Abstract. In this chapter we show how to derive performance bounds for tandem queueing systems using Network Calculus, a deterministic theory for performance analysis. We introduce the basic concepts of Network Calculus, namely arrival and service curves, and we show how to use them to compute performance bounds in an end-to-end perspective. As an application of the above theory, we evaluate tandems of network nodes with well-known service policies. We present the theory for two different settings: a simpler one, called "per-flow scheduling", where service policies at each node discriminate traffics coming from different flows and buffer them separately, and "per-aggregate scheduling", where schedulers manage a small number of traffic aggregates, and traffic of several flows may end up in the same queue. We show that, in the latter case, methodologies based on equivalent service curves cannot compute tight delay bounds and we present a different methodology that relies on input-output relationships and uses mathematical programming techniques.
Introduction
Many of today's networked applications rely on the underlying network providing Quality of Service (QoS) guarantees. For instance, playback applications (such as video or voice) require bounds on the worst-case traversal time of packets, on an end-to-end basis, the deadline being the playback instant of the video/voice packet. Moreover, there is a growing interest in new types of networked applications requiring firm end-to-end delay guarantees. For instance, those based on remote sensing and control, favored by the emerging of the Machine-to-Machine (M2M) communication paradigm. Some of these are safety-critical, e.g., assisted driving, smart electrical grid control, factory automation, telemedicine, etc., hence packets cannot miss their deadlines without serious consequences. A common trait of all the above application is that they are expected to run in a multi-hop networked environment, where their traffic will experience multiple queueing, contending for resources (i.e., bandwidth and buffers space) with traffic from heterogeneous applications.
Despite the abundance of literature on the matter, in the past decades the problem of QoS guarantees has been tackled by network providers mainly through blind overprovisioning: overdimensioning links with respect to the traffic they had to carry, achieving utilization factors far below saturation, was in fact enough to ensure, at least statistically, that end-to-end delays were small enough to allow delaysensitive applications to run smoothly. This trend cannot go on forever for several reasons: first, bandwidth availability traditionally spawns bandwidth-hungry applications, leading to an arms race which will settle on links being close to saturation before a new technological breakthrough occurs. Second, network overprovisioning is not cost-effective, as it requires both larger investments and higher operational expenditures. With respect to the latter, network energy efficiency has recently become an issue, attracting itself a noticeable amount of research: one of the keys to energy efficiency is to disable the portions of a network that are not strictly necessary to ensure a given level of service, which amounts to keeping the rest of the network much closer to saturation than an overprovisioning strategy would otherwise have. Last, but not least, some services just cannot do without firm, a priori guarantees, as opposed to measurement-based, a posteriori statistical assurances. To begin with, even non-critical applications such as high-definition IPTV may require such guarantees: for instance, if they are to be sold to a large consumer audience which might not tolerate even occasional video glitches. Moreover, it is self evident that, with remote sensing/control or safety-critical applications, delay guarantees define the very correctness of the applications' behavior.
Network Calculus (NC) is a theory that allows one to compute bounds on significant quantities (most notably, the end-to-end delay) in a queueing network. It has been devised in the '90s, thanks to the seminal works of Cruz [21, 22] , Chang [19] , and Le Boudec and Thiran [26] . It relies on a deterministic service and traffic characterization (as opposed, for instance, to Markov Chains, which rely on stochastic characterizations), hence it is particularly useful for assessing worst-case measures, such as the maximum delay. NC has already been used in several domains. As far as the Internet is concerned, the Guaranteed Service of the IP IntServ architecture [15] , standardized in 1994, is based on delay bounds computed through NC. More recently, NC has been used to assess the performance of AFDX avionic networks [1] , which require a certification of the maximum end-to-end delay before being made operational. Furthermore, it has been applied to design or assess the performance of Network-on-Chips [24] , Systems-on-Chips, e.g., [18] , Wireless Sensor Networks [25, 32, 39] , Wireless Mesh Networks [16, 17] , and industrial Ethernet installations [37] .
Performance analysis through Network Calculus is normally carried out with respect to a single flow of traffic, which traverses a tandem network from its source to its destination, and contends for bandwidth with similar flows at each hop (e.g., the output port of a switch or router). Contention is usually arbitrated by a scheduling policy (e.g., non-preemptive strict priority, round-robin, etc.), in either of the following settings: a per-flow scheduling approach, where each flow has a dedicated FIFO queue, and the scheduler determines the flow that gets access to the output bandwidth at each time, or an aggregate-multiplexing approach, where traffics from different flows may be buffered in the same queue (which may or may not also compete with others for access to a link's bandwidth). In this last case, embodied in Internet standards such as IP DiffServ architecture [5] , the buffering policy becomes relevant as well: if flows are buffered FIFO, then what gets in will eventually get out, hence the delay of a packet will stay finite as long as the queue does not grow indefinitely, although it will depend on the arrival profile of all the flows that are buffered in the same queue. On the other hand, if non-FIFO queueing is adopted, a packet may sit forever in the buffer, being constantly pushed at the back by other incoming packets, even if the queue length stays finite.
It turns out that the main watershed in NC modeling is whether a per-flow or an aggregate-multiplexing network is analyzed: in the former case, it is easy to derive service guarantees for single flows at a node, and to compose these guarantees along a path to compute an end-to-end guarantee. Perhaps the most interesting feature of NC is that -in this case -the composition of service guarantees preserves tightness: if the individual service guarantees allow one to compute the true worst-case delay at each node, then their composition will yield the true end-to-end worst-case delay, and not just a bound on the latter: in other words, all the relevant information is preserved when composing service guarantees. In the second case, i.e., aggregate-multiplexing, per-node guarantees are harder to obtain, to begin with, and composing them along a multi-hop path leads to a loss of tightness [2, 34] : the end-to-end delay that one gets by composing per-node service guarantees is often a loose, pessimistic upper bound on the worst-case delay. Thus, in this case, a different method is required, which does not exploit composition, but relies instead on mathematical programming techniques.
This chapter presents the theory of Network Calculus in a tutorial way, focusing on its practical implications whenever possible, using examples that a reader who is mildly familiar with packet scheduling will find easy to understand. It is divided into two parts: in the first part we explain the basics of NC, describing the concepts of service curve and arrival curve. Then, we show how to derive performance bounds for a network flow in a per-flow scheduling approach. The second part builds on top of these basic concepts to explain how to compute the worst-case delay in an aggregate-multiplexing network, describing both the cases of FIFO and non-FIFO queueing.
Despite the fact that this chapter is written using computer networks as a case study, most of the modeling shown herein can be applied -with few modifications -to other contexts where there is contention for resources and scheduling, notably distributed systems.
Basic Network Calculus Modeling: per-flow scheduling
Assume that you are observing the traffic of a given flow at the input and output of a network element, e.g., a scheduler. That network element may, of course, be traversed by several flows simultaneously, however we are interested in what happens to a particular flow, which we call the tagged flow. Denote with A(t) and D(t) the functions of time that count how much traffic belonging to the tagged flow has been observed in [0, t), respectively at the input and output of the network element. We call these the Cumulative Arrival Function (CAF) and the Cumulative Departure Function (CDF) for the flow. Assume that the system is time-continuous, i.e., arrivals and departures can occur at any time, unlike in a slotted system (different, simpler models can be used to describe the latter). CAFs and CDFs need not be continuous, to reflect that a discrete quantity of traffic (e.g., a burst) can arrive and leave at once.
Furthermore, assume that the network element is lossless, that it does not generate traffic, and that it serves the traffic of the tagged flow in FIFO order. For a network element to be lossless, traffic must be buffered, and the buffer must be large enough not to overflow. For now, we will just state that overflows do not occur, and later on we will quantify the buffer required in order for this hypothesis to hold.
Obviously enough, both A(t) and D(t) -being cumulative functions of timemust be wide-sense increasing. Furthermore, for the element to be causal it must be A(t) ≥ D(t). When there is no ambiguity, we will write A ≥ D to denote that the latter holds for any time instant t. Unless stated otherwise, all cumulative functions R are defined as R : R + → R + , are left-continuous and such that R(0) = 0.
If one can measure the CAF and CDF of a network element, then it is fairly easy to compute some quantities, namely the delay of a bit and the backlog at any one time.
As Figure 1 .1 shows, the vertical distance B(τ ) = A(τ ) − D(τ ), which is always non-negative, is the element's backlog at time τ . Conversely, the horizontal distance between point (τ, a) on A and point (τ , a) on D, i.e., d(τ ) = τ − τ , is the delay of the bit that enters the element at time τ . Note that, if the CDF has a plateau at quota a, then the definition still holds, provided that we set τ = inf{s : D(s) ≥ a}. More formally, the delay of a bit arriving at time τ is equal to: 
Service curve
If a network element provides some QoS guarantees, as most schedulers do (e.g., a minimum departure rate), then it stands to reason that -given an input CAF A -the possible output CDFs D should be lower-bounded, and that the lower bound should be a function of both the CAF and some inherent property of the network element itself. In fact, we say that the network element can be modeled through the service curve β if:
The right-hand side of eq. (1.1) is the lower bound to the CDF D we were just talking about, and in this case the flow is said to be guaranteed the (minimum) service curve β. The infimum at the right side of eq. (1.1), as a function of t, is called the min-plus convolution of A and β, and is denoted by A ⊗ β. The name "min-plus convolution" stems from the fact that the operation resembles systems theory convolution, if one replaces the sum with the infimum operator and the product with the sum. The service curve of a network element is not something that can be observed by just measuring one CAF and the related CDF. It is instead a property of the network element, such that eq. (1.1) holds for any CAF. In fact, a network element may be stateful (schedulers usually are), hence one trajectory alone cannot provide much information regarding worst-case behavior. Before delving deeper into the properties of the convolution operation, which are important to understand the rest of the chapter, we show how to derive a service curve in a couple of practical cases, namely strict-priority and round-robin schedulers. link). Assume that the tagged flow sends an infinite amount of traffic in a single burst at time t = 0, i.e., A(t) = δ 0 (t), and let us compute what the lower bound on its CDF will be. Notation δ x (t) denotes a function which is null for t ≤ x, and infinite for t > x. In a worst-case scenario, at time 0 the scheduler is busy serving some other lower-priority flow. The server may be at it for a maximum time equal to T = M/C, then -by the very definition of strict priority -it must switch to serving the tagged flow. Once it starts (since the tagged flow is always backlogged), it will keep transmitting traffic from it. Therefore, the CDF for the tagged flow will be D(t) = (C · t − M ) + . Notation x + means max(x, 0). Figure 1 .2 depicts the above scenario. Now, it is D(0) = A(0) = 0, hence we can write:
+ is a service curve for the tagged flow. The shape of this service curve is very common in practice, as we shall see, and its name is rate-latency curve: the rate is the long-term slope, i.e., C, and the latency is its horizontal offset, i.e., T . Note that, to keep the parallel with classical systems theory, the service curve has been computed by giving an impulse as an input to the system and measuring its worst-case output. Therefore, the service curve can be thought of as a worst-case impulse response for a network element.
Finally, note that the above reasoning cannot be generalized to flows having lower priority. In fact, unless all higher-priority flows are somewhat regulated, i.e., prevented to keep their queues always backlogged, lower-priority flows will simply starve. This means that (without calling in additional mechanisms, at least) the worst-case impulse response for a lower-priority flow in a strict-priority scheduler is flat. 
Example -round-robin scheduler
Assume that the tagged flow is served by a weighted round-robin scheduler. The scheduler manages N queues, one for each flow, and each flow i has a quantum φ i , a positive quantity representing the amount of time that the server spends in transmitting traffic from queue i before moving on to queue (i + 1) mod N . Let the link speed be equal to C again, and assume for simplicity that traffic may be arbitrarily fragmented, so that each flow may fill the quantum entirely if it has enough backlog. Without loss of generality, assume that the tagged flow is flow 1, and let its CAF be again the impulse at time 0, A(t) = δ 0 (t). The worst-case CDF is observed when: a) all flows 2 . . . N are always backlogged, and b) the server is at the beginning of the service period for flow 2 at time 0. In this case, the CDF of tagged flow 1 will be null until time T 1 = i=2...N φ i , and then increases with a slope C until time P = T 1 + φ 1 = i=1...N φ i . The same pattern repeats indefinitely, as shown in Figure 1 .3.
Using the same reasoning as in the previous example, one may conclude that the worst-case impulse response CDF is again the system's service curve for the tagged flow. Note that the long-term guaranteed rate of the tagged flow r 1 can be expressed as a proportion of the quanta of the various flows, i.e.,
This holds, rather obviously, for any flow j being scheduled.
Note that the shape of the service curve for a round-robin scheduler is not a ratelatency one. However, it is easy to see that one rate-latency curve exists that bounds that service curve from below: it is the one with a latency equal to T 1 and a rate equal to r 1 , i.e., β(t) = r 1 · (t − T 1 ) + . Curve β still verifies eq. (1.1), since it bounds from below a curve that does. Moreover, it is the largest rate-latency one that does, since it touches the worst-case impulse response CDF at abscissas T 1 + k · P, ∀k ≥ 0. Therefore, one may use β as a service curve for the tagged flow as well. We will see that this makes computations simpler, but it comes with a price.
Finally, let us observe what happens if all the quanta are doubled. On one hand, the minimum guaranteed rate r i of each flow will remain the same, since it depends on the ratio of the quanta. On the other hand, the latency of the β service curve will double: this hints at the fact that each flow (including the tagged one) will have the same throughput, but -in general -higher delays, something that we will prove formally later on. can also be seen as network elements providing service-curve guarantees. More specifically, following the same approach used in the previous two cases, it is fairly easy to observe that a link with a constant rate C (often called a constant-rate server) has a service curve β(t) = C · t, which we also represent by λ C . By the same token, a link with a minimum rate C (e.g., a wireless link that can switch its rate between a minimum and a maximum) has the same service curve. The two are clearly not equal in all respects: with the former, we can obtain the exact CDF given the CAF, whereas with the latter we can only know a lower bound on the CDF. However, as far as service guarantees are concerned, the two can be described in the same way. It can also be observed that several fair queueing schedulers, including Weighted Fair Queueing [31] , Deficit Round Robin [36, 28] and others [38] all exhibit rate-latency service curves.
Some elements (e.g., network switches) exhibit a bounded transit delay, at least under appropriate testable hypotheses (e.g., in the absence of overload). This is also the case, for instance, of deadline-based schedulers, such as Earliest Deadline First scheduling, if the admission control (or schedulablity) test is passed. For these elements, the service curve is the delayed impulse δ T . Figure 1 .4 reports both the above service curves. It is interesting to observe that both a minimum-rate and a delay service curve are special cases of a rate-latency service curve. More specifically, if β R,T denotes a rate-latency curve with a rate R and a latency T , it is λ R = β R,0 and δ T = β ∞,T . The proof of the above properties is trivial and is thus left to the reader. Another useful property of convolution is given by the following lemma:
If f and g are left-continuous and wide-sense increasing, then for all t ≥ 0, there exists s ≤ t such that f ⊗ g(t) = f (s) + g(t − s).
Composition of service curves
Suppose now that the tagged flow traverses a tandem of n network elements: for instance, a multi-hop path in a network domain, at each hop of which the flow is scheduled by some scheduler, as shown in Figure 1 .6. Suppose that, at each network element i, the tagged flow is guaranteed a service curve β (i) . Clearly, the CDF at node i of the path will be equal to the CAF at node i + 1, ∀i < n. Therefore, we simply use F (i) to denote the CDF at node i, and assume that F (0) is the CAF at node 1. The service curve property ensures that
. Therefore, by the associativity of convolution, we get: The last term in eq. (1.3) can be regarded as the service curve that the whole tandem offers to the tagged flow. In fact, it computes a lower bound to the CDF at the exit of the tandem, given the CAF at the ingress. Note that no hypothesis is required on each network element, other than that it provides the tagged flow with a service curve guarantee. For instance, the above result holds for a two-hop path where the tagged flow traverses a strict-priority scheduler and a round-robin scheduler. Therefore, the only thing that is needed to allow for multi-node analysis is to compute the convolution of the service curves at each node.
Convolution of rate-latency service curves is particularly easy to compute. Let us compute the convolution of β (i) = β Ri,Ti , i = 1, 2. Without loss of generality, assume that R 1 ≥ R 2 (convolution is in fact commutative). Recalling Figure 1 .5, one has to "slide" one rate-latency curve along the other and consider the minimum ordinate for each abscissa. As shown in Figure 1 .7, this implies that the resulting curve will be null until T = T 1 + T 2 . Then, the result will increase with a rate equal to R = min{R 1 , R 2 }. By iterating the reasoning n times, we obtain that the convolution of n rate-latency service curves is as follows:
Equation (1.4) makes sense intuitively: the minimum guaranteed rate for a flow traversing a tandem of node is the minimum among those guaranteed at each node. Furthermore, in a worst-case scenario, the flow will experience the maximum latency at each node, hence latencies should add up.
Finally, we observe that a rate-latency service curve β R,T may be obtained as the convolution of a minimum-rate service curve λ R and a delay service curve δ T .
Strict service curves
In some cases, network elements provide tighter service guarantees than those captured by the service curve property. A common guarantee is that of the strict service curve. We say that a network element offers a strict service curve β to a flow if, for any period ]s, t] during which the flow is backlogged, then it is:
It is straightforward to prove that if β is a strict service curve, then it is also a service curve. In fact, since eq. (1.5) holds for any backlogged period, it also holds if s is the beginning of a backlogged period, which we denote start(t). In this case, it is A(s) = D(s) by definition, hence we have found one instant when D(t) ≥ A(s) + β(t − s), which implies eq. (1.1). The reverse, however, is false, thus the strict service curve property is -in fact -a stricter guarantee than the service curve.
With reference to the examples of the previous subsections, the service curves of a strict-priority and round-robin scheduler, and of a constant-and minimum-rate server, are also strict service curves. On the other hand, the delay element service curve is not a strict service curve. The proof of this result can be found in [26, Chapter 7] .
An interesting -though unfortunate -result is that the strict service curve property is not preserved through composition: if β
(1) and β (2) are strict service curves offered by two nodes traversed by the tagged flow, then we cannot say that the twonode tandem offers a strict service curve equal to β = β (1) ⊗ β (2) . In fact, it turns out that β is a service curve (because strict service curves are service curves, in any case), but not a strict one.
Over the years, several other proposals of service guarantees have appeared in the literature, with the aim to find stricter guarantees than the service-curve ones, which are still preserved through composition -unlike the strict service curve property. A comprehensive description on the subject can be found in [6] . Strict service curves will come again into play later in this chapter, when we examine aggregatemultiplexing architectures.
Arrival Curve
The theory expressed so far allows us to compute a lower bound on the CDF of a tagged flow at the exit of a tandem of network elements, given its CAF and the service curve of each element. Furthermore, by plotting the CAF and the CDF on the same reference, we can assess the delay of each bit, and the amount of traffic in transit (i.e., the backlog) at each time instant. To compute the maximum delay that a bit of the tagged flow experiences, we must find the maximum horizontal distance between the CAF and CDF. Obviously, the maximum delay will depend on the CAF itself: in general, assuming a rate-latency service curve, we can say that the delay increases whenever the slope of the CAF exceeds the minimum guaranteed rate of the service curve, whereas it decreases when the opposite is true. If we can limit the rate of the arrivals, then, in such a way that -in a long term -the arrival rate will not exceed the minimum guaranteed rate, we should be able to compute a finite bound on the maximum delay. A common way to represent constraints on the arrivals of a flow in Network Calculus is the concept of arrival curve.
1 A wide-sense increasing function α is said to be an arrival curve for a flow characterized by a cumulative function A (or, equivalently, A is α-upper constrained) if:
The alert reader may check that eq. (1.6) is equivalent to A ≤ A ⊗ α. Graphically speaking, the constraint can be visualized by sliding the arrival curve over the CAF: if the CAF never crosses one arrival curve, then eq. (1.6) holds. This is shown in Figure 1 .8.
A commonplace network element that enforces an arrival curve is the leaky-bucket shaper. The latter is often placed at the ingress of a network path, in order to limit the amount of traffic injected by the flow, thus preventing it from causing excessive queueing in the network. A leaky-bucket arrival curve is characterized by a sustainable rate ρ and a burst size σ, and its expression is γ σ,ρ (t) = σ + ρt if t > 0 and γ σ,ρ (0) = 0. Roughly speaking, it means that the flow is allowed to inject traffic at a rate up to ρ. It can only exceed that rate by a maximum of σ bits over any interval of time. This means that a flow cannot buy any extra credit by not sending traffic at its maximum allowed rate for some time. This is evident in Figure 1 .8, where, at time t 1 , the CAF of the flow is considerably below α(t), but is still subject to the tighter upper constraint represented by α(t − t 1 ) + A(t 1 ) in any case. In most practical cases, arrival curves are concave (such as the leaky-bucket one). It is not uncommon to find piecewise-linear, concave arrival curves (taking value 0 at 0), which are practically implemented by using multiple leaky-bucket shapers. For instance, the Guaranteed Service of the IntServ architecture [15] provides a flow with delay guarantees under the hypothesis that its traffic is shaped by a double leaky-bucket, whose arrival curve is depicted in Figure 1 .9: a first stage limits the peak rate to p with a burst size of one packet M , and a second stage allows for a smaller sustainable rate ρ, with ρ ≤ p and a burst σ, with σ ≥ M . This means that only the traffic that obeys both the peak-rate and the sustainable-rate constraints will 1 Mind the distinction between cumulative arrival function and arrival curve.
be allowed in. A piecewise-concave arrival curve can be constructed as the minimum of affine curves. For instance, the one in Figure 1 .9 can be easily observed to be α = min{γ M,p , γ σ,ρ }. Therefore, by the properties of convolution, we can also write α = γ M,p ⊗ γ σ,ρ . This means that any piecewise concave arrival curve can be written as the convolution of as many affine arrival curves as its linear pieces. 
Delay and backlog bounds
Knowing both the arrival curve α and service curve β of a flow allows one to compute a bound on the backlog and delay. The bounds are the following (proofs are omitted, and the interested reader can find them in [26, Chapter 1]): a bound on the delay is given by the maximum horizontal deviation between α and β:
a bound on the backlog is given by the maximum vertical deviation between α and β:
The meaning of the above expressions (also shown in Figure 1 .10) is the following: given a CAF that conforms to the arrival curve α, fed as input to a system whose service curve is β, the maximum delay (backlog) that a bit experiences will not exceed the ones reported above. The backlog bound can thus be used to dimension the queue at a node so that no overflows occur.
For instance, for a leaky-bucket-shaped flow, whose arrival curve is γ σ,ρ , traversing a rate-latency network element whose service curve is β R,T , the bounds on the delay and backlog are:
In fact, if we allow the flow to send traffic faster than the minimum guaranteed rate (i.e., R < ρ), then queues may build up indefinitely, hence no finite bound on the delay and the backlog can be enforced. This also means that the maximum finite delay bound that a flow with a γ σ,ρ arrival curve can be enforced is d max = σ/ρ + T , and that the delay bound can be controlled by overallocating the rate to the flow or by reducing the flow's latency. Conversely, B is largely determined by the flow's burst σ, which also bounds B from below, and it can only be controlled by reducing the latency (overallocating rate has no effect). From now on, unless specified otherwise, we will always assume that R ≥ ρ, so that bounds are finite. Note that, since a service curve may represent either a network element, or a tandem thereof, end-to-end bounds can also be computed. For the delay, we can compute a bound on the worst-case traversal time of the tandem. In the case of a backlog bound, if the service curve represents a tandem of network elements, then we lack the information on where exactly that backlog is located (i.e., how it is partitioned among the various hops). An obvious workaround is to assume that a maximum backlog equal to B may occur at each node in the tandem, but we can do better than that. Let us introduce the concept of output arrival curve, i.e., an arrival curve that constrains the CDF of a flow. The following result is proved in [26, Chapter 1] : the output arrival curve is α * (t) = α β(t) = min s≥0 {α(t + s) − β(s)}.
For instance, a leaky-bucket flow traversing a rate-latency service curve will have an output arrival curve equal to:
The operator is called min-plus deconvolution. Note that, in this case, the output arrival curve has a larger burst than the (input) arrival curve, and -more specifically -that burst is equal to the worst-case backlog at the node. This is not fortuitous: in fact, it may well happen that the server behaves like an "infinite" server, i.e., starts serving traffic at an infinite speed, at the time at which the maximum backlog occurs (we will show in a minute that B is actually the maximum backlog). This implies that, at the output, a burst equal to the maximum backlog must be observable in practice. This also confirms a remarkable phenomenon, often observed in networking: queueing may increase the burstiness of a flow. In fact, as a flow traverses a network, the alternance of periods where it is served at full speed and periods where it is not served (typical, for instance, of round-robin schedulers), creates bursts even when the original traffic is smooth. We can use the above result to compute tighter backlog bounds at each node in a tandem, where the CDF at a node is the CAF at the subsequent one. Call α (j) the arrival curve at the output of node j of an n-node tandem, and assume α (0) = γ σ,ρ to be the arrival curve at the input. Then, assuming that ρ ≤ min 1≤i≤n {R i }, the backlog bound at node j is the burst of the following arrival curve:
Moreover, the backlog bound for the whole system is equal to σ + n i=1 T i ·ρ, i.e., to the backlog bound at node n. This means that the buffer space required for lossless operation increases from node 1 to node n, and at node n it is equal to the maximum amount of traffic in transit at any time in the whole tandem.
We now show that the above bounds are tight. We do this by constructing a worst-case scenario, i.e., a trajectory of the CAF and CDF of the system such that their maximum horizontal/vertical distances are those predicted by the equations. We limit ourselves to a leaky-bucket-shaped flow traversing a rate-latency service curve, hence making reference to eq. (1.7). However, the result holds for arbitrary arrival and service curves. Assume that the CAF is the greedy function, i.e., A = γ σ,ρ . In other words, the flow sends as much traffic as allowed by its arrival curve, starting at time t = 0. Furthermore, assume that the network element (e.g., a strict-priority scheduler) is lazy (or exact), meaning that it behaves so that D = A ⊗ β, with β = β R,T . The CDF can be computed algebraically using some of the properties of the convolution operator that we have explained earlier, i.e.:
(1.10) Figure 1 .11 shows the CAF and the CDF. By visual inspection, it is straightforward to observe that
Conversely, when R < ρ, then the horizontal and vertical distance between A and D are increasing functions of t, hence the bounds are infinite. Thus, we have a scenario where the bounds of eq. (1.7) are attained.
Therefore, in this case, B is the worst-case backlog, and d is the worst-case delay (WCB/WCD for short, hereafter). Note that the worst-case scenario needs not be unique. For instance, the WCD is the same for: i) any CAF A such that:
The alert reader can easily construct an infinity of scenarios that verify the above two properties. Furthermore, we observe that the WCB needs not be experienced by the same bit that experiences the WCD. The output arrival curve is a tight constraint as well. In fact, we can obtain a CDF D = γ σ+T ·ρ,ρ (t + T ) by giving as input to the node the greedy CAF A = γ σ,ρ and assuming that the node serves traffic at an "infinite" speed after sleeping for its latency T , as already anticipated. Another example, this time involving a multi-node scenario, is shown in Figure 1.12 . A leaky-bucket-shaped flow traverses a tandem of n rate-latency service curves β (i) = β Ri,Ti , with ρ ≤ min 1≤i≤n {R i } so as to ensure that the delay bound is finite. Eq. (1.4) tells us that the tandem is equivalent to a rate-latency service curve, hence a delay bound is:
A bit of a CAF experiences a delay equal to d in the following scenario:
each node i = j serves traffic at an infinite slope after sleeping for its latency T i . In other words, it translates a CAF it can be any node in the tandem, including the first/last. This is in perfect accord with the fact that convolution is commutative and associative. Second, once more, this is not the only worst-case scenario. The alert reader can easily check that the same delay would have been experienced by the same bit, if all nodes had been lazy, or if any subset of them including node j had been lazy. This means that node j, acting as a bottleneck, is the one whose behavior matters the most. Increasing its rate, for instance, will reduce the WCD, whereas increasing some other node's rate will not. Equation (1.11) has a deep significance. In fact, a bound on the end-to-end delay could also be computed -in principle -by adding up the WCD that the flow can experience at each node. Call d (j) the WCD experienced at node j. The latter can be computed as
, with α (j) being given by eq. (1.9). After some straightforward algebraic manipulations, we obtain:
It is straightforward to observe that d < d if n ≥ 2. Furthermore, the gap between d and d increases with the number of nodes in the path. Therefore, d is the WCD, and d is a loose, pessimistic bound on the WCD. The pessimism is due to the fact that d contains one burst term σ/(min i {R i }), whereas d sums up n terms σ/R i . In other words, summing up per-node delay bounds does not give you a tight end-toend delay bounds, even though the per-node bounds themselves are tight (which they are, in this case). This is because, by summing up per-node delay bounds, you are implicitly assuming that the traffic of the tagged flow experiences simultaneously, and at each node, both the scenario that leads to the WCD and the one that leads to the output arrival curve. This is clearly impossible: with reference to the previous examples, the latter assumes infinite speed when the former requires the node to be lazy. The principle according to which a tight delay bound should include only one burst term (instead of n) is called Pay Burst Only Once (PBOO), and is practically embodied in the IP IntServ architecture [15] . Figure 1 .13 shows how using the PBOO principle improves on summing up per-node delay bounds, assuming that a flow characterized by a burst σ = 1 Mb and a rate ρ = 0.67 Mbps traverses a tandem of n identical servers, with T i = 0.1 s and R i = 10 Mbps. The improvement becomes more significant as the number of servers increases.
As a final observation, we remark that the tightness of the bounds depends on the fact that arrival and service curve are good models of the traffic and service constraints for the tagged flow. For instance, given a round-robin scheduler, we might model it using either the periodic staircase service curve shown in Figure 1 .3, or its rate-latency lower bound. The latter is clearly easier to manage, as far as computations are concerned, but it allows one to obtain lower bounds on the CDFs that cannot be observed at the output in practice. With reference to Figure 1 .14, if we use the rate-latency service curve, we obtain an upper bound on the WCD, and not necessarily the WCD itself.
As another example, consider a flow whose arrivals are constrained by the sporadic traffic model [14] : the latter consists of a constraint on the maximum packet length M , and on the minimum interarrival time τ . Any sequence of packets no longer than M spaced at least τ from each other verifies the constraint. It is straightforward to observe that a leaky-bucket arrival curve γ M,M/τ is an arrival curve for a sporadic flow. However, there is no way that we can get (e.g.) a greedy CAF A = γ M,M/τ without violating the sporadic constraint. Therefore, using a γ M,M/τ arrival curve to model a sporadic flow will allow you to compute bounds on the WCD, but not necessarily the WCD itself.
The important lesson is that -under per-flow scheduling -Network Calculus manipulations do not introduce any pessimism themselves. If the modeling is exact, then the bounds you compute will be tight. 
Numerical examples
We now instantiate some of the above results in a case study. Assume a tagged flow characterized by a burst σ and a rate ρ = 1 Mbps traverses a round-robin scheduler, which is shared by N flows (including the tagged one), and manages a link whose speed is C = 10 Mbps. Assume M = 12 kbit (roughly corresponding to an Ethernet MTU), and that φ i = M/C. Note that the above settings imply that all flows have the same long-term rate R = C/N , which means that the tagged flow will have a finite bound only as long as C/N ≥ ρ, i.e., N ≤ 10. Figure 1.15 shows the delay bound as a function of σ, for several values of N . The figure shows that the delay bound increases in sharp steps whenever the burst surpasses an integer multiple of the quantum. Furthermore, the delay bound depends on the number of cross-flows, which add to the overall latency. 
• N = 3 N = 5 * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * N = 10 Figure 1 .16 shows the delay bound as a function of k, for several values of N and σ = 10M . The figure shows a jaggy behavior, with local minima when the burst is evenly divided by the quantum: this makes sense intuitively, since as soon as the burst exceeds an integer number of quanta, one more round is required to transmit it entirely.
Advanced Network Calculus modeling: aggregate multiplexing
So far we have described properties of Network Calculus that hold if a flow has a private FIFO queue, a paradigm known as per-flow scheduling (or queueing). Perflow queueing is, however, not the only option. Aggregate-multiplexing architectures have received an increasing attention in the last fifteen years, following the standardization of the IP DiffServ architecture [5] . In DiffServ, in fact, per-flow queueing is abandoned due to scalability reasons: identifying flows through their 5-tuple, in fact, requires too many operations (e.g., memory reads, hashing, etc.). This becomes a problem when the speed of the link allows only few nanoseconds to make a decision. Moreover, the complexity of advanced schedulers (e.g., Weighted Fair Queueing, WFQ [31] ) grows with the number of flows, making it impossible to arbitrate thousands or millions of flows in a packet transmission time at the current link speeds. field in the IP packet (which does away with the first problem, allowing classification with a single memory read operation), and packets of the same CoS get queued in the same queue, regardless of the flow they belong to. Then, a scheduler arbitrates among few CoSs (typically fewer than ten), which allows scheduling decisions to be taken in few nanoseconds. Packets of the same CoS should -in theory -be queued FIFO. However, in practice, this may be difficult to guarantee. In fact, depending on the architecture of the network node, packets arriving at different input lines may traverse different internal paths, with variable delays, before getting queued at the output link. Thus, even if the traffic of each single flow is queued FIFO (which it normally is), at an aggregate level the queueing discipline may appear to be non-FIFO to an external observer. The drawback of aggregate-multiplexing architectures is that -since no provision can be made for a single flow at a node -it becomes much harder to predict the performance of a flow, especially in a multi-hop path. It should be self-evident, in fact, that the queueing a flow is subject to at the various nodes does not depend on its arrival function alone, as it was under per-flow scheduling, but also on the arrival functions of all the flows that share the same queue. Thus, the least that we can expect is that computations will get more involved in this framework. Moreover, the composition of aggregates (i.e., the set of flows that share the same queue at a node) changes from one node to the other, due to the fact that their respective paths merge and diverge based on the destination of each flow. This means -in practice -that we cannot compose the service curves of two neighboring hops of a tagged flow, since we cannot guarantee that the two-hop tandem is lossless and does not create traffic: flows that leave after the first hop will in fact count as losses, and flows that enter at the second hop will count as created traffic.
However, it also stands to reason that, if all the flows of an aggregate are regulated by some arrival curve (e.g., a leaky bucket), and their overall rate does not exceed the one of the aggregate service curve, then it must be possible to compute bounds on the backlog and the delay at that node. Furthermore, if the same happens at all the nodes of a tandem, then it should also be possible to compute bounds on the endto-end delay as well. However, the issue of whether these bounds are tight becomes relevant.
In the rest of this chapter we show what Network Calculus has to offer for the analysis of aggregate-multiplexing tandem networks. We begin by recalling the existing Network Calculus theorems, and clearly point out why using these does not allow one to compute tight bounds. We then present an alternative method, based on mathematical programming, which allows one to analyze both FIFO and non-FIFO aggregate-multiplexing networks, and that always computes the WCD, though at the price of complex computations. We terminate this chapter with a review of the related work and some numerical examples showing the effectiveness of our approach.
Aggregate-multiplexing schemes
We now present the baseline Network Calculus results related to aggregate-multiplexing networks. We start with "blind" multiplexing, i.e., a multiplexing scheme where we can make no assumptions on what the queueing policy is. Under blind multiplexing, traffic of a given flow may be treated, for instance, at the lowest priority, i.e., be delayed whenever some other flow's traffic is also backlogged. Then, we move to FIFO multiplexing, which is -rather counterintuitively -slightly more complex.
Blind Multiplexing Under blind multiplexing, traffic of flows belonging to the same CoS are served in an arbitrary order. This policy then encompasses every possible service policy, and can be used when the latter is not known, hence the name blind. Intuitively, the worst-case scenario for a tagged flow will happen when it is given the lowest priority. As a consequence, the service elements are requested to offer strict service curves: indeed, in case of stability (i.e., when the aggregate input rate is strictly smaller than the service curve's rate), a strict service curve guarantee ensures that backlogged periods have finite duration. This, in turn, guarantees that the the tagged flow will receive some service. For this reason, it is possible to compute an equivalent service curve, that holds for a single flow, based on the aggregate service curve: it suffices to remove from the service offered by the network element the maximum service that can be taken by the other flows, i.e., the sum of their arrival curves. This is shown in the following theorem: Theorem 1.1 [26, Chapter 6.1] Consider a node serving two flows, 1 and 2. Assume that the node guarantees a minimum strict service curve β to the aggregate of the two flows and that flow 2 has α 2 as an arrival curve. Then
is a minimal (equivalent) service curve for flow 1.
Note that the equivalent service curve is not a strict service curve anymore. However, if the service policy is known to be strict priority (i.e., flow 1 has the lowest priority and flow 2 the highest), then β 1 and (β − M ) + are, respectively, strict service curves for flows 1 and 2, where M is the maximum size of a packet.
FIFO Multiplexing
When FIFO multiplexing is in place, traffic of flows that have the same CoS are buffered First-Come-First-Served in the same queue. Therefore, a bit of the tagged flow arriving at time t is transmitted only when all the traffic arrived before time t (belonging to any flow traversing that node) has been transmitted. Network Calculus allows one to derive equivalent service curves for individual flows as well, through the following theorem. Theorem 1.2 [26, Chapter 6.2] Consider a node serving two flows, 1 and 2, in FIFO order. Assume that the node guarantees a minimum service curve β to the aggregate of the two flows and that flow 2 has α 2 as an arrival curve. Define the family of functions:
is wide-sense increasing, then flow 1 is guaranteed the (equivalent) service curve β 1 τ (t).
Unfortunately, Theorem 1.2 does not lend itself to an intuitive interpretation, as for the blind multiplexing case. The above theorem states that a flow is guaranteed an infinity of service curves, each obtained by giving τ a nonnegative value. This implies that a delay bound for flow 1 as d = h(α, β 1 τ (t)), is itself a function of τ . Hence, the best delay bound is the minimum value of that function, computed on all the values of τ ≥ 0 [4] .
However, the fact that the node is FIFO (henceforth referred to as the FIFO hypothesis) is indeed a strong hypothesis. In fact, it allows one to compute the CDFs of single flows, given their CAFs, without resorting to equivalent service curves. All it takes is the aggregate CDF, or at least -if only a service curve is known -a lower bound on that CDF, as per eq. (1.1). The operations required for computing the CDF of a tagged flow at a node are:
FIFO multiplexing of several CAFs at the entrance of a node, so as to compute the aggregate CAF;
Input-output transformation from the aggregate CAF to the aggregate CDF, according to a node's service curve ( i.e., to eq. (1.1)); FIFO de-multiplexing of flows at the exit of a node, i.e., computation of perflow CDFs from the aggregate CDF, exploiting the FIFO hypothesis.
The procedure is exemplified in Figure 1 .17, using two piecewise-linear CAFs, A 1 and A 2 , and a rate-latency service curve β (this can obviously be generalized to any number and shape of CAFs and any service curve). FIFO multiplexing (bottom left) is a summation of CAFs: A = A 1 + A 2 . I-O transformation (top) corresponds to computing an aggregate CDF which is wide-sense increasing and satisfies eq. (1.1), e.g., the one obtained by assuming that equality holds in eq. (1.1). FIFO demultiplexing (bottom right) exploits the FIFO hypothesis: more specifically, for all We now show how to compute the WCD in both blind-and FIFO-multiplexing tandems traversed by several flows.
Tandem systems traversed by several flows

Model
We analyze a tandem of n nodes, numbered from 1 to p, connected by forward links from node h to h + 1, 1 ≤ h < n. The tandem is traversed by p flows, i.e., distinguishable streams of traffic. For each flow i, 1 ≤ i ≤ p, we set f st(i) the node at which this flow enters the network, and lst(i) the node at which it departs. In other words, flow i traverses all nodes from f st(i) to lst(i) included, and then departs. Throughout the chapter, the exponent h corresponds to server h and the index i corresponds to a flow. We note h ∈ i or i h if flow i traverses node h.
We make the following assumptions and will use the following notations in the rest of the chapter:
represents the CAF of flow i at node f st(i). In some cases, this CAF will also be denoted
and the aggregate CDF is
node h offers a service curve β (h) to the aggregate CAF at node h, A (h) , and β (h) is assumed to be wide-sense increasing, piecewise affine and convex; the arrival process of flow i, F
, is α i -upper constrained, where α i is assumed to be wide-sense increasing, piecewise affine and concave.
A system is said to be stable if there exists a constant C such that for each server, the backlog is always upper bounded by C. Let R h = lim t→∞ β (h) (t)/t and ρ i = lim t→∞ α i (t)/t. We assume that the system is stable, that is, ∀h ∈ [1, n], R h ≥ i h ρ i (see [26] for example). A scenario for an n-node tandem described as above is a family of functions (F (h) i ) 1≤i≤p,h∈i such that:
is wide-sense increasing, left-continuous and F (h)
if β h are strict service curves.
Loss of the tightness
To illustrate the complexity of getting good bounds, consider the following simple example with two servers and two flows:
for i ∈ {1, 2}, α i = γ σi,ρi , f st(1) = f st(2) = 1 and lst(1) = lst(2) = 2 and flow 1 is given a higher priority than flow 2.
To compute an upper bound on the delay of flow 2, at least two methods can be used:
(a) first compute the equivalent service curves for flow 2 and compute the convolution of the two curves thus obtained:
(b) first compute the convolution of the two service curves and then compute the equivalent service for flow two. Note that even though the service is not strict anymore, a direct computation can be used to compute the residual service curve, as in [9, 34, 35] . We then
The first approach is called separated-flow analysis (SFA). The second one, instead, uses the principle of Pay Multiplexing Only Once (PMOO), introduced in [35] . In the latter, the service impairment due to flow 1 is only counted once in the equivalent service curve, instead of twice as in per-flow analysis. Intuitively, PMOO can thus be expected to lead to smaller delay bounds. In fact, rather counter-intuitively, this is not always the case. After a few straightforward algebraic manipulations, we obtain:β
The alert reader can check that, if β 1 = β 2 , thenβ b ≤β a . But if σ 1 = 0, T 1 = 0 and R 2 > R 1 , thenβ a ≤β b . This implies that neither approach is guaranteed to yield tight delay bounds in all settings. Moreover, the SFA method, used to computeβ a , can be generalized to generic feed-forward networks. This is the object of Section 1.4.3. The PMOO method, leading toβ b , cannot be generalized in such a simple way when several flows interfere with each other. In fact, when flows are not nested into one another you cannot convolve service curves (recall than you can only do that when they are traversed by the same set of flows). A different approach, which can also be applied to any feed-forward topology and leads to tight results, is to use mathematical programming. In the latter, you first work with the trajectories, and bound using the arrival and service curves only at the last step. This will be discussed in Section 1.5. is the equivalent service curve of server h for flow i. Finally it computes the end-to-end service curve for the each flow, and a bound on its WCD can be computed using that curve.
.1 is valid for blind multiplexing (and thus for any service policy) if the servers offer strict service curves. If the service policy is known to be FIFO (in which case the service curves need not be strict), it is also possible to compute β (h) i with the formula of Theorem 1.2 (instantiated for any nonnegative value of τ ).
Mathematical programming approach
In this section, we present a method for computing exact worst-case performance in tandem networks. The method can be generalized to arbitrary acyclic networks, but for sake of notational and algorithmic simplicity, we detail the method only for tandem networks, and give the idea and the additional difficulties that arise in the general case at the end.
Blind multiplexing
Consider a single server traversed by one flow. To compute the WCD at time t, we use the following ingredients: strict service curve:
introduce the arrival date, u, of the bit that departs at time t: s ≤ u ≤ t and
arrival curve:
As we assumed α 1 piecewise affine concave (i.e., the minimum of a finite number of affine curves) and β (1) piecewise affine convex (i.e., the maximum of a finite number of affine curves), all those constraints are either linear or easily exploded into a finite number of linear ones. To compute the WCD, the only remaining step is to maximize t − u under these constraints. Therefore, this is a linear program.
In a tandem network of n nodes, the WCD can be computed by generalizing the above linear program backwards, i.e., starting from server n and going back to server 1.
The linear program
Variables Let us first define the variables of the linear program. Note that, to emphasize the meaning of the variables, we denote them the same way as the date of the function value they represent. Thus, they will mainly be named
time variables: we have n + 2 relevant time instants, i.e., t 0 , . . . , t n and u, with the following interpretation: consider a bit of data that exists the system at time t n : then t n−1 is the start of the backlogged period of server n at time t n (t n−1 = start n (t n )) and more generally, are t h , i.e., the date at which the bit of interest exits server h and t h−1 , i.e., the start of the backlogged period of server h. Variable (u) will also be used to compute the WCD of flow i.
Linear constraints Without loss of generality, we can assume that lst(1) = n, i.e., flow 1 traverses all the tandem and is the one whose WCD we want to compute. We have the following constraints:
Objective function: In order to compute the WCD of flow 1, we just need to maximize the distance between the time at which it exits node n and the time at which it enters the tandem, i.e.:
Maximize t n − u.
The same variables and constraints, can also be used to compute the maximum backlog at node n. In this case, the objective is:
Note that time variable u and the related functional variables and constraints are not required in this case.
Let us denote with Λ the linear program defined above and let d Λ (resp. b Λ ) its optimal solution, if the objective is the WCD (resp. the maximum backlog). The following theorem holds: Theorem 1.3 Consider a tandem network with n servers and p flows. The LP instance Λ has O(pn) variables and O(pn 2 ) constraints and is such that the optimum is the worst end-to-end delay for flow 1 is d Λ (resp. the maximum backlog at server n is b Λ ).
The above theorem is formally proved in [10] . Here, we just explain the principle of the proof using an example. It is based on the construction of an admissible scenario that satisfies the solution of the LP. Figure 1 .18 Tandem network with three nodes and three flows.
Example
Consider the tandem of Figure 1 .18. The latter has been extensively studied in [34] , where it is shown that the exact WCD cannot be computed using the application of (min,plus) algebraic methods. To compute the WCD of flow 1, we have the following linear program:
start of backlogged period constraints 
delay delay Figure 1 .19 From the trajectories to the linear program and back to the trajectories for blind multiplexing.
Equivalent service curve
The above method allows one to compute the WCD for a tagged flow, under constraints (α i ) i∈F and (β j ) j∈S . One may also want to measure how the network affects flow 1, in particular whether the flow can be guaranteed some end-to-end service curve. We call a universal end-to-end service curve a service curve β which is independent of α 1 (i.e., β remains an end-to-end service curve for any α 1 ). Precomputing such a universal curve can be useful to quickly compute a bound on the end-to-end delay for flow 1 for several different curves α 1 , instead of having to write down and solve a linear program every time. For tandem networks, it is possible to compute such a universal end-to-end service curve, which is optimal in the sense that it is maximal for all the universal service curves. It can be computed as follows: compute the WCD for the network when α 1 is a constant function equal to σ, call it d(σ). Then, β 1 , the residual service curve for flow 1 is the inverse function d −1 . The LP that we have defined above to compute d(σ) can be schematically rewritten as Maximize AX Subject to BX ≤ C(σ), X ≥ 0, where only C depends on σ. Indeed, σ never appears within coefficient matrix B. Then, by the strong duality theorem of linear programming, the following LP has the same optimal solution.
The constraints of the dual LP are independent of σ, and for any σ, its optimal value is reached at a vertex of the convex polyhedron defined by the constraints
is the minimum of a finite set of linear functions (whose cardinality can be exponential in the size of the network).
Generalization to feed-forward networks
The same method can be applied to general feed-forward networks. In this case, several difficulties arise, making the problem much more difficult. More specifically:
The number of relevant dates grows exponentially with the size of the network. Indeed, starting from the date that marks the beginning of the backlogged period of one given server, several dates must be defined for the beginning of the backlogged period of all the predecessors of this servers. As a consequence, the number of required dates is the number of paths from any node to the last server visited by the tagged flow.
Those dates are not totally ordered and every order compatible with the NC constraints must be generated, leading to a different linear program for each order. Thus, the WCD is the maximum solution of an exponential number of linear programs.
To illustrate this fact, consider the example of Figure 1 .20. The departure date of the bit of interest is t ∅ , and we can define t 4 = start 4 (t ∅ ), t 24 = start 2 (t 4 ) and t 34 = start 3 (t 4 ). But then, for server 1, two starts of backlogged period have to be defined: t 134 and t 124 . Four orders have to be consider: either t 24 and t 34 belong to different backlogged period, in which case we have t 124 ≤ t 24 ≤ t 134 ≤ t 34 or t 134 ≤ t 34 ≤ t 124 ≤ t 24 , or they belong to the same backlogged period, in which case we have t 134 = t 124 ≤ t 34 ≤ t 24 or t 134 = t 124 ≤ t 24 ≤ t 34 . Date u also has to be inserted in these orders, inducing even more linear programs. The other constraints depending of the order of the dates (arrival, non-decreasing) have to be generated according to these orders.
A reduction of X3C (Exact-three-cover, [23] ) to this problem shows that it is in fact NP-hard to compute the WCD under those assumptions.
1.5.1.5 Generalization to other service policies Assuming blind multiplexing, or arbitrary multiplexing may yield very pessimistic bounds for some networks where the service policy is known. It may not always be possible to find a linear program that computes the exact worst-case performance efficiently, even for tandem networks. For example, an attempt to find a linear program encoding Static Priorities can be found in [11] . In these cases, a good strategy is to mix Algorithm 1.1 with the linear programming approach used for blind multiplexing. This can be done as follows:
1. Generate the LP assuming blind multiplexing; 4. Compute the optimal solution of the LP thus modified.
FIFO multiplexing
Under FIFO multiplexing it is also possible to compute tight bounds using mathematical programming. The fundamental modeling difference with respect to the blind multiplexing case are:
exploit the FIFO hypothesis to infer input-output relationships;
consider simple service curves instead of strict service curves.
Consider the trivial example of a single server traversed by two flows. The above two elements induce the following linear constraints: if t 1 is the departure date of the bit of interest, 
Furthermore, the monotonicity, causality and arrival curves constraints are still valid. Note that for one date (t 1 ), two new dates have been introduced, t 2 and t 3 . This hints at the fact that the number of dates will double at each server, and we will also face the problem of ordering those variables. Consider the example of two servers and three flows in Figure 1 .21. Define t 1 , t 2 and t 3 as in the previous example. We write t 2 = F IF O(t 1 ) and t 3 = SC(t 1 ) for notational convenience. For server 1, we can define t 4 = F IF O(t 2 ), t 5 = SC(t 2 ), t 6 = F IF O(t 3 ) and t 7 = SC(t 3 ). We know that t 3 ≤ t 2 ≤ t 1 , that t 5 ≤ t 4 ≤ t 2 , that t 7 ≤ t 6 ≤ t 3 and that t 7 ≤ t 5 and t 6 ≤ t 4 . However, nothing can be deduced for the order of t 5 and t 6 . This order is necessary to get tight bounds, because we need to ensure the monotonicity of the functions: if t 5 ≥ t 6 , we must also enforce F 
. This order can be set by the linear program using binary variables: consider a sufficiently large positive constant Q (in our case, this constant can easily be computed and some LP solvers can also compute it themselves), and let b be a binary variable. Consider the following constraints:
If b = 1, then we have t 5 + Q ≥ t 6 , which is always verified for Q large enough, and t 6 ≤ t 5 ; if b = 0, we have t 5 ≤ t 6 and t 6 + Q ≥ t 5 , which is always true. This way, variable b determines the order of the two dates. Variable b can then be used to enforce the same order for the functional variables at these two dates, using similar constraints, so that monotonicity is preserved. Note that, due to the presence of binary variables, the model becomes a Mixed Integer Linear Program (MILP).
The mixed integer-linear program
Variables The variables of our problem are the following: time variables: t 1 , . . . , t 2 n+1 −1 , where t 2k and t 2k+1 correspond to the FIFO hypothesis and the service curve constraints with regards to t k , respectively:
Linear constraints As explained before, the number of dates (hence of variables) grows exponentially with the tandem length, since it doubles at each node as we go backwards. Moreover, in a multi-node scenario, these dates are only partially ordered. For k < 2 n , we have (
and (**) if t k ≤ t k , then t 2k ≤ t 2k (cumulative functions are non-decreasing) and t 2k+1 ≤ t 2k +1 (same as above, plus β j is convex). These relations and the transitivity only lead to a partial order of t 2 h , . . . , t 2 h+1 −1 . We must order the dates t k , t k if there exists h such that 2 h ≤ k, k < 2 h+1 by introducing binary variables. We do this recursively backwards as follows:
For server n, we have t 2 ≥ t 3 :
Suppose that dates are ordered for all k ∈ [2 h−1 , 2 h −1] and now consider dates
-First generate the partial known order using (*) and (**);
-For k = 2 and k = 2 or k = 2 + 1 and k = 2 + 1, use the same binary variable used to order t and t ;
-For any other pair, introduce a new binary variable.
If variables x and y are ordered by the variable b, we note x ≤ b y to represent the constraints
Moreover, if no binary variable is needed, we write x ≤ ∅ y to represent the constraint x ≤ y.
We can now write the linear constraints:
time and monotonicity constraints: for any
Objective function If the objective is to compute the WCD, then the objective of the MILP is max t 1 − t 2 n .
As for the blind multiplexing case, we can exploit the same model to compute the maximum backlog at server n too. In order to do this, one has to introduce new variables F (f st(i)−1 i (t 1 ) for i ∈ n and the constraints
then the objective of the MILP is max i∈n F (f st(i)−1) i
Let us denote with Λ the MILP defined above and d Λ (resp. b Λ ) its optimal solution if the objective is the WCD (resp. the maximum backlog at server n). The following theorem holds. Theorem 1.4 For a tandem network with n servers and p flows. The MILP instance Λ is such that the optimum is the WCD for flow 1 is d Λ (resp. the maximum backlog at server n is b Λ ).
This can be generalized with no difficulty to any flow. The proof of this theorem can be found in [12] . Here, we illustrate the concept using the example of Figure 1 .20. Maximize t 1 − t 4 such that:
time constraints:
service constraints:
FIFO constraints:
monotonicity constraints:
arrival constraints: (4, 6) , (4, 7), (5, 7), (6, 7)}; -F (0)
delay delay 
Related Work
The study of tandem networks under blind multiplexing has already been addressed in [34] . The authors compute tight end-to-end delay bounds for some tandem networks, pointing out the difficulties we mentioned earlier in this chapter. They detail their computations for a network with three servers and three flows and a more general approach is suggested in the corresponding technical report [33] . The main difference between this approach and the linear programming one is that they directly compute equivalent service curves, with some free parameters to optimize. Moreover, this approach is basically intended for leaky-bucket/rate-latency arrival/service curves and can be generalized only in a very inefficient way.
Another approach has been developed in [7, 8] and can deal with concave/convex arrival/service curves, but loses the tightness of the bounds. The idea is to define a multi-dimensional convolution to directly compute an equivalent service curve for the flow of interest. This would correspond to the computation ofβ b in Section 1.4.2. Besides the fact that tight bounds may not be computed, this convolution might be algorithmically complex to compute.
As far as FIFO networks are concerned, the first paper to determine some bounds on the delay has been [20] , which shows that, for a generic FIFO network (i.e., not necessarily feed-forward), upper bounds on the WCD can only be computed for small utilization factors. A critical utilization factor ν is defined, which is inversely proportional to the maximum path length. The paper shows two fundamental limits:
For a utilization u ≤ ν the bound is proportional to 1/(ν −u), hence approaches infinity as the utilization approaches ν.
For any utilization u > ν and finite delay d, it is possible to construct a (non feed-forward) network where some traffic exhibits a delay larger than d.
The above finding can be interpreted as implying that better results can only be obtained by adding some more hypothesis. For instance, the feed-forward hypothesis is relevant in practice and hardly constraining at all. A tandem network is in fact a feed-forward network, and the latter are known to be stable for any utilization up to 100%. This means that we can find better bounds under that hypothesis than those computed using the method in [20] . Several papers dealing with computing delay bounds in FIFO tandem networks have appeared recently [29, 27, 30, 2, 3, 4, 13, 24] . All these papers rely on equivalent service curves, i.e., those computed by using Theorem 1.2. A method known as Least Upper Delay Bound (LUDB) is described in those papers. The method is based on removing the cross flows by iteratively applying Theorem 1.2. Depending on the paths of the cross flows, two situations may arise: in a so-called "nested" tandem, i.e., one where either any two flow paths are disjoint or one includes the other, it is possible to compute an equivalent endto-end service curve for the tagged flow [30] . Otherwise, no end-to-end service curve can be computed: first, the tandem has to be cut into (possibly many) nested sub-tandems; then, bounds on the WCD of each sub-tandem must be computed and summed up to obtain a bound on the end-to-end WCD. In both cases, the delay bound (whether for the whole tandem or for sub-tandems) is computed by solving a piecewise-linear programming (P-LP) problem. A tool called DEBORAH has been devised to solve the problem [3] . It transforms the P-LP problem into a number of LPs, each one of which produces an upper bound on the WCD, solves all the LPs and takes the minimum solution (i.e., the least upper bound). The LUDB method, in general, does not compute the WCD. It does in sink-tree networks ( [27] ), where, besides, a faster algorithm not relying on LP can be used, and in some more special cases ( [4] ), but this is not always the case, even in simple nested tandems, as proved in [2] . Moreover, authors of [4] argue that, in non-nested tandems, the LUDB may be grossly overrated, due to the fact that cutting the tandem entails assuming separate, non compatible worst-case scenarios at each sub-tandem, much as summing pernode WCDs would do in a per-flow scheduling tandem. The upside of the LUDB method is that it is relatively efficient from a computational standpoint. Computing the LUDB is still an exponential problem, but an optimized implementation that exploits some structure in the problem, described in [4] , allows one to analyze up to 30-node tandems in minutes on off-the shelf hardware. For shorter tandems (e.g., up to 10 nodes), the LUDB can indeed be computed online, in split-second times. One of the downsides, instead, is that it can only work with single leaky-bucket arrival curves and rate-latency curves. Works [13, 24] discuss the advantages of including peak constraints (i.e., double-leaky-bucket arrival curves) in the model, but limit themselves to the tagged flow. Authors in [13] show that a double leaky bucket cannot be assumed for cross flows, since this makes Theorem 1.2 yield curves which are not always wide-sense increasing, hence cannot be assumed to be equivalent service curves.
With respect to these works, the linear-programming approach described in this chapter is: more general: it allows arbitrary piecewise-concave arrival curves, and arbitrary piecewise-convex service curves; capable of computing the WCD, whereas the other is not.
Obviously enough, the above advantages are paid for by a higher complexity: LPbased WCD computation is difficult to achieve in practice for more than 10 nodes in the current implementation of the solver. However, the latter is not optimized for speed: more specifically, there has been -as of today -no effort to obtain an optimized ILP solution strategy, relying instead on the prowess of a general-purpose solver such as CPLEX. We expect that the current speed figures can be improved considerably by both reformulating the model in a more efficient way and integrating an optimized solution strategy in our solver.
Numerical Results
In this section, we illustrate the effectiveness of the linear programming approach by comparing it to the classical approaches on a tandem scenario. Consider the scenario given in Figure 1 .23. Every cross-flow traverses two servers (except those at the extremities, i.e., servers 1 and n, which only traverse one). The tagged flow traverses every server. Every server has the same characteristics: a latency of 0.1 s and a service rate of 10 Mbps. Flows have a maximum burst σ of 1 Mb and an arrival rate ρ of 0.67 Mbps. Fig. 1.24 shows the delay obtained with the separated flow analysis approach (SFA) and the tight LP method assuming blind multiplexing. Unsurprisingly, the two methods give the same result when there is only one server. For a network with 20 servers, the LP method reduces the SFA bound by a factor 8/5, for a link utilization of 20%. Fig. 1 .25 depicts the distance between SFA and LP methods when the utilization of the servers varies, with 20 servers. The arrival rate of the flows varies so as to obtain the utilization shown in the horizontal axis. As the utilization grows, the gain becomes huge (note that the vertical scale is logarithmic). Assume now the same scenario in Figure 1 .23, this time with FIFO multiplexing. We compare the linear-programming approach with the LUDB one ( [4] ). Fig. 1 .26 compares the LUDB and the linear-programming exact WCD as the number of servers increases. Note that computing the exact WCD takes longer with FIFO, due to the presence of binary variables, hence we stick to smaller-size tandems. The figure shows that the overrating of the LUDB method increases with the number of nodes. Note that the WCD increases linearly with the number of nodes. Fig. 1 .27 compares the LUDB and the linear-programming exact WCD then the number of servers is equal to eight. It is evident that the LUDB overrating increases with the utilization. 
Conclusions
In this chapter we have shown how Network Calculus can be used to compute worst-case delay bounds in tandem networks. Computations are easy when perflow scheduling is in place: in that case, given a good model of the arrivals of a flow and the service at each node, we quickly obtain tight bounds on the delay by exploiting the Pay Burst Only Once principle, which clearly outperforms per-node analysis. When, instead, per-aggregate multiplexing is in place, computations get considerably more involved. We have shown that methods based on equivalent service curves do not lead to tight delay bounds, which can instead be obtained through a linear-programming approach. We have exemplified such an approach on two well-known paradigms: blind multiplexing, where the queueing policy is assumed to be arbitrary, and FIFO multiplexing. Our results show that, in both cases, the linear-programming approach outperforms the others.
