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ci6n dé dependencia funcional entre una función de variable
real (generalmente con valores en un espacio' euclidiano de
dimensión finita), y sus derivadas : Si esta dependencia es
s61o entre los valores de la función y sus derivadas para un
mismo valor de t y para toda t en cierto intervalo, se trata
de una ecuación diferencial ordinaria . La definición precisa
de las ecuaciones de que nos vamos a ocupar requiere cierta
notación, y se da en las primeras secciones de este trabajo .
Ejemplos de ecuaciones como las que vamos a tratar
son
INTRODUCCION
Una ecuación diferencial funcional es una condi-
x' (t) =x (t-1)
x' (t) = ax (t-1) + bx' (t-1)
xy+ (t) = f(x (t-1) ,x(t-2) ,x' (t-3))
	
,
que se suelen llamar ecuaciones difero-diferenciales .
Otro ejemplo sería
x'M=g(f°da(9)x(t+e)¿lo (e)x'(t+e)d8),
en que la derivada de x para el valor t depende no s61o de
los valores de x en t, sino de los valores de x y de x' en
todo un intervalo .
En nuestras ecuaciones pediremos que este interva-
lo de dependencia sea siempre de longitud finita y uniforme-
mente acotado . En este caso se habla de ecuaciones diferen
ciales funcionales con retraso finito .
Estas ecuaciones aparecen frecuentemente en la téc-
nica, sobre todo como modelos de sistemas en que se emplea
un tiempo finito en la transmisión de información o bien en
los llamados sistemas "con memoria' .
Si se quiere plantear un problema de valor inicial
para estas ecuaciones, no basta para determinar en forma única la
solución, con dar el valor de x en 0, sino que habrá que dar
los valores de x en todo el intervalo de "memoria" previo.
Así . . por ejemplo, en la primera ecuación que hemos
escrito, habría que dar los valores de x en el intervalo
[-1,0], digamos .
Para una clase amplia de ecuaciones, que incluye
todas las llamadas -del tipo retardado y una parte importante
de las llamadas del tipo neutro, resulta que el problema así
puesto está bien planteado . De hecho existirá una única solu
ci6n con una condición inicial dada en t =0, definido para un
cierto intervalo [O,T) y el valor cíe esta solución en t depen
derá continuamente del valor inicial . Resulta entonces que pa
ra esta clase de ecuaciones se tendrá que en un cierto espacio'
de funciones, a saber en el espacio de funciones continuas en
un intervalo cerrado de longitud igual que el retraso máximo,
quedará definido lo que se llama un "semisistema dinámico lo-
cal" .
Para definiciones y ejemplos de ecuaciones de los ti
pos retardado y neutro, referiremos a los libros [l] y [2] .
En la teoría de los sistemas dinámicos definidos por
campos vectoriales diferenciables, tiene un lugar importante
el estudio de los puntos de reposo (singularidades) genéricas
(por "genérico" se entiende que las propiedades que nos intere
san (topol6gicas en este caso) son poseidas por la "generalidad"
de los campos) . A estos puntos de reposo genéricos están asocia
das unas variedades invariantes asint6ticas que juegan un papel
básico en la teoría de la estabilidad estructural y las propie
dades genéricas de los sistemas dinámicos diferenciables (ver
Por otro lado son importantes los métodos para deter
minar la existencia de soluciones periódicas de ecuaciones di
ferenciales, tanto por su interés dentro de la teoría de solu
clones, como porque las trayectorias periódicas juegan un pa-
pel importante en el aspecto geométrico de las ecuaciones .
El objeto de esta tesis es establecer en el caso de
los semisistemas dinámicos definidos por una clase amplia de
ecuaciones diferenciales funcionales, la existencia de varie
dades invariantes asintóticas a los puntos de reposo genéricos,
así como dar algunos resultados sobre la existencia de trayec
torias periódicas .
En los trabajos (41 y r5J se daban resultados en es
ta dirección para ecuaciones de tipo retardado, es decir, de
la forma
x° (t) = f (x t ) ,
en que xt es la función x restringida al intervalo de "memoria"
procediendo a t. En nuestro caso ampliamos los resultados a
ecuaciones de la forma
Dtg(xt) =f(xt ) .
con ciertas restricciones en f y g, naturalmente . Estas ecuacio
nes incluyen las anteriores y muchas de las del tipo neutro .
,Esta ampliación ha tenido que esperar la aparición
del trabajo [61 que establece los teoremas fundamentales que
dan la, descomposición. de cierto espacio vectorial, y las
cotas exponenciales indispensables para esta clase más general
de ecuaciones .
Hemos dividido el trabajo en cuatro capítulos . En pri
mero enunciamos, sin demostración, los resultados conocidos de
la teoría de ecuaciones diferenciales funcionales que se utili
zan en los capítulos siguientes . En el segundo demostraremos
los teoremas sobre variedades invariantes asint6ticas a puntos
genéricos . En el tercero damos el método de las ecuaciones de
bifurcación para determinar trayectorias periódicas en la veci_n
dad de puntos de reposo. Por último, en el cuarto presentamos
un ejemplo y sugerimos algunas lineas de investigación futura
en la dirección de este trabajo.
Por último deseo agradecer a todas las perso
nas que han hecho posible la presentación de este trabajo, en
particular a J.K . Hale que ha sido siempre guia e inspirador,
a los profesores de las secciones de matemáticas de las uni
versidades barcelonesas y a las personas que escribieron a má
quina este amasijo de fórmulas .
CAPITULO I
Resultados básicos conocidos .
1 . Un semisistema dinámico es una aplicación continua T de
X xW en X satisfaciendo
i)
	
T(x,0) = x
ii) T (T (x, t) , s)'= T (x,t + s) , t+ s e (Rt
donde X es un espacio topol6gico y á'son los reales no negati-
vos con la topología inducida por R .
Para una t e fR' denotaremos por T(t) la aplicación de
X en X definida por T(t)x = T (x, t) .
En este sentido T(t) define un semigrupo de aplica-
ciones de X en X.
A diferencia de como ocurre en los sistemas dinámicos
(que se definen de la misma manera, pero con R en vez de R*'
no podemos deducir que T(t) es un homeomorfismo para cada t .
2 . Sea E un abierto de XX at+con la propiedad de que con (x,t)
contiene al conjunto { (x, s) : s e [0, t] } .
. Se dice que una aplicación continua T de E en X es
un semisistema dinámico local si
i) T(x. 0) = x
ii) T (T (x, t) , s) = T (x, t + s)
para todas aquellas t,se R' en que las aplicaciones están de-
finidas .
La teoría general de los semisistemas dinámicos loca-
les está expuesta en [7] .
Para facilitar la notación pondremos T(t)x :=T (x,t)
para aquellas . t en el intervalo lO,T.), T,,e(0, -1, en que T(x,t)
esté definido .
A la aplicaci6n T(-)x
	
: [0, Tx ) -> X se le denomina la
trayectoria de x , y al conjunto de puntos {T(t)x, te (0,Tx)} se
le denomina la 6rbita de x .
Un punto de reposo , de T es un punto xcX tal que
T(t)x = x para toda t en 10, Tx ) .
Una trayectoria periódica es aquella para la que
existe TC(O,T x ) tal que T(T)X =x. A la 6rbita correspondiente
se le llama 6rbita cerrada .
Es claro que en el caso de una trayectoria peri6di
ca Tx =00 .
Ejemplos de semisi-temas dinámicos locales lo cons-
tituyen las soluciones u(x,t) de la ecuación del calor con una
topología adecuada para X, así como las aplicaciones induci
das por las curvas integrales de campos vectoriales diferencia
b3es en variedades .
3 . Sea r_o, el espacio de Banach de las funciones
continuas del intervalo [_r ,0 ] en 11" con la norma del supremo .
Para abreviar lo denotaremos por C de aquí en adelante .
" S1 . X . [r, T) -> 7R
n
, TE (oAo1, es una función continua,
consideraremos la función de [O,T) en C dada por t x(t+ " ) _ : xt
indica que definimos . de esta manera el símbolo que se en
cuentra del lado de los puntos) .
Sean un abierto de C, f,g : ~~ II2", feC((~), gEC~ (~),
y sea cpen . Diremos que una aplicaci6n x : [-r, T ) . .4 IItn es una so
luci6n en el intervalo [O,T) de la ecuación diferencial _fun-
cional
(1) Dt g (xt ) = f (xt )
(aquí D := dt d ) , con valor inicial , si existe Dt g(xt ) , se
satisface la igualdad (1) para tC(O,T) y además xo =cp .
Esta definición no implica que x sea derivable.,
aunque g(xt ) debe tener derivada continua en (O,T) .
4 . A fin de poder asegurar que la ecuación (1)define un semi-
sistema dinámico local, restringimos f y g en la forma que se
indica en a) y b) a continuación :
a) . f es localmente lipschitziana, es decir, para
todo conjunto cerrado y acotado de II, existe. L tal que
ae (2 , s CIR
	
, *EC .
Jf(CP)-f(1)1 :5 Litp-ti, P .*£K.
b) Por ser dg(cp), cpe0, un funcional lineal continuo,
admite la representación de Riesz .
0
d9«p) Vr = f (dvm) QreC,
-r
donde representamos los elementos de M' como matrices columna y
vo es una maltiz de n x n de funciones de variación acotada en
Pediremos que vo satisfaga para cada cp la condición
vo (0) - VO. (0 ) = E (cp) ,
con E (cp) continua en cp, det E (cp) ~ 0, y que exista a : íZ x it ~ iR
continua tal que a (cp, 0) = 0 y
0
ZJ (dvo) - E (CP) t (0) 5 a (cp, s) ._s
A una ecuación como (1) en que f y g cumplan las
condiciones a) y b) se le llama una ecuación diferencial fun-
cional neutra , y son las que consideraremos de ahora en adelan
te .
Se demuestra en [83 que en este caso, para toda cp en
(2, la ecuación (1) admite una única solución x( " ,cp) definida en
un máximo intervalo (0, TO )., TO e (0,- J , y que T definida por
xt ( , cp) = : T (cp, t) es una función continua de (cp, t) .
Además el conjunto { (~V, t) : 3cp e Ct con = T (cp, t) } es
abierto en Cx]t; .
Por lo tanto T es un semisistema dinámico local .
5 . Observamos que si g es la identidad, la ecuación (1) es
una ecuación del tipo retrasado como las consideradas en
L21 . .
Si además r =0, entonces se trata de una ecúaci6n diferencial
ordinaria . En el caso en que f y g sean lineales y que s61o
dependan de los valores de xt en un número finito de puntos, se
obtienen las ecuaciones difero-diferenciales de tipo retrasado
y neutro tratadas en [1l .
La generalización respecto a los trabajos [4) y [5]
de que se tratará en esta memoria, es el considerar que g no es
necesariamente la identidad, lo que motiva que T(t) no es nece
sariamente una aplicación compacta para t5 r .
El interés de esta generalización está motivado en
parte por la aparición de ecuaciones de tipo neutro en proble-
mas prácticos (Ver[ 9] ) .
6 . Si f y g son lineales la aplicación T es un semisistema diná
mico en el .sentido de la sección 1, con X = C.
En tal caso, la E que aparece en 4 b) es constante
no singular, y podemos suponer, multiplicando por É1 que es
la identidad.
Si mes el funcional lineal continuo definido por
M(cp) =<P(0)-g (cp),
nuestra ecuación lineal tendrá la forma
(2)
	
Dt (x(t) - M( xt )) = L( xt ),
con
M(cp) = J	(dp) CP
0
L(cp) =~(d71)z
en que p,r1 son funciones de variación acotada en [-r,0'1 y k'
es continua en 0 .
Obsérvese de nuevo que se pide, para que x sea solu-
ci6n, que x (t) -M(xt ) sea diferenciable para t> 0 .
y
Ejemplos sencillos de ecuaciones del tipo (2) son
x' (t) =x(t-1)
	
y Dt (x (t)-x(t-1)) =0 .
7 . Resulta (Ver (10J para la demostración), que T(t), telt+, es
un semigrupo fuertemente continuo de operadores acotados de C
en C. (Por fuertemente continuo queremos decir que T (s) cp-> T (t) cp
cuando s-> t, para toda teII~, cpeC) .
Por lo tanto existe el operador infinitesimal A de
T(t), definido por medio de
Acp=lim 1 (T (t)cp-cp),t->0, t
que en este caso cmncide con el generador infinitesimal por ser
cerrado (Consultar [11) para las definiciones y propiedades b_á
sicas) .
(3) det 0 (a .) = 0,
donde
En [10] se demuestran las propiedades expresadas en
las 3 secciones siguientes .
8 . El dominio D (A) de A viene dado por D (A) = {cpCC : cp' eC, y' (0) _
= L (cp) +M (cp') } .
Para cp1D (A) se tiene (Acp) (0) = cp' (0) , 0 e [-r, 01 .
Resulta que D(A) es denso en C, invariante bajo la
acción de T(t) y que si cpFD(A) se tiene
' DtT(t)cp=T(t)Acp=AT(t)cp .
(Evitaremos escribir paréntesis para la composición de
aplicaciones si estas aparecen en el orden natural ( . . .( )))),
si es que el número de estos paréntesis se vuelve engorroso) .
El contradominio R(A) de A es C .
9 . A posee únicamente espectro puntual es decir a(A) = Pa(A), y
éste consiste en todas las raices (complejas) de la ecuación c_a
racteristica
A (a) =kI-Xj_
0eed:(e)- r 0 eae dTl(0) .J r
	
,l-r
Resulta que a(A) es un conjunto discreto y su parte
real está acotada superiormente.
SiA está en el conjunto resolvente de A, y cpcC, se
tiene
donde
(X I-A)' 1 cp (e) = be' +J' ex (e-') cp (§) d§,
u
b=A(k) - ' (cp(0)+M(cp)+(,$.i+dTl)(.oex(e-§)cp(1)d§)e
Además, si k es una raiz de (3) de multiplicidad m,
se tiene que C es la suma directa de los subespacios NI := N(hI-A)
_ { cpeD (A) : (X I-A)cp = 0 } , de dimensión m, y Ra := R (k I-A)=
{ cpeC : 3 J eD (A) tal que (JAI-A)m l =9p }, (ver [12] ) .
Si k ?m se tiene que N(kI-A)'=N(XI-A)k, R(aI-A) _
= R (k I-A)' .
Los subespacios NI - y RI son invariantes bajo la
acción de T(t) .
-Por conmutar A con (XI-A)k se tiene que Na es invarian
te bajo A .
10 . Si 1 :=(ep, , . . . .cpm ) es una base de N), y B es la matriz defi-
üida por AJ=IB, se tiene que el único valor propio de B es a,
que 1(e)=1 (0)eBe	yque T(t)J=JeBt ,teIIt'.
Como esta expresión última tiene sentido para todo
te1R, podemos dfinir T (t) en NI para todo valor de t en IR por
medio de dicha expresión . De esta manera queda definido un sis
tema dinámico T en NI .
De hecho, dado cpcNI , si aentm es tal que cp = la, se
tiene que T(t)cp=lx(t), en que x(t) es la solución de la ecua-
ci6n diferencial x' = Bx, con x(0) = a .
Tenemos de esta manera que dada epeC, se puede expre-
sar en forma única como cp = cpN+cpR, en que cpN RENI y T£Rx , y se
tiene que T (t) cp = T (t) cpN+ T (t) cpR,
Se puede caracterizar RI mediante el operador adjun
to de A, lo que es útil para los cálculos prácticos . Referimos
para ello al trabajo r10] .
11 . En el caso en que M en (2) es nula ocurre que (ver 1_ 2 )) s6lo hay un conjunto finito A de puntos de a(A) con parte real
mayor o igual que un número real dado y, y que vale la acotación
en el
aeA .
I T(t)CPI:5 Ke"c 1<P1,
subespacio de
	
dado por la intersección de las RI para
Se tiene también que a (T (t)) es exp_{a(A)t}, y que T (t)
es una aplicación compacta para t >_ r .
12 . En el caso en que M no es cero, nos encontramos en una si-
tuaci6n muy diferente, y no podemos asegurar que T(t) es com-
pacto para t ? r (de hecho no es necesario ni que su espectro
sea discreto en T\{0}) .
Sin embargo, con ciertas restricciones en M sigue
siendo cierto que si no existen valores propios de A con parte
real en un intervalo centrado en y (aunque haya una infinidad
dé ellas por parta real mayor que y), se puede expresar C como
suma directa de subespacios invariantes en que valen ciertas
acotaciones exponenciales . Estos resultados, que hacen posible
la extensión a ecuaciones neutras de los trabajos' [41 y[5J ; son
debidos a D . , Henry y se hallan expuestos en j6] .
13 . La restricción suplementaria que se impondrá a M de ahora
en adelante es que ~i no tiene parte singular en su descomposi
ci6n de Lebesgue, es decir, que
00
~ 0
(4) MícP) ( )cP= akCP(-rk)+~ racp,
k =~
en que 0< rk <_r, y a, ak	sonmatrices tales que aCL' l-r, 01 y
kak es absolutamente*convergente .
=1
14. Lo que se hace en
funcional
o bien
00
(5)
	
x (t) = ak x(t-rk ), t?0,
k =1
que se puede escribir
x (t) =Mo (xt )
NO (xt ) = 0,
es considerar primero la ecuación
y cuyas soluciones vienen dadas por el semigrupo TO(t) actuando
en el subespacio Co de C que es anulado por No .
Este semigrupo es fuertemente continuo y tiene como
generador infinitesimal al operador Ao, cuyo dominio D(A0) vie
ne dada por los elementos de Co cuya derivada (respecto a e)
está en CO, y si cpedd, Aocp=cp- .
Se tiene entonces que si h (X) = det (I- y ak e-Xre) ,
k =1
O (A0) = Pa (AO) ={X e T : h(a) =O} .
Nótese que h es una función casi periódica de a .
El espectro de Ao, a diferencia de lo que ocurre con
el espectro de A cuando M =0, puede tener una infinidad.de pun
tos en . una faja de Q con parte real en un intervalo finito .
Se tiene entonces que si OLORe a(A0 ), entonces Co =
= Po®Qo , Po y Qo invariantes bajo TO(t), Po es la clausura de
la extensión lineal de los NI(A0 ) para todas las X tales que
ReX > a, y que TO(t) se puede extender en forma única a un grupo
definido para toda te]R en Po (de tal manera que TO(t)cp es so
luci6n de (5) para toda tegt) .
Dada cp en , CO, es expresable en forma única como
cp = cp,+ cp" cp`e Po , cp4 EQo . Se tiene entonces que
To (t)cp=To (t)cpp +To (t)cp4 .
Existen constantes K,e tales que
TI (t)~Q 1 <_
	
Ke(a-e)t Q Q ocp f , t 2: 0, ep e Q ,
1 Ta (t)wp i s Ke
(a+e ) . tI pPI	,t:5 o, roP e Pa .
Además, si Z= {~ e IR : = Re a , X e a (A°) } ,
se tiene
a (TO (t) IPo) e { u : I uI = eet , e e Z, S > a} ."
a (TI (t) I Q a')'e { u :I pi = e St, C e 1, C < a} .
El operador T(t) correspondiente a la ecuación
(2) difiere de TO(t)en un operador compacto (como se demues-
tra en i7,), y el espectro continuo de T(t) es el mismo que
el de TO(t) . Como ya se sabe que para los espectros puntua-
les y residuales se tiene Pa (T (t)) = exp { tPa (A) } ,
Ra (T (t)) =exp{tRa (A) } , (ver [11]) , y Ra (A) = 0 , el espectro de
T(t) diferirá del'de TO(t) en un conjunto acotado de puntos
que tendrán como único posible punto de acumulación el 0 .
Se obtiene entonces el siguiente
Teorema . Para la ecuación (2) sujeta a las restricciones (4)
se tiene :
invariantes bajo T(t) , P = ext lin {Nl :~ e a (A) ,Rea > a} ,
Q={O :Excp=0, ReX>a} .
(Aquí Ejes la proyección sobre NI a lo largo de Rk(A)) .
La restricción de T(t) a P se puede extender de
forma única a un grupo T(t) de operadores acotados tales que
T (t)cp es solución de (2) para todo t e IR .
Dada cp en C, se puede expresar en forma única como
cp=eop +cpQ , y se tiene que T(t)cp=T(t)cpp+T(t)CPQ ,
que
Pa (T (t))\{0}={e t : Xea(A)},
Ra (T (t)) =0,
Ca (T (t) )\{0} c {p : p I ° eSt, S e Z} .
Si a >V Re a(A), entonces existen subespacios P y Q
Además existen constantes positivas K,M y e tales
y(7)
	
Dt (x (t)-M(xt)-k(t)) =L(xt),
KP (t)k -EK(t)k,
KQ (t)k= (I-E)K(t)k, t?0,
definiremos para t< 0,
KP(t)k =-T(t)1p Kp(t)k .
KQ (t)k son 0, por lo que
da XP,XQ tales que
15 . Se demuestra en [131 que la solución con valor inicial
cp de la ecuación no homogénea
en que k : IR +-4]R n es continua, viene dado por
xt (cp,k) =T(t)T+K(t)k,
con
(8) K(t)k=-¡'ót d.X(t-s+ " ) (k (s)-k(0)).,
donde X es una matriz de funciones definidas en [-r,-), de
variación acotada en intervalos finitos y que se anula en
-r,0j . Se puede pensar en X como una solución fundamental
de la ecuación (2) . Tenemos que, observar que X(s) tiene en
0 un salto unitario, pasando de 0 a I, por lo que da X(s)tiene
un impulso unitario en .0, que hay que tomar en cuenta en las
integraciones . De hecho resulta que si k es absolutamente con-
:"~'tinua, se tiene
J t X(t-s+ " ) k' (s)ds=-X(t+ " )k(0)-.I
t d.X(t-s+ . )k(s) .o
Para los detalles ver 113 y h j .
Si E es la proyección sobre P según Q, denotaremos
Si k es constante se tiene que tanto Kp (t)k como
existen funciones de variación acota
IT(t)ppl <Ke(a+e) t 1PPI t_< 0 , cpp e P,
IT(t)pQ 1 <_ke(a'-e)tI CPQI t>_0, c~eQ,
1T(t)ppl ?Me (a+e)t!cpPI t? 0, cpP e P .
KQ (t)k=rt d.XQ (t-s+ " ) (k (s)-k(0))
l,J o
y X(t) =XP (t) +XQ (r) para t>_-r .
Aunque X no es una función continua (de hecho tiene
un salto unitario en 0), y que por lo tanto no tiene sentido
el aplicar T(t), a sus columnas, es habitual (ver [7], pág 122)
el utilizar las notaciones
Esto está motivado porque si Y., es continua, entonces
T(t)X, es, efectivamente, la matriz obtenida aplicando t(t) a
las columnas de X, .
En caso en que P es de dimensión finita resulta que
XO tiene columnas en C y entonces las columnas de T(t)X0 son
soluciones de(2)(Ver más adelante la sección 17) .
Se tiene el siguiente
Teorema . Si a, jí Re a (A)
	
y C= P® Q es la descomposición dada por
el teorema de la sección 14, entonces las soluciones de (7)
cumplen
t
KP(t)k=lo da XP (t-s+ " ) (k (s)-k(0)),
T(t)XO=Xt , tk0
T(t)XO =Xt, t e IR
T(t)XO =XtQ,	t?0
t
(9) xt (cp,k) =T(t)9P +~ O d,T(t-S XJ(3,,(s)-k(0)), te IR,
rt-
xQ(cp,k) =T (t)cpQ +
Jo
d.T(t-s)XO(k(s)-k(0)), t?0,
en que los términos representan elementos de C, v se ha uti_
lizado la notación
(10)
t P,Qf Od,T(t-s)Xo " Qk(s) _ .~ o (dy Y it-s+ .»k (S)
Además existen K y e > 0 tales que
+
T(t)X0I
< Ke (a e)t1 ~ t50
iT(t)Xpl <Ke(w e )t, +>0, y
(11)
	
r
0
IdBT(s)Xple-(a+E)s <_K
J .i.
id,T(s)óle-(a-E)s~K.
También se verifica que
T(t)
lo
d.T(-s)XP,Q(k(s)-k(0)) = ('
0
t
d,T(t-s)XÓ'Q(k(s)-k(0)) .,J
16 . Si consideramos ahora la ecuación
(12) Dt (x (t)-M(xt )) =L(xt)+h(t),
con h continua, podemos reducirla al caso anterior tomando
una k tal que k' =h . En tal caso, integrando por partes, ob-
tenemos la siguiente versión del teorema anterior
Teorema . Bajo las mismas hipótesis del teorema anterior se
tiene para las soluciones de (12)
(13) P P t 'Pxt (~,h) =T(t)cp +~o T(t-s)XOh(s)ds, te ]R,
ci6n
xtQ (cp,h) = T(t)OQ +loT(t-s)Xoh(s)ds, t>_0 .
Existen K y E > 0 tales que (10) se cumple.
Para una a fija, las constantes K y E pueden tomar-
se las mismas en todos los casos en que han aparecido ; basta
para ello tomar para K la máxima y para E la mínima .
De ahora en adelante en las expresiones como (9) y
(13) no escribiremos 6, para abreviar .
17 . Si n es un conjunto finito de elementos de a(A), podemos
tomar P
=X®A NI Q ~,Én R?, y obtenemos la descomposi-y
C=P!9Q .
Entonces, análogamente a lo expresado en las seccio-
nes 15 y 16, para las soluciones de la ecuación
Dt (x (t) -M (x, )-k(t)) =L(xt )+h(t)
valen las expresiones
XIP,Q ( .,c0) =T(t)CP' Q+ lO
T(t-s)XÓ'Qh(s)ds-
-('t d.T(t-s)XP,Q(k(s)-k(0)),
Sea § una base de P (que es de dimensión finita, m) . En 10
se demuestra que existe una matriz Y tal que Xá =If, y que
T (t) Xó = leBt Y , donde B es la matriz m X m definida por
Al _ §B.
Haremos notar que si en lugar de considerar la solu-
ci6n x(- cp)
	
tal que x0 ( " , cp) = cp, consideramos la solución
x( - ,a,cp) que cumple con xa (',Q,cp) =cp, entonces la .expresi6n
anterior toma la forma
a4,Q(,,c,CG) =T(t-a)CPP,Q+ .fo T(t-S)XO'Qh(S)ds-
-JQ d
.T(t-s)XP'Q(k(s)-k(0)) .
CAPITULO II
Variedades asint6ticas a singularidades genéricas
18 . Consideraremos la ecuación
(14)
	
Dt (x (t)-M(xt)-G(xt)) =L(xt)+P(xt),
en que supondremos que L y M satisfacen las condiciones de las
secciones 6 y 13 .
Supondremos además que F y G son funciones continuas
de un abierto f2, Oel2c C, en IR", satisfaciendo
F (0) = G(0) = 0
(15) I F (cp) -F w1 :S p (6) l cp-UV I
LG(cp)-G(J)I <_p(6)ICp-II-IwI-I$I<6
dónde p es una función continua no decreciente tal que p(0) = 0 .
La ecuación (1) es del tipo (14) si f y g son de clá
se C' eri Q y f(0) = g (G') =0 . En tal caso x(t) -M (xt ) y L(xt ) son
respectivamente las derivadas de Frechet de f y g en 0, evalu_a
das en xt .
Cómo en el capítulo anterior, denotaremos por x(" ,cp)
la solución de (14) con valor inicial cp .
Esta ecuación admite como solución x(t) = 0 para toda
te]R, y por lo tanto 0 es un punto de reposo del semisistema di
námico,local definido por (14) en 0 . Si consideramos una ecua
ci6n con el punto de reposo que no esté en el origen ; una tras-
laci6n basta para ponérnosla en la forma deseada .
19. Asociada a (14) consideraremos la ecuación lineal
(16) Dt (x (t) -M(xt)) = L(xt),
que es la misma ecuación (2) considerada en el capitulo anterior .
Por T(t) denotaremos el semigrupo de operadores defini
dos por las soluciones de (16), y por A denotaremos el correspoa
diente generador infinitesimal .
Si cero no está en la clausura de la parte real del
espectro de A, entonces, de acuerdo con el teorema de la se-
cci6n 14, existen subespacios P y Q tales que toda cp en C
admite la descomposici6n única cp = cp° +cp4 , cp" eP , cp9 e4
	
, T (t) cp P
está definido para toda t en IR, y
Estos dos subespacios P y Q son pues variedades asin
t6ticas a 0, en el sentido de que son invariantes bajo T(t) y
las trayectorias tienden a 0 cuando t->co en Q (variedad esta
ble) y cuando t-00 en P (variedad inestable) . Todos los pun
tos de C que no están ni en P ni en Q no tienden a 0 ni para
t->co ni para t- -co .(Puede ser que P o Q se reduzcan a {Ó}) .
En este caso, es decir, cuando 04e a (A), decimos. que
0 es un punto de reposo genérico de la ecuación (14) .
Usaremos la notación np para la proyección sobre
P a lo largo de Q, y nQ para la proyección sobre Q a lo largo de
P, de manera que tendremos cp F> =n, cp, cp, = 74ep .
20 . Demostraremos en este capitulo que si 0 es un punto de re
poso genérico de (14), entonces existen variedades invariantes
asint6ticas a 0 y tangentes a P y a Q respectivamente en dicho
punto . Más precisamente, demostraremos que existe un entorno
de 0 y en él dos conjuntos 1 y 1 invariantes locales bajo la
acción definida por (14) , tales que las proyecciones rr .,, y ua
son homeoformismos, y que en ~p las trayectorias están definidas
para te(-00,01 y tienden exponencialmente a 0 cuando t-->-- ,
sin salir del entorno, mientras que en W lo hacen cuando t-.
Una trayectoria que no esté ni en T ni en T deja el entorno de
0 considerado para t creciente . 1 y ] son respectivamente las
(17) IT(t)cp1 <Keet icp1 , t<0
IT(t)cp1 <-Ke-stlcp1 . t?0
IT(t)cp1 ~->Me6t lCPI , t?0
variedades inestable y estable asint6ticas en 0, restringidas
al entorno que hemos mencionado .
Por medio de una translación, la situación se repite
en cualquier punto de reposo de (1) con f y g e C'(U) si la
parte lineal es este punto es "genérica" .
Se pueden definir los conjuntos de f2 dados por
tal que T(t)cpeW} . Estos son los conjuntostest { T(t)`p} y
. {cpFQ :3t
asint6ticos inestable y estable respectivamente, correspondien
tes al punto de reposo considerado . No es claro, sin embargo,
que el conjunto estable tenga que ser una variedad modelada
sobre un subespacio de C.
21 . De las secciones 15 y 16 deducimos que la solución
xt ( " ,cp) de (14) satisface la ecuación integral
(18)
	
xt ( . ,cP) =T(t)cp+J ' 0 T(t-s)XoF(x.)ds-
L
para los valores t ? 0 en que dicha solución exista .
mos valores de t :
que
-~ Ods T (t- s) Xo (G (x e ) -G (CP)) ,
Sus proyecciones sobre P y Q cumplen para estos mis
(19) xt a =T(t)cpv,a t+s oT(t-s)Xó,a F(xa )ds-
-J tod.T(t-s)Xo
p' Q ( G(xe ) -G(cp) )
Hacemos notar que, debido a T(0)Xo es nulo, se tiene
I,0
d6T(t-S)Xo(G(xa )-G(cp)) =
= T(t)XoG(cp)+J1 .0 d9 T(t-s)XoG(xs ) .
22 . Lema . Supóngase 0 Re a (A) y sean P y Q como en la sección
19 . -Entonces una función § :(-00,0J- C continua y acotada con
§(0) =ep es solución xt ( " ,co) de (14) para te (-oo,0
si satisface la ecuación integral
(20)
	
~(t) =T(t)cpP +r t T(t-s)XO P(g(s))ds-
l
.1 o
- lo
d,T(t-s)Xop (G(§(s))-G (1 (0)))+
1xt 1 Sk-1 k ,t<_0 .
+ f 00T (t-s) XO° F (C (S) ) ds -
-~~d,T(t-s)XÓ (G(§(0))-G(~(0))), t<_01.
Análogamente, una función continua y acotada
71 : [0, oo) -j C con TI (0) = 1 es solución xt ( " , 1) de (14) para
te[0,co) si y sólo si satisface la ecúaci6n integral
(21) r1 (t) =T(t)cp° +fOT(t-s)XoSF(71(s))ds
-f od.T(t-s)Xp (G (T1 (s))-G(,rj (0)))+
+ rt T(t-s)Xp F (r1 (s) ) ds -
J 00
.Jcod.T(t-s)XOP ( G (T1 (s))-G (71 (0))), tk0.
Demostración. Consideremos que la solución xt ( " ,cp) está defi-
nida para te(-oo,01 .
Se tiene entonces que existe k9 tal que
Tenemos de (19) que para toda t :50,
0
cp~ = T(-t) x~ +~ T(-s) Xp F(xe ) ds -
JJt
0
- f d,T(-s)X0n	(G(x,)-G(xo)) .
t
De. las acotaciones (6) se tiene
1 T( -t)415keet 1xi 1 <_K k 1 k eet , t50
De donde deducimos que lT (-t) xQ 14 0 cuando t~ -oo ,
si y 5610
y
por lo tanto
ta que
oG =~
	
T(-S)XO F(X,)ds-~0 d,T(-s)Xo(G(x,)-G(xe)) .
-oo
Se tiene ahora por (19) que
o
Xt =xt°+xtG=T(t)cp°+T(t)T(-S)Xp'^F .(x,) ds=
-jo d,T(-S)Xp~(G(x,)-g(xo))J+
.-oo
+IoT(t-S)XpF(X,)ds-fod,T(t-s)X0(G(x,)-G(x o)), t50,
de donde se sigue que xt debe satisfacer la ecuación integral
(20) .
Recíprocamente, si g :(-00,01, 0 continua y acotada,
satisface (20), definiendo cp0 como arriba, se tiene que
tiene que satisfacer la fórmula de variación de parámetros
(18), lo que le impone que §(t) debe ser xt para cierta t
(debido a que X0 = 0 en [-r,pa) .. Por la unicidad de las solu
ciones se sigue que esta xt es x, ( " ,cp) .
Esto demuestra la primera mitad del lema .
Consideremos ahora que la solución x,( " ,cp) está
definida para te 0,-) y que 1 xt 1 5k , te (-- , 0] .
Tenemos de (19) que para toda t ? 0
t
T(t)(tpP+ o T(-S)Xo F (x, )ds- f d.T(-S)Xoo (G (x, )-G(cp)y) skk,J
o
Si llamamos Xt al termino siguiendo a T(t), resul
Xt eP para ten2+ . .
Por lo tanto, de la acotación (17) se sigue que
MeE t I Xt < k k, , lo cual implica que, X-+ 0 cuando t-oo.c
A partir de aquí tenemos que
0 0
cpp= 1 T(-S)Xop F(x,)ds-¡ d,T(-S)Xop (G(xd-G(cp)) .00 00
Utilizando 119) obtendremos ahora la segunda parte
del lema de la misma manera que la anterior .
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23 . Teorema . Si 0 1¿Re a (A) y C =P9 Q es la descomposición
correspondiente a 0 según la sección 19, entonces existe
S > 0 tal que rTp es un homeomorfismo entre el conjunto
!P ={cp5C :Itpp1 <b/2K, Ixc( " ,cp)I<_b, t50} y PnB5 /2x
(resp. rQ entre T= {pe C :I PQ 1 :5 6/2K , Ixc ( " ,ep) 1 <_b,
	
tk0} y
Q n BS
/2K ) , (Bb /2K = {cp e
C : cp `- 5/2K}) . Existen M, p > 0 tales
que cp e ~p (resp . tp e implica xt ( " ep) 5 Meut l CP l, t :5 0
(resp. . xt (~,cp) <Me tJePI, tz0) .
y 9 son tangentes respectivamente a P y Q en 0 .
Demostración . Vamos a demostrar primero la parte correspon-
diente a 1 . Consideremos el espacio de funciones
E -{ g : (-, 0]-+ C I g continua, Jg (t)I Sk, t e (-oo, 0]} , con la norma
gIE = inf{k : lg (t)1< k, t e (-,O]} . Es un espacio de Banach .
Sea cpp e P n BS /2K para b > 0, yPconsideremos Eb
(OPP) _
= {g e Df g l 56, g (0) = cpP} . Dada g e E b (cp ) definimos ~ g por
medio de
(~g) (t) =T(t)epP + f o T(t-s)XpF(g(s))ds-
- f0 d,T(t-s)Xo(G(9(s) -G(g(0)))'+
+y t T(t-s)XoF(g(s))ds-
- J-00 d,T(t-s)XÓ(G(g(S) -.G(t(0»), t50 .
lestá definido de E
b (eP
P ) en E . En particular las
integrales entre -- y t existen debido a las cotas (10) y
(11) para a =0 . Vamos a ver que JES (cpp) c E, (cpp) . Es obvio .
que (I§)(0)
=cpP.
Observamos que
f0 d,T(t-s)XoG(g(0)) +f-00 d,T(t-s)XoG(g(0)) =-T(t) XOG(g(0))
debido a que T (0) Xp + T (0) Xó =0 .
Utilizando las cotas (10), (11), (15) y .(17)
tenemos :
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5 Re
et
+ Kp (b) be
	
J
etr0 -es
ds+
etr t e sI (~g) (t) 1^
t
e Kp(b)be J-00 e ds+
si b es suficientemente pequeño .
Mostraremos ahora que ~ es una contracción en
E
b
(cpp)
I (~g1 - §g2) (t) 1 5Kp(6)e
et ¡`Ot
e-es111 (s) .- .g2(s)I ds+
7Kp(b)<1 .
+ IT(t)XO 1IG(g(o))I + f' id,, T(t-s)XP 1 IG(g(s))I +
+S-tId,T(t-s)XO:11G(g(s))ISb/2 +2Kp(b)b/e +
+ 4Kp (8)8 <_ b
existe una única g,
. en E
b
(cpp)
+Kp(b)e-et t ees 191 (s) -g2(s)Ids+
+p(b) f01 d.T(t-s)Xpllg1 (s) -g2(s)~ +
+p (b)~-t 1 d,T(t-s)XÓl Ig1 (s) - 92 (S) I +
+ Kp (b) 191 (0) - 92 (0) 5 7Kp (b) I g1 - §21 E "
Para que sea una contracción escogemos b tal que
Concluimos entonces que para cada cpp en Pf1B
b/2k--
tal que g- =j§- .
be acuerdo con el lema anterior, tenemos entonces
que g" (t) es solución x, ( " cp) de (14) con xo =cp = g~ (0) para
Definimos ahora la aplicación ap:P f1
'6/2V' C por
medio de
ap(pp) = (1g- ) (0) =cPP +1-00 T(-s)XoF (g~(s))ds-
- J-~ d,T(-S)Xo(G(g(s)) -G(g(0))) .
-1
Es claro que Q
P =Trp y que ap(Pf1 Bb/2k) _ .
ta comprobar su continuidad .
PSean Pcpl ,
	
^ e P n 8/2k y sean F,~ , Ez los puntos
fijos correspondientes en E6 (CP1P ) , E6 (Cp2) . ( ; "6tese que la
b se pudo escoger independientemente del elemento cpp ) .
Veremos que :1. 0 < u <e, y 6 es suficientemente
pequeño, se tiene
(22)
medio de
memente a
Para probar que c P es un homeomorfismo sólo fal-
~ ~ (t) -E2 t . ' < 2Keutlcpp-cP2
I , t<_0 .
Para ello definimos las sucesiones ~1 ; E.!2 por
§P (t) = T (t)roP .
g i+1 (t) _ (~E1 ) (t), j=1,2
Siendo 4 una contracci6n, i i§2 tienden unifor-
Ei , EZ
Para i = 0 se tiene
§110 (t) -EZ(t) _Keet icpP-cpp I_2Ke~ t lcpp-cp2l,
si .suponemos, 1o que siempre podemos hacer, que K> l .
Suporíendo ahora.
g2 (t) 1 ti 2Ke~
t
l lp
P
P -0
F2 1 , t :5 0,
-tenemos
i I i+-l (t) - E2+2 (t) I<KeEt ~cpP-CP2 fLKp(6)ep't I~1 (0) -- -?(0)i+
+2K2p(6)~OPP - cp2I(eetI~O
e (u-!)sds+
t~r t L+e) s P Pl t+e-£ J e ds)+2Kp(6)1cpl -cp2
;e~ - x
x (S t1 d.T(s)xóle-"" s + ~d.T(s)xp1e-s) <
+2Mp(6)) _< 2Keut 1clf-cp 2 l,	t50.
si 6 es suficientemente pequeña .
Aquí M es una constante que acota cada una de las
dos últimas integrales .
	
'
A partir de aquí obtenemos, substituyendo en la
expresión para a,, que
laNáCpl)-Qr- (CP2)I5191-CP2 1 +
+f..IT(-s) Xp 1 IF(s)) -F(92 (s)))ds+
+1T(t)Xp I IG( §1v (0)-g2 (0))I+
+
J O ~d,T(-s)XÓ ~~G( ~'1(S) )-G( j'2_ (S)-ao
:5 1 cpf -cP2 + 2K2 F (b ) -~r4)1r -cP2~ ~+ 4K2 p (b) CPi2° ~ <
<_ L cpP -CP2' ! ,
para una cierta constante M, lo cual prueba la continuidad
lipschitziana de a., y con ello que -T P es un homeomorfismo .
La demostración de que
~(t)1 < 2KeFtt	cpp-cp2I, y que por lo tanto las tra-
yectorias en 1 tienden exponencialmente a 0 cuando t->-co se
sigue de (22) tomando 12 =0 .
Para demostrar la tangencia de `¢ y P en 0, obsérve-
se que, puesto que toda cpe~p corresponde a una g-, tenemos del
lema de la sección anterior que
0
~cpgl<_~ ~T(-s)XOG IF(F§_(S))~ds +
0 .
+ f Id,T(-s)X0 I IG(j- (s))I +
<_ é K2 p (2Kjp'' j) jep'I+2K2 p (2Klcp"¡) leP"I+
+ Kp (2K 1 cpp~) 1 cp 1 , de donde se sigue que
I cpQ	/~9~-> 0 cuando cp -> 0, que es precisamente la expresión
de la tangencia de ~p y P en 0 .
La demostración de la parte correspondiente a T se
lleva al cabo en forma análoga, considerando el espacio de
funciones
P : {'q : r0,eo)-+C :,n continua,
	
I71(t)I :5 k, te IO,CO)},
con la norma 17111 = inf {k : 171 (t) I <_ k, t e C0, Co) } .
Para tr r4 co f1 BS
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se considera entonces el conjunto
Fa (0)={~leF:1711 b, x04=CPQ} .
y se define un operador Y :FS (cpG) -~ F, (cp Q) , por medio de
(Vid) (t) igual a la expresión en el lado derecho de (21) .
Se demuestra que Y es una contracción y tiene por
tanto un único punto fijo n- . El resto de la demostración
se sigue de manera análoga a lo que hemos hecho,utilizando
también el lema de la sección anterior .
24 . Del teorema anterior obtenemos que toda solución que no
sale de BS para t creciente pertenece a la variedad T, por lo
que tenemos el comportamiento de las trayectorias en un en-
torno del origen es del tipo de un punto silla .
Si se supone que para un cierto real a>_ 0,
aí Re a (A) , y se toma la descomposición correspondiente
C = P ® Q, entonces, de manera totalmente análoga a como hemos
procedido, obtenemos la existencia de una variedad invariante
tangente a P en 0, y tal que está constituida por todas
las trayectorias que están definidas en (-co,Oj, y cumplen
ix.15Meat ix0l para t e nt y alguna M> 0 .
Si a :5 0 se obtiene que existe invariante, tangen
te a Q en 0, y que está constituido por las trayectorias que
cumplen 1 x,1 < Mea' 1 x01 , tk 0 para cierta M > 0 .
25 . Debemos hacer notar que en el trabajo [14], siguiendo los
lineamientos del trabajo (5J, se prueba un teorema como el que
hemos probado en este capitulo, pero con la fuerte restricción
de que P sea de dimensión finita . Esta restricción ha podido
ser salvada gracias a los resultados de [7] .
CAPITULO III
Trayectorias periódicas en el entorno
de un punto de reposo .
26 . Para la ecuación (14) con 0 ¡d Rea (A), establecimos en el
capitulo anterior la existencia de la variedad asint6tica
y el que todas las trayectorias que no están en dicha va-
riedad dejan el entorno Bb cuando t crece . Se tiene entonces
que en Bb no hay trayectorias periódicas, exceptuando la
idénticamente 0 .. Vemos además que una perturbación que no
haga cambiar mucho a(A), respetará dicha situación, a saber,
que exista algún entorno sin trayectorias periódicas no tri-
viales, debido a que para modificarla necesitaríamos cambiar
a(A) hasta hacer que el cero estuviera en la adherencia de
su parte real,
Vamos a considerar en este capitulo la misma ecua-
ci6n (14), pero suponiendo que a(A) contiene un número fi-
nito de valores puramente imaginarios, todos múltiplos de
un mismo número, y vamos a permitir que F y G contengan una
parte lineal pequeña distinta de 0 .
'
	
Nuestro objeto va a consistir en dar condiciones
necesarias y suficientes para la existencia de trayectorias
periódicas en un entorno del origen . Estas condiciones se
presentarán en forma de una ecuación de "bifurcación" o
"determinante", que deben cumplir los puntos fijos de cier-
ta aplicací6n.
El nombre "bifurcación" aparece de que al cambiar
los parámetros de F y G, la solución idénticamente nu~l¡a~se
"bifurca" para dar origen a otras soluciones,:peri
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bifurcación se pueden resolver por aproximaciones sucesi-
vas, prestándose por lo tanto al cálculo numérico .
El método que vamos a desarrollar es una adapta
ci6n a las ecuaciones neutras del de Cesar¡-Hale, que ,se
encuentra descrito para ecuaciones ordinarias en C15j .
Este método comienza considerando ciertas ecuaciones no au-
tónomas dépendientes en t, para las cuales se obtiene la
teoría . Dicha teoría se aplica entonces a resolver nuestro
problema y sirve, además, para decidir sobre la estabilidad
de las trayectorias periódicas encontradas .
27 . Consideraremos la ecuación
(23)
	
Dt (x(t)-M(xt ) -G (t,xt	p =L(xt ) +F(t,xt ,p),
en que L y M satisfacen las condiciones de las secciones 6
y 13, mientras que F,G continuas estarán definidas en
IItxf2x I , donde Q es un entorno de 0 en C y I es el interva-
lo real
C- u o u oj para cierta po > 0 . Nuestras hipótesis so-
bre F y G son:
i) F (t, 0, 0) = 0
ü) F( " ,R,u) es periódica de período T en IR (T-periódica)
üi) I F(ttPI.P) - F(t.ro2 "u) 1 Sp (lu l .e) IT1 - SP2j, para cN ,
CP2 F Be c:O 'Y p es una función continua, no decrecien-
te en 1 u I y e, y con p (0, 0) = 0,
y las mismas para G .
Las condiciones garantizan la existencia y unici-
dad locales de solución con valor inicial cP para t =o, cu-
yo valor en t denotaremos por x(t,a,cp) (ver [8j) .
Observemos que las condiciones impuestas sobre
F, G no impiden que tengan una parte lineal distinta de 0 .
28 . Supondremos que la ecuación lineal correspondiente
30
(24)
	
Dt (x(t)-M(xt )) = L(xt )
es tal que a(A)contiene un conjunto finito A .de valores
imaginarios, y que todos ellos son múltiplos de 2TTi/T = iW .
(Si el problema es real, todos ellos aparecerán en pares
conjugados) .
De acuerdo con la sección 10, tendremos subespacios
de C, P y Q invariantes bajo la acción de T(t) tales que to-
da cp en C es expresable en forma única como cp=cpp+cpQ , con
cp
P
e P,cpQ e Q, P será de ' dimensión finita m .
Si ~ es una base de P, entonces a todo elemento cp
de P le corresponde un único elemento p e IRm tal que cP=Ip .
En tal caso tenemos T(t)m
=~eBtp,
B la matriz m x m
definida por A~ =~B . Los valores propios de B son los ele-
mentos de A .
Si se escoge apropiadamente ~, podemos obtener B
en forma canónica de Jordan . Para el resto de este capitulo
vamos a hacer la hipótesis complementaria sobre A, de que
esta forma canónica sea diagonal, es decir, que B sea diago-
nalizable . Con esta hipótesis resulta que en P todas .las
trayectorias son periódicas con periodo T .
Dado un elemento cp de C, designaremos por p(ep) al
único . elemento de I2 m tal que cp = lp(cp) +pQ .
29 . Denotaremos por S el espacio de las funciones continuas
T-periódicas de IR en IR m con la norma del supremo !
IS .
Por E denotaremos el espacio de funciones continuas
T-periódicas de IR en C con la norma del supremo
E'
Definimos el operador f2 : S -+ S por
1 rT B(t-s)(t2 f) (t) =
TJ
e f(s) ds .
Obsérvese que (Of)(t) es de la forma eBta, y es
por lo t n c; . solución de la ecuación y' = By .
Usaremos indistintamente (nf) (t) y n (£ (t)) .
30 . Lema . Si f e S, entonces la ecuación
Y' Et) = By(t) + f(t) ,
	
en que ~ :?_ como en la sección 28, tie-
ne una solución pexi6di.ca si . y s61o si Pf =0, y en tal caso
para todo a ]R T la ecuación admite una única solución y-(a)
tal que 12 (y.- (a'
_
. _ . . ~. _ : v (a) .
Además se verifica la desigualdad
Y- (a) -v(a)i SSK.Jo f(s)1 ds,
en que K no depende ni de f ni de a .
(Nótese que y- (a) no es necesariamente la solu-
ci6n con valor a en t = 0) .
DPMobtraci6n . La solución con valor yo en t = 0 viene dada por
(25)
Debido a que eBtyo es T-periódica, a fin de tener
y(t) 7 --periódica . e s necesario y suficiente que
J
T
e-Bst (s) ds =0, o, usando nuestra notación, que Q (f) =G .
S c;Dn valor medio 0 .
Tenemos de (25) que e-Bty(t) =a+ g(t), donde
jt e-Bsf (s) dsdt = yo + c, y g es una función e,nlo
Aplicando el operador n a y e S obtenemos
nY (t)
= eBt ~v ., -. 1(~T rE e-Bs£ (s) ds do =
eBta = : v (a) (t) .TJ .~c
con lo que tenemos una correspondencia biunivoca entre las
soluciones periódicas de la ecuación homogénea y de la no
homo , ^nea. .
z. hecho de que IgIkJ If (s) I ds para algunaE5 o1
k independiente Cie f o de la solución particular, se sigue
inmediatamente observando que
gI.<2TIe-BT jjIf(s)1ds ;
0
y de aquí se sigue la última parte del lema tomando
K= IeBtiE k, donde IeBti, significa el supremo de la norma
de la matriz para té [0,T] .
31 . Lema . Sean h:nt -> IR n, k: IR -i 7R n periódicas de periodo
T . Existe una única cp e Q tal que
xQ=T(t)cp+lo T(t-s)Xoh(s)ds+lo d,T(t-s)Xo(k(s) -k(0)) es
0
	
0
T-periódica .
Además se verifica que
es decir,
SE~ Q I	<_K' ¡¡'T Ih(s) l ds+sup Ik(s)j),
E 0 se[o T.1
en que K' es independiente de h y de k .
Demostración. Si S~ Q es .T-periódica, se tiene
cp=T(T)cp+ 7 T(t-s) X0h(s) ds+ f ,d,T(t-s)Xo(k(s)-k(0)),JO 0
cp= (I-T(T)) - '(f0T(t-s)Xoh(s)c1+ o~IIT(t-s)Xo(k(s)-k (0)))
Tenemos que (I-T (T)) -' existe porque (I-T (T)) cp = 0
implica cp= 0 . Este es el caso, pues hemos supuesto que no hay
soluciones T-periódicas en Q, excepto la que es idénticamente
nula .
;La solución viene dada entonces por
Q t+7 QSE;, = (I -T (t)).-~ (1, T (t+T-s) Xo h (s) ds +c Td, (t+T- S)Xo(k(s)-k(0)
Para obtener una cota para la E- norma de RQ vemos :
IXQlE_ I(I-T(T))-11 ( sup IT(t+T-s)xó~~ólh(s)1ds xse(t,t+Tj
rL.~.7
x 2 sup 1k(s)1 (d,T(t+T-s)XO
se [0, T]
T
1(I-T (t) )-1 (sSI09Ta.IT(t)xoifo~h(s).~ds x
Y 2 sup jk(s)¡1 T Id,T(s)Xp1)<
se [o
	
T] o
<_ K
T
Jh(s)Ids+ sup ik(s)j )
se[ser,) ,TZ
,
32 . Teorema . La ecuación
(26) Dt (x(t)-M(x,,)-k(t)) =L(xt ) +h(t), t? 0,
con k y h continuas y T- periódicas y L y M como en la sección
28, admite una solución T-periódica si y sólo si
n (Yh + BYk) = 0,
en que Y es la matriz que aparece en la sección 17 .
=bEn
este caso para toda ae atmexiste una única sol_u
ci6n xt (a) T-periódica tal qüe 0 (p(Rct (a)) = eB=(a+b)=:eBtt,conTl Te-BsTk (s) ds .
0
Vale además la desigualdad
~Rt (a) -T(t)1cI <K(JT 1 h(s)1 ds+
E
su
,
~ 1 k(s)o se[0T
~ )
para una constante K que no depende ni de h ni de k .
Demostración . Proyectando las soluciones de (26) sobre P y Q
de acuerdo con la sección 17, y tomando en cuenta (sección
18) que T(t) Xo = ~eBtY, obtenemos que xt ( " , cp) es la solución
de (26) con valor inicial cp si y sólo si
P(xt (- .cp))-Yk(t) =eBt (P(cp)-Yk(0)) +
(27) +y' eB(t-s)o (Yh(s) + BYk(s) ) ds,
r t
xt
Q (-,cp) =T(t)CPQ+J0T(t-s)Xph(s)ds+Jo d,T(t-s)Xok(s)ds .
Denotando por f a Yh + BYk y por y (t) a p(xt)-Yk(t), la pri-
mera igualdad nos queda
Y (t) =eBty(0) + foeB(t-s)f(s)ds,
que no es más que la solución de la ecuación diferencial
Y'= BY+ f que toma el valor y(0) para t =o .
Se sigue entonces de los lemas anteriores la con
clusi6n de nuestro teorema .
En particular la desigualdad proviene de
~P(x .)-(fk+eB .a) 15 K'
	
¡Th(s)+BTk(s) ds<_
o
<x"ró(Ih(s)j +1k(s)j) ds .
33 . De lo dicho anteriormente se sigue que si §e E, éntonces,
para toda a e Mm , la ecuación y' (t) = By (t) + H (t, § (t)) -0H(t, §(t) ) ,
donde H(t,cp) es continua, T-periódica en t y localmente lip-
schitziana en cp, tiene una única solución I(a,~) en S tal que
tl (Y (a, g)) = e B ' = (a) .
Para abreviar usaremos la notación
f(E) (t) =H(t,~(t))-(ZH(t,F(t)) .
La solución y(a,~) puede escribirse entonces
51(a, F,) (t) = eBt(a+J
i
e- Bsf (§) (s) ds- ue-Bs f (§) (s) dsdul _ .0 x . 0 ! 00
=:eBt (a+ g(t)) .
Podemos ocuparnos de las componentes de g(t) por
separado . Cada una de las funciones gi ,i = l_ .,m, tiene va
lor medio 0, por lo que existe a ! e[O,T .1 tal que gs(a s ) =0 .
Sea á. el vector de componentes (ojo . . . am ) , y sea
e e-Bsf
` Jv
(1) (s) ds el vector g(t)
(E)
que tiene por componentes
gi ° e-Bs(t) f1 (F) (s)ds .
Notemos que realmente j(§) no es una función de
samos entonces cualquier valor con esta propiedad .
puede haber más de una valor de a para los que gt (a l )
le, aún restringiéndonos al intervalo i0,T_j . Con á(§)
puesto que
se anu
expre
Observamos ahora que si tomamos otro elemento § i de
E, la siguiente propiedad de aditividad vale para alguna
con componentes en 10,Tj
t
	
e-Bs
f(g) (s)ds+
t e-Bsf(g) (s)ds=
__ t e-Bs
(f(g) (S) +f(g') (s))ds .
Esto se sigue de que los dos términos del primer
miembro tienen valor medio 0, y por lo tanto su suma también
Siendo la derivada de dicho primer miembro f(§)-f(g'), dedu
cirros que existe a(g+ g') con la propiedad mencionada .
34 . Volveremos ahora a la ecuación (23) de la secci6n 27,
ton las condiciones ahí establecidas para F y G .
Para una a tal que 0< ctL< 1 fijas, vamos a consid_e
rar para cada d con Bdc Q y cada a e Mm	t lque
l~~eB° al, <ca.d, el subconjunto Ea,d de E dado por :
rá .d = {g e E :5g = ~eB .a, 1 g 1 E c d},
donde ñ :E-+ E está definido por td = ~pp.
Lema . Existe p, > 0, d> 0 tal que para toda a e 7R' con
Bt
i $ e a¡ E <a.d y para toda p con u <_ p l , existe una única
g = I(a ,li) en Ea,d tal que satisface las relaciones
(28) Dty(t .g(t),p) =By(t,g(t),~) ±f,(t.
donde Y(t~§ (t) .~) =P(g(t))-Y'G(t .g(t) .~) .
f(t,1(t) .~) =H(t,g(t)F.t)-f1H(t,g(t)E.t),
.con H(t,~(t),~) =YF(t,g(t),~) +BY'G(t,g(t),p), y
t
(29) g(t) 4 =T( g(t) Q + foT(t-s)XoF(S,g(S),~i)ds+
+.¡' d. T (t-s) XO(G(S, g (t) ,~) -G (0, g (0)
Además g(a,p) es continua en (a,~1) .
Demostración . Para acMm el lema de la secci6n 30 nos da una
única solución y= I(a, S ,~1) tal que n1 = eB . a, de la ecuación
Y (t) = By(t) + f (t, S (t) ,u) ,
Por otro lado tenemos por el lema de la sección 31, una
única solución T-periódica kt Q (C,u) de la ecuación
de
xQ=T(t)xp+J tT(t-s)XO F(S,S(s),u)ds+
+Std,T(t-s)XÓ (G (s, s (s) , i) -S (0,S (0)
Definimos el operador
	
de E- E por medio
3,11 C(t) =11(a,C,u) (t) +1TG(t,e(t),u) +
+54
Q
.
(S,P) = Ma,u S +zQ, u S ) (t)
Se tiene t7 (~ (C» = ~ eBtc
Supongamos ahora e e E,,
Tenemos del lema de la sección 30
I y-eB-a 1 :s Kf
T
If (s, C (s) u) ` ds,
de donde, tomando en cuentalOf ~ S !f L, se sigue
gipc IE<1jeBta1
+ 1~TG(t,e (t) p) I +
+ 2KST ITF(s,C (s) ,U' ) + BYG(s,s (s) u ) I ds <
<ad+I1IIYlp(1p Í, d) d+
+2KTp(I4~,d)d(1YI+ 1BII~I) Sd
si Ipl y d son suficientemente pequeñas .
Para ~4S se tiene del lema de la sección 31 que para to-
da e
i ~QS ~E<K' (J TIF(S,C(s),4)j ds+
SUD IG(s,C(s),p)I) <_
s ef0 , Tj
r- K' (Tp(Ip1,d)d+p (1p I, d) d) <e
si Ipj,d son suficientemente pequeños .
De aquí se sigue que para (pl,d suficientemente
pequeños b aplica E ~ ,d
	
en E,3 d .
Comprobaremos ahora que $es una contracción :
Consideremos dos elementos S1,S2 de E,3 .
Tenemos, de la expresión obtenida en la sección 33
:521§ 1 ¡eB* Tp ( 141 d) ICI -S2 1E +
+111 VI p( lul .d)IS, -S2~ <
<-b,1 el -C21E .
Por otro lado,del lema,de la sección 31
~ b
Q
e, -yjQC2 1 5 2K' (Tp (I u l ~ d) + p (~ 1,d» 1 ~1 -C2 ~
Sb21el-C21
Tornando¡ ~i1,d suficientemente pequeños para que 6 1 +b2 =b
sea menor que 1, la aplicación ~ .~ .u es una contracción de
E, , ,1 en E, .,, , y por lo tanto existe una única g(a,u) para
la que se cumple
ciones
9 ,, k 9 (a,u ) = g (a,u )
¡ ~t e-Bs(f(s,S1
(s)`I~II~a(t--s2)
-f (s, á2(s),u)) ds1 +
+If1ITIIG(t,el (t),p)-G(t,C2(t),L1)1 S
Por ser continuo en (a,u), y al ser $ ., ., una contracción
se sigue que el punto fijo, .§(a,u), es también continuo en
(a,4) .
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Por último observamos que g(a,u) cumple las ecua-
(28) y (29), con lo cual queda demostrado el teorema .
También observamos que si p no depende de d,
entonces los resultados anteriores son válidos para cual-
quier d tal que Bd c n .
35. Teorema . Si para una (a,k4) particulares se tiene que la
g(a,p) del teorema anterior, que satisface (2.8) y (29), tam-
bién satisface
(30)
	
nH(t,g(a,W) (t) .pl) =0 .
entonces g(a,p)(t) es igual a xt (a,p), donde x(a,4) es una
solución T-periódica de (23) . Recíprocamente toda solución
de (23) con jpjj<p, y perteneciente a Ea,d , es solución de
(28) y (29) .
Demostración. La primera parte se sigue de que, al satisfacer
g(a,p) las condiciones estipuladas, entonces satisface la ecua
ci6n (18) (ver la demostración del teorema de la sección 32),
con las F y G correspondientes, y, como se hizo notar en la de
mostraci6n del lema de la-secci6n 22, entonces corresponde a
una x, solución de la ecuación .
La segunda parte se sigue de observar que al cumplir
x la ecuación (23) para alguna ~l suficientemente pequeña, enton
ces debe cumplir la ecuación de variación de parámetros (18)
correspondiente, que es equivalente a que satisfaga (28),(29) y
(30) . El. resultado se sigue entonces de la unicidad de solución
de (28) y (29) .
36 . La ecuación (30) .es conocida como la ecuación de bifurcación
o ecuación determinante .
Obsérvese que siA es vacío, es decir si (24) tiene
la solución idénticamente nula como la única
dica, entonces la relación (30) se satisface
mente, y concluimos que (23) tiene una única
dica xt (p), que depende continuamente de ~l,
cuando 0.
3 9
solución T-peri6
siempre trivial-
soluci6n 4
y que 14e a 0
37 . Un método . para determinar órbitas T-periódicas de (23)
para p,d pequeñas, consiste en encontrar el punto fijo
E(a,p) de ba,d , substituir estos valores en (30) y despejar
a en términos de u . Es claro que el método tal como lo aca
bamos de bosquejar no es práctico por que en general no pode
mos encontrar g(a,u,) explícitamente . Sin embargo, dado (a,~l),
podemos encontrar una sucesión ;k (a,~1) de funciones T-peri6
dicas que converjan uniformemente a I(a,~i), debido a que
~(a,p) es punto fijo de una aplicación contrativa . La sucesión
viene dada por
(31)
10 (a.~i) =$eB. a
Fk (a.u) = ii a . dg
x-1 (a,u)
Observamos que debido a la forma del se tiene
Jt (a, 0) = ~ eBta si se cumple o bien que p (o, d) = 0 para toda d
tal que Bdc Ñ, o bien a =0 .
Ahora bien, si §(a,~i) es .diferenciable con respecto
a a, podemos usar el teorema de función implícita para decidir
si se puede despejar a en la ecuación (30) en función de p . Si
esto fuera posible y a(u) es continua, tendríamos además una
aproximación de la a correspondiente a las soluciones peri6di
cas para p pequeña .
A fin de asegurar esta diferenciabilidad tenemos que
imponer más restricciones a F y G.
38 . Lema . Si F y G cumplen las condiciones impuestas anterior
mente, y además existen DZPF(t,cp,~1) y DCPG(t,cp,p) y son localmen
te lipschitzianas en m con una constante de Lipschitz p(IUI,e)
como en la sección 27 para t e IR ,
	
cp e Be c n ,h e 10,pa1 , entonces
tanto la 5(a L1) del lema de la sección 34 como
r, H(t,E (a,p) (t) u ) son difeiEnciables respecto a a para u y e su
fíciertemente pequeñas .
(Obsérvese que si F (t,cp,u) =¡1F~ (t,cp)
con F~ y DCDN- lipschitzianas, y lo mismo para G, entonces las
condiciones del lema se cumplen) .
Demostración. Usaremos inducción en la sucesión (31) .
Tenemos que DaJ0(a,p)(t) =4eBt . Suponiendo que
DaJ'(a,p)(t) existe, tenemos (ver demostración del lema de la
sección 34)
Dajk+1 (a .p)(t) =Da g,(a._k(a,4) (t) .1) +
+Da YG(t, §k (a .~) (t) .~) + Daék (a,p) (t) Q
Tenemos de la sección 33 :
rtDa (a.Ck (a.l~) (t) .~) =eBt (I .+ I e-BsDaf(s .gk (a .p(s) .Ods-- 00
e-BsDaf ( S . §k (a.~ ) (s)
	
p) ds du .
Y también
Q 9
_ c +T 4Da ~k (a .~) (t) = (I-T . (t)) (:~ T (t+T-s)XoDaF (s, gk (a.u) (s) . ..t) ds +
pe +T
+ t da (t+T-s)XODa (G(s,§ k (a .4) (s) -G (0,§§k (a,p) (0),p/ .
Debido a nuestras hipótesis se sigue por inducción
que Da,lk+1(a,p)(t) existe y es continua . Además podemos esco
ger ~l, e suficientemente pequenos para que I Da
cr (a, e) I ú < M
para toda k .
Se coteja que Da§k(a,p) converge uniformemente en
Fa a una matriz de funciones que es precisamente Da ~(a,4) .
Para ello se observa que Da1k (a,4) forma una sucesión de Cau
chy en E :
ID
aFk+1 (a, U) -DaE" (a,u)J.S
P (~l j . e) k1 + -b k .~ .1IE) +
+ P (Í p l 6) k?
IDai k -Da§ k -1 I~ .
En K,
	
interviene la cota M de IDagkj .,
mientras
que en Kp interviene la cota de D f en B .cQ e ,
De que 52 es una contracción con constante de Lip-
schitz b (ver la demostración del lema de la sección 34),
tenemos,
jase
el máximo
que
donde
k
Ek (u .e)-; (u .e) <_ -1
8
-- I ~~ (a,4) -§0
Sea y el máximo de p(Ipl,£)K, y p(jpI ,e)K2 y esc6
E) suficientemente pequeño para que y< 1 . Si S es
de y y b, se sigue de las desigualdades anteriores
DaEk+la , ~1)_Dag
k (a.~) ( 5
i Bk + Sk _1 \
+ S IDagk (a,~1) -Dagk
<
5 S(Ak+S¿k-1 + . . .+9k-1 +
+s kl Da~1_Dago 1<ksk 1
+S .
~g~_go
E
+
.+ók _go~ E Ok (k i+ s + L) Ig'-gol E .
k
-,~ .
.
pk denota a
$k +S , y L es una constante relacionan
do las normas de I,ii-goi
E y
IDaS I-Da§o¡ E . Debido a que
E kBk converge, se sigue que D k a,
k= 1
{ ag ( p)} es una sucesión de
Cauchy, que converge a un elemento de E, que es DaI(a,~1) .-
Con esto queda demostrado el lema .
39 . Estamos ahora en situación de dar un teorema
que da condiciones suficientes prácticamente verificables para
la existencia de soluciones T-periódicas .
Teorema : Supongamos que se cumplan las hipótesis del lema ante
42
rior, y que, además, H = p H
	
con H continua . Entonces, la exis
tencia de ao con
B .
I c e a0 l .
< b y para la que
(32) nH (t,~eBtao ,0) =0, y
det Dan1 (t,~eBtao,0)yÉ0,
implica que existe p,>0 tal que -la ecuación (23) tiene una
única solución St (a, ,pL) para cada pcon ¡u 1< U-t con la propie-
dad 5ct (a, ,0) =~eBta, . .Esta solución es continua en F (en el
espacio E) .
Demostración: Del lema de la sección 34 tenemos que para p,a
suficientemente pequeñas, existe F,(a,p) punto fijo de b (ver
demostración de dicho lema) . Del teorema de la sección 35,
obtenemos que la ecuación (23) tiene una solución T-peri6di-
ca tal que xt (a,p) _ (a,.p) para alguna a y u ~ 0, si se cum-
ple (30) . Por el lema anterior, nFI(t,~(a,~)(t),u) es dife-
renciable respecto a a, y por lo tanto si se cumplen las
condiciones (32) el teorema de la función implícita nos da
una fúnci6n T-periódica para U suficientemente pequeña .
Por otro lado, la forma de H, conteniendo un fac-
tor p, nos asegura que ~eBta = j(a,0)(t), y de ello la conclu-
si6n del teorema .
40, Si en el teorema anterior se tiene que
det Dani(t,jeBta0) =0, entonces no podemos asegurar nada
sobre la existencia de soluciones periódicas sin el uso de
aproximaciones de orden superior . Para hacer estos cálculos
se puede usar el polígono de Newton.
Supongamos que a es un escalar, que nH(t,0,0) = 0
y que nH(t,f (a,p) (t) p) =
_~° (k.anb.+k,am'un' + . . .+kpa%PLn1 ) + h(a,pj) _
=u~P(a,u) +h(a,u),
donde h consiste de términos de orden superior en a,a, y
P(a, a) se ha escogido de manera de tomar en cuenta s61o los
términos que se encuentran en el lado de más pendiente del
polígono de Newton, es decir, aquellos para los que
vnj/(m, -m j )
	
es, un mínimo . Si X , = nj /(m, -m, ) , j = O, l, . . . . p,
a = a4 , OH(t,1(au,,a) (t) H(a, entonces
(33) H(a, a ) =av (k.a
mO
+ . . .+k,arnP ) + h(a,a) _
v+X m,donde h(a,a)es o(a ) para a fija .
para p suficientemente pequeño, cabe aplicar el teorema de
función implícita . Debido a la forma de F(a,a), basta con
encontrar a tal que H(a) =0 . DaP(á) ~ 0 . La existencia de tal
a implica la existencia de una solución de (33) tal que la
a(a) correspondiente es asint6tica con a~ cuando atiende a
0 .
el tratamiento es análogo, pero desarrollando en términos
de a-a, .
:av + J~m, P (a) + h (a,a) .
Si se quiere determinar a(a) tal que H(a(a),a) = 0
En . el caso en que (ZH (t, § (a, , 0) , 0) = 0 para a, ~ 0,
41 . Tenemos ahora ya los resultados previos necesarios para
abordar el problema propuesto al comenzar el capitulo, a sa-
ber, determinar-las soluciones periódicas en el entorno de un
punto de reposo -(que consideramos, sin pérdida de generalidad
que sea el 0), de la ecuaci6n(14),que es la misma (23) cuan-
do F y G son independientes de t . Supondremos que F y G cum-
plen las condiciones de la sección 27, y la parte lineal las
estipuladas en la sección 28, es decir, que la matriz B es
diagonalizable y tiene por valores propios múltiplos de
2rri/T = iw con lo cual todas las trayectorias contenidas en
P son T-periódicas .
Aun cuando la diagonalizaci6n no podrá necesaria-
mente obtenerse por medio de transformaciones reales, en el
caso real, que es el que nos interesa, siempre podremos es
coger 1, la base de P, de tal manera que .la matriz B sea de
la forma
con
B(w)= diag(0,,C, (w)
	
c, (w)) ,
Ci (w) 0_
n, w
= (-nj, 0 ),
donde 0,es la matriz nula de px p, y nj son enteros positi-
vos . Puede ocurrir que n' = n ti	pa aj ~k.
En este caso no podemos suponer que el periodo
T-de las soluciones del sistema lineal se preserve cuando
se añaden F y G . Sin embargo es de esperarse que cuando
tienda a 0, las soluciones periódicas de
(34) D, (x (t) -M (x, )-G(x, ,pi)) =L (x, ) + F(x,p) ,
tiendan a las soluciones de la parte lineal (24), y que,
por lo tanto, su periodo tenderá a T .
Por lo tanto vamos a buscar soluciones periódicas
de periodo T (~1) = 2rr/w (p) , con w (W) = w + 71 (p) , en que q es la
función a determinar .
Tenemos g(t) =~p(g(t)) + g(t) Q es solución de la
ecuación (i4) ,si y sólo si P(§(t» = :y(t) + TG(g (t) ,u) y
g(t) Q satisfacen las ecuaciones siguientes :
(35) Y' (t) =B(w(0)) Y(t) + g (x, ,p),
donde
(36)
9(g(t),p)=TF(g(t),p)+BYG(g(t) .p), Y
g(t)Q=T(t)g(0)Q+ ftT(t-s)XQF(g(s),p)ds+
ftd T(t-s)XQ(G(g(S),i)-G(g(0),{1)) .
0 s 0
Si aplicamos el cambio de variables periódico
B(w(u))t
Y_.'(t) = e
	
z(t), obtenemos en lugar de (35)
la ecuación"
(37) z'(t)=4e-B (w(u))tB(71(p»eB(w(M))t2(t) +
+e-B(w(u))t
g(~eB(w(p))tz(t)+%,Q,u) .
En combinación con (36) esto es de la forma
z' (t) =Dz(t) +f(t,z(t),~(t)Q,
(38) 9(t) Q =T(t)XQ + rtT(t-s)XQB( S,z(S) .~(S)Q,u,i1)ds+
+ Jód.T(t-s)X
0 G(s,z(s),g(s)Q,u,~),
donde D es la matriz 0 de m xm, y F, G son T-periódicas en
t, y satisfacen todas las condiciones necesarias para que
valgan el lema de la sección 34 y el teorema de la sección
35 .
Si queremos aplicar el teorema de la sección 39
utilizando la diferenciabilidad de F y G, observamos que
si definimos
a,;l , 1) °
lo
T(u.)r4 f(s,z(s,a, xQ, (a,I, , T1) " I~ " rl)ds,,J
entonces (32) viene dado por
( 39) f (a, , 0 " rlo) = 0
rango
(D4a,11) f (a, , 0,71. )) = m ,
con lo que se obtienen a y n en función de u .
En este caso quedan determinadas
T1 y p-1 de las
componentes de a, mientras que la otra componente de a se
puede fijar arbitrariamente debido a la autonomía de la
ecuación, en que . una familia monoparamétrica de soluciones
corresponde a una sola órbita cerrada .
CAPITULO IV
Ejemplos y comentarios .
41 . En este capitulo vamos a presentar un ejemplo a fin de
indicar de que manera se puede proceder en un caso concre-
to para determinar los subespacios P y Q y la existencia
de trayectorias periódicas.El ejemplo es de una ecuación
con M y G iguales a 0, es decir, del tipo retrasado.
Indicaremos también cual es el procedimiento
que se sigue para determinar las características de estabi-
lidad de las trayectorias periódicas en el caso de ecuacio-
nes de tipo retrasado, y esto nos hará ver que hay que lle-
nar algunos huecos para hacer este procedimiento aplicable
a la clase más amplia de ecuaciones de tipo neutro . Esto
nos indica una dirección de investigación futura.
También, para concluir haremos notar como se
dificulta el determinar trayectorias periódicas por méto-
dos topol6gicos, debido a la falta de compacidad de las
aplicaciones T(t), a diferencia de lo que ocurre cuando las
ecua~iones son del tipo retrasado .
42 . Consideraremos la ecuación
(40)
	
wn (t) + az ° (t) + bz z' (t) + kz (t-r) + F- * (z (t-r» =0,
en que a, b?k,r .y e son constantes positivas, y 1, una fun-
ci6n real, localmente lipschitziana .
Esta ecuación corresponde a un sistema con
retroalimentación no lineal y con retraso en el tiempo .
Indicaremos que condiciones deben cumplir los
parámetros para que las raíces características sean todas
de parte real negativa, excepto dos que serán puramente ima-
ginarias . A continuación encontraremos P correspondiente .
a estas dos raíces, y determinaremos soluciones peri6di-
cas .
43 . La ecuación característica de la parte lineal de (40)
es
k3 +ak2 +b2k+ke rk =0,
que con el cambio de variable X = rk, y tomando
ar =p. b2 r2 =q, kr3 =m, queda
( 41)
	
H(a) =a3 +pX2 +qA+me-x =0
Vamos a ver que condiciones necesitamos pedir
para que (41) tenga-s61o dos raices imaginarias +_ iw, w ? 0
y el resto con parte real negativa, (a fin de que en Q las
trayectorias tiendan exponencialmente a 0) . Para ello va
mos a seguir el método dado en el capitulo 13 de (1] .
Tenemos que H(iw) =.F(w) + ¡G(w) con
F (w) = -pw2cos w + w (w2 -q) senw + m
G(w) =-w(pw sen w+(w2-q)cosw ) .
Debido a que el término principal de G(w) es
-w 3 cos w , y cos (iy) ~ 0 para toda y real, G(w) = 0 tiene
precisamente 4n+ 2 raices en la faja
-2nrr <_ Rew5 2nn para n suficientemente grande.
Estas 4n+ 2 raices son reales porque G(w) = 0
es equivalente a tg w =(q-w2)/pw . Debido a que tg w y
(q-w2 )/pw son funciones impares, y a que ademas
(q-w2 ) /pw -~ - , Dw (( q-w2 )/pw) , -1/p, D2 (( q-w2 ) /pw) _
= 2q/pw3 _ 0 cuando w -+-o, con 2q/pw3 > 0, se tiene una raiz
de G(w) = 0 en cada rama de tg w , y a partir de cierto va-
lor de w,el valor de tg w será negativo .
Vamos a designar los. valores no negativos de
w tales que G(w) = 0 por wo =0, w1,w2, . . . y tomaremos
W_ 1= -W, .
Debido a que queremos raices conjugadas, pe-
diremos que para cierta j, wj y w-j sean tales que
F (wj) = F(w -) =0 .
	
G' (wj ) ~ 0 ~ G' (w _j )¡mientras que para el
resto de las w, se deberá verificar G'(w,)F(w,) > 0, a fin
de asegurar que las raices de H(X) = 0 tengan parte real
negativa.
Tenemos
G' (w) =w (w2 _q-2p) sen w + (q-3w2 -pw 2 ) cos w ,
en que tanto F como G' son funciones pares .
Como G' (0) =q, F(0)= m, se tiene
F (0) G' (0) = qm> 0 .
Para las w, no nulas, por otro lado
expresión es siempre positivo,tenemos que F(w,),G'(w,)
tienen el mismo signo que
L(w1 ) > 0 .
F (w,) _ -cos w, (p2 w? + (w2 -q) 2 ) /p+ m
G' (w,) _ -cos w, (( w? -q) 2 + w? p+ w? P2 + pq) /P "
y debido a que el término entre paréntesis en la última
L(ws) =cos2w, (p2W2 + (w2-q)2)/w?p2-mcosw,/p=
= l-m cos w, /w?p.
Para i par tenemos cos w, <0,y por lo tanto
Para i impar se tiene
MCOSW,/w?p=m/(w,J(I2w2 + (w;-q) 2 )) .
Se debe por lo tanto cumplir
1-m/(w,N (P2 wi + (w?-q) 2 )) >0 para todos los _va-
lores de i excepto uno .
La expresión bajo el radical es creciente pa-
ra w, ? 0 si p2 ? 2q, por lo que su valor mínimo se obtiene
en wj . Si tomamos m ='L, N/ (p2wl + (wj2 -q) 2 ) , podemos asegurar
que tenemos sólo dos raices puramente imaginarias de
H(X) = 0, mientras que el resto tienen parte real negativa
(Observemos que 0 :5 w, <_ rr/2) .
44 . Podemos escribir la parte lineal de la ecuación (40)
en la forma
(42)
	
x' (t) =Ax(t) + Bx(t-r) ,
0 1 OI
donde A = 0 0 1
-b -a
donde u(t) 0 para t< 0
- {l para t2:0 .
0 0 -01
0 0 0
-k 0 0 ;
La ecuación (42) es de la forma
x' (t) dn(6).x(t+ e) si tomamosr
0 u (e) 0
,1(e) = 0 0 u (e)
-ku(0+ 1) -bu (e) -au(9)
Vamos a descomponer C = P® Q, en que P sea la
suma de las NI correspondiente a las raices iw1,-iwI (de
ahora 'en adelante tomaremos w, =w) . De esta manera, en C,
tendremos un subespacio bidimensional, P, en que todas las
trayectorias serán periódicas, y un subespacio complementa-
rio Q, en que las trayectorias tenderán exponencialmente
a 0 cuando t->- .
Vamos a determinar una base de § para P.
Un vector característico c correspondiente a un
valor propio a de (42) debe satisfacer p (a) c =0, con
de donde
	
tomando en cuenta que B =l 0 wi
-w 01
1(9) =1(0)eBe
y que
se sigue que una posible 1, real,(ver sección 10) viene dada
por
cos we sen we
1(e)=¡-wsen we wcos we
`-w2 cos we -w 2 sen ws)
(43) (*,cp) _ (0)cp(0) f r J ó (E-e) (dr1 (9) )p(g)dg,
en que n es la matriz de funciones de variación acotada que
aparece en la representación del funcional L de (2) .
Sea ahora el conjunto D(A* )c:C*de aquellos elementos
que son funciones con derivada continua en [0,r], y para los
que se cumple
45 . A fin de poder caracterizar los elementos de Q de una mane-
ra que se preste al cálculo, así como para determinar la matriz
que aparece en la sección 17 y que entra en las ecuaciones
de bifurcación, vamos a incluir los resultados de la parte que
nos interesa de la teoría, que se encuentra expuesta en [2J pá
ra las ecuaciones del tipo retardado, y en [10] para las de ti
po neutro .
Consideremos el . espacio C* := C([0,r],W), en que, por
la conveniencia de la notación matricial, vamos a suponer que
los vectores son matrices fila (recordemos que en C considera
mcs a los elerkir.os como matrices columna) . Para cp en C y * en C *
definamos la forma bilineal ($,p) por medio de
a -1 0
_ 0
tke-a r
a
b2
-1
a +
0Este conjunto es denso en C*.
Resulta que existe un único-operador lineal
A* :D (A*) ri CK tal que ($,Acp) = (A* t,cp)
	
donde A es, como hasta
ahora, el generador infinitesimal del semigrupo T(t) defini
do por las soluciones de (2) .
Este operador se puede definir equivalentemente por
J-r*(-8)dil(8) . t =0 .
Se demuestra que a (A) = a (A* ) y que dim N(XI-A* ) k =
= N Q I-A) a, dk e N. Para una >, e o (A) , denotaremos por
Ni =N (XI-.AI )m , donde m es la multiplicidad de 7, (ver sección 9)
Si A es un conjunto de elementos de a(A), se puede
definir, análogamente a como se definió P en la sección 17,
un subespacio P * de C 4< que será la suma directa de los subes
pacios Ná correspondientes a los elementos de A .
. Se demustra que si 1 =. (cp, , . . . , cpm ) es una base de P,
entonces existe una liase Y =col (,y1 , . . . . t.) de P tal que
(Y' .~) _ ((~ i .cpj )) =I . Resulta que, en esta base, cpp=~(T,cp),
por lo que los elementos cp de Q quedan caracterizados por
(TM =0. La matriz y que entra en la expresión de Xp = 17 . es
precisamente Y' . (0) . --
Podemos encontrar una base T de P encontrando m ve_c
tores linealmente independientes de la ecuación
do (X) = 0,
0
con A(X) =XI-S eX8dn(8), (ver ecuación (3)) y teniendo en cuenr
ta que T(%) =eB% T T(0), donde . B es la matriz tal que A§= §B.
46 . Tomando en cuenta lo anterior, obtenemos que una bá
se Y de P con A ={tw,-tw}viene dado en forma real por
1 (b2--w2) coswt + aw senwt
	
acosuy + wsenut cos wt
(-aw coswt +(b2-w2) senwt -w cosw t + asertwt sen wt
Queremos ahora modificar $ y Y de manera de (f,§) =I .
Para ello vamos a tomar valores de p,q y r tales que w =_.4
Se requieren que Trp/4 =q-(ir/4)2.Si tomamos r =2, b =l, obte
nemos q=4, con lo cual también se satisface la cóndici6ri
p2 2t 2q.
Se tiene también
m= 8k =i/(( Trp/4) 2 + (( Tr/4) 2-q)) = ( Tr/4) 2p,12 ,
o sea k = n2 /2/64.
Tomando estos valores obtenemos
2w2 +
4 w2 ,/216
4-w2 +
4-w2
w.,/2 -W2 _ 4-w2 22 8 . 16
Los valores- de a,s y y son aproximadamente 0,07,
-3,915 y 1, 23, y por lo tanto detn = 6 vale aproximadamente
1,47 . Hacemos un cambio de base en P* a fin de tener, si y"
es esta nueva base, (y'* , §) = 3 .
Se tiene, con w = Tr/4,
`Y" (0) -n ,y (0) a 1b
47.Escribimos la ecuación (40) en la forma
x , (t) J d>7(g)x(t+g)+f(xt), con
4_w2 - 4-W2 wj2 !.2 8 i
p (b2-w2) + ayw
Y(b2-w2 )-aaw
as + yw
ay - aw Y
¡a
f(xe ) _-~'0.
U1 (XI (t-2))
Si hacemos la descomposición,
xt = ~y(t) +x?,
	
Y(t) = (`Y" .x,) .
obtenemos la ecuación diferencial
(44) Y' . (t) = BY(t) +? * f4Y(t) + x4) .
Se tiene,
0
f
(x,
)
=
0
( -Y2 (t)) + (xt~ (e2))
Una vez substituidos los valores'en (44), queda
Y~ (t) = 4 Y2 ~b( -Y2) (t) + (xQ(-2))1 )
Yi (t) _ -4 Y, (t) -eb $ (
-y2) (t) + (x4 (-2))1 )
y una ecuación para x4 .
Vamos á suponer una $ determinada, por ejemplo
U(x) = x : X3
Siendo estas ecuaciones de la forma (35) y (36),
podemos aplicar el método explicado . Aplicamos el cambio de
variables periódico, con lo que obtenemos ecuaciones de la
forma (38),'tomamos la media . de f en un- periodo para e = 0
de acuerdo con el teorema de la sección 39,-y obtenemos para
1
(39), con ap =
ia2
1 . una expresión para f(ao,no, 0) = 0
que se reduce para a2 = 0 a
2 ya,- 8 Ya,
= 0
que nos dá a, = 0, con il indeterminado, y a.,2 = 43 con =0
54
Esto indica que nuestra ecuacién tiene dos solució
nes periódicas para e pe:pieda, que tienden respectivamente
a 0 y a soluciones de periodo 8 y°Yadid' J(4/3) cuando E->0 .
48 . Los métodos del capitulo anterior también pueden utilizar
se para determinar las características de estabilidad de las
soluciones periódicas obtenidas . Sin embargo para utilizarlo
en el caso general de la ecuación neutra necesitamos contar
con una teoría de Floquet válida para estas ecuaciones, cosa
que no existe todavía. Tsta teoría existe desde hace más de
diez sáios para las ecuaciones de tipo retrasado, y se halla
contenida en los trabajos de Stokes ([16. ] y [171)-y Shimanov
Parece una vía válida de investigación futura el in
tentar generalizar esta teoría a tipos más generales de ecuá
ciones .
Vamos a bosquejar cuál es el método para la determi
nación de estas características de estabilidad, a fin de que
se vea donde entra la teoría de Floquet, en el caso de las
ecuaciones de tipo retrasado. La exposición es un resumen de
lo expuesto en [5] .
Considérese la ecuación
con F cumpliendo las condiciones impuestas anteriormente. Sea
?tt una solución periódica de (45) con período .T(p) . Si consi
deramos z = x -2, obtenemos
z' (t) =L(z t ) +Fi'(t.zc .11) +110(,z, I ) .
en que Tc` es lineal en zt y de periodo T(p) en t .
La aproximación lineal es la ecuación periódica
(46)
	
z' (t) =L(zt ) +41 (t , zt ,p),
y las .propiedades de estabilidad dé Stt . estarán decididas por
los exponentes caracter°sticos correspondientes (ver [17J) .
De hecho, se deduce de la teoría de Floquet, que si los expo
nentes característicos excepto uno de ellos (que debe ser ce
ro debido a que la ecuación original es autónoma) tienen par
te real negativa, entonces 3tt es asint6ticamente estable.
Vamos a suponer que los valores característicos dé
z'(t) = L(zt ), es decir, los elementos de a(A), tienen parte
real negativa exceptuando un conjunto finito A de valores ima
ginarios, múltiplos enteros de 2ni/T (como en el capitulo an
terior y en el ejemplo tratado en este capítulo) . A fin de
determinar si los exponentes caracteristicos de (46) tienen
parte real negátiva (excepto el 0, claro), consideremos la
descomposición de C en los subespacios P y Q correspondientes,
con lo que se tiene para y(t) = (`Y, zt )
Y' (t) =By(t) +pf-P(t.~y(t). + z4, ~) .
B(w( ))tPor medio del cambio de variables y(t) = e N v(t),
Se tiene v' (t) =u (-e-B(w(u)1tv(t) +
+e -B (w(p))t~Y~`(t .~eB(w(u))tv(t).+ Qzt , u )), donde, con
sideramos TI definida por w(p) = w + pTI .
De los trabajos [16]y[18], tenemos que para cada
exponente característico p de esta ecuación, existe una
solución v(t) = ept 11( t) , zQ = eptzt , con 1 periódica de
periodo T (Pt) .
Si se sustituyen estos valores en la ecuación
anterior, y se toma p= pv , se obtiene
(47) G' (t) vvj(t) +u (-e-B (w(~.))tB(n)e B(w(u))t11(t)+
+e-B(w(u))tTF(t,~eB(w(u))t v(t) + zQ .p1))
Siendo esta ecuación del tipo de la (23) estudia-
da en el capitulo anterior, podemos aplicar la teoría allí
desarrollada para encontrar las ecuaciones de bifurcación
que nos dan los valores de p para los que tenemos solucio-
nes T(p1)-periódicas .
49 . vamos a aplicar el método recién bosquejado a determinar
las características de estabilidad de la trayectoria periódi-
ca con al =J4/3,a2 = 0 de la sección 47 .
Debemos encontrar la ecuación de primera variación
(46) correspondiente a la trayectoria St=~eBtao, con B = B(w) .
Se tiene
Y
	
_ 0
F(t, zt ) = 0
-~' (a l senwt) Z1 (t-2)
Por otro lado zt =§y(t) + zt
4 , y haciendo el cambio
de coordenadas indicado en la sección anterior, se obtiene
la ecuación (47) con el último término igual a
1/b * ' ( al sen wt) (-senw (11)tcos w (p) t) v (t) x
Y2 (t) = (4 (-2) eBtao) 2 = al sen wt ,
8 cosw(U)t-Y senw(4)t
p senw(p)t+Y cosw(U)t
Para t(x) =x-x3 , obtenemos entonces para la ecua-
ci6n determinante :
(- o + (Y/2 -9Ya12/8) /b - 71 +( /2 - 30 al 2/8) /b pt
=
/2+ 9$ al 2 /8) /b
0
- p+(Y/2 -3Ya1 2 /8)/b 1 p2
Debido a que al 2 = 4/3 y*	=0, los valores de p que
dan las soluciones periódicas buscadas son los valores pro-
p.ios de la matriz
-y 0
que son 0 y - y .
De aquí deducimos que nuestra solución es asiü-
t6ticamente estable.
50 . Queremos hacer notar la siguiente diferencia fundamental
entre las ecuaciones del tipo . retardado y las más generales
del tipo neutro . En las del tipo retardado se tiene que
T(t) es un operador compacto para ti-r, lo que permite usar
teoremas de punto fijo del tipo del de Schauder para deter-
minar la existencia de órbitas cerradas . Este método ha si-
do utilizado por varios autores, y es el más viable para
ecuaciones no lineales cuando no entran parámetros peque-
íños . En las ecuaciones neutras más generales, en que no po-
demos asegurar que T(t) sea compacto para ninguna t, no po-
demos utilizar teoremas de punto fijo como el mencionado .
Parece una linea de investigación interesante el encontrar
criterios que los stístituyan.
Para terminar queremos recomendar la lectura del'
trabajo 119 de J. Hale, que nos parece una fuente de proble-
mas interesantes, que se pueden generalizar a ecuaciones de
tipo neutro .
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