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A NOTE ON KASPAROV PRODUCT AND DUALITY
HYUN HO LEE
Abstract. Using Paschke-Higson duality, we can get a natural
index pairing Ki(A) × Ki+1(DΦ) → Z (i = 0, 1)(mod2), where
A is a separable C∗-algebra, and Φ is a representation of A on a
separable infinite dimensional Hilbert space H . It is proved that
this is a special case of the Kasparov Product. As a step, we show
a proof of Bott-periodicity for KK-theory asserting that C1 and S
are KK-equivalent using the odd index pairing.
1. Introduction
In [Hig], Higson showed a connection between K-theory of the essen-
tial commutant of a C∗-algebra A and the extension group of A by the
C∗-algebra of the compact operators on a separable infinite dimensional
Hilbert space and defined index pairings (dualities)
(1) Ki(A)×Ki+1(DΦ)→ Z
for i = 0, 1(mod2) based on an earlier work of Paschke [Pa].
In light of this duality, K-theory of the essential commutant of a
C∗-algebra A can be viewed as K-homology of A (See Theorem 1.5
in [Hig]). Since Kasparov’s KK-theory generalizes both K-theory and
K-homology, we can expect that each index pairing given by (1) is a
Kasparov product.
It is a goal of our paper to show that Paschke-Higson duality can be
realized as a Kasparov product. For this we need to use Bott periodicity
for KK-theory of the form KK(A,B) ∼= KK(SA, SB) so that we give a
proof of Bott periodicity using the odd pairing as an application.
2. Paschke-Higson Duality and Index pairing
In this section, we review the Paschke-Higson duality theory [Hig]
more carefully for the convenience of the reader.
Throughout this article we denote byH a separable infinite dimensional
Hilbert space, by B(H) the set of linear bounded operators on H , by
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K(H)(or just K) the ideal of compact operators on H , and by Q(H)(or
just Q) the Calkin algebra.
We use the following notation : if X and Y are operators in B(H) we
shall write
X ∼ Y
if X and Y differ by a compact operator.
Note that every *-representation Φ ofA onH induces a *-homomorphism
Φ˙ of A into the Calkin algebra.
Definition 2.1. Let A be a C∗-algebra. A *-representation Φ : A →
B(H) is called admissible if it is non-degenerate and ker(Φ˙) = 0.
Remark 2.2. If a *-representation is admissible, then it is necessarily
faithful and its image contains no non-zero compact operators.
Definition 2.3. Let Φ be a *-representation of A on H . We define the
essential commutant of Φ(A) in B(H) as
DΦ(A) = {T ∈ B(H) | [Φ(a), T ] ∼ 0 for all a ∈ A}
Given two representations Φ0 and Φ1 on H0 and H1 respectively, we
say they are approximately unitarily equivalent if there exists a sequence
{Un} consisting of unitaries in B(H0, H1) such that for any a ∈ A
UnΦ0(a)U
∗
n ∼ Φ1(a),
‖UnΦ0(a)U
∗
n − Φ1(a)‖ → 0 as n→∞.
We write Φ0 ∼u Φ1 in this case.
Theorem 2.4. (Voiculescu) Let A be a separable C∗-algebra and Φi :
A → B(Hi) (i = 0, 1) be non-degenerate *-representations. Then if
ker Φ˙0 ⊂ ker Φ1, then Φ0 ⊕ Φ1 ∼u Φ0.
Proof. See Corollary 1 in p343 of [Ar]. 
Corollary 2.5. Assume Φi : A → B(Hi) are admissible representa-
tions for i = 0, 1. Then Φ0 ∼u Φ1.
Proof. Admissibility implies ker Φ˙i = 0. By symmetry, the result fol-
lows. 
Recall that an extension of a unital separable C∗-algebra A is a unital
*-monomorphism τ of A into the Calkin algebra. We say τ is split if
there is a non-degenerate *-representation ρ such that ρ˙ = τ and semi-
split if there is a completely positive map ρ such that ρ˙ = τ . In general,
an extension τ of A by B is a ∗-homomorphism from A to Q(B) where
Q(B) = M(B)/B and M(B) is the multiplier algebra of B. We say
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τ is split or semi-split if the lifting ρ is a *-homomorphism to M(B)
or a completely positive map to M(B) respectively. When B is stable,
Ext(A,B) is the quotient of Hom(A,Q(B)) by the equivalence relation
generated by addition of trivial elements and unitary equivalence.
Corollary 2.6. Let A be a separable unital C∗-algebra. If τ is a unital
injective extension of A and if σ is a split unital extension of A, then
τ ⊕ σ is unitarily equivalent to τ .
Proof. See p352-353 in [Ar]. 
Now we will prove that there is at least one admissible representation
of A.
Proposition 2.7. There is a non-degenerate *-representation Φ of for
a separable C∗-algebra A such that ker Φ˙ = 0.
Proof. Let pi be a faithful representation of A on Hpi. Take Φ to be
pi(∞) = pi ⊕ pi ⊕ · · · and H = H
(∞)
pi = Hpi ⊕Hpi ⊕ · · · . 
Proposition 2.8. If Φ, Ψ are admissible representations of A on H,
DΦ(A) is isomorphic to DΨ(A).
Proof. By Corollary 2.5, there is a unitary U ∈ B(H) such that for any
a ∈ A
UΦ(a)U∗ ∼ Ψ(a).
We define a map θ on DΦ(A) by θ(T ) = UTU
∗ for T ∈ DΦ(A). We
note that for any a ∈ A
Ψ(a)θ(T )− θ(T )Ψ(a) = Ψ(a)UTU∗ − UTU∗Ψ(a)
∼ UΦTU∗ − UTΦU∗
∼ U(ΦT − TΦ)U∗
∼ 0.
Thus θ(T ) ∈ DΨ(A) and θ is an isomorphism onto DΨ(A) since θ =
Ad(U).

Definition 2.9. When Φ, Ψ are admissible representations of A on
H , DΦ(A) is isomorphic to DΨ(A) by Proposition 2.8. Thus we define
D(A) = DΦ(A) as the dual algebra of A up to unitary equivalence.
If p is a projection in DΦ(A), we call it ample and can define an
extension
τ = τΦ,p : A
pΦ(•)p=Φp
−−−−−−→ B(pH)
pi
−→ Q(pH)
In general, when A is separable and B is stable, we can express invert-
ible elements τ in Ext(A,B) as pairs (φ, p), where φ is a representation
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from A to M(B) and p is a projection in M(B) which commutes with
φ(A) modulo B, i.e, τ(·) = qB(pφ(·)p) where qB =M(B)→ Q(B). We
denote Ext−1(A,B) by the group of invertible elements in Ext(A,B)
[Bl], [Kas].
To define Paschke-Higson duality, we need the following two technical
lemmas.
Lemma 2.10. Let A be a unital C∗-algebra. For any α ∈ K0(D(A)),
there exists an ample projection p ∈ D(A) such that α = [p]0.
Proof. Step1: By Corollary 2.6, there is a unitary u ∈ B(pH ⊕H,H)
such that Ad (u)(Φp ⊕ Φ)(a) ∼ Φ(a) for any a ∈ A if p is am-
ple. Let U =
(
p
0
)
u. We can easily check that U ∈ M2(DΦ(A)) and
UU∗ =
(
p 0
0 0
)
, U∗U =
(
p 0
0 I
)
. Therefore we have [p⊕ I]0 = [p⊕0]0.
This implies [p]0 + [I]0 = [p]0. In particular, [I]0 = 0. Similarly, we
can conclude every two ample projections are Murray-von Neumann
equivalent.
Step2: Note that p⊕ 1 is always ample whether p is ample or not be-
cause (Φ⊕ Φ)p⊕1(a) is never compact unless a is zero in A.
Step3: Any element in K0(DΦ(A)) can be written as [q]0 − [In]0 for
some q ∈ Mn(DΦ(A)). As we observed in Step1, this is just [q]0. By
Step2, we may assume q is ample for Φ(n) = Φ⊕ Φ⊕ · · · ⊕ Φ︸ ︷︷ ︸
n
. Now if
we can show [q]0 = [p]0 for some ample p ∈ DΦ(A), we are done.
Since Φ(n) ∼u Φ, there exists v : H
n → H such that
(1) v∗v = 1B(Hn), vv
∗ = 1B(H)
(2) Ad(v)Φ(n)(a)− Φ(a) ∈ K for any a ∈ A.
Then [q]0 = [vqv
∗]0. In addition, [vqv
∗,Φ(a)] ∼ v[q,Φ(n)]v∗ ∼ 0 for
every a ∈ A. Thus vqv∗ is ample and we are done. 
Lemma 2.11. Let A be as above. For any α ∈ K1(D(A)), there exists
an unitary u ∈ D(A) such that α = [u]1.
Proof. Assume U ∈ Mn(DΦ(A)) ≈ Dφ(n)(A) is a unitary which rep-
resents α ∈ K1(DΦ(A)). Let V be (
n︷ ︸︸ ︷
1, 0, · · · , 0)Tv where v is defined
in Lemma 2.10 and S =
(
V 1− V V ∗
0 V ∗
)
∈ M2n(DΦ(A)). It is easy
to check that V UV ∗ + 1 − V V ∗ =
(
vUv∗ 0
0 1
)
and S
(
U 0
0 1
)
S∗ =
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V UV ∗ + 1− V V ∗ 0
0 1
)
. Therefore [U ]1 = [vUv
∗]1 and [vUv
∗,Φ(a)] ∼
v[U,Φn(a)]v∗ ∼ 0 for every a ∈ A. Thus we take u as vUv∗. 
Remark 2.12. A unital C∗-algebra A is said to have K1-surjectivity if
the natural map from U(A)/U0(A) to K1(A) is surjective and is said
to have (strong) K0-surjectivity if the group K0(A) is generated by
{[p] | p is a projection in A}. Thus Lemma 2.10 and Lemma 2.11 show
DΦ(A) has (strong) K0-surjectivity and K1-surjectivity.
Now we are ready to define an index pairing between Ki(A) and
Ki+1(DΦ(A)) for i = 0, 1. In the following two definitions, Ind will
denote the classical Fredholm index.
Given a projection p ∈Mk(A) and a unitary u ∈ DΦ(A), when Φk is
k-th amplification of Φ, the operator
Φk(p)u
(k)Φk(p) : Φk(p)(H
k)→ Φk(p)(H
k)
is essentially a unitary, and therefore Fredholm.
Definition 2.13. The (even) index pairing K0(A) × K1(DΦ(A)) →
Z is defined by
([p], [u]) −−−→ Ind
(
Φk(p)u
(k)Φk(p)
)
where p ∈Mk(A) and Φk is k-th amplification of Φ.
Similarly, given a unitary v ∈ Mk(A) and a projection p ∈ DΦ(A),
the operator
p(k)Φk(v)p
(k) − (1− p(k)) : Hk → Hk
is essentially a unitary, and therefore Fredholm.
Definition 2.14. The (odd) index pairing K1(A) ×K0(DΦ(A)) → Z
is defined by
([v], [p]) −−−→ Ind
(
p(k)Φk(v)p
(k) − (1− p(k))
)
where v ∈Mk(A) and Φk is k-th amplification of Φ.
3. Kasparov Product and Duality
In this section, we prove our main results: Each index pairing is a
special case of the Kasparov product. Before doing this, we recall some
rudiments of KK-theory. We only give a brief description of elements
of the Kasparov group KK(A,B), but for the complete information we
refer the reader to the original source [Kas] or to [JenThom] and [Bl]
for detailed expositions.
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KK(A,B) is described in terms of triples (E, φ, F ), which we call
cycles, where E is a countably generated graded Hilbert B-module,
φ : A → LB(E) is a representation and F ∈ LB(E) is an element of
degree 1 such that [F, φ(a)], (F 2 − 1)φ(a), (F ∗ − F )φ(a) are in KB(E)
for any a ∈ A. We remind the reader that the commutator [ , ] is
graded and φ preserves the grading. We shall denote E(A,B) by the
set of all cycles. A degenerate cycle is a triple (E, φ, F ) such that
[F, φ(a)] = (F 2 − 1)φ(a) = (F ∗ − F )φ(a) = 0 for all a ∈ A. An opera-
tor homotopy through cycles is a homotopy (E, φ, Ft), where t→ Ft is
norm continuous. A theorem of Kasparov [Kas] shows that KK(A,B)
is the quotient of E(A,B) by the equivalence relation generated by
addition of degenerate cycles, unitary equivalence and operator homo-
topy.
A graded (maximal) tensor product of two graded C∗-algebras C
and D denoted by C⊗ˆD is the universal enveloping C∗-algebra of the
algebraic tensor product C ⊙D with a new product and involution on
C ⊙D by
(c1⊗ˆd1)(c2⊗ˆd2) = (−1)
deg d1 deg c2(c1c2⊗ˆd1d2)
(c1⊗ˆd1)
∗ = (−1)deg c1 deg d1(c∗1⊗ˆd
∗
1)
Let E = (E, φ, F ) ∈ E(A,B). Then we can form a Hilbert B⊗ˆC-
module E⊗ˆC. In addition, φ⊗ˆ1 : A⊗ˆC → LB⊗ˆC(E⊗ˆC) is defined
by
φ⊗ˆ1(a⊗ c) = φ(a)⊗ˆc.
It follows that (E⊗ˆC, φ⊗ˆ1, F ⊗ˆ1) ∈ E(A⊗ˆC,B⊗ˆC). We denote this
map by τC : KK(A,B) → KK(A⊗ˆC,B⊗ˆC). Thus the image of E is
τC(E).
For E ∈ E(A,B) and F ∈ E(B,C), there exists a Kasparov product
of E by F , which will be denoted by E ·F , in E(A,C) [Kas]. This prod-
uct is unique up to operator homotopy so that we define the product
KK(A,B)×KK(B,C)→ KK(A,C) using the same notation.
For the remaining, A and B will denote (ungraded) separable C∗-
algebras.
Proposition 3.1. KK(S,B) = K1(B) where S = {f ∈ C(T) | f(1) =
0}.
Proof. It is well-known. We just note that any unitary in K1(B) can
be lifted to φ ∈ KK(S,B) where φ : S → B is determined by sending
z − 1 to u− 1. 
Proposition 3.2. KK(C,C) ∼= Z.
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Proof. Every element in KK(C,C) can be represented by a triple(
Hˆ,
(
φ 0
0 φ
)
,
(
0 u∗
u 0
))
which satisfies [u, p] ∼ 0, (u − u∗)p ∼ 0, and (u2 − 1)p ∼ 0 for φ(1) =
p. Here Hˆ means H ⊕ H with the standard even grading. Such a
triple is called a standard triple. Then a standard triple is mapped to
Ind(pup) = Ind(φ(1)uφ(1)). And this map is a group isomorphism (
See Example 17.3.4 in [Bl]). 
Recall that C1 is the Clifford algebra of R, which is isomorphic to
C⊕C with the odd grading that transposes the two copies of C. Thus
B⊗ˆC1 is the C
∗-algebra B ⊕B with the odd grading.
Definition 3.3.
KK1(A,B) = KK(A,B⊗ˆC1).
Theorem 3.4 (Kasparov).
Ext−1(A,B) ∼= KK1(A,B).
Proof. See [Kas]. We note that an invertible extension τ in Ext−1(A,B),
which corresponds to a pair (φ, p), is mapped to a cycle (HB⊕HB, φ⊕
φ, 2p− 1⊕ 1− 2p) where HB⊕HB is graded by 1⊕ (−1) which we call
the standard even grading. 
Lemma 3.5. Let φ : A → B(H1 ⊕ H2) be a *-representation. Write
φ(a) =
(
φ11(a) φ12(a)
φ21(a) φ22(a)
)
. Suppose φ11 is a *-homomorphism mod-
ulo K(H1), i.e., φ˙11 is a *-homomorphism. Then φ12(a), φ21(a) are
compacts for any a ∈ A and φ˙22 is a *-homomorphism.
Proof. Using φ(aa∗) = φ(a)φ(a∗) under the decomposition of φ on
H1⊕H2 and the fact φ11 is *-homomorphism modulo K(H1), we have
φ12(a)φ12(a
∗) is compact. Thus φ(a) is compact for any a ∈ A. Sim-
ilarly, using φ(a∗a) = φ(a)∗φ(a), we have φ21(a) is compact for any
a ∈ A. It follows that φ22 is *-homomorphism modulo K(H2). 
The following theorem due to Higson [Hig] is important to us so that
we give a complete proof.
Proposition 3.6. K0(D(A)) ∼= Ext
−1(A,C).
Proof. In light of Lemma 2.10, we define the map from K0(D(A)) to
Ext−1 (A,C) by
[p]0 → [τΦ,p].
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where Φ is an admissible representation of A on H and p ∈ DΦ(A).
When [p]0 = [q]0, as we have seen in the proof of Lemma 2.10, p
and q are Murray-von Neumann equivalent in DΦ(A) so that the par-
tial isometry implementing this equivalence induces the equivalence
between τΦ,p and τΦ,q. Conversely, unitary equivalence between τΦ,p
and τΦ,q induces Murray-von Neumann equivalence between p and q
evidently.
From Φ ⊕ Φ ∼u Φ, we get a unitary u ∈ B(H ⊕H,H) which in-
duces a natural isomorphism Ad(u) : M2(DΦ(A)) → DΦ(A). Note
that pi ◦ Ad(u) = Ad(u) ◦ (pi ⊗ id2). Since [p]0 + [q]0 = [p ⊕ q]0 and
p ⊕ q ∈ DΦ⊕Φ(A), [p]0 + [q]0 is mapped to [pi ◦ Ad(u) ◦ (Φ⊕ Φ)p⊕q] =
[Ad(u) ◦ ((pi ⊗ id2) ◦ (Φ⊕ Φ)p⊕q] which is indeed [τΦ,p] + [τΦ,q]. So far
we have shown the map is a monomorphism.
It remains to show the map is onto. Suppose ρ is an invertible
extension. Then ρ is a semi-split extension of A with a completely
positive lifting ψ : A→ B(H). By the Stinespring’s dilation theorem,
there is a non-degenerate *-representation φ : A → B(H0) and an
isometry V : H → H0 such that ψ(a) = V
∗φ(a)V for all a ∈ A. It
follows that ker(φ˙) = 0 and φ is an admissible representation. If we set
P1 = V V
∗ and P2 = 1−P1, then H0 = P1(H0)⊕P2(H0) = H1⊕H2. If
we decompose φ on H0 = H1⊕H2 and write φ(a) =
(
φ11(a) φ12(a)
φ21(a) φ22(a)
)
,
we have V ψ(a)V ∗ = V V ∗φ(a)V V ∗ = P1φ(a)P1 = φ11(a). Since ψ˙ = ρ
is a (injective) *-homomorphism, we can conclude φ11 is a injective
*-homomorphism modulo compact. By Lemma 3.5, φ12(a), φ21(a) are
compacts for a ∈ A and φ22 is *a -homomorphism modulo compact.
This implies that [P1, φ] ∈ K. Thus φ˙11 is τφ,P1. Viewing V : H →
P1(H1) as a unitary, we can also see that ρ is unitarily equivalent to
φ˙11. Thus we finish the proof. 
Theorem 3.7 (Odd case). The mapping K1(B)×K0(DΦ(B))→ Z is
the Kasparov product KK(S,B)×KK1(B,C)→ Z.
Proof. Without loss of generality, we may assume that an element
in K1(B) is represented by a unitary v in B. Suppose an element in
K0(DΦ(B)) is represented by a projection p in DΦ(B).
As we have noted, [v]1 ∈ K1(B) is mapped to ψ ∈ KK(S,B) where
ψ : S → B is determined by sending z−1 to v−1. On the other hand,
[p] is mapped to [τΦ,p] by Proposition 3.6. Using the isomorphism
Ext(B,C) → KK1(B,C) by Theorem 3.4, the image of τΦ,p is a cycle
F = (H ⊕H,Φ⊕ Φ, T ⊕−T ) where T = 2p− 1.
A NOTE ON KASPAROV PRODUCT AND DUALITY 9
Then the Kasparov product ψ by [F ] is
ψ · [F ] = [(H ⊕H, (Φ ◦ ψ)⊕ (Φ ◦ ψ), T ⊕−T )] .
Note that (Φ◦ψ)(z−1) = Φ(v−1) = Φ(v)−1. Under the identification
of KK1(S,C) with K1(Q(H)), ψ · [F ] is mapped to pΦ(v)p − (1 − p)
by Proposition 17.5.7 in [Bl]. Using the index map ∂1 : K1(Q(H)) →
K0(K) = Z in K-theory, we know ∂1(pΦ(v)p− (1−p)) = Ind(pΦ(v)p−
(1− p)). 
It is said that an element x ∈ KK(A,B) is a KK-equivalence if there
is a y ∈ KK(B,A) such that x · y = 1A and y · x = 1B. A and
B are KK-equivalent if there is a KK-equivalence in KK(A,B). The
following corollary, which is originally due to Kasparov, establishes the
KK-equivalence of C1 and S.
Lemma 3.8 (Morita invariance). Let Mn denote the n × n matrix
algebra of C. Then
KK(A,B) = KK(A⊗Mn, B ⊗Mm)
for any positive integers n,m.
Lemma 3.9.
KK(A⊗ˆC1, B⊗ˆC1) ∼= KK(A,B)
Proof. Note that τC1 ◦ τC1 = τM2. Thus Morita invariance implies that
τC1 has the inverse as τ
−1
M2
◦ τC1 . 
Lemma 3.10.
KK(A⊗ˆC1, B) ∼= KK
1(A,B).
Proof. Recall that KK1(A,B) = KK(A,B⊗ˆC1). Thus
KK(A⊗ˆC1, B) ∼= KK(A⊗ C1⊗ˆC1, B⊗ˆC1)
∼= KK(A⊗M2, B⊗ˆC1)
∼= KK(A,B⊗ˆC1)
∼= KK1(A,B).

Theorem 3.11 (Kasparov). Let x ∈ KK(C1, S) ∼= KK
1(C, S) ∼=
Ext(C, S) be represented by the extension 0 → S → C → C → 0
where C is the cone and y ∈ KK(S,C1) ∼= KK
1(S,C) ∼= Ext(S,C) be
represented by the extension 0→ K → C∗(v−1)→ S → 0 where v is a
co-isometry of the Fredholm index 1 (e.g., the adjoint of the unilateral
shift on H). Then the Kasparov product x · y = 1C1.
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Proof. Note that x corresponds to the unitary t → e2piit in K1(S)
by the Brown’s Universal Coefficient Theorem [Br]. Also, the Busby
invariant of 0 → K → C∗(v − 1) → S → 0 is the extension τ : S →
Q which sends e2piit − 1 to pi(v) − 1. Thus τ corresponds to a pair
(Φ, 1) such that Φ(e2piit) = v. If we apply Theorem 3.7 to the pair
([e2piit], [1]) ∈ K1(S) × K0(D(S)), x · y is identified with Ind(v) = 1.
Since KK(C1,C1) ∼= KK(C,C) ∼= Z by Proposition 3.2, we conclude
x · y = 1C1. 
Combining the above fact with a ring theoretic argument (See [Bl]
for details), we can prove that y · x = 1S. Thus KK-equivalence of S
induces the following corollary which will be used later.
Corollary 3.12. τS : KK(A,B)→ KK(SA, SB) is an isomorphism.
Proposition 3.13. KK(A,C) ∼= K1(DΦ) where Φ is an admissible
representation of unital separable C∗-algebra A on a separable Hilbert
space H.
Proof. Using Lemma 2.11, we define a map from K1(DΦ) to KK(A,C)
by
[u]1 →
[(
Hˆ,
(
Φ 0
0 Φ
)
,
(
0 u∗
u 0
))]
where Hˆ is H ⊕H with the standard even grading. Indeed, this con-
struction gives rise to a well-defined group homomorphism. If [u] = [v],
then u⊕ 1 is homotopic to v ⊕ 1.
Thus
(
Hˆ ⊕ Hˆ,
(
Φ⊕ Φ 0
0 Φ⊕ Φ
)
,
(
0 u∗ ⊕ 1
u⊕ 1 0
))
=
(
Hˆ,
(
Φ 0
0 Φ
)
,
(
0 u∗
u 0
))
⊕
(
Hˆ,
(
Φ 0
0 Φ
)
,
(
0 1
1 0
))
is operator ho-
motopic to
(
Hˆ,
(
Φ 0
0 Φ
)
,
(
0 v∗
v 0
))
⊕
(
Hˆ,
(
Φ 0
0 Φ
)
,
(
0 1
1 0
))
=
(
Hˆ ⊕ Hˆ,
(
Φ⊕ Φ 0
0 Φ⊕ Φ
)
,
(
0 v∗ ⊕ 1
v ⊕ 1 0
))
. Similarly, it can be
shown that the map is a group homomorphism. If we show that it
is surjective, we are done. We will use Higson’s idea in p354 [Hig].
Let α ∈ KK(A,C) be represented by
(
H0 ⊕H1,
(
φ0 0
0 φ1
)
,
(
0 u∗
u 0
))
where u is a unitary in B(H0, H1). Let Ψ = · · ·⊕φ0⊕φ0⊕φ1⊕φ1⊕· · ·
and H = · · · ⊕ H0 ⊕ H0 ⊕ H1 ⊕ H1 · · ·⊕. We consider a degenerate
cycle (
H⊕H,
(
Ψ 0
0 Ψ
)
,
(
0 I
I 0
))
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Then(
H0 ⊕H1,
(
φ0 0
0 φ1
)
,
(
0 u∗
u 0
))
⊕
(
H⊕H,
(
Ψ 0
0 Ψ
)
,
(
0 I
I 0
))
is unitarily equivalent to
(
H⊕H,
(
Ψ 0
0 Ψ
)
,
(
0 F ∗
F 0
))
where F =
I 0 00 u 0
0 0 I

 ◦ shifting to the right, i.e., F sends (· · · , η1, η0, ξ0, ξ1, · · · )
to (· · · , η2, η1, uη0, ξ0, · · · ).
Again by adding a degenerate cycle
(
Hˆ,
(
Φ 0
0 Φ
)
,
(
0 I
I 0
))
, we get
α =
[(
H⊕H,
(
Ψ⊕ Φ 0
0 Ψ⊕ Φ
)
,
(
0 F ∗ ⊕ I
F ⊕ I 0
))]
Since Φ is admissible, we can have a unitary U ∈ B(H ⊕H,H) such
that Ω = Ad(U) ◦ (Ψ⊕ Φ) ∼ Φ.
=
[(
Hˆ,Ω⊕ Ω,
(
0 Ad(U)(F ∗ ⊕ I)
Ad(U)(F ⊕ I) 0
))]
By Lemma 4.1.10. in [JenThom]
=
[(
Hˆ,Φ⊕ Φ,
(
0 Ad(U)(F ∗ ⊕ I)
Ad(U)(F ⊕ I) 0
))]
It is not hard to check that Ad(U)(F ⊕ I) ∈ DΦ(A) and α is the image
of it. Thus we finish the proof. 
Theorem 3.14 (Even case). The mapping K0(A) × K1(DΦ) → Z is
the Kasparov product KK(S, SA)×KK(SA, S)→ Z.
Proof. Without loss of generality, we may assume p is the element of A.
(If necessary, consider Ck⊗A.) Using the Bott map in K-theory, p gets
mapped to fp(z) ∈ K1(SA). Then, as we have noted in Proposition
3.1, fp(z) is lifted to Ψ as an element of KK(S, SA) where Ψ is the
*-homomorphism from S to SA that is determined by sending z− 1 to
(z − 1)p.
On the other hand, [u] ∈ K1(DΦ(A)) is mapped to [E ] in KK(A,C)
where E =
(
Hˆ,
(
Φ 0
0 Φ
)
,
(
0 u∗
u 0
))
by Proposition 3.13.
Using natural isomorphism τS : KK(A,C) → KK(SA, S), we can
think of a Kasparov product Ψ by [τS(E)].
Using elementary functorial properties, we can check Ψ·[τS(E)] is equal
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to
[
(Hˆ ⊗ S, ((Φ⊕ Φ)⊗ 1) ◦ ψ,G⊗ 1)
]
denoting
(
0 u∗
u 0
)
by G.
Since τS : KK(C,C) → KK(S, S) is an isomorphism, there is a map
ρ : C→ B(H) such that
τS((Hˆ, ρ⊕ ρ,G)) = (Hˆ ⊗ S, ((Φ⊕ Φ)⊗ 1) ◦ ψ,G⊗ 1).
This implies that (ρ⊕ ρ)⊗ 1 = ((Φ⊕ Φ)⊗ 1) ◦ ψ. Thus
(ρ⊗ 1)(z − 1) = (z − 1)ρ(1)
= (Φ⊗ 1)(Ψ(z − 1)) by equality (3)
= (Φ⊗ 1)((z − 1)p)
= (z − 1)Φ(p).
Consequently, ρ(1) = Φ(p).
Then
(
Hˆ, ρ⊕ ρ,G
)
is mapped to Ind(Φ(p)uΦ(p)) by Proposition 3.2.

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