In the past few years, with the continuous improvement of hardware conditions, deep learning had performed well in solving many problems, such as visual recognition, speech recognition, and natural language processing. In recent years, human-computer interaction behavior has appeared more and more in daily life. Especially with the rapid development of computer vision technology, the human-centered human-computer interaction technology is bound to replace computer-centered human-computer interaction technology. The study of gesture recognition is in line with this trend, and gesture recognition provides a way for many devices to interact with humans. The traditional gesture recognition method requires manual extraction of feature values, which is a time-consuming and laborious method. In order to break through the bottleneck, we propose a new gesture recognition algorithm based on the convolutional neural network and deep convolution generative adversarial networks. We apply this method to expression recognition, calculation, and text output, and achieve good results. The experiments show that the proposed method can train the model to identify with fewer samples and achieve better gesture classification and detection effects. Moreover, this gesture recognition method is less susceptible to illumination and background interference. It also can achieve an efficient real-time recognition effect.
I. INTRODUCTION
In recent years, with the rapid development of science and technology, the way of human-computer interaction has also been greatly changed. Various new types of human-computer interaction methods have also appeared in the public's field of vision. The interactive mode of the mouse and keyboard has become a touch screen and voice. The form of interaction has become diversified and humanized. However, the more efficient form of interaction is to allow the machine to understand the human body language. Gestures are the most common in all kinds of body language, so it can be used as a simple and free means of human-computer interaction. It has a very broad application prospect. An important process for gesture-based human-computer interaction is to recognize gestures. When performing gesture recognition, the features The associate editor coordinating the review of this manuscript and approving it for publication was Tie Qiu.
of the gesture are first extracted, and then gesture recognition is performed according to the extracted features. There are many common gesture recognition methods. For example, the neural network-based recognition method has strong ability to classify and identify. However, if the number of neural network layers is generally shallow, it is easy to overfitting; the recognition method based on geometric features performs gesture recognition by extracting gesture structure, edge, contour and other features, it has good stability, but can't improve the recognition rate by increasing the sample size. The recognition method based on Hidden Markov Model has the ability to describe the time and space changes of gestures, but the recognition speed of the method is not satisfactory. With the rapid development of machine learning and deep learning in computer vision, methods based on machine learning and deep learning have attracted more and more researchers' attention. Among them, the deep neural network has the characteristics of local connection, weight sharing, automatic feature extraction, etc., which brings new ideas to the task of gesture recognition. Therefore, based on the complexity of gesture changes, we propose a gesture recognition method based on deep Convolutional Neural Network (CNN) and Deep Convolution Generative Adversarial Networks (DCGAN).
We use the camera of the computer to collect the data directly. But the quality of the sampled data is obviously affected by the illumination. So we perform the light detection firstly. The purpose of this step is to obtain high-quality samples. We only need to adjust the camera angle, light intensity or other methods to achieve this step. Next, we use DCGAN to generate new images to solve the problem of overfitting. Finally, 5/6 of the data is used for training, and the remaining 1/6 is used for testing. We design two network structures to realize the expression recognition function, calculation and text output. It mainly adjusts the depth of the network and the number of parameters according to the complexity of the task.
The main contributions of this paper are as follows: 1) We propose a new gesture recognition method based on CNN and DCGAN; 2) And, we evaluate our model in some real data sets. The experimental results show that our model can achieve good results. First, for a specific gesture, by using the recognition model, it can effectively recognize the actual meaning of the gesture. The new model can achieve full automation, and its accuracy can reach a very high level; 3) In addition, in the case of a small number of samples, the problem of overfitting can be solved only by DCGAN. In the state where the illumination conditions are not particularly good, the accuracy of recognition without treatment can be effectively improved by our pre-processing.
II. RELATED WORK
Below we will introduce some related work on gesture recognition and neural network.
A. GESTURE RECOGNITION
In recent years, virtual reality has gradually appeared in people's daily life, and it is undoubtedly the mainstream of human-computer interaction in the future. However, at the input of human-computer interaction, there is no unified way. With the unique advantages of gestures, it will become the mainstream of future interactions. At present, gesture recognition is mainly divided into two types: contact and non-contact. The contact interaction method mainly acquires three-dimensional information of gestures by means of equipment such as gloves, but the manner of using peripherals largely limits the flexibility of human-computer interaction and brings inconvenience to the operator. The non-contact type of interaction is mainly a visual-based method, which eliminates the need for the operator to wear any peripherals, and the interaction is more natural and comfortable.
Early gesture recognition was based on data gloves. In 1983, Grime et al. first used gloves with node markers. They used the palm skeleton to recognize gestures and complete simple gesture recognition. In the 1990s, with the advantage of accurate positioning of peripherals, many excellent systems appeared at home and abroad. Takahashi et al. [17] used data gloves to achieve the recognition of 46 specific gestures; The finger marking method replaced the data gloves and completed the recognition of several specific gestures, it achieved good results. In many human-computer interactions, dynamic gestures were often required, thereby promoting the development of dynamic gestures. Lee et al. [1] used the information entropy algorithm to segment the hand from the background image, and successfully applied it to the video data stream through the parallel computing algorithm, and identified the extracted target image with an accuracy rate of 95%, but there were fewer gesture categories that could be recognized.
During this period, gesture recognition mostly needed to be performed by means of peripherals. Therefore, the application of gesture interaction was greatly limited. In 2010, Microsoft released a depth sensor ''Kinect'' for somatosensory games, which could measure the distance between the human body and the device, and could track the movements of the human body. Since then, many gesture recognition algorithms and systems have been based on Kinect.
At the same time, many electronic information companies had also joined the topic of gesture interaction and achieved good results. Wachs et al. [2] used face recognition, speech recognition and gesture recognition to apply it to ES8000 series TVs for browsing web pages, TV remote control and other functions. In the same year, Microsoft used the Doppler effect, built-in speakers and microphones to achieve target positioning and gesture recognition, and developed the gesture interaction tool ''SoundWave''; Newcombe et al. [3] introduced the gesture recognition tool ''Handpose'' based on depth information to track the movement of the hand in real time. Shin and Sung [4] also tried to recognize dynamic gestures.
At this stage, some gesture algorithms and devices had reached the requirements of practical applications. However, such products and algorithms still had great problems, and there were many restrictions in the application process. There was still a gap between the identification and application of bare hands.
B. NEURAL NETWORK
Convolutional Neural Network is a common deep learning architecture inspired by biological natural visual recognition mechanisms. In 1959, Hubel and Wiesel [18] found that animal visual cortical cells were responsible for detecting optical signals. Inspired by this, Kunihiko and Sei [5] proposed CNN's predecessor, neocognitron.
In the 1990s, Lecun et al. [6] published a paper that established the modern structure of CNN and later improved it. They designed a multi-layer artificial neural network called VOLUME 7, 2019 LeNet-5 to classify handwritten numbers. Like other neural networks, LeNet-5 could also be trained by using backpropagation algorithms.
LeNet-5 had achieved gratifying results. However, due to the lack of ability to process large-scale training data, LeNet-5 did not perform well on complex issues. Therefore, the convolutional neural network once fell into a low tide.
With the development of GPU accelerators and big data, the number of CNN layers has been deepened, and the recognition accuracy has been greatly improved, so it has received a lot of attention and research. Since 2006, researchers have designed many ways to overcome the difficulty of deep convolutional neural network training. Among them, AlexNet [7] was one of the most famous. AlexNet used a classic CNN structure to achieve breakthrough performance in image recognition. The overall structure of AlexNet was similar to that of LeNet-5, but with more layers.
After the success of AlexNet, researchers further designed a lot of better classification models, including the four most famous ones: ZFNet [8] , VGGNet [9] , GoogleNet [10] and ResNet [11] . They achieved a higher classification accuracy. In terms of structure, the number of layers of CNN increased. The number of layers of the ILSVRC 2015 champion ResNet was 20 times deeper than AlexNet and 8 times deeper than VGGNet. By increasing the depth, the network can use additional nonlinearity to derive the approximate structure of the objective function, thereby further better characterizing the features and achieving better classification results.
GAN was inspired by the two-player game in game theory, pioneered by Goodfellow et al. [12] . Based on actual results, they appear to produce better samples (more sharp and clear images) than others. DCGAN [13] was an extension of GAN that introduced a convolutional neural network into a generative model for unsupervised training, using the powerful feature extraction capabilities of the convolutional network to improve the learning of the generated model. Nowadays, various neural networks emerge in an endless stream and are applied to a wide range of fields. Fang et al. [14] applied it to image recognition, Meng et al. [15] applied it to information hiding, Xiong et al. [16] applied it to natural language processing. We believe that it will continue to develop and make people's lives better.
III. EXPRESSION RECOGNITION
In order to test the effect of our method, we output the corresponding expression by recognizing the gesture. Here we collect 10 gestures, corresponding to 10 expressions.
A. DATA
We use the camera of the computer to collect the training data directly. The amount of sampled data for each gesture is 1200 images, and the size of the image is 50 × 50. Adjusting the position of the hand to ensure that no large batches of the same image appear in a training set. We collect 10 gestures, and the corresponding expressions are also displayed above the gestures, as shown in Figure 1 . The meanings of each gesture are as follows, from 1 to 10 are: ''yeah,'' ''high-five,'' ''good,'' ''bad,'' ''ok,'' ''smile,'' ''cry,'' ''fist,'' ''dog'' and ''love.'' We will use these numbers to describe 10 gestures later.
B. IDENTIFICATION MODEL
We use a convolutional neural network to train our recognition model. We want to use more economical convolutional neural network models, such as shallow networks like LeNet-5 and AlexNet, rather than models with more powerful classification capabilities, such as VGG and GoogLeNet. Although VGG and GoogLeNet have more powerful classification performance, but they have more parameters. For example, although the VGG network uses a 3×3 convolution filter, but the number of parameters is still large compared to AlexNet. Taking its model VGG16 as an example, the total number of parameters is about 130 million, and the parameters increase the training time. If the model of the VGG19 is only deployed on a single CPU for training, it will take more than 8 hours to train an epoch. Obviously, using this model is impractical.
Since we only classify images of 10 gestures here, we don't need to use convolutional neural network models such as VGG16, GoogLeNet, which are applied to the classification of thousands of images. We will make adjustments to AlexNet to train our gesture recognition model. Here we make the following changes:
The model contains a total of 6 layers. The front 4 layers are a convolution layer plus a pooling layer, and the last 2 layers are fully connection layers.
The input to the first convolutional layer is the original image, which is 50 × 50 × 1. The convolution filter has a size of 5 × 5 and a depth of 32. Instead of using full 0 complement. The activation function used is relu. The filter used in the second convolutional layer has a size of 5 × 5 and a depth of 64. It also does not use full 0 complement. The activation function used is sigmoid.
We use max-pooling at the pooling layer. The first pooling layer uses a 2 × 2 filter size with a step size of 2, and full 0 complement. The second pooling layer uses a 5 × 5 filter size with a step size of 5 and full 0 complement.
The Flatten layer is used to ''flatten'' the input. It makes a multidimensional input one-dimensional for transitioning to a fully connection layer. The number of output nodes of the first fully connection layer is 1024. At the same time, we introduce the Dropout mechanism after the first fully connection layer to suppress overfitting. The size of the Dropout parameter is 0.6. The second fully connection layer has 1024 input nodes and 10 output nodes. Finally, we use the softmax function to get the final prediction. The network structure is shown in Figure 2 .
C. TRAINING
We use ''adam'' as optimizer, which uses the default settings in keras, lr = 0.001, beta_1 = 0.9, beta_2 = 0.999, epsilon = 1e − 08, decay = 0.0. In our experiment, there are 10 gestures, a total of 1200 × 10 = 12000 images, we use 10000 images in the data set for training, and the remaining 2000 images are used for testing. We train all images for 10 epochs with a batch size of 64 (epochs = 10, batch size = 64), which allow us to save the training model on a regular basis.
D. RESULTS
After getting the model of gesture recognition, we actually test the model. Because the test results are affected by lighting conditions, in order to ensure the validity of the test, we strive to keep the test environment and the conditions of the sampling environment basically the same. To visualize the test results, we predict each frame of the image and compare it to the actual gesture. When the start of each test, you may get a misjudgment because the gesture is not fully prepared, so we use the results after 11 frames as the test results. Here we record the total number of test frames as ''Total_frames,'' and the correct number of frames is recorded as ''Correct_frames.'' Then our accuracy can be recorded as:
We test all 10 gestures and achieve good recognition results, with an average recognition accuracy of over 90%. We also find that the accuracy of recognition depends on the different categories in the data set. Some categories are easier to identify, such as gestures ''2'' and ''8,'' because they are more discriminating in the data set. The recognition model can achieve almost 100% recognition rate on these categories. However, the gestures ''1'' and ''7'' have a high degree of similarity and they are susceptible to finger movement, so the accuracy is relatively low. But overall, the accuracy of gesture recognition is still very high. Table 1 shows the accuracy of gesture recognition. 
IV. CALCULATION AND TEXT OUTPUT
Based on our good results, so we decide to use the same model for more complex tasks. Finally, we decide to use the model to complete the calculation and text output tasks. The reason why I want to accomplish this task here is to increase the complexity and test the reliability and practicability of the model. At the same time, my mother has been affected by presbyopia, often typo because she cannot see the letters on the keyboard, and her typing speed is very slow. I really want to help her solve this problem. We combine these two tasks into one, and you can easily use different functions by selection buttons.
A. DATA
We also use the camera of the computer to collect the training data directly. The amount of sampled data for each gesture is 1200 images, and the size of the image is 50 × 50. This time, because the training data is collected under the condition of poor lighting conditions, we obviously find that the image contour in the training set is not particularly obvious, which may affect the training model and the final recognition effect. Therefore, we add a step of light detection before collecting the training set. By adjusting the angle of the camera and the position of the hand, a better sampling effect is obtained. This is a very important step, which guarantees that we will obtain VOLUME 7, 2019 good sample data in the same lighting environment, as shown in Figure 3 . At the same time, in the section ''Expression recognition,'' we find that most of the images sampled are highly similar, which leads to overfitting when training the model. To solve this problem, we use DCGAN to generate training sample. The gestures generated by DCGAN are more diverse, which helps the trained models to be more reliable. Some of the generated sample images are shown in Figure 4 . We design all the corresponding gestures according to the American sign language alphabet. For the calculation function, we collect 10 gestures. The gestures we collected are at the top, the corresponding numbers are in the middle, and the bottom is the American sign language alphabet, as shown in Figure 5 . When we use calculation function, we use gestures to tell the computer that a number has been entered, then it will require you to enter the arithmetic symbol, and we use keyboard here. ''0'' represents ''+''; ''1'' represents ''-''; ''2'' represents ''×''; ''3'' represents ''÷''; ''4'' represents '' √ ,'' stands for square root; ''5'' represents ''x 2 ,'' which is the square of the number x; ''6'' represents ''x 3 ,'' which is the cube of the number x; ''7'' represents ''%,'' which is 1 ÷ 100 of the number x; ''8'' represents ''Mod,'' that is, a divided by b, the remainder is returned; ''9'' represents ''=.'' By repeating the above operations, we can solve most of the calculation problems in daily life. Finally, after accepting ''=,'' the computer will automatically calculate the final result of the entire expression and display it on the screen.
For the text output function, we collect 27 gestures. Among them, 26 gestures represent the letter ''A'' to ''Z,'' and the last gesture represents a space, and it plays a role in determining the completion of the input in the calculation function. As shown in Figure 6 , the American sign language alphabet is on the left and the gestures we collected is on the right. 
B. IDENTIFICATION MODEL
We also train our gesture recognition model based on the convolutional neural network. This time, we put all 37 gestures for training, including 10 numbers, 26 letters and a space/confirmer. As the gestures increase nearly 3 times, the difficulty of recognition has also increased. Here, we further adjust the network structure.
The specific adjustments are as follows:
The model consists a total of 7 layers. The front 4 layers are the convolution layer plus the pooling layer, the 5th layer is the convolution layer, and the last 2 layers are the fully connection layers.
In the first convolutional layer, the convolution filter has a size of 2 × 2 and a depth of 16. Instead of using full 0 complement. The activation function used is relu. The filter used in the second convolutional layer has a size of 5×5 and a depth of 32. It does not use full 0 complement. The activation function used is relu. The filter used in the third convolutional layer has a size of 5 × 5 and a depth of 64. It also does not use full 0 complement. The activation function used is relu.
The first pooling layer uses a 2×2 filter size with a step size of 2, and full 0 complement. The second pooling layer uses a 5 × 5 filter size with a step size of 5, and full 0 complement.
The number of output nodes of the first fully connected layer is 128. At the same time, we introduce the Dropout mechanism after the first fully connection layer to suppress overfitting. The Dropout parameter is 0.2. The second fully connection layer has 128 input nodes and 37 output nodes. Finally, we use the softmax function to get the final prediction. The network structure is shown in Figure 7 .
C. TRAINING
We use ''SGD'' as optimizer, which uses the default settings in keras, lr = 0.01, momentum = 0.0, decay = 0.0, nesterov = False. In this experiment, including 37 gestures, a total of 37 × 1200 = 44400 images, all of them are generated by DCGAN. We use 37000 images in the data set for training, and the remaining 7400 images are used for testing. Due to a large number of training samples, we train all images for 20 epochs with a batch size of 500 (epochs = 20, batch size = 500), which allow us to save the training model on a regular basis.
V. EXPERIMENTS EVALUATION
We decide to actually test the training model in a real environment. Obviously, illumination affects the accuracy of our gesture recognition, so it is very important that the model is robust to illumination. We choose to test our model under different lighting conditions, first of all, experimenting with only natural light. We choose the location in the dark room at 8 o'clock in the morning; then in the environment with the artificial light source, we choose the same time and place, the artificial light source is an incandescent lamp with a power of 15w. We test two different functions, the calculation function is abbreviated as ''Cal'' and the text output function is abbreviated as ''Text.'' We have obtained a large number of junior high school students' calculation questions online, and the first chapter in ''Artificial Intelligence: a Modern Approach, Third Edition'' is our test content. When the prediction result is the same for 30 consecutive frames, then a number or letter is output on the screen. The formulas for defining the accuracy of these two functions are:
where ''Correct_num'' represents the correct number in the test and ''Total_num'' represents the total number of the test.
The test results are shown in Table 2 . Among them, the result with ''−'' is the test without the artificial light source, and the result with ''+'' is the test with the artificial light source. Through experiments, it can intuitively find that our model can still have a relatively high recognition accuracy even without artificial light sources.
In order to improve the efficiency of the input, we decide to reduce the number of frames required to obtain the predicted results. At the same time, we choose to carry out it in the environment with an artificial light source, the test results are shown in Figure 8 . From 30 frames to 20 frames, our recognition speed has increased by about 1 time, but the accuracy rate has dropped by only 6 %. From 30 frames to 10 frames, our recognition speed has increased by about 2 times, but the accuracy rate was only reduced by about 10 %. This show that our model can be almost recognized and output in real time, which can meet the needs of people in daily life. In order to further ensure the validity of the test results, we test the people who did not participate in the sampling, and the test results are shown in Figure 9 . We use CNN and CNN+DCGAN models to test. We select 10 participants and test the calculation function to obtain the average accuracy of the recognition, which is almost consistent with our previous test results. It also shows that our model has wide adaptability. It can also be seen from the experiment that the model of CNN+DCGAN is better than the CNN model. Because the images generated by DCGAN are more diverse, it is possible to avoid overfitting caused by images being too similar in the date set.
VI. DISCUSSION AND CONCLUSION
We propose a method of gesture recognition based on CNN and DCGAN, and we evaluate our model in a real-world environment. The experimental results show that our model can achieve good results. First, for a specific gesture, by using the recognition model, it can effectively recognize the actual meaning of the gesture. The model can also achieve full automation, and its accuracy can reach a high level; In addition, in the case of a large number of similar images in the sample, we use DCGAN to generate training data, which effectively solve the overfitting problem; Moreover, in the state where the illumination conditions are not particularly good, the recognition accuracy can be effectively improved by our pre-processing. Next, we will further test and improve our model. We have some preliminary thoughts on how to improve the results.
At present, our network supports only calculation and text output. We can increase functions by adding more gestures. In the future, we can even use gestures to play games, chat and email with others.
Although the accuracy obtained by the experiment has been very high, we feel that it is necessary to further improve for the application to real life. We plan to further optimize our model by adding training data and changing the network structure.
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