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Kurzfassung
In dieser Arbeit wird Interleaved Frequency-Division Multiple-Access (IFDMA) vorge-
stellt, ein breitbandiges orthogonales Vielfachzugriﬀsverfahren, das sich besonders fu¨r den
Einsatz in der Mobilkommunikation eignet. IFDMA besitzt entscheidende Vorteile ge-
genu¨ber anderen breitbandigen Vielfachzugriﬀsverfahren fu¨r den Mobilfunk. Der Gewinn
durch Frequenz-Diversity und die Vermeidung von Vielfachzugriﬀsinterferenzen sind die
bedeutendsten Vorteile. Das Sendesignal wird mit mehreren Tra¨gerfrequenzen u¨bertragen,
die a¨quidistant u¨ber die gesamte Bandbreite verteilt sind. Dadurch wird in frequenzse-
lektiven Mobilfunkkana¨len ein Gewinn durch Frequenz-Diversity erzielt. Zudem sind die
Tra¨gerfrequenzen der verschiedenen Nutzersignale zueinander orthogonal. Diese Ortho-
gonalita¨t bleibt auch bei der U¨bertragung u¨ber zeitdispersive Mobilfunkkana¨le erhalten.
Weitere Vorteile sind die kontinuierliche U¨bertragung mit konstanter Einhu¨llenden und
die Vermeidung von “worst-case”-Interferenzen aus Nachbarzellen. Zudem ist IFDMA so-
wohl fu¨r den Downlink, als auch fu¨r den Uplink einsetzbar. Ausfu¨hrliche mathemati-
sche Darstellung und Untersuchung der Leistungsfa¨higkeit von IFDMA bilden den ersten
Schwerpunkt der Arbeit.
Die IFDMA-U¨bertragung u¨ber den Mobilfunkkanal wird durch Symbolinterferenzen be-
eintra¨chtigt. Deren Sto¨reinﬂu¨sse ko¨nnen am Empfa¨nger durch den Einsatz von Entzer-
rern deutlich reduziert werden. An bekannten Standardverfahren werden hierzu zum
einen die optimale Maximum-Likelihood (ML) Detektion und zum anderen der sub-
optimale Decision-Feedback-Equalizer (DFE) untersucht. Simulationen zeigen, dass die
IFDMA-U¨bertragung mit ML-Detektion eine bessere Leistungsfa¨higkeit als Multi-Carrier
Code-Division Multiple-Access (MC-CDMA) mit vergleichbaren Parametern und a¨hnli-
cher Empfa¨ngerkomplexita¨t aufweist. Neben den Standardverfahren zur Entzerrung wird
ein neues Verfahren vorgestellt und ausfu¨hrlich untersucht, das Kanalscha¨tzung und Ent-
zerrung gemeinsam ausfu¨hrt. Bei dieser kombinierten Kanalscha¨tzung und Entzerrung
wird die durch eine Trainingssequenz ermittelte Kanalscha¨tzung mit jedem nachfolgen-
den Empfangssymbol kontinuierlich angepasst. Hierzu wird die Tatsache ausgenutzt, dass
jedes Empfangssymbol Information u¨ber den Kanal entha¨lt. Mit diesem kombinierten Ver-
fahren kann im Vergleich zur getrennten Kanalscha¨tzung und Entzerrung die Leistungsfa¨-
higkeit des U¨bertragungssystems verbessert und/oder die Redundanz fu¨r die Kanalscha¨t-
zung verkleinert und/oder die Entzerrerkomplexita¨t reduziert werden. Dieses Verfahren
kann nicht nur fu¨r IFDMA sondern ebenso bei anderen Systemen mit Symbolinterferenzen
und “a priori” unbekannten Kanalparametern eingesetzt werden. Die kombinierte Kanal-
scha¨tzung und Entzerrung stellt den zweiten Schwerpunkt dieser Arbeit dar und wird
ausfu¨hrlich mathematisch beschrieben sowie beispielhaft fu¨r das IFDMA-System unter-
sucht.
iv
Abstract
In this thesis, Interleaved Frequency-Division Multiple-Access (IFDMA) - an orthogonal
wideband multiple-access system - is introduced which is especially suitable for mobile
radio applications. Compared to other wideband multiple-access systems, IFDMA shows
some interesting advantages. The two most important advantages are the realization of
frequency diversity and the avoidance of multiple-access interference. The IFDMA trans-
mission signal of a single user utilizes a group of subcarriers for transmission which are
equally distributed over the whole transmission bandwidth. Thus, frequency diversity is
achieved with IFDMA in the case of a transmission over a frequency-selective mobile radio
channel. Since each user applies another group of subcarriers for transmission, an ortho-
gonal frequency-division multiple-access scheme is realized. Moreover, the orthogonality is
maintained even for IFDMA transmission in a time-dispersive mobile radio channel. Addi-
tional advantages of IFDMA are continuous transmission, constant envelope transmission,
applicability to both downlink and uplink, and avoidance of “worst-case” interference from
neighboring cells in the case of a cellular mobile radio scenario. A detailed mathematical
description as well as a profound performance investigation of IFDMA is one of the main
contributions of this thesis.
IFDMA for mobile radio applications is impaired by intersymbol interference. However,
the performance loss due to intersymbol interference can be easily reduced by applying
standard equalization techniques at the receiver, like Maximum Likelihood (ML) equali-
zation or the suboptimum Decision Feedback Equalization (DFE). These both standard
techniques are considered for equalization within IFDMA. Simulations show that IFDMA
with ML equalization outperforms Multi-Carrier Code-Division Multiple-Access (MC-
CDMA) with comparable parameter choice and receiver complexity. Besides these stan-
dard techniques, a new equalization scheme is proposed and investigated in detail which
performs channel estimation and equalization jointly. Taking into account the currently
received transmission symbol this joint channel estimation and equalization continuous-
ly adapts the channel estimation using the fact that each received transmission symbol
carries information about the transmission channel. Joint channel estimation and equali-
zation is capable of improving the performance of IFDMA and/or reducing the required
redundancy for channel estimation and/or reducing the receiver complexity compared to
the standard techniques where channel estimation and equalization is done separately.
This new equalization scheme is not only applicable to IFDMA, but also to any other
transmission system with intersymbol interference and “a priori” unknown channel para-
meters. Joint channel estimation and equalization forms the other main part of this thesis
and is described in detail mathematically as well as investigated exemplarily for IFDMA.
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Kapitel 1
Einleitung
Anfang der 90er Jahre setzte mit der Einfu¨hrung der GSM-Netze (“Global System for
Mobile Communications”) eine stu¨rmische Entwicklung der Mobilkommunikation ein. Das
ju¨ngste Ergebnis dieser Entwicklung ist der neue Mobilfunkstandard UMTS (“Universal
Mobile Telecommunication System”), der seit kurzem eine weit u¨ber die GSM-Dienste
hinausgehende Multimediakommunikation ermo¨glicht. Und die Entwicklung geht weiter.
Die na¨chste Generation der Mobilfunksysteme mit extrem hohen Datenraten, ho¨herer
Mobilita¨t und der Integration von WLANs (“Wireless Local Area Networks”) ist bereits in
Planung. Zudem sind weitere Einsatzgebiete der Mobilkommunikation, wie beispielsweise
WLANs und Bluetooth, versta¨rkt im Kommen. Ein Ende dieser rasanten Entwicklung ist
bei weitem nicht abzusehen.
Viele Probleme beim Entwurf von Mobilfunksystemen liegen in den speziﬁschen Eigen-
schaften des Mobilfunkkanals begru¨ndet, der sehr ungu¨nstige U¨bertragungseigenschaften
aufweist. Eine wichtige Aufgabe beim Entwurf ist die Zugriﬀsregelung mehrerer Teilneh-
mer auf den U¨bertragungskanal. Vielfachzugriﬀsverfahren sollen die zur Verfu¨gung stehen-
de Bandbreite mo¨glichst eﬃzient nutzen, damit eine mo¨glichst große Anzahl gleichzeitig
aktiver Teilnehmer in bestmo¨glicher Qualita¨t mit mo¨glichst hoher Datenrate u¨bertragen
kann. Aufgrund der speziﬁschen U¨bertragungseigenschaften des Mobilfunkkanals ist es
vorteilhaft, breitbandige Vielfachzugriﬀssysteme einzusetzen, um Mehrwegegewinn durch
Frequenz-Diversity zu erlangen. Zeitvielfachzugriﬀ (“Time-Division Multiple-Access”, TD-
MA), Codevielfachzugriﬀ (“Code-Division Multiple-Access”, CDMA) und Mehrtra¨ger-
Codevielfachzugriﬀ (“Multi-Carrier CDMA”, MC-CDMA) sind bekannte breitbandige
Vielfachzugriﬀssysteme [UrS94, Qua92, BaF94, FaK95]. “Interleaved Frequency-Division
Multiple-Access” (IFDMA) ist ein neuer vielversprechender Ansatz eines breitbandigen
Vielfachzugriﬀssystems. Dieses neue Spread-Spectrum Vielfachzugriﬀsverfahren ist spezi-
ell fu¨r die Mobilkommunikation entworfen worden.
Die Grundidee von IFDMA ist die Kombination einer breitbandigen Mehrtra¨ger-
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U¨bertragung (“Spread-Spectrum Multi-Carrier”) mit Frequenzvielfachzugriﬀ (“Frequency-
Division Multiple-Access”, FDMA). Aufgrund der Mehrtra¨ger-Komponente, bei der das
Sendesignal mit mehreren Tra¨gerfrequenzen u¨bertragen wird, wird in frequenzselektiven
Mobilfunkkana¨len ein Gewinn durch Frequenz-Diversity erzielt. Durch die Verwendung
von FDMA zur Teilnehmertrennung ist IFDMA ein orthogonales Vielfachzugriﬀssystem
und Vielfachzugriﬀsinterferenzen (“Multiple-Access Interference”, MAI) werden vermie-
den.
Der Gewinn durch Frequenz-Diversity und die Vermeidung von MAI sind zwei Haupt-
merkmale von IFDMA. Im Vergleich zu anderen breitbandigen Vielfachzugriﬀsverfah-
ren besitzt IFDMA einige weitere Vorteile: Kontinuierliche U¨bertragung mit konstanter
Einhu¨llenden, geringe Genauigkeitsanforderung an die Zeitsynchronisation, keine “worst-
case”-Interferenzen aus Nachbarzellen. Zudem ist IFDMA sowohl fu¨r den Downlink als
auch fu¨r den Uplink einsetzbar. Aus diesem Grund ist IFDMA ein sehr vielversprechendes
breitbandiges Vielfachzugriﬀsverfahren fu¨r zuku¨nftige Systeme zur Mobilkommunikation.
Die oben erwa¨hnten Vorteile von IFDMA, insbesondere der Gewinn durch Frequenz-
Diversity, werden durch das Auftreten von Symbolinterferenz (“Intersymbol Interference”,
ISI) erkauft. Allerdings sind die Sto¨rungen durch ISI einfacher in den Griﬀ zu bekommen,
als Sto¨rungen durch MAI, da ISI nur durch die Symbole eines Nutzers verursacht wird.
Zur Reduktion der Sto¨reinﬂu¨sse durch ISI wird eine Entzerrung im IFDMA-Empfa¨nger
notwendig. Dazu ko¨nnen jedoch bekannte Standardtechniken [Pro89] angewendet werden,
die von der einfachen linearen Entzerrung u¨ber die Detektion mit Entscheidungsru¨ckkopp-
lung (“Decision Feedback Equalizer”, DFE) bis hin zur optimalen Entzerrung reichen.
Um eine Entzerrung der Empfangssymbole durchfu¨hren zu ko¨nnen, wird Kenntnis u¨ber
den U¨bertragungskanal beno¨tigt, so dass eine Kanalscha¨tzung erforderlich ist. Eine ge-
trennte Durchfu¨hrung von Kanalscha¨tzung und Entzerrung ist jedoch nicht optimal, selbst
wenn sowohl fu¨r Kanalscha¨tzung als auch fu¨r Entzerrung der optimale Ansatz gewa¨hlt
wird. Aus diesem Grund wird ein kombiniertes Verfahren (“Joint Channel Estimation and
Equalization”, JCE) vorgeschlagen, das Kanalscha¨tzung und Entzerrung gemeinsam aus-
fu¨hrt. Hierfu¨r wird die Tatsache genutzt, dass in jedem Empfangssymbol auch Information
u¨ber den Kanal enthalten ist. Im Vergleich zu getrennter Kanalscha¨tzung und Entzerrung
kann sowohl die zusa¨tzliche Redundanz fu¨r die Kanalscha¨tzung als auch die Entzerrerkom-
plexita¨t signiﬁkant reduziert werden. Das Verfahren kann nicht nur bei IFDMA, sondern
auch bei anderen Systemen mit ISI und “a priori” unbekannten Kanalparametern einge-
setzt werden.
In der vorliegenden Arbeit wird IFDMA detailliert beschrieben. Die Untersuchungen des
Systems umfassen die Ermittlung des maximal mo¨glichen Mehrwegegewinns und die Lei-
stungsfa¨higkeit von IFDMA im Mobilfunkkanal mit optimaler bzw. suboptimaler Ent-
zerrung. Ein weiterer Schwerpunkt der Arbeit ist die detaillierte Darstellung des JCE-
3Verfahrens und dessen Leistungsfa¨higkeit im Mobilfunkkanal am Beispiel von IFDMA.
Dazu ist die Arbeit folgendermaßen gegliedert:
Zur Einordnung der behandelten IFDMA-U¨bertragungsaspekte dient Kapitel 2. Hier
werden IFDMA-Modulation, IFDMA-Demodulation, Mobilfunkkanal und Entzerrung im
schematischen Gesamtablauf eines digitalen U¨bertragungssystems dargestellt.
In Kapitel 3 wird zuerst das Prinzip des zellularen Netzaufbaus eines Mobilfunkgebiets
erla¨utert. Die speziellen Eigenschaften des U¨bertragungskanals werden in einem Kanal-
modell mathematisch erfasst. Auf dessen Grundlage wird ein Simulationsmodell erstellt,
das es ermo¨glicht, die Leistungsfa¨higkeit insbesondere von Vielfachzugriﬀsverfahren und
verschiedenen Entzerrertechniken zu ermitteln. Außerdem werden die Eigenschaften des
Mobilfunkkanals, sowie dessen Modellbildung, besprochen.
Beim Entwurf von Vielfachzugriﬀsverfahren fu¨r den Mobilfunk sind mehrere Bedingungen
zu beru¨cksichtigen. Dazu za¨hlen vor allem die speziellen Eigenschaften des Mobilfunkka-
nals, die begrenzte U¨bertragungsbandbreite und die Vermeidung von Interferenzen. In
Kapitel 4 werden die wu¨nschenswerten Eigenschaften fu¨r Vielfachzugriﬀsverfahren be-
schrieben, wie Diversity-Fa¨higkeit, Vermeidung von ISI und MAI. Zudem werden die
Vorteile der bekannten Zugriﬀsverfahren FDMA, TDMA, CDMA und MC-CDMA denen
von IFDMA gegenu¨bergestellt.
Zur Veranschaulichung des IFDMA-Verfahrens beginnt Kapitel 5 mit einer graﬁschen Dar-
stellung des Grundprinzips, wobei dem zeitkontinuierlichen Signal das Fourier-Spektrum
gegenu¨bergestellt wird. Die ausfu¨hrliche Systembeschreibung von IFDMA erfolgt in der
diskreten Darstellung, sowohl im Zeit- als auch im Frequenzbereich. Ebenso wird die
Demodulation und die Detektion des Empfangssignals detailliert beschrieben und die
Orthogonalita¨t der Teilnehmersignale bewiesen. Gleichkanalsto¨rungen aus benachbarten
Mobilfunkzellen stellen den schlimmsten Fall (“worst-case”) von Interzell-Interferenz dar.
Wie durch geeignete Wahl der Symbolblockla¨nge bei IFDMA Gleichkanalsto¨rungen ver-
mieden werden ko¨nnen, wird ferner in diesem Kapitel erla¨utert. Abschließend werden die
Eigenschaften von IFDMA zusammengefasst.
Verschiedene U¨bertragungsaspekte von IFDMA werden in Kapitel 6 betrachtet. Zuna¨chst
werden die den Simulationen zugrunde liegenden Annahmen und Parametern zusam-
mengestellt und aufgezeigt, wie hohe Datenraten fu¨r die Mobilkommunikation realisiert
werden ko¨nnen. Anschließend wird der Mehrwegegewinn von IFDMA ermittelt, der bei
der U¨bertragung u¨ber einen Mobilfunkkanal erzielt wird. Der maximale Mehrwegege-
winn ist abha¨ngig von der U¨bertragungsbandbreite und der Koha¨renzbandbreite des Ka-
nals. Um den exakten Mehrwegegewinn zu erhalten, der mit IFDMA erreichbar ist, wird
die Matched-Filter-Bound fu¨r uncodierte IFDMA-U¨bertragung berechnet und durch Si-
mulationen veriﬁziert. Abschließend werden Entzerrerverfahren untersucht, da bei der
IFDMA-Anwendung im Mobilfunk die Leistungsfa¨higkeit durch ISI beeintra¨chtigt ist.
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Um die Leistungsfa¨higkeit zu verbessern, ist am Empfa¨nger eine Entzerrung erforderlich.
Es wird sowohl die optimale Maximum-Likelihood (ML) Detektion als auch der Decision-
Feedback-Equalizer, ein suboptimales Entzerrerverfahren, vorgestellt und fu¨r den Einsatz
bei der IFDMA-U¨bertragung untersucht.
Die Entzerrung im IFDMA-Empfa¨nger beno¨tigt eine vorherige Kanalscha¨tzung. Eine ge-
trennte Durchfu¨hrung von Kanalscha¨tzung und Entzerrung, wie sie heute standardma¨ßig
in vielen U¨bertragungsverfahren eingesetzt wird, ist nicht optimal. Mit Hilfe des JCE-
Verfahrens erfolgt eine gemeinsame Kanalscha¨tzung und Entzerrung, wobei die in den
Informationssymbolen zusa¨tzlich enthaltene Information u¨ber den Kanal ausgenutzt wird.
Hierzu wird die Trainingssequenz zur Kanalscha¨tzung mit dem detektierten Informations-
symbol verla¨ngert, das als korrekt angenommenen wird. Mit dieser verla¨ngerten Trainings-
sequenz wird die Kanalscha¨tzung erneut berechnet und somit wa¨hrend der Entzerrung
kontinuierlich angepasst. In Kapitel 7 wird das JCE-Verfahren ausfu¨hrlich beschrieben
und beispielhaft fu¨r IFDMA untersucht.
Den Abschluß bildet Kapitel 8 mit einer Zusammenfassung.
Kapitel 2
U¨bertragungsmodell
Zur Einordnung der in dieser Arbeit beschriebenen Aspekte der Nachrichtenu¨bertragung
mittels IFDMA ist in Abbildung 2.1 das Schema des zugrunde gelegten digitalen U¨ber-
tragungssystems skizziert [Hub92, Tra¨98]. Alle Signale und Systeme sind im komplexen
Basisband beschrieben [Pro89]. Die digitale Nachrichtenquelle liefert bina¨re, gleichwahr-
scheinliche Informationsbits, die als statistisch unabha¨ngig und somit redundanzfrei ange-
nommen werden. Durch den U¨bertragungskanal wird die zu sendende Nachricht gesto¨rt.
Um eine zuverla¨ssigere U¨bertragung zu erhalten, kann der Nachrichtenfolge mittels Ka-
nalcodierung gezielt Redundanz hinzugefu¨gt werden. Diese Redundanz wird bei der Deco-
dierung im Empfa¨nger zur Fehlererkennung und -korrektur herangezogen [Dor97, Bos98].
In Abbildung 2.1 sind Kanalcodierung und Kanaldecodierung strichpunktiert eingezeich-
net, da in dieser Arbeit nicht na¨her darauf eingegangen wird. Die bina¨ren und eventuell
codierten Informationsbits werden auf reelle Werte dq abgebildet. Der U¨bersichtlichkeit
halber werden die Informationssymbole dq als gleichwahrscheinliche BPSK-Symbole (“Bi-
nary Phase Shift Keying”) angenommen, d.h. dq ∈ {−1,+1}. Die Betrachtung dieses
Spezialfalls ist fu¨r die prinzipielle Aussage dieser Arbeit ausreichend.
Die IFDMA-Modulation wandelt die Informationssymbole dq in Chips xl einer breitbandi-
gen Sendefolge um und sorgt dafu¨r, dass die verschiedenen Teilnehmersignale zueinander
orthogonal sind. Die tiefgestellten Indizes q und l kennzeichnen den jeweils aktuellen
Symbol- bzw. Chiptakt. Das anschließende Sendeﬁlter setzt die zeitdiskreten Sendechips
xl in analoge Wellenformen um. Mittels eines Sendeimpuls s(t) entsteht ein zeitkontinu-
ierliches Sendesignal x(t) zu
x(t) =
∞∑
l=−∞
xl · s(t− lTc) , (2.1)
wobei Tc die Dauer eines Sendechips ist. Der Sendeimpuls s(t) wird als Rechteckimpuls
der Breite Tc angenommen. Das so erzeugte Sendesignal x(t) wird u¨ber den zeitkonti-
nuierlichen Mobilfunkkanal mit der Kanalimpulsantwort h(t, τ) u¨bertragen, wobei sich
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Abbildung 2.1: Blockschaltbild eines digitalen U¨bertragungssystems eines einzelnen
Teilnehmers
additives, weißes, gaußverteiltes Rauschen (“Additive White Gaussian Noise”, AWGN)
n(t) u¨berlagert. Das Empfangssignal y(t) entsteht aus
y(t) =
∫ ∞
−∞
h(t, τ)x(t− τ)dτ + n(t) . (2.2)
Im Empfa¨nger werden nun alle Operationen ru¨ckga¨ngig gemacht. Zuerst wird das zeit-
kontinuierliche Empfangssignal y(t) in zeitdiskrete Empfangschips yl zuru¨ck gewandelt,
indem es mittels eines signalangepassten Empfangsﬁlters s∗(−t) geﬁltert und dann an den
Zeitpunkten t = lTc abgetastet wird. Hierzu ist Synchronisation notwendig, d.h. die Tra¨-
gerfrequenz und -phase mu¨ssen am Empfa¨nger bekannt sein. Es wird angenommen, dass
Synchronisation vorliegt, ebenso dass der zeitliche Anfang des Sendeimpuls s(t) am Emp-
fa¨nger bekannt ist. Die zeitdiskreten Empfangschips yl werden wie in Abschnitt 5.4 be-
schrieben entsprechend der IFDMA-Demodulationsregel demoduliert. Das demodulierte,
7aber gesto¨rte, Empfangssymbol rq wird entzerrt, um einen Scha¨tzwert dˆq fu¨r das gesendete
Symbol dq zu erhalten. Die meisten Entzerrerverfahren beno¨tigen einen Scha¨tzwert fu¨r die
Kanalimpulsantwort, so dass zuvor eine Kanalscha¨tzung durchgefu¨hrt werden muss. Diese
beiden Schritte werden im JCE-Algorithmus, einem Entzerrerverfahren mit kontinuierlich
angepasster Kanalscha¨tzung, gemeinsam durchgefu¨hrt, wodurch eine Leistungsverbesse-
rung gegenu¨ber dem Fall der getrennten Kanalscha¨tzung und Kanalentzerrung erreicht
wird. Wird Codierung verwendet, ko¨nnen im Decodierschritt fehlerhafte Scha¨tzwerte dˆq
aufgrund der Redundanz erkannt und korrigiert werden.
Durch Zusammenfassen mehrere Komponenten des U¨bertragungsmodells kann ein zeitdis-
kretes bzw. ein modiﬁziertes, zeitdiskretes Ersatzmodell fu¨r den Mobilfunkkanal angege-
ben werden, wie in Abbildung 2.1 eingezeichnet. Die U¨bertragungskomponenten Sendeﬁl-
ter s(t), Mobilfunkkanal h(t, τ) und Empfangsﬁlter s∗(−t) mit anschließender Abtastung
werden zu einem zeitdiskreten Ersatzkanal mit der Impulsantwort hl zusammengefasst,
so dass zwischen den Empfangschips yl und den Sendechips xl der Zusammenhang gilt:
yl =
Ma∑
m=0
hmxl−m + nl . (2.3)
Das zeitdiskrete Kanalmodell und dessen Simulationsmodell ist in Abschnitt 3.4 be-
schrieben. Die Komponenten IFDMA-Modulation, zeitdiskreter Kanal hl und IFDMA-
Demodulation werden durch den modiﬁzierten, zeitdiskreten Ersatzkanal mit der Impuls-
antwort h˜q ersetzt. Dieser U¨bergang ist in Abschnitt 5.6 detailliert dargelegt.
In Kapitel 5 wird zur Beschreibung des IFDMA-Systems die blockweise U¨bertra-
gung betrachtet. Hierzu werden jeweils Q Symbole dq zu einem Spaltenvektor d =
[d0, d1, . . . , dQ−1]T zusammengefasst. In dieser Arbeit werden Vektoren durch fett gedruck-
te Kleinbuchstaben und Matrizen durch fett gedruckte Großbuchstaben gekennzeichnet.
Kapitel 3
Mobilfunkkanal
In der mobilen Kommunikation wird die Funkverbindung zwischen der Basisstation und
einem mobilen Teilnehmer, der Mobilstation, als Mobilfunkkanal bezeichnet. Die U¨bertra-
gungsstrecke von der Basisstation zur Mobilstation wird als“Downlink”und von der Mobil-
station zur Basisstation als“Uplink”benannt. In diesem Kapitel werden Beschreibung und
Modellbildung des Mobilfunkkanals behandelt. Dabei werden sowohl der zellulare Netz-
aufbau als auch die speziellen Eigenschaften des U¨bertragungskanals ausfu¨hrlich darge-
stellt. Ferner wird ausgehend von der mathematischen Beschreibung des Mobilfunkkanals
ein Kanalmodell entwickelt, das fu¨r die Simulationen des IFDMA-U¨bertragungssystems
eingesetzt wird.
3.1 Zellularer Netzaufbau
Ein mit Funk zu versorgendes Gebiet wird in mehrere Teilgebiete, in sogenannte Zellen,
unterteilt. Dies ist notwendig, da einerseits die Funkreichweite begrenzt ist und anderer-
seits dadurch die Anzahl der Mobilfunkteilnehmer erho¨ht werden kann. Die Funkreichweite
wird zum einen durch die begrenzte Empfa¨ngerempﬁndlichkeit und zum anderen durch
die endliche Sendeleistung, insbesondere der Mobilstationen, eingeschra¨nkt. Der Haupt-
grund fu¨r einen zellularen Netzaufbau jedoch ist die Systemkapazita¨t. Bandbreite ist in
der Funku¨bertragung eine sehr wertvolle Ressource, da Funku¨bertragung nur in bestimm-
ten Frequenzbereichen mo¨glich ist. Fu¨r die einzelne Applikation, wie beispielsweise den
Mobilfunk, steht daher nur ein stark begrenzter Frequenzbereich zur Verfu¨gung, den es
optimal zu nutzen gilt. Wu¨rde jeder Teilnehmer in einem Mobilfunksystem exklusiv die
von ihm beno¨tigte Bandbreite Bu zugewiesen bekommen, wa¨re schon mit einer relativ
kleinen Teilnehmeranzahl Nu die Kapazita¨tsgrenze des Systems erreicht. Durch einen zel-
lularen Netzaufbau lassen sich die Sendefrequenzen in einer ausreichend großen Entfernung
wiederverwenden. Dieses Verfahren wird als Frequenzwiederholung (“Frequency Reuse”)
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Abbildung 3.1: Beispiel eines Zellmusters mit Clustergro¨ße Nc = 7
bezeichnet. Damit die Teilnehmersignale aus direkt benachbarten Zellen sich nicht gegen-
seitig sto¨ren, fu¨hrt man sogenannte “Cluster” von Zellen ein. Das zur Verfu¨gung stehende
Frequenzspektrum wird auf die Nc Zellen eines Clusters aufgeteilt. Zur theoretischen Be-
trachtung werden u¨blicherweise die Zellen als regelma¨ßige Hexagone approximiert [Lee82],
in deren Mitte sich die dazugeho¨rige Basisstation beﬁndet. In Abbildung 3.1 ist beispiel-
haft das Zellmuster fu¨r die Clustergro¨ße Nc = 7 skizziert, d.h. der “Frequency Reuse”-
Faktor betra¨gt 7. Jeder Zelle ist ein Frequenzband Bz, z = 1, . . . , Nc, so zugeordnet, dass
die Zellen mit dem gleichen Frequenzband mo¨glichst weit voneinander entfernt liegen.
Typische Clustergro¨ßen liegen bei Nc = 7, 9, 12. Damit die Teilnehmersignale aus den
einzelnen Funkzellen sich mo¨glichst wenig gegenseitig sto¨ren, ist ein ausreichend großer
Wiederverwendungsabstand der Frequenzba¨nder erforderlich. Eine Vergro¨ßerung dieses
Abstands kann nur durch Erho¨hung der Clustergro¨ße Nc erzielt werden, wodurch sich je-
doch die Bandbreite Bz pro Zelle verringert und damit die Anzahl mo¨glicher Teilnehmer
pro Zelle. Der Sto¨rminimierung steht jedoch das Streben nach hoher Systemkapazita¨t bei
der zellularen Mobilfunknetzplanung entgegen. Um mo¨glichst viele Teilnehmer bei vorge-
gebener Bandbreite bedienen zu ko¨nnen, muss die Clustergro¨ße Nc mo¨glichst klein sein.
Aber je kleiner Nc ist, desto gro¨ßer ist die Wahrscheinlichkeit, dass Teilnehmersignale
aus verschiedenen Zellen sich gegenseitig sto¨ren. Hier gilt es den optimalen Kompromiss
zu ﬁnden. Die Sto¨rungen durch Teilnehmersignale aus Nachbarzellen werden als Interzell-
Interferenz bezeichnet. In Kapitel 4 sind die relevanten Interferenzarten zusammengestellt.
Fu¨r eine detaillierte Beschreibung des zellularen Netzaufbaus sei u.a. auf [DaB96, Jun97]
verwiesen.
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Abbildung 3.2: Mehrwegeausbreitung bei der Mobilfunku¨bertragung (aus [Sor97])
3.2 Eigenschaften des Mobilfunkkanals
Eine mo¨gliche Ausbreitungssituation einer Mobilfunku¨bertragung u¨ber einen terrestri-
schen U¨bertragungskanal ist in Abbildung 3.2 dargestellt. Das empfangene Signal wird
betra¨chtlich durch Funkfeldhindernisse beeinﬂusst, wie z.B. Geba¨ude, Berge oder Ba¨u-
me. Die dadurch verursachten Reﬂexionen, Streuungen und Beugungen bewirken eine
Mehrwegeausbreitung, so dass das gesendete Signal den Empfa¨nger nicht nur auf einem
direkten Pfad, sondern auch u¨ber verschiedene Umwegpfade erreicht. Dabei ist es mo¨glich,
dass der direkte Pfad komplett abgeschattet wird, so dass nur Signalechos auf Umweg-
pfade den Empfa¨nger erreichen. Ebenso sind die einzelnen Signalechos unterschiedlich
geda¨mpft. Zusa¨tzlich wird das Sendesignal durch ein inhomogenes und sich vera¨nderndes
Ausbreitungsmedium, wie z.B. Regen oder Nebel, beeinﬂusst und durch additives Rau-
schen gesto¨rt. Ein weiteres Merkmal des Mobilfunkkanals ist die Frequenzverschiebung des
u¨bertragenen Signals infolge des Doppler-Eﬀekts, der durch die relative Bewegung zwi-
schen Sender und Empfa¨nger verursacht wird [Sor97, DaB96]. Aufgrund der verschiedenen
Ausbreitungswege erfahren die einzelnen Echos unterschiedliche Dopplerverschiebungen.
Dies fu¨hrt zu einer Frequenzverbreiterung (“Doppler-Spread”). Ein solcher Kanal wird als
frequenzdispersiv bezeichnet.
Wegen der unterschiedlichen Laufzeiten u¨ber die verschiedenen Ausbreitungspfade treﬀen
die einzelnen Signalechos am Empfa¨nger mit unterschiedlicher Verzo¨gerung ein. Aufgrund
dieser U¨berlagerung der Signalechos sto¨ren sich aufeinanderfolgende Informationssymbole
des Sendesignals im Empfa¨nger. Diese linearen Verzerrungen des Empfangssignals werden
Symbolinterferenz (ISI) genannt. Ein solcher Kanal wird als zeitdispersiv bezeichnet.
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Abbildung 3.3: Schnelles Fading und langsames Fading (aus [Sor97])
Die einzelnen Signalechos am Empfa¨nger besitzen wegen der unterschiedlichen Laufzeiten
verschiedene Phasenkonstellationen. Durch die U¨berlagerung ko¨nnen die Echos sich ge-
genseitig versta¨rken oder da¨mpfen. Dies kann bis zur kompletten Auslo¨schung fu¨hren und
wird als Pegeleinbruch des Empfangssignals oder Schwund (“Fading”) bezeichnet. In einem
sich bewegenden Empfa¨nger vera¨ndern sich die Phasen zeitlich schnell, wodurch zeitselek-
tiver oder schneller Schwund (“Fast Fading”) entsteht. Im Gegensatz dazu wird langsamer
Schwund (“Slow Fading”) durch die sich relativ langsam vera¨ndernden Umgebungseinﬂu¨s-
se verursacht. Abbildung 3.3 zeigt einen mo¨glichen Verlauf der Empfangsleistung u¨ber
der Zeit. sehr rasch aufeinander folgende, starke Pegeleinbru¨che, das schnelle Fading. In
den Pegelverlauf la¨sst sich ein Mittelwert einzeichnen, der durch das langsame Fading
hervorgerufen wird.
Die Empfangsleistung an der Antenne nimmt quadratisch mit der Entfernung zwischen
Basis- und Mobilstation ab. Dies wird als Pfadverlust bezeichnet und fu¨hrt zu zusa¨tzlicher
Signalda¨mpfung [DaB96].
Wegen der Bewegung des Empfa¨ngers und/oder der Funkfeldhindernisse und/oder des
sich vera¨ndernden Ausbreitungsmediums ergeben sich zeitlich vera¨ndernde U¨bertragungs-
bedingungen. Der Mobilfunkkanal ist daher zeitvariant.
Zwischen der Downlink- und der Uplink-U¨bertragung ist folgender prinzipieller Unter-
schied zu beachten. Im Downlink empfa¨ngt ein Teilnehmer sa¨mtliche von der Basisstation
gesendeten Signale auf derselben U¨bertragungsstrecke. Im Uplink dagegen erreicht jedes
Teilnehmersignal die Basisstation u¨ber einen individuellen Mobilfunkkanal, da jede Mo-
bilstation einen anderen Standort und eine unterschiedliche Bewegung besitzt.
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3.3 Mathematische Eigenschaften des Mobilfunkka-
nals
Der Mobilfunkkanal kann als ein zeitvariantes, lineares, stabiles und kausales U¨bertra-
gungssystem aufgefasst werden und la¨sst sich daher durch die zeitvariante Impulsantwort
h(t, τ) vollsta¨ndig beschreiben [Unb97, Sor97, Bel63]. Das Empfangssignal y(t) ergibt sich
aus der Faltung des Sendesignals x(t) mit der Impulsantwort h(t, τ) und einem u¨berlager-
ten Rauschen (AWGN) n(t) zu
y(t) =
∫ ∞
−∞
h(t, τ)x(t− τ) dτ + n(t) , (3.1)
wobei t der Beobachtungszeitpunkt und τ die Verzo¨gerungszeit ist.
Aufgrund der komplexen Ausbreitungsbedingungen bei der Mobilfunku¨bertragung ist es
praktisch unmo¨glich den U¨bertragungskanal exakt nachzubilden. Daher ist eine determi-
nistische Beschreibung des Mobilfunkkanals nicht praktikabel und es wird auf eine sto-
chastische Beschreibung zuru¨ckgegriﬀen. Hierzu werden spezielle Funktionen und stocha-
stische Kenngro¨ßen verwendet, die von den Systemfunktionen abgeleitet werden, die zur
Beschreibung des Mobilfunkkanals von Bello eingefu¨hrt wurden [Bel63, Bel64]. Diese spe-
ziellen Funktionen sind das Verzo¨gerungsleistungsdichtespektrum (VLDS) und das Dopp-
lerleistungsdichtespektrum (DLDS). Die wesentlichen stochastischen Kenngro¨ßen sind die
Mehrwegeverbreiterung TM , die Dopplerverbreiterung FD, die Koha¨renzzeit (∆t)c und
die Koha¨renzbandbreite (∆f)c. Zu deren Herleitung wird fu¨r den Mobilfunkkanal die
“Gaussian Wide-Sense-Stationary Uncorrelated-Scattering” (GWSSUS)-Annahme getrof-
fen [Bel63, Sor97], die auf folgenden U¨berlegungen beruht. Die zeitvariante Impulsantwort
h(t, τ) ergibt sich aus der U¨berlagerung vieler einzelner U¨bertragungspfade, wie in Ab-
schnitt 3.2 dargestellt. Nach dem zentralen Grenzwertsatz [Pap91, BrS83] kann daher
der zugeordnete Zufallsprozess als ein Gaußprozess angenommen werden. Aufgrund der
Fahrzeugbewegung sind die diesen Systemfunktionen zugrunde liegenden stochastischen
Prozesse im Allgemeinen instationa¨r in der absoluten Zeit t, da die Vera¨nderung der Um-
gebung kein stationa¨rer Prozess ist. Messungen jedoch zeigen, dass in kleinen Bereichen
sogar bei ungu¨nstigen Umgebungssituationen Stationarita¨t herrscht. Das ru¨hrt unter an-
derem daher, dass die Mehrwegeausbreitung und nicht die Vera¨nderung der Umgebung
betrachtet wird, und die Bewegungen als nur diﬀerentiell angenommen werden [Sor97].
Weiterhin ko¨nnen am Empfa¨nger die Signalanteile mit unterschiedlichen Verzo¨gerungszei-
ten aufgrund der unterschiedlichen Ausbreitungswege als unkorreliert betrachtet werden.
Somit wird der zeitvarianten Impulsantwort h(t, τ) ein komplexwertiger, mittelwertfreier
Gaußprozess zugeordnet, der bezu¨glich der Beobachtungszeit t als stationa¨r im weiteren
Sinne (“Wide-Sense-Stationary”, WSS) und bezu¨glich der Verzo¨gerungszeit τ als unkor-
reliert (“Uncorrelated-Scattering”, US) vorausgesetzt wird. Die GWSSUS-Annahme ist
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durch Messungen in Mobilfunkkana¨len, die keinen direkten Ausbreitungspfad besitzen,
als sinnvoll nachgewiesen worden [Cox73]. Im Folgenden wird auf die Bedeutung von
VLDS und DLDS und den stochastischen Kenngro¨ßen eingegangen. Auf die mathemati-
sche Herleitung wird an dieser Stelle verzichtet, da diese in der Literatur bereits ausfu¨hrlich
beschrieben ist [Bel63, Pro89].
Das VLDS gibt an, mit welcher mittleren Leistung Signalechos empfangen werden, die
um die Zeit τ verzo¨gert sind. Das DLDS besagt, mit welcher mittleren Leistung Doppler-
frequenzen der Frequenz fD auftreten [Pro89].
Die Mehrwegeverbreiterung TM ist die mittlere zeitliche Verbreiterung eines gesendeten
Dirac-Impulses und beschreibt damit den U¨bertragungskanal bezu¨glich seiner Zeitdisper-
sivita¨t. Die Frequenzdispersivita¨t des U¨bertragungskanals wird durch die Dopplerverbrei-
terung FD gekennzeichnet, die die mittlere Frequenzverbreiterung eines gesendeten Si-
nussignals angibt. Die Mehrwegeverbreiterung TM bzw. die Dopplerverbreiterung FD ist
die Standardabweichung des VLDS bzw. des DLDS. Die Koha¨renzzeit (∆t)c entspricht
dem Zeitbereich, in dem der Mobilfunkkanal na¨herungsweise als konstant angenommen
werden kann und charakterisiert somit den Kanal in Bezug auf seine Zeitselektivita¨t. Ein
Kanal wird als zeitselektiv bezeichnet, wenn sich das U¨bertragungsverhalten innerhalb
der Symboldauer Ts a¨ndert. Kann der Kanal dagegen fu¨r mindestens eine Symboldauer
als konstant angenommen werden, spricht man von einem nicht zeitselektiven Kanal bzw.
von langsamen Fading. In diesem Fall ist die Koha¨renzzeit (∆t)c sehr viel gro¨ßer als die
Symboldauer Ts. Dieser Sachverhalt ist in Gleichungen (3.4) und (3.5) dargestellt. Die
Koha¨renzbandbreite (∆f)c sagt etwas u¨ber die Frequenzselektivita¨t des U¨bertragungska-
nals aus. Sie gibt den Frequenzbereich an, der na¨herungsweise die gleiche Beeinﬂussung
durch den Mobilfunkkanal erfa¨hrt. In einem frequenzselektiven Mobilfunkkanal erfa¨hrt
ein U¨bertragungssignal innerhalb seiner Bandbreite B unterschiedliche Amplituden- und
Phasenmodulationen. Wird dagegen das U¨bertragungssignal u¨ber die gesamte Bandbreite
nahezu gleichma¨ßig beeinﬂusst, spricht man von multiplikativem, nicht frequenzselektivem
Fading oder von “Flat Fading”. In diesem Fall ist die Koha¨renzbandbreite (∆f)c sehr viel
gro¨ßer als die Bandbreite B des Sendesignals. Die Gleichungen (3.6) und (3.7) beschreiben
diesen Sachverhalt mathematisch. Betrachtet man die Herleitung der Kenngro¨ßen genauer
[Pro89], stellt man fest, dass sich die Koha¨renzeit (∆t)c invers zur Dopplerverbreiterung
FD, d.h.
(∆t)c ∼ 1
FD
, (3.2)
und die Koha¨renzbandbreite (∆f)c invers zur Mehrwegeverbreiterung TM , d.h.
(∆f)c ∼ 1
TM
, (3.3)
verha¨lt.
14 KAPITEL 3. MOBILFUNKKANAL
Beru¨cksichtigt man die in den Gleichungen (3.2) und (3.3) angegeben Proportionalita¨ten,
wird deutlich, dass ein zeitselektiver Mobilfunkkanal frequenzdispersiv und ein frequenz-
selektiver Mobilfunkkanal zeitdispersiv ist. Dieser Zusammenhang ist in den Gleichungen
(3.4) - (3.7) gegenu¨bergestellt.
zeitselektiv
Ts
(∆t)c
 1 ⇔ FD
B
 1 frequenzdispersiv (3.4)
nicht zeitselektiv
Ts
(∆t)c
	 1 ⇔ FD
B
	 1 nicht frequenzdispersiv (3.5)
frequenzselektiv
B
(∆f)c
 1 ⇔ TM
Ts
 1 zeitdispersiv (3.6)
nicht frequenzselektiv
B
(∆f)c
	 1 ⇔ TM
Ts
	 1 nicht zeitdispersiv (3.7)
Im Allgemeinen sind Mobilfunkkana¨le sowohl zeitselektiv als auch frequenzselektiv. Die
Zeitselektivita¨t fu¨hrt dazu, dass das Empfangssignal in zeitlichen Absta¨nden Pegeleinbru¨-
che erfa¨hrt. Unter ungu¨nstigen Bedingungen u¨berwiegt dann das additive Rauschen so
stark, dass eine zuverla¨ssige Datenentscheidung nicht mehr erfolgen kann. Die Frequenz-
selektivita¨t, hervorgerufen durch Mehrwegeausbreitung mit großen Laufzeitdiﬀerenzen,
bewirkt starke lineare Verzerrungen des Empfangssignals, die am Empfa¨nger durch ent-
sprechende Entzerreralgorithmen ausgeglichen werden mu¨ssen.
3.4 Kanalmodell
Um U¨bertragungssysteme testen und vergleichen zu ko¨nnen, ist es notwendig, reprodu-
zierbare und genau speziﬁzierte Modelle von Mobilfunkkana¨len zur Verfu¨gung zu haben.
Im Forschungsprojekt COST 207 (”European Cooperation in the Field of Scientiﬁc and
Technical Research”) der Europa¨ischen Gemeinschaft wurde auf der Grundlage zahlrei-
cher Messungen in verschiedenen europa¨ischen La¨ndern typische VLDS und DLDS fu¨r
vier verschiedene Ausbreitungssituationen deﬁniert.
Die vier Ausbreitungsgebiete sind la¨ndliches Gebiet (“rural area”, RA), typisches sta¨dti-
sches Gebiet (“typical urban area”, TU), typisches ungu¨nstiges sta¨dtisches Gebiet (“bad
urban area”, BU) und typisches Gebiet im Bergland (“hilly terrain”, HT). Fu¨r das la¨nd-
liche Gebiet wird angenommen, dass keine großen Funkfeldhindernisse auftreten, so dass
die direkte Verbindung zwischen Sender und Empfa¨nger nicht abgeschattet wird und so-
mit ein direkter Ausbreitungspfad (“Line of Sight”, LOS) besteht. Zudem tritt nur eine
geringe Mehrwegeausbreitung auf. Fu¨r die mittlere Empfangsleistung wird die Annahme
getroﬀen, dass sie sich je zur Ha¨lfte aus der Leistung des direkten Ausbreitungspfades und
der Umwegpfade zusammensetzt. Die anderen GSM-Testkana¨le dagegen besitzen ein aus-
gepra¨gtes Mehrwegeverhalten und keinen direkten Ausbreitungspfad. Je nach Umgebung
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Abbildung 3.4: Zeitdiskretes Ersatzsystem fu¨r den zeitkontinuierlichen U¨bertragungs-
kanal
sind die Laufzeitverzo¨gerungen der Signalechos sehr unterschiedlich, jedoch treten nach
einer maximalen Verzo¨gerung τmax keine relevanten Signalechos auf. Die DLDS unter-
liegen je nach Verzo¨gerung und Ausbreitungsgebiet verschiedenen Statistiken. Das meist
verwendete DLDS ist das Jakes-Spektrum, das auch als klassisches DLDS bezeichnet wird
und in Abbildung 3.6 dargestellt ist [Jak74]. Die detaillierte Speziﬁkation ist in [COST207]
zu ﬁnden. Eine Beschreibung der Testkana¨le beﬁndet sich im Anhang A.
3.4.1 Zeitdiskretes Kanalmodell
Wie in Abschnitt 3.3 erla¨utert, kann aufgrund der GWSSUS-Annahme ein vollsta¨ndiges
Modell des Mobilfunkkanals allein unter Verwendung von VLDS und DLDS erstellt wer-
den. Im Fall digitaler U¨bertragung ist jedoch ein zeitdiskretes Kanalmodell von Interesse.
Gema¨ß Abbildung 3.4 kann ein zeitdiskretes Ersatzsystem bezu¨glich dem diskreten Ein-
gangssignal x(l) des Sendeﬁlters und dem Ausgangssignal y(l) des Empfangsﬁlters nach
der Abtastung aufgestellt werden [Hoe90], so dass gilt
y(l) =
∞∑
m=−∞
h(l,m)x(l −m) + n(l) . (3.8)
Die Impulsantwort h(l,m) des Ersatzsystems ergibt sich aus der Abtastung der Impuls-
antwort hges(t, τ) zu
h(l,m) = hges(t = lTa, τ = mTa) . (3.9)
Die Impulsantwort hges(t, τ) bildet sich aus der Faltung der zeitkontinuierlichen Kanal-
impulsantwort h(t, τ) mit der Impulsantwort s(t) des Sendeﬁlters und der Impulsantwort
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s∗(−t) des signalangepassten Empfangsﬁlters zu
hges(t, τ) = h(t, τ) ∗ sges(t)
=
∫ ∞
−∞
h(t, τ ′)sges(τ − τ ′)dτ ′ , (3.10)
wobei sges(t) die Faltung der Impulsantworten des Sendeﬁlters und des Empfangsﬁlters
ist, d.h.
sges(t) = s(t) ∗ s∗(−t) . (3.11)
Fu¨r die Abtastperiode Ta muss gelten
Ta ≤ min{Tat, Taτ} , (3.12)
wobei die Abtastperiode Taτ von der Bandbreite des Kanalmodells und die Abtastperiode
Tat vom DLDS abha¨ngig ist. Fu¨r die Mobilfunku¨bertragung gilt in der Regel Taτ 	 Tat.
Da das System mit der Nyquistrate simuliert werden kann [Hoe90], wird Ta = Taτ als
Abtastperiode gewa¨hlt.
Die Abtastwerte n(l) des im Allgemeinen farbigen Rauschprozess n(t) ∗ s∗(−t) bilden sich
zu
n(l) =
∫ ∞
−∞
n(τ ′) · s∗(τ ′ − lT )dτ ′ . (3.13)
Da angenommen wird, dass n(t) ein weißer, gaußscher Rauschprozess ist und das Sende-
ﬁlter so gewa¨hlt wird, dass sges(t) das 1. Nyquistkriterium erfu¨llt, sind die zeitdiskreten
Rauschwerte n(l) weiß [Hoe90]. Deren einseitige spektrale Leistungsdichte ist N0.
Die La¨nge der Impulsantwort h(l,m) bezu¨glich der diskreten Verzo¨gerungszeit m ist auf
(Ma + 1) Werte beschra¨nkt, da angenommen wird, dass keine relevanten Signalechos mit
einer Laufzeitverzo¨gerung gro¨ßer als τmax =Ma ·Ta auftreten. Somit kann fu¨r die Impuls-
antwort h(l,m) = 0 fu¨r m > Ma angenommen werden. Dadurch ergibt sich die Mo¨glich-
keit ein a¨quivalentes zeitdiskretes Kanalmodell fu¨r den Mobilfunkkanal aufzustellen. Die
statistischen Eigenschaften der Koeﬃzienten h(l,m) sind nahezu unabha¨ngig vom Beob-
achtungszeitpunkt l. Daher ko¨nnen die Koeﬃzienten der Kanalimpulsantwort als von l
unabha¨ngige Zufallsvariable h(m) aufgefasst und somit fu¨r jeden Zeitpunkt gema¨ß ihrer
Wahrscheinlichkeitsdichtefunktion neu ausgewu¨rfelt werden. Entsprechend der allgemei-
nen Konvention wird im Folgenden h(m) in h(l) umbenannt. Wie in Abbildung 3.5 dar-
gestellt weist das Kanalmodell die Struktur eines FIR-Filters (“Finite Impulse Response”-
Filter) mit zeitvera¨nderlichen Kanalkoeﬃzienten h(l) auf, in der sich die Mehrwegeaus-
breitung widerspiegelt. Aufgrund der GWSSUS-Annahme ko¨nnen die Zufallsvariablen h(l)
als komplexe, gaußverteilte Zufallsvariablen angenommen werden, die durch ihren Mittel-
wert mh(l) und ihre Varianz σ
2
h(l) eindeutig bestimmt sind. Die Kanalkoeﬃzienten der
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Abbildung 3.5: Zeitdiskretes Kanalmodell
Mobilfunkkana¨le ohne direkten Ausbreitungspfad ko¨nnen als mittelwertfrei angenommen
werden, d.h. mh(l) = 0 ∀l, ihre Amplituden sind Rayleigh-verteilt [Pap91]. Aufgrund des
direkten Ausbreitungspfads im Testkanal RA besitzt der erste Kanalkoeﬃzient h(0) den
Mittelwert mh(0) = 0 und die Amplitude ist Rice-verteilt [Hoe90]. Die Varianz σ2h(l) kann
aus den zeitdiskreten VLDS und dem Mittelwert mh(l) gebildet werden. Die Gleichung
hierzu beﬁndet sich im Anhang A. Die Korrelation zwischen aufeinanderfolgenden Wer-
ten desselben Koeﬃzienten h(l) kann mit Hilfe des DLDS angegeben werden. Wegen der
US-Annahme (siehe Abschnitt 3.3) sind die Koeﬃzienten h(l) fu¨r verschiedenes l unkor-
reliert. Die Speziﬁkation der diskreten GSM-Testkana¨le nach [COST207], wie sie fu¨r die
Simulationen in dieser Arbeit verwendet werden, sind im Anhang A aufgefu¨hrt. Das be-
trachtete Kanalmodell beru¨cksichtigt nur die Kurzzeitstatistik des U¨bertragungskanals.
Fu¨r die Betrachtung des vorgeschlagenen Systems ist diese Momentaufnahme des Kanals
ausreichend, da die Dauer eines u¨bertragenen Datenblocks so kurz ist, dass die Annah-
me der Stationarita¨t im weiteren Sinn zutriﬀt. Mit Hilfe der VLDS und DLDS ko¨nnen
Simulationsmodelle entwickelt werden.
Zur Vermeidung von U¨bertragungsfehlern im Spektrum werden Sendesignale mit einer
Bandbreite kleiner als die des Kanalmodells verwendet. Fu¨r Simulationen wird im All-
gemeinen die Dauer Tc des Sendechips als ein ganzzahliges Vielfaches der Abtastperiode
Ta gewa¨hlt. Daher wird jedes u¨bertragene Sendechip xl mit A Abtastwerten dargestellt,
wobei
A =
Tc
Ta
. (3.14)
ist. Diese Simulationsart ist identisch mit Simulationen, die einen Abtastwert pro Sende-
chip und entsprechend angepasste Kanalkoeﬃzienten hl verwenden. Die Kanalkoeﬃzien-
ten hl werden aus den Koeﬃzienten h(l) der GSM-Testkana¨le gema¨ß
hl =
A−1∑
k=−(A−1)
(
1− |k|
A
)
· h(lA + k) , l = 0, . . . ,M , (3.15)
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gebildet. Die Geda¨chtnisla¨nge M des U¨bertragungskanals ergibt sich aus der maximalen
Laufzeitverzo¨gerung τmax des Kanals und der Chipdauer Tc zu
M =
⌈
τmax
Tc
⌉
, (3.16)
wobei “x” die kleinste ganze Zahl gro¨ßer oder gleich x bezeichnet.
3.4.2 Simulationsmodell
Das dieser Arbeit zugrunde liegende Simulationsmodell fu¨r den Mobilfunkkanal wird in
[Scm97] vorgeschlagen und basiert auf dem zeitdiskreten Kanalmodell aus Abbildung 3.5.
Es ist eine Modiﬁkation des Simulationsmodell nach [Hoe90], das auf dem Monte-Carlo
Prinzip basiert [Sch89]. Der Kanal wird entsprechend den GSM-Empfehlungen [COST207]
als ein langsam vera¨nderlicher, frequenzselektiver Kanal modelliert. Der Erzeugung der
Ma + 1 verschiedenen komplexen, gaußverteilten Zufallsvariablen h(l) der Impulsantwort
liegt folgende Idee zugrunde. Die angenommene Gaußverteilung fu¨r die Kanalkoeﬃzienten
h(l) la¨sst sich durch den zentralen Grenzwertsatz [Pap91] begru¨nden, wenn man beru¨ck-
sichtigt, dass jeder Koeﬃzient selbst aus einer großen Anzahl von Echos mit gleicher
Verzo¨gerungszeit gebildet wird. Die Korrelation aufeinander folgender Werte desselben
Koeﬃzienten h(l) ist u¨ber das DLDS beschrieben und wegen der US-Annahmen sind die
Koeﬃzienten h(l) fu¨r verschiedenes l unkorreliert. Zudem wird angenommen, dass der Ka-
nal konstant u¨ber die Dauer eines Bits ist, womit der Beobachtungszeitpunkt irrelevant
wird. Die Impulsantwort s(t) des Sendeﬁlters sei rechteckfo¨rmig.
Der Zufallsprozess h(l) der Impulsantwort kann somit durch U¨berlagerung einer großen
Anzahl NE Echos gleicher Verzo¨gerungszeit τ = lTa nachgebildet werden gema¨ß
h(l) =
1√
NE
NE−1∑
n=0
eθ(n,l) · et·2πfD(n,l) . (3.17)
Dabei werden zur Bestimmung jedes Kanalkoeﬃzienten h(l) eine Menge von NE gleich-
verteilter Phasen θ(n, l) und NE nach dem DLDS verteilter Dopplerfrequenzen fD(n, l)
ausgewu¨rfelt. Bereits eine Anzahl von NE = 5 . . . 10 Echos ist fu¨r die Simulation
der GSM-Testkana¨le ausreichend [Scm97]. Auf diese Weise muss jeder Koeﬃzient h(l),
l = 0, 1, . . . ,Ma, ausgewu¨rfelt werden. Die Laufzeitverzo¨gerungen der einzelnen Signal-
pfade sind entsprechend der Speziﬁkation im Anhang A fest vorgegeben. Fu¨r das Si-
mulationsmodell wird bis auf eine Ausnahme das sogenannte klassische DLDS RH(fD)
verwendet mit
RH(fD) =


A
s
1−

fD
fDmax
2
: |fD| ≤ fDmax
0 : sonst
, (3.18)
3.4. KANALMODELL 19
f   / fD     Dmax f   / fD     Dmax
H
   
  D
H
   
  D
R
   
(f 
  )/
A
R
   
(f 
  )/
A
1
0
2
3
4
5
-1.5 -1 0 0.5 1 1.5-0.5
klass. DLDS Rice-DLDS
0
83%
17%
2
3
4
5
-1.5 -1 -0.5 0 1.510.5
1
Abbildung 3.6: Klassisches und Rice-DLDS nach [COST207]
wobei die Konstante A im vorliegenden Fall den Wert A = 1/(πfDmax) annimmt [Hoe90,
Scm97]. Die Verwendung des klassischen DLDS fu¨r Kanalkoeﬃzienten ohne LOS-Anteil
stellt das “worst-case”-Szenario dar [COST207] und hat sich daher fu¨r Simulationen als
sinnvoll erwiesen [Scm97]. Lediglich fu¨r den Rice-verteilten ersten Kanalkoeﬃzienten h(0)
des RA-Testkanal wird ein anderes DLDS RH(fD) verwendet, na¨mlich das Rice-DLDS
RH(fD) =


0,41
πfDmax
s
1−

fD
fDmax
2
+ 0, 91 · δ(fD − 0, 7 · fDmax) : |fD| ≤ fDmax
0 : sonst
. (3.19)
Aufgrund des direkten Ausbreitungspfads kommt zum klassischen DLDS noch ein zusa¨tz-
licher Impulsanteil an der Stelle 0, 7 · fDmax . In Abbildung 3.6 sind sowohl das klassische
als auch das Rice-DLDS skizziert [Hoe90].
Die Speziﬁkation der zeitdiskreten VLDS und der DLDS-Typ zu den jeweiligen Kanalko-
eﬃzienten mit Angabe ihrer Laufzeitverzo¨gerung sind fu¨r die einzelnen GSM-Testkana¨le
im Anhang A zusammengestellt.
Kapitel 4
Vielfachzugriﬀsverfahren
Eine wichtige Aufgabenstellung beim Entwurf von Mobilfunknetzen ist die Regelung des
Zugriﬀs mehrerer Teilnehmer auf das zur Verfu¨gung stehende Frequenzspektrum. Viel-
fachzugriﬀsverfahren sollen die Bandbreite mo¨glichst eﬃzient nutzen, damit eine mo¨g-
lichst große Anzahl gleichzeitig aktiver Teilnehmer in bestmo¨glicher Qualita¨t u¨bertragen
ko¨nnen. Bei dem Entwurf von Vielfachzugriﬀsverfahren sind mehrere Bedingungen zu be-
ru¨cksichtigen. Zum einen haben die speziellen Eigenschaften des Mobilfunkkanals großen
Einﬂuss auf das Empfangssignal und zum anderen steht nur eine begrenzte Bandbreite
zur Verfu¨gung. Außerdem sollen sich die Sendesignale der einzelnen Teilnehmer gegen-
seitig mo¨glichst wenig sto¨ren. Ferner muss die Sendeleistung begrenzt sein, um einerseits
die Sto¨rung auf Signale von Teilnehmern aus anderen Zellen mo¨glichst gering zu halten
und andererseits einen mo¨glichst niedrigen Energieverbrauch zu erzielen. Letzteres ist be-
sonders fu¨r batteriebetriebene Handgera¨te von großer Bedeutung. Wie in Abschnitt 3.2
beschrieben, sind wesentliche Eﬀekte des Mobilfunkkanals die Zeitvarianz, der schnelle
und langsame Schwund, die Zeit- und Frequenzdispersion und die Signalda¨mpfung. Zu-
dem stellt der Uplink gro¨ßere Koordinationsprobleme an das Zugriﬀsverfahren als der
Downlink. Ziel ist es, durch die geeignete Wahl des Vielfachzugriﬀsverfahrens die negati-
ven Auswirkungen durch den Mobilfunkkanal zu minimieren.
TDMA, FDMA und CDMA sind die grundlegenden Verfahren [Hay88], um verschiedene
Teilnehmersignale voneinander zu trennen. Alle drei Verfahren ﬁnden heute in Mobil-
funknetzen praktische Anwendung und haben je nach Anwendungsfall unterschiedliche
Vor- und Nachteile. In den folgenden Abschnitten werden diese Vielfachzugriﬀsverfahren
kurz beschrieben und deren Vor- und Nachteile beim Einsatz im Mobilfunk aufgezeigt,
die entsprechend mit “+” und “−” gekennzeichnet werden. Zusa¨tzlich zu den grundle-
genden Vielfachzugriﬀsverfahren sind beliebige Kombinationen und Varianten mo¨glich.
Bei GSM wird beispielsweise eine Kombination aus FDMA und TDMA verwendet. Die
beiden wichtigsten CDMA-Verfahren sind “Direct-Sequence” CDMA (DS-CDMA) und
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MC-CDMA und werden in diesem Abschnitt kurz beschrieben. Wa¨hrend DS-CDMA in
den Standards fu¨r UMTS Anwendung ﬁndet, ist MC-CDMA ein mo¨glicher Kandidat fu¨r
die Vierte Generation (4G) Mobilfunk. MC-CDMA basiert auf einer Kombination von
DS-CDMA mit “Orthogonal Frequency-Division Multiplexing” (OFDM) und dient in die-
ser Arbeit als Referenzsystem. Ein weiterer vielversprechender Ansatz eines breitbandigen
Vielfachzugriﬀsverfahren fu¨r 4G-Mobilfunksysteme ist das in dieser Arbeit vorgeschlagene
IFDMA [SoD98], das aus einer Kombination von breitbandiger Mehrtra¨ger-U¨bertragung
mit FDMA hervorgeht.
Bevor in den folgenden Abschnitten die Vor- und Nachteile der verschiedenen Vielfachzu-
griﬀsverfahren behandelt werden, sollen an dieser Stelle gu¨nstige Eigenschaften fu¨r Viel-
fachzugriﬀsverfahren im Mobilfunk zusammengestellt werden:
• Diversity-Fa¨higkeit wird bei Vielfachzugriﬀsverfahren erzielt, die in der Lage sind,
die Informationsu¨bertragung auf mehrere unabha¨ngige Kana¨le aufzuspalten. Da-
durch wird gewa¨hrleistet, dass durch tiefe Pegeleinbru¨che nur ein Teil der Informa-
tion gesto¨rt und so der Einﬂuss von Fading –zeitselektiv und/oder frequenzselektiv–
abgeschwa¨cht wird. Frequenz-Diversity erha¨lt man, indem mehrere schmalbandige
Frequenzkana¨le verwendet werden, die weiter als die Koha¨renzbandbreite (∆f)c des
U¨bertragungskanals auseinanderliegen, oder indem ein breitbandiges Signal gesen-
det wird. Bei Zeit-Diversity wird die Information zeitlich verteilt oder mehrfach
zu verschiedenen Zeiten gesendet. Der Abstand der Zeitintervalle fu¨r die Diversity-
U¨bertragung muss gro¨ßer als die Koha¨renzzeit (∆t)c des U¨bertragungskanals sein,
damit die verschiedenen U¨bertragungen als na¨herungsweise unabha¨ngig voneinander
angesehen werden ko¨nnen.
• Vermeidung von Symbolinterferenz (ISI) wird erzielt, wenn die Laufzeitverzo¨gerung
durch den U¨bertragungskanal kleiner als die Dauer des Sendesymbols ist. Andern-
falls kommt es zur U¨berlagerung aufeinanderfolgender Symbole am Empfa¨nger, wo-
durch sich die Bitfehlerrate stark erho¨hen kann. Im Empfa¨nger ko¨nnen solche Ver-
zerrungen mit Hilfe von Entzerrern wieder teilweise ru¨ckga¨ngig gemacht werden.
• Vermeidung von Vielfachzugriﬀsinterferenz (MAI) ist von besonderem Interesse, da
das Herausrechnen und Beseitigen der MAI am Empfa¨nger mit großem Aufwand
verbunden ist. In einem zellularen Mobilfunksystem wird bei MAI zwischen zwei
Interferenzarten unterschieden:
– Intrazell-Interferenz, die durch U¨bersprechen von Teilnehmersignalen aus der-
selben Zelle entstehen. Wenn die Sendesignale orthogonal zueinander sind
und die Orthogonalita¨t wa¨hrend der U¨bertragung erhalten bleibt, treten kei-
ne gegenseitigen Sto¨rungen der Teilnehmersignale auf, d.h. keine Intrazell-
Interferenz.
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– Interzell-Interferenz, die durch U¨bersprechen von Teilnehmersignalen aus un-
terschiedlichen Zellen entstehen. Diese Interferenzart beeinﬂusst wesentlich die
Qualita¨t der U¨bertragung und somit auch die maximale zugelassene Anzahl
gleichzeitig aktiver Teilnehmer. Besonders bei orthogonalen Vielfachzugriﬀs-
verfahren wie TDMA oder FDMA verringern “worst-case”-Interferenzen, die
in diesem Fall durch Gleichkanalsto¨rungen hervorgerufen werden, die Kapa-
zita¨t beachtlich. Gleichkanalsto¨rungen entstehen durch Teilnehmersignale aus
anderen Zellen, die aber den gleichen Frequenzkanal oder Zeitschlitz verwen-
den. Im Gegensatz dazu sto¨rt im Falle von CDMA jedes Teilnehmersignal aus
einer benachbarten Zelle jedes Teilnehmersignal der betrachteten Zelle und es
kann eine mittlere Sto¨rleistung angenommen werden, deren Sta¨rke abgescha¨tzt
werden kann.
• Eine kontinuierliche U¨bertragung hat gegenu¨ber der gepulsten den Vorteil, dass zum
einen nicht sta¨ndig neu synchronisiert werden muss und zum anderen die Leistung
zeitlich gleichma¨ßig verteilt ist und dadurch Leistungsspitzen vermieden werden.
• Das Sendesignal eines einzelnen Teilnehmers sollte mo¨glichst eine konstante Ein-
hu¨llende besitzen. Dies entspricht einem niedrigen Crestfaktor des Signals, wodurch
die spektralen Sto¨ranteile am Ausgang des nichtlinearen Sendeversta¨rkers minimiert
werden.
• Geringe Anforderungen an Zeitsynchronisation und Frequenztrennung vereinfacht
die Koordination der Sendesignale der einzelnen Nutzer insbesondere bei der Uplink-
U¨bertragung.
• Moderate Detektionskomplexita¨t beno¨tigt entsprechend geringe Rechenleistung im
Empfa¨nger und verursacht entsprechend geringe Laufzeiten bei der Detektion.
4.1 Frequenzmultiplex (FDMA)
Beim Vielfachzugriﬀsverfahren FDMA wird die gesamte zur Verfu¨gung stehende Band-
breite B in Nu Frequenzba¨nder unterteilt, wie in Abbildung 4.1a) skizziert. Jedem der
maximal Nu gleichzeitig aktiven Teilnehmern wird ein eigenes Frequenzband zugeteilt,
in dem er die gesamte Zeit senden darf. Das Separieren der Teilnehmersignale erfolgt
durch Filter. Wegen der endlichen Flankensteilheit der Filter ist zwischen den einzelnen
Frequenzba¨ndern ein Schutzband notwendig.
+ In der Regel entsteht keine ISI, da das Teilnehmersignal schmalbandig ist. Daher
ist zur Signaldetektion keine Entzerrung notwendig.
4.2. ZEITMULTIPLEX (TDMA) 23
Tfrt t
.....
f
Te
iln
eh
m
er
 N
.
.
.
.
.
t
B
ff
B
Te
iln
eh
m
er
 1
Te
iln
eh
m
er
 3
a)  FDMA b)  TDMA c)  CDMA
Te
iln
eh
m
er
 2
Teilnehmer 1
Teilnehmer 3
Teilnehmer N
u
u
B
u
1,2,3,...,N
Teilnehmer 
Teilnehmer 2
Abbildung 4.1: Prinzipien der Vielfachzugriﬀsverfahren a) FDMA, b) TDMA und
c) CDMA
+ Es tritt keine Intrazell-Interferenz auf, da die Sendesignale der verschiedenen Teil-
nehmer orthogonal zueinander sind. Diese Orthogonalita¨t bleibt auch bei einer U¨ber-
tragung u¨ber den Mobilfunkkanal erhalten.
+ Die U¨bertragung erfolgt kontinuierlich mit konstanter Einhu¨llenden.
+ Keine Zeitsynchronisation der Sendesignale der Teilnehmer untereinander notwen-
dig.
− Es besteht keine Frequenz-Diversity, da die U¨bertragung schmalbandig ist. Daher
sind die Teilnehmersignale anfa¨llig gegenu¨ber Sto¨rungen durch frequenzselektives
Fading.
− Um die Orthogonalita¨t der Signale zueinander zu gewa¨hrleisten, muss die Frequenz-
belegung aller Teilnehmer u¨berwacht und koordiniert werden.
− Es treten “worst-case”-Interferenzen durch Gleichkanalsto¨rungen aus Nachbarzellen
auf.
− Nur fu¨r geringe Teilnehmergeschwindigkeit geeignet, da bei hohen Geschwindigkei-
ten die Koha¨renzzeit (∆t)c des Mobilfunkkanals in der Gro¨ßenordnung der Sende-
symboldauer liegt und deshalb keine zuverla¨ssige Datendetektion erfolgen kann.
4.2 Zeitmultiplex (TDMA)
Bei TDMA darf jeder Teilnehmer auf der gesamten Bandbreite B senden. Wie in Abbil-
dung 4.1b) skizziert, bekommt jeder der maximal Nu gleichzeitig aktiven Teilnehmer in
einem Zeitrahmen der Dauer Tfr einen bestimmten Zeitschlitz der Dauer Tu < Tfr/Nu
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zugeordnet, in dem er mit einer (Tfr/Tu)-fachen U¨bertragungsrate sendet. Zwischen den
einzelnen Zeitschlitzen ist ein Schutzintervall notwendig, damit sich Teilnehmersignale aus
benachbarten Zeitschlitzen nicht gegenseitig sto¨ren.
+ Frequenz-Diversity, da das Sendesignal aufgrund der erho¨hten U¨bertragungsrate
breitbandig ist.
+ Da die Sendesignale zeitlich verteilt werden, entsteht die Mo¨glichkeit, Zeit-Diversity
zu nutzen. Hierbei muss jedoch gelten, dass der Abstand aufeinanderfolgender Zeit-
schlitze eines Teilnehmers gro¨ßer als die Koha¨renzzeit (∆t)c ist.
+ Es tritt keine Intrazell-Interferenz auf, da die Sendesignale der verschiedenen Teil-
nehmer orthogonal zueinander sind.
+ Das Sendesignal wird im Zeitbereich konstruiert und besitzt daher eine konstante
Einhu¨llende.
+ Keine Frequenzsynchronisation notwendig.
− Wegen der zeitlichen Komprimierung des Sendesignals entsteht ISI. Daher wird im
Empfa¨nger der Einsatz von Entzerrern notwendig.
− Es treten “worst-case”-Interferenzen durch Gleichkanalsto¨rungen auf.
− Keine kontinuierliche U¨bertragung
− Exakte Zeitsynchronisation aller Teilnehmer notwendig.
− Unter Umsta¨nden ergeben sich unerwu¨nschte lange Latenzzeiten, da die Nachricht
zwischengespeichert werden muss.
4.3 Codemultiplex (CDMA)
Bei CDMA du¨rfen alle Teilnehmer zur gleichen Zeit auf der gesamten Bandbreite B sen-
den, wie in Abbildung 4.1c) skizziert. Die Separierung der einzelnen Teilnehmersignale er-
folgt mit Hilfe eines teilnehmerspeziﬁschen Spreizungscodes [Pro89, DaB96], wodurch das
Signal zudem gespreizt wird. Beim Senden u¨berlagern sich die verschiedenen Teilnehmer-
signale zu einem Gesamtsignal. Die Spreizungscodes sollten zueinander na¨herungsweise
unkorreliert sein, damit am Empfa¨nger mit Hilfe des individuellen Spreizungscodes das
Datensignal mo¨glichst sto¨rungsfrei zuru¨ckgewonnen werden kann.
Es gibt verschiedene Mo¨glichkeiten die Teilnehmersignale mit den individuellen Sprei-
zungscodes zu separieren. Die drei klassischen Arten sind DS-CDMA, “Frequency-
Hopping” (FH-) und “Time-Hopping” (TH-) CDMA [Pro89, SiO94]. Daru¨ber hinaus gibt
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Abbildung 4.2: Prinzip des DS-CDMA Spreizvorgangs fu¨r einen Teilnehmer i
es MC-CDMA, das in dieser Arbeit als Referenzsystem verwendet wird. MC-CDMA und
DS-CDMA werden im Folgenden kurz beschrieben.
4.3.1 Direct-Sequence CDMA
Bei DS-CDMA wird die Symbolfolge d(i)(t) eines Teilnehmers i mit seinem periodischen,
teilnehmerspeziﬁschen Spreizungscode c
(i)
s (t) bitsynchron multipliziert, wie in Abbildung
4.2 skizziert. Die U¨bertragungsbandbreite B ist gegenu¨ber der Symbolrate Rs = 1/Ts
um den Faktor G = Ts/Tc gespreizt. Als Spreizsequenz werden Pseudo-Noise (PN-) Se-
quenzen verwendet, da deren statistische Bindungen zwischen den Elementen der Sequenz
gering ist. Prinzipiell wird zwischen synchronem CDMA, bei dem alle Teilnehmersignale
untereinander synchronisiert sind, und asynchronem CDMA, bei dem das nicht der Fall
ist, unterschieden [DaB96].
+ Frequenz-Diversity, da das Sendesignal aufgrund der Spreizung breitbandig ist.
+ Kontinuierliche U¨bertragung
+ Da das Sendesignal im Zeitbereich konstruiert wird, besitzt das einzelne Teilneh-
mersignal eine konstante Einhu¨llende.
− MAI, sowohl Intrazell-Interferenz als auch Interzell -Interferenzen
◦ Nur bei synchronem CDMA ist Synchronisation der Teilnehmersignale notwendig.
◦ Ob ISI auftritt, ist abha¨ngig von der Datenrate vor der Spreizung.
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Abbildung 4.3: Prinzip des MC-CDMA-System fu¨r einen Teilnehmer
4.3.2 Multi-Carrier CDMA
Die Grundidee von MC-CDMA basiert auf dem OFDM-Verfahren [Sal67, WeE71]. Kenn-
zeichen von OFDM ist die parallele Datenu¨bertragung im Frequenzbereich. Hierzu wird
der Datenstrom in Ls Teile aufgeteilt und parallel auf Ls zueinander orthogonalen Tra¨-
gern gesendet. Die anschließende OFDM-Operation liefert das Sendesignal x(t). Gema¨ß
Abbildung 4.3 wird dafu¨r die inverse Diskrete Fourier-Transformation (DFT) von den Ls
parallelen Symbolen gebildet, diese werden in eine serielle Folge gewandelt und tiefpass-
geﬁltert [Scm97].
Bei MC-CDMA wird ein einziges Informationssymbol auf alle Ls Tra¨gerfrequenzen verteilt
und u¨bertragen, wie in Abbildung 4.3 skizziert. Analog zu DS-CDMA wird jedes Symbol
mit dem teilnehmerspeziﬁschen Spreizungscode cs(t) der La¨nge Ls multipliziert und damit
gespreizt. Die Ls resultierenden Chips Xl, l = 0, 1, . . . Ls − 1, eines Symbols werden
dann auf Ls parallelen Tra¨gern u¨bertragen und dann der OFDM-Operation zugefu¨hrt
[Faz93, Scm97, YeL93].
+ Es besteht Frequenz-Diversity, da ein einziges Symbol eines Teilnehmers auf mehrere
Tra¨gerfrequenzen u¨ber die gesamte Bandbreite verteilt wird.
+ Es tritt keine ISI auf, wenn ein Schutzintervall entsprechender La¨nge einfu¨gt wird.
+ Es ist nur eine grobe Zeitsynchronisation notwendig.
− Aufgrund der Konstruktion im Frequenzbereich besitzt das Sendesignal eines ein-
zelnen Teilnehmers keine konstante Einhu¨llende, wodurch ein hoher Crestfaktor
entsteht.
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Abbildung 4.4: Prinzip des Vielfachzugriﬀsverfahren IFDMA
− Auch bei Verwendung von orthogonalen Spreizungsfolgen ko¨nnen aufgrund des fre-
quenzselektiven U¨bertragungskanals MAI auftreten.
− Die Teilnehmersignale mu¨ssen zueinander synchron sein. Im Downlink werden die
Sendesignale von der Basisstation synchronisiert. Im Uplink dagegen ist eine geson-
derte Synchronisation vorzusehen.
4.4 Interleaved FDMA (IFDMA)
Bei dem in dieser Arbeit vorgeschlagenem Zugriﬀsverfahren IFDMA werden die Q Tra¨-
gerfrequenzen eines Teilnehmersignals a¨quidistant u¨ber die gesamte Bandbreite verteilt.
Damit haben sie einen Abstand von ∆fset = B/Q. Die Sendesignale der anderen Teil-
nehmer belegen frequenzverschoben den Zwischenraum, so dass die Tra¨gerfrequenzen der
einzelnen Teilnehmersignale ineinander verzahnt sind, wie in Abbildung 4.4 skizziert. Die
Nutzertrennung erfolgt somit im Frequenzbereich und IFDMA ist ein orthogonales Viel-
fachzugriﬀsverfahren wie spa¨ter noch nachgewiesen wird. Eine detaillierte Systembeschrei-
bung erfolgt in Kapitel 5. IFDMA besitzt die folgenden Vor- und Nachteile:
+ Es besteht Frequenz-Diversity, da die Tra¨gerfrequenzen eines Teilnehmersignals u¨ber
die gesamte Bandbreite verteilt werden.
+ Es tritt keine Intrazell-Interferenz auf, da die Sendesignale verschiedener Teilnehmer
orthogonal zueinander sind. Die Orthogonalita¨t bleibt auch nach der U¨bertragung
u¨ber einen Mobilfunkkanal erhalten.
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+ Durch geeignete Wahl der Tra¨gerfrequenzverteilung treten keine “worst-case”-
Interferenzen durch Gleichkanalsto¨rungen aus Nachbarzellen auf.
+ Die U¨bertragung erfolgt kontinuierlich.
+ Aufgrund der Konstruktion im Zeitbereich besitzt das Sendesignal eine konstante
Einhu¨llende.
+ Grobe Zeitsynchronisation ist ausreichend.
+ Eine grobe Synchronisation der Teilnehmersignale ist ausreichend. Deshalb ist
IFDMA nicht nur fu¨r den Downlink, sondern auch fu¨r den Uplink geeignet.
− Wegen einer zeitlichen Komprimierung des Sendesignals tritt –a¨hnlich wie bei
TDMA– ISI auf.
IFDMA besitzt ebenso wie MC-CDMA bedeutende Vorteile als Vielfachzugriﬀsverfahren
in der Mobilkommunikation. Im Gegensatz zu MC-CDMA ist aufgrund der ISI eine Ent-
zerrung des Empfangssignals notwendig. Dazu ko¨nnen jedoch einfache Standardtechniken
angewendet werden, die den Eﬀekt der ISI drastisch reduzieren [Pro89]. IFDMA besitzt
auch mehrere Vorteile gegenu¨ber MC-CDMA. Innerhalb einer Mobilfunkzelle tritt bei
IFDMA keine MAI auf und IFDMA weist auch nicht das Problem von MC-CDMA auf,
einen hohen Crestfaktor zu besitzen. Daru¨ber hinaus ist IFDMA sowohl im Downlink als
auch im Uplink problemlos einsetzbar.
Kapitel 5
Systembeschreibung
Das Grundprinzip von IFDMA basiert auf einer Idee von Dr. Sorger [Sor96], die im
Rahmen meiner Promotion zu einem Vielfachzugriﬀsverfahren fu¨r den Mobilfunk wei-
terentwickelt worden ist. In diesem Kapitel wird IFDMA ausfu¨hrlich beschrieben. Dazu
wird zuna¨chst das Grundprinzip der IFDMA-Konstruktion anhand der zeitkontinuierli-
chen Darstellung und ihres Fourier-Spektrums erla¨utert. Da bei IFDMA im Gegensatz
zu MC-CDMA die Erzeugung des Sendesignals im Zeitbereich durchgefu¨hrt wird, erfolgt
die anschließende ausfu¨hrliche Systembeschreibung von IFDMA im Zeitbereich, wobei die
zeitdiskrete Darstellung gewa¨hlt wird. Erga¨nzend dazu folgt die Beschreibung in diskreter
Frequenzdarstellung. Anschließend werden Demodulation und Detektion ausfu¨hrlich be-
handelt und der Nachweis gegeben, dass IFDMA ein orthogonales Vielfachzugriﬀsverfah-
ren ist. Daru¨ber hinaus wird erla¨utert, wie durch geeignete Wahl der IFDMA-Parameter
“worst-case”-Interferenzen aus Nachbarzellen vermieden werden ko¨nnen.
5.1 Grundprinzip
Das Grundprinzip des Vielfachzugriﬀsverfahrens IFDMAwird in diesem Abschnitt anhand
der zeitkontinuierlichen Darstellung erla¨utert. Zur Veranschaulichung ist in Abbildung 5.1
dem zeitkontinuierlichen Signal das entsprechende Fourier-Spektrum gegenu¨bergestellt.
Fu¨r jeden aktiven Teilnehmer wird das zu sendende Signal wie folgt gebildet: Jeweils Q
Informationssymbole dq, q = 0, . . . , Q − 1, werden zu einem Signal d(t) zusammenge-
fasst. Die Dauer T eines Signals d(t) ist T = QTs, da die Informationssymbole dq die
Symboldauer Ts haben. Das entsprechende Fourier-Spektrum Fd(jf) ergibt sich aus der
Fourier-Transformation des Signals d(t). In Abbildung 5.1a) ist beispielhaft ein Signal
d(t) bestehend aus Q = 3 Informationssymbolen d0, d1, d2 und der Betrag des Fourier-
Spektrums |Fd(jf)| dargestellt.
Zur Konstruktion des IFDMA-Signals c(t) wird zuerst das Signal d(t) zeitlich um den
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Abbildung 5.1: Darstellung des Grundprinzips der IFDMA-Modulation im Zeit- und
Frequenzbereich fu¨r Q = 3, L = 5, ∆L = 0. a) Informationssignal d(t), b) Komprimiertes
Signal d(Lt), c) Resultierendes IFDMA-Signal c(t), d) IFDMA-Signal c(i)(t) des i-ten
Teilnehmers, i = 2.
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Faktor L auf die Dauer T/L komprimiert. Das komprimierte Signal d(Lt) besteht aus
Q Chips mit der “Chipdauer” Tc = Ts/L. Das entsprechende Fourier-Spektrum ist ge-
genu¨ber dem Fourier-Spektrum Fd(jf) um den Faktor L gedehnt und in der Amplitude
gestaucht, d.h. die Fourier-Transformierte zu d(Lt) ist 1
L
Fd(jf/L). Die Kompression ist in
Abbildung 5.1b) skizziert. Anschließend wird das komprimierte Signal d(Lt) L-mal anein-
andergereiht. Das resultierende IFDMA-Signal c(t) hat damit die Dauer T . Die Fourier-
Transformierte Fc(jf) zu c(t) besitzt aufgrund der Wiederholung (L − 1) Nullstellen in
a¨quidistanten Absta¨nden zwischen den einzelnen Tra¨gerfrequenzen. Diese Nullstellen sind
in Abbildung 5.1c) punktiert gekennzeichnet. Der Abstand ∆f zwischen den Nullstellen,
bzw. zwischen Nullstelle und Tra¨gerfrequenz, betra¨gt ∆f = 1/T mit T = QLTc. Wird
das Fourier-Spektrum eines anderen Teilnehmersignals um i ·∆f, i ∈ {1, . . . , L−1}, ver-
schoben, liegen die Tra¨gerfrequenzen an den Nullstellen des ersten Teilnehmersignals. Die
Tra¨gerfrequenzen der einzelnen Teilnehmersignale sind in diesem Fall orthogonal zueinan-
der, wie in Abschnitt 5.5 noch mathematisch bewiesen wird. Das verschobene Spektrum
Fc(j(f − i · ∆f)) wird durch eine Multiplikation des Zeitsignals c(t) mit dem Faktor
e2πi∆ft erzeugt. Diese Verschiebung ist in Abbildung 5.1d) beispielhaft fu¨r ein weiteres
Teilnehmersignal mit i = 2 dargestellt, wobei der hochgestellte Index (i) den Teilnehmer
kennzeichnet.
Das Frequenzspektrum Fc(jf) la¨sst sich mittels der Fourier-Transformation berechnen.
Das IFDMA-Signal c(t) ergibt sich aus dem Informationssignal d(t) zu
c(t) =
L−1∑
l=0
d(L(t− lT
L
)) . (5.1)
Die Fourier-Transformierte Fc(jf) zu c(t) betra¨gt
Fc(jf) =
1
L
Fd(jf/L) ·
L−1∑
l=0
e−2πfl(T/L) . (5.2)
Unter Verwendung der Formel u¨ber die Summenorthogonalita¨t komplexer Schwingungen
L−1∑
l=0
e−2πfl(T/L) =
1− e−2πfT
1− e−2πf(T/L) = (5.3)
=
{
L wenn fT = kL
0 wenn fT = kL+ i , i = 1, . . . , L− 1 , k = 0, 1, . . . , Q− 1,
und der Identita¨t T = QLTc fu¨r die IFDMA-Blockdauer folgt
Fc(jfk) =


Fd(jfk/L) wenn fk =
k
QTc
0 wenn fk =
kL+ i
QLTc
, i = 1, . . . , L− 1
, k = 0, 1, . . . , Q− 1 .
(5.4)
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In Gleichung (5.4) wird deutlich, dass sich die Nullstellen des Fourier-Spektrums Fc(jf)
im Abstand i · ∆f , i = 0, 1, . . . , L − 1, von den Tra¨gerfrequenzen beﬁnden. Die Tra¨ger-
frequenzen selbst liegen an den Stellen fk = k/(QTc), k = 0, 1, ..., Q− 1, und besitzen die
Amplitude des Fourier-Spektrums Fd(jfk/L) des Informationssignals d(t).
5.2 Beschreibung im Zeitbereich
Betrachtet wird eine Zelle eines zellularen Mobilfunksystems mit Nu gleichzeitig senden-
den Teilnehmern. Der Sendevektor bei IFDMA wird gebildet, indem jeweils Q Informa-
tionssymbole d
(i)
q , q = 0, . . . , Q − 1, des Teilnehmers i, i = 1, . . . , Nu, zu einem U¨ber-
tragungsblock zusammengefasst werden. Die Symboldauer betra¨gt Ts und damit ergibt
sich fu¨r die Symbolrate Rs = 1/Ts. Im Folgenden wird die U¨bertragung eines einzel-
nen Blocks betrachtet, wobei alle endlichen Folgen in Vektornotation geschrieben werden.
Zur Vereinfachung wird das Modulationsverfahren BPSK zugrunde gelegt und die bina¨ren
BPSK-Symbole werden als gleichwahrscheinlich angenommen. Eine Verallgemeinerung auf
komplexwertige Symbole ist ohne weiteres mo¨glich.
In Abbildung 5.2 ist das Blockdiagramm des IFDMA-Systems fu¨r einen einzelnen Teilneh-
mer i dargestellt. Ein Block von Q bina¨ren Symbolen d
(i)
q , q = 0, ..., Q−1, des Teilnehmers
i bilden den Symbolvektor d(i)
d(i) =
[
d
(i)
0 , d
(i)
1 , ..., d
(i)
Q−1
]T
, (5.5)
der zur Konstruktion des IFDMA-Vektors verwendet wird. Der IFDMA-Vektor c(i) besitzt
dieselbe Blockdauer T wie der Symbolvektor d(i), na¨mlich
T = Q · Ts . (5.6)
Am Anfang eines jeden IFDMA-Vektors der Dauer T , beﬁndet sich ein Schutzintervall,
das wie bei OFDM die folgenden zwei Aufgaben erfu¨llt: Erstens erlaubt es eine gro¨bere
Zeitsynchronisation und zweitens werden damit Interferenzen zwischen IFDMA-Vektoren
vermieden. Die ISI kann auf einen einzelnen Symbolvektor d(i) begrenzt werden, solange
die Dauer T∆ des Schutzintervalls die Bedingung
T∆ > τmax (5.7)
erfu¨llt, wobei τmax der maximalen Laufzeitverzo¨gerung des U¨bertragungskanals entspricht.
Soll zusa¨tzlich noch die zeitliche Unsicherheit in der Synchronisation der einzelnen Teil-
nehmer abgefangen werden, so ist das Schutzintervall entsprechend zu vergro¨ßern. An-
dererseits muss die Dauer T∆ des Schutzintervalls so klein wie mo¨glich gegenu¨ber der
Blockdauer T sein, damit der Verlust an U¨bertragungskapazita¨t mo¨glichst gering bleibt.
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Abbildung 5.2: Prinzipielle Beschreibung von IFDMA fu¨r die U¨bertragung des Sende-
signals eines einzelnen Teilnehmers i
Der IFDMA-Vektor c(i) wird konstruiert indem jedes der Q Informationssymbole des
Vektors d(i) von der Symboldauer Ts auf die “Chipdauer” Tc komprimiert und dieser
komprimierte Block G = (L+L∆)–mal aneinander gereiht wird. Die Chipdauer Tc betra¨gt
Tc =
Ts
L+ L∆
, (5.8)
so dass die Dauer des IFDMA-Vektors c(i) der Blockdauer T entspricht. Aufgrund der
Komprimierung ergibt sich die U¨bertragungsbandbreite B bei IFDMA zu
B =
1
Tc
= G · Rs (5.9)
und ist somit gegenu¨ber der Symbolrate Rs um den Faktor G = (L+ L∆) gespreizt. Der
IFDMA-Vektor c(i) ist deﬁniert als
c(i) =
1√
L+ L∆
·
[
d
(i)
0 , ..., d
(i)
Q−1; ...; d
(i)
0 , ..., d
(i)
Q−1
]T
︸ ︷︷ ︸
(L+L∆)–mal
(5.10)
und hat die Dimension Lc = (L+L∆)Q. Der Normierungsfaktor
1√
L+L∆
bewirkt, dass die
Leistung pro Symbol d
(i)
q , q = 0, . . . , Q−1, erhalten bleibt. Im Falle von BPSK-Symbolen
ist damit die Energie des IFDMA-Vektors c(i) auf eins normiert. Die IFDMA-Chips c
(i)
l
ko¨nnen geschrieben werden als
c
(i)
l =
1√
L+ L∆
· d(i)l mod Q , l = 0, ..., Lc − 1 . (5.11)
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Die ersten L∆Q Chips c
(i)
l , l = 0, ..., L∆Q− 1, bilden das Schutzintervall. Dadurch ist die
Dauer T∆ des Schutzintervalls mit
T∆ = L∆ ·Q · Tc (5.12)
gegeben, wobei L∆ so gewa¨hlt wird, dass die Bedingung in Gleichung (5.7) erfu¨llt wird.
Der Vektor x(i) der Sendechips wird aus der elementweisen Multiplikation des IFDMA-
Vektors c(i) mit einem teilnehmerspeziﬁschen Phasenvektor s(i) der Dimension Lc mit den
Elementen
s
(i)
l = exp
{− · l · Φ(i)} ,  := √−1 , l = 0, ..., Lc − 1 , (5.13)
gebildet. Die teilnehmerabha¨ngige Phase wird als
Φ(i) = i · 2π
QL
, i = 1, ..., Nu , Nu ≤ L , (5.14)
gewa¨hlt, womit sich der Vektor x(i) der Sendechips zu
x(i) =
[
c
(i)
0 , c
(i)
1 e
−Φ(i), ..., c(i)Lc−1e
−(Lc−1)Φ(i)
]T
(5.15)
ergibt. Durch die elementweise Multiplikation der beiden Vektoren c(i) und s(i) wird der
orthogonale Vielfachzugriﬀ realisiert. Dem Teilnehmer i werden Frequenzen zugewiesen,
die zu den Frequenzen der anderen Teilnehmer j, j = i, orthogonal sind.
Zur IFDMA-Signalkonstruktion sei noch angemerkt, dass die Anzahl Nu der aktiven Teil-
nehmer, die in einer Zelle gleichzeitig orthogonal u¨bertragen ko¨nnen, auf Nu ≤ L begrenzt
ist. Bei Nu = L aktiven Teilnehmern wird das System als “fully-loaded” bezeichnet. Bei
Nu > L aktiven Teilnehmern ist prinzipiell keine orthogonale U¨bertragung mehr mo¨glich.
5.3 Beschreibung im Frequenzbereich
Vollsta¨ndigkeitshalber wird im Folgenden die IFDMA-Signalkonstruktion in diskreter Fre-
quenzdarstellung angegeben. In Abbildung 5.3a) ist fu¨r die IFDMA-U¨bertragung des
Teilnehmers i beispielhaft ein Symbolvektor d(i) = [d
(i)
0 , d
(i)
1 , d
(i)
2 ]
T und der Betrag dessen
diskreter Fourier-Transformierten DFT{d(i)} = [D(i)0 , D(i)1 , D(i)2 ]T schematisch dargestellt.
Hierfu¨r wurden die folgenden Parameter gewa¨hlt: Q = 3, L = 4, und L∆ = 0. Die DFT
eines Symbolvektors d(i) der La¨nge Q sei
DFT{d(i)} =
[
D
(i)
0 , D
(i)
1 , ..., D
(i)
Q−1
]T
, (5.16)
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Abbildung 5.3: Schematische diskrete Frequenzbereichsdarstellung von IFDMA fu¨r
Q = 3, L = 4, L∆ = 0. a) Symbolvektor d
(i), b) Resultierender IFDMA-Vektor c(i).
und nach [Fli91] ergibt sich
D
(i)
k =
Q−1∑
q=0
d(i)q · e−
2π
Q
qk , k = 0, 1, ..., Q− 1 . (5.17)
An Gleichung (5.17) wird deutlich, dass jedes Symbol d
(i)
q eines Teilnehmers i auf Q
Tra¨gerfrequenzen u¨bertragen wird. Wie schon im vorherigen Abschnitt 5.2 beschrieben
und in Gleichung (5.10) angegeben, erfolgt die IFDMA-Signalkonstruktion durch Kom-
pression und Wiederholung. Abbildung 5.3b) zeigt fu¨r das Beispiel den resultierenden
IFDMA-Vektor c(i) = [c
(i)
0 , c
(i)
1 , ..., c
(i)
11 ]
T und den Betrag seiner Frequenzbereichsdarstel-
lung DFT{c(i)} = [C(i)0 , C(i)1 , ..., C(i)11 ]T = 2 · [D(i)0 , 0, 0, 0, D(i)1 , ..., 0]T . Aufgrund der Kom-
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pression der Symboldauer Ts auf Tc wird die Bandbreite von Bs = 1/Ts auf B = 1/Tc
gespreizt und die Q Tra¨gerfrequenzen gleichma¨ßig auf die gesamte Bandbreite B verteilt.
Die Wiederholung bewirkt, dass (L−1) Nullstellen zwischen den Tra¨gerfrequenzen einge-
fu¨gt werden, die den Abstand ∆f = 1/(LQTc) haben. Mit Hilfe der DFT kann dies formal
gezeigt werden. Zur einfacheren Darstellung wird im Folgenden der IFDMA-Vektor ohne
Schutzintervall gebildet, d.h. L∆ = 0. Fu¨r den Vektor c
(i) der La¨nge Lc = LQ ergeben
sich die Elemente C
(i)
k , k = 0, 1, ..., Lc − 1, des transformierten Vektors DFT{c(i)} mit
Gleichung (5.11) zu
C
(i)
k =
Lc−1∑
n=0
c(i)n · e−
2π
Lc
nk
=
1√
L
Lc−1∑
n=0
d
(i)
nmodQ · e−
2π
Lc
nk
=
1√
L
Q−1∑
q=0
(
d(i)q ·
L−1∑
l=0
e−
2π
Lc
(lQ+q)k
)
=
1√
L
Q−1∑
q=0

d(i)q · e− 2πLc qkq L−1∑
l=0
e−
2π
L
lk
︸ ︷︷ ︸


= 1−e
− 2π
L
kL
1−e− 2πL k
=
{
L wenn k/L = {0, 1, ...,Q − 1}
0 sonst
=


√
L ·
Q−1∑
q=0
d(i)q · e−
2π
Q
q k
L =
√
L ·D(i)k/L fu¨r k = {0, L, 2L, ..., (Q− 1)L}
0 sonst.
(5.18)
Wie schon in Abschnitt 5.1 veranschaulicht ermo¨glichen die (L−1) Nullstellen die orthogo-
nale U¨bertragung der Sendesignale von (L−1) weiteren Teilnehmern. Die dazu notwendige
Frequenzverschiebung der Sendesignale wird durch die Multiplikation des IFDMA-Vektors
c(i) mit den teilnehmerspeziﬁschen Phasenvektor s(i) erzielt [Joh91], der in den Gleichun-
gen (5.13) und (5.14) deﬁniert ist. In Abbildung 5.4 ist die Belegung der Tra¨gerfrequenzen
durch verschiedene Teilnehmer beispielhaft dargestellt. Die anderen Teilnehmer benutzen
je eine Menge von Tra¨gerfrequenzen, die gegenu¨ber den Tra¨gerfrequenzen des Teilneh-
mers i verschoben sind, woraus der Name “Interleaved” FDMA entstanden ist. Hier wird
anschaulich, dass maximal Nu = L Teilnehmer orthogonal u¨bertragen ko¨nnen. Auf die
Orthogonalita¨t von IFDMA, die auch bei U¨bertragung u¨ber einen zeitdispersiven Mobil-
funkkanal und bei nicht perfekter Synchronisation der Teilnehmersignale erhalten bleibt,
wird in Abschnitt 5.5 ausfu¨hrlich eingegangen. Es sei noch angemerkt, dass die Tra¨ger-
synchronisation bei IFDMA in gleicher Weise vorgenommen werden kann wie bei OFDM.
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T cB = 1/  
f
Teilnehmer i-1
Teilnehmer i+1
Teilnehmer i
Abbildung 5.4: Belegung der Tra¨gerfrequenzen durch verschiedene Teilnehmer in der
Frequenzbereichsdarstellung
5.4 IFDMA-Demodulation
Der Sendevektor x(i) wird u¨ber einen zeitdispersiven Kanal u¨bertragen gema¨ß Abbildung
5.2. Somit ergibt sich der Empfangsvektor y(i) zu
y(i) = x(i) ∗ h(i) + n , (5.19)
wobei“∗”die lineare Faltung bezeichnet. Der Vektor h(i) der Impulsantwort des zeitdisper-
siven Kanals fu¨r den i-ten Teilnehmer besitzt die Koeﬃzienten h
(i)
l , l = 0, ...,M , wobei
M die Geda¨chtnisla¨nge des Kanals angibt gema¨ß Gleichung (3.16). Der Empfangsvektor
y(i) hat die Dimension (Lc+M) und besteht aus den zeitdiskreten Softwerten y
(i)
l
y
(i)
l =
M∑
m=0
x
(i)
l−m · h(i)m + nl , l = 0, ..., Lc+M−1 . (5.20)
Der Rauschvektor n entha¨lt (Lc+M) weiße, gaußverteilte Rauschwerte (AWGN) nl mit der
einseitigen spektralen Leistungsdichte N0. Am Empfa¨nger wird der Empfangsvektor y
(i)
mit der teilnehmerabha¨ngigen Phase Φ(i) aus Gleichung (5.14) entspreizt, indem folgende
Demodulationsregel
r(i)q =
1√
L+ L∆
L+L∆−1∑
l=L∆
e(lQ+q)Φ
(i) · y(i)lQ+q , q = 0, ..., Q− 1 , (5.21)
angewendet wird. Hierfu¨r sind nur die Chips y
(i)
l , l = L∆Q, ..., Lc− 1, nach dem Schutzin-
tervall relevant. Die resultierenden Q Softwerte r
(i)
q bilden den demodulierten Empfangs-
vektor r(i).
Zur Veranschaulichung der Demodulation wird zuna¨chst ein verzerrungs- und rauschfreier
Kanal mit dem eindimensionalen Impulsantwortvektor h(i) = [1] und einem Rauschvektor
n = 0, wobei 0 der Nullvektor sei, betrachtet. Dann entspricht der Empfangsvektor y(i)
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Abbildung 5.5: Schematische Darstellung des Demodulationsverfahren am Beispiel des
Symbols d
(i)
0 ; Q = 3, L = 4, L∆ = 1
genau dem Sendevektor x(i) und aus Gleichung (5.21) folgt
r(i)q =
1√
L+ L∆
L+L∆−1∑
l=L∆
x
(i)
lQ+q · e(lQ+q)Φ
(i)
=
1√
L+ L∆
L+L∆−1∑
l=L∆
c
(i)
lQ+q =
L
L+ L∆
· d(i)q .
(5.22)
Wird der durch das Schutzintervall hervorgerufene Skalierungsfaktor L
L+L∆
vernachla¨ssigt,
entspricht der demodulierte Empfangsvektor r(i) dem Symbolvektor d(i). Die Demodula-
tion ist in Abbildung 5.5 beispielhaft dargestellt, wobei die Parameter zu Q = 3, L = 4,
L∆ = 1 gewa¨hlt worden sind und die Demodulation fu¨r d
(i)
0 durchgefu¨hrt wird.
5.5 Beweis der Orthogonalita¨t
Im Folgenden wird gezeigt, dass auch in einem zeitdispersiven Kanal die Orthogonalita¨t
der Empfangsvektoren y(i), i = 1, ..., Nu, erhalten bleibt, solange die Anzahl der Teilneh-
mer Nu ≤ L ist und der Vektor h(i) der Kanalimpulsantwort als konstant u¨ber mindestens
eine Blockdauer T angenommen werden kann. Fu¨r den Fall, dass Nu Teilnehmer gleich-
zeitig senden, ergibt sich fu¨r den gesamten Empfangsvektor y
y =
Nu∑
j=1
y(j) . (5.23)
Der U¨bersichtlichkeit wegen wird wieder angenommen, dass rauschfrei u¨bertragen wird,
d.h. n = 0. Die fu¨r die Demodulation relevanten Chips yl, l = L∆Q, ..., Lc−1, des gesamten
Empfangsvektor y, d.h. die Chips nach dem Schutzintervall, lassen sich nach Gleichung
(5.20) gema¨ß
yl =
Nu∑
j=1
M∑
m=0
x
(j)
l−m · h(j)m , l = L∆Q, ..., Lc − 1 (5.24)
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bestimmen. Damit resultiert aus der Demodulation nach Gleichung (5.21) fu¨r den Teil-
nehmer i
r(i)q =
1√
L+ L∆
Nu∑
j=1
M∑
m=0
L+L∆−1∑
l=L∆
x
(j)
lQ+q−m · h(j)m · e(lQ+q)Φ
(i)
=
1
L+ L∆
Nu∑
j=1
M∑
m=0
L+L∆−1∑
l=L∆
d
(j)
(q−m) mod Q · e−(lQ+q−m)Φ
(j) · h(j)m · e(lQ+q)Φ
(i)
=
1
L+ L∆
Nu∑
j=1
M∑
m=0
d
(j)
(q−m) mod Q · h(j)m · emΦ
(j)
L+L∆−1∑
l=L∆
e(lQ+q)(Φ
(i)−Φ(j))
=


L
L+ L∆
M∑
m=0
d
(i)
(q−m) mod Q · h(i)m · emΦ
(i)
wenn j = i,
0 sonst .
(5.25)
Gleichung (5.25) zeigt, dass die Orthogonalita¨t der Empfangsvektoren y(i), i = 1, ..., Nu,
auch in einem zeitdispersiven Kanal erhalten bleibt, solange die Kanalimpulsantwort als
zeitinvariant wa¨hrend einer Blockdauer T angenommen werden kann. Dadurch treten
innerhalb einer einzelnen Zelle eines Mobilfunksystems keine Intrazell-Interferenzen auf.
Die Orthogonalita¨t bleibt auch bei einer maximalen zeitlichen Verschiebung τ
(i)
max des
Signals von Teilnehmer i gegenu¨ber den anderen Teilnehmersignalen erhalten, falls die-
se Verschiebung kleiner als die Dauer T∆ des Schutzintervalls abzu¨glich der maximalen
Laufzeitverzo¨gerung τmax des Kanals ist, d. h.
τ (i)max < T∆ − τmax . (5.26)
IFDMA ist ein orthogonales Vielfachzugriﬀssystem wie TDMA oder FDMA. Dies gilt so-
wohl im Uplink als auch im Downlink, da Gleichung (5.25) fu¨r beide Fa¨lle gu¨ltig ist. Ist
die Annahme der Zeitinvarianz des Kanals wa¨hrend einer Blockdauer T nicht mehr erfu¨llt,
liegt ein frequenzdispersiver Kanal vor. Aufgrund der Frequenzverbreiterung sto¨ren sich
die Sendesignale der verschiedenen Teilnehmer und die Orthogonalita¨t der Empfangsvek-
toren ist nicht mehr gegeben. Es tritt somit MAI auf, genauer gesagt Intrazell-Interferenz.
Der Grad der Intrazell-Interferenzen ist abha¨ngig von der Gro¨ße der Zeitvarianz des U¨ber-
tragungskanals. Es sei angemerkt, dass die Anforderung der Orthogonalita¨t auch fu¨r einen
langsam vera¨nderlichen Kanal, wie den Mobilfunkkanal, erfu¨llt ist, falls die Blockdauer T
kleiner als die Koha¨renzzeit (∆t)c des Kanals gewa¨hlt wurde, d.h. T < (∆t)c.
5.6 Modiﬁzierte Demodulation
Aus Gleichung (5.25) wird deutlich, dass der demodulierte Empfangsvektor r(i) aus einer
zyklischen Faltung der La¨nge Q gebildet werden kann. Unter Benutzung der Vektornota-
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Abbildung 5.6: A¨quivalente Beschreibung der IFDMA-U¨bertragung basierend auf der
zyklischen Faltung
tion kann die Demodulationsregel als
r(i) =
L
L+ L∆
d(i)  h˜(i) + n˜ (5.27)
geschrieben werden, wobei “” die zyklische Faltung bezeichnet und n˜ der resultierende
Q-dimensionale Rauschvektor (AWGN) ist. Fu¨r die Koeﬃzienten h˜
(i)
q , q = 0, . . . , Q − 1,
des modiﬁzierten Vektors h˜(i) der Kanalimpulsantwort gilt
h˜(i)q =


M−qQ ∑
n=0
h
(i)
q+nQ · e(q+nQ)Φ
(i)
, q ≤M
0 , q > M
, q = 0, . . . , Q− 1 , (5.28)
wobei “x” die gro¨ßte ganze Zahl kleiner oder gleich x bezeichnet. Diese Gleichung la¨sst
sich fu¨r den Fall Q > M zu
h˜(i)q =
{
h
(i)
q · eqΦ(i) , q = 0, ...,M
0 , q =M + 1, ..., Q− 1 (5.29)
vereinfachen. Fu¨r die demodulierten Symbole r
(i)
q , q = 0, . . . , Q− 1, gilt somit
r(i)q =
L
L+ L∆
Q−1∑
m=0
d
(i)
(q−m) mod Q · h˜(i)m + n˜q , (5.30)
wobei der modiﬁzierte Rauschvektor n˜ die Rauschwerte
n˜(i)q =
1√
L+ L∆
L+L∆−1∑
l=L∆
nlQ+q · e(lQ+q)Φ(i) , q = 0, . . . , Q− 1 , (5.31)
besitzt. Nach der Entzerrung und/oder Detektion des demodulierten Empfangsvektors
r(i) entsteht der Scha¨tzvektor dˆ(i) fu¨r den u¨bertragenen Symbolvektor d(i). Abbildung 5.6
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zeigt basierend auf der zyklischen Faltung eine a¨quivalente Beschreibung des IFDMA-
Systems fu¨r einen einzelnen Teilnehmer i. Der gesamte Teil des Blockdiagramms in Ab-
bildung 5.2, der mit “IFDMA-U¨bertragung” gekennzeichnet ist, ist ersetzt worden durch
einen einzelnen Block, der die zyklische Faltung zwischen dem Symbolvektor d(i) und dem
modiﬁzierten Vektor h˜(i) der Kanalimpulsantwort durchfu¨hrt.
5.7 Detektion
Fu¨r die Entzerrung und/oder Detektion ko¨nnen verschiedene Strategien angewendet wer-
den. Wird eine U¨bertragung von BPSK-Symbolen u¨ber einen reinen AWGN-Kanal be-
trachtet, ist die optimale Strategie die Anwendung eines einfachen Schwellwertentschei-
ders
dˆ(i)q = sign
{
r(i)q
}
, q = 0, ..., Q− 1 , (5.32)
wobei sign{x} eine bina¨re Entscheidung von x liefert. In der Mobilkommunikation ist der
demodulierte Empfangsvektor r(i) mit ISI behaftet, da der zugrunde liegende U¨bertra-
gungskanal zeitdispersiv ist. Aufgrund der zyklischen Faltung ergibt sich fu¨r die Anzahl
der sto¨renden Symbole
N = min {Q− 1,M} . (5.33)
Fu¨r kleine Werte N kann auf eine Entzerrung verzichtet werden. Um jedoch alle Energie
fu¨r die Detektion zu erhalten, sollte vor der Schwellwertentscheidung ein kanalangepasstes
Filter (“Matched-Filter”, MF) eingesetzt werden. Daraus ergibt sich folgende Detektions-
regel
dˆ(i)q = sign
{
Q−1∑
m=0
r
(i)
(q+m) mod Q · h˜∗ (i)m
}
, q = 0, ..., Q− 1 , (5.34)
wobei x∗ den konjugiert komplexen Wert von x bezeichnet. Fu¨r große Werte N ist der
Sto¨reinﬂuss durch ISI zu hoch und eine Kanalentzerrung wird notwendig. In Abschnitt 6.3
werden sowohl optimale als auch suboptimale Entzerrerstrategien ausfu¨hrlich behandelt.
5.8 Vermeidung der “worst-case”-Interzell-Interfe-
renz
Im zellularen Mobilfunk verringern Gleichkanalsto¨rungen aus benachbarten Funkzellen
die U¨bertragungskapazita¨t beachtlich. Gleichkanalsto¨rungen stellen den “worst-case” von
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Abbildung 5.7: Schematische Darstellung der Interferenz auf ein Sendesignal mit der
Symbolblockla¨nge Qc = 3 durch ein Sendesignal mit der Blockla¨nge Qz = 4 am Beispiel
des Symbols d
(i)
2 ; L = 4, L∆ = 1
Interzell-Interferenzen dar und werden durch Teilnehmersignale aus anderen Zellen ver-
ursacht, die denselben logischen Kanal verwenden. Bei IFDMA ko¨nnen Gleichkanalsto¨-
rungen durch die Wahl verschiedener Symbolblockla¨ngen Q vermieden werden, d.h. in
einer Funkzelle c wird die Symbolblockla¨nge zu Qc und in einer anderen Zelle z zu Qz
gewa¨hlt. Dieses Prinzip la¨sst sich verallgemeinern und kann auch zur Erho¨hung der Ka-
pazita¨t von bereits vollsta¨ndig ausgenutzten (“fully-loaded”) Mobilfunkzellen verwendet
werden. Fu¨r diesen verallgemeinerten Fall wird im Folgenden das Prinzip zur Vermeidung
von “worst-case”-Interferenzen bei IFDMA na¨her erla¨utert.
Soll ein weiterer Teilnehmer i in einer bereits “fully-loaded”Mobilfunkzelle c mit der Sym-
bolblockla¨nge Qc hinzugefu¨gt werden, so wa¨hlt der zusa¨tzliche Teilnehmer j die Symbol-
blockla¨nge Qz so, dass die Symbolblockla¨ngen Qc und Qz zueinander teilerfremd sind,
d.h.
gcd{Qc, Qz} = 1 , c = z , (5.35)
wobei gcd{a, b} der gro¨ßte gemeinsame Teiler (“greatest common divisor”) von zwei Inte-
gern a und b ist. Durch dieses Vorgehen wird nicht ein einzelnes Teilnehmersignal durch
das zusa¨tzliche Teilnehmersignal stark gesto¨rt, sondern alle Signale werden geringfu¨gig
gesto¨rt. Die Wahl der unterschiedlichen Blockla¨ngen hat weder Einﬂuß auf die Symbol-
rate Rs = 1/Ts noch auf die Bandbreite B, sondern gema¨ß Gleichung (5.6) nur auf die
Symbolblockdauer T .
Zur Veranschaulichung wird ein verzerrungs- und rauschfreier Kanal mit dem eindimen-
sionalen Impulsantwortvektor h = [1] und einem Rauschvektor n = 0 angenommen. Dem
Empfangsvektor y(i) des Teilnehmers i mit der Symbolblockla¨nge Qc u¨berlagert sich der
Empfangsvektor y(j) mit der Blockla¨nge Qz, der zeitlich um k verschoben ist. Die anderen
Parameter sind fu¨r beide Teilnehmersignale identisch. Damit ergeben sich die Koeﬃzien-
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Abbildung 5.8: Schematische Frequenzbereichsdarstellung zweier Teilnehmersignale mit
unterschiedlichen Symbolblockla¨ngen Qc = 3 und Qz = 4; L = 5, L∆ = 0
ten des durch den Teilnehmer j gesto¨rten Empfangsvektor y(i|j) zu
y
(i|j)
l = y
(i)
l + y
(j)
l = c
(i)
l e
−lΦ(i)c + c(j)l−ke
−(l−k)Φ(j)z , (5.36)
wobei die teilnehmerabha¨ngigen Phasen Φ
(i)
c = i · 2π/(QcL) und Φ(j)z = j · 2π/(QzL)
sind. Ohne Einschra¨nkung der Allgemeinheit kann einfachheitshalber fu¨r die Phasen
Φ
(i)
c = Φ
(j)
z = 0 gesetzt und angenommen werden, dass die Empfangsvektoren zueinander
unverschoben sind, d.h. k = 0 gilt. Damit vereinfacht sich Gleichung (5.36) zu
y
(i|j)
l = c
(i)
l + c
(j)
l . (5.37)
Nach der Demodulation gema¨ß Gleichung (5.21) ergibt sich im Empfa¨nger des
Teilnehmers i
r(i|j)q =
1√
L+ L∆
L+L∆−1∑
l=L∆
(
c
(i)
lQc+q
+ c
(j)
lQc+q
)
=
L
L+ L∆
· d(i)q +
1
L+ L∆
L+L∆−1∑
l=L∆
d
(j)
(lQc+q) mod Qz
= r(i)q + n
(j)
q . (5.38)
Dem demodulierten Empfangsvektor r(i) u¨berlagert sich demnach ein zusa¨tzlicher Sto¨r-
vektor n(j) mit den Werten n
(j)
q , q = 0, . . . , Qc − 1. Die beiden Symbolla¨ngen sind gema¨ß
Gleichung (5.35) teilerfremd. Damit ist n
(j)
q aus Gleichung (5.38) nahezu der Mittelwert
aller Symbole d
(j)
q , q = 0, . . . , Qz − 1, des sto¨renden Teilnehmers j und kann bei großen
Werten Qz und/oder vielen sto¨renden Teilnehmern na¨herungsweise als zusa¨tzliches gauß-
verteiltes Rauschen betrachtet werden. Ferner ist dieser Rauschwert n
(j)
q nahezu unab-
ha¨ngig von q, d.h. n
(j)
q ≈ n(j), q = 0, . . . , Qc − 1, so dass jedes Symbol eine beinahe
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identische Sto¨rung erfa¨hrt. Werden bipolare Symbole betrachtet, die als gleichwahrschein-
lich angenommen werden, ist der Rauschwert sehr gering. Das Prinzip ist in Abbildung
5.7 beispielhaft anhand zweier Teilnehmersignale mit der Symbolblockla¨nge Qc = 3 und
Qz = 4 und der Wiederholrate L + L∆ = 5 veranschaulicht. Abbildung 5.8 zeigt wie die
Tra¨gerfrequenzen zweier Teilnehmersignale mit den unterschiedlichen Symbolblockla¨ngen
Qc = 3 und Qz = 4 zueinander liegen. Es wird deutlich, dass jede Tra¨gerfrequenz des
zusa¨tzlichen Signals nur eine Tra¨gerfrequenz eines anderen Teilnehmers sto¨rt. Und damit
sto¨rt das zusa¨tzliche Signal nicht ein Teilnehmersignal massiv, sondern mehrere Signale
nur geringfu¨gig. Wendet man dieses Prinzip auf benachbarte Zellen in einem zellularen
Mobilfunksystem an, so werden“worst-case”-Interferenzen vermieden. Anstelle der starken
Gleichkanalsto¨rungen bestimmter Teilnehmersignale treten geringfu¨gige Sto¨rungen aller
Teilnehmersignale einer Zelle.
5.9 Zusammenstellung der Eigenschaften
IFDMA ist ein breitbandiges orthogonales Vielfachzugriﬀsverfahren, das sich sehr gut fu¨r
den Einsatz in Mobilfunksystemen eignet und entscheidende Vorteile gegenu¨ber ande-
ren Vielfachzugriﬀsverfahren fu¨r den Mobilfunk besitzt. Kompression und Wiederholung
der Informationssymbole im Zeitbereich bewirken, dass die Tra¨gerfrequenzen a¨quidistant
u¨ber die gesamte Bandbreite verteilt werden. Ist der Abstand der Tra¨gerfrequenzen gro¨-
ßer als die Koha¨renzbandbreite des Kanals, erfolgt damit die U¨bertragung auf mehreren
unabha¨ngigen schmalbandigen Tra¨gern. Aufgrund dieser Multicarrier-Komponente wird
in frequenzselektiven Mobilfunkkana¨len ein Gewinn durch Frequenz-Diversity erzielt. Die
Trennung der Teilnehmersignale erfolgt durch die Multiplikation des IFDMA-Vektors mit
dem teilnehmerspeziﬁschen Phasenvektor. Die Tra¨gerfrequenzen der verschiedenen Teil-
nehmersignale sind zueinander orthogonal. Zudem bleibt die Orthogonalita¨t der Emp-
fangsvektoren auch in einem zeitdispersiven Mobilfunkkanal erhalten, wodurch MAI in-
nerhalb einer Mobilfunkzelle vermieden wird.
Ein weiterer Vorteile von IFDMA ist die kontinuierliche U¨bertragung, wodurch zeitlich
eine gleichma¨ßige Verteilung der Sendeleistung erzielt und die Synchronisation verein-
facht wird. Da die Konstruktion des IFDMA-Sendesignals im Zeitbereich erfolgt, besitzt
das Sendesignal im Zeitbereich eine konstante Einhu¨llende und damit einen minimalen
Crestfaktor. Dadurch werden Verzerrungen am Ausgang eines nichtlinearen Sendeversta¨r-
kers weitgehend vermieden. Interferenzen aus dem vorangegangenen Symbolblock werden
durch das Schutzintervall vermieden, wenn dessen La¨nge ausreichend groß gewa¨hlt wird.
Zudem ermo¨glicht das Schutzintervall die Anforderung an die Zeitsynchronisation zu redu-
zieren. Durch die Wahl unterschiedlicher Symbolblockla¨ngen in verschiedenen Funkzellen
ko¨nnen “worst-case”-Interferenzen durch Gleichkanalsto¨rungen aus Nachbarzellen vermie-
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den werden. Dieses Verfahren eignet sich auch dazu, in einer “fully-loaded”Mobilfunkzelle
zusa¨tzliche Teilnehmer senden zu lassen. Die dadurch verursachten Sto¨rungen wirken sich
nicht als “worst-case”-Interferenz auf einen Teilnehmer aus, sondern als Rauschen auf alle.
Die oben erwa¨hnten Vorteile werden durch das Auftreten von ISI erkauft. Dieser Eﬀekt,
der in gleichem Maße wie bei TDMA mit gleichem Kompressionsfaktor auftritt, kann
durch den Einsatz von Entzerrern am IFDMA-Empfa¨nger deutlich reduziert werden. Zur
Entzerrung ko¨nnen bekannte Standardtechniken [Pro89] angewendet werden, die von der
einfachen linearen Entzerrung u¨ber die Detektion mit Entscheidungsru¨ckkopplung (DFE)
bis hin zur optimalen Entzerrung reichen. Im Gegensatz zu MC-CDMA kann IFDMA ohne
Modiﬁkation sowohl fu¨r den Downlink als auch fu¨r den Uplink eingesetzt werden. Insbe-
sondere kann bei IFDMA dieselbe auf Trainingssymbolen basierende Kanalscha¨tztechnik
im Down- und Uplink angewendet werden.
Kapitel 6
IFDMA-U¨bertragung
In diesem Kapitel werden verschiedene Aspekte der IFDMA-U¨bertragung behandelt.
Zuna¨chst werden die den Simulationen zugrunde liegenden Annahmen und Parame-
tern zusammengestellt. Anschließend wird aufgezeigt, auf welche Weise bei der IFDMA-
U¨bertragung hohe Datenraten erzielt werden ko¨nnen. Somit unterstu¨tzt IFDMA verschie-
dene Datenraten und ist sowohl fu¨r die niederratige Sprachu¨bertragung als auch fu¨r die
ho¨herratige Multimediau¨bertragung einsetzbar. Da es sich bei IFDMA um ein breitban-
diges Vielfachzugriﬀsverfahren handelt, wird Mehrwegegewinn bei der U¨bertragung u¨ber
einen Mobilfunkkanal erzielt. Der maximal mo¨gliche Mehrwegegewinn wird sowohl rechne-
risch als auch mittels Simulationen ermittelt. Aufgrund der Breitbandigkeit des IFDMA-
Verfahrens wird die Mobilfunku¨bertragung durch ISI beeintra¨chtigt. Zur Reduktion der
Sto¨reinﬂu¨sse durch ISI ist eine Entzerrung im Empfa¨nger notwendig, wobei bekannte Stan-
dardverfahren angewendet werden ko¨nnen. Es wird einerseits die optimale ML-Detektion
und anderseits das suboptimale DFE-Verfahren mit IFDMA kombiniert und die Leistungs-
fa¨higkeit von IFDMA unter Verwendung dieser beiden Entzerrerverfahren untersucht.
6.1 U¨bertragungsaspekte und Simulationsparameter
Von zuku¨nftigen Systemen zur Mobilkommunikation wird gewu¨nscht, dass Datenu¨ber-
tragung mit unterschiedlichen Datenraten mo¨glich ist, na¨mlich von niedriger U¨bertra-
gungsrate, wie fu¨r die Sprachu¨bertragung, bis zu ho¨heren U¨bertragungsraten, wie fu¨r die
Anwendung von Multimedia. IFDMA unterstu¨tzt verschiedene Datenraten und ist zur
U¨bertragung sowohl mit niedrigen als auch mit hohen Datenraten einsetzbar.
In dieser Arbeit wird der Schwerpunkt auf Sprachu¨bertragung gelegt als eine typische
Anwendung der Mobilkommunikation. Diese niederratige Datenu¨bertragung ermo¨glicht
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es, dass Monte-Carlo Simulationen mit einem akzeptablen Aufwand durchgefu¨hrt werden
ko¨nnen und damit einen Einblick in die Leistungsfa¨higkeit von IFDMA liefern. In der
gesamten Arbeit haben alle Simulationen die folgenden gemeinsamen Eigenschaften und
Parameter: Alle Simulationen beziehen sich auf eine IFDMA-U¨bertragung innerhalb einer
einzelnen Zelle eines Mobilfunksystems und sind fu¨r die U¨bertragung sowohl im Uplink
als auch im Downlink gu¨ltig, da zwischen den beiden U¨bertragungsrichtungen kein kon-
zeptioneller Unterschied besteht. Alle Teilnehmer i, i = 1, . . . , Nu, u¨bertragen bipolare,
bina¨re Symbole d
(i)
q , q = 0, . . . , Q− 1, d.h. d(i)q ∈ {+1,−1}. Zur Simulation der IFDMA-
U¨bertragung wird die zyklische Faltung gema¨ß Gleichung (5.27) zugrunde gelegt. Die
Chipdauer Tc betra¨gt Tc = 0.8 µs, wodurch eine U¨bertragungsbandbreite von B = 1.25
MHz realisiert wird. Der Mobilfunkkanal wird entsprechend den GSM-Empfehlungen als
ein langsam vera¨nderlicher frequenzselektiver Kanal modelliert [COST207]. Zur Simu-
lation wurde das in [Scm97] vorgeschlagene Modell verwendet, dessen Grundprinzip in
Abschnitt 3.4.2 erla¨utert ist. Insbesondere wird der GSM-Testkanal mit dem VLDS fu¨r
den BU-Testkanal betrachtet, der eine maximale Verzo¨gerungszeit von τmax = 10 µs und
eine Koha¨renzbandbreite von (∆f)c ≈ 225 kHz besitzt. Fu¨r praxisrelevante Werte der
Tra¨gerfrequenz fc = 1.2 GHz und der Geschwindigkeit v ≤ 300 km/h, betra¨gt die Ko-
ha¨renzzeit (∆t)c ≈ 1 ms fu¨r diesen Mobilfunkkanal. Somit bleibt die Orthogonalita¨t fu¨r
die IFDMA-U¨bertragung erhalten, solange die Blockdauer T < 1 ms ist. Dies ist fu¨r alle
Simulationen in dieser Arbeit gewa¨hrleistet. Fu¨r die Simulationen ist es erforderlich, dass
aus den Kanalkoeﬃzienten gema¨ß der GSM-Speziﬁkation, die eine Abtastperiode von Ta
besitzen, neue Kanalkoeﬃzienten mit der Abtastperiode Tc gebildet werden. Die dazu not-
wendige Umrechnung der Kanalkoeﬃzienten sind in Abschnitt 3.4.1 und die Speziﬁkation
der GSM-Testkana¨le sind im Anhang A angegeben. Fu¨r alle Simulationen wird der syn-
chrone Fall angenommen, d.h. alle aktiven Teilnehmer verwenden die gleiche Chipdauer
Tc und sind in der Frequenz exakt und in der Zeit gema¨ß Gleichung (5.26) grob synchro-
nisiert. Wa¨hrend diese Anforderungen fu¨r eine Downlink-U¨bertragung problemlos erfu¨llt
werden ko¨nnen, ist dazu bei einer Uplink-U¨bertragung ein Kontrollsignal notwendig, das
von der Basisstation ausgestrahlt wird. Mit Hilfe dieses Kontrollsignals passen alle Teil-
nehmer in der Mobilfunkzelle ihre U¨bertragung in Chipdauer, Frequenz und Zeit derart
an, dass sich alle Sendesignale an der Basisstation synchron u¨berlagern. In Abschnitt 6.2
und 6.3 wird angenommen, dass der Kanal perfekt gescha¨tzt werden kann und damit
die Kanalimpulsantwort h(i) am Empfa¨nger exakt bekannt ist. In Abschnitt 7.2 dagegen
wird eine kombinierte Kanalscha¨tzung und Entzerrung durchgefu¨hrt. Weiterhin sind alle
Simulationsergebnisse fu¨r ein vollbelastetes IFDMA-System gu¨ltig, d.h. die Anzahl der
gleichzeitig sendenden Teilnehmer ist Nu = L. Hierzu sei angemerkt, dass es aufgrund
der Orthogonalita¨t ausreichend ist, die Simulationen fu¨r einen einzelnen Teilnehmer i
durchzufu¨hren.
Neben der Sprachu¨bertragung ist IFDMA auch fu¨r Anwendungen mit hohen Datenraten
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geeignet. Dies kann bei der IFDMA-U¨bertragung auf verschiedene Weise erzielt werden:
• Kombination von mehreren physikalischen Teilnehmerkana¨len zu einem
logischen Teilnehmerkanal:
Diese Standardtechnik, um ho¨here Datenraten zu erreichen, wird auch in anderen
Vielfachzugriﬀsverfahren verwendet. Bei IFDMA ist diese Technik besonders leicht
durchzufu¨hren.
• Vergro¨ßerung der U¨bertragungsbandbreite:
Betrachtet wird ein fester Spreizfaktor G, wie er in Gleichung (5.9) deﬁniert ist.
Ein Vergro¨ßern der U¨bertragungsbandbreite und damit ein Verkleinern der Chip-
dauer Tc ermo¨glicht eine U¨bertragung mit einer ho¨heren Symbolrate Rs = 1/Ts.
Konsequenterweise kann die La¨nge Q des Symbolvektors vergro¨ßert werden. Dabei
ist lediglich zu beachten, dass die Blockdauer T = QTs kleiner als die Koha¨renzzeit
(∆t)c des Kanals bleibt, um die Orthogonalita¨t zu erhalten.
• Verwendung von M-wertigen Modulationsverfahren:
In IFDMA sind nicht nur bina¨re sondern auch komplexe Symbole mo¨glich und so-
mit M-wertige Modulationsverfahren. Dazu sei angemerkt, dass die verwendeten
Modulationsverfahren fu¨r IFDMA linear sein mu¨ssen, um die Orthogonalita¨t zu
gewa¨hrleisten.
Zusammenfassend sei gesagt, dass IFDMA fu¨r zuku¨nftige Systeme der Mobilkommunika-
tion, in denen eine U¨bertragung sowohl mit hohen als auch niedrigen Datenraten gefordert
wird, geeignet ist, da IFDMA fu¨r beide Arten anwendbar ist.
6.2 Matched-Filter-Bounds fu¨r die Mobilfunku¨ber-
tragung
Bei der IFDMA-U¨bertragung u¨ber einen Mobilfunkkanal wird ein Mehrwegegewinn (“Fre-
quency Diversity Gain”) erzielt, da das System als ein breitbandiges Mehrtra¨geru¨bertra-
gungssystem betrachtet werden kann. Jedem Teilnehmer i, i = 1, . . . , Nu, wird fu¨r die
U¨bertragung eines Symbolvektors d(i) der La¨nge Q eine Menge von Q Tra¨gerfrequenzen
zugeordnet. Die Tra¨gerfrequenzmenge eines Teilnehmers i ist so gewa¨hlt, dass sie ortho-
gonal zu den Tra¨gerfrequenzen aller anderen Teilnehmer ist. Weiterhin sind die Q Tra¨-
gerfrequenzen u¨ber die gesamte U¨bertragungsbandbreite B gleichma¨ßig verteilt, um einen
gro¨ßtmo¨glichen Mehrwegegewinn zu erzielen. Der daraus resultierende Abstand ∆fset zwi-
schen den Q Tra¨gerfrequenzen betra¨gt
∆fset =
B
Q
. (6.1)
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Hierzu sei angemerkt, dass jedes Symbol d
(i)
q , q = 0, ..., Q − 1, des Symbolvektors d(i)
auf allen Q Tra¨gerfrequenzen u¨bertragen wird und somit u¨ber die gesamte U¨bertragungs-
bandbreite B verteilt ist.
Die maximale Anzahl aktiver Teilnehmer in einem IFDMA-System ist Nu = L. Darum
gibt es insgesamt QL Tra¨gerfrequenzen, wodurch der kleinste Tra¨gerfrequenzabstand ∆f
innerhalb des IFDMA-Systems
∆f = BT =
B
Q · L (6.2)
betra¨gt und a¨quivalent zur Bandbreite BT eines einzigen Tra¨gersignals ist. Der Tra¨gerfre-
quenzabstand ∆f garantiert die Orthogonalita¨t zwischen den Tra¨gerfrequenzmengen, wie
in Abbildung 5.3 veranschaulicht. Fu¨r die Bandbreite BT der einzelnen Tra¨gersignale wird
angenommen, dass sie klein im Vergleich zu der Koha¨renzbandbreite (∆f)c des Kanals ist
BT 	 (∆f)c . (6.3)
Dadurch wird gewa¨hrleistet, dass die einzelnen Tra¨gersignale nicht-frequenzselektiven Fa-
ding, also Rayleigh-Fading, unterliegen. Gilt daru¨ber hinaus auch noch
∆fset  (∆f)c , (6.4)
kann das Rayleigh-Fading auf den einzelnen Tra¨gersignalen als voneinander statistisch
unabha¨ngig angenommen werden. Diese Annahme ist gu¨ltig fu¨r IFDMA-Parameter, die
von praktischem Interesse sind, wie spa¨ter gezeigt wird.
Oﬀensichtlich kann der Mehrwegegewinn vergro¨ßert werden, indem die La¨nge Q des Sym-
bolvektors d(i) vergro¨ßert wird, da dadurch die Anzahl der Tra¨gerfrequenzen innerhalb
einer Tra¨gerfrequenzmenge erho¨ht wird. Bei gleichbleibender Bandbreite B verringert sich
jedoch gema¨ß Gleichung (6.1) der Frequenzabstand ∆fset. Ist der Abstand ∆fset nicht
mehr groß gegenu¨ber der Koha¨renzbandbreite (∆f)c des Kanals, gilt also
∆fset  (∆f)c , (6.5)
dann sind die Rayleigh-Fading-Prozesse auf den einzelnen Tra¨gersignalen nicht mehr sta-
tistisch unabha¨ngig voneinander. Dadurch tritt ein Sa¨ttigungseﬀekt fu¨r den erreichbaren
Mehrwegegewinn auf. Der maximale Mehrwegegewinn D ist abha¨ngig von der U¨bertra-
gungsbandbreite B und der Koha¨renzbandbreite (∆f)c des Kanals und kann abgescha¨tzt
werden durch [Pro89]
D ≈ B
(∆f)c
. (6.6)
Um den exakten Mehrwegegewinn D zu ermitteln, der mit IFDMA erreichbar ist, wird die
Matched-Filter-Bound (MFB) fu¨r uncodierte IFDMA-U¨bertragung simuliert. Die MFB
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Abbildung 6.1: Simulierte BER fu¨r Q = 1, 2, 4, 8 im Vergleich mit der theoretischen
BER der Mehrwegeu¨bertragung mit D = 1, 2, 4, 8.
stellt die Leistungsfa¨higkeit des Systems mit einem Matched-Filter-Empfa¨nger gema¨ß
Gleichung (5.34) unter idealen Bedingungen dar, d.h. ohne Beeintra¨chtigung durch ISI.
Somit erha¨lt man eine Grenzkurve, die die bestmo¨gliche IFDMA-Leistungsfa¨higkeit oh-
ne ISI-Eﬀekte fu¨r gegebene Parameter und einen bestimmten U¨bertragungskanal aufzeigt.
Die Simulation der ISI-freien IFDMA-U¨bertragung wird durch Betrachtung einer IFDMA-
U¨bertragung mit isolierten Symbolen erreicht. Der Simulation liegt der GSM-Testkanal
BU mit einer Koha¨renzbandbreite von ungefa¨hr (∆f)c ≈ 225 kHz zugrunde. Somit ergibt
sich nach Gleichung (6.6) bei dem GSM-Testkanal BU mit einer U¨bertragungsbandbreite
von B = 1.25 MHz ein Mehrwegegewinn D von circa D = 5...6.
Im Folgenden wird die Abha¨ngigkeit zwischen der Anzahl Q der Tra¨gerfrequenzen und des
erreichbaren Mehrwegegewinns fu¨r die Werte Q = 1, 2, 4, 8 untersucht. Um fu¨r alle Simu-
lationen vergleichbare Bedingungen zu gewa¨hrleisten, wird die Tra¨gerfrequenzbandbreite
BT konstant auf BT = 2.44 kHz gehalten. Dies wird nach Gleichung (6.2) erreicht, indem
das Produkt QL konstant zu QL = 512 gewa¨hlt wird. Die korrespondierenden Werte L er-
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Abbildung 6.2: Simulierte BER fu¨r L = 64 und Q = 8, 16, 32 im Vergleich mit der
theoretischen BER der Mehrwegeu¨bertragung mit D = 8.
geben sich zu L = 512, 256, 128, 64. Die Simulationsergebnisse sind als Bitfehlerrate (“Bit
Error Rate”, BER) Pb(γb) in Abha¨ngigkeit des Signalgera¨uschabstands (“Signal-to-Noise
Ratio”, SNR) γb = Eb/N0 in Abbildung 6.1 dargestellt, wobei Eb die mittlere empfangene
Signalenergie pro bina¨rem Symbol ist. U¨berdies sind die theoretischen BER-Kurven fu¨r
eine Mehrwegeu¨bertragung u¨ber D = 1, 2, 4, 8 statistisch unabha¨ngige Rayleighschwund-
kana¨len in Abbildung 6.1 eingezeichnet [Pro89]. Fu¨r Q = 1, 2, 4 stimmen die Simulations-
ergebnisse sehr gut mit den theoretischen BER-Kurven fu¨r D = 1, 2, 4 u¨berein. Das Simu-
lationsergebnis fu¨r Q = 8 ist jedoch etwas schlechter als die theoretische BER-Kurve fu¨r
D = 8, was auf eine mo¨gliche Sa¨ttigung des Mehrwegegewinns hinweist. Es sei angemerkt,
dass die Simulationen mit einem Abtastwert pro bina¨ren Symbol erfolgen, wodurch Eﬀek-
te, die durch verschiedene Sendesignalformen hervorgerufen werden, nicht beru¨cksichtigt
werden. Der Mehrwegegewinn mit IFDMA, der unter Beru¨cksichtigung des Einﬂusses der
Sendesignalform erreichbar ist, ist in [SmD98] untersucht und diskutiert worden.
Fu¨r eine detailliertere Untersuchung u¨ber die Sa¨ttigung des Mehrwegegewinns, wie sie
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sich in Abbildung 6.1 abzeichnet, werden erga¨nzende Simulationen fu¨r L = 64 betrachtet.
Die Anzahl Q der Tra¨gerfrequenzen wird auf Q = 16 und Q = 32 vergro¨ßert. Die Simula-
tionsergebnisse sind zusammen mit der theoretischen Kurve fu¨r D = 8 in Abbildung 6.2
dargestellt. Wird Q auf Werte Q > 8 erho¨ht, werden dennoch keine substantiellen Lei-
stungsverbesserungen mehr erreicht. Aufgrund der Vergro¨ßerung von Q verkleinert sich
der Abstand ∆fset bis er nicht mehr groß gegenu¨ber der Koha¨renzbandbreite (∆f)c des
Kanals ist. Das bedeutet, dass mit zunehmenden Q die Rayleighschwundprozesse der ein-
zelnen Tra¨gersignale nicht mehr statistisch unabha¨ngig voneinander sind, sondern immer
sta¨rker korreliert, wodurch ein Sa¨ttigungseﬀekt beim Mehrwegegewinn auftritt.
A¨hnliche Simulationsergebnisse erha¨lt man bei der Betrachtung der anderen GSM-
Testkana¨le. Zusammenfassend la¨sst sich sagen, dass der Mehrwegegewinn abha¨ngig von
der Anzahl Q der Tra¨gerfrequenzen ist. Je gro¨ßer Q ist, desto gro¨ßer ist der erreichbare
Mehrwegegewinn. Jedoch ist dieser begrenzt und fu¨r eine IFDMA-U¨bertragung mit den
obigen Parametern wird ein maximaler Mehrwegegewinn schon fu¨r eine kleine Anzahl von
Q = 8 Tra¨gerfrequenzen erreicht.
6.3 Optimale und suboptimale Entzerrung
Die IFDMA-U¨bertragung u¨ber einen Mobilfunkkanal wird durch ISI beeintra¨chtigt. Zur
Reduktion der Sto¨reinﬂu¨sse durch ISI ist eine Entzerrung im Empfa¨nger notwendig, wobei
bekannte Standardverfahren [Pro89] angewendet werden ko¨nnen. Im Folgenden wird ei-
nerseits die optimale ML-Detektion und anderseits der suboptimale DFE betrachtet und
die Leistungsfa¨higkeit von IFDMA mit diesen beiden Entzerrerverfahren untersucht.
6.3.1 Maximum-Likelihood (ML) Detektion
Bei der IFDMA-U¨bertragung u¨ber einen Mobilfunkkanal ist die Anzahl N der sto¨renden
Symbole durch Gleichung (5.33) gegeben und kann nicht gro¨ßer als die Blockla¨nge Q wer-
den. Wie im vorangegangenen Abschnitt gezeigt wurde, ist der Gewinn durch Frequenz-
Diversity begrenzt und bei der IFDMA-U¨bertragung fast maximal fu¨r Q = 8. Hierfu¨r ist
ML-Detektion am Empfa¨nger praktikabel, da fu¨r jeden Nutzer i, i = 1, . . . , Nu, maximal
Np = 2
Q = 256 mo¨gliche Symbolvektoren d(i,p), p = 1, . . . , Np, verglichen werden mu¨ssen,
um fu¨r den gesendeten Symbolvektor d(i) den Vektor dˆ(i) mit den optimalen Scha¨tzwerten
zu ﬁnden. Wird eine rauschfreie U¨bertragung fu¨r alle mo¨glichen gesendeten Symbolvek-
toren d(i,p) betrachtet, erha¨lt man nach Gleichung (5.27) den rauschfreien demodulierten
Vektor r(i,p) gema¨ß
r(i,p) =
L
L+ L∆
d(i,p)  h˜(i) , i = 1, . . . , Nu ; p = 1, . . . , Np , (6.7)
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da fu¨r den Rauschvektor n˜ = 0 gilt. Der mo¨gliche gesendete Symbolvektor d(i,p), der
den quadratischen Euklidischen Abstand zwischen dem korrespondierenden rauschfreien
demodulierten Empfangsvektor r(i,p) und dem empfangenen verrauschten demodulierten
Empfangsvektor r(i) minimiert, ist der optimale Scha¨tzvektor dˆ(i) = d(i,p) zu dem ge-
sendeten Symbolvektor d(i). Die ML-Detektion la¨sst sich somit wie folgt mathematisch
formulieren:
Suche: min
p
{
δ2p =
∥∥r(i) − r(i,p)∥∥2 , ∀ p = 1, ..., Np} (6.8)
Fu¨r die Simulation wird eine IFDMA-U¨bertragung u¨ber den GSM-Testkanal BU mit
Nu = L gleichzeitig sendenden Teilnehmern betrachtet. Die Geda¨chtnisla¨nge des Kanals
ist gema¨ß Gleichung (3.16) M = 13 und die Parameter werden zu Q = 8, G=L+L∆ = 64
und L∆ = 2 gewa¨hlt. Folglich ergibt sich fu¨r die Symboldauer Ts = 51.2 µs, die Blockdau-
er T = 409.6 µs und das Schutzintervall T∆ = 12.8 µs. Mit dieser Wahl der Parameter ist
die Bedingung in Gleichung (5.7) erfu¨llt und die Anzahl N der sto¨renden Symbole ergibt
sich nach Gleichung (5.33) zu N = Q = 8. Abbildung 6.3 zeigt die Simulationsergeb-
nisse fu¨r IFDMA mit ML-Detektion dargestellt als BER in Abha¨ngigkeit des SNR. Zum
Vergleich sind das Simulationsergebnis einer MC-CDMA U¨bertragung unter Verwendung
vergleichbarer U¨bertragungsparameter [SmK96] und die korrespondierende MFB aus dem
vorangegangenen Abschnitt eingezeichnet. Daru¨ber hinaus ist auch das Simulationsergeb-
nis einer IFDMA-U¨bertragung ohne Entzerrung angegeben, das unter Verwendung eines
Matched-Filter-Empfa¨ngers gema¨ß Gleichung (5.34) erzielt worden ist und aufgrund der
starken ISI eine schlechte Performance aufweist. Im Gegensatz hierzu, fu¨hrt die IFDMA-
U¨bertragung mit ML-Detektion zu einer betra¨chtlichen Leistungsverbesserung. Auch im
Vergleich zu MC-CDMA mit ML Multi-User Detektion sind die Ergebnisse fu¨r IFDMA
besser. Fu¨r Fehlerwahrscheinlichkeiten von Pb(γb) = 10
−3 und Pb(γb) = 10−4 werden Ge-
winne von 0.8 dB bzw. 2.5 dB gegenu¨ber MC-CDMA erreicht. Es sei angemerkt, dass auch
mit ML-Detektion, der bestmo¨glichen Empfa¨ngerstrategie, es nicht mo¨glich ist, die MFB
zu erreichen. Dieser Eﬀekt ist a¨hnlich wie im Falle von MC-CDMA mit ML Multi-User
Detektion zur Beka¨mpfung der MAI [SmK96].
Ein anderer Ansatz zur Entzerrung fu¨r IFDMA basiert auf Gleichung (5.27). Aufgrund
der zyklischen Faltung ergibt sich eine Situation a¨quivalent zur Decodierung von “tail
biting”-Faltungscodes [MaW86]. Folglich ko¨nnen dieselben Methoden, die zur Decodierung
von “tail biting”-Faltungscodes vorgeschlagen worden sind, zur Entzerrung am Empfa¨n-
ger eines IFDMA-Systems herangezogen werden. Der optimale Decoder fu¨r “tail biting”-
Faltungscodes und verschiedene suboptimale Decoderstrukturen, die alle auf dem Viterbi-
Algorithmus basieren, sind in [MaW86, WaB89] beschrieben. Die auf der Basis von Deco-
derstrukturen fu¨r “tail biting”-Faltungscodes arbeitenden Entzerrertechniken ko¨nnen sehr
eﬃzient angewendet werden, wenn die Anzahl N der u¨bersprechenden Symbole durch
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Abbildung 6.3: Simulierte BER fu¨r IFDMA mit und ohne Entzerrung im Vergleich mit
der korrespondierenden MFB und der simulierten BER fu¨r MC-CDMA mit ML Multi-
User Detektion; Q = 8, G = 64, L∆ = 2.
die Kanalimpulsantwortla¨nge M bestimmt wird und klein ist, d.h. N ≤ 8. Nach Glei-
chung (5.33) erlaubt dies eine U¨bertragung von Blo¨cken mit einer großen Anzahl Q von
Symbolen.
6.3.2 Decision-Feedback-Equalizer (DFE)
Ist die Anzahl N der u¨bersprechenden Symbole groß, d.h. N > 8, sind ML-Detektion
oder Entzerrertechniken, die auf dem Viterbi-Algorithmus basieren, aufgrund der Begren-
zung durch die Komplexita¨t nicht mehr anwendbar. Suboptimale Entzerrertechniken, wie
lineare Entzerrung oder DFE [Pro89, Qur85], ko¨nnen jedoch eingesetzt werden. Im Folgen-
den wird der DFE als eine vielversprechende Entzerrertechnik mit geringer Komplexita¨t
genauer untersucht.
Im Vergleich zu ML-Detektion oder Entzerrertechniken, die auf dem Viterbi-Algorithmus
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Abbildung 6.4: Prinzip des DFE
beruhen, basiert der DFE nicht auf Zusta¨nden, die aus dem Geda¨chtnis des Kanals re-
sultieren, sondern er benutzt die schon detektierten Symbole, um die ISI zu eliminieren.
Hierfu¨r besitzt der DFE zusa¨tzlich zum Vorﬁlter (“Feedforward Part”), wie es auch beim
linearen Entzerrer verwendet wird, noch ein Ru¨ckkopplungsﬁlter (“Feedback Part”), um
den Scha¨tzvektor dˆ(i) fu¨r die Q Symbole d
(i)
q , q = 0, . . . , Q− 1, eines U¨bertragungsblocks
des Teilnehmers i zu bestimmen. Das Prinzip des DFE ist in Abbildung 6.4 dargestellt.
Um den wertkontinuierlichen Scha¨tzwert d˜
(i)
q vor der Detektion zu berechnen, benutzt das
Vorﬁlter die am Eingang anliegenden demodulierten Softwerte r
(i)
(q−k) mod Q, k = 0, .., Q−1,
gema¨ß Gleichung (5.30). Das Ru¨ckkopplungsﬁlter dagegen verwendet die (Q− 1) bereits
entschiedenen Scha¨tzwerte dˆ
(i)
(q−k) mod Q, k = 1, ..., Q−1. Ein Teil der ISI im Scha¨tzwert d˜(i)q
des gesendeten Symbols d
(i)
q wird durch Ru¨ckkopplung der bereits detektierten Symbole
dˆ
(i)
(q−k), k ≥ 1, eliminiert. Der Scha¨tzwert d˜(i)q bestimmt sich somit aus
d˜(i)q =
0∑
k=−KV
a
(i)
k · r(i)(q−k) mod Q +
KR∑
k=1
a
(i)
k · dˆ(i)(q−k) mod Q , (6.9)
wobei a
(i)
k , k = −KV , . . . , 0, die Koeﬃzienten des Vorﬁlters und a(i)k , k = 1, . . . , KR, die
Koeﬃzienten des Ru¨ckkopplungsﬁlters sind. Aufgrund der anschließenden Detektion ist
der DFE nichtlinear. Im Falle von gesendeten BPSK-Symbolen reduziert sich die Detektion
auf eine einfache Schwellwertentscheidung gema¨ß Gleichung (5.32).
Der Koeﬃzientenvektor a(i) = [a
(i)
−KV , . . . , a
(i)
−1, a
(i)
0 , . . . a
(i)
KR
]T wird ermittelt, indem der
mittlere quadratische Fehler (“Mean-Square-Error”, MSE) zwischen dem bereits detektier-
ten Symbolscha¨tzvektor dˆ(i) und dem Scha¨tzwert d˜(i)minimiert wird. Unter der Annahme,
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dass der Symbolscha¨tzvektor korrekt ist, d.h. dˆ(i) = d(i), resultiert der folgende Ansatz
a(i) = argmin
a(i)
E
{
||d(i) − d˜(i)||2
}
(6.10)
fu¨r die Bestimmung des Koeﬃzientenvektors a(i). Nach [Pro89] ergeben sich hieraus fu¨r
die Koeﬃzienten a
(i)
k , k = −KV , . . . , 0, des Vorﬁlters die folgenden linearen Gleichungen
0∑
k=−KV
ψ
(i)
m,k · a(i)k = h˜(i)
∗
−m , m = −KV , . . . , 0 , (6.11)
wobei
ψ
(i)
m,k =
L
(L+ L∆)
−m∑
l=0
h˜
(i)∗
l · h˜(i)l+m−k +N0 · E{d(i)m d(i)
∗
k } , m, k = −KV , . . . , 0 (6.12)
ist. Aufgrund der Annahme, dass die Symbole des Vektors d(i) unkorreliert sind, gilt
E{d(i)m d(i)
∗
k } =
{
1 fu¨r m = k
0 sonst
. (6.13)
Das lineare Gleichungssystem aus (6.11) la¨sst sich in der Matrix/Vektor-Schreibweise zu-
sammenfassen zu
Ψ(i) · a(i)V = h˜(i)
∗
, (6.14)
wobei a
(i)
V = [a
(i)
0 , a
(i)
−1, . . . , a
(i)
−KV ]
T der Koeﬃzientenvektor des Vorﬁlters, h˜(i)
∗
=
[h˜
(i)∗
0 , h˜
(i)∗
1 , . . . , h˜
(i)∗
KV
]T der konjugiert komplexe modiﬁzierte Impulsantwortvektor der
La¨nge (KV + 1) und Ψ
(i) eine Hermitesche Matrix
Ψ(i) =


ψ
(i)
0,0 ψ
(i)
0,−1 · · · ψ(i)0,−KV
ψ
(i)
−1,0 ψ
(i)
−1,−1 · · · ψ(i)−1,−KV
...
...
...
...
ψ
(i)
−KV ,0 ψ
(i)
−KV ,−1 · · · ψ
(i)
−KV ,−KV

 , (6.15)
ist, da diese die Bedingung
ψ
(i)
m,k = ψ
(i)∗
k,m , m, k = −KV , . . . , 0 (6.16)
erfu¨llt. Mit Hilfe des Cholesky-Faktorisierung kann die Matrix Ψ(i) invertiert werden, so
dass der optimale Vektor a
(i)
V aus
a
(i)
V = Ψ
(i)−1 · h˜(i)∗ . (6.17)
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berechnet werden kann. Der Koeﬃzientenvektor a
(i)
R = [a
(i)
1 , a
(i)
2 , . . . , a
(i)
KR
]T des Ru¨ckkopp-
lungsﬁlters ist nur abha¨ngig von den Koeﬃzienten des Vorﬁlters. Die Elemente a
(i)
k des
Vektors a
(i)
R bestimmen sich zu [Pro89]
a
(i)
k = −
L
L+ L∆
0∑
j=−KV
a
(i)
j · h˜k−j , k = 1, . . . , KR . (6.18)
Bei der IFDMA-U¨bertragung ist die maximale Anzahl der sto¨renden Symbole N = Q−1.
Daher kann die ISI bereits vollsta¨ndig beru¨cksichtigt werden, wenn fu¨r die La¨nge KR des
Ru¨ckkopplungsﬁlters
KR = Q− 1 . (6.19)
gewa¨hlt wird. Da die zyklische Impulsantwort gema¨ß Gleichung (5.28) maximal die La¨n-
ge Q hat, sind KV + 1 = Q Koeﬃzienten fu¨r das Vorﬁlter ausreichend. Die Wahl der
Parameter KV und KR ergibt sich bei IFDMA folglich zu
KV = KR = Q− 1 . (6.20)
Fehlerquellen dafu¨r, dass die ISI nicht komplett eliminiert wird, sind die nicht perfekte
Kanalscha¨tzung und die nicht exakt bekannte Varianz N0 des Rauschens.
Aufgrund der zyklischen Faltung sind mehrere aufeinanderfolgende Iterationen des DFE
notwendig, um den endgu¨ltigen Scha¨tzvektor dˆ(i) zu bekommen. Simulationen haben ge-
zeigt, dass bereits zwei bis drei Iterationen ausreichen, um nahezu optimale Ergebnisse zu
erzielen. Weitere Iterationen fu¨hren zu keinen relevanten Verbesserungen mehr [Gra98].
Ein wichtiger Punkt beim Einsatz des DFE zur Entzerrung ist die Initialisierung des Ru¨ck-
kopplungsﬁlters. Zur Bestimmung der Anfangswerte fu¨r das Ru¨ckkopplungsﬁlter werden
drei verschiedene Varianten untersucht: Bei der einfachsten Variante werden, fu¨r die er-
ste Iteration des DFE alle Anfangswerte zu Null gesetzt (“zero setting”), d.h. dˆ(i) = 0.
Die zweite, verbesserte Variante bestimmt den Initialisierungsvektor dˆ(i) durch lineare
Entzerrung. Mit dem dritten und komplexesten Ansatz wird eine weitere Verbesserung
erzielt, indem die k unwahrscheinlichsten Symbolscha¨tzwerte, die die lineare Entzerrung
fu¨r den Initialisierungsvektor dˆ(i) liefert, durch alle 2k mo¨glichen Symbolkombinationen
ersetzt werden und die beste Kombination entsprechend dem ML-Kriterium ausgewa¨hlt
wird. Aufgrund der Komplexita¨t ist eine Begrenzung auf k ≤ 8 notwendig.
Abbildung 6.5 zeigt die Simulationsergebnisse fu¨r den DFE unter Beru¨cksichtigung der
drei Varianten zur Bestimmung des Initialisierungsvektors fu¨r das Ru¨ckkopplungsﬁlter,
wie sie oben beschrieben sind. Fu¨r die Simulationen wird der GSM-Testkanal BU verwen-
det und die Parameter zu Q = 32, G = L + L∆ = 16, und L∆ = 1 gewa¨hlt. Die Band-
breite wird zu B = 1.25 MHz festgesetzt, so dass Tc = 0.8 µs, Ts = 12.8 µs, T = 409.6
58 KAPITEL 6. IFDMA-U¨BERTRAGUNG
0 5 10 15 20
SNR in dB
10−6
10−5
10−4
10−3
10−2
10−1
100
Bi
t E
rro
r R
at
e
Zero setting
Linear Filter
Improved lin. Filter
E  / Nb       0
dB
Bi
t E
rro
r R
at
e
r  s tti
i res Filter
Erweit rtes lin. Filter
Abbildung 6.5: Simulierte BER fu¨r IFDMA unter Verwendung von DFE mit verschie-
denen Ansa¨tzen zur Bestimmung des Initialisierungsvektors fu¨r das Ru¨ckkopplungsﬁlter;
Q = 32, G = 16, L∆ = 1.
µs, T∆ = 25.6 µs und N = 13 gilt. Der DFE mit dem Initialisierungsvektor dˆ
(i) = 0
zeigt die schlechtesten Ergebnisse. Es ist nicht mo¨glich, eine BER unter Pb(γb) = 10
−4
zu erlangen. Fu¨r SNR-Werte oberhalb von γb = 16 dB lassen sich keine weiteren Verbes-
serungen erzielen. Der Grund hierfu¨r liegt darin, dass in die Berechnung des Vorﬁlters
der SNR-Wert explizit eingeht, dadurch wird der Fehler des falsch angenommen Initiali-
sierungsvektors dˆ(i) = 0 bei großem SNR la¨nger mitgeschleift als bei kleinem SNR. Fu¨r
den Fall, dass der Initialisierungsvektor dˆ(i) durch ein lineares Filter ermittelt wird, ist
eine beachtliche Leistungsverbesserung zu beobachten, insbesondere bei gro¨ßeren SNR-
Werten. Das Vergro¨ßern des SNR bewirkt eine stetige Leistungsverbesserung. Um das
Verbesserungspotenzial der dritten Mo¨glichkeit abzuscha¨tzen, wird mit k = 8 eine sehr
hohe Komplexita¨t fu¨r die Bestimmung des Initialisierungsvektors eingesetzt. Die resultie-
rende zusa¨tzliche Verbesserung ist jedoch trotz der erheblichen Komplexita¨tssteigerung
nur sehr gering. Aus diesem Grund wird vorgeschlagen, den zweiten Ansatz zur Bestim-
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Abbildung 6.6: Simulierte BER fu¨r IFDMA unter Verwendung von DFE mit Bestim-
mung des Initialisierungsvektors fu¨r das Ru¨ckkopplungsﬁlter durch ein lineares Filter im
Vergleich zu IFDMA mit ML-Detektion; Q = 8, G = 64, L∆ = 2.
mung des Initialisierungsvektors zu verwenden, der einen sehr guten Kompromiss zwischen
Komplexita¨t und Leistungsfa¨higkeit darstellt. A¨hnliche Resultate erha¨lt man auch fu¨r die
anderen GSM-Testkana¨le [Gra98].
Der Vergleich zwischen ML-Detektion und dem DFE, dem ein lineares Filter zur Be-
stimmung des Initialisierungsvektors vorgeschaltet ist, ist in Abbildung 6.6 dargestellt. In
diesem Fall sind die IFDMA-Parameter zu Q = 8, G = L+L∆ = 64 und L∆ = 2 gewa¨hlt,
um dieselben Parameter wie fu¨r die Simulationen mit ML-Detektion zu benutzen. Es sei
angemerkt, dass bei Verwendung einer kurzen Blockla¨nge Q der DFE schlechtere Ergeb-
nisse liefert als fu¨r gro¨ßere La¨ngen Q. Es zeigt sich dennoch, dass der DFE im Vergleich
zur optimalen Entzerrung eine recht gute Leistungsfa¨higkeit bei einer sehr viel geringeren
Komplexita¨t besitzt. Fu¨r eine BER von Pb(γb) = 10
−4 ist nur ein ma¨ßiger Leistungsverlust
von ungefa¨hr 2.9 dB zu verzeichnen.
Kapitel 7
Kombinierte Kanalscha¨tzung und
Entzerrung
Wie bereits im vorangegangenen Kapitel beschrieben ist der durch ISI verursachte Ein-
ﬂuss des Mobilfunkkanals auf das U¨bertragungssignal um so sta¨rker, je breitbandiger das
Sendesignal ist. Der durch ISI hervorgerufene Leistungsverlust kann jedoch am Empfa¨n-
ger durch den Einsatz eines Entzerrers drastisch reduziert werden, wie in Abschnitt 6.3
dargestellt. Um eine Entzerrung durchfu¨hren zu ko¨nnen, ist am Empfa¨nger die Kenntnis
u¨ber die Kanalimpulsantwort notwendig. Um diese zu erhalten, muss eine Kanalscha¨t-
zung durchgefu¨hrt werden. In dieser Arbeit wurde bisher angenommen, dass aufgrund ei-
ner perfekten Kanalscha¨tzung die Kanalimpulsantwort am Empfa¨nger exakt bekannt ist.
Tatsa¨chlich aber liegen am Empfa¨nger nur Scha¨tzwerte fu¨r die Kanalimpulsantwort vor.
Im Folgenden werden Entzerrung und Kanalscha¨tzung gemeinsam betrachtet. Insbeson-
dere wird ein kombiniertes Verfahren vorgeschlagen, das Kanalscha¨tzung und Entzerrung
gemeinsam in einem Zustandsdiagramm (“Trellis”) mit reduzierten Zusta¨nden (“Reduced
State Diagram”) ausfu¨hrt, da eine getrennte Betrachtung von Entzerrung und Kanal-
scha¨tzung niemals optimal sein kann. Im Vergleich zu getrennter Kanalscha¨tzung und
Entzerrung erlaubt das vorgeschlagene Verfahren sowohl die Redundanz fu¨r die Kanal-
scha¨tzung als auch die Entzerrerkomplexita¨t signiﬁkant zu reduzieren. In den folgenden
Abschnitten wird das kombinierte Verfahren zur Kanalscha¨tzung und Entzerrung (JCE)
beschrieben und beispielhaft fu¨r IFDMA untersucht. Das Verfahren kann jedoch eben-
so bei anderen Systemen mit Interferenzen und “a priori” unbekannten Kanalparametern
eingesetzt werden.
In diesem Abschnitt wird zur Einfu¨hrung die separate Kanalscha¨tzung ganz allgemein vor-
gestellt, um anschließend das JCE-Verfahren detailliert zu beschreiben. Zusa¨tzliche Lei-
stungsverbesserung la¨sst sich mit einer erweiterten Pfadmetrik erreichen, dessen Grund-
prinzip erla¨utert wird. Sowohl die rekursive als auch die erweiterte Pfadmetrik werden
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hergeleitet. Der Initialisierung der Parameter des JCE-Algorithmus ist ein separater Ab-
schnitt gewidmet. Simulationsergebnisse am Beispiel der IFDMA-U¨bertragung verdeutli-
chen die Leistungsfa¨higkeit des JCE-Algorithmus.
7.1 Kanalscha¨tzung
Das Standardverfahren zur Bestimmung eines Scha¨tzvektors hˆ(i) fu¨r die Kanalimpuls-
antwort h(i) verwendet eine dem Empfa¨nger bekannte Trainingssequenz, die vom Sender
zusammen mit den eigentlichen Daten u¨bermittelt wird. Fu¨r die Trainingssequenz ist am
Empfa¨nger sowohl der Sendevektor x(i) als auch der Empfangsvektor y(i) bekannt, so dass
ein Scha¨tzvektor hˆ(i) fu¨r die Kanalimpulsantwort ermittelt werden kann. Wenn keinerlei
“a priori”Wissen u¨ber den Kanal bekannt ist, ist hierfu¨r ML-Kanalscha¨tzung der optimale
Ansatz. Weiß man dagegen etwas u¨ber den Kanal, ist eine entsprechend angepasste Maxi-
mum a posteriori (MAP) Kanalscha¨tzung der optimale Ansatz. Auf die Kanalscha¨tzung
soll hier nicht na¨her eingegangen werden, sondern es wird auf die Literatur verwiesen
[Wha71, Tra¨98]. Der aus der Kanalscha¨tzung resultierende Scha¨tzvektor hˆ(i) wird fu¨r die
Entzerrung der nachfolgenden Empfangssymbole verwendet. Im Vergleich zur idealen Ent-
zerrung, der die exakte Kanalimpulsantwort h(i) zugrunde liegt, entstehen durch die Ent-
zerrung mit Kanalscha¨tzwerten zusa¨tzliche Leistungsverluste aufgrund von Scha¨tzfehlern.
Getrennte Kanalscha¨tzung und Entzerrung kann mit einer relativ geringen Komplexita¨t
durchgefu¨hrt werden. Allerdings ist dabei zu beachten, dass fu¨r ML-Kanalscha¨tzung die
La¨nge Lt der Trainingssequenz mindestens doppelt so lang wie die Einﬂussla¨nge M der
Kanalimpulsantwort h(i) sein muss, d.h.
Lt ≥ 2M + 1 . (7.1)
Bei der IFDMA-U¨bertragung ist es aufgrund der zyklischen Faltung ausreichend die mo-
diﬁzierte Kanalimpulsantwort h˜(i)zu scha¨tzen. Die Einﬂussla¨nge N der modiﬁzierten Ka-
nalimpulsantwort h˜(i) ist gema¨ß Gleichung (5.33) durch N = min {Q− 1,M} gegeben.
Somit muss in diesem Fall fu¨r die La¨nge Lt der Trainingssequenz gelten
Lt ≥ 2N + 1 . (7.2)
Durch ML-Kanalscha¨tzung verringert sich folglich die eﬀektive Informationsdatenrate li-
near mit der La¨nge M der Kanalimpulsantwort h(i) bzw. mit der La¨nge N der modiﬁ-
zierten Kanalimpulsantwort h˜(i). Ferner ist zu beachten, dass die getrennte Betrachtung
von Kanalscha¨tzung und Entzerrung nicht optimal ist, selbst wenn die einzelnen Schritte
fu¨r sich jeweils optimal sind. Dies beruht auf der Tatsache, dass nicht nur die empfan-
gene Trainingssequenz, sondern jedes Empfangssymbol yl
(i), l = 0, . . . , Lc +M − 1, des
Empfangsvektors y(i) Information u¨ber den Kanal entha¨lt. Konventionelle Ansa¨tze zur
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Kanalscha¨tzung beru¨cksichtigen diese zusa¨tzliche Information nicht und verwenden da-
her lange Trainingssequenzen, die wegen der sich a¨ndernden Kanaleigenschaften zudem
relativ ha¨uﬁg wiederholt werden mu¨ssen. Zum Beispiel werden im GSM System ungefa¨hr
20% der u¨bertragenen Symbole als Trainingssequenz zur Kanalscha¨tzung verwendet. Wird
die zusa¨tzliche Information u¨ber den Kanal miteinbezogen, die in jedem Empfangssymbol
yl
(i) enthalten ist, kann eine Verbesserung der Leistungsfa¨higkeit des Systems und/oder
eine Verku¨rzung der Trainingssequenz erreicht werden. In [Tra¨98] wird ein neues Verfah-
ren zur gemeinsamen Kanalscha¨tzung und sequentiellen Decodierung, speziell des Stack-
Algorithmus, eingefu¨hrt. In der vorliegenden Arbeit wird dieses Verfahren fu¨r die kom-
binierte Kanalscha¨tzung und Entzerrung in einem “Reduced State Diagram” modiﬁziert
und zusa¨tzlich eine Erweiterung der Pfadmetrik eingefu¨hrt. Zudem wird die U¨bernahme
der Kanalscha¨tzung aus dem vorangegangenen U¨bertragungsblock betrachtet. Die Unter-
suchungen fu¨r den konkreten Anwendungsfall am Beispiel des IFDMA-Systems zeigen die
Leistungsfa¨higkeit des Verfahrens auf.
7.2 Entzerrung mit kontinuierlich angepasster Ka-
nalscha¨tzung
7.2.1 Grundprinzip
Da in diesem Kapitel stets nur ein Teilnehmer betrachtet wird, wird der U¨bersichtlich-
keit wegen auf den hochgestellten Index “i” zur Teilnehmerunterscheidung verzichtet. An
dessen Stelle tritt der hochgestellte Index “k”, der den k-ten Schritt des Algorithmus bzw.
den danach erreichten Zustand kennzeichnet. In Abha¨ngigkeit des U¨bertragungsverfahrens
wird mit dem Kanalscha¨tzvektor hˆ entweder die Scha¨tzung einer Kanalimpulsantwort h
oder wie im Fall der IFDMA-U¨bertragung die Scha¨tzung einer modiﬁzierten Kanalim-
pulsantwort h˜ bezeichnet.
Die Grundidee des Algorithmus zur gemeinsamen Kanalscha¨tzung und Entzerrung ist die
erneute Berechnung des Kanalscha¨tzvektors nach jedem empfangenen Symbol, indem die
Trainingssequenz mit dem Empfangssymbol verla¨ngert wird. Der optimale Ansatz hierfu¨r
betrachtet alle mo¨glichen Symbolhypothesen, d.h. jeder Pfad wird mit allen mo¨glichen
Sendesymbolen verla¨ngert. Der optimale Ansatz fu¨hrt somit zu einer Baumstruktur wie
in Abbildung 7.1 fu¨r den Fall von BPSK skizziert. Die ersten Lt Symbole im Baum sind
durch die Trainingssequenz festgelegt. In den nachfolgenden Schritten wird fu¨r jeden Pfad,
d.h. zu jeder Symbolhypothese, jeweils der Kanalscha¨tzvektor neu ermittelt. Dazu wird die
Trainingssequenz mit der korrespondierenden Symbolhypothese erweitert, die hierzu als
korrekt angenommen wird. Auf diese Weise werden die Scha¨tzwerte hˆ der Kanalimpuls-
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Abbildung 7.1: Baumstruktur des optimalen Ansatzes fu¨r den JCE
antwort kontinuierlich angepasst. Fu¨r schnell vera¨nderliche Kana¨le, deren Kanalimpuls-
antwort zeitvariant wa¨hrend eines U¨bertragungsblocks ist, kann somit die Kanalimpuls-
antwort innerhalb des U¨bertragungsblocks nachgefu¨hrt werden. Der Metrikberechnung
fu¨r jeden Pfad wird der dem Pfad entsprechende Kanalscha¨tzvektor hˆ zugrunde gelegt.
Anhand der Metrik wird am Ende des Baums eine Entscheidung fu¨r den Pfad gefa¨llt,
der mit der gro¨ßten Wahrscheinlichkeit korrekt ist, d.h. der die am wahrscheinlichsten
gesendete Symbolfolge entha¨lt. Aufgrund der Komplexita¨t ist dieser optimale Ansatz fu¨r
die meisten Anwendungen jedoch nicht praktikabel.
Der vorliegende suboptimale Ansatz verwendet einen sequentiellen Algorithmus, der nach
jedem Schritt nur eine maximale Anzahl Nb (Nb 	 2M) von Pfaden weiterverfolgt anstel-
le der 2M Pfade des optimalen Ansatzes. In einem beliebigen Anfangszustand beginnend
wird der Algorithmus mit einem Anfangsscha¨tzvektor hˆ(Lt−1)der Kanalimpulsantwort in-
itialisiert, der mit Hilfe einer kurzen Trainingssequenz der La¨nge Lt ermittelt wird. Im
Vergleich zum konventionellen Ansatz mit getrennter Kanalscha¨tzung und Entzerrung
kann die La¨nge der Trainingssequenz ohne Einbuße der Leistungsfa¨higkeit stark reduziert
werden. Nach der Anfangskanalscha¨tzung wird in jedem Schritt des reduzierten Trellis
fu¨r jeden beibehaltenen Pfad eine separate Kanalscha¨tzung berechnet, wobei die Trai-
ningssequenz mit der dazugeho¨renden Symbolhypothese verla¨ngert wird. Somit wa¨chst
die Trainingssequenz virtuell an und fu¨hrt damit in jedem Schritt zu einer verbesser-
ten Kanalscha¨tzung. Wu¨rden nun alle 2M Pfade weiterverfolgt werden, dann entspra¨che
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dies dem zuvor beschrieben vollsta¨ndigen Absuchen des Baums. Nach jedem Schritt soll
jedoch nur eine begrenzte Anzahl Nb von Pfaden weiterverfolgt werden. Daher ist ein
Kriterium notwendig, um Pfade, die mit gro¨ßerer Wahrscheinlichkeit korrekt sind, von
unwahrscheinlicheren zu unterscheiden.
Mit Hilfe einer Metrik Λ(k) kann im Schritt k, k ≥ Lt, entschieden werden, welche Nb be-
sten Pfade beibehalten werden. Diese werden im darauf folgenden Schritt wieder mit allen
mo¨glichen Symbolhypothesen verla¨ngert. Im Falle von BPSK-U¨bertragung fu¨hrt dies zu
2Nb Pfaden. Anschließend wird wieder zu jedem Pfad die Metrik berechnet. Werden die
beizubehaltenden Pfade nur gema¨ß der Metrik ausgewa¨hlt, so fu¨hrt dies ha¨uﬁg nach eini-
gen Schritten zu identischen Datenfolgen, da fast alle Pfade den gleichen Weg einschlagen
[Kul99]. Um dies zu verhindern wird festgelegt, dass in jedem Zustand Si, i = 1, . . . , 2
M ,
maximal NbS Pfade beibehalten werden du¨rfen, wobei
NbS ≤ Nb (7.3)
gilt. Die Zusta¨nde kann man a¨hnlich dem Viterbi-Algorithmus deﬁnieren: Ein Zustand Si
ist gegeben durch die letzten M Symbole eines verfolgten Pfads [Dor97, Bos98]. Fu¨r den
Fall vonNbS = 1 undNb = 2
M ist der Algorithmus identisch mit dem Viterbi-Algorithmus,
d.h. fu¨r jeden mo¨glichen Zustand Si , i = 1 . . . 2
M , wird genau ein Pfad beibehalten. Je-
doch im Gegensatz zum Viterbi-Algorithmus repra¨sentieren hier zwei Pfade im gleichen
Zustand unterschiedliche Symbolhypothesen mit unterschiedlichen Kanalscha¨tzungen.1)
Sind die Pfade bis ans Ende der Datenfolge verla¨ngert, muss der Algorithmus vergleich-
bar mit einem Faltungsdecoder deﬁniert beendet werden, um so die Energie der letz-
ten M Symbole noch zuverla¨ssig in die Entscheidung mit einzubeziehen. Dazu wird eine
bekannte Sequenz gesendet, um so auf einen deﬁnierten Zustand zu gelangen. Die ab-
schließende Scha¨tzung dˆ der Symbolfolge ergibt sich aus der Sequenz des Pfades mit der
besten Metrik. Im Falle von IFDMA kann die Trainingsfolge des Anfangs auch zum Be-
enden des Algorithmus verwendet werden, da eine zyklische Erweiterung der Sendefolge
vorgenommen wurde. Damit werden im letzten Schritt alle beibehaltenen Pfade mit den
Anfangssymbolen d0, . . . , dN−1 beendet. Es sei angemerkt, dass sich in diesem Kapitel
der Symbolvektor d = [d0, d1, . . . , dQ−1]T aus der Trainingsfolge [d0, . . . , dLt−1] und der
Datenfolge [dLt, . . . , dQ−1] zusammensetzt.
Unter der Annahme, dass der betrachtete Pfad korrekt ist, wird die Trainingsfolge stetig
verla¨ngert und dadurch die Kanalscha¨tzung verbessert. Es hat sich gezeigt, dass einzelne
Bitfehler in den Pfaden kaum Einﬂuss auf das Scha¨tzergebnis haben. Dementsprechend
sind die Kanalscha¨tzwerte am Ende des Datenblocks am besten. Die Entscheidung der
1)Beim Viterbi-Algorithmus wird die Metrik von Pfaden im gleichen Zustand im na¨chsten Zustand, um
denselben Wert erho¨ht, da sie denselben konstanten Kanalscha¨tzwert besitzen. Somit bleibt ein Pfad mit
schlechterer Metrik im weiteren Verlauf immer der schlechtere Pfad [Dor97, Bos98].
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Symbole am Anfang erfolgte aufgrund der anfa¨nglich schlechteren bzw. gro¨beren Scha¨t-
zung der Kanalkoeﬃzienten. Daher treten auch am Anfang des Datenblocks die meisten
Fehler auf. Vor allem bei sehr kurzen Trainingsfolgen macht sich dieser Eﬀekt sehr deutlich
bemerkbar, da die ersten Kanalscha¨tzungen nach der Trainingsfolge noch zu schlecht fu¨r
die anschließende Entzerrung sind. Jedoch sind die ersten Scha¨tzwerte fu¨r die Kanalim-
pulsantwort gut genug, um im weiteren Verlauf des Algorithmus eine stetige Verbesserung
der Kanalscha¨tzung zu erreichen. Die verbesserte Kanalscha¨tzung am Ende des Entzer-
rungsprozesses wird nun eingesetzt, um in einem erneuten Durchlauf die Kanalscha¨tzung
am Anfang zu verbessern und damit eine zuverla¨ssigere Entzerrung zu erhalten. Dabei
wird auch die Trainingsfolge ein weiteres Mal durchlaufen und ebenfalls zur weiteren Ver-
besserung der Kanalscha¨tzung ausgenutzt. Die Metrik wird bei jedem Durchlauf auf Null
zuru¨ckgesetzt, da kein Einﬂuss durch die vorherige Iteration erfolgen soll. Durch diesen
iterativen Vorgang kann vor allem bei großem Sto¨rabstand die Bitfehlerrate nochmals
wesentlich reduziert werden. Simulationen haben gezeigt, dass ein zweimaliges Iterieren
ausreichend ist [Kul99]. Der prinzipielle Ablauf des JCE-Algorithmus ist in Abbildung 7.2
dargestellt.
7.2.2 Herleitung der rekursiven Pfadmetrik
Die optimalen Informationssymbole werden mit Hilfe des ML-Ansatzes bestimmt, dazu
ist die bedingte Wahrscheinlichkeit p(r(k) | D(k), hˆ(k)) bezu¨glich der Informationssymbole
zu maximieren. Im folgenden wird gezeigt, dass dies zur Pfadmetrik Λ(k) fu¨r den Schritt
k fu¨hrt. Nach der Initialisierung mit einer Trainingsfolge wird im Schritt k, mit k ≥
Lt, die bedingte Wahrscheinlichkeit p(r
(k) | D(k), hˆ(k)) bezu¨glich der Symbolmatrix D(k)
maximiert, d.h.
Dˆ(k) = argmax
D(k)
p(r(k) | D(k), hˆ(k)) . (7.4)
Die MatrixD(k) der Informationssymbole und der Empfangsvektor r(k) sind gegeben durch
D(k) =


dLt dLt−1 · · · dLt−M
dLt+1 dLt · · · dLt+1−M
...
... · · · ...
dk dk−1 · · · dk−M

 , r(k) =


rLt
rLt+1
...
rk

 . (7.5)
Es wird davon ausgegangen, dass die aktualisierte Kanalscha¨tzung hˆ(k) im Schritt
k mit der tatsa¨chlichen Kanalimpulsantwort h(k) u¨bereinstimmt. Mit der Bezie-
hung r(k) = D(k) · hˆ(k) + n ergibt sich somit fu¨r die bedingte Wahrscheinlichkeit
p(r(k) | D(k), hˆ(k))
p(r(k) | D(k), hˆ(k)) = p(n = r(k) −D(k)hˆ(k))
=
1
πk−Lt |Cn| · e
−(r(k)−D(k)hˆ(k))HC−1n (r(k)−D(k)hˆ(k)) → max
D(k)
. (7.6)
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Abbildung 7.2: Prinzipieller Ablauf des JCE-Algorithmus
Die Kovarianzmatrix des Rauschens Cn ergibt sich fu¨r weißes gaußverteiltes Rauschen
mit der Rauschleistungsdichte N0 zu
Cn = N0 · I , (7.7)
wobei I die Einheitsmatrix ist. Die Maximierung der Wahrscheinlichkeit p(r(k) | D(k), hˆ(k))
in Gleichung (7.6) ist gleichbedeutend mit der Minimierung der Log-Likelihood-Funktion
LML(D(k)), d.h.
LML(D(k)) =
(
r(k) −D(k)hˆ(k)
)H
C−1n
(
r(k) −D(k)hˆ(k)
)
→ min
D(k)
, (7.8)
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wobei xHden transponierten, konjugiert komplexen Vektor zu x bezeichnet, d.h. xH =
(xT )∗. Mit Gleichung (7.7) folgt somit fu¨r die Log-Likelihood-Funktion LML(D(k))
LML(D(k)) = 1
N0
·
(
r(k) −D(k)hˆ(k)
)H (
r(k) −D(k)hˆ(k)
)
=
1
N0
∥∥∥r(k) −D(k)hˆ(k)∥∥∥2 . (7.9)
Damit ergibt sich die Pfadmetrik Λ(k) aus dem quadratische Abstand (Euklidische Norm)
zwischen dem Empfangsvektor r(k) und dem gescha¨tzten Symbolvektor D(k)hˆ(k) zu
Λ(k) =
∥∥∥r(k) −D(k)hˆ(k)∥∥∥2
=
∥∥r(k)∥∥2 − 2{r(k)HD(k)hˆ(k)}+ ∥∥∥D(k)hˆ(k)∥∥∥2 . (7.10)
Diese Metrik wird fu¨r jeden beibehaltenen Pfad berechnet. Der Term
∥∥r(k)∥∥2 besitzt fu¨r
alle Pfadstu¨cke den gleichen Wert, so dass dieser Term in der Metrikberechnung wegfallen
kann. Mit der Na¨herung ∥∥∥D(k)hˆ(k)∥∥∥2 ≈ ∥∥D(k)h(k)∥∥2 ≈ ∥∥r(k)∥∥2 (7.11)
kann auch dieser Term entfallen und die Metrikberechnung vereinfacht sich zu
Λ(k) = −2
{
r(k)
H
D(k)hˆ(k)
}
. (7.12)
Um die Pfadmetrik Λ(k) berechnen zu ko¨nnen wird fu¨r eine bestimmte Symbolmatrix
D(k) der wahrscheinlichste Vektor der Kanalimpulsantwort hˆ(k) gesucht. Nach dem MAP-
Kriterium ergibt sich fu¨r den Kanalscha¨tzvektor
hˆ
(k)
MAP = argmax
h(k)
p(h(k) | r(k),D(k)) (7.13)
= argmax
h(k)
{p(r(k) | D(k),h(k)) · p(h(k))} . (7.14)
Analog zu oben erha¨lt man den Scha¨tzwert durch Minimierung der Log-Likelihood-
Funktion
LMAP (h(k)) =
(
r(k) −D(k)h(k))H C−1n (r(k) −D(k)h(k))+ h(k)HC−1h h(k) → min
h(k)
, (7.15)
wobei Ch die Kovarianzmatrix der Kanalkoeﬃzienten ist. Durch Bestimmung des Mini-
mums [Tra¨98] folgt daraus mit Gleichung (7.7) fu¨r den MAP-Kanalscha¨tzvektor hˆ
(k)
MAP
hˆ
(k)
MAP =
(
D(k)
H
C−1n D
(k) +C−1h
)−1
D(k)
H
C−1n r
(k)
=
(
D(k)
H
D(k) +N0C
−1
h
)−1
D(k)
H
r(k) . (7.16)
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Ausgehend davon, dass kein “a priori” Wissen u¨ber die Statistik des Kanals vorhanden
ist, ko¨nnen in der Regel alle mo¨glichen Impulsantworten als gleichwahrscheinlich ange-
nommen werden. Folglich gilt fu¨r die inverse Kovarianzmatrix C−1h → 0 und der MAP-
Kanalscha¨tzvektor geht in den ML-Kanalscha¨tzvektor u¨ber. Somit erha¨lt man fu¨r eine
bestimmte Symbolhypothese D(k) den Kanalscha¨tzvektor hˆ(k) zu
hˆ(k) =
(
D(k)
H
D(k)
)−1
D(k)
H
r(k) . (7.17)
Die Metrik aus Gleichung (7.12) ergibt sich damit zu
Λ(k) = −2
{
r(k)
H
D(k)
(
D(k)
H
D(k)
)−1
D(k)
H
r(k)
}
. (7.18)
Die direkte Berechnung der Metrik nach Gleichung (7.18) wu¨rde bedeuten, dass in jedem
Schritt die Vektoren bzw. Matrizen r(k) und D(k) verla¨ngert und die notwendigen Matri-
zenmultiplikationen ausgefu¨hrt werden mu¨ssten. Das heißt, die Dimension von r(k) und
D(k) und damit der Aufwand der auszufu¨hrenden Operationen wu¨rde mit jedem Schritt
anwachsen. Daher ist es wu¨nschenswert, die Metrik rekursiv zu berechnen. In [Tra¨98]
wurde basierend auf dem RLS (“Recursive Least Squares”) Algorithmus fu¨r die Pfadme-
trik eine rekursive Berechnungsform entwickelt. Im Folgenden wird nun die fu¨r Gleichung
(7.18) entsprechende Rekursionsgleichung hergeleitet. Hierfu¨r werden die Bezeichnungen
v(k) = D(k)
H
r(k) (7.19)
ID(k) = D(k)
H
D(k) (7.20)
eingefu¨hrt, so dass sich fu¨r den Scha¨tzvektor der Impulsantwort
hˆ(k) = ID(k)
−1
v(k) (7.21)
ergibt. Aus der Struktur der Matrizen und Vektoren folgt direkt die Rekursion
v(k) = v(k−1) + d(k)
∗
rk (7.22)
ID(k) = ID(k−1) + d(k)
∗
d(k)
T
. (7.23)
Dabei fasst der Vektor d(k) die letzten (M +1) Symbolhypothesen fu¨r den aktuellen Pfad
im Schritt k zusammen
d(k) = [dk, dk−1, . . . , dk−M ]
T . (7.24)
Da fu¨r k < 0 die Symbole dk unbekannt sind, wird
dk := 0 , fu¨r k < 0 , (7.25)
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gesetzt. Der Vektor d(k) deﬁniert damit genau einen Zustand Si im Trellis. Mit Hilfe des
Matrix-Inversionlemmas2) aus [Tra¨98] ergibt sich fu¨r die Inversion von ID(k)
ID(k)
−1
= ID(k−1)
−1 − ID(k−1)−1d(k)∗
(
1 + d(k)
T
ID(k−1)
−1
d(k)
∗)−1
︸ ︷︷ ︸
= g(k)
d(k)
T
ID(k−1)
−1
. (7.26)
Mit Einfu¨hrung des Vektors g(k) gema¨ß
g(k) = ID(k−1)
−1
d(k)
∗ (
1 + d(k)
T
ID(k−1)
−1
d(k)
∗)−1
, (7.27)
der der Kalman-Versta¨rkung beim RLS-Algorithmus entspricht, gilt somit
ID(k)
−1
= ID(k−1)
−1 − g(k)d(k)T ID(k−1)−1 . (7.28)
Aus Gleichung (7.27) folgt
ID(k−1)
−1 · d(k)∗ = g(k)
(
1 + d(k)
T
ID(k−1)
−1
d(k)
∗)
(7.29)
und damit ergibt sich aus Gleichung (7.28)
ID(k)
−1 · d(k)∗ = g(k)
(
1 + d(k)
T
ID(k−1)
−1
d(k)
∗)− g(k)d(k)T ID(k−1)−1d(k)∗ , (7.30)
so dass gilt
g(k) = ID(k)
−1
d(k)
∗
. (7.31)
Der Scha¨tzvektor fu¨r die Impulsantwort hˆ(k) aus Gleichung (7.21) kann mit den Gleichun-
gen (7.22),(7.28) und (7.31) angegeben werden zu
hˆ(k) = hˆ(k−1) + g(k)
(
rk − d(k)T hˆ(k−1)
)
(7.32)
= hˆ(k−1) + g(k)e(k|k−1) . (7.33)
Dabei ist e(k|k−1) der “a priori” Scha¨tzfehler, der aus dem alten, noch nicht aktualisierten
Kanalscha¨tzvektor bestimmt wird, so dass gilt
e(k|k−1) = rk − d(k)T hˆ(k−1) . (7.34)
Analog hierzu wird der “a posteriori” Scha¨tzfehler e(k|k) deﬁniert
e(k|k) = rk − d(k)T hˆ(k) , (7.35)
der den neuen Kanalscha¨tzvektor hˆ(k) verwendet. Die rekursive Scha¨tzung gema¨ß Glei-
chung (7.33) stellt die Kanalkoeﬃzienten hˆ(k) in jedem Schritt und fu¨r jeden Pfad kon-
tinuierlich mit einem Adaptionsverfahren neu ein. Der große Vorteil des hier verwendete
2)Es sei A = B−1 +CD−1CH , wobei A, B, C und D Matrizen sind, deren Inverse existieren. Dann
gilt: A−1 = B−BC(D+CHBC)−1CHB
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Kalmanﬁlters besteht in seiner großen Konvergenzgeschwindigkeit [Tra¨98, Hay88]. Mit die-
ser Rekursionsvorschrift und unter Verwendung von Gleichung (7.17), (7.18) und (7.19)
kann die Rekursionsgleichung fu¨r die Pfadmetrik Λ(k) gefunden werden
Λ(k) = −2
{
v(k)
H
hˆ(k)
}
= −2
{
(v(k−1)
H
+ r∗kd
(k)T )(hˆ(k−1) + g(k)e(k|k−1))
}
= −2{v(k−1)H hˆ(k−1) + r∗kd(k)
T
hˆ(k−1) + v(k)
H
ID(k)
−1︸ ︷︷ ︸
hˆ(k)
H
d(k)
∗
e(k|k−1)}
= Λ(k−1) − 2{−r∗k (rk − d(k)
T
hˆ(k−1))︸ ︷︷ ︸
e(k|k−1)
+hˆ(k)
H
d(k)
∗
e(k|k−1) + |rk|2}
= Λ(k−1) − 2
{
−e(k|k)∗e(k|k−1) + |rk|2
}
. (7.36)
Als Auswahlkriterium fu¨r die beizubehaltenden Pfade ist nur die Diﬀerenz der Metrikwerte
von Bedeutung. Da der Term |rk|2 fu¨r alle Pfadstu¨cke den gleichen Wert besitzt, kann er
in der Metrik weggelassen werden
Λ(k) = Λ(k−1) + 2
{
e(k|k)
∗
e(k|k−1)
}
. (7.37)
Aufgrund dessen, dass sich die Kanalkoeﬃzienten im Verlauf eines Schritts nur gering
vera¨ndern, ist der “a priori” und der “a posteriori” Scha¨tzfehler nahezu identisch gema¨ß
Gleichung (7.34) und (7.35), d.h. e(k|k−1) ≈ e(k|k). Somit kann die Pfadmetrik auch folgen-
dermaßen berechnet werden
Λ(k) = Λ(k−1) + e(k|k)
∗
e(k|k−1) . (7.38)
Damit steht ein Verfahren zur Verfu¨gung, das es erlaubt, die komplette Metrikberech-
nung rekursiv und unabha¨ngig von der Blockla¨nge durchzufu¨hren. Durch die rekursive
Berechnung reduziert sich die Komplexita¨t der Berechnungen erheblich.
Der U¨bersichtlichkeit wegen sind die fu¨r den Algorithmus beno¨tigten rekursiven Gleichun-
gen (7.27), (7.28), (7.32), (7.34), (7.35) und (7.38) in Gleichung (7.41) zusammengefasst,
wobei
K(k) = ID(k)
−1
(7.39)
gilt. Zur adaptiven Nachfu¨hrung der Kanalscha¨tzung und der Berechnung der Pfadmetrik
werden in jedem Schritt k, k ≥ Lt, die folgenden Gleichungen berechnet:
hˆ(k) = hˆ(k−1) + g(k)e(k|k−1)
g(k) = K(k−1) · d(k)∗ ·
(
1 + d(k)
T
K(k−1)d(k)
∗)−1
K(k) = K(k−1) − g(k)d(k)TK(k−1) (7.40)
e(k|k−1) = rk − d(k)T hˆ(k−1)
e(k|k) = rk − d(k)T hˆ(k)
Λ(k) = Λ(k−1) + e(k|k)
∗
e(k|k−1)
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Die Gro¨ßen g(k), K(k), e(k|k−1), e(k|k) und d(k) bedeuten:
g(k) Kalman-Versta¨rkung (Dimension M + 1)
K(k) “Predicted state-error correlation matrix” (Dimension (M + 1)× (M + 1))
e(k|k−1) “A priori” Scha¨tzfehler, d.h. durch den alten Kanalkoeﬃzienten verursachter
Fehler
e(k|k) “A posteriori” Scha¨tzfehler, d.h. durch den aktualisierten Kanalkoeﬃzienten
verursachter Fehler
d(k) Vektor der letzten (M+1) Symbolhypothesen fu¨r den aktuellen Pfad im Schritt
k gema¨ß Gleichung (7.24) und (7.25)
7.3 Erweiterte Pfadmetrik
7.3.1 Grundprinzip
Die Metrik aus Gleichung (7.38) wertet zur Selektion der Pfade den demodulierten
Empfangsvektor r(k) nur bis zum aktuellen Schritt k aus. Besonders bei Kana¨len mit
großer Einﬂussla¨nge sind große Teile der Signalenergie der vorangegangenen Symbole
dk, dk−1, . . . , dk−M+1 nicht in der Metrik beru¨cksichtigt, da die durch den Kanal verzo¨-
gerten Anteile erst zu einem spa¨teren Zeitpunkt empfangen werden. Diese Situation ist
a¨hnlich wie beim Viterbi-Entzerrer, der nicht deﬁniert beendet wird. Um dieses Problem zu
umgehen, wird ein neues Auswahlverfahren mit einem Ansatz vergleichbar zum Matched-
Filter entwickelt. Die erweiterte Pfadmetrik besteht aus der oben angefu¨hrten allgemeinen
Metrik und einem zusa¨tzlichen Term, der die fehlende Signalenergie beru¨cksichtigt. Hierzu
werden fu¨r jeden Pfad dieM noch folgenden Schritte im Trellis beru¨cksichtigt. Es wird an-
genommen, dass die nachfolgenden unbekannten Symbole gleichwahrscheinlich auftreten.
Zur exakten Betrachtung mu¨ssten alle mo¨glichen Symbolhypothesen untersucht werden
und dann die beste Hypothese ausgewa¨hlt werden. Diese Methode ist aber zu komplex
und daher gerade bei Kana¨len mit langer Impulsantwort nicht durchfu¨hrbar. Entsprechend
der Einﬂussla¨nge M der Kanalimpulsantwort werden daher die Pfade gema¨ß Abbildung
7.3 stochastisch mit M nachfolgenden Symbolen d˘k+1, d˘k+2, . . . , d˘k+M erweitert. Diese
zusa¨tzlichen Pfadstu¨cke werden nun in die Metrikberechnung einbezogen. Der Ansatz ist
a¨hnlich eines Decision-Feedback-Equalizers bei dem auch aus den letzten Symbolen eine
Entscheidung u¨ber das aktuelle Symbol getroﬀen wird.
Zur Berechnung der erweiterten Pfadmetrik Λ˜(k) im Schritt k wird der Empfangsvektor r(k)
aus Gleichung (7.5) umM nachfolgende Symbole rk+m, m = 1, . . . ,M , erga¨nzt und ergibt
damit den Empfangsvektor r(k+M) = [rLt , rLt+1, . . . , rk, rk+1, . . . , rk+M ]
T . Der Vektor aus
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Abbildung 7.3: Erweiterung der Pfadenden mit stochastischen Symbolen
[
rLt . . . rk−2 rk−1 rk rk+1 rk+2
]T


dLt · hˆ0
+
dLt−1 · hˆ1
+
dLt−2 · hˆ2
. . .
dk−2 · hˆ0
+
dk−3 · hˆ1
+
dk−4 · hˆ2
dk−1 · hˆ0
+
dk−2 · hˆ1
+
dk−3 · hˆ2
dk · hˆ0
+
dk−1 · hˆ1
+
dk−2 · hˆ2
? · hˆ0
+
dk · hˆ1
+
dk−1 · hˆ2
? · hˆ0
+
? · hˆ1
+
dk · hˆ2


T
=⇒ Einfache Pfadmetrik Λ(k) =⇒ Term δ(k)
=⇒ Erweiterte Pfadmetrik Λ˜(k) = Λ(k)/N0 + δ(k)
Tabelle 7.1: Schema zur Berechnung der erweiterten Pfadmetrik Λ˜(k), “?” symbolisiert
die stochastischen Symbole d˘i, i = k + 1, k + 2 ; M = 2.
den Symbolhypothesen d
(k)
Lt
= [dLt , dLt+1, . . . , dk]
T wird um die M stochastischen Sym-
bole d˘k+m, m = 1, . . . ,M , zu dem Vektor d
(k+M)
Lt
=
[
dLt , dLt+1, . . . , dk, d˘k+1, . . . , d˘k+M
]T
verla¨ngert. Die erweiterte Pfadmetrik Λ˜(k) berechnet sich aus dem erweiterten Empfangs-
vektor r(k+M) und dem Vektor (d
(k+M)
Lt
∗ hˆ(k)), der Faltung zwischen dem erweiterten
Vektor der Symbolhypothese d
(k+M)
Lt
und dem Kanalscha¨tzvektor hˆ(k). In Tabelle 7.1 sind
die beiden Vektoren beispielhaft mit einer Kanalimpulsantwort der Einﬂussla¨nge M = 2
gegenu¨bergestellt, wobei die stochastischen Symbole mit “?” symbolisiert sind. In der
ersten Zeile ist der erweiterte Empfangsvektor r(k+M) notiert und darunter der Vektor
(d
(k+M)
Lt
∗ hˆ(k)), wobei die Summanden der einzelnen Koeﬃzienten untereinander angeord-
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net sind. Aus dem linken Teil, deﬁniert u¨ber den Empfangsvektorkoeﬃzienten rLt , . . . , rk,
wird die einfache Metrik Λ(k) gema¨ß Gleichung (7.12) bzw. (7.40) berechnet. Die in der
Metrik Λ(k) nicht beru¨cksichtigte Signalenergie ﬂießt mittels dem zusa¨tzlichen Term δ(k) in
die erweiterte Pfadmetrik. Der Term δ(k) wird aus dem rechten, erweiterten Teil, deﬁniert
u¨ber den Empfangsvektorkoeﬃzienten rk+1, . . . , rk+M , gema¨ß Gleichung (7.44) berechnet.
Jedes stochastische Symbol d˘i, k+1 ≤ i ≤ k+M , verursacht bei den nachfolgenden Emp-
fangssymbolen rj, i < j ≤ k +M , aufgrund der Kanalimpulsantwort einen zusa¨tzlichen
Sto¨rterm, na¨mlich d˘i · hˆj−i . Die durch das stochastische Symbol hervorgerufene Ener-
gie kann dabei als weißer gaußverteilter Rauschprozess modelliert werden. Das einzelne
Informationssymbol hat eine diskrete Wahrscheinlichkeitsverteilung. Bei langen Kanalim-
pulsantworten u¨berlagern sich jedem Empfangssymbol jedoch eine große Anzahl von zu-
sa¨tzlichen Sto¨rtermen, weshalb gema¨ß dem zentralen Grenzwertsatz na¨herungsweise eine
Gaußverteilung fu¨r diese zusa¨tzliche Sto¨rung angenommen werden kann. Zudem ko¨nnen
die einzelnen Sto¨rterme als statistisch unabha¨ngig angenommen werden. Aufgrund dieser
Annahme ko¨nnen die Energien der einzelnen Rauschterme addiert werden, so dass sich
fu¨r die gesamte Rauschleistung
σ2(ni) =
{
N0 fu¨r Lt ≤ i ≤ k
N0 +
∑i−(k+1)
l=0 |hˆl|2 fu¨r k < i ≤ k +M
(7.41)
und fu¨r die Kovarianzmatrix des Rauschens
Cn =


σ2(n0) 0 0 · · · 0
0 σ2(n1) 0 · · · 0
...
...
... · · · ...
0 0 0 · · · σ2(nk+M)

 (7.42)
ergibt. Die Herleitung der erweiterten Pfadmetrik im folgenden Abschnitt 7.3.2 zeigt, dass
sich die erweiterte Metrik Λ˜(k) aus der normierten einfachen Metrik Λ(k) aus Gleichung
(7.37) bzw. (7.38) und einem zusa¨tzlichen Term δ(k) zusammensetzt
Λ˜(k) =
Λ(k)
N0
+ δ(k) , (7.43)
wobei gilt
δ(k) =
M∑
m=1
∣∣∣∣rk+m − M−m∑
n=0
dk−nhˆm+n
∣∣∣∣2 + m−1∑
n=0
∣∣∣hˆn∣∣∣2
N0 +
m−1∑
n=0
∣∣∣hˆn∣∣∣2 . (7.44)
Der Berechnungsaufwand von Λ˜(k) ist kaum gro¨ßer als von Λ(k). Zudem la¨ßt sich mit der er-
weiterten Pfadmetrik die Anzahl der weiterzuverfolgenden Pfade und folglich die Komple-
xita¨t ohne nennenswerte Auswirkung auf die Leistungsfa¨higkeit reduzieren. Diese verbes-
serte Metrik kann auch bei anderen Entzerrungsverfahren, wie z.B. beim M-Algorithmus
[BeG92] angewendet werden, um ebenfalls die Anzahl der Pfade zu reduzieren.
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7.3.2 Herleitung der erweiterten Pfadmetrik
Aufgrund der stochastischen Pfadverla¨ngerung wird zur Berechnung der erweiterten Me-
trik der Erwartungswert der Log-Likelihood-Funktion aus Gleichung (7.8) gebildet
LML(D(k+M)) = E
{(
r(k+M) −D(k+M)hˆ(k)
)H
C−1n
(
r(k+M) −D(k+M)hˆ(k)
)}
(7.45)
= E
{(
r(k+M) −D(k+M)hˆ(k)
)H
C
− 1
2
n C
− 1
2
n
(
r(k+M) −D(k+M)hˆ(k)
)}
.
Das bedeutet, dass die erweiterte Metrik Λ˜(k)
Λ˜(k) = E
{∥∥∥C− 12n (r(k+M) −D(k+M)hˆ(k))∥∥∥2} , (7.46)
so minimiert wird, dass imMittel die besten Pfade ausgewa¨hlt werden. Fu¨r den erweiterten
Empfangsvektor r(k+M) und die erweiterte SymbolmatrixD(k+M) ergibt sich entsprechend
Gleichung (7.5)
r(k+M) =


rLt
rLt+1
...
rk
rk+1
rk+2
...
rk+M


, D(k+M) =


dLt dLt−1 · · · dLt−M
dLt+1 dLt · · · dLt+1−M
...
... · · · ...
dk dk−1 · · · dk−M
d˘k+1 dk · · · dk+1−M
d˘k+2 d˘k+1 · · · dk+2−M
...
... · · · ...
d˘k+M d˘k−1+M · · · dk


. (7.47)
Setzt man r(k+M) und D(k+M) in Gleichung (7.46) ein, wird deutlich, dass aus den ersten
(k−Lt+1) Zeilen des Vektors bis auf den Rauschterm die einfache Metrik Λ(k) gewonnen
werden kann. Wird dieser Teil abgespalten, erha¨lt man
Λ˜(k) =
Λ(k)
N0
+ E


∥∥∥∥∥∥∥∥∥∥
C˜
− 1
2
n




rk+1
rk+2
...
rk+M

−


d˘k+1 dk · · · dk+1−M
d˘k+2 d˘k+1 · · · dk+2−M
...
... · · · ...
d˘k+M d˘k+M−1 · · · dk




hˆ0
hˆ1
...
hˆM




∥∥∥∥∥∥∥∥∥∥
2

,
(7.48)
wobei die Matrix C˜n gema¨ß
C˜n =


σ2(nk) 0 0 · · · 0
0 σ2(nk+1) 0 · · · 0
...
...
... · · · ...
0 0 0 · · · σ2(nk+M)

 . (7.49)
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deﬁniert ist. Ausmultiplizieren und Bilden der quadratischen Norm in Gleichung (7.48)
fu¨hrt auf
Λ˜(k) =
Λ(k)
N0
+ E


M∑
m=1
∣∣∣∣rk+m − M−m∑
n=0
dk−nhˆm+n −
m−1∑
n=0
d˘k+m−nhˆn
∣∣∣∣2
N0 +
m−1∑
n=0
∣∣∣hˆn∣∣∣2


Λ˜(k) =
Λ(k)
N0
+
M∑
m=1


1
N0 +
m−1∑
n=0
∣∣∣hˆn∣∣∣2 ·

∣∣∣∣∣rk+m −
M−m∑
n=0
dk−nhˆm+n
∣∣∣∣∣
2
−
−2
{
E
{(
rk+m −
M−m∑
n=0
dk−nhˆm+n
)
·
m−1∑
n=0
d˘k+m−nhˆn
}}
+
+E


∣∣∣∣∣
m−1∑
n=0
d˘k+m−nhˆn
∣∣∣∣∣
2






Λ˜(k) =
Λ(k)
N0
+
M∑
m=1


1
N0 +
m−1∑
n=0
∣∣∣hˆn∣∣∣2 ·

∣∣∣∣∣rk+m −
M−m∑
n=0
dk−nhˆm+n
∣∣∣∣∣
2
−
−2
{(
rk+m −
M−m∑
n=0
dk−nhˆm+n
)
·
m−1∑
n=0
hˆn · E{d˘k+m−n}
}
+
+E


(
m−1∑
n=0
d˘k+m−nhˆn
)(
m−1∑
n=0
d˘k+m−nhˆn
)∗




 .(7.50)
Da die einzelnen Informationssymbole d˘i als statisch unabha¨ngige, bipolare Bina¨rsymbole,
d.h. d˘i ∈ {+1,−1}, angenommen werden, gilt
E{d˘i · d˘j} = 0 fu¨r i = j (7.51)
E{d˘i} = 0 (7.52)
E
{∣∣∣d˘i∣∣∣2} = 1 . (7.53)
Somit folgt schließlich der Ausdruck fu¨r die erweiterte Pfadmetrik, wie er bereits ohne
Beweis schon in Gleichung (7.43) und (7.44) angegeben wurde
Λ˜(k) =
Λ(k)
N0
+
M∑
m=1


∣∣∣∣rk+m − M−m∑
n=0
dk−nhˆm+n
∣∣∣∣2 + m−1∑
n=0
∣∣∣hˆn∣∣∣2
N0 +
m−1∑
n=0
∣∣∣hˆn∣∣∣2

︸ ︷︷ ︸
:= δ(k)
. (7.54)
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Die erweiterte Metrik Λ˜(k) setzt sich folglich zusammen aus der einfachen Metrik Λ(k),
die auf das Rauschen N0 normiert wurde, und einem zusa¨tzlichen Term δ
(k). Dieser Sum-
mand beru¨cksichtigt die auf den Schritt k folgenden Empfangssymbole, wobei jeder einzel-
ne Pfad zur Metrikberechnung durch eine Sequenz mit zufa¨lligen Informationssymbolen
d˘k, · · · , d˘k+M abgeschlossen wird.
7.4 Initialisierung
7.4.1 Standardverfahren
Der in Gleichung (7.40) angegebene Satz von Formeln zur rekursiven Berechnung des
JCE-Algorithmus beno¨tigt Anfangswerte fu¨r hˆ(−1), K(−1) und Λ(−1). Beim Durchlaufen
der Trainingssequenz ist der Pfad im Trellis festgelegt. Eine Metrikberechnung ist nicht
notwendig, weshalb
Λ(i) := 0 fu¨r i < Lt (7.55)
gesetzt werden kann. Fu¨r die Kanalscha¨tzung werden Anfangswerte fu¨r den Vektor hˆ(−1)
und die Matrix K(−1) beno¨tigt.
A¨hnlich den Standardverfahren zur Kanalscha¨tzung kann in jedem Datenblock die Kanal-
impulsantwort neu gescha¨tzt oder die Scha¨tzung aus dem vorherigen Block u¨bernommen
werden. Im ersten Fall wird der Anfangsvektor der Impulsantwort hˆ(−1) zu
hˆ(−1) := 0 (7.56)
gesetzt. Der zweite Fall wird separat in Abschnitt 7.4.2 behandelt.
Aus den Gleichungen (7.16), (7.21) und (7.39) kann die Matrix K(k) allgemein angegeben
werden zu
K(k) =
(
D(k)
H
D(k) +N0C
−1
h
)−1
, (7.57)
wobei D(k) die Symbolmatrix nach Gleichung (7.5) ist. Mit der Wahl di = 0 fu¨r i < 0
folgt, dass die Matrix D(−1) nur mit Nullen besetzt ist. Folglich kann die Initialisierung
der Matrix K(−1) gema¨ß
K(−1) =
Ch
N0
(7.58)
erfolgen. Falls die Kovarianzmatrix Ch der Kanalkoeﬃzienten unbekannt ist, wird die
Annahme getroﬀen, dass alle Kanalkoeﬃzienten im Mittel die gleiche Energie aufweisen.
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Nimmt man weiterhin an, dass die Norm des Vektors der Kanalimpulsantwort auf 1 nor-
miert ist
E{‖h‖2} = 1 , (7.59)
la¨sst sich als Startwert fu¨r die Matrix K(−1)
K(−1) =
1
N0M
I (7.60)
gewinnen. Diese Vorgehensweise ist nicht optimal, denn es ist bekannt, dass die Leistung
der einzelnen Kanalkoeﬃzienten mit zunehmender Verzo¨gerung aufgrund des la¨ngeren
Ausbreitungspfads na¨herungsweise exponentiell abfa¨llt. Es hat sich aber gezeigt, dass die
Initialisierung der Matrix K(−1) relativ unkritisch ist und keinen großen Einﬂuß auf die
gewonnen Ergebnisse hat. Daher werden trotz obiger Na¨herungen geeignete Anfangswerte
gewonnen.
7.4.2 U¨bernahme der Kanalkoeﬃzienten vom vorherigen Block
Bei herko¨mmlichen Verfahren zur Kanalscha¨tzung wird in jedem U¨bertragungsblock eine
erneute Scha¨tzung durchgefu¨hrt. Bei zeitlich langsam vera¨nderlichen Kana¨len ergibt sich
die Mo¨glichkeit, die gescha¨tzte Kanalimpulsantwort aus dem vorangegangenen U¨bertra-
gungsblock weiterzuverwenden. Der hierdurch verursachte Fehler ist in der Regel kleiner
als der Fehler, der durch eine neue Scha¨tzung mit einer kurzen Trainingssequenz erzeugt
wird. Zudem ist die U¨bernahme der Kanalscha¨tzung unkritisch, da die Scha¨tzung im
weiteren Verlauf kontinuierlich angepasst wird.
Im Schritt k = 0 beﬁndet sich das Verfahren in einem undeﬁnierten Zustand, da die
Symbole dk fu¨r k < 0 unbekannt sind. Gema¨ß den Gleichungen (7.24) und (7.25) er-
gibt sich somit der Symbolvektor zu d0 = 0. Wu¨rden die Kanalkoeﬃzienten aus dem
Vorblock direkt im Schritt k = 0 eingesetzt werden, wu¨rde die Scha¨tzung durch das ad-
aptive Nachfu¨hren mit einem falschen Symbolvektor d(k) die Scha¨tzung verschlechtern.
Aus diesem Grund werden die Koeﬃzienten erst u¨bernommen, wenn der Algorithmus
sich im deﬁnierten Zustand beﬁndet. Aufgrund der Kanalverzo¨gerung wird der deﬁnierte
Zustand im Schritt k = M erreicht, da dann der Symbolvektor d(k) vollsta¨ndig durch die
Trainingssequenz bestimmt ist. Bei konventioneller Kanalscha¨tzung fu¨hren ebenfalls die
ersten M Trainingssymbole zum Erreichen eines deﬁnierten Zustands. Die nachfolgenden
Trainingssymbole dienen der adaptiven Verbesserung der Kanalscha¨tzung. Somit wird im
Schritt k = M der letzte Vektor hˆ
(Q+M−1)
Vorblock der Kanalimpulsantwort aus dem Vorblock
u¨bernommen, d.h.
hˆ(M) := hˆ
(Q+M−1)
Vorblock . (7.61)
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Bei der U¨bernahme aus dem vorherigen Block ist im Schritt k = M auch eine geeignete
Wahl fu¨r die Matrix K(M) zu treﬀen. Hierzu wird als Ansatz
K(M) = ε I (7.62)
gewa¨hlt. Die Matrix K(k) wird als “predicted state-error correlation matrix” bezeichnet
und ist ein Maß fu¨r die Gu¨te der Scha¨tzung [Hay86]. Bei kleinen Scha¨tzfehlern werden die
Elemente von K(k) sehr klein, was besagt, dass die Scha¨tzung als gut eingestuft wird und
nachfolgende Symbolwerte nur einen kleinen Einﬂuß auf die Scha¨tzung haben. Mit der
Wahl von ε im Schritt k = M wird gesteuert, inwieweit der Anfangsvektor hˆ(M) in den
weiteren Adaptionsvorgang mit einzubeziehen ist. Wird ε klein gewa¨hlt, so wird der Vektor
weitestgehend beibehalten, d.h. kaum adaptiv nachgefu¨hrt. Bei relativ großem ε dagegen
ist der Einﬂuß der alten Kanalimpulsantwort klein. In diesem Fall wird der Scha¨tzwert
fu¨r die Kanalimpulsantwort fast vollsta¨ndig mittels der neuen Trainingssequenz bestimmt.
Idealerweise wird ε entsprechend der momentanen Dopplerfrequenz gewa¨hlt, die aus den
gewonnenen Empfangsdaten ermittelt wird.
Bisher wurde davon ausgegangen, dass die Trainingssequenz mindestens so lang wie die
Kanalimpulsantwort ist. Bei Trainingsfolgen, die ku¨rzer als die Kanalimpulsantwort sind,
ist dieses Verfahren ebenfalls anwendbar, wenn ε entsprechend klein gewa¨hlt wird. Da-
durch wird vermieden, dass eine Verschlechterung aufgrund der undeﬁnierten und daher
zu Null gesetzten Komponenten des Symbolvektors d(k) eintritt. Beim erneuten Durch-
lauf des Algorithmus ist der Vektor d(k) fu¨r k < M bekannt, da er durch das Ende des
Datenblocks bestimmt ist.
Der JCE mit U¨bernahme der Kanalkoeﬃzienten ist von einer einigermaßen korrekten Ka-
nalscha¨tzung des Vorblocks abha¨ngig. Jedoch kann im Falle eines tiefen Fadingeinbruchs
keine ausreichend zuverla¨ssige Kanalscha¨tzung erreicht werden. Daher ist es empfehlens-
wert, immer eine kurze Trainingsfolge zu senden, so dass im Falle einer schlechten Scha¨t-
zung noch genu¨gend Redundanz vorhanden ist, um wenigsten innerhalb weniger Blo¨cke
wieder eine gute Kanalscha¨tzung zu erhalten. Eine weitere Mo¨glichkeit besteht darin, in
periodischen Absta¨nden immer wieder la¨ngere Trainingsfolgen zu senden.
7.5 Simulationsergebnisse
Fu¨r die Monte-Carlo Simulationen wird eine IFDMA-U¨bertragung mit BPSK-Modulation
u¨ber die GSM-Testkana¨le TU und BU bei einer U¨bertragungsbandbreite von ungefa¨hr
B = 1.25 MHz betrachtet. Es wird eine Blockla¨nge Q = 64 und ein Spreizfaktor G =
L + L∆ = 17 + 1 = 18 gewa¨hlt. Die sonstigen Parameter werden wie in Abschnitt 6.1
eingestellt. Ferner wird wieder angenommen, dass ideale Synchronisation vorliegt.
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Abbildung 7.4: Simulierte BER fu¨r JCE mit Trainingssequenz der La¨nge Lt = 15 und
fu¨r JCE mit Trainingssequenz der La¨nge Lt = 4 und U¨bernahme der vorangegangenen
Kanalscha¨tzung (KS) (fD = 10 Hz) im Vergleich zur optimalen Entzerrung (VA) mit
perfekter Kanalscha¨tzung und optimalen Entzerrung mit realer, getrennt durchgefu¨hrter
Kanalscha¨tzung mit Trainingssequenz der La¨nge Lt = 15 fu¨r den Testkanal TU.
In den Abbildungen 7.4 und 7.5 sind die Simulationsergebnisse fu¨r den vorgeschlagenen
JCE im Vergleich zur optimalen Entzerrung zum einen mit perfekter Kanalscha¨tzung
und zum anderen mit getrennter Kanalscha¨tzung aufgetragen. Die erste Vergleichskurve
ergibt sich aus einer ML-Entzerrung mittels eines Viterbi-Algorithmus (VA), wobei ei-
ne perfekte Scha¨tzung der Kanalimpulsantwort hˆ = h angenommen wird. Diese Kurve
stellt somit eine obere Grenze der Systemperformance dar. Fu¨r den zweiten Vergleich
wird der M-Algorithmus [BeG92] mit getrennter ML-Kanalscha¨tzung herangezogen. Der
M-Algorithmus arbeitet a¨hnlich dem Viterbi-Algorithmus jedoch mit einer reduzierten
Anzahl von Pfaden. Die Anzahl der weiterverfolgten Pfade wurde jedoch so groß gewa¨hlt,
dass kein relevanter Unterschied zur optimalen Viterbi-Entzerrung entsteht. Die Simula-
tionsergebnisse sind als BER Pb(γb) in Abha¨ngigkeit des SNR γb = Eb/N0 dargestellt.
In Abbildung 7.4 liegt eine U¨bertragung u¨ber den GSM-Testkanal TU mit einer Kanalim-
pulsantwort der La¨nge M = 7 vor. Zur Initialisierung des Algorithmus werden Trainings-
sequenzen der La¨nge Lt = 15 bzw. Lt = 4 verwendet. Im letzteren Fall (Lt = 4) wird die
Kanalscha¨tzung aus dem vorangegangenen U¨bertragungsblock u¨bernommen, wobei eine
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Abbildung 7.5: Simulierte BER fu¨r JCE mit Trainingssequenz der La¨nge Lt = 27 und
fu¨r JCE mit Trainingssequenz der La¨nge Lt = 4 und U¨bernahme der vorangegangenen
Kanalscha¨tzung (KS) (fD = 10 Hz) im Vergleich zur optimalen Entzerrung (VA) mit per-
fekter Kanalscha¨tzung und zur optimalen Entzerrung mit realer, getrennt durchgefu¨hrter
Kanalscha¨tzung mit Trainingssequenz der La¨nge Lt = 27 fu¨r den Testkanal BU.
Dopplerfrequenz fD = 10 Hz angenommen wird. Der konventionelle Ansatz mit getrenn-
ter Kanalscha¨tzung und Entzerrung verwendet eine Trainingssequenz der La¨nge Lt = 15.
Hierzu sei angemerkt, dass gema¨ß Gleichung (7.1) Lt = 15 die Mindestla¨nge ist, damit
ML-Kanalscha¨tzung mo¨glich ist. Im Vergleich zum optimalen Entzerrer mit 2M = 128
Pfaden in jedem Schritt beha¨lt der vorgeschlagene JCE nur Nb = 64 Pfade bei. Un-
ter Verwendung der erweiterten Metrik wu¨rde der JCE bei derselben Leistungsfa¨higkeit
sogar nur Nb = 8 Pfade beno¨tigen. Fu¨r eine BER von Pb(γb) = 5 · 10−3 betra¨gt der Ge-
winn des JCE ohne bzw. mit U¨bernahme der vorangegangenen Kanalscha¨tzung ungefa¨hr
3, 5 dB bzw. 4, 0 dB im Vergleich zum konventionellen Ansatz. Der Verlust gegenu¨ber
der optimalen Entzerrung mit perfekter Kanalscha¨tzung betra¨gt nur ungefa¨hr 1 dB bzw.
0, 5 dB.
In Abbildung 7.5 liegt der Vergleich fu¨r eine U¨bertragung u¨ber den GSM-Testkanal BU
mit einer Kanalimpulsantwort der La¨nge M = 13 vor. Zur Initialisierung des Algorith-
mus werden Trainingssequenzen der La¨nge Lt = 27 verwendet, bzw. Lt = 4, wenn die
Kanalscha¨tzung aus dem vorangegangenen U¨bertragungsblock u¨bernommen wird. Hier-
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Abbildung 7.6: Simulierter MSE des JCE mit einer Trainingssequenz der La¨nge
Lt = 27, fu¨r JCE mit Trainingssequenz der La¨nge Lt = 14 und U¨bernahme der vor-
angegangenen Kanalscha¨tzung (KS) im Vergleich zur ML-Kanalscha¨tzung mit Trainings-
sequenz der La¨nge Lt = 27 fu¨r den Testkanal BU.
bei wird wieder eine Dopplerfrequenz fD = 10 Hz angenommen. Der optimale Entzerrer
mit getrennter Kanalscha¨tzung verwendet eine Trainingssequenz der La¨nge Lt = 27. Im
Vergleich zum optimalen Entzerrer mit 2M = 8192 Pfaden in jedem Schritt beha¨lt der
vorgeschlagene JCE nur Nb = 128 Pfade bei. Unter Verwendung der erweiterten Metrik
wu¨rde der JCE bei derselben Leistungsfa¨higkeit sogar nur Nb = 16 Pfade beno¨tigen. Fu¨r
eine BER von Pb(γb) = 1, 5 · 10−3 betra¨gt der Gewinn des JCE ohne bzw. mit U¨bernahme
der vorangegangenen Kanalscha¨tzung ungefa¨hr 3, 3 dB bzw. 4, 0 dB im Vergleich zum
konventionellen Ansatz. Der Verlust gegenu¨ber der optimalen Entzerrung mit perfekter
Kanalscha¨tzung betra¨gt nur ungefa¨hr 1, 5 dB bzw. 0, 5 dB.
Es sei angemerkt, dass der zusa¨tzliche Energiegewinn aufgrund der ku¨rzeren Trainingsse-
quenz nicht beru¨cksichtigt wurde.
Fu¨r die Entzerrung ist der Scha¨tzfehler der Kanalimpulsantwort von großer Bedeutung.
Um die Kanalscha¨tzung besser zu beurteilen, wird hierfu¨r der mittlere quadratische Fehler
MSE zwischen dem Scha¨tzwert und der tatsa¨chlichen Kanalimpulsantwort
MSE = E
{
||hˆ− h||2
}
(7.63)
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Abbildung 7.7: Simulierte BER in Abha¨ngigkeit der Anzahl Nb der beibehaltenen
Pfade fu¨r den JCE mit erweiterter Metrik im Vergleich zur herko¨mmlichen Metrik;
Eb/N0 = 10 dB; Lt = 15 fu¨r den Testkanal TU
betrachtet. In Abbildung 7.6 wird der Scha¨tzfehler MSE der Kanalimpulsantwort fu¨r
den JCE mit dem einer ML-Kanalscha¨tzung verglichen und in Abha¨ngigkeit des SNR
γb = Eb/N0 aufgetragen. Bei beiden Algorithmen betra¨gt die La¨nge der Trainingssequenz
Lt = 27. Die Kanalscha¨tzung des JCE ist deutlich besser als bei separat durchgefu¨hrter
Kanalscha¨tzung. Bei einem SNR von γb = 10 dB betra¨gt der Fehler nur 0, 03 im Gegensatz
zu 0, 13 bei separater ML-Kanalscha¨tzung. Wird der JCE mit der Kanalimpulsantwort
des vorangegangenen U¨bertragungsblocks initialisiert, senkt sich der Scha¨tzfehler auf 0, 02,
wobei eine Dopplerfrequenz von fD = 30 Hz angenommen wird. Wie zu erwarten, verrin-
gert die U¨bernahme der Kanalscha¨tzung vor allem bei großem SNR den Scha¨tzfehler, da
in diesem Fall eine relativ genau Kanalscha¨tzung u¨bernommen wird.
Wird der vorgeschlagene Algorithmus mit der erweiterten Metrik eingesetzt, wird die-
selbe Leistungsfa¨higkeit bei beachtlich geringer Anzahl Nb beibehaltener Pfade erreicht.
Die erweiterte Metrik bringt den gro¨ßten Gewinn bei U¨bertragungskana¨len mit großer
Einﬂussla¨nge, da bei diesen Kana¨len besonders viel Energie auf langen Umwegpfaden
empfangen wird. In den Abbildungen 7.7 und 7.8 sind die Simulationsergebnisse fu¨r die
GSM-Testkana¨le TU und BU dargestellt, wobei die BER in Abha¨ngigkeit der Anzahl Nb
der weiterverfolgten Pfade bei einem festen SNR-Wert von γb = 10 dB aufgetragen ist.
Fu¨r den GSM-Testkanal TU in Abbildung 7.7 wird bei Verwendung der allgemeinen Me-
trik und Nb = 64 weiterverfolgten Pfade eine BER von Pb(γb) = 1, 1 · 10−2 erreicht. Der
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Abbildung 7.8: Simulierte BER in Abha¨ngigkeit der Anzahl Nb der beibehaltenen
Pfade fu¨r den JCE mit erweiterter Metrik im Vergleich zur herko¨mmlichen Metrik;
Eb/N0 = 10 dB; Lt = 27 fu¨r den Testkanal BU
Algorithmus mit der erweiterten Metrik erlangt denselben BER-Wert bei Nb = 16 weiter-
verfolgten Pfaden und bei nur Nb = 8 Pfaden steigt die BER nur auf Pb(γb) = 1, 25 · 10−2
an. In Abbildung 7.8 wird fu¨r den GSM-Testkanal BU bei Verwendung der allgemeinen
Metrik und Nb = 128 weiterverfolgten Pfade eine BER von Pb(γb) = 7 · 10−3 erreicht.
Denselben BER-Wert erlangt der Algorithmus mit erweiterter Metrik bei nur Nb = 15
weiterverfolgten Pfaden und bei Nb = 8 Pfaden steigt die BER nur auf Pb(γb) = 7, 8 ·10−3
an. Durch die eingefu¨hrte erweiterte Metrik wird also eine beachtliche Komplexita¨tsre-
duzierung erzielt. Es sei hierzu noch angemerkt, dass beim BU-Testkanal ein Viterbi-
Algorithmus Nb = 2
M = 8192 Pfade betrachten mu¨sste.
Die Simulationsergebnisse zeigen, dass durch Einsatz des JCE’s gegenu¨ber einem optima-
len Entzerrer mit getrennter ML-Kanalscha¨tzung eine beachtliche Leistungsverbesserung
bei betra¨chtlicher Reduzierung der Komplexita¨t erzielt wird.
Kapitel 8
Zusammenfassung
Fu¨r den Einsatz in der Mobilkommunikation wird ein neues breitbandiges orthogona-
les Vielfachzugriﬀsverfahren vorgeschlagen - “Interleaved Frequency-Division Multiple-
Access” (IFDMA). Mathematische Darstellung und Untersuchung der Leistungsfa¨hig-
keit von IFDMA bilden den ersten Schwerpunkt dieser Arbeit. Da bei der IFDMA-
U¨bertragung u¨ber den Mobilfunkkanal ISI auftritt, ist eine Entzerrung des Empfangs-
signals notwendig. Als ein eﬃzientes Verfahren hierfu¨r wird der JCE-Algorithmus ein-
gefu¨hrt, der den zweiten Schwerpunkt der Arbeit bildet. Dieses Entzerrerverfahren mit
kontinuierlicher Kanalscha¨tzung wird mathematisch beschrieben und beispielhaft fu¨r das
IFDMA-System untersucht.
IFDMA besitzt entscheidende Vorteile gegenu¨ber anderen Vielfachzugriﬀsverfahren fu¨r
den Mobilfunk. Der Gewinn durch Frequenz-Diversity und die Vermeidung von MAI sind
die bedeutendsten Vorteile von IFDMA. Die Konstruktionsweise des Sendesignals be-
wirkt, dass die Tra¨gerfrequenzen a¨quidistant u¨ber die gesamte Bandbreite verteilt sind.
Aufgrund dieser Multicarrier-Komponente wird in frequenzselektiven Mobilfunkkana¨len
ein Mehrwegegewinn erzielt. Je gro¨ßer die Anzahl der Tra¨gerfrequenzen ist, desto gro¨-
ßer ist der erreichbare Mehrwegegewinn. Jedoch ist dieser begrenzt, da mit zunehmender
Anzahl der Tra¨gerfrequenzen die einzelnen Tra¨gerfrequenzen immer weniger unabha¨ngig
voneinander sind, sondern immer sta¨rker korrelieren, wodurch ein Sa¨ttigungseﬀekt beim
Mehrwegegewinn auftritt. Simulationen zeigen, dass die MFB der IFDMA-U¨bertragung
fu¨r eine kleine Anzahl von Tra¨gerfrequenzen identisch mit der theoretischen MFB ist. Wie
aufgrund der Berechnung erwartet, wird der maximale Mehrwegegewinn mit einer kleinen
Anzahl von Tra¨gerfrequenzen erreicht, in typischen Mobilfunkkana¨len bereits bei 8. In
IFDMA wird MAI vermieden, da die Tra¨gerfrequenzen der verschiedenen Nutzersigna-
le zueinander orthogonal sind. Diese Orthogonalita¨t wird mathematisch nachgewiesen.
Daru¨ber hinaus wird gezeigt, dass die Orthogonalita¨t auch bei der U¨bertragung u¨ber
zeitdispersive Mobilfunkkana¨le erhalten bleibt.
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Ein weiterer Vorteil von IFDMA ist, dass durch die Wahl unterschiedlicher Symbolblock-
la¨ngen in verschiedenen Funkzellen“worst-case”-Interferenzen durch Gleichkanalsto¨rungen
aus Nachbarzellen vermieden werden ko¨nnen. Dieses Verfahren eignet sich auch dazu, in
einer bereits ausgelasteten Mobilfunkzelle zusa¨tzliche Teilnehmer senden zu lassen. Die
dadurch verursachten Sto¨rungen wirken sich nicht als “worst-case”-Interferenz auf einen
Teilnehmer aus, sondern als Rauschen auf alle. Die IFDMA-U¨bertragung ist kontinuierlich,
wodurch zeitlich eine gleichma¨ßige Verteilung der Sendeleistung erzielt und die Synchro-
nisation vereinfacht wird. Da die Konstruktion des IFDMA-Sendevektors im Zeitbereich
erfolgt, besitzt das Sendesignal im Zeitbereich eine konstante Einhu¨llende und damit einen
minimalen Crestfaktor. Dadurch werden Verzerrungen am Ausgang eines nichtlinearen
Sendeversta¨rkers weitgehend unterbunden. Interferenzen aus dem vorangegangenen Sym-
bolblock werden durch das Schutzintervall vermieden, wenn dessen La¨nge ausreichend groß
gewa¨hlt wird. Zudem ermo¨glicht das Schutzintervall, die Anforderung an die Zeitsynchro-
nisation zu reduzieren. IFDMA kann ohne Modiﬁkation sowohl fu¨r den Downlink als auch
fu¨r den Uplink eingesetzt werden. Insbesondere kann bei IFDMA dieselbe auf Trainings-
symbolen basierende Kanalscha¨tztechnik fu¨r Down- und Uplink angewendet werden.
Die IFDMA-U¨bertragung u¨ber den Mobilfunkkanal wird durch ISI beeintra¨chtigt. Dieser
Eﬀekt kann durch den Einsatz von Entzerrern am IFDMA-Empfa¨nger deutlich reduziert
werden. An bekannten Standardverfahren werden hierzu zum einen die optimale ML-
Detektion und zum anderen der suboptimale DFE untersucht. Die Simulationen zeigen,
dass die IFDMA-U¨bertragung mit ML-Detektion im Gegensatz zu MC-CDMA eine bes-
sere Leistungsfa¨higkeit aufweist. Wie bei MC-CDMA ist es sogar unter Verwendung des
optimalen Entzerrerverfahren nicht mo¨glich, die MFB zu erreichen. Aufgrund der Kom-
plexita¨t ist ML-Detektion jedoch nur fu¨r eine kleine Anzahl N u¨bersprechender Symbole
mo¨glich, d.h. N ≤ 8.
Ist die Anzahl der u¨bersprechenden Symbole groß, d.h. N > 8, sind ML-Detektion oder
Entzerrertechniken, die auf dem Viterbi-Algorithmus basieren, aufgrund der Begrenzung
durch die Komplexita¨t nicht mehr anwendbar. Suboptimale Entzerrertechniken, wie der
DFE, ko¨nnen jedoch eingesetzt werden. Der DFE besteht aus einem linearen Vorﬁlter und
einem Ru¨ckkopplungsﬁlter, das eine Initialisierung beno¨tigt. Die Untersuchungen hier-
zu ergeben, dass die Bestimmung des Initialisierungsvektors fu¨r das Ru¨ckkopplungsﬁlter
mittels eines linearen Filters einen sehr guter Kompromiss zwischen Komplexita¨t und
Leistungsfa¨higkeit darstellt. Aufgrund der zyklischen Eigenschaften des IFDMA-Systems
kann die Leistungsfa¨higkeit des DFE’s durch wiederholte Durchla¨ufe noch verbessert wer-
den. Dabei zeigt sich, dass bereits beim zweiten Durchlauf nahezu die bestmo¨gliche Lei-
stungsfa¨higkeit erzielt wird. Ein Vergleich mit der optimalen ML-Detektion zeigt die gute
Leistungsfa¨higkeit des DFE bei einer sehr viel geringeren Komplexita¨t.
Fu¨r die ML-Detektion und den DFE wurde eine perfekte Kanalscha¨tzung angenommen.
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Tatsa¨chlich aber liegt nur ein Scha¨tzwert fu¨r die Kanalimpulsantwort vor. Eine getrennte
Durchfu¨hrung von Kanalscha¨tzung und Entzerrung ist jedoch nicht optimal, selbst wenn
sowohl fu¨r Kanalscha¨tzung als auch fu¨r Entzerrung der optimale Ansatz gewa¨hlt wird. Der
vorgeschlagene JCE fu¨hrt Kanalscha¨tzung und Entzerrung gemeinsam aus, indem die In-
formation u¨ber den Kanal, die in jedem Empfangssymbol enthalten ist, ausgenutzt wird.
Die Grundidee liegt in der erneuten Berechnung des Kanalscha¨tzvektors nach jedem emp-
fangenen Symbol, indem die Trainingssequenz mit dem Empfangssymbol verla¨ngert wird.
Der optimale Ansatz hierfu¨r betrachtet alle Symbolhypothesen. Aufgrund der Komplexita¨t
wird jedoch nach jedem Schritt nur eine maximale Anzahl Nb von Pfaden weiterverfolgt,
wobei aber nicht alle weiterverfolgten Pfade aus einem Zustand stammen du¨rfen. Die Pfade
werden mittels einer Pfadmetrik ausgewa¨hlt, deren Berechnung rekursiv erfolgt. Simula-
tionen fu¨r eine IFDMA-U¨bertragung zeigen, dass gegenu¨ber einem optimalen Entzerrer
mit getrennt durchgefu¨hrter ML-Entzerrung eine betra¨chtliche Leistungsverbesserung bei
reduzierter Komplexita¨t erreicht wird. Der Verlust gegenu¨ber einer optimalen Entzerrung
mit angenommener perfekter Kanalscha¨tzung dagegen ist gering.
Die allgemeine Pfadmetrik wertet zur Selektion der Pfade die Empfangssymbole nur bis
zum aktuellen Schritt aus. Besonders bei Kana¨len mit großer Einﬂussla¨nge sind große Tei-
le der Signalenergie nicht in der Metrik enthalten, da die durch den U¨bertragungskanal
verzo¨gerten Anteile erst zu einem spa¨teren Zeitpunkt empfangen werden. Abhilfe bietet
die Einfu¨hrung einer erweiterten Pfadmetrik bestehend aus der allgemeinen Metrik und
einem zusa¨tzlichen Term, der die fehlende Signalenergie entha¨lt. Dabei werden fu¨r jeden
Pfad die nachfolgenden Schritte im Trellis beru¨cksichtigt. Es wird angenommen, dass die
nachfolgenden unbekannten Symbole gleichwahrscheinlich auftreten. Diese zusa¨tzlichen
Pfadstu¨cke werden nun in die Metrikberechnung einbezogen. Der Berechnungsaufwand
der erweiterten Pfadmetrik ist kaum gro¨ßer als der fu¨r die allgemeine Metrik. Wie Si-
mulationen zeigen, la¨sst sich damit die Anzahl der weiterzuverfolgenden Pfade und folg-
lich die Komplexita¨t ohne Auswirkung auf die Leistungsfa¨higkeit signiﬁkant reduzieren.
Zudem kann bei einer langsam vera¨nderlichen Kanalimpulsantwort die gescha¨tzte Kanal-
impulsantwort aus dem vorangegangenen U¨bertragungsblock u¨bernommen werden. Der
hierdurch verursachte Fehler ist kleiner als durch eine neue Scha¨tzung mit einer Trai-
ningssequenz. Die U¨bernahme ist unkritisch, da die Kanalscha¨tzung im weiteren Verlauf
kontinuierlich angepasst wird. Der JCE eignet sich hervorragend zum Einsatz bei IFDMA,
kann jedoch auch bei anderen Systemen mit ISI und “a priori” unbekannten Kanalpara-
metern eingesetzt werden.
Anhang A
Speziﬁkation der GSM-Testkana¨le
In [COST207] sind die vier GSM-Testkana¨le fu¨r die verschiedenen Ausbreitungsgebiete
RA, TU, BU und HT speziﬁziert. Fu¨r den zeitdiskreten Fall sind in den Tabellen A.1 -
A.4 die Kanalkoeﬃzienten h(l), l = 0, ...,Ma, der GSM-Testkana¨le RA, TU, BU und HT
aufgefu¨hrt, wie sie den Simulationen dieser Arbeit zugrunde liegen. Der U¨bersichtlichkeit
wegen wurden nur von Null verschiedene Kanalkoeﬃzienten eingetragen. Die Anzahl Ma
der Kanalkoeﬃzienten ergibt sich aus
Ma =
⌈
τmax
Ta
⌉
, (A.1)
wobei die Abtastperiode Ta = 0, 2µs betra¨gt. In den Tabellen sind fu¨r jeden Koeﬃzienten
h(l) die Verzo¨gerungszeit τ = l · Ta, der Wert Rh(l) des zeitdiskreten VLDS und der
DLDS-Typ angegeben. Zur Veranschaulichung sind daru¨ber hinaus in Abbildung A.1 die
VLDS graﬁsch sowohl zeitdiskret als auch zeitkontinuierlich dargestellt. Eine ausfu¨hrliche
mathematische Beschreibung der GSM-Testkana¨le ist beispielsweise in [COST207, Sor97]
zu ﬁnden. Die beiden verwendeten DLDS-Typen sind in Abschnitt 3.4.2 beschrieben. Fu¨r
die Kanalmodellierung gema¨ß Abschnitt 3.4 werden die Varianzen σ2h(l) der Kanalkoeﬃ-
zienten h(l) beno¨tigt. Diese bestimmen sich aus den zeitdiskreten VLDS-Werten und dem
Mittelwert mh(l) gema¨ß
σ2h(l) =
Rh(l)
∞∑
m=0
Rh(l)
−mh(l) . (A.2)
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Abbildung A.1: Verzo¨gerungsleistungsdichtespektren (VLDS), zeitdiskret und zeitkon-
tinuierlich (gestrichelt) nach [COST207]
RA-Kanal: Ma = 3, τmax = 0, 6µs
Kanalkoeﬃzient Verzo¨gerung VLDS Rh(l) DLDS
h(l) τ = l · Ta (lin.) [dB]
h(0) 0, 0µs 1, 00 0 Rice
h(1) 0, 2µs 0, 63 −2 klass.
h(2) 0, 4µs 0, 10 −10 klass.
h(3) 0, 6µs 0, 01 −20 klass.
Tabelle A.1: Speziﬁkation fu¨r GSM-Testkanal RA
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TU-Kanal: Ma = 25, τmax = 5µs
Kanalkoeﬃzient Verzo¨gerung VLDS Rh(l) DLDS
h(l) τ = l · Ta (lin.) [dB]
h(0) 0, 0µs 0, 40 −4 klass.
h(1) 0, 2µs 0, 50 −3 klass.
h(2) 0, 4µs 1, 00 0 klass.
h(3) 0, 6µs 0, 63 −2 klass.
h(4) 0, 8µs 0, 50 −3 klass.
h(6) 1, 2µs 0, 32 −5 klass.
h(7) 1, 4µs 0, 20 −7 klass.
h(9) 1, 8µs 0, 32 −5 klass.
h(12) 2, 4µs 0, 25 −6 klass.
h(15) 3, 0µs 0, 13 −9 klass.
h(16) 3, 2µs 0, 08 −11 klass.
h(25) 5, 0µs 0, 10 −10 klass.
Tabelle A.2: Speziﬁkation fu¨r GSM-Testkanal TU
BU-Kanal: Ma = 50, τmax = 10µs
Kanalkoeﬃzient Verzo¨gerung VLDS Rh(l) DLDS
h(l) τ = l · Ta (lin.) [dB]
h(0) 0, 0µs 0, 20 −4 klass.
h(1) 0, 2µs 0, 50 −3 klass.
h(2) 0, 4µs 0, 79 0 klass.
h(4) 0, 8µs 1, 00 −2 klass.
h(8) 1, 6µs 0, 63 −3 klass.
h(11) 2, 2µs 0, 25 −5 klass.
h(16) 3, 2µs 0, 20 −7 klass.
h(25) 5, 0µs 0, 79 −5 klass.
h(30) 6, 0µs 0, 63 −6 klass.
h(36) 7, 2µs 0, 20 −9 klass.
h(41) 8, 2µs 0, 10 −11 klass.
h(50) 10, 0µs 0, 03 −10 klass.
Tabelle A.3: Speziﬁkation fu¨r GSM-Testkanal BU
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HT-Kanal: Ma = 100, τmax = 20µs
Kanalkoeﬃzient Verzo¨gerung VLDS Rh(l) DLDS
h(l) τ = l · Ta (lin.) [dB]
h(0) 0, 0µs 0, 10 −7 klass.
h(1) 0, 2µs 0, 16 −3 klass.
h(2) 0, 4µs 0, 25 −1 klass.
h(3) 0, 6µs 0, 40 0 klass.
h(4) 0, 8µs 1, 00 −2 klass.
h(10) 2, 0µs 1, 00 −6 klass.
h(12) 2, 4µs 0, 40 −7 klass.
h(75) 15, 0µs 0, 16 −1 klass.
h(76) 15, 2µs 0, 13 −2 klass.
h(79) 15, 8µs 0, 10 −7 klass.
h(86) 17, 2µs 0, 06 −10 klass.
h(100) 20, 0µs 0, 04 −15 klass.
Tabelle A.4: Speziﬁkation fu¨r GSM-Testkanal HT
Anhang B
Abku¨rzungen und Formelzeichen
B.1 Abku¨rzungen
4G Vierte Generation
AWGN Additive White Gaussian Noise
BER Bit Error Rate
BPSK Binary Phase Shift Keying
BU Bad Urban Area
CDMA Code-Division Multiple-Access
DFE Decision Feedback Equalizer
DFT Diskrete Fourier-Transformation
DLDS Dopplerleistungsdichtespektrum
DS-CDMA Direct-Sequence CDMA
FDMA Frequency-Division Multiple-Access
FH-CDMA Frequency-Hopping CDMA
FIR Finite Impulse Response
GSM Global System for Mobile Communications
GWSSUS Gaussian Wide-Sense-Stationary Uncorrelated-Scattering
HT Hilly Terrain
IFDMA Interleaved Frequency-Division Multiple-Access
ISI Intersymbol Interference
JCE Joint Channel Estimation and Equalization
KS Kanalscha¨tzung
LOS Line of Sight
MAI Multiple-Access Interference
MAP Maximum a posteriori
MC-CDMA Multi-Carrier CDMA
MF Matched-Filter
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MFB Matched-Filter-Bound
ML Maximum-Likelihood
MSE Mean-Square-Error
OFDM Orthogonal Frequency-Division Multiplexing
RA Rural Area
RLS Recursive Least Squares
SNR Signal-to-Noise Ratio
TDMA Time-Division Multiple-Access
TH-CDMA Time-Hopping CDMA
TU Typical Urban Area
UMTS Universal Mobile Telecommunication System
VA Viterbi-Algorithmus
VLDS Verzo¨gerungsleistungsdichtespektrum
WLAN Wireless Local Area Networks
B.2 Notationen, Operatoren
DFT{.} Diskrete Fourier-Transformation
E{.} Erwartungswert
gcd{a, b} Gro¨ßter gemeinsamer Teiler zweier Integer a, b
L(.) Log-Likelihood-Funktion
{.} Realteil
sign{.} Bina¨re Entscheidung
xl Koeﬃzient des Vektors x
x(l) Zeitdiskretes Signal
x(t) Zeitkontinuierliches Signal
x Vektor [x0, x1, ...]
T
xˆ Scha¨tzvektor zu Vektor x
X Matrix
x∗ Konjugiert komplexer Wert zu x
xH Transponiert, konjugiert komplexer Vektor zu x
xT Transponierter Vektor zu x
||x|| Norm des Vektors x
x Gro¨ßte ganze Zahl kleiner oder gleich x
x Kleinste ganze Zahl gro¨ßer oder gleich x
x ∗ y Lineare Faltung zwischen x und y
x y Zyklische Faltung zwischen x und y
x mod y Modulo-Operation
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B.3 Lateinische Formelzeichen
0 Nullvektor
a(i) Koeﬃzientenvektor des DFE Vor- und Ru¨ckkopplungsﬁlters
a
(i)
R Koeﬃzientenvektor des DFE Ru¨ckkopplungsﬁlters
a
(i)
V Koeﬃzientenvektor des DFE Vorﬁlters
B U¨bertragungsbandbreite
Bs Bandbreite der Symbolfolge d
BT Bandbreite einer Tra¨gerfrequenz
Bu U¨bertragungsbandbreite eines Nutzers
Bz Nutzbare Bandbreite in der Mobilfunkzelle z
c
(i)
l Chip des IFDMA-Vektors c
(i)
c(t) Zeitkontinuierliches IFDMA-Signal
c
(i)
s (t) Spreizungscode des Nutzers i (CDMA)
c(i) IFDMA-Vektor des Nutzers i
C
(i)
k Spektralwert des Vektors DFT{c(i)}
Ch Kovarianzmatrix der Kanalkoeﬃzienten
Cn Kovarianzmatrix der Rauschkoeﬃzienten
C˜n Teilmatrix von Cn
d
(i)
q Informationssymbol, Koeﬃzient des Vektors d(i)
dˆ
(i)
q Scha¨tzwert fu¨r das Symbol d
(i)
q
d˜
(i)
q Scha¨tzwert vor der Detektion (DFE)
d˘i Stochastisches Informationssymbol
d(t) Zeitkontinuierliches Signal der Informationssymbole
d(i) Symbolvektor des Nutzers i
d(i,p) Vektor der Symbolhypothesen des Nutzers i (ML-Detektion)
d(k) Vektor der letzten M + 1 Symbolhypothesen im Schritt k
d
(k)
Lt
Gesamter Vektor der Symbolhypothesen im Schritt k
d
(k+M)
Lt
Erweiterter Vektor der Symbolhypothesen um stochastische Symbole
dˆ(i) Scha¨tzvektor fu¨r den Vektor d(i)
D Mehrwegegewinn
D
(i)
k Spektralwert des Vektors DFT{d(i)}
D(k) Matrix der Informationssymbole
Dˆ(k) Gescha¨tzte Symbolmatrix fu¨r die Matrix D(k)
ID(k) Hilfsmatrix fu¨r die Herleitung der rekursiven Metrikberechnung (JCE)
e(k|k−1) ”A priori” Scha¨tzfehler
e(k|k) “A posteriori” Scha¨tzfehler
Eb Mittlere empfangene Signalenergie pro bina¨rem Symbol
f Frequenzvariable
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fc Tra¨gerfrequenz
fD Dopplerfrequenz
fDmax Maximale Dopplerfrequenz
fD(n, l) Nach DLDS verteilte Dopplerfrequenzen
∆f Tra¨gerfrequenzabstand
(∆f)c Koha¨renzbandbreite
∆fset Abstand zwischen den Tra¨gerfrequenzen eines Nutzers
Fc(jf) Fourier-Transformierte zu c(t)
Fd(jf) Fourier-Transformierte zu d(t)
FD Dopplerverbreiterung
g(k) Kalman-Versta¨rkung
G Spreizfaktor
h
(i)
l Kanalkoeﬃzient des Vektors h
(i), Abtastperiode Tc
h˜
(i)
q Koeﬃzient des modiﬁzierten Kanalvektors h˜(i)
h(l) Zeitdiskrete Kanalimpulsantwort unabha¨ngig vom Beobachtungszeitpunkt
h(l,m) Zeitdiskrete Kanalimpulsantwort, Abtastperiode Ta
h(t, τ) Zeitkontinuierliche Kanalimpulsantwort
hges(t, τ) Impulsantwort des Systems aus Kanal, Sende- und Empfangsﬁlter
h(i) Vektor der Kanalimpulsantwort des Nutzers i
h˜(i) Modiﬁzierter Vektor der Kanalimpulsantwort des Nutzers i
hˆ(k) Scha¨tzvektor der Kanalimpulsantwort im Schritt k
I Einheitsmatrix
KR La¨nge des DFE Ru¨ckkopplungsﬁlters
KV La¨nge des DFE Vorﬁlters
K(k) “Predicted state-error correlation matrix”
L Anzahl der Wiederholungen des komprimierten Symbolblocks
Lc La¨nge des IFDMA-Vektors
Ls La¨nge des Spreizungscodes (CDMA)
Lt La¨nge der Trainingssequenz
L∆ Anzahl der Wiederholungen des Symbolblocks im Schutzintervall
mh(l) Mittelwert der Zufallsvariablen h(l)
M Geda¨chtnisla¨nge der zeitdiskreten Kanalimpulsantwort, Abtastperiode Tc
Ma Geda¨chtnisla¨nge der zeitdiskreten Kanalimpulsantwort, Abtastperiode Ta
nl Zeitdiskreter Koeﬃzient des Rauschvektors n
n(l) Zeitdiskreter Rauschprozess (AWGN)
n(t) Zeitkontinuierlicher Rauschprozess (AWGN)
n Rauschvektor
n˜ Modiﬁzierter Rauschvektor
N Anzahl der interferierenden Symbole
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N0 Einseitige spektrale Leistungsdichte des AWGN
Nb Maximale Anzahl beibehaltener Pfade
NbS Maximale Anzahl beibehaltener Pfade in jedem Zustand S
Nc Anzahl der Funkzellen innerhalb eines Clusters
NE Anzahl der Echos mit gleicher Verzo¨gerungszeit
Np Anzahl mo¨glicher Symbolvektoren bei ML-Detektion
Nu Maximale Anzahl aktiver Nutzer
Pb(γb) Bitfehlerrate (BER) in Abha¨ngigkeit des SNR
Q Symbolblockla¨nge
Qc Symbolblockla¨nge in Funkzelle c
Qz Symbolblockla¨nge in Funkzelle z
r
(i)
q Demoduliertes Empfangssymbol, Koeﬃzient des Vektors r(i)
r(i) Demodulierter Empfangsvektor des Nutzers i
r(i|j) Demodulierter Empfangsvektor zu y(i|j)
r(i,p) Demodulierter Empfangsvektor zum mo¨glichen gesendeten Symbolvektor d(i,p)
r(k) Demodulierter Empfangsvektor im Schritt k (JCE)
Rs Symbolrate
Rh(m) VLDS
RH(fD) DLDS
s
(i)
l Koeﬃzient des Phasenvektors s
(i)
s(t) Sendeimpuls
sges(t) Impulsantwort des Sende- und Empfangsﬁlters
s(i) Phasenvektor des Nutzers i
Si Zustand i im Diagramm (JCE)
t Beobachtungszeitpunkt
(∆t)c Koha¨renzzeit
T Blockdauer
Ta Abtastperiode
Tat Abtastperiode fu¨r die Beobachtungszeit
Taτ Abtastperiode fu¨r die Verzo¨gerungszeit
Tc Chipdauer
Tfr Dauer eines Zeitrahmens
TM Mehrwegeverbreiterung
Ts Symboldauer
Tu Zeitschlitz eines Nutzers
T∆ Dauer des Schutzintervalls
v Relative Geschwindigkeit zwischen Sender und Empfa¨nger
v(k) Hilfsvektor fu¨r die Herleitung der rekursiven Metrikberechnung (JCE)
x
(i)
l Sendechip, Koeﬃzient des Vektors x
(i)
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x(l) Zeitdiskretes Sendesignal fu¨r t = l · Ta
x(t) Zeitkontinuierliches Sendesignal
x(i) Sendevektor des Nutzers i
Xl Diskretes Frequenzsignal (MC-CDMA)
y
(i)
l Empfangschip, Koeﬃzient des Vektors y
(i)
y(l) Zeitdiskretes Empfangssignal fu¨r t = l · Ta
y(t) Zeitkontinuierliches Empfangssignal
y Gesamter Empfangsvektor aller aktiver Nutzer
y(i) Empfangsvektor des Nutzers i
y(i|j) Empfangsvektor des Nutzers i u¨berlagert von y(j)
B.4 Griechische Formelzeichen
γb Signal-Rausch-Abstand (SNR)
δ(k) Zusa¨tzlicher Term der erweiterten Pfadmetrik im Schritt k
ε Maß des Einﬂuss der u¨bernommenen Kanalscha¨tzung
θ(n,m) Gleichverteilte Phase
Λ(k) Pfadmetrik im Schritt k
Λ˜(k) Erweiterte Pfadmetrik im Schritt k
σ2(ni) Varianz des Rauschens
σ2h(l) Varianz der Zufallsvariablen h(l)
τ Verzo¨gerungszeit
τimax Maximale zeitliche Verschiebung der Nutzersignale zueinander
τmax Maximale Laufzeitverzo¨gerung des U¨bertragungskanals
Φ(i) Teilnehmerabha¨ngige Phase
Φ
(i)
c Teilnehmerabha¨ngige Phase in Funkzelle c
Φ
(j)
z Teilnehmerabha¨ngige Phase in Funkzelle z
ψ
(i)
m,k Koeﬃzienten der Matrix Ψ
(i)
Ψ(i) Matrix zur Berechnung der DFE-Filterkoeﬃzienten
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