with appropriate boundary conditions on BO. This has the standard weak formulation (2) Find U e iT ç [H l (D,) ] 2 and P e HT c L 2 and iV = L 2 (O,) . A natural discretization of (2) consists in choosing fmite dimensional spaces *K N ç iT y it r N OE if and determining (3) U N e-r N and P N GW N such that
The main obstacle in connection with (3) is to find spaces i^N and H^N so that the discretization is stable and at the same time has good approximation properties. A reasonable requirement concerning stability seems to be with C independent of the dimension variable N. It is well known that the Babuska-Brezzi condition with c independent of N, is sufficient to guarantee (4) (cf. [2] , [7] ). If the pressure spaces iV' N are chosen equal to V* "T N , then (5) is equivalent to the requirement that the divergence operator has corresponding right inverses that are uniformly bounded in &(L 2 ; H 1 ). In this case (5) is both a necessary and sufficient condition that the quasi-optimality estimate
\\U-U N \\ H^C min\\U-v\\ s *
EG*'* holds for arbitrary admissible force F (cf. [19] ).
The most natural low degree finite element spaces often fail to satisfy the Babuska-Brezzi condition, except on very special triangulations. A remedy is to appropriately enlarge the velocity space or to deplete the pressure space ; such approaches are analyzed for continuous piecewise linear (bilinear) velocities with piecewise constant pressures in [6] and [12] respectively. For continuous piecewise quadratic velocities one has the well known Taylor-Hood element, with continuous piecewise linear pressures (for the analysis leading to (5) , see [4] and [22] ). Enlarging the velocity space or depleting the pressure space is also in gênerai necessary for cubic velocities and quadratic pressures (cf. [19] ).
For continuous piecewise polynomial velocities of total degree =s/>, p ~= 4, the situation is quite different. For an arbitrary triangulation the range of the divergence operator acting on the velocity space has a very simple characterization -it consists of all piecewise polynomials of total degreê p -1, except for a certain constraint at so-called singular vertices (cf. [18] ). Furthermore, for fîxed p ==* 4, the divergence operator possesses maximal right inverses, the norms of which are bounded independently of the mesh size h (provided non-singular vertices do not degenerate). To paraphrase : the condition (5) is satisfied for such velocities if the pressure space, i^N, is chosen to be V* i^N. Using the analysis in [24] we were able to prove that the same right inverses have &(L 2 ;H l ) norms, which are bounded by some power of p, for fîxed h.
In this note we complement the results of [18] and [24] . We demonstrate with a few examples, theoretical as well as computational, that it is not in gênerai possible to fînd maximal right inverses for the divergence operator, acting on entire polynomials, the norms of which are bounded in $(L 2 ; H 1 ), uniformly in p. We discuss both spaces of total and separate degree *~p, as well as spaces with and without boundary conditions.
The lack of uniformly bounded right inverses for the discrete case is somewhat surprising when compared to the continuous case : it is easy to see that there exists a right inverse (V)" 1 
]).
Methods that use high degree polynomials to approximate the solution to the Stokes équations are quite common, whether they be variationally based spectral methods, or collocation based pseudo-spectral methods (cf. [10] ). Another possibility is the so-called p-version of the flnite element method (cf. [3] ) : it uses a rather coarse mesh (triangulation or lattice) and achieves convergence by including, in a variational formulation, piecewise polynomials of high degree relative to this mesh. Even though the Babuska-Brezzi condition may only be satisfied with a constant approaching zero as some négative power of/?, these methods often have optimal convergence rates as far as the velocity is concerned. We briefly return to an explanation of this (at least for variational methods) towards the very end of this paper. The lack of divergence stability may possibly reduce the convergence rates of the computed pressures. We conclude this paper with a numerical example that demonstrates such réduction in the case of a « driven-cavity » flow problem.
In case of periodic boundary conditions it is normal to consider spectral or pseudospectral methods based on trigonométrie polynomials instead of polynomials. The resulting methods are much more likely to be uniformly divergence stable (see, e.g. [8] ), however, they are restricted in their applicability due to the special boundary conditions.
Methods that use high degree polynomials have also been proposed for mixed formulations of second order scalar elliptic problems, cf. [20] . In that connection the required stability estimate is very closely related to a bound on the â$(L 2 ; L 2 )-norm of a right inverse for the divergence operator. The estimate is much weaker than the divergence stability estimate (5) that we are concerned with hère, and it has been verified to hold (essentially) uniformly in p for the so called Raviart-Thomas element as well as the Brezzi-Douglas-Marini element, cf [20] .
To complete the introduction, let us give an interprétation of the constant ƒ. 
A is the discrete représentation of the divergence operator and (B.,. ) and '(C. 9 . ) represent the quadratic forms ||u||^i and ||^||^2 respectively. With these définitions it is easy to see that |x^ is the smallest singular value of the N x M matrix B~l l2 A T C 1/2 , and this in turn is the square root of the smallest eigenvalue of the positive definite symmetrie M x M matrix
For any q G if N let (V')ïv 1 q 6 y N dénote the element of minimal /f'-norm that has q for its divergence. By a « worst possible pressure » (as far as divergence stability is concerned) we mean a q 0 G i^N, ||<7o|| L 2 = 1, for which the «minimal norm» right inverse (V)^1 attains its operator norm. If x e R M dénotes a unit eigenvector for the matrix D, corresponding to the smallest eigenvalue, \**%, then (8) is a worst possible pressure. with constants 0 < c and C independent of p.
Before giving a proof of Proposition 1 we make a few observations about orthogonal polynomials {cf. [14] ). Let î n (x) dénote the Legendre polynomial of degree n, with the standard normalization
It is not diffîcult to see that
The polynomial î n may be written as a telescoping series and consequently
even. (14) f l£îYdx is of the order n 2 .
Let q n (x), 0 zzn^p dénote the polynomials
the notation should properly be qff\ since the définition of q n dépends on p, but we drop the superscript for convenience). An elementary computation shows that the polynomial with constants that are independent of p.
We are now ready for the proof of proposition 1 The last estimate cornes from the identities (11) and (12) and the L 2 -orthogonality o f the Legendre polynomials. From (18) we get by means of the triangle inequality, Schwarz inequality, and the estimate (14) , that Using the above estimate in combination with (17) we get
The same estimate holds for -w 2 . In summary we have thus
estabhshed and since (V)^ x q is by définition the field of minimal H l -norva it follows that
To verify the second inequality of this proposition, take vol. 24 , n° 6, 1990 for some fixed nonzero polynomial r, independent of p (we consider only p =2= degree(r) + 1, so that q* e V'(£L p Y). As a basis for ü p we choose {qm(xx)q n {x2):0*zm,n**p }.
For an arbitrary ue {â p ) 2 there exist coefficients {oL mn } and {P mM } such that Due to (12) and (15) for a fîxed r (the constant c of course dépends on our choice of r). This vérifies the lower bound on the norm of (V')~l.
• The estimate in Theorem 3.1 of [17] is somewhat related to the upper bound in Proposition 1. The estimate in [17] , however, concerns the gradient operator ; it is therefore much closer to an (9 (p )-estimate of the &(H~ * ; L 2 )-norm of a right inverse for the « adjoint » divergence operator. We refer the reader to [26] for other estimâtes related to Proposition 1.
RESULTS FOR THE SPACES @> p
We now consider polynomials of total degree ^p on the square R. Without boundary conditions the velocity space is (& p ) 2 , where vol. 24, n° 6, 1990 and therefore, m light of (21),
Since u is an arbitrary field in (^)\ with V* u = q*, this gives the desired lower bound on the operator norm.
• The field u also satisfies
In order to show that (24) it suffices, in light of (22) , to show that We consider the term
Let p" dénote the coefficient
It is easy to see that (25)
Usmg the formula (12) and the estimate (14) we get since the indices M(n,p ), 0 ^n ^p -1, have at most two occurrences of the same fïxed value. A combination of (25) and (26) gives (27) ||ë^ ( 2) since M(n,p) ^n. Schwarz inequality implies that
Insertion of (28) 
\-I
which again is bounded by Cp ||^||^2 (R , (due to (11) The top plot in figure 1 shows the smallest eigenvalue of the matrix D (as defined in (7)) for p varying between 1 and 18 when no boundary conditions are imposed on the velocity fïelds. The eigen values were computed using two EISPACK subroutines : first the matrix was transformed (by orthogonal similarity transformations) into a tridiagonal matrix using subroutine TRED2, then the eigenvalues were computed by the QL method (an obvious variant of the QR method) using subroutine TQL2. The gg(L 2 ;H l ) norm of the «minimal norm» right inverse is the reciprocal square root of the smallest eigenvalue. The numbers do not clearly indicate whether these right inverses are bounded independently of p -if anything they seem to indicate that the norms grow as p -• oo, but only as a very small power or possibly a logarithm of p (the corresponding solid line was computed by linear régression on the last four points, it is proportional to is the common nullspace for the followmg nine lmearly independent functionals the intégral over R, point évaluation at each of the corners of 3R and 1) There is a marked différence between worst pressures for even and odd p. For even p the smallest positive eigenvalue has multiplicity > 1. The pressure obtained by interchanging the rôle of x x and X2 in the figures shown for p = 8 and 14 are also worst possible. This différence correlates well with the lowest plot in figure 1 , which really seems to consist of two slightly different plots, one for even p and one for odd p,
2) The value range for a worst pressure grows as p increases, and the extreme values are clearly attained on dR.
3) For p odd and sufficiently large there is a local checkerboard pattern developing, similar to that found in connection with some unstable low order éléments (see, e.g., [5] for bilinear-constant velocity-pressure approximation).
CONCLUDING REMARKS
We have shown with a few examples that one cannot in gênerai construct maximal right inverses for the divergence operator, whose $(L 2 ;H l ) norms are uniformly bounded as the polynomial degree increases. We do not think that the square domain is extremely special in this regard, and we believe that similar examples can be found on many other polygonal domains. The square, however, is extremely convenient since it has a very simple Z, 2 -orthogonal basis for the polynomials. The existence of this basis was most important for establishing the bounds in Propositions 1 through 4.
We do not claim that it is impossible to find domains for which uniformly bounded maximal right inverses exist. Indeed one such class of domains (for polynomials of total degree *zp, with no boundary conditions) are the ellipses :
0> p + 1, on the domain E, is the same as (axf 4-bx\ -1 ) 3P p _ x , and since A has no nontrivial null vectors with homogeneous Dirichlet boundary conditions, it follows that A is an isomorphism from $ p + i onto 3P p _\. By elliptic estimâtes
and therefore we conclude that the operator (V*)~l = VA'
is a uniformly bounded maximal right inverse for the divergence operator on the domain E. M Without boundary conditions, unboundedness of the « minimal norm » right inverse in spaces of entire polynomials (on a square, say) will immediately lead to unboundedness in spaces of piecewise polynomials relative to a fîxed partition (a lattice). We expect that the « minimal norm » right inverses for truly piecewise polynomials will inherit some of the (likely) extra unboundedness associated with homogeneous boundary conditions. For example, on a lattice (with more than one rectangle) it would not be totally surprising, if the right inverses corresponding to spaces of piecewise polynomials of separate degree *zp have $(L 2 ;H } ) norms, that grow faster than p.
Lack of divergence stability as evidenced by the fact that the best lower bound in (5) might behave like p ~a, a > 0, does not lead to suboptimal order of convergence for the velocities, as p -• oo (provided we use the divergence of the velocity space as the pressure space). The explanation for this is quite standard with stress-free boundary conditions on a simply connected domain (see e.g. [9] , [25] (n) . If the right hand side F is smooth, then the solution to the Stokes problem (1) is smooth except at the corners of the polygonal domain H. In gênerai the corner singularities for the velocity and the pressure are of the form (33) for different 7 (cf. [11] ). Consequently we get that with a smooth right hand side on a polygonal domain the optimal approximation rates for the velocity and the pressure, as p î 00, are generally twice those suggested by the regularity of U and P in standard Sobolev spaces t.
The function 4>, defined by (31), has a corner singularity of the form ® = r y + l flf(lnr)<p (9) .
In analogy with the /f 1 (fl)-estimate we expect that (twice the approximation rate suggested by the regularity of 4> in standard Sobolev spaces). From the analysis preceeding this remark it now follows that we should also generally expect the finite element error in velocity, II U -Up\\ H \ (a y to converge at twice the rate suggested by the regularity of U in standard Sobolev spaces.
• For discretizations of the équations of elasticity in displacement form, divergence stability is intimately connected with uniform convergence rates as Poisson's ratio v approaches 1/2. Using an interpolation argument it is possible to prove that the énergies computed by the /^-version of the finite element metliod converge with (essentially) optimal rates uniformly in VG [0, 1/2 [, cf. [23] .
Both for the Stokes problem and the équations of elasticity a lack of divergence stability may lead to certain computational difficulties. In [16] it is reported that an increasing number of conjugate gradient steps are required to solve for the pressure for increasing^. In [21] it is found that a certain component of the elastic stress (corresponding to the hydrostatic pressure) is not well approximated using high degree éléments and a standard displacement formulation of the équations of elasticity.
t In the case of Dirichlet boundary conditions it will often normally be necessary to use piecewise polynomials on a fixed subdivision to achieve these rates. 
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We conéhide this paper with a computational example that demonstrates how the lack of divergence stability may lead to a reduced approximation rate for the pressure in the Stokes problem. Consider the « driven cavity » flow problem
We décompose U as U = tf (1) 2 for a pressure space. Figure 4 shows the (O,) ). The lack of further regularity is due to singularities at the top corners. Extrapolating from the discussion in Remark 3.1 we therefore expect optimal approximation rates for the velocity and the pressure to be p~2 + £ , in the //^norm and the Z, 2 -norm respectively. As is evidenced by figure 4 the computed velocities converge at the expected optimal rate, whereas there is clearly a réduction in the order of convergence of the computed pressures. The convergence rate appears to have been reduced by at least a factor of p. This réduction in convergence rate can in our mind only be attributed to the lack of divergence stability demonstrated in Proposition 3.
We do want to emphasize that a réduction in the convergence rate for the pressures is not always observed. For a more regular solution, such as that obtained for instance by replacing 1 -x\ in (34) with ( 1 -x\) 2 , the convergence rate for the computed pressures shows no évidence of réduction (see figure 5 ). At this point we have not investigated exactly when a réduction will occur or the important question, what to do about it.
