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Abstract: Due to complex physical phenomena, the distribution of heavy rainfall events
is difficult to model spatially. Physically based numerical models can often provide phys-
ically coherent spatial patterns, but may miss some important precipitation features
like heavy rainfall intensities. Measurements at ground-based weather stations, however,
supply adequate rainfall intensities, but most national weather recording networks are
often spatially too sparse to capture rainfall patterns adequately. To bring the best out
of these two sources of information, climatologists and hydrologists have been seeking
models that can efficiently merge different types of rainfall data. One inherent difficulty
is to capture the appropriate multivariate dependence structure among rainfall maxima.
For this purpose, multivariate extreme value theory suggests the use of a max-stable
process. Such a process can be represented by a max-linear combination of independent
copies of a hidden stochastic process weighted by a Poisson point process. In practice,
the choice of this hidden process is non-trivial, especially if anisotropy, non-stationarity
and nugget effects are present in the spatial data at hand. By coupling forecast ensemble
data from the French national weather service (Me´te´o-France) with local observations, we
construct and compare different types of data driven max-stable processes that are par-
simonious in parameters, easy to simulate and capable of reproducing nugget effects and
spatial non-stationarities. We also compare our new method with classical approaches
from spatial extreme value theory such as Brown–Resnick processes.
Keywords and phrases: assimilation, downscaling, forecast data, max-stable process,
non-stationary.
1. Introduction
A recent review report on weather and climate extremes Chen et al. (2018) has emphasized the
need of “theoretical frameworks and statistical methods” for modeling complex extreme events.
This brings the particular question of how to statistically model the dependence among ex-
tremes. The field of multivariate extreme value theory (EVT), see the books by Resnick (2008);
Embrechts, Klu¨ppelberg and Mikosch (1997); De Haan and Ferreira (2006), for instance, offers
a particular mathematical framework to address such a question.
In this work, we deal with modelling extreme precipitation. There exists a series of articles
that have developed parametric EVT models to capture the multivariate extremal dependence
structure of daily or subdaily precipitation (see, e.g. Cooley, Nychka and Naveau, 2007; Keef,
Svensson and Tawn, 2009; Bechler, Bel and Vrac, 2015; Buhl and Klu¨ppelberg, 2016; Saunders
et al., 2017; De Fondeville and Davison, 2018). Keeping in mind that heavy rainfall events are
difficult to model due to their large spatial and temporal variability (see, e.g. Sillmann et al.,
2017), the choice of a parametric model that adequately characterizes rainfall heterogeneity is
a non-trivial problem. For example, heavy rainfall events in the south of France are modulated
by various effects due to the French orography, see the bottom panel in Figure 1, and different
types of atmospheric patterns (see Carreau et al., 2012; Carreau, Naveau and Neppel, 2017;
Blanchet, Molinie´ and Touati, 2018, for instance). These effects raise the question if relevant
spatial information about rainfall patterns can be found to complement observations measured
by weather stations. This inquiry moves the focus from finding and fitting complex parametric
1
ar
X
iv
:2
00
3.
05
85
4v
1 
 [s
tat
.A
P]
  1
2 M
ar 
20
20
/ 2
multivariate EVT structures to the problem of coupling local precipitation records with data
at different spatial scales.
Nowadays, numerical weather models based on assimilation schemes are able to provide
accurate ensemble forecasts of various atmospheric variables, in particular temperature fields
(see, e.g. Taillardat et al., 2016). Due to their large variability, heavy rainfall intensities re-
main, even in terms of their probability distributions, a challenge for weather forecasts. In
particular, forecasted rainfall extremes may strongly differ from precipitation records mea-
sured at weather stations. The later provide high quality data at the local spatial scale (the
weather station), but high quality and well maintained observational networks have a spatial
resolution which is much worse than current ensemble forecasts. To illustrate this discrepancy
of spatial scales between station networks and weather numerical models, the top panel of
Figure 1 superimposes the well monitored 110 Me´te´o France weather station locations on top
of the PEARP grid (see Taillardat et al., 2016, for instance) which is used for the numerical
weather prediction system operated by Me´te´o France.
Despite the challenges in modeling heavy precipitation intensities accurately, ensemble fore-
casts of rainfall data still provide relevant information in terms of spatial rainfall patterns,
(see Taillardat et al., 2019, for instance). Compared to climate models, numerical weather
models contain fine scale features and have complex parametrizations, and throughout their
assimilation schemes, they spatially track storm patterns. This makes them good candidates
as proxies of realistic rainfall patterns although their intensities can be misrepresented.
In this context, our main question is how to couple ensembles of rainfall forecasts within the
construction of models suggested by multivariate EVT in order to simulate coherent spatial
fields of extreme precipitation, while preserving the spatial structure observed in weather
stations. As a direct by-product, any solution of our research problem is supposed to provide
extreme precipitation fields at a very fine scale, the one of the ensemble forecast, see Figure
1 (top). To reach these objectives, Section 2 provides some theoretical background on the
underlying statistical models used in our further analysis, i.e. max-stable models from EVT.
Our two available precipitation datasets, observational records at weather stations in the south
of France and forecast ensembles on a grid, are presented in Section 3. In Section 4, we present
different ways to couple both types of data within a max-stable framework. More precisely,
four data driven models are introduced, fitted to the region of interest, see Figure 1, and also
compared to a classical stationary spatial max-stable model, the Brown–Resnick process. The
paper closes with a discussion in Section 5.
2. Max-stable models
In this section, we will provide the theoretical background on the models we will use to model
heavy precipitation events.
We start with one of the main results from univariate extreme value theory, the Fisher–
Tippett Theorem (Fisher and Tippett, 1928). Assume that we have independently and identi-
cally distributed random variables X1, X2, . . ., e.g. different precipitation measurements at the
same station or different forecasts for the same grid cell. If there exist normalizing sequences
an > 0 and bn ∈ R, n ∈ N, such that the normalized maximum Mn = a−1n (maxi=1,...,nXi−bn)
converges in distribution, i.e.
P
(
a−1n
(
max
i=1,...,n
Xi − bn
)
≤ x
)
n→∞−→ G(x), x ∈ R,
for some non-degenerate limit distribution G, then G is necessarily a Generalized Extreme
Value (GEV) distribution
G(x) = Gµ,σ,ξ(x) = exp
(
−
{
1 + ξ
x− µ
σ
}−1/ξ
+
)
, x ∈ R,
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for a location µ ∈ R, a scale σ > 0 and a shape parameter ξ ∈ R. Therefore, the distribu-
tion of maxima over certain time periods (so-called blocks) at a single station or grid cell
are typically modeled by a GEV distribution. Note that the result above still holds true if
the observations X1, X2, . . . are not independent, but satisfy certain mixing conditions (see
Leadbetter, Lindgren and Rootze´n, 1983).
For modeling extreme events in space, we need an extension of the above limit result
to stochastic processes: Let X1(·), X2(·), . . . be independent copies of a stochastic process
{X(s) : s ∈ S} on some countable index set S ⊂ Rd, e.g. a dense grid. Then, provided that
there exist sequences of normalizing functions an(s) > 0 and bn(s) ∈ R, s ∈ S, n ∈ N, such
that the process of normalized pointwise maxima
Mn(s) = an(s)
−1
(
max
i=1,...,n
Xi(s)− bn(s)
)
converges in distribution to a stochastic process {Y (s) : s ∈ S} with non-degenerate marginal
distributions, this process is necessarily max-stable. From the univariate result, we immediately
obtain that Y (s) follows a GEV distribution Y (s) ∼ Gµ(s),σ(s),ξ(s), s ∈ S.
In this paper, we focus on the extremal spatial dependence structure. Therefore, by ap-
propriate marginal transformations, we assume that Y possesses unit Fre´chet margins, i.e.
Y (s) ∼ G1,1,1 for all s ∈ S. Such a process is called simple max-stable. By De Haan (1984),
every simple max-stable process can be represented as
Y (s) = max
i∈N
AiZi(s), s ∈ S, (1)
where {Ai}i∈N are the points of a Poisson point process on (0,∞) with intensity a−2da and,
independently from the Poisson points, Zi, i ∈ N, are independent copies of a stochastic
process {Z(s), s ∈ S} such that EZ(s) = 1 for all s ∈ S.
As the intensity of the Poisson point process is fixed for given marginal distributions, the
spatial dependence structure is fully determined by the multivariate distributions of the so-
called spectral process Z. Many classes of max-stable models are given by specific choices of
Z. For instance, a process of the form
Z(s) = exp
(
W (s)− 1
2
Var(W (s))
)
, s ∈ S,
for some centered Gaussian process W , leads to a so-called Brown–Resnick process – one of
the most popular max-stable models. If S is a grid and W has stationary increments, the
corresponding Brown–Resnick process Y is stationary and its law depends on the variogram
γW (h) :=
1
2
E
[
(W (s+ h)−W (s))2
]
, h ∈ S, (2)
only. Therefore, Y is also called Brown–Resnick process associated to variogram γW (Brown
and Resnick, 1977; Kabluchko, Schlather and de Haan, 2009).
If the spectral process follows a discrete uniform distribution on some finite set of non-
negative functions {z1, . . . , zN} on S with 1N
∑N
i=1 zi(s) = 1 for all s ∈ S, representation (1)
simplifies to the max-linear model (Wang and Stoev, 2011)
Y (s) =
1
N
N
max
i=1
A∗i zi(s), s ∈ S, (3)
where A∗1, . . . , A
∗
N are independent unit Fre´chet random variables.
As an alternative to the max-linear model (3) which is given by the maximum over a finite
number of basis functions z1, . . . , zN , Reich and Shaby (2012) developed a max-stable model
that can be written as a sum of z1, . . . , zN , see also Oesting (2018) for a further generalization:
Y (s) =
1
N
U(s) ·
(∑N
i=1
Biz
1/α
i (s)
)α
, s ∈ S, (4)
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where {U(s), s ∈ S} is a noise process with 1/α-Fre´chet marginal distributions andB1, . . . , BN
are i.i.d. α-stable random variables whose distribution is given by the Laplace transform
E [exp(−tBi)] = exp(−tα), t > 0, i = 1, . . . , N,
for some α ∈ (0, 1). Compared to the max-linear model (3), the basis functions in the Reich
and Shaby (2012) allow a multiplicative random nugget effect in model (4). This nugget effect
and the simple additive form based on a finite sum make this model attractive as a spatial
model in environmental applications.
A popular dependence measure for a max-stable process Y with marginal distribution G is
the extremal coefficient θ(s1, s2) ∈ [1, 2] defined via
P(G(Y (s1)) ≤ u,G(Y (s2)) ≤ u) = P(G(Y (s1)) ≤ u)θ(s1,s2), u ∈ [0, 1]. (5)
Note that, here, θ(s1, s2) does not depend on u ∈ [0, 1] and, if Y (s1) = Y (s2) a.s., then
θ(s1, s2) = 1, while θ(s1, s2) = 2 corresponds to the independence case. For a simple max-
stable process with general representation (1), the extremal coefficient can also be expressed
as
θ(s1, s2) = E [max{Z(s1), Z(s2)}] .
This allows us to make the link with max-stable models studied in this work,
θ(s1, s2) =

1
N
∑N
i=1 max{zi(s1), zi(s2)} , for the max-linear model (3),
1
N
∑N
i=1(zi(s1)
1/α + zi(s2)
1/α)α , for model (4),
2Φ
(√
γW (s1−s2)
2
)
, for a Brown–Resnick process,
where Φ denotes the standard normal distribution function.
In classical geostatistics, spatial dependence is often summarized via variograms which
correspond to L2-distances, see Equation (2). As both variance and expectation are non-finite
in case of unit Fre´chet margins, other distances have to be used in such cases. For example,
Cooley, Naveau and Poncet (2006) studied a marginal free L1 distance, called a F -madogram,
1
2
E |G(Y (s1))−G(Y (s2))| , s1, s2 ∈ S.
To understand strong local dependences from a geostatistician perspective, one can notice
that the extremal coefficient and the F -madogram of a max-stable process are related via
θ(s1, s2) =
1 + E |G(Y (s1))−G(Y (s2))|
1− E |G(Y (s1))−G(Y (s2))| . (6)
This implies that the spatial structure in any max-stable process Y can be related to the
spatial structure of the input Z. More precisely, the madogram of the spectral process in (1)
can be linked to the F-madogram by
1
2
E|Z(s1)− Z(s2)| = 2 E|G(Y (s1))−G(Y (s2))|
1− E|G(Y (s1))−G(Y (s2))| . (7)
This one-to-one link between the generative input Z and the output Y leads, in the absence
of any nugget effect, to
lim
‖s1−s2‖→0
E|Z(s1)− Z(s2)|
2E |G(Y (s1))−G(Y (s2))| = 2.
Keeping in mind that EZ(s) = 2EG(Y (s1)) = 1, this limiting result implies that distance
between the distributions at two nearby locations in the input process Z(s) becomes twice
smaller in the output process 2G(Y (s)). So, creating strong extremal dependences implies the
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need of strong dependence in the generating process. On the contrary, a nugget effect, i.e.
imperfect dependence even at infinitesimal distances, may appear in the output process only
if it is present in the input process.
Still, Equality (6) tells us that the extremal coefficient θ(s1, s2) will be ideally modeled if
and only if E |G(Y (s1))−G(Y (s2))| is well captured. The later condition can only be satisfied
if a very similar dependence in Z(s) is built in, see relation (7). This reasoning leads to our
main modeling idea. Instead of building complex parametric models for Z(s) with inference
schemes that typically result in high-dimensional optimization problems, see, for instance,
Padoan, Ribatet and Sisson (2010); Dombry, Engelke and Oesting (2017); Huser et al. (2019),
for likelihood-based inference methods or Oesting, Schlather and Friederichs (2017); Einmahl,
Kiriliouk and Segers (2018) for (weighted) least square fits of certain summary statistics, we
can “just” plug forecast ensemble members as max-stable constructions like the ones defined
by (1), (3) or (4). Equalities (6) and (7) indicate that, if a subset of ensemble forecast members
is well-chosen, then extremal coefficients measured from the weather stations should be well
reproduced. By construction, such a model is based on a very small number of parameters
only, and, thus, is easy to fit and simulate.
Before closing this section, we can note that extremal coefficients and madograms only pro-
vide specific information about pairwise dependences and do not capture multivariate features.
Still, the same ideas could be extended to multivariate versions and complete dependence (see
Marcon et al., 2017; Naveau et al., 2009).
3. Description of Rainfall Data
The mainland French territory witnesses complex spatial rainfall weather patterns due to its
changing orography, the influence of the Atlantic Ocean, the Mediterranean Sea and different
small and large climatological factors such as NOA. Another important aspect when modeling
rainfall distributions is the quality of the data at hand. Here, our goal is to build our statistical
analysis from the reference network of Me´te´o France that is composed of 110 well kept weather
stations, see the white and black dots in Figure 1 (top). These high quality stations recorded
daily rainfall amounts over the time period 1980–2017. The elevation map in the bottom
panel of Figure 1 displays a strong orography over the south of France, see e.g. the Ce`vennes
region north of Montpellier, the Pyrenees in the southwest and the Alps in the east. These
geographical features suggest that either anisotropy, non-stationarity or both can be expected
to be present in the spatial component of heavy rainfall, even after removing spatial trends at
the marginal levels. Autumnal moisture brought from the Mediterranean sea can lead to severe
convective storms with a specific spatial structure, different from northern weather patterns
stopped by the Pyrenees.
As seen in Section 2, max-stable statistical models can capture strong dependence among
maxima, but they are not appropriate to model weak dependencies for extremes (cf. Wadsworth
and Tawn, 2012, for instance). In contrast to temperature extremes like heat waves, heavy
rainfall are not likely to be dependent over very large regions. Precipitation extremes recorded
at two stations more than 500 kilometers apart are likely to be independent. For this rea-
son, we reduce our area of interest from the whole mainland territory to the southern part of
France, see the black dots and the box in the top panel and the corresponding altitude map
in the bottom panel of Figure 1. We have chosen this particular region because most severe
heavy rainfall events occur there.
3.1. Daily rainfall recorded by weather stations
We consider fall (SON) daily precipitation at M = 39 stations in the south of France, see black
dots in Figure 1, over 38 years, from 1980 to 2017. Each fall season has been divided into five
blocks of length 18. Maxima were computed over each of these 5× 38 = 190 blocks. The top
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Fig 1. Top panel: our 39 locations of interest from the 110 reference Me´te´o France weather stations network;
the finer and homogeneous grid in grey corresponds to PEARP points of ensemble forecasts. Bottom: altitude
map of our region of interest to highlight the strong orography from sea level to 4000 meters; the elevation
data are retrieved from the Terrain Tiles on Amazon Web Services via the R package elevatr (Hollister and
Shah, 2017).
panel of Figure 2 displays the estimated GEV shape parameters obtained by a probability-
weighted moment method (Diebolt et al., 2008) separately for each station, assuming inde-
pendence among blocks. Kolmogorov-Smirnov tests per stations indicate a good fit of the
estimated GEV distributions with an average p-value of 0.591. The value range and the spa-
tial pattern of estimated ξ is roughly similar to the ones observed in previous studies (see,
e.g. Carreau, Naveau and Neppel, 2017; Carreau et al., 2012; Blanchet, Molinie´ and Touati,
2018).
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Fig 2. Top: Map of measurement stations and estimated GEV shape parameters; Bottom: Pairwise empirical
extremal coefficients, see Equation (6), plotted against the distance between the stations.
With the analysis of the marginal distributions ensuring the compatibility of the station
data with a max-stable model, we will henceforth focus on our main objective, i.e. modeling
the spatial structure among heavy rainfall. To this end, we first investigate the extremal
dependence structure between rainfall data at different stations as described in Section 2.
More precisely, for each pair of stations, we estimate the pairwise extremal coefficient via
a rank-based empirical version of the weighted F -madogram, see Marcon et al. (2017). In
the bottom panel of Figure 2, the dependence captured by the estimated pairwise extremal
coefficient decreases as the distance between stations increases. A nugget effect seems to be
present because extremal coefficients for very small distances do not appear to be close to one,
but rather around 1.2.
The main task is to produce max-stable processes that can reproduce such spatial features
at finer scales. To this end, we will make use of the second type of data, namely precipitation
forecasts.
3.2. Gridded daily precipitation produced from weather forecast center
The national French weather service, Me´te´o France, produces, on a daily basis, an ensemble of
35 members with forecasted daily precipitation at 17596 cells of size 0.1◦ × 0.1◦ covering the
mainland of France, see the grid displayed in Figure 1. To merge these forecasted data with
our observational network described in Section 3.1, we extract a subset S of 1752 grid cells
over a rectangular region that contains our M = 39 stations (see the box in the bottom panel
of Figure 1) and over a time period that overlaps, more precisely Fall seasons from 2012 to
2017, i.e. 546 days. Let f
(j)
i (s) denote the forecast of the jth ensemble member for grid cell s
and day i. In order avoid potential scaling problems, for each ensemble member j ∈ {1, . . . , 25}
and each grid cell s ∈ S, all the forecasts are transformed to a unit Fre´chet scale via a rank
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transform
w
(j)
i (s) =
{
−1/ log(rank(fi(s))/(N + 1)), f (j)i (s) > 0,
0, f
(j)
i (s) = 0,
where N (j)(s) denotes the number of days for which the forecast of ensemble member j is
available at grid cell s. This results in N = 17626 transformed forecast maps. As we will treat
all the ensemble members in the same way, henceforth, for simplicity, we will denote these N
maps w1, . . . , wN , with wi = (wi(s))s∈S , of transformed forecasted daily precipitation. These
forecasts are used to construct data driven max-stable models for extreme precipitation.
4. Statistical models
In this section, five different max-stable models are studied and compared. For simplicity
and analogously to Section 2, all models are defined in a standardized way with unit Fre´chet
margins. While one of the five max-stable models is fully parametric and based on a Brown–
Resnick process with a nugget effect, the other four will be data driven by the N maps from
Section 3.2. To assess all five models, we will focus on their extremal dependence structure.
In particular, the extremal coefficients associated to each model will be compared to their
empirically estimated counterparts in Figure 3. In this comparison, each station is spatially
identified to its closest grid cell. The resulting root mean squared error (RMSE) will be used to
evaluate the quality of the model fit. Estimation uncertainty will be assessed by a parametric
bootstrap. More precisely, 190 block maxima are simulated from each of the fitted models 500
times. For each of these 500 simulations, the pairwise extremal coefficients are estimated. The
intervals between empirical 2.5 %- and 97.5 %-quantiles of these samples are displayed in gray,
indicating the region in which the empirical estimates would be expected to be if the fitted
model was correct.
The five models are listed below.
• Model A: As a starting point, we assume that all N maps contain relevant information
about rainfall maxima. Hence, the standard max-linear model (3) is implemented by
defining
zi(s) =
wi(s)
1
N
∑N
j=1 wj(s)
, i = 1, . . . , N, s ∈ S,
as normalized basis functions based on all the forecast vectors wi.
According to the top left panel of Figure 3, Model A does not capture accurately the extremal
dependence structure observed in biweekly maxima recorded at weather stations. This short-
coming can be explained by the incorrect assumption that all grid points of all daily fields
are linked to extreme rainfall. Days with little or no rain, however, should be not used to
build the basis functions. To account for this fact, we exploit the theory of generalized Pareto
processes (Ferreira and De Haan, 2014). According to the theory, extremal dependence in the
forecasts should fully described by the max-spectral functions wi/‖wi‖∞ for those i such that
‖wi‖ ≥ u for some high threshold u. Thus, we will use these spectral functions to build new
basis functions. Assuming, without loss of generality, that the vectors are sorted w.r.t. their
maximum, i.e. ‖w1‖∞ ≥ |w2‖∞ ≥ . . . ≥ ‖wN‖∞, this results in a number N(u) of forecasts
w1, . . . , wN(u) to be taken into account. For simplicity, for each of the following models, Model
B, C and D, we will choose a fixed threshold u as the empirical 90 %-quantile of the vector
(‖wi‖∞)i=1,...,N . This choice leads to N(u) = 1819 maps used for the construction of the
models.
• Model B: As an improvement of Model A, we consider a max-linear model with max-
spectral functions built from those forecast exceeding the threshold u. The resulting
normalized basis functions are given by
zi(s) =
wi(s)/‖wi‖∞
1
N
∑N(u)
j=1 wj(s)/‖wj‖∞
, i = 1, . . . , N(u).
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The top right panel in Figure 3 indicates that the extremal coefficients for pairs of strongly
dependent stations are still systematically smaller than their empirical counterparts, i.e. de-
pendence in the model is stronger than dependence in the data – a phenomenon that is often
present when comparing forecasts to observations and that can be explained by the presence
of some nugget effect in the observed data. Models C and D provide two ways of incorporating
nugget effects into max-stable models.
• Model C: This model is based on Reich and Shaby (2012) construction defined by (4).
The spectral functions are identical to the ones used in Model B.
• Model D: To handle a possible nugget effect, we combine Model B with a noise process
throughout a max-linear operator
Y (s) = max{aYnoise(s), (1− a)YB(s)}, s ∈ S,
where a ∈ [0, 1] is a mixture parameter, Ynoise is a noise process with unit Fre´chet
marginal distributions and, independently of Ynoise, YB is the max-linear process in
Model B.
The additional parameters, α ∈ (0, 1) in Model C and a ∈ [0, 1] in Model D, respectively, are
chosen such that the RMSE is minimized. By a first visual inspection, see Figure 3, models C
and D appear to capture the observed extremal coefficients well.
The quality of these plots has to be interpreted in regard to the number of parameters
inferred. This number is zero, one and one for model B, C and D, respectively. This high-
lights that our approach is very parsimonious in terms of parameter number and inference
complexity. The threshold was set to the 90 %-quantile of (‖wi‖∞)i=1,...,N for all models, and
consequently, the RMSE could be even lower if the threshold choice was optimized for each
of the three models separately. But, as our goal is to propose a straightforward estimation
scheme, we refrain from optimizing the choice of individual thresholds for models B, C and D.
As previously mentioned, our last model is different and based on a classical and fully
parametric max-stable model, the Brown–Resnick process.
• Model E: We use a Brown–Resnick process associated to the variogram
γ(h) = σ21{‖h‖=0} +
∥∥∥∥(b1 00 b2
)(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)
h
∥∥∥∥β , h ∈ R2,
for some σ2 > 0, b1, b2 > 0, θ ∈ (−pi/4, pi/4), β ∈ (0, 2]. Here, the five parameters are
chosen such that the RMSE of the estimated pairwise extremal coefficients is minimized.
By construction, this model cannot capture non-stationarity and increasing the number of
parameters to do so will be non-trivial. Still, Model E offers some flexibility in terms of
anisotropy and nugget effects.
In the following, we will compare the classical Model E to the two data driven models C
and D which provide the best fit in terms of pairwise extremal coefficients as indicated by the
root mean squared errors displayed in Figure 3. It can be seen that the theoretical extremal
coefficients according to models C and D are almost identical apart from the coefficients for the
strongly dependent pairs where dependence seems to be slightly stronger in Model D than in
Model C. The coefficients according to Model E are also largely similar to the ones obtained by
the data driven models. The main difference is that the fitted model E exhibits slightly larger
extremal coefficients than the empirical ones for strongly dependent pairs, while the theoretical
coefficients are slightly smaller than their empirical counterparts for weakly dependent pairs
of stations. These inaccuracies are also reflected by the root mean squared error for model
E. The relative gain from model E to model D is 16% in terms of RMSE. Analogously to
the pairwise dependence structures, one may also compare the fits for summary statistics of
higher order. The corresponding results for the triplewise extremal coefficients can be found
in the appendix.
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Fig 3. For each of the fitted models, Model A–E, the theoretical pairwise extremal coefficients are plotted
against the empirical estimates (black); the gray intervals indicate the uncertainty of the estimates based on
simulations from the fitted models.
While the summary statistics considered so far provide some information about extremal
dependence along the diagonal of bivariate and trivariate distributions, respectively, some
further insight in the three models may be gained by regarding artificial precipitation fields
obtained by simulations. Such realizations from the three models are displayed in Figure 4.
Although such graphical comparisons are only qualitative, models C and D appear to be
able provide a wide range of spatial features with specific regional behavior, having a slightly
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stronger nugget effect than Model E. They can reproduce very localized events, but also
generate simulated fields that appear to have well defined spatial structures along geographical
features, see the last two rows.
The stationary model E with five parameters appear to simulate spatial structures similar
to the simpler models C and D with one parameter only. This fact leads to less expensive
inference schemes for the data driven models. Furthermore, due to their simple structure as
given in Equations (3) and (4), respectively, the data driven models are easy to simulate,
while simulation of Brown–Resnick or other parametric spatial max-stable models on dense
grids is typically computationally intensive (cf. Dombry, Engelke and Oesting, 2016; Oesting,
Schlather and Zhou, 2018, for instance).
5. Discussion and conclusion
Although climatologists, weather forecasters and statisticians have been collaborating exten-
sively the last decades, the field of data assimilation being a successful example of such a joint
research effort, the extreme value theory community has been slower at integrating new data
sources within their multivariate extremal models. For example, there are many high quality
methodological articles on heavy rainfall analysis, but most are based on complex parametric
models applied to one unique data source. This leads to non-trivial inference problems and
such approaches can be difficult to transfer to researchers outside of this particular domain.
In this work, our goal was to show that the framework of max-stable processes, one pillar
of spatial extreme value analysis, can be easily coupled with other data sources. More specif-
ically, simple max-stable processes that integrate ensemble forecast rainfall data as spectral
profiles were able to reproduce the main spatial features of heavy rainfall over a complex
climatological region. We also show that our approach compares favorably with a more com-
plicated parametrized model. In addition, it is simple to handle non-stationarity, and both
inference and simulation are straightforward and quick. One obvious limitation of our method
is that, as expected from the theory of max-stable processes, the efficiency of our approach
directly depends on the quality of the input data. If weather services were unable to repro-
duce adequately important spatial features of storms and fronts in their forecast ensembles,
our strategy will naturally be inefficient.
To conclude, the production of numerical models outputs, their capabilities, their associated
resolution and their sizes appear to have increased rapidly these last few years, and this
trend is likely to continue. In the context of extreme value analysis, it is always a delicate
question to know if such numerical models can simulate adequately extreme events, or produce
even unobserved ones. From a geophysical point of view, most of these numerical models are
physically consistent, and consequently should contain some meaningful information about
spatial and temporal structures. Besides the case study presented in this paper, it would be
interesting to determine if other extremal models, e.g. asymptotic independence, could benefit
of such additional information to improve the estimation of very high quantiles, and if so,
how to combine them to produce spatio-temporal extremal fields in compliance with EVT in
a physically coherent way.
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Trivariate dependence structure
While pairwise extremal coefficients are used for model fitting, we can also consider extremal
coefficients of higher order. Analogously to Equation (5), for a max-stable process Y with
marginal distributionG and s1, . . . , sd ∈ S, the extremal coefficient θ(s1, . . . , sd) can be defined
via
P(G(Y (s1)) ≤ u, . . . , G(Y (sd)) ≤ u) = P(G(Y (s1)) ≤ u)θ(s1,...,sd), u ∈ [0, 1].
By construction, θ(s1, . . . , sd) ∈ [1, d] – a quantity that is often interpreted as the number
of independent random variables among Y (s1), . . . , Y (sd). Likewise the pairwise coefficients,
the higher order coefficients can be estimated via the empirical multivariate weighted F -
madogram, see Marcon et al., 2017).
In Figure 5, results for the estimated triplewise extremal coefficients are shown and com-
pared to the theoretical ones for the fitted models. Similarly to the results for the pairwise
coefficients displayed in Figure 3, the root mean square error for Model E is slightly worse
than the errors for Model C and Model D, respectively. Furthermore, it can be seen that the
triplewise extremal coefficients of Models C and D are nearly identical, while the coefficients
of Model E show stronger deviations.
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Fig 5. Triplewise extremal coefficients for three fitted models, Model C, Model D and Model E. Left: analogously
to Figure 3. Right: Comparison of the three models by plotting the theoretical triplewise extremal coefficients
against one another.
