Abstract: Nowadays, on-line bioprocess monitoring is still a delicate task due to the lack of on-line measurements of the key components of a culture. In this study, the use of artificial neural networks (NNs) as a basis to develop software sensors is investigated. Particularly, attention is focused on the use of standard signals, such as those coming from pH or oxygen regulation, to infer information on the evolution of biomass or products of yeast and bacteria fed-batch cultures. The selection of informative signals is achieved through principal component analysis (PCA). Radial basis function (RBF) NNs are then used to estimate the component concentrations of interest. This work is based on extensive experimental studies, considering different cell strains and bioreactor scales. The results of our tests demonstrate the flexibility of NN software sensors in industrial environments.
INTRODUCTION
In recent years, the economical ascent of biotechnology has urged bioprocess industry to improve culture productivity. Even though a wide range of state estimation algorithms are readily available for on-line process monitoring ( (Bastin and Dochain, 1990) ; (Bogaerts and Vande Wouwer, 2003) ; (Goffaux and Vande Wouwer, 2005) ), their practical use is still relatively limited. The main reasons are: (a) many state estimation algorithms require a dynamic model of the bioprocess, involving a macroscopic reaction scheme and kinetics, which are difficult to establish from prior process knowledge and available measurement data; (b) state estimation algorithms usually rely on some hardware sensors, which are expensive and not always fully reliable; (c) manual operation has a long history in the bioprocess industry and advanced monitoring and control are currently emerging techniques.
The underlying idea of this study is to investigate the use of simple estimation algorithms based on neural networks (NNs) and standard industrial measurement signals, such as those related to pH, temperature, pressure or dissolved oxygen concentration, as suggested in previous studies (see, e.g., (?) ). In contrast with these studies, however, we introduce two ingredients, which we believe will facilitate our study:
(1) The information content of the measured signals is first assessed thanks to principal component analysis (PCA), and the selected signals (or combination of signals) are used as inputs to a feedforward radial basis function (RBF) neural network in order to reproduce the evolution of the component concentrations of interest. (2) The RBF network that we consider is a pure static map, and we do not attempt to make a (several-step ahead) prediction of the component concentrations. As the software sensor uses frequently-sampled signals (pH, temperature, pressure or dissolved oxygen concentration can be measured at relatively fast rates, at least compared to the slow timescales of a standard culture), it is indeed possible to generate on-line an almost continuous trajectory for the variables of interest, without incorporating a predictive capacity into the NN (which would involve a more complex structure, a larger number of neurons, and in turn, a larger effort for parameter estimation).
This study is also supported by a large experimental database, concerning yeast and bacteria fedbatch cultures dedicated to vaccine production.
In particular, different cell strains (corresponding to different genetic manipulations and products of interests) and bioreactor scales are considered.
This paper is organized as follows. The next section describes the experimental studies and the analysis of experimental data using principal component analysis. Section 3 presents the NN structure and the training method. Section 4 discusses the evaluation of the NN software sensor both in direct and cross-validation tests, involving real experimental data collected from the cultures of different cell strains at different bioreactor scales. Finally, section 5 is devoted to concluding remarks.
MEASUREMENTS AND DATA ANALYSIS
We consider the cultures of genetically manipulated strains of S. cerevisiae and E. coli, growing in 20 and 150-l stirred tank bioreactor (BioLafitte, France). In standard operation, several regulation loops are active, including temperature, dissolved oxygen, pH (usually by base addition), air flow, pressure and stirring (in order to avoid oxygen limitation). Typical available measurements are represented in Figure 1 . All of them are normalized for confidentiality reasons. Whereas the aim of these regulation loops is to maintain the process variables constant, useful dynamic information can be extracted from the actuator signals. For instance, pH is maintained constant via the addition of a certain quantity of base, whose evolution is informative on the culture evolution. First-principle models usually do not consider such variables directly, as their evolution is influenced by several factors not necessarily connected to cell growth. If available, these mathematical models would be quite complex and would probably suffer from observability problems. The idea behind this study is to bypass a complex modelling step, and to investigate the use of RBF NNs as predictors of some key culture components, based on these basic regulatory signals. A first step in this analysis is of course to assess the information content of these signals and to analyse the possible correlations between them. On the one hand, redundancy can be useful to check information, but can be detrimental to NN identification and the capacity of the NN to generalize over unseen data sets. PCA (as imple-mented in the Matlab function pcacov ) is used in order to construct new signals, which are linear combinations of the standardized original ones. This analysis aims at describing a maximum of the data dispersion with a minimum of components. Geometrically, it consists in finding a space representation spreading as much as possible the cloud of data points in each axis direction. As an illustration, the weighting coefficients of the measurement signals represented in Figure 1 are listed in Table 1 for each principal component. The added feed weight (Feed), the stirrer speed (RPM for rotation per minute), the added base weight (Base) and the dissolved oxygen (PO2) have the largest weigths in the first principal component. Hence, these signals apparently carry over more information than the other ones. Table  2 gives the principal component variances (the eigenvalues of the covariance matrix of the measurement data) and also the percentage of the total variance explained by each principal component (again for the specific example illustrated in Fig. 1 ). In this example, the first 4 principal components contain more than 95 percents of the measurement information. Therefore, these 4 signals could be used as inputs to a software sensor. This observation is confirmed when analysing other data sets.
In the following, we consider the use of RBF networks to handle this information and to estimate non-measured variables.
RADIAL BASIS FUNCTION (RBF) NETWORKS
Standard feedforward neural networks (NNs) define a static map between a selected number of inputs (in our case, these inputs are denoted y(t), as they correspond to measurement information collected from the bioprocess) and outputs (which are denotedξ(t), as they correspond to estimates of component concentrations)
The most common NN architectures in system modeling include the MultiLayer Perceptron (MLP) (see, e.g., (Bishop, 1995) and (Wilamowski et al., 2001) ) and the Radial Basis Function (RBF) networks. The latter architecture has proved quite useful in modeling bioprocesses (see, e.g., (Vande Wouwer et al., 2004) ), and we therefore select this structure of NN for designing our software sensor. This structure, which is represented in Fig. 2 , has only one hidden layer and can be represented by the following mathematical expression:
where:
• y: the input vector of length n y ; •ξ i : the ouput vector of length n ξ ;
• k: the number of neurons in the hidden layer;
• w ij : the weights linking the neurons to the outputs; • c j : the centers; • r j : the radii (i.e., the average spherical distance from the center); • b i : the biases.
The training of the NN corresponds to the identification of the parameters of this static function, based on experimental input-output data sets. The number of neurons k is taken large enough so as to be able to reproduce the desired input-output behavior, but small enough so as to avoid overparametrization and lack of generalization (to data sets not considered in the identification phase). A 3-steps training procedure ((Vande Wouwer et al., 2004) ) is then used: Fig. 2 . RBF-ANN structure with one hidden layer.
• The first step is an unsupervised learning phase in which first estimates of the centers and the radii are obtained by a k-means clustering algorithm, as implemented in the Matlab function kmeans. These first estimates allow the NN outputs to cover the experimental field.
• The second step is a supervised learning phase composed of an initial linear identification of the weights and biases by minimization of a quadratic cost function.
• Finally, a last nonlinear identification of all the parameters is achieved starting from the values obtained in the previous steps and minimizing a Gauss-Markov criterion taking the measurement errors into account:
· ξ i are the measured output values; · Q i is the error covariance matrix on the measured outputs; ·ξ i are the estimated outputs based on θ.
In the following section, we discuss the results of PCA analysis and NN identification, as applied to several sets of experimental data collected at GlaxoSmithKline Biologicals (Rixensart, Belgium). One of our main objectives is to demonstrate the versatility of a biomass NN software sensor, when considering different cell strains and bioreactor scales.
EXPERIMENTAL EVALUATION OF A BIOMASS NN SOFTWARE SENSOR
A NN software sensor is developed in order to estimate on-line the biomass concentration in fedbatch cultures of S. cerevisiae and E. coli.
cultures of S. cerevisiae
For this yeast strain, 4 experiments have been achieved in 20 liters stirred-tank bioreactors. Among these 4 data sets, two are used to identify the NN parameters and the other two are used to perform cross-validation tests. Fig. 3 shows the evolution of the four PCs (input to the NN) and the evolution of the estimated biomass concentration during one of the two latter experiments (cross-validation). For the sake of confidentiality, all the experimental results are normalized. The software sensor can reproduce satisfactorily the evolution of the biomass concentration from the information contained in the signals dissolved oxygen (P O2), pH (measured by base addition B), Feed flow rate and stirring (RP M ). Recall that these standard signals are recorded at a high sampling rate, thus providing frequent biomass estimation which can be very useful for process monitoring. We can analyze these results by calculating an average error for all the experimental points represented in Fig. 3 :
• N is the number of experimental biomass concentration measurements; • ξ is the biomass measurement vector; •ξ is the biomass estimate vector.
An average error value of 3.5% for the whole data set confirms the quality of the biomass concentration estimation. Fig. 3 . Experimental results for a S. cerevisiae strain.
cultures of E. coli
For these bacteria strains, 16 data sets are available, which correspond to the expression of two different recombinant proteins RP 1 and RP 2 , as well as two different bioreactor scales (20l and 150l). Fig. 4 shows the time-evolution of the four input signals and the estimation of the biomass concentration by a RBF NN trained with 4 data sets corresponding to cultures of bacteria in 20 lreactor where RP 1 is expressed. This NN software sensor is then tested with the independent data (among the remaining 8 experiments), where RP 2 is expressed. The NN software sensor reproduces very satisfactorily the evolution of the biomass concentration, the type of protein expressed having little influence on the performance. It is now possible to assess the performance of the NN software sensor when applied to a scaledup culture (150l). Fig. 5 shows the evolution of the estimated biomass concentration in this latter case. Note that the NN parameters are not modified in between these tests, which constitute challenging cross-validation tests. Note also that the experiment represented in Fig. 5 corresponds to the expression of RP 2 . Again, the software sensor performance is very satisfactory.
This method has also been applied to other strains of E. coli evolving in different fedbatch processes (P 1 and P 2 for some vaccines production, see Fig.  6 and 7) after reidentification of the NN parameters. In all these cases, the NN software sensor performs well, and provides a useful tool for on-line biomass monitoring. The proposed approach is therefore quite versatile and applicable to a broad range of bioprocesses (in some situations, other measurement signals -or additional measurement signals -have to be selected, this selection being achieved efficiently using PCA). 
CONCLUSION
This study aims at assessing the potentialities of NN software sensors for estimating on-line the time-evolution of some key components of interest (in the case studies described in this paper, biomass estimation is considered) in yeast and bacteria batch and fed-batch cultures. The underlying idea is to use the information contained in signals which are routinely measured in industrial plants. These signals are usually involved in basic regulations (pH, stirrer speed, dissolved oxygen, feed flowrate) and carry over information on cell growth. In order to discriminate among these signals, a principal component analysis is first achieved. Then, a feedforward RBF NN is trained using the most informative signals (or Fig. 7 . Biomass estimation in another P 2 fedbatch process culture of E. coli a combination of them as provided in the main PCs).
This straightforward approach is tested with a large set of experimental results corresponding to various yeast and bacteria strains, the expression of different recombinant proteins and different bioreactor scales. These tests demonstrate that a small number of experiments (between 2 and 4) are sufficient for NN training, and that the NN software sensor has good generalization properties (with respect to reactor scale, and to some extent, to the product of interest). The main drawback of this approach is that it is based on a static map, and as such, it is unable to provide a prediction of the biomass (or of another component) evolution (as a conventional observer, based on a dynamic model of the bioprocess, would do). The main advantage is simplicity, i.e., a mathematical (biological) model of the cell culture is not required, and biomass estimation can be obtained at a fast rate, based on fast-sampled basic signals.
