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Abstract
In this paper, we consider the two phases macroscopic traffic model introduced in [P. Goatin, The Aw-Rascle
vehicular traffic flow with phase transitions, Mathematical and Computer Modeling 44 (2006) 287-303]. We first
apply the wave-front tracking method to prove existence and a priori bounds for weak solutions. Then, in the case
the characteristic field corresponding to the free phase is linearly degenerate, we prove that the obtained weak
solutions are in fact entropy solutions a` la Kruzhkov. The case of solutions attaining values at the vacuum is
considered. We also present an explicit numerical example to describe some qualitative features of the solutions.
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1. Introduction
This paper deals with macroscopic modelling of traffic flows. The existing literature on macroscopic models
for traffic flows is already vast and characterized by contributions motivated by their real life applications, as the
surveys [10, 11, 46, 48, 52] and the books [33, 51] demonstrate.
The macroscopic variables that translate the discrete nature of traffic into continuous variables are the velocity
v, namely the space covered per unit time by the vehicles, the density ρ, namely the number of vehicles per unit
length of the road, and the flow f , namely the number of vehicles per unit time. By definition we have that
f = ρ v. (1)
Clearly, the macroscopic variables are in general functions of time t > 0 and space x ∈ R. By imposing the
conservation of the number of vehicles along a road with no entrances or exits we deduce the scalar conservation
law
ρt + fx = 0. (2)
Since the system (1), (2) has three unknown variables, a further condition has to be imposed. There are two main
approaches to do it. First order macroscopic models close the system (1), (2) by giving beforehand an explicit
expression of one of the three unknown variables in terms of the remaining two. The prototype of the first order
models is the Lighthill, Whitham [43] and Richards [49] model (LWR). The basic assumption of LWR is that the
velocity of any driver depends on the density alone, namely
v = V(ρ).
The function V : [0, ρmax] → [0, vmax] is given beforehand and is assumed to be C1, non-increasing, with V(0) =
vmax and V(ρmax) = 0, where ρmax is the maximal density corresponding to the situation in which the vehicles are
bumper to bumper, and vmax is the maximal speed corresponding to the free road. As a result, LWR is given by the
scalar conservation law
ρt + [ρV(ρ)]x = 0.
Second order macroscopic models close the system (1), (2) by adding a further conservation law. The most
celebrated second order macroscopic model is the Aw, Rascle [8] and Zhang [54] model (ARZ). Away from the
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vacuum, ARZ writes
ρt + [ρ v]x = 0,
[
ρ (v + P(ρ))]t + [ρ (v + P(ρ)) v]x = 0,
where the “pressure” function P(ρ) plays the role of an anticipation factor, taking into account drivers’ reactions to
the state of traffic in front of them.
The main drawback of LWR is the unrealistic behaviour of the drivers, who take into account the slightest
change in the density and adjust instantaneously their velocities according to the densities they are experiencing
(which implies infinite acceleration of the vehicles). Moreover, experimental data show that the fundamental
diagram (ρ, f ) is given by a cloud of points rather than being the support of a map ρ 7→ [ρ v(ρ)]. ARZ can be
interpreted as a generalization of LWR, possessing a family of fundamental diagram curves, rather than a single
one. For this reason ARZ avoids the drawbacks of LWR listed above. Moreover, traffic hysteresis, which means
that for the same distance headway drivers choose a different speed during acceleration from that chosen during
deceleration, can be reproduced with ARZ but not with LWR.
On the other hand, the system describing ARZ degenerates into just one equation at the vacuum ρ = 0. In
particular, as pointed out in [8], the solutions to ARZ fail to depend continuously on the initial data in any neigh-
bourhood of ρ = 0; moreover, as observed in [36], the solutions may experience a sudden increase of the total
variation as the vacuum appears.
For the above reasons, Goatin [35] proposes to couple ARZ with LWR by introducing a two phase transition
model. More precisely, the phase transition model proposed in [35] describes the dynamics in the free flow and
those in the congested flow respectively with LWR and ARZ. In fact, this allows to better fit the experimental data,
and has also the advantage of correcting the exposed drawbacks of LWR in the congested traffic and of ARZ at the
vacuum.
In [34] the authors point out that the model proposed in [35] doesn’t satisfy properties that they consider
necessary to model appropriately urban road networks, namely:
• Vehicles stop only at maximum density, i.e. the velocity v is zero if and only if the density ρ is equal to the
maximum density possible ρmax.
• The density at a red traffic light is the maximum possible, i.e. ρmax.
However, ARZ can be interpreted as multi-population traffic model, see for instance [2, 5] and [30] for a micro-
scopic interpretation. In particular, the vehicles are allowed to have different lengths. On one hand this is supported
by the real life experience, on the other hand this necessarily implies that the above two conditions are not satisfied.
Finally, Laval shows in [41] that traffic hysteresis is better explained in terms of heterogeneous drivers rather than
acceleration and deceleration phases. This suggests that the ability of ARZ to reproduce traffic hysteresis relies
also on its ability to consider different driver behaviours.
Aim of the present paper is to generalize the model introduced in [35] and to prove an existence result by
exploiting the recent achievements obtained in [2, 5] for ARZ. We introduce a definition of entropy solution a` la
Kruzhkov [39] and prove the corresponding existence results. To the best of the authors’ knowledge, there are no
references in the literature to a rigorous definition of entropy solution to (5) or to other phase transition models
for vehicular traffic, see for instance [13, 14, 18, 20, 25, 35, 45]. The key tools used to prove the existence of an
entropy solution are the wave-front tracking method [27] and the estimates that permit to exploit the wave-front
tracking method in the BV functional setting. A Temple like functional is proposed in order to compensate, via
a kind of potential, the possible increase of the wave fronts. We choose to apply the wave-front tracking scheme
because it is able to operate also in the case with point constraints on the flow, when non-classical shocks [42]
at the constraint locations have to be taken into account. We recall that the concept of point constraints was
introduced in the framework of vehicular traffic in [19] and in the framework of crowd dynamics in [26]. We defer
to [1, 2, 3, 4, 5, 6, 16, 17, 21, 22, 23, 28, 29, 40, 50] for further developments and applications also to crowd
dynamics.
In order to properly describe phase transition model, we use the coordinates given by the extension of the
Riemann invariants of ARZ, rather than the conserved variables of ARZ, see (7) for the definition of the change
of coordinates. The choice of the extended Riemann invariants as independent variables is in fact convenient to
describe the Riemann solver R and ease the forthcoming analysis, as the total variation of the solutions in these
coordinates does not increase, see [2, 5, 32, 36, 44] where this property is exploited to prove existence results for
ARZ.
The outline of the paper is as follows. In Section 2 we recall the phase transition model introduced in [35]
together with its main properties. More precisely, in Section 2.1 we introduce the notations and the assumptions
needed to state in Section 2.2 the two phase model (5); then in Section 2.3 we introduce the concepts of weak
and entropy solutions to the Cauchy problem for the two phase model and expose Theorem 2.9, that is the main
result of the paper. In Section 3 we apply the model to compute an explicit example reproducing the effects of a
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traffic light on the traffic along a road. In Section 4 we describe the wave-front tracking algorithm used to construct
approximate solutions and prove their convergence in L1loc. Finally, in Section 5 we collect the technical proofs.
2. Assumptions and main result
In this section we introduce a two phase transition model that combines LWR and ARZ to describe respectively
the free and the congested flow based on that one proposed in [35]. We conclude this section by giving our main
result in Theorem 2.9.
2.1. Assumptions and notations
Before writing the two phase model (5), we need to introduce some notations. Fix R′′f > 0 and consider a map
vf : [0,R′′f ] → R+ such that
vf ∈ C2([0,R′′f ];R+), vf(R′′f ) > 0,
v′f(ρ) ≤ 0, vf(ρ) + ρ v′f(ρ) > 0, 2v′f(ρ) + ρ v′′f (ρ) ≤ 0 for every ρ ∈ [0,R′′f ].
(H1)
Fix R′f ∈ ]0,R′′f [ and consider p : [R′f ,+∞[ → R such that
p ∈ C2([R′f ,+∞[;R), p′(ρ) > 0, 2p′(ρ) + ρ p′′(ρ) > 0 for every ρ ≥ R′f . (H2)
Recall that (H1) and (H2) are the basic assumptions of respectively LWR and ARZ.
We also require the following compatibility condition between vf and p in order to ensure the capacity drop [38]
in the passage from the free phase to the congested phase
the map ρ 7→ vf(ρ) + p(ρ) is increasing in [R′f ,R′′f ] and vf(ρ) < ρ p′(ρ) for every ρ ∈ [R′f,R′′f ]. (H3)
Example 2.1. The simplest and typical expression for the velocity in a free flow is the linear one [37]
vf(ρ) .= vmax
[
1 − ρ
R
]
, (3)
where R > 0 is a parameter and vmax > 0 is the maximal velocity. Clearly, the above velocity satisfies the
condition (H1) if and only if 0 < 2R′′f < R.
In [7] the authors consider as pressure function
p(ρ) .=

vref
γ
[
ρ
ρmax
]γ
, γ > 0,
vref log
[
ρ
ρmax
]
, γ = 0,
(4)
where vref > 0 is a reference velocity. The above choice reduces to the original one proposed in [8] when
vref/(γ ργmax) = 1, and to that one proposed in [9, 35] when γ = 0. The condition (H2) is satisfied by the above
expression of p for any γ ≥ 0. Moreover, the above choice for vf and p satisfy also (H3) if and only if
vref
vmax
>

max
{[
1 −
R′f
R
] [
ρmax
R′f
]γ
,
R′f
R
[
ρmax
R′f
]γ
,
R′′f
R
[
ρmax
R′′f
]γ}
if γ > 0,
1 −
R′′f
R
if γ = 0.
For completeness, we finally recall that in [12] the authors consider
p(ρ) .=
(
1
ρ
−
1
ρmax
)−γ
,
that satisfies (H2); and in [47] the authors consider p(ρ) .= −ε/ρ, that does not satisfy (H2).
Introduce the following notation, see Figure 1,
Vmax
.
= vf(0), Vf .= vf(R′′f ),
Wmax
.
= p(R′′f ) + Vf , Wc
.
= p(R′f) + vf(R′f), Wmin
.
= Wc + vf(R′f) − Vmax,
Rmax
.
= p−1(Wmax), Rc .= p−1(Wc).
By definition we have Rmax > R′′f > 0, Rc > R
′
f > 0, Wmax > Wc > Wmin and by (H2) we have that p−1 : [Wc −
vf(R′f),Wmax] → [R′f,Rmax] is increasing.
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Figure 1: The domains Ω′f , Ω
′′
f and Ωc corresponding to vf and p respectively given by (3) and (4) with γ = 0 on
the left, and γ > 0 on the right.
Remark 2.2. We can relax the assumption (H2) on p by requiring it on [R′f ,Rmax].
For notational simplicity, we let
u
.
= (ρ, v).
Fix Vc ∈ ]0,Vf[ and let the domains of free phases and congested phases be respectively
Ωf
.
=
{
u ∈ [0,R′′f ] × [Vf ,Vmax] : v = vf(ρ)
}
, Ωc
.
=
{
u ∈ [0,Rmax] × [0,Vc] : Wc ≤ v + p(ρ) ≤ Wmax
}
.
Observe that Ωf and Ωc are invariant domains for respectively LWR and ARZ. For later use, introduce also the
following subsets of Ωf
Ω
′
f
.
=
{
u ∈ Ωf : ρ ∈ [0,R′f[
}
, Ω′′f
.
=
{
u ∈ Ωf : ρ ∈ [R′f,R′′f ]
}
,
and denote by Ω the domain of free and congested phases, namely
Ω
.
= Ωf ∪ Ωc.
Lemma 2.3 (Definition of ρf). For any w ∈ [Wc,Wmax] the graphs of the maps
[0,R′′f ] ∋ ρ 7→ ρ vf(ρ) and [R′f,Rmax] ∋ ρ 7→ ρ
[
w − p(ρ)]
intersect in ρ .= ρf(w) > 0. Moreover the second map is strictly decreasing in ρf(w) and the capacity drop holds
true.
Proof. We first observe that R′f [w − p(R′f)] ≥ R′f vf(R′f) and R′′f [w − p(R′′f )] ≤ R′′f vf(R′′f ), because p(R′f) + vf(R′f) =
Wc ≤ w ≤ Wmax = p(R′′f ) + vf(R′′f ). Moreover, by (H1) the map ρ 7→ ρ vf(ρ) is strictly increasing in [0,R′′f ], and
by (H2) the map ρ 7→ ρ [w − p(ρ)] is strictly concave in [R′f,+∞[. Therefore there exists a unique ρ = ρ(w) in
[R′f ,R′′f ] such that ρ [w − p(ρ)] = ρ vf(ρ), namely w = p(ρ) + vf(ρ), and by (H3) it satisfies w − p(ρ) − ρ p′(ρ) =
vf(ρ) − ρ p′(ρ) < 0.
Let us underline that by definition R′f = ρf(Wc) and R′′f = ρf(Wmax).
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2.2. The two phase model
We are now in a position to write our two phase model
Free flow (LWR)
(ρ, v) ∈ Ωf ,
ρt + [ρ v]x = 0,
v = vf(ρ),
Congested flow (ARZ)
(ρ, v) ∈ Ωc,
ρt + [ρ v]x = 0,[
ρ (v + p(ρ))]t + [ρ (v + p(ρ)) v]x = 0.
(5)
Above ρ and v denote respectively the density and the average speed of the vehicles, while vf and p are given
functions satisfying (H1), (H2) and (H3) and denote respectively the speed of the vehicles in a free flow and the
“pressure” of the vehicles in a congested flow. Recall that p takes into account the drivers’ reactions to the state
of traffic in front of them. Finally, Ωf and Ωc are respectively the domains of free and congested phases. Observe
that in Ωf the density ρ is the unique independent variable, while in Ωc the independent variables are two, both the
density ρ and the velocity v.
The aim of this article is to prove Theorem 2.9 given at the end of this section, that states the global existence
of solutions of Cauchy problems for (5) with BV-initial data
ρ(0, x) = ρ¯(x), v(0, x) = v¯(x). (6)
Let u be a solution of (5), (6) in a sense that we specify in the next subsection. Any discontinuity performed
by u separating a state in Ωf from a state in Ωc is called a phase transition. In this paper the number of phase
transitions performed by the initial datum and by the solution is not fixed a priori but are imposed to be finite.
We recall the main features of the two phase model (5). In the free phase the characteristic speed is λf(ρ) .=
vf(ρ) + ρ v′f(ρ), while the informations on the system modelling the congested phase are collected in the following
table (see [8] for more details):
r1(u) .= (1,−p′(ρ)), r2(u) .= (1, 0),
λ1(u) .= v − ρ p′(ρ), λ2(u) .= v,
∇λ1 · r1(u) = −2p′(ρ) − ρ p′′(ρ), ∇λ2 · r2(u) = 0,
L1(ρ; u0) .= v0 + p(ρ0) − p(ρ), L2(ρ; u0) .= v0,
w1(u) .= v, w2(u) .= v + p(ρ),
where ri is the i-th right eigenvector, λi is the corresponding eigenvalue, {u ∈ Ωc : v = Li(ρ; u0)} is the i-Lax curve
passing through u0 ∈ Ωc and wi is the i-th Riemann invariant. In particular, the assumptions (H1) and (H2) ensure
that the characteristic speeds are bounded by the velocity, λf(u) ≤ v, λ1(u) ≤ λ2(u) = v, and that λ1 is genuinely
non-linear, ∇λ1 · r1(u) , 0.
By using the Riemann invariant coordinates, the domain of congested phases writes Ωc = [0,Vc]× [Wc,Wmax],
see Figure 1. We extend the Riemann invariants to the whole Ω and define for any u ∈ Ωf
w1(u) .= Vf , w2(u) .=

vf(ρ) + p(ρ) if u ∈ Ω′′f ,
Wc + vf(R′f) − vf(ρ) if u ∈ Ω′f ,
so that the domain of free phases writes in the extended Riemann invariant coordinates Ωf = {Vf} × [Wmin,Wmax],
see Figure 1. In conclusion, we let
w1(u) .=

v if u ∈ Ωc,
Vf if u ∈ Ωf ,
w2(u) .=

v + p(ρ) if u ∈ Ωc ∪ Ω′′f ,
Wc + vf(R′f) − vf(ρ) if u ∈ Ω′f .
(7)
In Ω we will consider the norm corresponding to the above extended Riemannn invariant coordinates
‖u‖
.
= |w1(u)| + |w2(u)|,
as well as the corresponding distance.
2.3. Weak and entropy solutions
In this section we introduce the definitions of weak and entropy solutions to (5), (6) and prove an existence
result in Theorem 2.9. Let us first recall the corresponding definitions related to LWR and ARZ.
Definition 2.4 (Solutions of LWR [39]). Fix an initial datum u¯ in L∞(R;Ωf). Let u be a function in L∞(R+ ×
R;Ωf) ∩ C0(R+; L1loc(R;Ωf)).
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(1) We say that u is a weak solution to LWR (5)-left, (6) if u(0, x) = u¯(x) for a.e. x ∈ R and for any test function ϕ
in C∞c (]0,+∞[×R;R) ∫∫
R+×R
ρ
[
ϕt + vf(ρ) ϕx
]
dx dt = 0. (8)
(2) We say that u is an entropy solution to LWR (5)-left, (6) if u(0, x) = u¯(x) for a.e. x ∈ R and for any non-negative
test function ϕ in C∞c (]0,+∞[×R;R) and for any constant h in [0,R′′f ]∫∫
R+×R
[
EhLWR(u) ϕt + QhLWR(u) ϕx
]
dx dt ≥ 0, (9)
where
EhLWR(u)
.
= |ρ − h|, QhLWR(u)
.
= sign(ρ − h)
(
ρ vf(ρ) − h vf(h)
)
.
Definition 2.5 (Solutions of ARZ [2, 5]). Fix an initial datum u¯ in L∞(R;Ωc). Let u be a function in L∞(R+ ×
R;Ωc) ∩ C0(R+; L1loc(R;Ωc)).
(1) We say that u is a weak solution to ARZ (5)-right, (6) if u(0, x) = u¯(x) for a.e. x ∈ R and for any test function
ϕ in C∞c (]0,+∞[×R;R)∫∫
R+×R
ρ
[
ϕt + vϕx
]
dx dt = 0,
∫∫
R+×R
ρw2(u)
[
ϕt + vϕx
]
dx dt = 0. (10)
(2) We say that u is an entropy solution to ARZ (5)-right, (6) if it is a weak solution and for any non-negative test
function ϕ in C∞c (]0,+∞[×R;R) and for any constant k in [0,Vc]∫∫
R+×R
[
EkARZ(u) ϕt + QkARZ(u) ϕx
]
dx dt ≥ 0, (11)
where
EkARZ(u)
.
=

0 if v ≤ k,
1 − ρ
p−1(w2(u) − k) if v > k,
QkARZ(u)
.
=

0 if v ≤ k,
k − ρ v
p−1(w2(u) − k) if v > k.
The definitions of weak and entropy solutions to the two phase model (5) can not be obtained by just imposing
the Definition 2.4 in the free phase and the Definition 2.5 in the congested phase. In fact, the condition (8) states the
conservation of the number of vehicles, while (10) states the conservation of both the number of vehicles and of the
generalized momentum ρw2(u). For this reason, in a phase transition from Ωc to Ωf we “loose” the conservation
of the generalized momentum, while in a phase transition fromΩf to Ωc we “introduce” a generalized momentum,
which is then conserved as long as the traffic remains in the congested phase.
Moreover, it is well known that ARZ can be interpreted as a generalization of LWR to the case of a multi-
population traffic, see for instance [2, 5, 30, 31]. More specifically, each vehicle is characterized by a constant
value of w2, in other words, for any trajectory of a vehicle t 7→ x(t), the map t 7→ w2(u(t, x(t))) is constant. For
this reason w2 is a Lagrangian marker. Furthermore, the vehicle initially in x¯ has at any time Lagrangian marker
w¯
.
= w2(u¯(x¯))) and, consequently, it has speed law ρ 7→ [w¯ − p(ρ)], length [1/p−1(w¯)] and maximal velocity w¯. For
this reason, in a phase transition from Ωc to Ωf we “loose” the characterization of the vehicles, while in a phase
transition from Ωf to Ωc we “introduce” a characterization of the vehicles.
We first state general definitions of weak and entropy solutions to the Cauchy problem for the two phase
model (5), (6) based on that ones given in [24], where the LWR model is coupled with a microscopic follow-the
leader model, see also [42, Definition 1.2 on page 243]. Introduce the following notations
σ(u−, u+) .= ρ+ v+ − ρ− v−
ρ+ − ρ−
, (12)
Gw
.
= G1 ∪ G2 ∪ G
T
1 ∪ G
T
2 and Ge
.
= G1 ∪ G2 ∪ G3, see [4], where
G1
.
=
{
(u−, u+) ∈ Ω′f ×Ωc : [w2(u+) − Wc] ρ− = 0
}
, G2
.
=
{
(u−, u+) ∈ Ω′′f ×Ωc : w2(u−) = w2(u+)
}
,
G3
.
=
{
(u−, u+) ∈ Ωc ×Ω′′f : w2(u−) = w2(u+) and v− = Vc
}
, GTi
.
=
{
(u−, u+) ∈ Ω ×Ω : (u+, u−) ∈ Gi
}
.
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Definition 2.6 (General concept of weak solution of (5), (6)). Fix an initial datum u¯ in BV(R;Ω). A function u in
L∞(]0,+∞[; BV(R;Ω)) ∩ C0(R+; L1loc(R;Ω)) is a weak solution to (5), (6) if u(0, x) = u¯(x) for a.e. x ∈ R and it
satisfies the following conditions:
(W.1) The equality (8) holds for any test function ϕ in C∞c (]0,+∞[×R;R) such that u(t, x) ∈ Ωf for a.e. (t, x) in the
support of ϕ.
(W.2) The equality (10) holds for any test function ϕ in C∞c (]0,+∞[×R;R) such that u(t, x) ∈ Ωc for a.e. (t, x) in
the support of ϕ.
(W.3) There exist finitely many Lipschitz-continuous curves x = xi(t) across which u may perform a phase tran-
sition. Moreover, if x 7→ u(t, x) performs across x = xi(t), t > 0, a phase transition from u−(t) .=
limx→xi(t)− u(t, x) to u+(t) .= limx→xi(t)+ u(t, x), then the speed of propagation of the phase transition x˙i(t)
equals σ(u−(t), u+(t)) and (u−(t), u+(t)) belongs to Gw.
It is worth to underline that the number of phase transitions performed by a weak solution u of (5), (6) is
bounded from above by TV(u) [Vc − Vf]−1.
Definition 2.7 (General concept of entropy solution of (5), (6)). Fix an initial datum u¯ in BV(R;Ω). A function u
in L∞(]0,+∞[; BV(R;Ω))∩C0(R+; L1loc(R;Ω)) is an entropy solution to (5), (6) if it is a weak solution and satisfies
the following conditions:
(E.1) The estimate (9) holds for any test function ϕ in C∞c (]0,+∞[×R;R+) such that u(t, x) ∈ Ωf for a.e. (t, x) in
the support of ϕ.
(E.2) The estimate (11) holds for any test function ϕ in C∞c (]0,+∞[×R;R+) such that u(t, x) ∈ Ωc for a.e. (t, x) in
the support of ϕ.
(E.3) If u performs a phase transition from u− to u+, then (u−, u+) belongs to Ge.
The criterion for the phase transitions given in (E.3) of Definition 2.7 is introduced to select the admissible
phase transitions of entropy solutions with bounded variation, where u− and u+ denote the traces of the BV entropy
solution u on a Lipschitz curve of jump (see [53] for precise formulation of the regularity of BV functions). In the
following lemma we show that this condition is satisfied by the approximate solutions constructed in Section 4.2.
Lemma 2.8. Fix u¯n in PC (R;Ωn) and let un ∈ C0 (R+; PC (R;Ωn)) be the approximate solution constructed in
Section 4.2. Then x 7→ un(t, x), t > 0, satisfies the property (E.3) of Definition 2.7. Moreover, the number of phase
transitions performed by x 7→ un(t, x), t ≥ 0, does not increase with time and it strictly decreases if and only if two
phase transitions interact. Finally, the number of phase transitions can decrease only by an even number.
The proof of the above lemma is postponed to Section 5.1.
We conclude the section by giving the main result of this paper in the following
Theorem 2.9. For any initial datum u¯ in BV(R;Ω), the approximate solution for the Cauchy problem (5), (6) with
initial datum u¯ constructed in Section 4.2 converges (up to a subsequence) in L1loc(R+ × R;Ω) to a function u in
C0(R+; BV(R;Ω)). Moreover, for any t, s ≥ 0 we have that
TV(u(t)) ≤ TV(u¯), ‖u(t)‖L∞(R;Ω) ≤ C, ‖u(t) − u(s)‖L1(R;Ω) ≤ L |t − s|,
where
L .= TV(u¯) max{Vmax, p−1(Wmax) p′(p−1(Wmax))}, C .= max{|Wmax|, |Wmin|} + Vmax.
Finally, if Vmax = Vf , then u is an entropy solution of the Cauchy problem (5), (6) in the sense of Definition 2.7.
The proof is based on the wave-front tracking algorithm described in Section 4 and is deferred to Section 5.2. It
is worth to mention here that it is not easy to prove that the constructed solutions satisfy the conditions listed in
Definition 2.6 or Definition 2.7. For this reason, in Lemma 5.1 and Lemma 5.2 we rather prove that the constructed
solutions satisfy integral conditions, respectively (21) and (23), from which we easily deduce the conditions given
respectively in Definition 2.6 and Definition 2.7.
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3. Example
In this section we apply the phase transition model (5) to simulate the traffic across a traffic light. Typically,
one is interested in computing the minimal time necessary to let all these vehicles pass through the traffic light. For
this reason we will construct the solution only in the upstream of the traffic light. The simulation is presented in
Figure 2 and is obtained by explicit analysis of the wave-front interactions, with computer-assisted computation of
interaction times and front slopes. While the overall picture of the corresponding solution is rather stable, a detailed
analytical study necessarily needs to consider many slightly different cases. Below, we restrict the construction of
the solution to the most representative situation.
More specifically, let
vf(ρ) .= Vmax (1 − ρ) , p(ρ) .= ργ, γ > 0,
and fix two constants Wmax > Wc > 0 such that the conditions (H1), (H2) and (H3) are satisfied. Consider
two types of vehicles, the “long vehicles” characterized by the Lagrangian marker Wc, and the “short vehicles”
characterized by the Lagrangian marker Wmax. Observe that the length of the short vehicles, 1/p−1(Wmax), is lower
than that one of the long vehicles, 1/p−1(Wc).
Place in x = 0 a traffic light that turns from red to green at time t = 0. Assume that at time t = 0 all the
vehicles are stop in [x1, 0[. More precisely, assume that the long vehicles are uniformly distributed in [x1, x2[ with
density Rc = p−1(Wc) and the short vehicles are uniformly distributed in [x2, 0[ with density Rmax = p−1(Wmax).
The corresponding initial datum is then, see Figure 4,
ρ(0, x) =

Rc if x1 ≤ x < x2,
Rmax if x2 ≤ x < 0,
0 otherwise,
v(0, x) =

Vmax if x < x1,
0 if x1 ≤ x < 0,
Vmax if x ≥ 0.
As a first step in the construction of the solution we have to consider the Riemann problems at (t, x) ∈
{(0, x1), (0, x2), (0, 0)}. We obtain that:
• The Riemann problem in (0, x1) is solved by a stationary phase transition PT 1 from the vacuum state (0,Vmax)
to (Rc, 0).
• The Riemann problem in (0, x2) is solved by a stationary contact discontinuity C2 from (Rc, 0) to (Rmax, 0).
• The Riemann problem associated to x = 0 is solved by a rarefaction Rℓ with support in the cone
{
(x, t) ∈ R × R+ : λ1(Rmax, 0) t ≤ x ≤ λ1(p−1(Wmax − Vc),Vc) t
}
,
and taking values Rℓ(x/t), where
Rℓ :
[
λ1 (Rmax, 0) , λ1
(
p−1(Wmax − Vc),Vc
)]
→ Ωc
ξ 7→
(
ρRℓ (ξ)
vRℓ (ξ)
)
.
=
(
Rc (Wmax − ξ) ,
Wmax − p
(
ρRℓ (ξ)
)
)
,
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Figure 3: The solution (t, x) 7→ u(u, x) = (ρ(t, x), u(t, x)) contructed in Section 3 and corresponding to the numerical
data (14).
beingRc the inverse function of ρ 7→ p(ρ)+ρ p′(ρ), followed by a phase transitionPT 2 from (p−1(Wmax−Vc),Vc)
to (R′′f ,Vf), followed by a rarefaction Rr with support in the cone{
(x, t) ∈ R × R+ : λf(R′′f ) t ≤ x ≤ λf(0) t
}
,
and taking values Rr(x/t), where
Rr :
[
λf(R′′f ), λf(0)
]
→ Ωf
ξ 7→
(
ρRr (ξ)
vRr (ξ)
)
.
=
(
Rf (ξ)
vf
(
ρRr (ξ)
)
)
,
being Rf the inverse function of ρ 7→ vf(ρ) + ρ v′f(ρ).
To prolong then the solution, we have to consider the Riemann problems corresponding to each interaction as
follows:
• The contact discontinuity C2 meets the rarefaction Rℓ in a2 given by
a2 : xa2
.
= x2, ta2
.
=
x2
λ1 (Rmax, 0) .
The result of this interaction is a contact discontinuity C′2, which accelerates during its interaction with Rℓ
according to the following ordinary differential equation
C′2 : x˙C′2 (t) = vRℓ
(
xC′2(t)
t
)
, xC′2 (ta2 ) = xa2 .
• The contact discontinuity C′2 stops to interact with the rarefaction Rℓ once it reaches b2, implicitly given by
b2 : xb2 = xC′2 (tb2 ), xb2 = tb2 λ1
(
p−1(Wmax − Vc),Vc
)
.
Then, a contact discontinuity C′′2 from (p−1(Wc − Vc),Vc) to (p−1(Wmax − Vc),Vc) starts from b2.
• The contact discontinuity C′′2 reaches the phase transition PT 2 in c2, implicitly given by
c2 : xc2 = tc2 σ
(
p−1(Wmax − Vc),Vc,R′′f ,Vf
)
, xc2 − xb2 =
(
tc2 − tb2
)
Vc.
The result of this interaction is a phase transition PT ′2 from (p−1(Wc − Vc),Vc) to (R′f , vf(R′f)), followed by a
shock S2 from (R′f , vf(R′f)) to (R′′f ,Vf).
• Each point of {(C′2(t), t) : ta2 ≤ t ≤ tb2 }, is the center of a rarefaction appearing on its left. Denote by R′ℓ thejuxtaposition of these rarefactions. In order to compute the values attained by R′
ℓ
it is sufficient to apply the
following rules:
– The velocity v is continuous across the contact discontinuity C′2.
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the numerical data (14)
– The Lagrangian marker of the solution takes the constant value Wc in R′ℓ.
– For any (x0, t0) ∈ {(C′2(t), t) : ta2 ≤ t ≤ tb2 } and t > t0 sufficiently small, the density ρ in R′ℓ is constant along
P : x = x0 + (t − t0) λ1
(
p−1
(
Wc − vRℓ
(
x0
t0
))
, vRℓ
(
x0
t0
))
. (13)
As a consequence, the value of ρR′
ℓ
at any point (t, x) of the rarefaction R′
ℓ
is equal to p−1(Wc − vRℓ ) computed at
(t0, xC′2(t0)), with t0 = P(t, x) obtained by “projecting” (t, x) along (13) to a point of C′2, namely
R′ℓ : ρR′ℓ (t, x)
.
= p−1
(
Wc − vRℓ
(
xC′2 (P(t, x))
P(t, x)
))
, vR′
ℓ
(t, x) .= vRℓ
(
xC′2 (P(t, x))
P(t, x)
)
.
Observe that by definition P(t, x) belongs to [ta2 , tb2] for all (t, x) in R′ℓ and that, beside the density ρ, also the
velocity v is constant along (13).
• The stationary phase transition PT 1 meets the rarefaction R′ℓ in a1 given by
a1 : xa1
.
= x1, ta1
.
= ta2 +
x1 − x2
λ1(Rc, 0) .
The result of this interaction is a phase transitionPT ′1, which accelerates during its interaction withR′ℓ according
to the following ordinary differential equation
PT ′1 : x˙PT ′1 (t) = vR′ℓ
(
t, xPT ′1 (t)
)
, xPT ′1 (ta1 ) = xa1 .
• The phase transition PT ′1 stops to interact with the rarefaction R′ℓ once it reaches b1, implicitly given by
b1 : xb1 = xPT ′1 (tb1 ), xb1 − xb2 =
(
tb2 − tb1
)
λ1
(
p−1(Wc − Vc),Vc
)
.
Then, a phase transition PT ′′1 from (0,Vmax) to (p−1(Wc − Vc),Vc) starts from b1.
• The phase transitions PT ′′1 and PT
′
2 meet in c1, implicitly given by
c1 :
xc1 − xb1
tc1 − tb1
= Vc,
xc1 − xc2
tc1 − tc2
= σ
(
p−1(Wc − Vc),Vc,R′f , vf(R′f)
)
.
The result of this interaction is a shock S1 from (0,Vmax) to (R′f, vf(R′f)).
Assume that the shocks S1 and S2 do not meet in R−. Then, at times
td2
.
= −
xc2
σ
(
R′f , vf(R′f),R′′f ,Vf
) and td1 .= − xc1vf(R′f)
the traffic light placed in x = 0 is reached respectively by S1 and S2. Clearly, td1 gives the time at which the last
vehicle passes through x = 0.
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Remark 3.1. Once the overall picture of the solution is known, it is possible to express in a closed form the time
at which the last vehicle passes through x = 0. Indeed, we first observe that the first long vehicle passes through
x = 0 at time
t⋆
.
=
Rmax |x2|
R′′f Vf
,
with t⋆ < td2 . Then we observe that
(x2 − x1) Rc = (td1 − td2)R′f vf(R′f) + (td2 − t⋆) R′′f Vf .
Moreover we can compute xc2 by solving the following system
c2 : xc2 = tc2 σ
(
p−1(Wmax − Vc),Vc,R′′f ,Vf
)
, |x2|Rmax =
[
|xc2 | + tc2 Vf
]
R′′f ,
namely
tc2 =
Rmax |x2|
R′′f
[
Vf − σ
(
p−1(Wmax − Vc),Vc,R′′f ,Vf
)] , xc2 = Rmax σ
(
p−1(Wmax − Vc),Vc,R′′f ,Vf
)
|x2|
R′′f
[
Vf − σ
(
p−1(Wmax − Vc),Vc,R′′f ,Vf
)] .
As a consequence we have that
td2 = tc2 −
xc2
σ
(
R′f , vf(R′f),R′′f ,Vf
) =
1 −
σ
(
p−1(Wmax − Vc),Vc,R′′f ,Vf
)
σ
(
R′f , vf(R′f),R′′f ,Vf
)
 Rmax |x2|R′′f
[
Vf − σ
(
p−1(Wmax − Vc),Vc,R′′f ,Vf
)] ,
and therefore
td1 =
(x2 − x1) Rc − x2 Rmax
R′f vf(R′f)
+
1 −
σ
(
p−1(Wmax − Vc),Vc,R′′f ,Vf
)
σ
(
R′f , vf(R′f),R′′f ,Vf
)

1 − R
′′
f Vf
R′f vf(R′f)
 Rmax |x2|R′′f
[
Vf − σ
(
p−1(Wmax − Vc),Vc,R′′f ,Vf
)] .
The resulting solution represented in Figure 2, Figure 3 and Figure 4 correspond to the following numerical
values:
γ = 2, Vmax =
1
20 , Wmax =
1
8 , Wc =
4
30 , x1 = −10, x2 = −7. (14)
We conclude the section by underlying that to construct the solution in R+ it is sufficient to apply the theory
for LWR.
4. Wave-front tracking algorithm
In this section we apply the wave-front tracking method to construct weak solutions to the Cauchy problem (5),
(6) that are only approximate entropic.
4.1. Exact and approximate Riemann solvers
We construct piecewise constant approximate solutions to the Cauchy problem (5), (6) with initial datum u¯ in
D
.
= {u ∈ L1(R;Ω) : TV(u) ≤ M} by juxtaposing solutions of Riemann problems for (5), i.e. of Cauchy problems
for (5) with the Heaviside initial data
u(0, x) =

uℓ if x < 0,
ur if x > 0.
(15)
We denote below by RLWR and RARZ the Riemann solvers for respectively LWR and ARZ. Then, the maps
(t, x) 7→ RLWR[uℓ, ur](x/t) and (t, x) 7→ RARZ[uℓ, ur](x/t)
are the self similar Lax solutions of the Riemann problems for respectively LWR and ARZ with initial datum (15),
with (uℓ, ur) being respectively in Ωf × Ωf and Ωc × Ωc. Moreover, for any uℓ, ur ∈ Ω with ρℓ , ρr , we denote by
σ(uℓ, ur) the speed of propagation of a discontinuity from uℓ to ur and given by (12). In the following definition we
introduce a Riemann solver obtained by generalizing that one given in [35] to the setting presented in Section 2.
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Figure 5: Solutions of the Riemann problem (5), (15) given by the Riemann solver R introduced in Definition 4.1.
Definition 4.1. The Riemann solver R : Ω ×Ω→ L1loc(R;Ω) associated to (5) is defined as follows:
(R1) If uℓ and ur belong to the same phase domain, then R coincides with the Lax Riemann solver, namely
R[uℓ, ur] .=

RLWR[uℓ, ur] if uℓ, ur ∈ Ωf ,
RARZ[uℓ, ur] if uℓ, ur ∈ Ωc.
(R2) If uℓ ∈ Ωf and ur ∈ Ωc, then
R[uℓ, ur](x) .=

uℓ if x < σ(uℓ, um),
RARZ[um, ur](x) if x > σ(uℓ, um),
where ρm
.
= p−1 (max {Wc,w2(uℓ)} − vr) and vm .= vr.
(R3) If uℓ ∈ Ωc and ur ∈ Ωf , then
R[uℓ, ur](x) .=

RARZ[uℓ, u′m](x) if x < σ(u′m, u′′m),
RLWR[u′′m, ur](x) if x > σ(u′m, u′′m),
where ρ′m
.
= p−1(w2(uℓ) − Vc), v′m .= Vc, ρ′′m .= ρf(w2(uℓ)) and v′′m .= vf(ρ′′m).
According to the above definition, in the case (R2) we have that R[uℓ, ur] performs a phase transition from uℓ to
um, followed by a possible null contact discontinuity from um to ur. In particular, if ρℓ = 0, then R[uℓ, ur] performs
a single phase transition:
ur ∈ Ωc ⇒ R[0,Vmax, ur](x) .=

(0,Vmax) if x < vr,
ur if x > vr.
Finally, in the case (R3) we have that R[uℓ, ur] performs a possible null rarefaction from uℓ to u′m, a phase transition
from u′m to u′′m, followed by a possible null Lax wave from u′′m to ur.
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In the next proposition we collect the main properties of R. In particular we prove that R is consistent, namely
that it satisfies the following two conditions for any uℓ, um, ur in Ω and x¯ in R:
(I) R[uℓ, ur](x¯) = um ⇒

R[uℓ, um](x) =

R[uℓ, ur](x) if x ≤ x¯,
um if x > x¯,
R[um, ur](x) =

um if x < x¯,
R[uℓ, ur](x) if x ≥ x¯.
(II) R[uℓ, um](x¯) = um
R[um, ur](x¯) = um
 ⇒ R[uℓ, ur](x) =

R[uℓ, um](x) if x < x¯,
R[um, ur](x) if x ≥ x¯.
We recall that this property is a necessary condition for the well posedness of the Cauchy problem in L1.
Proposition 4.2. The Riemann solver R : Ω ×Ω→ L∞(R;Ω) satisfies the following conditions:
(1) R is consistent.
(2) R : Ω ×Ω→ L1loc(R;Ω) is continuous.
(3) For any uℓ, ur ∈ Ω, we have that (t, x) 7→ R[uℓ, ur](x/t) is an entropy solution of (5), (15) in the sense of
Definition 2.7.
Proof. Since both RLWR and RARZ satisfy the above conditions respectively in Ωf × Ωf and Ωc × Ωc, we have to
consider only the cases when a phase transition occurs.
(1) We first prove the property (I). Assume that R[uℓ, ur](x¯) = um with um distinct from uℓ and ur. If uℓ and ur are
respectively in Ωf and Ωc, then the only possible choice for um is um = (p−1 (max {Wc,w2(uℓ)} − vr) , vr) ∈ Ωc
and the result immediately follows. If uℓ and ur are respectively in Ωc and Ωf , then either vℓ < Vc, um ∈ Ωc
and w2(um) = w2(uℓ) or um ∈ Ωf with vm between vf(ρf(w2(uℓ))) and vr. To conclude the proof it is sufficient
in the first case to observe that ρf(w2(um)) = ρf(w2(uℓ)), while in the latter case it is sufficient to exploit the
consistency of RLWR .
To prove the property (II) it is sufficient to consider the following two cases. First, assume that R[uℓ, um] is
given by just one phase transition and R[uℓ, um](x¯) = um. If uℓ ∈ Ωf , then R[um, ur](x¯) = um implies that
vm = vr. If uℓ ∈ Ωc, then vℓ = Vc and ρm = ρf(w2(uℓ)). Clearly therefore in both cases (II) holds true. The
second case to be considered is when R[um, ur] is given by a phase transition and R[um, ur](x¯) = um. In this
case the only possibility is to have ur ∈ Ω′′f , uℓ ∈ Ωc, vm = Vc and w2(ur) = w2(um) = w2(uℓ), and therefore the
result is obvious.
(2) Assume that R[uℓ, ur] is given by just one phase transition. Consider uεℓ and uεr such that
∥∥∥uε
ℓ
− uℓ
∥∥∥ ≤ ε and∥∥∥uεr − ur∥∥∥ ≤ ε. If ρℓ , 0, then it is easy to prove that R[uεℓ , uεr ] converges to R[uℓ, ur] in L1loc by observing that
also R[uε
ℓ
, uεr ] is given by a single phase transition and by exploiting the continuity of σ. If ρℓ = 0, then
R[uεℓ , uεr ](x) =

uε
ℓ
if x < σ(uε
ℓ
, uεm),
uεm if σ(uεℓ , uεm) < x < σ(uεm, uεr ),
uεr if x > σ(uεm, uεr ),
where ρεm
.
= p−1(Wc − vεr ) and vεm .= vεr . Now, since both σ(uεℓ , uεm) and σ(uεm, uεr ) converge to σ(uℓ, ur) we
deduce the L1loc-convergence of R[uεℓ , uεr ] to R[uℓ, ur].
(3) The last property follows immediately by the Definition 4.1 of R. Indeed, in both cases described in (R2)
and (R3) of Definition 4.1 we have that on each side of a phase transition R[uℓ, ur] can perform only Lax
waves.
Fix n ∈ N sufficiently large, let εnv
.
= 2−nVc, εnw
.
= 2−n(Wc − Wmin) and introduce the grid Ωn in Ω, see Figure 6,
that in the Riemann coordinates writes
Ω
n .
= Ω ∩
[
Wn × Vn
]
,
where
Wn .=
{
Wmin + i εnw : i = 0, . . . ,
⌊
Wmax − Wmin
εnw
⌋}
, Vn .=
{
i εnv : i = 0, . . . , 2n
}
∪ {Vf} .
Consider the approximate Riemann solver Rn : Ωn × Ωn → L1loc(R;Ωn) obtained by discretizing the rarefaction
waves of R : Ω ×Ω→ L1loc(R;Ω) as follows:
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Figure 6: The mesh Ωn in the coordinates (ρ, ρ v) and (w1,w2) respectively on the left and on the right.
(Rn1) If uℓ, ur ∈ Ωf ∩Ωn and w2(ur) = w2(uℓ) − j εnw, then
Rn[uℓ, ur](x) .=

uℓ if x < σ(uℓ, u1),
ui if σ(ui−1, ui) < x < σ(ui, ui+1), i = 1, . . . , j − 1,
ur if x < σ(u j−1, ur),
where ui ∈ Ωf ∩ Ωn are implicitly defined by w2(ui) = w2(uℓ) − i εnw.
(Rn2) If uℓ, ur ∈ Ωc ∩ Ωn, w1(ur) = w1(uℓ) + j εnv and w2(ur) = w2(uℓ), then
Rn[uℓ, ur](x) .=

uℓ if x < σ(uℓ, u1),
ui if σ(ui−1, ui) < x < σ(ui, ui+1), i = 1, . . . , j − 1,
ur if x < σ(u j−1, ur),
where ui ∈ Ωc ∩Ωn are implicitly defined by w1(ui) = w1(uℓ) + i εnv , w2(ui) = w2(uℓ).
Proposition 4.3. The grid Ωn has the following properties:
(M1) For any point in Ω there is a point in Ωn such that the distance between them is less than εnv + εnw.
(M2) For n sufficiently big, any two distinct points in the mesh Ωn are distant more that 2−1 min{εnv , εnw}.
(M3) The Riemann problem (5), (15) with uℓ, ur ∈ Ωn admits a global weak solution attaining values in Ωn.
Proof. The first two properties are obvious, while the weak solution satisfying the properties required in (M3) is
constructed by applying the approximate Riemann solver Rn. Indeed, any discontinuity of (t, x) 7→ Rn[uℓ, ur](x/t)
clearly satisfies the Rankine-Hugoniot jump conditions.
It is worth to note that (t, x) 7→ Rn[uℓ, ur](x/t) may well not be an entropy solution even if uℓ and ur belong to
the same phase domain.
4.2. An approximate solution
An approximate solution un to the Cauchy problem (5), (6) with initial datum u¯ is now constructed by applying
the wave-front tracking algorithm and the approximate Riemann solver Rn. We first approximate u¯ with u¯n ∈
PC(R;Ωn) such that
‖u¯n‖L∞(R;Ω) ≤ ‖u¯‖L∞(R;Ω), lim
n→+∞
‖u¯n − u¯‖L1(R;Ω) = 0, TV(u¯n) ≤ TV(u¯). (16)
The approximate solution un is then obtained by gluing together the approximate solutions computed by applying
Rn at any discontinuity of u¯n at time t = 0 and at any interaction between wave-fronts. In order to extend the
construction globally in time we have to ensure that only finitely many interactions may occur in finite time and
that the range of un remains in Ωn.
The latter requirement immediately follows from (M3) in Proposition 4.3. The former requirement is obtained
through suitable interaction estimates, that also ensure a bound for TV(un(t)) uniform in n and t.
To this aim we fix T > 0. If T is sufficiently small, then we know that the function un(T ) is piecewise constant
with jumps along a finite number of polygonal lines. If at time T an interaction between waves takes place, then
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some of the waves may change speed and strength, while some new ones may be created, according to the solution
of the Riemann problems at each of the points of discontinuity of un(T ). Conventionally, we assume that the
approximate solutions are left continuous in time, i.e. un(T ) = un(T−). Then also TV(un) is left continuous in time
and, for any t in a sufficiently small left neighbourhood of T , we can write
un(t, x) .=
∑
i∈Jn
uni+ 12
χ[sni (t), sni+1(t)[(x), (17)
where Jn ⊂ Z, uni+1/2
.
= (ρni+1/2, vni+1/2) ∈ Ωn, sni−1(t) < sni (t) and
sni (t)
.
= xni + σ(uni− 12 , u
n
i+ 12
) (t − T ) , ρni− 12 , ρ
n
i+ 12
, (18)
σ being defined by (12).
To prove that the approximate solution is well defined and keeps the form (17) we have to bound a priori the
number of waves. To this aim we prove that the map t 7→ T n(t) defined by
T n
.
=
∑
i
[∣∣∣∣w1(uni+ 12 ) − w1(uni− 12 )
∣∣∣∣ + (1 + δni )
∣∣∣∣w2(uni+ 12 ) − w2(uni− 12 )
∣∣∣∣
]
,
δni
.
=

1 if w1(uni+ 12 ) = w1(u
n
i− 12
) ≤ Vc and w2(uni− 12 ) − w2(u
n
i+ 12
) > εnw,
0 otherwise,
is non-increasing and it decreases by at least εnw each time the number of waves increases. If at time T no interaction
occurs, then ∆TV .= TV(un(T+)) − TV(un(T−)) = 0, ∆T n .= T n(T+) − T n(T−) = 0 and the number of waves does
not change. Assume that at time T an interaction occurs. For notational convenience we will omit the dependence
on n and write, for instance, ∆T instead of ∆T n.
First, if the interaction involves states in the same phase domain, then it is sufficient to apply the standard theory
to obtain that the number of waves does not increase after the interaction and ∆T ≤ 2∆TV ≤ 0. In particular, in
the domain of congested phases, Ωc, the result follows from the fact that away from the vacuum ARZ is a Temple
system, see [32, 36].
Assume now that phase transitions are involved in the interaction. For simplicity we describe in detail the
interaction between two waves, one connecting uℓ to um and the other connecting um to ur. We have to distinguish
the following cases:
(I.1) If uℓ, um ∈ Ωf and ur ∈ Ωc, then w2(ur) = max{w2(um),Wc} and by (R2) the result of the interaction is a phase
transition connecting uℓ to u′m ∈ Ωc, with w1(u′m) = vr, w2(u′m) = max{w2(uℓ),Wc}, and a possible null contact
discontinuity connecting u′m to ur. Moreover ∆T = ∆TV ≤ 0.
(I.2) If uℓ, ur ∈ Ωf and um ∈ Ωc, then uℓ ∈ Ω′f , w2(ur) = w2(um) = Wc, w1(um) = Vc and the result of the interaction
is a shock connecting uℓ to ur. Moreover ∆T = ∆TV < 0.
(I.3) If uℓ ∈ Ωf and um, ur ∈ Ωc, then w2(um) = w2(ur) and the result of the interaction is a phase transition
connecting uℓ to ur. Moreover ∆T = ∆TV ≤ 0.
(I.4) If um ∈ Ωf and uℓ, ur ∈ Ωc, then w1(uℓ) = Vc > w1(ur), w2(uℓ) = w2(um) = w2(ur) and the result of the
interaction is a shock connecting uℓ to ur. Moreover ∆T = ∆TV < 0.
(I.5) If ur ∈ Ωf , uℓ, um ∈ Ωc and w2(uℓ) < w2(um), then w1(uℓ) = w1(um) = Vc, w2(um) = w2(ur) and the result of
the interaction is a phase transition connecting uℓ to u′m ∈ Ω′′f , with w2(u′m) = w2(uℓ), and a shock connecting
u′m to ur. Moreover ∆T = ∆TV = 0.
(I.6) If ur ∈ Ωf , uℓ, um ∈ Ωc and w2(uℓ) > w2(um), then w1(uℓ) = w1(um) = Vc, w2(um) = w2(ur) and the result
of the interaction is a phase transition connecting uℓ to u′m ∈ Ω′′f , with w2(u′m) = w2(uℓ), and a discretized
rarefaction connecting u′m to ur. Moreover ∆TV = 0 and
∆T =

− [w2(uℓ) − w2(um)] if w2(uℓ) − w2(um) > εw,
0 otherwise.
In conclusion we proved that ∆TV ≤ 0. Moreover, if after the interaction the number of waves does not
increase then ∆T ≤ 0, otherwise, if after the interaction the number of waves increases, namely in the case (I.6)
with w2(uℓ) − w2(um) > εw, then ∆T = − [w2(uℓ) − w2(um)] < −εw. As a consequence, the total variation as well
as the number of waves of the approximate solution is bounded for any time and it keeps the form (17).
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4.3. Convergence
In this section we first prove the main a priori estimates on the approximate solution un and then we prove that
un converges (up to a subsequence) in L1loc(R+×R;Ω) to a function u satisfying the estimates stated in Theorem 2.9.
Since at any interaction ∆TV ≤ 0, by (16) we have that for any t ≥ 0
TV(un(t)) ≤ TV(u¯n) ≤ TV(u¯).
Moreover, observe that ‖un(t)‖L∞(R;Ω) ≤ C .= max{|Wmax|, |Wmin|} + Vmax and
‖un(t) − un(s)‖L1(R;Ω) ≤ L |t − s|, (19)
with L .= TV(u¯) max{Vmax,Rmax p′(Rmax)}. Indeed, if no interaction occurs for times between t and s, then
‖un(t) − un(s)‖L1(R;Ω) ≤
∑
i∈Jn
∥∥∥∥(t − s) s˙ni (t) (uni− 12 − uni+ 12 )
∥∥∥∥ ≤ L |t − s|.
The case when one or more interactions take place for times between t and s is similar, because by the finite speed
of propagation of the waves, the map t 7→ un(t) is L1-continuous across interaction times.
Thus, by applying Helly’s Theorem in the form [15, Theorem 2.4], there exists a function u ∈ L1loc(R+ × R;Ω)
and a subsequence, still denoted (un)n, such that (un)n converges to u in L1loc(R+ × R;Ω) as n goes to infinity.
Moreover, u satisfies the following estimates for any t, s > 0:
TV(u(t)) ≤ TV(u¯), ‖u(t)‖L∞(R;Ω) ≤ C, ‖u(t) − u(s)‖L1(R;Ω) ≤ L |t − s|.
In particular, the above estimates ensure that the number of phase transitions performed by x 7→ u(t, x) is uniformly
bounded in t.
5. Technical section
5.1. Proof of Lemma 2.8
The approximate solution un is constructed by applying the wave-front tracking method and the approximate
Riemann solver Rn, obtained from R given in Definition 4.1 by discretizing the rarefactions, see Section 4.1. To
prove the property (E.3) of Definition 2.7 for un, it is therefore sufficient to observe that the property is satisfied by
R[uℓ, ur] for any uℓ, ur ∈ Ω.
To prove that the number of phase transitions performed by x 7→ un(t, x), t ≥ 0, does not increase with time it
is sufficient to observe that the approximate solution of any Riemann problem given by Rn involves at most one
phase transition. However, to complete the proof we have to study how the number of phase transitions changes
after a wave interaction. First, if the states involved in an interaction are in the same phase, then no new phase
transition is created after the interaction because both Ωc and Ωf are invariant domains for Rn. Assume now that a
phase transition is involved in the interaction. We have to distinguish then the following cases:
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Figure 7: An interaction involving only one phase transition from Ωf to Ωc. More precisely, the above interaction
involves waves between states ui
ℓ
∈ Ωf , i = 1, . . . , h, followed by a phase transition from uhℓ to u
1
r and represented
with a dashed line, followed by waves between states uir ∈ Ωc, i = 1, . . . , k. The result of this interaction is a phase
transition from u1
ℓ
to um = (p−1(Wc−vkr), vkr) and represented with a dashed line, followed by a contact discontinuity
from um to ukr .
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• Assume that only one phase transition is involved in the interaction and that it is from Ωc to Ωf . In this case the
only possibility is that a single contact discontinuity between states in Ωc reaches the phase transition from the
left. The result of the interaction is then a phase transition from Ωc to Ωf , followed by waves between states in
Ωf . Therefore the number of phase transitions does not change.
• Assume that only one phase transition is involved in the interaction and that it is from Ωf to Ωc, see Figure 7.
Then the only possible waves between states in the same phase that can interact with such phase transition
coming from the right must have the same second Riemann invariant coordinate w2. The result of the interaction
is a phase transition from Ωf to Ωc, followed by a possibly null contact discontinuity between states in Ωc.
Therefore the number of phase transitions does not change.
• Finally, assume that more than one phase transition is involved in the interaction. By the previous study on the
possible waves that can interact with a phase transition, we deduce that the only possible interaction involving
more than one phase transition is between possible null waves inΩf , a phase transition fromΩ′f to uc
.
= (p−1(Wc−
Vc),Vc) ∈ Ωc and a phase transition from uc to (R′f , vf(R′f)). The result of the interaction is then a possible null
single shock. Therefore the number of phase transitions decreases.
In conclusion, we proved that the number of phase transitions does not change as long as two phase transitions do
not interact, while no phase transition results from the interaction between phase transitions. For this reason the
number of phase transitions can decrease only by an even number.
5.2. Proof of Theorem 2.9
Let u be the function constructed in Section 4. The first part of the theorem is already proved in Section 4.3.
We prove now that u is a weak solution to the Cauchy problem (5), (6) in the sense of Definition 2.6 in the case
the characteristic field corresponding to the free phase is linearly degenerate, namely under the assumption that
Vmax = Vf . (20)
Clearly, the initial condition (6) holds by (16), (19) and the convergence in L1loc of un to u. Therefore, we just have
to check the conditions (W.1), (W.2) and (W.3) of Definition 2.6. Even if these conditions are satisfied by un, the
L1loc-convergence doesn’t ensure that the limit u inherits these properties. However, under the assumption (20) we
can prove that u satisfies the integral condition (21), which implies (W.1), (W.2) and (W.3).
Lemma 5.1. Under the assumption (20), the function u satisfies for any test function ϕ in C∞c (]0,+∞[×R;R) the
following identities
∫∫
R+×R
ρ
[
ϕt + vϕx
]
dx dt = 0,
∫∫
R+×R
ρW(u)
[
ϕt + vϕx
]
dx dt = 0, (21)
where W ∈ C0(Ω; [Wc,Wmax]) is defined by
W(u) .= max {w2(u),Wc} =

v + p(ρ) if u ∈ Ωc ∪ Ω′′f ,
Wc if u ∈ Ω′f .
(22)
Proof. Fix a test function ϕ in C∞c (]0,+∞[×R;R). Since un, n ∈ N, are uniformly bounded and W is uniformly
continuous, it suffices to prove that
lim
n→+∞
∥∥∥∥∥∥
∫∫
R+×R
ρn
[
ϕt + v
n ϕx
] ( 1
W(un)
)
dx dt
∥∥∥∥∥∥ = 0.
Choose T > 0 such that ϕ(t, x) = 0 whenever t < ]0, T [. With the same notation introduced in (17), by the
Green-Gauss formula, the double integral above can be written as
∫ T
0
∑
i∈Jn
[
s˙ni (t)∆Yi(t) − ∆Fi(t)
]
ϕ(t, sni (t)) dt,
where
∆Yi(t) .= ρni+ 12
 1W(un
i+ 12
)
 − ρni− 12
 1W(un
i− 12
)
 , ∆Fi(t) .= ρni+ 12 vni+ 12
 1W(un
i+ 12
)
 − ρni− 12 vni− 12
 1W(un
i− 12
)
 .
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By construction any discontinuity satisfies
∥∥∥s˙ni (t)∆Yi(t) − ∆Fi(t)∥∥∥ = 0. (♠)
Indeed, if W(uni−1/2) = W(uni+1/2), then it is sufficient to recall the definition of sni and σ given respectively in (18)
and (12). On the other hand, if W(uni−1/2) , W(uni+1/2), then by (20) we have that vni−1/2 = vni+1/2, and therefore
s˙ni (t) = vni±1/2, which implies that (♠) holds true.
To conclude that u is a weak solution, it remains to prove that from (21) we can deduce the conditions (W.1),
(W.2) and (W.3) of Definition 2.6.
(W.1) Fix a test function ϕ in C∞c (]0,+∞[×R;R) with support in u−1(Ωf). Then the equality (8) holds true because
it coincides with the first condition given in (21).
(W.2) Fix a test function ϕ in C∞c (]0,+∞[×R;R) with support in u−1(Ωc). Then the equality (10) holds true
because it coincides with (21), being W ≡ w2 in Ωc.
(W.3) Assume that x 7→ u(t, x), t > 0, performs a phase transition from u− to u+. Then from (21) we deduce that
the speed of propagation σ of the phase transition satisfies
[
ρ+ − ρ−
]
σ = ρ+ v+ − ρ− v−,
[
ρ+ W(u+) − ρ− W(u−)]σ = ρ+ W(u+) v+ − ρ− W(u−) v−,
or equivalently
ρ+ [v+ − σ] = ρ− [v− − σ] , ρ− [v− − σ] [W(u−) − W(u+)] = 0.
By the definitions of Ωf and Ωc we have that v− , v+. Hence from the above system we deduce that
ρ− ρ+ [W(u−) − W(u+)] = 0.
Now, to conclude the proof it is sufficient to observe that
Gw =
{
(u−, u+) ∈ Ω ×Ω : ρ− ρ+ [W(u−) − W(u+)] = 0
}
.
Now, it only remains to prove that the function u is an entropy solution to the Cauchy problem (5), (6) in the
sense of Definition 2.7. Clearly u satisfies the condition (E.1) of Definition 2.7. Indeed by (20) any discontinuity
between states inΩf is a contact discontinuity. For this reason u satisfies the entropy condition (9) with the equality
for any test function ϕ in C∞c (]0,+∞[×R;R+) with support in u−1(Ωf). To prove the remaining conditions we need
the following
Lemma 5.2. Under the assumption (20), the function u satisfies for any non-negative test function ϕ belonging to
C∞c (]0,+∞[×R;R) and for any constant k in [0,Vf] the estimate∫∫
R+×R
[
Ek(u) ϕt + Qk(u) ϕx
]
dx dt ≥ 0, (23)
where, see Figure 8,
Ek(u) .=

0 if v ≤ k,
1 − ρ
Rk(W(u)) if v > k,
Qk(u) .=

0 if v ≤ k,
k − ρ v
Rk(W(u)) if v > k,
Rk(w) .=

p−1(w − k) if k ≤ Vc,
Vf − σ(p−1(w − Vf),Vf, p−1(w − Vc),Vc)
k − σ(p−1(w − Vf),Vf, p−1(w − Vc),Vc)) p
−1(w − Vf) if k > Vc,
with W given by (22).
Proof. By the a.e. convergence of un to u and the uniform continuity of Ek and Qk, in order to establish the above
estimate, it is enough to prove that
lim inf
n→+∞
∫∫
R+×R
[
Ek(un) ϕt + Qk(un) ϕx
]
dx dt ≥ 0.
18
PSfrag replacements
ρ′′
f = ρ k′′
ρ′
f = ρ k′
Rmax ρ
ρ v
ρmax
Figure 8: The geometrical meaning of Rk(w), w ∈ [Wc,Wmax], given in Lemma 5.2. Above we let ρmax = p−1(w),
ρ′ = Rk′(w) and ρ′′ = Rk′′(w) for 0 < k′ < Vc < k′′ < Vf .
Choose T > 0 such that ϕ(t, x) = 0 whenever t < ]0, T [. With the same notation introduced in (17), by the
Green-Gauss formula, the double integral above can be written as
∫ T
0
∑
i∈Jn
Υ
k
i (t) ϕ(t, sni (t)) dt,
where
Υ
k
i (t)
.
= s˙ni (t)
[
Ek(uni+ 12 ) − E
k(uni− 12 )
]
−
[
Qk(uni+ 12 ) − Q
k(uni− 12 )
]
.
The case k = Vf is obvious because in this case Υki (t) = 0. For this reason, in the following we can assume that
k < Vf .
To estimate the above integral, we have to consider separately the cases in which the i-th discontinuity is a phase
transition, a shock, a discretized rarefaction or a contact discontinuity. For notational simplicity we let qni+1/2
.
=
ρni+1/2 v
n
i+1/2.
• Assume that the i-th discontinuity is a phase transition. If ρni−1/2 = 0, then v
n
i−1/2 = Vf > k, s˙
n
i (t) = vni+1/2 ≤ Vc
and
k ≥ vni+ 12 ⇒ Υ
k
i (t) = −s˙ni (t) + k ≥ 0,
k < vni+ 12 ⇒ Υ
k
i (t) = −s˙ni (t)
ρn
i+ 12
p−1(W(un
i+ 12
) − k) +
qn
i+ 12
p−1(W(un
i+ 12
) − k) = 0.
Assume now that ρni−1/2 , 0. Then W(uni−1/2) = W(uni+1/2) and we can let ρkn
.
= Rk(W(uni±1/2)).
– If uni−1/2 ∈ Ωc, then v
n
i−1/2 = Vc < v
n
i+1/2 = Vf and
k < Vc ⇒ Υki (t) = s˙ni (t)
ρn
i− 12
− ρn
i+ 12
ρkn
−
qn
i− 12
− qn
i+ 12
ρkn
= 0,
Vc ≤ k < Vf ⇒ Υki (t) = s˙ni (t)
1 −
ρn
i+ 12
ρkn
 −
k −
qn
i+ 12
ρkn
 = 1ρkn
qni− 12 +
qn
i− 12
− qn
i+ 12
ρn
i− 12
− ρn
i+ 12
(
ρkn − ρ
n
i− 12
)
− ρkn k
 = 0.
– If uni−1/2 ∈ Ωf , then v
n
i−1/2 = Vf > k and
k ≥ vni+ 12 ⇒ Υ
k
i (t) = s˙ni (t)

ρn
i− 12
ρkn
− 1
 −

qn
i− 12
ρkn
− k
 = 1ρkn
ρkn k − qni− 12 −
qn
i− 12
− qn
i+ 12
ρn
i− 12
− ρn
i+ 12
(
ρkn − ρ
n
i− 12
) ≥ 0,
k < vni+ 12 ⇒ Υ
k
i (t) = s˙ni (t)
ρn
i− 12
− ρn
i+ 12
ρkn
−
qn
i− 12
− qn
i+ 12
ρkn
= 0.
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• If uni−1/2 and u
n
i+1/2 are both in Ωc, then it is sufficient to proceed as in the proof of [2, Proposition 5.2] to obtain
for any k ≤ Vc that
vni+ 12
< vni− 12
⇒ Υki (t) ≥ 0,
vni+ 12
> vni− 12
⇒ Υki (t) ≥ − max
ρ∈[p−1(Wc−Vc),Rmax]
[
2 +
ρ p′′ (ρ)
p′ (ρ)
] [
vni+ 12
− vni− 12
]
,
vni+ 12
= vni− 12
⇒ Υki (t) = 0.
If k > Vc, then vni−1/2 and v
n
i+1/2 are both less than k and therefore Υ
k
i (t) = 0.
• If uni−1/2 and u
n
i+1/2 are both in Ωf , then k < Vf = v
n
i−1/2 = v
n
i+1/2 and
Υ
k
i (t) = s˙ni (t)

ρn
i− 12
Rk(W(un
i− 12
)) −
ρn
i+ 12
Rk(W(un
i+ 12
))
 −

qn
i− 12
Rk(W(un
i− 12
)) −
qn
i+ 12
Rk(W(un
i+ 12
))
 = 0
because s˙ni (t) = Vf = vni−1/2 = vni+1/2.
In conclusion we proved that
lim inf
n→+∞
∫∫
R+×R
[
Ek(un) ϕt + Qk(un) ϕx
]
dx dt ≥ lim inf
n→+∞
∫ T
0
∑
i∈Rn(t)
Υ
k
i (t) ϕ(t, sni (t)) dt,
where Rn(t) is the set of indexes corresponding to discretized rarefactions in Ωc. Finally, by proceeding as in the
proof of [2, Proposition 5.2], we have that
lim inf
n→+∞
∫ T
0
∑
i∈Rn(t)
Υ
k
i (t) ϕ(t, sni (t)) dt = 0,
and this concludes the proof.
Condition (E.2) in Definition 2.7 follows directly from the above lemma. Indeed, W ≡ w2 inΩc and (EkARZ,QkARZ) ≡
(Ek,Qk) on Ωc for any k ∈ [0,Vc]. We finally prove that u satisfies also the condition (E.3) of Definition 2.7.
Assume that x 7→ u(t, x), t > 0, performs a phase transition from u− to u+. We have to prove that (u−, u+) belongs
to Ge. We already know that (u−, u+) belongs to Gw. For this reason, by comparing Ge with Gw, it is clear that it
is sufficient to prove that if u− ∈ Ωc, then u+ ∈ Ω′′f and v− = Vc. We first recall that, by Lemma 5.1, the speed of
propagation of the phase transition is σ(u−, u+) defined by (12). Hence, by the above lemma we have that
σ(u−, u+)
[
Ek(u+) − Ek(u−)
]
−
[
Qk(u+) − Qk(u−)
]
≥ 0. (♣)
Assume now by contradiction that u+ ∈ Ω′f . Then W(u+) = Wc, ρ+ [w2(u−) − Wc] = 0 and for any k in ]Vc,Vf[ we
would have that ρck
.
= Rk(Wc) would satisfy
σ(u−, u+)
[
1 − ρ+
ρck
]
−
[
k − ρ+ v+
ρck
]
=
1
ρck
[
ρ+ v+ + σ(u−, u+)
(
ρck − ρ+
)
− ρck k
]
< 0,
which contradicts (♣). Now, from the fact that (u−, u+) belongs to Gw ∩ (Ωc × Ω′′f ), we immediately deduce that
W(u−) = W(u+) = w2(u±). Finally, if by contradiction v− < Vc, then ρc .= p−1(w2(u±) − Vc) would satisfy
σ(u−, u+)
[
1 −
ρ+
ρc
]
−
[
Vc −
ρ+ v+
ρc
]
=
1
ρc
[
ρ+ v+ + σ(u−, u+) (ρc − ρ+) − ρc Vc
]
< 0,
which contradicts (♣) with k = Vc. In conclusion we proved that (u−, u+) ∈ Ge and that u satisfies also the
condition (E.3) of Definition 2.7.
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