Abstract. We present a general setting in which the formula describing the linear response of the physical measure of a perturbed system can be obtained. In this general setting we obtain an algorithm to rigorously compute the linear response. We apply our results to expanding circle maps. In particular, we present examples where we compute, up to a pre-specified error in the L ∞ -norm, the response of expanding circle maps under stochastic and deterministic perturbations.
Introduction
A question of central interest from both theoretical and applied points of view in dynamical systems is the following: given a deterministic dynamical system that admits a Sinai-Ruelle-Bowen (SRB) measure, how does the SRB measure change if the original system gets perturbed, perhaps randomly? It is known that in certain situations the SRB measure changes smoothly and a formula of such a "derivative" can be obtained [8, 10, 14, 24, 28, 38] . This is called the Linear Response formula. We refer to [9] for a recent survey about this area of research and to the most recent articles on linear response for intermittent maps [5, 11, 30] . From a rigorous computational point of view there are no results in the literature that approximate the response of an SRB measure up to a pre-specified error in a suitable topology.
Our goal in this paper is to pioneer this direction of research and to provide tools to investigate the changes in the statistical properties of families of systems. Applications may range from the identification of tipping points in the statistical behaviour of systems studied in applications, such as the ones considered in [33] , to checking whether a family of systems has decreasing or increasing entropy, see for example the problems considered in [12] and their relation to number theory.
Our computational approach is based on finding a suitable finite rank approximation of the transfer operator associated with the original system. Such techniques have proved to be computationally robust and to be successful when approximating SRB measures of uniformly expanding systems [2, 20, 31, 34] , (piecewise) uniformly hyperbolic systems [15, 22] , and one-dimensional non-uniformly expanding maps [3, 20, 35] . It has also proved to be a successful approach in approximating spectral data [1, 13, 16, 17, 21, 31] and limiting distributions of dynamical systems [4] .
In this paper we show that suitable discretization schemes can be used to approximate linear response. The problem that we face in our rigorous approximation is is two-fold. The first is functional analytic. In particular, we need to find suitable discretization schemes that preserve the regularity of the function space(s) where the transfer operator acts, and which can approximate the original transfer operator. The second is computational. In particular, the computational approach should be amenable to tracking all the round-off errors made by the computer.
In Section 2 we present a general setting in which the formula corresponding to the linear response can be obtained. In this section we also show how the formula of such derivative can be rigorously computed using a computer. In Section 3 we show how the algorithm can be implemented in the case of expanding maps. In particular, for suitable Banach spaces we find suitable discretization schemes that achieve the goal in the case of expanding circle maps. In Section 4 we apply our results to stochastic perturbations of expanding circle maps and we present an example where we compute, up to a pre-specified error in the C 0 topology, the linear response of an expanding circle map under stochastic perturbations. In Section 5 we apply our results to a deterministic perturbation of an expanding circle map. In this example the exact response can be computed analytically. Thus, a comparison between the exact response and the computed one can be done. Section 6 is an appendix that includes proofs and tools used in the computations in the examples of Sections 4 and 5.
A general framework for the linear response
We present a general setting in which the formula corresponding to the derivative of a fixed point 1 of a family of positive operators L can be obtained
2
. We consider the action of the operators on different spaces. Let B w , B s , B ss denote abstract Banach spaces of Borel measures on X equipped with norms || || w , || || s , || || ss respectively, such that || || w ≤ || || s ≤ || || ss . We suppose that L , ≥ 0, sends probability measures to probability measures and has a unique fixed point h ∈ B ss . Let L := L 0 be the unperturbed operator and h ∈ B ss be its fixed point. Let V 0 s = {v ∈ B s , v(X) = 0}, V 0 w = {v ∈ B w , v(X) = 0}.
The following proposition is essentially proved in [32] . Since we adapted the assumptions to a general setting we include a proof. Proposition 2.1. Suppose that the following assumptions hold:
(1) The norms ||L k || Bw→Bw and ||L k || Bw→Bw are uniformly bounded with respect to k and > 0. 1 In applications to dynamical systems, such a fixed point corresponds to the density of an absolutely continuous invariant measure, or in general to a physical invariant measure. 2 The differentiation is done with respect to the variable in a suitable norm. This will be clear in the statement of Proposition 2.1 below.
(2) L is a perturbation of L in the following sense
The operators L , ≥ 0, have uniform rate of contraction on V 0 s : there are
(4) There is an operatorL : B ss → B s such that
i.e.ĥ represents the derivative of h with respect to .
Proof. Notice that by its definition,Lh
∈ V 0 s . Recall that h = L h . We have (Id − L )(h − h) = (L − L)h and sinceĥ = (Id − L) −1L h, we obtain lim →0 || −1 (h − h) −ĥ|| w = lim →0 || −1 (Id − L ) −1 (L − L)h − (Id − L) −1L h|| w ≤ lim →0 ||(Id − L ) −1 [ −1 (L − L)h −Lh]|| w + lim →0 ||(Id − L ) −1L h − (Id − L) −1L h|| w := (I) + (II). (2.4) Notice that by assumption (3), ||(Id − L ) −1 || V 0 s →Bw are uniformly bounded. More- over, since lim →0 || −1 (L − L)h −Lh|| s = 0, we obtain (I) = lim →0 ||(Id − L ) −1 [ −1 (L − L)h −Lh|| w = 0.
Now we consider (II). By assumption (3), on the space
Notice that by assumptions (2) and (3) we have:
Consequently,
h|| w = 0.
The operatorL depends on the kind of perturbation we consider (deterministic, stochastic, etc.). In the following, we suppose thatLh is computable with a small error in the B s norm. Then we show that this leads to the rigorous computation of h in the B w norm. The computation will be performed by approximating L with a finite rank operator L η which can be implemented on a computer. Let us consider a finite rank discretization
where W η ⊆ B s is a finite dimensional space of measures, such that for f ∈ B s ,
The operator L η is defined as
Let us denote by f η ∈ V 0 s a family of approximations ofLh in the weak norm || · || w . Theorem 2.2. Suppose that L satisfies the assumptions in Proposition 2.1 and :
(1) ||f η || s are uniformly bounded and ||f η −Lh|| w → η→0 0.
(2) L η is an approximation of L in the following sense
The operators L η , η > 0 are uniformly bounded in the strong norm.
Then, for any τ > 0, there are η > 0 and l * ∈ N such that
Proof. Notice that (Id − L) −1L h is well defined sinceLh is of zero average. We have
Since for each η ||L k−1−j η f η || s are uniformly bounded, by assumptions (2) and (3) we can choose η small enough such that
Remark 2.3. For computational purposes it is important to have an algorithm to find first l * and then η. Let us comment on each summand in Equation (2.6):
(1) The first summand of (2.6), || ∞ k=l * L kL h|| w can be estimated by (2.2). However, it is enough to have an estimation on the weak norm. In Section 4 (see also Section 6.6) we will see how to find in systems satisfying a LasotaYorke inequality, constants C 3 , ρ 3 such that: ||L kL h|| w ≤ C 3 ρ and find a suitable l * to make this summand as small as wanted. (2) For the second summand of (2.6)
we need an estimate on M which can be recovered by a Lasota-Yorke inequality (see Proposition 3.2 ). ||(L − L η )|| Bs→Bw will be estimated by condition (2) of Theorem 2.2. The summands ||L k−1−j η f η || s can be approximated by the fact that L η is of finite rank; i.e., by computing the matrix representing it. ||L k−1−j η f η || s will be estimated by the computer. (3) For M l * ||Lh − f η || w of (2.6), we have to find a suitable approximation of Lh such that ||Lh − f η || w is as small as wanted. Note that this depends on the properties ofL and consequently on the kind of perturbations L that we consider.
In the following we will discuss in details how the above results can be applied to C 3 expanding maps of the circle. We also present examples on how the algorithm outlined in Theorem 2.2 and Remark 2.3 can be implemented in this setting. The concrete implementation of the above ideas to expanding maps of the circle involves spaces of measures having a smooth density. The general framework applies to more general classes of hyperbolic systems, provided a suitable functional analytic framework is considered (see [6] for a recent survey on suitable spaces to be considered for hyperbolic systems). The implementation to such systems is out of the scope of the current paper. 
If f η , L η , l * are well chosenĥ appr is a good approximation ofĥ in the weak norm. In this section we describe suitable fuctional spaces and a good approximation L η for the transfer operator for expanding circle maps, giving an approximation of the linear response in L ∞ . The approximation f η ofLh depends on the kind of perturbation considered, and will be discussed in the following sections for two specific kinds of perturbations: deterministic and stochastic ones.
Let us consider the space (T, B, m) where T is the unit circle, B is Borel σ-algebra and m is the Lebesgue measure on T. Let T : T → T be a C 3 uniformly expanding circle map; i.e. inf x∈T |D x T | > 1. Let
Without loss of generality we assume that T is orientation preserving. In this case there is an explicit formula for the action of the transfer operator associated with T on probability densities (the Perron-Frobenius operator, see [7] , which we still denote as L :
To compute the linear responseĥ, we apply Theorem 2.2 by using the function spaces
The reason behind working on the closed interval rather than the unit circle is that there are some advantages in the computer implementation of the discretization (the implementation on [0, 1] is easier and cleaner than the implementation on the circle). We can also consider our function spaces, as spaces of smooth functions on the circle allowing discontinuities at 0. In the following when there is no ambiguity we will denote these spaces by
3.1. Basic properties of the transfer operator. Let
In the next lemma we are going to prove that, indeed, the fixed point of L is in C 0 (T).
Proof. Since T is an expanding circle map, it can be conjugated to a full branched expanding map on the interval which is orientation preserving. We can suppose T (0) = 0. Therefore Lf has a discontinuity at 0 and it is C k otherwise. To prove the second statement, let us denote by d i the preimages of 0 that are contained inside the interval (0, 1). By continuity of f on (0, 1) we have
Before introducing our discretization scheme, we state Lasote-Yorke inequalities for L when acting on
Since these inequalities will be used in the computer implementation, we also give estimates for the constants involved. For the proof of Proposition 3.2, see Section 6.2 in the appendix. (
where
The above inequalities, along with the properties of the system, imply that L has a spectral gap on
Moreover, 1 is a simple dominant eigenvalue. In particular, this implies that T admits a unique invariant density h in C 2 ([0, 1]) and the system (T, T, µ), where µ := h · m, is mixing.
3.2.
A finite rank approximation of L as an operator from
To compute the rate of convergence to equilibrium and the linear response we introduce a finite rank approximations of L which will be called L η .
We start by defining a suitable partition of unity. Let us consider the partition of unity {φ i } m i=0 defined in the following way: for i = 1, . . . , m − 1, let a i = i/m, and let a 0 = 0, a m = 1. For i = 0, . . . , m set
Note that for i = 0 and i = m, the bump function is restricted to half of its support. Also note that φ i (a j ) = δ ij (where δ ij = 1 if i = j, 0 in all the other cases) and that
Remark 3.3. There are reasons why this choice of φ is sensible for our line of work: computing the value of a cubic polynomial is fast and precise by using Horner's scheme [40] . The same is true for the derivatives of the φ i defined above
3 An alternative approach would be to choose a smooth bump function
and build a partition of unity by rescaling and translating this function, but the implementation of this approach is more delicate since the derivative of φ cannot be implemented in a naive way and the sum of two functions
To ensure that our discretization preserves integrals, we define an auxiliary function κ(x) in the following way. Let {φ j } 2m j=0 be the partition of unity associated to the homogeneous partition of [0, 1] of size 1/2m, so thatφ 2j+1 (a i ) = 0 for all j = 0, . . . , m−1. This partition is finer than the partition we used to define {φ i } m i=0 ; thus there are nonzero linear combinations of the {φ j } 2m j=0 whose value is 0 on each point {a i } m i=0 . We use this fact to define
Note that κ(a i ) = 0 for all i and that
∪ {κ} is linearly independent. Set η := 1/m and define
We now prove properties of Π η that will be used to verify the assumptions of Theorem 2.2.
Proof. The following approximation inequality holds:
This implies that
By (3.6), we have
which implies (1) and (2) of the lemma. We now prove (3). First, since the
is a partition of unity, we have
Thus, (3) follows from (3.7), (3.8) . Also note that (4) of the lemma follows from (3.5) and (3.6).
Remark 3.5. By (4) Lemma 3.4 assumption (2) 
Response for a stochastic perturbation
In this section we consider a stochastic perturbation of the systems described in the previous section. At each step we add a small random perturbation distributed with a certain probability density j. We describe the analytic estimates which are necessary to apply our algorithm in that case and show the result of an actual implementation, where we compute the response for the stochastic perturbation of an expanding map.
4 See also the Appendix for a proof of a uniform Lasota-Yorke inequality of L and Lη on C 1 .
Proof. The first assertion is a standard property of convolution. For (2), we have
Since the support of j is contained in [− /2, /2]. To prove (3), observe that
Therefore,
Using integration by parts and the compactness of the support of j, we obtain:
We now define a family of operators by setting
and define
By (4.1) one obtains (see [32] )
i.e. assumption (4) of Proposition 2.1 is satisfied. For the other assumptions we refer to the following remark. . This implies that assumption (1) of Proposition 2.1 holds. Moreover, by the stability result of [29] (see also [18] for an elementary proof of a similar result) for sufficiently small > 0, assumption (3) of Proposition 2.1 holds. Finally, by Item (2) of Lemma 4.1 we obtain the approximation assumption (Item (2)) of Proposition 2.1.
Thus, by Proposition 2.1, the linear response holds:
4.2.
The rigorous computation of the responseĥ. Now we show how to compute the linear response under stochastic perturbations of the class of systems described in this section.
Assume we are given a family of C
where h η is the derivative h η , γ is as in equation (4.1) and L η is the operator defined in (3.4).
Proof. In Remark 3.5 we established that assumptions (2), (3) of Theorem 2.2 hold. SinceLf := γ(Lf ) (see equation (4.1)) we will apply it with f η = γh η . Note also that assumption (1) of Theorem 2.2 is a consequence of the stability result of [29] .
To estimate the rigorous error we have to find suitable l * and η. We follow Remark 2.3. If we denote byĥ appr the approximation of the linear response we have that:
h|| ∞ we use the uniform contraction, whose coefficients can be estimated using the method in Subsection 6.6; we can find C 1 , k and ρ such that
and ||h|| C 2 can be bounded from the coefficients of the C 2 Lasota-Yorke inequality in Proposition 3.2; this permits us to find l * . The second summand may be estimated by
Note that hη is not the fixed point of the discretization Lη defined earlier in the section.
In the example of this section we obtain the sequence hη through the discretization defined in subsection 6.3 in the appendix.
where we numerically estimate ||L i η f η || C 1 . The third summand is estimated by:
4.
3. An example of linear response under a stochastic perturbation. In this example we study a circle expanding map T and the behaviour of the density when, at each iteration step, we add a noise, as explained in Subsection 4.1. We consider T :
T (x) = 8x + 0.0025(sin(16πx) + 1 4 sin(32πx)) mod 1;
the operator L, associated to T , satisfies the following inequalities:
Let h be the fixed point of L in C 2 . Following Subsection 4.1 we have thatL :
and, by Proposition 2.1, the linear response is given bŷ
To compute the linear response we need to compute an approximation f η to γh ; to do so we use the discretization in Subsection 6.3. Let us choose l = 12 and η = 524288 both for the approximation of the density in C 2 and the computation of the linear response; we approximate the linear response bŷ
In figure 1 a plot of the invariant density and of the linear response of the map under stochastic perturbation are presented. We are going to estimate the error using the algorithm developed in the present paper (refer to Theorem 2.2 and the subsequent discussion):
In the following subsections we are going to estimate the different summands separately.
Remark 4.5. To do our validated numerics we used SAGE [39] and the validated numerics packages shipped with it (the interval package is a binding to MPFI [37] ), running either on locale computers or on a cloud based version called SageMathCloud, https://sagemathcloud.com/. The discretized operators are computed using a rigorous interval Newton method [40] , while the estimates for the norm of the discretized operators are made using Scipy [26] , with rigorous error bounds on the error made during matrix-vector products. where V = {f ∈ C 1 , f = 0} is the set zero average densities, and for all f ∈ C 1 , by the approximation Lemma 6.15:
Estimating ||
We can bound the speed of convergence to equilibrium and the associated constants using the technique and the notation explained in subsection 6.6, with n 1 = 6 . For any g in V C 0 , we have that, denoting by g i = L 6 g i−1 :
1.44 0.000077 0.00655
which gives us the following estimates
Therefore, Remark 4.6. Due to the fact that the matrix-vector product is approximated on the computer, a small component which does not lie in V may appear; therefore, at some point this component will converge to a really small multiple of the fixed point of L η . This is the reason why the computed bound for the C 1 -norm stabilises.
Let η = 1/524288, we computed using the discretization in subsection 6.3 an approximation h η to h such that
Therefore we have an approximation f η toLh = γh such that
4.7.
The error on the computed response. Therefore, the error on the response is ||ĥ −ĥ appr || ∞ ≤ γ(0.0062 + 0.0033 + 0.0051) ≤ 0.0137γ.
Linear response for deterministic perturbations
We now consider deterministic perturbations of a C 3 expanding circle map 6 T 0 . We use a result of [23] , where the structure of the operatorL for this case is studied. Let T (x) = T 0 (x) + S(x) + o C 3 ( ); where S(x) ∈ C 3 (T) and o C 3 ( ) is a term whose C 3 norm goes to 0 faster than as goes to 0. In [23, Proposition 3.1] it is proved that, under these assumptions, the operator
6 After posting the first version of our work on Arxiv, which did not include an example of a deterministic perturbation, Pollicott and Vytnova [36] studied the problem of approximating linear response of given observables for deterministic perturbations. Their approach, which is based on the periodic point structure of the system, requires the maps to be analytic and the observables to have a certain structure. Here we show that our approach also works for deterministic perturbations and it requires only little regularity and no information on the observable. is such that lim
where L is the Perron-Frobenius operator associated to T .
Remark 5.1. If we suppose that the perturbation is small in the C 2 norm: ||T 0 − T || C 2 ≤ K it follows that L and L, satisfy a uniform Lasota-Yorke inequality. This implies that assumption (1) of Proposition 2.1 holds. Moreover, by [18] , Section 6, assumption (2) and (3) of Proposition 2.1 also hold. Hence Proposition 2.1 holds and we have the linear response for these perturbations.
An example of linear response under a deterministic perturbation.
In this example we study a family T , ∈ [0, 1) of C 3 -small deterministic perturbations. We consider the family T :
T (x) = 2x + 16 (cos(4πx) + 1 4 cos(8πx)) mod 1.
For = 0 the dynamics is given by the map
whose invariant density h is constant and equals to 1. The operator L 0 , associated to T 0 , satisfies the following inequalities:
Note that the family satisfies the assumptions discussed in Remark 5.1. Hence the linear response formula can be applied. Following [23] , the operatorL :
The simple structure of the example also allow to compute the response exactly.
. We now approximate the linear response and estimate the error using the algorithm developed in the present paper (refer to Theorem 2.2 and the subsequent discussion). We will compute its linear response using the discretized operator and the general estimates introduced in Section 4. Let us set the discretization parameter η = 1/4194304. We have:
AsLh is explicit (see Equation 5 .1) in the algorithm we use its discretization f η = Π ηL h. Let us choose l * = 57 and approximateĥ bŷ
In Figure 2 we have a plot of the approximated linear responseĥ appr . Since we computedĥ explicitly in Remark 5.2 we can explicitly compute that ||ĥ appr −ĥ|| ∞ ≤ 3 · 10 −13 . This shows the efficiency of our approximation scheme.
Now we apply the general procedure for the estimation of the error. There will be of course a difference between the general (rigorous) upper bound on the error and the actual one computed above in this example. As in the previous section, we have to estimate three summands:
In the following we are going to estimate the different summands separately.
Estimating ||
h||. Let us consider a coarser discretization η = 1/131072 let L η be its discretized operator. We have by direct computation
where V = {f ∈ C 1 , f = 0} is the set zero average densities. For all f ∈ C 1 , by Lemma 6.15:
We can bound the speed of convergence to equilibrium and the associated constants using the technique and the notation explained in subsection 6.6, with n 1 = 19 . For any g in V C 0 , we have that, denoting by g i = L 19 g i−1 :
1 0.000147 0.00655
This gives the following estimates for all f ∈ V
16.34 6 6.11 · 10 and:
Therefore we have
5.5. The error on the computed response. Therefore, ||ĥ −ĥ appr || ∞ ≤ 0.000438 + 0.0057 + 0.00029 ≤ 0.0065.
6. Appendix 6.1. Useful estimates. The following Lemma is used to prove some bounds for the distortion (and a similar quantity) that work well with iterates of a dynamical system. These are used in the proofs of the Lasota-Yorke inequalities in Subsection 6.2.
In particular, it is true for every k:
Moreover, 1 (x) ). Therefore:
Using these two expressions we have
which implies the first inequality. We now compute
Using this last expression and the computations above we have: Proof. Let φ be a C 1 observable, we have
Consequently if ||φ|| ∞ ≤ 1,
Proof. The operator L n is positive. Therefore
and therefore ||L n 1|| ∞ ≤ M .
Proposition 6.4. Let T be a C 3 circle map. We have
In particular, there exists an iterate G := T k of T such that
Proof. Denote by G := T n . For x ∈ (0, 1) we have
.
By Lemma 6.3, lemma 6.1 and (6.1)
Therefore, by (6.2) and Lemmas 6.3, 3.1, we have
Proposition 6.5. We have
where µ ≤ λ 2k M < 1.
Proof. We denote G := T n . For x ∈ (0, 1) we have
In particular
Thus, by Proposition 6.4, we get
6.3. Approximating the invariant measure in the C 1 norm. In this subsection we explain one of the possible strategies in order to approximate the invariant measure in the C 1 norm. In the rest of this section we will explain the discretization used to obtain such an approximation and some tactics involved into it. Let f (0 + ) := lim x→0 + f (x). We have
We define the operator
Remark 6.6. An interesting property ofΠ η is the following. Suppose we have a function f such that:
This means that, if we find a fixed point ofL η , we can easily find its derivative with respect to the basis {φ i (x)}.
We now prove properties ofΠ η . We start with a preparatory lemma.
Moreover,
From the last equality and (1) we get (2) and (3).
Lemma 6.8. For f ∈ C 1 we have
Moreover, for f ∈ C 2 , we have
Proof. We have, from Lemma 6.7, item 2
Similarly, from Lemma 6.7, item 3 we get:
Therefore (1) follows from (6.5),(6.6). To prove (2) , observe that (6.7)
Thus, by (1) and (6.7) we obtain (2) and (3). Now, to prove (4), observe that
Therefore, for (4), using (6.8), we have
For (5), by using (4) and (6.8), we obtain
(6) is true because
Remark 6.9. By (5) of Lemma 6.8 and the uniform Lasota-Yorke inequality (see Appendix), the Keller-Liverani Theorem [29] implies, for sufficiently small η, L and L η have a uniform rate of contraction when acting on zero average functions of C 2 (T).
6.3.2.
A matrix representation ofL η . In equation (6.4) we defined the finite rank operatorL η . To treat it numerically it is natural to represent it by a matrix. To do so, we have to choose a basis for the domain and a basis for the range. A natural choice would be to choose the same basis for its domain and its range: the basis
where by 1 we denote the constant function 1. This choice, which may seem natural, gives rise to a matrix which is, in general, upper triangular, due to the fact that the functions e i have big support. This implies that the number of coefficients we have to compute scales as m 2 /2. Thus, storing and operating with these matrices may be complicated. To overcome this difficulty we take a basis with compact support in the domain of the operator, the basis Remark 6.10. Please note that representing the matrix in this form does also involve some problems; indeed, the coordinate change consists of a cumulative sum, which is prone to high numerical errors. To control this we used a safer (but slower) cumulative sum algorithm, the Kahan summation algorithm [27, 25] .
6.4. Uniform Lasota-Yorke inequalities for the discretized operators. In this subsection we prove uniform Lasota-Yorke inequalities for the discretized operators defined in Subsections 6.3.1 and 6.3. Please refer to the notation therein.
Lemma 6.11. Let G := T k . The discretized operator L η associated with G satisfy a Lasota-Yorke inequality on the space C 1 :
where:
and
Proof. Following the proof of Proposition 6.4, we have
By Lemma 3.4 we have:
From the proof of Proposition 6.5, equation (6.3) we have:
which implies
We now observe that
Summing the inequalities we obtain that the coefficient in front of ||f || ∞ is
please note that if η is small enough, this coefficient is smaller than 1. The coefficient of ||f || ∞ is
and the coefficient of ||f || is
Iterating the inequality we get the result.
6.5. Some approximation inequalities. We show how a discretized operator satisfying a Lasota-Yorke inequality satisfies useful inequalities that are used in the paper.
Lemma 6.14. Suppose there are two norms || || s ≥ || || w , such that ∀f ∈ B, ∀n ≥ 1 (6.10) ||L n f || s ≤ Aλ n 1 ||f || s + B||f || w . Let π δ be a finite rank operator satisfying:
i and L i δ are bounded for the norm || || w : ||π δ || w ≤ P and ∀i > 0,
On the other hand
With a similar proof it is also possible to have a more precise estimate (see [19] for details) Lemma 6.15. Suppose there are two norms || || s ≥ || || w , such that ∀f ∈ B, ∀n ≥ 1 (6.12) ||L n f || s ≤ Aλ C n−k (Aλ 1 + P + M )B||f || w .
In the case where f is a fixed point we have the following estimate: Proof. The proof is almost identical to the one above:
||Lf − L δ f || w ≤ ||Lf − π δ Lf || w + ||π δ Lf − π δ Lπ δ f || w , since f is fixed point:
||Lf − L δ f || w ≤ ||f − π δ f || w + ||π δ Lf − π δ Lπ δ f || w ≤ Kδ||f || s + P ||Lf − Lπ δ f || w ≤ Kδ||f || s + P M ||f − π δ f || w ≤ Kδ||f || s + P M Kδ||f || s .
6.6. Recursive convergence to equilibrium estimation for maps satisfying a Lasota-Yorke inequality. Here we recall an algorithm introduced in [21] to compute the convergence to equilibrium of a measure preserving system satisfying a Lasota-Yorke inequality. We will see how, the Lasota-Yorke inequality together with a suitable approximation of the system by a finite dimensional one can be used to deduce finite time and asymptotic upper bounds on the contraction of the zero average space.
Consider two vector subspaces of the space of signed measures B s ⊆ B w with norms || || s ≥ || || w . Let us suppose that there are operators L δ approximating L satisfying an approximation inequality of the following type: there are constants C, D such that ∀g ∈ B s , ∀n ≥ 0: (6.14)
||(L n δ − L n )g|| w ≤ δ(C||g|| s + nD||g|| w ).
We note that in the systems and the discretizations which are considered in the paper this inequality follows from Lemma 6.14. Now let us consider as before the space V of zero total mass measures V = {µ ∈ B s |µ(X) = 0}
and let us suppose that there exists δ and n 1 such that (6.15) ∀v ∈ V, ||L n1 δ (v)|| w ≤ λ 2 ||v|| w with λ 2 < 1. Let us consider a starting measure: g 0 ∈ V , let us denote g i+1 = L n1 g i . If the system is as above, putting together the Lasota-Yorke inequality, (6.14) and (6.15 . We need an asymptotic estimation as the one given in (2.2) and in particular an estimation for C 1 and ρ. This can be done by the eigenvalues and eigenvectors of M. 
