Phase-coherent sensing of the center-of-mass motion of trapped-ion
  crystals by Affolter, M. et al.
Phase-coherent sensing of the center-of-mass motion of trapped-ion crystals
M. Affolter,1 K. A. Gilmore,1, 2 J. E. Jordan,1, 2 and J. J. Bollinger1
1)National Institute of Standards and Technology, Boulder, Colorado 80305, USA
2)Department of Physics, University of Colorado, Boulder, Colorado 80309, USA
(Dated: 4 August 2020)
Trapped ions are sensitive detectors of weak forces and electric fields that excite ion motion. Here measure-
ments of the center-of-mass motion of a trapped-ion crystal that are phase-coherent with an applied weak
external force are reported. These experiments are conducted far from the trap motional frequency on a
two-dimensional trapped-ion crystal of approximately 100 ions, and determine the fundamental measurement
imprecision of our protocol free from noise associated with the center-of-mass mode. The driven sinusoidal dis-
placement of the crystal is detected by coupling the ion crystal motion to the internal spin-degree of freedom
of the ions using an oscillating spin-dependent optical dipole force. The resulting induced spin-precession is
proportional to the displacement amplitude of the crystal, and is measured with near-projection-noise-limited
resolution. A 49 pm displacement is detected with a single measurement signal-to-noise ratio of 1, which is
an order-of-magnitude improvement over prior phase-incoherent experiments. This displacement amplitude
is 40 times smaller than the zero-point fluctuations. With our repetition rate, a 8.4 pm/
√
Hz displacement
sensitivity is achieved, which implies 12 yN/ion/
√
Hz and 77µV/m/
√
Hz sensitivities to forces and electric
fields, respectively. This displacement sensitivity, when applied on-resonance with the center-of-mass mode,
indicates the possibility of weak force and electric field detection below 10−3 yN/ion and 1 nV/m, respectively.
I. INTRODUCTION
The past several decades have seen an immense im-
provement in the ability to detect the motion of a me-
chanical oscillator. From large scale gravitational wave
detectors1, to mesoscopic optomechanical resonators2–6,
to the small scale single-ion sensors7–10, new avenues of
fundamental and applied physics have been opened as
the limits of amplitude sensing have improved. Outside
of the practical applications of better sensors, the limits
to which a displacement smaller than the ground state
wave function can be measured is of fundamental inter-
est in quantum metrology. Experiments are now rou-
tinely able to measure displacements smaller than the
zero-point motion3,6,8,10,11.
Ions trapped in a harmonic potential are a natural
platform to explore the fundamental limits of ampli-
tude sensing. These systems have tunable frequencies,
high quality factors Q ∼ 106, and can be cooled to
near their motional ground state via laser cooling. Mea-
surements of weakly driven coherent amplitudes, both
smaller and larger than the zero-point fluctuations, have
been demonstrated in traps with very small numbers of
ions8–10,12, but few sensing experiments have been con-
ducted on larger trapped-ion crystals11,13. Larger ion
crystals have the benefit of reduced spin-projection noise
improving the sensitivity for detecting weak forces and
electric fields.
Here we discuss a technique for detecting center-of-
mass (COM) displacements orders-of-magnitude smaller
than the amplitude of ground-state zero-point fluctu-
ations ZZPT of a two-dimensional trapped-ion crystal
of approximately 100 ions. By applying a weak sinu-
soidal electric field to the ions, a driven COM oscillation
Zc cos(ωt) of the crystal occurs with frequency ω and dis-
placement amplitude Zc. This motion is then detected
by coupling the driven displacement to the internal spin
degree of freedom of the ions through an oscillating spin-
dependent force F0 cos(µt) and measuring the induced
spin-precession, which is proportional to Zc.
In a previous implementation of this basic protocol11,
the relative phase between the driven motion and spin-
dependent force varied from one realization of the ex-
periment to the next (shot-to-shot variations). This
work extends those results by phase stabilizing the spin-
dependent force and driven motion. We discuss how the
relative phase stability is measured, and the experimental
improvements undertaken to achieve shot-to-shot phase
noise of less than 5 degrees. This phase stability improves
the displacement sensitivity by an order-of-magnitude,
and will enable new avenues of research including para-
metric amplification of the spin-dependent force10,14.
By conducting these experiments far from the axial
COM mode frequency ωz, we determine the measure-
ment imprecision of this technique free from thermal and
frequency noise of the COM mode. For a crystal consist-
ing of N ∼ 88 ions, a displacement amplitude of 49 pm is
detected with a single measurement signal-to-noise ratio
of 1, which is an order-of-magnitude improvement over
prior phase-incoherent experiments. This displacement
is about 40 times smaller than
ZZPT =
1√
N
√
h¯
2mωz
≈ 2 nm. (1)
With our repetition rate, this corresponds to a
8.4 pm/
√
Hz sensitivity.
The displacement sensitivity of this protocol implies
a 12 yN/ion/
√
Hz force sensitivity and a 77µV/m/
√
Hz
electric field sensitivity. Rydberg atom sensors have sim-
ilar electric field sensitivities15. However, by sensing mo-
tion that is resonant with the axial COM mode, the sen-
sitivity to weak forces and electric fields of this protocol
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2could ideally be improved by the quality factor of the
mode Q ∼ 106, indicating the possibility of electric field
sensing below ∼ 1 nV/m in a few seconds.
Electric field sensing below ∼ 1 nV/m enables searches
for hidden-photon dark matter. Ion traps typically oper-
ate with COM frequencies between 50 kHz and 5 MHz,
providing a sensitivity to hidden photon masses from
2 × 10−10 to 2 × 10−8 eV. An electric field sensitivity
of 0.35 nV/m corresponds to placing a limit on the ki-
netic mixing parameter of  < 10−13, which is more than
an order-of-magnitude improvement over current cosmo-
logical limits over the 2 × 10−10 to 2 × 10−8 eV mass
range16–18.
We note that the above analysis does not consider
shielding effects of the ion trap electrodes. Specifically,
these light mass hidden photons are characterized by
long Compton wavelengths, and the interaction of the
dark matter with the trap electrodes must also be con-
sidered. For a dark matter search, the trap electrode and
surrounding apparatus should be designed to minimize
shielding effects.
The rest of the manuscript is structured as follows.
In Sec. II, we describe the Penning trap setup, and the
experimental protocol employed to measure COM mo-
tion of the crystal. Next, recent improvements that have
enabled a relative phase stability between the driven mo-
tion and spin-dependent force of less than 5 degrees, in-
cluding how this phase stability is measured at the ions
are discussed in Sec. III. Section IV then focuses on the
suppression of spin-decoherence through dynamical de-
coupling and the removal of an unwanted background in-
teraction through a phase advance of the spin-dependent
force. In Sec. V, theory and experimental measurements
are shown for the line shapes of this sensing protocol.
Finally, in Sec. VI, the main experimental result of this
work, the order-of-magnitude improvement in the sensi-
tivity to small displacements, is shown. A brief summary
and conclusion are included in Sec. VII.
II. EXPERIMENTAL APPARATUS
These experiments are performed on 2D crystal arrays
of about 100 9Be+ ions confined in a Penning trap. Fig-
ure 1 (a) shows a simplified schematic of the trap and ion
crystal array. As discussed in prior work19–21, radial con-
finement of the ions results from E×B induced rotation
through the B = 4.5 zˆ Tesla magnetic field, and axial
confinement is provided by a static quadratic potential
along the z-axis formed by the stack of cylindrical elec-
trodes. The strength of this axially confining potential
is quantified by the center-of-mass oscillation frequency
ωz/(2pi) = 1.58 MHz, which corresponds to the highest
frequency axial mode22.
In order to calibrate the displacement sensitivity of this
technique, we oscillate the crystal axially at a frequency
ω/(2pi) ∼ 400 kHz that is far from any mode by apply-
ing an rf sinusoidal potential to one of the end confining
FIG. 1. (a) An enlarged illustration of the 2D trapped-ion
crystal, and simplified cross-sectional schematic of the Pen-
ning trap. The ions (blue dots) have a typical ion-ion spacing
of 15µm resulting in an ion crystal with a radius of approxi-
mately 100µm, and the electrodes (yellow) that generate the
ωz/2pi = 1.58 MHz axial confinement potential have a radius
of Rw = 1 cm. These electrodes are submerged in a B = 4.5 T
magnetic field to confine the ions radially. Shown in green are
the two optical dipole force (ODF) beams intersecting at a 20◦
angle to form the 1D traveling wave potential with a wave-
length of 900 nm. To produce a calibrated displacement of
the ions, a rf potential is applied to one of the end cap elec-
trodes. (b) The motional amplitude is detected using a quan-
tum lock-in23 spin-echo sequence. The ions are initially cooled
to n¯ ∼ 1.6 and prepared in the |↑〉N spin state. While the dis-
placement is applied (orange block), a combination of spin-
rotations (grey blocks) and application of the spin-dependent
ODF (green blocks) induce spin-precession proportional to
the displacement amplitude of the crystal, which is measured
by recording the final fluorescence of the ions resulting from a
pulse of the Doppler cooling laser. The phase advance ∆φ is
chosen to chosen to maximize the spin-precession while can-
celing out a background signal.
electrodes. The displacement amplitude of the ions Zc is
calibrated by measuring the shift in the equilibrium po-
sition of the crystal on a side-view imaging system when
a large, static potential is applied. A 1 V offset results in
a 0.97(5)µm displacement of the ions. We estimate that
the corrections for using this dc calibration to estimate
Zc for an ω/(2pi) ∼ 400 kHz drive is less than 10%.
This axial displacement is detected using an experi-
mental sequence similar to that shown in Fig. 1 (b).
The ions are initially cooled with a combination of
Doppler and electromagnetically induced transparency
(EIT) cooling. Doppler cooling reduces the COM mode
temperature to near the Doppler limit corresponding to
an average motional quantum number of n¯ = 4.5. With
the addition of EIT cooling, the COM mode can be
cooled to n¯ = 0.3 ± 0.2, and all the other axial modes
cooled to near their motional ground state24,25. For this
work, we intentionally weakened the EIT cooling to pro-
3duce a long-term stable n¯ ∼ 1.6 COM mode tempera-
ture. The addition of EIT cooling improves our sensitiv-
ity to small displacements by improving the Lamb-Dicke
confinement, which increases the effective spin-dependent
force.
After cooling, the spin state of the ions is initial-
ized. For our experiments, the two qubit states are the
|↑〉 ≡ |1/2,+1/2〉 and |↓〉 ≡ |1/2,−1/2〉 valence elec-
tron spin projections of the 2S1/2 electronic ground state.
The ions are initialized in the |↑〉 state with a repump
laser, and global spin rotations are implemented with a
∼ 124 GHz microwave source. The typical spin-echo se-
quence shown in Fig. 1 (b) consists of pi/2 and pi pulses
about the given Bloch sphere axes with a pi−pulse dura-
tion tpi of about 70 µs. Additional pi−pulses are included
for longer experimental sequences to maintain a short free
evolution duration T in order to cancel noise from mag-
netic field fluctuations at frequencies below T−1. A final
pulse of light on the Doppler cooling transition enables
global readout of the qubit state. In particular, the col-
lected fluorescence is directly proportional to the fraction
of ions in the |↑〉 state, which will be referred to as the
bright fraction P↑ throughout this paper.
To couple the spins and axial motion of the crystal, we
implement a spin-dependent optical dipole force (ODF).
By overlapping two far-detuned ∼ 313 nm beams at a 20◦
angle at the ions as shown in Fig. 1 (a), a 1D optical lat-
tice with an effective wavelength of 900 nm and a tunable
beat frequency µ is formed. This optical lattice couples
the spin and motional degrees of freedom through the
interaction
HˆODF = U
∑
i
sin(∆kzˆi − µt− φ0)σˆz, (2)
where U , ∆k, and φ0 are the potential, wave vector, and
phase of the optical lattice, respectively, and zˆi is the
axial position of ion i.
Equation 2 can be broken into two parts,
HˆODF = U
∑
i
sin(∆kzˆi) cos(µt+ φ0)σˆz
− U
∑
i
cos(∆kzˆi) sin(µt+ φ0)σˆz.
(3)
The first term of Eq. 3 is first-order sensitive to the ax-
ial motion of the crystal, whereas the second term is
a background interaction first-order independent of the
zˆi. This term is ignored in most treatments since the
spin-precession resulting from this interaction is bounded
by (U/h¯)/µ, which is typically small. However, at low
frequencies this background cannot be neglected. We
will show in Sec. IV that this background is decoupled
from the spin-motion interaction by using an appropriate
phase advance ∆φ of the ODF in the spin-echo sequence.
With the background interaction removed using dy-
namical decoupling (see Sec. IV), we further simplify this
Hamiltonian by modelling the ion position as a driven
COM displacement of the ion crystal with amplitude Zc
at a frequency ω on top of the axial thermal motion of the
ions, such that zˆi → zˆi+Zc cos(ωt+δ0). Using ∆kZc  1
and neglecting high frequency terms, Eq. 3 is simplified
to
HˆODF = F0Zc cos[∆µt+ δ]
∑
i
σzi
2
, (4)
where ∆µ = ω − µ, δ ≡ δ0 − φ0 is the phase of the clas-
sical drive relative to the ODF phase, F0 ≡ U∆kDWF
is the spin-dependent force, and the Debye-Waller fac-
tor DWF ≡ exp[−〈(∆kzˆi)2〉/2] reduces this force due to
the departure from the Lamb-Dicke confinement regime.
With the modest EIT cooling used here, DWF ∼ 0.92,
and the spin-dependent force F0 ∼ 88 yN. This inter-
action produces a static shift in the spin transition fre-
quency when ∆µ = 0, and therefore gives rise to spin-
precession of θ = θmax cos(δ), where θmax = (F0/h¯)Zcτ
and τ is the total duration in which spin-precession is ac-
cumulated. It is through this spin-precession that small
displacements of the ion crystal are measured.
A spin-dependent force will drive spin-dependent mo-
tion. We neglect this back-action throughout this
manuscript. This treatment is valid for the off-resonant
sensing measurements discussed here because the differ-
ential displacements of the different spin states are al-
ways small compared to the ground state wave func-
tion size ZZPT
20. For sensing motion that is resonant
with the COM mode, the back action due to the driven
spin-dependent motion cannot be neglected but can be
avoided8,26 when measuring the amplitude of a single
quadrature of motion.
III. PHASE STABILITY
In prior implementations of this sensing protocol11, the
shot-to-shot phase of the ODF was incoherent with the
axial motion of the crystal. Due to this phase incoher-
ence, an experimental sequence (final microwave pulse
about the y-axis instead of x-axis) that was only second-
order sensitive to displacements of the crystal was em-
ployed, and the ultimate sensitivity was reduced. This
section details the recent improvements in the stability of
the phase δ, which has enabled the more sensitive phase-
coherent protocol, and opens new avenues of research in-
cluding parametric amplification of the spin-motion in-
teraction10,14.
Phase stability of the ODF at the ions requires stabi-
lizing both the phase of the ODF beatnote and the axial
position of the ions. The wavelength of the ODF optical
lattice is 900 nm, so to achieve a phase stability better
than 10◦ the equilibrium position of the ions must be
maintained to within 25 nm. For our trap, this requires
limiting drifts in the approximately 2 kV confining poten-
tials to less than 5 mV. Also, the vibrational noise of the
apparatus is reduced by floating the table. To stabilize
the ODF phase, the beam paths are enclosed to reduce
interfermetric drifts between the two ODF beams, and
4FIG. 2. To measure the phase stability of the ODF at the
ions, a spin-echo sequence is used in which the relative phase
between the driven displacement and ODF is initially set to
δ = pi/2. With the ODF and driven displacement out-of-
phase, no spin-precession occurs in either application of the
ODF. Therefore, in the absence of phase noise (a), the Bloch
vector remains pointing along the x-axis. However, in the
presence of phase noise (b), spin-precession is accumulated,
and the Bloch vector undergoes different amounts of spin pre-
cession from one trial of the experiment to the next. (c) After
the final pi/2-pulse about the x-axis, the shot-to-shot varia-
tions in the spin-precession are rotated into noise in the mea-
sured bright fraction (black data) over that expected from
spin projection noise (red dashed lines). (d) Using a theory
model, this increase in the noise in the bright fraction is inter-
preted as 5◦ Gaussian phase noise between the driven motion
and oscillating spin-dependent force (dashed blue curve).
the ODF beatnote is sensed and feedback stabilized be-
fore the beams enter the room temperature bore of the
superconducting magnet (∼ 1 m from the ions).
The phase stability of the ODF at the ions is mea-
sured using the spin-echo sequence shown in Fig. 1 (b).
These experiments are conducted on-resonance ∆µ = 0
with the driven displacement and with a phase advance
∆φ = pi, so that the spin-precession is accumulated in
each arm. To be first-order sensitive to the phase noise
of the ODF, the initial relative phase is set to δ = pi/2.
Also, a large classical drive amplitude (Zc ∼ 5.5 nm) is
used with θmax ∼ 0.7pi to improve the phase noise sensi-
tivity.
If from one realization of the experiment to the next
the phase δ = pi/2 remains constant, then no spin-
precession occurs in either of the ODF arms, and the
Bloch vector remains along the x-axis for each trial as
shown in Fig. 2 (a). Then, following the final pi/2-pulse
about the x-axis, the noise in the detected bright fraction
is limited to spin projection noise. However, if the phase
of the ODF varies from one experimental trial to the
next, then the resulting spin-precession causes dephasing
of the Bloch vector for different iterations of the exper-
iment as shown in Fig. 2 (b), which results in increased
noise in the bright fraction after the final pi/2-pulse.
Figure 2 (c) shows the resulting bright fraction of a
210± 20 ion cloud over 2000 iterations of this phase sta-
bility experiment. Each experiment lasts 9 ms, so this
set of experiments analyzes the stability over a 18 second
interval. The red dashed lines represent the standard de-
viation of spin projection noise. Before improving the
phase stability, the bright fraction wandered from full
bright to full dark over the course of a few seconds. After
improving the laser phase stability and motional stability
of the ions, the phase remains relatively constant over the
18 second interval as shown by the data in Fig. 2 (c) with
some fast shot-to-shot noise that increases the standard
deviation of the bright fraction by about a factor of two
over projection noise.
From this increased noise in the bright fraction, we
calculate the corresponding phase noise of the ODF. The
population of spins in the |↑〉 state at the end of this
experimental sequence is
P↑ =
1
2
[
1− e−Γτ sin(θ)] , (5)
where θ = θmax cos(δ) when ∆µ = 0 and Γ is the rate
of spin-decoherence, which is predominantly due to off-
resonant light scatter from the ODF beams. We assume
δ = pi/2 + ∆θ, where the shot-to-shot phase noise ∆θ is
small. Solving Eq. 5 for ∆θ, we find
∆θ ≈ e
Γτ (1− 2P↑)
θmax
. (6)
Figure 2 (d) is a histogram of the phase noise for the
data shown in Fig. 2 (c). The dashed vertical red lines
correspond to the 2◦ standard deviation from convert-
ing projection noise to phase noise, and the blue dashed
curve is a Gaussian fit to the measured phase noise with
a standard deviation of about 5 degrees. This measure-
ment includes projection noise, and is therefore a conser-
vative estimate of the phase stability. With this phase
stability, other sources of noise and background offsets
are the limiting factor to these sensing experiments (see
Sec. VI).
5FIG. 3. a) A sketch of the equivalent Ramsey sequence of this
experimental protocol consisting of microwave pulses (grey
boxes), and application of the ODF (green boxes) while the
ion crystal is being driven by a classical drive (orange box).
For the given ODF power, a long free-evolution duration is
required to obtain the optimum sensitivity to small displace-
ments (τ = T ). b) To suppress magnetic field fluctuations,
the free-precession period is divided into smaller sections by
pi-pulses about the x-axis with appropriate phase advances
of the ODF (τ = 8T ). The duration of these pulses are not
drawn to scale.
IV. DYNAMICAL DECOUPLING
Dynamical decoupling is broadly used in quantum
sensing and quantum computing to suppress decoher-
ence from external sources of noise. In the experiments
reported here, the optimum sensitivity to small displace-
ments requires a Ramsey sequence with a long free-
precession duration (on the order of several milliseconds)
as shown in Fig. 3 (a), which makes this protocol sus-
ceptible to spin decoherence from magnetic field fluctu-
ations. To mitigate this effect, we employ multiple pi-
pulses about the x-axis as shown in Fig. 3 (b) to shorten
the free-precession time suppressing magnetic field noise
for frequencies below T−1. With no phase advance of
the ODF ∆φ after these microwave pi-pulses, this spin-
echo protocol would also cancel the precession from the
spin-motion coupling. However, with the proper ∆φ, the
desired spin-precession signal is accumulated in each arm.
In addition to suppressing spin-decoherence, the back-
ground interaction produced by the second term in Eq. 3
is removed in this protocol by applying the appropriate
∆φ. For simplicity, we derive this cancellation for the
simple spin-echo sequence shown in Fig. 1 (b), but this
derivation holds for sequences with an odd number of pi-
pulses. The total spin-precession accumulated from this
background interaction is
θbck = −U
h¯
∫ t1
t0
sin(µt+ φ0)dt
+
U
h¯
∫ t3
t2
sin(µt+ φ0 −∆φ)dt,
(7)
where t0 = td, t1 = T , t2 = T + tpi + td, and t3 = 2T + tpi
are the times at which the ODF lasers are turned off/on,
and td is a delay between setting the ODF phase and
the start of the sequence. In the phase-incoherent pro-
tocol, this delay led to a negligible contribution to the
background, and was therefore neglected. This phase-
coherent protocol, however, is more sensitive, so td can-
not be ignored. The resulting spin-precession is then
θbck =
U
µh¯
{cos[µT + φ0]− cos[µtd + φ0]
+ cos[µ(T + tpi + td) + φ0 −∆φ]
− cos[µ(2T + tpi) + φ0 −∆φ]}.
(8)
By applying a phase advance ∆φ = µ(T + tpi), all of the
terms in Eq. 8 cancel, and therefore, this background in-
teraction is removed for arbitrary µ. This analysis holds
for sequences with an odd number of pi-pulses, and a sub-
sequent phase advance ∆φ = mµ(T + tpi) after the m
th
pi-pulse.
To maintain the spin-motion interaction of Eq. 3 under
this phase advance, the classical drive must be applied at
a particular frequency or the duration of the experiment
must be tuned. When
µ
2pi
=
2n+ 1
2(T + tpi)
(9)
for some integer n, ∆φ = pi and the quantum lock-in
phase advance of Ref. 23 is recovered. This phase ad-
vance coherently accumulates spin-precession from the
first term of Eq. 3 when we apply the classical drive at
ω
2pi
=
2n+ 1
2(T + tpi)
, (10)
which for the work discussed here was approximately
400 kHz.
V. LINE SHAPES
When ∆µ 6= 0, spin-precession from the spin-motion
interaction of Eq. 4 still occurs, but the phase evolu-
tion throughout the sequence must be taken into account
as well. This results in a characteristic line shape (or
response function) for the given experimental sequence.
In this section, we theoretically and experimentally an-
alyze the line shape from a constant amplitude driven
displacement. For simplicity, the derivation assumes
the spin-echo sequence shown in Fig. 1 (b), but using
trigonometric identities the phase factors reduce to the
same analytical expression for spin-echo sequences with
m = 1, 3, 7, 15, ... pi-pulses. We also neglect td here, since
T  td, so the effect on the signal is negligible.
The spin-precession accumulated in a general sequence
is
θ(µ) =
F0Zc
h¯
∫
cos (∆µt+ δ) dt
=
F0Zc
h¯
2 sin
(
∆µ
2 T
)
∆µ
χ(µ, ω),
(11)
where the phase evolution of each ODF arm is included
in χ(µ, ω) =
∑
j χj(µ, ω) and is determined by the par-
ticular sequence that is used. For an application of the
6FIG. 4. Measured bright fraction versus ODF detuning for
various displacement amplitudes (symbols). The error bars
represent one standard deviation of uncertainty. These line
shapes are for a m = 7 spin-echo sequence with an arm time
T = 850µs and the 2D crystal array consists of N ∼ 69 ions.
They are well described by theory (curves) given by Eqs. 5
and 15 with no adjustable parameters.
spin-motion coupling starting at ti and ending at tf
χj = cos
[
∆µ
2
(ti + tf ) + δ
]
, (12)
so for the two arms of the spin-echo sequence with the
timings and phase advance discussed in Sec. IV
χ1 = cos
[
∆µ
2
T + δ
]
, (13)
and
χ2 = cos
[
∆µ
2
(3T + 2tpi) + µ (T + tpi) + δ
]
. (14)
Summing these terms and using the drive frequency of
Eq. 10, we find
θ(µ) =
F0Zcτ
h¯
sinc
(
∆µ
2
T
)
cos
(
∆µ
2
T + δ
)
, (15)
where τ = (m+1)T is the total time the ODF is applied.
Again, this expression is dependent on the particular se-
quence used, but is valid for the spin-echo sequences with
m = 1, 3, 7, 15, ... pi-pulses discussed in this paper.
Shown in Fig. 4 are the measured line shapes for a
spin-echo sequence with m = 7 pi-pulses. When no drive
is applied (Zc = 0), the bright fraction remains near 0.5
independent of the ODF frequency. As the drive ampli-
tude is increased, a signal emerges from the background.
On-resonance with δ = 0, the bright fraction is decreased
for small drive amplitudes. In contrast, for the largest
drive amplitude (Zc = 1.11 nm), the bright fraction is
increased on-resonance since the induced spin-precession
exceeds pi.
FIG. 5. Allan deviation of the bright fraction measured over
∼ 3000 iterations of the experiment for the Zc = 49 pm data
set. The fit (red dashed line) shows that the noise in the bright
fraction is uncorrelated over this experimental interval, and
therefore averages down as the square-root of the number of
experiments. Each iteration of the experiment (two m = 7
spin-echo sequences) lasts about 30 ms.
The curves shown in Fig. 4 are theory with no ad-
justable parameters. Equation 5 is used to convert the
calculated spin-precession accumulated for the spin-echo
sequence (Eq. 15) to a bright fraction. The theory agrees
well with the experiments for a range of drive amplitudes
and ODF frequencies.
VI. SENSITIVITY
Following a similar procedure as in Ref. 11, we deter-
mine the ultimate amplitude sensing limit of this protocol
by performing repeated pairs of P↑ measurements with
the spin-dependent force applied at the same frequency
as the classical drive. Instead of using one of the two
measurements to measure the background (Zc = 0) as
was done in Ref. 11, the ability to control the relative
phase between the classical drive and ODF allows us to
advance the phase by pi between the first P 1↑ (δ = 0)
and second P 2↑ (δ = pi) experiments. This reverses the
relative sign of the signal, and by taking the difference
〈P 2↑ 〉 − 〈P 1↑ 〉 = e−Γτ sin(θmax), (16)
we remove common offsets in the background and in-
crease the size of the signal for this pair of experiments
by a factor of two. Equation 16 can be used to esti-
mate θmax and the displacement amplitude Zc through
θmax = F0Zcτ/h¯. Figure 5 is a plot of the Allan devi-
ation of the measured bright fraction P 2↑ − P 1↑ for 3000
iterations of this measurement. The noise in these mea-
surements averages down as the square root of the num-
ber of iterations M indicating good long-term stability of
the experimental set-up.
The standard deviation δθmax in estimating θmax is
determined by the standard deviation (ideally spin pro-
jection noise) σ(P 2↑ − P 1↑ ) in the difference signal mea-
7FIG. 6. Amplitude sensitivity versus the angle of spin-
precession for a range of displacement amplitudes Zc. Here
τ = 6.8 ms is fixed, and the θmax is controlled by varying the
strength of the ODF from 0 to 3Fmax0 . The circles correspond
to measurements with Zc = 195 pm (error bars represent one
standard deviation of uncertainty from repeated trials of the
experiment), and the diamonds identify the location of maxi-
mum ODF power. For Zc = 195 pm, the optimum amplitude
sensitivity under these conditions occurs for θmax ∼ 0.2pi,
which requires ODF strengths below the maximum. As the
displacement amplitude is decreased, the maximum ampli-
tude sensitivity occurs at smaller spin-precession angles where
the full ODF power is required. The theory curves assume the
experimentally observed 25% increase in the observed noise
over spin projection noise.
surements through
σ(P 2↑ − P 1↑ ) = e−Γτ cos(θmax)δθmax. (17)
Since
Zc
δZc
=
θmax
δθmax
(18)
the maximum sensitivity to small displacements occurs
when θmax/δθmax is maximized. Using Eq. 18 and solv-
ing for θmax and δθmax from Eq. 16 and Eq. 17, respec-
tively, we can calculate the angle at which the optimal
sensitivity is achieved. Figure 6 is a plot of the ampli-
tude sensitivity versus the angle of spin-precession for a
range of displacement amplitudes Zc, where θmax is con-
trolled by varying F0. Note that increasing the strength
of the ODF also increases the rate of spontaneous emis-
sion, which needs to be included when finding the angle.
Measurements and theory show that the optimum sen-
sitivity to displacements occurs for θmax ∼ 0.2pi for the
largest displacement amplitudes Zc ∼ 200 pm reported
here. For these large displacements, we lower the ODF
power to remain at this optimum sensitivity.
Small displacements require higher ODF power.
Higher ODF power increases the impact of spontaneous
emission, and θmax/δθmax is maximized at small θmax
as shown in Fig. 6 where small angle approximations to
Eqs. 16 and 17 are valid. For small θmax,
θmax
δθmax
≈ 〈P
2
↑ 〉 − 〈P 1↑ 〉
σ(P 2↑ − P 1↑ )
. (19)
We define the experimentally determined signal-to-noise
ratio SNR of a single pair of measurements as
SNR ≡ 〈P
2
↑ 〉 − 〈P 1↑ 〉
σ(P 2↑ − P 1↑ )
. (20)
Therefore, for small amplitudes Zc, the SNR provides a
measure of the signal-to-noise ratio Zc/δZc for determin-
ing Zc in a single pair of measurements.
Assuming the noise is limited by spin projection noise
such that δθmax = e
Γτ/
√
2N , we find the limiting ampli-
tude sensitivity of this protocol to be
Zc
δZc
∣∣∣∣
limiting
≈ DWF(∆kZc)
√
2N
Uτ
h¯
e−ξUτ/h¯, (21)
where ξ = Γ/(U/h¯) ∼ 1.14 × 10−3 is the ratio of the
spin-decoherence to the strength of the optical potential.
For a given number of ions, the amplitude sensitivity in-
creases for longer applications of the ODF potential until
spin-decoherence diminishes the contrast. Equation 21 is
maximized when Γτ = 1, which for a typical Γ ∼ 147 s−1
sets τ ∼ 6.8 ms. This motivates the duration of the pro-
tocol we implemented and corresponds to an ultimate
amplitude sensitivity of
Zc
δZc
∣∣∣∣
ultimate
≈ F0τ
h¯e
√
2NZc =
Zc
36 pm
, (22)
for the N = 88 ions and F0 = 88 yN of these experiments.
Figure 7 shows the SNR for a single pair of measure-
ments calculated from about 3000 pairs of experiments
for a wide range of displacement amplitudes. The sym-
bols and curve in black correspond to the previous phase-
incoherent measurements and projection noise limited
theory, respectively. In those experiments, a 500 pm dis-
placement amplitude was detected with a single measure-
ment SNR of 1, and an amplitude of 50 pm was detected
after averaging over the 3000 pairs of experiments. Due
to the shot-to-shot phase noise inherent in this scheme,
the SNR was limited to approximately 1 for amplitudes
Zc >∼ 500 pm.
With the phase-coherent protocol (blue data in Fig. 7),
a displacement amplitude of 49 pm is detected with a
SNR of 1 with a single pair of measurements, which cor-
responds to an order-of-magnitude improvement in the
amplitude sensitivity. This amplitude is larger than that
predicted by Eq. 22 mainly due to additional noise in the
bright fraction. This excess noise most likely results from
magnetic field fluctuations at frequencies above T−1, and
ideally a sequence with additional pi-pulses (smaller T )
would reduce this noise. However, errors in the mi-
crowave pulses currently limits this protocol to 1.25×
spin-projection noise with a m = 7 spin-echo sequence.
The solid blue curve of Fig. 7 is a full calculation
of the SNR defined in Eq. 20 for the conditions of the
experimental measurements and taking into account a
25% increase in the experimental noise over spin projec-
tion noise. The agreement is good for large amplitudes
8FIG. 7. Amplitude sensing limits for a crystal of N ∼ 88
ions. The black symbols and curve show the previous phase-
incoherent measurements and projection noise limited theory
of Ref. 11, respectively. With this new phase-coherent scheme
(blue symbols), a displacement amplitude of 49 pm is detected
with a single measurement SNR of 1, which corresponds to
an order-of-magnitude improvement in the sensitivity to small
displacements. At the smallest amplitudes, the SNR for the
phase-incoherent scheme scales as (Zc/δZc)
2. For the phase-
coherent scheme, theory predicts first-order sensitivity to the
displacement amplitude (solid blue curve). However, at small
amplitudes, the SNR measurements fall off faster than this
prediction due to an offset in the background between the two
m = 7 spin-echo measurements (see text and Appendix A).
We find good agreement between theory and experiment when
this offset is included in the theory (blue dashed curve). Both
of these phase-coherent theory curves assume the measured
25% increase in the background noise over projection noise.
The smallest detected amplitude with the ∼ 3000 experiments
used here is 5.8 pm. The error bars represent one standard
deviation of uncertainty from repeated trails of the experi-
ment.
(Zc >∼ 50 pm). The solid blue curve approaches the ap-
proximate result given by Eq. 22 modified by the excess
experimental noise for small angles (Zc <∼ 100 pm). At
these smaller displacement amplitudes, the theory devi-
ates from the experimental results. This is due to an
apparent ∼ 2% offset in the background between the
first P 1↑ and second P
2
↑ measurements. This offset was
determined by extrapolating a linear fit of the signal
〈P 2↑ 〉 − 〈P 1↑ 〉 to zero drive amplitude (see Appendix A).
We believe this offset is due to a small amount of cross
talk between experimental control signals and the rf po-
tential applied to the end cap electrode. When the the-
ory signal is reduced by this experimental offset, we have
good agreement between theory and experiments for all
displacement amplitudes (dashed blue curve). Measure-
ments for amplitudes Zc < 5.8 pm will require either a
careful calibration of this offset or determining the source
of the offset and getting rid of it entirely.
The slope of the SNR in Fig. 7 shows the benefit of
the first-order amplitude scaling of this phase-coherent
protocol over the second-order amplitude scaling of the
prior phase-incoherent work11. If Zc is reduced by some
factor n, the phase coherent scheme requires n2 measure-
ments to average down the noise. In contrast, the phase
incoherent scheme requires n4 measurements.
Each iteration of this phase-coherent experiment con-
sists of two m = 7 spin-echo sequences, and lasts
a total duration of about 30 ms. Therefore, the dis-
placement sensitivity of this technique is approximately
8.4 pm/
√
Hz. This implies force and electric field sen-
sitivities of 12 yN/ion/
√
Hz and 77µV/m/
√
Hz, respec-
tively.
VII. CONCLUSION
In summary, we have shown experimental results in
close agreement with theory for a new phase-coherent
sensing protocol. This technique relies on coupling axial
motion to the internal spin degree of freedom of the ions
through an oscillating spin-dependent force to produce
spin-precession that is proportional to the amplitude of
the motion. With shot-to-shot noise in the phase between
the driven displacement and ODF phase of less than 5◦,
a COM displacement of 49 pm was detected with a SNR
of 1 in a single experimental determination. This corre-
sponds to an amplitude 40 times smaller ZZPT , and a
long measurement time sensitivity of 8.4 pm/
√
Hz.
By performing these experiments far from the axial
COM mode, we determine the measurement impreci-
sion of this technique free from back-action and from
thermal and frequency noise of this mode. Moving
on-resonance with the COM mode should improve the
force and electric field sensitivity by several orders-of-
magnitude, which would make this system one of the
most sensitive quantum electric field sensors. With elec-
tric field sensing below ∼ 1 nV/m, searches for hidden-
photon dark matter could be performed16–18. Future
work will explore the fundamental limits for on-resonance
sensing including the effects of thermal and frequency
fluctuations of the COM mode.
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Appendix A: Background Offset
As discussed in Sec. VI, an offset in the background
between the first P 1↑ (δ = 0) and second P
2
↑ (δ = pi) mea-
surements impacts the current sensitivity of this protocol
for determining small amplitudes. Figure 8 (a) shows the
9FIG. 8. a) Symbols show the measured bright fraction for the
first P 1↑ (δ = 0) and second P
2
↑ (δ = pi) sensing experiments.
The scatter of these points around a linear fit (dashed lines)
reflects the change in the background offset between succes-
sive experimental trials. b) This scatter is reduced by using
the difference in the two experiments as the experimental sig-
nal. However, an offset in the background of approximately
2% remains. The error bars represent one standard deviation
of uncertainty.
measured bright fraction at small amplitudes for these
two experiments. The predicted linear dependence with
Zc is observed. However, linear fits (dashed curves) show
an offset from expected background (bright fraction of 0.5
at zero drive amplitude).
In Fig. 8 (b), we plot the difference between these two
experiments, which is used as the experimental signal in
Sec. VI. By taking the difference, we remove common
drifts in the background as seen by the reduction in the
scatter of the data away from the linear fit. However,
an approximate 2% offset remains. We believe this offset
is due to a small amount of cross talk between experi-
mental control signals and the rf potential applied to the
end cap electrode. This offset is rather robust since the
data shown in Fig. 8 was taken over several hours on two
different days. Further investigation will be required to
calibrate or reduce this offset.
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