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We compute BCP(s, t), a Best Coverage Path between two points s and t in the presence
of m line segment obstacles in a 2D ﬁeld under surveillance by n sensors. Based on
nature of obstacles, we have studied two variants of the problem. For opaque obstacles,
which obstruct paths and block sensing capabilities of sensors, we present algorithm
ExOpaque for computation of BCP(s, t) that takes O ((m2n2 + n4) log(mn + n2)) time
and O (m2n2 + n4) space. For transparent obstacles, which only obstruct paths but allow
sensing, we present an exact as well as an approximation algorithm, where the exact
algorithm ExTransparent takes O (n(m+n)2(logn+ log(m+n))) time and O (n(m+n)2)
space. On the other hand, the approximation algorithm ApproxTransparent takes
O (n(m+ n)(logn+ log(m+ n))) time and O (n(m+ n)) space with an approximation factor
of O (k), using k-spanners of visibility graph.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
In this paper, we study a speciﬁc class of problems that arises in sensor networks, and propose novel solutions based
on techniques from computational geometry. Given a 2D ﬁeld with obstacles under surveillance by a set of sensors, we
are required to compute a Best Coverage Path (BCP) between two given points that avoids the obstacles. Informally, such a
path should stay as close as possible to the sensors, so that an agent following that path would be most “protected” by the
sensors. This problem is also related to the classical art gallery and illumination research type of problems that has been long
studied in computational geometry [16,15]. However, there are signiﬁcant differences between the problem we consider
here and those existing works, which we elaborate later in this paper. Moreover, to the best of our knowledge, ours is one
of the ﬁrst efforts to study the presence of obstacles in coverage problems in sensor networks.
More speciﬁcally, we study how the presence of obstacles signiﬁcantly impacts the computation of best coverage paths.
Obstacles are objects that obstruct paths and/or block the line of sight of sensors. Obstacles are common in a sensor deploy-
ment, particularly in unmanned terrains. They include buildings and trees, uneven surfaces and elevations in hilly terrains,
and so on. In this paper, we restrict to obstacles that are line segments. This is because line segments are fundamental
building blocks for obstacles, and more complex obstacles (e.g., polygonal obstacles) can be modeled as compositions of
line segments. Two types of obstacles considered are: (a) opaque obstacles which obstruct paths as well as block the line
of sight of sensors, and (b) transparent obstacles which obstruct paths, but allow sensors to “see” through them. Examples of
the former type may include buildings which force agents to take detours around them as well as prevent certain types of
✩ A preliminary version of this work appeared in Workshop on Algorithms and Data Structures, 2007 (Roy et al., 2007 [2]). This version includes major
revisions of previous algorithms and proofs as well as the inclusion of the approximation algorithm.
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sensors (such as cameras) from seeing through them. On the other hand, examples of the transparent obstacles may include
lakes for which agents only have to take detours around them but sensors (cameras) can see across to the other side. We
investigate both variants of obstacles for computing a best coverage path BCP(s, t), between two points s and t in 2D sensor
ﬁelds.
Our contributions in this work can be summarized as follows:
• Given n sensor nodes and m opaque line obstacles, we design an algorithm ExOpaque that takes O ((m2n2 + n4)×
log(mn + n2)) time and O (m2n2 + n4) space algorithm to compute BCP(s, t).
• Given n sensor nodes and m transparent line obstacles, we develop an exact algorithm ExTransparent that computes
BCP(s, t) in O (n(m + n)2(logn + log(m + n))) time and O (n(m + n)2) space.
• We also design an approximation algorithm ApproxTransparent for computing BCP(s, t) for transparent obstacles,
that requires O (n(m+n)(logm+ log(m+n))) time and O (n(m+n)) space. The approximation factor of ApproxTrans-
parent is O (k), where k is the stretch factor of the spanner graph.
The rest of the paper is organized as follows: Section 2 presents formal deﬁnitions of the problems under consideration
and a comparative study of related works. In Section 3, we describe our algorithm ExOpaque and its proof of correctness
for the BCP(s, t) problem for opaque obstacles. Section 4 proposes ExTransparent and ApproxTransparent, an exact
and an approximation algorithms respectively for the BCP(s, t) problem for transparent obstacles. Running time analysis,
proofs of correctness and approximation factor are also presented. We conclude the paper in Section 5, with future directions
for research.
2. Preliminaries
In this section, we formalize the problems of computing BCP(s, t) in the presence of line segment obstacles in a 2D
sensor ﬁeld. As discussed, we consider two different types of obstacles, based on the variants of obstacle properties –
opaque obstacles and transparent obstacles.
More formally, let S = {S1, . . . , Sn} be a set of n homogeneous point sensors deployed in a 2D sensor ﬁeld Ω . Each sensor
node (point) has the capability to sense data (such as temperature, light, pressure and so on) in its vicinity deﬁned by its
sensing radius. For the purpose of this paper, assume that these sensors are guards that can protect any object within their
sensing radius, except that the level of protection decreases as the distance between the sensor and the object increases.
Let P (s, t) be a path between a given source point s and a destination point t . The least protected point p along P (s, t) is one
such that the Euclidean distance between p and its closest sensor Si is maximum. This distance between p and Si is known
as the cover value of the path P (s, t). BCP(s, t), the Best Coverage Path between s and t , is that path with the minimum cover
value.
A BCP is also known as a maximal support path (MSP). In recent years there have been several efforts to design eﬃcient
algorithms to compute various kinds of coverage paths [14,10,12,13]. However, one notable limitation of these works is
that they have not considered the presence of obstacles in the sensor ﬁeld, i.e., objects that obstruct paths and/or block the
line of sight of sensors. In fact, most papers that deal with coverage problems in sensor networks have not attempted to
consider the presence of obstacles.
In this work, we investigate obstacle properties in computing best coverage paths. However we do not attempt to mini-
mize the length of the path for computing a BCP. More formally, we assume that in addition to n sensors, there are also m
line segment obstacles O = {O 1, . . . , Om} placed in the sensor ﬁeld. When obstacles are opaque, we refer to the best cover-
age path problem as the BCP(s, t), Problem for Opaque Obstacles; whereas for transparent obstacles, we refer to the problem
as the BCP(s, t), Problem for Transparent Obstacles. Fig. 2 is an example of a BCP(s, t) amidst two sensors and four opaque
obstacles, whereas Fig. 3 shows a BCP(s, t) in the same sensor ﬁeld but it assumes the obstacles are transparent.1 See also
Fig. 1.
1 We assume inﬁnite sensing capabilities for our sensors; although sensing intensity decreases with the increased distance.
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2.1. Related work
To compute BCP(s, t) without obstacles, existing approaches [14,10,12] leverage the fact that the Delaunay triangulation
of the set of sensors – i.e., the dual of the Voronoi diagram – contains BCP(s, t). Furthermore, it is shown in [10] that sparse
subgraphs of the Delaunay triangulation, such as Gabriel graphs and even Relative Neighborhood graphs, contain BCP(s, t).
However, such methods do not easily extend to the case of obstacles. It should additionally be clear from Fig. 2 that
the visibility graph [3] is also not applicable to the BCP(s, t) problem for opaque obstacles, as the best coverage paths
in this case need not follow edges of the visibility graph. In fact, to solve the BCP(s, t) problem for opaque obstacles,
we have developed an algorithm that takes quartic-time, based on constructing a specialized dual of the Constrained and
Weighted Voronoi diagram (henceforth known as the CW-Voronoi diagram) [19,18] of a set of point sites in the presence of
obstacles. This type of Voronoi diagram is a generalization of Peeper’s Voronoi diagram [1] that involves only two obstacles.
Such Voronoi diagrams are different from other Voronoi diagrams involving obstacles studied in papers such as [4,11,17]
– since the latter requires that every obstacle endpoint be a site, whereas in the former the Voronoi sites are distinct
from the obstacle endpoints. Unlike standard Voronoi diagrams for point sets without obstacles, the Voronoi regions in a
Peeper’s Voronoi diagram site may be disconnected [1]. Now, for the BCP(s, t) problem with transparent obstacles, we have
shown that a best coverage path is contained in a graph which can be obtained by stitching together n standard visibility
graphs, each local to a sensor’s Voronoi region, which enables us to develop a more eﬃcient algorithm. We also develop
an approximation algorithm for computing BCP(s, t) for transparent obstacles using k-spanner of the visibility graph [9] and
prove its approximation factor.
As mentioned earlier, the BCP(s, t) problems are also related to the art gallery problems [16,15], which are concerned
with the placement of guards in regions to monitor certain objects in the presence of obstacles. An early result in art
gallery research, due to V. Chvátal, asserts that  n3  guards are occasionally necessary and always suﬃcient to guard an art
gallery represented by a simple polygon of n vertices [16,15]. Since then, numerous variants of the art gallery problems
have been studied, including mobile guards, guards with limited visibility or mobility, guarding of rectilinear polygon and
so on. The main difference between the art gallery problems and the BCP problems is that the former (such as Watchman
Route, Robber Route [16,15] and so on) attempt to determine paths that optimize total Euclidean distances under certain
constraints, whereas the metric (i.e. best cover) to optimize in the Best Coverage Path problems is suﬃciently different
from Euclidean distance, thus requiring different approaches. A comprehensive survey of art gallery research is presented
in [15].
2.2. Best cover metric
Let BC(x, y) be the cover value of the path BCP(x, y) such that BC(x, y) is the Euclidean distance between the least
protected point in the path to its closest sensor. It is easy to prove that the Best Cover (BC) holds all properties of a metric
space.
(i) Non-negativity property: BC(x, y) > 0, ∀x = y. (ii) Symmetric property: BC(x, y) = BC(y, x),∀x = y and (iii) Triangle
inequality property: BC(x, y) BC(x, z) + BC(z, y). The triangular inequality property can be shown to hold as follows:
Let, P be a path between x and y, and let BC(P ) be the distance between the least protected point on P and its nearest
sensor.
Then,
BCP(P ) = min{BC(P ) ∣∣ all paths P between x and y}.
BC(x, z) + BC(z, y) represents the sum of the cover values of the BCPs from x to z and z to y, respectively. Ob-
serve that, if z is a point in BCP(P ), then BC(x, z) + BC(z, y) is always greater than BC(x, y). This is because, BCP(P ) =
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max{BC(x, z),BC(z, y)}. If z does not belong to BCP(P ), according to BCP deﬁnition, BCP(P )max{BC(x, z),BC(z, y)}. There-
fore, the triangle inequality property always holds.
3. The BCP(s, t) problem for opaque obstacles
Let us ﬁrst discuss why the presence of obstacles make the best coverage problem diﬃcult. As discussed earlier, the
visibility graph, a standard data structure used for numerous proximity problems in the presence of obstacles, does not nec-
essarily contain a BCP. As an example, recall Fig. 2 which clearly illustrates that a BCP from s to t , shown as a solid line path,
is not contained in the constructed visibility graph of the two sensors {S1, S2} and four opaque obstacles {O 1, O 2, O 3, O 4}.
Besides the shortcomings of the visibility graph, the existing solutions for the best coverage path problem without obstacles
[14,10,12] depend on structures such as the Delaunay triangulation, Gabriel graph, relative neighborhood graph and so on.
These structures have no easy generalizations to the case of obstacles.
Instead, we leverage on a special type of Voronoi diagram for our purpose, where the line of sights between the sensor
points are constrained due to the presence of a set of line obstacles. This Voronoi diagram is referred to as constrained
and weighted Voronoi diagram (henceforth called CW-Voronoi diagram) [19]. The outline of our approach is as follows. We
construct the CW-Voronoi diagram of n sensor sites in presence of m line obstacles (where each of the sites has the same
weight, say 1). Next we construct a speciﬁc weighted dual graph of this Voronoi diagram, such that the best coverage path
is guaranteed to be contained in this dual graph. We assign edge weights to each of the constructed edges in the dual
graph, where the weight of each edge is the distance from its least protected point to its nearest sensor. The dual creation
and edge weight assignment is described in Section 3.2. Finally, using Dijkstra’s shortest path algorithm [5], we compute
a path between the points s and t in the constructed weighted dual graph, whose largest edge is smaller than the largest
edge of any other path in the graph.
Next, we ﬁrst explain the idea of CW-Voronoi diagram in detail; after that we present the techniques to create its dual.
Finally, we present our algorithm to compute BCP(s, t) for opaque obstacles in Section 3.3, followed by a formal proof of
correctness of this proposed approach.
3.1. Constrained and Weighted Voronoi diagram (CW-Voronoi diagram)
The CW-Voronoi diagram construction has been discussed in [2,19,18]. As an example, consider Fig. 4 which shows the
CW-Voronoi diagram where {S1, S2} are two sensors and {O 1, O 2, O 3, O 4} are four opaque obstacles. The ﬁlled areas are
dark regions which cannot be sensed by either of the two sensors S1, S2. The remaining cells of the CW-Voronoi diagram
are labeled by the sensors to which they are closest. Note that a Voronoi cell of a point (a sensor in our case) may consist
of several disjoint subcells (as shown in Fig. 4 for S1 and S2). The vertex set of this CW-Voronoi diagram consists of (a) the
set of obstacle endpoints, (b) the intersection of bisectors between sensors, and (c) the intersection of extended visibility
lines from sensors passing through the obstacle endpoints. Every Voronoi edge is a section of the bisector of two sensors
(e.g., (x, y) in Fig. 4), or a section of a visibility line determined by a sensor and an endpoint of an obstacle (e.g., (g,b) in
Fig. 4), or a section of an obstacle (e.g., (g,h) in Fig. 4).
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with CW-Voronoi edge e = (u,w).
Fig. 6. Dual vertices and edges when both sensors are not collinear with
CW-Voronoi edge e = (u,w).
Consider any edge e = (u, v) of the CW-Voronoi diagram. The edge is one of three types: (a) part of an obstacle, (b) part
of a perpendicular bisector between two sensors, or (c) part of an extension of a visibility line from a sensor that passes
through an obstacle endpoint. For example, in Fig. 4, edge (g,h) is of type (a), edge (x, y) is of type (b), and edge (g,b) is
of type (c). Note that if e is of type (c), then e and one of the two sensors are collinear. As an example, in Fig. 4, the edge
(b, g) is collinear with sensor S1.
3.2. Dual of CW-Voronoi diagram
We are now ready to deﬁne a speciﬁc dual, Gopaque , of the CW-Voronoi diagram that will be useful in computing the
best coverage path. Gopaque is a weighted graph constructed as follows: Its vertices are deﬁned as the union of (a) the set of
sensors, (b) the vertices of the CW-Voronoi diagram, (c) the set of points on the CW-Voronoi diagram edges such that each
one is a point of intersection between a CW-Voronoi edge and a perpendicular, drawn from its controlling sensor(s) on that
edge where the edge and the sensor(s) are not collinear (vertex v in Figs. 5 and 6), and (d) the points s and t .
The edges of Gopaque are deﬁned as follows,
• Consider any edge e = (u,w) of the CW-Voronoi diagram, where (u,w) are of type (b) vertices as deﬁned above. Let
C1(e), C2(e) be two adjacent CW-Voronoi cells on either side of the edge. Assume that neither of the cells are dark,
and let S1 and S2 be the labels on these cells (the two sensors of type (a) vertices in Gopaque) to which the cells are
respectively closest. For each such vertex pair (u,w) of Gopaque , we add four edges to the dual graph as follows:
We add four dual edges (u, S1), (u, S2), (w, S1), and (w, S2) as shown in Fig. 5 or Fig. 6. Each dual edge is assigned a
weight equal to the Euclidean distance between its endpoints.
• Next, consider an edge e = (u,w) of the CW-Voronoi diagram, where (u,w) are of type (b) vertices in Gopaque . But
unlike earlier, one of the adjacent cells of this vertex pair is dark. We place two edges between the sensor associated
with the other cell and the vertices. Each such dual edge gets weight equal to its Euclidean length.
• Consider a vertex v of type (c) in Gopaque . For each such vertex, we connect v to its controlling sensors. For example,
edges (S1, v), (S2, v) in Figs. 5 and 6.
• Finally, we connect s and t (vertices of type (d) in Gopaque) to their closest visible sensors (assuming at least one sensor
can see them), and assign weights of these dual edges as their Euclidean distances.
This concludes the construction of the dual graph.
Lemma 3.1. The dual graph has O (m2n2 + n4) vertices and edges.
Proof. The CW-Voronoi diagram has O (m2n2 +n4) vertices and edges [19]. By deﬁnition of dual, Gopaque also has O (m2n2 +
n4) vertices. Since each CW-Voronoi edge contributes a constant number of edges to the dual, total edges in Gopaque is
O (m2n2 + n4). 
We note that the way the dual graph has been constructed, at least one endpoint of each edge is a sensor. Thus there
cannot be two or more consecutive vertices along any path that are not sensors. We shall next show that there exists a
BCP(s, t) that has such a property, hence it can be searched for within this dual graph.
3.3. Proposed algorithm for opaque obstacles
The exact algorithm to compute BCP(s, t) for opaque obstacles is described in the following:
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1: Using the technique of [19], construct the CW-Voronoi diagram of all n sensors and m obstacles and assign to each sensor a weight.
2: Construct the dual graph Gopaque as described in Section 3.2.
3: Run Dijkstra’s shortest path algorithm on Gopaque starting at point s and ending at point t , which computes BCP(s, t).
4: The value of cover = max(weight(e1),weight(e2), . . . ,weight(er)) in the constructed path, where e1, e2, . . . , er are the edges in a BCP(s, t).
Fig. 7. Transforming a best coverage path. Fig. 8. Moving a BCP(s, t) vertex to a dual graph vertex.
3.3.1. Proof of correctness
Theorem 3.2. A BCP(s, t) path for opaque obstacles is contained within the constructed dual graph.
Proof. The overall idea of the proof is to show that a best coverage path that lies outside the dual graph can be transformed
into one that uses only the edges of the dual graph, without increasing the cover value. Consider Fig. 7 that shows a best
coverage path that does not use the edges of the dual graph. Let us decompose this path into pieces such that each piece
lies wholly within a cell of the Voronoi diagram. Consider one such piece within a cell labeled Si . Let the piece start at a
point p and end at a point q, where both p and q are along the cell’s boundary. It is easy to see that each such piece can
be replaced by the two line segments (p, Si) and (Si,q) without increasing the cover of the path. Thus, any best coverage
path can be transformed into one having linear segments that goes from cell boundary to sensor to cell boundary and so
on.
We next show that the points along the cell boundaries of this transformed path can be aligned with dual graph vertices.
To prove this, assume that one such a point is not a dual graph vertex, i.e., it is a point along an edge of a cell boundary.
Consider Fig. 8, which shows a portion of a BCP(s, t) (transformed as discussed above) that goes from sensor S1 to a point
on the dual graph edge (u, v) and then to sensor S2. Clearly, if we replace this portion by two edges of the dual graph,
(S1, v) and (v, S2), we will achieve an alternate path whose overall cover value will be the same or less.
Thus we conclude, for opaque obstacles, there exists a BCP(s, t) that only follows the edges of Gopaque . 
3.3.2. Time and space complexity analysis
Using the techniques in [19], Step 1 of algorithm ExOpaque can be accomplished in O (m2n2 + n4) time and space.
Likewise, constructing the dual is straightforward, as we have to scan each edge of the CW-Voronoi diagram and insert the
corresponding dual edges with appropriate weights. This also takes O (m2n2 +n4) time and space. Finally, running Dijkstra’s
shortest path algorithm on a graph with O (m2n2 + n4) vertices and edges takes O ((m2n2 + n4) log(mn + n2)) time and
O (m2n2 + n4) space which distate the overall complexity of the algorithm.
4. BCP(s, t) problem for transparent obstacles
In this section, we study the BCP(s, t) problem for transparent obstacles. We note that for transparent obstacles, BCP(s, t)
is a computationally easier problem; thus a more eﬃcient solution can be derived. We present an exact and an approxi-
mation algorithm for computing BCP(s, t). The core of the proposed solution relies on building a graph Gtransparent which is
a composition of n visibility graphs with suitably chosen vertex sets local to each sensor’s Voronoi region. In contrast to a
BCP for opaque obstacles, transparent obstacles allow us to use standard Voronoi diagram for building Gtransparent . Unlike the
case of Gopaque , all edges in Gtransparent can be assigned weights such that the weight of an edge is the Euclidean distance
between the least protected point on that edge and its closest sensor. Consequently, the running time of the algorithm is
dominated by the overall combinatorial complexity of Gtransparent , which can be cubic in the worst case. Additionally, we
also present approximation algorithm ApproxTransparent and its approximation factor for computing BCP(s, t), using
the k-spanner [9] of the visibility graph.
In the next subsection, we illustrate the exact algorithm.
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4.1. Exact algorithm for transparent obstacles
Algorithm ExTransparent starts by creating the graph Gtransparent . Vertices and edges of Gtransparent are determined as
follows:
We ﬁrst discuss the vertices of Gtransparent . Vertices of Gtransparent are explained in Fig. 10 corresponding to a sensor ﬁeld
(shown in Fig. 9) of three sensors and three transparent obstacles.
• A standard Voronoi diagram of n sensor nodes is created. Each sensor Si is considered as a vertex in Gtransparent .
• Each obstacle endpoint contributes to the vertex set of Gtransparent .
• For each Voronoi bisector (Bij) between two sensors (Si, S j), we record the point on Bij that intersects the straight line
joining Si and S j and add each such point in the vertex set of Gtransparent . As shown in Fig. 10, g and h are two such
points for sensor pairs {S1, S2} and {S2, S3} respectively.
• Sometimes the intersection point between the bisector and the straight line joining the corresponding sensor pair
cannot be determined because of the presence of the obstacles at that point. As an example, consider sensor pair
{S1, S3} in Fig. 10, where no such point can be created since the intersection point is obstructed by the obstacle O 1.
We record two points against one such intersection point on the Voronoi bisector (one above and another below it),
such that these two points together create a path which can be used to enter and exit the corresponding Voronoi cells.
Points i and j are two points in Fig. 10, created by the intersection of obstacle O 1 with the bisector of sensors S1 and
S2. Such point-pairs also contribute to the vertex set of Gtransparent .
• The vertices of the Voronoi diagram contribute to the vertex set of Gtransparent (e.g., vertex l in Fig. 10).
• Finally points s and t are added to the vertex set of Gtransparent .
Next, we discuss how the edges of the graph Gtransparent are determined. We compute one visibility graph inside each
sensor’s Voronoi cell considering all vertices of Gtransparent local to it and on its bisectors. Consider Fig. 11, where the subset
of the edges of Gtransparent that are local to sensor S3 are shown.
The next task is to determine the least protected point of each visibility edge. This has to be either of the two endpoints
of that edge. We assign the weight of that edge by taking the maximum of the Euclidean distance between each of those
two points with its controlling sensor.
Overall these steps construct the weighted graph Gtransparent , which is formed with the composition of n visibility graphs,
each local to one Voronoi cell of a particular sensor and ﬁnally stitched together by the visibility vertices on the Voronoi
bisectors.
Finally, we run Dijkstra’s shortest path algorithm [5] to compute the best coverage path between s and t . The algorithm
is formally described in the following.
Algorithm 2 ExTransparent: Calculate exact BCP(s, t) for transparent obstacles.
1: Construct a (standard) Voronoi diagram of n sensor nodes.
2: Create a graph (Gtransparent) composed of n visibility graphs, one local to each sensor’s Voronoi cell, considering all the vertices local to that cell.
3: Assign weight of each edge e = (u, v) ∈ Gtransparent as the Euclidean distance between the least protected point on that edge and its closest sensor.
4: Run Dijkstra’s shortest path algorithm on this weighted graph starting at point s and ending at point t to compute a BCP(s, t).
5: The value of cover = max(weight(e1),weight(e2), . . . ,weight(er)), where e1, e2, . . . , er are the edges of BCP(s, t).
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Fig. 12. A BCP(s, t) that does not follow the edges of Gtransparent .
Next, we validate our proposed solution analytically.
4.1.1. Proof of correctness
Theorem 4.1. An exact BCP(s, t) for transparent obstacles is contained within the constructed graph Gtransparent .
Proof. As proved in Theorem 1, the idea here is to show that a BCP that lies outside the graph Gtransparent can be transformed
into one that only uses the edges of Gtransparent . A BCP that does not follow the edges of Gtransparent means that the path
makes some bend either of the following types.
• Type 1: Inside a Voronoi cell.
• Type 2: At a Voronoi bisector.
Here, we describe the transformations necessary for bends of Type 1. Let Fig. 12 show a best coverage path from s to t
between Voronoi cells Si and S j but it does not follow the visibility graph edges inside the cell (line obstacles are solid
thick lines, and BCP is shown as a wriggly path).
Consider two points a and b along this path inside the cell S j . The cover value of the portion of the path from a to b is
at least max{‖Sia‖,‖Sib‖}. Thus, if we replace the portion from a to b by the straight line segment (a,b), it is easy to see
that the cover value of the transformed path will not have increased. Applying this “tightening” operations to a BCP shall
eliminate all bends of Type 1. The resulting portion of a best coverage path within the Voronoi cell for Si will be eventually
transformed to what is shown in Fig. 13. As can be seen, other than the point c on the boundary of the cell (i.e., vertices
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Fig. 14. Applying Type 2 transformation on Voronoi bisector.
of bend Type 2), the rest of the vertices of the path in the interior of the cell will be obstacle endpoints or the endpoint of
the path.
If we apply the above transformation to all Voronoi cells, we can eliminate all vertices of bend Type 1 from the path
(Fig. 13).
Next, we consider Type 2 bends, i.e., bends that occur at Voronoi bisectors. Consider Fig. 13 that shows a best coverage
path between s and t , and does not have any Type 1 bends. Note that, the path still contains vertex c of bend Type 2, i.e.,
bends that occur at Voronoi bisector. The cover value of point c is ‖Sic‖ or ‖S jc‖ since point c is equidistant from both
sensors. It is easy to observe that this cover value can be improved if vertex c can be aligned with vertex d (Voronoi vertex).
The best coverage path between s and t is shown in Fig. 14 after this alignment operation is applied. Such an alignment
technique results in a shape inside the Voronoi cell that may be easily visualized by imagining an elastic band stretched
open to encompass the two given points (points e and d in this example). It is easy to observe that the resultant path has
only vertices of Gtransparent .
In this way, if we apply transformations 1 and 2 to any best coverage path, all vertices of the transformed path can be
aligned with the vertices of the constructed graph Gtransparent without increasing the cover value. Thus, we conclude that
the constructed graph (Gtransparent) contains a best coverage path. 
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Using the graph construction technique of Algorithm 2, each Voronoi cell can have O (m + n) visibility vertices. Note
that the task of determining the vertices of one such visibility graph can be accomplished in O ((m + n)2) time using a
brute-force method. If more sophisticated techniques such as plane sweep is applied, even faster computational time of
O ((m+n) log(m+n)) can be achieved. Next, using existing an algorithm [8] to compute visibility graph, we incur a running
time of O ((m+n) log(m+n)+q) and a space requirement of O (q) inside each Voronoi cell, where q is the number of edges
in the constructed visibility graph and can be O ((m + n)2) in the worst case. Hence the overall running time of Step 2 of
Algorithm 2 is O (n(m+n)(log(m+n)+ (m+n))). Dijkstra’s shortest path algorithm will take O ((n(m+n)2) log(n(m+n)2))
to run. Hence the overall time complexity of the algorithm is O ((n(m + n)2) logn + (n(m + n)2) log(m + n)) and the space
requirement is O (n(m + n)2).
Next we discuss the approximate algorithm for computing BCP(s, t) for transparent obstacles.
4.2. Approximate BCP(s, t) algorithm for transparent obstacles
In this subsection, we design an approximation algorithm for the BCP(s, t) problem for transparent obstacles using the
k-spanner of the visibility graph [9,6,7]. A k-spanner is a spanning subgraph GS of a graph G1 in which every two vertices
are at most k times as far apart on S than on G1. The value k is known as the stretch factor of the spanner. An early
result on construction of k spanner of the visibility graph is given by Clarkson [9] who showed how to construct, for any
k > 1, a linear sized k-spanner of n vertices in O (n logn) time without having to ﬁrst construct the visibility graph. Later,
more complex algorithm was proposed by Das [6] that constructs a bounded degree k-spanner (for k > 1) of the visibility
graph in O (n logn) time, without constructing the visibility graph. We use these results [9,6] directly in developing the
approximation algorithm for computing BCP(s, t) for transparent obstacles. The linear sized k-spanner enables us to design
more eﬃcient algorithm for BCP(s, t) computation. Observe that, the spanners used in calculating the approximate best
cover value of a path amidst transparent obstacles are originally designed to work in the Euclidean metric. We also derive
the approximation factor of the cover value of BCPapprox(s, t), the best coverage path from s to t that uses spanner graphs
[9,6,7].
The outline of this approximation algorithm is the same as the Exact BCP(s, t) algorithm, except the use of the spanner
graph in the place of visibility graph. The algorithm starts by creating the graph GAppTransparent whose vertices are same as
those of Gtransparent . The edges of GAppTransparent are the union of n k-spanner edges. The remaining steps of Approximate
BCP(s, t) algorithm (ApproxTrasparent) is designed by exactly following the same steps of the algorithm ExTrans-
parent on the graph GAppTransparent .
Algorithm 3 ApproxTransparent: Calculate approximate BCPapprox(s, t) for transparent obstacles.
1: Construct a (normal) Voronoi diagram of n sensor nodes.
2: Create a graph (GAppTransparent ) which is composed of n k-spanners of the visibility graphs, one local to each sensor’s Voronoi cell, considering the vertices
local to that cell.
3: Assign weight of each edge e = (u, v) ∈ GAppTransparent as the Euclidean distance between the least protected point on that edge and its closest sensor.
4: Run Dijkstra’s shortest path algorithm on this weighted graph starting at point s and ending at point t to compute a BCPapprox(s, t).
5: The value of cover = max(weight(e1),weight(e2), . . . ,weight(er)), where e1, e2, . . . , er are the edges of BCPapprox(s, t).
Theorem 4.2. The approximation factor of the cover value of the Algorithm ApproxTransparent is O (k).
Proof. In order to prove the approximation factor, we analyze the upper bound of the cover value of a best coverage path
constructed with the edges of GAppTransparent .
Without loss of generality, let us say, b (where b > 0) is the cover value of a best coverage path between two points s
and t . Value b can be obtained by running algorithm ExTransparent if only transparent obstacles are assumed in the
sensor ﬁeld. More speciﬁcally, the best cover value b is the maximum of the edge weights of the edge set selected during
the computation of BCP(s, t). Let {e1, e2, . . . , er} be the edges selected by algorithm ExTransparent. Then,
b = max{weight(e1),weight(e2), . . . ,weight(er)
}
In the approximation algorithm ApproxTransparent, we construct n k-spanners, each inside the Voronoi cell of one
sensor point. BCPapprox(s, t) consists of subsets of the edges of these spanner graphs. Let B (where B > 0) be the cover value
of one BCPapprox(s, t). Therefore, B is the maximum of all edge weights of the edge set selected during the computation of
BCPapprox(s, t). If {e′1, e′2, . . . , e′x} edges are selected by the algorithm ApproxTransparent, we get
B = max{weight(e′1),weight(e′2), . . . ,weight(e′x)
}
Recall that any visibility edge of the graph Gtransparent is constructed considering vertices inside one Voronoi cell, i.e., each
edge is contained inside a particular Voronoi cell. Similar argument is applicable to any edges of the graph GAppTransparent .
Next, consider any edge ei selected by the algorithm ExTransparent with endpoints u and v inside a particular
Voronoi cell. Using the spanner property, it is easy to observe that the corresponding spanner path between u and v is at
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the most k times longer than the shortest path between u and v as shown in Fig. 15. Recall that the best cover value of an
edge is the Euclidean distance between the least protected point on that edges and its closest sensor. In case of the algorithm
ExTransparent, the least protected point of an edge ei = (u, v) is either of its endpoints u or v . However, in case of the
algorithm ApproxTransparent, the least protected point between points u and v can at the most be (k/2) units far from
the endpoints u and v . Therefore, for any edge ei = (u, v), if weight(ei) is the best cover value of the path between u and v ,
a corresponding approximate best cover path between u and v can be selected by the algorithm ApproxTransparent
with weight(e′j) such that weight(e
′
j) (k/2) ×max{‖Siu‖,‖Si v‖}, i.e., weight(e′j) (k/2) ×weight(ei).
Logically, a BCP(s, t) can be considered as a composition of several path fragments, where each fragment is completely
contained inside one Voronoi cell and the fragments are stitched together through their common points on Voronoi bisec-
tors. Hence, the approximate cover value of any path fragment can at the most be O (k) times larger than its exact cover
value. Therefore, the cover value of BCPapprox(s, t) can at most be O (k) times worse than the cover value of BCP(s, t). This
implies B = O (k.b).
Thus, the approximation factor of the cover value of the algorithm ApproxTransparent is O (k). 
The following lemma analyzes the running time and space complexity of the approximation algorithm.
Lemma 4.3. Algorithm ApproxTransparent has O (n(m + n)(log(m + n) + logn)) time and O (n(m + n)) space complexity.
Proof. Applying an existing algorithm [9,6] to compute the k-spanner, we incur a running time of O ((m+n) log(m+n)) and
a space requirement of O (m+n) inside each Voronoi cell. Hence the overall graph construction takes O (n(m+n) log(m+n))
time and O (n(m + n)) space. Dijkstra’s shortest path algorithm will take O ((n(m + n)) log(n(m + n))) time to run. The
overall running time of the approximation algorithm is thus O (n(m+ n)(log(n) + log(m+n))) and the space requirement is
O (n(m + n)). 
5. Conclusion
In this paper, we have studied the computation of best coverage paths in a sensor ﬁeld in the presence of obstacles.
We have shown that obstacles make the problem signiﬁcantly diﬃcult, and hence existing tools and techniques need to
be substantially extended to solve the problem. We propose two variants of the problem for computing BCP(s, t) in the
presence of m line segment obstacles. As future work, we plan to investigate more practical solutions based on eﬃcient
heuristics. In addition, we are interested to consider an alternative problem which ﬁnds out the set of sensors that can be
reached in the plane given a source point s and a cover value c for which parametric search techniques may be useful. We
also plan to investigate other types of coverage problems in sensor networks in the presence of obstacles.
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