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Computeranwendungen
Ein Randomisierungsprogramm für die Planung kontrollierter
klinischer Prüfungen
Von I. Nixdorf, L. Ringwelski und H. Sommer
Zusammenfassung
In der vorliegenden Arbeit wird ein in Fortran IV geschriebenes Randomisierungsprogramm vorgestellt, welches
die Vorbereitung klinischer Arzneimittelprufungen erleichtert. Das Programm berücksichtigt die in klinischen
Prüfungen am häufigsten benutzten Prüfanlagen: vollständig randomisierte Versuche, Blockversuche, lateinische
Quadrate, unvollständige Blockversuche und multifaktorielle Versuche.
Das einfach zu handhabende Programm liefert nach verschiedenen Ordnungsbegriffen gestaltete Listen- und
Etikettenausdrucke fur den Prüfarzt, den Biometriker und den Medikamentenproben vorbereitenden Pharmazeuten.
Summary
This paper describes a randomization program written in Fortran IV which facilitates the preparation of clinical
trials. The program includes the designs most commonly used in clinical trials: completely randomized designs,
randomized block designs, latin squares, incomplete block designs and factorial designs. It is easy to operate
and provides the investigating physician, the biometrician and the pharmacist who prepares the test samples
with print-outs of lists and labels arranged according to different criteria.
1. Einführung
Das hier beschriebene Randomisierungsprogram RANDOMP soll
ein Hilfsmittel für den klinische Prüfungen planenden
Mediziner und Biometriker, den Medikamentenproben vorbe-
reitenden Pharmazeuten und den prüfungsausführenden Arzt
sein. Die Benutzung von RANDOMP läßt die manuelle Erstel-
lung von Zuordnungsanweisungen (in der Folge auch Randomi-
sierungslisten genannt) überflüssig werden und erlaubt
darüber hinaus den automatischen Etikettendruck für die
zugehörigen Medikamentenproben.
Bei der Erstellung des Programms wurde den besonderen
Bedingungen beim Prüfarzt Rechnung getragen. So wurden bei
der Klassifizierung von Versuchsplänen komlizierte Pläne,
die z.B. in der Landwirtschaft besonders vorteilhaft ange-
wendet werden, aber in klinischen Prüfungen erfahrungs-
gemäß leicht zu Ausführungsfehlern führen, nicht berück-
sichtigt. Wir beschränkten uns also auf die in der Klinik
oder Ambulanz häufig benutzten Versuchspläne für klinische
Prüfungen. Bei der Anwendung anderer als der in der Folge
klassifizierten und in RANDOMP berücksichtigten Versuchs-
pläne sollte weiterhin auf die manuelle Erstellung von
Randomisierungslisten und Kenzeichnung von Medikamenten-
proben zurückgegriffen werden. Nach R.A. FISCHER [1955]
stellt die Randomisierung, das heißt hier die zufällige
Zuordnung von Probanden oder Patienten zu chemotherapeuti-
schen oder anderen medizinischen Behandlungen, ein Grund-
*>prinzip der Versuchsplanung dar.
Nur mit Hilfe der Randomisierung ist die Elimination un-
bekannter Störgrößen erreichbar und eine unverzerrte Schät-
zung der interessierenden Behandlungseffekte möglich.
Die Randomisierung sorgt für Strukturgleichheit von Behand-
lungsgruppen und die Zerstörung eventuell bestehender räum-
licher, zeitlicher oder probandenbezogener Korrelations-
systeme und gewährleistet damit unabhängige Versuchsfehler
als Voraussetzung für eine Vielzahl von vergleichenden
statistischen Testverfahren.
Das dritte Grundprinzip der Versuchsplanung, die Block-
bildung (block division), wird in RANDOMP ebenfalls beach-
tet. Letztere verbessert bekanntlich die Vergleichbarkeit
der Behandlungseffekte durch Einbeziehung von wesentlichen
bekannten Störgrößen (oft auch Einflußfaktoren oder Stör-
faktoren genannt). Sind die Störgrößen quantitativer Natur
so können diese eventuell in der statistischen Auswertung
z.B. auch durch Kovarianzanalyse berücksichtigt werden.
ıí __.
*) Das erste Grundprinzip der Versuchsplanung ist die
Wiederholung (replication) der Behandlungen zur Schätzung
der statistischen Parameter der Beobachtungsmerkmale.
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Als viertes Grundprinzip kann die Forderung von A. LINDER
[1969] nach symmetrischem Aufbau des Versuchsplans ange-
sehen werden. Die Berücksichtigung dieses Aspektes bei den
Zuordnungsanweisungen erleichtert nicht nur die spätere
statistische Auswertung, sondern gewährleistet auch die
effizienteste Informationsausbeute der Beobachtungsergeb-
nisse.
2. Aufgabenstellung
Die Aufgabe bestand darin, unter Berücksichtigung der er-
wähnten Grundprinzipien ein benutzerfreundliches Program-
system für den Biometriker, eine anwendungsfreundliche
Formatierung für den ausführenden Prüfarzt und eine sichere
Beschriftung der Medikanentenproben durch den Pharmazeuten
zu gewährleisten. Dementsprechend sollte ein leicht hand-
habbares Program mit drei spezifischen EDV-Ausdruck-
Varianten für umfangreiche klinische Prüfungen erstellt
werden. Folgende Ausdrucke sollten verfügbar sein:
1. Für den planenden Mediziner und Biometriker wird eine
Randomisierungsliste zur Kontrolle des Prüfungsab-
laufs und für die spätere Auswertung benötigt. Diese
Liste erhält bei offenen oder einfachblinden Studien
auch der die Prüfung durchführende Arzt.
2. Der ausführende Prüfarzt erhält bei Doppelblindstudien
zur Zuordnung von Probanden auf Behandlungen eine Rando-
misierungsliste in verschlüsselter Form. Außerdem er-
hält er aus Sicherheitsgründen in versiegelter Form
auch die Randomisierungsliste des Biometrikers, damit
in medizinischen Notfällen sofort ein Schlüssel für
seine Liste vorhanden ist. Letztere Liste ist technisch
so auszulegen, daß für jeden Probanden der Schlüssel
getrennt von den anderen aufgebrochen werden kann und
somit für die restlichen Probanden der Doppelblindcha-
rakter der Studie erhalten bleibt.
5. Der die Medikamentenproben vorbereitende Pharmazeut er-
hält eine nach Behandlungen bzw. Medikamenten sortierte
EDV-Liste und einen in gleicher Weise sortierten Etiket-
tenausdruck für die sichere Beschriftung der Medikamen-
tenproben.
Die Erstellung eines Programmsystems für den Biometriker
setzt eine Klassifikation von möglichen Versuchsplänen
voraus. Die_vollständige Klassifikation.aller für klini-
sche Prüfungen geeigneter Versuchspläne dürfte auf der
Basis der sehr weiten medizinischen Ernessensspielräume
kaum möglich sein. In der Literatur wurden wohl deshalb
bisher auch nur wenige Versuche in dieser Richtung unter-
nommen [MARTINI, 1968; KOLLER, 1964; WALTER, 1970;
ARMITAGE, 1975; DANNEHL, 1974], die zahlreichen aus der
Literatur [COCHRAN-COX, 1957; FISHER-YATES, 19M8; LINDER,
1969; BÄTZ, 1972; BADEMER, 1976; usw.] bekannten Versuchs-
pläne auf klinisch relevante Versuchspläne einzuschränken.
Auch die hier versuchte Klassifikation unter dem Gesichts-
punkt der Häufigkeit der klinischen Anwendung von Versuchs-
plänen weist naturgemäß Lücken auf. Allerdings ist für die
Erstellung eines Randomisierungsprogranne für klinische
Prüfungen die Systematisierung und Begrenzung von Versuchs-
plänen unabdingbar.
Ein weiterer Gesichtspunkt bei der Programmerstellung ist
der Sachverhalt, daß bei klinischen Prüfungen (Phase II
und III) zu Versuchsbeginn nicht die geplante Zahl von
Patienten sofort zur Verfügung steht. Erst in einem Zeit-
raum, der meist länger als die erforderliche Behandlungs-
oder Beobachtungszeit währt, können später hinzukommende
Patienten in die Prüfung einbezogen werden. Die randomi-
sierte Zuordnung von Patienten und Behandlungen muß sich
also an der chronologischen Reihenfolge der Patienten
orientieren. Dabei ist die Gefahr unausgewogener Besetzungen
der Behandlungsgruppen und damit ein`Verstoß gegen das er-
wähnte Symmetrieprinzip durch unvorhergesehenen Abbruch der
Prüfung gegeben.
Durch die Bildung von sogenannten "Zeitblöcken" kann solchen
erfahrungsgemäß auftretenden Schwierigkeiten entgegenge-
wirkt werden. Unter Zeitblöcken werden hierbei willkürlich
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Abb. 2: Programmablaufplan für RANDOIVIP
(z.B. 2, 5 bis 10 Patienten), die in chronologischer Reihen-
folge in die Studie einbezogen werden. RANDOMP soll diesem
Sachverhalt durch die Möglichkeit, Zeitblockumfänge mit
beliebig vielen Patienten zu bilden, Rechnung tragen.*)
Da dieses Zeitblocksystem vom doppelblind prüfenden Arzt
*) Bei der Anwendung von RANDOMP ist zu empfehlen, daß der
Umfang der Zeitblöcke auf das höchstens 2- bis 5-fache
der Zahl der zu prüfenden Behandlungen festgelegt wird.
eventuell durchschaut wird (insbesondere, wenn der Arzt
vorher offene oder Einfachblindstudien nach solchen Listen
durchgeführt hat), soll mit RANDOMP auch die Bildung vari-
abler Zeitblöcke möglich sein.
5. Klassifizierung und Begrenzung häufig angewandter
klinischer Versuchspläne
Der einfachste Versuchsplan, welcher die Schätzung fester
Behandlungseffekte **) erlaubt, ist durch Vollständig ran-
domisierte Zuordnung der Behandlungen.auf alle geplanten
Probanden gegeben (completely randamized design). Dabei
werden unabhängige Behandlungsgruppen, deren Umfänge gleich
oder etwa gleich groß sind, gebildet.
Die zur Steigerung der Versuchseffizienz möglichen Differen-
zierungsmöglichkeiten dieser einfachsten Versuchsanlage
sollen anhand der Abb. 1 veranschaulicht werden. In diesem
Schema sind die Begrenzungen von RANDOMP mitaufgenomen,
um gleichzeitig die Anwendungsmöglichkeiten des Programms
abzustecken.
Zur Beschreibung der in Abb. 1 angesprochenen Versuchspläne
ist jedoch vorab die Definition der Begriffe Versuchsein-
heit, Behandlung (bzw. Behandlungskombination) und Block
notwendig.
Unter der Versuchseinheit wird die kleinste Einheit verstan-
den, an welcher ein Behandlungseffekt beobachtet werden
kann. Es sei besonders darauf hingewiesen, daß nicht immer
der Patient oder Proband die Versuchseinheit darstellen
muß. Es können z.B. auch verschiedene Behandlungszeitab-
schnitte für einen Patienten oder einzelne Organe eines
Probanden als verschiedene Versuchseinheiten angesehen
werden.
Unter der Behandlung wird in der klinischen Prüfung die
Verabreichung von einem oder mehreren Medikamenten, die
Anwendung nichtmedikamentöser Heilverfahren oder die Kom-
bination (Behandlungskombination) von beidem verstanden.
Die Zahl der unterschiedlichen Behandlungen ist in kon-
trollierten Prüfungen mindestens gleich zwei.
Unter Blöcken werden Gruppen ähnlicher Versuchseinheiten
verstanden. Das Zusammenfassen ähnlicher Versuchseinheiten
erfolgt dabei - wie schon erwähnt - durch Berücksichtigung
unabänderlich vorgegebener und bekannter sowie im Hinblick
auf die Behandlungseffekte wesentlicher Störgrößen. Die
Ähnlichkeit zwischen den Versuchseinheiten ist mit anderen
Worten also durch die erwartete kleinere Variabilität des
Beobachtungsmerkmals innerhalb der Blöcke im Vergleich zur
Variabilität zwischen den Blöcken gekennzeichnet.
Der in der Abb. 1 angeführte randomisierte Blockversuch
(randomized block design) ist dadurch gekennzeichnet, daß
jede Versuchseinheit nur einem Block und einer Behandlung
**) Bei klinischen Prüfungen ist nicht ein zufälliger
sondern primär ein fester Effekt (meist chemotherapeu-
tischer Effekt) zu schätzen.
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angehört. Bei der Erstellung der zugehöri-
gen Randomisierungsliste ist also darauf
zu achten, daß in jedem Block die Zahl der
Versuchseinheiten gleich der Zahl der
Behandlungen oder einem ganzen Vielfachen
der Behandlungen ist.
Wie in der Aufgabenstellung bereits gefor-
dert, ist aus organisatorischen Gründen
meist eine Zeitblockbildung angebracht, um
bei unerwarteten Konplikationen, die zum
Abbruch einer Prüfung führen, auch noch aus-
gewogene Behandlungsgruppen zu erhalten. Die
Planung eines solchen Versuchs ist schon
als Realisierung eines Blockversuchsplanes
anzusehen. In diesen1Versuch stellen die
Probanden oder Patienten die Versuchsein-
heiten und die Blöake die Zeitabschnitte,
in welchen jede Behandlung wenigstens ein-
mal auf eine Versuchseinheit zur Anwendung
kam, dar. Jedoch wird im klassischen Sinn
unter einem Blockversuch meist ein Versuch
verstanden, bei dem z.B. unterschiedliche
Prüfärzte, unterschiedliche Kliniken (multi-
zentrische Prüfung) oder Abteilungen oder
unterschiedliche Indikationen bei den zu
behandelnden Patienten usw. eine relevante
Störgröße bei der Schätzung des Behandlungs-
effekts sind und in Blöcken berücksichtigt
werden. '
Sollte nun die Notwendigkeit bestehen,
zwei relevante Störgrößen in den Versuchs-
plan einzubeziehen, dann kann eventuell
mit Hilfe des "Lateinischen Quadrats" dem
Rechnung getragen werden. Dieser Versuchs-
plan ist dadurch ausgezeichnet, daß jede
Versuchseinheit mit einer Behandlung in
jedem Block der Störgrößen nur einmal vor-
kommt. Hieraus folgt, daß die Zahl der Be-
handlungen gleich der Anzahl der Blöcke
jeder Störgröße sein muß. Bei der Anwendung
dieses Planes, der in RANDOMP mit ent-
sprechenden Randomisierungslisten für
maximal 10 Behandlungen berücksichtigt
wird, werden Wechselwirkungen zwischen den
Störgrößen ausgeschlossen. Im Normalfall
werden bei klinischen Prüfungen nur
Abb. 5 (oben): Randomisierte Zuordnungs-
liste mit variablen Zeitblocks für
die Behandlung mit drei verschie-
denen Medikamenten
ugp1KAugN† 1 Abb. M (unten): Nach Medikamenten sortier-
MEDIKAMENT 2 te Liste zur Randomisierungsliste
MEOIKAMENT 3 Abb. 5 für die Probenvorbereitung
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wenige verschiedene Behandlungen vergli-
chen, so daß die Zahl der Wiederholungen
der Behandlungen in einem "Lateinischen
Quadrat" für eine effiziente Schätzung
von Behandlungseffekten kaum ausreicht.
Aus diesem Grund ist bei RANDOMP die
wiederholte Anwendung von "Lateinischen
Quadraten" vorgesehen. Ein wichtiger
Spezialfall von wiederholten "Lateinischen
Quadraten" ist der in der klinischen For-
schung oft verwandte Cross-Over-Versuchs-
plan. In einem solchen Versuchsplan werden
zwei Behandlungen in zwei Zeitabschnitten
auf jeweils zwei Patienten wiederholt
angeordnet.
Eine Erweiterung des Versuchsplanes "La-
teinisches Quadrat" zum "Lateinisch-Griechi-
schen Quadrat" usw. wurde bei RANDOMP
durchgeführt, obwohl u.E. die klinischen
Voraussetzungen nur selten dafür gegeben
sein dürften.
Demgegenüber erfordert die Praxis öfter
einen Versuchsplan für den Fall, daß die
Zahl der zu prüfenden Behandlungen größer
als die Zahl der Versuchseinheiten ist,
welche sich zu Blöcken zusammenfassen las-
sen. Das kann z.B. gegeben sein, wenn an
paarigen Organen drei Behandlungen vergli-
chen werden sollen, wobei jeder Proband
einen natürlichen Block mit zwei Versuchs-
einheiten (beide Organe) bildet. In einem
solchen Fall ist ein ausgewogener Versuch
mit unvollständigen Blöcken angezeigt. Bei
größeren Behandlungszahlen (z.B. mehr als 5)
und umfangreicheren unvollständigen Blök-
ken (z.B. mehr als 4 Versuchseinheiten pro Block) empfiehlt
sich die Benutzung von teilweise ausgewogenen Versuchsplä-
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nen, da sonst die erforderliche Gesamtzahl an Versuchsein-
heiten für die Praxis zu groß wird. Beide Fälle sind in
RANDOMP berücksichtigt, während jedoch Randomisierungslisten
für YOUDEN'sche Pläne nicht erstellt werden können, was
u.E. bei klinischen Prüfungen keinen Mangel darstellt
Nat den bisher beschriebenen Versuchsplänen sind jedoch
nicht alle häufig interessierenden Fragestellungen bei
klinischen Prüfungen abgedeckt. In vielen Fällen ist nicht
nur ein fester Behandlungseffekt zu analysieren, sondern
aufgenommen.
darüber hinaus andere zusätzlich in das Experiment einge-
führte feste Effekte. So kann z.B. der Einfluß von Dosis-
relationen verschiedener Wirkstoffe in einem Kombinations-
präparat auf eine Zielgröße (z.B. Symtom) interessieren
oder der zusätzliche Einfluß nichtchemotherapeutischer
Effekte. In einem solchen Fall sind die in Abb. 1 auch ge-
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Abb. 5: Teile des Etikettenausdrucke zur Randomisierungs-
liste Abb. 7 für die Probenbeschriftung bei einer
Prüfung im Lateinischen Quadrat
der Haupteffekte auch Wechselwirkungseffekte zu schätzen er-
lauben, besonders ergiebig. Deshalb wurden in RANDOMP auch
Versuchspläne bis 25, 53, 2-5-M oder ähnliche Kombinationen
Bei den umfangreichen Versuchsplänen mit z.B. zwei Stufen
und vier Faktoren (2u) und mehr ist in der Praxis die Mög-
lichkeit des Vermengens (confounding) von Wechselwirkungen
mit Blöcken bei begrenzten Blockumfängen zu nutzen.
U. Beschreibung des Programms
In Abb. 2 wird das Blockdiagramm des Programms RANDOM dar-
gestellt. Nach dem Setzen der Anfangswerte (Default-Werte)
erfolgt die Eingabe der Versuchsparaneter, welche Art und
kennzeichneten faktoriellen Versuche, die neben der Schätzung Umfang des Versuchs festlegen. Unter Versuchsparametern
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Abb. 6: Nach Medikamenten sortierte Liste einer Prüfung
im Lateinischen Quadrat für die Randomisierungs-
liste Abb. 7
werden verstanden z.B. Gesanmzahl der Patienten, Anzahl der
gewünschten Behandlungen, Design des Versuchs, Festlegung
der variablen Zeitblöcke, Ausgabevarianten usw.
Bevor im Programm eine Verzweigung zu dem gewünschten Ver-
suchsplan erfolgt, werden die eingegebenen Versuchsparameter
auf Plausibilität geprüft. Entsprechend der oben angegebenen
Klassifizierung der Versuchspläne (Abb. 1) stehen 3 Grund-
muster im Programm zur Wahl. Zum Grundmuster 1 gehören die
vollständig randomisierten Versuche, die Blockversuche und
die faktoriellen Versuche.
Die Pläne für Lateinische Quadrate und einige faktorielle
Versuchspläne sind im Grundmuster 2 enthalten.
Das Grundmuster 3 ist für unvollständige Blockversuche
(ausgewogene und teilweise ausgewogene Pläne) vorgesehen.
In den Grundmustern werden die Patienten, Probenummern und
Behandlungen in einer Matrix aufgebaut. Entsprechend dem
Versuchsplan werden dabei für die Behandlungen, Behandlungs-
ziffern oder Permutationsziffern oder Standardquadrate
verwendet.
Nach der 'Power-Besidual' Methode (IBM, Manual C 20-8011)
werden gleichverteilte Pseudozufallszahlen erzeugt. Die
Basiszahl des Generators wird durch Datunıund Uhrzeit vom
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Rechner vorgegeben. Eine Wiederholung der
auf diese Weise gewonnenen Basiszahl ist
für einen Zeitraum von jeweils 100 Jahren
ausgeschlossen.
Der nächste Schritt im Programm vollzieht
die Verknüpfung der erzeugten Zufalls-
zahlen mit dem jeweiligen Grundmuster.
Das Zuordnungsverfahren lehnt sich an die












-1 de an. Wie in der Aufgabenstellung gefor-
_; dert, stellt das Programm.drei Ausdrucks-
_? varianten zur Verfügμng:
1.
. für den einfachblinden und den offenen
Entschlüsselte Randomisierungsliste
Versuch.
_ 2. Verschlüsselte Randomisierungslisten
für Doppelblindversuche. '
3% 3. Nach Medikamenten sortierte Liste für
den Pharmazeuten.
-1 Die Ausgabe von Etiketten für die Prüf-
-I muster kann nach Formularwechsel auf dem
_EDV-Drucker ebenfalls nach Medikamenten
sortiert folgen. Das Programm RANDOMP
belegt unter dem Betriebssystem DOS bei
1.000 zu randomisierenden Patienten maximal 68 K-Byte
Speicherkapazität. Die Laufzeit beträgt auf einer
IBM 370/155 cirka 5 sec + X - 0,15 sec, wobei X gleich
Anzahl der Patienten ist.
5. Beispiele
In den Abbildungen 3 und A werden eine Randomisierungs-
und eine Sortierliste für einen Blockversuch dargestellt.
In dieser Prüfung sollen 27 Patienten mit drei Medikamenten
behandelt werden. Um die negativen Folgen eines vorzeitigen
Abbruchs der Prüfung im Hinblick auf die Ausgewogenheit
der drei unabhängigen Behandlungsgruppen zu vermeiden,
werden Zeitblöcke gebildet. Wie in der Aufgabenstellung
bereits begründet vorgegeben, sind die Zeitblocks variabel
ausgelegt. Das Program stellt für die Listenüberschrift
im Kopf drei Zeilen ä 80 Zeichen für Freitext zur Verfü-
gung. wir empfehlen den Charakter der Prüfung (Doppel-
blindversuch, Einfachblindversuch oder offen), den Prüf-
arzt, sowie einen Ordnungsbegriff (Prüfnummer o.ä.) zu
verwenden. Eine weitere Zeile â 80 Zeichen erlaubt die
Beschriftung für eine zusätzliche hierarchische Gliederung
(z.B. Krankenhaus 1, Krankenhaus 2 usw.).
Um die Erzeugung der Pseudozufallszahlen in der vorliegen-
den Folge reproduzieren zu können, wird unter dem.Datum
rechts oben die diesem Ausdruck zugrunde liegende Basiszahl
angegeben.
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Abb. 7 (oben): Randomisierte Zuordnungsliste für eine Prü-
fung im Lateinischen Quadrat mit vierfacher
Wiederholung
Abb. 8 (unten): Randomisierte Zuordnungsliste für eine
Prüfung bei faktorieller Versuchsanlage (23) mit
zwei Wiederholungen
Die Patientennummern werden in chronologischer Reihenfolge
den Patienten zugeordnet, die den Kriterien (z.B. Indika-
tion, Alter usw.) zur Einbeziehung in die Prüfung gerecht
werden. Sowohl die Patientennummern als auch die Probe-
nummern, welche in der zweiten Spalte der Liste stehen,





























Für die nähere Beschreibung der Behand-
lungen in Spalte 3 stehen je A8 Zeichen
zur Verfügung. Bei Doppelblindversuchen
wird in einem zusätzlichen Ausdruck für
den Prüfarzt die Beschriftung der Spalte 3
unterdrückt. Ebenso wird in dieser ver-
schlüsselten Bandomisierungsliste die hori-
zontale Unterteilung zur Kennzeichnung der
Zeitblockumfänge eliminiert. Im.vorliegen-
2 å den Fall umfassen die Zeitblöcke 9, 12
1 . und 6 Patienten. Die für den Pharmazeuten
') I
J
vorgesehene Liste (Abb. 4) ist nach Medika-2 .
Ä . nenten geordnet. Um die Eintragungen von




den die vorkommenden Präparate am.Fuß der
Iiste noch einmal aufgeführt.
li3 E
.,\› Auf einer Darstellung des in gleicher Weise
._ 1 sortierten Etikettenausdrucks soll hier ver
zichtet werden.
Für das folgende Beispiel eines Prüfplans
im Lateinischen Quadrat wird ein Etiketten-fii E c K E meißucic. um <›. 1.1917
HR1: 11111 RA1\cı:~ısi1.'››ıi~i1;sLisi1; iciıií›f.= s¿ziriıszsi
ı:.::*.'.-ızzsm-„›::~.::;rr.-_.-.:.:::;ı:_-r.:::.~: 1
ausdruck Abb. 5 und eine Sortierliste
Abb. 6 abgebildet. Die zugehörige Randomi-
sierungsliste ist in Abb. 7 gegeben. In
diesem Prüfplan sind drei Behandlungen für
zwölf Patienten vorgesehen. In dem.3 X 3-
Quadrat stellen hier die Patienten und
1 die Zeitabschnitte die Blöcke dar. Die
Probenummern werden in diesem Fall durch
die Bezeichnung des zugehörigen Zeitab-
schnitts A, B oder C ergänzt.
Als letztes Beispiel sei eine Randomiesier-
ungsliste für einen faktoriellen Versuch
angeführt (Abb. 8). Drei Faktoren (Wirk-
stoffe A, B, C) sollen in zwei Stufen
(Konzentrationen 1, 2) geprüft werden
(Versuchsplan 23). In diesem Fall werden
I
I
die möglichen 8 Permutationen randomisiert
in zwei Blöcken den 16 Patienten zugeteilt.
Auch hierfür ist der Ausdruck einer ver-
schlüsselten Randomisierungsliste,
einer sortierten Liste und Etiketten.durch das Programm
RANDOMP möglich.
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Der „Ventilatorische Verteilungsindex“; eine Möglichkeit, Verteilungs-
störungen in der Lunge mit Hilfe des Computers zu erfassen
Von E. Freye
Zusammenfassung
Der ”ventilatorische Verteilungsindex” (VDI) ist eine Möglichkeit, Verteilungsstörungen in der Lunge von Patienten
während der computergesteuerten respiratorischen Überwachung auf der Intensivbehandlungsstation festzustellen.
Basierend auf dem vereinfachten Mbdell der Lunge als einer einzigen großen Alveole, worin sich die Gase O2 und CO2
mischen, wird dieser Raum mit Hilfe einer abgeleiteten Verdünnungsformel berechnet. Die kontinuierliche Auf-
zeichnung von Atemflow, Atemhubvolumen und alveolärem CO2 mit Hilfe des Computers ist hierfür nur notwendig.
In einer Pilotstudie konnte gezeigt werden, daß eine deutliche Beziehung zwischen niedrigen bzw. negativen
VDI-Werten und Krankheitszustand der Patienten besteht.
Summary
The ”ventilatory Distribution Index” (VDI) is a way of assessing the maldistribution of ventilation during compu-
terized respiratory patient monitoring in the intensive care unit. It is derived from the measurement during normal
mechanical ventilation.
By determining empired and inspired flow and volume, and the continous measurement of airway pCO2 the total space
of immediate mixing in the lung is computed by means of the derived formula.
In a pilot-study a good correlation between low or negative VDI-values and illness was established.
Einleitung
Nach großen Operationen sowie multiplen Kochenbrüchen
zeigen Patienten öfters im Laufe von 12-72 Stunden nach
dem traumatischen Ereignis eine Verschlechterung der Lungen-
funktion (2, M, 5, 6). Morphologisch findet sich bei diesem
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als "posttraumatische Schocklunge" definierten Zustand (7)
ein interstitielles Ödem. Frühzeitigste Erkennung dieser
Entwicklung bei einem.Schwerverletzten bevor die arteriel-
len PaCO2-Werte pathologisch werden, ist das Ziel der Kli-
niker, um dann durch eine kontinuierliche positive Druck-
beatmung mit PEEP (positive endexpiratory pressure) die
Entwicklung bis zum.vollen Krankheitsbild zu verhindern
<1, 7, 8>. .3
Im folgenden soll über eine computergesteuerte Methode
berichtet werden (IBM 1800, Abb.1), wo ohne Manipulationen
und/oder die Verwendung von Fremdgasen kontinuierlich und
'ohne zusätzliche Apparatur in Patientenbettnähe Verteilungs-
störungen in der Lunge des Patienten frühzeitigst aufge-
zeigt werden.
Der sog. ventilatorische Verteilungsindex bestimmt Vertei-
lungsstörungen bei der Ventilation von Intensivpatienten
und wird von Messungen während einer mechanischen Ventila-
tion bei Lungengesunden abgeleitet.
Methodischer Aufbau
Eine detailliertere Beschreibung des computergesteuerten
Patientenüberwachungssystems wurde schon an anderer Stelle
vorgenommen (3). Über einen aufgeheizten Fleisch-Pneumota-
chographen (Abb.2), der zwischen Patiententubus und Respi~
rator geschaltet ist, wird automatisch alle 10 Minuten für
30 sec lang der Atemflow und der Beatmungsdruck am Tubus
(Statham PM BTG Differentialdruckmesser) gemessen. Das
analoge Signal wird mit einer Frequenz von 62 1/2 Punkten
/sec erfaßt und in einem IBM-Datensammelsystem gespeichert
Die Berechnung des Atemhubvolumens erfolgt durch Integra-
tion des Atemflows.
pie Ableitung des "ventilatorischen VerteilungsindeX¶
(VDI)
Die weitere Ableitung zur Berechnung des "VDI" basiert auf
dem "zusamengesetzten Alveolarmodell". Dieses Modell be-
steht aus 2 Teilen:
1. Der alveolären Region (Vß), wo O2 und CO2 ausgetauscht
werden und wo sich das Volumen entsprechend der Lungen-
mechanik verändert.
Abb. 1: Schematischer Aufbau des conputergesteuerten



















Abb. 2: Der Fleisch-Pneumotachograph zwischen Patienten-
tubus und Respiratorschläuchen.geschaltet
2. Dem Totraum (VD), welcher als semi-regider Transportweg
zwischen Lunge und Außenluft fungiert. Hier kommt es zu
keinem Austausch von Gasen.
Wenn man nun die Lunge zu zwei unterschiedlichen Zeiten
überprüft, tl am Ende der normalen Exspiration und t2 zu
Beginn der folgenden Exspiration, so beträgt die Gesamt-
menge von CO? bei tl im System:
Vco2t°tal(t1) Z VLco2(t1) + VDCO2(t1)
Durch Einführung der fraktionellen CO2-Konzentration in
den Alveolen zur Zeit tl lautet die Formel dann:
= . 1Vco2t°tal(t1) VL(t1) FAco2(t1) +¶Vpco2(t1) ( )
Die Symbole bedeuten hierbei:
VLCO2(t1) = Volumen von CO2 im Alveolarraum zur Zeit tl
VbCO2(t1) = Volumen von CO2 im Totraunızur Zeit tl
VL(t1) = Alveolarvolumen oder FRC zur Zeit tl
= fraktionelle Konzentration von CO2 in denF
ACO2(t1) Alveolen zur Zeit tl
Während der nun folgenden Inspiration wird das CO2 des Tot-
raumes in die Lunge zurückgesaugt, während eine zusätzli-
che Menge an CO2 von dem Blutkreislauf in die Lunge ge-
langt. Die Gesamtmenge an CO2 in dem.System zur Zeit t2
beträgt dann:
. t2
Vco2t°tal(:2) Z VLco2(t1> + VDco2(t1) + tif VPCO2 dt (2)
VbCO2 dt bedeutet hierbei die Flowrate von CO2 zwischen
Blut und Alveolarraum über einen bestimmten Zeitraum hin-
weg (= CO2-Produktion). Durch Einführung der fraktionellen
CO -Konzentration in den Alveolen zur Zeit t lautet die2 1
Formal dann:
t2
Voo2t°tal(t2) 2 VL(¿1)`FAco2(t1)+Vbco2(t1)+t1f Vbcog dt (3)
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In dem Zeitraum von ti bis zu tg hat sich das Gesamtvolu-
men der Lunge durch das Atemhubvolumen (VI) und den Anteil





Das Gesamtvolumen hat sich jedoch um den Anteil an O2 ver-
mindert,der von den Lungen in das Blut gelangt ist. Das
Gesamtvolumen (oder die FRC) der Lunge zur Zeit t2 beträgt
dann: ~
vL(t2) = vum) + vl + t1}:2vı›co2 dt - t1ft2vbo2 dt (Li)
Es bedeutet hierbei:
Vi = Inspirationsvolumen
VbO2 dt = Flowrate von O2 von der Lunge zum Blut über einen
bestimmten Zeitraum hinweg (= O2-Verbrauch)
Die mittlere CO2-Konzentration in der Lunge zur Zeit tg
kann dadurch bestimmt werden, daß man Gleichung 3 durch
Gleichung A dividiert:
t2
F1-\.co2(i:2) Z [VL(†;1)`FAco2(c1)+VDco2(t1>+t1f W002 dt”
P2. 1:2.[vL(tl)+vI+t1f 'vbcoe dt-tl] vbo2 at] (5)
Die Gleichung kann nach Vß hin aufgelöst werden:
t2
VL(1:1) Z WI ` FAco2(i;2) Z VDco2(t1) Z tif W002 dt
1:2_ †;2_
+ 1~vACO2(t2) - (tif vbco2 an - tl] vboa aim/ (6)
WAco2(i:1) Z FAco2(†;2)]
Da der letzte Anteil im Zähler der obigen Gleichung sehr
klein ist, kann die Gleichung vereinfacht wie folgt ge-
schrieben werden:
t2
VL(i:1) WI ` FAco2(t2) Z VDco2(i:1) Z ,Ulf W002 dt] /
[FAco2(i;1) FAco2(i:2)] (7)
Die Menge an Vß in diesem idealisierten Modellfall würde
nut der funktionellen Residualkapazitat identisch sein.
Dies würde bei jungen, gesunden Individuen, welche als per-
fekte Gasaustauscher angesehen werden können, zutreffen.
Die Zahl, um wieviel VL vom wahren FBC differiert, bietet
einen Index für die Lungenfunktion.`Ün jedoch die Tatsache
hervorzuheben, daß VL nicht die echte FRC darstellt, wurde
VL als "Ventilations-Verteilungs-Index" (VDI) bezeichnet.
Vorgehen zur Korrektur der CO2-Werte für die Transport-
zeit im Totraum
Die CO2-Werte, die während der BO-sekundigen Sammelperiode
gespeichert wurden, wählt der Computer-Algorithmus aus
einem einzigen Exspirationszyklus aus. Obgleich die Gas-
konzentration an der Mundöffnung, die während der Exspira-
tion gemessen wird, die Gaszusamensetzung in der Lunge
während der vorangegangenen Zeit repräsentiert, ergibt
doch die Kurve des exspiratorischen CO2-Konzentrationsan-
stiegs als Funktion der Zeit, da sie an der Mundöffnung
gemessen wird, ein verschobenes Bild über die Veränderungen
in der Gaszusamensetzung in den Alveolen. Dies liegt da-
ran, daß die Zeit, die benötigt wird, bis das Gas von den
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2_ 15.. Qqkb Abb (links) Diagramm vom. 3 :
Expirationsflow und expirato-
rischer CO2-Anreicherung im
Verhältnis zur Zeit. Das ge-
strichelte Gebiet unterhalb
der Atemflowkurve entspricht
in seinem Integral dem Tot-
raumvolumen. Auf der Zeitachse
beinhaltet der gestrichelte
Bereich die Zeit, die ver-
streicht, bis Gasprobe A von
der Lunge zur Mundöffnung
gelangt ist.
Abb. A (rechts): Die für Tot-
raumvolumen und Expirations-
Time - Seconds
Ü 0,5 1 115 '2 23,5 0-' Oı5 i i5 Z Z5 flow korrigierten Datenpunkte. _ ' ' für CO2-Anreicherung und O2-
-nme Seconds Abnahme, wie sie sich in den
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f Alveolen darstellen.
ist, die als Funktion des Exspirationsflows und des Tot-
raumvolumens zu verstehen sind. Um jedoch den genauen Kur-
venverlauf zu erhalten, der die Veränderungen in der C02-
Konzentration, wie sie in den Alveolen vorliegt, anzeigt,
werden die "rohen Daten" auf die Veränderungen im Exspira-
tionsflow und im Totraumvolumen umgerechnet. Indem die
Bohr'sche Gleichung zur Bestimmung des respiratorischen
Totraums benutzt wird, errechnet der Computer-Algorithmus
den Totraum aus folgender Formel:




X = end-exspiratorische C02-Konzentration
y = mittlere C02-Konzentration
In Abb. 5 sind die Datenpunkte für das abgeatmete C02 auf-
getragen. Die Datenpunkte A und A' korrespondieren zeit-
lich auf der C02- und Atemflowkurve. Ausgehend vom Punkt
A auf der 002-Konzentrationskurve an der Mundöffnung
wird auf der Flowkurve rückintegriert bis zu dem Punkt,
an dem das Integral über dem Atemflow gleich dem.Totraum-
volumen entspricht (angezeigt durch das schraffierte Ge-
biet unter der Kurve). Der Zeitabschnitt unter dem schraf-
fierten Gebiet entspricht der Zeit, die verstreicht, bis
die Gasprobe A von der Lunge die Mundöffnung erreicht.
Indem.nun diese Transportzeit von dem Punkt abgezogen wird,
wo Gasprobe A am Munde gemessen wurde, kann die echte Zeit
bestimmt werden, zu der Gasprobe A sich noch in der Lunge
befand. Dieses Vorgehen, auf der Flowkurve rückwärts zu
integrieren, kann für alle anderen Punkte B,C,D usw. ange-
wendet werden, bis schließlich alle Punkte auf der Kurve
ihre korrespondierenden Werte erhalten haben, als sie sich
noch in der Lunge befanden. Die 002-Werte der rechten Kurve
von Abb. A wurden nach Korrektur mit Hilfe des oben be-
schriebenen Vorgehens erneut aufgetragen und stellen somit
die alveoläre C02-Konzentration dar.
Praktische Anwendung
In einer postoperativen Pilotstudie bei Patienten nach in-
tracardialen Eingriffen (aortocoronarer by-pass, Klappen-
ersatz, Vorhofseptumdefekt) wurden auf der Intensivbehan-
lungsstation die jeweiligen erfaßten VDI-Werte mit der
Erholungsrate verglichen. Die Patienten wurden hierzu in
drei Gruppen unterteilt:
1. Gruppe von Patienten, die verstorben sind
2. Gruppe von Patienten, die sich langsam erholten
3. Gruppe von Patienten, die eine schnelle Erholung auf-
wiesen.
In Tabelle 1 (Kontingenztafel) ist die Gesamtzahl der
Patienten aufgeführt, die verstorben sind und sich (Zeilen)
langsam bzw. schnell in der postoperativen Phase erholt
haben. Desgleichen erfolgt eine Unterteilung in die ver-
schiedenen gemessenen VDI-Werte (Spalten). Um nun zu unter-
Tabelle 1: Anzahl der beobachteten Patienten mit ihren
korrespondierenden VDI-Werten
VDI 0 VDI 0-1 VDI 1 Summe
Verstorben 11 12 1 Z 2A
LangsameErholung 1A 56 10 80
Schnelle
Erholung 0 10 7 17
Summe 25 78 18 121
Tabelle 2: Anzahl der zu erwartenden Patienten mit ihren
korrespondierenden VDI-Werten (Nullhypothese)
VDI 0 VDI 0-1 VDI 1 Summe
Verstorben A.958 15.A71 5.570 2A
LangsameErholung 11.901 8016.529 51.570
SchnelleErholung 5.512 10.959 2.529 17
18 121Summe 25 78
suchen, ob die beobachtete Häufigkeit signifikant diffe-
riert von der zu erwartenden Häufigkeit (d.h. Patienten,
die verstorben sind, negative VDI-Werte ergeben hatten),
benötigt man einen Signifikanztest für die Nullhypothese.
Hierbei soll festgestellt werden, ob die relativen Häufig-
keiten der den drei Zeilen entsprechenden Grundgesamtheiten
die gleichen sind. Ein passender Test hierfür ist der Test
aufgrund der X2-Verteilung (chi-square). Es erfolgt erst
einmal eine Bestimmung der Zahlen, die unter der Null-
hypothese zu erwarten gewesen wären (Tabelle 2).
Bei der Berechnung der zu erwartenden Häufigkeit muss man
das Verhältnis zwischen den Zahlen in den Spalten der drei
Grundgesamtheiten kennen. Da diese nicht bekannt sind,
müssen sie aus den beobachteten Werten bestimmt werden. Die
beste Methode ist die Verwendung des Verhältnisses der Spal-
tenhäufigkeit für die Gesamtzahl von 121 beobachteten Patien-
ten. Unter der Nullhypothese nehmen wir an, daß die Zeilen-
häufigkeit sich in gleicher Weise zueinander verhalten muß,
wobei wir bekannten statistischen Methoden entsprechend
vorgehen (9). Die beobachtete Häufigkeit wird nun mit der
erwarteten Häufigkeit verglichen:
(beobachtete Häufigkeit - erwartete Häufigkeit)2
erwartete Häufigkeit
Über alle neun Felder summiert ergibt dies einen
X2 = 22.556. Bei dem in unserem Fall vorliegenden Freiheits-
grad von A beträgt die zu X2 gehörige Signifikanzschwelle
für einen zweiseitigen Test p kleiner als 0.1 (9). Da wir
es jedoch mit einem einseitigen Test zu tun haben, beträgt
die entsprechende Wahrscheinlichkeit weniger als die Hälte
EDV in Medizin und Biologie 3/1977 83
von 0.1%, d.h. 0.05%. Weniger als einmal unter 2000 wird
also ein so großer Wert von X2 erreicht oder überschritten.
Es kann somit festgestellt werden, daß eine deutliche Be-
ziehung zwischen niedrigem VDI (VDI kleiner als 1) sowie
"Schweregrad der Erkrankung" vorliegt.
Diskussion
Der VDI wurde hauptsächlich dazu entwickelt, Verteilungs-
störungen in der Ventilation von Schwerkranken frühzei-
tigst zu erkennen. Grundsätzlich wird hierbei an Hand der
exspiratorischen C02-Kurve die Anzahl der sich schlecht
und spät entleerenden Alveolen erfaßt. Da diese Berechnung
aus der Messung normaler Ventilationsgrößen abgeleitet ist,
wird eine zusätzliche Verwendung von He oder N2 als Tracer-
gas bzw. Manipulationen am Bespirator, um eine echte funk-
tionelle Residualkapazität zu erfassen, überflüssig. Alle
diese Techniken sind zu mühsam, um sie auf einer Intensiv-
behandlungsstation routinemäßig und kontinuierlich zur
Anwendung zu bringen. Zusätzliches Gerät am Bett des Pa-
tienten würde das medizinische Personal bei seiner tägli-
chen pflegerischen Aufgabe behindern. Aus diesem Grund er-
schien es mehr als nützlich, ein computergesteuertes Patien-
tenüberwachungssystem zum Einsatz zu bringen, welches die
notwendigen Berechnungen schnell, zuverlässig und automa-
tisch durchführt. Obgleich ein auf ein Spirometer basieren-
der Lungenmeßplatz Daten mit viel genauerer Präzision geben
kann, so erweist sich doch der Pneumotachograph als für die
tägliche Routine ausreichend. Es erscheint interessant
festzustellen, inwieweit der "VDI" zur Verminderung der
Patientenmorbidität und Mortalität beitragen kann. Dies
ist eine Frage, die schwierig zu beantworten ist. Sicher
ist, daß hierdurch Ärzte und Schwestern plötzliche als
auch schleichende Ventilationsstörungen durch Trendanalyse
frühzeitig erfassen können und den Patienten somit recht-
zeitig der Therapie zuleiten können, bevor sich das volle
Krankheitsbild ausgebildet hat. Harte, objektive Daten,
die die Vorteile einer frühzeitigen Erfassung pulmonaler
Verteilungsstörungen dokumentieren, sind notwendig, um den
finanziellen Einsatz einer solchen Anlage im Intensivpflege-
bereich zu rechtfertigen.
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MISS - ein einfaches Simulations-System für biologische und
chemische Prozesse
Von B. A. Gottwald
Zusammenfassung
Es wird ein interaktives block-orientiertes Simulations-System für kontinuierliche Prozesse vorgestellt, das
insbesondere im Hinblick auf die Benutzerfreundlichkeit des Dialoges mit dem Digital-Rechner entwickelt wurde.
Die Arbeit mit diesem Simulations-System wird ausführlich erläutert anhand eines einfachen Beispiels (kontinu-
ierliches Rauber-Beute-Modell) sowie der Kinetik der Phytochrom-Rezeptor-Wechselwirkung.
Summary
This paper introduces an interactive block-oriented simulation system for continuous processes which has been
developed especially with respect to the user orientation of the dialogue with the digital computer. The work
with this simulation system is described in detail for a simple example (continuous predator-prey model) and for
the kinetics of the phytochrome-receptor interaction.
1. Einleitung
Die theoretische Behandlung biologischer und chemischer
Prozesse führt häufig auf Differential-Gleichungen, die
wegen ihrer Struktur oder ihrer KomleXität nur bedingt
lösbar sind und deren Lösungen sich oft nur schwer mit
experimentellen Ergebnissen vergleichen lassen. Derartige
algebraisch nur schwer oder überhaupt nicht lösbare Diffe-
rential-Gleichungen wurden zunächst mit Hilfe von Analog-
Rechnern behandelt, wie dies beispielsweise RÖPKE und
RIEMANN (1969) beschreiben. Wegen der Nachteile der Analog-
Rechner (Schwierigkeiten bei der Skalierung, geringe Genau-
igkeit, schlechte Reproduzierbarkeit der Ergebnisse, geringe
Benutzerfreundlichkeit) hat man sich bemüht, die Analog-
Rechner-Verfahren in Programen für den Digital-Rechner
nachzubilden. Derartige Simulations-Programme erfordern
jedoch einen verhältnismäßig hohen Programmier-Aufwand, so-
fern man nicht nur das Simulations-Modell, sondern auch den
vollständigen Ablauf eines solchen Programms einschließlich
der zugrundeliegenden numerischen Verfahren formulieren
muß. Aus diesem.Grunde wurden in den letzten Jahren eine
Reihe von speziellen Simulations-Systemen entwickelt, bei
denen der Benutzer lediglich die Struktur seines Modells
sowie die Werte der Parameter einzugeben hat. Insgesamt
wurden bisher mehr als fünfzig verschiedene derartige
Simulations-Systeme veröffentlicht. Eine Bibliographie der
wesentlichsten gegenwärtig verfügbaren Systeme zur Simula-
tion kontinuierlicher Prozesse (APSE, GSMP, CSSL, DARE,
DSL, DYNAMO III, MARSYAS, MIMIC und MDBSSL-UAF) findet sich
bei SAMET (1976).
Bei den meisten dieser Systeme werden Struktur und Parame-
ter der Modelle als Karten für die Stapelverarbeitung in
den Digital-Rechner eingegeben. Sehr wesentlich für die
Simulation ist jedoch die Möglichkeit zunıinteraktiven
Arbeiten an einem graphischen Terminal. Das hier zu be-
schreibende Minimal-Simulations-System (MISS) wurde daher
insbesondere im Hinblick auf die Benutzerfreundlichkeit des
Dialogs entwickelt. Dabei wurde SIMULA als weitestgehend
maschinenunabhängige Programmiersprache gewählt, die ins-
besondere auch wegen ihrer Textverarbeitungs-Möglichkeiten
hierfür besonders geeignet ist (vergl. auch GOTTWALD und
WOLLBOLDT, 1976).
2. Aufbau von MISS
Wie beim Analog-Rechner muß der Benutzer lediglich die
Struktur seines Modells sowie die Werte der Parameter ein-
geben. Dabei wird unterschieden zwischen der dem Analog-
Rechner ähnlichen block-orientierten Formulierung und der
auf der mathematischen Schreibweise aufbauenden algebrai-
schen Formulierung. Beide sollen zunächst schematisch für
das hier als einfaches Beispiel gewählte kontinuierliche
Räuber-Beute-Modell (vergl. z.B. HADELER, 1974) dargestellt
werden. Für dieses gelten die folgenden Differential-
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Tabelle 1: In MISS verfügbare Block-Typen (E1, E2 und E5
stehen für die Numern der an den jeweiligen
Eingängen liegenden Blöcke; für nicht belegte











AUSG = E1 + E2
E1, E2 oder E5
gegeben werden.
AUSG : E1 ' E2
AUSG = E1 / E2
AUSG = K
AUSG = E1 ~ K
+ E5 Beim SUM-Block können
auch mit negativem Vorzeichen ein-
.E3
AUSG = j(E1 + E2 + E3) - er + K Beim ING-Bieek
können E1, E2 oder E5 auch mit negativem Vorzeichen
eingegeben werden.
AUSG = T
Für T'< K: AUSG = E5
Für T_í K: AUSG = E1(T-K)
Hierbei handelt es sich um einen Verzögerungs-Block,
an dessen Ausgang anfangs der Wert von E5 und an-
schließend der jeweils um K verzögerte Wert von E1
liegt.
Dieser Block-Typ ermöglicht es, eine beliebige Funk-
tion aus einem oder mehreren Eingangswerten zu defi-
nieren und diese als Sonderblock zu verwenden. Hierzu
ist es jedoch erforderlich, daß diese Funktion in das
zugrundeliegende SIMULA-Programm eingefügt wird.
Gleichungen (Zahl der Beutetiere: X; Zahl der Räubertiere:
y): dX/dt = X = a°X - b-X-y (1a)
ay/dt = y = e~x~y - d~y (ib)
Bei der block-orientierten Formulierung muß man zunächst
ein Block-Diagramm aufstellen, wie es in Abb. 1 dargestellt
ist: Am Ausgang der Integrierer 1 und 2 mögen die jeweili-
gen Werte von X und y anliegen. Der Multiplizierer 5 er-
zeugt daraus das Produkt X-y. Durch Multiplikation von X
mit dem Faktor a im Verstärker A sowie von X°y mit b im
`Verstärker 5 und anschließende Differenz-Bildung am Eingang
des Integrierers 1 wird X gemäß Gleichung (1a) gewonnen.
Daraus berechnet der Integrierer 1 wiederum X. Entsprechend
wird Gleichung (1b) mit Hilfe der Blöcke 3, 6, 7 und 2 rea-
lisiert. Dabei sind die Anfangswerte XO und yo gesondert
festzulegen. Bei der block-orientierten Formulierung wird
alsdann anhand des Block-Diagrames eine Block-Liste auf-
gestellt, wie sie hier zunächst ohne Bezug auf ein bestimm-
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Für ein bestimmtes Problem sind dann die Faktoren und An-
fangswerte (Parameter) als Zahlwerte festzulegen und die
Block-Liste ist entsprechend dem jeweiligen Simulations- ~
System in den Digital-Rechner einzugeben
Bei der algebraischen Formulierung werden nur die Gleichun-
gen (1a-b) in mathematischer Schreibweise einschließlich
der erforderlichen Werte für die Parameter in den Digital-
Rechner eingegeben und intern durch das betreffende Simula-
tions-System umgewandelt. Trotz dieser Bequemlichkeit der
algebraischen Formulierung ist für biologische und chemi-
sche Prozesse die block-orientierte Formulierung wegen des
klareren Bezuges zum betrachteten System zweckmäßiger.
In MISS stehen für die Behandlung biologischer und chemi-
scher Prozesse ein Standard-Satz von 8 Block-Typen sowie
die Möglichkeit zur Vereinbarung eines Sonderblockes zur
Verfügung. Diese Block-Typen sind in Tabelle 1 zusammenge-
stellt.
Nach dem.Aufruf von MISS erfolgt die Eingabe der Block-Liste
Dabei ist zunächst jeweils der Block-Typ sowie die Block-
Numer einzugeben. MISS verlangt anschließend die gemäß
obiger Tabelle erforderlichen Eingaben„ Die der Struktur
der Abb. 1 äquivalente Block-Liste wird wie folgt eingegeben
(dabei wurden hier für die Anfangswerte der Integrierer so-
wie die Faktoren spezielle Zahlwerte gewählt):
*~k~k'k¬k¬k****'k'k*'k*****'k**k'k'k**'k*'k***'k*¬k**'k'k'k*¬k'k********'k**¬k'k*****














































WOLLEN SIE AUS DER DATEI 'MODEL' EINLESEN ?
*
»*x-**›e»»u-wa »›+*x-»»x-wu-w»a *x-wi-»»I-*=+**I *d-***=*
*kk* k*'k**'k****ir
Durch die Eingabe von LAS wird die Block-Liste abgeschlossen.
Anschließend kann die eingegebene Block-Liste noch einmal
vollständig ausgedruckt werden:
*************************************************************
* WOLLEN SIE EINE LISTE DER EINGEGEBENEN BLOECKE ?(JA/NEIN)*
±±±*****±±***********±*****±******±***********************±**
Wird JA eingegeben, so wird die Block-Liste ausgedruckt.
Anschließend kann sie geändert oder ergänzt werden. Soll
ein bereits eingegebener Block gelöscht werden, so geschieht
dies durch Eingabe von DEL N (N steht dabei für die Nummer
des zu löschenden Blockes.)
Für den Ablauf der Rechnung benötigt MISS dann noch die
folgenden Eingaben:
*************************************************************
* WELCHE BLOECKE SOLLEN AUSGEGEBEN WERDEN ? *
* >l 2 Ø *
*************************************************************
Es können die Ausgangswerte von maXimal vier Blöcken aus-
gegeben werden. Sofern weniger als vier Blöcke gewünscht
werden, ist als letzte Ziffer eine 0 einzugeben.
******************************ki**k**************************
* ANFÄNGS-UND ENDWERT DER UNABHAENGIGEN VARIABLEN ? *
* >Ø llØ *
±****±*****±****±***±****±**±*******±****±±***±*±*±±±**±*****
Hierbei muß der Anfangswert der unabhängigen Variablen
(üblicherweise die Zeit oder eine Ortsvariable) kleiner als
der Endwert sein, da MISS nicht rückwärts rechnet.
Durch die Eingabe
***±***±*****±********************±**±***********************
* LAENGE DES DRUCKINTERVALLS ? *
* >lØ *
*ff**************±*±**±**********************±********±±*±**±
wird festgelegt, um wieviel jeweils die unabhängige Variable
bis zunınächsten Drucken der erhaltenen Werte erhöht wird.
Durch die Eingabe
***********************±±*************x±±****±*±*************
* ANZAHL DER INTEGRATIONSSCHRITTE PRO DRUCKINTERVALL ? *
* >10 *
*************************************************************
wird festgelegt, wieviele Integrationsschritte innerhalb
eines Druck-Intervalls ausgeführt werden. Viele Integra-
tionsschritte erhöhen die Genauigkeit des Ergebnisses, sie
verlängern jedoch zugleich die Rechenzeit. Sofern die Zahl
der Integrationsschritte zu niedrig und damit das benutzte
Integrationsverfahren (RK4) instabil wird, fordert MISS
den Benutzer auf, diese Zahl zu erhöhen.
Bei Eingabe von NEIN auf die Frage
***************k*********************************************
* WOLLEN SIE EIN DIAGRAMM ? *
*±±**************±**±±*********±***±***±*±***±±*****±****±***
gibt MISS die Ergebnisse der Rechnung nur als Tabelle auf
dem Terminal aus. Bei Eingabe von JA (sinnvoll nur an gra-
phischen Terminals bzw. für die Ausgabe auf dem Plotter)
verlangt MISS dann noch Eingaben für die Formatierung der
graphischen Ausgabe. Anschließend gibt MISS die Ergebnisse
der Rechnung als Graphik aus. Dies ist für das hier gewähl-
te Beispiel in Abb. 2 dargestellt (Zahl der Beutetiere X
als Abszisse; Zahl der Räubertiere y als Ordinate). MSS
gibt ferner die Ergebnisse der Rechnung als Tabelle und
als Print-Plot-Diagramm in eine spezielle Datei OUTF aus,
die nach Beendigung von MISS gedruckt werden kann.
Anschließend besteht die Möglichkeit, das Modell in einer
bereits vor dem Aufruf von MISS assignierten Datei MODEL
zu katalogisieren. Es kann dann bei einem späteren Aufruf




* WOLLEN SIE DAS PROGRAMM BEENDEN ? *
*****±±±±*±*±±*±***±*±±**±±*******±±±±*±***±*****x*******±±*±
mit NEIN beantwortet wird, besteht die Möglichkeit, Ände-
rungen vorzunehmen:
**********k*k*******k****************kk**********************
* GEBEN SIE BITTE EIN, WAS SIE VOR DEM NEUEN LAUF *
AENDERN WOLLEN (BISHERIGE WERTE IN KLAMMERN)
ZUR WAHL STEHEN:
1 BLOCKLISTE
2 AUSZUGEBENDE BLOECKE ( l 2 )
3 BEREICH DER UNABH. VAR. ( Ø.ØØ&+ØØ BIS l.ØØ&+Ø2 )
4 DRUCKINTERVALL ( l.ØØ&+Øl )
5 INTEGRATIONSSCHRITTE PRO DRUCKINTERVALL ( lØ )
0 ENDE DER AENDERUNGSWUENSCHE
BITTE KENNZIFFER(N) EINGEBEN
>3 4 5 Ø
************fkk**********************************************
*I-%*I-**X-* 1W*SF***X~*
Anschließend läuft eine neue Rechnung unter Berücksichti-
gung der vorgenommenen Änderungen ab.
MSS enthält eine Reihe von Routinen, die speziell für ein
möglichst störungsfreies Arbeiten entwickelt wurden:
a) Bei syntaktisch aufgrund von Irrtümern des Benutzers
nicht brauchbaren Eingaben (beispielsweise REAL-Zahlen K
an Stelle von INTEGER-Zahlen oder umgekehrt sowie Buch-
staben an Stelle von Ziffern oder umgekehrt) fordert
NHSS den Benutzer mit erläuternden Kommentaren erneut
zur Eingabe auf.
b) MISS prüft die Liste der eingegebenen Blöcke auf alge-
braische Schleifen und sortiert anschließend in eine für
die Berechnung sinnvolle Reihenfolge.
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c) In den MUL- und DIV-Blöcken wird jeweils vor der Berech-
nung geprüft, ob das Ergebnis innerhalb des in SIMULA
_ zulässigen Werte-Bereichs liegt. Gegebenenfalls wird ein
zu großer oder zu kleiner Wert durch die entsprechende
Grenze ersetzt. Dabei wird zugleich eine entsprechende
Information an den Benutzer ausgegeben.
5. Beispiel aus der Pflanzen-Physiologie
Die Arbeit mit MISS soll hier nun anhand eines Beispiels
aus der Pflanzen-Physiologie erläutert werden. Im Anschluß
an MOHR (1972) und SCHÄFER (1975) ergab sich für die Kine-
tik der Phytochrom-Rezeptor-Wechselwirkung die Notwendig-
keit, das in Abb. 5 dargestellte Reaktionsschema zu behan-
deln. Dabei stellen Pr und Pfr zwei Modifikationen des
Phytochroms dar, die Bindungen mit verschiedenen Rezeptoren
X und X' - teilweise unter Beteiligung eines Enzyms E -
eingehen. Unter Berücksichtigung der in Abb. 5 eingetrage-
nen Geschwindigkeits-Konstanten ergibt sich daraus das
folgende System.von Differential-Gleichungen (dabei sind
zur Vereinfachung die sonst für Konzentrations-Angaben ver-
wendeten eckigen Klammern fortgelassen):
. -~ _. 0 ø d OPr - kl Pr + k2 Pfr + k6 PPX + ks
Pfr 2 K1 Pr _ (k2+k5) . Pfr
PPX = - (kóikl) - PPX + k2-PfrX + k5'PrX'
PfrX = k3°Pfr + kl-PrX - (k2+ku) - PfrX
PPX' = - (k5+k1) ' PPX' + k2'PfPX' + k2°PfrX'E
- 14+-Pfrxiz + iz,-Pfrx + kl-PTX'
- iz,~P¿,X' + i<_-Pfrxis
Pfrxı I
Pfrxfiz = i<+-Pfrxiz - (i<_+i<,+k*) - Pfrxis









Hieraus lassen sich in der üblichen Weise Beziehungen für
den stationären Zustand gewinnen, indem sämtliche Ablei-
tungen gleich 0 gesetzt werden. Dieser stationäre Zustand
stellt sich allerdings erst für sehr große Zeiten ein.
Im Hinblick auf den Vergleich mit experimentellen Daten
ist insbesondere auch der zuvor ablaufende nichtstationäre
("transient") Prozess von Interesse. Dessen Verlauf kann
in einfacher Weise mit Hilfe eines block-orientierten
Simulations-Systems wie MISS berechnet werden. Hierzu w
das Differential-Gleichungs-System (2a-h) zunächst in e
Block-Diagramm übertragen, wie dies- der besseren Über- .T¶¶I_L1íÜ¶í:
. . . . 3
ird
in
ren - in Abb. A dargestellt ist. An den Eingängen der Inte-
sichtlichkeit wegen ohne Integrations-Konstanten und Fakto- ¶_%%{`l [__lZ. ` .Ii
i ,T . gn
grierer 1 bis 8 liegen dabei in der gleichen Reihenfolge fI_
X `
die rechten Seiten der Gleichungen (2a) bis (2h). Hišä _ 5 25 ¶_*“*__“i' i' '@2 Y
Ein typisches Ergebnis eines Laufs von MISS für dieses _
System, bei dem anfangs Phytochrom nur als Pr mit der Kon- i. J
zentration 1 vorhanden war, zeigt Abb. 5. Dabei sind aus Ä 7
Platzgründen hier nur diejenigen Reaktions-Teilnehmer dar- 27 _ |1
gestellt, die Pfr enthalten. Es zeigt sich, daß diese -
wie die Diskussion der Eigenwerte des Gleichungs-Systeme











l k2 l ._.._.k.í;..› 'E+Prx --P¿xız k i=>„x+E
kl'
PH' +X'+ E
Abb. 5: Reaktionsschema für die Phytochrom-Rezeptor-
Wechselwirkung
(2a-h) erwarten läßt - außerordentlich unterschiedliche
Zeitkonstanten aufweisen. -
Eine ausführlichere Darstellung der Ergebnisse der Simula-
tion dieses Phytochrom-Rezeptor-Systems wird an anderer
Stelle erfolgen.
4. Vergleich Analog-Simulation / Digital-Simulation
Ein Vergleich der Simulation auf Analog- und Digital-
Rechner (sowie der Kombination beider im Hybrid-Rechner)






hat insbesondere die folgenden Gesichtspunkte zu berück-
sichtigen:
a. Er1ergbarkeit: Beide Systeme setzen voraus, daß das bio-
logische oder chemische System zunächst in ein Block-Dia-
gram übersetzt wird. Die anschließende Übertragung in die
Schaltung des Analog-Rechners bzw. die BlockeListe des
Digital-Rechners ist erfahrungsgemäß nach einer kurzen Ein-
führung ohne größere Schwierigkeiten möglich.
b. VQrbere1tgng: Der Aufbau der Schaltung von Analog-Rech-
nern erfordert wegen des begrenzten Werte-Bereichs (0 - KDV
oder 0 - 100 V) eine Normierung für jede Variable, die mit
einigem Aufwand verbunden ist. Eine solche Normierung, die
mit der Struktur des zu behandelnden Modells nichts zu tun
hat, ist bei der Arbeit mit dem Digital-Rechner wegen seines
praktisch unbegrenzten Werte-Bereichs (in MISS beispiels-
weise größer als 10-38 bis 10+38) nicht erforderlich.
c. B1ggk:TypeQ_ggd_:An§gh1: Die auf einem Analog-Rechner
verfügbaren Block-Typen sind dadurch beschränkt, daß nur
verhältnismäßig einfache Schaltungen von elektronischen Bau-
elementen als Blöcke realisiert werden können. Demgegenüber
kann man auf dem Digital-Rechner beispielsweise im MISS-
Sonderblock sämtliche in SIMULA formulierbaren mathemati-
schen Operationen einsetzen. Die für die Darstellung von
biologischen und chemischen Prozessen erforderlichen Block-
Typen stehen jedoch - abgesehen von den imer wichtiger
werdenden nichtlinearen und Verzögerungs-Blöcken - auf bei-
den Systemen zur Verfügung. Die Anzahl der in einem Simula-
tions-Programm verwendbaren Blöcke (in MISS standardmäßig
99 mit der Möglichkeit der Erhöhung) ist im allgemeinen auf
dem Digital-Rechner größer. Jedoch nimmt im Gegensatz zum
parallel arbeitenden Analog-Rechner für den Digital-Rechner
die Rechenzeit mit der Anzahl der Blöcke zu.
Abb. 5: Graphische Ausgabe von MISS für das Phytochrom-
Rezeptor-System.(2a-h):
Pfr (1-Aenee : 0 - 1.6-i0Z1)
PfrX (2-Achse : 0 - 0.48)
Pfrxf (3-Aenee = o - 0.64)
PfrX'E(Li-Aenee : o - 0.64-io'2)
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d. G§n§g1gk§1t: Für einfachere Systeme genügt im allgemeinen
die Genauigkeit des Analog-Rechners. Diese reicht jedoch
nicht aus, sofern sich im Laufe des zu_behandelnden Prozes-
ses Variable um mehrere Zehner-Potenzen ändern.
e. Agsggbez Die Ausgabeform des Analog†Rechners ist - ähn-
lich wie beim realen Experiment - üblicherweise eine Kurve
auf einem Schreiber oder Oszillographen. Die Ausgabe des
Digital-Rechners erfolgte zunächst über einen Drucker als
Werte-Tabelle oder als Print-Plot-Diagramm. Durch Einsatz
von graphischen Terminals können jedoch.auch beim Digital-
Rechner mit einem Simulations-System wie MISS Kurven auf
dem Bildschirm oder Zeichengerät ausgegeben werden.
Zusammenfassend ist festzustellen, daß block-orientierte
Simulations-Systeme wie MISS es gestatten, auf dem Digital-
Rechner die methodischen Vorzüge des Analog-Rechners ohne
seine Nachteile auszunutzen.
5. Ausblick
Die digitale Simulation biologischer und chemischer Pro-
zesse und ihr Vergleich mit experimentellen Daten nimmt an
Bedeutung ständig zu. Neben den hier behandelten allgemei-
neren block-orientierten Simulations-Systemen wurden daher
für Probleme der chemischen Kinetik spezielle Simulations-
Systeme u.a. von CURTIS und CHANCE (1974), CURTIS (1976)
sowie EDELSON (1976) entwickelt. Diese sind dadurch charak-
terisiert, daß sie einerseits an chenusche Reaktions-
Gleichungen angepaßte Eingabe-Formate aufweisen und anderer-
seits für Probleme mit sehr unterschiedlichen Eigenwerten
spezielle Integrations-Verfahren verwenden. Insbesondere
das von EDELSON (1976) beschriebene Programm BELLCHEM ist je-
doch kaum auf andere Rechenanlagen übertragbar. Aufgrund der
bisherigen Erfahrungen mit SIMULA bei der Entwicklung und
dem Einsatz von MISS erscheint es daher sinnvoll, in SIMULA
ein entsprechendes System zur interaktiven Simulation von
Problemen der Reaktions-Kinetik zu entwickeln.
Eine ausführliche Beschreibung von MISS wird in Kürze in
einem Bericht des Rechenzentrums der Universität Freiburg
erscheinen. Interessenten können das Programm MISS sowie
diesen Bericht beim Verfasser anfordern.
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TIMESDIA - Ein interaktives Programm zur Analyse periodischer
Zeitreihen
Von W. Martin, U. Kipry und K. Brinkmann
Zusammenfassung
Es wird das interaktive Computerprogrammsystem TTMESDIA diskutiert, das entwickelt worden ist zur Analyse
rhythmischer Phänomene, wie sie als Kurzzeitrhythmen - z.B. Glycolyse-Oszillation oder EEG - oder als Langzeit-
rhythmen - circadiane, tidale, lunare oder annuale - in Biologie und Medizin vorkommen. TTMESDIA ist ein selbst-
erklärendes Programm, das auf diese Weise und weiter mittels Simulation von verschiedenen Zeitreihenmodellen
den Benutzer in die Theorie und Praxis der Analyse periodischer Zeitreihen einführt. Die eingebauten Analyse-
verfahren eignen sich zur Auswertung univariater, stationärer und nichtstationärer Prozesse sowie bivariater
stationärer Prozesse. Die Anwendung von TTMESDIA wird erläutert am Beispiel des Nachweises einer circadianen
pH-Rhythmik mit zusätzlicher dritter harmonischer Komponente im Medium einer Kultur von Chlamydomonas
rheinhardii.
Summary
The interactive computer program TIMESDIA is discussed. It has been developped in order to analyse rhythmic
phenomena in biology and medicine like short time rhythms as glycolysis oscillation or the EEG or long time
rhythms as circadian, tidal, lunar or annual patterns.
TLMESDIA is a selfexplaining program and different time series models can be simulated. Applying these facilities
an user can be introduced to the theory and praxis of time series analysis by himself. With the built-in procedures,
an analysis can be performed of univariate stationary or nonstationary processes or of bivariate stationary
processes. The application of TDVESDIA is demonstrated by the detection of a circadian pH-rhythm with an additional
third harmonic measured in a medium of a culture of Chlamydomonas rheinhardii.
1' šëfëêifëâš Es gibt eine große Zahl verschiedener Verfahren in der Zeit-
Es soll ein interaktives Programmsystem diskutiert werden, reihenanalyse, und eine der Schwierigkeiten der Zeitreihen-
das die Analyse von Zeitreihen, insbesondere von periodischen analyse besteht darin, daß meist nur eine Kombination mehre-
Zeitreihen, am Computer unterstützt. Die Notwendigkeit, rer Verfahren zun1Ziel führt. Seit 1975 wurde unter diesen
Zeitreihenanalyse fast ausschließlich mit dem Computer zu Aspekten das interaktive Programsystem TIMSDIA entwickelt
betreiben, hat zwei Ursachen, einmal handelt es sich meist um und bereits vorgestellt und benutzt in einigen Arbeiten
viele Daten - selbst sogenannte kurze Zeitreihen übersteigen (MARTIN, BRINKMANN, 1976a, 1976b, 1976c). In diesem Artikel
die per Hand verarbeitbare Datenmenge - und zum anderen han- soll insbesondere die Analyse von Zeitreihen mit veränderli-
delt es sich um Verfahren, die alle sehr rechenintensiv sind. cher Periodenlänge mit TIMESDIA vorgestellt werden. Dazu
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Abb. 1: Graphische Darstellungen der Trans-
ferfunktionen der idealen linearen
.Filter zur Zeitreihenanalyse: 2
Niedrigpaß (a), Hochpaß (b), Bandpaß (Ol G Ä
(c) und Kammfilter åd). Es ist das




Filter nicht realisierbar sind - man
brauchte unendlich viele Datenpunkte (b) Q2,
sind die Filter, die man bei endlich
vielen Werten approximieren kann, ge-
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Abb. 2: Flußdiagram zur Analyse periodischer
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wird zuerst kurz der mathematische Hintergrund erläutert,
dann als Beispiel die Analyse einer biologischen Zeitreihe
gegeben und zuletzt die Arbeitsweise von TIMESDIA be-
schrieben.
2. Mathematische Zeitreihenanalysâ
Fundamentales Konzept in der Zeitreihenanalyse ist der ein-
eindeutige Zusammenhang zwischen Zeit und Frequenz. Dieses
Konzept wird am besten klar, wenn man das folgende Modell
zur Erzeugung von Zeitreihen betrachtet.
Eine Zeitreihe sei die Realisation eines schwach stationären
Prozesses X(t), wobei schwach stationär bedeuten soll, daß
die zweiten Momente aller zufälligen Größen existieren sollen.
Dann gilt für den Prozeß die Spektraldarstellung gemäß Harald
Cramer
OO
X(t) = I eitk Z(dÄ), -°° < t < 0°
wobei Z(dA) ein kompleXwertiger orthogonaler stochastischer
Prozeß ist, d.h. X(t) kann dargestellt werden als gewichtete
Summe voneinander unabhängiger Sinus-Cosinus-Oszillationen
mit zufälliger Amplitude und Phase. Eine Transformation vom
Zeit- in den Frequenzbereich läßt also eine Zerlegung des
Prozesses in seine voneinander unabhängigen Komponenten zu.
Wichtiges Problem einer Zeitreihenanalyse ist es daher, eine
Abschätzung für diese Zerlegung zu erhalten. Eine solche Ab-
schätzung, nichtparanetrisch und im Sinne der kleinsten
Quadrate, wird durch das sogenannte Powerspektrum geliefert,
das unter Verlust der Phaseninformation das Amplituden-
quadrat der oben beschriebenen Oszillationen gegen die Fre-
quenz beschreibt. Maxima dieser Funktion (peaks) sind Kandi-
daten für mögliche, die Zeitreihe erzeugende Periodizitäten.
Da dieser Schätzer erstens nur auf einer einzigen Realisation
beruht und zweitens die beobachtete Realisation nur ein end-
licher Ausschnitt einer möglichen Realisation ist, ergeben
sich daraus die folgenden Konsequenzen, Wegen der ersten
Bemerkung fordert man nun noch vom Modell, daß die Prozesse
alle ergodisch sein sollen, d.h. daß nen mit einer Realisa-
tion das Verhalten des gesamten Prozesses abschätzen kann.
Das ist zwar äquivalent mit der Vertauschbarkeit der Zeit-
integration mit der Integration über die zugehörigen zufäl-
ligen Größen, aber für die PraXis gilt diese Forderung als
erfüllbar (KOOPMANS, 1974; S.55-55). Wegen der zweiten
Bemerkung erhält man die bekannten Nachteile des Power-
spektrums, nämlich:
(ij Schwache Periodizitäten werden von starken unterdrückt
(ii) Mehrere benachbarte Periodizitäten erscheinen als eine
(iii) Periodizitäten können vorgetäuscht werden, denn nicht
jedes Maximum stellt eine Periodizität dar.
Um nun die genannten nachteiligen Eigenschaften des Power-
spektrums in den Griff zu bekomen, kann man sich des Kon-
zepts des linearen Filterns bedienen. Unter einem linearen
Filter versteht man eine lineare zeitinvariate Transformation
des Prozesses, die eineindeutig beschrieben ist durch die
Nmltiplikation der Transferfunktion des Filters mit dem
Spektrum des Prozesses. Es gibt vier Typen linearer Filter,
die sich besonders für eine Zeitreihenanalyse eignen:
lhauuçmk,Hmmμß-,ämmmß-w¿läm¿íßaéÜüg Q.
Die Menge der für einen Prozeß zugelassenen Filter bildet
eine Algebra. Man kann also bequem rechnen und Filter mit-
einander kombinieren. Zweck des Filterns ist es nun, sich
einen Teilbereich des Prozesses anzuschauen ohne die stören-
den Einflüsse benachbarter Periodizitäten.
Nun soll betrachtet werden, wie sich eine Abweichung vom
Modell des schwach stationären Prozesses auf das Konzept
des Spektrums und des linearen Filterns auswirkt. Als erster
Fall sei der Prozeß nichtstationär iniersten Moment. In diesen
Fall bezeichnet man das zeitabhängige Moment als Langzeit-
trend. Da stets nur eine endliche Realisation des Prozesses
beobachtet werden kann, können wir i.a. nicht zwischen
einer echten Nichtstationarität im ersten Moment und einer
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Stationarität mit niedriger Frequenz unterscheiden. Das
macht man sich am folgenden Beispiel klar: Beginnt ein Beob-
achter einen Prozeß mit einer Periodizität von 100 Jahren
zu messen, dann wird er nicht entscheiden können, ob es sich
bei der Messung um einen Trend im ersten Moment handelt
oder um eine Oszillation mit niedriger Frequenz. Deshalb
kann das Problem der Trendbereinigung durch Anwendung von
Hochpaßfiltern, d.h. Elimination der niedrigen Frequenzen,
gelöst werden.
Als zweiter Fall sollen Nichtstationaritäten im zweiten
Moment betrachtet werden. Für eine Periodizität bedeutet das
eine zeitabhängige Amplitude und Frequenz. Hierzu muß man Abb_ 3,
die Theorie erweitern und eine Spektraldarstellung für sol-
che Prozesse definieren. Ein Ansatz in dieser Richtung ist
die Theorie der evolutionären Powerspektra von M.B.
PRIESTLEY (1965, 1966; PRIESTLEY, SUBBA RAO, 1969;
PRIESTLEY, TONG, 1975). Eine grundlegende Abschätzungs-
technik für solche Prozesse ist die Komplexe Demodulation
(BLUME, 1955, 1965, 1975; iUi<:EY, 1961; WELCH, 1967), die
als ein Bandpaßfilter beschrieben werden kann.
Unter Benutzung der theoretischen Zusamenhänge läßt sich
ein allgemeines Verfahren zur Analyse periodischer Zeit-
reihen konstruieren (Fig. 2).
5. Ein Anwendungsbeispiel aus der Biologie
Zur Erläuterung des allgemeinen Analyseverfahrens in Figur 2
soll das folgende Beispiel betrachtet werden. Figur 5a zeigt
eine registrierte und digitalisierte Zeitreihe. Es handelt
sich dabei um den pH-Wert im Medium einer Kultur von Chlamy-
domonas rheinhardii. Folgende Versuchsbedingungen lagen vor:
Anzucht im Fermenter bei konstant 2500 mit einem Licht-'
Dunkel-Programm von 14:10 std. und unter Zugabe von CO2.
Nach Übergang in ein biologisch stationäres Verhalten wurden
die Versuchsbedingungen geändert auf Konstanttemperatur
20OC und LD-Programm 1:1 std.. Während des gesamten Versuchs
wurde stets gerührt und gelüftet. Die Probleme, die mit
einer Zeitreihenanalyse gelöst werden sollten, sind:
(i) Gibt es eine circadiane Rhythmik in der Zeitreihe ?
(ii) Wenn ja, welches sind ihre Parameter ? Und
(iii) Gibt es weitere Periodizitäten ? - Offensichtlich sind
zwei Komponenten der Zeitreihe, einmal eine Kurzzeitrhythmik
mit einer Periodenlänge in der Größenordnung von 2 std., und
ein in biologischen Zeitreihen meist vorhandener Langzeit-
trend festzustellen. Diese beiden Komponenten beherrschen
natürlich auch das Powerspektrum der Zeitreihe (Fig. 4a).
Wir dürfen im weiteren annehmen, daß die Kurzzeitrhythmik
bedingt ist durch den Testlichtrhythmus von LD 1:1 std.,
also nicht biologisch zu interpretieren ist, und wir wollen
die Interpretation des Langzeittrends weglassen. Durch
Anwendung von Hoch- und Niedrigpaßfiltern im System TIMSDIA
die als einfache symmetrische Durchschnittswerte mit 4 bzw.
40 gleichen Gewichten gewählt wurden, erhält man das unge-
störte circadiane Signal, das als pH-Variation um den zeit-
veränderlichen Mittelwert zu lesen ist (Fig. 5b). Unter










pH-Wert im Medium einer Kultur Chlamydomonas
rheinhardii. (a) Die stündlich gemessenen Werte.
(b) Die Zeitreihe nach Anwendung eines Hochpaß- und
Niedrigpaßfilters zeigt das ungestörte circadiane
Signal als pHèVariation um den zeitabhängigen Mit-
telwert M. Durch das Filtern verliert man jeweils
22 Werte am Anfang und Ende der Zeitreihe, so daß
(b) nur einen Ausschnitt von der 25. Std. bis zur
190. Std. von (a) darstellt.
der Voraussetzung einer stabilen Rhythmik haben wir mit
Hilfe einer sich selbst optimierenden.Kamfilterung (numeri-
cal signal averaging, DEPRINS, CORNELISSEN, 1975) eine
Periodenlänge von 24.5 std. ermittelt. Die mit diesem opti-
malen Kammfilter gefilterte Zeitreihe zeigt Figur 4b. Offen-
sichtlich ist aber dadurch die Rhythnük nicht vollständig
beschrieben. Eine komplexe Demodulation bei 24.5 std. zeigt,
daß zwar die Periodenlänge als zeitunabhängig während der
Messung aufgefaßt werden kann, aber eine Amplitudenveränder-
lichkeit vorliegt. Figur 5a zeigt die durch die komplexe
Demodulation gewonnene Remodulierte, die eine gute Überein-
stimmung mit der gefilterten Zeitreihe aufweist (88.5% der
Gesamtvariation). Die Zeitreihe, die man als Differenz dieser
beiden erhält (Fig. 5b), hat nun eine deutlich erkennbare
Rhythmik mit einer Periodenlänge von 8.5 std.. Eine komlexe
Demodulation dieser Zeitreihe bei 8.5 std. (Fig. 6) zeigt
ein fast zeitunabhängiges Signal mit an- und abschwellender
Anplitude. Eine numerische Überprüfung dieses Ergebnisses
ergab, daß diese dritte Harmonische in der gemessenen Zeit-
reihe vorliegt und nicht hineingefiltert worden ist. Eine
Abb. 4: (a) Powerspektrum.der Zeitreihe aus Figur 5a.
(b) Die Zeitreihe aus Figur 5b nach Anwendung eines
Kammfilters korrespondierend zum circadianen Signal
mit Periodenlänge 24.5 std.
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Abb. 5: Untersuchung des circadianen Signals aus Figur 5b
mit komplexer Demodulation. (a) Die bei 24.5 std.
Remodulierte ( ) und das circadiane Signal
(-----). (b) Die Residuen mit der 8.5 std. Rhythmik.
Der gezeigte Ausschnitt entspricht jeweils der
60. bis 155. Stunde der gemessenen Zeitreihe aus
Figur 5a.
biologische Interpretation dieser dritten Harmonischen er-
scheint allerdings schwierig, da die Amplitude in der
Größenordnung von 0.01 pH liegt gegenüber ca. 0.15 pH
Amplitude der circadianen Komponente.
4. Struktur von TIMESDIA
TIMESDIA gliedert sich in vier Blöcke, die der Benutzer
mehrfach in beliebiger Reihenfolge ansteuern kann.
Simulationsblock. Hier können verschiedene Zeitreihenmodelle
erzeugt werden, einmal deterministische Modelle, nämlich
sowohl periodische (Sinus, Flip-Flop, Sägezahn), als auch
beschreibungen über die eingebauten Analyseverfahren und
einen Überblick über alle Eingaben, Ausgaben und Graphiken
des Programs.
Datenverwaltungsblock. Der Benutzer kann die registrierten
und digitalisierten Zeitreihen in beliebigen Dateien sameln,
denn jede FORTRAN-lesbare Datei kann nut dem.Program.TIMES-
DIA verarbeitet werden. Zur Unterstützung der technischen
Handhabung der digitalen Daten stehen die folgenden Funktio-
nen des Programme zur Verfügung: Kopieren, Löschen, Ändern
und Verketten von Zeitreihen, Auswählen von Teilstücken aus
Zeitreihen und Listen von Dateiinhalten.
Analyseblock. Dieser Block enthält eine Methodensammlung
zur Analyse eingelesener oder intern simulierter Zeitreihen.
Alle eingebauten Verfahren sind in beliebiger Reihenfolge
mehrfach anwendbar, man ist deshalb nicht auf den in Figur 2
dargestellten Algorithmus festgelegt. Die zur Zeit einge-
bauten Verfahren sind (vgl. MARTIN, BRINKMANN, 1976a):
a) Spektralanalytische Verfahren.
Uni- und bivariate Spektralanalyse
(JENKINS, WATTS, 1968; BENDAT, PIERSOL, 1971).
Periodogrammanalyse (ENRIGHT, 1965; LAMPRECHT,
WEBER, 1970, 1972; DÖRRSCHEIUI, BECK, 1975).
b) Spektralanalytische Verfahren unter Berücksichtigung
der Zeitabhängigkeit des Spektrums.
Pergressive Fourieranalyse (STUMPFF, 1957; BLUME,
1955, 1965)
Diskrete Spektralanalyse (CORNELISSEN, DEPRINS,
1973).
nichtperiodische (Polynome, Logarithmus, Exponentialfunktion), c) Abschätzung autoregressiver Modelle (ANDERSON, 1971).
und zum anderen stochastische Modelle, nämlich weißes Rau-
schen und autoregressive Modelle. Es können jeweils beliebig
viele deterministische Modelle in beliebiger Reihenfolge
durch Addition und Multiplikation verknüpft werden. Ein so
simuliertes deterministisches Signal kann dann noch additiv
mit den stochastischen Modellen verknüpft werden.
Informationsblock. In diesem Block erhält der Benutzer Kurz-
Abb. 6: Komplexe Demodulation des 8.5 std. Signals aus
Figur 5b. (a) Amplitudendiagramm und (b) Phasen-
diagramm als Funktion der Amplitude, bzw. Phase
gegen die Zeit. Der Nullpunkt der Zeitachse ent-
spricht jeweils der 72. Stunde in der Originalzeit-
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d) Filter.
Eingebaut sind Approximationen an alle Typen idealer
Filter (Fig. 1) durch eine geeignete Wahl von Filter-
gewichten (KOOPMANS, 1974) und spezielle Verfahren:
Komplexe Demodulation (STOKES, 1879; BURKHARD, 1904;
Tticiiv, 1961; CHILDRES, P./-io, 1972; BLooMiiiELD, 1976),
Numerical signal averaging (DEPRINS, CORNELISSEN, 1975)
e) Graphische Darstellungen, Abschätzung von Momenten,
Histogramme, lineare Regressionen.
Wegen des modularen Aufbaus des Programms lassen sich wei-
tere Methoden ohne tiefgreifende Änderung des Programm-
systems nachträglich einbauen.
Arbeitsweise. Innerhalb der Blöcke stellte das Programm dem
Benutzer Fragen, die sich in vier Typen gliedern: Verteiler,
Alternativen, numerische Eingabe und Texteingabe. Jede
Eingabe wird auf syntaktische und semantische Richtigkeit
geprüft, und im Falle eines Fehlers wird die Frage erneut
gestellt. Auf alle Fragen als Antwort zugelassen sind die
Sonderbefehle 'Hilfe' und 'Ende'. Mit 'Hilfe' kann Informa-
tion über die Syntax und Semantik der Antwort abgefragt
werden und mit 'Ende' können Verfahren abgebrochen, bzw.
Verfahrensteile ausgelassen werden.
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5. Verfügbarkeit des Programms
Das Program ist geschrieben im IBM-FORTRAN-IV-G1-level.
Es steht als Quellenprogramm gespeichert auf einem Magnet-
band im EBCDIC-Code zur Verfügung. Ferner können bei den
Autoren angefordert werden ein Plan zum Einbau des Programs
und ein Handbuch mit technischen Hinweisen zur Benutzung
und Erweiterung des Programms.
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Modelle zur Interpretation von Wechselwirkungen
Von W. Kosswig
Zusammenfassung
Wechselwirkungen (beliebiger Ordnung) - erläutert an 2- und 3-faktoriellen Fragestellungen - sind in einer Varianz-
analyse Summen von Abweichungsquadraten, die sich aus den Abweichungen der Einzeldifferenzen (dj) zu ihrer
mittleren Differenz (d) ergeben: _ 2scrwwi = q ird,-di
J
Die besprochenen Beispiele beziehen sich auf Fälle, in denen ein Faktor (x) oder zwei Faktoren (xl, mg) dimensio-
nierte Größen sind. Die Differenzen dj können als Funktionen von x bzw. xl, x gezeichnet werden und geben von2
dieser anschaulichen Darstellung her auch die Möglichkeit zu ihrer sinnvollen Interpretation.
In einer weiteren Veröffentlichung sollen die behandelten Fälle durch numerische Beispiele ergänzt werden.
Summary
Interactions of any order are sums of squares which result from the deviations of single differences (dj) to their
mean difference (d) multiplied by a factor q as
scri/wi = q ird.-Zv2
j J
The relations are demonstrated on problems arising from 2- and 3-factorial experiments. The examples are selected in
such a way that one variable (x) or two variables (x x2) have a "quantitative" character. The differences dj can be
1.)
plotted against x or xl and x2, respectively.This graphic description of an interaction is a very useful help for its
meaningful interpretation.
Numerical examples will follow in the same periodical.
In der Literatur wird die Summe der Abweichungsquadrate
(SQ) für die Wechselwirkung (WW) 1. Ordnung zwischen 2
Fáwmen(Am¿:aSU¿e@ H¿@<=i;BrmtbE%u%n,
Index = j) bei r Wiederholungen als
sQ(ww) = rš ti [(§<..-§2. )-(š< .-§1 )]2 = rf Zd..2 (1)izl jzl ij i. .j .. 1 j ij
definiert. In vielen EDV-Programmen für faktorielle Vari-
anzanalysen (VA) mit gleichen Zellenhäufigkeiten werden
die dij-Werte als 2-Wege-Tafel ausgegeben. Der Informations-
gehalt dieser Tabelle ist gering, weil sich daraus nur
entnehmen läßt, welche Zellen die WW zu einem hohen Anteil
bestimmen und die Additivität im Zusammenwirken der beiden
Faktoren A und B stören. Wie ich in einer früheren Ver-
öffentlichung (KOSSWIG 1970) gezeigt habe, wird wesentlich
mehr an Information gewonnen, wenn die ab-Tafel in a-1
voneinander unabhängige Tafeln mit 2 Zeilen und b Spalten
zerlegt wird. Mit
wird für die b-1 Freiheitsgrade (FG) einer solchen 2xb-
Tafel
sQ<ww> = q ird,-â>2 <3)
Der Faktor q ist gegeben durch
z z_ 1 2q'fä'í*:?2 (M)
Hierin sind zí und z2 die Anzahl der unabhängig vonein-
ander zusammengefaßten Zeilen aus der ursprünglichen ab-
Tafel. Nat (5) wird "die Hypothese geprüft, ob die Einzel-
differenzen dj als nur zufällig verschieden von ihrer mitt-
leren Differenz d angesehen werden dürfen. Je nach der
hierzu getroffenen Entscheidung kann eine weitere Zerle-
gung der (b-1) FG notwendig werden" (KOSSWIG 1970, S.142).
Wird für die a-1 voneinander unabhängigen 2xb-Tafeln der
Index h gewählt (h = 1,2,...,a-1) ist
- 2sQ<ww> = sQ<A›<B> = Ä dh š<d,-h-d_h> <5)
Nachfolgend sollen als Ergänzung zur Veröffentlichung von
1970 drei Fälle besprochen werden:
1. ein Faktor ist dimensioniert,
2. zwei Faktoren sind dimensioniert,
5. VA mit drei Faktoren, ein Faktor ist dimensioniert.
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Fall 1: A = 'qualitativ', B = 'quantitativ'.
Beispiel: Vergleich zweier Sorten einer landwirtschaftli-
chen Kulturpflanze (Faktor A, a=2) bei 4 äquidistant ge-
stuften Gaben eines Düngers N (Faktor B, b=4) mit r Wieder-
holungen (z.B. r Blöcke).
Es wird in diesem.Versuch aus der Sicht des Biometers da-
nach gefragt, ob die beiden Ertragskurven aus der gleichen
Grundgesamtheit stamen. Die biometrische Analyse der VA
hierzu besteht aus drei Schritten. Im ersten Schritt wird
danach gefragt, ob die Kurven formgleich sind, Antwort
hierauf gibt die Analyse der WW (AXB).
Bei 4 Stützstellen liegen die Durchschnittserträge jeder
Sorte auf einer cubischen Parabel (6.1, 6.2). Die Differen-
zen = ' _ _ Z _
dj y1.i 372.1
sind damit gleichfalls Punkte einer cubischen Parabel (6.5)
yíj = Yâš) = aošl + alšlxj + agšíxš + aššíxš (6.1)
§2J Z Yái) Z 8632 * ai32Xi + a232Xi + a332Xi (6°2)
yıj Z y2J Z diš) Z 803 * §13 XJ + 823 Xi + 833 Xi (6'3)
Die Parabeln 6.1 und 6.2 sind formgleich, wenn die Einzel-
differenzen dj von ihrer mittleren Differenz d nur zufällig
verschieden sind. Mit der Aufgliederung der WW in AXBl,
AxBq und AXBC (l = linear, q = quadratisch, c = cubisch)
werden die Hypothesen
é`kp=o <i<>o> <7)
getestet (k = Index des Koeffizienten, p = Grad des Poly-
noms). Die Komponenten der WW-Regression sind Polynome;
sie können gezeichnet werden. Damit ist die WW anschaulich
darstellbar. Das Diagramm zeigt dann, inwieweit die Diffe-
renzen dj von der Funktion Y_= d abweichen.
Sind alle WW-Hypothesen angenommen, entscheidet der zweite
Schritt über die Hypothese der Identität der beiden Kurven.
Der Test auf A
abp = 0 (8)
ist nichts anderes als die Signifikanzprüfung für den
Faktor A (Sorten). Wird die Hypothese "Formgleichheit"
abgelehnt, ist der zweite Schritt nicht mehr sinnvoll,
weil dann jede der beiden Sorten ihr eigenes Ertragsver-
halten gegenüber der Düngung zeigt.
Der dritte Schritt (Analyse des Faktors B) mit wieder poly-
nomialer Aufgliederung der FG untersucht schließlich, wel-
che Kurvenform den Zusammenhang zwischen Düngung und Ertrag
mit hinreichender Genauigkeit beschreibt, was an dieser
Stelle nicht näher ausgeführt werden soll.
Faktorielle Versuche vom Typ des Falles 1 müssen also von
der WW aus analysiert und interpretiert werden. Das Prinzip
der Prüfung ist das Modell einer nichtlinearen Kovarianz-
analyse (KOVA).
Fall 2: A und B = 'quantitatiV'.
Beispiel: Abnahme des Ascorbinsäuregehaltes in Bohnen, die
bei 5 Temperaturen Ti (Faktor A, a=5) über einen Zeitraum
von 8 Wochen Wj (Faktor B) gelagert und in Abständen von -
2 Wochen (b=4) in dreifacher Wiederholung (r) untersucht
werden (SNEDECOR und COCHRAN 1967, S.554 ff.).
Das Modell
yijk : H + Ui + Bj + Yij + eijk (9-1)
wird in der multiplen Regressionsfunktion zu
Yijk - 0% = (d1x1Hd2xå) + (díx2«dåxš+dšxš) +
`--wr--“ ' v '





Die WW ist ein Maß dafür, inwieweit das additive Zusamen-
wirken von Temperatur und Zeit gestört ist (SNEDECOR und
COCHRAN: "Are the regressions the same for all periods ?").
Im Beispiel führen die Signifikanzprüfungen zur Funktion
_ 2 ^Y _ ao + alxl + agxl + aíx2 + al1x1x2 (10)
mit Ti - T




Xgj = W3:;_:-WE = -1,55 *0,55 0,5; 1,5 (11.2)
Tabelle 1: (Beispiel Snedecor-Cochran)
5 4-Tafeln: Angleichung von Polynomen *>
b kPolynome _ Komponenten der Wechselwirkung 1 FG Yij = _) aipkxgj (1')
für Zeilen und Spalten W T W T w_ T W T W T W ww J=1
Tii di iq qq ie de () für die Zeilen 4 bis 6 ist
1.*)T=A(quadr.), W=B(cub.) x X x
2. A(quadr.), B(quadr.)
5. A(quadr.), B(lin.) x X
4. A(lin.), B(cub.) x x
5. A(lin.), B(quadr.) X x
6. A(lin.) B(lin.) x
X X X X
... _., l -..___ .




i (Faktor A) = 1,2,...,a
3 j (Felder B) = i,2,...,b
2 p (Grad des Polynoms),
hier: p = 1,2,5
1 k (Regressionskoeffizient)
= O›1›"°›p
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Im folgenden soll gezeigt werden, wie sich jeder einzelne
der (a-1)(b-1) FG der WW (A1 B1 ... AQXBC) graphisch an-
schaulich darstellen läßt.
Es werden zunächst für die a Zeilen die Polynome 3., 2.
und 1. Grades und anschließend für die b Spalten die
Polynome 2. und 1. Grades berechnet. Die Komponenten der
WW, die in jeder der so entstandenen (a-1)(b-1) 2-Wege-
Tafeln enthalten sind, sind in Tab. 1 zusammengestellt.
_/S
Durch entsprechende Bildung von Differenzen Y (Tab. 2) er-
geben sich die einzelnen Komponenten der WW.
Zwischen den Zeilen der nach Tab. 2 berechneten Tafeln
bestehen folgende Beziehungen
(1) für A(linear): Yíj + Yšj - 2Y2j = O (12.1)
ı\ A ^
(2) für A(quadr.): Y1j + Yšj + Ygj = O mit Y1j=Y3j (12,2)
Daraus ergeben sich (p = Index für den Grad des Polynoms)
A A





Z _ 3Q1 = P E--- --í (13-3)
A A A„ 1 _ _ - _ _(2) fur- (Y j+Y3j) Y2j - dgj nut z1-2 und z2-12 1 (1A.1)
b - 2SQ(ÄqXBp) : Q2 2 (d __d ) (1A.2)._ p2j p2.j-1
Z1Z2
Q2 3 P šä†:~šš 3 2 (1u.3)
Nüt Ausnahme von
d11 ê Y1. ` Y3.
sind im Beispiel alle mittleren Differenzen gleich Null.
Jede Komonente der WW ist also als Differenz darstellbar
und kann in dieser Form gezeichnet werden.
Für das Beispiel ist jetzt noch zu zeigen, wie die Kompo-
nente A1XBl zu verstehen ist.
Tabelle 2: (Beispiel Snedecor-Cochran)
Komponenten WW aus 3 4-Tafeln (Tab. 1)
WW Zeilen aus Tab. 1 FG
L _
A1 B1 6 1
A1 Bq 5 - 6 1
A1 BC M - 5 1
Aq B1 3 - 6 1
Aq Bq 2 - 3 - (5 - 6) 1
Aq BC 1 - 2 - (M - 5) 1
werden in die Funktion (10) die Werte für X1 eingesetzt,
ergeben sich die 3 linearen Gleichungen (15)
(X11 = -1); Y1 = (aO~a1+a2) + (a1-â11) X2 (15.1)
(X12 = 0); Y2 = ao + a1 X2 (15.2)
(X13 = 1); Y3 = (aO+a1+a2) + (a1+â11) X2 (15.3)
Nach (13.1) sind




d111 = -2a1 (16,2)
und _ A
d11j ` d11. = "2a11X2j (16'3)
Nach (13.2) ist
f sQ<A1XB1› = q1<2å11)2 Zxšj <17.1>
= 30 âí1 (17,2)
Mit (16.1) oder (16.3) kann AlXB1 gezeichnet werden.
Die WW-Komponente ist auch unmittelbar von den linearen '
Funktionen (15) her zu verstehen. Innerhalb der Periode
von 2 Wochen ändert sich der Ascorbinsäuregehalt bei
T1 um.a1 - Ä11, bei T2 um.a1, bei T3 unıaå + §11 Einheiten.
Beim Übergang von T1 auf T2 und von T2 auf T3 tritt für
eine Periodenlänge von 2 Wochen eine zusätzliche Änderung
um.-§11 Einheiten ein, denn
(a1`å11) ' ai Z ai ` (ai+â11) : '§11 (18)
Eine weitere Möglichkeit, die WW-Komponente zu veranschau~
lichen, ergibt sich aus der 2~Wege-Tafel, in der die Zei-
len und Spalten linearen Funktionen folgen. Es ist hierfür
belanglos, ob dies mit den Daten der Tab. 1.6 geschieht,
oder ob hierzu die Werte verwandt werden, die sich aus
den Funktionen (15) ergeben. Hier sind die absoluten
Glieder mit X11 als Argument Punkte einer quadratischen
Parabel. Linearität für T ist mit
Y2 = (Y1+Y3)/2 = (ao+a2) + a1x2 (19)
gegeben. Für jeden Wert -1,5 < X2 < 1,5 ist die Differenz
Y1 ` Y2 I Y2 ` Y3 2 ` (a1+a11X2)
Diese Differenzen sind Ausdruck der unterschiedlichen
Steigungen der Funktionen (15) und damit auch Ausdruck
für die Signifikanz von AlXBl.
Das Verfahren für den Vergleich von Regressionskoeffizien-
ten (b') ist die lineare KOVA. Die SQ zwischen den Gruppen
(Index = j) ist identisch mit der WW der linearen Komo-
nenten. Damit läßt sich auch Formel (17.2) aus einer
linearen KOVA entwickeln. Es ist
b Q _ 2 _so (Zw.Grupp@n) = r Z 1 (X___X _) (b;_b.)2 (20.1)
j=1 1:1 13 'J J
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Sind die Stützstellen für die Gruppen gleich, wird Es ist für die Zeilen dieser 2xc-Tafel
_ 2_b _ _ „SQ (ZW_Gruppen1 Z P 3 (X1__š _12 1 (b1_b,12 (2O_2) q š(d1k d1_) sQ<Axc) fur B1 (23.1)
1,1 J -J 1:1 J
Für das Beispiel sind aus (15)
b' = a' - a1 1 11
ı_"ı_b2 - b - a1
b' = a' + âB 1 11
§2 = o
Eingesetzt.in (20.2) wird
sQ<A1xB1› = r - §X1§ - 2<â11>2
__ 1 1 ^2 _ A2
` 5 5 2a11 ' 5Oa11
Die Besonderheit liegt darin, daß die a Summanden - nicht
wie bei der KOVA üblich a-1 FG - sondern nur einem einzi-
gen Freiheitsgrad zugehören.
Fall 3: 3-faktorielle Varianzanalyse,
A und B = 'qualitativ', O = 'quantitativ'.
Beispiel: Beobachtung eines Organgewichtes (y) an r männ-
lichen und r weiblichen Tieren (Faktor A, a=2, Index = i)
bei 2 Behandlungen (Faktor B, b=2, Index = j) über einen
Zeitraum von c Wochen (Faktor C, Index = k).
Neben den drei WW der 1. Ordnung tritt als neue Komponente
eine WW der 2. Ordnung auf (AxBxC). Nach einer weit ver-
breiteten Meinung ist die Interpretation einer WW 2. Ord-
nung ein schwieriges Problem. Es läßt sich jedoch zeigen,
daß ein Einblick in diese WW über Differenzen 2. Ordnung
auf einfachem Wege möglich ist.
Werden die beobachteten Daten in eine Tafel mit 2 Zeilen
und bc Spalten eingetragen, werden als Differenz zwischen
den beiden Zeilen bc Differenzen djk nit bc~1 FG erhalten.
Analog (3) und (A) ist
sQ(ww') = q Z š(d1k-ä__)2 (21,1)
J _
= SQ(AXB) + SQ(AXC) + SQ(AXBXC) (21.2)
= SQ(AXC für B1) + SQ(AXC für B2) + SQ(AxB) (21.§)
Werden die Differenzen djk wieder in einer Tafel mit
2 Zeilen und c Spalten angeordnet, sind die zugehörigen
zeiienmittei §1 und ä, , die spaıtenmitceı â K,
das Gesamtmittel der Differenzen d . Die Differenzen
zwischen den beiden Zeilen sollen mit
d1x ` d2k I dk (22)
bezeichnet werden; sie sind als Differenzen von Differen-
zen Differenzen 2. Ordnung.
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q š(d2k-d2_)2 = sQ(Axc) für B2 (23.2)
@qZ<ä1_-ä >2 = sQ<AxB> <23.3>1 _.
für die Spalten
2q Z<d K d >2 - sQ<AXø> <23.M>1 _ ..
Aus (21.2) und (21.B) ergibt sich auf indirektem Wege aus
den WW der 1. Ordnung
SQ(AXBXC) = SQ(WW') - SQ(AxB) - SQ(AxC) (2U.1)
= SQ(AxC für B1)+ SQ(AXC für B2)- SQ(AXC) (2Ä.2)
Auf direktem Wege ist die WW der 2. Ordnung aus den Werten





Für Ã sind analog (A) auch die unabhängig voneinander zu-
samengefaßten Spalten (Stufen) des Faktors B der 2 bc-
Tafel einzusetzen. Werden diese mit w bezeichnet, ist
1 1.„q z1 + Z2 w1 + w? ` q wi + wg*1
Für das Beispiel wäre
^-..1.1.rQ “ 2 2 'H
Durch Zusamenfassung von Stufen des Faktors C oder durch
polynomiale Aufgliederung der SQ(AXBxC) läßt sich die WW
2. Ordnung weiter analysieren.
Wie (25) zeigt, ist also auch die WW 2. Ordnung als Diffe-
renz darstellbar und damit anschaulich geworden. Ist, wie
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Die Analyse von Resten als Möglichkeit zur zusätzlichen
Beschreibung von Versuchen
Von W. E. Weber
Zusammenfassung
Für die Zweiwegklassifikation wird ein Verfahren beschrieben, für einige eingeschränkte Modelle aus den Resten
die Korrelation zwischen Zufallsabweichungen zu schätzen. Dieses Verfahren wird auf pflanzenzüchterische
Versuche bei Kartoffeln, Iulpen und Gerbera angewandt. Die Auswirkung einer Korrelation auf die Schätzung
der Erblichkeit wird diskutiert.
Summary
In the case of the two-way classification a method is proposed to estimate the correlation coefficients between
errors from the residuals fer some restricted models. The method is applied to plant breeding experiments with
potatoes, tulips and Gerbera. The consequences of a correlation for the estimation of heritability is discussed.
1. Einleitung
Unter den statistischen Verfahren, die zur Auswertung von
Versuchen herangezogen werden, nimmt die Varianzanalyse
einen besonderen Platz ein. Bei ihrer Anwendung unter-
bleibt dabei häufig die Überprüfung der Voraussetzungen.
Dazu gehört, daß die Zufallsabweichungen normalverteilt
sind, gleiche Varianz haben und nicht korreliert sind.
Durch eine Analyse der geschätzten Bestabweichungen kann
der Versuchsansteller abschätzen, inwieweit die Voraus-
setzungen erfüllt sind. So ist es z.B. möglich, mit Hilfe
eines Ausreißertestes, angewandt auf diese Reste, stark
abweichende und wahrscheinlich unsinnige Werte zu ermitteln;
eine Maßnahme, die besonders dann wichtig ist, wenn der
Versuchsansteller bei der Erfassung, Übertragung und Ver-
arbeitung der Daten sonst wenig Kontrollmöglichkeiten hat
Tabelle 2: Kovarianzmatrix zwischen Besten von drei
Nessungen am gleichen Prüfglied (oberes Dreieck)
2 6 -Aa -Ab +2c -3 +5a - b - c -3 - a +5b - c
íššl%9- 6 -Aa +2b -Ac -3 - a - b +5c
6 +2a -Ab -Ac
Tabelle 1: Zweiwegklassifikation mit korrelierten Zufalls-
abweichungen zwischen Messungen
Modell: yij = u + pi + mä + eij
E(p1) = E(mj) = E(e11) = 0
2 2 2 2 2 2E(pi) = ob ; E(mj) = om 5 E(eij) = o
Kov (eij,eik) = Djkog ; andere Kovarianzen Null
Varianzursache FG E(MQ)
_ __. .q=___. _. _ ___, _ _ _ _ ê
Prüfglieder I-1 o2(1 + ê Ep) + J oš
M 2 2 2essungen J-1 o (1 - jTj:11 Xp) + I om
Rest (1-1)(J-1) 02(1 - j1§:11 ip)
2° Z i kšj O3“
In dieser Arbeit soll das Problem korrelierter Zufallsab-
weichungen betrachtet werden. In Tab. 1 ist die Varianz-
tabelle für die Zweiwegklassifikation nüt Prüfgliedern
und Messungen angegeben für den Fall, daß die Zufalls-
abweichungen zwischen Messungen korreliert sind. Ein sol-
cher Sachverhalt ist z.B. zu erwarten, wenn an verschie-
denen Pflanzen mehrere Messungen in zeitlichen Abständen
vorgenommen werden. Für die Prüfung der Hypothese, ob Mess-
effekte vorliegen, existieren Tests, ohne daß eine Schätzung
der Korrelationskoeffizienten notwendig ist. Überblicke
über die Testmöglichkeiten bei korrelierten Zufallsabwei-
chungen geben u.a. JESDINSKY (1969) und WEISS (1972).
Werden dagegen Varianzkomponenten benötigt, wie z.B. bei
der Berechnung der Erblichkeit in züchterischen Versuchen,
so muß der Versuchsansteller die Korrelationskoeffizienten
für die Prüfglied- und Restvarianz schätzen. Für die Zwei-
wegklassifikation wird ein Schätzverfahren für die Korre-
lationskoeffizienten skizziert und auf einige konkrete
Beispiele angewandt.
2. Eine Schätzmethode bei der Zweiwegklassifikation
Betrachten wir nun die Kovarianzmatrix der geschätzten
Beste, aufsummiert über die Prüfglieder, so ist sie von
Korrelationen beeinflußt. In Tab. 2 ist diese für den Fall
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von nur drei Messungen dargestellt. Sind die Zufallsabwei-
chungen voneinander unabhängig, beträgt die Korrelation Tabelle 3: Schätzungen von p für Modell 3
zwischen den Besten -1/(J-1). Aufgrund der Nebenbedingung,
daß alle Zeilensumen Null sind, ausgelöst durch die Be- J-1_ _ 3- 2 2-
stimmung von Prüfgliedeffekten, ist es nicht möglich, aus E(b1) ap + 2(J 1)jš2 [ J J +2J + (J 2J+u mipj
den Resten die Korrelationsmatrix für die Zufallsabwei- ¶E(bO) Z J-1 M 3 6 3
chungen zu schätzen, es sei denn diese Korrelationsmatrixa j:2
ist gewissen Einschränkungen unterworfen.
3_ ÄIm folgenden sollen drei Modelle betrachtet werden: 3 = (J'1)(J 'BJ +8J'8)
Modell 1: Kov(o11, oik) = p1j_k1O2,d.h.,die Korrelation
hängt nur Vgm Abstand der Mggsungen ab, Dann sind J-1 In C161“ Tab. Li Sind EI'gGb1'llSSG VO1'1 Sl1T1L1la'CiO1'1SS'Ctldlê1'1 allf-
Korrelationskoeffizienten zu schätzen, zusammen mit der geführt, die zeigen, daß dieser systematische Fehler nicht
Fehlervarianz also J Paraneter. Auch das ist nicht möglich, ins Gewicht fällt, die Schätzung für die Fehlervarianz
a + 2 2 [-J +J -2J+A +(J -J2+2J-A) j] pj
sicherlich kann aber angenommen werden, daß pJ_1, pJ_2 aber wesentlich verbessert werden kann.
u.s.w., also die Korrelationen zwischen weit auseinander-
werden können. Zur Schätzung der übrigen Korrelations-
koeffizienten und von o2 kann die Kovarianzmatrix der ge-
schätzten Beste, aufsummiert über die Prüfglieder, heran-
gezogen werden. Sollen z.B. bei vier Messungen nur 02, p1
und p2 geschätzt werden, so ist
~2 Die eben skizzierte Schätzmethode soll bei der AnalyseE({ o. ) = (12o -2b -Mo )(l-1)/16,
l ll O 1 2 einiger pflanzenzüchterischer Versuche benutzt werden.
Der Kartoffelzüchter möchte die Zahl der weiterzuführenden
Klone möglichst frühzeitig durch eine Selektion reduzieren
E(§ ê11ê12) = (-4oO+10o1-Ao2)(l-1)/16 u.s.w.,
1
Wøbei E(b ) = 02 E(b ) = p O2 und E(b ) = p 02 ist, am besten schon in der Sämlingsgeneration. In Tab. 5 sindo ° 1 1 2 2
Aus den insgesamt J(J+1)/2 Gleichungen können bo, b1 und b
nüttels eines Regressionsansatzes geschätzt werden. Einzel
heiten sind bei WEBER (1977) beschrieben. b1/bo und b2/bo
sind dann Schätzwerte für 01 und D2, sie sind allerdings
nicht erwartungstreu. Für praktische Zwecke kann die Ab-
weichung vernachlässigt werden, wie Simulationsstudien
zeigten.
o2 für j = k
Modell 2: Kov(e.. e. ) =
13, lk po2 für |j-kl = 1
O sonst
Es handelt sich um einen Spezialfall des vorigen Modells
mit pg bis pJ_2 gleich Null. Entsprechend kann die Schät-
zung des Korrelationskoeffizienten erfolgen. Dieses Modell
wird jedoch bei stärkerer Korrelation den Gegebenheiten
nicht gerecht, da sich eine Korrelation auch indirekt auf
die nächstfolgende Messung auswirkt.
Modell 3: Kov(eij, eik) í1pıj_k|o2. Die Schätzung des
neben der Fehlervarianz o zu bestimmenden Korrelations-
koeffizienten kann wie folgt vonstatten gehen: Zunächst
werden bo und b1 wie beim vorigen Modell bestimmt. In
Tab. 3 ist E(b1)/E(bO) aufgeführt. Ersetzt man diesen
Wert durch b1/bo, so ergibt sich für 0 ein Polynom vom
Grade J-2, da der Bruch auf der rechten Seite in Zähler
und Nenner noch einen gemeinsamen Faktor (p-1) enthält.
Wieder hängt die Güte dieses Schätzwertes u.a. davon ab,
wie groß die Differenz zwischen E(b1/bo) und E(b1)/E(bO)
ist.
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2
Schätzwerte korrigieren.
3. Ergebnisse aus pflanzenzüchterischen Versuchen
kung des Versuchsumfanges wurden von den etwa 150 Geno-
Frühertrag ausgelegt. Die Versuche liefen über 3 bzw. A
ersten Jahr konnte an den Sämlingen nur ein Ertragswert
lingen je Kreuzung eine gewisse Selektion gestatten. Da
liegšnden Messungen so gering S1nd1 daß Sie vernachlässigt Sind ein oder mehrere Korrelationskoeffizienten geschätzt,
so lassen sich die Varianzkomponenten mit Hilfe dieser
die phänotypischen Korrelationskoeffizienten aus Versuchen
von KBUG u.a. (197A) für die Eigenschaften Endertrag und
Frühertrag, 6O Tage nach Pflanzung, aufgeführt. Es handelt
sich um Mittelwerte aus mehreren Versuchen. Zur Beschrän-
typen nur eine Knolle für den Endertrag und eine für den
Jahre, diese stellen die einzigen Wiederholungen dar. Im
ermittelt werden, der für beide Eigenschaften herangezogen
wurde. Die Korrelationskoeffizienten zwischen aufeinander-
folgenden Jahren sind zwar nicht sehr hoch, sollten aber
bei der in der Praxis üblichen Anzucht von etwa BO OOO Sam-
die Größenordnung der Werte für Sämlinge und Klone extrem
Tabelle U: Ergebnisse aus Simulationsstudien
(0 = 1; 1OO Läufe)
I 0 Schätzwert MQ(unkorr MQ(korr.)
20 0,2 0,213
0,u 0,3¶±0,21
100 0,2 0 173
0,u 0,39_-l_~1 I




















Tabelle 5: Phänotypische Korrelationskoeffizienten
bei Kartoffeln
Endertrag









Frühertrag nach 6O Tagen








unterschiedlich war, wurden jeweils die Werte eines Jahres
für die weitere Analyse standardisiert. Wie die phänotypi-
schen Korrelationskoeffizienten zeigen, sind die Werte auf-
einanderfolgender Jahre enger korreliert, d.h., es gibt
nicht genetisch bedingte Nachwirkungen, die zu einer Über-
schätzung des Selektionserfolges führen. Wird für die Zwei-
wegklassifikation mit Genotypen als Prüfgliedern und Jahren
als Messungen Modell 3 benutzt, so ergeben sich im Mittel
die in Tab. 6 aufgeführten Korrelationskoeffizienten.
Dabei ist als Einschränkung zu berücksichtigen, daß der
Anteil genetischer Varianz an der Gesamtvarianz bei Säm-
lingen geringer ist als bei Klonen. Wie die Standardabwei-
chungerı zeigen, streuen die Ergebnisse aus Einzelversuchen,
die Mittelwerte stimmen aber gut überein. Eine Korrelation
von etwa O,2 bis 0,3 wäre demnach zwischen den Meßwerten
aufeinanderfolgender Jahre zu erwarten, auch wenn es zwi-
schen den Genotypen keine Unterschiede gäbe, wie es der
Fall wäre, wenn man z.B. verschiedene Knollen desselben
Klones als Prüfglieder benutzen würde. Die ermittelten
Tabelle 6: Korrelationskoeffizienten nach Modell 3
bei Kartoffeln
Eigenschaft Anzahl1). Artg) Zahl d.* Korrelations-
Jahre koeffizient
Endertrag 23 K B O,2A6 + O,119
Endertrag 12 K A O,222 i_O,136
Endertrag 11 z 3 0,223 i 0,113
Frühertrag 23 K 3 O,325 i O,1AB
1) Anzahl der Versuche
2) K = Sänüingsanzucht unter kontrollierten Bedingungen
Z = Sämlingsanzucht unter Bedingungen des praktischen
Zuchtbetriebes
Tabelle 7: Modell für Tulpenversuche
yijk = μ + pi + wj + (pw)ij + mk + (pm)ik + eijk
pi = Effekt für i-tes Prüfglied
wj = Effekt für j-te Wiederholung
mk = Effekt für k-te Messung
Varianzursache FG ECMQ)
%.ifglieder I-1 k1o2+ Jošm+ KošW+ JKoš
Parzellen Wiederh. J-1 Ekfo2+ KošW+ IKoš
. 2 2Pr. x Wied. (I-1)(J-1) k1o + Kopw
Nessungen K-1 k 02+ Jo2 + IJG22 pm. m
2 2ltr. X Moss. (I-1)(K-1) k2o~+ Jo-m
Par. x Mess 2 p
l¿est I(J-1)(K-1) kzcr
2 fo 2 26
K1'1¬`"'t<"-= K2-1'mrI17
phänotypischen Korrelationen sind also zum größten Teil
nicht genetisch bedingt, was auch daraus hervorging, daß
die Korrelation zwischen weiter auseinanderliegenden Jahren
sehr gering war.
Bei dem nächsten Beispiel, der Tulpe, vergehen vom Sämling
bis zur blühenden Pflanze 6 bis 7 Jahre, und es ist wün-
schenswert, Eigenschaften wie etwa den Zwiebelertrag schon
vorher beurteilen zu können. Die Versuche sind in der fol-
genden Weise durchgeführt worden: Je Klon wurden mehrere
Wiederholungen angebaut, angefangen mit einer Zwiebel.
Alle auf einer Parzelle geernteten Zwiebeln wurden im näch-
sten Jahr gemeinsam weitervermehrt, so daß die Werte von
Jahr zu Jahr anstiegen. Die erhaltenen Werte wurden des-
halb logarithmisch transformiert. Dennoch ergaben sich
große Varianzunterschiede zwischen den Jahren. Tab. 7 ent-
hält das Modell und die Varianztabelle für diesen Versuch.
Wenn die Wechselwirkung zwischen Prüfgliedern (= Klonen)
und Messungen (= Jahren) vernachlässigt wird - und die Ver-
suchsdaten legen dies nahe -, kann zur Schätzung der Kor-
relation die Zweiwegklassifikation mit Parzellen und Prüf-
Tabelle 8: Korrelationskoeffizienten bei Tulpen
Eigenschaft Versuch Zahl d. Modell 2 Modell 3
Jahre
Zwiebelzahl 1 3 0,55 1 1,23
2 6 0,62 0,98
3 M 0,M6 0,73
Zwiebelertrag 1 3 O,A7 1 0,88
2 6 0,63 1 1,00
3 M 0,59 1,1A
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Tabelle 9: Korrelationskoeffizienten nach Modell 3
bei Gerbera
Stengel- Blütenstand Blütenscheibe
länge Durchmesser Durchmesser blütenzahl
Versuch Zungen-
1 0,35 0,05 0,18 0,0m
2 0,22 0,19 0,20 0,00
3 0,25 0,12 -0,01 0,01
gliedern herangezogen werden. Die Ergebnisse aus drei über
3, 6 und U Jahre laufenden Versuchen sind in Tab. 8 dar-
gestellt. Die Schätzwerte sind extrem hoch und z.T. größer
als 1, zeigen aber an, wie stark die Werte einzelner Jahre
voneinander abhängen.
Bei Gerbera, einer vegetativ und generativ vermehrbaren
Schnittblume, sollte die Erblichkeit von Qualitätseigen-
schaften der Blütenstände geschätzt werden. Diese erschei-
nen zeitlich nacheinander, die Qualität eines Blütenstandes
wird maßgeblich von der Jahreszeit beeinflußt. Wir haben
die Korrelation, die zwischen Zufallsabweichungen verschie-
dener Blütenstände an derselben Pflanze auftreten können,
an Versuchen untersucht, für die ein ähnliches Modell wie
bei den Tulpenversuchen anzunehmen ist, und das Modell der
Zweiwegklassifikation mit Pflanzen und Blütenständen be-
nutzt. In Tab. 9 sind die Schätzwerte für 4 Qualitätseigen-
schaften dargestellt. Sie sind von Versuch zu Versuch unter-
schiedlich, jedoch wurde bei der Stengellänge immer und bei
der Zungenblütenzahl niemals eine Korrelation gefunden,
d.h., eine Reihenkorrelation tritt nicht bei allen Eigen-
schaften gleichmäßig auf.
M. Schätzen der Erblichkeit
Betrachten wir zum Schluß noch die Schätzung der Erblich-
keit. Bei Tulpen (Modell aus Tab. 7) ist
2 Oâ
h 2 2 2”" 2
2 opw Opm. 0
Op + J + IK + JK
Werden die ohne Beachtung einer Korrelation geschätzten
Varianzkomponenten mit sg bezeichnet, so ist E(šš) = oš
~2 ~2 ~2 2 2s s s o o~2 pw pm pf _ 2 pw pm
“nd2E(Sp + J + K + JK) ' Op + J + K +
o
+ íí (1+(K-1)E), wobei 5 die durchschnittliche Korrelation
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zwischen den Zufallsabweichungen verschiedener Jahre ist.
Ist E positiv wie in unseren Versuchen, so wird die Erb-
lichkeit unterschätzt. Für die Gerberaversuche gilt ähn-
liches. Bei den Kartoffelversuchen ist
2
2 0 -2 2 - 2
h 3  í~ 3 3 Op + p Öpm Und.
pm+ ___Up J
~2 2 .
~2 Spm _ 2 Gpm -
E(Sp + - Up + T (1+(J"“1)p), d.h.,
in diesem Fall wird die Erblichkeit bei positivem Ã über-
schätzt. Da das Vorzeichen der durchschnittlichen Korrela-
tion i.a. im Voraus unbekannt ist, ist es in jedem Fall
wünschenswert, die Korrelation aus dem.Versuch zu schätzen,
um bei der Ermittlung der Erblichkeit nicht systematisch
zu hohe Schätzwerte zu erhalten.
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END, W., GOTTHARDT, H. und WINKELMANN, PL
Softwareentwicklung
Leitfaden für Planung, Realisierung und Einführung
von DV-Verfahren
1976, 579 S., DM 98.-
Siemens AG, Berlin und München
Wenn man bedenkt, daß in der Datenverarbeitung der Auf-
wand für Software in der Größenordnung der Aufwendungen
für die Hardware liegt, so ist das Erscheinen eines ent-
sprechenden Leitfadens nur zu begrüßen.
In einem ersten Teil werden die Phasen der Software-
entwicklung überischtlich und umfassend behandelt,
während im zweiten Teil Planungs- und Realisierungs-
hilfen zusammengestellt sind.
Das didaktisch gut aufgebaute Buch wird für viele Prak-
tiker ein wirklich nützliches Hilfsmittel sein. Ge.
FISCHBACH, F.
Allgemeine Grundlagen der EDV
5., vollst. überarbeitete Aufl.
1977, 10H S., DM 19.80
Verlagsges. Rudolf Müller, Köln
Die vorliegende 5. Auflage vermittelt wieder in allgemein-
verständlicher Form umfassende EDV-Kenntnisse ohne ein-
seitige Festlegung auf bestimte Systeme oder Verfahren.




Datentabellen in Systemplanung und DV-Organisation
1976, 157 S., DM 59.-
Forkel Verlag, Stuttgart, Wiesbaden
Die Gestaltung und Definition von Datei-Inhalten, die
Beschreibung ihrer Veränderung im Datenfluß sind notwen-
dige Bestandteile der Systemlanung und ihrer organisato-
rischen Realisierung. Je komplexer die Zusamenhänge wer-
den, um so mehr werden gute Darstellungstechniken als
organisatorische Hilfsmittel benötigt.
Für die DarstelIung zeitlicher Zusammenhänge wird u.a.
die Netzplantechnik und für die Darstellung von Verarbei-
tungsregeln u.a. die Entscheidungstabellentechnik einge-
setzt. In dem.vorliegenden Buch wird nun die Datentabellen-
technik als dritte Hilfstechnik dargestellt. Dabei werden
JUNG, H. und SCHREIER, A
PL/I - Grundlagen der Programmierung
1. - H. Teil (pu)
1976, 6M0 + A8 S., DM 105.-
Siemens AG, Berlin und München
Die vorliegende Programmierte Unterweisung (pu) für PL/I
setzt grundlegende EDV-Kenntnisse voraus. Nach dem.Studium
des dreiteiligen Lernprogrammes (Teil 1 - Teil 3) sollten
PL/I-Programe von mittlerem.Schwierigkeitsgrad selbstän-
dig erstellt werden können. Der Katalog (Teil A) enthält
einen ausführlichen Überblick über die Gliederung von
PL/I sowie ein Verzeichnis aller Sprachelemente und ein
Stichwortverzeichnis mit Verweisen auf die Seiten im_Lern-
progranmμ
nach Abgrenzungen gegenüber anderen Verfahren dann Möglich-
keiten des Einsatzes von Datentabellen bei der Analyse des
Informationsbedarfs, bei der Darstellung von Datei-Inhal-
ten, bei der Strukturierung von Datenbanken und bei der
Dokumentation behandelt.
Ge.
Die Verfasser haben es hervorragend verstanden, die oft
als schwer zu erlernende Programmiersprache angesehene
Sprache PL/I leicht verständlich darzustellen. Die einge-
streuten Beispiele, Aufgaben und Erläuterungen sind gute
Ergänzungen zu dem.übersichtlich geschriebenen Text.
Ge.
ACKERMANN, H.
BASIC in der medizinischen Statistik
Skriptum für Mediziner, Biologen, Pharmazeuten ab 1. Sem.
1977, 11A S., DM 16.80
Vieweg & Sohn Verlag, Braunschweig
Die Verwendung von Comutern für die statistische Bear-
beitung von Beobachtungsdaten setzt sich immer mehr durch.
Hier ist nun BASIC eine Programmiersprache, die gleich-
falls für interaktives Arbeiten mit größeren Anlagen als
auch als Sprache für Tischcomputer brauchbar ist.
Das vorliegende Buch ist eine Einführung in BASIC mit
gμten Anwendungsbeispielen aus der Statistik. Dabei muß
erwähnt werden, daß die Beispiele gleichzeitig eine klare
Darstellung des statistischen Sachverhalts beinhalten.
Ge.
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Emfehlungen zu Aufgaben, Organisation und Ausbau der
medizinischen Forschungs- und Ausbildungsstätten
Herausgegeben vom Wissenschaftsrat der Bundesrepublik
Deutschland, Marienburger Straße 8, D-5000 Köln 51
Die vorliegende Monografie ist das Resultat einer mehr-
jährigen Untersuchung zahlreicher, teils dem Wissenschafts-
rat angehöriger, teils ad hoc zugezogener Fachleute über
die Probleme der medizinischen Forschungs- und Ausbildungs-
stätten, die sich in vielen, ja in den wichtigsten Berei-
chen mit Universitätskliniken juristisch, personell und
materiell decken.
Es handelt sich m.E. um ein sehr wichtiges und darüberhin-
aus auch ausgezeichnetes Werk, das in der heutigen Zeit
des allgemeinen Wandels in der klinischen Medizin, in Lehre
und Forschung, zumindest in Mitteleuropa, dringend benötigt
WECHSLER, H.
Automatic Detection of Rib Contours in Chest Radiograph
ISR 26
1977, 126 S., sFr. 2A.-
Birkhäuser Verlag, Basel und Stuttgeıt
In der Reihe "Interdisziplinäre Systemforschung (ISR)"
werden insbesondere fachübergreifende Forschungsberichte
veröffentlicht. Das vorliegende Buch behandelt eine An-
wendung von Bildverarbeitungstechniken in der medizini-
schen Diagnose, die geeignet erscheinen, die computer-
unterstützte Diagnose von Röntgenaufnahmen des Brust-
korbs weiter zu entwickeln.
Ge.
wird als Vorlage und Anregung für die Planung der zahl-
reichen notwendigerweise neuzuschaffenden (bzw. umstruk-
turierenden) medizinischen Institutionen.
Der Referent sieht als Österreicher manche Probleme viel-
leicht anders, doch betrachtet er dieses Werk als wahre
Fundgrube neuer Ideen, etwa bei der Konzeption einer neuen





1977, 189 S., DM M2.-
R. Oldenbourg Verlag, München-Wien
Die Cluster-Analyse-Algorithmen sind in vielen Fällen
ein brauchbares Hilfsmittel zur Datenreduktion. Die
hier vorliegenden Fallstudien aus den verschiedensten
Fachgebieten (z.B. Verweildauerhäufigkeiten stationärer
Patienten, Typisierung des Freizeitverhaltens von Jugend-
lichen) sollten dazu beitragen, den weiteren Einsatz
der Cluster-Analyse zu fördern.
Ge.
ZWIENER, U. (Hrsg.)
Signaltheoretische Methoden und Modelle in der Medizin
1977, 121 S., M 29.-
VEB G. Fischer, Jena
In diesem Buch sind erweiterte Beiträge der Jahrestagung
197U der Arbeitsgemeinschaft "Mathematische Modellierung
normaler und pathologischer Funktionsabläufe" in der
Gesellschaft für Pathophysiologie der DDR zusammengestellt.
Neben einem Übersichtsreferat über "Ziele und Wege des
Einsatzes signaltheoretischer Methoden werden in weiteren




Datenverarbeitung im Gesundheitswesen -
Erreichtes und Geplantes
1976, 321 S., geh. DM M8.-
Springer-Verlag, Berlin-Heidelberg-New York
In einem Symposium vom 27.-29.10.1975 wurde zusammenfassend
berichtet über die Ergebnisse der Förderungsmaßnahmen im
Rahmen des 2. Datenverarbeitungsprogramms der Bundesre-
gierung auf dem Gebiet des Gesundheitswesens. Dieser
Bericht liegt nun als Buch vor. Es gibt somit einen umfas-
senden Überblick über den augenblicklichen Stand, über die
politische und gesellschaftliche Bedeutung und über die
künftigen Förderungsschwerpunkte der medizinischen Daten-
verarbeitung. Berichtet wird insbesondere über den Stand




Einführung in die Simulation diskreter Systeme mit
Hilfe eines FORTRAN-Programakets
1977, 298 s., DM 38.-
Springer-Verlag, Berlin-Heidelberg-New York
GPSS-F ist eine Weiterentwicklung von FGPSS, das wiederum
auf GPSS aufbaut. In dem.vorliegenden Buch sind alle Ein-
zelheiten dieses Programmpakets sehr übersichtlich dar-
gestellt und alle Programmteile in FORTRAN wiedergegeben.
An typischen Beispielen, die gleichfalls bis zu den
Programlisten und dem Ausdruck der Ergebnisse behandelt
werden, wird die Anwendung des Programmpakets demonstriert.
Ge.
und Intensivüberwachung, in der Nuklearmedizin, in der
Laborautomation, für die Funktionsdiagnostik, für allgemein-
diagnostische Anwendungen, für den Einsatz im Krankenhaus
und beim praktischen Arzt sowie für gesundheitspolitische
Aufgaben im regionalen und überregionalen Datenverbund.
Ge.
. -- ~7 „ , 7 7 7 __ †___;=† _._.,
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