Abstract. A peculiar feature of Itô's calculus is that it is an integral calculus that gives no explicit derivative with a systematic differentiation theory counterpart, as in elementary calculus. So, can we define a pathwise stochastic derivative of semimartingales with respect to Brownian motion that leads to a differentiation theory counterpart to Itô's integral calculus? From Itô's definition of his integral, such a derivative must be based on the quadratic covariation process. We give such a derivative in this note and we show that it leads to a fundamental theorem of stochastic calculus, a generalized stochastic chain rule that includes the case of convex functions acting on continuous semimartingales, and the stochastic mean value and Rolle's theorems. In addition, it interacts with basic algebraic operations on semimartingales similarly to the way the deterministic derivative does on deterministic functions, making it natural for computations. Such a differentiation theory leads to many interesting applications some of which we address in an upcoming article.
Differentiating Semimartingales With Respect to Brownian Motion
One of the greatest twentieth century's discoveries in probability and mathematics is Itô's theory of stochastic integration [5] which, in its simplest form, shows how to integrate certain stochastic processes with respect to Brownian motion (BM). Itô's powerful ideas are still at the heart of some of the most important advances in both pure and applied mathematics sixty years later (stochastic analysis, SDEs, SPDEs, finance, and others). As is well known, Itô's calculus is an integral calculus that gives no explicit derivative and no systematic differentiation theory counterpart, as in elementary calculus. So, the question is: can we define a pathwise stochastic derivative of semimartingales with respect to BM that leads to a differentiation theory counterpart to Itô's integral calculus? Before giving such a derivative, we briefly recall that the essential ingredient in Itô's definition of the integral t 0 X s dB s of a stochastic process X = {X t ; 0 ≤ t < ∞} with respect to a BM B = {B t ; 0 ≤ t < ∞} is Itô's isometry
where E is the usual mathematical expectation. This isometry leads to a definition of the integral with respect to B in terms of one with respect to the quadratic variation of B given by B, B t (ω) = B t (ω) = t. Our idea is then to define the derivative dS t /dB t of a semimartingale S with respect to a BM B at t as a generalized version of the pathwise stochastic derivative d S, B t (ω)/d B t (ω) = d S, B t (ω)/dt of the covariation of S and B at t with respect to the quadratic variation of B at t. In fact, our derivative covers cases where d S, B t (ω)/dt doesn't exist for all t. We use an integral formulation to define our stochastic derivative (Definition 1.1), which allows for greater applicability: for example if t → S, B t is convex almost surely, then our derivative of S with respect to Brownian motion B exists for all t ∈ R + a.s. (see Lemma 2.1). We show that our derivative is an anti Itô integral that has the "desired" properties leading to a fundamental theorem of stochastic calculus (Theorem 2.1), a generalized stochastic chain rule (Theorem 3.1) that includes the case of convex functions acting on continuous semimartingales, and the stochastic mean value and Rolle's theorems (Lemma 2.1). In addition, it interacts with basic algebraic operations on semimartingales similarly to the way Newton's deterministic derivative does on deterministic functions (Theorem 3.2), making it natural for computations.
Heuristically, our derivative of a semimartingale S with respect to a BM B is the pathwise "velocity" of S relative to B at each point in time (we call it the B-Brownian velocity of S, see the examples at the end of Section 3). It gives a Brownian path view of the changes in a semimartingale's path S(ω) in time by measuring the rate of change of the covariation of S with the Brownian motion B with respect to the quadratic variation of B (time). The sign of our derivative of S with respect to B tells us, path by path, whether S and B are increasing and decreasing together (positive sign) or whether the value of S changes in the opposite direction of changes in the value of B (negative sign). The magnitude of the B-Brownian velocity of S gives us the B-Brownian speed of S.
We believe that this pathwise view, in addition to giving rise to a differentiation theory for Itô's calculus, is a useful tool in the analysis of SDEs and SPDEs; leading to a new smoothness and regularity theory for solutions of these stochastic equations, which in turns leads to new insights into the behavior of solutions to SDEs and SPDEs relative to their driving noise. It also leads to a rich differential stochastic vector calculus as well as to a new stochastic optimization theory (optimization with respect to the noise). We study these different aspects in more details in [1] and in subsequent articles. Notation 1.1. Throughout this article, let S = {S t , F t ; t ∈ R + } be a continuous semimartingale, let M = {M t , F t ; t ∈ R + } and V = {V t , F t ; t ∈ R + } be the continuous local martingale and the continuous process of bounded variation in the decomposition of S, respectively, and let B = {B t , F t ; t ∈ R + } be a standard BM on the same usual probability space (Ω, F, {F t }, P) (a usual probability space is one where the filtration {F t } satisfies the usual conditions: right continuity and completeness). Also, let D S, B t △ = d S, B t /dt, which we call the strong derivative of S with respect to B. Finally, we denote by λ the Lebesgue measure on R + and by • R + the set R + \{0}. Definition 1.1 (Derivative of semimartingale with respect to BM). The stochastic difference and stochastic derivative of S with respect to B at t, respectively, are defined by
whenever this limit exists. We call continuous semimartingales for which the limit in (1.1) exists for all t ∈ S ∈ B(R + ) a.s. differentiable with respect to B, on S, and we denote this class by S B (S). The k-th B-derivative of S is defined iteratively in the obvious way, and the class of k-
(see Theorem 2.1 below), and we call d S, B t /dt the strong derivative of S with respect to B at t. We denote the class of continuous semimartingales whose strong B-derivative exists on S by S s B (S). The class of k-times strongly B-differentiable elements of
. If the strong B-derivative of S exists at t and if f ∈ C 1 (R; R) with f ′ (x) = 0 for all x ∈ R and the map x → f ′ (x) is absolutely continuous, we define the strong derivative of S with respect to the semimartingale S
We also have the same definition of D S (b) We don't use the following observation here in this note; but, we formally think of D Bt,h S t as the quadratic variation of a generalized stochastic integral which we call the pre-stochastic difference of S with respect to the Brownian motion B:
Fundamental Results
We start with a lemma which expresses our stochastic derivative as a generalized derivative of the covariance process M, B with respect to time t = B t as well as gives us a stochastic mean value theorem (SMVT) and a stochastic Rolle's theorem (SRT).
Lemma 2.1. Let S, M , V , and B be defined as in Notation 1.1 on the same usual probability space (Ω, F, {F t }, P).
(a) (Stochastic derivative as a generalized derivative of the covariance process) Assume that the one sided derivatives processes D + M, B and D − M, B are finite a.s.; i.e., (2.1)
(e.g., if t → M, B t is convex a.s. P). Then, S ∈ S B (R + ) and the stochastic derivative of S with respect to B is given by (a, b) , a.s. P; then,
A simple application of the SMVT leads to Corollary 2.1. Suppose that, for some BM B, S ∈ S s B (R + ) with decomposition
increasing, nondecreasing, decreasing, or nonincreasing as
We state the Fundamental theorem of stochastic calculus for a class of semimartingales that covers Itô SDEs of interest and that can be generalized to cover SPDEs of interest as well:
where V and B are as in Notation 1.1; and the adapted process X = {X t , F t ; t ∈ R + } is in L 2 ([0, t]; λ) ∀t > 0 a.s. P. We denote by S SIB the class of continuous semimartingales S whose local martingale part M is given by the stochastic integral in (2.4); i.e., (2.5)
The elements of S SIB in which the integrand X has a.s. continuous paths form the subclass which we denote by S SIB We are now ready to present the pathwise fundamental theorem of stochastic calculus (FTSC)
. Then, S ∈ S s B (R + )-in particular the process M, B is differentiable for all t ∈ R + , a.s. P-and (i) the stochastic derivative process D B S = {D Bt S t , F t ; t ∈ R + } is given by D Bt S t = X t for all t ∈ R + , a.s. P. In particular,
Moreover, if S,S ∈ S SIB c with P M t =M t ; ∀ t ∈ R + = 1; then their stochastic derivative processes are indistinguishable:
whose local martingale partM is indistinguishable from M . In particular; t 0 D Bs S s dB s = S t − S 0 − V t for all t ∈ R + , a.s. P. Thus, if S ∈ S SIB c,0 ; then, t 0 D Bs S s dB s = S t − S 0 for all t ∈ R + , a.s. P. Remark 2.1. In contrast to the fundamental theorem of deterministic calculus, part (ii) of Theorem 2.1 involves the additional term of bounded variation on compactsṼ , unless S ∈ S SIB c,0 . Remember however that, a.s. P, D BṼ ≡ 0 by Remark 1.1.
In the case the integrand X is not necessarily continuous we state the following Theorem 2.2. Assume that S ∈ S SIB ; then, a.s. P, the process M, B is differentiable for all t ∈ R + \Z and D B S = X t ; t ∈ • R + \Z , for some Z(ω) ⊂ R + with λ(Z) = 0. If, additionally, the condition (2.1) hold; then we also have 
Pathwise Derivative Rules
We now show that our pathwise derivative for Itô's calculus generalizes familiar differentiation rules from deterministic to stochastic calculus, making it useful for computations involving functions of semimartingales and algebraic operations on several semimartingales. We start with our chain rule for stochastic calculus. (a) Suppose that f ∈ C 1 (R; R) such that the function x → f ′ (x) is absolutely continuous.
; t = 0, whenever the one sided derivatives are finite. If d M, B s = X M,B (s)ds and X M,B has continuous paths on R + a.s. P, then S ∈ S s B (R + ) and (3.1) becomes
In particular, if S ∈ S SIB c ; then
has continuous paths on R + a.s. P, and let S
(b) If f : R → R is only assumed to be convex; then (3.1), (3.2), and (3.3) all hold, replacing f ′ (x) by the left derivative at x, f ′ − (x). Moreover, if in addition the assumptions in part (a)(ii) hold (again replacing f ′ (x) by f ′ − (x)), then (3.4) holds. An interesting question then is when is D B S itself a martingale (or a local martingale)? It is for example clear from the above discussion that {D Bt (B 2 t − t) = 2B t , F t ; t ≥ 0} is a martingale. The next corollary, which follows as an immediate consequence of Theorem 3.1, gives a sufficient condition.
is absolutely continuous and S t = f (B t ) + V t , t ≥ 0; where B and V are as in Notation 1.1. Then
In particular, D Bt S = {D Bt S t , F t ; 0 ≤ t < ∞} is a martingale (local martingale) iff the process {f ′ (B t ), F t ; 0 ≤ t < ∞} is a martingale (local martingale). If f : R → R is only assumed to be convex, then
Another immediate consequence of Theorem 3.1 is the power rule for our pathwise derivative 
If in addition S t = 0 for every t ∈ R + , a.s. P, then
Theorem 3.2 (The sum, product, and ratio rules ). Let S 1 , S 2 ∈ S B (R + ) and let a, b ∈ R be arbitrary but fixed, then aS (1) ± bS (2) ∈ S B (R + ) and
If in addition the continuous local martingale parts M (1) and M (2) of S (1) and S (2) , respectively, satisfy
and X M (i) ,B has continuous paths on R + a.s.
t ; 0 ≤ t < ∞, a.s. P. 
If in addition S
(2) t = 0 for every t ∈ R + , a.s. P, then S (1) /S (2) ∈ S s B (R + ) and
We now briefly look at the Brownian derivatives (Brownian velocity) of several simple semimartingales obtained as simple applications of Theorem 2.1, Theorem 3.1, and Theorem 3.2. These examples show that our derivative gives intuitive answers:
(1)
I.e., the Brownian speed of |B t | is 1 for all t ∈ R + , and the direction of change of |B| (increase or decrease) relative to B at t is the same as B t if B t > 0 and is opposite to that of B t if B t < 0. (2) Let S t = B 2 t − V t , for any process V as in Notation 1.1, then D Bt S t = 2B t for all t ∈ R + . So that the Brownian speed of S t at any t ∈ R + is 2|B t |, and the direction of change of S t (increase or decrease) relative to B at t is the same as B t if B t > 0 and is opposite to that of
and let the adapted process X = {X t ,
. So that the Brownian speed of the exponential local martingale Ξ X,B t at any t ∈ R + is |X t |Ξ
X,B t
, and the direction of change of Ξ X,B t (increase or decrease) relative to B at t is the same as B t if X t > 0 and is opposite to that of B t if X t < 0.
More applications of our theory presented here (including SDEs and SPDEs) are dealt with in [1] and subsequent articles.
Proofs of results
Proof of Lemma 2.1.
(a) Under the assumptions given, the conclusion follows from the definition of D Bt S t , the facts that S, B t = M, B t and M, B 0 = 0, and the fact that the generalized derivative for any function g : R + → R with finite one sided derivatives D ± g(t) for 0 < t < ∞ and with finite right hand derivative at zero D + g(0). Of course if g is differentiable at t then Dg(t) = g ′ (t).
(b) Let the assumptions hold on Ω * ⊂ Ω, with P(Ω * ) = 1, and fix ω ∈ Ω * . Then, by the classical mean value theorem ∃ a c(ω) ∈ (a, b) ∋ 
