In this paper, we explore the calibration of single factor no-arbitrage short rate models to yield and volatility information. We note that the calculation of Arrow-Debreu prices for interest rate securities is analogous to solving the Kolmogorov Forward Equation and show that the Hull-White trinomial tree approach can be seen to be using an explicit approach to solving this. We demonstrate how this insight allows us to implement implicit methods, which exhibit more rapid convergence than explicit methods. We use this insight to develop a general algorithm for calibrating the drift terms of a model to match both the yield curve and the term structure of volatilities. This approach is general across single factor short rate models, and also across finite difference techniques. We present numerical examples confirming that our approach vastly improves on computation times for interest rate derivative pricing.
ensures that pricing of derivative securities is consistent with observed interest rates, rather than being based on some best fit, as would be the case for equilibrium interest rate models.
A number of such no-arbitrage models exist. The best known of these models are Ho and Lee (1986) , Black, Derman, and Toy (1990) , Hull and White (1990) and Black and Karasinski (1991) .
While closed form solutions are available in some cases, for most implementations, the models are set up as binomial or trinomial trees, which are calibrated in order to match information on the yield curve. Hull and White (1993) show that their trinomial tree-building technique can in fact be applied to the other models in this family, and so presents a general numerical technique for no-arbitrage bond pricing. Uhrig and Walter (1996) and Vetzal (1998) make a case that using implicit methods could improve upon the performance of trinomial models. Uhrig and Walter (1996) calibrate a time varying market price of risk to match the yield curve. Their approach entails full valuation of bonds of progressively longer maturities leading to excessive computational costs as the number of time steps increases. Vetzal (1998) avoids this shortfall by instead building in the current yield curve as a deterministic addition to his stochastic interest rate process. While this is tractable, it results in a new model for interest rates, rather than an implementation of existing models. It is also unclear how Vetzal's model could be calibrated to match volatility term structures.
Our contribution is to provide an extension of the Hull and White (1993) approach which allows the use of implicit methods. We demonstrate how the Kolmogorov Forward Equation can be solved to obtain Arrow-Debreu prices for an interest rate model. These can be used to price European derivatives and also bonds. We then demonstrate how we can use this result to derive an algorithm, similar to that used in binomial and trinomial models to choose drift terms to match the existing term structure through forward induction. Next we extend our methodology to having two parameters in the drift term (a mean reversion rate as well as a level to which interest rates mean revert) and show how we can calibrate these to a term structure of volatilities. Our resulting algorithm is considerably faster than existing methodologies (having second order convergence in time rather than first order). This is very important for many fixed income pricing problems where securities can have lives of up to thirty years, and therefore computational burdens are sizable.
The layout of the remainder of the paper is as follows: section 1 describes the Arrow-Debreu pricing approach. Section 2 describes calibration of one parameter to match the yield curve. Section 3 generalises this to the two parameter case. Section 4 shows some numerical examples of our method, compared to a conventional tree. Lastly section 5 concludes.
Finding Arrow-Debreu prices
An Arrow-Debreu security is conventionally defined as a security which pays off $1 in a particular state at a particular time. In continuous time, this can be replaced by a state price density, specifying a continuous function, which can be used as an integrand with security payoffs to determine a security's price. This density incorporates the risk-neutral probabilities of reaching a particular point, but also the discounting which is necessary to reach this point. This state price density is sometimes also referred to as a Green's function since this is the term given to a kernal which can be used to find solutions to a differential equation for arbitrary boundary conditions. Suppose that we have a short rate process under the risk-neutral probability measure given by:
where r is the short rate and µ and σ are arbitrary functions. t measures time and dW is the innovation of a standard Brownian motion. It can be shown that the price of a contingent claim (f ) will solve the partial differential equation:
Pricing of a particular claim is then generally a case of solving (2) subject to appropriate boundary conditions. Equation (2) is an example of a Backward Kolmogorov Equation, coupled with discounting (the term on the right hand side). The Backward Kolmogorov Equation allows us to evaluate expectations.
Clearly one way in which the state price density could be formed would be to solve 2 for a range of different boundary conditions. However, if our objective is to simply find all state price densities, an easier approach is to use the Kolmogorov Forward Equation, as described in Jamshidian (1991), to find the state price density, working forward from time 0. The Kolmogorov Forward Equation (including discounting) for the process (1) is given by:
Note that this equation differs slightly from (2) in that the diffusion term now has a negative coefficient, and that an additional f term appears on the left hand side. Given an initial state price density (f (r, 0)), we could solve (3) forward to find the state price density at any future date. Hull and White (1993) tackle the evaluation of Arrow-Debreu prices by building an explicit approximation of (2). For brevity, we focus on interior points of the tree. For these points, the transition probabilities take the form:
Trinomial approach
where p 1 is the probability of moving from r to r + ∆r, p 2 is the probability of r not changing and p 3 is the probability of r moving to r − ∆r. ∆t is the timestep of the tree. Applying a Taylor expansion to f (r, t) we can show that:
so that the relationship implies:
and the trinomial tree approximates (2) with second order accuracy in ∆r and first order accuracy in ∆t.
Denoting Arrow-Debreu prices for the tree as Q(r, t), the Hull-White algorithm initialises Q(r 0 , 0) = 1 (where r 0 is the initial short rate) and then calculates the subsequent nodes in the tree as:
Taking a two dimensional Taylor series around Q(r, t) and exploiting the fact that:
with similar relationships holding for µ and µ 2 , we obtain
so that
and so the Hull-White approach to evaluating the state price density approximates (3) with similar accuracy to its approximation of (2).
Alternative solutions
The explicit method is not the only method that could be used to solve either (2) or (3). We can construct alternative finite difference approximations. For the backward equation, we define our finite difference method as:
where L B is the operator:
Our goal is to evaluate f (r, t) given information regarding f (r, t + ∆t). For w = 0, we obtain an explicit relationship, where a single point at time t + ∆t is calculated using three points at time t, as is the case in a trinomial tree. If w = 1, we obtain an implicit relationship, where three points at time t + ∆t are related to a single point at time t. For w = 0.5, we obtain the Crank-Nicholson approach, which relates three points at time t to three points at time t + ∆t. These latter two approaches result in a system of equations with one equation for each point at the new time step, which are solved to find f (r, t). To deal with points on the boundary, following Vetzal (1998), we can use the operators:
where L BL is applied at the lower boundary and L BU is applied at the upper boundary. The resulting system of equations in f (r, t) is tridiagonal, except for the first and last equations. It is a simple matter to eliminate the non-tridiagonal elements prior to solving the system. 1 We can develop a similar approximation for solution of (3):
where L F is the operator:
with boundary conditions:
Note that in this situation, we wish to solve for Q(r, t + ∆t) given Q(r, t) (forward induction). As is the case for the Hull-White implementation, our initial condition is that Q(r 0 , 0) = 1 and Q(r, 0) = 0 for r = r 0 . Also similarly to the Hull-White implementation, we can find the price of a zero coupon 1 Further discussion of finite difference techniques can be found in many textbooks. A good reference for this is Tavella and Randall (2000) . Reduction to tridiagonality is discussed in Vetzal (1998) and Cairns (2004) .
bond maturing at time T as P (T ) = j Q(r j , T ). Again w = 0 will result in the explicit method, w = 1 will result in the implicit method, and w = 0.5 will give the Crank-Nicholson method.
Of the three approaches, the Crank-Nicholson approach is generally taken to be the superior, since has the advantage of being unconditionally stable and having second order accuracy in the time dimension as well as the space dimension.
2 Our applications in section 4 will make use of the Crank-Nicholson method.
2 Calibrating to the yield curve Hull and White (1994) finesse the approach of Hull and White (1993) for the specific case:
where θ(t) is an arbitrary function, chosen to match zero coupon bond prices from the model with observed yields. They suggest that an appropriate tree-building technique is to set up a tree for
They then solve for the Arrow-Debreu prices, at each step augmenting the interest rate by an amount α(t) so that the price of that time's zero coupon bond is consistent with the yield curve.
3 Mathe-matically, Q(r, t + ∆t) = e −(r+α)∆t [p 3 (r + ∆r, t)Q(r + ∆r, t) + p 2 (r, t)Q(r, t) + p 1 (r − ∆r, t)Q(r − ∆r, t)] . (6) If we define the price of a zero coupon bond maturing at time t + ∆t, conditional on α(t) as being P (t + ∆t, α(t)), then:
Hence knowing the level of Q(r, t) for the previous time step and knowing the price of a zero coupon bond maturing at time t + ∆t is sufficient information to back out α(t). Once α(t) is known, the Arrow-Debreu prices can be updated using (6).
For a more general finite difference technique, we could write, in matrix notation, that
where Q t is a vector containing the level of Q for each level of r at time t. The matrices A and B describe the system of equations that must be solved to find Q t+∆t given Q t . We will assume that these have (as was the case of the Hull-White model) been set up to be consistent with (5).
Increasing the discount rate will simply affect the right hand side of (3), so we can adjust our updating to incorporate α as:
where w takes on value 1 for a fully implicit method, 0.5 for the Crank Nicholson method (discussed previously) or 0 for an explicit method. Note that for the explicit method, the matrix B will be an identity matrix, and so there is a straightforward relationship between choice of α(t) and the level of Q t+∆t . Hence it is easy to solve for α(t).
For an implicit method, matters are complicated by the appearance of α(t) on the left hand side of equation (7), creating an implicit relationship between choice of α(t) and the level of Q t+∆t . This requires us to solve the problem iteratively.
Consider that we guess that the level of α(t) isα(t), which has corresponding level of Q t+∆t of Q t+∆t . And consider perturbingα(t) by ∆α. Then the left hand side of (7) will change by
where ∆Q t+∆t is the change in time t + ∆t Arrow-Debreu prices caused by the change in α(t).
Meanwhile, the right hand side of the equation will change by:
Equating the changes, and solving for ∆Q t+∆t , we obtain:
Furthermore, we know that the price of a time t + ∆t bond (P (t + ∆t)) should equal the sum of the Arrow-Debreu prices at time t + ∆t. Hence we would like:
where 1 is a vector of ones of the same length as Q t . Substituting (8) into (9) and solving for ∆α, we obtain:
.
Solving for α(t) thus follows the following algorithm:
1. Solve the equation (7) to obtain a preliminary level forQ t+∆t given a guess ofα(t).
2. Updateα(t) to:α
where the vector R solves (B + wα(t)I)R = (1 − w)Q t + wQ t+∆t .
Repeat the iterations untilα(t) converges.
In practice, given a reasonable guess ofα(t) (such as α(t − ∆t)) the algorithm converges within one or two iterations. Note that this algorithm is not peculiar to the particular form of volatility term used for the short rate -it could be implemented for a geometric or square root style process.
We are thus able to update an implicit method in a similar fashion to the Hull-White tree. Section 4 contains some examples of relative performance of the Hull-White tree compared to the implicit Crank-Nicholson method.
Calibrating to the volatility curve
To fit not only the yield curve, but also the volatility curve, it becomes necessary to introduce two functions of time into the equation. Following Hull and White (1993), we consider:
Here θ(t) and φ(t) are arbitrary functions of time, chosen to now match the yield curve and observed yield volatilities. Intuitively, if the mean-reversion speed (φ(t)) increases in t, it will damp later volatilies, while if it declines, later volatilities will be higher.
As noted in Hull and White (1993) this technique generalises to transformations of r so that (for example) the Black-Karasinski model can be implemented in a similar fashion. We refer readers to Hull and White (1993) for complete treatment of their approach. Their algorithm begins by using a binomial step where the entire yield curve is shifted up or down by a sufficient amount to match the volatility curve specified. The algorithm then chooses φ(t) and θ(t) at each step so that the value of a zero coupon bond maturing at that time, conditional on the initial binomial step having been up, or having been down, are consistent with the zero coupon bond price observed at time zero.
Our algorithm is similar in spirit to our approach for matching the yield curve. Firstly, we note that the volatility of an interest rate can be written in terms of the volatility of a bond's price:
Note that we define volatility in absolute terms (the diffusion term of the process for the interest rate in question). Adjusting to be a proportional volatility simply requires dividing V (t) by R(t) ≡ − log(P (t))/t.
We know that P (t) is equal to the sum of Q(r, t) across all values of r at time t, so we may write: Our conditions we require to hold are thus (10) and the familiar
with both equations required to hold for each time step.
Our algorithm proceeds similarly to that in section 2. At each time step, we will iteratively find θ(t) and φ(t), given some initial guessθ(t) andφ(t). We will assume that the updating equations, including φ(t) and θ(t) are given by:
where D 1 and D 2 are matrices representing the terms in the finite difference equations which have θ and φ as a coefficient (see section 1.2). We will also define:
Now consider the effect of changingθ by ∆θ andφ by ∆φ. The effect on the left hand side of (11) is:
while the effect on the right hand side of (11) is:
We can equate these and solve for ∆Q t+∆t as:
Defining
and setting ∆Q t+∆t = P (t + ∆t) − 1 TQ t+∆t , we obtain the condition:
We also need the volatility condition to hold for time t + ∆t. We can use the quotient rule to determine the effect of perturbingθ(t + ∆t) andφ(t + ∆t) on the level of volatility:
Using (12) applied to Q u and Q d , we can rewrite (14) as:
where R 1 and R 2 are as given above and:
Equating (16) to V (t) −V (t), whereV (t) is given bŷ
we obtain a second condition for ∆φ and ∆θ. We can summarise the two conditions as:
where
Stepping forward in time thus consists of alternating between updating (Q t+∆t ,Q u t+∆t ,Q d t+∆t ) using (11) and solving (17) to updateφ(t + ∆t) andθ(t + ∆t). Again, using φ(t) and θ(t) as starting conditions forφ(t + ∆t) andθ(t + ∆t), this process only takes one or two iterations.
Again, we note that this algorithm is general across all finite difference techniques.
Numerical examples
We consider two test problems, to demonstrate our new technique. In both cases, we make use of the Crank-Nicholson algorithm, described in section 1.2. 
Calibration to yield curve
For this example, we consider the standard Hull-White model given by (4) and implement the procedures described in section 2. We implement the traditional Hull-White tree, and also the CrankNicholson algorithm. The yield curve is given in table 1, and is assumed to be piecewise linear for points between those given. We consider the pricing of a two year call option, written on a three year zero coupon bond with face value $1, where the option has strike price $0.943. We assume a mean reversion rate of λ = 0.1. A closed form solution exists for options on zero coupon bonds in this model (see Hull and White (1990) ). The correct price for this security is 0.0028. In table 2 we present relative pricing error, as time step is decreased. Since the Crank-Nicholson method is second order, we use a timestep chosen as the square-root of the time step used by the Trinomial tree. Given its second order accuracy in time, this gives comparable accuracy performance. Table 2 gives a clear picture of the advantages of using the new algorithm. For large time steps (low accuracy) the advantage of not needing to either solve the implicit equations nor iterate to find α renders the trinomial method more efficient, however, as more accuracy is required, the second order convergence of the Crank-Nicholson method more than outweighs its more involved calculations. 
Calibration to yield curve and volatility
Our second numerical example follows the methodology of section 3, using a yield curve and volatility curve as given in table 3. We assume β = 0 so that we are calibrating an extended-Vasicek style model. We consider pricing a 4 year call option written on a 5 year zero coupon bond, with strike price 0.933. The analytical price for this security is 0.0019. We then compare performance of our CrankNicholson algorithm to a Hull-White trinomial tree. Again, we consider using a larger time step for the Crank-Nicholson method, since it has a higher order convergence rate. in section 3 requires 7 matrix inversions for each iteration on φ and θ. Each inversion requires solution of a different system of equations. In contrast, for section 3, the same set of equations are solved at each time. It is thus possible to adjust these equations to render them tridiagonal once, and then simply solve this system for each calculation. The added burden of re-tridiagonalising, increases the time taken for the Crank-Nicholson algorithm for this case.
This added burden notwithstanding, we find that the Crank-Nicholson method substantially outperforms the Trinomial tree. Using a time step of 0.25, we obtain a solution which has 0.3% error.
To achieve a comparable error with the Trinomial tree, a time step of 0.01 would be required, taking approximately 40 times as much processor time as the Crank-Nicholson algorithm requires.
Conclusion
We have presented a methodology for extending the trinomial tree approach to calibrating short rate models to more general classes of finite difference techniques. Our methodology is applicable across a wide range of different models, covering most of the widely used no-arbitrage short rate models.
Being able to use higher order methods that are frequently used in conventional options pricing results in a far more efficient pricing of securities. Given that many fixed income securities have very long lives (often up to 30 years) computational speed is highly important. For researchers in this area, the ability to evaluate bond prices quickly is also enormously useful, when dealing with large fixed income data sets, or where the algorithm must be implemented many times, such as when other model parameters must be estimated using time-series data.
