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In this study we consider basic notions and examples in the theory of growth
of finitely-generated groups. In particular, we find the growth rate in case
of important examples of finitely-generated nonabelian free groups, finitely
generated abelian groups, the Heisenberg group(which is a finitely generated
nilpotent group), and the group Z2 o Z (which is a finitely generetad solvable
non-nilpotent group). This notion, growth of a group, was introduced by John
Milnor in journal of differential geometry in 1968.
Firstly, we define the Cayley graph of a finitely-generated group G with respect to
a generating set S. Then we introduce a metric on the Cayley graph of G. After
that we define the length function on G by using this metric. Then we define
the growth function of G. The growth function has some basic properties: it is
always submultiplicative and it is monotone increasing under the assumption that
G is infinite. After giving the definition of the equivalence of functions over the
natural numbers we show that growth functions are equivalent for any generating
set.
There are three types of groups according to their growth functions: groups of
polynomial growth, groups of exponential growth, and groups of intermediate
growth. In 1968 John Milnor possed a problem of existence of finitely generated
groups of intermediate growth, that is, of growth strictly between exponential
growth and polynomial growth. This question was open for many years. In 1983,
this problem was positively solved by Rostivlav Grigorchuk, i.e. he constructed a




Bu c¸alıs¸mada sonlu u¨reteci var olan grupların bu¨yu¨me fonksiyonları teorisindeki
temel kavramlar ve o¨rnekler u¨zerinde duruyoruz. O¨zellikle sonlu u¨reteci var olan
deg˘is¸meli olmayan o¨zgu¨r grupların, sonlu u¨reteci var olan deg˘is¸meli grupların,
Heisenberg grubunun(sonlu u¨reteci var olan nilpotent grup) ve Z2 o Z grubunun
(sonlu u¨reteci var olan nilpotent olmayan c¸o¨zu¨lebilir grup) bu¨yu¨me oranlarını
hesaplıyoruz.
Bu kavram, grupların bu¨yu¨mesi, ilk olarak 1968 yılında John Milnor tarafından
diferansiyel geometri alanındaki bir dergide yer almıs¸tır.
I˙lk olarak sonlu u¨reteci var olan bir grubun G bir u¨retec¸ ku¨mesine bag˘lı olarak
grubun Cayley c¸izelgesinin tanımını veriyoruz. SonraG grubunun Cayley c¸izelgesi
u¨zerinde bir metrik tanımlıyoruz. Daha sonra bu metrik yardımıyla G grubunun
uzunluk fonksiyonunun tanımını veriyoruz. Uzunluk fonksiyonunu kullanarak
G grubunun bu¨yu¨me fonksiyonunu tanımlıyoruz. Bu¨yu¨me fonksiyonları bazı
temel o¨zelliklere sahiptir: Bu¨yu¨me fonksiyonları herzaman alt c¸arpımsaldır ve
G grubunun sonsuz c¸oklukta elemena sahip olması durumunda su¨rekli artan bir
fonksiyondur. Dog˘al sayılar ku¨mesi u¨zerinde tanımlı fonksiyonların birbirilerine
denk olma kos¸ulunun tanımını verdikten sonra sonlu c¸oklukta u¨reteci var olan
bir grubun bu¨yu¨me fonksiyonlarının birbirilerine denk oldug˘unu go¨steriyoruz.
Bu¨yu¨me fonksiyonlarına go¨re u¨c¸ farklı grubun varlıg˘ı so¨z konusudur: Bu¨yu¨me
fonksiyonu polinom derecesinde olan gruplar, bu¨yu¨me fonksiyonu u¨stel fonksiyon
derecesinde olan gruplar ve bu¨yu¨me fonksiyonu orta bu¨yu¨klu¨g˘e sahip olan gruplar.
1968 yılında John Milnor orta bu¨yu¨klu¨g˘e sahip olan grupların varlıg˘ını sorguladı,
yani orta bu¨yu¨klu¨g˘e sahip gruplar var mıydı? Bu sorunun cevabı uzun yıllar
boyunca yanıtsız kaldı. Nihayet Rostislav Grigorchuk 1983 yılında bu soruyu
olumlu olarak cevapladı. Grigorchuk orta bu¨yu¨klu¨g˘e sahip bir grup ins¸aa etti.
Bu c¸alıs¸manın sonunda Grigorchuk’un bu ins¸aasını ele almaktayız.
vii
1. INTRODUCTION
The notion of the growth of a finitely generated group was introduced by John
Milnor in [7] in journal of differential geometry in 1968.
For a finite set of generators A of a group G and a positive integer n, the ball
of radius n with the center in 1 in the Cayley graph of G with respect to the
generating set A is a finite set; let γGA (n) denote its cardinality. It is easy to see
that the growth rate of the function n 7−→ γGA (n) at infinity does not depend on
the choice of the finite generating set A.
The initial observations were that the growth of any finitely generated group
is at most exponential, and any finitely generated nonabelian free group is of
exponential growth. On the other hand, any finitely generated abelian group is
of polynomial growth.
John Milnor and Joseph Wolf showed in 1968 that any finitely generated solvable
group either has exponential growth or is virtually nilpotent. H. Bass proved in
1971 that any virtually nilpotent group is of polynomial growth. M. Gromov in
1981 proved the converse of that result: any finitely generated group of polynomial
growth is virtually nilpotent.
These results of J. Milnor, J. Wolf and H. Bass show that any finitely generated
solvable group has either exponential or polynomial growth. Already in 1968 J.
Milnor[8] posed a problem of existence of finitely generated groups of intermediate
growth, that is, of growth strictly between exponential growth and polynomial
growth. The problem was positively solved by Rostislav Grigorchuk[6] in 1983.
In this work we consider basic notions and examples in the theory of growth of
groups, and give proofs of their properties. In particular, we find the growth rate
in case of important examples of finitely generated nonabelian free groups, finitely
generated abelian groups, the Heisenberg group (which is a finitely generated
nilpotent group), the wreath product of Z2 and Z (which is a finitely generated
solvable non-nilpotent group).
1
2. GROWTH OF A FINITELY GENERATED GROUP
2.1 Length Function
Let G be a group generated by a fixed finite set S. Elements of the form
w = a1a2...an, where each ai is s or s
−1 for some s ∈ S, are called group words
over S. We denote n by |w| and we call it the word length of the group word w.
Any such word w represents an element of the group G. Since S generates G, any
element g of G is represented by some such w (not in a unique way). Among the
the words representing g in G there is a group word w with the smallest length |w|;
we call the word w the shortest decomposition of g in generators S. In general,
the shortest decomposition of g in generators S is not unique, but clearly the
lengths of all shortest decomposition of g in generators S are the same.
Definition 2.1.1: Let G be a finitely generated group with generating set
S = {s1, ..., sk}. For each element g ∈ G, we define the length of g with respect
to the generating set S to be the length of the shortest decomposition




where εk = ±1 and sij ∈ S for all k, j = 1, ..., n. We denote this length function
by lS(g).
For example, if S = {a, b}, and g = a−2bab then lS(g) = 5.
2.2 Cayley Graphs
Definition 2.2.1: Let G be a finitely generated group. The Cayley graph of
G with respect to the generating set X = {g1, g2, ..., gn} is the graph Γ = (V,E)
whose vertices V are the elements of G and whose edges determined by the
following condition: if x, y ∈ V = G, then (x, y) ∈ E if and only if either y = gix
or x = giy for some i = 1, ..., n.
2
Example: Let G = S3 = 〈s1, s2〉 where s1 = (12) and s2 = (23). Then the






s1 = (12) s1s2 = (123)





s2 = (13) s2s1 = (132)
Figure 1: The Cayley graph of S3














Figure 2: The Cayley graph of Zn
A Cayley graph of a group G can be considered as a metric space with
d(x, y), x, y ∈ G, being the minimum of number of edges that one must traverse
to get x from y. Thus, if G is a finitely generated group with generating set S,
then we have lS(g) = d(e, g) for any g ∈ G.
In the Cayley graph of S3 = 〈s1, s2〉 we see that l(1) = d(1, 1) = 0, and the
element s2s1 can be obtained by either multiplying s2 from the right with s1 or
multiplying s1s2s1 from the right with s1. But l(s2s1) = d(1, s2s1) = 2.
3
2.3 Growth Function:
For a finite set of generators S of a group G and a positive integer n, the ball
of radius n with the center in 1 in the Cayley graph of G with respect to the
generating set S is finite.
Definition 2.3.1: For each n ∈ N we define the growth function of a finitely
generated group G with respect to the generating set S, denoted by γ(n) = γSG(n),
to be the number of elements of g ∈ G such that lS(g) ≤ n i.e.,
γSG(n) = ]{g ∈ G : lS(g) ≤ n} (2.2)
the cardinality of the ball with radius n centered at 1.
The growth rate of this function n 7−→ γSG(n) at infinity does not depend on the
choice of the finite generating set S.
Lemma 2.3.1: Let G be a finitely generated infinite group. Then the growth
function is monotone increasing: γ(n+ 1) > γ(n) for all n ≥ 1.
Proof 2.3.1: Suppose not. So there exists m ∈ N such that γ(m + 1) ≤ γ(m).
Since
γ(m+ 1) = ]{g ∈ G : l(g) ≤ m+ 1}
= γ(m) + ]{g ∈ G : l(g) = m+ 1}
we have γ(m + 1) = γ(m). So {g ∈ G : l(g) = m + 1} = ∅. Now I claim that
{g ∈ G : l(g) = m+ k} = ∅ for all k ∈ N+.
We prove this by induction on k. If k = 1, we already know this.
Assume it is true for k, I will show that it is true for k + 1 (i.e. assume
{g ∈ G : l(g) = m + k} = ∅, show that {g ∈ G : l(g) = m + k + 1} = ∅).
If there were an element g ∈ G such that l(g) = m+ k + 1, then we would have









with εi = ±1 and sij ∈ S. Then h = sε1i1 sε2i2 ...s
εm+k
im+k
is an element of G that has
length m+ k. This is a contradiction to induction assumption.
So we have {g ∈ G : l(g) = m+ k + 1} = ∅.
Thus the group G only contains elements that have length at most n. But there
are at most (2k)n + 1 such many elements. This gives rise to a contradiction to
the assumption that G is infinite.
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Lemma 2.3.2: The growth function γ is submultiplicative: γ(m+n) ≤ γ(m)γ(n)
for all n,m ≥ 1.
Proof 2.3.2: Claim: If l(g) ≤ m+ n, then g = ab where l(a) ≤ m and l(b) ≤ n.
Suppose that we proved the claim. Let a1, ..., aγ(m) be all distinct elements of
length at most m, and let b1, ..., bγ(n) be all distinct elements of length at most n.
Then the set
A = {aibj : 1 ≤ i ≤ γ(m), 1 ≤ j ≤ γ(n)}
consists of all the elements of length ≤ m + n, maybe with repetitions. Now if
l(g) ≤ m+ n, then by the claim we have g ∈ A. Therefore, γ(m+ n) ≤ |A|.
But |A| ≤ γ(m)γ(n). Thus, we get
γ(m+ n) ≤ γ(m)γ(n). (2.3)
Proof of the Claim: Suppose that l(g) ≤ m+ n.
I will show g = ab for some a, b with l(a) ≤ m and l(b) ≤ n. Consider the shortest





l(g) . Since l(g) ≤ m + n, represent l(g) = t + r such
that t ≤ n and r ≤ m.



























3. DOMINATION RELATION FOR SEQUENCES OF REAL
NUMBERS
Definition 3.1: Let f, g : N −→ R+ be two functions. By Grigorchuk[5], we
define f  g if and only if
f(n) ≤ Cg(αn). (3.1)
for all n > 0 and for some real number C > 0 and for some natural number α > 0.
We say that f and g are equivalent, denoted by f ∼ g, if f  g and g  f .
Example: ne  npi and an ∼ bn for any a, b > 1.
Definition 3.2: A function f : N −→ R+ is called polynomial if f(n) ∼ nα
for some α > 0. A function f is called exponential if f(n) ∼ en, and it is called
subexponential if there exists a limit lim
ln f(n)
n
= 0 as n −→∞.
Example: npi is polynomial, neen is exponential, and en/ ln(n) is subexponential.
Definition 3.3: A function f is called subadditive if f(n+m) ≤ f(n) + f(m)
and it is called submultiplicative if f(n+m) ≤ f(n)f(m).
Example: The square root function is subadditive since for any x, y ≥ 0 we have
√
x+ y ≤ √x+√y.
Definition 3.3: A sequence (an)n∈N is called subadditive if it satisfies the
inequality an+m ≤ an + am for all n and m.
Example: For n ∈ N let an = n.
Theorem 3.1(Fekete’s Lemma): Let (an)n be a subadditive sequence of
nonnegative numbers. Then (an/n) is bounded from below and it converges to
inf an/n.
Proof 3.1: To see that the sequence (an/n) is bounded below, just not that
an ≥ 0 so an/n ≥ 0 for all n. Let l = inf(an : n ∈ N). We will prove that
an/n −→ l. So we must show that for each ε > 0 there exists N ∈ N such that
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|an/n− l| < ε for all n > N .
Let ε > 0 be given.
Let K ∈ N be such that |aK
K
− l| < ε/2. There exists such K, otherwise l + ε/2
would also be a lower bound, contradicting the fact that l is the greatest lower
bound.





for all r = 0, 1, ..., K− 1. To find such M just
find R = max(ar/K : r < K) and choose M so that R/M < ε/2.
Let N = KM . Let n > N be arbitrary.



















< (l + ε/2) + ε/2 since
aK/K < l+ ε/2. This means that |an/n− l| < ε since an/n ≥ l by the definition
of l. Therefore, |an/n− l| < ε for all n > N .
Lemma 3.2: Let G be a finitely generated group with a generating set S, and




This limit is called the growth rate of G.
Proof 3.2: From (2.3) we know that the growth function is submultiplicative. So





4. EQUIVALENCE OF GROWTH FUNCTIONS
Lemma 4.1: Let S and S ′ be two different generating sets of a group G. Then
the corresponding growth functions γS and γS′ are equivalent.
Proof 4.1:[10] I will show that there exist constants C,D, α, β > 0 such that
γS′(n) ≤ CγS(αn) and γS(n) ≤ DγS′(βn) for all n > 0.
Since S and S ′ are two generating sets of G, every element of S ′ can be written
as a finite product of elements of S. Thus, there exists a constant α > 0 such
that the lS(s
′) ≤ α for all s′ ∈ S ′ (Take α = max{lS(s′) : s′ ∈ S ′}).
If g ∈ G is a product of m elements of S ′, then g can be written as a product of
at most αm elements of S. So lS(g) ≤ αm. Thus, if lS′(g) ≤ n, then lS(g) ≤ αn.
Hence, γS′(n) ≤ γS(αn).
Similarly, we get γS(n) ≤ γS′(βn) for some β > 0.
Lemma 4.2: Let G be a group and let H be a subgroup of G of finite index.
Then their growth functions γG and γH are equivalent.
Proof 4.2: Clearly, γH  γG.
Assume [G : H] = k < ∞. Choose generators S = {s1, s2, ..., sm} of H. Assume
S = S−1, if not add the elements. Choose representatives of left cosets of H and
add their inverses: a1, a2, ..., a2k. Then s1, ..., sm, a1, ..., a2k generate G. Assume
that 1 is one of them. Then we have
siaj = at(i,j)wij(s1, ..., sm) (4.1)
aiaj = ar(i,j)vij(s1, ..., sm) (4.2)
Now choose D such that |wij|, |vij| ≤ D for all i, j.
Claim: For any word u(s¯, a¯) in G there are words v(s¯), ai such that
u(s¯, a¯) = aiv(s¯) with |v(s¯)| ≤ D|u(s¯, a¯)|.
Suppose we proved the claim. Then we show that if l(g) ≤ n, then g can be
represented as g = aih with h ∈ H and l(h) ≤ Dn. Suppose l(g) = k ≤ n.
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Let g = u(s¯, a¯) be a representative of length k. Then u(s¯, a¯) = aiv(s¯) with
|v(s¯)| ≤ Dk. So lH(v(s¯)) ≤ |v(s¯)| ≤ Dk ≤ Dn. Take h = v(s¯).
Then the set
{aih : i = 1, ..., 2k, h ∈ H, l(h) ≤ Dn}
contains, maybe with repetitions, all the elements of G of length at most n.
So γG(n) ≤ 2kγH(Dn).
Proof of Claim: We proceed by induction on the number n of the occurrences of
ai’s in u(s¯, a¯). If n = 0, this means u(s¯, a¯) does not contain any ai.
So u(s¯, a¯) = v(s¯). By assumption we know that there exists i such that ai = 1.
Thus, we get the desired equality u(s¯, a¯) = aiv(s¯). Clearly, |v(s¯)| ≤ D|u(s¯, a¯)|.
Assuming it is true for k < n, we will show that it is true for k = n.




(s¯), where aj and al are the first two
occurrences from the right.
From (4.1) we know that exchanging a si in u
′
(s¯)al with al, it produces a word





(s¯) = alv(s¯) with |v(s¯)| ≤ D|u′(s¯)|+ |u′′(s¯)|.
Now from (4.2) we know that ajal = akw(s¯), |w(s¯)| ≤ D
So ajalv(s¯) = akw(s¯)v(s¯) and
|w(s¯)v(s¯)| = |w(s¯)|+ |v(s¯)| ≤ D +D|u′(s¯)|+ |u′′(s¯)| =
= D(1 + |u′(s¯)|+ |u′′(s¯)|) = D|u′(s¯)alu′′(s¯)|.
So u(s¯, a¯) = u1(s¯, a¯)akw(s¯)v(s¯) with |w(s¯)v(s¯)| ≤ D|u′(s¯)alu′′(s¯)|.
By induction assumption we have u1(s¯, a¯)ak = atv
′
(s¯) with |v′(s¯) ≤ D|u1(s¯, a¯)ak|.
Therefore, we get u(s¯, a¯) = atv
′
(s¯)w(s¯)v(s¯).
|v′(s¯)w(s¯)v(s¯)| = |v′(s¯)|+ |w(s¯)v(s¯)| ≤ D|u1(s¯, a¯)ak|+D|u′(s¯)alu′′(s¯)|
= D(|u1(s¯, a¯)ak|+ |u′(s¯)alu′′(s¯)|)
= D|u(s¯, a¯)|.
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5. GROUPS OF EXPONENTIAL GROWTH
Lemma 5.1: Any group is either of exponential growth or subexponential
growth.












= L 6= 0. Let ε > 0 be arbitrary.
Then there exists N ∈ N such that | ln γ(n) 1n − L| < ε for all n > N . So
eL−ε < γ(n)
1
n < eL+ε. Then e(L−ε)n < γ(n) < e(L+ε)n for all n > N . Now for
ε = L there exists N1 ∈ N such that if n > N1, then γ(n) < e2Ln. Taking
C = γ(N) and α = 2L we get γ(n) < Ceαn for all n > 0.
Now I will show that there exist D, β > 0 such that en < Dγ(βn) for all n > 0.
Choose ε > 0 such that en < e(L−ε)n for all n > 0. Then there exists N ∈ N such
that en < γ(n) for all n > N . Take D = 1 and β = N . Then en < Dγ(βn) for
all n > 0.
Therefore, we have γ(n) ∼ en.
5.1 Free Groups
Definition 5.1.1: A group F is called free if there exists a generating set X
of F such that for any map ϕ : X −→ G where G is a group, there exists a
homomorphism ψ : F −→ G that extends ϕ.
Example: The trivial group is free.
Example: Z =< 1 > is free. If G is an arbitrary group and ϕ(1) = g, then
define ψ : Z −→ G as ψ(n) = gn.
Let X be an arbitrary set. Let W (X) be the set of all finite words over X ∪X−1
where X−1 = {x−1 : x ∈ X}. For example, if X = {a, b}, then W (X) is the set
of all words over a, b, a−1, b−1. Eg. a−1bb−1abaa−1bba ∈ W (X).
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We call w ∈ W irreducible if it has no subwords of the form xx−1 or x−1x where
x ∈ X. For w ∈ W we define w′ = x−εnn x−εn−1n−1 ...x−ε11 where w = xε11 xε11 ...xεn−1n−1 xεnn
and εi = ∓1. Eg. (bbba)′ = a−1b−1b−1b−1.
Let F (X) = {w ∈ W (X) : w is irreducible}.
For u, v ∈ F (X), let w be the word of maximal length such that u = u1w and
v = w
′









On F (X) define an operation ”·” as u · v = u1v1.
(F (X), ·) is a group and it is free. We call it the free group generated by X.
Lemma 5.1.1: The free group Fm with m generators X = {x1, ..., xm} is of
exponential growth .
Proof 5.1.1: For any k ≥ 1 there are exactly (2m)(2m − 1)k−1 elements in Fm
of length k with respect to X. Therefore,




If m = 1, then γFm(n) = 1 + 2n. If m > 1, then
γFm(n) = 1 +
n∑
k=1
(2m)(2m− 1)k−1 = 1 +m(2m− 1)
n − 1
m− 1 .
Since an ∼ bn for any a, b > 1, we get γFm(n) ∼ en.
5.2 Semi-direct Product
Let H and X be two groups.
Let ϕ : X −→ Aut(H) be a homomorphism denoted by ϕ(x) = ϕx.
The semi-direct product HoϕX is defined to be the group with underlying
set HoϕX = {(h, x) : h ∈ H, x ∈ X} and group operation defined by
(h1, x1)(h2, x2) := (h1ϕx1(h2), x1x2). This group G = HoϕX has the following
properties:
1. H × {1X} / G is isomorphic to H,
2. {1H} × X 6 G is isomorphic to X,
3. G = (H × {1X})({1H} ×X).
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5.3 Wreath Product
Let A and B be two groups.
Let Fun(B,A) = {f | f : B −→ A}.
Let fun(B,A) = {f ∈ Fun(B,A) : {b ∈ B : f(b) 6= 1A}f is finite}.
Let Φ 6 Sym(B). For any ϕ ∈ Sym(B), define ϕ¯ ∈ Aut(fun(B,A)) as
ϕ¯ : f 7→ f ◦ ϕ. Then¯: Φ −→ Aut(fun(B,A)) is a homomorphism. We define
the wreath product of A and B to be A oB = fun(B,A) oB.
Lemma 5.2.1: The group G = Z2 oZ = (· · ·×Z2×Z2×· · · )oZ is of exponential
growth.
Proof 5.2.1: Let a be a generator of Z2, and b be a generator of Z. Then any





where q ≥ 0, and k, k1, ..., kq are integers with k1 > k2 > ... > kq. We call such a
representation of an element canonical.
Let n be a positive integer, and τ = (t1, ..., tn), where each ti is 1 or 2. Denote
by gτ the element
abt1abt2 ...abtn
of the group G. We show that for different tuples τ the elements gτ are different.


















This representation of gτ is canonical because for all i = 1, ..., n− 1
ti + · · ·+ tn > ti+1 + · · ·+ tn.
It is clear that for different τ the corresponding tuples
t1 + · · ·+ tn, t2 + · · ·+ tn, ..., tn−1 + tn, tn
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are different. Now uniqueness of the canonical representation easily implies that
if τ 6= τ ′ , then gτ and gτ ′ are different elements of G.
We have
l(gτ ) ≤ |abt1abt2 ...abtn| = n+ t1 + t2 + · · ·+ tn ≤ 3n.
Since the number of possible τ is equal to 2n, and all gτ are distinct, it follows
that for any n > 0
γ(3n) ≥ 2n.
Hence, γ(n) is of exponential growth.
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6. GROUPS OF POLYNOMIAL GROWTH
Recall that a group G has polynomial growth if γG ∼ nα for some α > 0.
Example: Z has polynomial growth since γZ(n) = 2n+ 1 for all n ≥ 0.
Lemma 6.1: Let G and H be two infinite groups of polynomial growth. Then
their direct product G×H has also polynomial growth. But γG  γG×H .
Proof 6.1: Suppose γG ∼ nα1 and γH ∼ nα2 for some α1, α2 > 0.
Now if (g, h) ∈ G × H such that l(g, h) ≤ n, then l(g) ≤ n and l(h) ≤ n. But
there are at most γG(n) such g ∈ G and γH(n) such many h ∈ H.
Thus, γG×H(n) ≤ γG(n)γH(n). Then γG×H(n) ≤ C1(β1n)α1C2(β2n)α2 for some
C1, C2, β1, β2 > 0. Therefore,
γG×H(n) ≤ Cnα1+α2 (6.1)





Clearly, γG(n) ≤ γG×H(n) and γH(n) ≤ γG×H(n). Since γG ∼ nα1 and γH ∼ nα2 ,
we know that nα1 ≤ C1γG(β1n) and nα2 ≤ C2γH(β2n) for some C1, C2, β1, β2 > 0.
Then nα1 ≤ CγG(βn) and nα2 ≤ CγH(βn) with C = max{C1, C2}, β =
max{β1, β2}. Thus, we have the following inequality
nα1+α2 ≤ C2γG(βn)γH(βn). (6.2)
Now if g ∈ G with l(g) ≤ βn and h ∈ G with l(h) ≤ βn, then the element (g, h)
in G×H has length at most 2βn.
Therefore, γG(βn)γH(βn) ≤ γG×H(2βn).
By (6.2) we get
nα1+α2 ≤ C2γG×H(2βn). (6.3)
From (6.1) and (6.32) we get γG×H ∼ nα1+α2 .
Hence, G ×H has polynomial growth. And γG  γG×H follows by the fact that
polynomials of different degree are not equivalent.
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Example: Zd has polynomial growth for any d ≥ 1.
Example: Any finitely generated abelian group is of polynomial growth. We
know that such a group is isomorphic to Zd⊕Zp1 ⊕Zp2 ⊕Zpk for some d ≥ 0 and
some numbers p1, p2, ..., pk (not necessarily distinct) of powers of prime numbers.
6.1 Nilpotent Groups
Let G be a group. For g, h ∈ G, we define [g, h] = ghg−1h−1 and call it
the commutator of g and h. If A and B are two subgroups of G, define
[A,B] =
〈
[a, b] : a ∈ A, b ∈ B〉.
Claim: G is abelian if and only if [G,G] = {1}.
Proof:
G is abelian⇔ gh = hg for all g, h ∈ G
⇔ ghg−1h−1 = 1 for all g, h ∈ G
⇔ [g, h] = 1 for all g, h ∈ G
⇔ [G,G] = {1}.
Definition 6.1.1: A series of normal subgroups 1 = G0 6 G1 6 · · · 6 Gn = G of
a group G is called central if
Gi+1/Gi 6 Z(G/Gi) (6.4)
for any i = 0, ..., n− 1.
Condition (6.4) is equivalent to [Gi+1, G] 6 G because for any x ∈ Gi+1 and
y ∈ G, xGi and yGi commute in G/Gi if and only if [x, y] ∈ Gi if and only if
[Gi+1, G] 6 G.
Definition 6.1.2: We define the derived series Gn of a group G inductively:
• G0 = G,
• Gn+1 = [G,Gn].
The derived series is also called the lower central series.
Lemma 6.1.1: A group G is nilpotent if and only if Gn = {1} for some n.
If n is the smallest natural number such that Gn = {1}, then we say that G is
nilpotent of class n or G has nilpotent length n− 1 for n ≥ 1.
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Example: Every abelian group is nilpotent of class 1, except for the trivial group
which is nilpotent of class 0.
Proposition 6.1.2: If G is nilpotent, then Z(G) 6= 1.
Proof 6.1.2: Suppose 1 = G0 6 G1 6 ... 6 Gn = G is the lower central series.
Suppose Z(G) = 1. I will show that G = 1.
Claim: Gi = 1 for all i = 0, 1, ..., n.
Proof: If i = 0, then Gi = 1.
Suppose G0 = G1 = ... = Gi = 1. I will show that Gi+1 = 1.
Since Gi+1 ' Gi+1/Gi 6 Z(G/Gi) ' Z(G) = 1, we have Gi+1 = 1.
Then G = 1, a contradiction.
Lemma 6.1.3: If G/Z(G) is nilpotent, then so is G.
Proof 6.1.3: Suppose 1 = G0/Z(G) 6 G1/Z(G) 6 ... 6 Gn/Z(G) = G/Z(G) is
central in G/Z(G). I claim that 1 6 Z(G) 6 G1 6 ... 6 Gn = G is central in G.
By the assumption know that [Gi+1/Z(G), G/Z(G)] 6 Gi/Z(G).
But [Gi+1/Z(G), G/Z(G)] = [Gi+1, G]/Z(G). Then [Gi+1, G] 6 Gi.
Theorem 6.1.4: Any finite p-group is nilpotent for any prime p.
Proof 6.1.4: We proceed by induction on |G|.
If |G| = 1, then G is the trivial group. Suppose |G| > 1. We know that Z(G) 6= 1.
Then |G/Z(G)| < |G|. So by induction assumption, G/Z(G) is nilpotent.
Hence, G is nilpotent by Lemma 6.1.3.
Theorem 6.1.5: Any finitely generated nilpotent group has polynomial growth.
Proof 6.1.5[11]: Let G be a finitely-generated nilpotent group. Assume G is
nilpotent of class s. I will show that G has polynomial growth.
We proceed by induction on s.
If s = 0, then G is the trivial group. If s = 1, then G is an abelian group.
We prove it for the case s = 2 to understand the ideas and then we generalize it.
Groups of Nilpotent Class Two: Let G be nilpotent of class two. Suppose that
g1, g2, ..., gm generate G. Then [G,G] is abelian and it belongs to the center of G.
Now consider a product of n generators. Exchanging any two generators produces
16





i ] for all 1 ≤ i, j ≤ m.
Since commutators are in the center Z(G), they can be moved to the right. So if
we want to put generators into a canonical order, we need at most n2 interchanges.




m C, where C is a product of at
most n2 commutators of the generators. These commutators are words of bounded
length with respect to any system of generators in the abelian group [G,G] with
polynomial growth, say γ[G,G] ∼ nk. So the total number of such C is
γ[G,G](n
2) ≤ (n2)k = n2k




m is at most n
m since k1 + k2 + ... + km = n.
Thus, the number of elements in G which are products of n generators is at most
nmn2k = nm+2k, i.e. γG(n) ≤ nm+2k.
Inductive Step: Assuming that the theorem holds for groups of nilpotent of class
< s, I will show that it holds for s. Assume G is of nilpotent class s. Let
g1, g2, ..., gm generate G. Then [G,G] is nilpotent of class ≤ s − 1. Hence, by
induction assumption it has polynomial growth, say nk.





C ∈ [G,G]. Exchanging a pair of generators produces a commutator on the right.
We know that there will be no more than n2 such commutators in the process of
rearranging the generators. But this time when we move generators to the left
we need to exchange them with the commutators thus producing elements of the
form [gi1 , [gi2 , gi3 ]] ∈ [G, [G,G]]. The total number of these elements is at most n3
and so on. Since G is nilpotent of class s, this process of generating new terms
will stop at s-th level i.e. moving generators through commutators of s-th order
will not produce any new terms. Thus, the total length of C is estimated from
above by Mns for some constant M > 0 since there are at most n2 +n3 + ...+ns
commutators of different orders and each of them is a word of bounded length.
Thus, we get γG(n) ≤ nm+sk. 
Example: UT3(Z) has polynomial growth. Since UT3(Z) is finitely generated
and nilpotent we know that it has polynomial growth. But we will show that it
17


































for all k, l,m ∈ Z.





for all k, l,m ∈ Z.
Thus, UT3(Z) = 〈s, t, u〉.




Lemma 6.1.6(Harpe, 197): With the above notation,
1. |umtlsk| ≤ |k|+ |l|+ 6√|m| for all k, l,m ∈ Z,
2. |umtlsk| ≤ r ⇒
 |k|+ |l| ≤ r|m| ≤ r2.
Proof 6.1.6: For any k, l ∈ Z we have tls−kt−lsk = ukl.
Now consider an integer m.
Let i be the integral part of
√|m|, and j = m− i2. Since 0 ≤√|m| − i ≤ 1, we
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get j = (
√|m| − i)(√|m|+ i) ≤ (√|m|+ i) ≤ 2√|m|.




= ujuii = ujtis−it−isi.
Thus, we have
|um| = |ujtis−it−isi| ≤ |uj|+ |ti|+ |s−i|+ |t−i|+ |si|
≤ j + 4i ≤ 6√m.
Therefore, |umtlsk| ≤ |um|+|tl|+|sk| ≤ |k|+|l|+6√|m| for all umtlsk ∈ UT3(Z).
Proposition 6.1.7(Harpe, 198): Let γ(r) be the growth function of UT3(Z).
Then there exist constants A,B > 0 such that Ar4 ≤ γ(r) ≤ Br4 for all r ≥ 1.
Proof 6.1.7: Let r ≥ 1.
If |k| ≤ r
8
, |l| ≤ r
8
, and |m| ≤ (r
8
)2, then by part 1 of Lemma 6.1.6, we see that
|umtlsk| ≤ r.
But there are exactly (2[
r
8
] + 1) many such k and l, and (2[
r2
64
] + 1) many such







i.e. γ(r) ≥ Ar4 for an appropriate A > 0 and for all r ≥ 1.
From part 2 of Lemma 6.1.6 and using the same argument above we get
γ(r) ≤ (2r + 1)2(2r2 + 1) ≤ 12r4
for all r ≥ 1. 
Let G be a finitely generated group with generating set S.
If there exist polynomials P and Q with positive leading coefficients such that
P (n) ≤ γS(n) ≤ Q(n)
for sufficiently large n > 0, then there are constants A,B > 0 such that
And ≤ γS(n) ≤ Bne (6.5)
for almost all n > 0, where d = deg(P ) and e = deg(Q).
Now if T is another finite generating set of G, then by Lemma 4.1 we know that
there are integers a, b > 0 such that
γT (n) ≤ γS(an) and γS(n) ≤ γT (bn). (6.6)
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So from (6.5) and (6.6) we get
γT (n) ≤ γS(an) ≤ B(an)e = (Bae)ne
and









Therefore, γT is bounded above and below by polynomials of the same degree
with positive leading coefficients (Bass[4]).
Definition 6.1.3:(Bass[4]) We say that a group G has polynomial growth of
degree d > 0 if there exist constants A,B > 0 such that
And ≤ γS(n) ≤ Bnd
for all n > 0.
Let G be a finitely generated nilpotent group with lower central series G = G1 >
G2 > · · · > Gn = 1. Let rn denote the (torsion-free) rank of the finitely generated
abelian group Gn/Gn+1 (The rank of an abelian group A is the largest cardinal
d such that A contains a copy of direct sum of d copies of the integers Z).
Let d(G) =
∑n




Wolf[10] shows that there are constants A,B > 0 such that
Amd ≤ γG(n) ≤ Bme (6.7)
for all m ≥ 1. But Bass[4] shows that the inequality still holds if e is replaced by
d = d(G).
Theorem 6.1.8 (Bass[4]): Any finitely generated nilpotent group G has
polynomial growth of degree d(G) i.e. there are constants A,B > 0 such that
Amd ≤ γG(n) ≤ Bmd for all m ≥ 1.
Plan of Proof 6.1.8: To prove this it is enough to show that there are
polynomials P and Q of degrees d(G) such that
• P (n) ≤ γS(n),
• γS(n) ≤ Q(n).
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for all n > 0. (For more see Bass[4]).
Definition 6.1.4: A group is called virtually nilpotent if it has a nilpotent
subgroup of finite index.
Example: Any finite p-group is virtually nilpotent.
Theorem 6.1.9 (Gromov, 1981): A group G has polynomial growth if and
only if G is virtually nilpotent.
6.2 Solvable Groups
We define the commutator series of a group G inductively
• G(0) = G,
• G(n+1) = [G(n), G(n)].
Definition 6.2.1: A group G is called solvable if G(n) = {1} for some n ∈ N.
Example: Any nilpotent group is solvable.
Example: S3 and S4 are solvable.
Theorem 6.2.1 (Milnor, Wolf 1968): A finitely generated solvable group is
either virtually nilpotent or has exponential growth.
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7. GROUPS OF INTERMEDIATE GROWTH
Grigorchuk’s Construction:




















































































Figure 3: The graph of binary tree T
We consider the group Aut(T ) of automorphisms of T i.e. the set of all bijections
τ : V −→ V which preserve edges where V is the set of all vertices in T , the set
of all finite words in {0, 1}.
Let T0 and T1 be the subtrees of T rooted at 0 and 1, respectively. For x ∈ {0, 1}
define x¯ : {0, 1} −→ {0, 1} by x¯(0) = 1 and x¯(1) = 0. Now we define four
automorphisms a, b, c, and d of T as follows (Grigorchuk[5], Harpe[2] p.218):
a(x1, x2, ..., xn) = (x¯1, x2, ..., xn),
and b, c, are defined recursively:
b = (a, c), c = (a, d), d = (Id, b)
i.e. b behaves as a on T0 and c on T1, c behaves as a on T0 and d on T1, and d
behaves as identity on T0 and b on T1. b(0, x2, x3, ..., xn) = (0, x¯2, x3, ..., xn)b(1, x2, x3, ..., xn) = (1, c(x2, x3, ..., xn))
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 c(0, x2, x3, ..., xn) = (0, x¯2, x3, ..., xn)c(1, x2, x3, ..., xn) = (1, d(x2, x3, ..., xn)) d(0, x2, x3, ..., xn) = (0, x2, x3, ..., xn)d(1, x2, x3, ..., xn) = (1, b(x2, x3, ..., xn))
Example: b(0, 1, 1, 0, 1) = (0, 1¯, 1, 0, 1) = (0, 0, 1, 0, 1).
b(1, 1, 1, 0, 1) = (1, c(1, 1, 0, 1)) = (1, 1, d(1, 0, 1))
= (1, 1, 1, b(0, 1)) = (1, 1, 1, 0, 1¯)
= (1, 1, 1, 0, 0)
These automorphisms have the following properties:
1. They are involutions,
2. b, c, and d commute with each other,
3. b · c · d = Id.
Let G = 〈a, b, c, d〉.
G is called first Grigorchuk group which is a 3−generated, infinite group.
Theorem 7.1: G has intermediate growth i.e. nd  γG(n)  en for any d ∈ N.
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8. CONCLUSION
In this study, we consider growth functions of finitely generated groups and we
give some properties of this function. Then we introduce some groups that have
different type of growth functions such as groups of exponential growth, groups of
polynomial growth, and groups of intermediate growth. The existence of groups of
intermediate growth was not known for a long time. In 1983, Rostislav Grigorchuk
constructed such a group. At the end of this study we give this construction.
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