We study biases associated with regression models in which persistent lagged variables predict stock returns, either linearly or in interaction with contemporaneous values of a market index return. We focus on the issue of spurious regression, related to the classic studies of Yule (1926) and Granger and Newbold (1974). We find that spurious regression is a concern in regressions of stock returns on persistent lagged instruments, especially when the predictable component of returns is large. In regressions where the lagged instruments interact with a market index return, the spurious regression problem is not as severe. Without persistent time-variation in the expected market return and beta, spurious regression bias is not an important issue. However, when a common persistent factor drives expected market returns and betas, spurious regression becomes a concern. Large sample sizes are no defense against the spurious regression bias. 
Researchers have long found the stock market to be a fascinating context for empirical modeling. Predictive models for common stock returns, in particular, hold an obvious appeal.
The conditional asset pricing literature in finance focuses on models in which stock returns are assumed to be predictable based on lagged instrumental variables. Examples of such variables include the levels of short-term interest rates, dividend-to-price ratios for stock market indexes, and yield spreads between low-grade and high-grade corporate bonds or between long-and short-term Treasury bonds.
1 Many of these variables behave as highly persistent time series.
This paper studies the sampling properties of stock return regressions with persistent lagged regressors. In particular, we focus on spurious regression phenomena analogous to that in Yule (1926) and Granger and Newbold (1974) . These studies warned that spurious regression relations may be found between the levels of independent, trending time series.
For example, given two independent near random walks, it is likely that an OLS regression of one on the other would produce a "significant" slope coefficient, based on the usual statistics.
In the asset pricing context that motivates this paper, researchers use persistent time-series such as the instruments described above to model time-variation in assets' expected returns and betas. Unlike the regressions in levels studied by Yule (1926) and Granger and Newbold (1974) , in our regressions the dependent variables are asset rates of return, which are not highly persistent. However, the returns are considered to be the sum of an unobserved expected return, plus an unpredictable noise. If the "true" expected returns are persistent, but an unrelated instrument is chosen, there is a risk of finding a spurious regression. However, 1 One representative study for each type of variable follows, listed in the order the variables are mentioned: Fama and Schwert (1977) , Fama and French (1988) , Keim and Stambaugh (1986) and Fama and French (1989) . because the unpredictable noise represents a substantial portion of the variance of stock returns, the extent of the spurious regression problem is not a priori obvious. It is therefore important to assess to what extent regression models for stock returns with persistent regressors, as have appeared in numerous recent studies, may be susceptible to spurious regression effects. 2 In asset pricing model applications, such as the Capital Asset Pricing Model [Sharpe (1964) ], Intertemporal Asset Pricing model [Merton (1973) , Breeden (1979) ] or Arbitrage Pricing Model [Ross (1976) ], expected stock returns are determined by the sum of one or more "betas," each multiplied by a return index or "factor." In some applications the betas are fixed parameters and the factor premiums are modelled by a regression on lagged instrumental variables. Examples include Hansen and Hodrick (1983) , Gibbons and Ferson (1985) , Ferson and Harvey (1991) and many others; see Ferson (1995) for a review. Such models provide motivation in an asset pricing context, for our study of spurious regression with persistent, lagged regressors.
In other asset pricing examples, the betas are time-varying. Using lagged instruments to model the predictability in betas results in regression models with interaction terms. The lagged instruments interact with contemporaneous values of the asset-pricing factors. Such regressions, following Maddala (1977) , are studied by Shanken (1990) and applied to the 2 Previous studies have addressed other statistical problems in predictive regressions for stock returns. Stambaugh (1998) , Nelson and Kim (1993) , Goetzmann and Jorion (1993) and Bekaert, Hodrick and Marshall (1997) study small samples biases due to dependent stochastic regressors. Kim, Nelson and Startz (1993) study structural change induced misspecification. Summers (1988) and Campbell and Shiller (1988) consider dependent regressors with unit roots. Kandel and Stambaugh (1990) , Fama and French (1988) and Hodrick (1992) focus on autocorrelation in regressions for long-horizon stock returns. Boudhouk et al (1994) provide a review of related literature.
problem of mutual fund performance measurement by Ferson and Schadt (1996) . The list of recent empirical studies using similar regression models in an asset pricing context is long and growing.
3 These studies provide additional motivation for our investigation of regression models with interaction terms.
In the context of regressions with interaction terms, a concern is that the underlying "betas" in the model may be persistent time-series. A spurious relation may be found when independent persistent instruments are used to model the betas. However, because the persistent beta is multiplied by a market index or factor return, the sampling properties of the regression depend on the relation between the beta and the underlying index.
We find that if the true expected return is not predictable over time, there is no serious problem with spurious regression bias in predictive regressions, even if the measured regressor is highly persistent. However, accounting for spurious regression bias, we can reject the hypothesis that the expected return of the Standard and Poors 500 index (SP500) is unpredictable.
Assuming that there is persistence in expected returns, our simulations suggest that spurious regression can be a serious concern for regressions of stock returns on persistent lagged instruments, given parameter values within the range observed in actual monthly data.
As expected, the bias is greater when the component of returns that is predictable is larger and 3 A partial list of additional studies includes Kothari and Shanken (1995) , who study dynamic portfolio strategies; Eckbo and Smith (1998) , who study insider trading; Ferson and Harvey (1993, 1997) , who study international equity returns; Jagannathan and Wang (1996) and Jagannathan et al. (1998) , who study the pricing of labor income risk; Fama and French (1997) , who study the cost of equity capital; Christopherson et al. (1998) , Zhang (1998) and Busse (1999) , who study investment fund performance. Similar regression models are used by commercial services such as BARRA, for portfolio risk analysis [BARRA (1997) ]. Additional applications of such regression models in economics and other areas of the social and natural sciences could be added to this list. when the instruments are more highly persistent.
When the regressions include interaction terms between a lagged instrument and the contemporaneous value of a market index return, our results suggest that the spurious regression affect is not as serious as in the simple regressions on lagged instruments. When time-variation in the expected market return and beta is not persistent, spurious regression bias is not an important issue. However, when a common persistent factor drives expected market returns and betas, spurious regression becomes a concern. Large sample sizes are no defense against the spurious regression bias.
The paper is organized as follows. Section 2 describes the data. Section 3 begins with the case of a lagged predictor variable in a stock return regression. Section 4 reviews regressions with interaction terms. In Section 5 we describe the results of a simulation study of the spurious regression issue in the context of models with lagged interaction terms.
Section 6 offers concluding remarks.
The Data
We use data on security returns and a set of lagged instruments, representative of the conditional asset pricing literature. Table 1 reports summary statistics for the monthly data, covering various subperiods of 1926 through 1997. The sample periods depend on the variable, and the notes to the table provide the details. We report the means, medians, standard deviations and the first order sample autocorrelations. Note that the first order autocorrelations frequently suggest a high degree of persistence. For example, the short term Treasury bill yields, levels of industrial output and money stock, and the dividend yield of the Standard and Poors 500, all have first order autocorrelations in excess of 0.95. We use the first order autocorrelation as a key parameter of our simulations, to measure the degree of persistence in the regressors. Table 1 are summaries of regressions for the monthly return of the Standard and Poors 500 stock index, measured in excess of the one-month Treasury bill return from Ibbotson Assocates, on the lagged instruments. These are simple regressions using one instrument at a time, similar to Fama and French (1989) . The R-squares range from less than 1% to more than 4%. We evaluate the statistical significance of these R-squares below. We use "true R 2 " as an another parameter of our simulations. 
Also included in

Regressions with Lagged Predictor Variables
We start with a model in which the future stock return is regressed over time by the analyst on a lagged predictor variable:
We consider a setting similar to Granger and Newbold (1974) , where the data are generated by
The errors ( t As in Stambaugh (1998) , the analyst in our setting uses a regressor that is stochastic.
However, because the observed regressor, Zt, is independent of the true regressor Zt * , the finite sample bias derived by Stambaugh would be zero in our case. Yet, we find that there remains a finite sample bias, in the absence of the bias studied by Stambaugh, because of the spurious regression phenomenon.
When Expected Returns are Not Persistent
In order to illustrate the importance of persistence in the underlying "true" expected return we modify equation (2) as follows:
In equation (4) the true expected return Zt * has an autocorrelation of zero. The true return is pure noise around a conditional mean that is time-varying, but independently distributed over time. The measured instrument has DXWRFRUUHODWLRQ We use equation (4) to show that if there is no persistence in the expected return, the spurious regression phenomenon is not a serious concern, even when the measured regressor is highly persistent. Finally, the residual autocorrelations in Table 2 may be evaluated relative to standard approximations. Under the null hypothesis that the true autocorrelation is zero, the expected sample autocorrelation is approximately -1/ √ T and its standard error is 1/ √ T. Using these approximations, the values of the sample autocorrelation three standard errors above the mean are (.26, .106, .062) for T= (60, 350, 2000) . These are close to the critical values reported in Table 2 . We conclude that if the true expected return is not persistent, there is no serious problem with spurious regression bias in the predictive regressions, even if the measured regressor is highly persistent.
Testing for Persistent Expected Returns
Using the regressions in Table 1 and the simulations of Table 2 , we can evaluate the null hypothesis that expected returns vary over time as an independent white noise process. Table 2 suggests that with 350 observations, a coefficient of determination larger than 1.63% is significant against this null at the 2.5% level. In Table 1 , six out of 14 examples comfortably exceed this level. Thus, the hypothesis that the expected returns are white noise can be rejected. This motivates proceeding under the assumption that expected returns have some degree of persistence over time. When there is more predictability in the true return the critical t-ratios are larger, indicating a finite sample bias. Even when the true R 2 is between 1% and 10%, typical of the sample values found in monthly data, we find substantial biases when the regressors are
Spurious Regression with Persistent Expected Returns
SHUVLVWHQW ZLWK ! 7KHVH ELDVHV GR QRW GLPLQLVK ZLWK ODUJHU VDPSOH VL]HV 6XFK D UHVXOW
is typical of a spurious regression problem, as we explain below.
With moderate values of R 2 DQG ≥ 0.95, spurious regression becomes a potentially serious concern. Consider the plausible scenario with a sample of T=350 observations where DQG 5 2 =0.20. In view of the spurious regression phenomenon, an analyst who was not sure that the "true" instrument is being used and who wanted to conduct a 5%, two tailed t-test Phillips (1986) shows that the sample autocorrelation in the regression studied by
Granger and Newbold (1979) converges in limit to to 1.0. In Table 3 we find large autocorrelation coefficients at T=2000 for the larger values of R 2 , but none of the critical values are larger than 0.5. Since ut+1=0 in the cases studied by Phillips, we expect to see explosive autocorrelations only when R 2 is large. When R 2 is small the white noise component of the returns serves to dampen the residual autocorrelation of the regressions.
Summary
We conclude this section with a summary of our observations about the stock return regressions. In view of the simulations in Table 2 and the data in Table 1 , we conclude that a hypothesis that expected returns of the S&P500 are white noise can be rejected. This motivates the assumption that the expected returns are persistent. Given persistent expected returns, we find that spurious regression can be a serious concern well outside the classic setting of Yule (1926) and Granger and Newbold (1974) . When stock returns are the dependent variable, the returns are much less persistent than the levels of most economic time
series. Yet, when the expected returns are persistent, there is a risk of spurious regression bias. Furthermore, spurious regression bias is not avoided with large sample sizes. A researcher can use our tables to assess the significance of a regression with a persistent lagged regressor, in view of the possibility of a spurious regression. Our simulations also suggest that results from the asymptotic theory with unit roots are useful for understanding regressions when the degree of persistence is similar to many of the lagged instruments used in the finance literature.
Regressions with Interaction Terms
We now consider regression models with a market index return, rm,t+1, and interaction terms in a lagged predictor variable. The regression model is:
Following Maddala (1977) the time-dependence of the beta coefficient t is modeled as a linear function of the lagged variable: t = b0 + b1 Zt * . This results in a regression with an interaction term:
where b1 is the coefficient on the interaction term. One motivation for the regression (5) We are interested in drawing inferences about the values of these coefficients and the coefficients, b0 and b1, that determine the conditional beta.
Scale Effects
In most finance applications the scale of the lagged regressor is not specified by theory, so we would not want it to affect the results. Consider first an example where the analyst measures a non-homogeneous scale transformation of the true lagged predictor, Zt = c0
. This is similar to examples studied by Bernhardt and Jung (1979) and Agren and Jonsson (1992) , who show that models with interaction terms are not generally invariant to such transformations.
The analyst estimates the model: rt+1 = A0 + A1 Zt + B0 rm,t+1 + B1 rm,t+1 Zt + vt+1.
In the case of the CAPM, the model produces estimates of a time-varying beta, B0 + B1 Zt, and a time-varying "alpha," A0 + A1 Zt [see Christopherson, Ferson and Glassman (1998) ]. By substitution we obtain the coefficients as: A1 1/c1, A0 0 1c0/c1, B1 = b1/c1, B0 = b0 -c0b1/c1.
:KHQ WKH WUXH DOSKD LV ]HUR 0 1)=0, then A0=0 and A1=0. Thus, tests of the hypothesis that alpha is zero may be conducted without concern for the scale of the lagged instrument. Bernhardt and Jung (1979) emphasize the importance of including the linear term in the lagged variables, A1. Without the Zt term, the higher order coefficients B0 and B1, and their t-ratios, can be biased. This bias is relevant under the alternative hypothesis that alpha is not zero. Note that even the signs of the coefficients A0 and B0 can be affected by a transformation of the instrument. Thus, the interpretation of a nonzero conditional alpha is problematic when the scale of the instrument is arbitrary. The conditional betas will also be affected by the scale of the instrument.
Note that if E(Zt)=E(Zt * )=0, such that c0=0, then the signs of the coefficients are preserved, for positive transformations, c1>0. The T-statistics for all of the coefficients in the transformed model are well-specified. Thus, if the instruments are mean zero, the t-ratios may be used to evaluate the interaction terms, even when the scale of the instruments is arbitrary.
In view of these scale effects we advocate using mean-zero instruments in asset pricing applications of regression models with interaction terms in the lagged instruments.
Regressions with Interaction Terms: Simulation Evidence
To study spurious regression in models with lagged interaction terms, the data are generated according to: where rm,t+1 is interpreted as a market index return. The market return is generated by analogy to the predicted return in the previous tables. The t is a time-varying beta coefficient. As Zt * has mean equal to zero, the expected value of the beta is 1.0 and we control the persistence of WKH EHWD YLD WKH SDUDPHWHU DFFRUGLQJ WR HTXDWLRQ 7KH parameters k, sp, and the variance of the market-wide shock wt+1 and asset-specific shock, ut+1 are described below.
There is no intercept, or "alpha," in the data generating process, consistent with asset pricing theory. Because of the interaction terms, the data will generally be conditionally heteroskedastic.
The analyst in the simulations estimates the regression model (6). He uses the lagged instrument, Zt, which is independent of Zt * .
The true values of the coefficients in the regression (6) are A0=0, A1=0, B0=1 and B1=0. We form t-ratios for the coefficients using the White (1980 )-Hansen (1982 consistent standard errors.
We consider two cases in how we model the market index return. In the first case, the beta and the conditional mean of the market return follow white noise processes. In the second case, there is a common persistent factor driving the movements in both. Common factors in time-varying betas and expected market premiums are important in asset pricing studies such as Chan and Chen (1988), Ferson and Korajczyk (1995) and Jagannathan and Wang (1996) . However, Ferson and Harvey (1997) argue that a regression model like (6) should be robust to the process describing the conditional mean of the market index. Our simulations shed light on the sensitivity of the sampling properties of the regression to the persistence in the conditional mean of the market.
Simulation Parameters
We model the market excess return according to equation (7 Since the regression model (6) includes the contemporaneous returns on the market index, the R 2 's that would be observed when the regressions include the market index are likely to be higher than those of pure predictive regressions. Hence, we define the contemporaneous R 2 as Rc 2 = Var^trm,t+1)}/Var(rt+1). This is the R 2 that could in principle be observed by regressing the asset return on the contemporaneous market index return, if the true value of the time-varying beta was known. In our experiments the two versions of R 2 are monotonically related and we report both in the tables. 6 We calibrate the variance of the betas to actual monthly data by randomly selecting 57 stocks with complete CRSP data for January, 1926 through December, 1997. We estimate simple regression betas for each stock's excess return against the SP500 excess return, using a series of rolling 5-year windows. This produces a series of 805 beta estimates for each firm. We calculate the sample variance of the series for each firm, and average the variance across the 57 firms.
We generate artificial returns for hypothetical stocks using equation (7) Table 4 records the upper 2.5% tail critical values for the t-ratios of the coefficients in regression (6) as well as the mean values of the estimates of B0, taken across the 1,000
7 Substituting the three equations of (7) together we can express the data generating process for the return rt+1 as:
Because of the interaction between the two Z * t terms, we transform the data generated from this expression to obtain the desired true parameter values in the regression model (6), which are A0=A1=B1=0, B0=1. The transformed return is a + brt+1 ZKHUH WKH FRQVWDQWV DUH E > sp k Var(Z 
WKH WUDWLRV DUH FORVH WR WKHLU DV\PSWRWLF YDOXHV DFURVV DOO YDOXHV RI DQG 5
2 . Thus, like in the simpler predictive regressions, when the true data are not persistent the use of even a highly persistent independent regressor does not create a spurious regression bias. 
Dependent Persistent Beta and Expected Market Returns
Conclusions
We study statistical issues associated with regression models in which persistent lagged variables predict stock returns, either linearly or in interaction with contemporaneous values of a market index return. We focus on the issue of spurious regression, related to the classic studies of Yule (1926) and Granger and Newbold (1974) . Unlike the regressions in those papers, our regression models include asset rates of return, which are not highly persistent, as the dependent variables. However, the returns are the sum of an unobserved expected return plus an unpredictable noise term. If the "true" expected returns are persistent, but an unrelated instrument is chosen, there is a risk of finding a spurious regression.
We first provide evidence rejecting the hypothesis that the expected return of the Standard and Poors 500 index is unpredictable, accounting for spurious regression bias. This justifies our assumption that there is some persistence in the data generating process. We find that spurious regression is a concern in regressions of stock returns on persistent lagged instruments, especially when the component of returns that is actually predictable is large. It is interesting to find that spurious regression can be a concern well outside the classical setting in which trending levels of economic time series are the variables.
We also study the spurious regression problem in the context of regressions with interaction terms. The concern in this case is that the underlying "betas" and expected factor premiums in the model may be persistent time-series. A spurious relation may be found when persistent instruments are used in the regressions. In this case, however, the persistent beta is multiplied by a market index return, which modifies the results. Our simulation evidence suggests that there is no need for concern when the betas and the expected market premium are not persistent, even if a persistent regressor is used. When the betas and expected market premiums are persistent, the spurious regression affects are less severe than in the case of pure predictive regressions. 
Common Instrumental Variables: Summary Statistics and Market Regression Results
Panel A reports the number of observations (N), mean, median, standard deviation, and first order autocorrelation ( ρ1 ) for the instruments listed in the left column and defined in the footnote. Panel B reports the coefficient of determination (R 2 ), slope coefficient ( β ), t-statistic, and residual first order auto-correlation ( ρ e 1 ) from the regression of the S&P 500 excess returns (r S&P,t ) on each of the lagged instruments (Z t-1 ). In each case, the return is measured for a one-month period, t-1 to t, and the lagged instrument is public information at time t-1. S&P 500 is the monthly return on the S&P 500 index for the period 1/26 − 12/97 found in the CRSP database in excess of the U.S. T-bill total return data found in the CTI CRSP file. The T-bill 1-month and the T-bill 3-month represent the yield to maturity found in the Fama T-bill Yield File for the periods 1/50 -1/97. Tb3m is the 3-Month T-Bill Rate (Secondary market) average of the daily closing bid price from the Federal Reserve Economic Database (FRED) divided by 12 for the period 1/34 -3/98. The Div. yield is calculated by summing up 12 lags of (I NYSE,t * (1+R NYSE,t-1 )) -I NYSE,t-1 ) and then dividing by 12*(I NYSE, t-12 ), where I NYSE is the level of the value weighted index excluding dividends and R NYSE is the return on the value weighted NYSE index including dividends found in the CRSP indices files. Hb3 is the difference between the returns of the three and one-month T-bills found in the Fama T-bill Yield File for the period 2/50 -11/97. Junk is the difference between the CITIBASE series FYBAAC Bond Yield: Moody's BAA corporate and FYAAAC Bond Yield: Moody's AAA corporate (%/annum) for the period 1/47 -6/97. Term is the spread between the lagged 10-year T-bond constant maturity rate from the FRED file GS10 and the current 3-month T-bill (Tb3m) over the period 5/53 -3/98 divided by 12. Two -one, Six -one, and Lag(two) -one are computed as the spreads on the returns of the two and one-month bills, six and one-month bills, and the lagged value of the two-month and current one-month bills; these returns may be found in the Fama T-bill Yield File. The final three series are the monthly first difference of the twelve-month moving average of the level of the series: PPI is the producer price index for finished goods (1982 = 100) from the CITIBASE file PWF, Ind. Prod. is the total index of industrial production (1992 = 100) from the CITIBASE file IP, and M1 is the seasonally adjusted money stock in billions of dollars from the FRED. 
