Paw are these two areas related technically? How are these two areas related sociologically? Can one do significant mathematical software research that is not in fact, numerical analysis research?
4.
How does one measure the si~niflcance of any particular research result?
After developing these questions, I answer the original question with a qualified yes; mathematical software development is emerging as a legitimate research area. Its patterns are still only partially formed and there are many false starts yet to be made.
Even so, I cite first class scientific achievements in mathematical software that could never be accomplished within the framework of traditional numerical analysis.
However, I also conclude that the legitimacy of mathematical software as a research area is irrelevant to the evaluation of particular research results.
I propose three criteria to test an area for legitimacy in scientific research:
Criterion 1: There are important and difficult sclentlflc--problems to be solved.
Criterion 2: There is a large and accepted body of facts and theorxes to apply.
Criterion 3: There are accepted successful methodologies for many tasks.
With these criteria we see that (a) Arithmetic does not qualify because it is not difficult (but ntmlber theory does qualify); (b) Politics does not qualify because there is no body of accepted facts and theories; (6) Betting on the horses does not qualify because there are no successful methodologies for winning; (d) Numerical analysis, computational complexity and programming language theory do qualify.
There are areas in Computer Science whose qualifications are widely doubted, e.g., artificial intelligence, business systems and software.
I consider the last of these in more detail.
I divide software research into two categories: internal and external.
Internal research does not involve what the software is supposed to do. It is the smallest of the two categories and includes specialties llke program verification, software portability, software science, etc. The external research is "applications" oriented; the principal subcategorles include operating systems, language processing, business systems and mathematical software.
Research in these subcategorles involves an interplay between internal software topics, the theory and facts from the application area, and theory and facts specific to the subcategory.
For an illustration in the area of mathematical software, consider software for adaptive numerical integration.
Good software must be portable, well documented, certified as correct, well structured, etc.; all these aspects are from internal software research. The underlying algorithms use certain numerical quadrature rules and error estimates of traditional numerical analysis; these are from the application area.
The research also involves (a) comparative performance evaluations of adaptive ntnnerlcal integration software including the definition and Justification of performance criteria, (b) analysis of the trade-off between time, space and reliability among the data structures that can be selected for the algorithm (c) identification of the problem class for which the algorithm is effective; these items are specific to mathematical software.
All of the external software research areas involve a mixture of theory and practice. The research does not exclusively follow the mathematical pattern; there are engineering aspects (getting things to work well without a complete theory) and experimental science aspects (making observations, classifying phenomena and testing hypotheses).
The latter aspects are analogous to much of the research in the biological sciences, astromony and geology.
In principle, mathematical software research does not differ substantially from other external subcategories of software research.
In practice it differs in two ways.
First, there was a large body of theory and scientists established in the application area before software became important. Thus, it is easy to distinguish between the software and the application area here while in the other subcategorles of software research the software and applications theory are thoroughly mingled in one's mind and education.
Second, mathematical software is older than the others, it is more mature, and some structure is emerging from the original chaos.
In spite of this additional maturity (which is denied by some in other software areas), mathematical software is relatively less mature when compared to its associated application area.
I next consider how well mathematical software development meets the qualifications to be a legitimate research area.
There is no doubt that there are important scientific problems to be solved.
Some question whether they are difficult problems is that they believe once the numerical analysis is done, it is straight forward to transform this into high quality mathematical software and, more to the point, there are no significant difficulties beyond those of the numerical analysis.
This viewpoint is especially prevalent among those who have never produced any high quality software.
The COSERS panel on numerical computation research identified the top twelve accomplishments in this field since 1945. One of those is the software for ordinary differential equations developed by Gear, Shampine and others.
In contrast, the fundamental work of Dahlqulst on the stability of numerical methods for ordinary differential equations did not make the top twelve llst.
This panel of experts believed that mathematical software research can be both important and difficult and can be research of the first rank.
There is not a large and widely accepted body of facts and theory in mathematical software, but this is developing. A text book with a substantial discussion of mathematical software will appear in 1981 and I expect most texts on numerical computation in the late 1980's to be a balanced blend of numerical analysis and mathematical software.
I note that there are several successful methodologies for mathematical software tasks, for example, library and systematized package technology, portability of numerical software in Fortran, polyalgorlthms, performance evaluation of mathematical software, preprocessors for problem areas (statistics, PDEs, linear programming, etc.) and reliability in error estimation through redundancy.
Not all mathematical software research is great or even good; its average quality is probably lower than normal for several reasons:
(I) the ground rules are not yet well developed and understood, (2) the pressure of real problems forces many projects to be attempted with inadequate understanding, ability and resources and (3) many experts from other fields believe they can dash off significant software without giving it any thought or learning how it is done.
The preceding argtmlents are enough for me to answer with a qualified yes to the original question posed.
Yet the question posed is not the real question to be answered.
The real question is: Can one do si~nlflcan t research i__n mathematical software which is not in fact, numerical analysis research?
To answer this question, I explore the relationship between these two specialties.
First, it is clear that there is no precise statement of the content of either speciality nor is there any person or group who can say "what we do is all of numerical analysis and nothing more".
Second, most workers in the general area recognize the flavor of numerical analysis.
It has the taste of mathematics; definitions, theorems and proofs.
Its theory is a natural decendent of what existed 35 years ago when it operated pretty much in a vacuum, very rarely was any real computation undertaken then. This flavor is still the principal one found in text books on numerical computation.
On the other hand, mathematical software has the flavor of real computing; writing programs and analyzing efficiency in terms of computer or human resources used.
I see these two specialties as the theory and practice of numerical computation.
There are many theoretlclans who have no experience or understanding of practice and whose work has no impact on the practice.
One can make important discoveries with little knowledge of the theory. Just as the American continent was discovered, so were ADI methods, adaptive quadrature, FFT (many times since the late 1800's) and the QR algorithm. All these discoveries have had important long term consequences.
However, one can do little more in mathematical software research than make chance discoveries if one does no have an understanding of and facility with the theory.
The relationship here between theory and practice is similar to that in many other fields.
Theoretlclans traditionally claim everything done by practitioners is Just the routine elaboration of their theories.
One can observe that much of the practice is the straight forward application of technical skill and not research. Theoretlcians tend to forget that many things are done in practice because they are useful and not because they are novel or interesting or difficult, or research projects.
However, there is also research in the practice and there is a simple test for the significance of a result; Have cleverp knowledgeable and dedicated people tried t_o accomplish it and failed?
Or, for more original work, Is it a provocative result that most such poeple could not achieve?
Have others reco~nlzed the work as interesting and si~nificant~---H~a~e~ of programs were written for solving ordinary differential equations before the current software appeared. The great superiority of the current, good software plus the multitude of previous inadequate attempts is why developing this software is regarded as one of the major research accomplishments in ntmlerical computation.
The above test to evaluate research results completely avoids the issue raised originally. I believe there are many instances of significant research in areas that are not only not legitimate (as defined above), but areas that do not even exist (the result obtained could be the only one in the area).
Thus, while I believe mathematical software is emerging as a legitimate area of research, this condition is not relevant for the evaluation of specific research results.
(Continuation of "Function Minimization on Special Computers" by J. C. Nash) For the 41 parameter problem, the polyt~pe algorlt1~m took roughly 2400 function evaluations over a 16 hour period to approach a minimum.
A constraint was then added on one of the parameters to keep it negative.
After a further 1500 function evaluations over a 9 hour period, the parameter was esaentially zero and was removed from the mode.
For the remaining 40 parameter problem, the Marquardt method took 23 derivative and 42 function evaluations over a 3.5 hour period to find the solution and estimate standard errors for the parameters.
Sum of squares of the parameters, n=5. on TRS-80 Pocket Computer from start of (I,1,I,1,I) solution was found in 127 function evaluations taking 345 secs via Hooke and Jeeves method with initial stepsize of 0.5.
