By application of the coinduction method as well as Magri method to the ideal of real Hilbert-Schmidt operators we construct the hierarchies of integrable Hamiltonian systems on the Banach Lie-Poisson spaces which consist of these type of operators. We also discuss their algebraic and analytic properties as well as solve them in dimensions N = 2, 3, 4.
Introduction
The concept of Banach Lie-Poisson space is the direct generalization of the vector space with linear Poisson bracket to the context of Banach spaces category. Namely, the Poisson bracket {f, g} of smooth functions f, g ∈ C ∞ (b) defined on Banach space b is linear if {b * , b * } ⊂ b * , where b * ⊂ C ∞ (b) is dual space of b. If one assumes additionaly that b * with [., .] := {., .}| b * is a Banach Lie algebra g such that
where g * := b, x ∈ g and ad x := [x, .], then we define on b the structure of Banach Lie-Poisson space, see [2] . Equivalently, having Banach Lie algebra g with predual g * which satisfies 
where b ∈ b and f, g ∈ C ∞ (g * ). The condition (1) is necessary for the existence of the Hamiltonian fields on b. Since (1) is automatically fulfilled if b is reflexive, this is the reason that one does not assume it in the finite dimensional case.
In this paper we apply the methods of Banach-Poisson geometry elaborated in [2] , [3] to the Banach Lie-Poisson spaces related to the ideal L 2 of real Hilbert-Schmidt operators. Considering various splittings of L 2 and using the coinduction procedure (see [3] ) we obtain infinite dimensional deformations of known hierarchies of integrable Hamiltonian systems as well as other hierarchy which as we suppose is a new one.
The paper is organized as follows. In Section 2 we discuss various Banach Lie-Poisson spaces obtained from the ideal of real Hilbert-Schmidt operators by the coinduction method suggested in [3] . In particular, we present explicit formulas for Poisson brackets and the coadjoint actions for the Banach Lie groups and algebras taken under considerations. We also show that Hamilton equations (48) on the Banach Lie-Poisson space S 2 α , with Hamiltonians (52) give k -diagonal Toda lattice deformed by the bounded operator A defined in (14) .
In Section 3 we obtain some hierarchy of Hamilton equations on the Banach Lie-Poisson space (L 2 + , {., .} +,α ) , see (123), which is parameterized by the operators A defined in (14) . This new hierarchy is constructed by Magri method [1] applied here in the context of Banach Lie-Poisson spaces theory.
We discuss equations (123) for special choice of A in Section 4. Among other we show that right hand side of equation (140) from the hierarchy (123) can be realized by non-linear integral operator, see (144). We also analize (140) in details in the finite dimensional case and solve it if dimension of the underlying Hilbert space is N = 2, 3 and 4.
2 Banach Lie-Poisson spaces coinduced from L 2 Let H be the real separable Hilbert space with fixed orthonormal basis { |n } ∞ n=0 , i.e. n|m = δ nm . By L ∞ and L 2 we denote the real Banach Lie algebra of bounded operators and real Hilbert space of Hilbert-Schmidt operators acting in H. We recall that L 2 is an ideal in L ∞ and there is the duality (L 2 ) * ≃ L 2 defined by x, ρ := T r(xρ),
for x, ρ ∈ L 2 . Note that paring (3) is related to the scalar product of x, y ∈ L 2 x|y := T r(x ⊤ y),
as follows
According to (2) one has the canonical Banach Lie-Poisson bracket on C ∞ (L 2 ) given for f, g ∈ C ∞ (L 2 ) by {f, g}(ρ) := T r (ρ[Df (ρ), Dg(ρ)]) .
Let us expand the elements ρ ∈ L 2 and x ∈ L ∞ ρ = ∞ n,m=0
ρ nm |n m| ,
x nm |n m| (8) with respect to the orthonormal basis { |n m| } ∞ n,m=0 of L 2 , where the series (7) is convergent in the ||.|| 2 -norm and the series (8) in the w * -topology of L ∞ . In particular for the shift operator S ∈ L ∞ and its adjoint S * ∈ L ∞ one has the following decompositions
Using (7) we define splitting
of L 2 into the sum of Hilbert subspaces of strictly lower triangular operators, diagonal operators and strictly upper triangular operators respectively. The pairing (3) gives the following isomorphism of Hilbert spaces:
Let us take
with ||a|| ∞ = sup n∈N∪{0} |a n | ≤ 1, and define the operator (not necessary bounded)
where
or equivalently
Proposition 1
The map (17) is a continuous endomorphism of the associative algebra L
where x + , y + ∈ L 2 + , if and only if (16) is satisfied for 0 ≤ i < j < k.
Proof. From (17) by direct calculation we get
Taking the decompositions ρ = ρ − + ρ 0 + ρ + and x = x − + x 0 + x + into account we define the Hilbert subspaces
considered as the components of the non-orthogonal splittings
From (11), (12) and (21) it follows that
Proof. We prove that A 2 α ⊂ L 2 is closed with respect to the commutator. To this end we observe that operators
[e ij , e nm ] =δ mi e nj − δ jn e im + δ jm −α ij e ni f or n < i α nj e in f or i < n + + δ in −α im e mj f or m < j α ij e jm f or j < m , 
0 they assume the form of the identity map, i.e. π −,0 • ι α (ρ − , ρ 0 ) = (ρ − , ρ 0 ). Thus in these coordinates the brackets (29) and (32) are given by The explicit form of the bracket (30) is the following
where Df (ρ + ) denotes the Fréchet derivative in ρ + ∈ L 2 + . One obtains the coordinate expression for the bracket (31) from (35) by putting α ij = 0 for i < j.
Using (35) we get
where h ∈ C ∞ (L 2 + ) and ρ ij , with i < j and i, j ∈ N ∪ {0}, are coordinate functions of ρ + ∈ L 2 + given by (7) . In particular case we have the Poisson bracket
between the coordinate functions. The Lie algebra L 2 is Banach-Lie algebra of Banach-Lie group GL 2 which consists of invertible bounded operators of the form 1+x ∈ L ∞ , where x ∈ L 2 . Since 1 + x ∈ GL 2 for ||x|| 2 < 1 one can identify GL 2 with the open subset of L 2 . One has the following Banach-Lie subgroups 
Let us recall that x ∈ A 2 α iff
where the basis {e ij } is defined in (24). In Section 3 we will back to the investigation of these groups. Now we present the formulas for the coadjoint actions of the Banach-Lie
, and
* of the corresponding Banach-Lie algebras on the related Banach Lie-Poisson spaces are given by (46) and (47) we obtain the Hamilton equations
Using the methods elaborated in [3] one shows that the Casimirs
give infinite families of integrals in involution:
on the isomorphic Banach Lie-Poisson spaces
Hamilton equations in the case (53) are easy to integrate. The case (52) is the most interesting from the point of view of the theory of integrable Hamiltonian systems. In order to clarify this we use the isomorphism (54) and consider Banach spaces embeddings
and we used the following notation
The embedding
The corresponding hierarchy of Hamilton equations is as follows
where ̺ j ∈ L 2 0 , j = 0, 1, . . . , k − 1, are given by (55) and
For A = ½, i.e. α ii = 1 and α ij = 0 if i < j, the system of integrals in involution (52) reduces to the one given by (53). For the case A = ∞ n=0 S n , i.e. α ij ≡ 1, the integrals of motion (52) substituted in (48) generate the k-diagonal Toda hierarchies, see [3] .
So, (52) gives an infinite parameter deformations of the k-diagonal Toda systems. These deformations with the exception of the generic case (given by α ij = 0) also include the singular subcases corresponding to a i = 0 for some i ∈ N ∪ {0}.
Restricting the Casimirs of α for the different values of the deformation parameters a k ∈ R, k ∈ N∪{0}. In our considerations we will to some extent imitate the methods used in the finite dimensional case, e.g. see [7] and others therein, keeping in mind however that not all finite dimensional constructions can be transferred to HilbertSchmidt case without some additional conditions on a k ∈ R, k ∈ N ∪ {0}. Henceforth, we assume that ∞ k=0 |1 − a k | < ∞ and a k = 0 for at the most the finite number of indexes
Let us define the following sequence of Lie subalgebras
where k 0 := 0, k N +1 := ∞ and l = 1, . . . , N + 1. They can be included in the exact sequence of Banach-Lie algebras
The exact sequence of Banach Lie-Poisson spaces predual to the one given in (63) is the following
and
Note here that the isomorphisms:
take place. The exactness of sequences (63) and (65), where ι, π are BanachLie algebras morphisms and their preduals π * , ι * are Poisson maps, respectively, is a consequence of Hilbert spaces splitings
into the orthogonal Hilbert subspaces. Let us define two bounded diagonal operators
where α i∞ := ∞ j=i a j , which satisfy
For nonsingular case α 0∞ = 0 the following isomorphisms of Banach-Lie algebras
take place, where
The
The first isomorphism in (75) is due to the observation that
is invertible continuous operator which define the second isomorphism in (75). 
gives linear Poisson isomorphism between Banach Lie-Poisson spaces (
The complete systems of integrals in involution for the Lie-Poisson space (L 2 + , {., .} ηα ), in finite dimensional case was described by A. Bolsinov [7] . In nonsingular case, since we have the isomorphism (82), one obtains also the complete systems of integrals for (L 2 + , {., .} +,α ). However, in order to find the integrals in singular case one needs to apply different methods.
For g ∈ GA 2 α one has relations
which allow us to find invariants of the coadjoint representation of the group GA
where g ∈ GA 2 α .
Proof. Substituting (Ad +,α ) * g −1 ρ + given by (44) into (84) instead of ρ + from the identities
we get
Further, using (83), (89) and
where ρ 0 ∈ L 2 0 , we find
Therefore, in nonsingular case, the Banach Lie group GA 2 α is isomorphic to the real orthogonal group O and the Casimirs (92) are obtained by this isomorphism from Casimirs of O, see [7] . In singular case when a i = 0, i ∈ I, for some finite subset I ⊂ N ∪ {0} of indices, the expression (84) reduces to the following one
If a i = 0, i ∈ I, for an infinite subset I ⊂ N ∪ {0} of indices then I k α (ρ + ) ≡ 0. The set of invariants obtained from (93) is not complete for the singular case. We can find additional invariants using methods which will be illustrated on the 6-dimensional case, i.e. when dim R H = 6.
Let us take the following Casimirs respectively. Similar analysis works in the higher dimensions. However it is technically much more complicated.
Any two brackets of the form (80) always give a Poisson pencil, i.e.
where c 1 , c 2 ∈ R and η 1 , η 2 are some diagonal operators on H. However it is not valid in general case for endomorphisms α :
defined in (17). The following proposition gives the conditions on α and β which allow them to form a pencil.
Proposition 4
One has the following equivalent conditions:
for 0 ≤ i < j < n;
for 0 ≤ i < j and j ∈ N ∪ {0};
Proof. We prove the implication (i) ⇐⇒ (ii) ⇐⇒ (iii) by direct calculation. Using the equality (15) and putting j = k + i and n = k + i + 1 in (106) we obtain formula (107), which implies (iii) =⇒ (iv). Expressing (108) in the basis {|i j|} ∞ i,j=0 we show that (iv) ⇐⇒ (v). The condition (108) is equivalent to
where A and B are given by (14). The condition (109) implies (104). So, we
In order to solve the equations (107), we note that from
Iterating (111), we obtain
Substituting (112) into (107) one has
for j ∈ N ∪ {0} and 0 ≤ i < j. The system of equations (113) is equivalent to (107) as well as to
for j ∈ N ∪ {0} and 0 ≤ i < j. Now, let I 0 and I be the subsets of N ∪ {0} defined as follows I 0 := {i ∈ N ∪ {0} : a i = 0 or b i = 0} and I := N ∪ {0} \ I 0 . Let us take the partition I = L l=1 I l of I in the sum of the intervals I l := {n l + 1, n l + 2, . . . , m l − 1}, where n l , m l ∈ N ∪ {0} and n l < m l , for l > 1. For l = 1 we put n l = −1.
The system (113) splits into the subsystems
for i, j ∈ {n l , n l + 1, . . . , m l − 1, m l } = I l ∪ {n l , m l }, where i < j and l ∈ {1, . . . , L}. Let us note here that L ∈ N ∪ {0}. Summing up we obtain:
The sequences {a 0 , a 1 , . . .} and {b 0 , b 1 , . . .} give a solution of (107) iff for any l ∈ {1, . . . , L} there exists at most one
The proposition formulated now will be useful for the subsequent applications.
Proposition 6 Let {., .} +,α and {., .} +,β form a pencil of Poisson brackets, i.e. for sequences {a 0 , a 1 , . . .} and {b 0 , b 1 , . . .} and l ∈ {1, . . . , L} there are at most one
where h ∈ C ∞ (L 2 + ) and ρ ij are coordinate functions of ρ + = 0≤i<j ρ ij |i j|.
Proof. From (36) we obtain
The last equality in (118) is valid since α ij = β ij if i and j satisfy (116). The coefficients α nj − β nj and α in − β in are different from zero iff n ∈ {k 1 , . . . , k L , k 1 + 1, . . . k L + 1} but it is impossible since in (118) one has i < n < j.
In order to obtain the system of integrals in involution by the Magri method [1] , let us take on L 
where ǫ = 1−p p and α, β are solutions of (105). Substituting pα + (1 − p)β = p (α + ǫβ) into (84) in place of α we find Casimirs for L 2 + , {., .} +,α+ǫβ :
we obtain from (119) the system of integrals h k n wich are in involution
where k, l, n, m ∈ N ∪ {0} and n ≤ 2k, m ≤ 2l.
In such a way, using (36) we obtain a hierarchy of Hamilton equations
indexed by k ∈ N and m ≤ 2k. 
In order to verify (125) we note that
From Proposition 6 we have
iff i, j ∈ N ∪ {0} satisfy (116). Now (126) and (127) imply (125).
We shall apply the above propositions to the examples investigated in the next section.
Examples of Hamilton equations and their solutions
Let us now illustrate the Hamiltonian hierarchy (123) by some examples. We shall consider the case a i = 1 for i ∈ N ∪ {0}, b 1 = b and b i = 1 for i = 1. It is convenient to use the block matrix notation for this case, i.e.
where a ∈ R, x, y ∈ l 2 and
where l 2 is the Hilbert space of square summable real sequences. The Poisson bracket (35) for f, g, h ∈ C ∞ (L 
respectively. If the Hamiltonian h ∈ C ∞ (L 
from Proposition (7). So, in this case the system of Hamilton equations (131-134) reduces to equations (132-133) on the vector valued functions x(t) and y(t) in which, due to (135), the quantities a and δ play a role of the parameters constant in t.
We can simplify equations (132-133) by passing to the complex vector variable z = x + iy ∈ (l 2 ) C . After carrying out easy calculations we find that they are equivalent to
where ½ is identity operator.
In what follows we are looking for the solutions of (136) with a Hamiltonian h which will be functionally expressed by the integrals of motion obtained from (121) for k ≤ 2. These integrals of motion are given by
where one defines the functions h 1 , h 2 , h 3 , h 4 and h 5 in the following way
Since, functions h m can be expressed as a linear combinations of functions h k m they are also the integrals of motion. Note that h m , for m = 1, 2, 3, 4, 5, are functionally independent. Note also that h In what follows we are looking for solutions of (136) with the Hamiltonian
After substitution (139) into (136) we obtain
do not depend on the parameter t. Because of (141), we see that the first two terms in right-hand side of (140) are linear in z. The integrals (142) and (143), as we shall see later, also are useful for the further simplification of (140). For the case when dim(l 2 ) C = ∞ it is interesting to realize (l 2 ) C as the Hilbert space L 2 (R, dµ) of complex valued functions ψ ∈ L 2 (R, dµ) squareintegrable with respect to some measure dµ, such one that L 2 (R, dµ) has the orthogonal basis consisting of the real valued functions. Then the HilbertSchmidt operator δ−δ ⊤ will be integral operator given by some kernel ∆(x, y) such that R×R |∆(x, y)| 2 dxdy < +∞, and the right side of (140) assumes the form of nonlinear integral operator and we obtain
Note that the integrals of motion (138) one can also rewrite in the integral form. Now, let us consider in details the finite dimensional case, i.e. (l) 2C ∼ = C N when N < ∞. Passing to new coordinates
by the real orthogonal mapping, i.e. O ∈ Mat N ×N (R) and
one can transform δ − δ ⊤ to the following 2 × 2-blocks matrices:
for N = 2M, and
for N = 2M + 1, where ε = 0 1 −1 0 and λ k ∈ R, see [4] . In (146-147) we allow some λ k to be equal to zero. In such a way, putting
where ξ k ∈ C 2 , k = 1, . . . , M, and ξ ∈ C we transform equation (140) to
in the even dimensional case, and to
for the odd dimensional case, where k = 1, . . . , M For both cases we obtain from (149) and (150) additional invariants
Since for ξ ∈ C 2 one has the identity
we find that
i.e. the above invariants are functionally dependent.
For the subsequent simplification we rewrite (149), (150) and (151) in new coordinates. These new coordinates will consist of the complex variables
as well as of the real variables α k , β k ∈ R. The real ones are defined by the polar decompositions
of Re ξ k , Im ξ k ∈ R 2 , where
and k = 1 . . . , M. Now, after using invariants (141), (142), (152) and (153) we transform (149) to the following equivalent system of equations
where the real valued function ϕ(t) is defined by
In this case equations (170-172) are reduced to the system dq 1 dt = 4r 1 p 1 , dp 1 dt = −4r 1 q 1 + 4̺r 1 ,
which is solved by q 1 (t) = ̺, p 1 (t) = 0 and r 1 (t) = ± (a 2 − λ 1 ) 2 ̺ 2 + c 2 1 . Since r 1 (t) = const we find
and η 1 (t) = ̺e iϕ(t) = ̺e i(ω 1 +ϕ 0 ) ,
Now, substituting (182) into (164-165) we get 
Solutions of (184-185) are given by the trigonometric functions In case N = 4 we obtain R ∋ t → ξ 1 (t), ξ 2 (t) ∈ C 2 using (157-159) and (161-162). In case N = 3 we obtain R ∋ t → ξ 1 (t) ∈ C 2 from (157-159) and (164-165). The function t → ξ 0 (t) ∈ C is given by ξ 0 (t) = η 0 (t).
Summing up, we see that equation (140) is solved by quadratures in dimensions N = 2, 3 and 4. Its solutions are expressed by the elliptic functions and their integrals.
Ending this section let us to express our hope that the equations (140) and obtained solutions of them find some applications for modeling of nonlinear phenomena in mechanics and optics, see for example [5] , [6] , [8] .
