Deep Laplacian Pyramid Network for Text Images Super-Resolution by Tran, Hanh T. M. & Ho-Phuoc, Tien
DEEP LAPLACIAN PYRAMID NETWORK FOR TEXT IMAGES SUPER-RESOLUTION
Hanh T. M. Tran, Tien Ho-Phuoc
The University of Danang - University of Science and Technology
Email: t2mhanh@gmail.com, hptien@dut.udn.vn
ABSTRACT
Convolutional neural networks have recently demonstrated
interesting results for single image super-resolution. How-
ever, these networks were trained to deal with super-resolution
problem on natural images. In this paper, we adapt a deep
network, which was proposed for natural images super-
resolution, to single text image super-resolution. To evaluate
the network, we present our database for single text image
super-resolution. Moreover, we propose to combine Gradient
Difference Loss (GDL) with L1/L2 loss to enhance edges in
super-resolution image. Quantitative and qualitative evalua-
tions on our dataset show that adding the GDL improves the
super-resolution results.
Index Terms— Deep Laplacian Pyramid Networks, Con-
volutional neural networks, Text Images, Super-Resolution.
1. INTRODUCTION
Super resolution (SR) is an important topic in image process-
ing and computer vision thanks to its ability to generate pleas-
ing images and facilitate the tasks of detection and recogni-
tion [1].
According to the input of the SR process, we can di-
vide SR into two categories: multiple image super resolution
(MISR) and single image super resolution (SISR). Generally,
MISR exploits different information in neighboring frames to
reconstruct a high resolution (HR) image. This approach may
require explicit or implicit motion estimation [2, 3].
Recently, more researches seem focused on SISR as it al-
lows fast and efficient reconstruction of HR images. However,
this is a highly ill-posed problem. Except simple methods,
e.g. bicubic interpolation, SISR needs a learning step, which
may learn a sparse representation in the low resolution (LR)
and high resolution spaces [4], or a mapping function from
the LR space to the HR space [5]. Besides, inspired by the
success of convolutional neural network (CNN) in high-level
tasks such as object recognition, many authors have tried to
apply CNN to the SR problem and have obtained very inter-
esting results [6, 7]. Until now, a large majority of SR re-
searches, and therefore their success, have been carried out
with natural images. Yet, few works have dealt with text im-
age SR, and particularly, single text image SR [8, 9, 10, 11,
12]; although this topic can be very useful for many applica-
tions such as optical character recognition (OCR), text detec-
tion, and scene understanding.
Motivated by the potential of CNN, the present paper fo-
cuses on super resolution of single text images using a deep
network, which is adapted from Lai’s model [7], originally
proposed for natural images. Although our method is based
on Lai’s model [7], we also make the following contributions.
Firstly, we modify the L1/L2 loss function by adding Gradient
Difference Loss (GDL) [13] in order to sharpen edges, which
are critical in text images. Secondly, different from previous
works on SR of text images, we consider multiple SR scales.
Finally, we present a new dataset for text image super resolu-
tion. This dataset may be useful for SR in a general context
since it contains not only paragraphs but also words or sen-
tences in banners and newspaper.
2. RELATEDWORK
Text image super resolution. Multiple-frame SR for text
images are addressed in [14, 15]. Capel et al. [14] utilize a
MAP approach with Huber prior, which encourages a piece-
wise constant solution. The authors compare this regulariza-
tion with Total Variation, the latter is proved to be of easier
use in practice. Nasonov et al. [15] also use Total Variation,
but adding a bimodal penalty function, which represents text
background and text foreground. Both these works deal only
with a 2x upscaling ratio.
Concerning single-frame text super resolution, Dalley et
al. [8] formulate a Bayesian framework to super-resolve bi-
nary text images, aiming at improving the visual quality of fax
documents or low resolution scans. Banerjee et al. [9] try to
preserve edges while super-resolving grayscale document im-
ages. Edge preservation is enforced through a Markov Ran-
dom Field framework.
Nayef et al. [10] propose to super-resolve an image patch
according to its variance. If a patch has low variance, a fast
bicubic interpolation is used. Otherwise, sparse coding SR
is applied. Originally, SR based on sparse coding or sparse
representation is proposed in [4]. According to this approach,
a LR image is first represented in the LR space by a sparse set
of coefficients and a LR dictionary; these coefficients are then
used with a HR dictionary to reconstruct a HR image. The
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method in [10] super-resolves images of plain text documents
extracted from books.
Convolutional neural network. The first CNN for super
resolution (SRCNN) is proposed in [6]. In this method, a LR
image is first upsampled to the predefined HR scale by bicu-
bic interpolation. Then, the resulting image is super-resolved
(in fact, sharpened) by a network with three conv-ReLU lay-
ers (except that the last convolutional layer is not followed by
a ReLU layer). It is interesting to note that although SRCNN
is formulated in the CNN context, it is proved to be equiv-
alent to learning a sparse representation in the LR and HR
spaces. Since SRCNN’s success, many other authors have
tried to propose various CNN architectures, particularly in-
crease network depth, and significantly improve SR perfor-
mance [16, 7].
Among the recent CNNs for super resolution, the Lapla-
cian pyramid network (LapSRN) [7] seems to be the state-of-
the-art for natural images. The particularity of this method
is to directly generate a HR image from a single LR input,
this is done thanks to a pyramidal processing pipeline with
several stages. Each stage, consisting of ten convolutional
layers mainly to effectuate residual learning, carries out a 2x
upscaling ratio. While our network is similar to LapSRN [7],
we utilizes a different loss function by combining L1/L2 loss
with Gradient Difference Loss (GDL). The intuitive idea of
using GDL is that this constraint might sharpen letter edges
and, therefore, result in clearer text.
Concerning CNN for text data, in [11], the authors adapt
SRCNN [6] for text images in order to improve the OCR per-
formance. The dataset includes small grayscale images, each
of which contains only few words or numbers. Xu et al. [12]
use a generative adversarial network (GAN) to super-resolve
both blurry face and text images. The dataset of text images
is extracted from scientific publications. This dataset is also
exploited in [17], where a CNN is used for text deblurring,
but not for super resolution.
Our work tries to super-resolve color text images. Differ-
ent from previous text datasets, these images represent text
in a broader context as they include not only paragraphs but
also words and sentences in banners or complex background.
Super-resolving such kinds of text images may be useful for
text detection and recognition in real scenes. Moreover, we
consider multiple upscaling ratios; such scenario has not been
examined for text image super resolution.
3. DEEP LAPLACIAN PYRAMID NETWORKS FOR
SUPER-RESOLUTION
3.1. Network Architecture
We employ the same network as in the Laplacian pyramid
framework [7], as shown in Figure 1. The model takes an
LR image as input and progressively predicts images at log2S
levels where S is a scale factor. The model has two branches:
Fig. 1. Network architecture of Laplacian Super-resolution
on text images.
feature extraction and image reconstruction.
At level s, the feature extraction branch consists of d con-
volutional layers following by leaky ReLU layers and one
deconvolutional layer to upsample the extracted features by
a scale of 2. The output of the deconvolutional layer is fed
into two different layers: (1) a convolutional layer for extract-
ing features at the finer level s + 1, and (2) a convolutional
layer for reconstructing a residual image at level s which is
then combined with upsampled LR image in the reconstruc-
tion branch.
The image reconstruction branch consists of a deconvolu-
tional layer at level s to up-sample an input image by a scale
of 2. The upsampled image is combined with the predicted
residual image from the feature extraction branch to produce
a high-resolution output image. The output image at level s is
then fed into the image reconstruction branch of level s+ 1.
We train three networks to produce 2×, 4× and 8× re-
sults. At each level, number of convolutional layers d = 10
is used for all networks. Figure 1 shows the network for 8×
super-resolution. 8× model can be used to produce 2× and
4× images.
3.2. Loss function
As in [7], our goal is to learn a mapping function f for gen-
erating an HR image Yˆ = f(X, θ) from a LR image X that
is close to the ground truth HR image Y. We denote the HR
image at level s by Ys. The bicubic dowsampling is used to
resize the ground truth image Y to Ys at each level. Beside
the use of Charbonnier penalty function [7], we also combine
the Gradient Difference Loss [13] to sharpen the estimation
Fig. 2. PSNR, SSIM and IFC measurements over number of training epochs.
Yˆof the HR image.
Lgdl(Y, Yˆ) =
∑
i,j
ρ(|Yi,j −Yi−1,j | − |Yˆi,j − Yˆi−1,j |)+∑
i,j
ρ(|Yi,j−1 −Yi,j | − |Yˆi,j−1 − Yˆi,j |)
(1)
The network parameter θ are learned by minimizing the fol-
lowing loss function:
L(Y, Yˆ) = 1
N
N∑
n=1
L∑
s=1
(ρ(Yˆ(n)s −Y(n)s )+λgdlLgdl(Y(n)s , Yˆ(n)s ))
(2)
where ρ(x) =
√
x2 + 2 is the Charbonnier penalty function
(a variant of L1 norm),N is the number of training samples in
each batch and L is the number of levels in the pyramid. We
empirically set  = 1e − 3. λgdl is the weight to emphasize
the GDL loss in the total loss.
3.3. Training
In the network, each convolutional layer consists of 64 filters
with the size of 3 × 3. The weights in each convolutional
layer are initialized from a zero-mean Gaussian distribution
whose standard deviation is calculated from the number of
input channels and the spatial filter size of the layer [18]. This
is a robust initialization method that particularly considers the
rectifier nonlinearities. The size of the deconvolutional layers
filters is 4× 4 and the weights are initialized with the bilinear
kernel.
We use SGD with momentum to optimize the error in Eq.
2 with batch size N = 64, momentum of 0.9 and 0.999,
weight decay λ = 10−4 [19]. We start training the model
with learning rate of 10−5 and decrease a half after 50 epochs.
We train models on a GeForce GTX Titan X around two days.
Code and trained models are available at https://github.com/
t2mhanh/LapSRN TextImages git.
Similar to [7], we augment the training data in three meth-
ods: scaling, rotation and flipping. Moreover, we use patches
size of 128 × 128 as HR outputs of the models. LR train-
ing patches are generated by bicubic downsampling on HR
patches. The models are trained with Matconvnet toolbox
[20].
4. EXPERIMENTAL RESULTS
4.1. Database
While existing text image datasets for super resolution often
concern only binary or grayscale images and plain text doc-
uments; we propose a new dataset (Text330) that considers
text images in a broader and more realistic context. They are
extracted from ebooks, websites, and newspaper. The text is
in three languages - English, French, and Vietnamese - in or-
der to take into account language particularities. Concretely,
beside plain text images such as paragraphs, the proposed
dataset also consists of numbers, characters, and sentences
in complex color background. The text may appear along
with persons or natural scenes as we can see in newspaper
and banners. Font size may vary within and between images;
font style is normal or italic.
In total, there are 330 images divided into two parts: 300
images for training and 30 images for testing. In each part,
the number of images is equally partitioned in the three lan-
guages.
4.2. Evaluation method
Three commonly used performance metrics are employed
for evaluation and comparison: PSNR, SSIM [21], IFC [22].
They are all based only on luminance. The higher these
criteria, the better the quality of the reconstructed image.
We will describe the three criteria as follows. Let Y and
Yˆ denote the reference (ground truth) and reconstructed im-
ages respectively.
PSNR(Yˆ,Y) = 10 log10
2552
MSE
(3)
Ground-truth HR Bicubic Pre-trained
model
L1 loss L1-GDL
(PSNR, SSIM) (21.01, 0.8393) (23.55, 0.9256) (26.03, 0.9623) (26.13, 0.9635)
(16.35, 0.5895) (17.09, 0.7339) (20.24, 0.8704) (20.19, 0.8698)
(18.68, 0.6581) (19.92, 0.7762) (22.01, 0.8416) (22.17, 0.8437)
(17, 0.6546) (17.77, 0.7594) (18.95, 0.8556) (19.9, 0.86)
Fig. 3. Visual comparison with (PSNR, SSIM) for 4× SR on our dataset.
with
MSE =
1
MN
M∑
i=1
N∑
j=1
(Yˆ(i, j)−Y(i, j))2 (4)
The SSIM criterion between patches PYˆ and PY at the
same location on images Yˆ and Y is defined as
SSIM(PYˆ,PY) =
(2µPYˆµPY + c1)(2σPYˆσPY + c2)
(µ2PYˆ
+ µ2PY + c1)(σ
2
PYˆ
+ σ2PY + c2)
(5)
where µPYˆ (µPY ) and σPYˆ (σPY ) are the mean and standard
deviation of patch PYˆ (PY). c1 and c2 are small constants.
Then, SSIM(Yˆ,Y) is the average of patch-based SSIM over
the image.
The IFC criterion is based on the conditional mutual in-
formation:
IFC(Yˆ,Y) =
∑
k
I(CYˆ,k;CY,k|sk) (6)
where CYˆ,k (CY,k) is the set of wavelet coefficients of Yˆ
(Y) in subband k; and sk is a random field of positive scalars
and is estimated from reference image Yˆ. The details of IFC
implementation can be found in [22].
However, it is important to note that objective evaluation
such as PSNR, SSIM, and IFC is not enough, and, usually, we
still need humans for a complete evaluation.
Table 1. Performance comparison with different methods.
Algorithm Scale PSNR SSIM IFC
Bicubic 2 21.82 0.869 3.378
LapSRN pre-trained model [7] 2 26.65 0.954 5.284
LapSRN L1-GDL 2 30.10 0.997 6.659
LapSRN L1 2 29.98 0.976 6.590
Bicubic 4 18.21 0.692 1.189
LapSRN pre-trained model [7] 4 19.64 0.796 1.876
LapSRN L1-GDL 4 21.62 0.875 2.334
LapSRN L1 4 21.55 0.873 2.296
Bicubic 8 16.53 0.570 0.407
LapSRN pre-trained model [7] 8 16.98 0.640 0.594
LapSRN L1-GDL 8 17.14 0.651 0.801
LapSRN L1 8 17.13 0.682 0.788
Table 2. L1-GDL with different values of λgdl (4× super-
resolution).
λgdl lr range PSNR SSIM IFC
0 10−5 ÷ 10−6 21.55 0.873 2.296
0.05 5× 10−6 ÷ 10−6 21.44 0.866 2.291
0.1 10−5 ÷ 10−6 21.62 0.875 2.334
0.5 10−6 ÷ 10−7 20.15 0.826 1.857
1 10−6 ÷ 10−7 20.21 0.831 1.911
4.3. Comparisons with different methods
We compare the method with different loss functions. More-
over, we also compare our results with bicubic interpola-
tion method and LapSRN pre-trained models [7]. Table 1
shows quantitative comparisons for 2×, 4× and 8× super-
resolution. PSNR, SSIM and IFC are better with the com-
bination of L1 (Chanonnier) loss and GDL. The results are
improved significantly on 2× and 4× SR. Visual comparisons
with (PSNR, SSIM) for 4× SR on our dataset are shown in
Figure 3. As in the figure, the SR images are clearer on our
models (without/with GDL) in comparison with bicubic inter-
polation and LapSRN pre-trained models. Table 2 shows the
results with different values of λgdl in which λgdl = 0.1 give
the best results. This value of λgdl is used to train our mod-
els and to compare with bicubic interpolation and LapSRN
pre-trained models.
5. CONCLUSION
In this work, we propose to use a deep convolutional network
for single text image super-resolution. The model progres-
sively reconstructs high-frequency residuals in a coarse-to-
fine manner. By adding Gradient Difference Loss, the high
resolution estimation becomes sharper. Evaluations on our
text image dataset demonstrate that the model performs bet-
ter than bicubic interpolation and the pre-trained models.
Moreover, the combination of L1 loss and GDL improves the
super-resolution results.
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