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THE NEUMANN PROBLEM FOR A CLASS OF MIXED
COMPLEX HESSIAN EQUATIONS
CHUANQIANG CHEN, LI CHEN, AND NI XIANG
Abstract. In this paper, we consider the Neumann problem of a class of mixed
complex Hessian equations σk(∂∂¯u) =
k−1∑
l=0
αl(x)σl(∂∂¯u) with αl positive and 2 ≤
k ≤ n, and establish the global C1 estimates and reduce the global second derivative
estimate to the estimate of double normal second derivatives on the boundary. In
particular, we can prove the global C2 estimates and the existence theorems when
k = n.
Mathematical Subject Classification (2010): Primary 35J60, Secondary 35B45.
Keywords: Neumann problem, a priori estimate, mixed complex Hessian equa-
tion.
1. Introduction
In this paper, we consider the Neumann problem for the following mixed complex
Hessian equations
(1.1) σk(∂∂¯u) =
k−1∑
l=0
αl(z)σl(∂∂¯u), z ∈ Ω ⊂ Cn,
where k ≥ 2, Ω ⊂ Cn is a bounded domain, ∂∂¯u = { ∂2u
∂zi∂zj
}1≤i,j≤n is the complex
Hessian matrix of the real valued function u, αl(z) > 0 in Ω with l = 0, 1, · · · , k − 1,
are given real valued positive functions in Ω, and for any m = 1, · · · , n,
σm(∂∂¯u) = σm(λ(∂∂¯u)) =
∑
1≤i1<i2<···<im≤n
λi1λi2 · · ·λim ,
with λ(∂∂¯u) = (λ1, · · · , λn) being the eigenvalues of ∂∂¯u. We also set σ0 = 1. Recall
that the G˚arding’s cone is defined as
Γk = {λ ∈ Rn : σi(λ) > 0, ∀1 ≤ i ≤ k}.
Research of the first author was supported by NSFC No.11771396, and research of the second
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If λ(∂∂¯u) ∈ Γk for any z ∈ Ω, we say u is a k-admissible function.
The equation (1.1) is a general class of mixed Hessian equation. Specially, it is com-
plex Monge-Ampe`re equation when k = n, α0(z) > 0 and α1(z) = · · · = αn−1(z) ≡ 0,
complex k-Hessian equation when α0(z) > 0 and α1(z) = · · · = αk−1(z) ≡ 0,
and complex Hessian quotient equation when αm(z) > 0 (k − 1 ≥ m > 0) and
α0(z) = · · · = αm−1(z) = αm+1(z) = · · · = αk−1(z) ≡ 0. This kind of equations is
motivated from the study of many important geometric problems. For example, the
problem of prescribing convex combination of area measures was proposed in [29],
which leads to mixed Hessian equations of the form
σk(∇2u+ uIn) +
k−1∑
i=0
αiσi(∇2u+ uIn) = φ(x), x ∈ Sn.
The special Lagrangian equation introduced by Harvey-Lawson [12] in the study of
calibrated geometries is also a mixed type Hessian equation
Imdet(I2n +
√−1D2u) =
[(n−1)/2]∑
k=0
(−1)kσ2k+1(D2u) = 0.
Another important example is Fu-Yau equation in [8, 9] arising from the study of
the Hull-Strominger system in theoretical physics, which is an equation that can be
written as the linear combination of the first and the second elementary symmetric
functions
σ1(i∂∂(e
u + α′e−u)) + α′σ2(i∂∂u) = 0.
For the Dirichlet problem of elliptic equations in Rn, many results are well known.
For example, the Dirichlet problem of the Laplace equation was studied in [10].
Caffarelli-Nirenberg-Spruck [2] and Ivochkina [15] solved the Dirichlet problem of the
Monge-Ampe`re equation. Caffarelli-Nirenberg-Spruck [3] solved the Dirichlet problem
of the k-Hessian equation. For the general Hessian quotient equation, the Dirichlet
problem was solved by Trudinger in [32]. Also, the Neumann or oblique deriva-
tive problem of partial differential equations has been widely studied. For a priori
estimates and the existence theorem of Laplace equation with Neumann boundary
condition, we refer to the book [10]. Also, we can see the recent book written by
Lieberman [23] for the Neumann or oblique derivative problem of linear and quasilin-
ear elliptic equations. In 1986, Lions-Trudinger-Urbas solved the Neumann problem
of the Monge-Ampe`re equation in the celebrated paper [26]. For related results on
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the Neumann or oblique derivative problem for some class of fully nonlinear ellip-
tic equations can be found in Urbas [33] and [34]. For the Neumann problem of
k-Hessian equations, Trudinger [31] established the existence theorem when the do-
main is a ball, and Ma-Qiu [27] and Qiu-Xia [28] solved the strictly convex domain
case. D.K. Zhang and the first author [6] solved the Neumann problem of general Hes-
sian quotient equations. Jiang and Trudinger [16, 17, 18], studied the general oblique
boundary problem for augmented Hessian equations with some regular conditions and
concavity conditions.
Krylov in [19] considered the Dirichlet problem of real case of (1.1), and Guan-
Zhang in [11] considered the (k− 1)-admissible solution without the sign of αk−1 and
obtained the global C2 estimates. Recently, the classical Neumann problem of real
case of (1.1) is solved by the authors [4].
The recent development of the Neumann boundary problem for real equation is a
motivation for us to study the corresponding complex equation.
For the complex Monge-Ampe`re equation, the Dirichlet problem is solved by Caffarelli-
Kohn-Nirenberg-Spruck [1], and the Neumann problem is solved by S.Y. Li [20]. Re-
cently, W. Wei and the first author obtained part results about the Neumann problem
of complex Hessian quotient equations in [5].
Naturally, we want to know how about the Neumann problem of the mixed complex
Hessian equation (1.1). In this paper, we obtain the existence theorem as follows.
Theorem 1.1. Suppose that Ω ⊂ Cn is a C4 strictly convex domain, 2 ≤ k ≤ n,
ν is the outer unit normal vector of ∂Ω, αl(z) ∈ C2(Ω) with l = 0, 1, · · · , k − 1 are
positive real valued functions and ϕ ∈ C3(∂Ω) is a real valued function. Moreover, if
u ∈ C4(Ω) ∩ C3(Ω) is the k-admissible solution of
 σk(∂∂¯u) =
k−1∑
l=0
αl(z)σl(∂∂¯u), in Ω,
Dνu = −εu+ ϕ(z), on ∂Ω,
(1.2)
for small ε > 0. Then we have
sup
Ω
|u| ≤ C0, sup
Ω
|Du| ≤ C1,
and
sup
Ω
|D2u| ≤ C2(1 + max
∂Ω
|Dννu|),
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where C0 depends on n, k, ε, diam(Ω), max
∂Ω
|ϕ| and
k−1∑
l=0
sup
Ω
αl; C1 depends on n, k,
Ω, |ϕ|C2, infΩ αl and |αl|C1; and C2 depends on n, k, Ω, |ϕ|C3, infΩ αl and |αl|C2.
Remark 1.2. In this paper, we always denote
z = (z1, · · · , zn) ∈ Ω, zj = tj +
√−1tn+j, t = (t1, · · · , tn, tn+1, · · · , t2n);
∂ju =
∂u
∂zj
= uzj , ∂ju =
∂u
∂zj
= uzj , ∂u = (∂1u, · · · , ∂nu).
Dku =
∂u
∂tk
, Du = (D1u, · · · , D2nu),
where
√−1 is the imaginary unit. It is easy to see
∂ju =
1
2
[Dju−
√−1Dn+ju], |∂u|2 = 〈∂u, ∂u〉 =
n∑
j=1
∂ju∂ju =
1
4
|Du|2,
∂jju =
1
4
[Djju+D(n+j)(n+j)u].
In particular, for k = n, we can obtain the estimate of double normal second
derivatives, and obtain the existence theorem as follows.
Theorem 1.3. Suppose that Ω ⊂ Cn is a C4 strictly convex domain, k = n, ν is the
outer unit normal vector of ∂Ω, αl(z) ∈ C2(Ω) with l = 0, 1, · · · , n − 1 are positive
real valued functions and ϕ ∈ C3(∂Ω) is a real valued function. Then there exists
a unique plurisubharmonic solution u ∈ C3,α(Ω) for the Neumann problem of mixed
complex Hessian equations (1.2) with k = n.
Also, we can obtain the existence theorem for the corresponding classical Neumann
problem of mixed complex Hessian equation with k = n.
Theorem 1.4. Suppose that Ω ⊂ Cn is a C4 strictly convex domain, k = n, ν is the
outer unit normal vector of ∂Ω, αl(z) ∈ C2(Ω) with l = 0, 1, · · · , n−1 are positive real
valued functions and ϕ ∈ C3(∂Ω) is a real valued function. Then there exists a unique
constant c, such that the Neumann problem of mixed complex Hessian equations
 σn(∂∂¯u) =
n−1∑
l=0
αl(z)σl(∂∂¯u), in Ω,
Dνu = c+ ϕ(z), on ∂Ω,
(1.3)
has plurisubharmonic solutions u ∈ C3,α(Ω), which are unique up to a constant.
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The rest of this paper is organized as follows. In Section 2, collect some properties
of the elementary symmetric function σk, and establish some key lemmas. In Section
3, we prove Theorem 1.1. In Section 4, we prove Theorem 1.3 and 1.4.
2. Preliminaries
In this section, we give some basic properties of elementary symmetric functions,
which could be found in [22], and establish some key lemmas.
2.1. Basic properties of elementary symmetric functions. First, we denote by
σm(λ |i) the symmetric function with λi = 0 and σm(λ |ij ) the symmetric function
with λi = λj = 0.
Proposition 2.1. Let λ = (λ1, . . . , λn) ∈ Rn and m = 1, · · · , n, then
σm(λ) = σm(λ|i) + λiσm−1(λ|i), ∀ 1 ≤ i ≤ n,∑
i
λiσm−1(λ|i) = mσm(λ),
∑
i
σm(λ|i) = (n−m)σm(λ).
We also denote by σm(W |i) the symmetric function with W deleting the i-row and
i-column and σm(W |ij ) the symmetric function with W deleting the i, j-rows and
i, j-columns. Then we have the following identities.
Proposition 2.2. Suppose W = (Wij) is diagonal, and m is a positive integer, then
∂σm(W )
∂Wij
=
{
σm−1(W |i), if i = j,
0, if i 6= j.
Recall that the G˚arding’s cone is defined as
(2.1) Γm = {λ ∈ Rn : σi(λ) > 0, ∀1 ≤ i ≤ m}.
Proposition 2.3. Let λ = (λ1, . . . , λn) ∈ Γm and m ∈ {1, 2, · · · , n}. Suppose that
λ1 ≥ · · · ≥ λm ≥ · · · ≥ λn,
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then we have
σm−1(λ|n) ≥ σm−1(λ|n− 1) ≥ · · · ≥ σm−1(λ|m) ≥ · · · ≥ σm−1(λ|1) > 0;(2.2)
λ1 ≥ · · · ≥ λm > 0, σm(λ) ≤ Cmn λ1 · · ·λm;(2.3)
λ1σm−1(λ|1) ≥ m
n
σm(λ);(2.4)
σm−1(λ|m) ≥ c(n,m)σm−1(λ);(2.5)
where Cmn =
n!
m!(n−m)!
.
Proof. All the properties are well known. For example, see [22] or [14] for a proof of
(2.2), [21] for (2.3), [7] or [13] for (2.4), and [25] for (2.5). 
The generalized Newton-MacLaurin inequality is as follows, which will be used all
the time.
Proposition 2.4. For λ ∈ Γm and m > l ≥ 0, r > s ≥ 0, m ≥ r, l ≥ s, we have[
σm(λ)/C
m
n
σl(λ)/C ln
] 1
m−l
≤
[
σr(λ)/C
r
n
σs(λ)/Csn
] 1
r−s
.
Proof. See [30]. 
2.2. Key Lemmas. In the establishment of a priori estimates, the following inequal-
ities and properties play an important role.
For the convenience of notations, we will denote
(2.6) Gk(∂∂¯u) :=
σk(∂∂¯u)
σk−1(∂∂¯u)
, Gl(∂∂¯u) := − σl(∂∂¯u)
σk−1(∂∂¯u)
, 0 ≤ l ≤ k − 2,
(2.7) G(∂∂¯u, z) := Gk(∂∂¯u) +
k−2∑
l=0
αl(z)Gl(∂∂¯u),
and
(2.8) Gij¯ :=
∂G
∂uij¯
, 1 ≤ i, j ≤ n.
Lemma 2.5. If u is a C2 function with λ(∂∂¯u) ∈ Γk, and αl(z) (0 ≤ l ≤ k − 2) are
positive, then the operator G is elliptic and concave.
Proof. The proof is similar with the real case in [11]. 
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Lemma 2.6. If u is a k-admissible solution of (1.1), and αl(z) (0 ≤ l ≤ k − 1) are
positive, then
0 <
σl(∂∂¯u)
σk−1(∂∂¯u)
≤ C(n, k, inf
Ω
αl), 0 ≤ l ≤ k − 2;(2.9)
0 < inf
Ω
αk−1 ≤ σk(∂∂¯u)
σk−1(∂∂¯u)
≤ C(n, k,
k−1∑
l=0
sup
Ω
αl).(2.10)
Proof. The left hand sides of (2.9) and (2.10) are easy to prove. In the following, we
prove the right hand sides.
Firstly, if σk
σk−1
≤ 1, then we get from the equation (1.1)
αl
σl
σk−1
≤ σk
σk−1
≤ 1, 0 ≤ l ≤ k − 2.
Secondly, if σk
σk−1
> 1, i.e.
σk−1
σk
< 1. We can get for 0 ≤ l ≤ k − 2 by the
Newton-MacLaurin inequality,
σl
σk−1
≤ (C
k
n)
k−1−lC ln
(Ck−1n )
k−l
(
σk−1
σk
)k−1−l ≤ (C
k
n)
k−1−lC ln
(Ck−1n )
k−l
≤ C(n, k),
and
σk
σk−1
=
k−1∑
l=0
αl
σl
σk−1
≤ C(n, k)
k−1∑
l=0
sup
Ω
αl.

Lemma 2.7. If u is a k-admissible solution of (1.1), and αl(z) (0 ≤ l ≤ k − 1) are
positive, then
n− k + 1
k
≤
∑
Gi¯i < n− k − 1;(2.11)
inf
Ω
αk−1 ≤
∑
Gij¯uij¯ ≤ C(n, k,
k−1∑
l=0
sup
Ω
αl).(2.12)
Proof. By direct computations, we can get
∑
Gi¯i ≥
∑ ∂ ( σkσk−1
)
∂λi
=
∑ σk−1(λ|i)σk−1 − σkσk−2(λ|i)
σ2k−1
=
(n− k + 1)σ2k−1 − (n− k + 2)σkσk−2
σ2k−1
≥n− k + 1
k
,(2.13)
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and
∑
Gi¯i =
∑ ∂ ( σkσk−1
)
∂λi
−
k−2∑
l=0
αl
∑
i
∂
(
σl
σk−1
)
∂λi
=
∑ σk−1(λ|i)σk−1 − σkσk−2(λ|i)
σ2k−1
−
k−2∑
l=0
αl
∑
i
σl−1(λ|i)σk−1 − σlσk−2(λ|i)
σ2k−1
=
(n− k + 1)σ2k−1 − (n− k + 2)σkσk−2
σ2k−1
+
k−2∑
l=0
αl
(n− k + 2)σlσk−2 − (n− l + 1)σl−1σk−1
σ2k−1
≤(n− k + 1)− (n− k + 2)σk−2
σk−1
(
σk
σk−1
−
k−2∑
l=0
αl
σl
σk−1
)
<n− k + 1,(2.14)
hence (2.11) holds. Also, we can get
∑
Gij¯uij¯ =
∑ ∂ ( σkσk−1
)
∂λi
λi −
k−2∑
l=0
αl
∑
i
∂
(
σl
σk−1
)
∂λi
λi
=
σk
σk−1
+
k−2∑
l=0
(k − 1− l)αl σl
σk−1
=αk−1 +
k−2∑
l=0
(k − l)αl σl
σk−1
,(2.15)
hence (2.12) holds.

3. Proof of Theorem 1.1
In this section, we prove Theorem 1.1.
3.1. C0 estimate. The C0 estimate is easy. For completeness, we produce a proof
here following the idea of Lions-Trudinger-Urbas [26].
Theorem 3.1. Suppose Ω ⊂ Cn is a C1 bounded domain, αl(z) ∈ C0(Ω) with l =
0, 1, · · · , k − 1 are positive functions and ϕ ∈ C0(∂Ω), and u ∈ C2(Ω) ∩ C1(Ω) is the
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k-admissible solution of the equation (1.2) with ε ∈ (0, 1), then we have
sup
Ω
|εu| ≤ M0,(3.1)
where M0 depends on n, k, diam(Ω), max
∂Ω
|ϕ| and
k−1∑
l=0
sup
Ω
αl.
Proof. Firstly, since u is subharmonic, the maximum of u is attained at some boundary
point z0 ∈ ∂Ω. Then we can get
0 ≤ Dνu(z0) = −εu(z0) + ϕ(z0).(3.2)
Hence
max
Ω¯
(εu) = εu(z0) ≤ ϕ(z0) ≤ max
∂Ω
|ϕ|.(3.3)
For a fixed point z1 ∈ Ω, and a positive constant A large enough, we have
G(∂∂¯(A|z − z1|2), z) =2A C
k
n
Ck−1n
−
k−2∑
l=0
αl(2A)
−(k−1−l) C
l
n
Ck−1n
≥ sup
Ω
αk−1 ≥ αk−1(z) = G(∂∂¯u, z).(3.4)
By the comparison principle, we know u − A|z − z1|2 attains its minimum at some
boundary point z2 ∈ ∂Ω. Then
0 ≥Dν(u− A|z − z1|2)|z=z2 = Dνu(z2)− ADν(|z − z1|2)|z=z2
≥− εu(z2)−max
∂Ω
|ϕ| − 2Adiam(Ω).(3.5)
Hence
min
Ω
(εu) ≥ εmin
Ω
(u−A|z − z1|2) ≥εu(z2)−A|z2 − z1|2
≥−max
∂Ω
|ϕ| − 2Adiam(Ω)− Adiam(Ω)2.(3.6)

3.2. Global Gradient estimate. In this subsection, we prove the global gradient
estimate (independent of ε), using a similar argument of complex Monge-Ampe`re
equation in Li [20].
Theorem 3.2. Suppose Ω ⊂ Cn is a C3 strictly convex domain, αl(z) ∈ C1(Ω) with
l = 0, 1, · · · , k − 1 are positive functions and ϕ ∈ C2(∂Ω), and u ∈ C3(Ω) ∩ C2(Ω) is
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the k-admissible solution of the equation (1.2) with ε > 0 sufficiently small, then we
have
sup
Ω
|Du| ≤M1,(3.7)
where M1 depends on n, k, Ω, |ϕ|C2, infΩ αl and |αl|C1.
Proof. In order to prove (3.7), it suffices to prove
Dξu(z) ≤M1, ∀(z, ξ) ∈ Ω× S2n−1.(3.8)
For any (z, ξ) ∈ Ω× S2n−1, denote
W (z, ξ) = Dξu(z)− 〈ν, ξ〉(−εu+ ϕ(z)) + ε2u2 +K|z|2,(3.9)
where K is a large constant to be determined later, and ν is a C2(Ω) extension of the
outer unit normal vector field on ∂Ω.
AssumeW achieves its maximum at (z0, ξ0) ∈ Ω×S2n−1. It is easy to seeDξ0u(z0) >
0. We claim z0 ∈ ∂Ω. Otherwise, if z0 ∈ Ω, we shall get a contradiction in the
following.
Firstly, we rotate the coordinates such that ∂∂¯u(z0) is diagonal. It is easy to see
{Gij¯} is diagonal. For fixed ξ = ξ0, W (z, ξ0) achieves its maximum at the same point
z0 ∈ Ω and we can easily get at z0,
0 ≥ Gi¯i∂i¯iW =Gi¯i
[
∂i¯iDξ0u− < ν, ξ0 >i¯i (−εu+ ϕ)− < ν, ξ0 > (−εui¯i + ϕi¯i)
− < ν, ξ0 >i (−εui¯ + ϕi¯)− < ν, ξ0 >i¯ (−εui + ϕi)
+ 2ε2uiui¯ + 2ε
2uui¯i +K
]
=Dξ0αk−1 +
k−2∑
l=0
Dξ0αl
σl
σk−1
+Gi¯i
[
2ε2uiui¯ + 〈ν, ξ0〉iεui¯ + 〈ν, ξ0〉i¯εui
]
+Gi¯iui¯i
[
ε〈ν, ξ0〉+ 2ε2u
]
+Gi¯i
[
K − 〈ν, ξ0〉i¯i(−εu+ ϕ)− 〈ν, ξ0〉ϕi¯i − 〈ν, ξ0〉iϕi¯ − 〈ν, ξ0〉i¯ϕi
]
≥− |Dαk−1| −
k−2∑
l=0
|Dαl|C(n, k, inf αl)− (n− k + 1)|D〈ν, ξ0〉|2
− C(n, k,
∑
supαl)
[
1 + 2M0
]
+
n− k + 1
k
[
K − |D2〈ν, ξ0〉|(M0 + |ϕ|)− |D2ϕ| − 2|D〈ν, ξ0〉||Dϕ|
]
>0,(3.10)
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where K is large enough, depending only on n, k, Ω, M0, |ϕ|C2 and αl. This is a
contradiction.
So z0 ∈ ∂Ω. Then we continue our proof into the following three cases.
(a) If ξ0 is normal at z0 ∈ ∂Ω, then
W (z0, ξ0) = ε
2u2 +K|z0|2 ≤ C.
Then we can easily obtain (3.8).
(b) If ξ0 is non-tangential at z0 ∈ ∂Ω, then we can write ξ0 = ατ + βν, where
τ ∈ S2n−1 is tangential at x0, that is 〈τ, ν〉 = 0, α = 〈ξ0, τ〉 > 0, β = 〈ξ0, ν〉 < 1, and
α2 + β2 = 1. Then we have
W (z0, ξ0) =αDτu+ ε
2u2 +K|z0|2
≤αW (z0, ξ0) + (1− α)(ε2u2 +K|z0|2),(3.11)
so
W (z0, ξ0) ≤ ε2u2 +K|z0|2 ≤ C.
Then we can easily get (3.8).
(c) If ξ0 is tangential at x0 ∈ ∂Ω, we may assume that the outer normal direction
of Ω at z0 is (0, · · · , 0, 1). By a rotation, we assume that ξ0 = (1, · · · , 0) = e1. Then
we have
0 ≤DνW (z0, ξ0)(3.12)
=DνD1u−Dν〈ν, ξ0〉(−εu+ ϕ) + 2u ·Dνu+KDν |z0|2
≤DνD1u+ C1
=D1Dνu−D1νkDku+ C1.(3.13)
By the boundary condition, we know
D1Dνu = D1(−εu+ ϕ) ≤ D1ϕ.(3.14)
Following the argument of [20], we can get
−D1νkDku ≤ −κminW (z0, ξ0) + C2,(3.15)
where κmin is the minimum principal curvature of ∂Ω. So
W (z0, ξ0) ≤ C1 + |Dϕ|+ C2
κmin
.(3.16)
Then we can conclude (3.8).

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3.3. Reduce global second derivatives to double normal second derivatives
on the boundary. In this subsection, we reduce global second derivatives to double
normal second derivatives on the boundary, following the ideas of Lions-Trudinger-
Urbas [26] and Li [20].
Theorem 3.3. Suppose Ω ⊂ Cn is a C4 strictly convex domain, αl(z) ∈ C2(Ω) with
l = 0, 1, · · · , k − 1 are positive functions and ϕ ∈ C3(∂Ω), and u ∈ C4(Ω) ∩ C3(Ω) is
the k-admissible solution of the equation (1.2) with ε > 0 sufficiently small, then we
have
sup
Ω
|D2u| ≤ C(1 + max
∂Ω
|Dννu|),(3.17)
where C depends on n, k, Ω, |ϕ|C3, infΩ αl and |αl|C2.
Proof. Since u is subharmonic, by the argument in [20], we know that we only need
to prove that
Dζζu(z) ≤ C(1 + max
∂Ω
|Dννu|), ∀(z, ζ) ∈ Ω¯× S2n−1.(3.18)
As the real case in [26], we use the auxiliary function
Q(z, ζ) = Dζζu− v(z, ζ) + |Du|2 +K|z|2,(3.19)
where v(z, ζ) = 2〈ζ, ν〉〈ζ ′, Dϕ−εDu−DmuDνm〉 = amDmu+b, ν = (ν1, ν2, · · · , ν2n) ∈
S2n−1 is a C3(Ω) extension of the outer unit normal vector field on ∂Ω, ζ ′ = ζ−〈ζ, ν〉ν,
am = −2〈ζ, ν〉〈ζ ′, Dνm〉 − 2ε〈ζ, ν〉(ζ ′)m, b = 2〈ζ, ν〉〈ζ ′, Dϕ〉, and K > 0 is to be de-
termined later.
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For any z ∈ Ω, we rotate the coordinates such that ∂∂¯u(z) is diagonal, and then
{Gij¯} is diagonal. For any fixed ζ ∈ S2n−1, we have
Gi¯i∂i¯iQ =G
i¯i[∂i¯iDζζu− ∂i¯iamDmu− am∂i¯iDmu− ∂iam∂i¯Dmu− ∂i¯am∂iDmu
− ∂i¯ib+ 2∂iDmu∂i¯Dmu+ 2Dmu∂i¯iDmu+K]
=Dζζαk−1 − 2
k−2∑
l=0
DζαlGl
iiDζ∂i¯iu−
k−2∑
l=0
DζζαlGl −Gij¯,rs¯Dζ∂ij¯uDζ∂rs¯u
+Gi¯i[K − ∂i¯iamDmu− ∂i¯ib] +Gi¯i[2∂iDmu∂i¯Dmu− ∂iam∂i¯Dmu− ∂i¯am∂iDmu]
+ (−am + 2Dmu)[Dmαk−1 −
k−2∑
l=0
DmαlGl]
≥Gii[K − C2]− C1 − 2
k−2∑
l=0
DζαlGl
i¯iDζ∂i¯iu−Gij¯,rs¯Dζ∂ij¯uDζ∂rs¯u
≥n− k + 1
k
[K − C2]− C1 − C3 > 0,
(3.20)
where K is large enough, and we used the fact
− 2
k−2∑
l=0
DζαlGl
i¯iDζ∂i¯iu−Gij¯,rs¯Dζ∂ij¯uDζ∂rs¯u
≥− 2
k−2∑
l=0
DζαlGl
i¯iDζ∂i¯iu−
k−2∑
l=0
αlGl
ij¯,rs¯Dζ∂ij¯uDζ∂rs¯u
=− 2
k−2∑
l=0
DζαlGl
i¯iDζ∂i¯iu
−
k−2∑
l=0
αl
[ k − 1− l(
σk−1
σl
) k−l
k−1−l
∂2
(
σk−1
σl
) 1
k−1−l
∂uij¯∂urs¯
− k − l
k − 1− l
1
Gl
Gl
ij¯Gl
rs¯
]
Dζ∂ij¯uDζ∂rs¯u
≥
k−2∑
l=0
k − 1− l
k − l
(Dζαl)
2
αl
Gl
≥− C3.
So max
Ω
Q(z, ζ) attains its maximum on ∂Ω. Hence max
Ω×S2n−1
Q(z, ζ) attains its maxi-
mum at some point z0 ∈ ∂Ω and some direction ζ0 ∈ S2n−1.
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Then we continue our proof in the following two cases following the idea of [20].
(a) If ζ0 is non-tangential at z0 ∈ ∂Ω.
Then we can write ζ0 = ατ + βν, where τ ∈ S2n−1 is tangential at z0, that is
〈τ, ν〉 = 0, α = 〈ζ0, τ〉, β = 〈ζ0, ν〉 6= 0, and α2 + β2 = 1. Then we have
Dζ0ζ0u(z0) =α
2Dττu(z0) + β
2Dννu(z0) + 2αβDτνu(z0)
=α2Dττu(z0) + β
2Dννu(z0)
+ 2(ξ0 · ν)[ξ0 − (ξ0 · ν)ν][Dϕ− εDu−DmuDνm],
hence
Q(z0, ζ0) = α
2Q(z0, τ) + β
2Q(z0, ν).(3.21)
From the definition of Q(z0, ζ0), we know
Q(z0, ζ0) ≤ Q(z0, ν) ≤ C(1 + max
∂Ω
|Dννu|),(3.22)
and we can prove (3.18).
(b) If ζ0 is tangential at z0 ∈ ∂Ω.
Then we have by Hopf Lemma
0 ≤ DνQ(z0, ζ0) =DνDζ0ζ0u−DνamDmu− amDνDmu
−Dνb+ 2DmuDνDmu+KDν |z|2
≤DνDζ0ζ0u+ [2Dmu− am]DνDmu+ C3.(3.23)
By the boundary condition, we know
DνDζ0ζ0u =Dζ0ζ0Dνu− (Dζ0ζ0νm)Dmu− 2(Dζ0νm)Dζ0Dmu
=Dζ0ζ0(−εu+ ϕ)− (Dζ0ζ0νm)Dmu− 2(Dζ0νm)Dζ0Dmu
≤− εQ(z0, ζ0) + C4 − 2(Dζ0νm)Dζ0Dmu.(3.24)
Following the argument of [20], we can get
|DνDmu| ≤ C5(1 + max
∂Ω
|Dννu|),
− 2(Dζ0νm)Dζ0Dmu ≤ −2κminQ(z0, ζ0) + C6(1 + max
∂Ω
|Dννu|).
So
Q(z0, ζ0) ≤ C3 + C4 + (2|Du|+ |am|)C5 + C6
2κmin + ε
(1 + max
∂Ω
|Dννu|).(3.25)
Then we can easily get (3.18).
The proof is finished. 
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4. Proof of Theorem 1.3 and Theorem 1.4
In this section, we prove Theorem 1.3 and Theorem 1.4.
4.1. Estimate of double normal second derivatives on boundary for k = n.
Theorem 4.1. Suppose Ω ⊂ Cn is a C4 strictly convex domain, k = n, αl(z) ∈ C2(Ω)
with l = 0, 1, · · · , n−1 are positive functions and ϕ ∈ C3(∂Ω), and u ∈ C4(Ω)∩C3(Ω)
is the plurisubharmonic solution of the equation (1.2) with ε > 0 sufficiently small,
then we have
max
∂Ω
|Dννu| ≤M2,(4.1)
where M2 depends on n, Ω, |ϕ|C3, infΩ αl and |αl|C2..
Proof. Since Ω is a C4 strictly convex domain, there is a strictly plurisubharmonic
defining function r ∈ C4(Ω) such that
|Dr| = 1, on ∂Ω,(4.2)
∂∂¯r ≥ k0In, in Ω;(4.3)
where k0 is a positive constant depending only on Ω, and In is the n × n identity
matrix.
Let z0 ∈ ∂Ω be an arbitrary point. By a shift and a rotation of the coordinates
{z1, · · · , zn}, we can assume that z0 = 0, ∂zir(0) = 0 for i < n, and Dtnr(0) = −1,
Dt2nr(0) = 0. In B(0, δ)
⋂
Ω, a sufficiently small neighborhood of z0, we can get by
the Taylor expansion of r up to second order
(4.4) r(z) = −Re(zn −
n∑
i,j=1
aijzizj) +
n∑
i,j=1
bij¯zizj +O(|z|3),
where {bij¯} = ∂∂¯r(0) is positive definite. We now introduce new coordinates z′ = ψ(z)
of the form
(4.5) z′i = zi, for i < n; z
′
n = zn −
n∑
i,j=1
aijzizj .
In ψ(B(0, δ)
⋂
Ω), we have
(4.6) r(z)|z=ψ−1(z′) = −Rez′n +
n∑
i,j=1
bij¯z
′
iz
′
j +O(|z′|3).
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Denote
r0(z
′) = −Rez′n +
n∑
ij=1
bij¯z
′
iz
′
j ;
Bj(z
′) =
( n∑
i=1
[aij + aji]zi
)|z=ψ−1(z′), j = 1, · · · , n;
Am(z
′) = Bm(1−Bn)−1∂r0(z
′)
∂z′n
, m = 1, · · · , n− 1.
It is easy to know |Bj | = O(|z′|) for j = 1, · · · , n, and Aj is holomorphic in z′ ∈
ψ(B(0, δ)
⋂
Ω). Following the calculations in [20], we know the Neumann boundary
condition in z′ coordinates
(4.7) 4Re
(
< ∂z′u, ∂z′r0 > −
n−1∑
m=1
Am∂z′mu
)
= φ(z′, u) +O(|z′|2)
where φ(z′, u) = |1− Bn(z′)|−2(−εu+ ϕ(z))|z=ψ−1(z′).
Following the idea of [20], we choose the auxiliary function
(4.8)
h(z′) = 4Re[< ∂z′u, ∂z′r0 > −
n−1∑
m=1
Am∂z′mu]− φ(z′, u) +Kr(z)|z=ψ−1(z′) −K1Re(z′n),
where K1 > 0 is sufficiently large such that
(4.9) h < 0, on ψ
(
∂(B(0, δ) ∩ Ω) \ ∂Ω),
and
(4.10) h = −K1Re(z′n) +O(|z′|2) ≤ 0 on ψ
(
∂(B(0, δ) ∩ Ω) ∩ ∂Ω).
Let
Gij¯ =
∂G
∂uzizj
, F ij¯ =
∂G
∂uz′iz′j
.
It is easy to see
F ij¯ = Gpq¯
( ∂z′i
∂zp
)(∂z′j
∂zq
)
.
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For any z′ ∈ ψ(B(0, δ)⋂Ω), we can get
F ij¯∂z′iz′j
h =2F ij¯∂z′iz′j
(
∂z′mu∂z′mr0 + ∂z′mu∂z′mr0
)− 2F ij¯∂z′iz′j(
n−1∑
m=1
Am∂z′mu+ Am∂z′mu
)
− F ij¯∂z′iz′jφ+KF
ij¯∂z′iz′j
r
≥2F ij¯(∂z′muz′iz′j∂z′mr0 + ∂z′muz′iz′j∂z′mr0 + uz′mz′j∂z′iz′mr0 + uz′mz′i∂z′mz′jr0)
− 2
n−1∑
m=1
F ij¯
(
Am∂z′muz′iz′j
+ Am∂z′muz′iz′j
+ ∂z′iAmuz′mz′j
+ ∂z′jAmuz′iz′m
)
−Gpq¯∂zpzqφ+KGpq¯∂zpzqr
≥2Gpq¯(uz′mzq∂zpz′mr0 + uz′mzp∂z′mzqr0)− 2
n−1∑
m=1
Gpq¯
(
∂zpAmuz′mzq + ∂zqAmuzpz′m
)
− C7 +Kk0
n∑
p=1
Gpp¯
≥Kk0n− k + 1
k
− C8,(4.11)
whereGpq¯uz′
k
zq = G
pq¯uzmzq
∂zm
∂z′
k
andGpq¯uzpz′k
= Gpq¯uzpzm
(
∂zm
∂z′
k
)
are bounded by rotating
the coordinates {z1, · · · , zn} such that ∂z∂zu is diagonal.
Taking K large enough, we can have Gij¯∂z′iz′j
h ≥ 0 in ψ(B(0, δ)⋂Ω). By the
maximum principle, we know h(z′) achieves its maximum at ψ(∂(B(0, δ)
⋂
Ω)), and
by (4.9) and (4.10) the maximum is attained at z′ = 0. Hence h(z′)|z′=ψ(z) achieves
its maximum at z0 = 0. Thus
0 ≤ Dνh(0) ≤ Dννu(z0) + C9.(4.12)
So we have Dννu(z0) ≥ −C9.
The same argument for
h˜(z′) = 4Re[< ∂z′u, ∂z′r0 > −
n−1∑
m=1
Am∂z′mu]− φ(z′, u)−Kr(z)|z=ψ−1(z′) +K1Re(z′n)
can give
Dννu(z0) ≤ C10.(4.13)
This completes the estimates of the double normal derivative on the boundary. 
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4.2. Proof of Theorem 1.3. For k = n and ε > 0 sufficiently small, we have
established the global C2 estimates for the plurisubharmonic solution of the Neumann
problem of mixed complex Hessian equation (1.2) in Section 3 and Subsection 4.1.
By the global C2 a priori estimates, we obtain that the equation (1.2) are uniformly
elliptic in Ω. Due to the concavity of the operator G, we can get the global Ho¨lder
estimates of second derivative following the discussions in [24], that is, we can get
|u|C2,α(Ω) ≤ C,(4.14)
where C and α depend on n, Ω, ε, inf αl, |αl|C2 and |ϕ|C3. Then the C3,α(Ω) estimates
hold by differentiating the equation (1.2) and applying the Schauder theory for linear,
uniformly elliptic equations.
Applying the method of continuity (see [10], Theorem 17.28), we can show the
existence of the plurisubharmonic solution, and the solution is unique by Hopf lemma.
By the standard regularity theory of uniformly elliptic partial differential equations,
we can obtain the high order regularity.
4.3. Proof of Theorem 1.4. By the argument in Subsection 4.2, we know there
exists a unique plurisubharmonic solution uε ∈ C3,α(Ω) to (1.2) for any small ε > 0.
Let vε = uε − 1
|Ω|
∫
Ω
uε, and it is easy to know vε satisfies
 σn(∂∂¯v
ε) =
n−1∑
l=0
αlσl(∂∂¯v
ε), in Ω,
Dν(v
ε) = −εvε − 1
|Ω|
∫
Ω
εuε + ϕ(x), on ∂Ω.
(4.15)
By the global gradient estimate (3.7), it is easy to know ε sup |Duε| → 0. Hence
there is a constant c and a function v ∈ C2(Ω), such that −εuε → c, −εvε → 0,
− 1
|Ω|
∫
Ω
εuε → c and vε → v uniformly in C2(Ω) as ε→ 0. It is easy to verify that v
is a plurisubharmonic solution of
 σn(∂∂¯v) =
n−1∑
l=0
αlσl(∂∂¯v), in Ω,
Dνv = c + ϕ(x), on ∂Ω.
(4.16)
If there is another plurisubharmonic function v1 ∈ C2(Ω) and another constant c1
such that 
 σn(∂∂¯v1) =
n−1∑
l=0
αlσl(∂∂¯v1), in Ω,
Dνv1 = c1 + ϕ(x), on ∂Ω.
(4.17)
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Applying the maximum principle and Hopf Lemma, we can know c = c1 and v− v1 is
a constant. By the standard regularity theory of uniformly elliptic partial differential
equations, we can obtain the high oder regularity.
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