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Введение
Теория группового анализа дифференциальных
уравнений дает эффективный универсальный ин
струмент построения точных аналитических реше
ний дифференциальных уравнений, имеющих важ
ные физические приложения [1]. Идеи и методы
группового анализа можно распространить на более
широкие классы многомерных уравнений матема
тической физики, в том числе на некоторые классы
интегродифференциальных уравнений. Эту задачу
удается решить, в частности, с помощью формализ
ма квазиклассических асимптотик, основанного на
методе ВКБМаслова (см., например, [2]), теории
комплексного ростка [3, 4] и их модификаций в раз
личных задачах линейной и нелинейной математи
ческой физики [5–10]. Симметрия нелокальных
уравнений исследовалась многими авторами, отме
тим, в частности, работы [8, 11–13]. В работе [13] на
основе метода квазиклассических асимптотик по
строены операторы симметрии и оператор эволю
ции для многомерного уравнения ФоккераПлан
каКолмогорова с квадратичным потенциалом и
квадратичной нелокальной нелинейностью.
Основной целью данной работы является по
строение операторов симметрии для многомерного
уравнения типа Хартри с оператором, квадратич
ным по независимым переменным и производным.
Операторы симметрии, согласно определению,
оставляют инвариантным множество решений ура
внения и позволяют по известным решениям по
строить новые решения нелинейного уравнения.
Уравнение типа Хартри представляет собой не
локальное обобщение нелинейного уравнения
Шредингера [14] и имеет важные приложения, на
пример, в теории бозеэйнштейновских конденса
тов [15, 16] при учете нелокальных взаимодей
ствий, в моделях квантовой теории многочастич
ных систем, в нелинейной оптике, в биофизике
при описании коллективных возбуждений в моле
кулярных цепочках и в других приложениях.
Метод построения операторов симметрии, при
мененный в данной работе, опирается на результа
ты работ [5, 6, 13]. Отметим, что хотя квазикласси
ческий подход является приближенным по своей
природе, в некоторых частных случаях он позволя
ет получить точные решения исходной задачи. По
добная ситуация имеет место для уравнения типа
Хартри с квадратичным оператором по независи
мым переменным и их производным, рассмотрен
ная в [8, 9], где на основе квазиклассического под
хода построено точное решение задачи Коши.
1. Уравнение типа Хартри с квадратичным оператором
Запишем уравнение типа Хартри в виде
(1)
где
κ – пареметр нелинейности.
Здесь линейные операторы Hl(t)=H(zl,t) и
V(zl,wl ,t) являются псевдодифференциальными опе
раторами [17] от некоммутирующих операторов
удовлетворяющих следующим коммутационным
соотношениям:
Здесь ||Jkj||2n×2n – элементы единичной симплек
тической матрицы
а I=In×n – единичная n×nматрица. Для функций от
некоммутирующих переменных мы будем исполь
зовать упорядочение по Вейлю [17]. В этом случае,
например, для оператора Al(t) с вейлевским симво
лом A(z,t)=A(p,x,t) можно записать
l
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КВАЗИКЛАССИЧЕСКИЕ СИММЕТРИИ УРАВНЕНИЯ ТИПА ХАРТРИ 
С КВАДРАТИЧНЫМ ОПЕРАТОРОМ




Исследуются свойства симметрии уравнения типа Хартри с квадратичным оператором. Проведена редукция исходной нелиней
ной задачи к линейной. В явном виде построены семейства операторов симметрии исходного нелинейного интегродифферен
циального уравнения.
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Здесь <.,.> – евклидово скалярное произведе
ние nмерных и 2nмерных векторов
соответственно.
Многомерное уравнение типа Хартри (1) с пе
ременными коэффициентами общего вида не ин
тегрируемо известными методами, такими, напри
мер, как метод обратной задачи [14, 18] и др. Поэ
тому в общем случае аналитические решения этого
уравнения можно построить лишь приближенно.
Эффективный метод построения таких решений
предоставляет аппарат квазиклассических асим
птотик. Так, например, для нелинейных операто
ров типа самосогласованного поля теория канони
ческого оператора с вещественной фазой для реше
ния задачи Коши была построена в [19, 20]; для
спектральных задач, включая сингулярные потен
циалы, – в работах [20, 21] (см. также [22–24]). Со
литоноподобные решения для уравнения типа
Хартри и некоторых видов потенциалов взаимо
действия построены в [25]. Специфика уравнения
типа Хартри (1), в котором нелинейность присут
ствует только под знаком интеграла, проявляется в
том, что оно в определенном смысле близко к ли
нейным [17]. А именно, среди решений уравнения
существует подмножество, регулярно зависящее от
параметра нелинейности. По аналогии с когерент
ными состояниями квантовой механики в [5, 6]
был определен класс функций
сосредоточенных на некоторой фазовой траекто
рии z=Z(t)=(P(t),X(t)). Функции φ(ξ,t,?) принадле
жат пространству Шварца и регулярно зависят от
?, а S(t),P(t),X(t) – дифференцируемые функции,
определяющие класс. На классе функций P?t , наз
ванных траекторнососредоточенными, задача по
строения квазиклассических асимптотик нелиней
ного уравнения сводится к вспомогательной задаче
построения асимптотических решений линейных
ассоциированных уравнений Шредингера. В ре
зультате метод комплексного ростка Маслова [3, 4]
удалось обобщить на уравнение (1). В частности,
были построены формальные решения задачи Ко
ши, асимптотические по малому формальному па
раметру ? (?→0) с точностью до O(?N/2), где N –
произвольное натуральное число, и главный член
асимптотики спектральной задачи [7]. В работах [8,
9] для уравнения (1) с квадратичным нелокальным
потенциалом удалось построить оператор эволю
ции. В этом случае линейные операторы H(zl,t) и
V(zl,wl ,t) квадратичны по операторам zl, wl :
(2)
(3)
Здесь Hzz(t), Wzz(t), Wzw(t), Www(t) – 2n×2n задан
ные матрицы, а Hz(t) – заданный 2nвектор.
Уравнение типа Хартри (1)–(3) интегрируется
точно [8, 9] и обладает богатым набором симме
трий, изучение которых позволяет получить раз
личную информацию о решениях уравнения и по
казать, как многомерное уравнение свести к одно
мерному, построить классы точных или прибли
женных его решений. Поскольку уравнение (1)–(3)
содержит нелокальную нелинейность, оно пред
ставляет особый интерес для симметрийного ана
лиза, связанный с тем, что в общем случае не суще
ствует регулярного способа определить структуру
симметрий уравнения, не являющегося дифферен
циальным. Уравнение (1) позволяет обойти эту
проблему, поскольку его симметрии тесно связаны
с симметриями соответствующего ассоциирован
ного линейного уравнения.
2. Операторы симметрии и задача Коши
Рассмотрим задачу Коши для уравнения (1)
(4)
Система ГамильтонаЭренфеста второго поряд
ка, соответствующая задаче Коши (1), (4), имеет
следующий вид [8]:
κ~=κ||γ ||2.
В уравнении (1) сделаем замену: от функции
Ψ(x,t) перейдем к функции Ф(x,t) следующим об
разом:
(5)
где S(t),P(t),X(t) – некоторые дифференцируемые
функции, подлежащие определению.
Для Ф(x,t) получим следующее уравнение:
где zlФ=(–i?∂/∂x+P(t),x), wl Ф=(–i?∂/∂y+P(t),y).
Сделаем замену переменных x=u+X(t) и обозначим
Ф(u+X(t),t)=Ф~ (u,t). Получим следующее уравнение:
l
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Функции Ф(u,t) по построению являются цен
трированными, т. е. удовлетворяют условию
Начальное условие (4) для уравнения (6) имеет вид
Пусть вектор z=Z(t)=(P(t),X(t)) удовлетворяет
уравнению
(7)
с начальным условием Z(0)=γ(x)|zl |γ(x), а функ
ция S(t) определяется соотношением
где
Здесь 2n×2n – матрица Δ2 удовлетворяет уравнению
(8)
и начальному условию
Тогда функция Ф~ (u,t) является решением ли
нейного ассоциированного уравнения
(9)
с начальным условием 
Пусть Al(u,t)=A(zl u,t) – некоторый оператор с




где al(u):S→S – произвольный оператор. Тогда в силу
(10) оператор Al(u,t) является оператором симметрии
уравнения (9) и переводит Ф~(u,t) – решение уравне
ния (9) в некоторое другое его решение. Cоответ
ственно функция, определяемая соотношением
где αA=||alФ~(u,0)|| – также решение уравнения (9).
При t=0 получим
Здесь ||φA(u)||=1, откуда автоматически следует
||Ф~ A(u,t)||=1. Однако в общем случае функция
Ф~ A(u,t) может и не соответствовать никакому реше
нию исходного нелинейного уравнения, поскольку
не для всех Al(u,t) она является центрированной:
Поэтому, чтобы построить решения исходного
нелинейного уравнения, которые бы соответство
вали Ф~(u,t), обозначим
и
Непосредственной проверкой можно убедиться,
что если λ(t) – решение следующей задачи Коши:
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Сопоставив функциям Ф~ A(u,t)=Ф(x+XA(t),t) и
Ф~(u,t)=Ф(x+X(t),t) по формуле (5) функции ΨA(x,t)




определяемый соотношением (12), является операто
ром симметрии исходного нелинейного уравнения.
3. Операторы симметрии нелинейного 
и вспомогательного линейного уравнения
Пусть al:P?0→P?0 – некоторый оператор. Поста
вим для уравнения (1) следующие задачи Коши:
В уравнении (1) сделаем замену: от функций
ΨA(x,t) и Ψ(x,t) перейдем к функциям Ф~(u,t) и
Ф~ A(u,t)по формулам (5), (7), (8), тогда функция
Ф~(u,t) удовлетворяют уравнению
и начальному условию 
где вектор Z(t) является решением уравнения (7) с
начальным условием Z(0)=γ(x)|zl |γ(x). Аналогич
но Ф~ A(u,t) является решением уравнения
(13)
с начальным условием
Вектор ZA(t) удовлетворяет уравнению (7) с на
чальным условием ZA(0)=γA(x)|zl |γA(x), а
где
Матрица Δ2A(t) является решением уравнения
(8) с начальным условием
Соотношение γA(x)=alγ(x) определяет оператор








Тогда в силу (14) оператор Al(u,t) является опера
тором симметрии уравнения (13) и переводит Ф
~
A(u,t)








(u,t)=Ф(x+X(t),t) по формуле (5) функции ΨA(x,t)




определяемый соотношением (15), также является
оператором симметрии исходного нелинейного
уравнения.
4. Заключение
При построении операторов симметрии мы
воспользовались тем фактом, что исходному нели
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нейному уравнению можно сопоставить ассоци
ированное линейное уравнение, а для квадратич
ных операторов вида (2), (3) эти ассоциированные
уравнения совпадают. В общем случае это не так,
поэтому аналитические решения уравнения типа
Хартри удается построить лишь приближенно.
Многие приближенные подходы основаны на вы
боре подходящего анзаца, представляющего общий
элемент класса функций, в котором строится при
ближенное решение. К таким методам можно от
нести, например, метод коллективных переменных
[26–30], лагранжев метод [31–33] и адиабатическое
приближение [34]. Наиболее эффективным в раз
личных многомерных задачах математической фи
зики оказывается метод квазиклассических асим
птотик, который используется в данной работе.
Особенностью данного метода, отличающей его от
обычного метода возмущений (разложения в сте
пенной ряд по малому параметру), является то, что
асимптотический малый параметр входит в реше
ние как регулярно, так и сингулярно, что позволя
ет, в частности, строить локализованные решения,
имеющие важный физический смысл. Эта возмож
ность существенно в нелинейных задачах, где
устойчивые локализованные возмущения, такие
как, например, солитоны, являются объектом ис
следования. Достоинством метода квазикласиче
ских асимптотик является то, что он позволяет дать
оценку точности построенного решения с задан
ной степенью асимптотического параметра.
Другие возможности построения аналитиче
ских решений дает симметрийный анализ
[1, 35–37], который, исходя из свойств инвариант
ности уравнения, приводит к классам частных ре
шений, которые могут служить прототипами анза
цев классов частных решений. Однако переменные
коэффициенты, как правило, сужают симметрию
уравнения или исключают ее, что ограничивает
возможности симметрийного анализа в таких слу
чаях. Кроме того, непосредственное вычисление
операторов симметрии для нелинейных уравнений
связано с интегрированием производящего уравне
ния, что представляет отдельную трудоемкую зада
чу [11, 12]. Сравнение двух указанных подходов
приводит к задаче построения приближенных сим
метрий уравнения типа Хартри в формализме ква
зиклассических асимптотик [38].
Работа выполнена при частичной финансовой поддержке
гранта Президента РФ НШ871.2008.2; АВЦП Министер
ства образования и науки РФ № 2.1.1/3436.
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Задачи рассеяния электромагнитного поля на
структурах, состоящих из диэлектрического тела и
тонких проводников, возникают в различных обла
стях науки и техники, например, в антенной техни
ке и радиолокации. Тонкие проводники часто ис
пользуют в качестве передающих и приёмных ан
тенн. При расположении таких антенн вблизи диэ
лектрических тел возникает проблема оценки влия
ния диэлектрических тел на параметры антенны,
решение которой требует решения поставленной
задачи рассеяния. В радиолокации при оценке ра
диолокационной заметности сложного объекта ча
сто возникает ситуация, когда часть объекта – это
диэлектрическое тело с расположенными вблизи
него тонкими проводниками. Расчет бистатическо
го сечения рассеяния (БСР) такой части объекта
также требует решения поставленной задачи. Если
расстояние между диэлектрическим телом и про
водниками меньше или сравнимо с длиной волны,
то корректная постановка исследований подобного
рода приводит к необходимости решения гранич
ных задач теории рассеяния с учетом электромаг
нитного взаимодействия между рассеивателями.
Существующие численные методы [1] позволяют
решать подобные задачи. Применительно к зада
чам, рассматриваемым в данной статье, из наиболее
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