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Abstract
In this paper we explain how to design intelligent agents able to process the infor-
mation acquired from interaction with a system to learn a good control policy and show
how the methodology can be applied to control some devices aimed to damp electrical
power oscillations. The control problem is formalized as a discrete-time optimal control
problem and the information acquired from interaction with the system is a set of samples,
where each sample is composed of four elements: a state, the action taken while being in
this state, the instantaneous reward observed and the successor state of the system. To
process this information we consider reinforcement learning algorithms that determine an
approximation of the so-called Q-function by mimicking the behavior of the value iteration
algorithm. Simulations are first carried on a benchmark power system modeled with two
state variables. Then we present a more complex case study on a four-machine power
system where the reinforcement learning algorithm controls a Thyristor Controlled Series
Capacitor (TCSC) aimed to damp power system oscillations.
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1 Introduction
Power systems may be seen as large-scale systems whose dynamics are
complex. Several authors have recognized the need for an intelligent and
systematic learning method for power system control agents so that they
can learn and update their decision making capabilities (Wehenkel, 1999;
Taylor, 2000; Liu et al., 2000; Diu and Wehenkel, 2002). This need could
be potentially met by a computational approach to learning known as
reinforcement learning (RL) which aims at designing algorithms by which
autonomous agents can learn to behave in some appropriate fashion, in
some environment, from their interaction with this environment (see e.g.
Kaelbling et al. (1996) for a broad overview).
The standard RL protocol considers an agent operating in discrete
time, observing at time t the environment state xt, taking an action ut,
and receiving back information from the environment in the form of the
next state xt+1 reached and the instantaneous reward rt obtained. The
agent’s objective is to learn as eﬃciently as possible from the set of four-
tuples (xt, ut, rt, xt+1) acquired from interaction with the system a control
policy which is expected to yield a maximal long term reward. In this
context one of the main problems faced is how to exploit the information
obtained from interacting with the environment in order to learn a good
approximation of the optimal control policy.
If reinforcement learning algorithms have been applied successfully to
a variety of practical problems including some famous examples such as
Tesauro’s TD-Gammon or Singh and Bertsekas’s channel allocation algo-
rithm (Tesauro, 1994; Singh and Bertsekas, 1997), many existing reinforce-
ment learning algorithms fail to determine a good approximation of the
optimal control policy when dealing with high-dimensional and/or contin-
uous representations due to their poor ability to “generalize” to previously
unseen data. In this paper we present a particular class of reinforcement
learning algorithms that has revealed itself to be extremely eﬃcient to
generalize the information and that has therefore the potential ability to
lead to successful applications when used to control large-scale systems like
electric power systems. Furthermore, we present some encouraging simula-
tion results obtained when these algorithms are used to control a Thyristor
Controlled Series Capacitor (TCSC) aimed to damp electric power system
oscillations.
This class of reinforcement learning algorithms performs well to gen-
eralize the information mainly because it can exploit the generalization
capabilities of any supervised learning algorithm (ensemble of tree-based
models, support-vector machines, etc.) to extract approximations of op-
timal control policies from the sets of four-tuples (xt, ut, rt, xt+1) gathered
from interaction with the environment. Its principle is based on the Q-
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learning idea1 which consists of computing an approximation of the so-
called Q-function from which the optimal policy can be determined in
principle in a straightforward way.
To determine this Q-function, this class of RL algorithms solves a se-
quence of standard supervised learning problems. The training set for the
ﬁrst problem of the sequence is built from the sole knowledge of the set of
four-tuples. For the Nth (N > 1) problem of the sequence, the training
set is built by using the set of four-tuples in combination with the model
produced at the N − 1th iteration. This class of reinforcement learning
algorithms has therefore been named ﬁtted Q iteration so as to stress the
fact that it allows to ﬁt (using a set of four-tuples) in an iterative way
any approximation architecture to the Q-function. The ﬁtted Q iteration
algorithm was introduced in Ernst et al. (2003) and studied carefully in
Ernst et al. (2005) when used with tree-based methods. However, the
idea of trying to approximate the Q-function from a set of four-tuples
by solving a sequence of supervised learning problems may already be
found in Ormoneit and Sen (2002) and is related to earlier work aimed
to solve large-scale dynamics problem (Bellman et al., 1973; Tsitsiklis and
Van Roy, 1996; Rust, 1997; Gordon, 1999). Furthermore, we will see later
in this paper that this ﬁtted Q iteration algorithm mimics in some sense
the behavior of the well-known value iteration algorithm of the dynamic
programming theory (Bellman, 1957).
The remainder of this paper is organized as follows. In Section 2, we
formalize the problem of learning from interaction with the system and
recall some classical results from optimal control theory upon which the
reinforcement learning algorithms considered in this paper are based. In
Section 3 we present the ﬁtted Q iteration algorithm and discuss some
simulation results obtained on a benchmark power system. Section 4 in-
troduces two other families of reinforcement learning algorithms namely
kernel-based and model-based ones that may be seen as particular cases of
the ﬁtted Q iteration algorithm. Section 5 discusses some computational
issues the ﬁtted Q iteration faces when it interacts in real time with a
system and has to use at several instants the past information to provide
a new estimate of the optimal control policy. Section 6 gathers some sim-
ulation results obtained when a reinforcement learning agent is used to
control a Thyristor Controlled Series Capacitor aimed to damp electrical
power oscillations. This section also discusses the strategy we have used
1The idea of learning the Q-function from interaction with a system has been intro-
duced by Watkins (1989) and has been the dominant approach to reinforcement learning
over the last ﬁfteen years. There exist two main other families of reinforcement learn-
ing techniques. One searches directly for the optimal policy (Williams, 1992; Sutton
et al., 2000). Algorithms of the other family are an intermediate between methods that
learn the Q-function and methods that learn directly the optimal policy (Tsitsiklis and
Van Roy, 2000).
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to deal with the partial observability of the system. Finally, Section 7
discusses related work and Section 8 provides some concluding remarks.
Two appendices compile relevant information about algorithms and the
benchmark power system.
2 Problem formulation and dynamic pro-
gramming
We consider a time-invariant stochastic system in discrete time for which a
closed loop stationary control policy2 must be chosen in order to maximize
an expected discounted return over an inﬁnite time horizon. We formulate
hereafter the batch mode reinforcement learning problem in this context
and we restate some classical results stemming from Bellman’s dynamic
programming approach to optimal control theory (introduced in Bellman,
1957) and from which the ﬁtted Q iteration algorithm takes its roots.
2.1 Batch mode reinforcement learning problem for-
mulation
Let us consider a system having a discrete-time dynamics described by:
xt+1 = f(xt, ut, wt) t = 0, 1, · · · (1)
where for all t, the state xt is an element of the state space X, the action
ut is an element of the action space U and the random disturbance wt an
element of the disturbance space W . The disturbance wt is generated by
the time-invariant conditional probability distribution Pw(w|x, u).
3
To the transition from t to t+ 1 is associated an instantaneous reward
signal rt = r(xt, ut, wt) where r(x, u, w) is the reward function supposed
to be bounded by some constant Br.
Let μ(·) : X → U denote a stationary control policy and Jμ∞ denote the
expected return obtained over an inﬁnite time horizon when the system is
controlled using this policy (i.e., when ut = μ(xt), ∀t). For a given initial
condition x0 = x, J
μ
∞ is deﬁned as follows:
Jμ∞(x) = lim
N→∞
E
wt
t=0,1,··· ,N−1
[
N−1∑
t=0
γtr(xt, μ(xt), wt)|x0 = x] (2)
2Indeed, in terms of optimality this restricted family of control policies is as good
as the broader set of all non-anticipating (and possibly time-variant) control policies.
3In other words, the probability P (wt = w|xt = x, ut = u) of occurrence of wt = w
given that the current state xt and the current control ut are x and u respectively, is
equal to Pw(w|x, u), ∀t = 0, 1, · · · .
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where γ is a discount factor (0 ≤ γ < 1) that weights short-term rewards
more than long-term ones, and where the conditional expectation is taken
over all trajectories starting with the initial condition x0 = x. Our objec-
tive is to ﬁnd an optimal stationary policy μ∗, i.e. a stationary policy that
maximizes Jμ∞ for all x.
The existence of an optimal stationary closed loop policy is a classi-
cal result from dynamic programming theory. It could be determined in
principle by solving the Bellman equation (see below, Eqn (6)) given the
knowledge of the system dynamics and reward function. However, the
sole information that we assume available to solve the problem is the one
obtained from the observation of a certain number of one-step system tran-
sitions (from t to t + 1). Each system transition provides the knowledge
of a new four-tuple (xt, ut, rt, xt+1) of information. Since, except for very
special conditions, it is not possible to determine exactly an optimal con-
trol policy from a ﬁnite sample of such transitions, we aim at computing
an approximation of such a μ∗ from a set
F = {(xlt, u
l
t, r
l
t, x
l
t+1), l = 1, · · · ,#F}
of such four-tuples.
We do not make any particular assumptions on the way the set of
four-tuples is generated. It could be generated by gathering the four-
tuples corresponding to one single trajectory (or episode) as well as by
considering several independently generated one or multi-step episodes.
We call this problem the batch mode reinforcement learning problem
because the algorithm is allowed to use a set of transitions of arbitrary
size to produce its control policy in a single step. In contrast, an on-
line algorithm would produce a sequence of policies corresponding to a
sequence of four-tuples.
2.2 Results from dynamic programming theory
For a temporal horizon of N steps, let us denote by
πN (t, x) ∈ U, t ∈ {0, · · · , N − 1}; x ∈ X
a (possibly time-varying) N -step control policy (i.e., ut = πN(t, xt) ), and
by
JπNN (x) = E
wt
t=0,1,··· ,N−1
[
N−1∑
t=0
γtr(xt, πN(t, xt), wt)|x0 = x] (3)
its expected return over N steps. An N -step optimal policy π∗N is a policy
which among all possible such policies maximizes JπNN for any x. Notice
that under mild conditions (see e.g. Herna´ndez-Lerma and Lasserre, 1996,
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for the detailed conditions) such a policy always does indeed exist although
it is not necessarily unique.
Our algorithm exploits the following classical results from dynamic
programming theory (Bellman, 1957):
1. The sequence of QN -functions deﬁned on X × U by
Q0(x, u) ≡ 0 (4)
QN(x, u) = (HQN−1)(x, u), ∀N > 0, (5)
converges (in inﬁnity norm) to the Q-function, deﬁned as the (unique)
solution of the Bellman equation:
Q(x, u) = (HQ)(x, u) (6)
where H is an operator mapping any function K : X × U → and
deﬁned as follows:4
(HK)(x, u) = E
w
[r(x, u, w) + γmax
u′∈U
K(f(x, u, w), u′)]. (7)
Uniqueness of solution of Eqn (6) as well as convergence of the se-
quence of QN -functions to this solution are direct consequences of the
ﬁxed point theorem and of the fact that H is a contraction mapping.
2. The sequence of policies deﬁned by the two conditions5
π∗N (0, x) = argmax
u′∈U
QN(x, u
′), ∀N > 0 (8)
π∗N (t + 1, x) = π
∗
N−1(t, x), ∀N > 1, t ∈ {0, . . . , N − 2} (9)
are N -step optimal policies, and their expected returns over N steps
are given by
J
π∗
N
N (x) = max
u∈U
QN (x, u).
3. A policy μ∗ that satisﬁes
μ∗(x) = argmax
u∈U
Q(x, u) (10)
is an optimal stationary policy for the inﬁnite horizon case and the
expected return of μ∗N(x)
.
= π∗N(0, x) converges to the expected re-
turn of μ∗:
lim
N→∞
J
μ∗
N
∞ (x) = J
μ∗
∞ (x) ∀x ∈ X. (11)
We have also limN→∞ J
π∗N
N (x) = J
μ∗
∞ (x) ∀x ∈ X.
4The expectation is computed by using P (w) = Pw(w|x, u).
5Actually this deﬁnition does not necessarily yield a unique policy, but any policy
which satisﬁes these conditions is appropriate.
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Equation (5) deﬁnes the so-called value iteration algorithm6 providing a
way to determine iteratively a sequence of functions converging to the Q-
function and hence of policies whose return converges to that of an optimal
stationary policy, assuming that the system dynamics, the reward function
and the noise distribution are known. As we will see in the next section,
it suggests also a way to determine approximations of these QN -functions
and policies from a sample F .
3 Fitted Q iteration algorithm
3.1 The algorithm
A tabular version of the ﬁtted Q iteration algorithm is given in Figure 1.
At each step this algorithm may use the full set of four-tuples gathered
from observation of the system together with the function computed at
the previous step to determine a new training set which is used by a
supervised learning (regression) method to compute the next function of
the sequence. It produces a sequence of QˆN -functions, approximations of
the QN -functions deﬁned by Eqn (5).
Inputs: a set of four-tuples F and a regression algorithm.
Initialization:
Set N to 0 .
Let QˆN be a function equal to zero everywhere on X × U .
Iterations:
Repeat until stopping conditions are reached
- N ← N + 1 .
- Build the training set T S = {(il, ol), l = 1, · · · ,#F} based on the
the function QˆN−1 and on the full set of four-tuples F :
il = (xlt, u
l
t) , (12)
ol = rlt + γmax
u∈U
QˆN−1(x
l
t+1, u) . (13)
- Use the regression algorithm to induce from T S the function
QˆN (x, u).
Figure 1: Fitted Q iteration algorithm
Notice that at the ﬁrst iteration the ﬁtted Q iteration algorithm is used
6Strictly, the term “value iteration” refers to the computation of the value
function Jμ
∗
∞
and corresponds to the iteration J
π∗N
N = max
u∈U
E
w
[r(x, u, w) +
γJ
π∗N−1
N−1 (f(x, u, w))], ∀N > 0 rather than Eqn (5).
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in order to produce an approximation of the expected reward Q1(x, u) =
Ew[r(x, u, w)]. Therefore, the considered training set uses input/output
pairs (denoted (il, ol)) where the inputs are the state-action pairs and
the outputs the observed rewards. In the subsequent iterations, only the
output values of these input/output pairs are updated using the value
iteration based on the QˆN -function produced at the preceding step and
information about the reward and the successor state reached in each tuple.
It is important to realize that the successive calls to the supervised
learning algorithm are totally independent. Hence, at each step it is pos-
sible to adapt the resolution (or complexity) of the learned model so as
to reach the best bias/variance tradeoﬀ at this step, given the available
sample.
3.2 Algorithm motivation
To motivate the algorithm, let us ﬁrst consider the deterministic case. In
this case the system dynamics and the reward signal depend only on the
state and action at time t. In other words we have xt+1 = f(xt, ut) and
rt = r(xt, ut) and Eqn (5) may be rewritten
QN (x, u) = r(x, u) + γmax
u′∈U
QN−1(f(x, u), u
′). (14)
If we suppose that the function QN−1 is known, we can use this latter
equation and the set of four-tuples F in order to determine the value of
QN for the state-action pairs (x
l
t, u
l
t), l = 1, 2, · · · ,#F . We have indeed
QN (x
l
t, u
l
t) = r
l
t + γmax
u′∈U
QN−1(x
l
t+1, u
′), since xlt+1 = f(x
l
t, u
l
t) and r
l
t =
r(xlt, u
l
t).
We can thus build a training set T S = {((xlt, u
l
t), QN(x
l
t, u
l
t)), l =
1, · · · ,#F} and use a regression algorithm in order to generalize this in-
formation to any unseen state-action pair or, stated in another way, to ﬁt
a function approximator to this training set in order to get an approxima-
tion QˆN of QN over the whole state-action space. If we substitute QˆN for
QN we can, by applying the same reasoning, determine iteratively QˆN+1,
QˆN+2, etc.
In the stochastic case, the evaluation of the right hand side of Eqn
(14) for some four-tuples (xt, ut, rt, xt+1) is no longer equal to QN(xt, ut)
but rather is the realization of a random variable whose expectation is
QN (xt, ut). Nevertheless, since a regression algorithm usually
7 seeks for
an approximation of the conditional expectation of the output variable
given the inputs, its application to the training set T S will still provide
an approximation of QN (x, u) over the whole state-action space.
7namely in the case of least squares regression, i.e. in the vast majority of regression
methods.
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3.3 Stopping conditions
The stopping conditions are required to decide at which iteration (i.e., for
which value of N) the process can be stopped. A simple way to stop the
process is to deﬁne a priori a maximum number of iterations. This can
be done for example by noting that for a sequence of optimal policies μ∗N ,
an error bound on the sub-optimality in terms of number of iterations is
given by the following equation
‖J
μ∗N
∞ − J
μ∗
∞ ‖∞ ≤ 2
γNBr
(1− γ)2
. (15)
Given the value of Br and a desired level of accuracy, one can then ﬁx the
maximum number of iterations by computing the minimum value of N
such that the right hand side of this equation is smaller than the tolerance
ﬁxed.8
Another possibility would be to stop the iterative process when the
distance between QˆN and QˆN−1 drops below a certain value. Unfortu-
nately, for some supervised learning algorithms there is no guarantee that
the sequence of QˆN -functions actually converges and hence this kind of
convergence criterion does not necessarily make sense in practice.
3.4 Control policy derivation
When the stopping conditions - whatever they are - are reached, the ﬁnal
control policy, seen as an approximation of the optimal stationary closed
loop control policy is derived by
μˆ∗N(x) = argmax
u∈U
QˆN (x, u). (16)
3.5 Illustration: the OMIB optimal control problem
To illustrate the ﬁtted Q iteration algorithm we consider a very simple
power system referred to in the literature as the One Machine Inﬁnite
Bus (OMIB) power system and represented on Figure 2c. This system is
composed of one generator connected to an inﬁnite bus system through a
transmission line. It has two state variables: the angle (δ) of the generator
and its speed (ω). When the system is driven away from its equilibrium
point, undamped electrical power (Pe) oscillations appear in the line. A
variable reactance has been installed in series with the overall reactance
8Equation (15) gives an upper bound on the suboptimality of μ∗N and not of μˆ
∗
N . By
exploiting this upper bound to determine a maximum number of iterations, we assume
implicitly that μˆ∗N is a good approximation of μ
∗
N (that ‖J
μˆ∗N
∞ − J
μ∗N
∞ ‖∞ is small).
8 International Journal of Emerging Electric Power Systems Vol. 3 [2005], No. 1, Article 1066
http://www.bepress.com/ijeeps/vol3/iss1/art1066
Xsystem. By controlling the value u of this variable reactance, it is possible
to modify the electrical power transmitted in the line and damp the system.
The optimal control problem, precisely deﬁned in Appendix B, has been
stated in a way that the optimal stationary policy is indeed able to damp
these electrical power oscillations. The state space for this optimal control
problem is limited to the stability domain of the uncontrolled (u = 0)
power system represented on Figure 2a plus a terminal state that is reached
if the system exits from this domain. Policies that drive the system outside
this stability domain are deemed to be unacceptable which is the reason
why a very negative reward is associated to the exit of this domain. The
action space has two values u = −0.04 and u = 0. More information about
the physics of the OMIB power system control problem may be found in
Pavella and Murthy (1994).
Four-tuples generation. To collect the four-tuples we have considered
10,000 one step episodes with x0 and u0 for each episode drawn at random
in X × U . In other words, we have repeated, after having initialized F
to the empty set of four-tuples, 10, 000 times the following sequence of
instructions
1. draw a state x0 at random in X and initialize the system to this
state
2. draw an action u0 at random in U and apply this action to the system
3. observe r0 and x1
4. add (x0, u0, r0, x1) to the set of four-tuples F .
Simulation results. We have used here as supervised learning method
a tree-based algorithm known as Extra-Trees. Its tabular version is given
in Appendix A. This algorithm has been shown to perform particularly
well on several benchmark problems (Ernst et al., 2005; Geurts et al.,
2004). It has three parameters M (the number of trees that are built),
K (the number of cut-directions considered at each node), and nmin (the
minimum number of elements to split a node) which have been chosen here
respectively equal to 50, the dimensionality of the input space (3), and 2.
The ﬁrst iteration of the ﬁtted Q iteration algorithm produces a func-
tion Qˆ1(x, u). To this function Qˆ1 corresponds a policy μˆ
∗
1(x) = max
u∈U
Qˆ1(x, u)
that we have represented on Figure 3a. White bullets correspond to
states x for which μˆ∗1(x) = 0 (or equivalently states for which Qˆ1(x, 0) >
Qˆ1(x,−0.04)) and black bullets states for which μˆ
∗
1(x) = −0.04 (or equiv-
alently states for which Qˆ1(x, 0) < Qˆ1(x,−0.04)). Successive policies μˆ
∗
N
for increasing N are given on Figures 3b-3f.
The trajectory obtained by simulating the system from (δ, ω) = (0, 8)
when controlled by policy μˆ∗200 is represented on Figure 4a. The system
9Ernst et al.: Approximate Value Iteration in the Reinforcement Learning Context
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0.0
−5.
−10.
−1.−.50.0 0.5 1. 1.5 2.
ω
δ
2.5
2.
1.5
1.
0.5
−.5
0.0
−1.
12.510.7.55.2.50.0
Pm
Pe
t(s)
(a) Stability domain of the uncontrolled
(u = 0) OMIB power system.
(b) Electrical power oscillations
observed when at t = 0 (δ, ω) = (0, 8)
and u = 0 in the aftermath.
Inﬁnite Bus
System
V  0E  δ
Electrical power (Pe)
System reactance Variable reactance
jXsystem ju
Generator
(c) Representation of the One Machine Inﬁnite Bus System.
Figure 2: “ The OMIB power system” optimal control problem.
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−1.−.50.0 0.5 1. 1.5 2.
ω
δ
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5.
0.0
−5.
−10.
−1.−.50.0 0.5 1. 1.5 2.
(a) argmax
u∈U
Qˆ1(x, u) (b) argmax
u∈U
Qˆ5(x, u) (c) argmax
u∈U
Qˆ10(x, u)
ω
δ
10.
5.
0.0
−5.
−10.
−1.−.50.0 0.5 1. 1.5 2.
ω
δ
10.
5.
0.0
−5.
−10.
−1.−.50.0 0.5 1. 1.5 2.
ω
δ
10.
5.
0.0
−5.
−10.
−1.−.50.0 0.5 1. 1.5 2.
(d) argmax
u∈U
Qˆ20(x, u) (e) argmax
u∈U
Qˆ50(x, u) (f) argmax
u∈U
Qˆ200(x, u)
Figure 3: Representation of argmax
u∈U
QˆN (x, u) for diﬀerent values of N .
The evaluation is carried out for the (δ, ω) = (0.1 ∗ i, 0.5 ∗ j) with i, j ∈
that belong to X. Computation is done with a set composed of 10, 000
four-tuples (xt, ut, rt, xt+1) with (xt, ut) chosen at random in X × U .
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“gets closer” to the equilibrium point of the system, a sign that the elec-
trical power oscillations are well damped which is conﬁrmed by Figure 4b
that represents the corresponding evolution of the electrical power.
10.
5.
0.0
−5.
−10.
−1.−.50.0 0.5 1. 1.5 2.
ω
δ
2.5
2.
1.5
1.
0.5
0.0
−.5
−1.
0.0 2.5 7.5 10. 12.55.
Pe
t(s)
(a) Trajectory (b) Electrical power
Figure 4: Trajectory and electrical power observed when at time t = 0
(δ, ω) = (0, 8) and the policy argmax
u∈U
Qˆ200(x, u) is used in the aftermath.
It is interesting to have a criterion able to assess the quality of each
policy μˆ∗N , that is to be able to determine how good a policy approximates
the actual μ∗. The optimal stationary policy being here unknown, this
criterion should not involve directly μ∗. Since an optimal stationary policy
is a policy that maximizes the expected return for every initial state x0,
we measure the quality of policies using a pragmatic criterion based on the
expected return and which scores a policy μ by the value of Jμ∞(x) averaged
over a set of states X i chosen independently from the set of four-tuples F .
We have chosen here a set X i = {(δ, ω) ∈ X|(δ, ω) ∈ X|∃i, j ∈
|(δ, ω) = (0.1 ∗ i, 0.5 ∗ j)} and computed the score for each policy μˆ∗N ,
N ∈ {1, · · · , 200}. The result is represented on Figure 6a by the curve
labeled “10,000 four-tuples”. As one may observe, the score grows at the
beginning rapidly with N to reach after a certain number of iterations an
almost constant value.
Until now we have used a set F composed of 10, 000 four-tuples. We
consider now two other sets of four-tuples generated in the same conditions
but composed of less elements. One has 5000 four-tuples and the other
1000 four-tuples. As we may observe on Figure 6a, the score of the induced
policy decreases when less four-tuples are used which is normal since the
amount of information available to the ﬁtted Q iteration algorithm to
determine an approximation of the optimal stationary policy is smaller.
Note that the score obtained by using 5000 four-tuples is only slightly
lower than the score obtained with 10, 000 four-tuples. However, the score
decreases signiﬁcantly when only 1000 four-tuples are used.
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4 Two particular cases: kernel-based rein-
forcement learning and model-based rein-
forcement learning
Kernel-based RL
Model-based RL
Fitted Q iteration
Figure 5: Approximate value iteration in the reinforcement learning con-
text: relations between existing algorithms.
Two other classes of reinforcement learning algorithms directly based
on the value iteration algorithm have been introduced in the RL literature.
One is known as kernel-based reinforcement learning and is a particular
case of the ﬁtted Q iteration algorithm for which only kernel-based super-
vised learning methods are considered (Ormoneit and Sen, 2002; Ormoneit
and Glynn, 2002). The other is known as model-based reinforcement learn-
ing. This latter class reconstructs from the set of four-tuples the structure
of a Markov Decision Process (MDP) having a ﬁnite state space and action
space, solves it and extends its solution to the original control problem
(Sutton, 1990; Moore and Atkeson, 1993; Ernst, 2003). Actually, these
model-based algorithms may be seen as a particular case of kernel-based
reinforcement learning.
Figure 5 represents the relations that exist between these three classes
of algorithms.
4.1 Kernel-based reinforcement learning
A kernel-based supervised learning method is a method that given a sample
T S = {(i1, o1), . . . , (i#T S , o#T S)} produces at each call the model
f(i) =
#T S∑
l=1
kT S(i
l, i) ∗ ol, (17)
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with the kernel kT S(i
l, i) being the same from one call to the other within
the ﬁtted Q iteration algorithm9 and satisfying the normalizing condition:
#T S∑
l=1
|kT S(i
l, i)| = 1, ∀i. (18)
Supervised learning methods satisfying these conditions are for example
the k-nearest-neighbors method, partition and multi-partition methods,
locally weighted averaging, linear, and multi-linear interpolation. They
are collectively referred to as kernel-based methods.
One important property of kernel-based reinforcement learning algo-
rithms is that they guarantee the convergence of the sequence of QˆN -
functions, that is that they guarantee the existence of a function Qˆ :
X × U → such that ∀ > 0 there exists a n ∈ such that:
‖QˆN − Qˆ‖∞ <  ∀N > n.
To show it, one may ﬁrst observe that the sequence of QˆN -functions
computed by the algorithm is determined by the recursive equation:
QˆN (x, u)=
#F∑
l=1
kT S((x
l
t, u
l
t), (x, u))[r
l
t+γmax
u′∈U
QˆN−1(x
l
t+1, u
′)], (19)
∀N > 0, with Qˆ0(x, u) = 0 ∀(x, u) ∈ X × U .
Then by rewriting Eqn (19):
QˆN = HˆQˆN−1 (20)
where Hˆ is an operator mapping any function K : X × U → deﬁned
through:
(HˆK)(x, u)=
#F∑
l=1
kT S((x
l
t, u
l
t), (x, u))[r
l
t + γmax
u′∈U
K(xlt+1, u
′)] (21)
and observing that this operator is a contraction on the Banach space
of functions deﬁned over X × U and the supremum norm, convergence
follows.
We detail hereafter several classical supervised learning methods that
may be seen as kernel-based supervised learning methods.
Partition based method. A partition based method considers one par-
tition of the input space and determines a constant prediction in each
9This is true when the kernel does not depend on the output values of the training
sample and when the supervised learning method is deterministic.
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region of the partition by averaging the output values of the elements of
the training set T S which belong to this region. Let S(i) be the function
that assigns to an input i the region of the partition it belongs to. A
partition based method builds the model
f(i) =
#T S∑
l=1
IS(i)(i
l)∑#T S
j=1 IS(i)(i
j)
∗ ol (22)
where IB(·) denotes the characteristic function of the region B (IB(i) = 1
if i ∈ B and 0 otherwise) and its corresponding kernel kT S is equal to:
kT S(i
l, i) =
IS(i)(i
l)∑#T S
j=1 IS(i)(i
j)
. (23)
One particular case of the partition-based methods that we will con-
sider later on is the so-called “grid-based methods”, where the partition is
obtained as the product of partitions of the elementary state and control
variables.10
Multi-partition based method. A multi-partition based method con-
siders several (p) partitions of the input space and builds a model for each
partition by following the procedure used in the case of a single partition.
The ﬁnal model produced averages the predictions done by the diﬀerent
models. Let Sm(i) be the function that assigns to each i the region of the
mth partition it belongs to. A multi-partition based method produces the
model
f(i) =
#T S∑
l=1
1
p
p∑
m=1
ISm(i)(i
l)∑#T S
j=1 ISm(i)(i
j)
∗ ol. (24)
K-nearest-neighbors. The k-nearest-neighbors algorithm estimates the
value of o for i by choosing the k values of il nearest the i for which one
seeks an estimate, and by averaging their ol values. It produces the model
f(i) =
#T S∑
l=1
1
k
Innk(i,T S)(i
l) ∗ ol, (25)
where nnk(i, T S) is the set of the k nearest neighbors of i in T S.
4.2 Model-based reinforcement learning
The main idea of model-based reinforcement learning algorithms is to de-
termine from F an approximation of the system dynamics and of the
10Rather confusingly, some authors use the term “grid-based method” to denote what
we have called the “partition-based methods”. The grid-based methods are also called
sometimes “histogram based methods”.
14 International Journal of Emerging Electric Power Systems Vol. 3 [2005], No. 1, Article 1066
http://www.bepress.com/ijeeps/vol3/iss1/art1066
reward function under the form of a ﬁnite Markov Decision Process. Once
the MDP is determined, they derive an approximation of the Q-function
by solving a Bellman equation.
More speciﬁcally, some of these methods partition the state space into
X1, · · · , Xm and the action space into U1, · · · , Un and consider a ﬁnite
MDP having a state space Xδ = {xδ1, · · · , x
δ
m} and an action space U
δ =
{uδ1, · · · , u
δ
n}. The transition probabilities of the MDP are deﬁned from
the set of four-tuples by
p(xij |x
δ
i , u
δ
h) =
∑#F
l=1 IUh(u
l
t)IXi(x
l
t)IXj (x
l
t+1)∑#F
l=1 IUh(u
l
t)IXi(x
l
t)
, (26)
∀i, j ∈ {1, · · · , m}, ∀h ∈ {1, · · · , n} and its reward function by:
r(xδi , u
δ
h) =
∑#F
l=1 IUh(u
l
t)IXi(x
l
t)r
l
t∑#F
l=1 IUh(u
l
t)IXi(x
l
t)
(27)
∀i ∈ {1, · · · , m}, ∀h ∈ {1, · · · , n} and the approximate Q-function is
determined through the following expression
Qˆ(x, u) =
m∑
i=1
n∑
h=1
IXi(x)IUh(u)Q
δ(xδi , u
δ
h) (28)
where the function Qδ is the unique solution of the Bellman equation Qδ =
HδQδ, Hδ being an operator that maps any function K : X δ × U δ →
onto
(HδK)(xδ, uδ) = rδ(xδ, uδ) + γ
m∑
j=1
pδ(xδj |x
δ, uδ) max
h∈{1,··· ,n}
K(xδj , u
δ
h). (29)
By rearranging these equations it can be shown that the function Qˆ so
computed is the unique solution of Qˆ = HˆQˆ where Hˆ is the operator
deﬁned by Eqn (21) for which the kernel is determined by using a partition
based method (Eqn (23)) where the X ×U input space is partitioned into
the n ∗ m subsets Xi × Uj i ∈ {1, · · · , m} j ∈ {1, · · · , n}. They may
therefore be considered as a particular type of kernel-based reinforcement
learning.
4.3 Illustration: revisit of the OMIB control problem
In this section we illustrate the use of kernel-based and model-based re-
inforcement learning algorithms on the OMIB optimal control problem
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1000 four-tuples
5000 four-tuples
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Grid, 0.2× 1 (Model-based)
Grid, 0.4× 2. (Model-based)
Grid, 0.1× 0.5 (Model-based)
(a) Inﬂuence of the set
of four-tuples on the policy
quality. Extra-Trees are used.
(b) Inﬂuence of the supervised
learning method on the
policy quality. #F = 10, 000.
Figure 6: Score of μˆ∗N for diﬀerent set of four-tuples and diﬀerent super-
vised learning methods. The score is equal to 1
#Xi
∑
x∈Xi J
μˆ∗
N
(x)
∞ (x) with
X i = {(δ, ω) ∈ X|(δ, ω) ∈ X|∃i, j ∈ |(δ, ω) = (0.1 ∗ i, 0.5 ∗ j)}.
(Appendix B). The set of four-tuples used in combination with these al-
gorithms is the 10, 000 element set described in Section 3.5.
As kernel-based supervised learning method we use a multi-partition
based method. To build the partitions we use the ﬁrst training set pro-
duced by the ﬁtted Q iteration algorithm with the Totally Randomized
Trees described in Appendix A with parameters M = 50 (i.e. ﬁfty parti-
tions are built) and nmin = 2. Previous tests on some benchmark problems
have shown that by proceeding like this to build an ensemble of partitions,
good results in terms of generalization of the information can be achieved
(Ernst et al., 2005). The scores obtained by the policies μˆ∗N computed
by the kernel-based reinforcement learning algorithm are represented on
Figure 6b by the curve labeled “Tot. Rand. Trees (Kernel-based)”. As we
may observe, as N increases the score curve becomes a straight line which
is normal since convergence to a unique policy is guaranteed by using a
kernel-based RL method. This was not the case when using the Extra-
Trees algorithm with the ﬁtted Q iteration algorithm (see curve labeled
“Extra-Trees”). However, with this latter technique better performances
in terms of score were obtained than by using a kernel-based reinforcement
learning method.
On Figure 6b we have also drawn scores obtained by using model-
based reinforcement learning techniques when grid-based methods are used
to partition the state space. Three diﬀerent grids have been used. As
illustrated on this ﬁgure, the grid with the tile size equal to 0.2× 1 oﬀers
better results than the grid with bigger tile size (0.4 × 2) and than the
grid with smaller time size (0.1× 0.5).11 Remark that even the best grid
11This observation can be explained by the bias-variance tradeoﬀ. The error associ-
ated to a particular model can be decomposed into two terms, the bias and the variance.
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provides much worse results that the Extra-Trees. Policies obtained by
the grid with the 0.1×0.5 tiles and the 0.2×1 tiles have been represented
respectively on Figures 7a and 7b. Black tiles represent areas of the state
space where μˆ∗ is equal to −0.04 and white tiles areas where μˆ∗ is equal
to 0. Remark that when the tiles are small, the control policy diﬀers a lot
from the one represented on Figure 3f. However, the policy corresponding
to the grid that was providing the best results (0.2×0.1 tiles) shares more
similarities with the one represented on Figure 3f.
ω
δ
10.
5.
0.0
−5.
−10.
−1.−.50.0 0.5 1. 1.5 2.
ω
δ
10.
5.
0.0
−5.
−10.
−1.−.50.0 0.5 1. 1.5 2.
(a) Tile size 0.1 × 0.5 (b) Tile size 0.2 × 1.
Figure 7: Policy obtained when using as supervised learning method reg-
ular grids. #F = 10, 000.
5 Real-time learning
In previous sections we have introduced the ﬁtted Q iteration algorithm
that allows to extract from a set of four-tuples some knowledge about
the optimal control policy of the system. We discuss in this section some
computational issues this algorithm would face when it has to interact in
real-time with an environment.
First, we deﬁne the notion of processing a stream of information in
real-time, then we describe two main strategies that can be used in or-
der to construct reinforcement algorithms based on the ﬁtted Q iteration
algorithm and which also have real-time performances.
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The RL algorithm
starts processing
the information
The RL algorithm
starts processing
the information
the information
the processing of
Time allowed for
the information
the processing of
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t = ti t = ti+1
Figure 8: The problem of processing information in real-time.
5.1 Processing a stream of tuples in real-time
Figure 8 depicts graphically the idea of real-time processing. A system
(or an environment) produces a stream of information on a tuple by tuple
basis at successive (discrete) time instants. At time t, the system has
produced t tuples
F = {(x0, u0, r0, x1), · · · , (xt−1, ut−1, rt−1, xt)},
and these are available to the learning algorithm to refresh the control
policy used to drive the system, which is then used to determine the control
signal for the next transition.
Intuitively, we would say that a learning algorithm is real-time compat-
ible with a discrete-time system if the time it needs to improve the policy
and produce the control signal at any time is smaller than the actual time-
step used by the system to make its state-transitions. As suggested in
Figure 8, this can be relaxed by allowing to run the learning algorithm at
a slower rate than the discrete time imposed by the system transitions.12
In that case, the learning algorithm processes the data not on a tuple by
tuple basis but in packets of ti+1 − ti tuples. Notice also that in practice
we require such an algorithm to use only a ﬁnite amount of memory.
5.2 Real-time ﬁtted Q iteration algorithm
Since the time needed by the ﬁtted Q iteration algorithm to produce a
solution grows with the number of four-tuples, then the algorithm will not
When the model is not complex enough the error associated to the bias tends to be
high while the error associated to the variance tends to be small. However, when the
model is too complex (i.e. when too much parameters have to be learned), it is the
opposite: the error associated to the bias tends to be small while the one associated
to the variance tends to be high. The grid 0.2 × 1 seems therefore to oﬀer here the
best bias-variance tradeoﬀ. More information about the bias-variance tradeoﬀ may be
found in Geurts (2002).
12However, we impose that the number of transitions, ti+1 − ti, between successive
runs of the learning algorithm remains bounded.
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be real-time compatible if it is used as such.
We have identiﬁed two possible strategies in order to produce a real-
time version of the ﬁtted Q iteration algorithm. The ﬁrst one limits the
algorithm to some particular supervised learning methods for which the
ﬁtted Q iteration algorithm can be implemented in an incremental way.
The other uses it in combination with another (real-time) algorithm that
extracts from the stream of tuples a subset of tuples of bounded size.
Subclass of supervised learning methods. It is possible for some
supervised learning algorithms to program the ﬁtted Q iteration algorithm
in such a way that part of the solution computed at time ti can be used
at time ti+1, and so that the time required to compute a new solution can
be bounded.
For example when the supervised learning method is a partition based
method for which the state space and the action space are partitioned
separately, it is achieved by observing that the solution produced by the
ﬁtted Q iteration algorithm is identical to the solution of a model-based
reinforcement learning algorithm (Section 4) and by exploiting the fact
that the MDP structure can be updated incrementally. Such an algorithm
is described in Ernst (2003). Unfortunately the class of supervised learn-
ing methods that can be implemented in such a special way is, to our
knowledge, limited to some particular partition and multi-partition based
methods, methods which do not oﬀer the best performances in terms of
generalization of the information. Furthermore, these special implemen-
tations require partitioning (or multi-partitioning) the state-action space
at the very beginning of the interaction process. Therefore, with such im-
plementations, it is not possible to adapt the partitioning to the amount
of information gathered in one area of the state-action space and to the
shape of the Q-function. This may lead to a much too coarse or too ﬁne
partitioning in some areas and penalize strongly the results obtained. Such
phenomena have been in some sense illustrated on Figure 6b (see also Sec-
tion 4.3) where it is shown that too small grid tiles or too large grid tiles
strongly decrease the quality of the solution obtained.
Identifying a relevant set of four-tuples. Another solution is at each
ti not only to compute the approximate optimal policy but also to select
a limited number of four-tuples and removing the others from the set of
four-tuples already collected.
One way of doing this, used by many real-time methods, is merely to
use a First-In-First-Out (FIFO) queue of bounded size to keep the N most
recent tuples. This strategy would also make sense in the context or adap-
tive control. Ernst (2005) explores the use of active learning algorithms
to select the N most informative four-tuples. On several benchmark prob-
lems such a strategy has indeed shown signiﬁcantly superior results when
the system dynamics and the reward function were continuous.
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6 A “real-world” example
In this section we lay out the procedure we have used to design an in-
telligent agent able to learn to control in an appropriate way a Thyristor
Controlled Series Capacitor (TCSC) aimed to damp electrical power oscil-
lations. First we explain the control problem considered. Then we discuss
the way we have formulated this problem explicitely as a discrete-time
optimal control problem and explain how to design, by using the material
of previous sections, an agent potentially able to learn an appropriate way
to control this TCSC while interacting in real-time with the system. Sim-
ulation results presented in this Section are taken from Ernst (2003) and
have been also partially published in Ernst et al. (2004).
We discuss hereafter two diﬀerent test cases. For the ﬁrst case the
agent is used to control the TCSC when the system operates in steady-
state conditions while for the second case, the power system dynamics has
been slightly modiﬁed in order to create self-sustained electrical power os-
cillations. Other simulations results concerning, among others, the ability
of reinforcement learning agents to deal with oscillations that originate
from short-circuits on the system or with time-varying loads are reported
in Ernst (2003).
As we will see later, the system state will not be completely observable.
The strategy we will use to cope with this problem will be to deﬁne a
pseudo-state from the history of the observations done and the actions
taken and proceed as if it was the real state of the system. The pseudo-
state of the system at time t will be deﬁned by an equation of the type:
x˜t = (ot, · · · , omax(0,t−Nbo+1), ut−1, · · · , umax(0,t−Nbu))
where o represents the observation done on the system, Nbo and Nbu de-
termine respectively the number of successive observations and the number
of successive actions taken by the RL algorithm that are used in the def-
inition of the pseudo-state. In principle, the larger the values of Nbo and
Nbu are, the better is the information about the system state contained
in the pseudo-state. But increasing these numbers also increases the di-
mensionality of the (pseudo) state space and may therefore penalize the
learning speed. More information about this strategy used to deal with
the partial observability may be found in Kaelbling et al. (1998).
6.1 Presentation of the control problem
The four-machine power system used here is represented on Figure 9 and its
characteristics are largely inspired from Kundur (1994). When this power
system operates in steady-state conditions, the machines, identiﬁed by the
symbols G1, G2, G3 and G4, produce approximately the same power: 700
MW and the two loads L7 and L9 consume respectively 990 and 1790 MW.
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Figure 9: A four-machine power system.
This repartition of the active power production and consumption causes a
power transfer of about 410 MW in the corridor connecting bus 7 to bus
9. The two lines that compose the corridor are such that the reactance of
the one on which the TCSC is installed is twice as large as the other.
The loads are modeled according to the exponential model:
P = P0(
V
V0
)a Q = Q0(
V
V0
)b (30)
where the subscript 0 identiﬁes the values of the respective variables at the
initial operating conditions (for example P0 of the load L7 is equal to 990
MW).
Each machine of this power system is modeled in the same way with
15 state variables: 6 that correspond to the electrical model, 2 to the me-
chanical variables (the rotor angle and speed), 3 to the automatic voltage
regulator (AVR) and 4 to the turbine (including the governor).
The TCSC can be considered as a variable reactance placed in series
with a transmission line. The reactance of the TCSC, denoted by XTCSC ,
responds to the ﬁrst order diﬀerential equation:
dXTCSC
dt
=
Xref −XTCSC
TTCSC
(31)
where Xref represents the TCSC reactance reference and where TTCSC
has been chosen, in accordance with the technical speciﬁcations of such
a TCSC device equal to 60ms (Hingorani and Gyugyi, 2000; Ghandhari,
2000, see e.g.).
The control variable for this system is Xref and is limited to a discrete
set of values equal to {−61.57, −46.18, −30.78, −15.39, 0}. A value of
−61.57Ω for XTCSC corresponds approximately to a 30% compensation
of the line on which the TCSC is installed.
Our aim is to control this device to damp electrical power oscillations
by using only locally available measurements.
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6.2 Optimal control problem statement
In order to enable the proper operation of the reinforcement learning algo-
rithm all the quantities used by the algorithm, that is the notion of states
and rewards, must be deﬁned on the basis of local measurements. We
chose here a single local measurement, namely of the active power ﬂow
through the line in which the TCSC is installed.
This quantity is obtained at each time step of 50ms. It is used to deﬁne
the rewards and pseudo-states used by the RL algorithm (including the
detection of loss of synchronism). To construct the pseudo-state that will
be used inside the RL algorithm, we further need to deﬁne Nbo and Nbu
(Eqn (30)). Preliminary simulations have shown that a choice Nbo = 3 and
Nbu = 2 leads to a good compromise between information and convergence
speed of the RL algorithm. Thus the pseudo-state at time t is deﬁned by
the following expression:
x˜t = (Pet , Pet−1, Pet−2, ut−1, ut−2) (32)
The aim of the control is to maximize damping of the electrical power
oscillations in the line. This choice is motivated by the fact that damping
improvement of these electrical power oscillations should also lead to an
overall improvement of the power system damping. Thus, we deﬁne the
reward by:
r(x, u) =
{
−|Pe − P e| if |Pe| ≤ 250MW
−1000 if |Pe| > 250MW
(33)
where Pe represents the steady-state value of the electric power transmit-
ted through the line, and the condition |Pe| > 250MW is used to detect
instability. When this latter condition is reached the learning and control
algorithms stop interacting with the system until they are reinitialized.
The discount factor γ is set to 0.98, which corresponds to a 90 % discount
after about 5.5 seconds of real-time.
Note that the steady-state value of the electrical power is dependent on
several aspects (operating point, steady-state value of Xref) and so cannot
be ﬁxed before-hand. Thus, rather than to use a ﬁxed value of P e , we
estimate its value on-line using the following equation:
P e =
1
1200
1199∑
k=0
Pet+1−k , (34)
which is a moving average over the last 1200 ∗ 50ms = 60 s.
6.3 The design of the reinforcement learning agent
Processing of the information. Since we want our agent to be able
to process in real-time the information acquired from interaction with
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Figure 10: The -Greedy policy
Input: Current state x of the system, Qˆ(x, u) and 
Algorithm:
Choose a number at random in the interval [0, 1] with a uniform probabil-
ity.
If the number is inferior to  then choose the control variable value ran-
domly in U . Otherwise choose the control variable value randomly in
{u ∈ U |Qˆ(x, u) = max
u′∈U
Qˆ(x, u′)}.
the system (see Section 5) we have decided to use as supervised learn-
ing method a partition based method for which the (pseudo) state space
and the action space are partitioned separately. The pseudo state space
[−250, 250] × [−250, 250] × [−250, 250] is partitioned into 1, 000, 000 of
subsets, each subset being deﬁned by an expression of the type
[−250 + (i− 1)ΔPe,−250 + iΔPe]× [−250 + (j − 1)ΔPe,
−250 + jΔPe]× [−250 + (k − 1)ΔPe,−250 + kΔPe]
where ΔPe is equal to 5 MW and i, j, k ∈ {1, 2, · · · , 100}. Since the action
space is here ﬁnite and composed of a small number of elements (#U = 5),
we create a partition of the action space such that each element of this
partition corresponds to a single element of the action space.
Concerning the elements of the (pseudo) state-action space partition
that are not visited13, we consider in the computational process that the
value of QˆN(x˜, u) for these elements is equal to 0 ∀N ∈ . Furthermore,
the estimate of μˆ∗ is refreshed each time a new four-tuple is available.
Control policy used by the agent. The agent uses an -Greedy policy
to control the system. With such a policy the agent selects with probability
1−  a greedy action (an action that maximizes argmax
u∈U
Qˆ(x, u)) and with
probability  an action at random (see Figure 10 for a tabular version of
the -Greedy policy). The smaller the value of , the better the agent
exploits the approximate optimal control policy he has learned and the
less he explores its environment. We will use in our simulations a constant
and relatively small value of  (0.01).
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Figure 11: The system operates in steady-state conditions. The reinforce-
ment learning agent takes control of the TCSC at t = 5 s.
6.4 Control of the stable equilibrium point
We suppose that the TCSC is working like a ﬁxed capacitor at full range
of its capacity (XTCSC = −61.57) and that the power system is in steady-
state conditions. In such conditions the electric power transmitted through
the TCSC is constant and equal to 149.81 MW. Then, at one instant, the
agent enters into action to control the TCSC.
Notice that the best control strategy one could adopt would be to
choose u always equal to −61.57 because by proceeding this way the elec-
tric power transmitted through the line would stay constant and the reward
obtained would be maximal (indeed Pet+1 and Pe would both be equal to
149.81 MW and the reward rt would be equal to 0).
But the agent we have designed adopts another strategy. Indeed, the
ﬁrst pseudo-state the agent observes is equal to
x˜0 = (149.81, 149.81, 149.81,−61.57,−61.57).
Due to the fact that until non zero rewards are observed Qˆ(x0, u) = 0,
∀u ∈ U , and that an -Greedy policy is being used, the value of u is
chosen at random among U . Thus the agent will certainly in a ﬁrst time
drive the system away from its stable equilibrium point. The question is
how far and how long it will drive the system away from this equilibrium
point.
To answer this question, we have depicted on Figure 11 the temporal
evolution of the electrical power in the line during the ﬁrst 60 seconds.
We see that, at time t(s) = 5 s, when the agent begins to act, its inter-
action with the system indeed creates power oscillations. Nevertheless,
quite quickly the algorithm is able to ﬁnd out how to control the stable
equilibrium point. Indeed after 20 s these electric power oscillations have
13Suppose that Xi×Uj denotes an element of the state-action space partition. We say
that Xi ×Uj has been visited if among the set of four-tuples acquired from interaction
with the system, there exists at least one four-tuple (xlt, u
l
t, r
l
t, x
l
t+1) such that x
l
t ∈ Xi
and ult ∈ Uj .
24 International Journal of Emerging Electric Power Systems Vol. 3 [2005], No. 1, Article 1066
http://www.bepress.com/ijeeps/vol3/iss1/art1066
almost disappeared. The agent thus managed to ﬁnd quite quickly a con-
trol strategy that allows the system to reach again the stable equilibrium
point and stay in steady-state conditions.
6.5 Damping of self-sustained oscillations
We ﬁrst consider the case where the TCSC is working like a ﬁxed capacitor
at full range of its capacity (XTCSC = −61.57) but where the system
dynamics has been (slightly) modiﬁed so that the initial stable equilibrium
point becomes an unstable equilibrium point. This has been achieved by
changing the parameters of the AVR of the machines G1, G2. Due to
the unstable aspect of the equilibrium point, the system will be driven
away from it and electric power oscillations will begin to grow. Saturation
on the machines’ ﬁeld voltage will however limit the magnitude of these
oscillations. Hence, after a certain time a stable limit cycle appears. The
evolution of Pe over a period of 10 s when the limit cycle has been reached
is illustrated on Figure 12.
0.0 2.5 7.5
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165.
5.
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7.55.2.50.0
0.0
−10.
Figure 12: Electrical power oscillations (MW) occurring when u (Ω) is
constant and equal to −61.57Ω.
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Figure 13: Electrical power (MW) and u (Ω) evolution after 10min of
control.
Starting with this behavior, at a certain point in time, the agent enters
into action to control the TCSC, in order to try to progressively reduce
the amplitude of the limit cycle. For example, Figures 13a and 13b show
the evolution of the electric power transmitted through the line (Pe) and
the control action taken (i.e. the value of u) over a period of 10 s, after
10min of interaction with the system (the reinforcement learning agent
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Figure 14: Electrical power (MW) and u (Ω) evolution after 1h of control.
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Figure 15: Electrical power (MW) and u (Ω) evolution after 10h of control.
has imposed each 50ms the value of u for already 10min). We observe
that the magnitude of the Pe oscillations is still very large and that the
evolution of the action u seems to be driven by an almost random process.
The agent has not yet acquired enough information about the optimal
policy to act eﬃciently.
After 1 h of control (Figure 14a), however, the electric power transferred
in the line starts being well damped. At the same time, a more organized
structure appears in the sequence of control actions taken (Figure 14b).
After 10 h of control (Figures 15a and 15b), the results are more im-
pressive. The magnitude of the electrical power oscillations has strongly
decreased. The variation of the control variable u has a periodic behav-
ior of approximately the same frequency (0.8Hz) as the electrical power
oscillations observed when no control occurs. The harsh aspect of the
electrical power observed comes from the discontinuous variation of the
control variable u.
7 Related work
The power system community started getting interested in application of
RL methods to control power system quite recently. Diﬀerent types of
practical problems that may occur when using RL methods to control real
power systems (curse of dimensionality, partial observability of the system
states, and non-stationarity of the system), together with the strategies
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that can be adopted to overcome them, were discussed in Ernst (2003);
Ernst et al. (2004). Two RL modes are considered: the on-line mode and
the oﬀ-line mode. In the on-line mode the RL agent interacts with the real
system while in the oﬀ-line mode he interacts with a simulator. Two case
studies made on a four-machine power system model are presented. The
ﬁrst one concerns the design of a dynamic brake controller tuned in oﬀ-line
mode. The second concerns power oscillations damping by a TCSC de-
vice, in which the control agent uses adaptive on-line learning mode. The
conceptual design of a hybrid multi-agent system for self-healing power
infrastructure defense system presented in Liu et al. (2000) consists of
three layers: reactive, coordination, and deliberative layer. The reactive
layer (low-level layer) includes a set of heterogeneous agents acting locally
over a particular set of power system components, plants or substations.
The agents placed on the high-level layer, the deliberative layer, can an-
alyze and monitor the power system from wide-area point of view. The
coordination of a number of agents is an important issue. This task is
envisioned to be assigned to the agents in the coordination layer. Fur-
ther consideration on the robustness of the team of agents ended with the
conclusion that the agents within the proposed system, in all three layers,
need an intelligent and systematic learning method to learn and update
their decision-making capability through direct interaction with the dy-
namic environment. The RL methods are mentioned as possible approach
accompanied with a note that RL application within the proposed system
should be done with great care, especially in the reactive layer, and in-
tensive research in the ﬁeld should be done prior its real application. The
work from Liu et al. (2000) is further extended in Jung et al. (2002) as a
feasibility study of a RL method for an agent’s adaptive learning capability
with load shedding control schemes. An investigation of a learning coor-
dinated fuzzy-logic control strategy, based on the interconnected learning
automata, for the control of dynamic quadrature boosters, installed dis-
tributively in a power system, to enhance power system stability is reported
in Li and Wu (1999). A non model-based RL technique was employed to
search for optimal fuzzy-logic controller parameters (the optimal fuzzy
membership functions) according to a given performance index, to control
the boosters in a coordinated fashion. The simulations, undertaken in the
simple two-machine and thirty-machine power system, showed that the
control algorithm can provide satisfactory performances, in a coordinated
fashion, under diﬀerent operation conditions with various disturbances.
The use of a non model-based RL algorithm (temporal diﬀerence - TD) to
optimize synchronous generator PID controller parameters was explored in
Chan et al. (2000). A multi-agent based learning controller was evaluated
on a three-machine power system and results showed that the proposed
control scheme oﬀers satisfactory learning performance and, following a
fault disturbance, the learning controllers can damp out the multi-mode
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oscillations of the power system rapidly. The adaptive heuristic critic was
used as the basis for optimizing the control parameters through the use
of an adaptive critic element and an adaptive search element. Application
of RL methods to the control of a TCSC aimed to damp power system
oscillations was proposed in Ernst and Wehenkel (2002). A detailed case
study was carried out on a synthetic four-machine power system. The
RL algorithms used, a non model-based (Q-learning) and a model-based
(prioritized sweeping), were able to act correctly in order to damp power
system oscillations with better results for the model-based algorithm. The
diﬃculties to overcome in order to apply successfully rather general RL
algorithms to TCSC control were discussed. These diﬃculties included
notably the design of a function image of the oscillations damping quality
and a strategy to cope with the only availability of local measurements
(the only signal used by the controller was the electrical power transferred
in the line, where the TCSC was included, measured at ﬁxed intervals).
The idea to employ a RL method (in on-line mode) in order to compute
an approximation of the optimal control sequence comprising basic con-
trol laws derived from the concept of Control Lyapunov Functions has
been introduced in Glavic et al. (2005). The results showed that proper
combination of a stability oriented and a performance oriented (RL) con-
trol technique is a promising way to implement advanced control schemes
in power systems. The design and practical implementation of optimal
neurocontrollers that replace the conventional automatic voltage regulator
and the turbine governor of turbogenerators on multimachine power sys-
tems have been presented in Venayagamoorthy et al. (2003). An adaptive
critic design technique called dual heuristic programming has been used
for this purpose. A comparison of a control strategy based on the ﬁtted
Q iteration algorithm with a classical controller (residue based damping
controller of Rogers (2000)), both aimed to damp electro-mechanical os-
cillations in a synthetic four-machine power system, is given in Wehenkel
et al. (2005). The results revealed that the RL based controller was able
to outperform the classical one. In the same paper two control schemes
were considered: one relying on local inputs only and another relying on
local and remote signals with remote signals being chosen based on an ob-
servability analysis (signals corresponding to the best observability of the
considered mode were chosen). Slightly better results were obtained when
local and remote measurements were used to deﬁne the input signal.
8 Conclusions
In this paper we have considered a new type of reinforcement learning
algorithm known as “ﬁtted Q iteration” to design some intelligent agents
for power system control. The main characteristic of this algorithm is to
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reformulate the reinforcement learning problem as a sequence of standard
supervised learning problems. It has the potential to address real-world
power system control problems due to its great ability to generalize infor-
mation. These good generalization performances are mainly due to the
fact it can use in the context of reinforcement learning the generalization
capabilities of any supervised learning methods and in particular some
non-parametric methods like ensemble of regression trees methods.
However, we have shown that when an agent uses the ﬁtted Q iteration
algorithm to process in real-time the information he has acquired from in-
teraction with the system, he may face some computational problems due
to the fact that the computational burdens of the algorithm increase with
the amount of information gathered. Two strategies to circumvent this
problem have been discussed. The ﬁrst one implements the ﬁtted Q itera-
tion algorithm in a certain way so that when new information is available,
it can update incrementally the solution it has already computed. Unfor-
tunately, these particular implementations only exist for a limited class of
supervised learning methods that do not oﬀer necessarily the best gener-
alization performances. The second strategy uses the ﬁtted Q iteration
algorithm in combination with another algorithm that identiﬁes the most
relevant information. Encouraging simulation results obtained when using
the ﬁrst strategy to control in real-time a TCSC installed on a four-machine
power system have been reported this paper. Some preliminary simulation
results, not reported in this paper, have shown that when certain types
of active learning algorithms are used to select the relevant four-tuples,
the second strategy could lead to much better results but could also be-
have in a disastrous way, especially if the system dynamics and the reward
function are not smooth enough.
In our opinion, state of the art reinforcement learning algorithms per-
form well enough to be used for the design of some intelligent agents for
power system control. However, we recognize that these reinforcement
learning algorithms may still behave poorly when used to solve certain
types of control problems notably those for which the action space is large
or those for which the system dynamics is signiﬁcantly inﬂuenced by the
learning process of other agents.
A Extra-Trees Induction Algorithm
The procedure used by the Extra-Trees algorithm to build a tree from a
training set is described in Figure 16. This algorithm has two parameters:
nmin, the minimum number of elements required to split a node and K, the
maximum number of cut-directions evaluated at each node. If K = 1 then
at each test node the cut-direction and the cut-point are chosen totally
at random. If in addition the condition (iii) is dropped, then the tree
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structure is completely independent of the output values found in the T S,
and the algorithm generates Totally Randomized Trees.
The score measure used is the relative variance reduction. In other words,
if T S l (resp. T Sr) denotes the subset of cases from T S such that [ij < t]
(resp. [ij ≥ t]), then the Score is deﬁned as follows:
Score([ij < t], T S) =
var(o|T S)− #T Sl
#T S
var(o|T S l)−
#T Sr
#T S
var(o|T Sr)
var(o|T S)
,(35)
where var(o|X ) is the variance of the output o in the training set X .
B Deﬁnition of the OMIB optimal control
problem
System dynamics: The system has a continuous-time dynamics de-
scribed by these two diﬀerential equations:
δ˙ = ω (36)
ω˙ =
Pm − Pe
M
with Pe =
EV
u + Xsystem
sin δ (37)
where Pm, M , E, V and Xsystem are parameters equal respectively to 1,
0.03183, 1, 1 and −0.4. Pm represents the mechanical power of the ma-
chine, M its inertia, E its terminal voltage, V the voltage of the terminal
bus system and Xsystem the overall system reactance.
The discrete-time dynamics is obtained by discretizing the time with the
time between t and t+1 chosen equal to 0.050 s. The value of u is chosen
constant during each 0.050 s interval.
If δt+1 and ωt+1 are such that
1
2
Mω2t+1 − Pmδt+1 −
EV
Xsystem
cos(δt+1) > −0.438788
then a terminal state is supposed to be reached.14
State space: The state space X is composed of the elements (δ, ω) that
satisfy15
1
2
Mω2 − Pmδ −
EV
Xsystem
cos(δ) ≤ −0.438788 (38)
and of a terminal state.
Action space: The action space U = {−0.04, 0}.
14A terminal state can be seen as a regular state in which the system is stuck and for
which all the future rewards obtained in the aftermath are zero.
15These elements form the compact drawn on Figure 2a.
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Build a tree(T S)
Input: a training set T S
Output: a tree T ;
• If
(i) #T S < nmin, or
(ii) all input variables are constant in T S, or
(iii) the output variable is constant over the T S,
return a leaf labeled by the average value 1
#T S
∑
l o
l.
• Otherwise:
1. Let [ij < tj ] = Find a test(T S).
2. Split T S into T S l and T Sr according to the test [ij < t].
3. Build Tl = Build a tree(T S l) and Tr = Build a tree(T Sr) from
these subsets;
4. Create a node with the test [ij < tj ], attach Tl and Tr as left
and right subtrees of this node and return the resulting tree.
Find a test(T S)
Input: a training set T S
Output: a test [ij < tj ]:
1. Select K inputs,{i1, ..., iK}, at random, without replacement, among
all (non constant) input variables.
2. For k going from 1 to K:
(a) Compute the maximal and minimal value of ik in T S, denoted
respectively iT Sk,min and i
T S
k,max.
(b) Draw a discretization threshold tk uniformly in ]i
T S
k,min, i
T S
k,max]
(c) Compute the score Sk = Score([ik < tk], T S)
3. Return a test [ij < tj ] such that Sj = maxk=1,...,K Sk.
Figure 16: Procedure used by the Extra-Trees algorithm to build a tree.
The Totally Randomized Trees algorithm is obtained from this algorithm
by setting K = 1 and by dropping the stopping condition (iii).
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Reward function: The reward function is deﬁned through the following
expression:
r(xt, ut, wt)=
{
−|Pet+1 − Pm| if xt+1 = terminal state
−100 if xt+1 = terminal state
Decay factor: The decay factor γ has been chosen equal to 0.98.
Remarks:
• The dynamical system is integrated by using a trapezoidal method
with a 0.01 s integration time step.
• The uncontrolled system (u = 0) has one stable equilibrium point
deﬁned by:
(δe, ωe) = (arcsin
XsystemPm
EV
, 0) = (0.411, 0). (39)
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