ABSTRACT In boundary control for Buck converters, the dynamic behavior characteristics are strongly influenced by some non-ideal factors. This influence is detailedly analyzed in this paper, and some design principles of the switching surface (SS) are proposed accordingly. First, by using the Adomian decomposition method, a general expression which can approximate the theoretically time-optimal SS with different degrees is obtained, and it can be seen as an extension of the existing second-order SSs. Second, the influences of load resistance, the ratio of capacitance and inductance, parasitic parameters, and the truncation order of SS are respectively shown by analyzing the behavior characteristics of the points along the SSs. For a specific SS, it is shown that the light load and low ratio of capacitance and inductance may cause overshoot of output voltage, which should be avoided in practical application. The simulation and experimental results are provided to confirm the correctness of theoretical analyses, which can give some instructions to determine the SS coefficients in the application of boundary control.
I. INTRODUCTION
With the wide application of DC-DC power converters in different occasions, including renewable power generation, electric vehicle, consumer electronics and so on, further improving their dynamic performance by advanced control method has attracted many interests. Boundary control is a geometrically-based control method, which is suitable for time-varying structure systems like switching converters [1] , [2] . The basic strategy of boundary control is using a switching surface (SS), which is a straight or curved line in state-plane, to decide the switching action. Take the case of a Buck converter, it is operated in turn-on mode on one side of the SS and turn-off mode on the other side (to avoid chatter, it is necessary to set a hysteresis in slidingmode motion). Currently, the boundary control has been used in different DC-DC converters [3] - [22] . Depending on the SSs in state-plane, different boundary control methods have been proposed. The controller with a first-order SS, which is a straight line passing through the desired point,
The associate editor coordinating the review of this manuscript and approving it for publication was Ning Sun. was discussed in [3] - [5] . Compared with the traditional linear control techniques, this sliding-mode strategy generally provides improved dynamic response and robustness, but the transient process is not time-optimal. According to Pontryagin's minimum principle, the optimal SS is the natural state-plane trajectory passing through the target operating point, and only one switching action is required during the time-optimal transient process. Obviously, the time optimal control (TOC) can be seen as a special form of boundary control. An accurate analytic expression of the optimal SS for Buck converters has been given in [11] . However, it only copes with the zero or constant current load. For the case of resistive load, it is difficult to eliminate the time variable in state-plane trajectory, so obtaining the analytic optimal SS is almost impossible. To solve this problem, some curved SSs have been proposed to approximate the optimal SS, including the second-order SS [8] , unloaded SS [11] , and high-order SS [23] . Particularly, the second-order SS, which gives a simple switching law for a better dynamic response than first-order SS [9] , [10] , has attracted significant attention and been applied in many different topologies [22] - [32] . Since the changing switching frequency makes it difficult to determine the filter parameters, a fixed-frequency approach with the second-order SS was proposed in [17] to minimize the frequency variation. There is also a hybrid method combining the second-order SS control and traditional PWM strategy to obtain a constant switching frequency presented in [20] .
Although the second-order SS has been widely used successfully, all the existing researches only concentrate on the ideal application condition, which assumes that the true values of converter parameters are exactly equal to the rated values used in SS coefficients. In fact, the practical nonidealities, such as parametric variations or parasitic parameters, will significantly influence the large-signal behavior characteristics of the system, and these effects can be either positive or negative. How the non-ideal factors affect the dynamic performance of the system is worth researching in depth. Furthermore, the influence of deviations between the practical SS and the ideal one is also need to be considered. Up to now, there is still no systematic research on these problems.
In this paper, the influence of non-ideal factors on the boundary control of Buck converters is detailedly analysed, and some design principles of the SS are provided. Firstly, for the convenience of researching the dynamic performance provided by curved SSs with different coefficients and orders, a general expression of SSs is derived by solving the stateplane trajectory equations directly using the Adomian decomposition method (ADM). Differing from the existing SSs, this expression is universal. With different truncation orders, a series of SSs with different approach degrees to the timeoptimal SS can be obtained. Thus, this expression can be seen as an extension of the existing second-order SSs. Secondly, considering practical non-ideal factors, including parameter deviations of load and output filter, parasitic parameters, and deviations from the ideal SS, the large-signal behavior characteristics of boundary control are analysed. It is shown that, for a specific SS, the light load and low ratio of filter capacitance and inductance may cause an overshoot of output voltage, and the parasitic resistances of output filter will enlarge the sliding-mode region generally. Simulation and experimental results of the boundary control with different SS coefficients and circuit parameters are presented to validate the correctness of the above theoretical analyses. This paper is organized as follows. In Section II, a general expression of the curved SSs is obtained by using the ADM. Then, the large-signal behavior characteristics analyses, containing the analyses of several non-ideal factors, are given in Section III. Experimental results are presented in Section IV and the conclusions are presented in Section V.
II. DERIVATION OF THE GENERAL EXPRESSION OF CURVED SWITCHING SURFACES
In this section, we provide a general expression which can approximate the theoretically time-optimal SS with different degrees. For ease of understanding the derivation process, the ADM is briefly introduced firstly.
A. ADOMIAN DECOMPOSITION METHOD
The ADM can provide an analytical approximation solution to a rather wide class of nonlinear equations without linearization, so it has been widely used in the applied sciences and engineering [33] , [34] . This method is suitable for solving an initial value problem of the nonlinear differential equations in the following form
where L is an invertible linear operator, R is the linear remainder operator, g and u are the system input and output respectively, and Nu is the nonlinear part of the system. Solving for u yields
The nonlinear term Nu will be decomposed to a infinite series
where A n are called Adomian polynomials, and u will also be decomposed to a series which leads to
Then, we can get
The Adomian polynomials are defined by the following formula [35] 
where F(u) ≡ Nu, λ is a parameter for collecting terms, and
Thus, the first several Adomian polynomials are given by
In an attempt to improve the convergence rate and accuracy, some researchers have developed modifications to the ADM. In [36] , under an assumption that the function f ≡ u(0) + L −1 g can be divided into two parts, namely f 1 and f 2 , a variation on the components u 0 and u 1 is proposed. In this method, the recursive algorithm of the solution is given by
As stated in [36] , the success of this method mainly depends on the selection of f 1 and f 2 . By an appropriate selection, it will accelerate the convergence and reduce computational work greatly. This will also be verified in this paper.
B. DERIVATION OF THE GENERAL EXPRESSION OF CURVED SWITCHING SURFACES
The circuit diagram of a basic Buck converter is shown in Fig.1 . To simplify analysis, the parasitic elements are neglected for the moment. Considering continuous conduction mode (CCM) operation, the state space equation describing Buck converters can be expressed as Table 1 . According to the minimumtime principle, the optimum SS, denoted by σ i , should consist of the trajectories passing through the target operating point (U ref , 0). Specifically, the part of σ i with i c > 0 is set along with the off-state trajectory, and the part with i c < 0 is set along with the on-state trajectory. In order to achieve the time-optimal response, the switch VT should be set to off when the state is on the right side of σ i and be set to on when the state is on the left side of σ i . When the state reaches σ i , the VT switches, and the state will move towards target operating point. Only one switching action is required during the transient process. Thus it can be seen that the key to realizing TOC is obtaining an accurate expression of σ i .
In order to obtain the expression of optimum SS for TOC, rewrite (10) into the following equatioṅ
Equation (11) . It can't be solved by the ADM directly, so a variable substitution will be used. Define
In the following part, the criteria for switching off and on will be discussed respectively.
1) THE SWITCHING SURFACE FOR OFF-STATE
As discussed above, the part of σ i on the off-state trajectory is above the zero-axis. Consideringu o > 0, it can be seen thaṫ
Thus, with s = 0, (11) can be transformed into
Equation (14) is a nonlinear non-autonomous differential equation. The problem can be summed up as solving (14) with the initial condition
According to the Adomian decomposition method, applying the integral operator to both sides of (14) yields
where the A n are the appropriate polynomials for Ny = √ 2y RC . They are given by
If using the standard algorithm given by (5), the calculation will be very difficult due to the integral of irrational function.
To avoid this, the modified technique is used. Firstly, divide the function f into two parts. We select
Using the modified algorithm given by (9), we obtain
Obviously, with the modified algorithm, y can be calculated by summing a series of power functions. By continuing the calculation, a solution of (14) with arbitrary precision can be obtained. In this paper, we truncate the decomposition series after n = 2 and 3, then
According to the above approximate solutions, two SSs for switching VT off can be obtained, which are respectively given by
where k 21 , m 21 , k 31 , m 31 , and n 31 are constants after the circuit parameters being determined. Considering the voltage drop of the diode is very small compared with U in , for simplicity in the following sections, if not specifically mentioned, U D = 0 is adopted. Thus,
2) THE SWITCHING SURFACE FOR ON-STATE
The part of σ i on the on-state trajectory is below the zero-axis,
Thus, with s = 1, (11) can be transformed into
The problem can be summed up as solving (26) with the initial condition (15) . Applying the integral operator to both sides of (26) yields (27) where the A n are the appropriate polynomials for Ny = − √ 2y RC . They are given by
It can be seen that
We select
. . .
Similarly, if the second-and third-order approximation solutions are adopted, the SSs for switching VT on are respectively given by
where k 22 , m 22 , k 32 , m 32 , and n 32 are also constants after the circuit parameters being determined, and
3) CONTROL LAW Based on the above analyses, the boundary control law is
Case II:
where i = 2, 3. To avoid an excessively high switching frequency, a hysteresis or minimum switching time interval should be set in the application of this control law.
C. COMPARISONS OF DIFFERENT SWITCHING SURFACES
According to (19) and (31), a general expression to approximate the time-optimal SS can be given by (36) , as shown at the bottom of the next page, where n indicates the truncation order. Without loss of generality, the state variables can be normalized as follows: where Z C = 1 2 L C . Putting (37) into the reversed system of (10), and solving it numerically with the initial condition u on (0) = 1, i Cn (0) = 0, the normalized time-optimal switching surfaceσ i can be obtained. The normalized SSs corresponding to (22) and (23), denoted byσ A2 andσ A3 respectively, can be obtained by putting (37) into (24). In Fig.3 , a comparison ofσ i ,σ A2 andσ A3 is shown.
As can be seen from Fig.3 , with the truncation order increasing, the SS will be closer to the time-optimal one. Equation (22) and (32) give an extension of traditional second-order SSs [8] , [11] , which are used mostly in the existing researches. In particular, the unloaded SS in [11] is equivalent to (22) and (32) in the case of R → +∞. By adjusting the parameter R in the coefficients, the SS can be closer to the optimal one. Fig.4 shows the simulation results in time-domain with σ A2 and σ A3 , including output voltage (u o ), inductor current (i L ), and the gate signal to VT. The circuit parameters are given in has a small overshoot with σ A2 , and has nearly no overshoot with σ A3 . Fig.5 shows the state trajectory corresponding to Fig.4(a) . It can be seen that the system trajectory has deviated from σ A2 slightly. In summary, both of the SSs can be used to boundary control to obtain a time-optimal dynamic response, and σ A3 provides a better approximation of σ i .
Ideally, the coefficients can be determined by the converter parameters directly according to (24) and (34) . However, the existence of non-ideal factors is unavoidable in practical circuits. The determination of coefficients must consider the influence of them. Thus, it is necessary to analyze the largesignal behavior characteristics of the system under the influence of practical nonidealities. 
III. LARGE-SIGNAL CHARACTERISTICS ANALYSES
The points along a curved surface σ can be categorized into three types: refractive, reflective, and rejective modes. The three ones have different characteristics.
(1) Refractive Mode: In this case, the trajectories on one side of σ will approach the SS while on the other side the trajectories will be away from σ . The refractive points on one side of the SS satisfy
and on the other side, we have
Note that dσ dt at the two sides of the SS have a different expression because of the different switching states, similarly hereinafter.
(2) Reflective Mode: In this case, the trajectories on both sides of σ will approach the SS. The reflective points along the SS satisfy
When reflective mode occurs, the state variables of the converter will move along the SS. It is equivalent to sliding-mode control in this case. (3) Rejective Mode: In this case, the trajectories on both sides of σ will be away from the SS. The rejective points along the SS satisfy
Thus, the type of points along σ can be ascertained according to the sign of σ and 
A. THE IDEAL CASE
Firstly, we suppose that the model structure given by (10) and converter parameters are accurate. For σ A2 , the derivative versus time of the SS is given by (42). By substituting (10) into ( Table 1 , the graphs of these boundary curves are shown in Fig.6 .
In Fig.6 , the sign of σ A2 and dσ A2 dt in different regions are given in parentheses. The first sign is corresponding to σ and the second sign is corresponding to reflective; when 2.32 < u o < 7.68, the points along σ A2 are refractive. It means that when the state point hit the SS in the interval [2.32, 7 .68], it will not move along the SS strictly, and the deviation degree depends on the error between the SS and the natural trajectory; if the intersection point is outside the interval, the state point will move along the SS with hysteretic switching actions for some time until it enters the refractive region.
Similarly, the derivative versus time of σ A3 can be obtained, and the regions having different behavior characteristics are illustrated in Fig.7 . It can be seen that all the points along σ A3 are refractive. It means that wherever the state point hit the switching surface, it will not move along the SS strictly, but the SS is very close to the natural trajectory.
B. CONSIDERING PARAMETRIC VARIATIONS
In practical converters, the circuit parameters deviate from their nominal value inevitably. When considering parametric
variations, the large-signal behavior of the converter need to be reconsidered. For σ A2 , we substitute L N , C N , R N , which denote the nominal value of inductance, capacitance and load resistance respectively, for L, C, R in (24) and (34) . Correspondingly, the expression of
dt is changed into (44), as shown at the bottom of the last page.
Consider a ±50% variation in R N and a ±20% variation in C N /L N . The boundary curves under parametric variations are shown in Fig.8 . Fig.8(a), (b) show the boundary curves with R N = 1.5R, 0.5R respectively. It can be seen that if the nominal value of load resistance is bigger than the true value, the reflective region will be enlarged; otherwise, the refractive region will be enlarged. Fig.8(c) shows the boundary curves with C N /L N = 1.2C/L. It can be seen that the refractive region is enlarged compared with the ideal case. Fig.8(d) shows the opposite case that all the points along the switching surface are reflective with
For σ A3 , the analysis method is the same. Fig.9 (a), (b) show the boundary curves with R N = 1.5R, 0.5R respectively. Compared with the ideal case, with the increase of R N , most of the points along σ A3 are converted to reflective, and only the points near the target point are refractive. It can be seen that the reflective region is larger than the one with σ A2 . When R N decrease, all the points along σ A3 are still refractive. For the case with a varied C N /L N , the conclusion is similar to σ A2 , as can be seen in Fig.9(c), (d) .
C. CONSIDERING PARASITIC PARAMETERS
Another noticeable non-ideal factor is the existence of parasitic parameters. When considering the parasitic resistances of the inductor and capacitor, the model of Buck converter is changed into (45), as shown at the bottom of the last page, where R L , R C denote the equivalent series resistance of L, C respectively. By substituting (45) into (42), the expression of the changed dσ A2 dt can be obtained, and the case of σ A3 is similar.
With different values of R L and R C , the effect of the parasitic parameters on the large-signal behavior is complex. Here, we only give a set of examples with typical parameters to explain this effect. Fig.10(a) and (b) show the boundary curves of σ A2 and σ A3 with R L = 50m . It can be seen that in the case of σ A2 , the reflective region is larger than the one in ideal case; in the case of σ A3 , when u o < U ref , the reflective region becomes larger, and when u o > U ref , all the points are still refractive. Moreover, it is also seen that the reflective region with σ A3 is larger than the one with σ A2 when u o < U ref , and R L has the same value. 
be seen the effect of R C is relatively complicated. In general, the reflective region is enlarged due to the parasitic resistances of output capacitor. Fig.11 shows the simulation waveforms of startup process with σ A2 , R L = 50m , and R C = 30m . Fig.12 gives the corresponding state trajectory. Other parameters are given in Table 1 . It can be seen that the overshoot voltage is eliminated completely, the state point moves along the SS strictly, and the switching times are increased due to the enlargement of reflective region.
Based on above analyses, we can deduce the following information.
(1) For a specific SS, if decreasing the load resistance, the reflective region will be enlarged; otherwise the refractive region will be enlarged.
(2) For a specific SS, if decreasing the ratio of capacitance and inductance, the refractive region will be enlarged; otherwise the reflective region will be enlarged.
(3) Under the influence of the parasitic resistances, the reflective region is enlarged generally. In particular, the reflective region with σ A3 is larger than the one with σ A2 when u o < U ref .
IV. EXPERIMENTAL VERIFICATIONS
In order to further verify the correctness of the above theoretical results, a Buck converter prototype was built and tested with U in = 10V and U ref = 5V . The power converter consists of the following components: 1) switching device: IRF8788; 2) freewheeling diode: SS10P4 (U D = 0.41V ); 3) filter inductor L: 330µH ; 4) filter capacitor C: 480µF; 5) load resistor R: 3 .
If not specifically mentioned, the output capacitors are composed of ten 47µF low ESR polymer tantalum capacitors and a 10µF ceramic capacitor. A 10 m precise resistor is in series with the capacitor for sensing i C . The hybrid method in [20] combining the boundary control and PWM strategy is used in the experiment. By this method, the PWM mode is adopted in the steady state, and the boundary control is activated only during the large-signal recovery process. The control law is implemented by a TMS320F28335 floatingpoint DSP, with which the sampling of variables and the computation of switching functions are performed at 300kHz. The internal A/D converters have 12-bit resolution and an input voltage range from 0 to 3.3 V.
A. THE CASE WITH R
Firstly, we give the results of the case with R N = R and C N /L N = C/L. The dynamic responses using σ A2 and σ A3 in the startup process are shown in Figs.13-14 . Fig.13 shows the case with σ A2 . It can be seen that the transient process is almost optimal, and the output voltage achieves the reference value with nearly no overshoot. Compared with the simulation results in Fig.4(a) , there exists an extra switching action in Fig.13 . This difference indicates that the reflective region is enlarged in the practical system. It is caused by the non-ideal factors of the experimental circuit, such as the existence of parasitic parameters and sampling resistors. Thus it can be seen that the sliding-mode motion will help to improve the dynamic response in the case of large deviations. 
B. THE CASE WITH R N = R
According to the analysis in Section VI, when R N > R, the reflective region will be enlarged, or else the refractive region will be enlarged. Fig.15 shows the experimental results with σ A2 , R = 3 and R N = 10 . It can be seen that the dynamic performance is still close to timeoptimal, only the sliding-mode motion lasts longer compared with the case in Fig.13 . Fig.16 shows the case with R = 3 and R N = 1 . In this case, the output voltage has a significant overshoot, which means that the system trajectory has diverged from the SS seriously. The reason for this result is the enlargement of the refractive region. The experimental results are consistent with the theoretical analyses in Fig.8 . Figs.17-18 . Fig.17 shows the results with σ A2 , C = 480µF and C N = 384µF. It can be seen that the duration time in sliding-mode region is longer, which is similar to the case in Fig.15. Fig.18 shows the results with σ A2 , C = 480µF and C N = 576µF. Accordingly, the output voltage has a significant overshoot, which is similar to the case in Fig.16 . These results are also consistent with the theoretical analyses in Fig.8 .
D. THE CASE WITH ELECTROLYTIC CAPACITOR
To verify the effect of parasitic resistances, we use a 470µF aluminum electrolytic capacitor, which has a larger ESR, to replace the polymer tantalum capacitors. Fig.19 shows the experimental results with σ A2 , R N = R and C N /L N = C/L, and Fig.20 shows the corresponding state trajectory. It can be seen that there only exists the sliding-mode motion after the system states reach the SS. These results are consistent with the theoretical analyses in Fig.10 and the simulation results in Figs.11-12 .
E. A BRIEF SUMMARY
According to the above experimental results, all the theoretical results obtained in Section III are verified, and the excellent dynamic performance of boundary control with curved SSs is shown again. Based on the above results, some principles in designing the SS can be concluded: (1) The load resistance is usually unknown in practical application. To ensure the reflective region is large enough and avoid the voltage overshoot in Fig.16 , the resistance value in the coefficients (R N ) should not be lower than the true value. Actually, R N can be set as the possible maximum value. For light load application, 1/R N = 0 can be directly applied. That is corresponding to the case discussed in [11] .
(2) For the setting of C N /L N , the possible parameter variations of inductance and capacitance should be considered. To avoid the voltage overshoot in Fig.18 , C N /L N can be set as the possible minimum value with the consideration of capacitance reduction.
(3) According to the theoretical and experimental results, the parasitic resistances of inductors and capacitors will enlarge the reflective region generally, and they have no obvious negative effect on the dynamic performance. Thus, for the parasitic parameters, the effects on efficiency and voltage ripples should be taken into main consideration in practical design.
(4) Comparing the results in Fig.13 and Fig.14 , it can be seen that the dynamic responses with σ A2 and σ A3 show little difference. It indicates that the second-order SS is accurate enough to provide a time-optimal dynamic response, as long as the reflective region is large enough. A higher order approximation of the ideal SS makes little sense to improve the dynamic performance. Furthermore, it will bring more difficulty in practical implementation.
V. CONCLUSION
In this paper, the influence of non-ideal factors on the boundary control of Buck converters with different SSs is analysed in detail and some design guidelines are proposed. The conclusions are listed as follows. VOLUME 7, 2019 (1) A general expression of curved SSs with different degrees has been obtained by using the Adomian decomposition method. This expression gives an extension of the existing second-order SSs.
(2) For a specific SS, the high load resistance and low ratio of capacitance and inductance will enlarge the refractive region. This enlargement may cause a significant overshoot of the output voltage. In the determination of SS coefficients, the nominal parameters of resistance and capacitance can be set as the possible maximum and minimum value, respectively.
(3) The parasitic resistances of filter inductors and capacitors have no obvious negative effect on the dynamic performance.
(4) The higher truncation order of SS has limited effect to improve the dynamic performance. In practical application, the second-order SS is enough for obtaining a time-optimal dynamic response. 
