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There is a growing need to increase the capabilities of existing sensor
arrays to monitor a large amount of space objects orbiting the Earth with a
limited number of opportunities to observe these objects. Due to geopolitical
considerations and financial cost, it is infeasible to create an array of sensors
that can monitor each space object and accurately describe its state. Instead
of brute force techniques by increasing the number of sensors worldwide, the
current advancements in computational capability along with new algorithms
for multi-target filtering and reinforcement learning has allowed a pathway to
begin solving the non-myopic, heterogenous sensor tasking problem.
This work employs the labeled multi-Bernoulli filter in conjunction with
advanced, deep reinforcement learning techniques such as the policy gradient
Q-learning algorithm and deep Q-networks. The filter and reinforcement learn-
ing techniqures are used together to track ten targets in geosynchronous orbit,
while a linear Kalman filter and the reinforcement learning techniques are
vi
used to evaluate their effectiveness in multi-agent learning scenarios. The fu-
ture deployment of these algorithms and their specific logistical considerations
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As the space environment becomes crowded with more satellites and
operators, it has become prudent to track these objects to ensure collisions
are avoided and to keep an open and safe space environment. The Chinese
ASAT test in 2007 showed the impact of a single collision in low-Earth orbit
and the Iridium-Kosmos event in 2009 showed the need of more robust and
accurate tracking methodologies [19, 20]. The current publicly available space
catalog permits tracking the states of over 15,000 objects , but the uncertainty
in this state information can cause operators to make ill informed decisions
about their individual satellite.
The simplest method would be to increase the number of sensors avail-
able to track the current state catalog and any new objects that are launched
into orbit. Unfortunately, this naive approach is unfeasible due to the finan-
cial burden of constructing these sensors and international borders. Instead,
industry and academia has worked to develop more powerful algorithms for
filtering and optimally choosing objects to observe.
1
1.1 Motivation
The goal of this work is to leverage these new advances to create a
solution that can eventually minimize the number of sensors and the number
of observations required to reasonably track a large number of space objects.
More robust and accurate filtering techniques have been used in many differ-
ent target tracking scenarios and are capable of generating more exact state
knowledge. The state knowledge can then be used to solve the optimal sen-
sor control problem via dynamic programming to find the optimal long-term
decisions to maximize an information-theoretic reward. Unfortunately, due to
the number of potential actions and the number of potential target states, dy-
namic programming is often computationally untractable. Instead, this work
attempts to combine the multi-target filter with approximate methods, com-
monly referred to as reinforcement learning, as an attempt to solve the optimal
control problem.
Even with these advancements, a single sensor would be unable to mon-
itor and track all 15,000 objects and thus sensors coordinating and learning
together may prove to be the best option. However, multi-agent learning
proves to be a challenge to use with the current state of the art. For a het-
erogenous, non-myopic sensor tasking a solution a method that attempts to
find the optimal, long-term reward is required, which is the main focus of
joining multi-target filtering with reinforcement learning.
2
1.2 Contribution
This thesis utilizes the random finite set based labeled multi-Bernoulli
filter as its multi-target filter and tests its compatibility with two reinforcement
learning algorithms: policy-gradient Q-learning and Q-learning. The scenario
constructed for this test utilizes a single sensor with ten targets in a geosyn-
chronous obrit and each filter-learning pair shows promise. However, in terms
of number of required observations to properly train, the former reinforcement
learning algorithm outperforms the latter.
A simple two dimensional linear scenario was constructed to determine
the feasibility of the reinforcement learning techniques with a linear Kalman
filter. The results did not show a useable solution, but the tests show promise
for future analysis and extensions. While it was not visted in this work, a goal
for the future is to extend the ten taget case in a multi-agent environment
with multiple sensors.
Finally, some avenues of exploration are discussed for the issues discov-
ered during this work as an eventual means to deploy a fully realized filter,




The sensor tasking problem is the amalgamation of many different fields
to solve both an optimization and a filtering problem. The optimization prob-
lem is formulated as a partially observable Markov decision process (POMDP),
but utilizes the same ideas as Markov decision processes (MDPs). Due to the
size of the state and action space, MDP solution techniques are intractable.
Instead, the optimization problem is solved via approximate solutions formu-
lated by neural networks and trained by reinforcement learning techniques. In
this context, the state space can be described as the position and velocity of
each target, and the action space as all of the potential sensing actions. An
individual neural network with its supporting learning paradigm represents a
single sensor.
Reinforcement learning requires full state knowledge at each decision
point which is infeasible for a POMDP. Instead, Bayesian filtering techniques
are utilized to construct an estimate of the full-state from the sensing actions
derived from the neural network. This interaction between filter and network
continues during the reinforcement learning process and, in the ideal case, the
neural network converges to a solution, from which a policy can be generated
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for further sensing actions. In this chapter, the mathematical framework and
techniques from these different fields are described to develop a solution to the
sensor tasking problem.
2.1 Markov Decision Processes
The sensor tasking or resource management problem is a subset of un-
certain sequential decision-making problems, which utilize the Markov decision
process (MDP) framework. Markov decision processes require the following
information: the potential states (s), the potential actions (a), the transition
probabilities as a function of the state and action (P (s′ | s, a)), and a reward
function as a function of the state and action r(s, a). The goal then is to max-










where π refers to a policy that contains all the actions at, and γ is a discount
factor constrained by 0 < γ ≤ 1. It should be noted that the policy, π, is
represented as the probability distribution of an action given the correspond-
ing state that will maximize the reward. Eq. 2.1 is defined for a finite horizon
problem, but the formulation is similar for an infinite horizon problem and is
updated by replacing T with infinity. Eq. 2.1, however, is not trivial to solve
and instead relies upon other solution techniques. The finite horizon policy
case can be solved via backwards dynamic programming, which solves for the
value of each state [49]. The infinite horizon problem utilizes two similar tech-
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niques - policy iteration and value iteration. Policy iteration develops the
optimal policy by assigning a value to each possible state and then determines
the best possible action for each state. From there, new values are assigned,
given the policy and a new policy is constructed until the policy converges.
Value iteration takes a similar approach, but combines the two-step policy
iteration into one step. At each iteration, only the values of the states are
computed until the values converge, from which the optimal policy is com-
puted by choosing the state with the highest value. Both policy and value
iteration calculate the globally optimal policy. Each of these methods utilize
the Bellman optimality equations [49]:
Vt(st) = max
at
(r(st, at) + γE(Vt+1(st+1 | st))) (2.2)
where Vt is the value function at some discrete time t, at is the action at time
t, r(st, at) is the reward at time t, st and st+1 refer to the state at time t




P (st+1 | s, a)Vt+1(st+1), i.e., the sum of all
the possible next states’ probabilities scaled by the value at that state.
The MDP formulation has several issues which does not allow for a com-
plete solution for the sensor tasking problem, but the core ideas can still be
utilized. Value and policy iteration both provide a globally optimal solution,
but each are computationally intractable with even a moderately sized action
and state space. MDPs also require a model to characterize the P (s′ | s, a)
and for most problems it is difficult to develop an accurate model. Since, the
6
transition probabilities are fundamental in producing an optimal policy, slight
errors can potentially cause major deviations. For both the computational
intractability and model-free solutions, techniques developed within the rein-
forcement learning or approximate dynamic programming communities can be
employed [49, 4]. These techniques are derived as analogs to policy iteration
and value iteration and are further discussed in Section 2.4.
The MDP constraint requires full state knowledge at each time instance
to ensure that an appropriate action is credited with the corresponding reward.
When full state information is unavailable, then the problem must be formu-
lated as an MDP. However, it is possible to convert a POMDP into an MDP
by utilizing the belief state, I, which is composed of the previous observations
and the actions [15]. Further, it is valid to describe I through the posterior
distribution generated by such as Kalman filtering, or for the sensor tasking
problem, multi-target filtering.
2.2 Multi-target Filtering Techniques
Multi-target filtering techniques attempt to utilize uncertain dynamics
with noisy data sources to accurately determine the cardinality, or the number
of targets, the target states, and a measure of accuracy. The measure of
accuracy is typically given as the second statistical moment or the covariance.
Multi-target filtering still utilizes single-target filtering algorithms and so, prior
to any discussion on multi-target filtering techniques, it is prudent to discuss
the single-target algorithms.
7
2.2.1 Single Target Filtering
Single-target filters require a model of the stochastic dynamics and mea-
surements to determine an accurate representation of the true state. The dy-
namics are required to be Markovian [52], which allow the use of the Chapman-
Kolmogorov equation:
p(xk | z1:k−1) =
∫
p(xk | xk−1)p(xk−1 | z1:k−1)dxk−1 (2.3)
where x is the state, z is the observation, p(xk | z1:k−1) is the probability density
of the current state conditional on the previous observations, p(xk | xk−1) is
the probability density of the current state conditional on the previous state
determined by the stochastic dynamics, and p(xk−1 | z1:k−1) is the probability
density of the previous state conditional on all previous observations. Eq. 2.3
is regarded as the prior distribution, which is then updated by Bayes theorem:
p(xk | z1:k) =
p(zk | xk)p(xk | z1:k−1)∫
p(zk | xk)p(xk | z1:k−1)dxk
(2.4)
where p(zk | xk) is the probability density of the new measurement given
the current state, and similarly, p(zk | xk−1) is the probability of the new
measurement given the previous state. The other probabilities are determined
from Eq. 2.3.
When the pdfs in Eqs. 2.3 and 2.4 are modeled as Gaussian pdfs, they
are completely characterized by the means and covariance of xk, xk−1, and zk.
Additionally, if the dynamics and observation models are linear, the Kalman
filter can be utilized. For non-linear dynamics or observation models, the
8
extended Kalman filter, or the unscented transform can be utilized. The un-
scented Kalman filter is more accurate compared to the extended Kalman filter
and is further discussed.
2.2.1.1 Square Root Unscented Kalman Filter
The unscented Kalman filter (UKF), also known as the sigma point
filter, was first developed by Julier and Uhlmann to provide a better represen-
tation of Gaussian distributions undergoing non-linear transformations [56].
However, in this work, the focus is on the square-root unscented Kalman filter
(SRUKF) and the proceeding discussions and equations will reflect that fact.
The SRUKF, just as the UKF, begins with an a priori mean and covariance














, i = 1, ..., 2n (2.7)
where λ = α2(n+κ)−n, n refers to the dimension of the state, and α, β, and
κ are all tuning parameters [6]. The superscript m or c refers to whether the
weight is calculated for the mean or the covariance, respectively. Additionally,
2n+ 1 sigma points are generated as:
X0 = x̄ (2.8)







where x̄ is the mean, Li is the ith column of the lower Cholesky decomposition
of the covariance. These sigma points are then passed through the non-linear
dynamics and recovered by using the weights generated from Eqs. 2.5-2.7. The

















S̄ X0 − x̄ W (c)0
]}
(2.13)
where qr is a function that performs a QR decomposition, and cholupdate is a
function that adds a vector, x, to a matrix, A, without having to reconstruct
the non-Cholesky form.
The measurement update portion of the UKF then requires the time-
updated sigma points to pass through the observation model and returns the
observation sigma points, Z, and, similarly to Eqs. 2.11 and 2.13, the corre-
sponding observation mean and covariance can be recovered. For completeness
















S̄zz Z0 − z̄ W (c)0
]}
(2.16)
Before the measurement update equations are established, the cross-covariance
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i (Xi − x̄)(Zi − z̄)T (2.17)






x = x̄ + K(z− z̄) (2.19)






where K is the Kalman gain, x is the measurement updated mean state, z
is the realized observation, and P is the measurement updated covariance.
The single-target filtering allows for a discussion of multi-target filtering, and
where single-target filtering plays an important role.
2.2.2 Multi-Target Filtering
Historically, three major frameworks exist for multi-target tracking -
Multiple Hypothesis Tracking (MHT), Joint Probabilistic Data Association
(JPDA), and Random Finite Sets (RFS) [50]. Subsequent discussions will
focus on the RFS framework, however, it should be noted that MHT and
JPDA are classical approaches to the multi-target filtering problem. A true
Bayesian filter is intractable as it attempts to accurately describe the pdf via
all of its moments. The RFS approach retains all of the moments of the state
pdf with high computational effort. Hovever, other RFS approaches have been
11
developed to match the true state pdf up to the second moment to allow for
tractability, which is described in further detail and used in this work.
Instead of operating solely on individual states, x, and observations,
z, multi-target filtering operates on the space of every potential state, X,
and measurement, Z. Similar to the discussion on single-target filtering, the
starting point is the multi-target Chapman-Kolmogorov equation and the ac-
companying multi-target update from Bayes theorem, which are defined in








where X and Z refer to the finite subsets of the state (X) and measurement
(Z) spaces, respectively. Mathematically, X and Z are defined as:
X = {x1, . . . ,xn} (2.24)
Z = {z1, . . . , zn} (2.25)
where each state, xi, and observation, zi, realization are required to be in the
state, X, and measurement, Z, spaces.
2.2.2.1 Notation
Before further discussion of multi-target filters can occur, some notation
is introduced to simplify the discussion of the filter. First, the multi-object
12





Additionally, the Kronecker delta defined as
δA(B) =
{
1, if B = A
0, otherwise
(2.27)
and finally, the inclusion function defined as
1A(B) =
{
1, if B ⊆ A
0, otherwise.
(2.28)
For the purposes of the multi-target filter section, lower-case letters refer to
single-target realizations, upper-case letters refer to sets, and blackboard let-
ters refer to spaces.
2.2.2.2 Labeled Multi-Bernoulli Random Finite Sets
A Bernoulli RFS, as its name implies, employs the use of a Bernoulli




1− r, X = ∅
r · p(x), X = {x}
(2.29)
where r refers to the probability of existence, and p(x) denotes the pdf of the
state x ∈ X. The multi-Bernoulli RFS can be constructed from the union of
M independent Bernoulli RFSs and is defined by each individual parameter r
and pdf p. The pdf of the multi-Bernoulli RFS is defined as [35]:












The density can be interpreted as summing over the probabilities of all com-
binations of the n objects within the set X, which is then multiplied with the
probability that the object exists or not over all of the objects.
Vo and Vo introduced labels, ` ∈ L, as a means to estimate the identity
of a particular target [62]. Labels must be unique for each possible target
and so |X| = |L(X)|, where L is the projection of the set of single-target
realizations onto the label space L. For ease of notation, the distinct label
indicator is introduced and defined as:
∆(X) = δ|X|(|L(X)|) (2.31)
It is then possible to construct the labeled multi-Bernoulli RFS density pa-
rameterized by {(r`, p`)}`∈L as:













The LMB filter is an approximation of the δ-GLMB filter, which is
further discussed in [62]. The LMB filter is closed under the prediction step
because it follows the δ-GLMB filter prediction step as a one term δ-GLMB
14















ps(xk−1, `)pk−1(xk−1, `)dxk−1 (2.36)
The update step of the LMB filter occurs on the δ-GLMB, but prior to the
next prediction step, the δ-GLMB is approximated to an LMB. Truncations
to the full hypothesis set are performed for the purpose of tractability before
the δ-GLMB is updated by the measurements. The first truncation occurs
during the gating process, where observations are tested to see if they are near
an object. The second truncation is performed by employing an algorithm to
choose a subset of the hypothesis after gating is performed. The hypothesis
set is generated from the δ-GLMB, where each potential measurement to state
association is considered. The second truncation is done by choosing the N
most significant hypotheses by employing Murty’s algorithm [39]. Further
discussion of Murty’s algorithm and its implementation can be found in [39].
After both hypothesis truncations are performed, the update equations defined

































pk|k−1(x)ψZ(x, `; θ)dx (2.41)




, if θ(`) > 0
1− pD(x, `), if θ(`) = 0
(2.42)
pD(x, `) is the single-target probability of detection, κ(·) is the clutter intensity
for a specific measurement.
2.3 Information Theoretic Reward
The reward function for many sensor management problems is defined
as the information gained due to an update of the state via measurements.
Specifically, the goal is to choose the measurements that maximizes the in-
formation gained, which is computed by comparing a priori and a posteriori
pdfs. There are a variety of choices to quantify the information gained.
The earliest method to quantify information was developed by Shannon
and is defined in Eq. 2.43,
H = −
∑
p(x) log p(x) (2.43)
where x is a discrete random variable, and p is the probability mass function
(pmf) [55]. The Shannon entropy can provide the information gained by sub-
tracting the information of a random variable from the conditional entropy
16
of x given an observation y, i.e., the difference between the a priori and a
posteriori pdfs.
Another choice is the Fisher information matrix which is a metric uti-
lized internally in Kalman filter updates. The Fisher information matrix is
defined in Eq. 2.44,
F = HTR−1HT (2.44)
whereH is the observation matrix in a linear observation model or the Jacobian
of a non-linear observation model, and R is the sensor error covariance. The
reward function for an MDP formulation requires a scalar-valued function, and
so the Fisher information matrix must be reduced to a scalar form by taking the
trace or the determinant. The Fisher information matrix has limited use due
to its reliance on a Gaussian model and continuously differentiable model [36].
An alternative, defined by Williams, et al. [66], utilizes Lyapunov expo-
nents from Lyapunov stability analysis as a measure of divergence. Lyapunov
exponents are approximated, in general, by the normed difference between
points along the trajectory multiplied by an exponential, i.e.:
||xt − xt−1||eλ∆t (2.45)
where, x is the state along a trajectory, t is the time, ∆t is the difference
in time, and λ is the Lyapunov exponent. This approximation is only valid
for when the normed difference is much less than unity [66]. For the sensor
management problem, the largest Lyapunov exponent is used and is calculated
17









where Pk is the covariance of the target at the current time, P0 is the initial
covariance, and tk is the current time.
A separate class of divergence metrics exist to fully quantify the dif-
ference between two pdfs. The Kullback-Leibler (K-L) divergence is akin to








where p(x) and q(x) are the two pdfs that are being compared. The K-L
divergence can be considered as a subset of the Reńyi α-divergence. The







where p(x) and q(x) follow from the previous definition, and α scales the im-
portance of each distribution and is constrained by 0 < α < 1. In the special
case, where α approaches one, the Reńyi α-divergence becomes the K-L di-
vergence. Hero, et al. [14], by performing a search has shown that an α of
0.5 computes the largest discrimination between the two densities. Unfor-
tunately, the Reńyi α-divergence does not produce a closed form solution for
multi-target pdfs produced by the LMB filter and instead must be numerically
computed [51].
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Instead, for the multi-target filters mentioned previously, an analytical
form of the Cauchy-Schwarz (C-S) divergence does exist and have been char-
acterized for the SSA problem [2, 5]. The C-S divergence is then calculated as
seen in Eq. 2.49 [2].




where 〈f, g〉µ =
∫
f(X)g(X)µdX and ‖f‖µ =
√
〈f, f〉µ. f and g are proba-
bility density functions and µ is a reference measure. Even though the C-S
divergence allows for an analytical solution, Gehly, et al. [9], shows that its
use in sensor tasking cases is limited when utilizing Gaussian mixtures. The
C-S divergence is scaled only by the individual covariance matrices and so a
potential target with a smaller initial uncertainty will continually be tasked.
2.4 Reinforcement Learning Techniques
As described in the MDP formulation section in Section 2.1, as the num-
ber of potential states and actions increase, it is computationally intractable to
utilize any of the solution methodologies described for MDPs. Instead, to over-
come the computational intractability, function parameterizations are utilized
to quickly generate actions; however, these parameterizations are required to
be trained by interacting with the environment, which can take time. The
reward function is the main interaction with the environment and its mimicry
and encapsulation of the environment is important for successful training of
the function parameterization.
Reinforcement learning is akin to psychological conditioning where, for
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a certain action, a reward is given to reinforce or punish the particular be-
havior. Similarly, the goal of reinforcement learning is to train some function
parameterization, e.g, a neural network, based on the reward from it imme-
diate action and how that action may affect future rewards. The training
achieves a near-optimal solution within an infinite horizon as the function
parameterization interacts more with the environment.
Reinforcement learning provides mathematical paradigms to quickly
and efficiently train simple function parameterizations, but in recent years,
with advancements in computational power, reinforcement learning has be-
come capable of handing complex, non-linear environments as well. Policy
gradient and Q-learning are the two major methodologies in which reinforce-
ment learning techniques fall into, but the community is now attempting to
merge the two so that each categories’ benefits create a more robust, flex-
ible algorithm. Before discussing the specifics of each technique, Table 2.1
summarizes the algorithms and their specific characteristics.
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On Policy 1 1992 [67]
TD-Learning Off Value 1 1988 [58]
Q-Learning Off Value 1 1992 [65]
Actor-Critic On Policy 2 1999 [59]
Deep Q-Networks Off Value 2 2013 [38]
A3C On Policy 2 2016 [37]
PGQL On Both 4 2016 [45]
PCL Off Both 2 2017 [40]
Soft Actor-Critic Off Both 4 2018 [11]
2.4.1 Policy Gradients
Policy gradients attempt to solve a similar objective function to the
one seen in Eq. 2.1, but the policy is constructed by some function param-






γtr(st, at) | θ
]
(2.50)
where θ is the parameterization of the policy. Policy gradients begin by initial-
izing the parameterization to some random values and while interacting with
the environment iteratively update the policy based on the reward function
and the gradients generated from Eq. 2.50. The gradients are calculated by
directly differentiating the objective function from Eq. 2.50 and applying the
“Reward Increment = Non-negative Factor times Offset Reinforcment times
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Characteristic Eligibility” (REINFORCE) technique [67]. The gradients for










Policy gradients generally converge faster to a result than Q-learning tech-
niques and are less susceptible to pitfalls found in complex environments since
it iteratively finds the best policy in some policy space. However, policy gra-
dients tend to converge onto local minima and are less prone to explore other
options in the policy space. Policy gradient techniques are less robust to the
high variance and bias and can skew the policy into a local minima.
In order to overcome the variance, Williams introduced a baseline b ∈ R










It is possible to find b such that the variance of the gradients are minimized [48].
However, it is difficult to find a single parameter for all possible trajectories as
the optimal b potentially has a spatial and/or a temporal dependence [48]. In-
stead, b can represented as a function parameterized by w, V̂π(s|w), that learns
the current value of the state. Training V̂π(s|w) can be accomplished using
temporal difference learning, which is described at greater length in Sec. 2.4.2.
Methods that involve a function parameterization for the baseline instead of a
real number are referred to as actor-critic methods. Actor-critic methods with
a perfect critic will optimally reduce the variance of the gradients, but gener-
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ally the critic is not perfect while it is being trained and therefore introduces
a bias.
2.4.2 Value Function Methods
Temporal difference learning was introduced by Sutton as a model-
free predictive method by assigning credit to specific actions that generate
specific rewards, whereas earlier methods relied on the difference between the
predicted outcome and the actual outcome [58]. The temporal difference al-
gorithm was not explicitly developed for function parameterizations, but have
been extended to them with success. The method, in the function parame-
terization case, is done by taking the gradient of the loss function described
as
J(w) = E [(V (st|w)− (r(st, a) + γV (st+1|w))]2 (2.53)
where w is the parameterizing variable [49]. However, the loss function in
Eq. 2.53 has a dependency on w in both the current value, V (st | w) and the
next value, V (st+1 | w), and when updating the w via a gradient method,
the target is updated as well [38]. This loss function then causes instability
during the training process and the value function may not be accurately
characterized. Instead, the parameters w for the target network are kept fixed
for some epoch and periodically updated.
Q-learning is a subset of temporal difference learning which operates
on the state-action value function rather than the value function and was
developed by Watkins [65]. The state-action value, otherwise known as the
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Q-function, is related to the value function by
V (s) = max
a
Q(s, a). (2.54)
The Q-function provides a simple method to determine the optimal policy.
The policy is found by taking the argmax of the Q-function. A policy can be
generated from the value function, Eq. 2.2, but it is not as trivial to compute.
Utilizing the argmax, of the Q-function does not allow for exploration of the
environment. Instead, the action is generally selected through an ε-greedy
method, where the best action is chosen with probability 1− ε, and a random
action is chosen with probability ε. Of course, ε must be less than one. Then,
the loss function becomes
J(w) = E
[






where a′ is the action taken at the next state st+1, w
− is some previous pa-
rameterization of the Q-function for the target that is updated to w with some
periodicity [64].
Both temporal difference learning and Q-learning require uncorrelated,
non-sequential samples to minimize training time. Lin introduced the idea of
experience replay, also known as replay buffers, to increase the stability and
reduce both training time and number of samples to obtain an optimal Q-
function [31]. Experience replay stores past interactions with the environment
in a tuple of {s, a, r, s′}, where s′ is the next state after taking action a, and
when training a random subset of the buffer is chosen to train the Q-function
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parameterization. Due to the nature of experience replay, any action from
any policy can be chosen to update the Q-function. Schaul, et al., [53] intro-
duced prioritized replay to choose prioritized tuples with the highest difference
in the expected value and the returned value. Prioritized replay has shown
improvement in both training time and the quality of the resulting policy.
Q-learning arrives at a better solution at the cost of training time and
generally requires GPUs to perform training, whereas policy gradients can be
trained on CPUs. Q-learning is not readily applicable to continuous action-
spaces, however, strides have been made by Lillicrap, et al. [30] to incorporate
them. The machine learning community has also been focused on advancing
Q-learning to other avenues such as multi-agent learning as well.
2.4.3 Recent Techniques
Due to recent developments in computational capability, complex and
non-linear environments can be trained with great success. Mnih, et al. [38],
developed deep Q-networks (DQN) and used Q-learning with experience re-
play on the Atari 2600 suite of games utilizing frames from the game showed
the trained network to vastly outperform humans. Van Hasselt, et al., [61]
introduced Double Deep Q-networks (DDQN) to mitigate the overestimation
and overoptimism from a single DQN and shows greater overall reward when
compared to DQN. DQN has also been extended to POMDPs by leveraging
recurrent neural networks (RNNs) on the same Atari 2600 suite, but with the
addition of flickering and also has been shown to vastly outperform humans in
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first person shooters [12, 24].
Mnih, et al. [37], also introduced asynchronous advantage actor-critic
(A3C) where many worker agents are instantiated and perform tasks on iden-
tical environments. After an episode is completed or some time has passed,
the gradients are passed to a global agent, which accumulates them, and then
copies this new network to each worker. A3C generates many independent
samples and for the same tasks is able to outperform DQN and train signifi-
cantly faster [37].
Finally, there has been work to combine actor-critic methods and deep
Q-learning. Lillicrap, et al. [30], utilized replay buffers to update the actor
and critic networks to create the deep deterministic policy gradient (DDPG)
alogrithm. Additionally, O’Donaghue, et al. [45], showed the equivalence of a
modified Q-learning technique with actor-critic techniques and developed the
policy gradient Q-learning (PGQL) algorithm similar to DDPG and showed
that the algorithm outperformed both DQN and A3C on the Atari 2600 in most
scenarios. Similarly, path consistency learning was developed by Nachum, et
al. [40], which attempts to utilize only one network for both state and action
values in an off-policy manner. Haarnoja, et al. [11], developed an algorithm
that attempts to be immune to learning rates, structure of the neural networks,




Advances in reinforcement learning over the years have focused on single
agent interaction with an environment and have not extended to multi-agent
interactions. In the context of the sensor tasking problem, multi-agent learn-
ing is important as each reinforcement learning agent represents a singular
sensor or a group of multiple similar sensors. Multi-agent learning, however,
breaks the Markovian assumption that the current state holds the information
to choose the next optimal state and any notion of convergence or feasibility
from reinforcement learning does not necessarily hold [47]. It can also cause in-
stability in learning as a single agent is not learning a stationary environment,
but an evolving one, where other agents interactions change the environment.
The optimal policy for a single agent is then dependent on the policies from
other agents, which can cause instability.
Multi-agent learning can be done via team-learning where a single,
global network controls all of the agents. This technique faces the same com-
binatorial explosion of states and actions that prevents value iteration and
policy iteration from being tractable solutions to the individual agent learning
problem. A tractable option is concurrent learning where each agent’s goal is
to modify its own behavior to collect the highest reward. Concurrent learning
works best when the agents are disjoint and largely independent [46].
The homogeneity of the agents allows for a smaller search space to
find the optimal policy at the cost of specialization. Heterogeneous multi-
agent learning generally provides better results than homogeneous agents due
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to specialization at the expense of tractability. Specialization allows for indi-
vidual agents to focus on specific goals, allowing the other agents to pursue
their own agendas. Specialization is predominantly controlled by the credit
each agent is assigned after an action is performed [46]. A global reward en-
courages cooperation between the agents, but cannot be efficiently computed,
and does not reward beneficial agents nor punish lazy agents. Local rewards
encourage individual agents to act selfishly and lowers specialization, but is
computed efficiently and does reward beneficial agents.
Most concurrent learning methods rely on stochastic game theory, specif-
ically Nash equilibria to perform multi-agent learning [46]. However, DQN has
been utilized without minimal modification and shown promising results. Foer-
ster, et al. [8], has shown that for cooperative multi-agent learning in real-time
strategy video games has shown promise with unmodified DQN. Further, it
was shown that DQN can be augmented with fingerprinting where each agent
predicts the action of the other agents via Bayesian inference and/or with
importance sampling where the loss function is augmented with the known
policies of the other agents at any time [8]. Both of these methods, in combi-
nation or individually, outperform DQN and vanilla Q-learning.
2.6 Artificial Neural Networks
Artificial neural networks (ANNs) have a rich history in machine learn-
ing and have become the most commonly used function parameterization.
ANNs generate an output from known inputs by activating the appropriate
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neurons. The error between the expected outputs or the reward function is
then used to train the network to provide the best solution. There are three
major types of ANNs - feed-forward networks, convolutional networks (CNNs),
and recurrent networks (RNNs). A fourth type, generative adversial networks
(GANs), was introduced in 2014 and are an attempt to more closely mimic a
biological network [10].
2.6.1 Types of Neural Networks
Feed-forward networks are used for the classification problem and can
handle any type of input, however, struggle when the number of inputs are
large and require many hidden layers. CNNs are primarily used for image clas-
sification since they reduce the original input size in subsequent convolutions
and poolings. The convolutions and poolings are used to extract important
features from an image, such as edges, to detect and classify the object in
the image [25]. RNNs are utilized when some portion of previous outputs are
required to form the current output. RNNs are used widely in the natural lan-
guage processing (NLP) field to predict words in sentences and paragraphs.
Further discussions on ANNs will focus on feed-forward networks, but most of
the information present can be extended to both CNNs and RNNs.
2.6.2 Activation Functions
Inside each individual neuron, each input is multiplied by a weight and
summed with a bias and then passed through an activation function. Different
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activation functions exists and more recent developments have focused on en-
suring that the gradients for each bias and weight are smooth and provide an
accurate measure of difference from incorrect outputs or high rewards. Three
activations functions, sigmoids, hyperbolic tangent, and rectified linear units
(ReLU), are primarily used within the machine learning community. Sigmoid
neurons approximate the step function and allow for smooth gradients. The





where z is the input into the neuron, and can be seen graphically, along with
the other activation functions, in Fig. 2.1 [43].






















Figure 2.1: Plots of the sigmoid, tanh, and ReLU activation function.
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For faster convergence, the mean of the input variable into a neuron
should be near zero with standard deviation one [27]. The general sigmoid
function defined in Fig. 2.1 is above the origin and so on average the inputs are
not near zero for the other hidden layers. Instead, sigmoids that are normalized
to the origin, such as the tanh function, are utilized as an alternative. The tanh
function is sigmoid-like, i.e., tanh(x) = 2σ(2x) − 1, and both are susceptible
to vanishing gradients near maximum and minimum activations which slows
down the learning process.
Instead, Nair and Hinton developed the use of ReLU activation func-
tions to mitigate the vanishing gradient problem [41]. The ReLU activation
is defined as max(0, z) and has a non-negative activation output. The out-
put may violate the zero-mean condition, but empirically ReLU activations
have faster convergence than other activation functions when used in deep
networks [26]. Additionally, the ReLU activation is easier to calculate, its gra-
dients are linear except at z = 0, and it does not fall prey to the vanishing
gradients problem. However, unlike sigmoid and sigmoid-like functions, the ac-
tivations are unbounded, which can cause issues in both gradient calculations
and the output. Regardless of these downsides, ReLU activation functions are
the preferred activation function by the machine learning community [26].
2.7 Sensor Tasking and Management Techniques
Predominantly, sensor management techniques have been applied to
terrestrial applications such as airborne platforms monitoring ground- or sea-
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based targets [22, 44]. Most techniques forgo optimality over a timeframe to
improve computational tractability by utilizing a ‘greedy’ or a myopic solution
where the objective is to maximize the reward function given the immediate
state. Myopic strategies can be found in [22, 44, 34, 23, 66]. Myopic strategies
range from solving a linear program, as in the case of Spencer, et al. [66], or
by employing multi-armed bandits. Multi-armed bandits require careful struc-
turing and a model and thus are limited in application. However, Wang has
shown that myopic policy generated via multi-armed bandits are optimal [63].
Non-myopic solutions choose actions that maximize the reward over an
entire trajectory in either a finite-horizon or an infinite-horizon time space.
Non-myopic solutions are generally prescribed by normal roll-out methods [3,
22] or completely-observable roll-out [2, 9, 33, 29]. Sunberg, et al. [57], utilized
receding horizon open-loop control to mitigate the combinatorial explosion on
a simple sensor management problem. Reinforcement learning techniques have
also been applied to sensor tasking problem. Q-learning has been applied by
Kreucher, et al. [21], and vanilla policy gradient and A3C methods by Linares,
et al. [32, 33].
Different types of reward functions have also been utilized for the sensor
management problem. The majority of sensor management problems have
used some form of a divergence metric. The K-L divergence has been used
in [18], and Hero developed the use of the Reńyi divergence which is used
in [9, 22, 21]. The LMB filters have closed form solutions of the C-S divergence
and have been utilized in [9, 2].
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Most often single-target filters such as the EKF or UKF are used as in
[66, 7, 33, 32], but with the advent of multi-target filters, JPDA filters have
been utilized in [22, 21, 29]. Gehly, et al. [9], and Beard, et al. [2], has utilized
the PHD, CPHD, and LMB filter in their sensor tasking applications.
However, none of these works truly combine the use of multi-target with
reinforcement learning to create a quick, deployable non-myopic solution. The
non-myopic solutions that utilize roll-outs require long lead times to generate
new schedules, whereas reinforcement learning algorithms can run in both an
on-line or off-line capability. The downside is the long training time required
before a sensor trained with reinforcement learning is capable of providing
similar results to the roll-out algorithms. The closest analog to the work
presented here is the combination of the JPDA filters and Q-learning with




This chapter will focus on the design considerations and implementa-
tion of the specific techniques discussed in Chapter 2. The LMB filter and the
reward function chosen (Rényi divergence and Cauchy-Schwarz divergence)
are agnostic to the type of pdf representation, but for ease of computation
a Gaussian mixture approximation is used. Additionally, the neural network
design and the implementation of the PGQL and the Q-learning algorithms
are detailed.
While each function in the sensor tasking problem seems to be disjoint,
there is a flow and deep interactions between each componeent. The LMB
filter serves to reformulate the POMDP into an MDP and the states are fed
into the neural networks to derive a sensing action through an actor network
or a Q-network. The sensing action is then passed onto the sensor to generate
observations for the LMB filter, which, in turn, updates the states with the new
information. The divergence in the state pdfs as the reward function is then
passed onto the training algorithms along with the state, the updated state,
the action, and the reward. This cycle continues until training is deemed
complete. For a non-training scenario, the reward function calculation and
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training is not utilized. Each scenario is also detailed pictorally in Fig. 3.1
and 3.2.
P̄kx̄k




















Figure 3.2: Flow chart of the structure of the algorithms and their interactions
without training.
3.1 Gaussian Mixture LMB Filter
The LMB filter can work with any target-level pdf definition p(x) in
Eq. 2.29 and in this work it is represented as the sum of weighted Gaussian














and x̄(j) and P (j) refers to the propagated mean and covariance of the compo-
nent, respectively. With the assumption on the pdf, the prediction equations,
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updated mean and covariance of each component, respectively, and pD is the




k|k , are updated
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utilizing the single target update equations of the unscented Kalman filter,
specifically Eqs. 2.18-2.21.
3.2 Rényi and Cauchy-Schwarz Divergence
The Rényi and Cauchy-Schwarz divergences were chosen to train the re-
inforcement learning algorithm. The Rényi divergence does not have a closed-
form solution for Gaussian mixtures and instead a numerical integration is
required. The Cauchy-Schwarz divergence does have a closed form solution,
and computes much faster than the Rényi divergence. If all of the targets
are not visible in the sensor field of regard at all times, the Cauchy-Schwarz
divergence is not a viable metric for the reward function [9].
3.2.1 Rényi Divergence Implementation
The Rényi divergnce has not yet been extended to the LMB filter,
however, formulations exist for the Probability Hypothesis Density (PHD)
filter, which is another class of RFS filters [51]. The conversion from the LMB
filter state to the PHD filter state is trivial. The LMB state is parameterized





where v(x) is the expected number of targets [42]. The PHD is formulated to











where p(x) and q(x) are the probability distributions found in Eq. 2.48, λ is
the mean of the Poisson distribution, and s(·) is some representation of the
spatial pdf. Then substituting Eqs. 3.11 and 3.12 into Eq. 2.48 and invoking
the identity ex =
∑∞
n=0 x
n/n! which transforms the Rényi divergence to











Since the spatial pdf, s(·), is represented as the sum of Gaussian mixtures,
Eq. 3.13 is then approximated by replacing s(·) with the Gaussian mixtures
and replacing λ with the sum of the weights of the Gaussian mixtures. As
dicussed in Chapter 2, the largest discrimination between two pdfs is found





















where w is the weight of the corresponding Gaussian distribution, m is the
mean of the same distribution, and P is the covariance of the same distribution.
Unfortunately, the integral in Eq. 3.14 does not have a closed-form solution and
importance sampling must be employed to produce a solution. To facilitate the
use of importance sampling, the two sums of Gaussian distributions found in
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Eq. 3.14 dependent on x is manipulated to only hold a single sum of Gaussian


































−1 + (P 1j )
−1)−1 .
With the form presented in Eq. 3.15, importance sampling is utilized with
samples generated from the second distribution and evaluated against the first.
3.2.2 Cauchy-Schwarz Divergence Implementation
The Rényi divergence computation proved to be a barrier to quickly find
the necessary tuning parameters required for training. Since all of the targets
were in the field of regard of the sensor, the Cauchy-Schwarz divergence was
chosen as an alternative.
The Cauchy-Schwarz divergence is not dependent on the representation
of the pdf, but holds a closed-form solution when the pdf is represented as a
sum of Gaussian mixtures. Using the same Poisson distributions in Eqs 3.11
and 3.12 to represent the cardinality distribution and then again the sum of
40





















































where w, m, and P , correspond to the appropriate Gaussian distribution in
the sum of the Gaussian mixtures [16].
3.3 Reinforcement Learning Implementation
The algorithms implemented in this work were the PGQL algorithm
and the Q-learning algorithm prescribed in [38]. The PGQL algorithm was cho-
sen as the primary on-policy method and Q-learning was chosen as the primary
off-policy method. While the PGQL algorithm is “slightly off-policy” [45], it
is still required to be on-policy due to the actor-critic algorithm embedded in
it. The PGQL algorithm was chosen due its higher performance in most Atari
2600 games when compared with the A3C and DQN algorithms and DQN
was chosen due to its higher rate of use in multi-agent systems. Additionally,
Linares, et. al. [33, 32], has explored earlier on-policy methods.
3.3.1 Policy Gradient Q-Learning Implementation
The PGQL algorithm utilizes an actor-critic algorithm to quickly con-
verge on a feasible solution and Q-learning to explore the solution space to pre-
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vent a local maxima from being found. The PGQL algorithm finds a connec-
tion between the actor-critic methods utilizing a soft-max output with entropy
regularization and Q-learning. The soft-max function is discussed in Sec. 3.4.1
and entropy regularization is used to induce exploration during training by
adding an entropy penalty to the cost function. O’Donoghue, et. al. [45],
shows that it is possible to combine the actor and critic networks to recover
the Q-function, which is possible due to equivalency of actor-critic methods
and action-value methods. The Q-function, as a function of the actor network
and critic network is then





πθ(s, a) log πθ(s, a)
)
+ Vφ(s) (3.17)
where λ is the entropy regularization factor, πθ is the actor network param-
eterized by θ, Vφ is the critic network parameterized by φ, and s and a refer
to the state and action, respectively. If the true value, or critic, function was
known then the update equations found in [45] could be utilized. However, for
complex problems, the true critic is not known prior to training and instead a
more practical implementation is utilized for on-line learning.
Instead, the agent, or in this case, the sensor, interacts with the environ-
ment and takes actions and recieves rewards using an actor-critic paradigm.
The cost function to minimize for the each the actor (Eq. 3.18) and critic
(Eq. 3.19) are




πθ(s, a) log πθ(s, a) (3.18)
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J(φ) = E [r(s, a) + γVφ−(s′)− Vφ(s)]
2
(3.19)
where γ is the discount factor for infinite horizon MDP, s′ is the next state,
and φ− refers to the network at some previous instance. At each instance an
action is taken, the tuple {s, a, r, s′} is stored for use in Q-learning.
The Q-learning aspect of the PGQL algorithm is similar to the DQN
method proposed in [38], but instead of operating on a Q-network the actor
and policy networks are updated by taking the gradient of the loss function in
Eq. 3.20 with respect to each of the function parameterizations, θ and φ. The
loss function for the Q-learning aspect is
JQ(θ, φ) = E
[





where Q− is some previous target Q-network. Then the gradients are
∇θJ = E
[




∇θ log π(s, a) (3.21)
∇φJ = E
[





which are used to update the actor and critic networks.
During testing, it was found that a single pass through was not enough
interactions to train via the algorithm, and so instead each policy is tested over
20 iterations of varying, but similar, data. The data is varied by perturbing the
initial states and also by generating new noisy measurements each iteration.
The increase in the batch size proved to be key in stabilizing the algorithm.
Additionally, since both the Rényi and Cauchy-Schwarz divergences range from
0 to∞, the rewards were normalized with mean zero and unit variance for the
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actor-critic batch for the 20 iterations. Additionally, the random sampling in
the replay buffer was normalized after the batch was chosen.
3.3.2 Q-Learning Implementation
The Q-learning algorithm does not have an actor network to generate
an action and so is chosen instead by choosing the action that corresponds to
the largest state value. This greedy approach does not lend itself to explo-
ration and instead of entropy regularization, a random action is chosen with
with some probability ε. Different versions of varying ε exist, but a linear
schedule that decreases with number of samples is used. Much of the imple-
mentation for the Q-learning implementation follows directly from the PGQL
implementation.
3.4 Neural Network Design
The PGQL algorithm and the Q-learning algorithm require different
numbers of neural networks and different output sizes. In this context, both
neural networks utilized hyperbolic tangents for activation functions due to the
speed of convergence in the PGQL algorithm with the ReLU activation func-
tions. Neural network training performs best when the inputs are whitened,
i.e., have a mean of zero and a standard deviation of one [27]. The inputs
are whitened for both the PGQL and the Q-learning algorithms. The neural
networks and reinforcement learning algorithms were developed using Google’s
TensorFlow library [1].
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3.4.1 PGQL Neural Network Design
The PGQL neural networks are a set of four neural networks, but
only two are trained and utilized to generate the policy. The networks are
constructed in a similar fashion to the ones found in Linares, et. al. [33, 32].
Specifically, the actor network, which represents the policy, was constructed
with three hidden layers with 200 neurons, 100 neurons, and 50 neurons, re-
spectively. The input neurons have dimensions 6 ·n, where n is the number of
targets and output neurons are the potential actions and are of size n as well.
The hidden layers activation function are hyperbolic tangents, and the output
layer do not have activation functions. The actor network’s outputs are later





∀j = 1, ..., n (3.23)
and provides a probability that can be thought of as the action with the
highest reward. The critic network is constructed identically except for the
output neurons which is of size one.
The PGQL algorithm requires target networks so that the actor and
critic networks are not bootstrapped (causing instability). The two additional
networks are identical in dimension and size as the actor and critic networks
described previously. As discussed in Section 3.3, the target networks are
periodically updated by copying the weights and biases of the actively trained
actor and critic networks.
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3.4.2 Q-Learning Network Design
The Q-learning algorithm only requires two networks, instead of the
four for the PGQL algorithm. The Q-learning neural network is identical to
the PGQL actor network in that it has 6 · n input neurons, and then 3 hidden
layers with 200 neurons, 100 neurons, and 50 neurons, respectively, and finally
n output neurons. However, the soft-max function is not utilized here, and
instead the raw values are used as the Q-values. Again, the second network
is utilized as the target network and is updated infrequently by copying the
weights and biases of the trained network.
3.5 Simulation
There are two different scenarios to test the reinforcement learning
algorithms. The first is a simple 2 dimensional problem to see if the PGQL
algorithm is able to train in a multi-sensor domain and the second is a test of
the interactions of the reinforcement learning algorithms alongside the LMB
filter. Each require specific tuning parameters, which for ease, are tabulated
in Tables 3.1 and 3.2.
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Table 3.1: Reinforcement learning and neural network tuning parameters for
the space situational awareness case.
Parameter PGQL Q-learning
Discount Factor, γ 0.99 0.99
Exploration Factor, λ 100 or 0.1 N/A
Initial ε N/A 0.9
Final ε N/A 0.1
Actor Learning Rate 1e− 3 N/A
Critic Learning Rate 1e− 3 N/A
Actor Q-Learning Rate 1e− 3 N/A
Critic Q-Learning Rate 1e− 3 N/A
Q-Learning Rate N/A 1e− 3
Q-Learning Minibatch Size 50,000 50.000
Min. Steps for Q-Learning 50,000 50,000
Max. Buffer Size 1e6 1e6
Target Update Freq. 100 100
Table 3.2: Reinforcement learning and neural network tuning parameters for
the space situational awareness case.
Parameter PGQL Q-learning
Discount Factor, γ 0.99 0.99
Exploration Factor, λ 1000 N/A
Initial ε N/A 0.9
Final ε N/A 0.1
Actor Learning Rate 1e− 3 N/A
Critic Learning Rate 1e− 3 N/A
Actor Q-Learning Rate 1e− 3 N/A
Critic Q-Learning Rate 1e− 3 N/A
Q-Learning Rate N/A 1e− 3
Q-Learning Minibatch Size 100 100
Min. Steps for Q-Learning 100 100
Max. Buffer Size 500 500
Target Update Freq. 200 200
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3.5.1 Linear 2-Dimensional Problem
The problem utilizes a linear, Gaussian Kalman filter with three targets.
The target dynamics for each target are
ẋ =

0 0 1 0
0 0 0 1
0 0 0 0





where the state, x, is a 4x1 vector representing position and velocity. Eq. 3.24
gives us the state transition matrix, Φ, as
Φ(t) =

1 0 t 0
0 1 0 t
0 0 1 0
0 0 0 1
 (3.25)
where t is time. Additionally, the observations the sensor can make are limited
to either the x-component of the state or the y-component depending on where



















Sensor positions and initial starting points of the three targets are seen in
Fig. 3.3. Sensor noise is different for each to induce heterogeneity and for
sensor 1 is 0.01 meters2 and for sensor 2 is 0.04 meters2. The true initial states
and covariances can be found in Table 3.3.
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Figure 3.3: Initial starting conditions and sensor setup for the linear 2-D
problem.
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Table 3.3: Initial conditions for the 2-D problem.








































3.5.2 Ten Target Geosynchronous Problem
The ten target case requires more advanced dynamics and the use of
the LMB filter along with the reinforcement learning. The toy problem’s use
case was to test the feasibility of an on-policy policy gradient algorithm in
a multi-agent scenario. The ten target case’s goal is to check viability of a
multi-target filter working in conjunction with reinforcement learning.
The scenario uses two-body dynamics defined in Eq. 3.27 to propagate
the states [60].





where µ is the gravitational constant of the Earth, and r is a vector of the
Cartesian position.
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The sensor for this problem is placed at 20.71◦ Latitutde, −156.6◦
Longitude, 3058.6 m above the nominal Earth’s radius and is modeled as an
electro-optical sensor. An electro-optical sensor typically gives right ascension










where x, y, z are the corresponding components of the Cartesian state r, xs,
and ys, zs are the corresponding components of the sensor state rs. The sensor
is assumed to have a field of view in the shape of a square of size 0.5◦ in both
right ascension and declination. The sensor is also assumed to have a sensor
noise of 1 arcsecond in both right ascension and declination.
The initial state pdf of the targets can be found in [17]. As a summary,
they are based on the EchoStar1 spacecraft with orbital uncertainties such
that the variances the sum of the standard deviations are approximately 250
m in position and 0.05 m/s velocity [17]. The exact iniitial states can be
found in Table A.1. While, no target is assumed to disappear, a probability
of survival and existence less than one is required to prevent singularities. As
such, the probability of survival is set to 0.999, the probability of existence is




The focus of this chapter is to use the ideas and implementations
from Chs. 2 and 3 and show the performance of the algorithms in the sensor
tasking domain. The goal of each simulation was to show a different potential
capability of the reinforcement learning algorithms by introducing them to an
RFS-based filter with the LMB filter and their robustness in multi-sensor cases.
This chapter is organized by first discussing the results of a single sensor agent
interacting with space objects in geosynchronous orbits and then followed by
a brief look into the multi-sensor cases.
4.1 Geosynchronous Orbit Tasking Results
Many different scenarios were tested to show both the capabilities of the
PGQL and Q-learning algorithms. First, a comparison of the Rényi divergence
and Cauchy-Schwarz divergence due to the computational effort required in
the former. The exploration factor, α, in the entropy regularization was found
to play a large role in the overall performance of the networks and so α was
varied as well. Additionally, a comparison of Q-learning, an off-policy learning
technique, and PGQL is shown for the single agent case.
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4.1.1 Comparison of Reward Function
The numerical integration of the Rényi divergence caused the neural
network training to take, on average, around 40 hours. Instead, the Cauchy-
Schwarz divergence, for the same training scenario, would complete, on av-
erage, around 7 hours. If all of the targets are in the field of regard of the
sensors, then both reward functions should give similar results and thus the
Cauchy-Schwarz divergence can be used instead of the Rényi divergence. The
ten geosynchronous space objects were intialized such that during the course
of the night, a sensor positioned at Maui, HI is able to capture all of the tar-
gets, when the sensor has a square field of view of 2◦ in right ascension and
declination [17].
4.1.1.1 Rényi Divergence Results
The Rényi divergence utilizes the same neural network defined in Sec. 3.4.1
with λ, the exploration factor, set to 100. First, to confirm that the algorithm
was successful, the Mahalanobis distance is utilized to confirm that the filter
is consistent and is able to stay within the 3σ bounds in terms of uncertainty.
The Mahalanobis distance is defined as
DM =
√
(x− x̄)T P−1 (x− x̄) (4.1)
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Figure 4.1: The Mahalanobis distance for the Rényi divergence for the full
state over the entire night for all 10 targets.
A Mahalanobis distance under three is preferred, but slight peaks above
three is valid for filter consistency. The filter is still attempting to converge
to a solution early on and so peaks above three can be seen then. The Maha-
lanobis distance is unitless, however, due to the different units in the state and
covariance, the full state Mahalanobis distance is not unitless. Due to this,
the position and velocity Mahalanobis distances were calculated to further
validate the performance of the filter.
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Figure 4.2: The Mahalanobis distance for the Rényi divergence for just the
position states over the entire night for all 10 targets.
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Figure 4.3: The Mahalanobis distance for the Rényi divergence for just the
velocity states over the entire night for all 10 targets.
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The peak over three in Fig. 4.1 is caused by the position error and
uncertainty. Additionally, from the continuity and discontinuity of the lines,
the targets are observed and not observed, respectively. In terms of individual
targets, the largest uncertainty throughout the night is seen in Target 2 which
increases to a maximum of about 5 km 3σ in the x-position component, but
quickly collapses after a single measurement as seen in Fig 4.4. The other
targets do not see such a large uncertainty in any component.
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Figure 4.4: Target 2 Errors with ±3σ envelopes for the Rényi divergence.
The final measure of performance is the optimal subpattern assign-
ment (OSPA) error. The OSPA error was first developed by Schuhmacher, et.
al. [54], as an error bound that was consistent for multi-target filtering. The
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OSPA error is calculated seperately for both the position and the velocity due
















where X and Y are the finite subsets that correspond to the individual re-
alizations at some time t, x and y are those realizations that belong to sets
X and Y , π is some permutation belong to set Πn which contains a set of
permutations of size n, n and m refer to the sizes of the finite subset X and Y ,
respectively, c is the cutoff distance, and p is the type of p-norm. The distance
d(c)(xi,yπ(i)) is defined as
d(c)(xi,yπ(i)) = min (c, d(x,y)) (4.3)
where d(·, ·) is some distance metric.
For the Rényi divergence case, the OSPA error plots over time can be
found in Figs. 4.5 and 4.6. The OSPA error c and p values are set to 100 km
and 2, respectively.
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Figure 4.5: Position OSPA error for the Rényi divergence.
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Figure 4.6: Velocity OSPA error for the Rényi divergence.
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The OSPA errors are fairly consistent throughout time and with ob-
servations to targets with long delays of another observation, the OSPA error
quickly drops. With this scenario, a baseline for subsequent results has been
established.
4.1.1.2 Cauchy-Schwarz Divergence Results
The Cauchy-Schwarz divergence case is identical to the Rényi diver-
gence case, except the reward function. Again, starting with the Mahalanobis
distance:
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Figure 4.7: The Mahalanobis distance for the Cauchy-Schwarz divergence for
the full state over the entire night for all 10 targets.
With only a slight increase above three for a single target, the filter stays
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consistent over the course of the night in Fig. 4.7. Additionally, the position
and velocity Mahalanobis distances are also shown in Figs. 4.8 and 4.9.
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Figure 4.8: The Mahalanobis distance for the Cauchy-Schwarz divergence for
just the position states over the entire night for all 10 targets.
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Figure 4.9: The Mahalanobis distance for the Cauchy-Schwarz divergence for
just the velocity states over the entire night for all 10 targets.
The peak seen in Fig. 4.7 is caused by the error and uncertainty in
the position state as seen in Fig. 4.8. Note that the Mahalanobis distances
in Figs. 4.7-4.9 are similar to the Rényi divergence Mahalanobis distances in
Figs. 4.1-4.3.
However, the Rényi divergence outperforms the Cauchy-Schwarz diver-
gence in terms of error bounds. Targets 1, 2, 4, and 6-9 all reach an uncer-
tainty in the x-position of about 1.5 km in 3σ. For consistency, the 3σ plots
are shown in Fig. 4.10, but the other targets follow a similar structure where
measurements are taken near the end of the night.
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Figure 4.10: Target 2 Errors with ±3σ envelopes for the Cauchy-Schwarz
divergence.
Due to the larger errors and uncertainty in targets 1, 2, 4, 6, 7, 8, and
9, there is also a trend in the OSPA error until the measurements for those
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targets later in the night are taken. However, the OSPA error is much higher
then the Rényi divergence case as seen in Figs. 4.11 and 4.12.
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Figure 4.11: Position OSPA error for the Cauchy-Schwarz divergence.
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Figure 4.12: Velocity OSPA error for the Cauchy-Schwarz divergence.
While, the OSPA error is higher for a significant portion of the night,
it is still able to converge to levels similar the Rényi divergence case.
With this comparison, it seems that the Rényi divergence outperforms
the Cauchy-Schwarz divergence, however, it does not seem unreasonable to
use the Cauchy-Schwarz divergence in other scenarios.
4.1.2 Exploration Factor Effects on Training
Entropy regularization is an integral part of any policy gradient train-
ing paradigm and as such is true for the PGQL algorithm. O’Donoghue, et.
al. [45], suggests that the equivalency between actor-critic and action-value
training is valid when λ is “relatively small”. In Sec. 4.1.1, λ was set to 100,
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and so to set λ such that it is “relatively small”, in this scenario λ is set to
0.1.
Again, the Mahalanobis distance is utilized to check for filter consis-
tency.
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Figure 4.13: The Mahalanobis distance for the Cauchy-Schwarz divergence for
the full state over the entire night for all 10 targets with λ = 0.1.
Fig. 4.13 shows that the filter is consistent. The interesting factor in
this test case is that while none of the 3σ bounds increase to the level of target
2 in the previous test case, some targets are observed early in the night and
then abandoned as the neural network attempts to exploit the information and
rewards it already knows.
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Figure 4.14: Target 1 Errors with ±3σ envelopes for the Cauchy-Schwarz
divergnce with λ = 0.1.
The uncertainty begins to grow without any measurements in Fig. 4.14
by the end of the night to collapse the uncertainty envelope for the target. By
the start of the following night, the uncertainty may have grown so much that
the target may be declared lost.
The OSPA also stays consistent with the other scenarios, however, by
the end of the night due to the unobserved targets, the OSPA begins to grow.
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Figure 4.15: Position OSPA error for the Cauchy-Schwarz divergence with
λ = 0.1.
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Figure 4.16: Velocity OSPA error for the Cauchy-Schwarz divergence with
λ = 0.1.
4.1.3 Comparison with Off-Policy Methods
Off-policy methods are typically more robust than on-policy methods
and so a comparison of the two is performed utilizing the same number of
interactions with the environment. The off-policy method used the Q-learning
described in Sec. 3.3.2 and can be compared with the Cauchy-Schwarz PGQL
case in Sec. 4.1.1.2.
As with the previous scenarios, the Mahalanobis distance is checked to
confirm filter consistency.
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Figure 4.17: Mahalanobis distance of the full state for the Q-learning scenario.
The filter is predominantly consistent, but there are certain targets that
do not recieve any measurements throughout the entire night. A more agres-
sive exploration scheme with many more interactions with the environment is
required to effectively and properly train the networks through Q-learning.
4.2 Multi-agent Scenario
Multi-agent learning is exceedingly difficult when the agents are closely
interacting and updating the environment for every other agent. This scenario
is a simple case to see if the PGQL or Q-learning algorithms can be utilized
for the sensor tasking problem.
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Rather then checking the filter consistency, the goal of this scenario is
to determine how well the sensors are switching between the targets. Given
the covariance ellipsoids in the two dimensional plot in Fig 3.3, the sensor
on the x-axis should be focusing on the horizontally and diagonally moving
target, and the sensor on the y-axis should be focusing on the vertically and
diagonally moving target.
The actions for each sensor in both the off-policy Q-learning and the
on-policy PGQL case can be seen in Tbls. 4.1 and 4.2.
Table 4.1: Actions for the multi-action Q-learning scenario over time.











Table 4.2: Actions for the multi-action PGQL scenario over time.










The actions in Tbls. 4.1 and 4.2 were after 18,000 interactions with the
environment and were properly converged. The hidden layers of the neural
networks are still set to three, but the size of each neuron is scaled by 10
from the design in the geosynchronous orbit scenario. Unfortunately, neither
scenario seems to have worked well, but the second agent in the Q-learning
scenario does vary between two different actions over time. The first agent,
however, stays rigid on focusing on target 2.
Only a local reward was prescribed for each agent, i.e., the agent only
recieved rewards for the observation that it found, instead of a portion of
a global reward calculated using the state after both sensing actions were
accomplished. A possible reason for the rigidness of the policies could be
attributed to the lack of a global reward signal into the training. The agents,
instead of coordinating with one another, attempt to specialize and largely
stay independent of one another to maximize their individual rewards.
72
While the lack of a global reward played a part, another factor in the
rigidity can be attributed to the number of interactions with the environment.
With a longer training window, there is some promise that the Q-learning
could slowly adapt to have the sensor look at many targets. The PGQL
algorithm converged halfway through the training cycle and refused to utilize




This work presents an approach to solve the heterogenous, non-myopic
sensor tasking problem utilizing mutli-target filters and reinforcement learning.
To provide the state information in an acceptable formation for the reinforce-
ment learning algorithms, the LMB fiter is utilized to provide an estimate
of both the multi-target state pdf and the individual target pdfs. The LMB
filter is derived from RFS theory, and while the filter utilized in this work
is not Bayes optimal, a Bayes optimal filter can be derived from RFS theory.
The reinforcement learning algorithms utilized in this work are new techniques
developed in the last 5 years that are viable due to the computational capa-
bilites of modern computers. The two techniques tested were the off-policy
Q-learning and the mostly on-policy PGQL algorithm.
The motivation of this work was to test performance of these algorithms
in the space situational awareness domain and so the main test was a single
sensor case tracking and monitoring for space objects. This case was not
extended to the multi-sensor case, and will have to be in the future. However,
a simpler multi-agent case was tested to determine feasibility of both the on-
policy and off-policy algorithms.
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5.1 Observations
The Rényi divergence for the space situational awareness problem is
better than the Cauchy-Schwarz divergence since the observations for a full
space object catalog can be extremely sparse and the space objects are never
fully contained in a single sensor field of regard. However, in this work, the
Cauchy-Schwarz divergence provides an alternative to the Rényi divergence for
quicker training. The Rényi divergence is numerically more stable. The Rényi
divergence ranges for this work was limited to around 4, while the Cauchy-
Schwarz divergence ranged from 1e14 to 1e16.
There are many tuning parameters in the neural network design and
the reinforcement learning algorithms that can be changed to optimize the
training, but that optimization was not performed. The training of both the
PGQL algorithm and the Q-learning algorithm could be optimized for both
performance and training time, but this work shows that even with potentially
sub-optimal parameters, a solution can be found.
O’Donoghue, et al. [45], showed, overall, that the algorithm outperforms
other reinforcement learning algorithms by receiving higher rewards from the
environment. The PGQL algorithm vastly outperforms the Q-learning algo-
rithm when compared using the same number of interactions with the environ-
ment. However, in terms of robustness a more off-policy method than PGQL
with the same upgrades in training efficiency might be the best path forward.
For the simple multi-agent learning scenario, it seems that an off-policy
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method might work the best. Since, exploration can be tuned directly rather
than updating the cost function for the PGQL algorithm, a more robust net-
work can be trained. However, shaping the reward by punishing independence





While reinforcement and machine learning provide an interesting solu-
tion to the sensor tasking problem, effort is still required to properly deploy
these techniques for use in real applications. The goal of this chapter is to
discuss the shortcomings of the techniques utilized here and, for some, discuss
potential solutions.
6.1 Convolutional Neural Networks
Neural networks are constructed with a constant, known number of
inputs which causes issues when a space catalog is to be constructed with a
varying number of objects. The feedforward networks used in this work were
constructed with the known information that the catalog would have three or
10 targets. Without this information, or with a varying number of objects it
would be impossible to use a single feedforward network.
The sensors utilized to track space objects and debris are tracked on
the ground with electro-optical or radar sensors. The data that these sensors
provide can be constructed as a matrix of intensities representing the proba-
bilities distribution in observations space. For right ascension and declination
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measurements, an image-like object can be generated which convolutional net-
works excel at classifying. For a higher dimensional observation vector requires
a corresponding higher dimensional “image”. The number of inputs, especially
for the test cases considered in this work, are significantly higher for convo-
lutional networks, but are kept constant no matter the number of potential
space objects.
The convolutional network also solves the problem of the large number
of input neurons required for a moderately sized catalog. Each object trans-
lates to 12 inputs for a feedforward network, which for a moderately sized
catalog can lead to long training times. Convolutional nets can be trained
based on the field of regard of the sensor, which provides a fixed number of
inputs for the network.
The neural network constructed as a convolutional network could also
give a discretized field of view from the field of regard. While this should be
possible with the feedforward networks used in this work, the convolutional
networks are more intuitive when the output is a specific field of view. With
each convolution and pooling, specific features are extracted which correspond
to a specific field of view.
The inputs to the convolutional network also have an intuitive connec-
tion to the Rényi and Cauchy-Schwarz divergence. Instead of selecting the
means of each target and the diagonal of the covariances as is the case in the
feedforward network design in this work, the LMB state can be converted to
the PHD state and those intensities can be mapped to an “image”. The use
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of a convolution network in this fashion would give a direct intution between
input, reward, and output and is also beneficial to the training process.
6.2 Missed Detections and Operation Considerations
For an on-policy reinforcement learning algorithm, it is required that
the actions taken have an appropriate reward correspond to it. However,
missed detections or operators performing actions to a different schedule may
destabilize the training of an on-policy network by not providing the appro-
priate reward. If missed detections or operator deviation were systematic,
the neural network would be able to, ideally, learn this behavior. However,
missed detections are modeled as a stochastic process and operator deviation
can occur for a variety of reasons. Due to this, missed detections or operator
deviation may cause instability during the training process.
For operation deviation, off-policy learning techniques such as Q-learning
or off-policy policy gradient are able to train with data that does not corre-
spond with the action generated by the neural network policy. These tech-
niques still require that the action taken is known and can be stored for future
training. For missed detections, if the entire space of possibilities is visited,
i.e., there are enough samples that the learning algorithm is traversed, then
missed detections may not be a problem for any reinforcement learning train-
ing scheme.
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6.3 Reinforcement Learning Fragility
A properly tuned neural network with reinforcement learning can give
powerful results, but at the cost of significant time in tuning the neural net-
work. Each algorithm presented in this work is subject to these tuning param-
eters and can effect training by destabilizing the network or extensive training
times. Additionally, each time a neural network is trained with the same data,
it is not guaranteed that the neural network will converge on a similar pol-
icy, since reinforcement learning requires an infinite horizon to search over the
entire scope of possibilities. The reinforcement and machine learning commu-
nities are attempting to develop algorithms such that the tuning parameters
and length of training are not variables that affect the convergence rate and to
ensure that each neural network that is trained are similar in performance [11].
As mentioned earlier in Chapter 2, multi-agent learning has not yet
reached a state where it is robust or has any guarantees of performance. Most
uses of multi-agent learning are ad hoc and a policy can be generated, but its
optimality or general use is severely limited. Additionally, most of the multi-
agent learning research currently is confined to advancing DQN methodologies
to the multi-agent domain. DQN is preferred over policy gradients since it is
more robust to changes in the environment caused by other agents [8, 13, 28].
The PGQL algorithm is predominantly on-policy and thus is subject to similar
issues as vanilla policy gradient methods.
The sensor tasking problem can be redefined as a co-operative game
between multiple sensors and stochastic game theory can be utilized to stabilize
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the training process for each sensor agent. Q-learning can be stabilized by
incorporating it with Nash equilibria to enforce some level of co-operation
between the various agents [13, 46]. Nash equilibria is the policy that provides
the optimal strategy for a singular agent given the other agents actions are
optimal and fixed as well. An alternative to stochastic game theory approaches
is to infer a model of the other agents policies via Monte Carlo samples and
Bayesian inference, which also utilizes DQN [8]. DQN trains much slower in
comparison to other algorithms, and so perhaps another off-policy analog to





Initial States for the Geosynchronous
Satellites
Table A.1: Initial Cartesian states in kilometers and kilometers per second, as
appropriate.
Target # Initial State
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