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La re´duction base´ sur l’optimalite´ (ou RBO) est une
technique qui a e´te´ propose´e pour ame´liorer les algo-
rithmes d’optimisation globale. Elle cherche a` profiter
des bornes connues du domaine de la fonction objec-
tif pour tenter de re´duire les bornes des domaines des
variables et, ainsi, acce´le´rer le processus de recherche
d’un optimum global. Toutefois, l’algorithme de base
de la RBO n’est pas suˆr et peut donc rendre le pro-
cessus de recherche de l’optimum global incomplet et
l’empeˆcher d’atteindre le ve´ritable optimum global. Re´-
cemment, Kearfott a propose´ une imple´mentation suˆre
de la RBO. Malheureusement, son approche souffre de
certaines limitations et est relativement lente. Dans cet
article, nous montrons comment les techniques de fil-
trage des CSPs peuvent eˆtre avantageusement utilise´es
pour imple´menter la RBO de manie`re suˆre et efficace.
Abstract
Optimality-based reduction s a new technique which
tries to improve the standard Branch and Bound al-
gorithm. It attempts to take advantage of the known
bounds of the objective function to reduce the domain
of the variables, and thus to speed up the search of a
global optimum. However, the basic algorithm is unsafe,
∗Cet article a e´te´ publie´ a` SAC’07 (track CSP).
and thus, the overall process may no longer be com-
plete and may not reach the actual global optimum.
Recently, Kearfott has proposed a safe implementation
of optimality-based reduction. Unfortunately, his method
suffers from some limitations and is rather slow. In this
paper, we show how constraint programming filtering
techniques can be used to implement optimality-based
reduction in a safe and efficient way.
1 Introduction
L’optimisation globale est utilise´e dans de nom-
breuses applications allant de la conception de bras
de robots [17] aux proble`mes de controˆle [2] en pas-
sant par les proble`mes d’e´quilibre chimique [9] ou de
proble`mes d’ordonnancement [2]. Plusieurs proble`mes
durs d’optimisation, comme le proble`me du voyageur
de commerce ou les proble`mes de conformation mo-
le´culaire, sont des proble`mes d’optimisation globale.
Dans ce papier, nous conside´rons le proble`me ge´ne´-
rique d’optimisation globale P qui consiste a` minimi-
ser une fonction objectif contrainte par un syste`me
d’e´quations et d’ine´quations non-line´aires,
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minimize f(x)
subject to gi(x) = 0, i = 1..k
gj(x) ≤ 0, j = k + 1..m
(1)
ou` x ∈ x, f : IRn → IR et gj : IR
n
→ IR ; Les
fonctions f , gi et gj sont continuement diffe´rentiables
sur un vecteur x d’intervalles de IR.
Les principales difficulte´s dans la re´solution de ce
type de proble`mes d’optimisation globale proviennent
de l’existence de multiples optimum locaux, dont seule-
ment quelques uns sont des optimum globaux, mais
aussi de la possible pre´sence de discontinuite´s dans
l’espace faisable [23]. C’est pourquoi les proble`mes
d’optimisation globale sont souvent difficiles a` re´-
soudre. Aussi, plusieurs techniques ont e´te´ propose´es
afin d’ame´liorer l’approche traditionnelle base´e sur la
me´thode de re´solution par se´paration et e´valuation.
La re´duction base´e sur l’optimalite´ est probablement
l’une de ces techniques les plus inte´ressantes.
Introduite par Ryoo et Sahinidis dans [26], la re´-
duction base´e sur l’optimalite´ (ou RBO) cherche a` ex-
ploiter les bornes connues de la fonction objectif afin
de re´duire la taille des domaines des variables. Cette
technique utilise une proprie´te´ bien connue du “point
col” afin de calculer de nouvelles bornes du domaine
d’une variable en fonction des bornes connues du do-
maine de la fonction objectif1. Toutefois, l’algorithme
de base de la RBO n’est pas rigoureux et peut donc
rendre le processus global de re´solution incomplet et
incapable d’atteindre effectivement l’optimum global.
Avant d’entrer dans les de´tails, illustrons le fonction-
nement de la RBO a` l’aide d’un petit exemple d’opti-
misation globale2 :
minimize −x1 + x1x2 − x2
subject to
c1 : −2x1 + 2x2 ≤ 1
c2 : 3x1 − x2 ≤ 3;
x1, x2 ∈ [0, 5]
(2)
L’unique terme non line´aire, x1x2, est line´arise´ graˆce
1Plus pre´cise´ment, Ryoo et Sahinidis ont introduit dans [26]
quatre tests qui reposent sur deux techniques diffe´rentes : la
re´duction base´e sur l’optimalite´ et une autre technique dite de
“probing”. Alors que la premie`re a montre´ de re´elles capacite´s,
la seconde technique appairait, selon leur auteurs, comme moins
efficace pour re´duire les bornes du domaine d’une variable.
2Ce proble`me est une le´ge`re modification (seule la contrainte
c1 diffe`re) d’un proble`me de´crit dans [26].
a` la relaxation biline´aire suivante :
minimize −x1 − x2 + x3
subject to
c1 : −2x1 + 2x2 ≤ 1
c2 : 3x1 − x2 ≤ 3;
c3 : x2x1 + x1x2 − x3 ≤ x1x2
c4 : x2x1 + x1x2 − x3 ≤ x1x2
x1, x2 ∈ [0, 5];x3 ∈ [0, 25]
(3)
ou` x3 est une variable de line´arisation qui repre´sente le
terme biline´aire x1x2 ; xi de´note la borne supe´rieure de
la variable xi alors que xi de´note sa borne infe´rieure.
Pour le proble`me (3), l’algorithme du simplexe four-
nit la solution duale λ∗
1
= 0 et λ∗
2
= 0.1666, et
L = −1.08333 comme borne infe´rieure. Le solveur lo-
cal Minos [22] applique´ au proble`me initial (2) donne
une borne supe´rieure U = −1.005 correspondant au
point faisable x∗ = (0.917, 1.062).
La me´thode de la RBO (cf. section 4.1) applique la




active c1 pour ge´ne´rer la relation x1 ≤ 4.57 et per-
met ainsi de retirer l’intervalle [4.57, 5] du domaine
de x1. Le point critique est ici le calcul rigoureux de
la solution duale de c1. Re´cemment, Kearfott [13, 12]
a propose´ une imple´mentation rigoureuse de la RBO,
imple´mentation base´e sur un encadrement rigoureux
de la solution duale. Malheureusement, cette me´thode
souffre de plusieurs restrictions et est lente.
Nous montrons dans ce papier que les techniques de
programmation par contraintes peuvent eˆtre utilise´es
de manie`re simple pour re´futer les boites identifie´es
par la RBO et potentiellement exemptes de solution.
Concre`tement, les techniques de filtrage sont utilise´es
pour re´duire ces boites a` des ensembles vides, et donc,
pour prouver qu’elles ne contiennent aucun point fai-
sable. Cette approche base´e sur les techniques de pro-
grammation par contraintes ne souffre pas des meˆmes
restrictions que la me´thode de Kearfott. Les premie`res
expe´rimentations montrent aussi qu’elle est plus per-
formante.
Le reste de cet article est organise´ comme suit. La
premie`re section rappelle les bases des techniques de
filtrage sur le continu ne´cessaires a` la compre´hension
du reste du papier. Nous y rappelons aussi les principes
de la Quad qui joue un roˆle essentiel dans notre sche´ma
algorithmique. La section 2 introduit le sche´ma global
d’un algorithme rigoureux de se´paration/e´valuation.
La section suivante de´crit la me´thode de la RBO et
introduit notre mise en oeuvre rigoureuse de la RBO
base´e sur les techniques de PPC. Finalement, les re´sul-
tats de nos premie`res expe´rimentations seront de´crits.
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2 Techniques de filtrage sur le continu
La premie`re sous-section rappelle les notions de base
sur les techniques de filtrage sur le continu. La seconde
sous-section rappelle l’intuition sur laquelle repose les
techniques de filtrage de la Quad qui sont utilise´es dans
notre algorithme. Une pre´sentation plus de´taille´e de
ces concepts et techniques est disponible dans [4, 14,
16].
2.1 Filtrages par 2B-consistance et Box-
consistance
La consistance d’arc joue un roˆle clef dans la pro-
grammation par contraintes. Une contrainte cj est
arc-consistante [19] si pour chaque variable xi de cj ,
chaque valeur du domaine xi de xi a un support dans
les domaines de toutes les autre variables de cj . Tou-
tefois, il n’est ge´ne´ralement pas possible d’atteindre
la consistance d’arc pour les syste`mes de contraintes
sur les re´els. C’est pourquoi, diffe´rentes relaxations de
la consistance d’arc ont e´te´ propose´es. Les relaxations
les plus connues de la consistance d’arc utilise´es sur le
continu sont la 2B–consistance et la box–consistance.
La 2B–consistance (cf. [7, 27, 5, 18]) ne ne´ces-
site de ve´rifier la consistance d’arc que sur cha-
cune des bornes de l’intervalle. De manie`re informelle,
une variable x est 2B–consistante pour la contrainte
“f(x, x1, . . . , xn) = 0”si la borne supe´rieure (resp. infe´-
rieure) du domaine de x est la plus petite (resp. la plus
grande) solution de l’e´quation f(x, x1, . . . , xn) = 0.
La 2B–consistance de´finit une proprie´te´ locale sur
les bornes du domaine d’une variable pour une seule
contrainte. Une contrainte c est 2B–consistante si,
pour chaque variable xi de c, il existe une valeur dans
le domaine de toutes les autres variables qui satisfasse
c lorsque xi est fixe´e a` xi et a` xi.
La box–consistance [4] est une relaxation plus forte
(i.e., elle propose un filtrage moins strict) de la consis-
tance d’arc que la 2B–consistance. La variable x est
box–consistante pour la contrainte “f(x, x1, . . . , xn) =
0”si les bornes du domaine de x correspondent au ze´ro
le plus a` gauche et au ze´ro le plus a` droite de l’exten-
sion optimale aux intervalles de f(x, x1, . . . , xn). Ce-
pendant, les algorithmes de 2B–consistance effectuent
un filtrage plus faible (i.e., un filtrage qui produit de
plus grands intervalles) que les algorithmes de box–
consistance lorsque au moins une des variables appai-
rait plus d’une fois dans une meˆme contrainte [8]. Ce
comportement re´sulte de la ne´cessaire de´composition
des contraintes a` occurrences multiples effectue´e par
les algorithmes de 2B–consistance. La box–consistance
ge´ne`re un syste`me de fonctions d’intervalles univa-
rie´es qui peut eˆtre re´solu par des me´thodes nume´riques
telles que le Newton par intervalles. A´ l’oppose´ de la
2B–consistance, la box–consistance ne ne´cessite au-
cune de´composition de contrainte et n’amplifie donc
pas le proble`me de localite´.
2.2 Le filtrage de la Quad
L’algorithme de filtrage de la Quad [16] repose sur
les techniques de relaxations line´aires. Un solveur li-
ne´aire est utilise´ pour calculer finement les bornes des
domaines des variables. Le processus de filtrage de la
Quad consiste en trois e´tapes principales : la reformu-
lation, la line´arisation et la re´duction.
La reformulation ge´ne`re un ensemble de contraintes.
Plus pre´cise´ment, cet ensemble contient des ine´gali-
te´s line´aires qui approximent la se´mantique des termes
non line´aires des contraintes initiales.
Le processus de line´arisation de´compose d’abord
chaque terme non line´aire en sommes et produits de
termes univarie´s ; il remplace ensuite chaque terme non
line´aire par une nouvelle variable associe´e. Les termes
non line´aires sont approxime´s par de fines relaxations
line´aires convexes.
L’e´tape de re´duction correspond a` un algorithme de
point fixe qui appelle de manie`re ite´rative un solveur
line´aire pour re´duire les bornes supe´rieures et infe´-
rieures de chacune des variables du proble`me initial.
Ce processus s’arreˆte lorsque la diffe´rence entre l’ite´-
ration courante et l’ite´ration pre´ce´dente sur les bornes
infe´rieures et supe´rieures est infe´rieure a` un ǫ donne´.
L’algorithme converge et termine si ǫ est supe´rieur a`
ze´ro.
La rigueur des calculs est particulie`rement impor-
tante dans un processus qui repose sur des relaxa-
tions line´aires. Graˆce aux travaux de Shcherbina et
Neumaier [24], il est possible de calculer une sous-
estimation rigoureuse du minimum d’un programme
line´aire. Cependant, ce minimum n’est rigoureux que
si le proble`me line´aire est lui meˆme une approximation
rigoureuse du proble`me initial. Michel et al. [20] ont in-
troduit des corrections des coefficients des relaxations
line´aires qui garantissent que le programme line´aire
est une approximation conservative de l’ensemble des
solutions du proble`me initial. Ce travail a e´te´ e´tendu
par Borradaile et Van Hentenryck [6] aux relaxations
multivarie´es.
Ainsi, l’algorithme de filtrage de la Quad offre un
cadre rigoureux et efficace pour re´duire les domaines
des variables qui permet d’effectuer des re´ductions plus
efficaces que la 2B–consistance ou la box–consistance.
Par ailleurs, la Quad fourni tout les outils de base ne´-
cessaire a` une imple´mentation efficace et rigoureuse
d’un solveur d’optimisation globale base´ sur les relaxa-
tions line´aires.
Rappelons maintenant notre algorithme de re´solu-
tion par se´paration et e´valuation.
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Algorithm 1 Algorithme de re´solution par se´paration
et e´valuation
Function BB(IN x, ǫ ; OUT S, [L,U ])
% S : set of proved feasible points
% fx denotes the set of possible values for f in x
L←{x}; S←∅; (L,U)←(−∞,+∞) ;
while w([L,U ]) > ǫ do
x




: x′′ ∈ L}; L←L\x′;






(fx′ ,xp, P roved)←UpperBox(x
′);
if Proved then S←S ∪ {xp}; endif
if x

















3 Algorithme de re´solution par se´paration
et e´valuation
L’approche bien connue de re´solution par se´para-
tion et e´valuation fourni un cadre tre`s ge´ne´ral a` la re-
cherche d’un minimum global. C’est un processus com-
plet qui constitue le cœur de l’imple´mentation d’une
plateforme suˆre et rigoureuse [15]. Nous de´crivons ici
cette dernie`re approche qui reste au centre de cet ar-
ticle.
L’algorithme de re´solution par se´paration et e´valua-
tion utilise´ ici combine des techniques issues de l’ana-
lyse par intervalles avec des techniques issues de la
programmation par contraintes au sein du sche´ma clas-
sique de re´solution par se´paration et e´valuation de´crit
par Horst et Tuy dans [11]. Les techniques d’analyse
par intervalles fournissent les outils qui garantissent
la rigueur des calculs alors que les techniques de pro-
grammation par contraintes ame´liorent la re´duction de
l’espace faisable.
Le solveur (cf. algorithme 1) calcule un encadrement
des minimiseurs globaux ainsi qu’un encadrement ri-
goureux de la valeur du minimum global a` l’inte´rieur
d’une boˆıte initiale x. L’algorithme maintient deux
listes : une liste L de boˆıtes a` traiter et une liste S
de boˆıtes contenant un point faisable dont l’existence
a e´te´ prouve´. Il fourni un encadrement rigoureux [L,U ]
de l’optimum global en fonction d’une tole´rance don-
ne´e ǫ.
L’algorithme se´lectionne la boˆıte x′ qui contient
la plus petite borne infe´rieure de la valeur de la
fonction objectif. La fonction Prune re´duit la taille
de la boˆıte x′ a` l’aide des techniques de filtrage.
Notre imple´mentation de la fonction Prune utilise
un simple algorithme de filtrage par 2b–consistance.
LowerBound(x′) calcule ensuite rigoureusement une
borne infe´rieure de la valeur de la fonction objectif au
sein de la boˆıte x′ en utilisant une relaxation line´aire
du proble`me initial. De fait, la fonction LowerBound
est base´e sur les techniques de line´arisations de la
Quad. Une valeur rigoureuse de f
x
′ est obtenue a` l’aide
d’un solveur de programmes line´aires.
UpperBox(x) construit une boˆıte qui contient un
point faisable dont l’existence est prouve´e. Une me´-
thode de recherche locale permet de trouver rapide-
ment un point faisable. Les techniques d’analyse par
intervalles sont utilise´es pour ve´rifier l’existence d’un
point faisable au sein de la boˆıte3. Lorsque UpperBox
re´ussi a` prouver l’existence d’un point faisable, la boˆıte
xp qui contient ce point faisable est ajoute´e a` la liste
S. A` ce stade, si la boˆıte x′ est vide alors, soit elle ne
contient pas de point faisable, soit sa borne infe´rieure
f
x
′ est plus grande que la la borne supe´rieure courante
U . Dans ces deux cas, la boˆıte est dite “e´lague´e”. Si x′
n’est pas vide, la boˆıte est coupe´e en deux par rapport
a` l’une des variables du proble`me4. A` chaque e´tape de
se´lection d’une boˆıte, l’algorithme calcule la plus pe-
tite borne infe´rieure L des boˆıtes restant a` calculer et
la plus petite borne supe´rieure U des boˆıtes contenant
un point faisable. L’algorithme termine lorsque la dis-
tance entre U et L devient plus petite qu’une tole´rance
donne´e ǫ. Un optimum prouve´ ne peut e´videment pas
toujours eˆtre trouve´ et, dans certains cas, l’algorithme
1 doit eˆtre stoppe´ afin de re´cupe´rer les boˆıtes contenant
un point faisable.
La section suivante est consacre´e a` la re´duction ba-
se´e sur l’optimalite´. Nous y rappelons d’abords les de´-
finitions de base avant de de´crire l’approche propose´e
par Kearfott. Pour finir, nous introduisons notre algo-
rithme rigoureux de calcul des re´ductions offertes par
la RBO.
4 La re´duction base´e sur l’optimalite´
4.1 Notions de base
La re´duction base´e sur l’optimalite´ a e´te´ introduite
par Ryoo et Sahinidis dans [26]. Elle exploite une pro-
prie´te´ du “point col” (cf., par exemple, le chapitre 5
de [21]) afin de re´duire les domaines des variables du
proble`me d’optimisation. La re´duction base´e sur l’op-
3Nous nous appuyons sur les techniques introduites par Han-
sen [10] pour traiter les syste`mes sous-contraints.
4Diffe´rentes heuristiques sont utilise´es pour se´lectionner la
variable dont le domaine sera de´coupe´.
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timalite´ se fonde sur les deux the´ore`mes suivants pour
ame´liorer les bornes du domaine d’une variable :
Theorem 1 Soit U , une borne supe´rieure connue du
proble`me initial P . Soit L, une borne infe´rieure d’une
relaxation convexe R de P . Si la contrainte xi−xi ≤ 0
est active au niveau de la solution optimale de R et si









Par conse´quent, si x′i > xi, le domaine de xi peut eˆtre
fixe´ a` [x′i, xi] sans qu’aucun optimum global ne soit
perdu.
λ∗i de´note la solution duale de R. Informellement,
une contrainte Aixi ≤ bi est active si Aixi = bi. No-
tons qu’une telle e´galite´ est difficile a` ve´rifier en pre´-
sence de calculs sur les nombres a` virgule flottante.
Theorem 2 Soit U , une borne supe´rieure connue du
proble`me initial P . Soit L, une borne infe´rieure d’une
relaxation convexe R de P . Si la contrainte xi−xi ≤ 0
est active au niveau de la solution optimale de R et si









Par conse´quent, si x′′i < xi, le domaine de xi peut eˆtre
fixe´ a` [xi, x
′′
i ] sans qu’aucun optimum global ne soit
perdu.
Le premier the´ore`me fourni un test pour ame´liorer
la borne supe´rieure du domaine d’une variable alors
que le second the´ore`me fourni un test pour ame´liorer
sa borne infe´rieure.
Ces re´sultats ont e´te´ ge´ne´ralise´s aux autres types de
contraintes graˆce au the´ore`me suivant :
Theorem 3 Soit U , une borne supe´rieure connue du
proble`me initial P . Soit L, une borne infe´rieure d’une
relaxation convexe R de P . Si la contrainte gi(x) ≤ 0
est active au niveau de la solution optimale de R et si





Ce dernier the´ore`me permet d’exploiter toute
contrainte active pour tenter de re´duire le domaine
des variables.
Tous ces the´ore`mes sont de´taille´s et prouve´s dans
[26].
4.2 Approche de Kearfott : une RBO rigoureuse
base´e sur un encadrement rigoureux de la so-
lution duale
Le point critique dans les formules (4)(5)(6) de re´-
duction base´e sur l’optimalite´ re´side dans les solution
duales approximatives fournies par la me´thode du Sim-
plexe5. Notons que les techniques sugge´re´es par Neu-
maier et al [24] et utilise´es par la Quad ne permettent
pas de calculer une solution rigoureuse du proble`me
dual. Pour obtenir un re´sultat valide, les solutions
duales doivent donc eˆtre prouve´es afin de conserver
la rigueur du processus de re´solution par se´paration et
e´valuation. Kearfott [12] a explore´ cette approche dans
le cas particulier des relaxations line´aires. Conside´rons
le cas des relaxations line´aires compose´es uniquement
d’ine´galite´s :
min dTx
s.t. Ax ≤ b
(7)
Le dual de (7) est le programme line´aire suivant :
max bT y
s.t. ATλ = d
(8)
ou` λ de´note les variables duales utilise´es dans les for-
mules de la RBO. Le syste`me de Kuhn-Tucker (KT)6
permet d’obtenir les bornes infe´rieures et supe´rieures
rigoureuses des syste`mes (7) et (8).
(KT )
{
ATλ− d = 0
λi(Ai,:x− bi) = 0, 1 ≤ i ≤ m
(9)
ou` Ai,: est la i-e`me ligne de A.
Un re´sultat est bien connu est que si la i-e`me
contrainte Ai : x ≤ bi est inactive pour une solution
–i.e., l’ine´galite´ stricte x∗ < bi est vraie pour x
∗, la
solution du primal– alors la variable duale correspon-
dante (appele´e aussi multiplicateur de Lagrange) yi
est e´gale a` ze´ro. Par conse´quent, les contraintes inac-
tives doivent eˆtre identifie´es afin de rendre le syste`me
(9) line´aire. Cependant, cette approche soule`ve deux
proble`mes majeurs :
1. Puisque les contraintes d’e´galite´s sont remplace´es
par deux contraintes d’ine´galite´s, certaines des
contraintes de (9) sont redondantes. La me´thode
de Newton ne permet donc plus de valider les so-
lutions.
2. Les contraintes inactives sont identifie´es a` l’aide
des solutions duales approximatives fournies par
5Nous utilisons ici une imple´mentation efficace de la me´thode
du Simplexe i.e. une imple´mentation qui s’appuie sur des calculs
avec des nombres en virgule flottante.
6Pour une introduction de´taille´e au syste`me de Kuhn-Tucker,
voir [3].
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la me´thode du Simplexe (Les contraintes inac-
tives sont les contraintes dont la solution duale
est nulle).
Kearfott traite ces proble`mes en relaˆchant la relaxa-
tion. Par conse´quent, la me´thode finale de validation
base´e sur la me´thode de Newton applique´e a` (9) ne
re´ussie pas toujours, et quand elle re´ussi, les bornes
trouve´es sont plutoˆt larges en raison du relaˆchement
de la relaxation.
4.3 Une imple´mentation rigoureuse de la RBO ba-
se´e sur les techniques de la programmation par
contraintes
Comme nous l’avons de´ja` mentionne´, le point cri-
tique dans la me´thode de la RBO re´side dans l’ap-
proximation de la solution duale calcule´e par la me´-
thode du Simplexe. Autrement dit, a` cause des erreurs
d’arrondi, l’optimum global peut eˆtre perdu lorsque
la formule (4) est applique´e pour re´duire le domaine
d’une variable xi.
Une observation essentielle est que les techniques
de filtrage peuvent eˆtre utilise´es pour prouver qu’au-
cun point faisable n’est contenu dans le domaine de
xi lorsque celui ci est re´duit a` [xi, x
′
i]. De fait, si le
syste`me de contraintes
f(x) ≤ U
gi(x) = 0, i = 1..k
gj(x) ≤ 0, j = k + 1..m
(10)
n’a aucune solution lorsque le domaine de x est fixe´ a`
[xi, x
′
i], alors la re´duction calcule´e par la me´thode de
la RBO est valide. Si le filtrage ne peut prouver l’ab-
sence de solution au sein de la boˆıte conside´re´e, cette
boˆıte doit juste eˆtre ajoute´e a` L, la liste des boˆıtes qui
doivent encore eˆtre traite´es (cf. les algorithmes 1 et
2).
Le meˆme raisonnement s’applique a` la re´duction du
domaine de f , i.e., lorsque l’algorithme 2 tente d’ame´-
liorer la borne infe´rieure de la fonction objectif f graˆce
a` la formule (6).
L’algorithme 2 de´taille le nouveau processus de
calcul de la borne infe´rieure. Notez que l’al-
gorithme 1 reste presque inchange´ : seul l’ap-
pel f
x
′← LowerBound(x′) y est remplace´ par
(f
x
′ , x′,L)←LowerBound(x′, L, U,L).
5 Re´sultats expe´rimentaux
Afin d’e´valuer la contribution de l’approche base´e
sur la PPC, nous avons compare´ ses performances avec
celles de la me´thode propose´e par Kearfott [12] sur un
ensemble de 78 proble`mes d’optimisation globale. 17
d’entre eux, les proble`mes ’c-chem’, sont de´cris dans
Algorithm 2 Calcul d’une borne infe´rieure rigoureuse
avec la RBO
Function LowerBound(IN x, L,U ,L ; OUT (f
x′
,L) )
Lr←∅ % Lr : set of potential non-solution boxes
Compute f with Quad in x
for each variable x do
Apply formula 4 of OBR and
add the generated potential non-solution boxes to Lr














i = ∅ then reduce the domain of xi
else add Bi to L ; endif
endif
Apply formula 6 of OBR to reduce the
lower bound of the objective function f
Use 2B-filtering and Quad-filtering to validate the reduction
[25]. 6 d’entre eux proviennent des pages 140 a` 147
de la the`se d’Audet [1]. Les 55 proble`mes restant pro-
viennent de la bibliothe`que de tests 1 de COCONUT7.
Tous ces proble`mes ont moins de 100 variables et de
100 contraintes.
L’algorithme de se´paration et e´valuation est imple´-
mente´ au sein du solveur ICOS8. Les relaxations li-
ne´aires utilise´es pour le calcul de la borne infe´rieure
sont re´solues par le solveur de programmes line´aires
Coin/CLP9. L’e´tape de recherche d’une borne su-
pe´rieure repose sur le solveur de programmes non-
line´aires Coin/IPOPT10 base´ sur la me´thode du point
inte´rieur. L’ensemble des expe´rimentations a e´te´ effec-
tue´ sur un ordinateur portable e´quipe´ d’un Pentium
III a` 1Ghz.
Nous avons proce´de´ aux expe´rimentations sui-
vantes :
– un calcul de l’optimum global sans re´duction ba-
se´e sur l’optimalite´ (intitule´e “no OBR” dans les
tables) ;
– un calcul de l’optimum global avec une re´duc-
tion non-rigoureuse base´e sur l’optimalite´ (inti-
7http ://www.mat.univie.ac.at/∼neum/glopt/coconut/
Benchmark/Library1 new v1.html Les proble`mes teste´s sont :
alkyl, chance, circle, dispatch, ex14 1 1, ex14 1 2, ex14 1 3,
ex14 1 4, ex14 1 5, ex14 1 6, ex14 1 8, ex14 1 9, ex14 2 2,
ex14 2 5, ex2 1 1, ex2 1 10, ex2 1 2, ex2 1 4, ex2 1 5, ex2 1 6,
ex3 1 2, ex3 1 3, ex3 1 4, ex4 1 1, ex4 1 3, ex4 1 4, ex4 1 5,
ex4 1 6, ex4 1 7, ex4 1 8, ex4 1 9, ex5 2 2 case1, ex5 2 2 case3,
ex5 4 2, ex6 1 2, ex6 1 4, ex7 2 2, ex7 2 5, ex7 2 6, ex7 2 10,
ex7 3 1, ex7 3 2, ex7 3 3, ex8 1 1, ex8 1 5, ex8 1 6, ex8 1 8,







no OBR 2384.36 -
unsafe OBR 881.51 63.03%
safe OBR Kearfott 1975.95 17.13%
safe OBR CP 454.73 80.93%
Tab. 1 – Synthe`se des re´sultats (avec un timeout de
500s)
tule´e “unsafe OBR” dans les tables) ;
– un calcul de l’optimum global avec une re´duction
base´e sur l’optimalite´ utilisant la me´thode rigou-
reuse de Kearfott (intitule´e “safe OBR Kearfott”
dans les tables) ;
– un calcul de l’optimum global avec une re´duc-
tion base´e sur l’optimalite´ utilisant notre ap-
proche rigoureuse (intitule´e “safe OBR CP” dans
les tables) ;
Pour re´futer les boites rejete´es par la RBO, une com-
binaison entre un filtrage par 2B–consistance et le fil-
trage de la Quad a e´te´ utilise´e. Plus pre´cise´ment, le
filtrage de la Quad est seulement utilise´ quand le fil-
trage par 2B–consistance n’est pas capable de rejeter
les boites identifie´es par la RBO.
Le tableau 1 offre une synthe`se des re´sultats obte-
nus par les diffe´rentes me´thodes avec un timeout de
500s. La seconde colonne donne le temps global (en
secondes) ne´cessaire a` la re´solution de l’ensemble des
proble`mes. La dernie`re colonne donne le pourcentage
de gain de temps obtenu par la re´duction base´e sur
l’optimalite´ par rapport a` une simple me´thode de se´-
paration et e´valuation.
La seconde ligne du tableau synthe´tise les re´sultats
obtenus par une RBO non rigoureuse. Les re´sultats
fournis par l’algorithme de se´paration et e´valuation
sont donc susceptibles d’eˆtre faux. Toutefois, ces ex-
pe´rimentations soulignent le be´ne´fice potentiel de la
RBO dans un processus de se´paration et e´valuation.
De fait, la RBO peut ame´liorer significativement le
temps de recherche d’un optimum global.
Malheureusement, la quasi totalite´ de l’apport de
la RBO est perdu avec l’approche proˆne´e par Kear-
fott. A contrario, l’approche base´e sur la PPC pre´-
serve et ame´liore meˆme les performances. Une obser-
vation essentielle est que l’approche base´e sur la PPC
est capable de re´soudre tous ces proble`mes en moins
de 56s alors que l’approche de Kearfott est stoppe´e
avant d’avoir acheve´ ses calculs par le timeout de 500s
sur 3 des proble`mes.
Le lecteur peut eˆtre surpris par le fait que les per-
formances de l’approche base´e sur la PPC soient supe´-
rieures a` celle de la RBO non-rigoureuse. Un analyse
minutieuse des re´sultats permet d’expliquer ce point :
safe OBR safe OBR
name CP Kearfott % saving
himmel11 2.4 - -
ex5 2 2 case3 4.49 - -
c-chem7 10.5 - -
ex2 1 5 3.52 15.64 77.49%
ex7 2 5 2.19 7.14 69.32%
ex14 2 5 2.48 7.19 65.50%
ex7 2 10 0.16 0.41 60.97%
ex8 1 6 0.73 1.54 52.59%
ex14 2 2 3.05 6.38 52.19%
ex7 3 1 3.38 5.95 43.19%
ex2 1 1 0.25 0.21 -19.04%
ex9 1 9 0.11 0.09 -22.22%
ex2 1 4 1.25 1.01 -23.76%
ex9 2 8 0.05 0.04 -25%
c-chem18 4.83 3.57 -35.29%
ex3 1 2 0.19 0.14 -35.71%
c-audet147 0.61 0.44 -38.63%
c-audet140b 0.13 0.09 -44.44%
alkyl 32.45 20.55 -57.90%
ex5 2 2 case1 7.75 2.88 -169.09%
Tab. 2 – Safe OBR CP vs safe OBR Kearfott
il s’ave`re que les re´ductions errone´es de domaines effec-
tue´es par l’approche non-rigoureuse pe´nalise le calcul
de la borne supe´rieure courante de la fonction objectif.
L’approche base´e sur la PPC introduite ici est en-
viron cinq fois plus rapide que l’approche de Kearfott.
De fait, le surcouˆt duˆ a` notre approche reste ne´gli-
geable puisque le me´canisme de preuve s’appuie sur la
2B–consistance, une technique de filtrage ici peu couˆ-
teuse11. Ceci est mis en e´vidence dans le tableau 2 qui
compare les re´sultats obtenus par l’approche a` base
de PPC avec ceux de l’approche de Kearfott. Les 10
premiers re´sultats correspondent a` ceux ou` l’approche
a` base de PPC se comporte le mieux par rapport a`
l’approche de Kearfott. Les 10 derniers re´sultats cor-
respondent a` ceux ou` l’approche a` base de PPC se
comporte le moins bien par rapport a` l’approche de
Kearfott. La premie`re colonne donne les noms des pro-
ble`mes. La seconde colonne donne le temps total (en
secondes) ne´cessaire a` la re´solution du proble`me en
utilisant l’approche a` base de PPC. La troisie`me co-
lonne donne le temps total (en secondes) ne´cessaire a`
la re´solution du proble`me en utilisant l’approche de
Kearfott. La dernie`re colonne donne le pourcentage de
gain de temps de l’approche a` base de PPC par rap-
port a` l’approche de Kearfott.
11C’est la raison pour laquelle la technique plus couˆteuse de
la Quad n’est presque jamais mise en œuvre dans ces exemples.
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6 Conclusion
Nous avons montre´ ici comment les techniques de
filtrage issues de la programmation par contraintes
peuvent permettre une imple´mentation rigoureuse et
efficace de la re´duction base´e sur l’optimalite´. Graˆce
a` la programmation par contraintes, l’algorithme de
se´paration et e´valuation peut be´ne´ficier de l’apport de
la RBO a` l’aide d’un simple mais efficace processus de
re´futation.
Les premie`res expe´rimentation ont montre´ que notre
approche se comporte avantageusement par rapport a`
celle de Kearfott. En utilisant un processus de re´fu-
tation base´ sur la programmation par contraintes, la
RBO est en moyenne 5 fois plus rapide qu’avec la pro-
ce´dure de Kearfott. L’approche base´e sur la PPC ame´-
liore donc significativement le processus de se´paration
et e´valuation.
Une proce´dure de re´futation base´e sur la program-
mation par contraintes a permis une inte´gration simple
de la RBO. Cette approche semble assez ge´ne´rale pour
eˆtre applique´e a` d’autres me´thodes non-rigoureuses.
La prochaine e´tape consiste donc a` tester cette ap-
proche sur d’autres me´thodes non-rigoureuses dans le
but d’ame´liorer le processus de se´paration et e´valua-
tion.
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