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I. INTRODUCTION
One of the major challenges in designing receivers for wireless systems is mitigation of multipath effects through channel estimation and equalization. To facilitate channel estimation, current systems embed pilot symbols into the transmitted signal. An example is orthogonal frequency-division multiplexing (OFDM) systems where a number of subcarriers are assigned to transmit pilot symbols. The number of pilots is chosen to optimize throughput as a trade-off between the amount of bandwidth and power allocated to pilot transmission and fidelity of the channel estimate. In this work we seek to improve upon this trade-off through a unified receiver design that incorporates two main ideas: a) joint channel estimation and decoding and b) off-the-grid sparse channel estimation.
A. Joint Channel Estimation and Decoding
Classical receiver design employs a functional splitting of the process in the receiver into independent subtasks, as illustrated in Fig. 1 . Such a structure is suboptimal, since the information learned from the received signal in any of the subtasks is only utilized in subsequent subtasks. To remedy this sub-optimality feedback loops can be introduced between the functional blocks in the receiver. This is known as the turbo principle [1] due to the resemblance to iterative decoding of turbo codes.
Application of the turbo principle has lead to many iterative receiver designs, e.g. [2] - [6] . Common to these works is that each of the subtasks are designed independently. Typically each subtask optimizes an objective function that depends on a selected inference principle, e.g. maximum likelihood (ML), maximum a-posteriori probability (MAP) or minimum mean squared error (MMSE). The work [7] introduced receiver design from the perspective of inference in a factor graph. This allows receivers to be designed such that the subtasks work together to optimize a joint objective function, which for example could be the MAP estimate of the information bits. We refer to such receivers as joint channel estimation and decoding (JCED) receivers. Due to tractability and computational constraints, approximate inference methods must be employed for JCED receiver design. Examples of such approximated designs use expectation propagation in [8] , belief propagation (BP) with approximated messages in [9] , combined BP and mean-field (MF) in [10] , [11] , relaxed BP in [12] and generalized approximate message-passing (GAMP) in [13] .
B. Sparse Channel Estimation
The (wireless) channel impulse response (CIR) is often described in terms of distinct multipath components:
where δ(·) gives the Dirac delta function. Here,L is the number of multipath components and the lth channel multipath coefficient is denoted as α l ∈ C with corresponding multipath delay τ l ∈ R. In propagation scenarios where the number of multipath componentsL is relatively small, the model (1) is parsimonious and it is advantageous to perform channel estimation by estimating the parameters of this model, i.e.,
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estimatingL, α l and τ l for l = 1, . . . ,L. We refer to this approach as sparse channel estimation [14] - [17] . Sparse channel estimation can be posed as a compressed sensing reconstruction problem [18] . Most literature on compressed sensing and sparse channel estimation employs a gridbased approximation of the model (1) , where the estimates of the multipath delays are confined to a discrete set of possible values. Commonly, a sample-spaced grid is assumed, i.e., the spacing between the grid points is given by the inverse of the system bandwidth. The grid-based approximation results in a leakage effect [16] , [19] , which causes the CIR to only be approximately sparse in the grid-based representation [20] , [21] . From a compressed sensing point of view the effect of the grid-based approximation can be understood as a basis mismatch [22] . Many recent works have proposed methods for solving the sparse decomposition problem that arises in compressed sensing without resorting to a grid-based approximation; see for example [23] - [28] . To the authors' best knowledge, these "off-the-grid" methods have not previously been applied in the context of sparse channel estimation.
C. Contributions and Prior Art
In this work, we build on recent advances within both JCED iterative receiver design and off-the-grid sparse channel estimation to derive a receiver that merges these two techniques.
Several prior works incorporate sparse channel estimation in an iterative receiver. In [20] , [21] a joint sparse channel estimation and detection scheme is proposed. Channel decoding is not considered in the joint processing and an EM algorithm is used for channel inference. The delay values are restricted to the sample-spaced grid.
The works [12] , [13] consider JCED receiver design for OFDM systems via GAMP and relaxed BP. The multipath delays are restricted to the sample-spaced grid. In [12] the CIRs in the numerical evaluations fulfill this restriction, thus avoiding any leakage effects by introducing an unrealistic channel model. In [13] continuous-valued delays are assumed and it is shown that the CIR is not sparse on the imposed sample-spaced grid. Numerical evidence shows that the multipath coefficients follow a super-Gaussian density which is modelled via a two-component Gaussian mixture. One of the component variances is shown to be small and the use of the Gaussian mixture together with a sample-spaced grid can be seen as a surrogate of the CIR model in (1) . When the variance of one of the Gaussian mixture components is set to zero, the sparse channel model on the grid is recovered.
With channel estimation based only on the pilots, the offthe-grid sparse channel estimation problem is equivalent to that of line spectral estimation [17] . The work [24] presents a MF algorithm for line spectral estimation and it is shown that the Bernoulli-Gaussian prior [29] is a powerful and tractable sparsity-inducing model for line spectral estimation based on MF. Our off-the-grid sparse channel estimator is inspired by [24] and use the Bernoulli-Gaussian prior model, but also differs from [24] in several aspects; a) at the data subcarriers the observations are modulated with the unknown data symbols, b) we assume that the multipath component coefficients fully factors in the posterior pdf and c) to reduce computational complexity we use a point-estimate of the multipath delays.
We use the combined BP and MF (BP-MF) framework of [30] as the foundation of our algorithm derivation, but also depart from BP-MF in several ways. We show how the BP-MF framework can be modified to provide approximate ML estimation of model parameters, how variables can be estimated jointly to improve convergence speed and how some variables can be point estimated as an approximate MAP estimate, such that a tractable algorithm with low computational complexity is obtained. In particular, a point-estimate of the multipath delays is found via Newton's method as proposed in [23] .
Our receiver only uses a few parameters (specifically the two parameters of the Bernoulli-Gaussian prior model, sparsity level ρ and multipath coefficient variance η) to describe the statistical properties of the wireless channel and these are inherently estimated. This is in contrast to for example the linear MMSE (LMMSE) channel estimators (which requires apriori specification of the second-order statistics of the channel transfer function) [5] , [31] and the GAMP receiver [12] (which relies on the second-order statistics of the CIR at all multipath delays on the sample-spaced grid).
D. Notation and Contents
We denote column vectors as a and matrices as A. Conjugate (Hermitian) transpose is denoted as (·)
H and nonconjugate transposition as (·)
T . The scalar a i or [a] i gives the ith entry of vector a, while a S gives a vector containing the entries in a at the indices in the integer set S. The set difference operator S\{i} gives the index set S with index i removed; we abuse notation slightly and write S\i for short. The notation [A] i,k gives the (i, k)th element of matrix A. We denote the vector a with the ith element removed as a \i and use a similar notation for matrices with columns and/or rows removed (e.g. [A] i,\k for the ith row with kth entry removed). The notation diag(a) denotes a matrix with the entries of a on the diagonal and zeros elsewhere. The indicator function 1 [·] gives 1 when the condition in the brackets is fulfilled and 0 otherwise. The notation a ∝ e b denotes exp(a) ∝ exp(b), which implies a = b+const. The probability density functions of the (vector) complex normal is defined as
The notation unif(x; 0, T ) gives the continuous uniform probability density function on the interval [0, T ] and Bern(x; ρ) gives the Bernoulli probability mass function for x ∈ {0, 1} with probability of success ρ. We use * to denote convolution. The paper is structured as follows: In Section II we specify the observation model. In Section III our approach to approximate Bayesian inference is discussed. The inference algorithm is derived in detail in Section IV. Section V presents the numerical evaluation. Conclusions are given in Section VI.
II. MODELLING
We consider data transmission using a single-input singleoutput OFDM system. Since we do not exploit any structure between consecutive OFDM symbols, we model the sequence of transmitted OFDM symbols to be independent and identically distributed (i.i.d.). The OFDM system transmits P pilot subcarriers and D data subcarriers, such that the total number of subcarriers per symbol is N = P + D. The sets P and D give the indices of the pilot and data subcarriers, respectively. It follows that D ∪ P = {1, . . . , N } and D ∩ P = ∅.
A. OFDM System
The K (equi-probable) information bits to be transmitted are stacked in vector u ∈ {0, 1} K . These bits are coded by a rate R coder and interleaved to get the K/R coded bits c = C(u). The interleaving and coding function C : {0, 1} K → {0, 1} K/R can represent any interleaver and coder, e.g. a turbo [32] , low-density parity check (LDPC) [33] or convolutional code. We split the coded bits c into subvectors
contains the Q bits that are mapped to the ith subcarrier. The complex symbols
where A D is the data symbol alphabet. The pilots are selected in the pilot symbol alphabet A P ⊂ C. In OFDM, A D is typically a 2 Q -ary quadrature amplitude modulation (QAM) alphabet and A P a quadrature phase shift keying (QPSK) alphabet. The pilot and data symbols are stacked in vector x. Vector x D contains the data symbols and x P contains the pilot symbols.
We define the effective CIR as
where g(τ ), c RX (τ ) and c TX (τ ) are the impulse responses of the channel and the anti-aliasing filters in the receiver and transmitter, respectively. We have the usual assumption in OFDM of time-limited effective CIR:
where T CP is the cyclic prefix duration. By (A1) the OFDM system operates without inter-symbol interference, and we can consider a single OFDM symbol. The OFDM transmitter emits the baseband signal
where ∆ f gives the subcarrier spacing and
f is the OFDM symbol length. The received signal is
wherew(t) is a white Gaussian noise process. The receiver samples r(t), removes the cyclic prefix and calculates the discrete Fourier transform to obtain the observed vector y. Assumption (A1) ensures that orthogonality of the subcarriers is preserved. It can be shown [34] that
where X = diag(x) and w is a white Gaussian noise vector with component variance β. The vector h contains samples of the (continuous) Fourier transform of g eff (τ ) at the subcarrier frequencies, i.e., its entries are
From (1), (2) and by the convolution theorem, we get
where C is a diagonal matrix with the diagonal given as samples of the Fourier transform of c TX (τ ) * c RX (τ ) at the subcarrier frequencies. The matrix Ψ(τ ) ∈ C N ×L has (n, l)th entry exp(−j2π∆ f nτ l ), n = 1, . . . , N , l = 1, . . . ,L. For ease of notation, we define ψ(τ l ) as the lth column of Ψ(τ ). We have stacked the channel multipath coefficients and delays into
In the following we make the common assumption that C = I, i.e., that the combined response of the anti-aliasing filters is flat over the system bandwidth. If this is not the case, the effects of the filters can easily be included in the dictionary matrix Ψ(τ ), as shown in [35] .
We recognize from (7) that h is a superposition of complex sinusoids. Thus, given the data symbols in X, the estimation ofL, α and τ from (5) reduces to line spectral estimation.
B. Validity of the CIR Model
The channel model (1) is certainly not valid in all propagation environments. It assumes that the CIR is composed of a small number of dominant components, while the remaining energy is assumed to be below the noise floor. This has indeed been demonstrated to be the case for the ultra-wideband channels that are considered for 5G wireless communications [36] , [37] and underwater acoustic channels [38] . For further discussion of the validity of the sparse channel assumption, see [14] , [39] and references therein. As demonstrated in Sec. V, our algorithm, which is developed based on this assumption, performs well even if the number of multipath componentsL is large (L N ∆ f T CP ) and the individual components in (1) can no longer be resolved.
Even if the CIR can be modelled as a small number of distinct components (pulses) in the delay domain, it is not given that the Dirac delta is a good model for the shape of that pulse. The Dirac delta has constant frequency response within the system bandwidth (N ∆ f ) and this is in fact the only assumption we have made on the pulse shape (the pulse shape must also be such that (A1) is satisfied). The Dirac delta pulse in (1) can thus be replaced by any other pulse with constant frequency response within the system bandwidth and we would arrive at the same signal model.
C. Probabilistic Model of the OFDM System
We are now ready to present a probabilistic model which describes the complete OFDM system. The model expresses the joint probability of all variables in the system as a product of factors. This factorization of the joint probability is represented as the factor graph depicted in Fig. 2 . In the following we introduce the variables and factors in the factor graph, moving from right to left. The interleaving, coding and modulation of the data bits are described in Sec. II-A. The subgraph characterizing the system implementing these tasks, involves the factors
The factor f C (c, u) describes the interleaving and channel coding process. By zooming in this factor can be replaced with a subgraph involving auxiliary variables and factors which describe the structure of the channel code and interleaver. The subgraph characterizing the observation process described by (5) and (7) involves the following factors for pilotand data subcarriers, respectively:
When we say that the CIR in (1) is sparse we understand that the number of multipath componentsL is relatively small. To model this property we use a Bernoulli-Gaussian prior which assigns large probability to the event α l = 0. We model L multipath components (usually L ≥L) of which only a subset is activated, i.e. has α l = 0. This allows us to derive an algorithm which inherently estimates the number of multipath components. In our implementation we select L = N , as we cannot reliably estimate more multipath components than there are observed subcarriers. Each component is assigned an activation variable z l ∈ {0, 1}, which is 1 when said multipath component is active and 0 otherwise. The sequence
where each z l is assigned a Bernoulli prior with activation probability ρ:
where we have defined the set of multipath component indices L = {1, . . . , L}. The prior density of the multipath coefficient α l is conditioned on z l , such that z l = 0 implies α l = 0 and z l = 1 gives a Gaussian density with variance η:
When performing inference in this model, the estimated number of active multipath components isL ||α|| 0 , whereα is a vector containing the estimates of α l for all l ∈ L.
We finally need to impose a prior model on the multipath delays τ l , l ∈ L. The only prior information available is through the assumption that for all l ∈ L we have 0 ≤ τ l ≤ T CP so an i.i.d. uniform prior is used:
III. INFERENCE METHOD
The BER optimal receiver computes the MAP estimatê
where K = {1, . . . , K} is the index set of the information bits. The pdf p(u k |y; ρ, η, β) ∝ p(u k , y; ρ, η, β) can ideally be found by marginalizing all variables but u k in the joint pdf
Calculating the marginals of u k , k ∈ K, is intractable and we resort to approximate Bayesian inference.
A. Combined Belief Propagation and Mean-Field
Our inference method is based on the merged belief propagation and mean-field (BP-MF) framework of [30] . In this framework a so-called belief function is found for each variable in the factor graph. The belief function is an approximation of the posterior pdf or pmf of that variable. We abuse notation and let q(a) denote the belief of variable a. When the set of belief functions has been calculated, the MAP estimate of the kth data bit is easily found as the mode of q(u k ). For tractability we obtain a point-estimate of some variables; (ẑ,τ ) are approximate MAP estimates of (z, τ ) and (ρ,η,β) are approximate ML estimates of (ρ, η, β).
At the heart of BP-MF lies the so-called region-based free energy approximation (RBFE) [40] . The RBFE is obtained by splitting the factor graph into MF and BP subgraphs. In Fig. 2 we have indicated the splitting by a dashed line. The RBFE 1 is a functional of the point-estimatesẑ,τ ,ρ,η,β and the belief functions
The expression of the RBFE is given in Appendix A. BP-MF seeks to minimize the RBFE under a number of normalization and consistency constraints. The messages of BF-MF are derived such that at convergence they satisfy the Karush-Kuhn-Tucker conditions of the constrained RBFE minimization, i.e., a (possibly local) minimum of the constrained problem is found. See [30] for a more detailed discussion of BP-MF.
The understanding of BP-MF as RBFE minimization allows us to make a number of adaptations to the message-passing scheme to improve convergence speed. Further, we will see that this understanding is useful when analyzing convergence of the algorithm.
B. Point-Estimation with BP-MF
For tractability we wish to find a point-estimate of (z, τ , ρ, η, β). In [30] it is proposed to point-estimate variables with BP-MF by including them in the variational inference and restrict their beliefs to Dirac or Kronecker delta functions. In this paper we take a conceptually different approach and let the RBFE be a function of the point-estimated variables. The point estimates are obtained as the minimizers of the RBFE. The resulting estimators are the same with both approaches. We also note that in a pure MF context both approaches correspond to variational EM estimation with all other variables treated as latent variables [30] , [41] . To point-estimate the model parameters (ρ, η, β) with the approach in [30] , one needs to impose an improper (flat) prior on these parameters. Such improper priors cannot be rigorously treated when forming the RBFE. Our approach avoids such technical difficulties. As explained next, with our approach,ρ,η andβ can be interpreted as approximate ML estimates andẑ l andτ l can be interpreted as approximate MAP estimates.
All of the point-estimated variables (z, τ , ρ, η, β) are only present in the MF subgraph. Following an approach similar to [42] a lower bound on the log model evidence can be obtained:
where F BP-MF is the RBFE (34) and the constant only depends on beliefs in the BP subgraph (including q(x i ), for i ∈ D), i.e., it does not depend onẑ,τ ,ρ,η,β and q(α l ) for l ∈ L.
Minimization of the RBFE with respect to (ρ,η,β) thus leads to maximization of the lower bound on the log model evidence and the estimates are thus approximate ML estimates. Similarly, we have the lower bound
where F BP-MF is again the RBFE (34) and the constant is different from (9) but again does not depend onẑ,τ ,ρ,η,β and q(α l ) for l ∈ L. By Bayes rules we have proportionality between the joint pdf p(y,ẑ l ;ρ,η,β) and the posterior pdf p(z l |y;ρ,η,β). The update ofẑ l can then be recognized as an approximate MAP estimate. A similar argument can be made for the update ofτ l .
C. Relation to Prior Art
To relate our receiver algorithm to current methods, we note that the decoding of many popular channel codes can be described as an instance of BP [43] in a factor graph [44] - [46] . For example, BP decoding of a convolutional code leads to the BCJR algorithm [47] . We see in Fig. 2 that the merged BP-MF algorithm employs BP in the subgraph which represents the channel code, i.e., standard techniques are used for decoding.
Similarly there are examples in the literature of MF inference in factor graphs which resemble the MF subgraph of our receiver. The work [24] uses a Bernoulli-Gaussian prior model similar to that in our work, while [23] , [25] use a hierarchical sparse Bayesian learning model.
The strength of the BP-MF framework is now clear: It allows us to merge existing methods for channel decoding and sparse estimation into one unified receiver algorithm, which is formally derived as RBFE minimization.
IV. SPARSE BP-MF RECEIVER ALGORITHM
To minimize the RBFE, we apply the BP-MF algorithm given by Eq. (21)- (22) in [30] within the factor graph of Fig. 2 . In the following we use the notation · a to denote expectation with respect to the belief density q(a). We follow the convention of [30] in naming the messages. In [11] a similar BP-MF receiver is derived, which does not exploit channel sparsity.
A. Message Passing for Channel Estimation 1) Update of Coefficient Belief: We start by finding belief updates in the MF subgraph. To find the update of q(α l ), we calculate the messages passed to the node α l :
which holds for all l ∈ L, i ∈ D and j ∈ P. Taking the product of all messages going into the node α l gives its belief:
with the active component mean and variancê
where we have introduced
Note that the belief of inactive components (ẑ l = 0) becomes a point mass at α l = 0, thus eliminating the influence of that component in the product XΨ(τ )α. We have defined the set of currently active components asÂ {l :ẑ l = 1} and the
2) Joint Update of Delay and Coefficient Belief: We now turn our attention to the estimation of the multipath delays τ l . To improve the convergence speed of the algorithm, we find this update by minimizing the RBFE jointly with respect to the beliefs q(α l ) andτ l . Due to the prior p(τ l ), the following expressions are valid forτ l ∈ [0, T CP ]. We are only concerned with active components, i.e., l ∈Â and thusẑ l = 1. Writing only the terms of the RBFE (34) which depend on q(α l ) and τ l , we get
with
whereσ 2 l ,μ l , s l and q l are given by (12) - (15) and thus implicitly are functions ofτ l . We need to minimize (17) under the normalization constraint q(α l ) dα l = 1. To do so, define
The result in (20) is easily obtained by noting that (17) can be rewritten as
where KL[·||·] is the Kullback-Leibler divergence. The coefficient belief is selected as the maximizingq(α l ) in (19), i.e., q(α l ) = Q(α l ,τ l )/ Q(α l ,τ l ) dα l , which is easily shown to coincide with the result in (11). Since s l is constant with respect toτ l , we find the delay aŝ
We recognize the objective function in (22) as the periodogram of the residual vector r. While it is possible to find the maximizer of the periodogram, doing so has high computational cost. In our iterative algorithm, we instead find an update ofτ l which cannot increase the objective in (22) . Denote the updated delay estimate asτ . Our scheme now reads: Functions g τ (τ l ) and g τ (τ l ) are the first and second derivatives of the objective in (21) . The scheme gives the Newton update ofτ l if this value increases the objective function and otherwise resorts to a gradient ascent with a backtracking line search. We have the following lemma, which we will use in the convergence analysis:
Lemma 1: The procedure listed in step 1-2, above, followed by an update of q(α l ) leads to a non-increasing RBFE.
Proof: First, note that the updatedτ l , does not decrease g τ l (τ l ). It then follows that by selecting the maximizingq(α l ) in (19) , the RBFE is non-increasing.
3) Joint Update of Activation Variable and Coefficient Belief: We now turn our focus to the update of the activation variableẑ l . It is again desirable to perform a joint update of z l and q(α l ). We proceed in a similar way as we did for the multipath delays. The terms of the RBFE (34) which depend on q(α l ) andẑ l are denoted as F BP-MF (q(α l ),ẑ l ). We then define
This result is easily obtained by following steps analogous to (17) - (21) . The activation variable is given by the decision
If the above criterion is true we setẑ l = 1; otherwise we setẑ l = 0. The corresponding update of q(α l ) is given as the maximizingq(α l ) in (23), which remains as in (11) . The criterion in (25) is the same as that obtained in [24] . 4) Update of Channel Parameter Estimates: The channel parameters (ρ, η, β) are estimated as the values which minimize the RBFE. Writing only the terms of the RBFE (34) which depend on the channel parameters:
where
It is readily seen that F BP-MF (ρ,η,β) can be minimized independently with respect to each of the parameters. By taking derivatives and equating to zero we find the global minima (the second derivatives are all positive):
5) Iterating all Coefficient Beliefs Ad-Infinitum: We now continue and calculate in closed form the beliefs q(α l ), l ∈Â, of all (active) coefficients that result from iterating the updates of all coefficient beliefs ad-infinitum. Doing so increases the convergence speed of the algorithm.
Since q(α l ) = δ(α l ) for all l ∈ L\Â, the following discussion is only concerned with the belief of active components. First note that the variance (13) 
for all l ∈Â. The matrix Q is of size |Â| × |Â| and we have abused notation in using l, k as indices into this matrix,
The above equation is recognized as the Gauss-Seidel [48] iteration for solving the system of linear equations
It follows that the updates ofμ l , for all l ∈Â, converge to the solutionμÂ found by solving (31) . We note that in the hypothetical special case where the beliefs of X are point estimates (or equivalently known without uncertainty) y = XΨ(τÂ)αÂ + w is a linear observation model with Gaussian noise. In this case, the estimator µÂ = Q −1 p reduces to the LMMSE estimator of αÂ in the linear observation model under the Bayesian model dictated by the current beliefs of the remaining variables. The estimator µÂ = Q −1 p is, however, not the LMMSE estimator of αÂ when the uncertainty of the estimate of X is considered.
B. Message-Passing for Decoding
In the previous subsections we derived the belief functions q(·) of the variables whose factor neighbours are in the MF subgraph only. In the BP subgraph, i.e., detection, demapping, decoding and deinterleaving, we instead focus on calculating the messages that are passed in the factor graph. All messages passed to the BP subgraph, are functions of discrete variables (i.e., coded or information bits) and it is therefore tractable to calculate these messages directly by the sum-product algorithm. This has been studied thoroughly in the literature for various different coding schemes, see e.g. [44] , [45] . Due to space constraints, we will not discuss this part of the algorithm in detail.
The only messages in the BP subgraph that cannot be calculated by direct evaluation of the sum-product algorithm are
where h i [Ψ(τ )α] i is the channel frequency response at subcarrier i. Its mean and second moment are
Note that even though the above expression has the form of a Gaussian, the messages are probability mass functions obtained by evaluating the above Gaussian at the points of the symbol alphabet A D followed by appropriate normalization. The messages n xi→f M i (x i ) constitute the interface from the continuous-valued channel estimator to the discretevalued decoder. The mean in (32) can be interpreted as an LMMSE estimate as follows: Consider the observation model y i = h i x i + w i where p(w i ) = CN(w i ; 0,β) and let q(α l ) be the true density α l andτ l be the true value of τ l . Impose a prior p(
By letting σ 2 xi → ∞ to express that we have no prior information on x i , we recover the mean in (32) . Note that a similar analogy does not exits for the variance (32) .
When BP messages have been passed in the BP subgraph, the beliefs of the data symbols x i , i ∈ D, are calculated from
Since q(x i ) is a probability mass function, we can use straightforward evaluation of finite sums to obtain X x D and X H X x D , which are used in the belief updates in the MF subgraph.
C. An Incremental Algorithm
Algorithm 1 combines the derived belief update expressions into an iterative scheme that performs joint sparse channel estimation and decoding. The algorithm is split into two parts: channel estimation (lines 5 -30) and decoding (line 32). The outer loop alternates between these two steps until the information bit estimates have not changed in 10 iterations or a maximum of 50 iterations is reached.
The scheduling of the channel estimation is inspired by [23] . The basic idea is to construct a sparse representation of the wireless channel in the form of (7) by sequential refinement of the multipath components in the constructed 
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Iterate message-passing in the BP subgraph.
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Update the beliefs q(xi) from (33) . 34 end channel model. One component is determined by the set of parameters (z l , α l , τ l ) for a particular index l. All multipath components are initialized in the inactivated state, i.e.,ẑ is the zero vector.
The channel estimation procedure alternates between two stages: In the activation stage (at line 7) one of the inactive components are activated and its multipath delay and coefficient is calculated. The activation criterion (25) determines if the component should stay activated. In the second stage (starting at line 20), all active components are sequentially refined. Again, the criterion (25) determines if a component should be deactivated. The channel estimation thus iteratively adds, updates and possibly removes components until the stopping criterion is fulfilled. The multipath delays are tracked via the scheme in Sec. IV-A2 in a way that resembles the operation of a rake receiver [49] . The approach presented here differs from rake receivers by providing an integral criterion for inclusion an exclusion of components (rake "fingers") via (25) . The multipath delay of the newly activated component is found via a maximization over the gridτ . The grid should have a sufficiently fine resolution, such that the initial estimate of the delay is close to the global maxima in (22) . We choose the distance between points in the grid as (N ∆ f ) −1 /8. As inner stopping criterion we use |1/β
, where t gives inner iteration number. The number of inner iterations is limited to 50.
During the first outer iteration the decoder has not been used yet and symbol beliefs q(x i ) are not available for the data subcarriers (indices i ∈ D). During the first iteration the channel estimator therefore only uses the pilot subcarriers (indices j ∈ P). We initialize the noise variance asβ = ||y|| 2 /N and the active component prior variance asη = 1. The activation probability is initialized asρ = 0.5. To ensure that a sufficient number of components are added to the model, the activation probability is kept fixed during the first outer iteration.
D. Convergence Analysis and Computational Complexity
We now wish to analyze the convergence properties of Algorithm 1. First recognize that the algorithm alternates between updates in the MF and BP subgraphs of Fig. 2 . To analyze convergence, we discuss under which conditions each of these sets of updates lead to a non-increasing RBFE. If all updates give a non-increasing RBFE it can be concluded that the algorithm converges.
We first discuss the updates in the MF subgraph, i.e., of belief functions q(α l ) (l ∈ L) and point-estimates (ẑ,τ ,ρ,η,β). During these updates the messages m BP f M i →xi (x i ) are kept fixed. The joint update ofτ l and q(α l ) gives a non-increasing RBFE as per Lemma 1. A similar conclusion can be drawn regarding the joint update ofẑ l and q(α l ). The individual update of q(α l ) is found via the method of Lagrange multipliers applied to the RBFE with normalization constraint q(α l ) dα l = 1. The second order functional derivative of the RBFE
is a positive semi-definite function; it follows that the RBFE is convex in this argument. It can be concluded that the update of q(α l ) is the global minimizer of the RBFE and the objective is thus non-increasing. A similar conclusion can be drawn regarding the channel parameters, cf. Eq. (26) . All updates in the MF subgraph thus give nonincreasing RBFE.
We now analyze the convergence in the BP subgraph, i.e., the updates of belief functions q(x i ), q([c (i) ] q ) and q(u k ). Considering the belief functions of variables in the MF subgraph as fixed and ignoring scaling and constant terms, the RBFE is equal to the Bethe free energy corresponding to the factorization (see [30, 
Further, all messages in the BP subgraph are equal to the messages obtained from BP applied to the above factorization.
This means that we can analyze the behaviour of messagepassing in the BP subgraph, by analyzing BP applied to the above factorization. If the factor graph does not contain any loops it can be shown that BP globally minimizes the Bethe free energy [30] , [40] (which in this case is equal to the Gibss free energy) and convergence of the complete BP-MF receiver algorithm is guaranteed. Recall that the factor p(c|u) describes the channel code and may be replaced by a number of auxiliary variables and factors. The specific structure of the BP factor graph is thus determined by the channel code. In the special case of convolutional channel coding with binary or quadrature phase-shift keying (BPSK or QPSK) modulation, the BP graph does indeed become a tree-graph and convergence of Alg. 1 is guaranteed. If the modulation order is higher than QPSK, loops occur between f Mi and f C and convergence can thus not be guaranteed. For other common channel codes such as Turbo and LDPC codes the subgraph represented by f C contains loops. However, BP has empirically been shown to converge for decoding of many channel codes and it is a well known practice to use BP even though convergence cannot be guaranteed theoretically, see e.g. [44] - [47] . When BP does converges it has been shown to be to a (local) minimum of the Bethe free energy [50] , which further explains why we do indeed obtain convergence of Alg. 1 in our numerical investigations. There exists conditions under which BP is guaranteed to converge in loopy graphs, e.g. [51] , [52] . These are, however, not applicable to our situation.
We now turn our attention to the computational complexity of the channel estimator, i.e., the loop starting at line 5. The most demanding part of the channel estimation in terms of computational complexity is the calculation ofμÂ via (31) . We show in Appendix B that (under a conjecture) this update can be calculated in time O min(L 2 N,LN √ N ) , whereL is the number of components currently included in the model.
The grid search in line 11 is recognized as the maximization of the periodogram on a grid, which can be calculated via a fast Fourier transform in time O(N log N ) when the grid is assumed to be of size O(N ).
The loop starting at line 21 necessitates the calculation of r in (16) . Direct evaluation is a computation of order O(LN ) for each of theL iterations in the loop. By updating r with each change toμ, the direct evaluation can be avoided and the complexity of each iteration in the loop becomes O(N ), which is the same as that of all other operations inside the loop. The overall complexity of the loop is thus O(LN ).
With these remarks, we see that the overall complexity per iteration of the channel estimator is O min(L 2 N,LN √ N ) .
V. NUMERICAL EVALUATION
In our numerical evaluation we use an OFDM system as described in Sec. II with parameters listed in Table I . We use a rate-1/2 non-systematic convolutional channel code, decoded by the loopy BP implementation from the Coded Modulation Library. 2 The pilot signals are chosen at random from a QPSK alphabet. The pilot subcarriers are located equispaced, i.e., the number of data subcarriers between any adjacent pair of pilot subcarriers is fixed. The selected number of subcarriers N = 601 ensures that both the first and last subcarriers are pilots.
We use a stochastic channel model with an exponentially decaying power delay profile. The channel responses (1) are generated as follows: First, the number of multipath compo- nentsL is drawn from a zero-truncated Poisson distribution 3 with λ = 5 (the mean number of multipath components is then 5.034). TheL multipath delays in τ are drawn independently and uniformly from (0, τ max ) and theL coefficients in α are drawn independently from the conditional densities
where u is chosen such that E |h i | 2 = 1 and v = 1.5 µs. The noise variance is calculated based on the realization of the channel frequency response as β = ||h|| 2 2 /(SNR · N ). In our numerical investigation, we asses the performance of the considered receivers in terms of average coded bit error rate (BER) and normalized mean squared error (MSE) of the channel frequency response vector, calculated as ||ĥ − h|| 2 /||h|| 2 . These averages are obtained from 2500 Monte Carlo trials (5·10 6 information bits), with each trial containing one OFDM symbol. For SNR ≥ 20 dB we use 15,000 trials (3 · 10 7 information bits) to get reliable BER estimates. The OFDM symbols and channel realizations are generated i.i.d. according to the above description.
A. Evaluated Algorithms
We evaluate our algorithm (Off-the-grid BP-MF) and compare with the following reference algorithms:
Turbo-GAMP [13] : The algorithm employs a sample-spaced grid in the delay domain, i.e., the resolution of the grid is T s = (N ∆ f ) −1 ≈ 111 ns. We use a grid with L pre = L post = 20 extra grid points (taps) before and after the cyclic prefix to capture sidelobe energy. The channel model that we use here does not include clustering effects and we therefore use the version of Turbo-GAMP without the hidden Markov model of the chain tap clusters. For each channel tap coefficient a largetap and small-tap variance is provided along with a large-tap probability (see [13] for more details). These are estimated via the EM algorithm provided in [13] from 10, 000 channel realizations. Turbo-GAMP is provided with significant prior 3 The pmf of the zero-truncated Poisson distribution is p(k) = information on the CIR via these statistical values. We also provide Turbo-GAMP with the true noise variance, as [13] does not give a way to estimate this value.
Freq.-domain BP-MF [11] , [53] : The algorithm directly estimates the channel frequency response h via a BP-MF framework. This receiver can be considered as a JCED extension of a receiver with LMMSE channel estimation. As the prior on h we use a zero-mean complex normal distribution with the robust covariance matrix 4 described in [31] . Oracle Channel Estimator: This receiver is provided with the true value of the noise variance β and uses an oracle channel estimator, which computes an LMMSE estimate of h with the knowledge of the transmitted symbol vector x (i.e., both pilots and data are known), the vector of delays τ and the probability density function of the channel multipath coefficients in α, i.e., the probability density function of h is known exactly. From the point estimate of h, the messages n xi→f M i (x i ) are computed for all i ∈ D (see (32)), followed by 5 iterations in the BP subgraph of Fig. 2 . We note that this receiver computes a very accurate channel estimate and we have observed that its BER performance is on par with a receiver that has knowledge of the true channel frequency response vector h (perfect channel state information).
B. Varying the Signal-to-Noise Ratio We conjecture that the error floor observed for Turbo-GAMP in high SNR is caused by the restriction of the delays to the sample-spaced grid in its design. If the delays are generated to be located on such a grid, the performance of Turbo-GAMP is very close to that of the oracle channel estimator (not shown here). We have also investigated a version of Turbo-GAMP with the small-tap coefficient variance set to 0 and noted that it does not yield better performance than the version of Turbo-GAMP shown here. We note that such error floors in BER and MSE have previously been observed for other gridbased sparse channel estimation algorithms, see for example [16] , [35] .
C. Varying the Number of Pilots
In Fig. 4 we vary the number of pilot subcarriers to investigate if the increased channel estimation accuracy offered by our algorithms allow for decreasing the number of pilots without significantly impairing the performance.
With an equispaced pilot pattern, the pilot spacing 5 should obey ∆ P > 1/(∆ f T CP ). If this is not the case, the channel estimate obtained in the first iteration (where only pilot subcarriers are used) is of such low accuracy that the iterative processing does not converge to an estimate with low BER. From the viewpoint of sparse channel estimation, this can be understood as an identifiability issue; even in the noise-free case with a single multipath component, the pilot observations does not uniquely determine the delay of that component on the interval [0, T CP ]. In a compressed sensing context the criterion ∆ P > 1/(∆ f T CP ) ensures that the dictionary matrix have the restricted isometry property (RIP). For the frequencydomain BP-MF receiver (which uses LMMSE channel estimation), the criterion ensures that the coherence bandwidth is larger than the frequency separation (∆ P ∆ f ) between pilots. We can also understand the phenomenon from the viewpoint of Nyquist-Shannon sampling where time and frequency have switched role; the channel frequency response is sampled (in the frequency domain) with rate 1/(∆ f ∆ P ), which fulfills the Nyquist-Shannon sampling criterion if the power delay profile is supported on the interval [0,
When the CIR is sparse the criterion on the pilot spacing can be circumvented by employing a non-equispaced pilot pattern. This is essentially an application of the principle of compressed sensing [18] , allowing fewer frequency-domain samples of the channel frequency response than dictated by the Nyquist-Shannon sampling theorem. For the Off-the-grid BP-MF receiver we use a pilot pattern which is generated according to the method in [54] . We have observed that all reference algorithms achieve the best performance with an equispaced pilot pattern, which is therefore used in the numerical evaluation.
In Fig. 4 we clearly see that Off-the-grid BP-MF can operate with significantly fewer pilots than the reference schemes. The criterion ∆ P < 1/(∆ f T CP ) dictates a pilot spacing less than 13. The identifiability issue is clearly seen, since the reference algorithms work well at 51 pilots (∆ P = 12), while their BER increases significantly at 41 pilots (∆ P = 15). Off-the-grid BP-MF performs well with significantly fewer pilots due to the use of a non-equispaced pilot pattern and a sparse channel estimator. We reiterate that Turbo-GAMP did not show lower BER when using a non-equispaced pilot pattern, because it does not fully exploit the sparsity of the CIR.
D. Varying the Number of Multipath Components
We now investigate how the algorithms perform when the assumption of a small number of multipath components is not fulfilled. The performance versus the mean number of multipath components is shown in Fig. 5 . These mean values are obtained by setting the parameter λ of the zero-truncated Poisson distribution as λ = 1, 3, 5, 13, 32, 80, 200, 500, 1200.
All the algorithms show decreasing BER performance as the number of multipath components grows. This is because less structure is present for channel estimation and therefore the estimation problem becomes harder (the channel degrees of freedom increases). For Freq.-domain BP-MF the decrease in structure is incarnated as a more frequency-selective channel, which deteriorates the estimator performance. For the sparse channel estimators the increasing number of multipath components means that the CIR cannot be resolved into distinct multipath components, thus deteriorating performance. We note that the BER performance of Off-the-grid BP-MF is better than or on par with Freq.-domain BP-MF no matter how many multipath components are present. Specifically, the sparse channel estimator performs as well as an LMMSE channel estimator when the individual multipath components cannot be resolved, while offering lower BER when the multipath components can be resolved.
E. Convergence Speed
We now proceed to investigate the convergence speed of the algorithms, again using the settings given in Table. I. Fig.  6 shows average values of BER and channel reconstruction MSE versus the number of outer loop iterations. The metrics are recorded immediately after the decoding operation. These results are for 18 dB SNR. It is clear that all algorithms converge within 15 iterations. Due to the initialization procedure that we have used, we note that the results at the first iteration correspond to those of receivers that only use pilots for channel estimation and channel decoding with only a single forward-backward passing of messages in the BP subgraph. Such a receiver clearly exhibits a very low performance. This indicates the significant performance improvement achieved by JCED receivers. We also note that both Off-the-grid BP-MF and Turbo-GAMP decrease the BER very fast and are close to convergence at the second iteration. This is an important property for any practical implementation of the receivers, as the majority of the benefit of iterative processing can be obtained with a small number of iterations.
F. Importance of Pilot Subcarriers
We have observed that the pilot subcarriers are most important in the first iteration of the receiver, i.e., during the initial period of the iterative processing. To illustrate this effect, we note that the pilot subcarriers can be ignored at any point during the iterative processing, by simply removing the nodes f Pj for all j ∈ P in the factor graph in Fig. 2. In Fig. 7 we show BER and MSE vs. iteration number for two versions of Off-the-grid BP-MF: The first version uses pilot information in all iterations, while the second ignores all pilot subcarriers after the first iteration. To illustrate that pilot subcarriers can be ignored after the first iteration, even when there is only limited pilot information available, we use a non-equispaced pilot pattern as described in Sec. V-C and show results for both 31 pilots (∆ P = 20) and 51 pilots (∆ P = 12).
In Fig. 7 it is observed that when only 31 pilots are used, convergence is slower than what is seen in Fig. 6 . This is because significantly fewer pilots are available.
We also observe that there is negligible difference between using pilots in all iterations, to using pilots only in the first iteration. This, perhaps surprising, result makes it clear that the pilots are only important to get the iterative processing started. It demonstrates that the feedback of data bits for use in channel estimation is an extremely powerful technique. It also suggests that pilot schemes should be designed solely with the objective to help initialization of the iterative processing, and that further reduction of pilot overhead may be possible if the pilot scheme is designed for this particular purpose.
VI. CONCLUSIONS
In this paper we have derived a joint channel estimation and decoding receiver which employ sparse channel estimation. An OFDM receiver is derived using the BP-MF framework for approximate Bayesian inference. Unlike other sparse channel estimators, our scheme does not restrict the channel impulse response multipath delays to a grid. As a result, our receiver can truly exploit sparsity of the channel impulse response, without resorting to approximate sparsity (as in [13] , [20] , [21] ). We have presented a numerical evaluation that compares our algorithm with state-of-the-art methods, i.e., Turbo-GAMP [13] and Freq.-Domain BP-MF [11] .
The numerical evaluations showed several interesting results. First of all, we have demonstrated that following the method of e.g. Turbo-GAMP and restricting the multipath delays to a sample-spaced grid is not a viable approach because the channel impulse response is only approximately sparse on this grid.
When random pilot patterns are used, our receiver allows for a significant reduction in the number of pilot signals, without any notable decrease in BER performance. The pilot signals are most important during the first iteration of our algorithm, to initialize the iterative processing. An interesting research direction is the joint design of pilot signalling and channel coding schemes, which allows for initialization of an iterative receiver while using a minimum amount of redundant information. To this end, the idea of using training bits [12] , [13] instead of pilot signals may be useful.
The performance of our algorithm degrades stably when the assumption of a sparse CIR is not fulfilled. In the case where the number of multipath components is very high ( N ∆ f T CP ), i.e. the channel impulse response is diffuse, our algorithm perform as well as a frequency-domain iterative receiver that does not assume channel sparsity. This is a very appealing property as, to obtain good performance, receiver designers need not be worried whether the sparsity assumption is fulfilled or not.
APPENDIX A THE REGION-BASED FREE ENERGY APPROXIMATION
At the heart of the derivation of our algorithm lies the RBFE as defined by [30, Eq. (17) ], [40] . In this paper we use the RBFE of the probability distribution corresponding to the factor graph depicted in Fig. 2 . For reference, we give here the complete expression of the RBFE, Mean number of multipath components λ/(1 − e −λ ) Fig. 8 . Average of the largest eigenvalue of the matrix T encountered during one execution of Off-the-grid BP-MF. Average obtained from 1000 Monte Carlo trials. Both plots were generated using the simulation scenario described in Sec. V at 15 dB SNR. In the plot to the left, a least-squares linear fit is shown with a dashed line. ) for i ∈ D and b u k (u k ) for k ∈ K are factor beliefs. With abuse of notation we let q(·) denote variable beliefs and the notation · a denote expectation with respect to the belief density q(a).
APPENDIX B EFFICIENT CALCULATION OFμÂ WHENL IS LARGE
In this appendix we present a computationally efficient method for evaluatingμÂ as defined by (31) . We first note that direct evaluation and inversion of Q has time complexity O(L 2 N ), whereL |Â|. The method we present in the following is an iterative method, which, assuming Conjecture 1 holds, has complexity O(LN √ N ). It is thus beneficial to use the presented method whenL grows faster than √ N . We first use the Woodbury matrix identity to writeμ aŝ We immediately recognize that the computationally dominating part is to solve a system of N linear equations of the form Cz = a. Since C is Hermitian and positive-definite, we can solve this system via the conjugate gradient (CG) method (Alg. 2.1 in [55] ), which is an iterative method for solving systems of linear equations. In the following we show that the number of iterations of the CG method is O( √ N ). We first need a conjecture on the eigenvalues of the (Hermitian-Toeplitz) matrix T =β −1η Ψ(τÂ)Ψ H (τÂ). Conjecture 1: There exists an upper bound on the largest eigenvalue of T, which grows linearly with N , i.e., λ max (T) = O(N ).
To justify this conjecture we refer to Fig. 8 , where the largest eigenvalue is shown for both varying N and varying number of multipath components. A clear linear dependence on N is seen, while the largest eigenvalue does not increase (in fact it decreases) with the number of multipath components L.
We also need a number of lemmas. 
