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Abstract
Driven by great demands on low-latency services of the edge devices (EDs), mobile edge com-
puting (MEC) has been proposed to enable the computing capacities at the edge of the radio access
network. However, conventional MEC servers suffer disadvantages such as limited computing capacity,
preventing the computation-intensive tasks to be processed in time. To relief this issue, we propose
the heterogeneous MEC (HetMEC) where the data that cannot be timely processed at the edge are
allowed be offloaded to the upper-layer MEC servers, and finally to the cloud center (CC) with more
powerful computing capacity. We design the latency minimization algorithm by jointly coordinating the
task assignment, computing and transmission resources among the EDs, multi-layer MEC servers, and
the CC. Simulation results indicate that our proposed algorithm can achieve a lower latency and higher
processing rate than the conventional MEC scheme.
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2I. INTRODUCTION
With the rise of the Internet of Things (IoT), namely a network including interconnected
devices capable of exchanging information [1], [2], huge amount of data are generated and
transmitted throughout the communication networks [3]. However, the computing capacities of
the current communication networks are not sufficient to satisfy users’ increasing demands on
high data rates [4]. Traditionally, cloud computing has been proposed as an effective solution
for such data explosion by making use of the strong computing capacity of the data center [5].
As a centralized paradigm, cloud computing can provide a wide range of services and massive
computing resources supported by a large group of computers in the data center. However, the
data transmission from the edge of the network to the remote cloud center usually induces high
latency, which is unacceptable for the latency-sensitive applications [6], [7].
To deal with the dilemma of cloud computing, mobile edge computing (MEC) has been
investigated, which enables the computation to be performed at the mobile devices and the
access points (APs)1 within the radio access networks [8], [9]. The MEC servers that possess
the computing resources, e.g., the APs, offer rich services in close proximity to the end users, also
known as the edge devices (EDs) [10]. When these EDs generate computation tasks at the edge
of the communication networks, they can offload tasks to the MEC servers nearby rather than the
remote cloud center [11]. Therefore, the MEC provides the low-latency and high-efficient data
processing due to the proximity of the computing resources [12], [13]. However, most works
only consider the MEC servers that directly communicate with the EDs via wireless links to
offer the in-proximity services [14]–[16]. Due to the limited computing capacities of these MEC
servers, it would be desirable that the data that cannot be processed at the MEC servers can be
further offloaded to the upper-layer MEC servers, until to the cloud center (CC).
In this paper, we consider heterogeneous MEC (HetMEC) for uplink communications, where
EDs divide and offload the computational intensive tasks to multi-layer MEC servers and the
CC for latency performance improvement [6]. Classified by the locations in the wired-wireless
networks, various function nodes with certain computing capacities serve as the MEC servers
on different layers, that is, the APs, switches, network gateways, and small data centers from
the bottom up [17]. The data flow of each ED first transits in the radio access networks via a
1Base stations are the typical APs in the radio access networks.
3wireless ED-AP link. The received data of each AP are then partially processed and delivered
to the wired core network, passing through the switches, network gateways, and the small data
centers sequentially [18]. Locating at bottom-up layers, these MEC servers provide increasing
computing capacity for data processing and finally send the data from the bottom layers to the
remote CC2. Based on such a HetMEC structure, the computing resources of multi-layer MEC
servers and the CC can be fully exploited to support computation-intensive and latency-sensitive
tasks of the EDs with strong robustness.
A number of challenges induced by the heterogeneous nature of the multi-layer MEC networks
still remain to be solved. First, since the data of each task can be divided and partially processed
by multiple MEC servers on different layers, the task assignments among these servers are
coupled with each other by the limited resources of their own. In other words, the amount of
offloaded data in one MEC layer is correlated with that in all the other layers, which is different
from that in the traditional MEC networks3. Second, the transmission resource allocation in
both the wireless and wired network need to be considered, which are closely related with the
task assignment among multiple layers of MEC servers. To be specific, the allocated wired
transmission resources directly restrict the data transmission rate between adjacent layers of
MEC servers. Third, due to the limited computing capacity of each MEC server, the robustness
of the HetMEC network should be considered and evaluated in response to the time-varying data
generation speed at the EDs.
In the literature, the above challenges induced by the HetMEC architecture have not been
fully addressed [20]–[22]. Most existing works either do not consider the task assignment,
computing and transmission resource allocation jointly [23]–[27], or fail to depict the relations
between multiple layers in the HetMEC network [28], [29]. In [23], an efficient k-out-of-n task
assignment scheme is proposed to minimize the execution time on multiple processor nodes and
save energy consumption. In [24], the transmission resource allocation is studied for multi-user
mobile edge computational offloading constrained by the computation latency. Authors in [26]
analyze the transmission latency and computation latency separately, taking the task assignment
2It is worth noting that the switches, network gateways or small data centers are not all necessary in the wired networks. The
APs are possible to connect with the network gateways directly, and the network gateways may also connect with the remote
cloud center.
3In the traditional MEC networks, EDs can offload data to only one layer of MEC servers, i.e., the APs.
4and computing rate control into account. In [28], the traditional MEC networks are discussed,
where the MEC computing resource allocation and uplink power allocation are studied along with
the binary4 task offloading. In [29], the computation offloading and interference management
are performed in the wireless cellular networks with a single MEC server. Unfortunately, joint
task assignment among multi-layer MEC servers in the HetMEC network has not been taken
into account together with the computing and transmission resource allocation.
The main contributions of our paper are summarized as follows.
• We study the HetMEC network consisting of the EDs, multiple layer of MEC servers and
the CC. The uplink transmission is considered where the data generated at the EDs are
processed at multiple layers of MEC servers and finally aggregated at the CC.
• In order to improve the latency performance of the HetMEC network, we jointly considering
the task assignment, computing and transmission resource allocation among multiple layers.
A latency minimization algorithm (LMA) is then developed to achieve the global-optimal
system latency.
• Simulations are performed in the considered HetMEC networks with different numbers of
layers, and the results show that our algorithm LMA achieves a lower latency and higher
processing rate than the previous schemes. The influence of the number of MEC layers on
the robustness performance has been discussed.
The rest of the paper is organized as follows. In Section II we describe the system model of
the HetMEC network. In Section III we discuss the system constraints of the HetMEC network
and formulate the system latency minimization problem. To solve this problem, we design the
algorithm LMA and analyze the influence of the number of MEC layers on the network robustness
in Section IV. Simulation results are given in Section V. Finally the conclusions are drawn in
Section VI.
II. SYSTEM MODEL
As shown in Fig. 1, we consider a HetMEC network consisting of the EDs, N layers of MEC
servers, and a CC. Each ED accesses the network by the AP through the wireless links between
them. The uploaded data received by the EDs can then be forwarded to the MEC servers on the
4The binary task offloading means that the task is impartible and is processed at either the edge device or the MEC server.
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Fig. 1. The architecture of the HetMEC network.
upper layers, connecting to the CC via wired links. The number of devices on each layer n is
denoted by Mn, 1 ≤n≤ N . In such a tree structure, each node (ED or MEC server) connects
with at most one parent node in the upper layer. The number of the child nodes5 connected
with the parent node i on layer n is denoted by Qin, and the set of the child nodes is denoted
by Qin. Each node has a different computing capacity. To communicate with its child nodes,
each MEC server and the CC possesses a certain amount of wireless or wired transmission
resources6. We assume that all nodes access the wireless or wired channel via time division
multiple address (TDMA) technology, implying that the frequency bands occupied by any two
APs are orthogonal.
5That is to say,
∑M
n−1
i=1 Q
n−1
i = Mn.
6Among the MEC servers, the APs possess the wireless transmission resources, while the others possess the wired transmission
resources.
6For a typical uplink MEC application, where the raw data are generated at the EDs and the
results of the data processing need to be aggregated at the CC. The task generated at the ED
is divided into multiple parts, and the ED, each MEC server on different layers or the CC only
processes a part of it7. After processing its own part, the processing results and the remaining
raw data are delivered to the upper layer. The percentage of the data to be processed at each
node is adjustable. Moreover, once the data are processed at the edge of the network, i.e., at
the ED or MEC servers, the output results, which are then forwarded to the CC, usually have a
much smaller size than the raw data.
The mathematical models of data processing and transmitting at the ED, MEC server and CC
are listed below.
A. Edge Device
The EDs, including the cars, smartwatches, cameras, etc., are on the bottom of the HetMEC
networks, and usually responsible for generating the raw data. For convenience, we refer to the
EDs as layer N +1. Each ED processes part of the raw data, and delivers the results of the raw
data together with the rest raw data to the node (AP) on the N-th layer via wireless link. Let
siN+1 represent the task division percentage of ED i, which satisfies that
0 ≤ siN+1 ≤ 1. (1)
Let λiN denotes the data generation speed of ED i, and ρ denotes the compression ratio after
the data processing. The computing capacity and the wireless transmitting capacity of ED i
connected with AP j on the upper layer per unit time is denoted by θiN and φ
j,i
N , respectively.
The computing data volume is limited by its computing capacity.
λiN+1s
i
N+1 ≤ θ
i
N+1, (2)
and the maximum computing capacity that ED i can offer is denoted by θi,uN+1, and thus,
θiN+1 ≤ θ
i,u
N+1. (3)
7The EDs, MEC servers and the CC all can process the raw data.
7The transmitting data volume is restricted by the wireless transmitting capacity of ED i, which
is closely related with the wireless transmission resources allocated by AP j.
ρλiN+1s
i
N+1 + λ
i
N+1(1− s
i
N+1) ≤ φ
j,i
N+1, (4)
where ρλiN+1s
i
N+1 is the processing results, and λ
i
N+1(1 − s
i
N+1) represents the remaining raw
data to transmit to AP j. The total transmitting data volume of all EDs connected with AP j is
linearly constrained by the wireless transmission resources of node j on the N-th layer, denoted
by φjN , which can be expressed by
MNj∑
i=1
φj,iN+1 ≤ φ
j
N . (5)
Remark 1. The constraints in (5) can describe such wireless resources which influence the
wireless data rate in a linear manner, e.g., the spectrum and time resources. The power and the
antenna resources cannot be modeled in the similar way, which are left in the future works.
B. Mobile Edge Computing (MEC) Server
The MEC servers share the computing pressure of the EDs. Being the bottom layer of the
MEC servers, the APs connect with EDs via wireless links and enable the EDs to access the
wired networks. Other MEC servers, e.g., the switches and network gateways, receive the raw
data and the processing results from APs. After processing part of the receiving raw data, the
MEC server forwards the rest raw data together with the processing results to its parent node
(upper-layer MEC server or CC).
When multiple MEC servers connect to the same upper-layer MEC server or belong to the
same switch or bridge, the upper-layer MEC server can coordinate the connected MEC servers
and allocate the transmission resources in a centralized way. Then transmission resources, e.g.,
the bandwidth or time, can be divided linearly to the multiple nodes [30].
As shown in Fig. 2, we consider the node j on the layer n, 1 ≤ n ≤ N , which is connected
with the node k (MEC server or CC) on the layer n− 1.
The raw data arrival speed from its child node i on the (n+ 1)-th layer can be expressed by
λj,in = φ
j,i
n+1 ·
(1− sin+1)λ
i
n+1
(1− sin+1 + ρs
i
n+1)λ
i
n+1 + β
i
n+1
, (6)
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Fig. 2. The data processing and transmitting between two adjacent MEC layers of the HetMEC network.
where φj,in+1 is the total data arrival speed to node j from node i on the lower layer, and only
part of it is the raw data arrival speed. The raw data volume transmitted to node j from its child
node i is λin+1(1−s
i
n+1), and the processed data volume is λ
i
n+1ρs
i
n+1+β
i
n+1, where s
i
n+1 is the
equivalent task division percentage8 of node i and βin+1 represents the volume of the processed
data under the (n + 1)-th layer. Hence, the equivalent raw data arrival speed at node j on the
n-th layer is denoted by
λjn =
∑
i∈Q
j
n
λj,in . (7)
Accordingly, the total volume of the processed data received by node j on the n-th layer can
be expressed by
βjn =
Nj∑
i=1
(
βin+1 + ρ · s
i
n+1λ
i
n+1
)
. (8)
Let sj,in denotes the task division percentage of node j for the data delivered from node i on
8When the node i is not at the bottom layer, i.e., it is not an ED, it may receives raw data from multiple links. sin+1 is the
percentage of the total raw data volume to be processed at node i in its total received raw data volume.
9the (n+ 1)-th layer, which satisfies that
0 ≤ sj,in ≤ 1, i ∈ Q
j
n. (9)
The computing capacity of node j is denoted by θjn. The total data volume to be processed at
node j, denoted by Cjn, is limited by its computing capacity, which can be expressed by
Cjn =
∑
i∈Q
j
n
sj,in λ
j,i
n ≤ θ
j
n. (10)
Constrained by the limited computing resources, the maximum computing capacity that node j
on the n layer can offer is denoted by θj,un , and thus,
θjn ≤ θ
j,u
n . (11)
Let φk,jn denote the wired transmitting capacity of node j to node k. The transmitting data
volume of AP j is limited by its wired transmitting capacity, which is closely related with the
wired transmission resources allocated by its parent node k on the upper layer.
ρλjns
j
n + λ
j
n(1− s
j
n) + β
j
n ≤ φ
k,j
n . (12)
The data to be transmitted to node k on the upper layer includes three parts. ρλjns
j
n is the
processed data of node j, and λjn(1 − s
j
n) is the remaining raw data to transmit, and β
j
n is the
processed data delivered from the lower layer. All the three parts need to be transmitted to
the upper layer, which is limited by the allocated wired transmitting capacity φk,jn of node j.
Moreover, the total transmitting data volume of all nodes on the n layer connected with the node
k is limited by the wired transmission resources of the node k, denoted by φkn−1, which can be
expressed by
∑
j∈Qkn−1
φk,jn ≤ φ
k
n−1. (13)
C. Cloud Center
The CC collects the data from the MEC servers via wired links. All raw data delivered to the
CC is processed and the whole results are forwarded to the user who generates the task. For
convenience, we refer to the CC as layer 0.
10
The equivalent raw data arrival speed at the CC can be calculated by
λ10 =
M10∑
i=1
[
φ1,i1 ·
(1− si1)λ
i
1
(1− si1 + ρs
i
1)λ
i
1 + β
i
1
]
, (14)
The arriving data at the CC includes three part: the remaining raw data, the processing results of
the MEC servers and the processing results of the EDs. The raw data arrival speed is proportional
to the remaining raw data volume percentage in the arriving data. Moreover, the computing
capacity of the CC is denoted by θ10, and the maximum computing capacity the CC can offer is
denoted by θ1,u0 .
During the processing and transmitting from the EDs to the CC, the task assignment strategy
s, the computing capacity of each MEC server j on the n-th layer θjn, the computing capacity
of the CC θ10 , the wireless transmission resources allocation φ
j,i
N+1 and the wired transmission
resources allocation of the n-th layer, φk,jn , need to be optimized, which will be discussed in
Section III.
III. PROBLEM FORMULATION
In this section, we first analyze the system constraints of the considered HetMEC network,
and then formulate the system latency minimization problem given these constraints.
A. System Constraints
We first describe when and why a HetMEC network can be out of function due to the traffic
congestion. The total computing capacity of each node, the total wireless transmission resources
of each AP, and the total wired transmission resources of each MEC server or the CC in our
framework are finite, however, the data generation speed is fluctuant and time-varying. As shown
in Fig. 3, when the data generation speed of the EDs exceeds a certain bound, the HetMEC
network cannot follow up the data generation speed due to lack of available computing or
transmission resources, and thus, the data will accumulate in the buffer9. As the raw data keep
accumulating, the waiting time in the buffer increase, eventually leading to a congested network.
We then derive the system constraints of the HetMEC network under which the above con-
gestion does not happen. Specifically, each layer of the HetMEC network does not appear the
9The space of the buffer in each node is viewed as infinite, that is, the data only accumulates in the buffer and no data loss
happens when facing the congestion.
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data accumulation. In the N-layer HetMEC network, i.e., the HetMEC network with N layers
of MEC servers, the execution of tasks is related to the computing of the EDs, N layers of MEC
servers and the CC, as well as the transmitting of the EDs and N layers of MEC servers.
1) Constraints of the n-th Layer: We consider the n-th layer10, 1 ≤ n ≤ N+1. After receiving
the raw data and the results, the nodes on the n-th layer need to process a part of the raw data,
and transmit the rest raw data together with the processing results to the upper layer. It is worth
noting that the transmission resource allocated to each node on the n-th layer is determined by
its parent node on the (n − 1)-th layer. We consider the case that all nodes on the n-th layer
fully use their computing capacity, expressed by
λins
i
n = θ
i
n = θ
i,u
n , ∀1 ≤ i ≤Mn, 1 ≤ n ≤ N + 1, (15)
which implies that the transmission pressure of the n layer is minimum. Under the aforemen-
tioned circumstance, for each parent node j on the (n−1)-th layer, the total volume of the data to
transmit from the n-th layer to the parent node j cannot surpasses the total transmission capacity
of the parent node j. Hence, when n = N + 1 (the EDs), the constraints for transmitting are
described in (4) and (5). When 1 ≤ n ≤ N (the MEC servers), the constraints for transmitting
10This layer may consist of the EDs or MEC servers. The constraints of them are similar.
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are described in (12) and (13).
2) Constraints of the CC: The CC needs to process all the remaining raw data delivered from
the lower layer, and does not need to transmit. The volume of the arrived raw data at the CC
should not surpass its computing capacity. Hence, the constraint of the CC is expressed by
λ10 ≤ θ
1
0. (16)
Summarizing the constraints for all the layers of the HetMEC network, we have Proposition 1
to clarity the system constraints.
Proposition 1. The system constraints of the HetMEC network can be described by the con-
straints of each layer in the HetMEC network, i.e., the constraints that (1), (4), (5), (9), (12),
(13), (15) and (16) are all satisfied.
B. Latency Minimization Problem Formulation
We aim to minimize the system latency of the HetMEC network, which is a general objective
in the MEC networks. We then define the system latency in the HetMEC network and formulate
the latency minimization problem in this subsection.
The latency of a task is defined as the sum of the computing time and transmitting time from
the ED to the CC. Consider the n-th layer where nodes receive the tasks from the lower layer.
The nodes need to process the assigned raw data from the lower layer, and deliver the processing
results as well as unprocessed data to the upper layer. Therefore, the total latency of all nodes
on the n layer can be expressed by
Ln =
Mn−1∑
j=1
∑
i∈Q
j
n−1
[
sinλ
i
n
θin
+
ρsinλ
i
n + (1− s
i
n)λ
i
n + β
i
n
φj,in
]
, (17)
where sinλ
i
n/θ
i
n represents the processing time for the offloaded raw data, and
[ρsinλ
i
n + (1− s
i
n)λ
i
n + β
i
n]/φ
j,i
n implies the transmitting time of the node i on the n-th layer.
We then define the system latency as below.
Definition 1. The system latency is the total latency of all tasks generated at the EDs per unit
time, the latency of one task including the computing time and transmission time of the ED, all
layers of MEC servers and the CC.
13
Therefore, the system latency can be expressed as
L =
λ10
θ10
+
N+1∑
n=1
Ln, (18)
where λ10/θ
1
0 represents the computing time of the CC.
Hence, the total latency minimization problem in the HetMEC network can be formulated as
below.
min
s,θ,φ
L, (19)
s.t. (1), (4), (5), (9), (12), (13), (15), (16).
IV. LATENCY MINIMIZATION ALGORITHM DESIGN
In this section, we propose a latency minimization algorithm (LMA) to solve problem (19)
via joint task assignment, computing and transmission resource allocation. We then analyze the
influence of the number of MEC layers on the network robustness.
A. Algorithm Design
The system latency minimization problem described in (19) is nonconvex, in which the task
assignment strategy s, computing capacity allocation θ and transmission resources allocation
φ are coupled. By utilizing the Cauchy-Schwarz inequality [31], we can obtain the following
inequations.
L(s, θ,φ) =
λ10
θ10
+
N+1∑
n=1
Mn−1∑
j=1
∑
i∈Q
j
n−1
[
sinλ
i
n
θin
+
ρsinλ
i
n + (1− s
i
n)λ
i
n + β
i
n
φj,in
]
≥Lmin(s)=

 λ10
θ1,u0
+
N+1∑
n=1
Mn−1∑
j=1
∑
i∈Q
j
n−1
sinλ
i
n
θi,un

+
N+1∑
n=1
Mn−1∑
j=1
(∑
i∈Q
j
n−1
√
ρsinλ
i
n + (1− s
i
n)λ
i
n + β
i
n
)2
φjn−1
,
(20)
where θi,un and φ
j
n−1 are the boundary of the computing and transmitting capacity.
Proposition 2. The task assignment strategy and resource allocation optimization can be sepa-
rated in the proportional optimization problem (19) by utilizing the Cauchy-Schwarz inequality.
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Algorithm 1 Latency minimization algorithm
Input: Computing capacity θin, upper bound of the transmission resource of each node φ
i,0
n ,
data generation speed λ.
Output: Task assignment strategy s∗, resources allocation scheme θ∗,φ∗.
1: for all Vertex of the feasible set do
2: Obtain the corresponding task assignment strategy s.
3: Obtain the resource allocation scheme θ,φ according to s and (21).
4: if Non-congested constraints are satisfied then
5: if Lmin(s) < Lmin(s
∗) then
6: Lmin(s
∗) = Lmin(s).
7: Update the optimal s∗, θ∗ and φ∗.
Proof: See Appendix A.
Proposition 3. The computing capacity division and transmission resources allocation can be
derived by the following equations once the task assignment percentage is determined.
φj,in
φj,i
′
n
=
√
ρsinλ
i
n + (1− s
i
n)λ
i
n + β
i
n√
ρsi′nλ
i′
n + (1− s
i′
n)λ
i′
n + β
i′
n
, (21)
θ10 = θ
1,u
0 , θ
i
n = θ
i,u
n , ∀1 ≤ n ≤ N + 1, 1 ≤ j ≤ Mn, i, i
′ ∈ Q
j
n−1.
Proof: According to (20), the system latency L(s, θ,φ) achieves a minimum Lmin(s) when
the equality holds. Based on the Cauchy-Schwarz inequality [31], the equality holds if and
only if the equations in (21) are satisfied, implying that the computing capacity division θ and
transmission resources allocation φ can be derived from the task assignment percentage s.
Proposition 4. The task assignment problem (22) is concave, and the optimal results s∗ are at
the vertex of the feasible set bounded by the constraints.
min
s
Lmin(s), (22)
s.t. (1), (4), (5), (9), (12), (13), (15), (16), (21).
Proof: See Appendix B
According to the aforementioned propositions, we can obtain the optimal results of the latency
minimization problem by searching all the vertexes of the feasible set bounded by the constraints.
The latency minimization algorithm is summarized in Algorithm 1.
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We first convert the proportional optimization problem in (19) into the of task assignment
problem in (20) by utilizing Cauchy-Schwarz inequality. Since the converted task assignment
problem is proved concave according to Proposition 4, we calculate the system latency at
each vertex of the feasible set bounded by the non-congested constraints, i.e., Lmin(s), where
s is determined by the constraints associated with the discussing vertex. The computing and
transmission resource allocation are also determined once the task assignment strategy s is
fixed. After considering all the vertexes, the minimum system latency together with the optimal
task assignment strategy and resource allocation can be obtained.
Remark 2. Assuming the number of nodes in the whole network is denoted byM , the complexity
of the latency minimization algorithm is proportional to the number of the vertexes of the feasible
set. The maximum number of the vertexes of the feasible set is in the square magnitude of M ,
i.e., O(M2).
Proof: See Appendix C.
B. Network Robustness Analysis
In this subsection, we discuss the relation between the network robustness and the number of
MEC layers of the HetMEC network, influenced by the amount of computing and transmission
resources.
The network robustness is reflected by the network processing capacity, which is defined
by the maximum data generation speed at the ED supported by the non-congested HetMEC
networks. The ED can start processing the new arrival task once it finishes processing its own
part of the previous task, without waiting it to be processed completely and transmitted to the
CC. Intuitively, a network is more robust when more resources are available brought by a newly
added layer. However, this may only be true when the added layer is selected properly, as will
be analyzed in both computing and transmission resource shortage cases as below.
16
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1) Computing Resource Shortage Case: As shown in Fig. 4, the bottleneck of the network
processing capacity lies in the limited computing resources, which can be expressed by
λins
i
n = θ
i,u
n , ∀1 ≤ n ≤ N, 1 ≤ i ≤ Mn, (23)∑
j∈Qkn−1
(
ρλjns
j
n + λ
j
n(1− s
j
n) + β
j
n
)
< φkn−1, ∀2 ≤ n ≤ N, 1 ≤ k ≤Mn−1. (24)
In this case, the computing resources of all layers are fully utilized, while there still remains the
idle transmission resources in the HetMEC network. The network will be in congestion if the
data generation speed λ continues to increase.
When adding a layer of MEC servers between the (n0 − 1)-th and n0-th layer of the initial
network11, in order to increase the network robustness, the computing and transmission resources
11The added layer becomes the n0-th layer, and the initial n0-th layer becomes the (n0 + 1)-th layer.
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of the new added layer should satisfy that
θi,un0 > 0, ∀1 ≤ i ≤Mn0 , (25)∑
j∈Qin0
(
ρλjn0+1s
j
n0+1
+ λjn0+1(1− s
j
n0+1
) + βjn0+1
)
< φin0, ∀1 ≤ i ≤Mn0 , (26)
where each node on the added layer possesses the computing resources, and the transmission
resources of each node on the added layer are sufficient enough to transmit all the data from
the lower layer (i.e., (n0+1)-th layer in the (N +1)-layer network). Therefore, the added layer
can relieve the processing pressure of the other layers. As the data generation speed λ continues
to increase, the task division percentage sin, 1 ≤ i ≤ Mn, on any other layer, n 6= n0, can
be reduced, and the task division percentage sin0, 1 ≤ i ≤ Mn0 , increases until the following
conditions are satisfied.
λin0s
i
n0
θin0
=
λjns
j
n
θjn
, ∀n 6= n0, 1 ≤ i ≤Mn0 , 1 ≤ j ≤Mn, (27)
λin0s
i
n0
≤ θi,un0 , ∀1 ≤ i ≤Mn0 , (28)∑
j∈Qkn−1
(
ρλjns
j
n + λ
j
n(1− s
j
n) + β
j
n
)
< φkn−1, ∀2 ≤ n ≤ N + 1, 1 ≤ k ≤Mn−1. (29)
The computing resources of the whole HetMEC network are then fully utilized where the
processing time on all layers are equal and limited by the non-congested computing constraint.
2) Transmission Resource Shortage Case: As shown in Fig. 5, The bottleneck of the the
network processing capacity lies in the transmission resources of one layer n0, and the layer is
determined by the conditions described in (4), (5), (12) and (13). The transmission resources of
the n0-th layer have been fully utilized for the data transmission from the (n0 + 1)-th layer to
the n0-th layer, which can be expressed by
λins
i
n < θ
i,u
n , ∀0 ≤ n ≤ N + 1, 1 ≤ i ≤Mn, (30)∑
j∈Qkn0
(
ρλjn0+1s
j
n0+1 + λ
j
n0+1(1− s
j
n0+1) + β
j
n0+1
)
= φkn0, ∀1 ≤ k ≤Mn0+1. (31)
The network will be congested between the (n0 + 1)-th layer and the n0-th layer if the data
generation speed λ continues to increase.
The robustness can be enhanced only when adding a layer of MEC servers between the
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Fig. 5. The transmission resource shortage case.
(n0 + 1)-th layer and the n0-th layer, or below the (n0 + 1)-th layer. It does not make any
contribution to the robustness enhancement to add a layer when the layer number is smaller than
n0 (i.e., the added layer is above the n0-th layer). This is because the transmission resources are
allocated by the parent node on the upper adjacent layer, and the operation of adding a layer of
MEC servers above the n0-th layer cannot increase the transmission resources of the n0-th layer
or reduce the amount of data transmitted from the (n0 + 1)-th layer.
When adding a layer of MEC servers below the initial n0-th layer, denoted by the n
′-th layer12,
in order to increase the network robustness, the computing and transmission resources of the
added layer should satisfy that
θi,un′ > 0, ∀1 ≤ i ≤Mn′, (32)∑
j∈Qi
n′
(
ρλjn′+1s
j
n′+1 + λ
j
n′+1(1− s
j
n′+1) + β
j
n′+1
)
< φin′, ∀1 ≤ i ≤Mn′ , (33)
where each node on the added layer possesses the computing resources, and the transmission
resources are sufficient enough to transmit all the data from the lower layer.
12The added layer becomes the n′-th layer, and the initial n′-th layer becomes the (n′ + 1)-th layer, and n′ > n0.
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Tasks with a larger data generation speed can be processed since condition (31) has changed
to the condition that the amount of the transmitted data from the (n0 + 1)-th layer is strictly
smaller than the transmission resources. Therefore, the network can remain non-congested when
the data generation speed λ continues to increase. Condition (31) changes in two cases:
• If a layer is added between the (n0+1)-th layer and the n0-th layer, condition (31) changes
because the transmission resources are more abundant13. Therefore, the amount of data to
be transmitted from the (n0 + 1)-th layer satisfies that∑
j∈Qkn0
(
ρλjn0+1s
j
n0+1 + λ
j
n0+1(1− s
j
n0+1) + β
j
n0+1
)
< φkn0+1.
• If a layer is added below the (n0 + 1)-th layer, condition (31) changes because the amount
of data to transmit is reduced14. We assume that λ0 volume of data that originally being
processed on the (n0 + 1)-th layer are offloaded to the added layer. The amount of data to
be transmitted from the (n0 + 1)-th layer is reduced and satisfies that∑
j∈Qkn0
(
ρλjn0+1s
j
n0+1
+ λjn0+1(1− s
j
n0+1
) + βjn0+1 − (1− ρ)(1− s
j
n0+1
)λ0
)
< φkn0+1.
We summarize the relation between the network robustness and the number of MEC layers
influenced by the amount of computing and transmission resources. In the computing resource
shortage case, the network robustness can be enhanced if the MEC servers which are enabled the
computing capacity on the new added layer satisfies (25) and (26). In the transmission resource
shortage case, the network robustness can be enhanced only if a layer of MEC servers satisfying
(32) and (33) are added below the initial transmission resource constrained MEC layer.
V. SIMULATION RESULTS
In this section, we evaluate the system latency and the processing rate in the HetMEC network
performing our algorithm LMA and other task assignment schemes. The robustness in the
HetMEC network with different number of layers is also investigated.
A. Parameters Setting
In our simulation, the parameters about the data processing are presented in Table I. The
EDs transmit the file of size 60 Kbits in a period of 1s. The compression ratio of the raw
13This is to say, the right side of (31) becomes larger.
14This is to say, the left side of (31) becomes smaller.
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TABLE I
HETMEC NETWORK PARAMETERS
Parameters Value
The volume of the data file 60 Kbits
Compression ratio ρ 10%
The period of data generation 1s
TABLE II
NETWORK ARCHITECTURE OF THE HETMEC NETWORK WITH DIFFERENT NUMBER OF MEC LAYERS.
Cloud-only One-layer HetMEC Two-layer HetMEC Three-layer HetMEC
Consideration of the EDs X X X X
Number of the MEC layer 0
1 2 3 (AP, switch,
(AP) (AP, switch) network gateway)
Consideration of the CC X X X X
data after processing is set as 10%. The computing capacity is represented by the maximum
volume of the processed data per second, and the transmission resources are reflected by the
transmission bandwidth. We consider four cases in our simulation, i.e., the cloud-only network,
1-layer, 2-layer and 3-layer HetMEC networks, as shown in Table II. The computing capacity
and transmission resource settings of the three cases are presented in Table III. In all cases, the
data generated at the EDs need to be aggregated at the CC through the MEC servers, while the
task assignment strategy is performed among the EDs, all layers of MEC servers and the CC.
B. Network Performance Evaluation
The network performance is evaluated based on the following metrics:
• System Latency: The total latency of all tasks generated at the EDs per second.
• Processing Rate: The average volume of data processed by the HetMEC network per second
viewed by each ED.
• Network Robustness: The network robustness is represented by the maximum data gener-
ation speed supported by the non-congested HetMEC network.
We compare the LMA with the following task assignment schemes on these metrics.
• Cloud computing: The cloud computing scheme indicates that all the data are processed at
the CC.
• Local computing: The local computing scheme indicates that all the data are processed at
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TABLE III
COMPUTING CAPACITY AND TRANSMISSION RESOURCE SETTING OF THE HETMEC NETWORK
Node Computing capacity Transmission resources
ED 0.12 Mbps -
AP 0.4 Mbps 1.2 Mbps
Switch (Lower-layer MEC server) 1.5Mbps 3 Mbps
Network gateway (Upper-layer MEC server) 4.2 Mbps 4.8 Mbps
CC 12 Mbps 12 Mbps
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Fig. 6. The system latency vs. the data generation speed in the different cases.
the ED without being offloaded to the MEC servers or CC.
• Conventional MEC: The conventional MEC scheme indicates that the data are totally
offloaded to the APs for processing.
1) System Latency Evaluation: Fig. 6 presents the system latency versus the data generation
speed λ at the ED in different cases. In the one-layer HetMEC network, as shown in Fig. 6(a),
the system latency of all schemes increases with the data generation speed, since more data
need to be processed, resulting in larger system latency. By performing our proposed algorithm
LMA, the system latency remains the lowest given different data generation speed. When the
data generation speed λ > 6, the slop of the line segment of LMA becomes larger, reflecting that
the average latency increases. When the data generation speed is small, the latency is smallest
when the data are processed at the uppermost layer. When the data generation speed is large, the
data need to be offloaded to other layers due to the limited computing capacity of the uppermost
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Fig. 7. The processing rate with the increase of the data generation speed in the HetMEC network.
layer, which induces the increase of the average latency.
In the two-layer HetMEC network, as shown in Fig. 6(b), the system latency of the LMA
also remains the lowest in different cases given different data generation speeds, which reflects
the advantages of the LMA in the HetMEC network. Compared with other schemes, the LMA
jointly utilizes the computing capacity and transmission resources of all devices, and thus, its
latency remains low with the data generation speed increasing. At the data generation speed
λ = 11, the new generated data can be processed in real time when performing our algorithm
LMA, showing the robustness of our scheme. Given the same data generation speed, the system
latency of the two-layer HetMEC network performing the LMA is not larger than that of the
one-layer HetMEC network, and the robustness of the two-layer HetMEC network performing
the LMA is stronger than that of the one-layer HetMEC network.
2) Processing Rate Evaluation: As shown in Fig. 7, we analyze the processing rate given
different data generation speed in both cases. As presented in Fig. 7(a) and (b), both in the one-
layer HetMEC network and two-layer HetMEC network, the processing rate of different schemes
is non-decreasing as the data generation speed increases. Other schemes, e.g., conventional MEC
scheme, the cloud and local computing, reach the saturated point when the data generation speed
surpasses the respective thresholds, reflecting the bottlenecks of the network processing rate
utilizing these schemes. After reaching the bottleneck, the network cannot offer more computing
resources for the new generated data, and the processing rate stops increasing. The LMA gains
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Fig. 8. The processing rate vs. the data generation speed in the HetMEC network with different number of layers.
relatively high processing rate, especially when the data generation speed is large. Since the
LMA jointly utilizes the computing and transmission resources of the whole HetMEC network,
it achieves the highest bottleneck of the processing rate.
Fig. 8 compares the processing rate in the one-layer and two-layer HetMEC networks by
performing LMA. When the HetMEC network is congested, no more resources can be utilized
for data processing, and thus, the processing rate reaches saturation and stop grows with the
data generation speed. Compared with the one-layer HetMEC network, the processing rate of
the two-layer HetMEC network is higher given the same data generation speed, especially when
the data generation speed is large. The computing and transmission resources are enriched in
the two-layer HetMEC network. By jointly utilizing the computing resources of different layers
and properly scheduling the data transmission among layers in the HetMEC network, more
computing resources contributes to higher processing rate as the number of layers grows.
3) Network Robustness Evaluation: Fig. 9 shows the maximum data generation speed of
the HetMEC network in the cloud-only network, one-layer, two-layer and three-layer HetMEC
networks in different cases, the settings of which are presented in Table IV. The maximum data
generation speed of the non-congested HetMEC network reflects the robustness of the network, as
analyzed in Section IV. Case 1 and case 2 show the performance of robustness in the transmission
resource shortage case of the HetMEC network, and case 3 shows the performance of robustness
in the computing resource shortage case of the HetMEC network.
In case 1, as the number of the MEC layers increases, the network robustness first becomes
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TABLE IV
COMPUTING CAPACITY AND TRANSMISSION RESOURCE SETTING IN DIFFERENT CASES
Node
Case 1 Case 2 Case 3
Compute Transmit Compute Transmit Compute Transmit
ED 0.12 Mbps - 0.12 Mbps - 0.12 Mbps -
AP 0.4 Mbps 0.9 Mbps 0.4 Mbps 1.2 Mbps 0.4 Mbps 3 Mbps
Switch 1.5Mbps 3 Mbps 1.5Mbps 3 Mbps 1.5Mbps 6 Mbps
Network
4.2 Mbps 4.8 Mbps 4.2 Mbps 4.8 Mbps 4.2 Mbps 12 Mbps
gateway
CC 12 Mbps 12 Mbps 12 Mbps 12 Mbps 12 Mbps 15 Mbps
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Fig. 9. The network robustness with different number of MEC layers in the HetMEC network.
stronger when the number of MEC layers N ≤ 1, and then remains the same when N ≥ 1.
When N ≤ 1, the main constraint of the robustness is the computing resources in the whole
network. Therefore, the robustness of the HetMEC network become stronger when inducing
more layers of MEC servers into the task assignment and processing. When N ≥ 1, it is the
transmission resources between the APs and EDs that constrains the network robustness. As
analyzed in Section IV, it cannot contribute to the robustness enhancement to add a layer of
MEC servers above the APs, and thus, the network robustness does not increase anymore.
In case 2, as the number of MEC layers grows, the network robustness becomes stronger
when the number of MEC layers N ≤ 2, and then remains the same when N ≥ 2. Since
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the transmission resources between the APs and the EDs become more abundant, the HetMEC
network can process the tasks with larger data generation speed, and thus, the robustness is
enhanced in the two-layer HetMEC network. However, the transmission resources between the
APs and the EDs still constrain the enhancement of the robustness, and the robustness remains
unchanged when N ≥ 2. The network robustness is improved only when the computing and
transmission resources of the added layer satisfy the conditions analyzed in Section IV.
In case 3, the network robustness becomes stronger as the number of MEC layers grows. The
transmission resources of all MEC layers are abundant, and the computing resources constrain the
improvement of the robustness. As analyzed in Section IV, in the computing resource shortage
case, it can improve the network robustness to induce new layers of MEC servers satisfying (25)
and (26).
VI. CONCLUSION
In this paper, we have studied a HetMEC network in order to provide low-latency data
services. We have considered a typical uplink MEC application, where the raw data are generated
at the EDs and the results of the data processing need to be aggregated at the CC through
multiple layers of MEC servers. The tasks are optimally divided and assigned to the nodes
on multiple layers, including the CC, MEC servers and EDs. Through jointly considering the
task assignment, computing and transmission resource allocation, we have proposed the LMA for
latency minimization in the HetMEC network. Simulation results have showed that our proposed
algorithm LMA can significantly reduce the system latency and increase the processing rate as
well as the network robustness. Based on both theoretical and numerical analysis, we conclude
that the relation between the network robustness and the number of layers of the HetMEC network
is influenced by the amount of the computing and transmission resources. In the computing
resource shortage case, the robustness can be improved when inducing the MEC servers above
any layer. In contract, in the transmission resource shortage case, it cannot contribute to the
enhancement of the robustness when inducing more layers of MEC servers above the initial
transmission resource constrained layer.
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APPENDIX A
PROOF OF PROPOSITION 2
In the proportional optimization problem (19), the task assignment strategy s, computing
capacity allocation θ and transmission resources allocation φ are coupled, expressed as
L(s, θ,φ) =
λ10
θ10
+
N+1∑
n=1
Mn−1∑
j=1
∑
i∈Q
j
n−1
[
sinλ
i
n
θin
+
ρsinλ
i
n + (1− s
i
n)λ
i
n + β
i
n
φj,in
]
(34)
However, it is worth noting that the transmission resources of each node that allocated to its
child nodes are limited, as described in (13), and the upperbound of the computing capacity of
each node is fixed. We consider that no spare computing capacity or transmission resource is
left, i.e., (2) and (10) are satisfied. Hence, by utilizing the Cauchy-Schwarz inequality [31], we
can obtain the following inequation.
L(s, θ,φ) ≥ Lmin(s) =

 λ10
θ1,u0
+
N+1∑
n=1
Mn−1∑
j=1
∑
i∈Q
j
n−1
sinλ
i
n
θi,un

+
N+1∑
n=1
Mn−1∑
j=1
(∑
i∈Q
j
n−1
√
ρsinλ
i
n+(1−s
i
n)λ
i
n+β
i
n
)2
φjn−1
, (35)
where θi,un and φ
j
n−1 are the boundary of the computing and transmitting capacity. The propor-
tional optimization problem (19) is converted into a pure task assignment problem.
APPENDIX B
PROOF OF THE PROPOSITION 4
We analyze the network with one parent node and M child nodes. Let si and λi denotes the
task assignment percentage and raw data arriving rate at child node i. The maximum computing
capacity of child node i is denoted by θui , and the computing capacity of the parent node is
denoted by θu. The total transmission resource of the parent node is expressed by φ.
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The latency Lmin can be expressed by
Lmin =
M∑
i=1
siλi
θui
+
∑M
i=1(1− si)λi
θu
+
(∑M
i=1
√
(1− si)λi + ρsiλi
)2
φ
.
The Hessian matrix of the system latency with M child nodes can be expressed by
HM =


h1,1 h1,2 . . . h1,M
h2,1 h2,2 . . . h2,M
. . . . . . . . .
hM,1 hM,2 . . . hM,M


=


∂2Lmin
∂s1s1
∂2Lmin
∂s1s2
. . . ∂
2Lmin
∂s1sM
∂2Lmin
∂s2s1
∂2Lmin
∂s2s2
. . . ∂
2Lmin
∂s2sM
. . . . . . . . .
∂2Lmin
∂sMs1
∂2Lmin
∂sMs2
. . . ∂
2Lmin
∂sMsM


We can obtain the second partial derivative as follows
hi,i =
∂2Lmin
∂s2i
= −Zλ2i
(
∑M
j=1Aj)− Ai
A3i
, (36)
hi,j =
∂2Lmin
∂sisj
= Zλiλj
1
AiAj
, (37)
where
Z =
(1− ρ)2
2φ
≥ 0, (38)
Ai =
√
(1− si)λi + ρsiλi ≥ 0. (39)
Considering a normal vector x = [x1x2 . . . xM ]
T , we obtain the following polynomial
XM(x) = x
THMx =
M∑
i=1
M∑
j=1
hi,jxixj . (40)
We then prove that XM(x) ≤ 0 for any natural number M by mathematical induction.
• When M = 1: X1(x) = 0 ≤ 0
• When M = 2: X2(x) = −Z
(A21λ2−A
2
2λ2)
2
M3
1
M3
2
≤ 0.
• We assume that when M = m− 1, Xm−1(x) = x
THm−1x ≤ 0.
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• Hence, when M = m, we have
Xm(x) =x
THmx =
m∑
i=1
m∑
j=1
hi,jxixj
=Xm−1 −
Z
A3m
m−1∑
i−1
(A2mλi −A
2
iλm)
2
A3i
≤ 0.
Since XM(x) ≤ 0 for any natural number M , the Hessian matrix HM is a seminegative definite
matrix, implying that the function Lmin is concave [32].
Moreover, the non-congested constraints are linear based on the Proposition 1. Hence, the
the minimum value of a concave function is obtained at the vertex of the feasible set bounded
by the non-congested constraints.
APPENDIX C
PROOF OF REMARK 2
We consider the worst case, that the number of child nodes connected with each parent node is
Q = max
0≤n≤N,1≤i≤Mn
Qin. In this case, the number of nodes in the whole network can be calculated
as below.
M =
N+1∑
n=0
Qn =
QN+2 − 1
Q− 1
. (41)
The complexity of the latency minimization algorithm is proportional to the number of feasible
vertexes, which is proportional to the square of the number of the constraints and closely
related to the complexity of finding the vertexes. The non-congested constraints derive from
the computing capacity limitation of each node and the transmission resources limitation of
each parent node. The number of the computing capacity constraints equals that of all nodes:
Kc = M =
N+1∑
n=0
Qn =
QN+2 − 1
Q− 1
. (42)
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The number of the transmission resource constraints equals the number of the parent nodes in
the whole network, which can be expressed by
Kt =
N∑
n=0
Qn =
QN+1 − 1
Q− 1
. (43)
The number of the constraints is
K = Kc +Kt =
QN+2 +QN+1 − 2
Q− 1
. (44)
The maximum number of the vertexes of the feasible set is
O(K2) =
O(Q2N+4)
O(Q2)
= O(M2). (45)
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