Lower bounds of variance of estimators are derived for one-parametric quantum estimation problems without differentiability assumptions of models. In non-asymptotic cases, lower bounds are derived based on, in a sense, first-order difference and k-th order difference. In asymptotic cases, lower bounds are derived for a continuous model and for a discrete model. We then consider three examples. In the first example, the problem is easy since only one point is differentiable but it is important as a model of an optical experiment. In the second example, there are infinitely many non-differentiable points which are not isolated. In the third example, the parameterization is discrete.
Introduction
In experiments for the quantum information processing ( [24] ), the performance is strongly affected by fidelity between the real state of the quantum system and the theoretically ideal state. Hence, the quantum state must be estimated with high precision. In case that we have a huge number of samples for the estimation, we can know the true state with negligible error. In many cases, however, the number of samples is not so large. Therefore, we should carefully treat noise and error. For such a problem, quantum estimation theory ( [13] ) serves an orthodox formulation. In this theory, the error is often evaluated by variance under an unbiasedness condition for estimators. Our final goal of quantum estimation is to find the best unbiased estimator which minimizes variance. For this goal, we consider lower bounds, or inequalities, for variance of unbiased estimators. This theory is a generalization of the classical statistical estimation theory ( [21] ).
We review the classical theory of estimation. For the classical cases, inequalities are known for the following cases: a case in which the model for the estimation problem is differentiable, and, a case in which the model is not differentiable. For the differentiable case, there are Cramér-Rao (CR) inequality and Bhattacharyya inequality [4] . Both inequalities uses differentiation with respect to a parameter of the model. The CR inequality is given by a function called a logarithmic derivative based on first-order differentiation. On the other hand, the Bhattacharyya inequality is given by a generalization of the logarithmic derivative based on higher-order differentiation. As a result, the latter inequality gives a better bound. For the non-differentiable case, there are Hammersley-Chapman-Robbins (HCR) inequality ( [9] , [6] ) and Kshirsagar inequality ( [18] ). These inequalities for the non-differentiable case uses difference, in place of differentiation, with respect to the parameter. For a similar reason to the differentiable case, the Kshirsagar inequality gives better bounds, since the HCR uses first-order difference and the Kshirsagar uses higher-order difference. In principle, inequalities for the differentiable case can be derived from those for the non-differentiable case. Indeed, even if the model is differentiable, HCR/Kshirsagar inequalities can be defined, and they converge to CR/Bhattacharyya inequalities as the difference goes to zero. In this sense, the non-differentiable theory is more general than differentiable one. See [2] , [17] for details of the non-differentiable case. Moreover, for differentiable and non-differentiable cases, asymptotic theory is also developed in the classical setting. For the differentiable asymptotic case, a bound for the leading term of variance of asymptotically unbiased estimators is given by CR. In this case, this bound is always achievable. For the non-differentiable asymptotic case, a bound for the leading term is given by HCR. Unlike the differentiable cases, this bound is not always achievable. See [1] for the differentiable asymptotic case, and see [26] for the non-differentiable asymptotic case.
We review the quantum theory of estimation. For the quantum setting, inequalities have been argued only for the differentiable case. For this case, there are Quantum Cramér-Rao (QCR) inequality ( [13] , [15] , [28] ) and Quantum Bhattacharyya (QB) inequality ( [5] ). As the classical case, QB is better than QCR since QB uses higher-order differentiation for quantum analogues of the logarithmic derivatives. Unlike the classical case, there can be several types of linear operators as quantum analogues of the logarithmic derivatives for the non-commutativity. Typically, there are several types a Symmetric Logarithmic Derivative (SLD) or a Right Logarithmic Derivative (RLD) as quantum analogues of the first-order logarithmic derivative. If the parameter of the model is one-dimensional as a real manifold, then SLD gives a better bound than RLD does. See [15] and [28] for details. As the classical differentiable case, QCR gives an achievable bound for the leading term of variance. See [7] , [10] , [8] , [16] , [23] , [12] , [3] for details. However, in contrast to the classical estimation, non-differentiable theory has never been argued.
In this paper, we present lower bounds of variance of unbiased estimators for non-differentiable quantum models with one-dimensional parameter, in non-asymptotic and asymptotic settings. For nonasymptotic case, we present Quantum Hammersley-Chapman-Robbins (QHCR) inequality generalizing HCR, Quantum Kshirsagar (QK) inequality generalizing the classical Kshirsagar inequality. As the differentiable case, the non-commutativity gives two types of linear operators like SLD and RLD. We also see that the SLD-type inequality gives a better bound than RLD-type inequality does. Moreover, QHCR/QK converge to QCR/QB as the difference goes to zero. In this sense, our non-differentiable theory is more general than differentiable one. We also present asymptotic bounds. For the asymptotic theory, we should consider two cases; continuously parameterized case and discretely parameterized case. In the continuous case, we present Asymptotic Quantum Hammersley-Chapman-Robbins Continuous (AQHCRC) inequality using SLD-type and RLD-type operators. In the discrete case, we present Asymptotic Quantum Hammersley-Chapman-Robbins Discrete (AQHCRD) inequality using an RLDtype operator. After these general arguments, we present some examples.
In Section 2, we setup the problem and we state our new inequalities. In Section 3, we give examples. In Section 4, we give proofs for the inequalities.
Review
The problem is formulated in 2.1. The differentiable cases is reviewed in 2.2.
Setup
Let H be a separable Hilbert space describing the physical system of interest. Let L(H) be the set of linear operators on H. Let S(H)(⊂ L(H)) be the set of density operators. Let Θ be a parameter space which is a subset of the set R of real numbers. Suppose that the state of the system is given by ρ θ for a certain θ ∈ Θ that we do not know. For simplicity, we assume that ρ θ has the inverse for any θ ∈ Θ.
(1)
We would like to estimate g(θ) by measuring the system where g(θ) is a function of θ. A pair (Θ, ρ θ , g(θ)) is called a model. The model is said to be differentiable, if the map θ → ρ θ and the map g : Θ → g(Θ) are differentiable. Otherwise, the model is said to be non-differentiable. Suppose that we can perform any appropriate positive operator valued measure (POVM) M : R → L(H) as a measurement for the estimation. The expectation E θ (M ) of the estimator M for θ ∈ Θ is defined as
The variance of M is defined as
We will give lower bounds for variance under 'unbiasedness conditions' defined later.
Differentiable cases
Before we argue the non-differentiable cases, we review fundamental results for differentiable models in quantum estimation for non-asymptotic and asymptotic cases.
Non-asymptotic case
We consider a non-asymptotic case. An inequality of variance is given under a condition of unbiasedness of estimators.
First, let us define the unbiasedness of estimators.
If b(M, θ) ≡ 0, M is said to be unbiased at θ. If M is unbiased at any θ, M is said to be unbiased.
Next, we define SLD and RLD.
(SLD and RLD are uniquely defined since ρ θ is invertible by the assumption (1).)
Then, the QCR inequality is stated as follows.
Proposition 1 ([13]) If an estimator M is unbiased, it holds that
where
The equality in 5 holds if and only if M can be written as an observable
This argument is a quantum analogue of the Cramér-Rao (CR) inequality in the classical statistical estimation, and SLD and RLD are the quantum analogues of classical logarithmic derivatives ( [21] ). See [15] , [28] for details.
Asymptotic case
We review an asymptotic case. Let us replace ρ θ by a sequence ρ ⊗n θ of n-independent states on a sequence of the n-composite system H ⊗n . In such a case, we can perform any POVM M n : R → L(H ⊗n ). In the differentiable case, the variance converges to zero as n goes to infinity. In fact, the order of the convergence is O(1/n) as n → ∞. Therefore, we focus on the coefficient of the leading term 1/n. Moreover, the unbiasedness condition is replaced withasymptotic unbiasedness defied as follows.
M n is said to be asymptotically unbiased at θ. If M is unbiased at any θ ∈ Θ, M is said to be asymptotically unbiased.
Proposition 2 The Asymptotic Quantum Cramér-Rao (AQCR) inequality is stated as follows. ([7]
, [10] , [8] , [23] , [12] ) Assume that M n is asymptotically unbiased. Then, we have
3 New results
Our new results for non-asymptotic non-differentiable case are given in 3.1. New results for asymptotic non-differentiable case are given in 3.2.
Non-asymptotic non-differentiable cases
If ρ θ is not differentiable with θ or if the map g is not differentiable with θ, then the inequality (2) does not make sense. In classical cases, Hammersley [9] and Chapman and Robbins [6] have derived an inequality using the difference in place of the derivative. We generalize these classical arguments to the quantum cases.
First, let us define a difference operator. For a function f (θ) of θ and for a real number δ, let ∆ δ be a linear operator defined by
Next, we define operators which are similar to SLD and RLD.
(L S θ,δ and L R θ,δ are uniquely defined since ρ θ is invertible by the assumption (1) .)
Our first result, Quantum Hammersley-Chapman-Robbins (QHCR) inequality, is given in the following theorem.
Theorem 1 If the estimator M of g(θ) is unbiased, then
The equality in 5 holds if and only if M can be written as an observable T such that T − θI ∈ span{L S θ,δ }. We next improve QHCR by QK. Let us prepare a linear operator of k-th difference. For a function f (θ) of θ ∈ Θ, for a real number δ and for an integer k ≥ 1, we define a linear operator ∆ δ,k by
Let us define r × r matrices J S = (J S i,j ) and
and let G = t (∆ θ,δ,1 g(θ), ..., ∆ θ,δ,r g(θ)) be a column vector. We then have the following Quantum Kshirsagar (QK) inequality which generalizes and improves QHCR inequality of Theorem 1.
Theorem 2 If an estimator M for g(θ) is unbiased, then
where ( 
Asymptotic non-differentiable cases
However, ii the model is not differentiable, the convergence rate is not always O(1/n) (see [26] for the classical case). Hence we need to express the convergence rate by an increasing sequence c n that goes to infinity as n → ∞.
Our asymptotic theory has two cases: Case 1 The model is continuous. Case 2 The model is discrete. In Case 1, we use SLD-type and RLD-type operators. As Theorem 1, SLD-type bound is better. In Case 2, we use an RLD-type operator since an SLD-type operator is mathematically intractable for our argument.
Continuous case
First, for an increasing sequence c n and for any small number h > 0, let
† ) and L R,n θ,δ be solutions to the equations
For h ∈ R, let δ = h/c n , so we consider L S,n θ,h/cn and L R,n θ,h/cn . Assume that there exist
or, assume that there exist
Next, we define asymptotic unbiasedness for a sequence M n of estimators of g(θ) based on measurements of ρ n θ as follows.
Definition 6 A sequence M n of estimators of g(θ) is said to be c n -unbiased at θ from the right if c n b(M n , θ + h/c n ) → 0 as n → ∞ for any h ≥ 0 which is small enough. Similarly, M n is said to be c n unbiased at θ from the left if
Then, we have the following asymptotic right (or, left, respectively) QHCR inequality. M n is c n unbiased at θ from the right (or, from the left, respectively) . Then,
Theorem 3 Assume that
lim inf n→∞ c 2 n V θ (M n ) ≥ (g ′ + (θ)) 2 J S,+ θ ≥ (g ′ + (θ)) 2 J R,+ θ (9) (or, lim inf n→∞ c 2 n V θ (M n ) lim inf n→∞ c 2 n V θ (M n ) ≥ (g ′ − (θ)) 2 J S,− θ ≥ (g ′ − (θ)) 2 J R,− θ , respectively).
Discrete case
If the set Θ of parameters is discrete and each point is isolated, then c n = O(e an ) for a positive constant a. In such a case, we evaluate variance by the exponent a.
Assume that θ, θ + δ ∈ Θ and assume that there is no element of Θ ⊂ R between θ and θ + δ. As an unbiasedness, we introduce the following condition.
Definition 7 A sequence M n of estimators of g(θ) is said to be
). Then, we have the following AQHCRD inequality.
We would like to add that C(ρ θ+δ ρ θ ) is always not smaller than the relative entropy D(ρ θ+δ ρ θ ) defined as
The reason is the following. Assume that Θ = {θ, θ + δ}. From the fundamental result in quantum hypothesis testing ( [14] , [25] ), there is a sequence
We can regard N n as an O p -unbiased estimator such that
Moreover, Θ ⊂ R implies that
Examples
In this section, we will present three non-differentiable models.
Estimation of concurrence
For −1 < θ < 1, let ρ θ be a density matrix on a 2 × 2 system given by
where |Φ ± = (|00 ± |11 )/ √ 2 are maximally entangled states which are mutually orthogonal. This type of state can be produced by parametric down conversion ( [19] ).
Let g(θ) = |θ| be the absolute value of θ. This value |θ| is equivalent to the concurrence ( [27] ) to measure the quantum entanglement between two systems. At θ = 0, then we can define the usual SLD and RLD, and both J S and J R are given by
At θ = 0, we have
In this model, however, there is no unbiased estimator for g(θ) = |θ|. Therefore, the inequality is nonsense in the non-asymptotic setting. Let us consider the n-i.i.d. case, that is, ρ n θ = ρ ⊗n θ , and we construct a sequence M n of estimators of g(θ). Here, c n = √ n. The AQHCR inequality for estimators which are √ n-unbiased from right is given by lim
This bound is achieved by the following scheme.
Step 1 For i = 1, 2...., n, we measure i-th subsystem of H ⊗n by a two valued POVM {|Φ
+ is observed, and let
The expectation E θ (y) of y for ρ ⊗n θ is θ + o(1/n) as n → ∞ so such an estimator M n is 1/ √ n-unbiased at θ from the right, and V θ (M n ) = (1 − θ 2 )/n.
Devil's staircase model
be an increasing function such that the set {(x, f 1 (x)) | 0 ≤ x ≤ 1} makes the devil's staircase, i.e.,
where τ i (x), β(x) and m(x) are defined in the form 
be the coherent vector on an infinite-dimensional Hilbert space H spanned by |0 , |1 , |2 , .... For θ ∈ Θ, let
In this setting, we estimate θ.
Non-asymptotic case
Let us define ξ i (ξ i ∈ {0, 1, 2}, i = 1, 2, 3, ...) by the ternary representation
We consider this problem in three cases. Case 1 ρ θ is differentiable with θ from both left and right; There exist i and j (i < j) such that ξ i = 1 and ξ j = 0. Case 2 ρ θ is differentiable with θ from only one side; There exists i such that, for any j > i, ξ j = 0. Case 3 ρ θ is not differentiable with θ from left or right (see Fig 1) . In Case 1, ρ θ is differentiable along the real coordinate q so that we can define L S θ . The QCR bound
is achieved by a homodyne detection along q such that the observable is written asq = (a + a † )/2 using the annihilation operator
However, the QHCR bound is
This bound is also achieved byq. In Case 3, there exists lim δ→0 L S θ,δ . The QHCR bound
is achieved by a homodyne detection along the imaginary coordinate p such that the observable is written asp = √ −1(−a + a † )/2. Therefore, there is no POVM which uniformly minimizes variance in the small sample setting.
Asymptotic case
In the asymptotic case, we can estimate θ by a best estimator which uniformly achieves the asymptotic bound of variance.
Let us consider n-i.i.d. samples: ρ n θ = ρ ⊗n θ . In this case, the sequence c n in Theorem 3 is c n = √ n. The AQHCR inequalities from right and left are given by
This bound is achieved by the following estimation scheme.
Step 1 Assume that n is very large. Let n 0 be the largest integer not greater than √ n, and partition ρ ⊗n θ into ρ ⊗n0 θ and ρ ⊗(n−n0) θ .
Step 1 For the first sample ρ ⊗n0 θ , carry out n 0 independent heterodyne detections of which the POVM Π : C → L(H) is given by
where |ζ is the coherent vector. Letx be the real part and letȳ be the imaginary part of the average of observed n 0 values for these heterodyne detections. Let
where n 1 is the largest integer not greater than (1/4) log n 0 . If there is a point (x, y) ∈ S n0 such that
then we measure the remaining n − n 0 samples ρ
by homodyne detectionsq, and let α be the average of observed n − n 0 values. If there is not a point (x, y) ∈ S n0 satisfying (11), then we measure ρ ⊗(n−n0) θ byp and let α be the average. After α is obtained, let z = √ 2α. The expectation E θ (z) is θ + o(1/ √ n) so this estimation scheme M n is c n unbiased. Moreover, since
as n → ∞, M n achieves the AQHCR bound.
A discrete model
Define 2 × 2 matrices σ 1 , σ 2 and 0 2 as
Let H be a infinite-dimensional Hilbert space spanned by |1 , |2 , |3 , .... For θ ∈ Θ(= N: the set of natural numbers), let ρ θ ∈ S(H) be a density operator of the form
where diag(...) means the diagonal matrix.
Remark 2 Though ρ θ is not invertible on H, the assumption 1 essentially apply to this example. Indeed, it is sufficient for us to consider the subspace H ′ θ (⊂ H) which is supported by ρ θ .
One-sample case
When θ is even, there is an estimator of θ which minimizes variance. Define an observable T by
where, for an odd number i,
Let M be the estimator of θ written by T . Since
M is an unbiased estimator. If θ is even, then M is optimum. Indeed, T ∈ span{L
where U = (U i,j ) is a (θ − 1) × θ matrix of the form
and
When θ is odd, a similar argument of L S θ,−1,k implies that the best estimator should be given by an observable T ′ of the form
The variance of T ′ is θ 2 /3 − 7/12 + 1/(4θ) for odd θ. However, T ′ depends on the unknown parameter θ. In this sense, there is no estimator which is uniformly achieves the QK bound.
Asymptotic case
Let us consider the asymptotic setting ρ n θ = ρ ⊗n θ . Since this model is discrete and isolated, we can apply Theorem 4 where
if θ is even.
We will construct an estimator M using a method of hypothesis testing. When θ is odd, our estimator M achieves the AQHCRD bound of Theorem 4. When θ is even, M does not achieve the bound. However, it is optimized in a context of the hypothesis testing.
M is constructed as follows. First, let Θ ′ be the set of positive even numbers. Next, let
where I 2 is the 2 × 2 identity matrix. We independently apply M ′ to each sample, and letθ ′ i ∈ Θ ′ be the observed value for the i-th sample. Letθ max = max{θ 1 , ...,θ n }. We next test the hypotheses
on θ ∈ Θ with level α = 0 by the optimal method φ given by Hiai and Petz [14] . Note that it is possible to realize φ after M ′ since M ′ preserves information for (12) . If φ accepts H 0 , letθ =θ max − 1 be the estimate of θ ∈ Θ otherwise letθ =θ max . The exponent of variance of this estimator M is given by
Proofs
In this section, we give proofs of theorems. First, we prepare a lemma which says that the best unbiased estimator is a projection valued measure (PVM).
γM (dγ).
Then, it holds that
Proof. 2 Hence we use an observable T to describe the POVM M in Proofs of Theorems 1 and 2.
Proof of Theorem 1.
Let T ∈ L(H) be an operator satisfying Tr(ρ θ T ) = g(θ). By Schwartz's inequality, it holds that
Therefore, (5) holds. Similarly, (6) holds. In addition,
Hence, (5)≥(6) holds. The equality in (13) where Tr H means the partial trace over H. Consequently, we obtain
This implies (7) . By a similar argument, (8) is also shown. 2
Proof of Theorem 3
In a similar way to (13), Schwartz's inequality implies that 
and hence (9) holds as n → ∞. → log(C(ρ θ+δ ρ θ ))
as n goes to infinity. Hence (10) holds. 2
