ABSTRACT
INTRODUCTION
Membrane proteins are involved in almost every cell activity and signal transmission. However their modelling is generally more difficult than that of globular proteins, due to the few examples of membrane proteins known at atomic resolution. For this reason a 2D model of the protein is routinely predicted highlighting those regions that can interact with the membrane phase. This is done by predicting first the location of transmembrane segments along the protein sequence (topography) and then the location of the N and C terminus with respect to the lipid bilayer (topology). This last step however is computed using different 'ad hoc' rules derived from experiments and statistical analysis (von Heijne, 1999) . The 2D predictions may eventually help in building the 3D structure .
Two types of membrane proteins have been characterized: the first includes all the proteins that to a different extent, interact with the lipid bilayer of the cytoplasmic membrane of all cells (White and Wimley, 1999) ; the second group includes the so-called beta-barrel membrane proteins, which interact with the outer membrane with antiparallel beta-strands forming barrels with an even number of segments (Schulz, 2000) .
Few methods have been applied so far for the prediction of the all-beta membrane proteins (Jacoboni et al., 2001; Martelli et al., 2002; Wimley, 2002) . On the contrary, several methods have tackled the task of predicting the location of the transmembrane segments in the all-helical membrane proteins (see Möller et al., 2001) . Among these approaches, the best performing ones make use of global optimization methods that constrain the transmembrane segment lengths to be compatible with the membrane spanning regions. This is done implicitly either by means of hidden Markov model grammars (Tusnády and Simon, 1998; Krogh et al., 2001) , or by using optimization algorithms (Jones et al., 1994; Rost et al., 1996a,b) . Three approaches have been described so far to address this problem (Jones et al., 1994; Rost et al., 1996a,b; Ruzzo and Tompa, 1999) . Jones et al. (1994) introduced an algorithm, which simultaneously optimizes both the segment position and the topology of the all-helical membrane protein, using the statistical propensities derived from a database of selected membrane proteins.
Later, a greedy algorithm was introduced to optimize the output of neural network based predictors (Rost et al., 1996a,b) , by overlapping segments of maximal reliability values along the sequence. This procedure however, does not guarantee to find the list of the segments (with a constrained lengths) that maximize the global score.
More recently, a linear time algorithm for finding all maximal scoring subsequence has been described by Ruzzo and Tompa (1999) . This algorithm is more general than the former two and finds all non overlapping maximal subsequences without constraining the segment lengths. It is particularly suited for characterizing regions of unusual composition in nucleic acid or protein sequences (Ruzzo and Tompa, 1999) .
The algorithm presented here (MaxSubSeq) has been, successfully applied by our group, to different outputs from neural networks (Jacoboni et al., 2001) and HMMs (Martelli et al., 2002) when predicting the topography of membrane proteins. In this paper we present its detailed description and implementation, and we show that it can be successfully applied to different outputs including hydropathy plots, neural networks and HMMs for predicting the topography of membrane proteins.
SYSTEM AND METHODS

MaxSubSeq algorithm
The problem that MaxSubSeq addresses can be synthesized as follows: given a list of real numbers (e.g. transmembrane propensities) we want the set of the segments with a constrained length ([minimum,maximum] ) that maximizes the total score (given a suitable score function on the segments).
The problem can be casted in a more formal way: let R be a sequence of real numbers of length N and λ s , λ b two integers such that 0 < λ s λ b .
Let Seq(n, k) be the set of all the sequences on {0, 1} of length n (binary sequences) with the property that there are only k subsequences on the symbol 1. The length of each '1 only' subsequence is bounded by λ s and λ b . We adopt the convention of starting the numbering from 0. This means that a sequence of length N goes from 0 to N − 1.
Given a sequence w of length n N , we define its score as
which is the sum over the subsequences of W consisting only of 1s, weighted by R. We define the score of a set of sequences as the maximum score of each sequence. We assume that there exists a value ⊥ (bottom) to denote the score of ∅ that is, an element lower than any real numbers. S(n, k) is the score of the sequences in Seq(n, k), i.e. the maximum score of the sequence starting from 0 to n, with k substrings of 1s.
The algorithm, then computes the scores of all the possible substrings, compatible with the length of the string and the segments constraints (λ s and λ b ). Note that
The score S(n, k) of the sequence up to position n with k segments of 1s is defined inductively as follows:
For all n it is assumed that ⊥ + n = ⊥.
We shortened the computation by introducing the vector R , defined as R i = i−1 j=0 R j . This allows to compute the sum only once, since R can be precalculated and we obtain
The score is then computed as:
Another simplification can be carried out considering that we have to evaluate the max operation only from λ s to λ b −λ s . So we can define an array V n,k of length λ b −λ s +1 such that:
The final equation, for k > 0 and n (λ s + 1)k − 1, is:
V n,k may be calculated as follows:
Estimating ⊥ For the algorithm to hold it is necessary that ⊥ is always lower than any other value that appears during a max operation. Since R i are real numbers, one solution is
MaxSubSeq implementation
The implementation was done in Python (http://www. python.org), and it follows the algorithm description. The pseudocode of the MaxSubSeq main part is shown in Figure 1 .
Methods
As a general benchmark to score the efficacy of MaxSubSeq we use three different data sets. The first, referred to as T188, is the set described in Möller et al. (2001) , and consists of 188 well characterized membrane proteins taken from the SWISSPROT database (Bairoch and Apweiler, 2000) . The other two sets, containing respectively 11 (T11) and 15 (T15) proteins, are used for testing the prediction of all-beta membrane proteins. T11 is the set described in Jacoboni et al. (2001) , while T15 is a larger set of consitutive outer membrane proteins known at atomic resolution with low sequence identity (<25%). Membrane proteins were taken from http: //blanco.biomol.uci.edu/Membrane Proteins xtal.htm.
The lists of the proteins and the relative predictions are available at our web site http://www.biocomp.unibo. it/piero/maxss/.
The neural network trained to predict all-beta membrane proteins (NNBeta) was previously described (Jacoboni et al., 2001) .
The hidden Markov model for the prediction of the allbeta proteins, is similar to that described in Martelli et al. (2002) . It uses multiple sequence alignment as input and it is trained on a larger dataset (T15) than before ( Martelli et al., 2002 ; Accuracy per residue = 84%). When the sequence-profile-based hidden Markov model (HMMBeta) is used, MaxSubSeq is provided with the probability of each residue in the chain, to be in the transmembrane state computed using the HMMBeta a posteriori decoding (Martelli et al., 2002) .
RESULTS AND DISCUSSION
MaxSubSeq has been designed to solve general tasks with specific applications and it is independent from the meaning of the real numbers provided as input. In this respect, it differs from the MEMSAT algorithm (Jones et al., 1994) . The problem addressed can be synthesized as: given a list of real numbers (e.g. transmembrane propensities) we search for the set of segments with a constrained length ([minimum,maximum] ) that maximizes the total score. The constraints can be derived from the database of proteins of known structure at hand: all-alpha membrane proteins and all-beta transmembrane proteins. Generally a statistical analysis is necessary in order to derive these figures (Jacoboni et al., 2001) . Recently (in our database) we observed that the minimal and maximal length for all-alpha and all-beta membrane proteins lies in the interval 15-36 and 6-23 residues, respectively. MaxSubSeq parameters for the minimum and the maximum transmembrane segments are task dependent, since all-beta segments are usually shorter than all-alpha ones. For the all-beta membrane proteins they were selected to with MaxSubSeq applied after computing the hydropathy plot according to the Kyte-Doolittle scale (Kyte and Doolittle, 1982) . KD is used with an averaging sliding window 9 residue long.
be 6 and 20, in agreement with the data set distribution length. For the all-alpha proteins we tried several values in the range of 15 and 35. The application of MaxSubSeq to three different predictive methods highlights the generality of the algorithm. First MaxSubSeq is used to filter a hydropathy plot obtained with the KD scale (Kyte and Doolittle, 1982;  Figure 2 ). It is evident that post-processing largely improves the selection of the putative transmembrane segments from all the predicted signals (compare in Figure 2 segments in blue predicted by MaxSubSeq with those known to be transmebrane helices, shown as black segments, with the red background). The best scoring model, however misses one expected helix.
One of the best scoring methods (according to Möller et al., 2001) for the prediction of the all-alpha membrane proteins is TMHMM (Krogh et al., 2001) . In Figure 3 MaxSubSeq filters an output derived with the TMHMM output. In this case the best model selected by TMHMM does not correspond to the observed one. The TMHMM probability signal contains information that MaxSubSeq uses to optimize the prediction, assigning in this case the correct number of transmembrane helices.
When MaxSubSeq is used in combination with a HMM predictor, specifically designed to predict beta transmembrane strands (Martelli et al., 2002) , again the algorithm optimizes the predictions (Figure 4 ). Basically the a posteriori decoding used to compute the probability of a given residue to belong to a given class does not guarantee the grammatical requirement of the model (Durbin et al., 1998) . For this reason post-processing improves the prediction. It must also be mentioned that when transmembrane beta strand Jacoboni et al. (2001) .
A model is considered correct only if the number of the segments coincides and if each segment has an overlap with the corresponding observed segments.
KD9 Kyte-Doolittle scale using a sliding window of 9 residue; KD5 Kyte-Doolittle scale using a sliding window of 5 residue;
NNBeta the neural net presented in Jacoboni et al. (2001) ;
HMMBeta the hidden Markov model presented in Martelli et al. (2002) here tested using the enlarged set T15.
predictions are filtered, the requirement of having only an even number of segments is posed as a further constraint, since so far all-beta proteins solved at atomic resolution contain an even number of strands. This second constraint is however automatically granted by the MaxSubSeq implementation. An extensive test of the performance of MaxSubSeq is presented in Table 1 . The accuracy listed is evaluated on a protein basis: a protein is considered correctly predicted only when the following two conditions are met:
1. the number of predicted segments equals the observed one;
2. the overlap between the predicted and expected segment is at least of 9 and 3 residues, for all-alpha and all-beta proteins, respectively.
When MaxSubSeq is used on top of the KD hydropathy plot the accuracy almost doubles (from 48 to 91 correct proteins Table 1 ). Given a protein sequence, MaxSubSeq takes as input a list of numbers representing the propensities for the transmembrane (positive values) or loop (negative values) classes. When the KD scale is used, the values associated to each residue in the protein chain are averaged over a symmetric window, in order to smooth the signal. For the sake of comparison with previously published results (Möller et al., 2001 ) the dimension of the sliding window is set to be 9 and 5 residues long. It should also be remembered that 34 proteins in the T188 set contain a signal peptide and that this is often predicted as helix.
For the sake of comparison we also list the results obtained with TMHMM (Krogh et al., 2001 ) through the web server. It should be stressed that in this case the predictions are not in a real testing phase, since some proteins are included in the TMHMM training set. Nevertheless, MaxSubSeq increases the accuracy up to 4 percentage points. In this case our program well predicts 10 more proteins in the set, as compared to TMHMM alone. The improvement results from correctly predicting one more helix that was discharged by TMHMM in 8 chains, and by better locating predicted helixes in the other 2 proteins (predictions are available at http: //www.biocomp.unibo.it/piero/maxss). This is a somewhat general explanation of the reasons why the optimization algorithm is capable of increasing the performance of the predictors used in this work.
Similarly, the predictors of all-beta membrane proteins may take advantage of MaxSubSeq. The algorithm significantly increases the accuracy of both neural network (NNBeta, from 4 to 8 out of 11 proteins) and HMM (from 8 to 11 out of 15 proteins).
We can conclude that the algorithm presented here is quite general and can optimize segments in sequences with constrained length. This is true both in the case of all-beta and all-helical proteins. Furthermore an extra advantage of combining MaxSubSeq with any propensity predictor, is that the algorithm computes all at once the possible models compatible with the given constraints. This makes it possible for the user to select and visualize different models and when necessary, to further constrain the prediction.
