Denote by ζ the Riemann zeta function. By considering the related prime zeta function, we demonstrate in this note that ζ(s) = 0 for ℜ(s) > 1/2, which proves the Riemann hypothesis. The main tools of our argument are: the bounds and oscillation theorems for the prime counting function, the classical properties of Dirichlet series and the identity theorem for real-analytic functions.
and Γ(w) = ∞ 0 e −x x w−1 dx. Closely related to ζ(s) is P (s), the prime zeta function, defined as P (s) := p p −s where the summation is over the entire set of primes [4, p.215 ]. It can be seen that P (s) is an entire function, regular for ℜ(s) > 1. By the Móbius inversion formula, one obtains P (s) = ∞ m=1 µ(m) m log ζ(ms) where µ is the Móbius function. Due to the bound |µ(m) log ζ(ms)| ≪ 2 −mℜ(s) as m → ∞, notice that the right-hand side of the preceding identity represents an analytic function of s, regular for ℜ(s) > 0, except at the singularities of the individual terms. These are branch points arising from the poles and zeros of the function ζ(ms). There are an infinity of such points, and they have no limit point in the region ℜ(s) > 0. Hence P (s) is regular for ℜ(s) > 0 except at certain branch points. From the aforementioned functional equation and the relationship between Γ and the sine function, it can be easily noticed that ∀n ∈ N one has ζ(−2n) = 0, hence the negative even integers are referred to as the trivial zeros of ζ in the literature. The remaining zeros are all complex, and these are known as the nontrivial zeros. In [2] , Riemann stated without proof that, in the range between 0 and τ , the ξ function has about 
whenever x is half more than an integer and the summation on the left-hand side is over the prime powers p j in the region specified, where j ∈ N. In the literature (for example [6] ), ψ is usually Define π(x) to be the number of primes not exceeding x. Similarly, the magnitude of π(x) is also dependant on the real parts of the zeta zeros. For example, the Prime Number Theorem that
dt log t is equivalent to the nonvanishing of ζ(s) at ℜ(s) = 1. This was first proved by Hadamard and de la Vallee Poussin working independently in 1896 [7, pp.200-295] . However until now, there has never been found any absolute constant θ < 1 such that ζ(s) = 0 for ℜ(s) > θ. In particular, the Riemann hypothesis is equivalent to the above bound with Θ = 1 2 . The interested reader can find far more thorough discussions of this celebrated problem in Conrey [1] , Titchmarsh [4] and/or Borwein et al [7] .
The main results of the paper and their proofs Define π(x) to be the number of primes not exceeding x, ζ to be the Riemann zeta function and
dt log t for x > 1. Define Θ to be the supremum of the real parts of the zeta zeros. Note that Θ ≥ 1/2 [2, p.4] .
Throughout the following argument, s shall be taken to be a real number. LEMMA 1. For every s > Θ ≥ 1/2, one has the identity
where µ denotes the Móbius function. µ(n) = (−1) k if n is a square-free positive integer composed of k distinct prime factors, and 0 otherwise.
PROOF. Let p be a prime. Consider the prime zeta function, defined by the infinite series
for s > 1 (see, for example [4, p.12]). Note that µ(1) = 1 by convention. Applying partial summation to the left-hand side of (2) yields 
for s > 1. Since ζ(ms) = ∞ n=1 n −ms for s > 1/2 and m ≥ 2, we have |µ(m) log ζ(ms)| ≪ s 2 −ms for s > 1/2 and every m ≥ 2. This implies that the right-hand side of (4) is real-analytic for every [5, p.430 ] notice that the left-hand side of (4) is also real-analytic whenever s > Θ. Since we have established that both sides of (4) are real-analytic for every s > Θ, the desired result follows by the identity theorem for real-analytic functions.
Define Π(x) = π(x) + 1 2 π(x 1/2 ) + 1 3 π(x 1/3 ) + · · · . LEMMA 2. For every s > Θ, one has
for s > 1. Putting (5) into the left-hand side of (4) yields
for s > 1. Note that |π(x) − Π(x)| ≪ x 1/2 [5, p.465 ]. We also have lim s→1 ((s and every m ≥ 2. These facts collectively imply that both sides of (6) are real-analytic for s > 1/2, hence by the identity theorem for real-analytic functions, it follows that (6) also holds for s > 1/2.
Combining this with Lemma 1 yields the desired result. for s > Θ. As N → ∞, the first integral on the right-hand side of (7) converges to a limit, say a (dependent on s). Since |π(x) − Π(x)| ≪ x 1/2 [5, p.465] , notice that the second integral is 
as N → ∞, for every ǫ > 0. Notice that Θ ≤ 1/2, else (12) would be absurd. Thus the desired result follows since we already know that Θ ≥ 1/2 (see, for example [7, Theor. 2.10]).
