Synopsis and Outline
The theory of multivariate regression has been extensively studied and is commonly used in many diverse scientific areas. A wide variety of techniques [1, 2, 3, 7] are currently available for solving the problem of multivariate calibration. The volume of literature on this subject is so extensive that understanding which technique to apply can often be very confusing.
A common class of techniques for solving linear systems, and consequently applications of linear systems to multivariate analysis, are iterative methods. While common linear system soIvers typically involve the factorization of the coefficient matrix A in solving the system Ax = b, this method can be impractical if A is large and sparse. Iterative methods such as Gauss-Seidel, SOR, Chebyshev semi-iterative, and related methods also often depend upon parameters that require calibration and which are sometimes hard to choose properly. An iterative method which surmounts many of these difficulties is the method of conjugate gradient. Algorithms of this type find solutions iteratively, by optimally calculating the next approximation from the residuals. Partial Least Squares hgression (PLS) is a type of iterative method which has been introduced recently and whose development is attributed to Hermann Wold and Harald Martens. An exposition of the method is given in Multivariate Calibration [9] , a text whose intended audience is analytical chemists. The main purpose of this paper is to show that PLS is an inefficient iterative method that combines two essentially standard conjugate gradient algorithms. The first, known as Craigs method, solves a least squares type minimization in the standard inner product, and this is what PLS uses in its training stage. Essentially, the normal equations ATAa: = ATb corresponding to an over determined linear system Ax = b are solved iteratively, at the k-th step solving the minimization where v k is an iteratively computed linear space known as a Krylov space. That is, at the k-th step the projection of the least squares solution to the system on the Krylov space is found. A discussion of Krylov spaces is given in Section 3. The solution
is the expansion in the orthogonal basis vectors (wz} where orthogonality is with respect to the usual Euclidean inner product (wz, wj) = w : . w 3 = 6, where 6, is the delta function.
The second iterative method which we consider is known as the Orthomzn algorithm. It takes a distinctly different strategy. In this case the minimization is performed on how well the range of the approximate solution approximates the target vector b. At the k-th step the minimization is solved where the range of the solution is orthogonally expanded as A5 = POAVO + PlAvl+ * * + , f ? k A~k .
In Orthomin the inner product is (Av,, Avj) = &.
The PLS algorithm works by expanding the solution in terms of what are called the spectral loadings by Martens and Naes, using the same inner product as Craigs method, except without the optimality. At the final step, however, the prediction stage, the least squares solution to the problem A s = b is solved by minimizing residuals as in the Orthomin algorithm. While it may certainly be of interest to the practicioner to adopt minimization in either of these inner products, a key point is that the end result of PLS may be obtained without Craigs method by simply implementing the significantly more direct and simpler Orthomin algorithm.
.r We begin in Sections 2 and 3 by reviewing the basics of linear regression and conjugate gradient iterative methods. In Sections 4 and 5 two of the most popular conjugate gradient methods are introduced, Craigs method and Orthomin. In Section 6 we show how PLS as written by Martens and Naes may be formulated as a conjugate gradient method. We present our main results in Section 7, demonstrating that the training and prediction stages of PLS have the properties claimed above. In the final section we summarize our findings. Various implementation issues and the connections of PLS with the Fisher linear discriminant are discussed 1 in the appendices.
--. -1
The Least Squares Approach
The standard m-variable linear regression model is an effort to solve the underlying over determined system where b is a n x 1 column vector of observations of the dependent variable, and A is a n x m matrix that results from n observations of the m independent variables A(1), A(2), . . . , A(") . The column vector e is an n x 1 column vector of residuals e,. The m x 1 column vector z contains the rn regression coefficients dl), d2), . . . , d"). The Standard assumptions in most least squares formulations are 1. The error term e has a multivariate gaussian distribution with expectation E(e) = 0,
2. E(.. eT) = 021, where I is the identity matrix and u2 is the constant variance of the residuals,
3.
Cov(e, A) = 0, that the covariance between the As and the residual terms is zero. This assumption is automatically satisfied if the A variables are non-stochastic so that the n x m data matrix A consists of k e d numbers, and finally,
4.
The rank r(A) = m where m < n. This assumption means that there are no linear relationships among the A variables, better known as no multicollinearity, stated otherwise, the population regression function should include only those variables that are not linear functions of some of the variables in the model.
When these four assumptions are satisfied then the least squares estimator, given below in (2.3), is in the class of minimum variance unbiased estimators, often called BLUE for Best Linear Unbiased Estimator. Under these assumptions, the least squares solution is also the maximum likelihood estimator of the mean.
The ordinary least squares procedure consists of choosing unknown parameters so that eTe = ( b -AX)^(^ -As) is as small as possible. Differentiating this last expression with respect to the unknowns If the inverse of the square matrix ATA exists, (and this is strongly dependent upon the assumptions 1-4 above as well as issues of numerical stability) then the unknown coefficients may be solved for as z = (ATA)-lATb .
(2-3)
Another possibility for a least squares solution is to let x = ATh and attempt to solve AATh = b. Now AAT is a symmetric n x n matrix but its rank is m, and so this problem may not be solved exactly unless b is in the range of AAT. If the vector x from this approach differs from the x given by the normal equations (2.2) then we may write x = ATh + t where t is orthogonal to the range of AT. However, as any vector orthogonal t o the range of AT is necessarily in the null space of A, t adds nothing to the least squares solution of this problem. Thus from the least squares point of view, these two approaches are equivalent.
Conjugate Gradient Methods
The conjugate gradient method for the least squares solution of symmetric positive definite matrices has proven to be very effective, especially when combined with certain preconditioning techniques. Even when the matrix is nonsingular, but not positive definite extensions of the method continue to make it viable for the solution of linear regression problems. Preconditioning techniques can extend the solution class even further. The distinguishing characteristics of a conjugate gradient method are 1. It is a Krylov space method. That is, the solution z k at any step k lies in the span of a certain subspace which is iteratively computed.
2. It has an optimality property over the Krylov space, which usually means convergence to an acceptable accuracy in a small number of iterations.
3. There are orthogonal direction vectors which span the Krylov space, and these are simultaneously computed.
4.
The coefficients for updating the recursion are optimally chosen with respect to some inner product. A short recurrence relation makes the execution time per iteration short and memory requirements acceptable.
5. The method is parameter-free, that is, the user is not required to estimate any method parameters. 6 . The roundoff error properties are acceptable.
We now explain how this type of method works, closely following Faber and Manteuffel 
and if C is symmetric positive definite as well, then Q ( x ) is minimized by x = C-lb. Even when C is not symmetric but positive definite, we may still consider the iterative method of (3.1), as each is easily computable. To demonstrate this, we first show by induction that where is a polynomial of degree 5 j Since Since the residual vectors span the Krylov space, the proper choice of the qa3s in (3.1) will yield the solution. This approach in fact works even more generally. If C is singular, but has only simple zero eigenvalues, and the system is consistent, one can also obtain a solution.
The problem of course is choosing the qZ3s of (3.1) in a meaningful way. One way to do this is to enforce an optimality condition. The Krylov space is constructed to allow optimal choice of update directions. Let e, = C-'b-z, = z -z, be the error vector. Let 11 x I\= ( x ,~)~/~. We would like to choose x , so that 11 e, 11 is minimized over all possible iterations of form (3.1). That is, at each step i letz,+l = x , +&p, where p , E w,.
We want to choose D,p, so that 11 e,+l 11 is as small as possible. Since
Now take the inner product of both sides of the previous equation to get
To minimize the error, assume a complex solution /3j = x j + i y j , and take the derivative with respect to each x j y j . Setting these latter expressions equal to zero one obtains the linear system
Since this is true for every i and in particular for i -1, we have 
Since the pis are conjugate with respect to the inner product, we say that the method is a conjugate gradient method. Equation (3.3) involves the unknown quantity ei, and so in order for the algorithm to be viable, the inner product must be chosen so that the coefficient pi is computable.
Another issue which is central to the implementation of a conjugate gradient method is the recursive calculation of the pi's which we now discuss. From the above discussion, we know that since pi E V,+l and pi is orthogonal to &, that pi = pi(C)po, where pi(z) is a polynomial of exact degree i. Thus, Cpi is of exact degree i + 1 and so V,+Z = {CPi,po, ...,pi}. The vector pi+l can be computed as
The a i j s are then uniquely determined by the conditions, which yields
Now if C is self-adjoint with respect to this inner product, we have Equation (3.4) referredto a s a three-term recursion for computing the update directions. More sophisticated methods exist involving s-term recurrences and these methods have been completely classified in the fascinating paper [4] . The most commonly used form of the three-term conjugate gradient method applied to symmetric positive definite C has general steps given after initialization as
Substituting for r -i + 1 above yields
Craigs Method for Conjugate Gradient
One of the most commonly employed conjugate gradient methods is known Craigs method which we now introduce. The method enjoys all the properties (1-6) described at the beginning of the previous section and is often taken as the benchmark for other conjugate gradient methods. We also give the algorithm in the case when AT A has been precalculated.
Throughout, we wish to approximate the solution to the linear system Ax = b. Let r denote the residual vector r = Ax -b. In the algorithm given below, the subscripted variable xi denotes the i-th approximation to the least squares solution. The algorithm has the following steps: Algorithm 1: Craigs Method.
where Pz(rz,ra)/(Pz,Pa) and a z = (ra,ra)/(ra-l,rz-l). and .
There are several important facts about Craigs method. The first is that it is a Krylov space method to solve the normal equations ATAx = ATb. This means that the solution estimate x, is always contained in the space spanned by the vectors V,{ATb, (ATA)ATb, ..., (ATA)iATb} . As discussed in the previous section we have V, K+l for all i and the vectors pi, called the update directions, defined by Craigs method form a basis for the subspace V, which is computed iteratively along with the solution estimate: thus we may write V, = { p l , ...,pi}. A second point of interest about method is that the update directions pi are orthogonal in the usual inner product and therefore ( p i , p j ) = pTpj = Saj where 6, is the delta function. At the k-th step of Craigs method we are solving the minimization where 2 E C P z p z and ( z , p j ) = tizj. A remarkable and non-trivial property of Craigs method is that we are iteratively able to find the closest solution in the current Krylov space to the least squares solution of the system Ax = b without explicitly knowing the least squares solution. A justification for this fact is beyond the scope of this paper but can be found in [l] along with characterization results. A final point that makes Craigs method very efficient in practice is that, like all conjugate gradient methods, the basis vectors p , satisfy a three term recurrence.
In the case where the symmetric positive definite matrix AT A has been precalculated, such as may be 
The Orthornin Algorithm for Conjugate Gradient
Another common conjugate gradient algorithm, which has a very similar form to Craigs method, is called Orthomin and is given below. precalculated AT A except that the update coefficients are calculated as A note on stopping criteria. Since there is no x which satisfiesAx = b in an overdetermined system, it is of little value to check-the norm of the residual 11 b -Ax, 11, although in fact in the Orthomin algorithm this value steadily decreases to zero. As a stopping criterion, a better indication of convergence is the quantity 1) ATri (1=1) ATb -ATAz, )I the residual of the normal equations. Since both Orthomin and Craigs method calculate ATr, during the iteration, it is a simple matter to calculate (ATri,ATri. This quantity is not strictly decreasing but does tend to zero during the iteration.
PLS as an Iterative Method
In this section we give a detailed explanation of how partial least squares regression may be interpreted as an iterative conjugate gradient method. We take the algorithm PLSR for one y-variable given in Frame 3.4 page 121 of the text Multivariate Calibration [9] by H. Martens and T. Naes. We shall discuss each step in this frame in detail referring to the same numbering scheme.
C.l This step scales the independent variables by subtracting the mean. Mean centering is important in order to insure that the least squares (LS) solution includes the correct constant term. This step is essential if one is to solve least squares problems in affine spaces. In our method this will be denoted as
C 2.5 At this point MN give their update equations. In our notation these are given by These equations will form the starting point of our proof that PLS is in fact a Krylov space method, C 3 In MN this step asks to check the accuracy of the solution. This step is similar in any iterative given in the next section.
method and usually the number of factors a is predetermined. however, the authors MN try a different approach. They let W be the matrix with the vectors wi as columns, P be the matrix with P, as columns, and q be the column vector having qi as entries. Then MN take the approximation to the solution, the PLS prediction step, to be
We shall show in the next section that the wi are orthogonal in the ordinary inner product, but that the Pi are not. We shall also show that (6.3) is not the vector closest to x in the space spanned by the wi, but that E in (6.4) is the minimum of the normal equations
with E in the space spanned by the wi .
If the solution to the PLS method is taken as in (6.3), then the iteration resembles Craigs method except that the coefficients have not been chosen optimally. If, on the other hand, the solution is chosen as in (6.4), then we have solved the same problem as Orthornin, but we have orthogonalized in the wrong space so a matrix inverse is required. This can cause two undesirable side effects. The first is that we cannot calculate how accurate our solution is at each step so we cannot determine a stopping criterion very easily. The second point is that a matrix inverse is numerically unstable and inefficient. The conjugate gradient methods avoid these difficulties. To understand PLS as the optimization carried out in Orthomin, we observe that as remarked above we must solve the minimization min 11 Ax -b 11
where x E V, = (ATb, CATb, ...) CmATb).. Form a matrix U with columns CiATb for 1 5 i 5 m . As we are approximating x by Uy and so we solve fory in the problem min 11 AUy -b 11 .
As before, the least squares solution is given by y = (UTATAU)-lUTATb and the approximation to the solution x is given by
As previously remarked, performing the matrix inverse has undesirable side effects.
Conjugate Gradient and PLS
In this section we prove the necessary facts to demonstrate that PLS is a conjugate gradient type iteration scheme for least squares. Let us first recall our equivalent version of PLS in update form from Section 6. Proof. The first iterate Arb0 is just ATb The idea is to prove the theorem by induction by first computing the action of the rank 1 matrix uauT. We notice that u,uTv is in the direction of u, for any vector v, as uTv is a scalar. Thus if ua is in some Krylov space, then we infer that u,uTv is in the same Krylov space. Also note that
bi+l
Assume by induction that ATbi E V , and that (?Ai)& E V, for t = max(k + 1,i) for all k. We check whether these statements remain true for i + 1 . Compute
AT(bi -aiAiATbi) by update rule 1 , which is in V, by induction, where t = max(i, i + 1) = i + 1.
Calculate
Now letp be any polynomial of degree k. Then p(C)ATb is a typical element of V k where C = ATA.
Clearly ATAip(C)ATb is in V, for t = max(k + l,i), by induction. On the other hand, the term Proof. This follows easily from the two theorems taken together and the uniqueness of the directions p j .
The formula that was proved by induction in the theorem above is important enough to warrant its own L e m m a 5. For all i and k , (ATAi)Vk is contained in V, for t = max(k + 1, i). Proof. This is an easy application of equation (7.1) Proof. We use equation (7.2) to write
A T A~~ = A F -~A~-~~ -~A ; -~A~-~~~-~
Now we prove the statement of the theorem for fixed k by induction on i, j. Consider equation (7.2) with p = pi . By Lemma 5 the second term on the right is in 5 and so is orthogonal to pk when k > j. When we form the inner product with p k , the first term on the right is by induction. This proves the Lemma.
technical lemma.
Now we must deal with the update scale factor ai . We handle this with Theorem 3. First we require a The far right term is Proof. This follows easily by using Lemma 9 and induction. In order to explain step C4 of Martens and Naes, we recall the definitions of Pk and qk in Section 6 as equation (6.1) and (6.2) Using this notation, we can rewrite (with a little algebra) Lemma 9 as Proof. We compute
Recall the following relation from the proof of Theorem 2:
Substituting this into the first inner product and using the fact that (A;-lbk-l,wk) = 0, the right hand side becomes which is .~ where the second equality employs Lemma 7. This completes the proof.
Lemma 11. For every k > 0,
from the proof of Lemma 10. and Naes, forms the solution to the problem Our final goal in this section is to show that the step C4, the prediction stage of PLS given by Martens
where V, is the Krylov space spanned by { p o , p~, ...,pm}. First we find the solution to (7.5) . Since V, is also the space spanned by {wo, w1, ..., wm}, we can write x = Wy and solve for y . The on is then given as
and the value for x thus obtained is
The matrix CW has the column vectors CWO, Cwl, ..., Cw,. By equation ( 
Summary
The final PLS algorithm, expressed in the notation used in this report is given at the beginning of Section 7. As we proved in Section 7, in the end, PLS finds the same solution as the Orthomin algorithm. There are two significant caveats to this conclusion however. The first is that as the vectors have been orthogonalized in the usual inner product, and not the required inner product, and the second is that a matrix inverse is required at the final step. This inverse is computationally inefficient and unstable, possibly producing undesirable results. The second point is that if the solution is taken as the linear combination of loading weight vectors, as proposed by some authors, then the solution resembles Craigs method except without the optimality. In the first case, applying the Orthomin algorithm directly would be considerably more efficient, eliminating a fair amount of unnecessary work. In the second case, the PLS solution is a non-optimal iterative method for a problem for which provably optimal solutions exist. Although various interpretations and justifications for the PLS approach have been given, it is our conclusion that the method should be replaced by either of the methods discussed herein. 
ATrZ-1).
The Orthomin calculations may be implemented using Linpack and the previously mentioned Matmult routine. Specific routines of interest are sdot to perform inner products, Matmult to form Ap and ATr, and saxpy to form vector add and multiplies.
We now proceed to discuss the operation counts. The major operation counts are determined on each iteration by 2 matrix multiplies, 4 inner products, and 3 applications of saxpy. Each iteration costs about 4nm floating point operations. It is difficult to determine apriori which stopping criteria to use, and this should probably depend on the application. However, if ATA is non-singular, then the inner product (A*T,A*T)
should converge t o zero and its size is a good indication of the accuracy of the solution. Another approach is to check the magnitude of zz+l -xi as a jackknife test. At any rate, the total number of calculations is of order O(4anm) where a is the total number of iterations. One might be tempted to form ATA in an effort to avoid the 4nm work on each iteration. If the number iterations is small, however, this is not a good idea. Forming ATA takes on order of (nm)2 operations , counting both adds and multiplies, since we need only form half of the symmetric matrix. On the other hand time will be economized if nm > 4a which would hold only for small data sets.
Finally we mention some results on the convergence properties of conjugate gradient. Because each iterate minimizes a polynomial in a matrix C times the original residual, a well-known trick with Chebychev polynomials can be used to bound the residual at each step. Let K 2 be the condition number of the nonsingular part of C. That is, is the product of the largest singular value of C times the smallest non-zero singular value. Let y be the vector which minimizes 11 b -Cy 11 and let z = Cy -b. Then T, = z -Cy, is the relevant residual in this case. The bound is then given by A more convenient approximation to this last bound can be made when K >> 1. In this case, the number of iterations required to reduce the residual by a factor f is 0.5K log(2/f).
Appendix B -PLS in the case of a binary dependent variable
In the body of the paper it was shown that PLS is a conjugate gradient method of solving the normal equations ATAx = ATb. In this Appendix, the case where the dependent variable b is binary valued is considered. Let b be an n-dinensional vector whose componets take on the two values €1 and €2. Then to satisfy the normalization of the first step of the PLS algorithm, one must rescale b to have zero mean n1c1 + 72262 = 0 , where nt is the number of occurrences of E $ . Arbitrary, we choose €1 = 1, which implies € 2 = -nl/nz.
In this case the right hand side of the normal equations reduces to where ACij) is an element of A. This can also be written as where pi is the m-dimensional mean of the independent variables whose corresponding dependent variables have value ~i . That is, ATb is in the same direction as the line connecting the means of the two classes of b.
The final solution vector obtained by PLS is then given by _'
x 0 : SG1(Pl -P2) where ZT = ATA is the (total) covariance matrix.
The form of this solution is very similar to that obtained for the two class version of Fishers linear discriminate analysis. In Fishers discriminate analysis the idea is to find a projection from an m-dimensional space to an one-dimensional space which leads to the maximum separation between the two classes. the second term is called the between class scatter matrix, which measures the separation between the classes. What Fishers linear discriminate analysis does is to maximize the ratio of between class scatter to within class scatter. Notice that in the case when the between class scatter is small the final solution vector found by the PLS algorithm is an approximation to the direction found by Fishers linear discriminate analysis.
The first solution vector 2 1 found by the PLS algorithm also has an interesting interpretation in the case where b is binary valued. Recall from equation (6.4) that the PLS projection equation is given by I = W ( P T W ) -l q for the fist iteration W is an m x 1 matrix, therefore it is easy to show that I is in the same direction as ATb . Recall that ATb is in the same direction as p1-p2, that is, in this case the first solution vector found by PLS is just the line connecting the means. While the final solution is in the SF'(p1 -p2) direction. In other words, the algorithm starts with the line connecting the means as an initial guess to the solution, but converges to the least squares solution.
