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Abstract
Lead toxicity has motivated the search for Pb-free ferroelectrics to replace lead zirconate titanate
(PZT). This solid solution has been the most widely used piezoelectric material, due to its high
electromechanical performance at compositions around its morphotropic phase boundary. Despite
the multiple interpretations of the structural state near this compositionally-driven interferroelectric
phase transition, it is commonly accepted that the optimal properties are associated with reduction
of the crystallographic anisotropy of the free energy. Existing modelling methodologies artificially
couple the free energies of the different ferroelectric phases by using a single Landau-Devonshire
potential to describe the ferroelectric behaviour of the entire material. This approach inherently limits
the accuracy of predicted properties in the bulk phases, and near the interferroelectric transitions in
particular. Thus, the structural states andmechanisms responsible for the enhanced electromechanical
response near this region of phase space are not able to be properly examined.
In this work, a novel multiphase field (MPF) framework was established to describe systems with
multiple interferroelectric phase transitions. The MPF approach naturally couples the free energy
densities of the coexisting phases, each one defined by its own Landau coefficients. Consequently, the
properties of the ferroelectric phases are allowed to vary independently, enabling a more accurate and
thermodynamically consistent description of the bulk phases and interferroelectric phase transitions.
Based on the MPF framework, a model was developed for systems with a single, temperature-
induced, polymorphic phase boundary (PPB). The model was demonstrated for the BZT-BCT system,
(1 − G)Ba(Zr0.2Ti0.8)O3-G(Ba0.7Ca0.3)TiO3, assuming a phase diagram with a single PPB between the
tetragonal and rhombohedral phases. Specifically, the model was demonstrated for coarse-grained
BZT-40 BCT in 1-D and 2-D, and for a [001]-oriented BZT-50 BCT single crystal in 2-D. For the
latter, anisotropic Landau coefficients were determined using a combination of single-crystal and
polycrystalline experimental data.
Predictions for BZT-40 BCT and BZT-50 BCT are consistent with experimental observations
of a tetragonal + rhombohedral coexistence region. Further, the combined energetic and kinetic
analysis of the metastable coexistence of the tetragonal and rhombohedral phases can explain the
stabilization of the purported orthorhombic phase in the vicinity of the PPB. The MPF model predicts
a thermodynamic upper limit for coexistence that agrees with the apparent orthorhombic-tetragonal
phase boundary. At low temperatures, results reveal that coexistence is kinetically limited, providing a
rationale for the apparent rhombohedral-orthorhombic phase boundary. Near the coexistence thermal
limit, the MPF model also demonstrates a vanishing energy barrier between variants in the metastable
rhombohedral phase. This automatically predicts the formation of small metastable domains that
facilitate polarization switching between stable tetragonal domains through a phase transformation-
induced polarization rotation mechanism. This interfacial stabilization of the metastable R phase
x
can explain the higher electromechanical response reported experimentally for the BZT-BCT system
along its purported orthorhombic-tetragonal phase boundary.
For the entire temperature range of metastable coexistence, the MPF model predicts microstruc-
tures with faceted domain walls and curved tetragonal-rhombohedral phase interfaces that are con-
sistent with experiments. The formation of curved interfaces to accommodate domains of different
phases was attributed to the relatively low anisotropy of the interfacial energy compared to that of
domain walls. Also, miniaturization of the domain structure to the nanoscale, commonly observed
near interferroelectric transitions, was connected to low interfacial energies and the volume fraction
of the metastable ferroelectric phase. The latter produces a pinning effect on the motion of stable
domain walls that retards the coarsening rate for domains of the stable ferroelectric phase. Further,
a metastable equilibrium regime, characterized by a vanishing driving force for phase transforma-
tion, was identified in the vicinity of the PPB in the single-crystal analysis of BZT-50 BCT. The
existence of this regime can explain the formation of typically observed domain configurations that
produce a metastable equilibrium at the interface intersections and stabilize the ferroelectric mi-
crostructure. Moreover, a method was developed for the quantitative analysis of domain structures
using the MATLAB™ toolbox MTEX, which can improve our understanding of interferroelectric
phase transitions.
The MPF model and analysis tools developed in this work can be readily used to validate
competing theories regarding the structural state and enhanced properties near PPBs in the search for
lead-free materials.
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This chapter provides an introduction to the research project. It begins with the general background
of the field, which serves as motivation for this research and includes key concepts that will be used
and further developed. The chapter also outlines the scope and objectives of the project and a list
of research achievements, including conference presentations and journal publications. Finally, it
presents an overview of how the thesis is structured, and a list of the novel contributions.
1.1 General background
1.1.1 Ferroelectric materials
Ferroelectric (FE) materials can be defined as special dielectrics with a spontaneous polarization
that can be reversed by the application of an external electric field [1–3]. Dielectric materials are
well known electric insulators that can be polarized. In these materials, upon the application of
an electric field, the centres of positive and negative electric charges at atomic level shift slightly,
forming induced electric dipoles. This displacement, or induced polarization, increases with the
applied electric field, and it vanishes when the electric field is removed [3]. FE materials, on the other
hand, are characterized by a spontaneous polarization in the absence of an external electric field due
to the formation of permanent electric dipoles below the Curie temperature. Upon cooling below
this critical temperature, these materials undergo a structural phase transition, denoted by a change
or distortion in the crystal structure, transforming from a high-temperature paraelectric phase into
a low-temperature FE phase [1,2], Figure 1.1. Since the permanent electric dipoles in the FE phase
are coupled to its crystal structure, they can only lie in one crystallographic direction. Moreover,
any stimuli that changes the material’s lattice, such as force and temperature, will also change the
strength of the dipoles and, consequently, the spontaneous polarization and associated spontaneous
strain. Therefore, all ferroelectrics are also piezoelectric and pyroelectric materials [1].
When a FE material is cooled below its Curie temperature, the electric dipoles group themselves
into regions with uniformly oriented spontaneous polarization, known as ferroelectric domains. These
domains form within the material to minimize the electrostatic energy associated with depolarizing
fields and the elastic energy due to mechanical constraints [1]. The interface between two domains
is called a domain wall (DW). In polycrystalline ferroelectrics, all domains have initially different













Figure 1.1: Paraelectric-ferroelectric (P-FE) phase transition illustrated for PbTiO3. The high-
temperature paraelectric phase has a cubic crystal structure and the low-temperature FE phase has a
tetragonal crystal structure. Figure adapted from Damjanovic [4].
polarization orientations due to the complex set of electric and elastic conditions at the grain bound-
aries [4]. As explained above, these polarization states are restricted by the crystal orientation of each
grain. This results in zero net polarization and no pyroelectric and piezoelectric effects. Upon the
application of small electric fields, the net polarization of the material increases linearly with the
applied field. As the magnitude of the electric field increases, the ferroelectric domains switch in
the direction of the field. At this stage, the net polarization rises rapidly until saturation is reached.
This process is called poling and it is applied to a FE material only once, after which it will behave
as shown in Figure 1.2. The value of polarization extrapolated back from the saturation limit is the
spontaneous polarization, %B, the value at zero electric field is the remnant polarization, %A , and
the field at which the polarization switches from one state to another is the coercive field, 2 . At
saturation, polarization is proportional to the applied electric field. The dashed line in Figure 1.2






Figure 1.2: Ferroelectric hysteresis loop showing the spontaneous polarization, %B, remnant polariza-
tion, %A , and coercive field, 2 .
In single-crystal ferroelectrics, a single-domain state can be achieved by poling [4], in which case
the spontaneous and remnant polarizations may have the same value. Conversely, in polycrystalline
materials, %A is always smaller than %B, and its maximum value depends on the available polarization
states in the FE phase, in accordance with its crystal structure [4]. For example, in a tetragonal (T)
phase with six available polarization states, %A ,<0G = 0.8312%B; while in a rhombohedral (R) phase
with eight available polarization states, %A ,<0G = 0.8660%B [4–10].
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1.1.2 Ferroelectric ceramics
Ferroelectric materials are ubiquitous in modern society. Their applications range from high-
dielectric-constant capacitors [11]; electromechanical devices, such as sensors, actuators, transducers,
micropositioning systems, piezoelectric fuel injectors and printing machines [12]; and, more recently,
non-volatile memories [11]. The number of industrial and commercial applications increased signif-
icantly after the development of FE ceramics. In the context of this field, the use of ceramics is of
particular importance because of the ability to adjust their properties for different applications by
using a wide range of compositions [1].
Essentially, the development of ferroelectric ceramics started during World War II with the
discovery of the unusually high permittivity in ceramic barium titanate (BaTiO3) capacitors. Soon
after, it was established that the origin of this unusually high permittivity inBaTiO3was its ferroelectric
nature, i.e. the presence of permanent electric dipoles [13]. These two discoveries were pivotal in the
development of FE ceramics for a number of reasons [1]. On the one hand, BaTiO3 was of significant
practical utility: high chemical and mechanical stability, ferroelectric at room temperature, and
readiness to use in ceramic form. On the other hand, the simplicity of its perovskite lattice structure
enabled significant progress in understanding and interpreting ferroelectricity in a microscopic and
macroscopic way. Also, the ferroelectric nature of BaTiO3 led to the discovery of the poling process,
which allowed converting an inert ferroelectric into an electromechanically active ceramic with a
large number of applications [13]
In addition, BaTiO3 was the first material with more than one FE phase, Figure 1.3. This led
to the notion of interferroelectric phase boundaries, as opposed to paraelectric-ferroelectric phase
boundaries [14–16]. The phase transformation regimes are traditionally summarized in composition-
temperature maps, or phase diagrams. A phase boundary representing a compositionally driven
interferroelectric transition is referred to as a morphotropic phase boundary (MPB); while a phase
boundary representing an interferroelectric transition driven by changes in temperature is referred to
as a polymorphic phase boundary (PPB) [16,17].
Another important FE ceramic is lead zirconate titanate (PZT), or Pb(Zr1–xTix)O3. This material
also has a perovskite crystal structure and more than one FE phase. Further, its phase diagram features
an MPB between the T and R ferroelectric phases, Figure 1.4. This solid solution exhibits a wide
range of properties depending on the different compositions between lead titanate and lead zirconate.
In particular, PZT has been the most widely used piezoelectric material due its high electromechanical
performance near its MPB compositions (G ≈ 0.48) [11,12,18].
According to Heitmann and Rossetti [15], the structural state in the vicinity of the MPB has been
a subject of considerable debate. However, they have also noted that, regardless of its structural
nature, the enhanced electromechanical properties are related to the reduced anisotropy of the free
energy surface in this region. The latter has been linked to miniaturization of the domain structure
to the nanoscale, due to a reduction in the DW energy [20], and to an easy path for polarization
rotation / extension [21,22].
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Figure 1.3: Paraelectric and ferroelectric phases in BaTiO3, as reported by Jang [3]. The transition
temperatures are denoted by anomalies in the dielectric permittivity. For each FE phase, the direction
of the spontaneous polarization and associated distortion of the unit cell are shown.
Figure 1.4: PZT pseudo-binary phase diagram, as shown in Shrout and Zhang [19].
Despite being the dominant piezoelectric material for the last decades, recent environmental
restrictions on the use of lead have motivated extensive research on lead-free ferroelectrics [12,18,19,23].
The search for lead-free alternatives that demonstrate the same versatility as PZT has proven to be a
challenge. Suitable replacement materials have been found only for specific applications [12,18,19,23].
1.1.3 Lead-free ferroelectrics
According to Bell [11], the search for new lead-free materials to replace PZT relies on understand-
ing the origin of its outstanding electromechanical performance, which is known to be related to the
presence of an MPB but whose nature has been under debate [12]. Further, it has been established that
the presence of lead is not essential for having anMPB, and that the free-energy flattening (or reduced
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anisotropy) associated with the properties enhancement near this region is also observed in lead-free
materials [18]. Hence, despite unreached consensus regarding the origin of the large piezoelectric re-
sponse near the MPB, significant research has focused on solid solutions exhibiting interferroelectric
phase boundaries.
In general, the following lead-free systems have been investigated: electrostrictive or relaxor-
based materials, such as strontium sodium bismuth titanate (SBNT); non-perovskite ferroelectric
structures, such as bismuth layer-structured ferroelectrics (BLSF) and tungsten-bronze type ferro-
electrics; and perovskite ferroelectric structures [12,23]. Materials in the latter group constitute the
most promising candidates and can be categorized into three main families: the barium titanate (BT)
system, BaTiO3; the potassium sodium niobate (KNN) system, (K1–xNax)NbO3; and the bismuth
sodium titanate (BNT) system, (Bi0.5Na0.5)TiO3 [12,18,19,23].
Although the lead-free perovskite ferroelectrics were discovered (and some discarded for piezo-
electric applications) more than fifty years ago, current developments have focussed on modifying
their chemical composition and improving their processing [18]. In the case of BaTiO3, for instance,
its use has been limited for practical piezoelectric applications due to its low Curie temperature
()2 = 120 ◦C) [23]. However, this system has been widely studied recently as part of binary and ternary
systems [12,18,19,23]. The KNN system, on the other hand, is a solid solution regarded as one of the
best and most investigated lead-free piezoelectric candidates [23]. The major drawbacks traditionally
associated with this system are its difficult processing, inferior properties compared to those of PZT,
and relatively complex phase diagram with multiple PPBs [12,18,19], Figure 1.5(a). As for the BNT
system, it represents the main candidate among the bismuth-based materials, which also includes
the bismuth potassium titanate (BKT) system. These ceramics are important as end members for
several promising binary and tertiary solid solutions, such as: BNT-BT, BKT-BT, BNT-BKT and
BNT-BKT-BT [12,19,23]. All these solid solutions have a phase diagram similar to that of PZT, with an
MPB between the T and R ferroelectric phases. However, they experience poor temperature stability
due to a relatively low depolarization temperature and the polymorphic character of the MPB [12,19],
Figure 1.5(b). Further information regarding chemical modification and processing, as well as the
positive attributes, shortcomings and current state of these lead-free perovskite materials have been
extensively reviewed and documented [12,18,19,23].
In 2009, Liu and Ren [24] reported a new lead-free FE ceramic, barium zirconate titanate-barium
calcium titanate (BZT-BCT), (1−G)Ba(Zr0.2Ti0.8)O3-G(Ba0.7Ca0.3)TiO3, with outstanding piezoelectric
response (333 > 600 pC/N). In contrast to the materials mentioned above, the BZT-BCT system is
remarkably similar to PZT. It has a phase diagram with a single interferroelectric phase boundary
ending at a tricritical point (TCP)where the T andR ferroelectric phasesmeet with a paraelectric cubic
(C) phase, Figure 1.6(a). However, Keeble et al. [25] have speculated the existence of an additional
orthorhombic (O) phase and revised its phase diagram, Figure 1.6(b). This initiated an ongoing debate
regarding the true structural state near the original PPB of the BZT-BCT system, refer to Section 3.1
for a full discussion.
Regardless of the structural nature of BZT-BCT, its high piezoelectric response has attracted con-
siderable attention. Numerous studies have been conducted to address some limitations of this system
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(a) (b)
Figure 1.5: Pseudo-binary phase diagrams of the (a) KNN and (b) BNT-BT systems, as shown in
Shrout and Zhang [19]. For the BNT-BT system, an anti-ferroelectric phase (AF) causes depolarization
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Figure 1.6: (a) Original and (b) revised pseudo-binary phase diagrams for the BZT-BCT system,
adapted from Liu and Ren [24] and Keeble et al. [25], respectively.
for practical applications, namely: poor temperature stability due to the inclined interferroelectric
phase boundary, relatively low P-FE transition temperatures, and the composition with the highest
piezoelectric coefficient (333) has a Curie point close to room temperature [18]. Further, substantial
experimental work has been carried out to characterize the microstructure and obtain the full set
of elastic, dielectric and piezoelectric properties for different compositions. Detailed information
regarding the processing, properties and microstructure of the BZT-BCT system can be found in
recent review articles by Acosta et al. [16] and Gao et al. [17].
From the theoretical point of view, Damjanovic et al. [18] have noted that BZT-BCT represents a
convenient system to investigate factors associated with the enhanced electromechanical properties.
These factors include composition and temperature effects on the flattening of the free energy density,
mechanisms controlling the polarization rotation / extension, and contributions from the motion of
domain walls.
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1.1.4 Modelling of ferroelectric materials
Computational work on ferroelectrics includes first-principles [26–31], atomic-level [32–37], and
phase field modelling and simulations [38–55]. First-principles approaches are typically based on
the density functional theory [26], and have been successfully used to determine intrinsic material
properties [26,27], as well as to study domain walls [28] and domain patterns in nanowires [29], ultrathin
films [30] and single crystals [31].
Further, shell model molecular dynamics have been used to investigate domain nucleation and
switching dynamics in single crystals [32], size and strain effects on electric field-induced domain
evolution in ultrathin films [35], and energetics of surfaces and domain walls [36]. In addition, molec-
ular dynamics simulations based on effective Hamiltonians have been employed to investigate the
mechanisms of polarization switching [34]. Nanoscale domain configurations and their evolution have
also been studied by combining the shell model and the atomic-scale finite element method to improve
computational performance [37].
Moreover, since ferroelectricity is a structural phase transition, phase field models have been used
extensively to study different aspects of the ferroelectric phenomenon. Most studies have focused on
the ferroelectric behaviour in single-phase regions of the materials’ phase diagram. This includes
microstructural evolution and domain configurations in single-crystals [38–45], polycrystals [46–48], as
well as in thin films [49,50]. Recent works have used the phase field method to investigate phase
coexistence and the mechanisms responsible for the enhanced electromechanical properties near
the MPB [51–56]. These models rely on a single Landau-Devonshire thermodynamic potential with
coefficients fitted to macroscopic properties to describe the FE behaviour, see Section 1.1.5. When
there is more than one FE phase, all Landau coefficients cannot be fitted to experimental data from
all the phases. Instead, they are generally fitted to properties from specific FE phases in an orderly
manner, i.e., some coefficients are fitted to properties from one phase, then they are held constant
while other coefficients are fitted to data from another phase, and so on until all coefficients are
estimated. Although significant effort can be invested on the fitting procedure, the use of a single
Landau-Devonshire potential to describe more than one FE phase inherently limits the accuracy of
predicted properties in the bulk phases and, particularly, near interferroelectric transitions, see e.g.,
Figure 1.7 [57–59].
1.1.5 The phase field method
The phase field method is a mathematical model traditionally used to solve interfacial problems.
It has been applied in materials science as a computational approach for modelling a wide range
of cases involving microstructure evolution, such as solidification, solid-state phase transformations,
grain growth and coarsening, among others [60–63]. In the traditional sharp-interface description, the
regions representing different compositional or structural domains are separated by zero-thickness
interfaces, which are explicitly tracked during the microstructure evolution using a set of boundary
conditions [60,64]. In contrast, the phase field method has a diffuse-interface approach which allows the
entire microstructure to be described by one or more variables that vary continuously at the interfaces,
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(c)
Figure 1.7: (a) Predicted relative dielectric permittivity for single-crystal BaTiO3, as reported by Ma
et al. [58]. (b) Predicted spontaneous polarization for single-crystal BaTiO3, as reported by Wang et
al. [59]. (c) Predicted relative dielectric permittivity for single-crystal KNbO3, as reported by Liang
et al. [57]. In subfigure (a) the experimental data is represented by red markers, while the other
markers indicate predictions from different models. In subfigures (b) and (c) the experimental data is
represented by markers, while lines correspond to predicted values. In all cases, the accuracy of the
prediction is compromised for some properties and/or phases.
Figure 1.8. In particular, since the phase field method does not involve the explicit tracking of the
moving interfaces between domains, it is more practical and suitable than the traditional approach for
complicated multidimensional simulations and complex morphologies [60–62,64].
In the phase field method, the microstructure is described by a single free energy functional,
expressed in terms of the phase-field variables and their gradients. This functional is derived based
on phenomenological theories that lean on the laws of thermodynamics and kinetics to explain phase
transitions without regard to the microscopic factors [1]. The use of this theory allows introducing
material-specific properties into the model by estimating the phenomenological parameters using
measurable macroscopic quantities. Additionally, the phase field method can account for different
driving forces for the microstructure evolution by including volumetric, gradient, electrostatic and
elastic terms in the total free energy functional [60].
Moreover, the equations that govern the microstructure evolution are derived using variational
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(a) (b)
Figure 1.8: (a) Diffuse-interface approach showing continuous transition of a field variable across the
interface, and (b) sharp-interface approach showing discontinuity of a field variable at the interface,
adapted from Moelans et al. [60].
techniques and irreversible (non-equilibrium) thermodynamics, i.e., it is assumed that the rate of
evolution is proportional to the total driving force [64]. Depending on the conserved or non-conserved
nature of the phase-field variables, the microstructure evolution is controlled by Cahn-Hilliard or
Allen-Cahn type equations, respectively [60,61,64]. Thus,
m2
mC








where  is the total free energy functional, " is the interface mobility, 2 represents a conserved or
composition variable, and q represents a non-conserved variable. Equation 1.1 is a Cahn-Hilliard
equation, and Equation 1.2 is an Allen-Cahn equation. In general, all the phase-field variables depend
on time and position, and the free energy functional can be a function of both conserved and non-
conserved variables. According to Moelans et al. [60], conserved variables are normally associated
with local composition such asmolar fractions, mass fractions or concentrations; while non-conserved
variables can be divided into order parameters and phase fields. The former are generally related to
crystal structure and orientation. The latter refers to phenomenological variables without well-defined
physical meaning, used to specify the region in spatial space where a phase is locally stable.
Further, phase field models have been categorized into two main types depending on their
application. In one type, mainly applied to solidification, non-conserved phenomenological phase
fields are used to avoid tracking the interfaces; while in the other type, the variables are related to
well-defined physical quantities, such as conserved variables for phase separation and non-conserved
order parameters for order-disorder transformations [60–62]. The latter category embodies the phase
field models commonly applied to solid-state transformations involving symmetry reduction, such as
ferroelectric transitions.
The phase field models applied to ferroelectrics differ substantially depending on the specific
formulation of the total free energy functional. The volumetric free energy density is described by
a Landau-Devonshire potential, i.e., a Taylor expansion in terms of the polarization order parameter,
generally expressed up to the sixth order to describe first- and second-order ferroelectric transi-
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tions [65,66]. Further, heterogeneous structures, such as DWs, can be taken into account by introducing
a gradient energy term for changes in polarization. Similarly to the Landau-Devonshire potential, this
term must also consider the anisotropic nature of the FE material. For a cubic crystal symmetry, the




















(%1,2 + %2,1)2 + (%1,3 + %3,1)2 + (%2,3 + %3,2)2
] (1.3)
where %8, 9 = m%8/mG 9 with 8, 9 = 1, 2, 3 are the spatial derivatives of the polarization vector; and
611 = 61111, 612 = 61122 and 644 = 61212 are the gradient energy coefficients. Alternatively, the
































where 614 = 612 + 644 ≠ 61123. Equation 1.3 is analogous to the expression for elastic free energy
density, while Equation 1.4 has a simpler interpretation in discrete form that facilitates its numerical
implementation [68]. Further, if an isotropic gradient energy coefficient is assumed, such that  % =















Finally, phase field models applied to ferroelectrics commonly include elastic and electrostrictive
terms into the total free energy functional, see e.g., [49,65]. In this case, the local elastic strains can be
calculated by solving the mechanical equilibrium equation. Similarly, an electrostatic contribution
to the total free energy can be introduced to consider charged defects, see e.g., [69], and dipole-
dipole interactions, see e.g., [38,70]. In this case, the local electrostatic field can be calculated for any
distribution of charges and dipoles by solving Coulomb’s Equation.
1.2 Scope and objectives
The aim of this research project is to develop a novel multiphase field (MPF) model to study FE
materials with a single PPB. The MPF approach considers the homogeneous free energy density of
the individual FE phases, with Landau coefficients fitted only to their own properties, enabling a better
description of the single-phase regions of the material. This allows a thermodynamically correct and
more accurate analysis in the vicinity of the interferroelectric phase transitions. The model will be
applied to the BZT-BCT system to elucidate the mechanisms responsible for the coexistence of FE
phases and enhanced electromechanical properties reported by experiments near its PPB. In particular,
the domain structures and transformation kinetics of the coexisting FE phases will be analysed. The
research scope is limited to the computational modelling and analysis of single-crystal ferroelectrics
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in one and two spatial dimensions, with no changes in composition, strain effects or charged defects.
The following list contains objectives or milestones with increasing complexity in the development
and application of the MPF model:
– Derivation of a general multiphase field framework for systems with multiple FE phases.
– Derivation of a MPF model for FE systems with a single PPB.
– Model formulation in one spatial dimension.
– Application of the one-dimensional MPF model to coarse-grained BZT-40BCT.
– Extension of the model to two spatial dimensions.
– Application of the two-dimensional MPF model to coarse-grained BZT-40BCT.
– Fitting of anisotropic Landau coefficients for the T and R phases of the BZT-50BCT system.
– Application of the two-dimensional MPF model to a BZT-50BCT single crystal.
1.3 Research achievements
This section lists the conference presentations and journal publications related to this work in
chronological order.
– Oscar A. Torres-Matheus, R. Edwin García and Catherine M. Bishop. Coexistence and domain
dynamics of ferroelectric phases in vicinity of the MPB. Presented by Oscar A. Torres-Matheus at
the Materials Science and Technology 2017 conference, Pittsburgh, PA, United States of America.
– Catherine M. Bishop, Oscar A. Torres-Matheus and R. Edwin García. Charged grain boundaries and
ferroelectric phase transitions. Presented by CatherineM. Bishop at theGordon Research Conference
2018 on Solid State Studies in Ceramics (selected by organisers for a Late Breaking Science talk),
South Hadley, MA, United States of America.
– Oscar A. Torres-Matheus, R. Edwin García and Catherine M. Bishop. Phase field modelling of
ferroelectric materials near the polymorphic phase boundary. Presented by Oscar A. Torres-Matheus
at the Materials@UC 2018 conference, Christchurch, New Zealand.
– OscarA. Torres-Matheus, R. EdwinGarcía andCatherineM.Bishop. Phase coexistence near the poly-
morphic phase boundary. ActaMaterialia, 164: 577-585, 2019, DOI: 10.1016/j.actamat.2018.10.041.
– Catherine M. Bishop, Oscar A. Torres-Matheus and R. Edwin García. TTT relations for ferroelectrics
near the polymorphic phase boundary: Insights from a new model for BZT-BCT. Presented by
Catherine M. Bishop at the European Materials Research Society 2019 spring meeting, Nice, France.
– Catherine M. Bishop, Oscar A. Torres-Matheus and R. Edwin García. Multi-phase field formula-
tion for ferroelectrics near the polymorphic phase boundary: insights into BZT-BCT. Presented by
Catherine M. Bishop at the XVI European Ceramics Society conference, 2019, Torino, Italy.
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– Catherine M. Bishop, Oscar A. Torres-Matheus and R. Edwin García. TTT relations for ferroelectrics
near the polymorphic phase boundary: Insights from a new model for BZT-BCT. Presented by
CatherineM.Bishop at theMaterials Science and Technology 2019 conference (invited talk), Portland,
OR, United States of America.
1.4 Thesis chapter overviews
This section summarizes the content of each chapter and appendix that appears in this thesis.
Chapter 1 - Introduction: this chapter provides an introduction to the research project. It begins
with the general background of the field, which serves as motivation for this research and includes key
concepts that will be used and further developed. The chapter also outlines the scope and objectives
of the project and a list of research achievements, including conference presentations and journal
publications. Finally, it presents an overview of how the thesis is structured, and a list of the novel
contributions.
Chapter 2 - Multiphase field theory: in this chapter, a new theory based on a MPF formulation
is proposed to describe systems with multiple FE phases considering their individual free energy
densities, i.e., individual Landau-Devonshire potentials. The MPF framework is then used to develop
a two-FE-phase model for systems with a single PPB. Finally, based on an assessment of the thermo-
dynamic P-FE transition of the individual FE phases, predictions are made about the coexistence and
stability of phases in the vicinity of the PPB.
Chapter 3 - Application to coarse-grained BZT-40BCT polycrystal in 1-D: in this chapter, the
MPF model is applied to the lead-free BZT-40BCT system assuming a phase diagram with a single
PPB between the T and R phases. For each FE phase, the Landau coefficients are obtained from
polycrystalline properties using a coarse-grained approach. A one-dimensional study is performed to
demonstrate the mechanisms controlling the stabilization of the apparent O phase near the T-R phase
boundary, and to elucidate the driving forces that determine their long-term dynamics.
Chapter 4 - Application to coarse-grained BZT-40BCT polycrystal in 2-D: in this chapter, the
MPF model is demonstrated in two dimensions for a coarse-grained BZT-40BCT polycrystal. This
enables access to additional degrees of freedom, or polarization configurations, to minimize the free
energy of the system. The additional spatial dimension yieldsmore realistic domain configurations that
affect the equilibrium states and transformation dynamics of the coexisting FE phases in the vicinity
of the PPB. Further, the two-dimensional model allows assessment of the effect of local electric fields
within the material on the FE domain structures and the kinetics of phase transformation.
Chapter 5 - Fitting of Landau coefficients for BZT-50BCT: in this chapter, a procedure is outlined
for estimating theLandau parameters for theR andTphases of single-crystal (Ba0.85Ca0.15)(Zr0.10Ti0.90),
also known as Ba(Zr0.2Ti0.8)O3-50 (Ba0.7Ca0.3)TiO3 or BZT-50BCT. This has been the most widely
studied composition of this system, which allows comparison of the results with simulations and/or
experiments found in the literature on BZT-50 BCT. The developed procedure uses single-crystal
and polycrystalline experimental information available in the literature. Equations for calculating the
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intrinsic electromechanical properties of ceramics are used to relate the single-crystal and polycrys-
talline data. This allows the use of measurements from polycrystalline samples to complement the
required information for the fitting of Landau parameters.
Chapter 6 - Application to BZT-50BCT single crystal in 2-D: in this chapter, the MPF model is
demonstrated for a BZT-50 BCT single crystal, characterized by the spatial distribution of a three-
component polarization order parameter. Simulations are performed on a 2-D computational domain
parallel to the (001) plane of the pseudocubic crystal structure. The anisotropic Landau coefficients
determined in Chapter 5 are used to examine the intrinsic effects of ferroelectric coexistence on the
phase transformation kinetics and domain morphology. The chapter also presents a method for the
quantitative analysis of FE domains and their interfaces in the MATLAB™ toolbox MTEX.
Chapter 7 - Conclusions and future work: this chapter summarizes the main findings and predic-
tions of the developed model, as well as their implications for the analysis of similar FE systems.
The chapter also outlines a potential trajectory for future work in the field. This includes possible
applications of the MPF model and recommendations for its further development.
Appendix A - Mobility calculations for the BZT-G BCT system: this appendix contains mobility
calculations for different compositions of the BZT-G BCT system. The calculation method is detailed
in Section 3.3.2. However, the procedure is summarized here for completeness.
Appendix B - Publications: this appendix provides a copy of an article published during the course
of this research. The article was published in the journal Acta Materialia and was adapted in this
work for non-commercial use only. Specifically, its content was included and further developed in
Chapters 2 and 3. The article has the following citation:
– Oscar A. Torres-Matheus, R. Edwin García and Catherine M. Bishop. Phase coexis-
tence near the polymorphic phase boundary. Acta Materialia, 164: 577-585, 2019, DOI:
10.1016/j.actamat.2018.10.041.
1.5 Novel contributions
– Developed a new multiphase field model for ferroelectrics.
– Obtained anisotropic Landau parameters for the BZT-50BCT system.
– Developed a tool to analyse quantitatively ferroelectric microstructures in MATLAB™.
– Developed a method to study the kinetics of phase transformation in two-FE-phase systems using
time-temperature-transformation (TTT) diagrams.




The content of this chapter has been published as: Oscar A. Torres-Matheus, R. Edwin García and
Catherine M. Bishop. Phase coexistence near the polymorphic phase boundary. Acta Materialia,
164: 577-585, 2019, DOI: 10.1016/j.actamat.2018.10.041, and adapted here for non-commercial use
only.
2.1 Introduction
Phase field formulations are traditionally built upon the Landau-Devonshire thermodynamic
potential to describe the paraelectric-ferroelectric phase transition, and a polarization gradient en-
ergy penalty to account for domain walls [71]. Phase field descriptions have been extensively used
for single-phase ferroelectrics to investigate microstructural evolution and domain configurations in
single-crystals [38–45], polycrystals [46–48], as well as in thin films [49,50]. For the region near the inter-
ferroelectric phase boundary, phenomenological approaches commonly split the Landau coefficients
into isotropic and anisotropic contributions to facilitate the thermodynamic analysis [15,20,72]. Struc-
ture symmetry is determined by identifying the direction of the polarization vector that minimises
the volumetric free energy density [20]. Landau coefficients are commonly fitted to experimental
data of specific ferroelectric (FE) phases, and the accuracy of predicted properties is limited near
interferroelectric transitions and bulk phases, e.g., [57–59].
In spite of significant progress, the thermodynamic state and thematerial properties in the vicinity
of the interferroelectric phase boundary remain under considerable debate [15]. Existing approaches
cannot directly assess the thermodynamic conditions for the stable and metastable coexistence of
FE phases, nor the impact of the transformation kinetics of the multiple coexisting phases. This
limitation can be overcome by considering the homogeneous free energy density of coexisting FE
phases separately [73], each with independent Landau coefficients obtained from experimental data for
the respective phase.
In this chapter, a new theory based on a multiphase field (MPF) formulation is proposed to
consider the thermodynamics of multiple FE phases. The MPF framework is then used to develop a
two-FE-phase model for systems with a single polymorphic phase boundary (PPB). Finally, based on
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an assessment of the thermodynamic paraelectric-ferroelectric (P-FE) transition of the individual FE
phases, predictions are made about the coexistence and stability of phases in the vicinity of the PPB.
2.2 Multiphase field formulation for ferroelectric systems
The total Helmholtz free energy of a multiphase FE system on a domain of volume + is defined
herein as
 [ ®%,↔Y, {2/#
#
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where ) and 2◦ are the temperature and bulk composition of interest; ®% is the polarization;
↔
Y is the
elastic strain tensor; ® is the electric field; {2/#
#
} is the mole fraction of the #-th charged chemical
species integrating the ionic solid, as defined by Vikrant et al. [69]; {q<} is the set of phase fields
describing the interacting phases; and @ is the number of distinguishable FE phases. Each phase
field, 0 ≤ q< ≤ 1, specifies the region in (spatial) space where the <-th phase is locally stable, and is
subjected to the geometrical constraint q1 + q2 + . . . + q@ = 1.
The first term on the right side of Equation 2.1 is the volumetric free energy density of the
FE system, a continuous function of the controlling variables at the temperature and composition
of interest. The second term is the gradient energy penalty to create a domain wall (a polarization
domain interface).  8 9:; is the 8 9 :;-th gradient energy coefficient contribution for a polarization
domain wall. The third term is the phase gradient energy penalty to create an interface between two
phases.  <= is the <=-th gradient energy coefficient contribution for a phase boundary. Interphase
interfacial energies have contributions from both the polarization and phase gradient energy terms.
In the traditional approach, these energies are fully coupled. In the new approach, the interphase and
domain wall energies can be varied independently.
Based on analogous phase field models for transformations that involve more than two phases,
such as multiphase solidification in eutectic, peritectic and monotectic alloys; or evolution of poly-
crystalline structures (e.g., grain growth) [60,74,75]; the volumetric free energy density is defined herein
as
5 ( ®%,↔Y, {2/#
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where the first term represents an interpolation function that combines the volumetric free energies
of the coexisting phases, 5<, into a single expression using weight functions, ℎ(q<); and the second
term can be formulated as a multi-well potential (A = 2) or as a multi-obstacle potential (A = 1), with
coefficients,,<=, related to properties of the interface between phases < and = [60,63].
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The MPF framework enables the thermodynamically correct analysis of systems with multiple
FE phases considering the volumetric free energy density of each phase. Particularly, it allows
the description of systems with two FE phases separated by a single PPB, or systems with a third
intervening FE phase and two PPBs (e.g., BaTiO3 and KNbO3). Hence, the proposed approach can
be used to elucidate current debate regarding the structural nature of FE systems in the vicinity of
interferroelectric phase boundaries and validate competing theories.
2.3 Model for systems with a single polymorphic phase boundary
For a strain-free, two-phase FE system, where a polymorphic phase boundary occurs at) = )%%
for a specific composition, Equation 2.1 reduces to
 [ ®%, q; ®,)] =
∫
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where q is a phase field variable that specifies the region in space where each FE phase is locally
stable. The low-temperature phase is set as q = 0 and the high-temperature phase is set as q = 1.
The volumetric free energy density of the system is defined as
5 ( ®%, q; ®,)) = 50( ®%; ®,)) [1 − ℎ(q)] + 51( ®%; ®,))ℎ(q) +,6(q) (2.4)
where ℎ(q) = q3(6q2 − 15q + 10) is a function that interpolates between the free energy densities
of the two phases, 50 and 51; 6(q) = q2(1 − q)2 is a double-well potential that prevents unphysical
phase transitions and its coefficient, , , controls the depth of the double-well potential, see e.g., [76].
The double-well potential acts as an energy barrier for phase transformations, which effectively leads
to an increase in the volumetric free energy density associated with phase interfaces.
For each phase, the volumetric free energy density is described by the Helmholtz thermodynamic
potential, , (a Landau-Devonshire potential) with respect to the cubic paraelectric phase, i.e., [1]
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where %8 is the 8-th polarization component (with 8, 9 , : = 1, 2, 3), and U8 , U8 9 , and U8 9: are the
Landau coefficients. The leading coefficient is U8 = 0, () − ), ), where ), is the Curie-Weiss
temperature and 0, > 0 [1].
The free energy density is defined herein, without loss of generality, as 5 ( ®%; ®,)) = ( ®%; ®,))−
(®0; ®0, ), ,1), where (®0; ®0, ), ,1) is the Helmholtz free energy of the cubic reference state. Thus,
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: − %88 + Δ 5%% (2.7)
According to Heitmann and Rossetti [15], the interferroelectric phase transitions are all of first
order. Thus, Δ 5%% = 1( ®%B1; ®0, )%%) − 0( ®%B0; ®0, )%%), where ®%B1 is the spontaneous polariza-
tion of the high-temperature phase and ®%B0 is the spontaneous polarization of the low-temperature
phase at the polymorphic phase boundary temperature.
The proposed model is reference frame invariant and can be readily extended to describe poly-
crystalline systems, see e.g., [47]. The model can also be adapted to include strain effects, see e.g., [49];
and charged defects, see e.g., [69].
2.4 Thermodynamic predictions: phase coexistence and stability in
PPB ferroelectrics
The MPF model naturally captures the structural FE-FE phase transformation energetics, po-
larization energetics, and polarization-structural phase transformation interactions. Further, the
coexistence and stability of phases near the PPB depend on the order of the two P-FE transitions,
which are independently described by the free energy density of the individual FE phases with their
own Landau coefficients.
Figure 2.1 depicts the field-free phase coexistence and stability analysis for a FE system with a
single PPBas a function of the twoP-FEphase transitions. Since eachP-FE transition is either of first or
second order [15], four possible combinations are shownwith the respective characteristic temperatures,
identified as cases (a), (b), (c) and (d). The thermodynamic conditions for phase coexistence and
stability are given by the characteristic temperatures. Accordingly, regions of stability (black arrow),
metastability (grey arrow), or instability can be easily identified for each phase. Corresponding
free energy curves are sketched for select temperatures to further illustrate phase stability. Variants
of these four main scenarios are also shown in Figure 2.1 depending on the relative values of the
characteristic temperatures. For all cases, the cubic (C) paraelectric phase is stable at ) > ),1, the
high-temperature FE phase (q = 1) is stable at )%% < ) < ),1, and the low-temperature FE phase
(q = 0) is stable at ) < )%%. In the vicinity of a triple point, the three phases are expected to be in
thermodynamic equilibrium at ),0 ∼ ),1 ∼ )%%.
Figure 2.1 predicts a thermal upper limit for the metastable coexistence of the two FE phases. Its
extent is a function of the underlying Landau coefficients. In most cases, the predicted upper limit for
ferroelectric coexistence is controlled by the low-temperature FE phase depending on the maximum
temperature at which it is metastable. For a second order P-FE transition, the coexistence limit is
) = ),0, the maximum temperature at which the low-temperature FE phase is stable as there is no
metastability for these systems, Figure 2.1(a) and (b). For a first order P-FE transition, the maximum
coexistence temperature is generally ) = )<0G,0 given that )<0G,0 < ),1, Figure 2.1(c) and (d).
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The model also predicts the possibility of metastable coexistence of the FE and C phases,
which enables polarization switching mechanisms that have been associated with the enhancement of
electromechanical properties [18,22]. When both FE phases display a second order P-FE transition, the
paraelectric phase is always unstable within the PPB regionwhere the FE phases coexist, Figure 2.1(a).
However, if the high-temperature FE phase exhibits a first order P-FE transition, the paraelectric
phase will be metastable for temperatures as low as ) = ), ,1, allowing the possibility of metastable
coexistence of the FE and C phases, Figure 2.1(b). Similarly, if the low-temperature FE phase
exhibits a first order P-FE transition, the paraelectric phase will be metastable for temperatures as low
as ) = ), ,0 and coexistence of all phases is possible, Figure 2.1(c).
For the barium zirconate titanate-barium calcium titanate (BZT-BCT) system, coexistence of the
rhombohedral (R) and tetragonal (T) ferroelectric phases and the C paraelectric phase has been exper-
imentally reported near its tricritical point [77]. Similarly, paraelectric-ferroelectric phase coexistence
has been observed in transmission electron microscopy (TEM) studies near the Curie temperature of
BaTiO3 [78], see e.g., Figure 2.2. Damjanovic et al. [18,22] have argued that the P-FE phase coexis-
tence observed in these chemistries (and others similar) enables a polarization extension mechanism
along the paraelectric-ferroelectric path of the energy profile that, together with polarization rotation
(FE-FE), lead to their enhanced electromechanical properties.
Figure 2.2: TEM image of paraelectric + ferroelectric phase coexistence observed in BaTiO3 near its
Curie temperature, as reported by Gao et al. [78].
Chapter 3
Application to coarse-grained BZT-40BCT
polycrystal in 1-D
The content of this chapter has been published as: Oscar A. Torres-Matheus, R. Edwin García and
Catherine M. Bishop. Phase coexistence near the polymorphic phase boundary. Acta Materialia,
164: 577-585, 2019, DOI: 10.1016/j.actamat.2018.10.041, and adapted here for non-commercial use
only.
3.1 Introduction
As explained in Sections 1.1.2 and 1.1.3, lead toxicity has motivated the search for lead-free
ferroelectrics to replace lead zirconate titanate (PZT), which exhibits optimal properties near its inter-
ferroelectric transition. One promising lead-free candidate is (1−G)Ba(Zr0.2Ti0.8)O3-G(Ba0.7Ca0.3)TiO3
or BZT-G BCT, which features a PPB between the tetragonal (T) and rhombohedral (R) phases [24],
Figure 3.1. Recently, the existence of an intervening orthorhombic (O) phase has been speculated via
high-resolution X-ray diffraction (XRD) and Rietveld refinement [25,79], Raman spectroscopy [80], and
elastic, dielectric and piezoelectric measurements [81,82]. However, other works have reported instead
a region of R + T phase coexistence using similar experimental techniques, such as temperature-
dependent dielectric permittivity, Raman and XRD measurements [77,83,84], micro-Raman scatter-
ing [85], convergent beam electron diffraction (CBED) [86], and high-resolution XRD and Rietveld
analysis [87]. Moreover, Gao et al. [17] have argued that the presence of the orthorhombic phase is
inconclusive due to the narrow region of phase space in which the purported O phase appears and
the negligible difference in lattice parameter of the surrounding R and T phases. The splitting of
XRD reflections (or intensity peaks) associated with the structural change to an orthorhombic phase
coincides with the peak splitting expected due to R + T phase coexistence. This superposition of the
two diffractograms has led to contradictory interpretations of XRD results [86].
The identification of three FE phases (R, O and T) would imply the existence of two PPBs
in the system as opposed to one, see Figure 3.1. It should be noted that at fixed composition,
temperature and pressure the classic Gibbs phase rule states that the maximum number of phases in
coexistence is three. The existence of an additional O phase would produce forbidden R + O + T + C
coexistence at the intersection of the two PPBs. Hence, the revised BZT-G BCT pseudo-binary phase
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diagram, presented by Keeble et al. [25], refers to this particular intersection as a phase convergence
region. Nevertheless, the presence of any one PPB is the origin of enhanced material properties [17],
commonly associated with free energy flattening and low polarization anisotropy [15,20,72]. The latter
results in minimal domain wall energy that causes miniaturization of the domain structure near the





































Figure 3.1: (a) BZT-G BCT pseudo-binary phase diagram, and (b) region of interest. Dotted lines
correspond to single PPB between R and T phases, as reported by Liu and Ren [24]. Continuous
lines indicate a purported O phase between the R and T phases (or the region of R + T coexistence),
as reported by Keeble et al. [25]. Dashed lines are detailed phase boundaries depicted in region of
interest, according to Ehmke [89].
In the previous chapter, a novel MPF framework was proposed and applied to the particular case
of FE systems with a single PPB. In this chapter, the model is applied to the lead-free BZT-40BCT
system assuming a phase diagram with a single PPB between the T and R phases. A one-dimensional
study is performed to demonstrate the mechanisms controlling the stabilization of the apparent O
phase near the T-R phase boundary, and to elucidate the driving forces that determine their long-term
dynamics.
3.2 Model formulation
The following formulation is based on the framework established in Section 2.3. For the BZT-
G BCT system, the high-temperature FE phase (q = 1) has a tetragonal crystal structure and the
low-temperature FE phase (q = 0) has a rhombohedral crystal structure. Hence, subscripts ’T’ and
’R’ are used hereafter to denote each phase.
23 3.2 Model formulation
For a system that undergoes polarization switching events along one direction, say ŷ, with an
electric field applied along the same direction, we define ®% = %ŷ and ® = ŷ = −m+/mG, where
+ is the electrostatic potential [90]. The volumetric free energy density of each FE phase, given by
Equations 2.6 and 2.7, transform into
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6 − % + Δ 5%% (3.2)
where U1, U11 and U111 are the Landau coefficients, and U1 = 0, () − ), ). Furthermore, the free







































where  % =  1111 and  q =  11.






























where "% is the polarization mobility and "q is the phase mobility. We set "% = "q = " (q;)) =
"' ()) [1− ℎ(q)] +") ())ℎ(q), with the mobility of each phase given by " ()) = "> exp(−&/')).
The electrostatic field distribution is given by Coulomb’s Equation in its differential form,
m/mG = 0. The electric displacement is related to the total polarization via the constitutive relation







The model is normalized using Ĝ = G/!, Ĉ = C/g, D = %/|%B) |, and ̂ = /|2) |; where ! is
the size of the bulk sample, %B) is the spontaneous polarization of the T phase, 2) is the coercive












































where the following dimensionless parameters are identified: ` = " (q;))/") ()), a = %2B) `,
W =  %/(!2U111,) %4B) ), _ =  q/( %%2B) ), ,̂ = ,/(U111,) %6B) ), ̂2) =
2) /(U111,) %5B) ), and
n̂> = n> |2) /%B) |.





















+ Δ 5̂%% (3.12)
where ) = 1 + U11,) /(U111,) %2B) ), ' = [2 + U11,'/(U111,'%2B) ), [ = %B'/|%B) |, d = U111,'/U111,) ,
and Δ 5̂%% = Δ 5%%/(U111,) %6B) ). In this model, the order of the P-FE phase transitions depend on
the values of ) , ' and [.
The spontaneous polarization and coercive field of the T phase, required to determine the
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The formulation developed herein can be readily extended to 2-D, see Chapter 4. It can also
include the effects ofmechanical compatibility from the individual ferroelectric variants and interfaces
between coexisting phases, see e.g., [49,70].
3.3 Model parameters
In contrast to traditional phase field models, the proposed MPF model requires a set of Landau
coefficients and mobility data for each FE phase. In this study, the BZT-40 BCT composition is
selected based on the availability of experimental data in the unambiguously T and R regions of
the phase diagram to estimate the Landau coefficients and domain mobilities in each phase. All the
parameters estimated for this model are summarized in Table 3.1.
The PPB temperature is estimated for this model as )%% ∼ ()$−) + )'−$)/2 = 43 ◦C, using
)'−$ = 37 ◦C and )$−) = 49 ◦C, as reported by Ehmke [89]. The estimated )%% is approximately
equal to the value determined by Liu and Ren [24], see Figure 3.1(b). The dimensionless gradient
energy coefficients, W = 3 × 10−5 and _ = 5.5, and the double-well coefficient, ,̂ = 4, are established
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Table 3.1: Parameters of the one-dimensionalMPFmodel for coarse-grainedBZT-40BCTpolycrystal.
Landau coefficients and mobilities are fitted to experimental data reported by Ehmke [89]. Gradient
energy coefficients and double-well coefficient are estimated after numerical evaluation at) = )%% =
43 ◦C.
Symbol R phase (q = 0) T phase (q = 1) Units
0, 5.000 × 104 2.063 × 104 Jm/C2K
U11 6.314 × 107 −4.229 × 107 Jm5/C4
U111 1.263 × 1010 3.154 × 1010 Jm9/C6
), 49.90 69.08
◦C
) ), ,' 69.60
◦C
)<0G ), ,' 69.77
◦C
"> 1.809 × 10−4 3.806 × 10−10 S/m
& 8561 −25 260 J/mol
 % 8.051 × 10−13 Jm3/C2
 q 2.150 × 10−14 J/m
, 1.444 × 104 J/m3
Δ 5%% −632.07 J/m3
via numerical evaluation such that the widths of the rhombohedral domain walls and the phase
interfaces, measured in q, are approximately equal at ) = )%%, the only temperature where both
phases are stable. In qualitative agreement with Jona and Shirane [91], the width of the rhombohedral
domain walls is set to 4 nm, i.e., ten times the characteristic lattice parameter. Thus, the size of the
bulk sample is determined as ! = 190 nm. This is smaller than the typical grain size achieved during
standard processing of 27 ± 3 `m for BZT-40BCT [89]. However, for this work, it is sufficiently large
to enable multiple domains to be investigated. Finally, values for  %,  q and, are back-calculated
using the sample size and the expressions for the dimensionless parameters, see Table 3.1.
The interfacial widths (b) and energies (f) are calculated for each type of interface, namely:
domain wall (DW) and T-R phase interface. Each interfacial energy is calculated via numerical eval-
uation by f =
∫ !
0
[ 5C>C0; (G) − 5<8=] 3G across a computational domain with a single interface, where
5C>C0; is the total free energy density and 5<8= is the volumetric free energy density corresponding
to the stable polarization state(s). The interfacial width of DWs is determined from the slope of the
polarization profile across the interface between stable FE domains, m%(G)/mG = %′(G). Specifically,
the width is defined by the intersection of the slope in the middle of the interface (G = G◦) and
the spontaneous polarization (%B), as b = |2%B/%′(G◦) | [27,92]. Figure 3.2 illustrates the calculation
methods described above using the profiles of polarization and free energies across a single DW
(rhombohedral or tetragonal) at a given temperature of interest.
Similarly, the width of T-R phase interfaces is calculated at ) = )%%, where both FE
phases are stable. For these interfaces, b can be estimated using the polarization profile as b =
| (%B) − %B')/%′(G◦) |, or using the phase-field profile as b = 1/|q′(G◦) |. Values for the interfacial
widths (measured in %) and energies are summarized in Table 3.2.
















Figure 3.2: Profiles of polarization and free energies across a single, one-dimensional domain wall.
The interfacial width calculation method is illustrated, where %B represents the spontaneous polar-
ization of the T or R phase. The method is valid for domain walls at any temperature of interest.
The interfacial energy is calculated as f =
∫ !
0
[ 5C>C0; (G) − 5<8=] 3G using the free energy profiles,
where 5E>; is the volumetric free energy density and 56A03 is the contribution due to gradients in
polarization.
Table 3.2: Interfacial widths and energies for the one-dimensional, coarse-grained BZT-40 BCT
system calculated at ) = )%% = 43 ◦C. The interfacial widths are estimated using the polarization
profile for all cases to ensure consistency. b) −' and f) −' correspond to phase interfaces between
rhombohedral and tetragonal domains with the same polarization orientation.
Symbol R phase (q = 0) T phase (q = 1) Units
b, 4.000 2.867 nm
b) −' 2.834 nm
f, 1.876 × 10−6 4.063 × 10−6 J/m2
f) −' 4.445 × 10−6 J/m2
3.3.1 Microstructurally averaged Landau coefficients
The values for the two sets of Landau coefficients shown in Table 3.1 are determined from
experimental hysteresis loops for polycrystalline BZT-40BCT samples, measured at selected temper-
atures by Ehmke [89]. A coarse-grained approach is adopted for this model following Zhao, Cao and
García [93]. In general, this approach proposes a simplified representation of a system that allows mod-
elling its behaviour without resolving the fine details. Hence, the Landau coefficients obtained here
represent microstructurally averaged parameters used to define macroscopic Helmholtz free energy
densities. This allows the characterization of the general FE behaviour of polycrystalline ceramics in
each region of phase space without resolving fine details, such as grain boundaries and strain effects.
Even though the coarse-grained model does not capture the effects of anisotropy in FE materials, it
enables detailed analysis of the FE phase coexistence, such as transformation kinetics of coexisting
phases and the energetics associated with the FE-FE phase transformation, polarization switching and
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polarization-phase transformation interactions. Figure 3.3 shows a detailed flow chart of the fitting
procedure used in this study. The procedure described herein can be readily applied to estimate the
single-crystal Landau parameters using experimental data measured in single-crystal samples.
START
END
Plot experimental 𝑃 𝑣𝑠 𝐸 curve
Calculate 𝑃𝑠





Select data from stable / metastable region
Fit 𝐸 = 𝛼1𝑃 + 𝛼11𝑃
3 + 𝛼111𝑃
5 (with 𝛼1 < 0) 
to selected data to obtain Landau coefficients
Select constant values for 𝛼11 and 𝛼111
estimated at 𝑇 closest to 𝑇𝑃𝑃𝐵 , 𝛼11
∗ and 𝛼111
∗𝑃𝑠 ≈𝑃𝑟
Fit 𝛼1 = 𝑎𝐶𝑊 𝑇 − 𝑇𝐶𝑊 to 𝛼1 𝑣𝑠 𝑇
data to obtain 𝑎𝐶𝑊 and 𝑇𝐶𝑊
Calculate 𝑇𝐶 depending on P-FE transition order.
2nd order:  𝑇𝐶 = 𝑇𝐶𝑊
1st order: 𝑇𝐶 = 𝑇𝐶𝑊 + 3𝛼11
∗2/ 16𝑎𝐶𝑊𝛼111
∗

















Figure 3.3: Flow chart describing the fitting procedure to estimate the Landau coefficients for one-
dimensional, coarse-grained BZT-40BCT polycrystal. The orthorhombic-tetragonal and tetragonal-
cubic transition temperatures used in this procedure are )$−) = 49 ◦C and )) − = 70 ◦C, as reported
by Ehmke [89].
For each FE phase, the Landau coefficients are estimated by fitting the equation m 5 /m% =  =
U1%+U11%3+U111%5 to stable and metastable parts of the % EB  curve at different temperatures using
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non-linear least squares. In agreement with ferroelectric theory [1], the coefficient U1 is restricted to
negative values.
For the R phase, the spontaneous polarization (%B') is calculated at each temperature using the
fitted U1,', U11,' and U111,' parameters. Since the thermodynamic behaviour of the % EB  curve was
fitted to experimental hysteresis measurements, the measured remnant polarization (%A') essentially
represents a measured spontaneous polarization. Hence, the calculated %B' can be compared with
the measured %A'. In this model, only the leading coefficient is allowed to change with temperature
according to the Curie-Weiss equation, U1,' = 0, ,' () − ), ,'), where ), ,' is the Curie-
Weiss temperature and 0, ,' > 0. Thus, U11,' and U111,' are considered constant and set equal
to the values obtained at the temperature closest to )%%, U∗11,' and U
∗
111,'
. The coefficient U1,'











. Finally, the Curie-Weiss equation is re-fitted to the U1,' EB ) data to
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Figure 3.4: Temperature dependence of (a) calculated spontaneous polarization (%B), and fitted (b)
U1, (c) U11 and (d) U111 for the R ( ) and T ( ) phases. Remnant polarization (%A ) and the R-O,
O-T and T-C transition temperatures are also shown, as measured by Ehmke [89]. Dashed lines are
included as a guide for the eye.
The goodness of fit is calculated using root mean square error (RMSE), which measures the
difference (residuals) between the values predicted by  = U1%+U11%3 +U111%5 and the experimental
hysteresis data. Thus, RMSE can be used to compare how well different models reproduce experi-
mental data. For each temperature, RMSE8=8C80; is calculated with the Landau coefficients obtained
from the first fitting of  = U1% + U11%3 + U111%5 to the stable and metastable parts of the  EB %
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curve; while RMSE 5 8=0; is calculated with the final Landau coefficients obtained after following
the entire procedure described above. Table 3.3 shows the calculated RMSE values at each selected
temperature, including the corresponding stable FE phase and the number of experimental data points
extracted from each hysteresis loop for fitting.
Table 3.3: Summary of RMSE values measured after initial fitting of Landau coefficients
(RMSE8=8C80;) and with final model parameters (RMSE 5 8=0;). For each selected temperature, the
stable FE phase and the number of experimental data points used for fitting (N) are also included.
) RMSE8=8C80; RMSE 5 8=0;
(◦C) Stable phase N (MV/m) (MV/m)
20.4 Rhombohedral 26 1.620 × 10−3 4.876 × 10−2
30.0 Rhombohedral 29 4.328 × 10−3 4.328 × 10−3
50.1 Tetragonal 49 7.665 × 10−3 7.731 × 10−3
60.2 Tetragonal 41 4.120 × 10−3 9.109 × 10−2
70.1 Tetragonal 46 1.042 × 10−2 1.621 × 10−1
Table 3.3 indicates that the final Landau coefficients give a better fit close to ) = )%% = 43 ◦C,
where the R and T phases coexist. This is evidenced by the small values of RMSE 5 8=0; ≈ RMSE8=8C80;
for the R phase at ) = 30.0 ◦C and for the T phase at ) = 50.1 ◦C. For the rhombohedral phase,
RMSE 5 8=0; = RMSE8=8C80; at ) = 30.0 ◦C because there are only two available hysteresis loops at
low temperatures where the R phase is stable. For temperatures away from the phase coexistence
region of interest, RMSE 5 8=0; > RMSE8=8C80; due to the restriction of temperature invariance of U11
and U111 for each phase. In the initial fitting, different U1, U11 and U111 coefficients are obtained at
each temperature and a good fit is expected between predicted and measured values. In the final
fitting, U11 = U∗11, U111 = U
∗
111
, and the temperature dependence is included in U1 only (a typical
approach), resulting in higher RMSE values for temperatures away from the )%%. This relatively
poor agreement with experimental data is justified in this case because the study focuses only on the
detailed analysis of the FE phase coexistence. However, Table 3.3 shows that the final residuals are
still reasonably small.
The fitted Landau coefficients are used to calculate the Curie temperature for each FE phase
depending on the order of the P-FE transition. For a second order P-FE transition,) = ), ; whereas
for a first order P-FE transition, ) = ), + 3U∗211 /(160, U
∗
111
). These results are compared with
observed transition temperatures in order to verify that the Landau coefficients correctly reproduce the
stable phases, see Figure 3.3 for details. Additionally, the value ofΔ 5%% is computed and the global
stability predictions as a function of temperature are verified, Figure 3.5. The minimum volumetric
free energy of each FE phase is calculated by substituting the respective spontaneous polarization into
Equations 3.1 and 3.2, and setting  = 0. Results are plotted against temperature to confirm that the
R phase is stable for ) < )%% and the T phase is stable for ) > )%%. If the determined volumetric
free energy is not suitable, the hysteresis loop data are resampled until appropriate coefficients are
obtained.































































Figure 3.5: Temperature dependence of the spontaneous polarization (%B) and minimum volumetric
free energy density ( 5<8=) for the R ( ) and T ( ) phases. Remnant polarization (%A ) and the R-O,
O-T and T-C transition temperatures are also shown, as measured by Ehmke [89]. Inset is a magnified
view of the area indicated near the )$−) . For ) > )%%, 5<8=,) < 5<8=,', confirming the correct
global stability predictions with selected Landau coefficients.
3.3.2 Domain mobility
In accordance with Section 3.2, the mobilities used in this model are defined as an interpolation
function, "% = "q = " (q;)) = "' ()) [1−ℎ(q)] +") ())ℎ(q), that combines the mobility of each
FE phase, "' and ") , into a single expression using a weight function, ℎ(q) = q3(6q2 − 15q + 10).
For each phase, the mobility is given by an Arrhenius expression, " ()) = "> exp(−&/')), where
' is the universal gas constant, & is the activation energy and "> > 0.
To obtain & and ">, mobility values are calculated directly from the BZT-40 BCT hysteresis







where l = 0.1Hz is the experimental cycling frequency, > = 1MV/m is the maximum applied field
during the experiment, j2 is the electric susceptibility at the experimentally observed coercive field,
and j2n> corresponds to the slope of the % EB  curve at the coercive field. The mobility calculation
described above is illustrated in Figure 3.6.
The experimental hysteresis loops are impacted by physical effects such as strain fields, grain
boundaries and point defects, among others. Although these effects are not directly included in the
model, they are captured by the calculated coarse-grained mobilities. The obtained mobility values
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have the same order of magnitude as those reported by Zhao, Cao and García [93] for stress-free,
lanthanum-doped PZT, Figure 3.7(a). Further, the model parameters used in this work are validated
in Section 3.6.1 by comparing calculated and experimental hysteresis loops at a temperature within
the region of phase space in dispute. For each phase, the parameters& and "> are estimated by fitting
the equation ln(") = ln(">) − (&/') (1/)) to the calculated ln(") EB 1/) data, see Figure 3.7(b).
The final estimated parameters are shown in Table 3.1. The mobility in the T phase has a negative
activation energy, likely due to the proximity to the tetragonal-cubic transition. See Appendix A for
mobility calculations at different compositions.














Ec = 0.109 MV/m
m = 1.057 × 10 6 C/Vm
c = 1.194 × 105
M = 6.059 × 10 6 S/m
Experimental data (T = 30.0°C)
Figure 3.6: Mobility calculation from experimentally observable quantities for the coarse-grained
BZT-40BCTsystem. The calculationmethod usingEquation 3.15 is demonstratedwith datameasured
by Ehmke [89] at ) = 30.0 ◦C with l = 0.1Hz and > = 1MV/m. The slope, <, corresponds to j2n>.
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ln(M) = ln(Mo) (Q/R)(1/T)
Figure 3.7: Estimated mobilities for the R ( ) and T ( ) phases of one-dimensional, coarse-grained
BZT-40BCT polycrystal. Subfigures show (a) mobility values extracted from experimental hysteresis
data at selected temperatures, and (b) fitting of equation ln(") = ln(">) − (&/') (1/)) to estimate
parameters & and ">. The R-O, O-T and T-C transition temperatures are also shown, as measured
by Ehmke [89].
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3.4 Thermodynamic analysis
According to the Landau coefficients stated in Table 3.1 for BZT-40BCT, the T phase has a weak
first order P-FE transition and the R phase has a second order P-FE transition. This case corresponds
to the scenario illustrated in Figure 2.1(a). The Curie temperature for the high-temperature T phase
is ),) = 69.60 ◦C, which agrees well with the experimentally observed tetragonal-cubic transition
temperature, )) − ∼ 70 ◦C, as reported by Ehmke [89]. Furthermore, the predicted upper limit for
metastable coexistence between the R and T phases is ),' = 49.90 ◦C, which is approximately equal
to )$−) ∼ 49 ◦C, as determined by Ehmke [89], see Figure 3.1(b). This supports the hypothesis of
R + T phase coexistence near the PPB, based on data acquired in the unambiguously single phase
regions. Notably, the MPF model indicates that there is no thermodynamic lower limit for metastable
coexistence of the FE phases.
Figure 3.8 shows contour plots of the volumetric free energy density of the system at different
temperatures and normalized polarization states. In all cases by definition, D = ±1 is the dimensionless
spontaneous polarization of the T phase and D = ±[ is the dimensionless spontaneous polarization
of the R phase at each temperature. For ̂ = 0, the global minima in the bulk free energy of the
system are located at D = ±1, q = 1, for ) > )%%; and at D = ±[, q = 0, for ) < )%%. Results show
that direct R↔T transformation between domains with opposing polarization states is inaccessible
because of the large energy barrier between antiparallel polarization states. Hence, the MPF model
only predicts the formation of phase interfaces separating tetragonal and rhombohedral domains with
the same polarization orientation in the one-dimensional system, see Table 3.2.
For ) < )%%, the T phase is metastable, see Figure 3.8(a). Thus, both T and R phases coexist
through formation of domains of opposite polarization and a weak intervening built-in electric field.
Energy barriers for polarization switching are different in each phase; for example, at ) = 39 ◦C
the energy barrier between D = ±1 in the T phase, Δ 5̂) , is 1.6 times larger than the energy barrier
between D = ±[ in the R phase, Δ 5̂'. Consequently, the MPF model naturally predicts two possible
mechanisms for switching between rhombohedral domains, namely: a) via direct 180° polarization
reversals; or b) by performing a R→T transformation (rotation), followed by a 180° reversal while
in the tetragonal phase, and finally by transforming back to the rhombohedral phase (rotation), i.e.,
T→R. The second mechanism favours rotation of the polarization order parameter, but requires the
thermal energy of the system to be greater than both Δ 5̂) and the R→T energy of transformation in
order to be accessible.
For ) = )%%, four thermodynamic equilibrium states are available, see Figure 3.8(b). The
existence of additional polarization states results in a decrease in polarization anisotropy. At the
PPB, the domain switching mechanisms described for the R phase at ) < )%% are possible for both
phases, i.e., direct 180° polarization reversal or phase transformations plus 180° reversal (polarization
rotation mechanism). As temperature increases, the energy barrier in the R phase decreases such that
Δ 5̂' ≈ Δ 5̂) /3, favouring the formation of rhombohedral domain walls via the direct 180° reversal
mechanism. Since Δ 5̂) and the T→R energy of transformation are equivalent, the likelihood of
observing tetragonal domain walls and T→R transformations is equal. Further, while the polarization
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rotation mechanism can occur in both phases, the decrease in Δ 5̂' favours this mechanism in the T
phase.
𝜙 = 1 (T phase)









𝑢 =  𝑃 𝑃𝑠𝑇𝑢 =  𝑃 𝑃𝑠𝑇
∆ 𝒇𝑹
∆ 𝒇𝑻
Figure 3.8: Left column: contour plots of the volumetric free energy density, 5̂ (D, q; ̂ = 0, )) =
5 /(U111,) %6B) ). Right column: line plots of the R ( ) and T ( ) free energy densities. Subfigures
correspond to (a) ) = 39 ◦C, (b) ) = )%% = 43 ◦C, and (c) ) = 46 ◦C. In the absence of an applied
electric field, both FE phases are equally stable at ) = )%%, but metastably persist for a finite range
of temperatures away from the PPB line on the phase diagram.
For ) > )%%, the R phase becomes metastable, Figure 3.8(c), and the energy barrier of the R
phase further decreases such that Δ 5̂' ≈ Δ 5̂) /7 at ) = 46 ◦C. Here, the additional thermal energy
and the low energy barrier will enable the polarization switching plus rotation mechanism proposed
herein, allowing the R phase to persist for very long periods of time.
3.5 Simulation cases and numerical implementation
The MPF model was implemented using the finite element method (FEM) in COMSOL
Multiphysics® [94]. A 200-element mesh with second-order Lagrange shape functions was used.
Simulations took on the order of 25 seconds on an i7-6700 3.4GHz Quad Core 64 bit processor, with
16GB of RAM and a Microsoft Windows 7 Enterprise operating system version 6.1.7601.
Hysteretic cycling of BZT-40BCT was simulated at ) = 40.2 ◦C to validate the model. Equa-
tions 3.8 through 3.10 were solved with a mixed 50%R+50%T initial state. A time-dependent electric
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field was applied through the boundary conditions +̂ (0, Ĉ) = 0 and +̂ (1, Ĉ) = +̂,<0G sin(2cl̂Ĉ),
where +̂,<0G = −>/|2) | and l̂ = lg. Zero flux boundary conditionswere applied for polarization
and for phase field.
The field-free microstructural evolution was simulated at ) = )%% to investigate the phase
coexistence of FE phases. Equations 3.8 and 3.9 were solved with initial conditions generated from
a uniform random distribution, with {mean, range}, for D {0, 2} and q {0.5, 1}. Periodic boundary
conditions were applied for both variables (polarization and phase field).
A time-temperature-transformation (TTT) diagram was constructed for the microstructural evo-
lution of the two-phase ferroelectric towards a stable single phase. The fraction transformed of FE
phases was measured by k, where k = q at ) > )%%, and k = 1 − q at ) < )%%. Average
transformation times for constant fraction transformed were calculated from fifteen simulations at
selected temperatures.
3.6 Results and analysis
3.6.1 Hysteresis loops (model validation)
The model was directly compared against experimental hysteresis data measured from a poly-
crystalline sample at ) = 40.2 ◦C < )%% and l = 0.1Hz, as reported by Ehmke [89], Figure 3.9. Two
different initial conditions were used for the simulations. In one case, a mixed 50%R+50%T initial
state was considered. For the other case, it was assumed that only the stable R phase (q = 0) was
present at Ĉ = 0. Figure 3.9 shows that calculations from the mixed-phase initial condition give better
agreement with the experiments. The latter further supports the hypothesis of R + T coexistence in
the vicinity of the PPB.
Figure 3.10(a) also shows very good agreement between experiments and numerical results
considering a mixed-phase initial state. Differences near the tails of the hysteresis loops are a result
of the slow polarization switching of the last set of domains pinned by grain boundaries in the
experimental data, as discussed by Zhao, Bowman and García [70]. These effects are not captured by
the model parameters fitted as described in Sections 3.3.1 and 3.3.2, which give better agreement to
experimental data towards the region of interest at low fields of the P-E curves. The grain size effects
on the properties of BZT-G BCT have been well investigated. For the BZT-50 BCT composition,
increasing the grain size from about 1 `m to approximately 20 `m improves the electromechanical
response significantly, but larger grain sizes produce little variation in functional properties [16]. In
this work, a comprehensive dataset of experimentally measured properties was only available for a
BZT-40 BCT sample with a grain size of approximately 27 `m [89]. Hence, after fitting the model
parameters to the available experimental data, the model was validated by comparing the calculated
hysteretic response to the experimental P-E curve from the same sample. Further, Figure 3.10(b) shows
that the application of a cyclic electric field accelerates the R + T→R transformation, measured by
the average phase field q, when ̂ ≠ 0. This suggests that built-in fields in polycrystalline ceramics
and poling would reduce the likelihood of observing metastable coexistence states at ) < )%%.
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Figure 3.9: Comparison between hysteresis loops measured experimentally [89] ( ) and calculated
from single-phase rhombohedral ( ) and mixed 50%R+50%T ( ) initial conditions for the one-
dimensional, coarse-grained BZT-40BCT system at ) = 40.2 ◦C. Calculations from a mixed-phase





































Figure 3.10: (a) Experimental [89] ( ) and calculated ( ) hysteresis loops at ) = 40.2 ◦C with
l = 0.1Hz and mixed 50%R+50%T initial condition. (b) Effect of sinusoidal electric field ( ) on
the average phase field, q ( ). Insets (c) through (e) show the spatial distributions of D = %/|%B) |
( , left axis), q ( , left axis), and ̂ = /|2) | ( , right axis) at selected normalized instants
Ĉ = C/g. Inset (c) shows initial condition (C = 0), (d) shows Ĉ = 25 (C = 5 s), and (e) shows Ĉ = 62.6
(C = 12.5 s) after one full cycle.
Figure 3.10(c)−(e) illustrate the spatial distribution of polarization, phase field and local electric
field over the entire one-dimensional system at different times of the hysteretic cycling. For each
case, results reveal that the system adopts an effectively uniform polarization configuration. This
unphysical configuration is forced by Coulomb’s Equation in the 1-D computational domain, where
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mD/mĜ ≈ 0 due to n̂>  0, limiting the microstructural analysis with local electric fields. However,
the one-dimensional formulation used herein still allows the calculation of hysteresis loops taking
into account local electric fields developed within the material by solving Coulomb’s Equation with
realistic boundary conditions. The limitation described above is overcome when the model is applied
to 2-D and 3-D systems, where the additional degrees of freedom enable access to other polarization
directions that lead to realistic domain configurations. The analysis of two-dimensional FE domain
structures will be explored in following chapters.
3.6.2 Field-free ferroelectric domain structures
Simulation of the field-free microstructural evolution after quenching shows that rhombohedral
and tetragonal domains stably coexist at ) = )%%, Figure 3.11. The determined average domain
size of 20 nm, within the 10 − 60 nm range as reported by Acosta et al. [16], is consistent with
miniaturization of the domain structure associated with the decrease in polarization anisotropy [88]















Figure 3.11: Above: spatial distribution of normalized polarization, D = %/|%B) | ( ), and phase
field, q ( ), at dimensionless time, Ĉ = C/g = 40000, at ) = )%% = 43 ◦C. Below: contour plot
of the volumetric free energy density, 5̂ (D, q; ̂ = 0, )) = 5 /(U111,) %6B) ), at ) = )%% = 43
◦C.
Rhombohedral domain walls (RDWs) and phase interfaces (PIs) are noted. A, B, C and D represent
four equilibrium states. Long-term coexistence of R and T phases is observed at the PPB.
In the absence of an applied electric field, Figure 3.11 demonstrates that the low energy barrier
between variants in the R phase facilitates the formation of rhombohedral domain walls between
states B and C, and enables the polarization rotation as it transitions between states A and D. As
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discussed in Section 3.4, this is explained by equivalent values of f) , and f) −' at ) = )%%,
see Table 3.2, which yields an equal likelihood of observing tetragonal domain walls and phase
interfaces in the 1-D system, enabling the polarization rotation mechanism in the T phase. The
results here are consistent with the theoretical observations reported by Yang et al. [95] that link the
small energy barrier for direct 180° polarization reversal in one phase to easy domain switching and
phase transformation (polarization rotation). The latter has been identified as the main origin of the
enhanced electromechanical properties near the PPB in lead-free materials [55,96].
Figure 3.11 also shows that R↔T transformations between domains with opposing polarization
states, e.g., between states A and B, occur through a phase transformation, from state A to state C,
followed by a 180° polarization reversal, from state C to state B. This is a consequence of the large
energy barrier between antiparallel polarization states that prohibits direct R↔T transformation, as
predicted in Section 3.4. The resulting transformation sequence, i.e., the combination of R↔T re-
versible transformations and 180° polarization reversals, promotes switching and ferroelectric domain
coexistence in the vicinity of the PPB. The presence of local metastable domains, such as those
reported herein, have also been simulated by Rao and Wang [51] revealing their role in reducing the
total free energy of the system by bridging stable domains.
3.6.3 Time-temperature-transformation (TTT) diagram
Figure 3.12 shows themacroscopic volume fraction transformed from amixed 50%R+50%T state
as a function of time at fixed temperature, i.e., a time-temperature-transformation (TTT) diagram.
Calculations show that as ) → )%%, both phases are more likely to coexist. For )%% < ) < ),',
the low-temperature rhombohedral phase coexists metastably with the high-temperature, thermody-
namically stable tetragonal phase as a result of the local R↔T phase transformations that are favoured
to accommodate local switching events andmetastable domains. In contrast, for) < )%%, a decrease
in thermal energy suppresses phase transformations and, hence, suppresses the polarization switching
plus rotation mechanism.
It is worth noting that although the phase transformation and polarization reversal pathway
between domains is possible at all temperatures where the two FE phases can coexist metastably
() < ),'), it is favoured at ) > )%% due to the high domain wall energy of the stable phase.
Further, the likelihood of observing R + T coexistence decreases with temperature as the driving
force for transformation to the most stable phase increases, see Figure 3.13(a).
Figure 3.12 indicates that the time to reach 55% transformed volume fraction is one to three
orders of magnitude greater for ) > )%%. This is due to the available thermal energy that enables
the polarization switching of the individual phases to accommodate opposing polarization states. The
latter favours the phase transformation-induced polarization rotation mechanism as a means to extend
domain coexistence.
Moreover, Figure 3.12 shows that time for complete R + T→R transformation is on the order of
tens of seconds for) < )%%, suggesting that the R + T phase coexistence is kinetically limited at low
temperature. Hence, while the MPF model predicts a thermodynamic upper limit for ferroelectric
















Figure 3.12: TTT diagram for transformation of mixed R + T phase towards stable single phase as
k → 1, starting from k = 0.5 at C = 0 at each temperature. Markers represent mean times for constant
fraction of phase transformation calculated from fifteen simulations. Splines are included as a guide
for the eye. Estimated times for 0.95 fraction transformed to T phase ( ) are extrapolated from a
JMAK analysis at each) > )%%. )3 5 <0G is the temperature at which the driving force for formation
of T phase is maximal, and )" corresponds to a temperature where mobilities of the FE phases
are equal, see Figure 3.13. Metastable coexistence persists for longer times at high temperatures
compared to shorter times for R + T→R transformation at lower temperatures.
coexistence, its lower limit is determined by the kinetics of phase transformation. These results
support experimental observations of R + T coexistence with fine domain structure in the vicinity of
the PPB for the BZT-G BCT system [77,83–87], as opposed to the reported intervening O phase [25,79–82].
For PZT systems, it has been shown that the vanishing interfacial energies near the MPB produce
nano-domains of the T and R phases, resulting in a domain averaging effect that can mimic the
coherent diffraction from a monoclinic phase [14,15,20]. Thus, based on the adaptive martensite theory
extended to ferroelectric systems by Jin et al. [97], the apparent O phase near the PPB in the BZT-G BCT
system can be interpreted as an adaptive FE state of the nanoscale mixture of the T and R phases that
causes diffraction artifacts in XRD experiments [16,86]. Results from recent CBED studies [86], which
have higher spatial resolution, support the R + T phase coexistence and attribute the apparent O phase
to adaptive diffraction of the nano-domain structure of T and R phases.
Macroscopically, for ) < )%%, the predicted driving force for transformation to the most
stable phase is very large, providing a rationale for the rapid kinetics of phase transformation,
Figure 3.13(a). In addition, the phase-averaged mobility of the system increases with decreasing
temperature for q = 0.5, further promoting fast phase transformation at ) < )%%, Figure 3.13(b).
For )%% > ) > )" , mobility increases as the transformation progresses and so does the rate of
phase transformation; while for ) < )" , phase transformation kinetics are limited by the mobility
of the stable R phase, as it has the lower mobility of the two phases.
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Figure 3.13: Temperature dependence of (a) thermodynamic driving force for transformation of FE
phases, Δ 5<8= = 5) (% = %B) ;  = 0, )) − 5' (% = %B';  = 0, )), and (b) mobility. There is a local
maximum in driving force at )3 5 <0G for the R + T→T transformation. The mobilities of the two
phases are equal at )" . Above )%% and below )" , the phase-averaged mobility decreases as
k → 1, but increases in the range )" < ) < )%%.
For ) > )%%, comparatively slow transformation kinetics correspond to a much smaller driving
force for R→T transformation, which reaches a maximum at ) = )3 5 <0G , Figure 3.13(a). The rate
of phase transformation is again limited by the low mobility of the stable phase, in this case the T
phase, with smaller values of mobility being attained than at ) < )%%, Figure 3.13(b). Notably, for
)3 5 <0G < ) < ),', the coexistence time increases as ) → ),'. This is attributed to vanishing
rhombohedral domain wall energy, f', , and vanishing macroscopic driving force, Δ 5<8=. The
first is a consequence of the second order P-FE transition that occurs for the R phase at ),'. The
second is a consequence of the fitted Landau coefficients and the selection of a constant Δ 5%%, see
inset of Figure 3.5.
For ) > ),', the R phase is no longer metastable and any superheated, mixed R + T state
is expected to relax to the equilibrium T phase rapidly, in agreement with the phase diagram. No
simulations were carried out in this temperature range as it is out of the scope of this work.
3.6.4 Avrami (JMAK) analysis
The kinetics of isothermal R + T→T and R + T→R transformations can be fitted to the Johnson-
Mehl-Avrami-Kolmogorov (JMAK) model, k = 1 − exp(−:C=) [98]. The analysis is illustrated in
Figure 3.14 for ) = 37 ◦C. Results show that the isothermal FE transformation only exhibits the
upper section of the characteristic sigmoidal profile that describes typical transformations, e.g.,
crystallization, Figure 3.14(a). This is consistent with the site-saturated nucleation considered in this
study. The Avrami exponent, =, and constant : are obtained by plotting ln(− ln(1 − k)) versus ln(C)
and using a linear least-squares method to fit a line of slope =, Figure 3.14(b).
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Table 3.4 shows estimated values of = and : for different temperatures. Avrami exponents of
0.29 ≤ = ≤ 0.56 were found. In general, the exponent = is related to the transformation morphology
(or dimensionality) and to the behaviour of nucleation and growth with respect to time [99,100]. Values
of = ≤ 1 have been reported for other transformations depending on the nucleation type and growth
mechanism. For order-disorder transformations, it has been suggested that a value of = ≈ 1 is
consistent with site-saturated nucleation and interface-controlled growth in one dimension [99]. For
crystallisation, values of = < 1 are characteristic of the late stages of the transformation due to a
soft-impingement diffusion mechanism that causes a reduction in the growth rate, with decreasing
nucleation rate as a second-order effect [100].




































ln( ln(1 )) = ln(k) + nln(t)
Figure 3.14: (a) Isothermal phase transformation, and (b) JMAK analysis for the one-dimensional,
coarse-grained BZT-40 BCT system at ) = 37 ◦C. The volume fraction transformed of FE phases
is measured in this case as k = 1 − q. Average transformation times are calculated from fifteen
simulations. The JMAK equation is plotted using the estimated = and : values ( ).
Table 3.4: Estimated = and : values of the JMAK equation for the BZT-40BCT system.
) < )%% ) > )%%
) (◦C) =  '2 ) (◦C) =  '2
41 0.390 1.06 × 10−1 0.937 44 0.551 6.71 × 10−3 0.994
39 0.288 3.43 × 10−1 0.970 45 0.353 6.74 × 10−2 0.998
37 0.345 3.76 × 10−1 0.995 46 0.447 3.05 × 10−2 0.994
35 0.416 3.53 × 10−1 0.993 47 0.415 4.33 × 10−2 0.992
33 0.514 3.07 × 10−1 0.974 48 0.391 4.48 × 10−2 0.999
30 0.555 3.42 × 10−1 0.924 49 0.506 1.06 × 10−2 0.993
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3.7 Summary and conclusions
The novel MPF framework for ferroelectric systems, established in Chapter 2, is applied herein
to a one-dimensional BZT-40 BCT polycrystal using a coarse-grained approach. A phase diagram
with a single PPB between the tetragonal and rhombohedral phases is assumed. The MPF method
considers the thermodynamics of the individual FEphases independently in order to assess equilibrium
states and phase transformation dynamics of the competing phases. The model naturally identifies
thermodynamic conditions for the stable and metastable coexistence of the R and T phases. Further, it
predicts a thermodynamic upper limit for metastability,),0 = 49.90 ◦C, consistent with experimental
observations for the BZT-40BCT composition.
A TTT diagram for field-free ferroelectric transformation from a mixed R + T initial state is
presented. Results demonstrate that coexistence is short lived (on the order of tens of seconds) for
) < )%%, whereas it persists from minutes to hours for ) > )%%. This suggests that, while
a thermodynamic limit for R + T coexistence is predicted at high temperature, its observation is
kinetically limited at low temperatures. Results support the hypothesis of R + T coexistence in the
vicinity of the PPB, as opposed to the existence of an additional orthorhombic phase in the BZT-G BCT
system.
Additionally, results show that metastable coexistence of phases provides access to additional
polarization states, which enables a phase transformation-induced polarization rotation mechanism
near the interferroelectric phase boundary. The proposed polarization rotation mechanism is a local
intervening kinetic step that is partially responsible for the enhancement of ferroelectric properties
due to its role in extending domain coexistence and enabling easy polarization switching and rotation.
Due to the fact that this is a one-dimensional study, the solution of Coulomb’s Equation forces an
unphysical polarization configuration over the entire computational system. This limits the analysis of
the effects of local electric fields on microstructural evolution. Further, the coarse-grained approach
adopted in this work does not capture the detailed effects of anisotropy in FE materials. These
limitations are addressed in the following chapters.

Chapter 4
Application to coarse-grained BZT-40BCT
polycrystal in 2-D
A version of this chapter is currently under preparation for journal publication as: Oscar A. Torres-
Matheus, R. Edwin García and Catherine M. Bishop. Two-dimensional phase coexistence in multi-
phase field model of BZT-40BCT.
4.1 Introduction
In previous chapters, a novel MPF model was developed for FE systems with a single PPB.
The model was applied to a one-dimensional, coarse-grained BZT-40BCT polycrystal to assess the
thermodynamic conditions and transformation dynamics controlling the coexistence of the R and T
ferroelectric phases in the vicinity of the PPB. TheMPFmodel was validated by comparing calculated
and experimental hysteresis loops in the region of phase space where the FE phases coexist. However,
the analysis of domain structures and phase transformation kinetics was limited by the system’s
spatial dimensionality. In a 1-D system, solving Coulomb’s Equation to account for the local electric
fields produces an artificial configuration with uniform polarization. Hence, simulations for the
microstructural evolution of one-dimensional BZT-40 BCT were carried out ignoring the effect of
local electric fields within the material.
In this chapter, the MPF model is demonstrated in two dimensions for a coarse-grained BZT-
40 BCT polycrystal. This enables access to additional degrees of freedom, or polarization config-
urations, to minimize the free energy of the system. The additional spatial dimension yields more
realistic domain configurations that affect the equilibrium states and transformation dynamics of the
coexisting FE phases in the vicinity of the PPB. Further, the two-dimensional model allows assessment
of the effect of local electric fields within the material on the FE domain structures and the kinetics
of phase transformation.
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4.2 Model formulation
The formulation described herein is based on the theoretical MPF framework presented in
Section 2.3 for FE systems with a single PPB. It corresponds to the two-dimensional extension of the
model developed in Chapter 3 for one-dimensional BZT-40BCT, see Section 3.2.
For a system that undergoes polarization switching events in two orthogonal directions, say
ŷ and ẑ, with an electric field applied along the same directions, we define ®% = (%1, %2) and
® = (1, 2) = −∇+ , where ∇ = (m/mG1, m/mG2) and + is the electrostatic potential [90]. A simple
Landau-Devonshire expansion is selected to describe the volumetric free energy density of the T and
R phases in two dimensions [101]. Thus, Equations 2.6 and 2.7 reduce to
5) ( ®%; ®,)) =
1
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(4.1)
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(4.2)
where U1, U11, U12 and U111 are the Landau coefficients, and U1 = 0, () − ), ). Further, the free






















where %8, 9 = m%8/mG 9 and  % =  1111 assuming an isotropic gradient energy penalty [47,48]. The free
energy density due to gradients in phase field is the same given byEquation 3.4 for the one-dimensional
case.
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. Mobilities are defined in the same way as detailed in Section 3.3.2,
i.e., "% = "q = " (q;)) = "' ()) [1 − ℎ(q)] + ") ())ℎ(q), with "' and ") defined as " ()) =
"> exp(−&/')).
The electrostatic field distribution is calculated using the differential form of Coulomb’s Equation
assuming zero free electric charge density, ∇ · ® = 0. By substituting the constitutive relation
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between the electric displacement and the total polarization, ® = ®% + n> ® , where n> is the vacuum
permittivity [90], Coulomb’s Equation becomes
∇ · ®% − n>∇2+ = 0 (4.7)
The model is normalized using Ĝ8 = G8/!, Ĉ = C/g, D8 = %8/|%B) |, and ̂8 = 8/|2) |; where !
is the size of a square single-crystal sample, %B) is the spontaneous polarization of the T phase, 2)




and 8 = 1, 2. With these definitions, Equations
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0 = ∇̂ · ®D − n̂>∇̂2+̂ (4.11)
where the following dimensionless parameters are identified: ` = "/") , a = %2B) `, W =
 %/(|U1,) |!2), _ =  q/( %%2B) ), ,̂ = ,/(|U1,) |%2B) ), ̂2) =
2) /(U1,) %B) ), and n̂> =
n> |2) /%B) |.
In addition, 5̂' ( ®D;)) and 5̂) ( ®D;)) are obtained by
5̂) ( ®D;)) =
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(4.13)
where the following dimensionless Landau coefficients are defined: U′
1,)
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4
B)
/|U1,) |, and Δ 5̂%% =
Δ 5%%/(|U1,) |%2B) ).
In this two-dimensional model, spontaneous polarizations are along the 〈10〉 family of directions
for the T phase, and the 〈11〉 family of directions for the R phase. Considering the case of ®%) = (%, 0),
the magnitude of the coercive field in the tetragonal phase, ®2) = (2) , 0), is determined by
2) =




= U1,) %2) + U11,) %32) + U111,) %
5
2) (4.14)
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where %2) corresponds to the magnitude of the polarization at the coercive field, which can be
calculated from m2 5) ( ®%) ;))/m%2

%=%2)
= 0. Furthermore, the magnitudes of the spontaneous
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The dimensionless parameters of the two-dimensional MPF model are calculated using the
material constants reported in Table 3.1 for the one-dimensional BZT-40 BCT system. This allows
to isolate the effect of the additional spatial degree of freedom on the model predictions. Table 4.1
summarizes all the physical parameters used in both models.
Table 4.1: Physical parameters of one- and two-dimensional MPF models for coarse-grained BZT-
40BCT polycrystal. Shaded rows highlight parameters that have the same value in both models, as
reported in Table 3.1 for the one-dimensional case.
1-D case 2-D case
Symbol R phase (q = 0) T phase (q = 1) R phase (q = 0) T phase (q = 1) Units
0, 5.000 × 104 2.063 × 104 5.000 × 104 2.063 × 104 Jm/C2K
U11 6.314 × 107 −4.229 × 107 6.314 × 107 −4.229 × 107 Jm5/C4
U12 − − 0.000 5.000 × 108 Jm5/C4
U111 1.263 × 1010 3.154 × 1010 1.263 × 1010 3.154 × 1010 Jm9/C6
), 49.90 69.08 49.90 69.08
◦C
) ), ,' 69.60 ), ,' 69.60
◦C
)<0G ), ,' 69.77 ), ,' 69.77
◦C
"> 1.809 × 10−4 3.806 × 10−10 1.809 × 10−4 3.806 × 10−10 S/m
& 8561 −25 260 8561 −25 260 J/mol
 % 8.051 × 10−13 8.051 × 10−13 Jm3/C2
 q 2.150 × 10−14 2.150 × 10−14 J/m
, 1.444 × 104 1.444 × 104 J/m3
Δ 5%% −632.1 −310.3 J/m3
For the two-dimensional system, values for the coefficientU12 are selected such that the volumetric
free energy densities, given by Equations 4.1 and 4.2, reproduce the correct equilibrium phase in
the entire temperature range of interest. For the T phase, U12,) = 5.0 × 108 Jm5/C4 is added to
stabilize the polarization states along the 〈10〉 crystallographic directions. For the R phase, we set
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U12,' = 0 Jm5/C4 considering that the coefficients U1,', U11,' and U111,' yield stable states along the
〈11〉 directions. The selected Landau coefficients allow to compare results with the one-dimensional
calculations without changing other parameters controlling the underlying energetics of the BZT-
40BCT system. Hence, it is possible to explore the specific effect of the additional spatial dimension
and the distribution of local electric fields within the material on domain configurations and FE
phase coexistence. However, since only one coefficient of the two-dimensional Landau expansion is
altered, the calculated spontaneous polarizations in the R phase differ from the experimental values,
Figure 4.1(a). Selecting a different (valid) value for U12,) would only affect the energy barrier between
perpendicular T variants. As the focus of this chapter is not a comparison to experimental results for
BZT-40BCT ceramics, this is deemed acceptable.
Figure 4.1(b) shows that the global stability predictions are preserved in the region of metasta-
bility, )'−$ ≤ ) ≤ )$−) , where )'−$ = 37 ◦C and )$−) = 49 ◦C, according to Ehmke [89]. At
)%% ∼ ()$−) + )'−$)/2 = 43 ◦C, the rhombohedral and tetragonal phases are both stable. For
the R phase, Figure 4.1(c)-(d) confirms that selected Landau coefficients give minima along the 〈11〉
polarization directions. For the T phase, Figure 4.1(e)-(f) shows that selected Landau coefficients









































































































Figure 4.1: Temperature dependence of (a) magnitude of spontaneous polarization, and (b) minimum
volumetric free energy density for the R ( ) and T ( ) phases. Calculated values from the
one-dimensional model are also included for comparison. For all temperatures, the spontaneous
polarization and minimum free energy density of the T phase are equal in both models due to its
crystallographic symmetry. Remnant polarization and the R-O, O-T and T-C transition temperatures
are also shown, as measured by Ehmke [89]. Inset corresponds to amagnified view of the area indicated
near the)$−) . For) > )%%, 5<8=,) < 5<8=,' in both models, confirming the correct global stability
predictions with selected Landau coefficients. Subfigures (c)-(f) illustrate the volumetric free energy
density distribution, in J/m3, and stable polarization states for (c) R phase at ) = 20 ◦C, (d) R phase
at ) = 49 ◦C, (e) T phase at ) = 37 ◦C, and (f) T phase at ) = 65 ◦C.
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The gradient energy coefficients,  % and  q, and the double-well coefficient, , , shown in
Table 4.1, allow to calculate the dimensionless parameters _ and ,̂ . Following a procedure similar
to that used in Section 3.3, we set W = 3 × 10−5 via numerical evaluation such that the widths
of rhombohedral domain walls and phase interfaces, measured in q, are approximately equal at
) = )%% = 43
◦C, where both FE phases are stable. Thus, the crystal size is estimated as ! = 223 nm
from W =  %/(!2
U1,) )%% ), which is similar to the crystal size obtained for the one-dimensional
model (! = 190 nm).
4.4 Simulation cases and numerical implementation
The two-dimensional MPF model was implemented using FEM in COMSOLMultiphysics® [94],
on a square computational domain of side ! and global coordinates G and H. Interfacial calculations
were performed on a 100x100-element mesh and microstructural evolution simulations were carried
out on a 75 × 75-element mesh. For all cases, second-order Lagrange shape functions were used.
The interfacial widths and energies were estimated for different types of tetragonal domain walls
(TDWs), rhombohedral domain walls (RDWs) and T-R phase interfaces at selected temperatures.
For all cases, Equations 4.8 through 4.11 were solved considering a computational domain with a
single interface between two homogeneous FE domains, with +̂ (Ĝ, Ĥ, Ĉ = 0) = 0. All boundaries
were electrically grounded (+̂ = 0), while zero flux conditions were applied for DG , DH and q.
The microstructural evolution of two-phase FE systems was simulated for selected temperatures
in the absence of applied electric fields. Two different scenarios were considered. In one case,
Equations 4.8 through 4.10 were solved to investigate the effect of the additional spatial dimension on
domain configurations and transformation dynamics of coexisting FE phases. Results were directly
compared with those obtained for one-dimensional BZT-40BCT in Section 3.6.3. For the other case,
Equations 4.8 through 4.11 were solved to elucidate the effect of the spatial variation of local electric
fields on the domain configurations and phase coexistence. In addition, numerical results from the
latter case were used to study the coarsening of ferroelectric domains in the vicinity of the PPB,
where the T and R phases coexist. For both scenarios, mixed 50%R+50%T initial conditions were
considered using a uniform random distribution function, {mean, range}, for the phase field {0.5, 1}
and for each polarization component {0, 2}; and +̂ (Ĝ, Ĥ, Ĉ=0) = 0. All boundaries were electrically
grounded, with periodic boundary conditions for DG , DH and q.
Additional simulations were performed for the microstructural evolution of single-phase FE
systems in the absence of applied electric fields. Equations 4.8, 4.9 and 4.11 were solved to examine
ferroelectric domain coarsening in single-phase conditions. Results were compared with those
obtained in mixed R + T phase conditions to elucidate the mechanism controlling domain coarsening
in the vicinity of the PPB. Two sets of simulations were carried out: one assuming that only the
R phase was present, i.e., q(Ĝ, Ĥ, Ĉ = 0) = 0, for ) ≤ )%%; and another considering only the T
phase, q(Ĝ, Ĥ, Ĉ = 0) = 1, for ) ≥ )%%. Random initial conditions were used for each polarization
component {0, 2}, with +̂ (Ĝ, Ĥ, Ĉ=0) = 0. All boundaries were electrically grounded, with periodic
boundary conditions for DG , DH and q.
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For all cases, the microstructural evolution was evaluated using fifteen simulations at each
temperature. A scalar variable was created to output the average phase field q at every Ĉ = 1; while
the solution fields of DG , DH and q were stored at selected times for detailed analysis of FE domain
structures and coarsening.
4.5 Results and analysis
4.5.1 Interfacial calculations
Values for the interfacial width and energy, b and f, were calculated for six different cases
identified in this study, namely: 180TDW, 90TDW, 180RDW, 90RDW, 135T-R and 45T-R. According
to this nomenclature, domain walls are described by the polarization rotation between variants that
occurs across the interface, and T-R phase interfaces are described by the polarization rotation from
one phase to the other. Figures 4.2 through 4.4 show the simulation results at ) = )%% = 43 ◦C. On
the left, the lowest energy configurations of the two-dimensional FE system with a single interface
are illustrated. On the right, 5̂ , q and DH′ are plotted along a line normal to the resolved interface.
For all cases, a local coordinate system is defined with respect to the interface of interest, with G ′ as
the normal direction and H′ as the tangential direction.
Since there is no free charge in the system, Coulomb’s Equation yields electrically neutral inter-


















































Figure 4.2: Interfacial width and energy calculations for tetragonal domain walls (TDWs) at ) =
)%% = 43
◦C. Left column: stable configuration for a single (a) 180TDW and (b) 90TDW, shown by
vector plot of ®D and contour plot of \ = atan2(DH , DG), with local coordinates G ′ and H′ in the normal
and tangential directions to the interface. Right column: line plot of calculated 5̂ = 5 /(|U1,) |%2B) ),
DH′ = %H′/|%B) | and q along interface normal for the (c) 180TDW and (d) 90TDW.















































Figure 4.3: Interfacial width and energy calculations for rhombohedral domain walls (RDWs) at ) =
)%% = 43
◦C. Left column: stable configuration for a single (a) 180RDW and (b) 90RDW, shown by
vector plot of ®D and contour plot of \ = atan2(DH , DG), with local coordinates G ′ and H′ in the normal
and tangential directions to the interface. Right column: line plot of calculated 5̂ = 5 /(|U1,) |%2B) ),


























































Figure 4.4: Interfacial width and energy calculations for T-R phase interfaces at ) = )%% = 43 ◦C.
Left column: stable configuration for single (a) 135T-R and (b) 45T-R interfaces, shown by vector
plot of ®D and contour plot of \ = atan2(DH , DG), with local coordinates G ′ and H′ in the normal and
tangential directions to the interface.. Right column: line plot of calculated 5̂ = 5 /(|U1,) |%2B) ),
DH′ = %H′/|%B) | and q along interface normal for the (c) 135T-R and (d) 45T-R interfaces.
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mDH′/mH′ = m+̂/mH′ = 0. Then, considering that n̂> values are very small, it can be shown that only
the polarization component perpendicular to the interface normal changes across the boundary [71],
i.e., mDG′/mG ′ ≈ 0 and mDH′/mG ′ ≠ 0. Therefore, the interfacial widths were calculated herein us-
ing the profile of DH′ across the interface; while for the interfacial energies, solutions are given by




5̂C>C0; (G ′) − 5̂<8=
]
3G ′, as explained in Section 3.3. Results are summarized in
Table 4.2 for all interfaces at ) = )%% = 43 ◦C. The same procedure described above was repeated
for calculations at different temperatures.
Table 4.2: Interfacial widths and energies for the two-dimensional, coarse-grained BZT-40BCT sys-
tem calculated at ) = )%% = 43 ◦C. Results from the one-dimensional, coarse-grained model,
Table 3.2, are reproduced for ease of comparison.
1-D case 2-D case
Symbol R phase (q = 0) T phase (q = 1) R phase (q = 0) T phase (q = 1) Units
b180, 4.000 2.867 4.425 3.313 nm
b90, − − 4.425 3.122 nm
b) −' 2.834 − nm
b135) −' − 4.210 nm
b45) −' − 3.358 nm
f180, 1.876 × 10−6 4.063 × 10−6 3.519 × 10−6 3.770 × 10−6 J/m2
f90, − − 1.759 × 10−6 2.034 × 10−6 J/m2
f) −' 4.445 × 10−6 − J/m2
f135) −' − 7.111 × 10−6 J/m2
f45) −' − 5.107 × 10−6 J/m2
Table 4.2 shows a comparison of interfacial widths and energies calculated at ) = )%% =









. These results are in qualitative agreement with the
analytical solution obtained considering a sixth-order Landau potential [68,71],





where Δ 5 is the energy barrier between stable domains. For the T phase, using the same values for
U1,) , U11,) and U111,) in the one- and two-dimensional models yields the same results for %B,H′ andΔ 5 ,
see Figure 4.1. Moreover, the same value for  % is used in both cases, leading to equivalent results for
b180) , . For the R phase, although %B,H′ and Δ 5 are different in both models, the ratio |%B,H′ |/
√
Δ 5
is approximately equal as a consequence of U12,' = 0, giving equivalent b180', values. The latter
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at ) = )%% = 43 ◦C.
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where  is a correction factor defined as a function of %B,H′ and the underlying U1, U11 and U111 coeffi-
cients. For the T phase, equivalent interfacial energies are obtained in the one- and two-dimensional
models as a consequence of the same values for %B,H′, Δ 5 and  %. These values effectively produce
similar volumetric and gradient free energy contributions across the 180TDW in both models. For
the R phase, larger free energy contributions across the 180RDW are obtained in the two-dimensional
model due to higher %2D
B'
and Δ 5 2D
'
values, which result in greater interfacial energy.
The additional degree of freedom in the two-dimensional model allowed calculations for other
types of interfaces, such as 90DWs, 45T-R interfaces and 135T-R interfaces. For the T-R inter-
faces, Table 4.2 reveals that the results from the one-dimensional model most closely resemble those
for two-dimensional 45T-R interfaces. This is likely to be a result of the fact that, in both cases,
the phase transformation occurs between domains with the same polarization orientation. In the
one-dimensional model, direct transformation between rhombohedral and tetragonal domains with
opposing polarization states, i.e., a 180T-R interface, was inaccessible due to the large energy barrier
between anti-parallel polarization states, see Section 3.4. Hence, results for one-dimensional T-R
interfaces, indicated in Table 4.2, correspond to R↔T transformation between domains with the same
polarization orientation.
Figure 4.5 illustrates the temperature dependence of the widths and energies of domain walls
for the two-dimensional BZT-40 BCT system. For all types of domain walls, the interfacial width
increases with temperature, Figure 4.5(a). This behaviour is in qualitative agreement with phe-
nomenological results reported by Marton et al. [71] for BaTiO3. Inspection of Equation 4.17 reveals
that Δ 5 implicitly depends on ®%B. It is the temperature dependence of the latter that determines
the behaviour of the calculated widths. Hence, b values increase with temperature as a result of
the corresponding decrease of ‖ ®%B ‖. In particular, the widths of RDWs increase considerably as
) → ),' (49.90 ◦C) due to the vanishing spontaneous polarization near the second order P-FE tran-
sition that occurs for the R phase at ),'. The latter effectively causes flattening of the free energy
density 5' and the consequent vanishing energy barrier between rhombohedral domain states, i.e.,
Δ 5' → 0 as ) → ),'.
Further, Figure 4.5(a) shows that b180) , ≈ b90) , . This is attributed to the use of an
isotropic polarization gradient energy coefficient  %, which has been regarded as the most important
factor influencing the interfacial width [71]. In fact, the polarization gradient energy coefficient is
anisotropic in the general case, and its value depends on the crystallographic direction of the interface
normal [71,102]. Notably, Figure 4.5(a) also reveals that b180', = b90', for all temperatures. This
is a consequence of the selected Landau coefficients for the R phase (with U12,' = 0), which yield
%B,H′,180', /%B,H′,90', =
√
Δ 5180', /Δ 590', , giving identical interfacial widths according
to Equation 4.17.
Figure 4.5(b) indicates that the interfacial energy decreases with increasing temperature for all
types of DWs in the two-dimensional BZT-40BCT system. This result is attributed to the correspond-
ing decrease of the energy barrier between stable FE domains, see Equation 4.18. For the R phase,
the f values approach zero as ) → ),' due to flattening of the rhombohedral free energy density
associated with its second order P-FE transition at ),'.
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Figure 4.5: Temperature dependence of interfacial (a) widths and (b) energies for the two-dimensional,
coarse-grained BZT-40BCT system. At ) = 42 ◦C, the interfacial energies of 180DWs and 90DWs
are approximately equal in each phase, i.e., f180) , ≈ f180', and f90) , ≈ f90', .
For both FE phases, f180, > f90, due to greater energy barriers between anti-parallel
stable polarization states associated with 180DWs. Moreover, larger polarization switching, ΔDH′ =
Δ%H′/|%B) |, is observed across 180DWs compared to that related to 90DWs, Figures 4.2 and 4.3. For
the T phase, ΔDH′,180, = 2.000 andΔDH′,90, = 1.414. For the R phase, ΔDH′,180, = 2.330 and
ΔDH′,90, = 1.647. Hence, greater volumetric and gradient free energy contributions are obtained
across 180DWs.
Figure 4.5(b) also shows greater energy values associated with T-R interfaces compared to those
for domainwalls at) = )%%, the only temperaturewhere both phases are stable. Results are explained
by changes in the phase field across T-R interfaces that produce additional volumetric and gradient
free energy contributions. In this MPF model, the volumetric free energy density of the two-phase
FE system includes a double-well potential that acts as an energy barrier for phase transformations,
see Equation 2.4. This results in an increased volumetric free energy associated with T-R interfaces.
The formulation of the MPF model also includes an additional gradient energy term that penalizes the
formation of phase interfaces due to changes in the phase field, see Equation 2.3. Thus, an increased
gradient free energy density is obtained across T-R interfaces. The additional phase-field gradient
term in the MPF model allows to control the energy associated to phase interfaces separately from
that of domain walls in either phase.
4.5.2 Time-temperature-transformation (TTT) diagrams
Two TTT diagrams were constructed using the two sets of simulations for the microstructural
evolution of the two-phase FE system in the absence of applied electric fields. The volume fraction
transformed of FE phases was measured by k, where k = q at ) > )%% and k = 1− q at ) < )%%.
Transformation times for constant fraction transformed were calculated as the average from the fifteen
simulations at each selected temperature.
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Figure 4.6 shows a comparison of the TTT diagrams obtained for one- and two-dimensional
BZT-40 BCT without solving Coulomb’s Equation. In both cases, the T and R phases are more
likely to coexist in the vicinity of the )%%, and R + T metastable coexistence persists for longer
times at )%% < ) < ),'. However, faster transformations towards k → 1 are predicted for all
temperatures in the two-dimensional model compared to the 1-D model. This is facilitated by access
to additional, low-energy polarization configurations, such as 90DWs, to minimize the free energy of
the 2-D system. For )%% < ) < ),', Figure 4.6 shows that phase transformations are particularly
faster in the two-dimensional model. The latter is partly because the phase transformation-induced
polarization rotation mechanism, identified in Section 3.6.3 as a means to extend domain coexistence
in one-dimensional BZT-40BCT, is limited in the 2-D model by relatively higher interfacial energy
of RDWs and T-R phase boundaries, see Table 4.2.








































































Figure 4.6: Comparison of TTT diagrams for the one- and two-dimensional BZT-40 BCT systems.
Local electric fields within the material are not solved, i.e., + (G, H) = 0. Both diagrams show trans-
formation from mixed 50%R+50%T state towards stable single phase as k → 1 at each temperature.
Markers indicate mean times for constant fraction transformed calculated from fifteen simulations,
and splines are included as a guide for the eye. The temperature )3 5 <0G at which the driving force
for formation of T phase is maximal is shown for each model. )" is the temperature at which
the mobilities of the FE phases are equal. Since the same mobilities are used in each case, )" is
common to both models. Overall, faster transformations are observed in the 2-D system.
In Figure 4.6, no datawas reported at) = 42 ◦C because simulations showed occasional relaxation
of the metastable T phase, i.e., R+T → T, instead of the expected transformation towards the stable
R phase. These results are explained by the vanishing macroscopic driving force for FE phase
transformation, Figure 4.7(a), and by the equivalent interfacial energies of 180DWs and 90DWs in
both phases at ) = 42 ◦C, as shown in Figure 4.5(b).
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Moreover, Figure 4.7(a) compares the thermodynamic driving force for phase transformation in
the one- and two-dimensional models. The additional degree of freedom in the two-dimensional sys-
tem affects the volumetric free energy density of the stable rhombohedral polarization states, resulting
in a greater difference between free energy minima of the T and R phases,Δ 5<8=, Figure 4.7(b). Thus,
the macroscopic driving force for transformation towards the stable FE phase is greater in the two-
dimensional model for all temperatures. The latter explains the rapid kinetics of phase transformation
observed in two-dimensional simulations, particularly for )%% < ) < ),', where the macroscopic











































Figure 4.7: (a) Thermodynamic driving force for transformation of FE phases, Δ 5<8= = 5) ( ®% =
®%B) ; ® = ®0, )) − 5' ( ®% = ®%B'; ® = ®0, )), for the one- and two-dimensional BZT-40 BCT systems.
(b) Volumetric free energy densities at ) = 37 ◦C, showing calculation of Δ 5<8= for the one- and
two-dimensional models. For the 2-D case, 5) is calculated along the 〈10〉 directions and 5' is
calculated along the 〈11〉 directions. The free energy density of the T phase is equal in both models
due to symmetry considerations.
For the one-dimensional model, the coexistence time of FE phases increases considerably in
the )3 5 <0G < ) < ),' region as ) → ),'. In Section 3.6.3, this result was connected to
vanishing f', , due to the second order P-FE transition for the R phase at ),', and vanishing
macroscopic driving force, due to the underlying Landau coefficients. For the two-dimensional model,
the coexistence time is also observed to increase as ) → ),'. However, the effect is significantly
smaller due to the driving force at ),' not approaching zero in the 2-D case, Figure 4.7(a).
Figure 4.8 illustrates the effect of local electric fields, i.e., solving Equations 4.8 through 4.11,
on the transformation kinetics in two-dimensional BZT-40BCT. Overall, the coexistence time of FE
phases increases when the local electric fields within the material are considered. This result can be
attributed to the restriction imposed by Coulomb’s Equation on the possible domain configurations to
minimize the total free energy of the system, which increases the likelihood of extended metastable
coexistence. At ) = 41 ◦C, results suggest that the allowed domain configurations are able to bet-
ter balance the excess energy associated to the different interfaces producing considerably longer
coexistence times.
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Figure 4.8: TTT diagrams showing the effect of local electric fields in the two-dimensional, coarse-
grained BZT-40 BCT system. Both diagrams show transformation from mixed 50%R+50%T state
towards stable single phase as k → 1 at each temperature. Markers indicate mean times for constant
fraction transformed calculated from fifteen simulations, and splines are included as a guide for the
eye. Overall, local electric fields extend R + T metastable coexistence.
The TTT relations were examined for different PPB temperatures using the two-dimensional im-
plementation of the coarse-grained BZT-40BCT model with local electric fields, Figure 4.9. Results
show that the choice of )%% does not affect qualitatively the overall transformation kinetics of the
FE phases. For all cases in Figure 4.9, the T and R phases coexist for longer times as ) → )%%, a
thermodynamic upper coexistence limit is predicted at ),' = 49.90 ◦C, and the R + T metastable co-
existence is kinetically limited at low temperatures. Quantitative differences are explained by changes
in the temperature dependence of the macroscopic driving force for phase transformation, Δ 5<8=,
Figure 4.10.
4.5.3 Ferroelectric domain structures
Results from themicrostructural evolution simulations are used to investigate the domain structure
of two-phase FE systems. Figures 4.11 and 4.12 illustrate the effect of local electric fields on the
domain structure of the two-phase FE system in the absence of an applied macroscopic electric field.
If the local fields within the material are ignored, simulation results show head-to-head and tail-to-tail
domain wall configurations that are physically unrealistic. Furthermore, when local electric fields are
omitted, the microstructure consists of irregularly shaped FE domains, see Figures 4.11 and 4.12 (left
column). This morphology is explained by isotropic domain wall energies, obtained as a consequence
of the isotropic polarization gradient energy coefficient  %.
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TPPB = 42 oC
TPPB = 43 oC
TPPB = 44 oC
Figure 4.9: TTT diagrams showing the effect of the choice of )%% in the two-dimensional, coarse-
grained BZT-40 BCT system with local electric fields. Each TTT diagram shows the progression
from random mixed 50%R+50%T phase conditions towards the stable FE phase as k → 1 at each
temperature. Markers indicate mean times for constant fraction transformed calculated from fifteen
simulations (for )%% = 43 ◦C) and from five simulations (for )%% = 42 ◦C and 44 ◦C). Splines are


















TPPB = 42 oC
TPPB = 43 oC
TPPB = 44 oC
Figure 4.10: Effect of the choice of )%% on the thermodynamic driving force for transformation of
FE phases, Δ 5<8=, for the two-dimensional, coarse-grained BZT-40BCT system. For all cases, there
is a local maximum in driving force at )3 5 <0G for the R+T→T transformation.
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In contrast, solving for the local electric fields produces predictions that are consistent with po-
larization patterns typically found in FE systems, as reported in experimental studies [78,86,103–111] and
related computational work [39–44,46,112]. Specifically, results show that local electrostatic interactions
are responsible for FE domains with head-to-tail polarization configurations, see Figures 4.11 and
4.12 (right column). Including the mechanical coupling into the model to take into account long-
range elastic interactions would additionally produce twin-like domain structures in the single-phase
regions. This configuration is known to be adopted to accommodate the lattice distortions between
structural variants of each FE phase [39,41,43,51].
(a) T = 37 °C, t = 60 s (b) T = 37 °C, t = 60 s









Figure 4.11: Effect of local electric fields on domainmorphology for) < )%% in the two-dimensional
BZT-40 BCT system. Left column: results without solving Coulomb’s Equation. Right column:
results considering local electric fields according to Coulomb’s Equation. Subfigures show simulation
results at (a)-(b) ) = 37 ◦C, C = 60 s, and (c)-(d) ) = 41 ◦C, C = 240 s. The computational domain
size is 223 nm×223 nm. For all cases, the contour plot represents the dimensionless total free energy
density, 5̂C>C0; = 5C>C0;/(|U1,) |%2B) ), and the vector plot represents the dimensionless polarization,
®D = ®%/|%B) |. Arrows are coloured by the phase-field value showing, in this case, stable rhombohedral
domains ( ) and metastable tetragonal domains ( ).
Moreover, when local electric fields are included, results reveal microstructures consisting of FE
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domains with faceted and curved interfaces, Figures 4.11 and 4.12 (right column). Facets correspond
to domain walls oriented at specific angles, suggesting highly anisotropic interfacial energies. This
is attributed to the system energetics being dominated by the electrostatic free energy contribution,
induced by large electrostatic-potential fields that result from ∇ · ®% when domain walls are oriented
at angles different from their stable configuration. Hence, facets adopt these low-energy orientations
to accommodate non-uniform local electric fields (according to Coulomb’s Equation) and minimize
the total free energy of the system.
(a) T = 44 °C, t = 360 s (b) T = 44 °C, t = 360 s








Figure 4.12: Effect of local electric fields on domainmorphology for) > )%% in the two-dimensional
BZT-40 BCT system. Left column: results without solving Coulomb’s Equation. Right column:
results considering local electric fields according to Coulomb’s Equation. Subfigures show simulation
results at (a)-(b) ) = 44 ◦C, C = 360 s, and (c)-(d) ) = 49 ◦C, C = 180 s. The computational
domain size is 223 nm × 223 nm. For all cases, the contour plot represents the dimensionless total
free energy density, 5̂C>C0; = 5C>C0;/(|U1,) |%2B) ), and the vector plot represents the dimensionless
polarization, ®D = ®%/|%B) |. Arrows are coloured by the phase-field value showing, in this case,
metastable rhombohedral domains ( ) and stable tetragonal domains ( ).
The angles of the domain walls reveal the orientation relationship between domains in the same
FE phase: 90DWs are positioned such that they bisect the angle between the polarization vectors of
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the stable domains, and 180DWs are aligned parallel to the stable polarization vectors. For the T
phase, 90DWs are oriented parallel to the 〈11〉 directions, i.e., at 45°, 135°, 225° and 315° with respect
to the global coordinate system; while 180DWs are oriented parallel to the 〈10〉 directions. For the R
phase, 90DWs are oriented parallel to the 〈10〉 directions and 180DWs are oriented parallel to the 〈11〉
directions. These domain patterns have been observed experimentally in numerous TEM studies, see
Figure 4.13 for an example.
180DWs 90DWs
Figure 4.13: TEM image of tetragonal BaTiO3, as reported by Krishnan et al. [103], showing typical
FE domain structure consisting of faceted 180DWs and 90DWs.
The curved boundaries, observed in Figures 4.11 and 4.12 when local fields are considered,
correspond to T-R phase interfaces. This morphology has been observed experimentally near the
PPB of the BZT-50BCT system in TEM studies [108,111]. In order to explain the formation of faceted
domain walls and curved phase interfaces in the simulated microstructures, schematic W-plots are
presented in Figure 4.14(a) for a 180TDW and a 45T-R phase interface at ) = )%% = 43 ◦C.
A W-plot represents a polar plot of interfacial energy as a function of orientation (inclination) of
the interface normal. Isotropic interfacial energies have circular W-plots with radius equal to the
interfacial energy, while interfaces with highly anisotropic interfacial energies exhibit cusped minima
at low-energy inclinations. Direct calculation of W-plots was beyond the scope of this work. Here,
schematic W-plots are constructed calculating the interfacial charge density as a proxy, i.e., Δ ®% · =̂,
where =̂ is the interface normal vector [51].
Figure 4.14(a) shows in black the estimated W-plot for a 180TDW between a domain with ®% =
(0, %B) ) and another with ®% = (0,−%B) ), such that Δ ®% · =̂ = (0,−2%B) ) · (cos \, sin \), where
\ is the polar angle. Also, an estimated W-plot is shown in blue for a 45T-R interface between a




2) and a tetragonal domain with ®% = (%B) , 0),




2) · (cos \, sin \). Figure 4.14(a) indicates that the
minimum interfacial energy of 180TDWs is lower than that of 45T-R phase interfaces. However, the
energy penalty to form a 180TDW at orientations different from their lowest energy configuration is
significantly higher than that associated with 45T-R interfaces. These results suggest that T-R phase
interfaces are less anisotropic than domain walls. Hence, in a network of two phases, where the
domains in each phase have preferred domain wall orientations, the network is accommodated by
curved phase interfaces to minimize the total free energy of the system.
Moreover, Figure 4.14(a) shows that the lowest energy configuration of the 180TDW occurs
when the boundary is parallel to the [0, 1] direction, as evidenced by the opposite cusps located at
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0°. This orientation is in agreement with the configuration depicted in Figure 4.2(a) and is valid for
all temperatures. In addition, Figure 4.14(a) reveals that the lowest energy configuration of the 45T-
R phase interface is obtained when its normal is oriented at 12.1°. This result is consistent with the
boundary inclination of approximately 12.8° obtained in Figure 4.4(b) at) = )%% = 43 ◦C. However,
in contrast to domain walls, the orientation associated with the lowest energy configuration of phase
interfaces depends on temperature. For the 45T-R phase interface evaluated here, the orientation of
the cusps is given by \45) −' = arctan(
√
2%B) /%B' − 1), where \45) −' is the angle of the interface
normal obtained fromΔ ®% · =̂ = 0. The temperature dependence of \45) −' is shown in Figure 4.14(b).
(a)



















Figure 4.14: (a) Schematic W-plots for 180TDWs ( ) and 45T-R interfaces ( ), showing interfacial
energies as a function of orientation of the interface normal at ) = )%% = 43 ◦C. A 180TDW
is considered between two domains with ®% = (0, %B) ) and ®% = (0,−%B) ), respectively. A 45T-R





tetragonal domain with ®% = (%B) , 0). The relatively low anisotropy of phase interfaces compared to
that of DWs, along with the smaller energy penalty to form phase boundaries at orientations different
from their low-energy configuration, explains the FE domain structures consisting of faceted DWs
and curved phase interfaces. (b) Temperature dependence of the lowest energy orientation of 45T-R
phase interfaces.
The simulated two-dimensional domain structures also show that domains of the metastable
FE phase enable polarization rotation between domains of the stable phase, see Figure 4.11 and
Figure 4.12. These results support the phase transformation-induced polarization rotationmechanism,
proposed in Section 3.6.3, as a means to extend metastable coexistence of FE phases in the vicinity
of the PPB. The proposed mechanism for switching and domain coexistence is favoured at ) > )%%
due to the increased thermal energy available in the system and the relatively small energy barrier for
polarization switching in the metastable R phase. It is further promoted as ) → ),' because of the
vanishing Δ 5'. The presence of metastable domains has been simulated by Rao and Wang [51] for
PZT near its morphotropic phase boundary (MPB). They concluded that domains of the metastable
phase spontaneously coexist with and act as bridges for polarization switching between regions of the
stable phase in order to minimize the total free energy of the system. In the work presented herein,
further insight is provided into the specific mechanism controlling metastable coexistence and phase
transformation-induced polarization switching in two-phase FE systems.
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4.5.4 Domain size and domain coarsening calculations
Domain size was examined using the simulations for the field-free microstructural evolution of a
two-phase FE system considering the spatial variation of local electric fields, i.e., solvingEquations 4.8
through 4.11. For each simulation temperature, data was extracted at C = 100 s, 200 s and 300 s. Ex-
amples of the simulated two-phase microstructure are shown in Figure 4.15 for selected temperatures
at C = 200 s. For each simulation run and time-temperature combination, the mean domain size (area)
was calculated using the package scikit-image [113] for image processing in python. This analysis was
performed on rhombohedral domains and tetragonal domains separately, and on the combined data
set. Average rhombohedral, tetragonal and overall domain sizes, alongwith 95% confidence intervals,
were estimated from the fifteen simulations using a non-parametric bootstrap method [114].
(a) T = 37 °C, t = 200 s (b) T = 41 °C, t = 200 s











Figure 4.15: Domain structure for two-dimensional, coarse-grained BZT-40 BCT polycrystal at C =
200 s and (a) ) = 37 ◦C, (b) ) = 41 ◦C, (c) ) = 44 ◦C, and (d) ) = 49 ◦C. The computational domain
size is 223 nm× 223 nm. Arrow plots represent the normalized polarization vector, ®D = ®%/|%B) |, and
contour plots correspond to polarization orientation, \ = atan2(DH , DG).
For ) = 37 ◦C, Figure 4.15(a) shows that the microstructure consists mainly of relatively large
domains of the stable R phase. Similarly, for ) = 49 ◦C, Figure 4.15(d) shows that the two-phase
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microstructure is dominated by large stable tetragonal domains. However, Figure 4.15(b)-(c) show
that the overall size of FE domains decreases as ) → )%%, where the R and T phases metastably
coexist for longer periods of time. These observations are consistent with the miniaturization of the
domain structure reported experimentally in the BZT-G BCT system near its PPB [86,105,108–111].
The average domain sizes and corresponding volume fraction transformed of FEphases are plotted
as a function of temperature for a simulation time of C = 200 s, Figure 4.16(a) and Figure 4.16(b).
Results confirm that the total average domain size, i.e., considering the rhombohedral and tetragonal
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Figure 4.16: Domain size calculations for two-dimensional, coarse-grained BZT-40BCT polycrystal
simulated from mixed 50%R+50%T initial state. Temperature dependence is illustrated at C = 200 s
for (a) average domain sizes, and (b) volume fraction transformed of FE phases. Error bars correspond
to 95% confidence intervals. (c) Parametric plots of average phase field versus domain size are shown
at C = 200 s for rhombohedral, tetragonal and combined domains separately. (d) Parametric plots of
average phase field versus domain size are shown for combined rhombohedral and tetragonal domains
at C = 100 s, 200 s and 300 s. The increase in marker size indicates increasing temperature. Data
points corresponding to the minimum overall domain size are ringed in red. Splines are included as
a guide for the eye.
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domains, decreases within the regime where both FE phases coexist. In this study, the average
equivalent circle diameter (ECD) of ferroelectric domains in the vicinity of the PPB is 25 − 35 nm,
which is within the 10 − 60 nm range observed in experiments for the BZT-G BCT system, as stated
by Acosta et al. [16].
Figure 4.16(a)-(b) also shows that the minimum total domain size is obtained at ) ∼41 ◦C, which
corresponds to a mixed 50%R+50%T metastable state (k ∼ 0.5). The latter is evidenced by the
additional polarization directions that are favoured energetically to minimize the total free energy of
the system, see Figure 4.15(b). Gao et al. [88] have argued that the vanishing polarization anisotropy is
the source of miniaturization of the domain structure observed experimentally near interferroelectric
phase boundaries. Further, results for ) < 41 ◦C indicate that the total average domain size increases
rapidly as k→ 1 towards the stable R phase; whereas for) >41 ◦C, the increase of average domain size
is less pronounced as k→ 1 towards the stable T phase. This is attributed to the phase transformation-
induced polarization rotation mechanism, which is favoured at high temperatures and promotes the
formation of minor domains of the metastable R phase between larger domains of stable T phase.
Figure 4.16(c) shows that the average size of tetragonal domains increaseswith temperaturewithin
the coexistence region as the volume fraction of the T phase increases, i.e., as q → 1. Similarly, the
average size of rhombohedral domains increases with increasing fraction of the R phase as q → 0
towards low temperatures. The minimum average domain size of the entire system is obtained when
the average size of rhombohedral and tetragonal domains is approximately equal at q ≈ 0.5. Further,
Figure 4.16(d) shows similar behaviour at different times (C = 100 s, 200 s and 300 s). As the
simulations progress, the system relaxes towards the stable single phase, yielding larger domain sizes.
However, small changes are noted near the )%% due to the extended metastable coexistence of the R
and T phases.
In this study, domain coarsening rate constants, : , were calculated for the T and R phases using
simulation data from mixed- and single-phase initial conditions at C = 100 s, 200 s and 300 s. Despite
highly anisotropic domain wall energies, parabolic growth was the simplest model that represented
the kinetics of domain coarsening in the single-phase regions reasonably well. The use of parabolic
growth kinetics provided a consistent method for extracting coarsening rate constants from mixed-
and single-phase simulations to examine the effect of phase coexistence on domain growth. Hence,
for each simulation, rhombohedral and tetragonal domain coarsening constants were estimated at each
temperature by fitting the equation  − > = :C to domain size versus time. Figure 4.17 illustrates
the calculation method for a two-FE-phase system using data from three simulations at ) = 42 ◦C,
yielding three : values for each phase. Then, mean : values were calculated at each temperature
from the fifteen simulations using a non-parametric bootstrap method [114]. Figure 4.18(a) shows the
average domain coarsening rate constants as a function of temperature for the R and T phases under
mixed-phase initial conditions.
For ) < )%%, Figure 4.18(a) shows that the growth rate of stable rhombohedral domains de-
creases with increasing temperature under mixed-phase conditions. This is explained by the vanishing
driving force for R+T → R phase transformation as ) → )%%, see Figure 4.7(a). Similarly, for
) > )%%, the coarsening rate constant of stable tetragonal domains decreases as ) → )%% due to








































A = Ao + kt
Figure 4.17: Calculation of domain coarsening rate constants, : , for the (a) R ( ) and (b) T ( )
phases of two-dimensional, coarse-grained BZT-40 BCT polycrystal at ) = 42 ◦C. For each phase,
three simulations from mixed-phase initial conditions are used to illustrate the calculation of three
different domain coarsening constants.
the corresponding decrease in the driving force for R+T → T phase transformation. Figure 4.18(a)
also indicates that the coarsening constants of rhombohedral and tetragonal domains under mixed-
phase condition are approximately equal at ) = 42 ◦C. This result further explains the occasional
relaxation of the metastable T phase discussed in Section 4.5.2, attributed to vanishing driving force
for phase transformation, Figure 4.7(a), and equivalent interfacial energies of 180DWs and 90DWs in
both phases, Figure 4.5(b).
The analysis described abovewas also performed for themicrostructural evolution on single-phase
ferroelectrics to calculate intrinsic domain coarsening constants for each FE phase and isolate the effect
of phase coexistence on domain growth. Figure 4.18(b) shows the temperature dependence of domain
coarsening constants for the R phase, obtained from single-phase simulations for ) ≤ )%%; and for
the T phase, obtained from single-phase simulations for ) ≥ )%%. Figure 4.18(b) shows that the
intrinsic domain coarsening rates for the stable R phase tend to increase with increasing temperature.
This is explained by a rise in mobility values as temperature increases, see Figure 3.13(b). Similarly,
results show that the intrinsic domain coarsening rate for the stable T phase generally decreases as the
temperature increases due to a corresponding decrease in mobility.
Results frommixed- and single-phase simulation are compared in Figure 4.18(c). It is evident that,
for a two-phase FE system, the evolution of domains (single-phase regions) is affected by competing
effects of intrinsic domain coarsening and FE phase transformation. Furthermore, the opposite trends
of : with respect to temperature under mixed- and single-phase system conditions suggest that,
when both FE phases coexist, the effect of phase transformation dominates over the intrinsic domain
coarsening.
In single-phase scenarios, all FE domains have the same volumetric free energy and the driving
force for domain coarsening is the reduction in total interfacial energy. This situation is analogous
to grain growth in single phase alloys. In the mixed-phase FE system, there is additionally a driving
force for transformation of the metastable phase to the stable phase. If this transformation occurs by
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Figure 4.18: Temperature dependence of the domain coarsening constants for the R ( ) and T ( )
phases under (a) mixed-phase conditions, (b) single-phase conditions, and (c) combined scenarios.
Error bars correspond to 95% confidence intervals. Data points corresponding to approximately
equal : values for the R and T phases under mixed-phase conditions are ringed in red. Splines are
included as a guide for the eye.
movement of phase interfaces, then it is expected to accelerate the coarsening rate constant of the
domains of the stable phase. If, on the other hand, the phase transformation occurs by nucleation
of new domains of the stable phase, then it is expected to retard the coarsening rate constant of the
domains of the stable phase. Figure 4.18(c) shows that the : values from mixed-phase conditions are
generally smaller that those obtained from single-phase simulations at the same temperatures. The
latter is consistent with the case of phase transformation by nucleation. However, the JMAK analysis,
performed for the ferroelectric phase transformation in one-dimensional BZT-40BCT, yielded results
consistent with site-saturated nucleation, refer to Section 3.6.4 for details. Hence, the decreased
coarsening rate constants in the two-phase system are better explained by pinning of domain walls of
the stable phase by the domains of themetastable phase, which is analogous to the effect of precipitates
on grain growth in two-phase alloys [115], as shown in Figure 4.19.
67 4.6 Summary and conclusions
(a)
T = 44 °C, t = 240 s
(b)







Figure 4.19: Evolution of two-phase microstructure for the two-dimensional, coarse-grained BZT-
40 BCT system at ) = 44 ◦C and (a) C = 240 s, and (b) C = 360 s. The computational domain size
is 223 nm × 223 nm. Contour plots represent the dimensionless total free energy density, 5̂C>C0; =
5C>C0;/(|U1,) |%2B) ), and vector plots represent the dimensionless polarization, ®D = ®%/|%B) |. Arrows
are coloured by the phase-field value showing, in this case, metastable rhombohedral domains ( )
and stable tetragonal domains ( ).
4.6 Summary and conclusions
The MPF model applied to the one-dimensional BZT-40BCT system in Chapter 3 was extended
to a two-dimensional geometry to elucidate, separately, the effects of the additional spatial dimension
and the local electric fields within the two-phase FE system. Most parameters of the 2-D model were
calculated using the material constants obtained in the one-dimensional study. Additional Landau
parameterswere estimated to ensure that the volumetric free energy density of each FE phase stabilized
the correct polar directions in the temperature range of interest where the phases coexist metastably,
while preserving the global stability predictions.
Shorter coexistence times are predicted by the two-dimensional model due to the greater driving
force for phase transformation resulting from the selected Landau coefficients in the R phase. For
)%% < ) < ),', coexistence times are significantly shorter because the phase transformation-
induced polarization rotation mechanism, reported in Section 3.6.3 as a means to extend metastable
coexistence of FE phases, is limited by f', ∼ f) , and higher f) −' values in two dimensions.
When local electric fields are considered, the likelihood of extended R + T metastable coexis-
tence increases due to the restriction imposed by Coulomb’s Equation on the possible FE domain
configurations to minimize the total free energy of the system. In this case, the two-dimensional
model predicts domain structures with head-to-tail polarization patterns that are consistent with the
literature. Moreover, the MPF approach naturally reproduces and explains domain morphologies
consisting of faceted domain walls and curved T-R interfaces that have been observed experimentally
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near the PPB of the BZT-G BCT system. It is shown that the lowest energy orientation of T-R phase
interfaces is temperature dependent.
In thiswork, themetastable coexistence of FE phases is directly connectedwith the experimentally
observed miniaturization of the domain structure to the nanoscale near the PPB, with smaller domains
obtained when the volume fractions of the two phases are approximately equal. It is demonstrated
that the evolution of FE domains within the two-phase system is dominated by the kinetics of phase
transformation over the competing effect of intrinsic domain coarsening. The presence of a metastable
FE phase facilitates polarization switching between domains of the stable phase, but also has a pinning
effect on the movement of stable domain walls that retard the coarsening rate constant for domains of
the stable FE phase.
Chapter 5
Fitting of Landau coefficients for BZT-50BCT
A version of this chapter is currently under preparation for journal publication as: Oscar A. Torres-
Matheus, R. Edwin García and Catherine M. Bishop. Landau expansion parameters for multiphase
field formulation of BZT-50BCT.
5.1 Introduction
In previous chapters, a novel multiphase field model was developed and applied to polycrystalline
BZT-40 BCT ceramics, assuming a phase diagram with a single PPB between the T and R phases.
The MPF formulation couples the Landau-Devonshire thermodynamic potentials of the coexisting
FE phases, each defined separately with its own set of Landau coefficients. Following a coarse-
grained approach, macroscopic Helmholtz free energy densities were defined to describe the general
ferroelectric behaviour in each region of phase space for a single-crystal sample. Microstructurally
averaged Landau parameters were estimated by fitting each set of coefficients to experimental data of
polycrystalline samples measured in the single-phase regions of the phase diagram. Application of the
model to one-dimensional, coarse-grained BZT-40BCT enabled detailed analysis of the ferroelectric
coexistence, such as the transformation kinetics of coexisting phases, and the energetics associated
with the structural FE-FE phase transformation, polarization switching and polarization-phase trans-
formation interactions. Further, extension to two dimensions allowed to elucidate the effects of the
additional spatial dimension and local electric fields on the transformation kinetics and the domain
morphology and evolution (coarsening) of the two-phase FE system. However, the coarse-grained
models do not capture the effects of anisotropy in FE materials.
In polycrystalline FE ceramics, the domain structures and macroscopic response, i.e., due to in-
trinsic and extrinsic effects, are affected by the grain size and grain orientation distributions [38,47,48,116–118].
Hence, the first step to modelling polycrystalline materials is to model the intrinsic behaviour of single
crystals. This implies the definition of Landau-Devonshire potentials with coefficients determined
from experimental, single-crystal data [119].
The calculation of required single-crystal Landau coefficients for the BZT-BCT system poses two
major challenges. On the one hand, experimental work on single crystals is limited for this chemistry
due to TiO2 volatilization and the segregation of elements during synthesis [120,121]. This causes
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large variations in the desired stoichiometry that affect the quality and performance of the crystal.
On the other hand, reported electromechanical properties of BZT-BCT ceramics vary considerably
depending on raw materials, processing and poling conditions, measurement techniques, among
others [16,17]. According to Acosta et al. [16], experimental procedures are not well detailed in many
research papers and the importance of some of these conditions is often overlooked. Furthermore, the
proposedMPFmodel requires two independent sets of Landau parameters, i.e., one for each FE phase.
However, most works on calculation of Landau coefficients are based on a single Landau-Devonshire
potential and focus on chemistries with two or more FE phases, e.g., KNbO3 [57], PMN-PT [122,123]
and BaTiO3-based [58,59,124–126] systems. Thus, these coefficients are commonly fitted over a range of
temperatures including the interferroelectric transition temperature(s) and use data from multiple FE
phases.
Recently, Yang et al. [95] reported Landau parameters for (1−G)Ba(Zr0.2Ti0.8)O3-G(Ba0.7Ca0.3)TiO3
or BZT-G BCT as a function of temperature and composition (G). Similarly, Zhou et al. [124] have
determined Landau parameters for the (1− G)Ba(Zr0.2Ti0.8)O3 G(Ba1–yCay)TiO3 system, abbreviated
as BZT-GBCHT, as a function of temperature and compositions (G and H). In both studies, the
coefficients of the sixth order Landau-Devonshire potential in 3-D were obtained by modifying the
Landau parameters for pure BaTiO3 to generate a consistent phase diagram [95,124]. No further details
on the fitting procedure were provided in the research papers. Since the Landau coefficients are not
based on experimental data from single crystals, the studies are mostly limited to qualitative analysis.
No evidence was found in the literature of Landau parameters fitted to experimental, single-crystal
data for any composition in the BZT-G BCT system.
In this chapter, a procedure is outlined for estimating the Landau parameters for theR andT phases
of single-crystal (Ba0.85Ca0.15)(Zr0.10Ti0.90), also known as Ba(Zr0.2Ti0.8)O3-50 (Ba0.7Ca0.3)TiO3 or
BZT-50BCT. This has been the most widely studied composition of this system, which allows com-
parison of the results with simulations and/or experiments found in the literature on BZT-50 BCT.
Each set of Landau coefficients is estimated using data measured in the unambiguously T and R re-
gions of the phase diagram determined by Ehmke [89]. The procedure described hereafter leans heavily
on single-crystal and polycrystalline experimental information available in the literature. Equations
for calculating the intrinsic electromechanical properties of ceramics are used to relate the single-
crystal and polycrystalline data. This allows the use of measurements from polycrystalline samples
to complement the required information for the fitting of Landau parameters.
5.2 Intrinsic properties of ferroelectrics ceramics
The properties of FE ceramics essentially consist of two contributions: intrinsic effects, which
originate from lattice dynamics and are equivalent to properties obtained from a single domain; and
extrinsic effects, which represent non-lattice contributions and arise mainly from changes at domain
walls and grain boundaries [5,127]. It has been established in the literature that poled FE ceramics with
randomly oriented grains are transversely isotropic around the poling axis regardless of the crystal
symmetry [4,8,127]. Hence, for a polycrystalline sample described by global coordinates [-1, -2, -3]
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with an electric field applied along the [001] direction, the resulting through-thickness polarization















The intrinsic properties given by Equation 5.1 depend on, and are limited by, available domain
states, or allowed polarization directions, associated with the crystal symmetry of the FE phase(s)
present within the material [4]. The maximum achievable properties of FE ceramics in a saturated
poling state have been estimated from single-crystal data via probability density functions of ori-
entation (PDFOs) [5], pole figures [6], inverse pole figures [7] and/or orientation distribution function
(ODF) [8–10] methods. In these models, macroscopic properties are estimated as the averaged response
of randomly oriented grains over the entire orientation space. A Reuss type approximation [129] is
commonly adopted, which neglects the interaction between crystals by assuming that domains are
independent of each other and that the internal and external electromechanical loadings are equal.
The saturated remnant polarization of FE ceramics, %∗A , can be estimated from the magnitude of
the spontaneous polarization in the single crystal, ‖ ®%B ‖ = %B, as [4–10]
%∗A) = 0.8312%B) (5.2)
%∗A' = 0.8660%B' (5.3)
where subscripts T and R represent the tetragonal and rhombohedral phases. Similarly, the satu-
rated macroscopic dielectric permittivity along the polarization direction, n∗
33






































2c + 2 c − 2






where n33 and n11 are the longitudinal and transverse permittivity components in a single FE domain,
with local coordinates [G1, G2, G3] [5]. These solutions, which assume a fully saturated poling state,
are ideal and provide an upper limit to the properties of polycrystalline ferroelectrics [8,127]. However,
FE ceramics rarely reach a fully poled state [4,5,10]. Many domains cannot reorient along available
polarization directions due to internal loads associated with grain boundaries, and some domains will
switch back after removal of the poling field [4].
Hou et al., [5] have developed a model for unsaturated poling states by incorporating additional
parameters into the PDFOs to account for the remnant switching fraction of different types of domain
switching, which can be determined using XRD. Thus, the remnant polarization in an unsaturated
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(A71 − A109) %B' (5.7)
where C90 and C180 are the remnant fractions of 90° and 180° switching in the T phase; and A71, A109 and
A180 are the remnant fractions of 71°, 109° and 180° switching in the R phase. When all the remnant
switching fractions are zero, Equations 5.6 and 5.7 reduce to the saturated poling state; and when all
the remnant switching fractions are one, the equations reduce to the randomly-oriented initial state.
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According to Yang et al., [10], 180° domain switching can readily reach saturation in FE ceramics,
while other switching types do not, resulting in switching fractions as low as 44% in PZT. This result
agrees with computational simulations performed by Li et al., [130], who reported little domain texture
for tetragonal PZT due to a small fraction of 90° domain switching.
The framework described above can be readily extended to estimate the piezoelectric coefficients
of FE systems using experimental data from polycrystalline samples in both saturated and unsaturated
poling states, see e.g., [5].
5.3 Phenomenological model
According to the MPF model developed in Section 2.3 for a system with a single PPB, the
volumetric free energy density of the strain-free, two-phase FE crystal under an external electric field,
® , is defined as
5 ( ®%, q; ®,)) = 5' ( ®%; ®,)) [1 − ℎ(q)] + 5) ( ®%; ®,))ℎ(q) +,6(q) (5.10)
where the phase field variable, q, specifies the region in (spatial) space where the R and T phases are
each locally stable; ℎ(q) = q3(6q2 − 15q + 10) is a function that interpolates between the free energy
densities of the two phases, 5) and 5'; 6(q) = q2(1 − q)2 is a double-well potential that prevents
unphysical phase transitions; and, is the double-well coefficient that controls the depth of the energy
barrier between FE phases. The individual homogeneous free energy densities are defined herein as
5) ( ®%; ®,)) = 5 ◦) ( ®%; ®,)) (5.11)
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are the free energy densities traditionally described by the Helmholtz thermo-
dynamic potential with respect to the cubic paraelectric phase, and Δ 5%% = 5 ◦) ( ®%B) ; ®0, )%%) −
5 ◦
'
( ®%B'; ®0, )%%), see Chapter 2 for full details.
According to Cao [65,66], the Helmholtz thermodynamic potential up to the sixth-order terms is
generally expressed in terms of three polarization components, ®% = (%1, %2, %3), as the following
Landau-Devonshire potential




















































3 − %11 − %22 − %33
(5.13)
where the leading coefficient is commonly defined as U1 = 0, () −), ), where ), is the Curie-
Weiss temperature and 0, > 0 is the Curie-Weiss constant; while the other expansion parameters
are considered temperature-independent [1].
In general, the allowed domain states, or polarization directions, for each FE phase depend on
its crystal structure. For the T phase, polarizations are along the 〈100〉C family of directions; while,
for the R phase, polarizations are along the 〈111〉C family of directions. Considering the case of
®%) = (0, 0, %3) and ®%' = (%3, %3, %3) in the absence of an applied electric field ( ® = ®0), the




are obtained from Equation 5.13 as
5 ◦) = U1,) %
2
3 + U11,) %
4
3 + U111,) %
6
3 (5.14)
5 ◦' = 3U1,'%
2
3 + 3(U11,' + U12,')%
4
3 + (3U111,' + 6U112,' + U123,')%
6
3 (5.15)
where subscripts T and R are used to denote the set of Landau coefficients in the T and R phases.
Further, the equilibrium states are obtained from the minimization of Equation 5.13 and substitution
of the allowed solutions for polarization in each phase, i.e.,
m 5 ◦) /m%3 = U1,) + 2U11,) %2B3,) + 3U111,) %
4
B3,) = 0 (5.16)
m 5 ◦'/m%3 = U1,' + 2(U11,' + U12,')%2B3,' + (3U111,' + 6U112,' + U123,')%
4
B3,' = 0 (5.17)
where %B3 is the component of the spontaneous polarization that stabilizes the system in the absence
of applied electric fields. For each FE phase, %B3 is defined as ‖ ®%B,) ‖ = %B3,) and ‖ ®%B,'‖ =
√
3%B3,',
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%B3,' = ±
[
−(U11,' + U12,') +
√
(U11,' + U12,')2 − U1,' (3U111,' + 6U112,' + U123,')
3U111,' + 6U112,' + U123,'
] 1/2
(5.19)
Similarly, the longitudinal and transverse components of the dielectric permittivity are determined
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Note that similar expressions can be written for n22 and n23. Based on the condition of zero
applied field, Equations 5.20 through 5.22 can be simplified in this case by substituting the spontaneous
polarization of each phase, ®%B,) = (0, 0, %B3,) ) and ®%B,' = (%B3,', %B3,', %B3,'). Hence,
For the T phase: [119]
n33,) =
(




n11,) = n22,) =
(




n12,) = n23,) = n31,) = 0 (5.25)
For the R phase: [131]
n33,' = n22,' = n11,' =
[
2U1,' + (12U11,' + 4U12,')%2B3,'
+ (30U111,' + 28U112,' + 2U123,')%4B3,'
]−1 (5.26)








In the R phase, the spontaneous polarization is assumed to be along the 〈111〉 directions of the
local pseudocubic axes with coordinates [G1, G2, G3]. However, equations presented in Section 5.2
to estimate the dielectric permittivity of poled FE ceramics require that the single-crystal results for
the R phase are rotated such that the G3 axis is parallel to the polarization direction. Rotation of






] result in a diagonal matrix,
similar to that obtained for the T phase, with the following elements [57,58]
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5.4 Fitting procedure
The following procedure to estimate the Landau parameters for the R and T phases of the BZT-
50BCT system uses a combination of experimental data from single-crystal and polycrystalline sam-
ples found in the literature. The required single-crystal data were taken from Benabdallah et al. [132],
who successfully grewa single-crystal samplewith final composition of (Ba0.838Ca0.162)(Zr0.146Ti0.854),
close to the intended stoichiometry for BZT-50BCT. Moreover, the authors reported anomalies in the
permittivity measurements at 265K and 366K, consistent with transition temperatures measured for
the BZT-50 BCT system. In particular, the cubic-tetragonal transition obtained at 366K (93 ◦C) is
within the 91 ◦C± 14% range stated by Acosta et al. [16]. Available single-crystal data from Benabdal-
lah et al. [132] include the spontaneous polarization and dielectric permittivity measured in the [001]C
direction of the single-crystal sample for temperatures from 150K to 375K.
In the MPF model, the Landau parameters of each FE phase are estimated independently by
fitting to experimental data measured in the unambiguously T and R regions of the phase diagram.
For the BZT-G BCT system, an orthorhombic phase (or a region of R + T coexistence) has been
speculated, refer to Section 3.1 for a discussion. Particularly, for BZT-50 BCT, this region extends
from )'−$ = 274K to )$−) = 302K, according to Ehmke [89]. Thus, coefficients for the R phase
were fitted to data measured at) ≤ )'−$; and coefficients for the T phase were fitted to data measured
at )$−) ≤ ) ≤ )) − , where )) − = 366K, as reported by Benabdallah et al. [132].
For the R phase, all Landau parameters were estimated by fitting Equation 5.19 to %B EB ) single-
crystal data from 200K to 274K, Figure 5.1. A non-linear least squares fitting was performed using
the lmfit python package [133]. The initial estimate for the Landau parameters was selected with the
same order of magnitude as that of the parameters for BaTiO3, as determined by Bell and Cross [134].

















































Figure 5.1: Fitting of Landau parameters for the R ( ) and T ( ) phases of the BZT-50BCT system
to %B EB ) single-crystal data, as reported by Benabdallah et al. [132]. For the R phase, all the Landau
coefficients are found by fitting to data from 200K to 274K. For the T phase, coefficients U1,) ,
U11,) and U111,) are obtained by fitting to data from 302K to 366K. The R-O and O-T transition
temperatures are those measured by Ehmke [89], while the T-C transition temperature corresponds to
that reported by Benabdallah et al. [132]. A second order P-FE phase transition is observed for the T
phase at its calculated Curie-Weiss temperature, ), ,) .
Chapter 5 Fitting of Landau coefficients for BZT-50BCT 76
Bounds were set for each parameter according to the conditions for stability of the R phase discussed
by Smolenskii et al. [135]. In this case, data from 270K to 274K were given a higher weight, producing
a better fit close to the region of interest where the R and T phases coexist. The initial estimate and
weight factor were adjusted until the obtained Landau parameters gave a good fit to the experimental
%B EB ) single-crystal data. The goodness of fit was calculated using RMSE, which measures the
residuals between the predicted and experimental values. In addition, the fitted Landau coefficients
were used to calculate the Curie temperature,),', depending on the order of the P-FE transition. The
predicted ),' = 301.5K was compared with the experimental transition temperature )$−) = 302K
to verify that the Landau coefficients correctly reproduce the R phase in the entire region of phase
space where it exists stably or metastably.
Similarly, for the T phase, coefficients U1,) , U11,) and U111,) were estimated by fitting Equa-
tion 5.18 to %B vs ) single-crystal data from 302K to 366K, Figure 5.1. Higher weight was given to
data at ) ≤ 305K, yielding a better fit close to the region of interest where the FE phases coexist. In
addition, the predicted ), ,) = 355.5K (82.5 ◦C) is within the 91 ◦C ± 14% range stated by Acosta
et al. [16]. Using the fitted values of U1,) , U11,) and U111,) , the value of Δ 5%% was computed and the
global stability predictions as a function of temperature were verified, Figure 5.2. The PPB temper-
ature was taken to be )%% ∼ ()'−$ + )$−) ) /2 = 288K, and the minimum volumetric free energy
density of each FE phase was calculated by substituting the respective spontaneous polarization, %B3,







































































Figure 5.2: Temperature dependence of the spontaneous polarization (%B3) and minimum volumetric
free energy density ( 5<8=) with fitted Landau coefficients for the R ( ) and T ( ) phases of BZT-
50BCT. The R-O and O-T transition temperatures are those measured by Ehmke [89]. Results confirm
the correct global stability predictions with the fitted Landau coefficients.
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to confirm that the R phase is stable for ) < )%% and the T phase is stable for ) > )%%. If the
volumetric free energies were not suitable, the initial estimate and weight factor were adjusted until
appropriate coefficients were found for each FE phase.
Coefficients U12,) and U112,) were fitted to temperature-dependent n11 data in the T phase [119,122].
However, for the BZT-50BCT system, n11 EB ) measurements were not found in the literature. Hence,
in this work the required single-crystal n11,) data were estimated using n33 EB ) measurements from
single-crystal and unpoled polycrystalline samples. In order to reproduce the randomly-oriented
domains of the unpoled ceramics, the remnant fraction of 90° switching, C90, is set equal to one in the
model for unsaturated poling, see Section 5.2. Thus, from Equation 5.8, n11,) was calculated as
n11,) = (3n∗∗33,) − n33,) )/2 (5.29)
where n33,) is the longitudinal permittivity in the single-crystal sample and n∗∗33,) is the longitudinal
permittivity in the ceramic sample.
Coefficients U12,) and U112,) were obtained by fitting Equation 5.24 to the estimated single-
crystal n11,) data from 302K to 355.5K, Figure 5.3. A non-linear least squares fitting was performed
with the lmfit python package [133] considering two independent variables, i.e., ) and %B3,) , taken
from Benabdallah et al. [132]. Different sources were considered for n∗∗
33,)
[85,136–138] until the Landau
parameters gave the best fit to the estimated n11,) data, subjected to U12,) > 0 and U112,) > 0. The
latter was required to ensure stabilization of the T phase. The accuracy of the fitting is limited by the
assumption of temperature-independent high-order Landau parameters. However, results are deemed
reasonable in this case considering that the underlying data for the fitting is only an estimation that
depends on the available n33 polycrystalline data.




































Figure 5.3: Fitting of Landau coefficients U12,) and U112,) to n11 EB ) data from 302K to 355.5K
for the T phase ( ) of the BZT-50 BCT system. The single-crystal n11 data were estimated using
n33 measurements from a single-crystal sample, as measured by Benabdallah et al. [132], and from an
unpoled polycrystalline sample, as reported by Zhang et al. [136].
Finally, we set U123,) = 0 following the conditions for stability of the T phase presented by
Smolenskii et al. [135] in order to prevent spontaneous phase transitions to the R or O phases in the
entire temperature range of interest.
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5.5 Results and validation
The Landau parameters obtained in this work for the BZT-50 BCT system are summarized in
Table 5.1. According to the fitted coefficients, the T phase has a second order P-FE phase transition and
the R phase exhibits a weak first order P-FE transition. The latter is evidenced by the similar values
for the Curie-Weiss temperature, ), ,' = 299.0K, the Curie temperature, ),' = 301.5K1, and
the maximum temperature for metastable coexistence between the cubic and rhombohedral phases,
)<0G,' = 302.3K1. Table 5.1 also includes existing Landau coefficients found in the literature,
calculated using a single Landau-Devonshire potential to describe both FE phases [95,124]. The Curie
temperature reported in these works, ) = 353K, is approximately equal to the value predicted in
this study for the T-C phase transition at ), ,) = ),) = 355.5K. Further, the Landau parameters
reported by all sources exhibit similar order of magnitudes.
Table 5.1: Fitted Landau parameters for the R and T phases of BZT-50 BCT. Landau coefficients
found in the literature are also included for comparison. Results reported by Yang et al. [95] have been
adapted to the form of the Landau-Devonshire potentials used in this work.
This work









×() − 353) Jm/C
2
U11 1.000 × 107 3.225 × 108
−4.5 × 106 + 1.89 × 105
×() − 335) −8.0 × 10
7 Jm5/C4
U12 −1.000 × 108 5.501 × 109
−4.5 × 106 − 1.89 × 105
×() − 335)
2.0 × 107 + 3.0 × 105
×() − 343) Jm
5/C4
U111 3.552 × 109 1.000 × 109 1.304 × 108 1.294 × 109 Jm9/C6
U112 −4.582 × 108 1.023 × 107 −5.5 × 106 −2.0 × 107 Jm9/C6
U123 9.000 × 109 0.000
2.5 × 109 + 3.5 × 107
×() − 335) 8.0 × 10
7 Jm9/C6
Δ 5%% −3.198 × 104 − − J/m3
Figure 5.4 illustrates the thermodynamic conditions for phase coexistence and stability near the
PPB in the BZT-50BCT system, refer to Chapter 2 for details on different scenarios. The predicted
upper limit for metastable R + T phase coexistence, ),' ∼ )<0G,', is approximately equal to
)$−) = 302K, as reported by Ehmke [89]. Results support the hypothesis of R + T phase coexistence
in the vicinity of the PPB, as opposed to a purported intervening O phase. Figure 5.4 also shows that
the cubic paraelectric phase is unstable for ) < ),'. Hence, no metastable coexistence between the
C phase and the R and T ferroelectric phases is predicted for this composition, which is in agreement
with experimental observations [77].
1For the Landau expansion used in this work, ) = ), + 3(U11 + U12)2/[40, (3U111 + 6U112 + U123)], and
)<0G = ), + (U11 + U12)2/[0, (3U111 + 6U112 + U123)].
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Figure 5.4: Phase coexistence and stability predictions for the BZT-50BCT system. The T phase has
a second order P-FE phase transition, with ),) = ), ,) . The R phase has a weak first order P-FE
transition, evidenced by ), ,' ∼ ),' ∼ )<0G,'. This case corresponds to the scenario depicted in
Figure 2.1(a). A polymorphic phase transition occurs at )%%. Highlighted area indicates metastable
coexistence of the FE phases accessible upon heating or cooling. Black arrows indicate regions where
a particular phase is stable and grey arrows indicate regionswhere the phase ismetastable. Free energy
curves are sketched on the right for selected temperatures (a, b, c and d).
The Landau coefficients determined for each FE phase were used to verify that the global stability
predictions are preserved in the region of interest where the R and T phases coexist, Figure 5.5. At
) = )%%, the rhombohedral and tetragonal phases are both stable. Figure 5.5 (c)-(f) show the three-


































































































Figure 5.5: Temperature dependence of (a) %B3, and (b) 5<8= for the R ( ) and T ( ) phases of
BZT-50 BCT confirming the correct global stability predictions with selected Landau coefficients.
Subfigures (c)-(f) illustrate the volumetric free energy density surface in 3-D for (c) R phase at
) = 200K, (d) R phase at ) = 299K, (e) T phase at ) = 274K, and (f) T phase at ) = 350K.
For each case, the surface shape is defined by the polarization vector that minimizes the volumetric
free energy density at each spatial orientation. The spontaneous polarization states corresponding to
minima in the volumetric free energy density are indicated with a white dot.
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surface is defined by plotting the polarization vector that minimizes the homogeneous volumetric free
energy density at each spatial orientation, while its colour is given by the corresponding minimum
free energy values. Hence, for this field-free scenario, minima in the volumetric free energy density
give the orientations of the spontaneous polarization for each case, whose magnitude can be obtained
from Figure 5.5(a). For the R phase, Figure 5.5(c)-(d) confirms that selected Landau coefficients give
minima along the 〈111〉C polarization directions. For the T phase, Figure 5.5(e)-(f) shows that selected
Landau coefficients stabilize polarization states along the 〈100〉C directions.
Figure 5.6 shows a comparison of predicted properties for single-crystal BZT-50BCT using the
different sets of Landau parameters stated in Table 5.1. Calculated values for the spontaneous polar-
ization component, %B3, and the longitudinal relative permittivity, n33/n>, are shown in Figure 5.6(a)
and Figure 5.6(b), respectively. Considering the ongoing debate on the structural state in the vicinity
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Zhou et al. [124]
Figure 5.6: (a) %B3 EB ) and (b) n33/n> EB ) predicted for single-crystal BZT-50 BCT using the
Landau parameters stated in Table 5.1. Experimental data for [001]C-oriented BZT-50 BCT single
crystal is also included, as measured by Benabdallah et al. [132]. The purported O phase (or region of
R + T coexistence) is shown between the interferroelectric transition temperatures )'−$ and )$−) ,
as determined by Ehmke [89]. ), ,) is the calculated Curie-Weiss temperature for the T phase.
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to the unambiguously T and R regions of phase space, as determined by Ehmke [89]. Results are
compared with experimental data for a [001]C oriented BZT-50BCT single crystal, as measured by
Benabdallah et al. [132].
Figure 5.6(a) shows that the spontaneous polarization predicted using the coefficients fitted in
this work gives a better agreement with the single-crystal data than the other sets of coefficients.
This result was expected because the Landau parameters obtained herein were fitted to this data.
Furthermore, the coefficients reported in the previous studies were not fitted to any experimental
measurements. Instead, they were determined by modifying the coefficients of BaTiO3 to generate a
consistent phase diagram for the BZT-G BCT system [95,124]. In particular, the coefficients estimated
by Yang et al. [95] yield %B3 values that deviate significantly from the experimental data for the T
phase. Moreover, they cannot predict the spontaneous polarization and longitudinal permittivity at
) < 253.5K (approximately), where the R phase is stable. Additionally, Figure 5.6(a) shows that
the %B3 EB ) curve estimated from Zhou et al. [124], despite having the correct shape, also differs
significantly from the experimental values.
The Landau coefficients estimated in this work are validated by comparing the predicted relative
permittivity, n33/n>, against experimental values and predictions using existing Landau parameters,
Figure 5.6(b). Results show that the values predicted in this study gives the best agreement with the
experimental data for all ) ≤ )'−$, where the R phase is stable. Similarly, for the T phase, the
calculated values near the region of interest, i.e., close to )$−) , fit the experimental data reasonably
well compared to the predictions using Landau coefficients found in the literature. However, diver-
gence is evident as ) → ), ,) for all the permittivity predictions. For the values calculated in
this work, the divergence from experimental measurements is explained by the use of Equation 5.23,
which involves only the direct coefficients of the Landau expansion, i.e., U1,) , U11,) and U111,) . These
parameters were determined independently of any permittivity data and only U1,) is allowed to vary
with temperature.
The poor agreement of the longitudinal relative permittivity as ) → ), ,) can also be partly
attributed to a weak relaxor behaviour observed in the single-crystal sample. According to Dam-
janovic [4], relaxor ferroelectrics display a diffuse P-FE phase transition with a broad peak in the
dielectric permittivity and strong frequency dispersion in the FE phase. Although the )) − = 366K
measured by Benabdallah et al. [132] was essentially frequency independent, they observed a strong
dispersion in the permittivity of the T phase and a relatively broad permittivity peak. Additionally,
the weak relaxor behaviour is also evidenced in the %B EB ) measurements, see Figure 5.1, where a
diffuse P-FE phase transition is observed as the spontaneous polarizarion decreases continuously to
zero but exhibits a finite value at )) − = 366K. These observations were attributed to the extrinsic
effects of FE domain wall motion or to local chemical heterogeneities [132].
The fitted Landau coefficients were also used to predict the longitudinal relative permittivity in an
unpoled polycrystalline BZT-50BCT sample, Figure 5.7. All the remnant domain switching fractions,
included in Equations 5.8 and 5.9, were set to one in order to reproduce the randomly-oriented
domains of an unpoled sample. Results were compared with experimental dielectric permittivity data
measured from polycrystalline BZT-50BCT samples in unpoled state at 1 kHz [85,136–138]. Overall, the
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Figure 5.7: Predicted n33/n> EB ) in unpoled BZT-50 BCT ceramic using the Landau parameters
estimated for each FE phase. Experimental measurements from unpoled polycrystalline samples are
also included for comparison. The purported O phase (or region of R + T coexistence) is shown
between the interferroelectric transition temperatures )'−$ and )$−) , as determined by Ehmke [89].
), ,) is the predicted Curie-Weiss temperature for the T phase.
predictions show good agreement with respect to the general trends observed in experiments. These
results further validate the Landau coefficients fitted in this study for each FE phase. However, near
the interferroelectric transition temperatures ()'−$ and )$−) ), results yield lower permittivity values
in the T phase than those predicted in the R phase. This can be explained by the fitting of coefficients
U12,) and U112,) to single-crystal n11 data estimated using a combination of n33 values from a single-
crystal and a polycrystalline sample. The latter was necessary due to the lack of available direct
experimental n11 data in the literature.
5.6 Summary and conclusions
A procedure was established to estimate the Landau parameters of FE systems using a combina-
tion of single-crystal and polycrystalline experimental data. The procedure can be readily extended
to determine the Landau (and piezoelectric) coefficients based purely on a complete dataset of prop-
erties collected from a polycrystalline sample, which was not available in the literature. In particular,
a better estimation of transverse permittivity data in the single crystal is possible from polycrystalline
longitudinal and transverse permittivity measurements. However, for samples in saturated or unsatu-
rated poling state, this requires additional information about the remnant switching fraction of the FE
domains, which can be obtained via XRD experiments.
The fitting procedure developed was applied to obtain the Landau coefficients for the R and T
phases of BZT-50BCT. To the best of the author’s knowledge, the estimated parameters correspond to
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the first experimentally-fitted Landau coefficients reported for the BZT-50BCT system. Results were
used to predict the dielectric permittivity in single-crystal and polycrystalline samples yielding good
agreement with experimental data. The fitted Landau parameters can be used in further theoretical
and computational research to validate competing hypotheses regarding the structural state near the
PPB of BZT-50 BCT. This would shed light upon the mechanisms responsible for the enhanced
electromechanical properties reported experimentally for this system. These coefficients are used in
Chapter 6 to model the intrinsic ferroelectric behaviour of BZT-50BCT single crystals and explore
the phase coexistence and domain structures.

Chapter 6
Application to BZT-50BCT single crystal in 2-D
A version of this chapter is currently under preparation for journal publication as: Oscar A. Torres-
Matheus, R. Edwin García and Catherine M. Bishop. Two-dimensional phase coexistence in multi-
phase field model of BZT-50BCT single crystal.
6.1 Introduction
In previous chapters, a novel multiphase field model was developed for FE materials with a sin-
gle polymorphic phase boundary. The model was applied to the BZT-40 BCT system assuming a
phase diagram with a single PPB between the T and R phases. Analysis was performed in one and
two spatial dimensions on coarse-grained BZT-40BCT polycrystals to study the essential physics of
phase coexistence in FE systems. This included the thermodynamic conditions for the stable and
metastable coexistence of the FE phases, and the energetics associated with ferroelectric phase trans-
formation, polarization switching and polarization-phase transformation interactions. In addition, the
phase transformation kinetics and the domain structure and evolution (coarsening) were investigated
taking into account the local electric fields arising from the dipole-dipole interactions within the two-
phase FE material. However, the coarse-grained models do not capture the effects of anisotropy in
these crystalline materials, which is required to study their intrinsic ferroelectric behaviour. Also, the
macroscopic properties and domain morphology of polycrystalline ceramics are affected by extrinsic
effects, such as the grain size and grain orientation distributions [38,47,48,116–118]. Hence, the detailed
modelling of polycrystalline ferroelectrics depends on a correct description of the intrinsic FE be-
haviour in a single crystal using the anisotropic Landau coefficients calculated from single-crystal
properties.
In this chapter, the MPFmodel is applied to a BZT-50BCT single crystal to examine the intrinsic
effects of ferroelectric coexistence on the phase transformation kinetics and domain morphology. A
phase diagram with a single PPB between the T and R phases is assumed for the BZT-50BCT system.
The anisotropic Landau coefficients determined in Chapter 5 are used. Although the model is suitable
for three-dimensional analysis, two-dimensional simulations are performed herein following similar
works [51,52] due to limitations in the computational capacity.
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6.2 Model formulation
The formulation described herein is based on the theoreticalmultiphase field framework presented
in Section 2.3 for FE systems with a single PPB. For a single-crystal FE sample, characterized by the
spatial distribution of the polarization vector ®% = (%1, %2, %3), we define a 2-D computational domain
described by coordinates [G1, G2] parallel to the (001) plane of the pseudocubic crystal structure,
Figure 6.1. For the selected computational domain, there are four in-plane and two fully out-of-plane
tetragonal variants, while all eight rhombohedral variants are out of plane. In this work, an in-plane
applied electric field is defined as ® = (1, 2) = −∇+ , where ∇ = (m/mG1, m/mG2) and + is the
electrostatic potential.
Figure 6.1: 2-D computational domain parallel to the (001) plane of the pseudocubic crystal structure.
The volumetric free energy density of the T and R phases, given by Equations 2.6 and 2.7,
transform into [65,66]




















































3 − %11 − %22
(6.1)




















































3 − %11 − %22 + Δ 5%%
(6.2)
where U1, U11, U12, U111, U112 and U123 are the Landau coefficients of each FE phase. As in the previous
models, the leading coefficient is U1 = 0, () − ), ), where ), is the Curie-Weiss temperature
and 0, > 0.














































87 6.2 Model formulation
where %8, 9 = m%8/mG 9 ,  q =  11 and  % =  1111 assuming an isotropic gradient energy penalty for
the formation of a polarization domain wall [47,48].
The spatial distribution and temporal evolution of the polarization order parameter are controlled
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and "% = "q = " (q;)) = "' ()) [1 − ℎ(q)] + ") ())ℎ(q), with
"' and ") defined as " ()) = "> exp(−&/')), see Section 3.3.2 for full details on the definition
of mobilities.
As in the previous models, the electrostatic field distribution is calculated using Coulomb’s
Equation. By assuming zero free electric charge density and considering the constitutive relation
® = ®% + n> ® [90], Coulomb’s Equation becomes
∇ · ®% − n>∇2+ = 0 (6.9)
The model is normalized following a procedure similar to that detailed in Section 4.2. We define
Ĝ8 = G8/!, Ĉ = C/g, D8 = %8/|%B) |, and ̂8 = 8/|2) |; where ! is the size of a square crystal, %B) is
the spontaneous polarization of the T phase, 2) is the coercive field of the T phase, g = 1/
(U1,) ") )
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0 = ∇̂ · ®D − n̂>∇̂2+̂ (6.14)
where the following dimensionless parameters are defined: ` = "/") , a = %2B) `, W =  %/(|U1,) |!2),
_ =  q/( %%2B) ), ,̂ = ,/(|U1,) |%2B) ), ̂2) =
2) /(U1,) %B) ), and n̂> = n> |2) /%B) |.
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Furthermore, 5̂) ( ®D;)) = 5) ( ®D;))/(|U1,) |%2B) ) and 5̂' ( ®D;)) = 5' ( ®D;))/(|U1,) |%2B) ) are calcu-
lated as










































































































































3 + Δ 5̂%%
(6.16)
where the following dimensionless Landau coefficients are defined: U′
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/|U1,) | and Δ 5̂%% = Δ 5%%/(|U1,) |%2B) ).
The tetragonal polarizations states are along the 〈100〉 family of directions, while the rhombo-
hedral variants are along the 〈111〉 directions. Considering the case of ®%) = (%, 0, 0), the magnitude
of the coercive field in the tetragonal phase, ®2) = (2) , 0, 0), is
2) =




= 2U1,) %2) + 4U11,) %32) + 6U111,) %
5
2) (6.17)
where %2) represents the magnitude of the polarization at the coercive field, which can be calcu-
lated from m2 5) ( ®%) ;))/m%2

%=%2)
= 0. Moreover, the magnitudes of the spontaneous polarization
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The dimensionless parameters of the BZT-50 BCT model are calculated using the physical
constants stated in Table 6.1. In this model, the PPB temperature is estimated as )%% ∼ ()$−) +
)'−$)/2 = 288K, where )'−$ = 274K and )$−) = 302K according to Ehmke [89].
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Table 6.1: Physical parameters of the MPF model for a BZT-50BCT single crystal. The anisotropic
Landau coefficients are repeated from Table 5.1 for completeness.
Symbol R phase (q = 0) T phase (q = 1) Units
0, 1.450 × 105 1.800 × 105 Jm/C2K
U11 1.000 × 107 3.225 × 108 Jm5/C4
U12 −1.000 × 108 5.501 × 109 Jm5/C4
U111 3.552 × 109 1.000 × 109 Jm9/C6
U112 −4.582 × 108 1.023 × 107 Jm9/C6
U123 9.000 × 109 0.000 Jm9/C6
), 299.0 355.5 K
) 301.5 ), ,) K
)<0G 302.3 ), ,) K
"> 1.809 × 10−4 3.349 × 10−4 S/m
& 8561 13 250 J/mol
 % 1.962 × 10−11 Jm3/C2
 q 9.000 × 10−13 J/m
, 3.000 × 106 J/m3
Δ 5%% −3.198 × 104 J/m3
The gradient energy coefficients,  % and  q, and the double-well coefficient, , , are estab-
lished via numerical evaluation such that the widths of phase interfaces, measured in ®% and in q,
are similar at )%%, where both phases are stable. In addition, the parameters are estimated so
that all interfaces are resolved and their width is two orders of magnitude smaller than the com-
putational domain. The latter allows analysis of bulk domains and their interfaces. The width of
in-plane 180TDWs, i.e., a 180TDW between domains with in-plane polarizations, is set to 3 nm. It
is worth noting that the evaluation is carried out using the in-plane 180TDWs to capture the entire
energetics of the interface. Then, the size of the single-crystal sample is calculated as ! = 232 nm.
This is smaller than typical grain sizes achieved during standard processing of 29± 6 `m for BZT-
50BCT [89]. However, the estimated sample size is sufficiently large to enable multiple domains to
be investigated. Finally, the value for  % is back-calculated from W =  %/(!2
U1,) )%% ), while
 q and , are established to adjust the interfacial energy of T-R phase boundaries and prevent
unphysical relaxation of the FE phases.
The constants"> and&, which define themobility of eachFEphase as" ()) = "> exp(−&/')),
are calculated using data obtained from experiments, Figures 6.2(a) and (c). The procedure for es-
timating mobility values from experimental data is detailed in Section 3.3.2. It is worth noting
that measurements from polycrystalline samples are used in this work due to the lack of single-
crystal information in the literature. For the T phase, ">,) and &) are calculated directly from
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BZT-50BCT data by fitting the equation ln(") = ln(">) − (&/') (1/)) to five data points, Fig-
ure 6.2(d). For the R phase, no experimental data was available at ) < 274K, where the R phase
is unambiguously stable for the BZT-50 BCT composition. Hence, the constants ">,' and &',
obtained from BZT-40BCT data, are used in this study, Figure 6.2(b).
T
R



























2.7 2.9 3.1 3.3 3.5
















ln(M) = ln(Mo) (Q/R)(1/T)
T























2.6 2.8 3.0 3.2 3.4















ln(M) = ln(Mo) (Q/R)(1/T)
Figure 6.2: Calculation of mobility constants for the R ( ) and T ( ) phases of the BZT-50BCT
single-crystal model from experimental hysteresis data, as reported by Ehmke [89]. Subfigures (a)
and (c) show mobility values extracted using experimental hysteresis data at selected temperatures
from BZT-40BCT and BZT-50BCT polycrystalline samples, respectively. Subfigures (b) and (d)
illustrate the fitting of equation ln(") = ln(">) − (&/') (1/)) to estimate parameters & and ">
using BZT-40BCT and BZT-50BCT data, respectively. The transition temperatures )'−$, )$−)
and )) − are also shown, as measured by Ehmke [89].
The estimated mobility constants are shown in Table 6.1. These parameters yield mobilities
with the same order of magnitude as those reported by Zhao, Cao and García [93] for stress-free,
lanthanum-doped PZT. Moreover, Table 6.1 shows that the tetragonal mobility, calculated using
data directly from the BZT-50BCT composition, has a positive activation energy, i.e., &) > 0, see
Figure 6.2(d). In contrast, calculations for the BZT-40 BCT system yielded &) < 0 (Table 3.1),
which was attributed to the proximity of experiments to the T-C phase transition, see Figure 6.2(b).
It can be shown that the mobility in the T phase, calculated for the BZT-60BCT and BZT-45BCT
compositions using data measured by Ehmke [89], also has &) > 0, see Appendix A. Similarly, cal-
culations performed on the K0.5Na0.5NbO3 (KNN)-modified (1−G)Bi0.5Na0.5TiO3-G(Ba0.7Ca0.3)TiO3
(BNT-BT) system, known as BNT-BT-KNN, found a positive activation energy [93].
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6.4 Simulation cases and numerical implementation
The MPF model for a BZT-50BCT single crystal described by a three-component polarization
order parameter was implemented using FEM in COMSOL Multiphysics® [94]. A square computa-
tional domain of side ! was defined with coordinates G and H. All simulations were performed on
a mesh with 120 × 120 elements and using second-order Lagrange shape functions.
The interfacial widths and energies were calculated for different types of TDWs, RDWs and
T-R phase interfaces at selected temperatures. For all cases, Equations 6.10 through 6.14 were
solved considering a computational domain with a single interface between two homogeneous FE
domains, with +̂ (Ĝ, Ĥ, Ĉ =0) = 0. All boundaries were electrically grounded (+̂ = 0), while zero
flux conditions were applied for DG , DH , DI and q.
The microstructural evolution of two-phase FE systems was simulated upon quenching for se-
lected temperatures in the absence of applied electric fields. The effect of dipole-dipole interactions
within the material was included by solving Equations 6.10 through 6.14. Results were used to in-
vestigate the intrinsic effects of phase coexistence on the domain configurations and transformation
dynamics of the coexisting FE phases. Five simulations were performed at each temperature, with
ten additional cases at ) = 286K, 287K and 288K to examine the long-term phase coexistence
in the vicinity of the PPB. Different mixed 50%R+50%T initial conditions were considered using
a uniform random distribution function, {mean, range}, for the phase field {0.5, 0.5} and for each
polarization component {0, 2}. Further, +̂ (Ĝ, Ĥ, Ĉ = 0) = 0 for all cases. The boundaries of the
computational domain were electrically grounded, with periodic boundary conditions for DG , DH ,
DI and q.
Additional simulations at selected temperatures were performed for the microstructural evolu-
tion of a particular two-phase FE sample in the absence of applied electric fields. Two different
mixed 50%R+50%T initial states (samples) were considered. For each case, only one simulation
was performed at each selected temperature. In the first scenario, the simulations were initial-
ized using +̂ (Ĝ, Ĥ, Ĉ = 0) = 0 and the same random conditions for DG , DH , DI and q. These
initial conditions were identified as RIC1. In the second scenario, a specific microstructure with
well-developed ferroelectric domains, labelled DIC1, was selected as the initial condition for all
simulations. Results were used to study the evolution of different types of interfaces and the effect
of the interfacial energies on the stabilization of FE phases at different temperatures. For both
scenarios, Equations 6.10 through 6.14 were solved in a computational domain with electrically
grounded boundaries and periodic conditions for DG , DH , DI and q.
For all microstructural evolution simulations, a scalar variable was created to output the average
phase field q at every Ĉ = 1. The solution fields of DG , DH , DI and q were stored at selected times
for detailed analysis of FE domain structures and interfaces.
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6.5 Results and analysis
6.5.1 Interfacial calculations
Values for the interfacial width and energy, b and f, were calculated for the different types
of interfaces identified in this study. Domain walls are described by the polarization rotation
between variants that occurs across the interface. Similarly, T-R phase interfaces are described
by the polarization rotation from one phase to the other. These descriptions do not specify the
interface normal or inclination. The interfacial energy is a function of both polarization rotation
and interface inclination in ferroelectric systems. Hence, the lowest energy configuration reported
for each type of interface is determined by the interfacial energy as it is principally anisotropic.
In this model, four different domain walls were distinguished in the T phase: 180TDW1,
90TDW1, 180TDW2 and 90TDW2. The interfaces denoted as 180TDW1 and 90TDW1 are those
characterized by 180° and 90° in-plane polarization switchings between tetragonal domains, Fig-
ure 6.3(a). Further, the 2-D implementation produces additional, different TDWs that involve
domain(s) with out-of-plane polarization, Figure 6.3(b). An 180TDW2 represents an interface
between two tetragonal domains with out-of-plane polarizations, while a 90TDW between one
in-plane domain and one out-of-plane domain is labelled 90TDW2.
Figure 6.3: Types of TDWs identified in the two-dimensional MPF model for a BZT-50BCT single
crystal described by a three-component polarization order parameter. Subfigure (a) illustrates
the in-plane tetragonal domain walls: 180TDW1 and 90TDW1. Subfigure (b) describes TDWs
involving out-of-plane polarization switching: 180TDW2 and 90TDW2. For both cases, directions
of spontaneous polarization in the tetragonal phase are represented by arrows. Also, the switching
angles between a reference polarization direction, ®%A4 5 , and its variants are indicated. Subscripts
1 and 2 correspond to the types of 180TDWs and 90TDWs identified in this study.
Similarly, for the R phase, the following domain walls were observed: 180RDW, 109RDW1,
71RDW1, 109RDW2 and 71RDW2. Figure 6.4 shows that all the rhombohedral variants are partially
contained in the selected 2-D computational domain. In this case, the selected plane resulted in
two energetically different 109RDWs and 71RDWs.
For the T-R phase boundaries, four different interfaces were distinguished, namely: 55T-R1,
125T-R1, 55T-R2 and 125T-R2. In this case, the two types of 55T-R and 125T-R interfaces depend
on the polarization direction in the T phase. The first type (with subscript 1) involves a tetragonal
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domain with in-plane polarization, Figure 6.5(a); while the second type (with subscript 2) involves
a tetragonal domain with out-of-plane polarization, Figure 6.5(b).
Figure 6.4: Types of RDWs identified in the two-dimensional MPF model for a BZT-50BCT single
crystal described by a three-component polarization order parameter. Directions of spontaneous
polarization in the rhombohedral phase are represented by arrows. Also, the switching angles
between a reference polarization direction, ®%A4 5 , and its variants are indicated. Subscripts 1 and
2 correspond to the types of 109RDWs and 71RDWs identified in this study.
Figure 6.5: Types of T-R phase interfaces identified in the two-dimensional MPF model for a BZT-
50BCT single crystal described by a three-component polarization order parameter. Subfigure (a)
depicts the T-R interfaces involving in-plane polarization in the T phase: 55T-R1 and 125T-R1.
Subfigure (b) shows the T-R interfaces involving out-of-plane polarization in the T phase: 55T-R2
and 125T-R2. Black arrows represent directions of spontaneous polarization in the R phase and the
green arrow represents a reference polarization direction, ®%A4 5 , in the T phase. Switching angles
are indicated, with subscripts 1 and 2 referring to the types of 55T-R ( ) and 125T-R ( )
phase interfaces identified in this study.
In the cases of 180TDW1 and 90TDW1, where the polarization of both domains lies in the
(001) plane, the normal to the interfaces at their lowest energy inclination is also in the (001)
plane. Thus, the 2-D model captures the 3-D energetics of the interfaces. For a 180TDW2, where
the polarization of both domains is perpendicular to the (001) plane, the normal to the interface
lies in the (001) plane and can have any orientation in that plane. In this case, the 2-D model also
reproduces the interfacial energy in 3-D. For all other cases, the energetics of interfaces in the 2-D
implementation differ from those in a 3-D scenario.
Figures 6.6 through 6.8 illustrate the interfacial calculations discussed in this section, and show
simulation results at ) = )%% = 288K. In the left column of these figures, the lowest energy
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configurations for FE systems with a single interface are shown. In the right column, 5̂ , q and DH′
(or DI′) are plotted along a line normal to the resolved interface. For all cases, a local coordinate
system is defined with respect to the interface of interest, with G ′ as the normal direction, H′ as the























































































Figure 6.6: Interfacial width and energy calculations at ) = )%% = 288K for (a)-(b) 180TDW1,
(c)-(d) 90TDW1, (e)-(f) 180TDW2, and (g)-(h) 90TDW2. Left column: vector plot of (DG , DH) and
contour plot of DI showing the lowest energy configurations for each case, with local coordinates
G ′ and H′ in the normal and tangential directions to the interface and I′ = I. Right column: line
plot of calculated 5̂ = 5 /(|U1,) |%2B) ), DH′ = %H′/|%B) | (or DI′ = %I′/|%B) |) and q along interface
normal, showing results for 0.4 ≤ G ′ ≤ 0.6.








































































































Figure 6.7: Interfacial width and energy calculations at ) = )%% = 288K for (a)-(b) 180RDW,
(c)-(d) 109RDW1, (e)-(f) 71RDW1, (g)-(h) 109RDW2, and (i)-(j) 71RDW2. Left column: vector
plot of (DG , DH) and contour plot of DI showing the lowest energy configurations for each case,
with local coordinates G ′ and H′ in the normal and tangential directions to the interface and I′ = I.
Right column: line plot of calculated 5̂ = 5 /(|U1,) |%2B) ), DH′ =%H′/|%B) | (or DI′ =%I′/|%B) |) and q
along interface normal, showing results for 0.4 ≤ G ′ ≤ 0.6.























































































Figure 6.8: Interfacial width and energy calculations at ) = )%% = 288K for (a)-(b) 55T-R1, (c)-
(d) 125T-R1, (e)-(f) 55T-R2, and (g)-(h) 125T-R2. Left column: vector plot of (DG , DH) and contour
plot of DI showing the lowest energy configurations for each case, with local coordinates G ′ and
H′ in the normal and tangential directions to the interface and I′ = I. Right column: line plot of
calculated 5̂ = 5 /(|U1,) |%2B) ), DH′ =%H′/|%B) | and q along interface normal for 0.4 ≤ G ′ ≤ 0.6.
The interfacial calculations were performed only for planar interfaces, where mDG′/mH′ =
mDH′/mH′ = mDI′/mH′ = m+̂/mH′ = 0. Further, assuming that there is no free charge in the system,
Coulomb’s Equation is cast as ∇̂ · ®D − n̂>∇̂2+̂ = 0 (Equation 6.14), where ∇̂ = (m/mG ′, m/mH′)
and ∇̂2 = m2/mG ′2 + m2/mH′2. Since n̂> values are negligible, it can be shown that mDG′/mG ′ ≈ 0.
Thus, only the out-of-plane polarization component, DI′ = DI , and the polarization component
perpendicular to the interface normal, DH′, can change across the boundary, i.e., mDI′/mG ′ ≠ 0 and
mDH′/mG ′ ≠ 0.
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The methods for calculating the interfacial widths and energies were the same described in
Sections 3.3 and 4.5.1. For this particular model, the interfacial widths were calculated using,
where possible, the profile of DH′ across the interface. However, the width of 180TDW2 and
71RDW2, where mDH′/mG ′ ≈ 0, was calculated using the profile of DI′. Results are summarized
in Table 6.2 for all interfaces at ) = )%% = 288K. The same procedure described above was
repeated for calculations at different temperatures.
Table 6.2: Interfacial widths and energies calculated at ) = )%% = 288K in the two-dimensional
MPF model for a BZT-50 BCT single crystal described by a three-component polarization order
parameter.
Interface type Width, b (nm) Interfacial energy, f (J/m2)
180TDW1 3.000 3.543 × 10−4
90TDW1 2.432 2.456 × 10−4
180TDW2 3.000 3.543 × 10−4
90TDW2 2.659 2.193 × 10−4
180RDW 5.163 5.520 × 10−4
109RDW1 4.566 4.067 × 10−4
71RDW1 4.855 1.916 × 10−4
109RDW2 4.654 4.023 × 10−4
71RDW2 4.855 1.916 × 10−4
55T-R1 2.986 7.067 × 10−4
125T-R1 4.259 8.304 × 10−4
55T-R2 3.042 6.419 × 10−4
125T-R2 3.353 8.428 × 10−4
Table 6.2 shows that the calculated interfacial widths for BZT-50 BCT single crystals are
similar to the values obtained for coarse-grained BZT-40 BCT polycrystals, see Table 4.2. This
is explained by the equivalent procedures used to establish  %,  q and , for both FE systems.
Essentially, numerical evaluation was used in both cases until the dimensionless parameters gave a
reasonable size of the computational model to investigate multiple FE domains, while still resolving
their interfaces. For BZT-40BCT, the width of one-dimensional 180RDWs was then set to 4 nm,
yielding a simulated crystal size of ! = 190 nm, as described in Section 3.3. For BZT-50BCT, the
width of in-plane 180TDWs (denoted herein as 180TDW1) was set to 3 nm, giving ! = 232 nm, see
Section 6.3.
Although the above procedure leads to comparable b values, the estimated model parame-
ters for single-crystal BZT-50 BCT ( % = 1.962 × 10−11 Jm3/C2,  q = 9.000 × 10−13 J/m and , =
3.000 × 106 J/m3) are one or two orders of magnitude greater than those obtained for coarse-grained
BZT-40BCT ( % =8.051 × 10−13 Jm3/C2,  q =2.150 × 10−14 J/m and , = 1.444 × 104 J/m3). This
is attributed to the use of anisotropic Landau coefficients fitted to experimental single-crystal data
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for the BZT-50 BCT composition. Moreover, higher values for  %,  q and , yield greater cal-
culated interfacial energies. Table 6.2 shows that the f values are two orders of magnitude higher
that those calculated for the BZT-40BCT system, see Table 4.2.
The interfacial widths estimated herein are similar to those reported for 90TDWs in BaTiO3
using TEM (4-6 nm [139] and 7-12 nm [140]), electron holography (1-2.5 nm [141] and 2-5 nm [142]) and
XRD (4-6 nm [143]). Moreover, the estimated b values have the same orders of magnitude as
the widths reported in phenomenological studies for BaTiO3 [68,71]. In these models, the authors
used a six-order Landau-Devonshire expansion, with Landau coefficients and anisotropic gradient
energy coefficient estimated from single-crystal properties, to study mechanically compatible and
electrically neutral DWs. At ) = 298K, calculated widths of 3.6 nm and 0.6 nm were reported
for 90TDWs and 180TDWs, respectively [68]. Additionally, b values were estimated in temperature
ranges where the T and R phases are stable in BaTiO3. The following approximate results were
obtained: 3.4-6.2 nm for 90TDWs, 0.6-1.2 nm for 180TDWs, 1.8-2.6 nm for 180RDWs, and 0.6-
0.9 nm for 109RDWs and 71RDWs [71].
Domain wall energies of FE systems remain largely unavailable in the literature, with the
few reported values spanning a wide range, e.g., 0.012mJ/m2 for 180° walls in Rochelle salt and
10mJ/m2 for 180° walls in BaTiO3 [1]. The calculated interfacial energies for the BZT-50 BCT
single crystal are between one and two orders of magnitude smaller than those predicted for Ba-
TiO3, the archetype of FE materials. Phenomenological results in the T and R phases of BaTiO3
yield approximately: 1.5-7.5mJ/m2 for 90TDWs, 1.5-6.0mJ/m2 for 180TDWs, 25-50mJ/m2 for
180RDWs, 5.0-11mJ/m2 for 109RDWs and 2.0-7.0mJ/m2 for 71RDWs [71].
Figure 6.9 illustrates the temperature dependence of the calculated widths and energies of
domain walls for two-dimensional BZT-50BCT single crystals. For all types of domain walls, the
b values increase with temperature, Figure 6.9(a). The same behaviour was observed for coarse-
grained BZT-40BCT polycrystals in agreement with Equation 4.17 and phenomenological results
for BaTiO3 [71], see Section 4.5.1. Also, a similar, significant increase in the b values of RDWs
is observed as ) → ), ,' (299K). This is associated with the near vanishing spontaneous
polarization close to the weak first order P-FE transition that occurs for the R phase at ), ,', see
Section 5.5.
For all types of domain walls, the interfacial energy decreases with increasing temperature,
Figure 6.9(b). As discussed in Section 4.5.1, this is caused by a decrease in the energy barrier
between stable FE domains as temperature rises, following Equation 4.18. Further, in both FE
phases, higher f values are observed for 180DWs as a consequence of greater energy barriers and
polarization switching between anti-parallel polarization states.
Figure 6.9 also shows that b180TDW1 =b180TDW2 and b71RDW1 =b71RDW2 , and f180TDW1 =f180TDW2
and f71RDW1 =f71RDW2 at their lowest energy configuration. However, an analysis of the interfacial
charge density, Δ ®% · =̂, for different angles of the interfaces normal, =̂, revealed that 180TDW2
and 71RDW2 have isotropic interfacial energies. This is explained by 180TDW2 and 71RDW2
being characterized in this model by constant in-plane DG and DH values across the interface;
while the spatial distribution of the out-of-plane polarization component, DI , is unconstrained, see




















































Figure 6.9: Temperature dependence of the calculated (a) widths and (b) energies of DWs for
a two-dimensional BZT-50 BCT single crystal. Calculations were performed at 2K increments
between 271K and 299K. The width and energy of T-R phase interfaces are also included at
) = )%% = 288K, the only temperature where both phases are stable.
Figure 6.3(e) and Figure 6.4(i). Consequently, for 180TDW2 and 71RDW2, any orientation of
the interface normal satisfies Coulomb’s Equation, yielding microstructures with curved domain
walls or straight walls with arbitrary inclinations. In contrast, faceted 180TDW1 and 71RDW1
with specific orientations are expected due to the anisotropic nature of their interfacial energies.
This is illustrated in Figure 6.10, where schematic W-plots are constructed for a 180TDW1 and a
180TDW2 using Δ ®% · =̂ as a proxy. It is observed that the interfacial energy of a 180TDW2 is
the same for any orientation, i.e., it is isotropic; while there is a large energy penalty to form a
180TDW1 at orientations different from its lowest energy configuration. Hence, Figure 6.10 suggests
that observing a 180TDW2 (or a 71RDW2) in the microstructure is more likely than observing a
180TDW1 (or a 71RDW1).
The analysis shown in Figure 6.10 was applied to all interfaces. Calculations showed that
all TDWs and RDWs, with the exception of 180TDW2 and 71RDW2, have anisotropic interfacial
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Figure 6.10: Schematic W-plots for 180TDW1 ( ) and 180TDW2 ( ), showing interfacial en-
ergies as a function of orientation of the interface normal. A 180TDW1 is considered be-
tween a domain with ®% = (0, %B) , 0) and another with ®% = (0,−%B) , 0), such that Δ ®% · =̂ =
(0,−2%B) , 0) · (cos \, sin \, 0), where \ is the polar angle measured from [100] in the (001) plane.
This configuration is illustrated in Figure 6.6(a). The isotropic 180TDW2 has the same interfacial
energy as the anisotropic 180TDW1 at its lowest energy orientation.
energies with minima at specific, temperature-independent orientations, see Figures 6.6 and 6.7.
Similar results were obtained for 55T-R2 and 125T-R2 phase interfaces. In Figures 6.8(e) and (g),
for example, the 55T-R2 and 125T-R2 phase interfaces are oriented at 45° with respect to [100]
in the (001) plane. Equivalent orientations would be obtained for 55T-R2 and 125T-R2 interfaces
between domains with different polarization variants.
In contrast, for 55T-R1 and 125T-R1 phase interfaces, the orientation associated with the energy
cusp in their W-plots depends on temperature. For a 55T-R1 between a tetragonal domain with













3) · (cos \, sin \, 0), the lowest energy configuration is
given by \55T-R1 = arctan(
√
3%B) /%B' − 1). Here, \55T-R1 is the angle of the interface normal
obtained from Δ ®% · =̂ = 0. A similar expression governs the lowest energy orientations of 125T-R1
phase interfaces. These results are consistent with the observations made in Section 4.5.3 for
coarse-grained BZT-40BCT polycrystals, which further validates the earlier use of a coarse-grained
approach for the analysis of FE domain structures.
It should be noted that Coulomb’s Equation does not restrict the values adopted by DI′ in this
model. Consequently, although the orientations of all interfaces, shown in Figures 6.6 through 6.8
(left column), correspond to their lowest energy configuration according to Coulomb’s Equation,
the interfaces are not electrically neutral in principle. Only the in-plane 180TDW1 and 90TDW1
interfaces, characterized by D′I = 0 and mD′I/mG ′ = 0, are strictly neutral. Moreover, the restriction
imposed by the 2-D geometry produces interfaces that are not mechanically compatible, such as
90TDW2, 109RDW2, 55T-R2 and 125T-R2. In the T phase, for example, mechanical compatibility
would force 90TDWs with either charged head-to-head or tail-to-tail configurations, or neutral head-
to-tail configurations [71], neither of which is observed in Figure 6.6(g) for the case of 90TDW2.
Similar observations can be made for 109RDW2, 55T-R2 and 125T-R2. Despite these limitations,
the calculations described in this section allow for an analysis of results from the microstructural
simulations, and for a comparison with future modelling on different crystallographic planes.
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6.5.2 Time-temperature-transformation (TTT) diagram
A TTT diagram was constructed using data from the simulations for the microstructural evo-
lution of two-phase FE systems, Figure 6.11. The volume fraction transformed of FE phases was
measured by k, where k = q at ) > )%% and k = 1 − q at ) < )%%. Markers correspond to
transformation times for constant fraction transformed, calculated as the average from five simu-
lations at each selected temperature. The calculations were performed in the absence of applied
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Figure 6.11: TTT diagram for a two-dimensional BZT-50BCT single crystal. The diagram shows
transformation from a mixed 50%R+50%T state towards the stable single phase as k → 1 at each
temperature. Markers indicate mean times for constant fraction transformed calculated from five
simulations. Splines are included as a guide for the eye. Results at ) = 286K, 287K and 288K are
not included due to the observation of long-term phase coexistence, stagnation of microstructures
and occasional relaxation of the metastable phase.
Figure 6.11 shows that metastable coexistence between the R and T phases is possible for all
) < ), ,' = 299K. In this case, ), ,' ≈ ),' ≈ )<0G,' due to the weak first order P-FE
transition that occurs in the R phase for BZT-50 BCT. This temperature corresponds to the ther-
modynamic upper limit for FE coexistence predicted by the MPF model, above which the R phase
becomes unstable and coexistence is not possible. Furthermore, calculations indicate that both FE
phases are more likely to coexist as ) → )%%. Meanwhile, for ) < )%%, coexistence time
decreases considerably at low temperatures, with complete R + T→ R transformation occurring on
the order of seconds. The latter suggests that FE coexistence in BZT-G BCT, and similar systems,
is kinetically limited at low temperatures. For BZT-50BCT, the results explain the phase transition
observed experimentally at 274K by Ehmke [89]. This supports the hypothesis of R + T phase
coexistence in the vicinity of the PPB, as opposed to a purported intervening O phase.
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The results depicted in Figure 6.11 are partly explained by the thermodynamic driving force
for transformation of FE phases, Δ 5<8=, and the system mobility, " , illustrated in Figure 6.12 as a
function of temperature. For ) < )%%, Figure 6.12(a) shows that the thermodynamic driving force
increases significantly with decreasing temperature. This explains the rapid kinetics of R + T→ R
transformation observed at low temperatures, in spite of a decreasing phase-averaged mobility, see
Figure 6.12(b). For temperatures below the PPB, Figure 6.12(b) also shows that the mobility of
the two-phase system increases as the transformation progresses towards the stable R phase. This
further promotes rapid rates of R + T→ R transformation at ) < )%%.




















0 1 2 3 4 5 6























Figure 6.12: Temperature dependence of (a) thermodynamic driving force for transformation of
FE phases, Δ 5<8= = 5) (% = %B) ;  = 0, )) − 5' (% = %B';  = 0, )), and (b) mobility, " , for the
two-dimensional BZT-50BCT system.
For ) > )%%, Figure 6.12(a) indicates that the macroscopic driving force for R + T → T
transformation increases with increasing temperature. Furthermore, Figure 6.12(b) shows that
the phase-averaged mobility also increases with temperature; although, in this case, the rate of
transformation is limited by the low mobility of the stable T phase. Consequently, the kinetics
of R + T → T transformation tend to increase with increasing temperature away from the PPB.
However, calculations reveal that the coexistence time of FE phases increases as ) → ), ,', see
Figure 6.11. This results in C-shaped lines for constant fraction transformed that do not correspond
with the temperature dependence of Δ 5<8= and " , shown in Figure 6.12 for ) > )%%.
The above observations are supported by an analysis of the rates of phase transformation,
calculated as A = 1/C q̄=0.55 at each selected temperature. Here, C q̄=0.55 is the mean time for 0.55
fraction transformed from five simulations. Figure 6.13(a) shows the temperature dependence of
the calculated transformation rates. For ) < )%%, calculations confirm that the rate of R + T →
R transformation increases with decreasing temperature. In addition, Figure 6.13(b) features a
parametric plot that demonstrates a direct correlation between Δ 5<8= and A (dashed line). Similarly,
for ) > )%%, a direct correlation between Δ 5<8= and A is observed from the )%% to approximately
293K. This explains the increasing rates of R + T → T transformation as temperature increases
away from the PPB. However, for 293K & ) > ), ,', the transformation rates drop significantly
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as ) → ), ,', while the macroscopic driving force continuously increases. The reason for this
reduction in the rates of R + T→ T transformation, associated with an increase in the coexistence
time of the FE phases at 293K&) >), ,', is not clear here. This will be explored in Section 6.5.5.
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Figure 6.13: (a) Rate of phase transformation, A = 1/C q̄=0.55, as a function of temperature, and (b)
parametric plot of Δ 5<8= versus A for the two-dimensional BZT-50BCT system. Dashed lines are
included as a guide for the eye. In the parametric plot, a direct correlation is shown between Δ 5<8=
and A at ) < )%%.
It should be noted that the restriction imposed by the 2-D implementation of this model
produces additional types of interfaces and limits the solution of Coulomb’s Equation. The latter
is evidenced, for example, by the isotropic interfacial energy obtained for 180TDW2 and 71RDW2.
However, this limitation is not expected to significantly change the observations in Figure 6.11,
considering the similar results observed in Figure 4.8, where the effect of including local electric
fields was analysed for the BZT-40BCT system.
6.5.3 Avrami (JMAK) analysis
The kinetics of isothermal R + T → R and R + T → T phase transformations can be fitted to
the JMAK model, k = 1 − exp(−:C=) [98]. For each selected temperature, the parameters = and :
are obtained by plotting ln(− ln(1−k)) versus ln(C) and fitting the equation of a line with slope =.
The method is illustrated in Figure 6.14 for ) = 274K. The estimated = and : values are shown
for different temperatures in Table 6.3.
According to Bordeaux et al. [99], Avrami exponents are generally reported to explain the nucle-
ation condition and the growth mechanism/dimensionality of transformation processes. However,
Pradell et al. [100] have indicated that the correct interpretation of these exponents must consider
possible changes in the driving mechanism during the transformation and, hence, it requires ap-
propriate understanding of the underlying kinetics.
In this study, Avrami exponents of 0.31 ≤ = ≤ 1.28 were found, Table 6.3. These results
are similar to those obtained for coarse-grained BZT-40 BCT polycrystals, see Table 3.4. Two-
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dimensional analysis of the BZT-40 BCT system demonstrated that domain growth in two-phase
FE systems is dominated by the kinetics of phase transformation, rather than by the competing effect
of intrinsic domain coarsening, Section 4.5.4. In addition, coarsening rate constants, calculated for
the two-phase system, were smaller than those obtained from single-phase simulations. Hence, for
the two-dimensional BZT-50 BCT single crystal, estimated values of = ∼ 1 can be explained by
a case of site-saturated nucleation and interface-controlled domain growth, with a pinning effect
caused by the presence of metastable domains, see Section 4.5.4.
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Figure 6.14: JMAK analysis for two-dimensional BZT-50BCT single crystals at ) = 274K. Aver-
age transformation times are calculated from five simulations.
Table 6.3: Estimated = and : values of the JMAK equation for the BZT-50BCT system.
) < )%% ) > )%%
) (K) =  '2 ) (K) =  '2
285 1.284 2.25 × 10−4 0.941 289 0.312 2.43 × 10−1 0.838
283 1.084 2.59 × 10−3 0.955 291 0.453 1.95 × 10−1 0.919
280 1.171 3.60 × 10−3 0.962 293 0.478 1.83 × 10−1 0.897
277 1.068 7.89 × 10−3 0.959 295 0.697 6.76 × 10−2 0.903
274 0.989 2.42 × 10−2 0.973 297 0.859 2.70 × 10−2 0.942
270 0.995 3.39 × 10−2 0.983 298 0.936 1.69 × 10−2 0.975
6.5.4 Metastable equilibrium regime
In this section, the simulation results for microstructural evolution at temperatures close to
the PPB are analysed. In the TTT diagram shown in Figure 6.11, no data was reported at ) =
286K, 287K and 288K. This was due to the occasional relaxation of the metastable phase,
stagnation of microstructures and long-term coexistence between the R and T phases (incomplete
transformation). These results are illustrated in Figure 6.15, which shows q EB C line plots from
fifteen different simulations at each temperature.
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Figure 6.15: Line plots of mean phase field, q, versus time, C, for each of fifteen 2-D simulations
for a BZT-50 BCT single crystal at (a) ) = 286K, (b) ) = 287K, and (c) ) = 288K. Select
solution labels were added for future reference.
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For ) = 286K, Figure 6.15(a) shows relaxation to the stable R phase (4 solutions), relaxation to
the metastable T phase (2 solutions), stagnation of microstructure (6 solutions), and long-term phase
coexistence (3 solutions). Similarly, for ) = 287K, Figure 6.15(b) shows relaxation to the stable R
phase (2 solutions), relaxation to the metastable T phase (3 solutions), stagnation of microstructure
(8 solutions), and long-term phase coexistence (2 solutions). Finally, for ) = 288K = )%%,
Figure 6.15(c) shows relaxation to the R phase (1 solution), relaxation to the T phase (5 solutions),
stagnation of microstructure (7 solutions), and long-term phase coexistence (2 solutions).
The observations at ) = 286K, 287K and 288K can be explained by the vanishing driving
force for phase transformation, Δ 5<8=, as ) → )%%, Figure 6.12(a). This means that the volu-
metric free energy density in the R and T phases are approximately equal at these temperatures.
Consequently, the driving force for microstructural evolution is the reduction in total interfacial
energy. This situation is akin to grain growth in duplex alloys.
Based on the above, the stagnation of FE microstructures can be elucidated by comparing it
with the stabilization of grain boundaries in polycrystalline materials. Generally, all grain bound-
aries represent high-energy regions that increase the free energy of the system with respect to a
single crystal, moving it away from thermodynamic equilibrium. However, during the annealing
process, grain boundaries can adopt configurations that produce a metastable equilibrium at the
intersections [144]. Thus, in the current study, a metastable equilibrium regime can be defined within
the R + T coexistence region in the vicinity of the PPB. It is characterized by vanishing Δ 5<8=
that leads to long-term R + T coexistence, stagnation of microstructures, or relaxation of the stable
or metastable phase depending on the temperature-dependent interfacial energies and the initial
conditions. For BZT-50 BCT, the metastable equilibrium regime occurs in a temperature range
that includes 286K, 287K and 288K ()%%).
Moreover, visual inspection of microstructures can help to determine which interfaces or do-
main patterns are favoured to stabilize these systems. It also allows identification of mechanisms
controlling the metastable coexistence of the FE phases. Figure 6.16 shows the domain morpholo-
gies corresponding to the solutions annotated on Figure 6.15. In all these cases, the metastable
coexistence of FE phases allows access to additional polarization states, which facilitates polariza-
tion rotation in the FE system upon application of external fields. The existence of a path for easy
polarization rotation has been linked to enhanced electromechanical properties near the PPB [55,96].
For ) = 286K and 287K, Figures 6.16(a)-(d) show that metastable tetragonal domains act as
bridges for polarization rotation between stable rhombohedral domains. For ) =)%% =288K, Fig-
ures 6.16(e) and (f) also show polarization rotation that is facilitated, in this case, by the existence
of fourteen equilibrium polarization states (eight variants in the R phase and six in the T phase).
Figures 6.16(c) and (d) reveal the formation of vortex and twin-like (or lamellar) domain
structures with head-to-tail configurations. These patterns play a crucial role in the stabiliza-
tion of FE microstructures. Lamellar structures are commonly observed, for example, in atomic
force microscopy (AFM) studies on PbTiO3 [104], and in TEM studies on BaTiO3 [103] and BZT-
50BCT [106–108,110]. In addition, vortex and twin patterns have been reported extensively in other
computational works, see e.g., [39–41,45].












Figure 6.16: Two-phase microstructures corresponding to solutions annotated on Figure 6.15 for
two-dimensional BZT-50 BCT single crystals at (a)-(b) ) = 286K, (c)-(d) ) = 287K, and (e)-
(f) ) = 288K. The computational domain size is 232 nm × 232 nm. Vector plots correspond
to in-plane polarization ®D = ®%/|%B) | = (DG , DH). Contour plots correspond to the out-of-plane
polarization component, DI . A vortex and a twin-like (or lamellar) domain structures are ringed
in yellow. Different types of interfaces are annotated for discussion. The 90TDW1, 90TDW2,
71RDW1, 109RDW2, 55T-R2 and 125T-R2 interfaces appear faceted; while the 71RDW2, 55T-R1 and
125T-R1 interfaces appear curved. Straight 180TDW2 boundaries appear with different orientations.
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Figure 6.16 also confirms the presence of interfaces with the configurations predicted in Sec-
tion 6.5.1. Faceted 90TDW1, 90TDW2 and 71RDW1 appear in all microstructures due to their low
minimum interfacial energies, see e.g., Figure 6.16(e). In contrast, faceted 180TDW1, 180RDW and
109RDW1 do not appear in any microstructure because of their relatively high minimum interfacial
energy at ) = 286K, 287K and 288K, see Figure 6.9. Additionally, Figure 6.16(c) demonstrates
the formation of a 109RDW2, whose faceted nature is also explained by its anisotropic interfa-
cial energy. For phase interfaces, faceted 55T-R2 boundaries are observed in all cases, see e.g.,
Figure 6.16(a); while faceted 125T-R2 boundaries are demonstrated in Figure 6.16(b).
Further, Figures 6.16(c) and (d) demonstrate the formation of two 180TDW2 with different (ar-
bitrary) orientations due to the isotropic nature of their interfacial energy. Similarly, Figure 6.16(d)
shows a slightly curved 71RDW2, explained by its isotropic interfacial energy.
According to Section 6.5.1, 55T-R1 and 125T-R1 phase interfaces are expected to be faceted
and oriented at angles that depend on temperature. However, these interfaces appear slightly curved
in Figures 6.16(a) and (c). For the BZT-40 BCT system, highly curved 45T-R and 135T-R phase
interfaces were obtained despite their anisotropic interfacial energy, Section 4.5.3. The results were
attributed to small energy penalty to form phase interfaces at orientations different from their lowest
energy configurations compared to the penalty associated with DWs, see Figure 4.14(a). Similarly,
results for BZT-50BCT suggest that the interfacial energy of 55T-R1 and 125T-R1 phase interfaces
is less anisotropic than that associated to DWs. This causes the formation of curved 55T-R1 and
125T-R1 phase interfaces in order to accommodate FE domains with preferred DW orientations and
minimize the total free energy of the system. This morphology has been observed experimentally
near the PPB of the BZT-50BCT system in TEM studies [108,111].
6.5.5 Evolution of domain structures from fixed initial conditions
In this section, the kinetics of phase transformation and evolution of domain structures are
investigated for two particular mixed 50%R+50%T phase initial states: a random initial condition
and a nano-domain initial condition.
First, calculations were performed from the same random initial conditions, known hereafter as
RIC1, at different temperatures. Physically, this situation corresponds to themicrostructural evolution
of a two-phase FE system upon quenching from the paraelectric phase. Figure 6.17(a) depicts q EB C
line plots obtained at each simulation temperature. Overall, results show a behaviour consistent with
the TTT diagram illustrated in Figure 6.11. For ) <)%% and ) >)%%, Figure 6.17(a) demonstrates
relaxation to the stable FE phase in each temperature range, with coexistence times increasing as )→
)%%. However, Figure 6.17(b) reveals that the fraction of metastable phase increases significantly
at very short times for all temperatures. The temporary rise in the metastable phase fraction is larger
at the extreme temperatures. This could be related to coupled spinodal decomposition, caused by
the random initial conditions for polarization and phase field that yield regions of locally stable FE
phases. A similar phenomenon has been reported during the growth of BZT-G BCT single crystals
at high temperatures due to compositional fluctuations [145]. The classical treatment shows that the
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Figure 6.17: (a) Line plots of q EB C at selected temperatures for a two-dimensional BZT-50BCT
single crystal from initial conditions RIC1, and (b) magnified view of the first ten seconds.
local curvature of the free energy with respect to polarization should dictate the rate of spinodal
decomposition [146]. This relates to the first Landau coefficient for each phase, which are functions
of temperature. A recent article has proposed a phenomenological treatment of coupled spinodal
decomposition for martensitic phase transformations in multi-component polycrystals [147]. However,
no theoretical treatment of this phenomenon has been found in the literature for FE systems.
Calculations were also carried out for the microstructural evolution of a two-phase system with
developed FE domains. The initial microstructure, known hereafter as DIC1, was selected from
previous simulations such that all types of interfaces are represented and q ≈ 0.5. From a practical
point of view, this situation corresponds to the microstructural analysis at selected temperatures of a
sample held at )%% until the complete set of domains have formed. Figure 6.18 shows q EB C line



























Figure 6.18: Line plots of q EB C at selected temperatures for a two-dimensional BZT-50 BCT
single crystal from initial conditions DIC1.
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plots obtained from each simulation. Results are similar to those depicted in Figure 6.17(a) over
long times. However, in this case, there is a continuous increase in the fraction of the stable phase
rather than an initial decrease found in Figure 6.17(b). This shows that the short time behaviour
from random initial conditions is dominated by the first stages of domain formation. This is the
subject of future work.
Further, a TTT diagram was constructed using the simulations from initial conditions DIC1,
Figure 6.19(a). Results can be contrasted with the TTT diagram illustrated in Figure 6.19(b),
calculated from five different random initial conditions at each temperature. Figure 6.19(a) shows
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Figure 6.19: (a) TTT diagram for a two-dimensional BZT-50BCT single crystal from initial condi-
tions DIC1. (b) TTT diagram shown in Figure 6.11, included here for ease of comparison. Markers
in subfigure (a) indicate times for constant fraction transformed obtained from a single simulation
at each temperature. Markers in subfigure (b) indicate mean times for constant fraction transformed
calculated from five simulations at each temperature. Splines are included as a guide for the eye.
111 6.5 Results and analysis
explained by the time required for domain formation when random initial conditions are adopted,
as opposed to a developed microstructure.
Most notably, for ) > )%%, Figure 6.19(a) reveals that the kinetics for R + T → T transfor-
mation increases steadily with increasing temperature. A similar behaviour is also observed for
) < )%%. This behaviour is consistent with the increasing driving force for phase transformation,
Δ 5<8=, away from the PPB temperature, see Figure 6.12(a). In contrast, Figure 6.19(b) shows
C-shaped lines for constant fraction transformed at ) > )%%. The C-shapes are caused by an in-
crease in the phase coexistence time as ) → ), ,' that do not correspond with the thermodynamic
driving force. Their origin can now be attributed to the rise in metastable phase fraction during
initial domain formation, as shown in Figure 6.17(b), which delays the transformation towards the
stable FE phase.
The results presented above are supported by Figure 6.20. In Figure 6.20(a), the rates of
phase transformation, calculated as A = 1/C q̄=0.55, are plotted with respect to temperature. It is
observed that the transformation rates, obtained from initial conditions DIC1, decrease as ) →
)%%. Further, Figure 6.20(b) shows a direct correlation between these transformation rates and
the thermodynamic driving force at ) < )%% and ) > )%%. Hence, higher rates of R + T→ R
and R + T→ T transformations are explained by the increasing Δ 5<8= values away from the PPB
temperature.
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Figure 6.20: (a) Rate of phase transformation, A = 1/C q̄=0.55, as a function of temperature, and (b)
parametric plot of Δ 5<8= versus A for a two-dimensional BZT-50 BCT single crystal from initial
conditions DIC1 ( ). Results from Figure 6.13 are included here for ease of comparison ( ).
Dashed lines are included as a guide for the eye. In the parametric plot, direct correlations are
shown between Δ 5<8= and A . Overall, results from initial conditions DIC1 are explained by the
temperature dependence of Δ 5<8= at ) <%% and ) > )%%.
6.5.6 Quantitative analysis in MATLAB
Initial conditions DIC1 were also used to investigate the evolution of interfaces in the mi-
crostructures as a function of temperature. The corresponding initial microstructure is represented
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in Figure 6.21. In this figure, vector plots correspond to the in-plane polarization, ®D = ®%/|%B) | =
(DG , DH). Different contour plots were used to identify the FE domains and their interfaces. In Fig-
ure 6.21(a), the contour colour corresponds to the out-of-plane polarization component, DI , which
allows better visualization of domain types. In Figure 6.21(b), the contour colour corresponds to the
total free energy density, 5̂C>C0; = 5C>C0;/(|U1,) |%2B) ), which allows better analysis of the interfaces.
The total free energy density, shown in Figure 6.21(b), was calculated at ) = )%%, where both
FE phases are stable. Hence, the rhombohedral and tetragonal domains have the same total free
energy density, which corresponds to the global minimum. All interfaces represent high-energy
regions. In particular, Figure 6.21(b) shows that the T-R phase interfaces have the highest total
free energy density and adopt faceted and curved configurations, as discussed in Sections 6.5.1














Figure 6.21: Microstructure corresponding to initial conditions DIC1. The computational domain
size is 232 nm × 232 nm. Contour plots correspond to (a) out-of-plane polarization component,
DI = %I/|%B) |, and (b) total free energy density, 5̂C>C0; = 5C>C0;/(|U1,) |%2B) ), at ) = )%%. Vector
plots represent the in-plane polarization, (DG , DH).
For all the analysed microstructures, the MATLAB™ toolbox MTEX [148,149] was utilized to
calculate the length of each type of interface. MTEX is a well-established tool for texture analysis
and grain detection by post-processing of electron back scatter diffraction (EBSD) or pole figure
data. In this work, a method was developed to convert the polarization fields into orientation
measurements that could be processed by MTEX as if they were EBSD data. The method is
demonstrated by describing its application to the initial microstructure.
For the DIC1 microstructure, the polarization field, extracted directly from COMSOL Multi-
physics, is discretized into fourteen possible polarization variants for the combined R + T system.
A discrete field variable is defined using values between 1 and 14 to represent the eight rhombohe-
dral variants (1-8), Figure 6.22(a), and the six tetragonal variants (9-14), Figure 6.22(b). Its spatial
distribution allows easy identification of all FE domains, see e.g., Figure 6.23(a). Then, a field
with individual orientations (rotations) is calculated by mapping each polarization onto a reference
vector. In this study, rotations are defined with respect to the [100] direction.
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Figure 6.22: Definition of (a) eight rhombohedral variants, and (b) six tetragonal variants.
In principle, these calculated orientations can be readily imported to MTEX as EBSD data.
However, in this case, fourteen different ’rotated’ crystal symmetries (or textures) are first created
in MTEX for the polarization variants, using the above definition for the rotations. This yields
more control to identify, select and perform calculations on specific domains or domain boundaries.
Moreover, the domain reconstruction depends on a threshold misorientation angle that indicates the
location of each domain boundary. This parameter was set to the default value of 10° for all cases.
Similarly, after visual inspection, small domains formed by less than five pixels were removed
from all microstructures. Figure 6.23(b) demonstrates reasonable accuracy in the detection of FE

















Figure 6.23: (a) Spatial distribution of the discrete field variable showing FE domains coloured by
the fourteen polarization variants. (b) MTEX results showing detection of FE domains after pro-
cessing the calculated orientations. The computational domain size is 232 nm×232 nm. Annotated
numbers correspond to the eight rhombohedral variants (1-8) and the six tetragonal variants (9-14).
The colours represent the ’rotated’ crystal symmetries (or textures) created in MTEX to identify
each polarization variant.
Once the ferroelectric domains are successfully detected, the MTEX toolbox can be readily
used to visualize the data using phase plots, orientation plots, pole figures and inverse pole figures,
among others. Moreover, several calculations can be performed on the entire microstructure or on
a selection of specific domains or interfaces. In particular, MTEX has multiple, well-documented
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functions for misorientation analysis. Furthermore, the software provides access to properties
that facilitate calculations. For domains, available properties include domain size, area, diameter,
centroid, perimeter, aspect ratio, and mean orientation. Similarly, properties such as length and
misorientation between two specific domains are stored for all interfaces. In this work, MTEX is
used to calculate the length fraction of all interfaces.
Figure 6.24 shows the results from the application of the method explained above to the DIC1
microstructure. These values are used as a reference for further calculations of the microstructural









































































Figure 6.24: Length fraction of all domain walls and phase interfaces for the microstructure shown
in Figure 6.23, corresponding to initial conditions DIC1.
The method developed herein enables visual inspection of domain structures and their evo-
lution. This is demonstrated in Figures 6.25 and 6.26, where the MTEX toolbox was used to
process snapshots of the microstructure at C = 50 s, 100 s, 150 s and 200 s for two different temper-
atures. For ) = 280K < )%%, Figure 6.25 shows relaxation to the stable R phase, as evidenced
by the decreasing mean phase field with time. Further, the microstructural evolution depicted in
Figures 6.25(a)-(d) shows that R + T→ R transformation occurs by movement of phase interfaces,
rather than by nucleation. The latter is demonstrated by the coarsening of the rhombohedral do-
mains ringed in red in Figures 6.25(a)-(d). This result is consistent with the conclusions from
the JMAK analysis performed in Section 6.5.3. Accordingly, Figure 6.25 also shows that the size
of domains of the metastable T phase decreases with time. This is illustrated by the shrinking
of the tetragonal domain ringed in blue in Figures 6.25(a)-(c), until it completely disappears in
Figure 6.25(d).
Similarly, for ) = 293K > )%%, Figures 6.26(a)-(d) show relaxation to the stable T phase
and R + T → T transformation by movement of phase interfaces, see tetragonal domain ringed in
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(a) ) = 280K, C = 50 s, q ≈ 0.35 (b) ) = 280K, C = 100 s, q ≈ 0.23
(c) ) = 280K, C = 150 s, q ≈ 0.12 (d) ) = 280K, C = 200 s, q ≈ 0.05
Figure 6.25: MTEX orientation plots for ) = 280K showing evolution of microstructure at (a)
C = 50 s, (b) C = 100 s, (c) C = 150 s, and (d) C = 200 s. The computational domain size is
232 nm × 232 nm. For each case, the mean phase field is indicated and the polarization variants
of domains are annotated (1-8 for the R phase and 9-14 for the T phase). Coarsening of two stable
rhombohedral domains, ringed in red, is demonstrated. A shrinking metastable tetragonal domain,
ringed in blue, is also shown.
blue. Also, they show shrinking domains of the metastable R phase, see e.g., the rhombohedral
domain ringed in red in Figures 6.26(a)-(b). In this case, however, the final microstructure consists
of relatively elongated domains, Figure 6.26(d). In contrast, for ) < )%% and the same time
(200 s), Figure 6.25(d) shows a final microstructure with more equiaxed domains.
In addition, the MTEX toolbox was used to obtain quantitative results of all interfaces for
selected temperatures and times of interest. In Figure 6.27, two extreme microstructures are anal-
ysed: Figure 6.27(a) corresponds to a case of 96% R + T → R transformation at ) = 270K,
and Figure 6.27(b) corresponds to a case of 96% R + T → T transformation at ) = 298K. For
) = 270K, Figure 6.27(a) shows the presence of faceted and curved RDWs and phase interfaces, in
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(a) ) = 293K, C = 50 s, q ≈ 0.63 (b) ) = 293K, C = 100 s, q ≈ 0.74
(c) ) = 293K, C = 150 s, q ≈ 0.85 (d) ) = 293K, C = 200 s, q ≈ 0.92
Figure 6.26: MTEX orientation plots for ) = 293K showing evolution of microstructure at (a)
C = 50 s, (b) C = 100 s, (c) C = 150 s, and (d) C = 200 s. The computational domain size is
232 nm × 232 nm. For each case, the mean phase field is indicated and the polarization variants
of domains are annotated (1-8 for the R phase and 9-14 for the T phase). Coarsening of a stable
tetragonal domain, ringed in blue, is demonstrated. A shrinking metastable rhombohedral domain,
ringed in red, is also shown.
agreement with predictions made in Section 6.5.1. In particular, the formation of curved 71RDW2
boundaries, due to their isotropic interfacial energy, is more evident than in Figure 6.16(d). Sim-
ilarly, for ) = 298K, Figure 6.27(b) demonstrates the formation of curved 180TDW2 boundaries
due to their isotropic interfacial energy, in accordance with Section 6.5.1.
Moreover, Figure 6.27(b) also shows that domains of the stable T phase at ) = 298K are
significantly larger than domains of the stable R phase at ) = 270K. This can be explained by the
relatively low interfacial energies estimated at ) = 298K (0.83 × 10−4 J/m2 to 2.76 × 10−4 J/m2),
see Figure 6.9(b). The latter results in a comparatively small increase in the total free energy of the
system for high aspect ratio domains. In contrast, all interfacial energies are greater at ) = 270K
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(3.30 × 10−4 J/m2 to 10.6 × 10−4 J/m2), which causes a larger increase in the total free energy for
the same initial conditions.
(a) ) = 270K, C = 80 s, q ≈ 0.04
71RDW2
71RDW2




Figure 6.27: Analysis of microstructures corresponding to (a) 96% R + T → R transformation at
) = 270K, and (b) 96% R + T→ T transformation at ) = 298K. The computational domain size
is 232 nm × 232 nm. Small nano-domains of the metastable R phase are ringed in red.
Notably, Figure 6.27(b) also shows formation of small nano-domains of the metastable R phase
at ) = 298K. This can be attributed to the near vanishing energy barrier between rhombohedral
variants close to the first order P-FE transition that occurs at ), ,' (299K). The vanishing energy
barrier between rhombohedral domains is responsible for the negligible interfacial energy associ-
ated to RDWs. According to classical ferroelectric theory [1], the domain size is proportional to the
square root of the interfacial energy. Hence, the small f values partly explain the miniaturization of
the domain structure observed experimentally in the BZT-G BCT system near its PPB [86,105,108–111].
Additionally, the vanishing energy barrier generates flattening of the homogeneous free energy
density that facilitates polarization switching in the R phase. Thus, the small nano-domains of
metastable R phase provide an easy path for polarization switching between stable tetragonal do-
mains through a phase transformation-induced polarization rotation mechanism. This interfacial
stabilization of the metastable R phase was also reported in Section 3.6.3 for the BZT-40 BCT
system near its ), ,'. These results explain experimental observations on BZT-G BCT ceramics,
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reported by Acosta et al. [72], who found that the highest electromechanical response was along
the orthorhombic-tetragonal phase boundary. For BZT-40 BCT and BZT-50 BCT, this boundary
corresponds to the upper thermodynamic limit for R + T coexistence predicted by the MPF model
at each ), ,'.
Figure 6.28 shows the calculated length fraction of all interfaces for the microstructures de-
picted in Figure 6.27. Results are compared to those obtained in Figure 6.24 for the initial mi-
crostructure. For ) = 270K, Figure 6.28(a) indicates that the total fraction of RDWs increases
with respect to initial conditions DIC1. This is consistent with the rise in the fraction of the stable
R phase to approximately 96%. In particular, a greater increase is observed in the length frac-
tion of 71RDW1 and 71RDW2. These RDWs have the lowest interfacial energy and, hence, their
formation is favoured to minimize the total free energy of the system, see Figure 6.9(b). Further,
Figure 6.27(a) shows that the remaining fraction of the metastable T phase (4%) manifests as iso-
lated domains surrounded by the R phase. Accordingly, the fraction of TDWs becomes negligible,
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Figure 6.28: Combined bar plots showing the calculated length fraction of all interfaces for mi-
crostructures corresponding to (a) 96% R + T → R transformation at ) = 270K, and (b) 96%
R + T → T transformation at ) = 298K. The dashed columns are results from the initial DIC1
microstructure.
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For ) = 298K, Figure 6.28(b) shows that the total length fraction of TDWs increases in
accordance with the rise in the fraction of the stable T phase. However, this increase is relatively
small compared to that observed in Figure 6.28(a) for the stable RDWs. This is explained by
the formation of only a few, large tetragonal domains, as shown in Figure 6.27(b). Remarkably,
Figure 6.28(b) also reveals that only the 180TDW2 and 55T-R2 interfaces are present in the final
microstructure, while the rest of the TDWs and T-R phase interfaces disappear. This relates to
the formation of tetragonal domains oriented only perpendicularly to the (001) plane, i.e., domains
with T5 or T6 polarization variants according to Figure 6.22(b). It is worth noting that these
tetragonal variants correspond to the crystallographic textures labelled as 13 and 14 in MTEX,
see Figure 6.27(b). Moreover, Figure 6.28(b) shows a modest reduction in the length fraction of
RDWs, despite the small fraction of the metastable R phase in the final microstructure (4%). This
is explained by the formation of particularly small rhombohedral domains at ) = 298K, as shown
in Figure 6.27(b) and discussed above.
While the relative length fractions of the various interfaces change, the total interface length
should also change during the microstructural evolution. In Figure 6.29, the total length of all
interfaces was calculated for microstructures simulated at selected temperatures. To begin with,
the total interface length of the initial microstructure was calculated as 3554 nm. Then, for each
temperature, two microstructural states were considered. First, calculations were carried out at
C = 50 s for each selected temperature, Figure 6.29(a). For all cases, the total interface length
decreases with time from the initial state. For ) < )%%, results show that the expected decrease
in the total length of interfaces is less with increasing temperature. Assuming equiaxed domains,
similar to those observed in Figure 6.25(a) for ) = 280K and C = 50 s, the behaviour can be
attributed to the expected miniaturization of the domain structure as ) → )%%. For the BZT-
40 BCT system, calculations showed that the size of FE domains decreases in the vicinity of the
PPB due to the R + T metastable coexistence, with smaller domains obtained when the volume
fractions of both phases are approximately equal, Section 4.5.4.
For ) > )%%, Figure 6.29(a) shows that the total length of interfaces remains relatively
constant for )%% < ) . 295K, with a maximum at 293K, before dropping drastically as ) →
), ,'. This is likely due to a trade off between the driving force for phase transformation and the
formation of small nano-domains of the metastable R phase. Moreover, Figure 6.26 revealed that
domains at ) = 293K are relatively elongated compared to those at ) < )%%, see e.g., Figure 6.25
and Figure 6.27(a). The presence of elongated domains would further increase the total length of
interfaces.
Calculations were also performed for each selected temperature at k = 96%, Figure 6.29(b).
For ) < )%%, results show that the total length of interfaces decreases with increasing temperature
at the same fraction transformed. This can be explained by the longer time required to reach
k = 96% as ) → )%%, and the intrinsic coarsening of domains during that time. Similarly, for
) > )%%, the total length generally decreases as the required time to reach k = 96% increases.
However, in this case, the trend is much less pronounced than for ) < )%%, yielding smaller
values. Also, the total length drops as ) → ), ,'. These results can be attributed to the
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formation of larger domains of the stable T phase at ) > )%%, which are favoured due to the
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Figure 6.29: Total length of all interfaces as a function of temperature at (a) C = 50 s, and (b)
k = 96%. For all cases, the total interface length of the initial microstructure is 3554 nm. The
metastable equilibrium regime, defined in this study, occurs within the temperature range delimited
by the dashed lines.
In this thesis, no domain size / coarsening analysis has been performed on the BZT-50BCT
simulations. The codes developed with MTEX are suitable for this analysis. This is the subject of
future work.
6.6 Summary and conclusions
A two-dimensional MPF model was developed for a BZT-50 BCT single crystal, character-
ized by the spatial distribution of a three-component polarization vector. In particular, anisotropic
Landau coefficients were used for each FE phase to investigate the intrinsic effects of R + T coex-
istence on the kinetics of phase transformation and domain morphology. The 2-D computational
domain was selected parallel to the (001) plane of the pseudocubic crystal structure. The analysis
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of [001]-oriented single-crystal samples is of particular interest because they exhibit relatively high
piezoelectric response in similar FE systems, including PZT [55]. The restriction imposed by the
2-D geometry limits the solution of Coulomb’s Equation and produces additional interfaces that
do not correspond with real three-dimensional scenarios. However, these limitations are not ex-
pected to significantly change the results reported in this chapter. Future work is required to study
the intrinsic ferroelectric behaviour of BZT-G BCT, or similar systems, in other two-dimensional
planes or in the three-dimensional space. For example, if the simulation domain were chosen to be
a pseudocubic (110) plane, it would contain four R in-plane variants and two T in-plane variants.
The effect of geometry on the detailed results of two-phase coexistence could then be investigated.
The TTT diagram constructed for a BZT-50 BCT single crystal shows qualitative agreement
with those constructed in previous chapters for coarse-grained BZT-40BCT polycrystals. A ther-
modynamic upper limit for R + T metastable coexistence is predicted by the MPF model, while a
lower limit is determined by the rapid kinetics of phase transformation. These results are consistent
with, and provide a rationale for, the experimentally observed phase transitions in the BZT-G BCT
system. Further, in this study, a metastable equilibrium regime is defined within the R + T coex-
istence region. It is characterized by vanishing driving force for phase transformation that leads
to possible long-term R + T coexistence, stagnation of microstructures, or relaxation to one phase
depending on the interfacial energies and initial conditions. For BZT-50 BCT, the metastable
equilibrium regime occurs in a temperature range that includes 286K, 287K and 288K ()%%).
In this work, a method is presented for converting the polarization fields into individual orien-
tation measurements that can be post-processed by the MATLAB™ toolbox MTEX as EBSD data.
It represents a powerful tool for the quantitative analysis of ferroelectric domain structures and their
evolution. For ) > )%%, results show formation of small nano-domains of the metastable R phase
in the vicinity of ), ,'. These observations are explained by the vanishing energy barrier between
rhombohedral variants as ) → ), ,', which in turn generates the vanishing interfacial energy
of RDWs and flattening of the homogeneous free energy density. The latter leads to a reduced
barrier for polarization switching in the R phase, facilitating polarization rotation between stable
tetragonal domains. The enabled polarization rotation can be linked to the origin of enhanced
electromechanical properties in the BZT-G BCT system [55,96]. Furthermore, its appearance in the
vicinity of ), ,' explains the higher piezoelectric response along the orthorhombic-tetragonal
phase boundary reported in experiments [72].

Chapter 7
Conclusions and future work
The primary objective of this project was to develop a novel multiphase field (MPF) model for the
description of ferroelectric (FE) materials with at least one polymorphic phase boundary (PPB). The
MPF approach was demonstrated for the (1− G)Ba(Zr0.2Ti0.8)O3-G(Ba0.7Ca0.3)TiO3, or BZT-G BCT,
system assuming a phase diagram with a single PPB between the tetragonal (T) and rhombohedral
(R) phases. This chapter summarizes the main findings and predictions of the developed model,
as well as their implications for the analysis of similar FE systems. The chapter also outlines a
potential trajectory for future work in the field. This includes possible applications of the MPF
model and recommendations for its further development.
7.1 Review of objectives and findings
At the core of this project, a new theory based on a MPF formulation is proposed to describe
systems with multiple FE phases. This approach considers the homogeneous free energy density
of the individual FE phases, with their own Landau coefficients, enabling a better description of
the single-phase regions of the material. A thermodynamically correct analysis in the vicinity of
the interferroelectric phase transitions is then possible.
Based on the proposed MPF framework, a model was developed to describe FE systems with
a single PPB. It naturally identifies thermodynamic conditions for the coexistence and stability of
phases near the PPB, based on the order of the two paraelectric-ferroelectric (P-FE) transitions. The
MPF model was demonstrated in 1-D for the BZT-40BCT system, assuming a phase diagram with
a single PPB between the T and R phases. For this objective, Landau coefficients were estimated
separately for both FE phases using a coarse-grained approach. The 1-D model allowed the detailed
study of the energetics related to FE phase transformation, polarization switching, and polarization-
phase transformation interactions. Further, a time-temperature-transformation (TTT) diagram was
constructed to investigate the kinetics of FE phase transformation. The combined energetic and
kinetic analysis of the metastable coexistence of the T and R phases can explain the stabilization
of the apparent orthorhombic (O) phase in the vicinity of the T-R boundary. At high temperatures,
the R + T metastable coexistence is thermodynamically limited, while at low temperatures, it is
kinetically limited. The apparent O phase reported experimentally can be explained by adaptive
diffraction of the nano-domain structure of T and R phases that characterize compositions near
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the PPB. In addition, the 1-D analysis allowed the identification of a phase transformation-induced
polarization rotation mechanism that can explain the enhanced electromechanical properties near
the PPB. This mechanism is facilitated at ) > )%% due to higher thermal energy in the system,
and a relatively low energy barrier between variants in the R phase.
The one-dimensional MPF model was then extended to two spatial dimensions and demon-
strated for the coarse-grained BZT-40BCT system. The 2-D analysis enabled the additional study
of transformation kinetics and domain morphologies considering local dipole-dipole interactions.
Two TTT diagrams were constructed to investigate the effects of the additional spatial dimension
and local electric fields on the transformation kinetics of the coexisting FE phases. Overall, results
confirmed that R + T metastable coexistence is thermodynamically limited at high temperatures
and kinetically limited at low temperatures. Further, the MPF model confirmed the formation of
FE domains with head-to-tail polarization configurations that have been observed in other com-
putational works. It also predicted microstructures with faceted domain walls (DWs) and curved
T-R phase interfaces that are consistent with experiments. The formation of curved interfaces to
accommodate domains of different phases was explained by the relatively low anisotropy of the
interfacial energy compared to that of DWs.
Domain size and coarsening calculations were performed for BZT-40BCT in the temperature
range where the T and R phases coexist. Results yielded average domain sizes of 25−35 nm, within
the 10 − 60 nm range observed experimentally for the BZT-G BCT system [16]. Miniaturization of
the domain structure to the nanoscale is generally explained by low interfacial energy values. In
this analysis, the nano-domain structure was additionally linked to the metastable coexistence of FE
phases. Results showed that, when both FE phases coexist, the evolution of domains is dominated
by the kinetics of phase transformation over the competing effect of intrinsic domain coarsening.
They also suggested that the presence of metastable domains has a pinning effect on the motion of
stable DWs, which retards the coarsening rate for domains of the stable FE phase. This explains
the smaller average domain sizes obtained near the PPB, where the volume fractions of the two
phases are approximately equal. Further, for ) > )%%, results revealed the formation of small
nano-domains of the metastable R phase, due to the relatively low interfacial energy of RDWs.
The latter was attributed to the reduced energy barrier between variants in the R phase, which is
also responsible for facilitation of the polarization rotation observed in the 1-D model.
For the next objective, anisotropic Landau coefficients were determined for the T and R phases
of the BZT-50 BCT system. Each phase was described by a sixth order Landau-Devonshire po-
tential with a three-component polarization vector as the order parameter. A fitting procedure that
uses a combination of single-crystal and polycrystalline experimental data was developed. To the
best of the author’s knowledge, the estimated parameters correspond to the first experimentally-
fitted Landau coefficients reported for the BZT-50 BCT system. The use of anisotropic Landau
coefficients enables the analysis of the FE phenomenon due to intrinsic effects of the lattice, and
is the first step towards modelling polycrystalline ferroelectrics.
Finally, the MPF model was applied to a [001]-oriented BZT-50 BCT single crystal using
the estimated anisotropic Landau coefficients. A metastable equilibrium regime was identified in
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the vicinity of the PPB temperature. It is characterized by a vanishing driving force for phase
transformation that leads to possible long-term R + T coexistence, stagnation of microstructures,
or relaxation to one FE phase depending on the interfacial energies and initial conditions. Visual
inspection of stagnated microstructures revealed the formation of vortex and twin-like (or lamellar)
domain structures with head-to-tail polarization configurations. These patterns help to stabilize
the metastable FE microstructures and are consistent with reports from experimental and compu-
tational works on BZT-BCT and similar FE systems. For the BZT-50BCT system, the metastable
equilibrium regime occurs in a temperature range that includes 286K, 287K and 288K ()%%).
In addition, two TTT diagrams were constructed to investigate the effects of different initial con-
ditions on the transformation kinetics of the FE phases. In particular, two mixed 50%R + 50%T
phase states were considered: a random initial condition and a microstructure with developed
nano-domains. Results revealed possible coupled spinodal decomposition during the first stages of
domain formation upon cooling from the paraelectric phase. This phenomenon affects the macro-
scopic kinetics of phase transformation, especially at ) > )%%. No theoretical treatment of this
phenomenon has been found in the literature for FE systems.
Furthermore, a method was developed for the quantitative analysis of domain structures and
their evolution using the MATLAB™ toolbox MTEX. The developed tool was applied to calculate
the length of all interfaces for selected times and temperatures of interest. Results showed that the
lowest-energy interfaces of the stable FE phase are favoured to minimize the total free energy of the
system, hence they persist for a longer time. In addition, visual inspection and an analysis of the
relative interface length fractions revealed the formation of small nano-domains of the metastable
R phase near the predicted thermal limit for coexistence, ), ,'. This was again attributed to the
vanishing energy barrier between R variants, which produces (a) vanishing RDWs energies and (b)
flattening of the homogeneous free energy density for the R phase. The former automatically pre-
dicts the formation of small nano-domains according to classical FE theory, which relates domain
size and interfacial energy. The latter facilitates rhombohedral polarization switching, enabling
polarization rotation between stable T domains via phase transformation. The origin of superior
electromechanical properties in the BZT-G BCT system has been associated with easy polarization
rotation. In this case, it also explains the higher piezoelectric response along the purported O-T
phase boundary measured in experiments.
7.2 Summary of key contributions
– A novel multiphase field theory was developed for FE materials.
– For ferroelectrics with a single PPB, the MPF model identifies conditions for the coexistence and
stability of phases near the PPB based on the order of the two P-FE transitions.
– The MPF model predicts a thermodynamic upper limit for the metastable coexistence of FE phases.
For the BZT-G BCT system, predictions are consistent with the experimentally observed transition
temperatures. These results support the hypothesis of R + T metastable coexistence, as opposed to
an intervening O phase.
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– A novel TTT diagram was proposed for the analysis of transformations in two-FE-phase systems.
These diagrams have been extensively used to understand transformations in alloys and glasses, but
the use of this technique has not been found in the literature for FE systems.
– The TTT diagrams constructed for the BZT-G BCT system suggest that the metastable coexistence
of the T and R phases is kinetically limited at low temperatures.
– For the BZT-40BCT system, the MPF model predicts microstructures with faceted DWs and curved
T-R phase interfaces, which are consistent with recent transmission electron microscopy (TEM)
studies carried out near the PPB of the BZT-G BCT system.
– Miniaturization of the domain structure to the nanoscale was linked to low interfacial energy values
and the volume fraction of the metastable FE phase. The latter produces a pinning effect on the
motion of stable DWs that retards the coarsening rate for domains of the stable FE phase.
– A procedure was developed to determine the anisotropic Landau parameters for the T and R phases
of the BZT-50BCT system, using a combination of single-crystal and polycrystalline experimental
data. The estimated parameters constitute the first experimentally-fitted Landau coefficients reported
for the BZT-50BCT system.
– A metastable equilibrium regime, characterized by a vanishing driving force for phase transfor-
mation, was identified in the vicinity of the PPB. It explains the formation of typical domain
configurations or patterns that produce a metastable equilibrium at the interface intersections and
stabilize the microstructure.
– A method was developed for the quantitative analysis of domain structures using the MATLAB™
toolbox MTEX.
– Near the coexistence thermal limit, the MPF model predicts a vanishing energy barrier between
variants in the metastable R phase. This automatically predicts the formation of small metastable
domains that provide an easy path for polarization switching between stable tetragonal domains
through a phase transformation-induced polarization rotation mechanism. For the BZT-G BCT sys-
tem, this interfacial stabilization of the metastable R phase can explain the higher electromechanical
response reported experimentally along the purported O-T phase boundary.
7.3 Implications and future work
In this research project, a framework has been established for the modelling and analysis
of FE systems with multiple phases. The MPF approach enables a thermodynamically correct
analysis of interferroelectric phase transitions subjected to different external fields. It also allows
direct assessment of the transformation kinetics of the multiple coexisting FE phases during all the
stages of microstructure evolution. Further, the developed method for the quantitative analysis of
FE domain structures in MATLAB™ constitutes a powerful tool for the detailed study of domain
interfaces and bulk domains, e.g., domain size and coarsening.
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The MPF model developed in this work can be readily applied to systems with two or more FE
phases to validate competing theories regarding the structural state and enhanced properties near
the PPB(s) in the search for lead-free materials. The model can also be used to analyse complex
microstructures in 2-D or 3-D, including the effect of grain boundaries, local elastic strains, and
charged species, among others. Finally, the MPF formulation can be extended to account for
compositionally driven phase transitions. In the limiting case, the latter would allow the study of
FE systems with a morphotropic phase boundary (MPB), such as PZT.

Appendix A
Mobility calculations for the BZT-GBCT system
This appendix contains mobility calculations for different compositions of the BZT-G BCT system.
The calculation method is detailed in Section 3.3.2. However, the procedure is summarized here
for completeness.
In the MPF models developed herein, the interface mobilities, "% = "q, are defined as an in-
terpolation function that combines the mobilities of the FE phases, ") and "'; each one described
by an Arrhenius expression, " ()) = "> exp(−&/')). The constants "> and & are estimated by
fitting the equation ln(") = ln(">) − (&/') (1/)) to mobility values extracted from experimental
hysteresis data at selected temperatures. In this work, measurements from polycrystalline samples
at different compositions are used, as reported by Ehmke [89]. Following Zhao, Cao and García [93],







where l = 0.1Hz is the experimental cycling frequency, > = 1MV/m is the maximum applied
field during the experiment, j2 is the electric susceptibility at the experimentally observed coercive
field, and j2n> corresponds to the slope of the % EB  curve at the coercive field. This calculation
is illustrated in Figure 3.6 for the BZT-40BCT composition.
The method described above is applied to different compositions of the BZT-G BCT system,
Figure A.1. The calculated "> and & constants are stated in Table A.1. For the R phase, mobility
Table A.1: Calculated mobility constants for different compositions of the BZT-G BCT system
R phase T phase
Composition "> (S/m) & (J/mol) "> (S/m) & (J/mol)
BZT-40BCT 1.809 × 10−4 8561 3.806 × 10−10 −25 260
BZT-45BCT − − 1.671 × 10−5 5382
BZT-50BCT − − 3.349 × 10−4 13 250
BZT-60BCT − − 8.283 × 10−4 16 920
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constants are only reported for the BZT-40 BCT composition. For all other compositions, no
experimental data was available at low temperatures where the R phase is unambiguously stable.
Further, Table A.1 shows that the tetragonal mobility in BZT-40 BCT has negative activation
energy, i.e., &) < 0. This can be attributed to the proximity of the experiments to the T-C
transition, and the relatively narrow temperature range where the T phase is stable compared to
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Figure A.1: Calculation of mobility constants for the R ( ) and T ( ) phases of the (a)-(b)
BZT-40 BCT, (c)-(d) BZT-45 BCT, (e)-(f) BZT-50 BCT, and (g)-(h) BZT-60 BCT compositions.
Left column: mobility values calculated at selected temperatures using experimental hysteresis
data from polycrystalline samples, as measured by Ehmke [89]. Right column: fitting of equation
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a b s t r a c t
A novel multiphase field theory for ferroelectric systems in the vicinity of a polymorphic phase boundary
(PPB) is developed by coupling the Landau-Devonshire thermodynamic potentials of the individual
phases. The model naturally predicts metastable coexistence of the rhombohedral (R) and tetragonal (T)
phases near the PPB temperature, TPPB ¼ 43+C, for the BZT-40BCT system, and provides a maximum
temperature of coexistence, TC;0 ¼ 49:9+C, in agreement with experiments. For T > TPPB, results show
that metastable coexistence of two ferroelectric phases is a result of a phase transformation-induced
polarization rotation plus switching mechanism. Metastable domains of the low-temperature R phase
coexist with the high-temperature, thermodynamically stable T phase for long periods of time, from
minutes to hours. For T < TPPB, the coexistence time is on the order of tens of seconds due to a decreased
thermal energy that suppresses the polarization rotation plus switching mechanism. Further, the kinetics
of macroscopic T/R phase transformation is accelerated by a large thermodynamic driving force and
high mobility.
© 2018 Acta Materialia Inc. Published by Elsevier Ltd. All rights reserved.
1. Introduction
Ferroelectric (FE) materials span a wide range of applications,
including high-dielectric-constant capacitors [1]; electromechan-
ical devices, such as sensors, actuators, transducers, micro-
positioning systems, piezoelectric fuel injectors and printing
machines [2]; and, more recently, non-volatile memories [1]. In
particular, Pb(Zr,Ti)O3 or PZT has been the most widely used
piezoelectric material due to its wide range of composition-
dependent properties [3] and high electromechanical perfor-
mance near its morphotropic phase boundary (MPB) [1e3]. How-
ever, recent environmental restrictions on the use of lead have
resulted in the identification of alternate chemistries, with equal or
higher response [2,4,5].
The search for new lead-free materials depends on under-
standing the origin of electromechanical performance in the vi-
cinity of the transition temperature where two different FE phases
coexist [3], commonly termed the interferroelectric phase transi-
tion temperature to differentiate it from the paraelectric-
ferroelectric transition temperature [4]. The phase transformation
regimes are traditionally summarized in composition-temperature
maps, or phase diagrams (e.g., Fig. 1). A phase boundary repre-
senting a compositionally driven interferroelectric transition is
referred to as an MPB [4,5]. A phase boundary representing an
interferroelectric transition driven by changes in temperature is
referred to as a polymorphic phase boundary (PPB) [4,5]. Because
the focus is on understanding the effect of temperature on material
behaviour, the remainder of this paper will describe the equilib-
rium and phase transition kinetics in the vicinity of a PPB.
One promising lead-free candidate is (1 x)Ba(Zr0.2Ti0.8)O3-
x(Ba0.7Ca0.3)TiO3 or BZT-xBCT, which exhibits a PPB between the
tetragonal (T) and rhombohedral (R) phases [6], Fig. 1. Recently, the
existence of an additional orthorhombic (O) phase has been spec-
ulated via high-resolution XRD and Rietveld refinement [7], Raman
spectroscopy [8], and elastic, dielectric and piezoelectric mea-
surements [9]. Gao et al. [5] have argued that the presence of the
orthorhombic phase is inconclusive due to the narrow region of
phase space in which the purported O phase appears and the
negligible difference in lattice parameter of the surrounding
rhombohedral and tetragonal phases. Moreover, a region of R þ T
phase coexistence has been reported by experiments based on
temperature-dependent dielectric permittivity and XRD measure-
ments [10], micro-Raman scattering [11], CBED [12], and high-
resolution XRD and Rietveld analysis [13].
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The identification of three FE phases, R, O and T, would imply the
existence of two PPBs in the system as opposed to one, see Fig. 1.
Nevertheless, the presence of any one PPB is the origin of enhanced
material properties [5], commonly associated with free energy
flattening and low polarization anisotropy [14e16]. The latter re-
sults in minimal domain wall energy that causes miniaturization of
the domain structure near the interferroelectric phase boundaries
[17], and facilitates polarization rotation/extension [18]. Even
though beyond the scope of this work, it should be noted that the
classic Gibbs phase rule is violated for R þOþ Tþ C coexistence, as
proposed by Keeble et al. [7] and indicated on Fig. 1 at the inter-
section of the two PPBs.
Theoretical work on ferroelectrics includes first-principles
[19e24], atomic-level [25e30], and phase field modelling and
simulations [14e16,31e44]. First-principles approaches are typi-
cally based on density functional theory [19], and have been suc-
cessfully used to determine intrinsic material properties [19,20], as
well as to study domain walls [21] and domain patterns in nano-
wires [22], ultrathin films [23] and single-crystals [24]. Shell model
molecular dynamics have been used to investigate domain nucle-
ation and switching dynamics in single-crystals [25], size and strain
effects on electric field-induced domain evolution in ultrathin films
[28], and energetics of surfaces and domain walls [29]. Further,
molecular dynamics simulations based on effective Hamiltonians
have been employed to investigate the mechanisms of polarization
switching [27]. Nanoscale domain configurations and their evolu-
tion have also been studied by combining the shell model and the
atomic-scale finite element method to improve computational
performance [30].
Phase field formulations are traditionally built upon the Landau-
Devonshire thermodynamic potential to describe the paraelectric-
ferroelectric phase transition, and a polarization gradient energy
penalty to account for domain walls [31]. Phase field descriptions
have been extensively used for single-phase ferroelectrics to
investigate microstructural evolution and domain configurations in
single-crystals [32e37], polycrystals [38,39], as well as in thin films
[40,41]. For the region near the interferroelectric phase boundary,
phenomenological approaches commonly split the Landau co-
efficients into isotropic and anisotropic contributions to facilitate
the thermodynamic analysis [14e16]. Structure symmetry is
determined by identifying the easy polarization directions [15].
Landau coefficients are commonly fitted to experimental data of
specific FE phases, and the accuracy of predicted properties is
limited near interferroelectric transitions and bulk phases, e.g.,
[45e47].
In spite of the great progress, the thermodynamic state and the
material properties in the vicinity of the interferroelectric phase
boundary remain under considerable debate [14]. Existing ap-
proaches cannot assess directly the impact of the transformation
dynamics of multiple coexisting FE phases. This limitation can be
overcome by considering the homogeneous free energy density of
multiple coexisting FE phases separately [48], each with indepen-
dent Landau coefficients obtained from experimental data for the
respective phase. In this paper, a new theory based on a multiphase
field formulation is proposed to consider the thermodynamics of
the two neighbouring phases. The model is applied to the BZT-
40BCT system to demonstrate the mechanisms controlling the
stabilization of the apparent O phase in the vicinity of the T-R phase
boundary and to elucidate the driving forces that determine their
long term dynamics.
2. Theoretical framework
We define the total Helmholtz free energy of a strain-free, two-
phase FE system, where a polymorphic phase transition occurs at





























where T is the temperature of interest, P
!
is the polarization, E
!
is
the electric field, and f is a phase field variable that specifies the
region in space where each FE phase is locally stable. We set f ¼ 0
as the low-temperature phase and f ¼ 1 as the high-temperature
phase. The first term on the right side of Equation (1) is the volu-
metric free energy density of the FE system, a continuous function
of the controlling variables at the temperature of interest. The
second term is the gradient energy penalty to create a domain wall
(a polarization domain interface). Kijkl is the ijkl-th gradient energy
coefficient contribution for a polarization domain wall. The third
term is the phase gradient energy penalty to create an interface
between two phases. Kij is the ij-th gradient energy coefficient
contribution for a phase boundary.








 ¼ f0 P!; E!; T½1 hðfÞ þ f1 P!; E!; ThðfÞ
þWgðfÞ (2)
where hðfÞ ¼ f3ð6f2  15fþ 10Þ is a function that interpolates
between the free energy densities of the two phases, f0 and f1; and
gðfÞ ¼ f2ð1 fÞ2 is a double-well potential that prevents
unphysical phase transitions, see e.g., [50].
Fig. 1. (a) BZT-xBCT pseudo-binary phase diagram, and (b) region of interest. Dotted
lines correspond to single PPB between R and T phases, as reported by Liu and Ren [6].
Continuous lines indicate a purported O phase between the R and T phases (or the
region of R þ T coexistence), as reported by Keeble et al. [7]. Dashed lines are detailed
phase boundaries depicted in region of interest, according to Ehmke [49].
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For each phase, the volumetric free energy density is described
by the Helmholtz thermodynamic potential, A, (a Landau-








































where Pi is the ith polarization component (with i;j;k ¼ 1;2;3), and
ai, aij, and aijk are the Landau coefficients. The leading coefficient is
ai ¼ aCW ðT  TCW Þ, where TCW is the Curie-Weiss temperature and
aCW >0 [51].
The free energy density is defined herein as f ð P!; E!; TÞ ¼




; TCW ;1Þ is the Helmholtz































































; TPPBÞ, where P
!
s1 is the spontaneous
polarization of the high-temperature phase and P
!
s0 is the spon-
taneous polarization of the low-temperature phase.
The proposed model is reference frame invariant and can be
readily extended to describe polycrystalline systems, see e.g., [39].
The model can also be adapted to include strain effects, see e.g.,
[40]; and charged defects, see e.g., [52].
Overall, the formulation naturally captures the structural
R4T phase transformation energetics, polarization energetics,
and polarization-structural phase transformation interactions.
Further, the coexistence and stability of phases near the PPB
depend on the order of the two paraelectric-ferroelectric (P-FE)
transitions, independently described by the free energy density
of the individual FE phases with their own Landau coefficients,
Fig. 2.
Fig. 2 predicts a thermal upper limit for the metastable
coexistence of the two FE phases. Its extent is a function of the
underlying Landau coefficients. When both FE phases display the
possibility of a second order P-FE transition, the paraelectric
phase is always unstable within the PPB region where the FE
phases coexist, Fig. 2(a). However, if one of the phases presents a
first order P-FE transition, the paraelectric phase will be meta-
stable for temperatures as low as T ¼ TCW , Fig. 2(b)-(d), allowing
the possibility of metastable coexistence of the FE and C phases,
which enables polarization switching mechanisms that have
been associated with the enhancement of electromechanical
properties [3,18]. For the BZT-xBCT system, coexistence of the R
and T ferroelectric phases and the cubic paraelectric phase has
been experimentally reported [10].
3. Application to one-dimensional BZT-xBCT
For a system that undergoes polarization switching events
along one direction, say bı, with an electric field applied along the
same direction, we define P
!¼ Pbı and E! ¼ Ebı ¼  vVE=vx,
where VE is the electrostatic potential [53]. The polarization































where KP ¼ K1111, Kf ¼ K11, MP is the polarization mobility, and
Mf is the phase mobility. We set MP ¼ Mf ¼ Mðf; TÞ ¼ M0ðTÞ½1
hðfÞ þM1ðTÞhðfÞ, with the mobility of each phase given byMðTÞ ¼
Moexpð Q=RTÞ.
Fig. 2. Phase coexistence and stability as a function of P-FE phase transition. Two FE
phases are shown: a low-temperature FE phase (f ¼ 0) and a high-temperature FE
phase (f ¼ 1). Subfigures show (a) second orderesecond order, (b) second orderefirst
order, (c) first orderesecond order, and (d) first orderefirst order interactions. High-
lighted area indicates metastable coexistence of the FE phases accessible upon heating
or cooling. Free energy curves are sketched on the right for selected temperatures.
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The electrostatic field distribution is given by Coulomb's Equa-
tion in its differential form, vD=vx ¼ 0. The electric displacement is
related to the total polarization via the constitutive relation D ¼







The model is normalized using bx ¼ x=L, bt ¼ t=t, u ¼ P=jPs1j,
and bE ¼ E=Ec1, where L is the size of the bulk sample, Ec1 is
the coercive field of the high-temperature phase, and t ¼
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0 ¼ bεov2 bVE
vbx2 þ vuvbx (11)
where the following dimensionless parameters are identified: m ¼
Mðf; TÞ=M1ðTÞ, n ¼ P2s1m, g ¼ KP=ðL2a111;1P4s1Þ, l ¼ Kf=ðKPP2s1Þ,cW ¼ W=ða111;1P6s1Þ, bEc1 ¼ Ec1=ða111;1P5s1Þ, and bεo ¼ εoEc1=Ps1.
Further, bf 0ðu; TÞ and bf 1ðu; TÞ are given by
bf 1ðu; TÞ ¼ 16u6 þ B1  14 u4  B12 u2 (12)
bf 0ðu; TÞ ¼ r16u6 þ B0  h24 u4  B0h22 u2

þ Dbf PPB (13)
where B1 ¼ 1þ a11;1=ða111;1P2s1Þ, B0 ¼ h2 þ a11;0=ða111;0P2s1Þ, h ¼
Ps0=Ps1, r ¼ a111;0=a111;1, and Dbf PPB ¼ DfPPB=ða111;1P6s1Þ. In this
model, the order of the P-FE phase transitions depends on the
values of B1, B0 and h.
Values for the microstructurally averaged Landau coefficients
are determined from experimental hysteresis loops for poly-
crystalline BZT-40BCTceramics, measured at selected temperatures
by Ehmke [49]. While the approach presented herein can be readily
extended to estimate the Landau parameters for a single-crystal
BZT-40BCT sample, such information was unavailable [54]. The
equation vf =vP ¼ E ¼ a1P þ a11P3 þ a111P5 is fitted to the stable
and metastable parts of the hysteresis loops for the unambiguously
rhombohedral and tetragonal regions of the phase diagram,
see Appendix A for details. Mobilities are calculated directly





, [55], where u ¼ 0:1 Hz is the experimental
cycling frequency and Eo ¼ 1 MV=m is the maximum applied field.
Fitted parameters are summarized in Table 1. Mobility values have
the same order of magnitude as those reported by Zhao, Cao and
García [55] for stress-free, lanthanum-doped PZT.
The PPB temperature is estimated as TPPB  ðTOT þ TROÞ=2 ¼
43 +C, using TRO ¼ 37+C and TOT ¼ 49+C, as reported by Ehmke
[49]. The estimated TPPB is approximately equal to the value
determined by Liu and Ren [6], Fig. 1(b). The dimensionless
gradient energy coefficients, g ¼ 3 105 and l ¼ 5:5, and the
double-well coefficient, cW ¼ 4, are established via numerical
evaluation such that the widths of the rhombohedral domain wall
and the phase interfaces measured in f are approximately equal at
T ¼ TPPB, the only temperature where both phases are stable. In
qualitative agreement with Jona and Shirane [56], the width (x) of
the rhombohedral domain walls is set to 4 nm, i.e., ten times the
characteristic lattice parameter. The size of the bulk sample was
found to be L ¼ 190 nm, which is smaller than typical grain sizes of
27±3 mm for BZT-40BCT [49]. The estimated values for the gradient
energy coefficients and the interfacial widths and energies of
domain walls, xDW and sDW , and T-R interfaces, xTR and sTR, are
included in Table 1.1
For BZT-40BCT, with the Landau coefficients stated in Table 1,
the T phase has a weak first order P-FE transition and the R phase
has a second order P-FE transition, i.e., the case illustrated in
Fig. 2(a). The predicted upper limit for metastable coexistence be-
tween the R and T phases is TC;0 ¼ 49:9+C, which is approximately
equal to TOT  49+C, as determined by Ehmke [49], see Fig. 1(b).
This supports the hypothesis of R þ T phase coexistence near the
PPB, based on data acquired in the unambiguously single phase
regions. Interfacial energies are in agreement with Gao et al. [17]
and Damjanovic [18].
Fig. 3 shows contour plots of the volumetric free energy density
of the system at different temperatures and normalized polariza-
tion states. In all cases, u ¼ ±1 is the dimensionless spontaneous
polarization of the T phase and u ¼ ±h is the dimensionless spon-
taneous polarization of the R phase at each temperature. For bE ¼ 0,
the global minima in the bulk free energy of the system are located
at u ¼ ±1; f ¼ 1, for T > TPPB; and at u ¼ ±h; f ¼ 0, for T < TPPB.
Results show that direct R4T transformation between domains
with opposing polarization states is inaccessible because of the
large energy barrier between antiparallel polarization states.
Instead, this transformation is achieved by a combination of 180+
polarization reversals and R4T reversible transformations, i.e.,
polarization rotations, thus defining a mechanism for switching
and ferroelectric domain coexistence in the vicinity of the PPB.
For T < TPPB, the T phase is metastable, see Fig. 3(a). Thus, both T
and R phases coexist through formation of domains of opposite
polarization and a weak intervening built-in electric field. Energy
Table 1
Fitted Landau coefficients and mobilities for BZT-40BCT, after experimental data
reported by Ehmke [49], and estimated gradient energy coefficients and interfacial
widths and energies calculated at T ¼ TPPB ¼ 43+C.
Symbol R phase (f ¼ 0) T phase (f ¼ 1) Units
aCW 5:000 104 2:063 104 Jm=C2K
a11 6:314 107  4:229 107 Jm5=C4







Mo 1:809 104 3:806 1010 S=m
Q 8561 25260 J=mol
KP 8:922 1013 8:922 1013 Jm3=C2
Kf 2:383 1014 2:383 1014 J=m
sDW 1:876 106 4:063 106 J=m2
sTR 4:445 106 4:445 106 J=m2
xDW 4.000 2.867 nm
xTR 2.834 2.834 nm
1 Each interfacial energy is calculated via numerical evaluation of
s ¼ R L0 ½ftotalðxÞ  fmindx across a computational domain with a single interface,
where ftotal is the total free energy density and fmin is the volumetric free energy
density corresponding to the stable polarization state(s).
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barriers for polarization switching are different in each phase; for
example, at T ¼ 39+C the energy barrier between u ¼ ±1 in the T
phase, Dbf 1, is 1.6 times larger than the energy barrier between u ¼
±h in the R phase, Dbf 0. Consequently, switching between rhom-
bohedral domains is possible through two mechanisms, namely: a)
via direct 180+ polarization reversals; or b) by performing a R/T
transformation (rotation), followed by a 180+ reversal while in the
tetragonal phase, and finally by transforming back to the rhom-
bohedral phase (rotation), i.e., T/R. The second mechanism fa-
vours rotation of the polarization order parameter, but requires the
thermal energy of the system to be greater than both Dbf 1 and the
R/T energy of transformation in order to be accessible.
For T ¼ TPPB, four thermodynamic equilibrium states are avail-
able, see Fig. 3(b). The existence of additional polarization di-
rections results in a decrease in polarization anisotropy. At the PPB,
the domain switching mechanisms described for the R phase at T <
TPPB are possible for both phases, i.e., direct 180+ polarization
reversal or phase transformations plus 180+ reversal (polarization
rotation mechanism). As temperature increases, the energy barrier
in the R phase decreases such that Dbf 0zDbf 1=3, favouring the for-
mation of rhombohedral domain walls via the direct 180+ reversal
mechanism. Since Dbf 1 and the T/R energy of transformation are
equivalent, the likelihood of observing tetragonal domainwalls and
T/R transformations is equal. Further, while the polarization
rotation mechanism can occur in both phases, the decrease in Dbf 0
favours this mechanism in the T phase.
For T > TPPB, the R phase becomes metastable, Fig. 3(c), and the
energy barrier of the R phase further decreases such that
Dbf 0zDbf 1=7 at T ¼ 46+C. Here, the additional thermal energy and
the low energy barrier will enable the polarization switching plus
rotation mechanism proposed herein, allowing the R phase to
persist for very long periods of time.
4. Numerical implementation
The multiphase field model was implemented using FEM in
COMSOL Multiphysics® [57]. A 200-element mesh with second-
order Lagrange shape functions was used. Simulations took on
the order of 25 s in an i7-6700 3.4 GHz Quad Core 64 bit processor,
with 16 GB of RAM and a Microsoft Windows 7 Enterprise oper-
ating system version 6.1.7601.
Hysteretic cycling of BZT-40BCT was simulated at T ¼ 40:2+C to
validate the model. Equation (9) through (11) were solved with a
mixed 50%R þ 50%T initial state. A time-dependent electric field
was applied through the boundary conditions bVEð0;btÞ ¼ 0 andbVEð1;btÞ ¼ bVE;maxsinð2pbubtÞ, where bVE;max ¼ Eo=Ec1 and bu ¼ ut.
Zero flux boundary conditions were applied for polarization and for
phase field.
The field-free microstructural evolution was simulated at
T ¼ TPPB to investigate the phase coexistence of FE phases. Equa-
tions (9) and (10) were solved with initial conditions generated
from a uniform random distribution, with fmean; rangeg, for
u f0;2g and f f0:5;1g. Periodic boundary conditions were applied
for both variables (polarization and phase field).
A time-temperature-transformation (TTT) diagram was con-
structed for the microstructural evolution of the two-phase ferro-
electric towards a stable single phase. The fraction transformed of
FE phases was measured by j, where j ¼ f at T > TPPB, and j ¼ 1
f at T < TPPB. Average transformation times for constant fraction
transformed were calculated from fifteen computational simula-
tions at selected temperatures. The Johnson-Mehl-Avrami-
Kolmogorov (JMAK) equation [58] was fitted to the kinetics of
isothermal R þ T/T and R þ T/R transformations, j ¼ 1 expð
ktnÞ, yielding Avrami exponents 0:29  n  0:55.
5. Results and discussion
The model was directly compared against polycrystalline
experimental data, as reported by Ehmke [49] for T ¼ 40:2+C< TPPB
and u ¼ 0:1 Hz, Fig. 4(a). Very good agreement was found between
experiments and the numerical results. Differences near the tails of
the hysteresis loops are a result of the slow polarization switching
of the last set of domains pinned by grain boundaries, as discussed
by Zhao, Bowman and García [59]. Additional comparisons can be
found in Figure S2, see Appendix A. Further, Fig. 4(b) shows that the
application of a cyclic electric field accelerates the R þ T/R
transformation, measured by the average phase field f, when bEs0.
In a 1D system, the spatial distribution of polarization u is
dominated by Coulomb's Equation where vu=vbxz0. This forces a
uniform polarization configuration over the entire system, Fig. 4(c)-
(e). In 2D and 3D systems, polarization configuration enables access
to additional degrees of freedom and will be the subject of future
work.
For T ¼ TPPB, Fig. 5 shows that rhombohedral and tetragonal
domains stably coexist. The average domain size of 20 nm, within
the 10 60 nm range as reported by Acosta et al. [4], is consistent
with miniaturization of the domain structure associated with the
decrease in polarization anisotropy [17] and interfacial energy [51]
in the vicinity of the PPB. In the absence of an applied electric field,
Fig. 5 demonstrates that the low energy barrier between variants in
Fig. 3. Left column: contour plots of the volumetric free energy density, bf ðu;f; bE ¼ 0;
TÞ ¼ f =ða111;1P6s1Þ. Right column: volumetic free energy density of R ( ) and
T ( ) phases. Subfigures correspond to (a) T ¼ 39+C, (b) T ¼ TPPB ¼ 43+C, and
(c) T ¼ 46+C. In the absence of an applied electric field, both FE phases are equally
stable at T ¼ TPPB , but metastably persist for a finite range of temperatures away from
the PPB line on the phase diagram.
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the R phase facilitates the formation of rhombohedral domainwalls
between states B and C, and enables the polarization rotation as it
transitions between states A and D. This is consistent with
theoretical results reported by Yang et al. [44] that link the small
energy barrier for direct 180+ polarization reversal in one phase to
the small energy barrier for phase transformation and polarization
rotation, identified as the main origin of the enhanced electrome-
chanical properties near the PPB in lead-free materials [43,60].
Fig. 5 also shows that R4T transformations between domains with
opposing polarization states, e.g., between states A and B, occur
through a phase transformation, from state A to state C, followed by
a 180+ polarization reversal, from state C to state B. The presence of
local metastable domains, such as those reported herein, have also
been simulated by Rao and Wang [42] revealing their role in
reducing the total free energy of the system by bridging stable
domains.
The formulation developed herein can be readily extended to 2D
and include the effects of mechanical compatibility from the indi-
vidual ferroelectric variants and interfaces between coexisting
phases. This is the subject of future work.
Fig. 6 shows the macroscopic volume fraction transformed from
a mixed 50%R þ 50%T state as a function of time at fixed temper-
ature, i.e., a Time-Temperature-Transformation (TTT) diagram.
Calculations show that as T/TPPB both phases are more likely to
coexist. For TPPB < T < TC;0, the low-temperature rhombohedral
phase coexists metastably with the high-temperature, thermody-
namically stable tetragonal phase as a result of the local R4T phase
transformations that are favoured to accommodate local switching
events and metastable domains. In contrast, for T < TPPB, a decrease
in thermal energy suppresses phase transformations and, hence,
suppresses the polarization switching plus rotation mechanism.
The phase transformation and polarization reversal pathway be-
tween domains is possible at all temperatures where the two FE
phases can coexist metastably T < TC;0. It is favoured at T > TPPB due
to the high domain wall energy of the stable phase. Further, the
likelihood of observing R þ T coexistence decreases with temper-
ature as the driving force for transformation to the most stable
phase increases.
The time to reach 55% transformed volume fraction is one to
Fig. 4. (a) Experimental [49] ( ) and calculated ( ) hysteresis loops at T ¼ 40:2+C with u ¼ 0:1 Hz and mixed 50%R þ 50%T initial condition. (b) Effect of sinusoidal
electric field ( ) on the average phase field, f ( ). Insets (c) through (e) show the spatial distributions of u ¼ P=Ps1 ( , left axis), f ( , left axis), and bE ¼
E=Ec1 ( , right axis) at selected normalized instants bt ¼ t=t. Inset (c) shows initial condition (t ¼ 0), (d) shows bt ¼ 25 (t ¼ 5 s), and (e) shows bt ¼ 62:6 (t ¼ 12:5 s) after one
full cycle.
Fig. 5. Above: spatial distribution of normalized polarization, u ¼ P=Ps1 ( ), and
phase field, f ( ), at dimensionless time, bt ¼ t=t ¼ 40000, at T ¼ TPPB ¼ 43+C.
Below: contour plot of the volumetric free energy density, bf ðu; f; bE ¼ 0; TÞ ¼
f =ða111;1P6s1Þ, at T ¼ TPPB ¼ 43+C. Rhombohedral domain walls (rDW) and phase in-
terfaces (PI) are noted. A, B, C and D represent four equilibrium states. Long term
coexistence of R and T phases is observed at the PPB.
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three orders of magnitude greater for T > TPPB because the available
thermal energy enables the polarization switching of the individual
phases to accommodate opposing polarization states. This favours
the phase transformation-induced polarization rotation mecha-
nism as a means to extend domain coexistence.2
Macroscopically, for T < TPPB, the predicted driving force for
transformation to the most stable phase is very large, providing a
rationale for the rapid kinetics of phase transformation, Fig. 7(a). In
addition, the phase-averaged mobility of the system increases with
decreasing temperature for f ¼ 0:5, further promoting fast phase
transformation at T<TPPB, Fig. 7(b). For TPPB > T > TEM, mobility in-
creases as the transformation progresses and so does the rate of
phase transformation; for T < TEM, phase transformation kinetics
are limited by the mobility of the stable R phase being the lowest of
the two phases. For T > TPPB, comparatively slow transformation
kinetics correspond to a much smaller driving force for R/T
transformation, which reaches a maximum at T ¼ Tdfmax. The rate
of phase transformation is again limited by the low mobility of the
stable phase, in this case the T phase, with smaller values of
mobility being attained than at T < TPPB.
The coexistence time increases as T/TC;0 for Tdfmax < T < TC;0.
This is attributed to the vanishing R phase domainwall energy, sRDW ,
and the vanishing macroscopic driving force, Dfmin, Fig. 7(a). The
Fig. 6. TTT diagram for transformation of mixed R þ T phase towards stable single phase as j/1, starting from j ¼ 0:5 at t ¼ 0 at each temperature. Markers represent mean times
for constant fraction of phase transformation calculated from 15 computational simulations. Splines are included as a guide for the eye. Estimated times for 0.95 fraction trans-
formed to T phase ( ) are extrapolated from a JMAK analysis at each T > TPPB . Tdfmax is the temperature at which the driving force for formation of T phase is maximal, and TEM
corresponds to a temperature where mobilities of the FE phases are equal. Metastable coexistence persists for longer times at high temperatures compared to shorter times for
R þ T/R transformation at lower temperatures.
Fig. 7. (a) Thermodynamic driving force for transformation of FE phases, Dfmin ¼ f1ðP ¼ Ps1; E ¼ 0;TÞ f0ðP ¼ Ps0; E ¼ 0;TÞ, and (b) mobility as a function of temperature. There is a
local maximum in driving force at Tdfmax for the R þ T/T transformation. The mobilities of the two phases are equal at TEM . Above TPPB and below TEM, the phase-averaged mobility
decreases as j/1, but increases in the range TEM < T < TPPB . Metastable coexistence is expected to persist for longer times above TPPB due to smaller driving force and lower mobility.
2 The large differences in coexistence time above and below T ¼ TPPB, suggest
that the true polymorphic phase boundary temperature in the BZT-xBCT system is
lower than that suggested by experiments.
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first is a consequence of the second order P-FE transition that oc-
curs for R phase at TC;0. The second is a consequence of the fitted
Landau coefficients and the selection of a constant DfPPB.
For T > TC;0, the R phase is no longer metastable and any su-
perheated, mixed R þ T state is expected to relax to the equilibrium
T phase rapidly, in agreement with the phase diagram. No simu-
lations were carried out in this temperature range.
While the quantitative results reported in this study for BZT-
40BCT might shift for different gradient energy parameters, the
general conclusions would remain the same for this system.
Moreover, if the low temperature phase had a first order P-FE
transition, then the domainwall energywould not approach zero as
temperature approached the maximum metastable coexistence
temperature, in that case T ¼ Tmax;0. Thus, the coexistence time
would be unlikely to increase for T/Tmax;0, as predicted for BZT-
40BCT. This predicted behaviour must be explored for material
chemistries exhibiting an interferroelectric transition and appro-
priate FE behaviours.
6. Summary and conclusions
A phase field theory for ferroelectric systems in the vicinity of
the polymorphic phase boundary is proposed. Based on a multi-
phase field formulation, the model considers the thermodynamics
of individual phases independently, in order to assess equilibrium
states and phase transformation dynamics of two competing
ferroelectric phases. The model was applied to the BZT-40BCT
system and identifies conditions for the stable and metastable
coexistence of the rhombohedral and tetragonal phases, as well as
an upper limit for metastability, TC;0 ¼ 49:9+C. While there is no
thermodynamic limit on metastability for T < TPPB, results demon-
strate that coexistence is short lived (on the order of tens of sec-
onds), whereas coexistence persists from minutes to hours for
T > TPPB. Further, metastable coexistence of phases provides access
to additional polarization directions, which enables a phase
transformation-induced polarization rotation mechanism near the
interferroelectric phase boundary. The proposed polarization
rotation mechanism is a local intervening kinetic step that is
partially responsible for the enhancement of ferroelectric
properties.
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