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Abstract 
This paper studies the channel stability number, a combinatorial function that has been intro- 
duced for evaluating frequency allocation plans for hybrid cellular networks. We present several 
results concerning the approximability of this function in the case of complete graphs and ana- 
lyze how different constraints influence its computational complexity. @ 1998 - Elsevier Science 
B.V. All rights reserved 
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1. Introduction 
In this paper we study a combinatorial problem arising in the context of frequency 
allocation strategies for cellular networks. Before defining the problem and listing our 
results, we give the relevant context so that the genesis and the relevance of the problem 
can be better appreciated. 
In the frequency allocation problem for mobile telephone networks, we are given a 
so-called interference graph and a frequency spectrum consisting of a set of frequencies. 
Vertices in the graph represent stations, each requiring a certain number of frequencies. 
Two nodes in the graph are adjacent if the signals transmitted by the corresponding 
stations can interfere. For technical reasons, two frequencies f and g assigned to 
the same station must satisfy 1 f - gl> 6, where typically 6 = 2. Frequencies assigned 
to interfering stations must satisfy this inequality with 6 = 0 or 1. The frequencies 
can be assumed to be positive integers. The optimization goal is to find a frequence 
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assignment such that the expected traffic can be supported while keeping at the same 
time the interferences low. 
The allocation strategies currently in use in all large, i.e. non-local, networks follow 
a static approach: frequencies are permanently assigned to the stations. Reallocation 
happens rarely, usually every two or three months or when the network undertakes 
restructuring (stations are added, replaced or deleted). This static approach has several 
shortcomings [ 181. In particular, it does not make a good use of the limited number 
of frequencies that are reserved for one cellular telephone network, a number usually 
of the order of 50. To see the problem, consider for instance a typical metropolis like 
Berlin or New York City; during the day, phone call traffic tends to be very heavy in 
the downtown area and light in the suburbs. In the evening the pattern is just reversed. 
Ideally, a network should be able to adapt to such changes and allocate frequencies 
dynamically as needed. 
In the above example the traffic pattern is predictable, but in reality this will not be 
the case; the network should be able to reconfigure dynamically according to (unpre- 
dictable) contingencies. No doubt this will be a common scenario in the next future 
and several dynamic allocation strategies have already appeared in the literature (see 
for instance [6,7,9]). Between the current situation and the appearance of dynamic 
networks however, there will be a transition phase where networks will be hybrid, i.e. 
partly dynamic and partly static [9, 131. This is the type of networks we will consider 
in this paper. A central problem arising when considering hybrid networks is the fol- 
lowing: allocating frequencies to the static part of the network constraints the available 
frequency spectrum for vertices of the dynamic part. Such an assignment might be too 
restrictive and it is important to be able to detect whether this is the case. A related 
and rather important problem is to devise computationally efficient methods allowing 
to compare different frequency assignments to the static part of the network, i.e. to 
decide which of two assignments is the best with respect to the dynamic part. 
In this paper, we define and study the following combinatorial problem. An input 
instance I consists of an interference graph G = (V,E) modeling the dynamic part 
of the network and, for each vertex u, a list of available frequencies L(u) and two 
requirements max(u) and min(u) denoting the minimum and maximum number of 
frequencies required by the station corresponding to u. The L(u)‘s are subsets of some 
linear order C - the frequency spectrum - which is also part of the input G. The 
optimization goal is to select subsets S(U) CL(u) in order to maximize 
c IS(u)I 
UEV 
subject to the following constraints: 
(a) for all 2.4, IS(u)] 2 min(z.4); 
(b) for all U, max(u) 3 (S(u)l; 
(c) for all (u,v)~E, if f ES(U) and gES(v) then If -gl>O (i.e. S(u)nS(v)=0); 
(d) [co-site constraint] for all vertices U, if f E S(u) and g E S(U), f # g, then If - 
E. Malesiriska, A. Panconesil Theoretical Computer Science 209 (1998) 347-363 349 
The maximum value of CuEV IS(u)1 under (a) through (d) is called the channel sta- 
bility number of I and is denoted by ch(I). The function ch(I) measures how much 
“flexibility” is left to the dynamic part of the network and it is desirable to have it as 
high as possible. 
The input subsets L(U) model the fact that frequencies allocated to the static neigh- 
bors of u are not available to u anymore. Constraint (a) and (b) model the fact that 
for dynamic stations the actual number of frequencies needed can vary unpredictably 
within two values. Constraint (a) is to model that a minimum number of wavelengths 
is necessary to meet the communication demand of the area served by the station. This 
parameter, denoted as min(u), is an estimate done by the network managers. Con- 
straint (c) ensures that no two neighboring stations use the same frequency. In real 
systems, a stronger version of constraint (d) is required, namely If - g( > 6 > 0, where 
S is usually 2. The simpler condition if - g1 > 1 does not affect the validity of our 
results except that approximation factors should be scaled down by a 6 factor. 
This problem simultaneously generalizes several well-known, computationally hard 
combinatorial problems related to vertex coloring: the T-coloring problem, list coloring, 
set coloring and the kth stability number, also known as the partial k-coloring problem, 
where one seeks a vertex induced k-colorable subgraph of maximum size [4, 10, 12, 171. 
Therefore, it is not surprising that the problem is computationally difficult. In this paper, 
however, we focus on an important special case whose computational complexity is 
not immediately obvious. The special case we consider is when the underlying graph 
is a clique of n vertices. 
The importance of studying cliques stems from several practical reasons. The allo- 
cation of frequencies to the static part of the network is done by telephone companies 
on the basis of the study of all maximal cliques of the interference graph. It turns out 
that the number of frequencies needed for the heaviest cliques is usually very near 
the total number of frequencies required for the whole graph. This is probably due to 
the special topology of interference graphs which resembles that of intersection graphs 
for disk shaped regions. For intersection graphs of this type the chromatic number is 
smaller than the clique number multiplied by a small constant [8, 141. Moreover, the 
interference graphs have almost all vertices of low degree (because modem stations 
interfere with few others). This, of course, implies that the clique number is rather 
small; in practice, less than 15 or so. For these reasons, exponential algorithms such as 
those based on a backtracking technique, allow to obtain in practice optimal solutions 
in a few minutes for interference graphs of up to 5000 nodes [ 161. 
The study of the maximal cliques allows us to perform a useful check; a fixed 
allocation plan is tested on all the maximal cliques of the dynamic part of the network. 
This is feasible provided that the channel stability number can be computed efficiently 
for cliques. However, even though the cliques of the graph have relatively small size an 
exhaustive approach to frequency allocation would be infeasible. Therefore, it would be 
desirable to able to deal with cliques efficiently. Accomplishing this would also open 
up the possibility of computing good upper estimates of the channel stability number 
of the whole graph. For instance, a (hopefully good) upper bound can be computed 
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by constructing an appropriate clique cover of the whole graph G and by summing up 
the clique bounds. Although we know of no theoretical justification for this approach, 
the idea is being tested with real-life examples and the results are so far encouraging. 
The above discussion motivates the importance of studying the complexity of the 
channel stability number when the underlying graph is a clique. 
In a previous paper, Malesinska showed that when constraint (d) is dropped, the 
problem for cliques is solvable in polynomial time by reducing it to bipartite matching, 
and that when (d) is in~odu~ed the problem becomes non approximable in a rather 
strong sense (unless P = NP): to find any feasible solution satisfying (a)--(d) is NP-hard 
u31. 
In this paper, we continue this line of research. After some preliminary definitions in 
Section 2, we study the approximability of ch in Section 3. Given that under constraints 
(a)-(d) even finding a feasible solution is NP-hard, we study the problem when some 
of the constraints are dropped. First, we show that if any feasible solution is available, 
it can be boosted to a l/3-approximation i  polynomial time. Then, we show that when 
constraint (a) is dropped (or, equivalently, min(u) = 0 for all u) the problem becomes 
l/2-approximable. However, as we show is Section 4, it cannot be approximated within 
every degree of accuracy because, as we show, it is MAX SNP-hard - a fact which 
rules out the existence of pol~omial-time approximation schemes for the problem, 
unless P=NP. In Section 5 we show that the approximation ratio of l/2 can be 
improved if the input instances atisfy a certain “sparsity” condition of the lists L(U) 
of admissible frequencies. Finally, in Section 6 we give some “density” conditions for 
these lists that, when satisfied, make the co-site constraints have no influence on the 
maximum value of c/z. 
2. Preliminaries 
We recall some well-~0~ notions and de~nitions from the theory of approximation 
algorithms (see e.g. [S, 151). An NP maximization (minimization) problem A is CI- 
approximable if there exists a polynomial-time algorithm J$ which, for all inputs Z, 
produces a solution J&(Z) whose value is at least (at most) a times the optimal value. 
We say then that the algorithm & has the performance guarantee M. Alternatively, the 
quality of an approximation algo~t~ can be rn~s~ed by its relative error, i.e. 
max IoPw) - ,QzU)l 
I oPw) . 
Note that if the relative error of an approximation algorithm & is bounded by E then 
d has the performance guarantee 1- F if A is maximi~tion problem, and 1 + E if A 
is a minimization problem. 
A problem A L-reduces to another problem B if we can find two constants o! and p 
and a pair (f, g) of polynomially computable functions such that: (a) for all instances I 
of A, f(Z) is an instance of B such that opt,(f(1)),<cr opt,(l); and (b) given a feasible 
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solution b of f(Z) whose value is c(b) then, a = g(b, f(Z)) is a feasible solution of I 
of value c(a) such that Iopt, - c(a)1 <<p lopts(f(Z)) - c(b)l. Taken together, these 
two conditions imply that if B is approximable with worst-case relative error F then 
A is approximable with the relative error c& or, conversely, that if there exists a 
limit 60 such that A cannot be (1 - &)-approximated (or (1 + &)-approximated if A 
is a minimization problem), then B cannot be approximated within 1 - &c(-‘p-’ (or 
1 + &J&/V). 
In a seminal paper, Papadimitriou and Yannakakis introduced a class of combina- 
torial problems called MAX SNP which has many natural complete problems with 
respect to L-reductions [ 151. Among these is MAX ~SAT-B whose input is a boolean 
formula F(xi, . . . , x,) in conjunctive normal form such that each clause has at most 
three literals and each variable appears at most B times. The optimization goal of MAX 
~SAT-B is to find a truth assignment satisfying the maximum number of clauses. Recent 
breakthroughs in the theory of approximation algorithms show that if a problem A is 
MAX SNP - hard w.r.t. L-reductions then there exists some 6, such that A cannot be 
8A-approximated provided that P #NP (see [2,3, 1 l] among others). 
Let X be a nonempty subset of the four constraints (a)-(d) of the channel stability 
number. By chx we denote the channel stability number when only constraints in X 
have to be observed. For notational convenience we set ch = chlabcd). In this paper we 
will study chx for different sets X, i.e. we will study how the computational complexity 
changes when different constraints are dropped. 
In [ 131 it is shown that chIOh,)(Z) can be computed in polynomial time. This result 
will be extensively used throughout the paper. 
The frequency spectrum can be assumed without loss of generality to be a set 
of natural numbers. In this paper the terms frequency, channel and color are used 
interchangeably. 
3. Approximability of the channel stability number 
In this section we show some results on the approximability of the channel stability 
number. The motivation comes from the following result. 
Theorem 1 (Malesinska [13]). Consider the class of instances of ch satisfying max(v) 
= min(u). For this class it is NP-complete to decide if there is a feasible solution. 
Given that finding any feasible solution is an NP-hard task, let alone good approxi- 
mations, we are forced to either relax some constraints or assume additional information 
about the input instances. The next theorem shows that if we know that a feasible so- 
lution exists, then ch can be approximated non-constructively, i.e. the numerical value 
of ch can be approximated. Furthermore, as soon as we have any explicit feasible 
solution, no matter how poor an approximation, we can boost it to a feasible solution 
which approximates well. 
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Theorem 2. Let I be an instance of ch with frequency spectrum C, and let M = 
max,{max(u)}. If I admits a feasible solution then the value ch(I) can be (1/3)- 
approximated in time O(MnJCI dm). If additionally one feasible solution S is 
known then, a (l/3)-approximation T can be constructed in polynomial time. 
Proof. In [ 131 it is shown that a feasible solution R : V + 2’ attaining the optimum 
of chI,b,)(I) can be computed in O(MnICIdq) time. We will show that if a 
feasible solution S for ch(I) exists, it can be combined with R to obtain a feasible 
solution T for ch(Z) of value at least ch{,b,)(Z)/3. Since ch(Z)<ch{,b,)(I), if S exists, 
ch(Z) can be approximated simply by computing chl,b,)(Z)/3. If we do have S in our 
hands then T can be effectively constructed, as follows. 
Let A, denote the cardinality of the set A(u) (where A E {R,S, T,. . .}). To construct 
T we first use S. For each vertex u we select min(u) colors from S(u), in any order, 
and assign them to u. This defines a partial assignment for T that we denote by TI. 
Each time a color is inserted, all possible conflicts are deleted from R. If c is assigned 
to vertex u we delete the whole of {c - 1, c, c + 1) n R(u) from R(u) and we also delete 
c from any R(v) containing it (v # u). At the end, we are left with a set of truncated 
R(u) lists, which we denote by R’(u). This ends the first pass of the algorithm. Now, 
suppose that 
Rid 11 -2- < max(u) - min(u) 
for all u. Then, the assignment is completed by deleting every second color from R’(u) 
and by adding the remaining colors to T,(u). This defines a solution T. 
We first show that if Condition (1) is satisfied then C,, T, 3 C,, R,/3 = chl,b,)(1)/3 
>ch(Z)/3. Let x, denote the number of colours which were deleted from R(u) as a 
result of the first pass of the algorithm. We establish a few simple facts. First, notice 
that every colour belongs to at most one set R(u) because the R(u)‘s are a solution to 
ch. Therefore. 
(2) 
because we cannot delete more colours than there are initially. The second observation 
is that 
1 
C min(u) > ;Cx,. (3) 
This follows because C, min(u) is the total number of colours inserted during the first 
pass of the algorithm, and each colour insertion can be responsible for at most 3 colour 
deletions from the lists R(u)‘s. By construction, 
R, - xu T, = min(u) + 2 
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for all U. Therefore 
C T, = C 
Ru - xu 
u u 
min(u) + 2 
The last inequality follows from Eqs. (2) and (3). 
What if Condition (1) is not satisfied? Then we must take care of those vertices w 
such that 
RI, 
1 1 2 > max(w) - min(w). (4) 
We show how to take care of them one by one. Pick one such w. Then, 
I 
RI, 3 
1 1 
2 = max(w) - min(w) +x 
for some positive integer x >O. Since max(u) 3 R, for all U, 
min(w) 3 (R, - RL) + x =: D, + x. 
The quantity D, is precisely the number of colors deleted from R(w) because of 
the colour insertions during the first pass of the algorithm, i.e. there were at least x 
insertions from S(w) which did not cause any deletion from R(w). If we delete any 
x colors from R’(w) we still maintain the one to three ratio, because each of these x 
colors c caused at most one deletion when it was inserted and is causing now another 
deletion. Denoting by R”(w) the resulting list, we obviously have 
< max(w) - min(w). 
In this fashion, all violations of 
previous case. 0 
type (4) can be eliminated and we are back to the 
As noted earlier, another approach to circumvent Theorem 1 would be to relax 
some of the constraints. The next result shows that the min(u) requirements have a 
great impact on the computational complexity of the problem, i.e. if they are ignored 
or, alternatively, if min(u) = 0 for all U, then the channel stability number can be 
approximated rather easily. 
Proposition 1. Let I be an instance of chtbcd) with spectrum C such that max(u)dM 
for all u. Then, chIbcd)(I) can be (l/2)-approximated in time O(MnlCIdm). 
Proof. We first compute a solution S : V + 2c attaining the optimal value of c/z(~~) 
in time O(Mnl Cl ,/m[) [ 131. Then, we delete every second element from each 
S(u) in order to satisfy the co-site constraints, thereby obtaining a feasible solution T 
of ch{bcd). Clearly, 
chpc}U) 
GE IT( dch{bcd}(z)~chl.hc}(z). 
2 u 
0 
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Observe that the argument still holds when the condition min(u)=O, for all U, is 
replaced by min(u) < 1, for all U. 
4. MAX SNP-hardness of the channel stability number 
The results of the previous section prompt the following question: can chibCd) be 
approximated within any degree of accuracy in polynomial time? In this section we 
show that the answer is negative, unless P = NP. 
Theorem 3. chIbcd) is MAX SNP-hard. 
The proof of Theorem 3 involves several steps. The first step is to establish MAX 
SNP-hardness for a special class of MAX ~SAT we call MAX CH-SAT. This is a slight 
modification of MAX ~SAT-B which was proven MAX SNP-hard by Papadimitriou and 
Yannakakis [ 151. The input of MAX CH-SAT is a 3SAT formula F(x, y, . . . ,z) such that: 
l clauses have length 2 or 3; 
l each variable occurs in either 4 or 5 or 6 clauses; 
l clauses of length 2 are symmetric that is, they are of the form (XV jj) and come 
always together with a symmetric clause (XV y); 
l clauses of length 3 are arbitrary; 
l when a variable x occurs in 4 or 6 clauses these are always of length 2 (and hence 
symmetric); 
l when a variable appears in 5 clauses, 4 of these are of length 2 and one is of 
length 3. 
These instances come from a particular graph construction shown in [15]. The ver- 
tices of the graph correspond to variables and each edge (x, y) corresponds to a con- 
straint (x H y), i.e. a pair of symmetric clauses (x V v) and (XV y). In the construction 
of [15] the graph has max degree 4 (this reflects on the max number of occurrences 
of a variable, namely 8, in the resulting instance of MAX ~SAT-B). For our purposes it 
is important to lower the max degree to 3 and to have the special structure described 
above. 
Lemma 1. MAX CH-SAT is MAX SNP-hard. 
The lemma can be established by means of a simple modification of the original 
construction of [ 151. The proof is sketched below. 
Proof (sketch). In the construction of [15], a 3SAT formula F is L-reduced to a 
3SAT formula G where each variable occurs at most B = 8 times. In the reduction, the 
m, occurrences of each x in F are replaced with m, new variables Xi. The problem 
is to enforce consistent truth assignments on the copies xi; they should either be all 
simultaneously true or simultaneously false. This is achieved by a particular gadget that 
makes it advantageous to have such consistent assignments. The gadget is constructed 
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in two steps. First, one builds a graph as follows. For each copy Xi there is full binary 
tree (of suitable depth) rooted at xi. The leaves are then connected by means of a cubic 
expander [l] (because of this modification the tree is not a full binary tree any more, 
but this is not a problem). The second step of the gadget construction is to replace 
each edge (x,y) of the graph with a pair of symmetric clauses (XV y) and (;Fv y). 
Since the graph has maximum degree 4 (attained at the leaves) the maximum number 
of occurrences will be 8. 
We can modify this construction to have maximum degree 3 as follows. Each leaf u 
of the original construction is “blown up” into a small tree by adding 4 new vertices 
u’, ~1,242 and ~3 and the edges (u, u’), ( u,u~), (u’,uI) and (u’,zQ). Then, if (u,u) is 
an expander edge between two leaves in the original construction, we add the edge 
(ui, V, ) for some 1 <i, j d 3. The new graph has then max degree 3. It can be verified 
using the same argument of [ 151 that this is an L-reduction. 0 
We now exhibit an L-reduction from MAX CH-SAT to chIbcd). Let F be an instance of 
MAX CH-SAT with a set X of n variables and m clauses. If z is a satisfying assignment, 
F(z) denotes the number of clauses satisfied by it. As it is customary, opt(F) denotes 
the optimum value of the MAX CH-SAT instance F. We note that the definition of MAX 
CH-SAT implies that m > 2n because each variable occurs in at least 4 clauses of size 2. 
The instance I will have 3n + m vertices and set of channels 
The six channels {x,,Zi} correspond to the (at most 6) positive and negative occurrences 
of the variable x in F. The occurrence in a clause of length 3 is always represented 
by the channel with the lower index 1. Two literals from a pair of symmetric clauses 
are represented by two channels with the same lower index. 
For each variable x we introduce three vertices tx, px and qx which we call the 
group of x and which have lists 
Each set L(tX ) is a linear order of consecutive channels, i.e. nearby channels are incom- 
patible. Then we introduce the requirements max(&) = 5, and max(pX) = max(q,) = 1. 
Intuitively, the task of the group of x is to ensure that only two set assignments, cor- 
responding to the only two possible consistent truth assignments, can reach the maxi- 
mum requirements. These are S(t,) = {uX,bX,x3,x~,x~}, S(px) = {d,}, and S(qx) = {cx}, 
corresponding to setting x to false, and S(t,)= {.?1,Z2,X3,~,,d,}, S(px)={ux}, and 
S(qx) = {b,} corresponding to setting x to true. 
For each clause c we introduce one clause node C and associate with it the set of 
channels representing the literals in the clause c. For instance, suppose c = (x V 7) and 
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that these are, respectively, the ith occurrence of x and the jth occurrence of y. Then, 
L(C)= {Xi,&}. w e a so 1 set max(C) = 1 for all C. This ends the construction of 1. 
Clearly, it can be carried out in polynomial time. 
A solution S for I is called canonical if, for all variables x, the channel assignment 
for the group of x is one of the two described above. 
Any truth assignment of F induces, in the obvious way, a canonical solution. Con- 
versely, a canonical solution S defines a truth assignment 7s. The difficulty of the proof 
is to show that without loss of generality we can assume that all solutions of I are 
canonical, namely 
Lemma 2. Any given feasible solution S can be transformed in polynomial time into 
a canonical solution S’ whose value is no worse than the original. 
Once Lemma 2 is proven, we are done. To see this, let c denote the value of 
a feasible solution S and recall that ch{bcd)(Z) denotes the optimum value for the 
instance I. Notice that if S is canonical its value is of the form c = 7n + k and is 
essentially an encoding of a satisfying assignment rs of value F(zs) = k (zs can be 
easily computed in linear time from S). By Lemma 2 we can assume that, in particular, 
the optimum of I is also canonical and of value chIbcd)(Z) = 7n + opt(F). All this 
implies that the reduction is an L-reduction. In any MAX CH-SAT instance we have that 
in < irn <opt(F). The first inequality follows from the fact, already observed, that 
m 2 2n. The validity of the second inequality can be seen by noticing that the expected 
number of clauses satisfied by any random assignment is at least irn. Hence, the first 
requirement of an L-reduction is satisfied by setting CI = 17/3: 
ch{bcd)(Z) = 7n + opt(F) < yopt(F). 
The second requirement holds with p = 1. If S is a feasible solution, by Lemma 2, we 
can produce in polynomial time a canonical solution S’ of value c’ > c. Hence, 
Ich{mj(U - cl 3 Ich{~c~~U) - c’l 
= 17n + opt(F) - (7n + F(zsf))I 
= lopt(F) - F(zs,)I. 
The rest of the section is devoted to proving Lemma 2. This is done using two 
lemmas, each removing a possible violation of canonicity. 
Lemma 3. Any solution S for Z can be transformed in polynomial time into another 
solution S’ which is no worse and such that 
1(3X, 3i S. t. {Xi,Xi} C S’(tx)). 
Proof. Such pairs of channels can be iteratively removed from the solution S. For each 
variable x we consider {xi, Zi} for i = 1,2,3. 
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l (i = 1) If {xl,Xl} C S(t,) then neither a, nor d, belongs to S(t,). Since S(p,) can 
contain at most one of a, and d,, we can trade one of these two in S(t,) for either 
XI or Xl. The value of the modified solution does not change. 
l (i = 2) If {x2,X2} C S(t.X) then none of the channels h,, x3, X3, c, is in S(t,). We can 
now assume that only one of the channels x1 and Xl belongs to S(t,). If xl @ S(t,) 
then x2 can be replaced in S(t,) by c, and S(q,) can be set to {ZJ~}. Otherwise, 
if Xl $!S(t,) then X2 can be replaced in S(t,) by h, and S(q,) can be set to {c.~}. 
Again, the value of the modified solution does not decrease. 
l (i = 3) This is impossible since x’ and z$ are consecutive channels. 0 
Lemma 4. Any solution S jk I can be trunsjkmed in polynomiul time into unother 
solution S’ which is no worse and such thut 
1(3x, 3i and two clause-nodes C and D S. t. X, E S’(C) und Xi E S’(D)). 
Proof. If xi E S(C) and Xi E S(D) then C and D must form a symmetric pair of clauses 
C = (Xi V j,) and D = (X; V vi) for some y. By Lemma 3 we can assume that one of 
v, and yj does not belong to ,S(t,). If yj 4 s(t,) then, we can replace yj for {X,} in 
S(C) and symmetrically in the other case. The value of the new solution S’ is no 
worse than that of S. 0 
Proof of Lemma 2. By Lemma 4 we can assume that no variable x has both positive 
and negative variable channels (i.e. x; and X; for some i) chosen for both node clauses 
corresponding to a symmetric pair. Hence, each variable has at most three channels 
selected for the clause nodes. Canonicity would be violated only if the channels ap- 
peared twice positive and once negative, or vice versa. For instance, we could have 
XI E S(C), 5 E S(D) and x3 E S(E) or XI E S(C), X2 E S(D) and x3 E S(E). The single 
occurrence is called the minority variable (in our two examples the minority variables 
are, respectively, X2 and x3). Any such assignment, however, implies that in the group 
of X, consisting of the three vertices tx, px, and qx, at most 6 channels can be allocated 
overall. The elementary verification of this claim is left to the reader. Therefore, we 
can trade the minority variable in the clause node to get a value of 7 in the group 
of x and the resulting solution will be no worse than the original one. Clearly, the 
operations of this and the previous lemmas can be carried on in polynomial time. 0 
5. Sparse lists of admissible channels 
A possible approach to deal with the computational hardness of the channel stability 
number is to look for constraints on the lists L,, that, if satisfied, would make the 
function more easily computable. In this section we consider the function cht,d) (the 
channel stability number when the min and max requirements (a) and (b) are dropped) 
and show that, under certain additional “sparsity” condition, it can be used to give better 
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approximations of ~$6,~) (the channel stability number when no min requirements have 
to be observed) which, as we saw, is a MAX SNP-hard function. 
Let I be an input instance of c/z~,~I and let A be a subset of the vertices; the 
instance I restricted to vertices in A is denoted by IA. It is useful to consider the value 
c~~,~I(~AA) for arbitrary A which, for the sake of clarity, will be called the capacity of 
A and denoted by capacity(A). For typographical convenience we let cupucity({ u}) = 
cupucity( u). 
First, we show that capacity(A) can be computed in polynomial time for any A. 
Let I be an instance of capacity with vertex set V and lists L,. Let C = UuEV L,. 
We can assume that C is a chunk of contiguous frequencies without holes C = {c, c + 
l,c+2,..., c + k}. If not, we can just repeat the procedure to be described next for 
all chunks, without altering the complexity. For any set A C V of vertices, construct a 
layered directed graph GA whose vertex set is the subset of V x C so defined: 
V(GA)={U,: CEL(U)} 
and with arc set: 
The interpretation of the arc (u,,vd) is that if channel c is assigned to the vertex u 
then c + 1 can be assigned to v; the condition u # u ensures that the co-site constraints 
are satisfied. The set of vertices {Us}, for some fixed c, is called the cth level. 
Let 9 be a family of vertex-disjoint paths in GA satisfying the following two proper- 
ties: (a) for every channel c there is at most one vertex v, contained in any of the paths 
of 9’ and, (b) if some path ends at level c then, no path has vertices at level c + 1. By 
the definition of GA the family 9’ corresponds to an assignment S : A + C of channels 
to vertices of A such that the co-site constraints are satisfied and S(U) n S(u) = 8, for 
all u and v. Conversely, any channel assignment satisfying the co-site constraints and 
the condition S(U) flS(v) = 0, for all u and v, uniquely defines a valid path family. 
Therefore, 
capacity(A) = mix pF9 IPI . 
{ 1 
It is easy to see that the family 9 maximizing the above expression can be found 
in time 0( 1 V( GA)I + IE(GA)I ). First, compute the longest path in GA starting from the 
first level. If the last level is reached then all channels can be allocated and we are 
done. Otherwise, suppose the longest path ends at level c; we skip level c + 1 and 
compute the longest path originating from a vertex at level c + 2. We continue in the 
same way until the last level is reached. This algorithm can be implemented in linear 
time by means of breadth first or depth first search. 
To prove correctness we argue as follows. First, notice that these path families are 
totally ordered, where PI <9 if 9 begins after PI ends. We denote by pi the ith 
path of a family. Let 9 be the family computed by the algorithm and assume, for a 
contradiction, that _5? is another family such that C,e9 IPI < CPE9 lQ[. Without loss 
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of generality, we can make the following assumptions on 9: (a) it contains no more 
paths than 8; (b) it covers the first level; and (c) if any path Qi E !2 ends at level c 
the next path Qi+t starts at level c + 2. Then, for some index i, the ith path Q; must 
reach a higher channel level than the corresponding path Pi E 9. Let i be the smallest 
such index and let c be the starting level of Pi. Path Qi must start at a lower level (this 
follows from (a)-(c) above) and it must contain a vertex u, at level c. The subpath 
of Qi starting at V, is a path originating from level c which is longer than Pi. But this 
is impossible because the algorithm would have selected this instead of Pi. 
We now show how the notion of capacity can be used to give better approximations 
than Proposition 1 for instances with short lists of admissible channels. 
Theorem 4. Let I be an instance of chIbcd). Zf there is a constant CI 3 1 such that for 
every vertex v 
capacity( 0) < c( 
max(u) ’ ’ 
then 
Proof. We first compute a channel assignment S : V + C attaining the value 
capacity(V); as described earlier, this can be done in polynomial time. For all vertices 
u such that IS(u)/ > max(u), simply remove colors in excess arbitrarily, thereby obtain- 
ing a feasible solution for ch{kd). For each U, IS(u)1 - max(u) channels are removed 
which, in the worst case, constitutes a (1 - l/cr) fraction of S(U). Therefore, the feasible 
solution for chIbcd) is of value at least capacity( V)/cr > chlb_,)(I)/a. 0 
When CI = 1, the above theorem says that ch{b,_d) can be computed exactly in poly- 
nomial time, while, when L(U) <2 max(u), for all U, the theorem implies a better 
approximation than Proposition 1. 
6. Dense lists of admissible channels 
As shown in [13], the channel stability number of complete graphs can be easily 
computed when the co-site constraints can be ignored (i.e. ch{,b,) is polynomially 
computable), but the problem becomes NP-hard when these constraints have to be 
observed. Continuing the same thrust of the previous section, we ask if this difference 
disappear when the lists of admissible channels satisfy certain additional conditions. As 
a first step in this direction we consider instances satisfying certain “density” conditions 
that make the channel stability number ch polynomially computable. 
Theorem 5. Let Z be an instance of ch with vertex set V and set of channels C such 
that, for some k < n - 1, the following two properties are satisjed: 
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(1) ~4 C K IAl <k + l* (UvEAL(v)) >4C,,, m=(v). 
(2) VA C V, IAl = k + UvEA L(v) = C. 
Then ch(I) = Ch{&} ( ), I i.e. the value of an optimal solution when the co-site con- 
straints are observed is the same as when they are ignored. Moreover, a feasible 
solution exists @Y CO E V min(v) < ICI in which case 
Proof. Let S : V -+ C be a feasible solution for ch{+; a channel c is free for a 
vertex v iff none of the channels in {c - 1, c, c + 1) belongs to S(v). A channel c 
is used by a vertex v iff c E S(Y). For a set T of vertices, let free(T) and used(T) 
denote, respectively, the set of colors which are free for some vertex of T and the set 
of colors used by vertices of T. 
Let us point out some consequences of properties (1) and (2). The first property 
implies that, for any set T of no more than k + 1 elements, free(T) awed(T) + 1. 
This is because the set of colors UvET L(v) can be partitioned into 1 TI (disjoint) groups 
A, C_ L(U), one for each vertex u E T, such that all of them have cardinality at least 
4max(u) and one of them has cardinality strictly larger. 
The second property implies that, for each color c and any set A of at least k + 2 
elements, there are at least three vertices ui E A such that c E L(ui), i = 1,2,3. 
We now show that conditions (1) and (2) together imply ch = chi,bc). First, we 
compute an optimal feasible solution S for cht,bc). This can be done in polynomial time 
[13]. Then, we modify S to construct a solution S’ such that C, IS’(u)] = C, IS(u)] 
and the co-site constraints are satisfied. This is achieved by replacing all colors c 
violating a co-site constraint one by one, until none is left. To replace one violating 
color we do as follows. Let c E S(r) be a color violating the co-site constraints at r. We 
start growing a tree T, rooted at 1. Let ue denote the last vertex included in the tree: 
initially ue = r. If any of these two stopping conditions is satisfied we stop growing 
the tree: (a) c is free for ue or, (b) there is a channel d that is free for U[ and is 
not used by any vertex in V. If neither (a) nor (b) applies then we look for a vertex 
v $ T, such that there is a color f E S(v) which is free for some ZJ E T, (note that f is 
not used by any vertex of Tc). That such vertices u, v and color f exist is ensured by 
condition (1 ), as long as IT, I <k + 2. Then, v is added to T, together with the directed 
arc (u, v) labeled f. 
Condition (2) ensures that T, will never contain more than k + 2 vertices, for, as 
soon as I T,l = k + 2, there are at least three vertices in T, which have c in their lists 
L(.). Since {c - 1,~) G S(r) or {c,c + 1) &S(r), color c must be free at one of these 
three vertices. Hence stopping condition (1) is satisfied. 
Once T, is built, the co-site constraint violation caused by c at r can be eliminated 
as follows. Let ud be the last vertex added to T, and consider the directed path from 
r to it: P=~Guo,u~,..., ~8. Color c is replaced with color Ii labeling (uo,ui); then, 
color Ii is replaced at ui with the color 12 labeling (ui,uz), and so on until color 1~ is 
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replaced at ug by the free color there which satisfied the stopping condition. It is clear 
that in this fashion, while we eliminate a co-site constraint violation, the total number 
of colors used remains unchanged. Therefore ch = chiabc). 
We now show that in fact ch(1) =min{lCI, C, max(u)}. Consider the bipartite graph 
which has C on one side and on the other side has C,max(u) vertices, each vertex 
u E V having being copied max(u) times. We call this the vertex side of the biparti- 
tion. We then connect each copy of u with all colors c such that c E L(U). Properties 
(1) and (2) imply that any subset of the vertex side whose cardinality is less than 
IC/ satisfies Hall’s property. Therefore, the graph has a bipartite matching of size 
min{lCI, C, max(v)}. The claim follows. 0 
How easy it is to check that conditions (1) and (2) are satisfied? Let &in be the 
smallest k satisfying condition (2). Then, 
Therefore condition (2) can be quickly checked. If kmin turns out to be reasonably 
small then condition (1) can be checked exhaustively. 
The requirements in Theorem 5 are quite restrictive and therefore, it would be good 
to know if there are some lighter conditions on the lists of admissible channels under 
which the co-site constraints have no impact on the channel stability number ch. How- 
ever, the following two examples show that none of the properties (1) and (2) alone 
can be sufficient. 
Example 1. Consider a complete graph K,, with vertices {ut , . . . , v,}. For the vertices 
Vi, ix l,... , n - 1 the lists of admissible channels are defined as L(Vi) = { 1,2,. . . , n - 1) 
and maximum channel requirements are max(v) = 1. For the last vertex u,, L(v,) = 
{1,2,... , n, n -t 1 } and max(u,) = 2. The minimum channel requirements of all vertices 
equal zero. Then ch(1) = n but an optimal solution that does not observe the co-site 
constraints achieves value n + 1. On the other hand, this instance satisfies the first 
property from Theorem 5 for any constant k < Ln/4J - 1. 
Example 2. In this example we also consider n + 1 channels and a complete graph K,, . 
For the first n- 1 vertices the lists of admissible channels are defined as L(Vi) = { 1,2,. . . , 
n+ 1) and max(vi)= 1. For the last vertex v, we set L(u,)={1,2} and max(u,)=2. 
Then, as in the previous example, ch(Z) = n and an optimal solution that does not ob- 
serve the co-site constraints achieves value n + 1. However, the second property from 
Theorem 5 is satisfied for every subset of vertices A, IAl >2. 
7. Concluding remarks 
We studied the channel stability number when the underlying topology is a complete 
graph. We saw that different constraints affect the computational complexity of this 
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Table 1 
Complexity of the channel stability number for cliques; NPC denotes ~-co~l~eness 
Constraints ch ch 
feasible inst. 
ch+d) Chfcd} 
Complexity NPC to find 
feasible sol. 
MAX SNP-hard MAX SNP-hard P P 
l/3-approx. l/2-approx. 
function rather drastically. These results are summarized in Table 1. We also studied 
some conditions on the input that make the function more easily computable. 
Future work should concentrate on the design of heuristics for general graphs. One 
possible approach for the compu~tion of an upper bound is to find an appropriate 
disjoint clique cover of G and then sum up known bounds for the cliques. This idea 
is now being tested by running experiments with real life graphs and the outcome is 
so far encouraging. 
It could also be of interest o study the complexity of the channel stability number 
when the frequency spectrum is inde~ndent of the input. 
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