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Abstract
We present a simple approach to a transformation in a Euclidean space based on the
Moore–Penrose generalized inverse.
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1. Introduction
All numbers in the paper are real. We intend to generalize the notion of biortho-
gonal systems of vectors to linearly dependent systems.
Recall that the Moore–Penrose generalized inverse to a (in our case, real) matrix
A is the (unique) matrix A+ for which
AA+A = A, A+AA+ = A+,
(AA+)T = AA+, (A+A)T = A+A.
We shall use the following characterization of the Moore–Penrose inverse which
follows as a special case from [4, Theorem 1]:
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Theorem A. Let A be an m×m positive semidefinite matrix of rank r, and let R be
an m× (m− r) matrix of rank m− r for which AR = 0. Then the Moore–Penrose
inverse A+ of A is the unique matrix X which satisfies
rank
(
A I − R(RTR)−1RT
I − R(RTR)−1RT X
)
= r.
Remark. The matrix X is indeed independent of postmultiplication of R by a non-
singular matrix.
The following well known theorem states the correspondence between positive
semidefinite matrices and Gram matrices of vectors in a Euclidean space.
Theorem B. Let A = (aik) be an n× n positive semidefinite matrix with rank r.
Then in any Euclidean r-space there exists a system of vectors x1, . . . , xn, such that
for the inner products, (xi, xk) = aik, i, k = 1, . . . , n. Every linear dependence re-
lation between the rows of A is also a linear dependence relation between the vectors
xi and conversely.
We also use the notion of a Menger matrix (cf. [2]) for the matrix the entries
of which are squares of the distances of a finite set of points in a point Euclidean
space.
A well known characterization of such a matrix is the following (cf. [1, p. 107]):
Theorem C. A square real symmetric n× n matrix M = (mij ) is a Menger matrix
if and only if mii = 0 for all i and
n∑
i,j=1
mijxixj  0,
whenever x1, . . . , xn are real numbers satisfying
∑
i xi = 0.
2. Moore–Penrose biorthogonality
We denote here by Ek the Euclidean k-dimensional vector space of column vec-
tors, by (u, v) the inner product of vectors u, v and by G(W) the Gram matrix of a
finite system of ordered vectors W.
Theorem 2.1. Let U = (u1, . . . , um) be an ordered system of vectors in Er with
rank (i.e. the maximum number of linearly independent vectors in the system) r.
If R is an m× (m− r) matrix of rank m− r corresponding to all linear relations
among the vectors ui (i.e., whenever
∑
αiui = 0, then (α1, . . . , αm)T is in the range
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of R), then there exists a unique system V = (v1, . . . , vm) of vectors in Er for which
the Gram matrix of W = (u1, . . . , um, v1, . . . , vm) satisfies
G(W) =
(
G(U) I − R(RTR)−1RT
I − R(RTR)−1RT G(V )
)
.
The vectors vi satisfy the same linear dependence relations as the corresponding
vectors ui.
Proof. Set G(U) = A so that A is an m×m positive semidefinite matrix of rank r.
By Theorem B, the set of relations between the vectors ui coincides with the set of
relations between the rows of A, i.e. AR = 0. By Theorem A, the Moore–Penrose
inverse A+ has the characteristic property that the positive semidefinite matrix(
G(U) I − R(RTR)−1RT
I − R(RTR)−1RT A+
)
has rank r. By Theorem B, there exist uniquely determined vectors v1, . . . , vm for
which this is the matrix G(W).
To show that also A+R = 0, observe that by the properties of the Moore–Penrose
inverse, symmetry of A implies the symmetry of A+. Thus, AA+ = (AA+)T which
equals A+A. Therefore, AA+R = 0 which, multiplied from the left by A+ yields
the result. 
Definition 2.2. We call the system V the Moore–Penrose biorthogonal system to U
and the pair U, V the Moore–Penrose biorthogonal pair.
The following is immediate:
Theorem 2.3. The Moore–Penrose biorthogonal system to the Moore–Penrose bi-
orthogonal system is the original system. In other words, Moore–Penrose biortho-
gonality is an involution.
We can also introduce an analogous involutory transformation among systems of
points in a point Euclidean space.
Definition 2.4. Let A = (A1, . . . , Am) be an ordered set of points in a point Eu-
clidean space E spanned by these points. Let C be the centroid of A. Let V =
(v1, . . . , vm)be the Moore–Penrose biorthogonal system to the systemU = (A1 − C,
. . . , Am − C).The ordered setB= (B1, . . . , Bm)whereBi is defined byvi = Bi − C
is then called the point Moore–Penrose biorthogonal system toA.
An immediate corollary of Theorem 2.1 for the point Euclidean space is the
following:
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Theorem 2.5. The points in the Moore–Penrose biorthogonal system B satisfy the
same linear dependence relations as the points in the original systemA. In particu-
lar, convexity properties are preserved.
Let us prove now a lemma.
Lemma 2.6. Denote, for real n× n matrices, by P the matrix P = I − (1/n)J,
where J = eeT, e = (1, . . . , 1)T.
Let X denote the set of all symmetric matrices X = (xij ) satisfying xii = 0, Y
the set of all symmetric matrices satisfying Ye = 0.
Let X = (xij ), Y = (yij ) be n× n matrices. Then the following are equivalent:
1. X ∈ X and Y = − 12PXP ;
2. Y ∈ Y and xik = yii + ykk − 2yik for all i, k;
3. Y ∈ Y and X = yeT + eyT − 2Y, where y = (y11, . . . , ynn)T.
In addition, if these conditions are satisfied, then X is a Menger matrix if and
only if Y is positive semidefinite.
Proof. Clearly, 2 and 3 are equivalent.
Suppose 1. Then Y ∈ Y by Pe = 0. Define the vector y = (1/n)Xe − (tr Y )e.
We have then, after an easy manipulation,
yeT + eyT − 2Y = X,
and thus, since xii = 0, y = (y11, . . . , ynn)T, i.e. 3.
Suppose now 3. Then clearly xii = 0 for all i, so that X ∈ X. It is immediate that
− 12PXP = Y, i.e. 1.
Let now 1–3 be satisfied. Let X be a Menger matrix, so that X ∈ X. For an ar-
bitrary vector z, zTYz = − 12zTPXPz which is non-negative by Theorem C since
u = Pz satisfies eTu = 0.
Conversely, let Y ∈ Y be positive semidefinite. To show that the corresponding
matrix X is a Menger matrix, let u satisfy eTu = 0. Then uTXu = uT(yeT + eyT −
2Y )u which is −2uTYu, and thus non-positive. 
Theorem 2.7. Let A = (A1, . . . , Am) be a system of points in E. Let u1, . . . , um
be defined by ui = Ai − C, i = 1, . . . , m, where C is the centroid ofA, C = (1/m)∑
i Ai . Let P = I − (1/m)J as in Lemma 2.6. Then the Menger matrix M(A) sat-
isfies − 12PM(A)P = G(u1, . . . , um), the Gram matrix of the system u1, . . . , um.
Proof. The (i, k) entry of M(A) is (Ai − Ak,Ai − Ak) which is equal to (Ai −
C,Ai − C)+ (Ak − C,Ak − C)− 2(Ai − C,Ak − C). If the entries of the Gram
matrix G(u) are denoted as gik, we have thus (M(A))ik = gii + gkk − 2gik. By 2
of Lemma 2.6, G(u) = − 12PM(A)P . 
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Theorem 2.8. Let A, B form a Moore–Penrose biorthogonal point pair. Let P =
I − (1/m)J as in Lemma 2.6. Then the Menger matrices M(A) and M(B) satisfy
the condition:
1
2PM(A)P and
1
2PM(B)P are mutual Moore–Penrose inverses.
Proof. Follows immediately from Theorem 2.7. 
Remark 2.9. Analogously to the vector case, one can construct (uniquely) in the
spanned Euclidean point space to any given (ordered) system of points an ordered
system with the same number of points such that both systems together form a
Moore–Penrose point biorthogonal pair.
Example 2.10. Let us investigate more thoroughly the case of n+ 1 linearly inde-
pendent points A1, . . . , An+1 in a point Euclidean n-space En, n  2. Observe that
in this case the points Ai form vertices of an n-simplex A, the points Bi vertices
of an n-simplex B. The centroids of these two simplices coincide in one point,
say C.
Recall now that the Steiner ellipsoid of A is the quadric which contains all ver-
tices of A, has C as its center of symmetry and the tangent hyperplane in each
vertex is parallel to the opposite (n− 1)-dimensional face. As we observed in [3],
the Steiner ellipsoids of both simplices A and B are coaxial and the lengths of the
corresponding halfaxes are reciprocal.
Let us show that the vectors
→
CAi of the medians of A are at the same time
outward normals of the simplex B (and thus the same is true for the vectors
→
CBi
and A). Indeed, the only relation (up to a multiple) among the vectors ui = Ai − C
is that their sum is zero. It follows that as the matrix R is just the vector of all ones
which means that the matrix P0 = I − [1/(n+ 1)]J has the property that the matrix(
G(u) P0
P0 G(v)
)
for the Gram matrix G(v), vi = Bi − C, has rank n. Therefore, (ui, vk) = −1/(n+
1) if i /= k, and (ui, vi) = n/(n+ 1), i, k = 1, . . . , n+ 1. Thus (ui, vj − vk) = 0
whenever i, j, k are distinct indices which means that ui is perpendicular to the op-
posite face to Bi in B. (It is also easy to see that this normal is directed outward.)
In the sequel, we generalize the results in the previous example to the case m >
n+ 1 and interpret geometrically some notions known from the multivariate statis-
tical analysis [5].
Let thus A1, . . . , Am be points in the point Euclidean space En spanned by them;
again, let C be their centroid, ui = Ai − C. Denote as Y the m× n matrix (aip),
i = 1, . . . , m, p = 1, . . . , n, where the ith row of Y is formed by the coordinates
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of the vector ui in some cartesian coordinate system in En. Since
∑
i ui = 0, the
column sums of Y are equal to zero, i.e.
eTY = 0 (*)
in our usual notation. The matrix K = (1/m)Y T Y is being called the covariance
matrix in multivariate statistical analysis if the points Ai are considered as results of
measurements in En (with mean value zero), and the system of elliptical quadrics (x
representing the column vector of cartesian coordinates)
xTK−1x − ρ = 0
with varying positive ρ is being used to recognize the concentration of points and
the important factors of the system after bringing the quadrics to the diagonal form
by an orthogonal transformation. The point C is the center of each of the quadrics
and the quadrics are mutually homothetic with the center C. The eigenvectors of K
correspond to the vectors of the axes, the eigenvalues of K are proportional to the
half-axes of the ellipsoids.
Now, the eigenvalues of K = (1/m)Y T Y coincide with the non-zero eigenvalues
of the matrix (1/m)YY T, i. e. of (1/m)G(u) in our previous notation.
If thus B1, . . . , Bm is the Moore–Penrose biorthogonal system to A1, . . . , Am and
K̂ is the analogously formed covariance matrix of this system, then the eigenvalues
of K̂ are the non-zero eigenvalues of (1/m)(G(u))+. It is well known that in the case
of a positive semidefinite matrix, the mutual Moore–Penrose inverses have mutually
reciprocal non-zero eigenvalues and identical systems of eigenvectors. This implies
that both systems of elliptical quadrics for the points Ai and Bi have the same sys-
tems of axes, and the lengths of the halfaxes of both systems are (up to a factor of
proportionality) reciprocal.
Let us show finally that in the case m = n+ 1 the Steiner ellipsoid belongs to
the system of elliptic quadrics. To this end, it suffices to show that the number ρ(Z)
which is determined by the condition that the quadric contains one certain point Z,
i.e. ρ(Z) = zTK−1z, is the same if Z runs through all vertices Ai, i = 1, . . . , n+ 1.
The matrix U = YK−1Y T has clearly rank n, satisfies U = UT and U2 = U,
and by (*), Ue = 0. Therefore, U = I − [1/(n+ 1)]J so that all its diagonal entries
are mutually equal, equal to n/(n+ 1). It follows that the quadric corresponding to
ρ = n/(n+ 1) contains all vertices of A and the proof is complete.
Finally, observe the following facts:
1. The sum of two Menger matrices of the same size is again a Menger matrix. The
same holds for a positive multiple.
2. The sum of two matrices X1 and X2 from X in Lemma 2.5 yields again sum of
corresponding matrices in Y. The same holds for a positive multiple.
This means that we can work algebraically with the classes of mutually congruent
ordered m-tuples of points.
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3. Concluding remarks
We complete the theoretical approach in the definitions and properties by the
following way to find explicitly the Moore–Penrose biorthogonal system of vec-
tors V to the given system U. This can be solved easily in the case that we know
the coordinates of the vectors of U in some orthonormal coordinate system of the
spanned Euclidean space Ek. Let X be the m× k matrix (thus with linearly inde-
pendent columns) in which each row represents the coordinates. Then the analogous
matrix of the Moore–Penrose biorthogonal system V is Y = X(XTX)−1. Indeed, the
corresponding Gram matrices are G(U) = XXT, G(V ) = X(XTX)−2XT and these
are mutual Moore–Penrose inverses. This also implies that if XTX is the identity
matrix, then U and V coincide.
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