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RESUMEN
Estabilidad Asinto´tica de una Viga de Bresse con
Amortiguamiento no Lineal, Mixto
Julio Flores Dionicio
February, 2019
Asesor : Dra. Mar´ıa N. Zegarra Garay.
T´ıtulo Obtenido : Magister en Matema´ticas.
En esta tesis se considera un sistema vibratorio de tipo Bresse, unidimensional de do-
minio acotado con mecanismos de disipacio´n no lineales localizados actuando en todas las
tres ecuaciones de la onda. Se obtienen algunas tasas de decaimiento para las soluciones,
sin restricciones sobre los coeficientes, asi como no se considera la condicio´n de igualdad
de velocidad de propagacio´n de ondas. Un nuevo resultado concerniente a la desigualdad
de observabilidad para el sistema conservativo fue tambie´n demostrado para obtener la
estabilidad asinto´tica.
Keywords:
Semigrupos no Lineales
Desigualdad de Observabilidad.
Estabilidad Asinttica.
Sistema de Bresse.
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ABSTRACT
Asymptotic stability of a Bresse beam with
non-linear mixed damping mixed.
Flores, Julio
February, 2019
Adviser : Dra. Mar´ıa N. Zegarra Garay.
Obtained Title : Master in Mathematics.
“In this thesis we consider a vibrating system of Bresse type, in a one-dimensional
bounded domain with nonlinear localized damping acting in all the three wave equations.
We obtain some rates of decay for its solutions with no restrictions around the coefficients
as well as the condition of equal-speed wave propagation. A new result concerning an
observability inequality for the conservative system was also proved in order to reach the
asymptotics stability.”
Keywords:
Non Linear Semigroups.
Observability Inequality.
Asymptotic Stability.
Bresse System.
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Introduccio´n
“Las diferentes configuraciones del elemento viga son frecuentemente utilizadas en es-
tructuras civiles, meca´nicas, aeropespaciales por sus excelentes propiedades de rigidez y
resistencia en relacio´n al peso de e´stas. En los u´ltimos an˜os se ha visto intensificada la
investigacio´n tendiente al desarrollo de modelos teo´ricos y computacionales, confiables
para predecir el comportamiento estructural de los mencionandos elementos.
Aunque morfolo´gicamente el puente viga pueda parecer la estructura ma´s simple y di-
recta para atravesar un r´ıo, su mecanismo resistente, la flexio´n, es ma´s compleja y dif´ıcil
de intuir que el esfuerzo axial, ya sea de traccio´n o compresio´n, predominante en otras
tipolog´ıas estructurales, como los arcos o vigas curvas, motivo del presente estudio.”
Retrocediendo en la historia dado el me´rito del tema, se sen˜ala que el primer arquitecto
conocido en la historia parece ser el eminente egipcio Imhotep (aprox. 2690 - 2610 a. C.)
a quien se le atribuye la construccio´n de la pira´mide escalonada de Sakkara en donde los
u´nicos elementos estructurales que aparecen en su construccio´n son las vigas y columnas;
posteriormente se tiene referencia de una u´nica viga curva (arco) construida alrededor de
1500 a.C. en el mismo Egipto.
En Asiria, se encuentran vestigios de lo que pudo haber sido una viga curva.
Teniendo en la antiguedad la Magna Grecia la superioridad en las ciencias, fueron sin
embargo, los romanos los que desarrollaron una primigenia ingenier´ıa, como solucio´n para
el desplazamiento de sus eje´rcitos, desarrollaron la habilidad de construir puentes, entre
los ma´s famosos, por su longitud, esta´n los puentes de Julio Ce´sar (55 a. C.), sobre el Rhin
con 4 m de ancho y una longitud de poco menos de 500 metros en pilotes de madera, en el
cual no fueron utilizados clavos, sino cuerdas originando de esta forma un mecanismo de
elasticidad meca´nica, y el de Trajano (105 d. C.), sobre el Danubio, de casi 1.200 metros
construido en arcos de madera.
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Los romanos desarrollaron el aute´ntico arco semicircular de mamposter´ıa que usaron am-
pliamente para sus puentes y acueductos, entre e´stos deben mencionarse el “Pont du
Gard” en Francia y el “Acueducto de Segovia” en Espan˜a.
Pont Du Gard en Francia, puente-acueducto romano, siglo I d.C.
Acueducto romano en Segovia, Espan˜a, siglo II d.C.
En el “Oscurantismo” de la Edad Media y con el consecuente avance lento de las
ciencias, aparece destaca´ndose Leonardo da Vinci (1452-1519) quien comenzara el estudio
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meca´nico de las vigas, como la resistencia y la flexio´n de e´stas; seguido por Galileo Galilei
(1564 -1620) quien agrego´ a estas teor´ıas, lo que se llamar´ıa ma´s tarde, la meca´nica de los
materiales; discutio´ el problema de la viga en voladizo bajo su propio peso y una carga
concentrada en el extremo, en su libro, “Consideraciones y Demostraciones Matema´ticas
sobre dos Nuevas Ciencias”.
Dibujo de Galileo de una Viga en Voladizo, siglo XII d. C.
Un nuevo aporte surge a la Teor´ıa de vigas con Robert Hooke quien publica en 1678
“De Potentiaˆ Restitutiva, el cual es un tratado sobre la elasticidad y sus propiedades en
los materiales llegando a establecer una relacio´n lineal entre la magnitud de las fuerzas y
la deformacio´n que producen; su expresio´n “ut tensio sic vis” (como la tensio´n as´ı es la
fuerza) es una de las leyes de la meca´nica de los materiales que fuera de fuerte influencia
en la ingenier´ıa de estructuras del siglo XIX, estos estudios fueron aplicados posterior-
mente en 1670 por “Mariotte a las fibras de una viga observa´ndose que algunas fibras de
la viga se estiraban y otras se acortaban; definio´ como frontera la profundidad media de
la viga, acun˜a´ndose el concepto de “eje neutro”.
En la segunda mitad del siglo XVII y la primera del XVIII, la familia Bernoulli contribuyo´
ampliamente con diversos e importantes aportes a la ciencia, entre ellos el estudio de las
vigas. Jacob observo´ que durante la flexio´n de una viga ela´stica hay una seccio´n que per-
manece plana. Johann, su hermano, enuncio´, el principio de las “velocidades virtuales”,
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base de los me´todos para determinar las deformaciones ela´sticas de las estructuras. Daniel,
su hijo, se intereso´ por determinar la elasticidad de las barras dobladas, las vibraciones
de las vigas y desarrollo´ la ecuacio´n diferencial para la vibracio´n de una viga.
Coulomb (1736-1806), renombrado f´ısico, puede considerarse, junto con Navier, como
uno de los creadores de la Resistencia de materiales. En 1776, publico´ el primer ana´lisis
correcto de los esfuerzos en una viga con seccio´n rectangular. Aplico´ la ley de Hooke, a
las fibras, situo´ la superficie neutra en su posicio´n correcta, desarrollo´ el equilibrio de las
fuerzas en la seccio´n con las fuerzas externas y evaluo´ correctamente los esfuerzos. Fueron
necesarios 135 an˜os desde que Galileo hiciera el primer intento de solucionar el problema.”
Finales del siglo XIX aparece la teor´ıa matema´tica de la Elasticidad principalmente
con los trabajos de Cauchy, entre los que podemos citar, “Sur l’quilibre et le mouvement
intrieur des corps considrs comme des masses continues” en el que se introducen los con-
ceptos de tensio´n y deformacio´n, adema´s presenta de una forma ma´s sencilla la deduccio´n
de las ecuaciones fundamentales.
En este punto es necesario mencionar el tratado del matema´tico y geof´ısico del Reino
Unido A. E. H. Love (1863 - 1940, Oxford), sobre la teoria cla´sica de la elasticidad “A
Treatise on the Mathematical Theory of Elasticity”, en 1911 gana el Premio Adams cuan-
do desarrollo´ un modelo matema´tico para la propagacio´n de ondas superficiales conocidas
como las ondas de Love.
Los estudios de Stephen Timoshenko (1878 - 1972) posteriores al estudio de las vigas
de Euler-Bernoulli, establecieron el modelo matema´tico de las vibraciones transversales
de una viga, con una mejora en el modelo cla´sico planteado por Euler-Bernoulli, pues
considero´ el efecto de deformacio´n de corte, por accio´n de fuerzas externas, al considerar
la correccio´n frente a la fuerza cortante como cuatro veces ma´s importante debido a la
inercia de rotacio´n en comparacio´n con el modelo de sus predecesores.
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Desplazamiento de una viga de Euler-Bernoulli (rojo) vs. Timoshenko (azul)
“Consideraciones del Movimiento de una Viga de Timoskenko
El material de la viga debe ser homoge´neo, lineal ela´stico y sus propiedades meca´ni-
cas y te´rmicas deben ser las mismas en todas las direcciones, i.e.: isotro´pico.
El desplazamiento longitudinal w en direccio´n del eje de la viga es nulo.
El desplazamiento normal φ de los puntos sobre la seccio´n transversal del elemento
en una posicio´n x, son pequen˜os e iguales a los desplazamientos del eje de la viga.
La seccio´n transversal del elemento en una posicio´n x normal al eje de la viga antes
de la deformacio´n, permanece plana pero no necesariamente ortogonal al eje del
elemento despue´s de la deformacio´n, lo que supone la presencia de un estado de
tensiones cortantes ψ en la seccio´n de la viga.
”
Respecto al estudio de las vigas curvas diferentes estudios se su-
cedieron hasta que en 1854, el ingeniero france´s Jacques Antoine
Charles Bresse (1822-1883) publico´ su libro “Recherches Analy-
tiques sur la Flexion et la Re´sistance de Pieces Courbe´s” en el
que presentaba me´todos pra´cticos para el ana´lisis de vigas curvas
y arcos.
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“La viga curva en flexio´n constituye un importante elemento estructural de ingenier´ıa,
por sus diferentes usos y aplicaciones; la demanda por sistemas con alta velocidad, de bajo
costo y bajo consumo de energ´ıa han motivado a introducir partes flexibles en muchos
sistemas meca´nicos, tales como estructuras de rotores flexibles, estructuras ae´reas como
he´lices, ventiladores, turbinas y subsistemas de estructuras ma´s complejas pueden ser
modelados como vigas curvas, as´ı como en la construcio´n de puentes.
Un primer abordaje para entender a este elemento es analizar evidentemente la flexio´n de
la misma. Se sabe que la flexio´n simple dada por la expresio´n
σ =M/W (1)
arroja buenos resultados, en el caso de vigas rectas cargadas sime´tricamente en flexio´n
pura, ya para vigas rectas cargadas por corte, esto es, cuando las cargas atraviesan por el
centro de corte y la longitud es mucho ma´s grande que la altura de la viga, la expresio´n (1)
arroja un error mı´nimo, el cual no se considera relevante. Cuando se tienen vigas curvas
con la condicio´n que el radio de curvatura sea mayor que 5 veces la altura de la viga, (1)
arroja resultados viables, en cambio si el radio de curvatura es casi como la altura de la
viga-curva se tienen resultados poco o nada correctos. Este es el motivo que para grandes
valores de curvatura se busque una solucio´n aceptable aunque aproximada, segu´n el caso.
“Para encontrar la distribucio´n del esfuerzo de un elemento curvo en flexio´n se tienen las
siguientes consideraciones:
1. La seccio´n transversal tiene un eje de simetr´ıa en un plano a lo largo de la longitud
de la viga.
2. Las secciones transversales planas permanecen planas despue´s de la flexio´n.
3. El mo´dulo de elasticidad es igual en traccio´n que en compresio´n.
4. El eje neutro y el eje centroidal de una viga curva, no coinciden y el esfuerzo no
var´ıa en forma lineal como en una viga recta.
5. La tensio´n radial σr como tensio´n de corte τ son suficientemente pequen˜as para
poder considerar al problema como unidimensional, ver figura (1b).
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La fo´rmula para las tensiones normales circunferenciales σθ luego de estas consideraciones
se denomina “fo´rmula para vigas curvas en flexio´n.
En la figura (2a) se considera un elemento infinitesimal de viga definido por los puntos 1,
2, 3 y 4. Las cargas exteriores producen en la seccio´n considerada, esfuerzos flexionales,
cortantes y normales que deben equilibrarse por tensiones normales σθ y de corte τ . Hay
que tener presente que se consideran secciones sime´tricas y cargas actuando en el plano
de simetr´ıa, por lo tanto no hay torsio´n.
Las tensiones de corte producen alabeo de la seccio´n plana y modifican levemente la
tensio´n σθ. Es usual despreciar el efecto del corte τ salvo en el caso de vigas con alma
muy delgada.”
La teor´ıa que se trata en el presente trabajo es la teor´ıa de vigas curvas de Bresse, este
sistema es descrito a trave´s de sus ecuaciones de movimiento, donde las hipo´tesis ba´sicas
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son las siguientes:
Ecuaciones de Movimiento: Sean ρ la densidad del material, A el a´rea de la seccio´n, Q, N
y M son las relaciones de tensio´n deformacio´n del comportamiento ela´stico transversal R
el radio de curvatura, I es el momento de inercia de la seccio´n transversal, ϕ es el desplaza-
miento transversal, ψ es la rotacio´n de las secciones transversales, ω es el desplazamiento
longitudinal y F1, F2 y F3 son las fuerzas externas.
ρAϕtt = Qx +R
−1N
ρIψtt = Mx −Q
ρAwtt = Nx −R
−1Q
Ecuaciones de Tensio´n-deformacio´n: Sean ǫ, γ y kˆ las relaciones de la tensio´n-deformacio´n,
ǫ = wx −R
−1ϕ
γ = ϕx +R
−1w + ψ
kˆ = ψx
” Ecuaciones Ela´sticas Constitutivas: “Sean E el mo´dulo de elasticidad, G el mo´dulo de
cisayamiento, kˆ el factor de cisayamiento y k = kˆAG,
N = EAǫ
Q = kGAγ
M = EIkˆ
” Ahora, de las ecuaciones anteriores haciendo las sustituciones pertinentes se llega a:“
ρAϕtt − kGA(ϕx + ψ +R
−1w)x − AER
−1(wx −R
−1ϕ) = F1
ρIψtt − EIψxx + kAG(ϕx + ψ +R
−1w) = F2 (2)
ρAwtt − EA(wx −R
−1ϕ)x + kAGR
−1(ϕx + ψ +R
−1w) = F3
Luego considerando: ρ1 = ρA, ρ2 = ρI, k0 = EA, b = EI e l = R
−1 se llega a la expresio´n
cla´sica del sistema de Bresse, el cual es el motivo de este estudio, ver [14].”
El problema troncal de todos estos estudios se reduce a analizar problemas de estabi-
lidad, para este propo´sito la herramienta de las ecuaciones diferenciales parciales viabiliza
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el ana´lisis de esta estructura f´ısica, a partir del estudio de la existencia, unicidad y com-
portamiento asinto´tico de las soluciones.
Si se consideran las vibraciones como oscilaciones localizadas en una viga curva, el modelo
viene dado por las siguientes ecuaciones, derivadas de la expresio´n (2) como fuera visto, “∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥∥
ρ1ϕtt − κ(ϕx + ψ + lw)x − κ0l(wx − lϕ) + α1(x)g1(ϕt) = 0 en (0, L)× (0, T )
ρ2ψtt − bψxx + κ(ϕx + ψ + lw) + α2(x)g2(ψt) = 0 en (0, L)× (0, T )
ρ1wtt − κ0(wx − lϕ)x + κl(ϕx + ψ + lw) + α3(x)g3(wt) = 0 en (0, L)× (0, T )
con las condiciones iniciales y de frontera:
ϕ(·, 0) = ϕ0 , ϕt(·, 0) = ϕ1 ;
ψ(·, 0) = ψ0 , ψt(·, 0) = ψ1 ;
w(·, 0) = w0 , wt(·, 0) = w1 ;
ϕ(0, t) = ϕ(L, t) = ψ(0, t) = ψ(L, t) = w(0, t) = w(L, t) = 0
(3)
donde las variables denotan,
ϕ: desplazamiento transversal o vertical.
ψ: rotacio´n de las secciones transversales.
ω: desplazamiento longitudinal.
α1, α2, α3: funciones de localizacio´n.
g1, g2, g3: funciones cont´ınuas y mono´tonas.
ρ1, ρ2, b, l, κ0, κ: constantes positivas.”
En este modelo disipativo, se observa que los te´rminos de disipacio´n son no lineales
en las tres ecuaciones y de tipo localizados, por efecto de las funciones αi, asegurando
con estos mecanismos, estabilizar el sistema, en este sentido las no linealidades al no ser
por ejemplo, de tipo Lipschitz, obliga a aplicar la teor´ıa de semigrupos no lineales, se
consideran a las funciones no lineales gi, cont´ınuas y mono´tonas.
La bibliograf´ıa usada para demostrar la existencia y unicidad es tomada de los libros de
Brezis [3], Barbu [1] y Go´mez [11]. Para el ana´lisis del comportamiento asinto´tico, el tra-
bajo se centra en obtener algunas tasas de decaimiento para las soluciones, sin considerar
restricciones sobre los coeficientes y ni la igualdad de velocidad de propagacio´n de ondas,
para resolver esto se utiliza el me´todo de Lasiecka y Tataru ([16]) en el cual se introduce
una cierta funcio´n S, que se vera´ ma´s adelante, que forma parte de una ecuacio´n diferen-
9
cial ordinaria (EDO), y es e´sta funcio´n la que establece el tipo de tasa de decaimiento
de las soluciones, tal funcio´n depende de la solucio´n de la EDO. El hecho de considerar
condiciones de tipo Dirichlet, lleva a hacer estimativas, ma´s finas, por falta de datos en
la frontera, de mayor regularidad, este problema lleva a considerar una desigualdad de
observabilidad que sera´ elemento clave para estimar los te´rminos que llevan a mostrar las
tasas de decaimiento de las soluciones.
Por otra parte son diversos los estudios antecedentes a e´ste, por ejemplo se pueden citar
a los autores J. Soriano, J. Rivera, L. Fatori [20], quienes introducen en el sistema un
amortecimiento indefinido en la ecuacio´n de rotacio´n del a´ngulo, consiguiendo estabilidad
de tipo exponencial. Tambie´n es abordado el sistema de Bresse, pero con coeficientes va-
riables, e incluyendo un control interno en las tres ecuaciones, por los autores J. Soriano
y R. Schulz, [21]. , los que encuentran usando el me´todo de unicidad de Hilbert (HUM)
la controlabilidad exacta del sistema.
Zhuangyi Liu y Bopeng Rao [17], estudian el sistema de Bresse termoela´stico; las dos
ecuaciones de onda sobre el desplazamiento longitudinal y el desplazamiento del a´ngulo
de corte esta´n efectivamente amortiguadas por la disipacio´n de las dos ecuaciones de trans-
ferencia de calor, se hallan en estas condiciones, decaimiento exponencial. Ya, cuando la
tercera ecuacio´n del desplazamiento vertical presenta amortiguamiento de´bil, e´ste impide
encontrar una tasa de descomposicio´n de la energ´ıa del sistema. Sin embargo muestran
decaimiento exponencial cuando la velocidad de onda del desplazamiento vertical coincide
con la velocidad de onda del desplazamiento longitudinal o del desplazamiento del a´ngulo
de corte.
W. Charles, J. Soriano, F. Falca˜o y J. Rodrigues trabajan con el sistema considerando
mecanismos de amortiguamiento localizados no lineales en las tres ecuaciones, obtienen
tasas de decaimiento sin la restriccio´n de la condicio´n de igualdad entre las velocidades
de propagacio´n de ondas:
ρ1
ρ2
=
k
b
, k = k0
las que limitan el ana´lisis al aspecto meramente teo´rico. “El trabajo aqu´ı presentado es
una detallada exposicio´n del art´ıculo [7], culmina´ndose con una aplicacio´n del teorema de
estabilidad.”
La estructura del trabajo se presenta en cuatro cap´ıtulos a seguir.
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En el primer cap´ıtulo se exhiben las herramientas que se usara´n en el desenvolvimiento
del mismo, como son los teoremas, en especial el teorema de existencia, unicidad y re-
gularidad de las soluciones, enmarcado en la teor´ıa de semigrupos no lineales, as´ı como
las propiedades y definiciones adyacentes a esta teor´ıa. Tambie´n se mencionan resultados
del ana´lisis funcional involucrados en el tema. Se desea con estos preliminares dejar un
estudio autocontenido de la presente tesis.
En el segundo cap´ıtulo usando el teorema enunciado en Bre´zis [3], se muestra la existencia,
unicidad y regularidad de la solucio´n.
En el tercer cap´ıtulo debido a la importancia y complejidad de su contenido, se presenta
en forma aislada la desigualdad de observabilidad interna, la cual sera´ la esencial premisa
para el ana´lisis del comportamiento asinto´tico, en el subsiguiente cap´ıtulo.
Finalmente, en el cuarto cap´ıtulo se estudia el comportamiento asinto´tico de las solucio-
nes exhibie´ndose deseadas tasas de decaimiento. Y como una pequen˜a contribucio´n se
desenvuelve un ejemplo aplicativo en el cual se encuentra estabilidad asinto´tica del tipo
exponencial, se verfica el resultado usando el teorema de estabilidad dado por Lasiecka y
Tataru.
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Cap´ıtulo 1
Preliminares
1.1. Formas Sesquilineales
Definicio´n 1.1.1. “Sean X e Y dos espacios K-vectoriales. Una aplicacio´n a : X×Y →
K es llamada de forma sesquilineal en X × Y si se verifica:
1. a(x+ y, z) = a(x, z) + a(y, z), ∀ x, y ∈ X y ∀ z ∈ Y .
2. a(x, y + z) = a(x, y) + a(x, z), ∀ x ∈ X y ∀ y, z ∈ Y .
3. a(αx, y) = αa(x, y), ∀ x ∈ X, ∀ y ∈ Y y ∀α ∈ K.
4. a(x, αy) = α¯a(x, y), ∀ x ∈ X, ∀ y ∈ Y y ∀α ∈ K.
Cuando K=R a se llama forma bilineal.
Definicio´n 1.1.2. Sean X y Y dos espacios vectoriales normados y a = X×Y → K una
forma sesquilineal. Se dice que a es
1. coerciva, cuando existe una constante C > 0 tal que Re(a(x, x)) ≥ C||x||2X , para
todo x ∈ X.
2. cont´ınua (acotada), cuando existe una constante c > 0 tal que |a(x, y)| ≤ C||x||X ||y||Y ,
para todo (x, y) ∈ X × Y.
3. hermitiana, cuando a(x, y) = a(y¯, x), para todo (x, y) ∈ X × Y.
Definicio´n 1.1.3. Sean X un K-espacio vectorial, una forma sesquilineal hermitiana
a : X ×X → K es llamada de producto interno en X si se verifica:
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1. a(x, x) ≥ 0, ∀ x ∈ X;
2. a(x, x) = 0 ⇔ x = 0
Se denota un producto interno en X por (·, ·)X
Definicio´n 1.1.4. Sean X un espacio vectorial y (·, ·)X un producto interno en X. La
funcio´n || · ||X = (·, ·)
1/2
X , define una norma en X. Esta norma es llamada de norma
induzida por el producto interno (·, ·)X .
Un espacio de Banach (H, || · ||H) es llamado de espacio de Hilbert cuando la norma || · ||
es proveniente de un producto interno en H.
Definicio´n 1.1.5. Todo espacio de Hilbert es reflexivo.
Demostracio´n: Ver [13].”
1.1.1. El Teorema de Lax-Milgram
Teorema 1.1. [Teorema de Lax-Milgram] Sean H un espacio de Hilbert real (com-
plejo) y “a : H × H → R(C)una forma bilineal (sesquilineal) cont´ınua y coerciva. En-
tonces, para todo f linear (antilineal) y acotado, existe un u´nico x ∈ H tal que a(x, y) =
〈f, y〉, ∀y ∈ H.
Demostracio´n: Ver [2]”.
1.2. Espacios Lp(Ω)
Definicio´n 1.2.1. Sea Ω ⊂ RN abierto y 0 < p <∞. Sea Lp(Ω) el conjunto de todas las
funciones medibles “f : Ω → R tal que |f |p es integrable (en el sentido de Lebesgue) en
Ω, i.e.:
Lp(Ω) =
{
f : Ω→ R; f es medible y
∫
Ω
|f(x)|pdx <∞
}
Se dice que dos funciones f, g ∈ Lp(Ω) son equivalentes si f = g casi siempre en Ω.
Se denota
Lp(Ω) = Lp(Ω)\ ∼
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Para p =∞ se define
L∞(Ω) =
{
f : Ω→ R; fes acotada casi siempre (c.s) en Ω
}
Se denota por Lploc(Ω) donde 1 ≤ p ≤ ∞ y se define,
Lploc(Ω) = {f : Ω→ R medible: f ∈ L
p(K) para cada subconjunto compactoK ⊂ Ω
”
Proposicio´n 1.2.1. “
Si 0 < p <∞, entonces Lp(Ω) es un espacio vectorial.
El conjunto Lp(Ω) es un espacio vectorial.
Si f ∈ Lp(Ω) se definen las siguientes normas:
||f ||Lp(Ω) =
( ∫
Ω
|f(x)|pdx
)1/p
, 1 < p ≤ ∞
y para p =∞,
||f ||L∞(Ω) = supessx∈Ω|f(x)| := inf{k > 0; |f(x)| ≤ k c.s. en Ω}
Demostracio´n: Ver [2].
Definicio´n 1.2.2. Sea 1 ≤ p ≤ ∞. Se dice que un nu´mero real q es exponente conjugado
de p cuando 1
p
+ 1
q
= 1 si p ∈ (1,∞), q =∞ si p = 1 y q = 1 si p =∞.
Lema 1.2.1. Si 1 ≤ p <∞ y a, b > 0, entonces ap + bp ≤ (a+ b)p ≤ 2p−1(ap + bp).
Demostracio´n: Ver [4].
Lema 1.2.2. Dados a, b ≥ 0; 1 < p, q <∞ conjugados y ǫ > 0, entonces
ab ≤ ǫap + C(ǫ)bq
Demostracio´n: Ver [8].”
“
14
Proposicio´n 1.2.2. [Desigualdad de Ho¨lder] Sea Ω ⊂ RN abierto y sean p y q ex-
ponentes conjugados, 1 ≤ p ≤ ∞. Si f ∈ Lp(Ω) y g ∈ Lq(Ω) entonces fg ∈ L1(Ω)
y
||fg||L1(Ω) ≤ ||f ||Lp(Ω)||g||Lq(Ω).
Demostracio´n: Ver [2].
Proposicio´n 1.2.3. [Desigualdad de Minkowski] Sean f, g ∈ Lp(Ω), 1 ≤ p ≤ ∞.
Entonces
||f + g||Lp(Ω) ≤ ||f ||Lp(Ω) + ||g||Lp(Ω).
Demostracio´n: Ver [8].
Definicio´n 1.2.3. Sea Ω un abierto de RN y ϕ : Ω → R una funcio´n cont´ınua. El
soporte de ϕ es el conjunto
supp(ϕ) = {x ∈ Ω : ϕ(x) 6= 0}
Ω
Se denota C0(Ω) = {ϕ ∈ C(Ω) : supp(ϕ) es compacto}.
Teorema 1.2.1. [De La Representacio´n de Riesz-Frchet] Sea H un espacio de
Hilbert. Dada ϕ ∈ H ′, existe un u´nico f ∈ H tal que
〈ϕ, v〉 = (f, v), ∀v ∈ H
Adema´s
||f ||H = ||ϕ||H′
.
Demostracio´n: Ver [2]
Teorema 1.2.2. [Convergencia Dominada de Lebesgue] Si una sucesio´n fk de fun-
ciones integrables a Lebesgue en un conjunto Ω converge c.s. en Ω para una funcio´n f , y
si |fk| < g c.s. en Ω, ∀k ∈ N para alguna funcio´n g ∈ L
1(Ω), entonces la integral
∫
Ω
f
existe y se verifica, ∫
Ω
fdx = l´ım
k→∞
∫
Ω
fkdx
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Demostracio´n: Ver [8].
Lema 1.2.3. [Lema de Gronwall] Sean u ∈ L∞(0, T ) y ϕ ∈ L1(0, T ) tal que u(x) ≥ 0,
ϕ(t) ≥ 0 y sea c ≥ 0 una constante. Si
ϕ(t) ≤ c+
∫ t
0
u(s)ϕ(s)ds, ∀ t ∈ [0, T ]
Entonces
ϕ(t) ≤ ce
∫ t
0
u(s)ds ∀t ∈ [0, T ].
Demostracio´n: Ver ([4])“
Lema 1.2.4. [De Lions-Aubin] “Sean B0, B,B1 espacios de Banach y B0, B1 reflexivos
tales que B0
comp
→֒ B
cont
→֒ B1. Se define
W = {u ∈ Lp0(0, T ;B0); ut ∈ L
p1(0, T ;B1)}
donde 1 < p0, p1 <∞. Se considera W junto a la norma
||u||W = ||u||Lp0 (0,T ;B0) + ||ut||Lp1 (0,T ;B1)
un espacio de Banach. Entonces la inmersio´n de W en Lp0(0, T ;B) es compacta.
Demostracio´n: Ver [4]
1.3. Espacios W 1,p(I)
Considere el intervalo I = (a, b) ⊂ R y sea p ∈ R y 1 ≤ p ≤ ∞.
Definicio´n 1.3.1. Se define el espacio de Sobolev W 1,p(I) como,
W 1,p(I) = {u ∈ Lp(I); ∃g ∈ Lp(I), tal que
∫
I
uϕ′ = −
∫
I
gϕ ∀ϕ ∈ C10(I)}
En particular, se denota
H1(I) := W 1,2(I)
Sea u ∈ W 1,p(I) a la funcio´n g en las condiciones de la definicio´n se le llama derivada
de´bil de u y se le denota g = u′.” A las funciones ϕ se les suele llamar funciones test o
funciones de prueba.
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Proposicio´n 1.3.1. Se define:
1. “El espacio W 1,p(I) es un espacio vectorial normado junto a la norma (usual),
||u||W 1,p(I) = ||u||Lp(I) + ||u
′||Lp(I), ∀u ∈ W
1,p(I), 1 ≤ p ≤ ∞
2. Adema´s, si 1 < p <∞, entonces se puede definir la norma
||u||p =
(
||u||pLp(I) + ||u
′||pLp(I)
)1/p
en W 1,p(I) la cual es equivalente a la norma usual.
3. El espacio H1(I) es un espacio vectorial con producto interno y norma definidos,
respectivamente por,
(u, v)H1 = (u, v)L2 + (ux, vx)L2 =
∫
I
uv¯dx+
∫
I
uxv¯xdx, ∀u, v ∈ H
1(I)
||u||H1 =
( ∫
I
|u|2dx+
∫
I
|ux|
2dx
)1/p
=
(
||u||2L2 + ||ux||
2
L2
)1/p
”
Demostracio´n: Se siguen de las propiedades de norma y producto interno.
Lema 1.3.1. Sea I un intervalo ilimitado y sea u ∈ W 1,p(I), 1 ≤ p ≤ ∞. Entonces
l´ım
x→∞
u(x) = 0
Demostracio´n: Ver [2]
1.4. Los Espacios W 1,p0 (I)
Definicio´n 1.4.1. “Sea 1 ≤ p <∞. El espacio W 1,p0 (I) se define como
W 1,p0 (I) = C
1
0(I)
W 1,p
Si p = 2 se tiene,
H10 (I) = W
1,2
0 (I)
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Una caracterizacio´n para W 1,p0 (I) es,
W 1,p0 (I) = {u ∈ W
1,p(I) : u(x) = 0 para x ∈ ∂I}
Si p = 2 se tiene,
H10 (I) = {u ∈ H
1(I) : u(x) = 0 para x ∈ ∂I}.
Teorema 1.4.1. [Desigualdad de Poincare´] Sea I un intervalo limitado. Entonces
existe una constante C > 0 tal que
||u||W 1,p(I) ≤ C||u
′||Lp(I), ∀ ∈ W
1,p
0 (I)
Demostracio´n: Ver [2].
De esta desigualdad se sigue que ||u||W 1,p
0
(I) = ||u
′||Lp(I) define una norma equivalente
en W 1,p0 (I) y adema´s se prueba que C = |I|.
Lema 1.4.1. Sea u ∈ L1loc(Ω) tal que∫
Ω
u(x)ϕ(x)dx = 0, ∀ ϕ ∈ C∞0 (Ω)
entonces u = 0 c.s. en Ω.
Demostracio´n: Ver [4].
En este cap´ıtulo, X sera´ considerado un espacio de Hilbert, salvo mencio´n expresa.”
Definicio´n 1.4.2. Se define un operador con un dominio en un conjunto X e imagen en
un conjunto Y , a toda relacio´n A de X en Y , es decir, a todo y cualquier subconjunto del
producto cartesiano X × Y.
Definicio´n 1.4.3. El operador A es acotado si transforma conjuntos acotados de X en
conjuntos acotados de X ′, esto es:
Para todo u ∈ X tal que ||u||X ≤ k1, para algu´n k1 > 0, se tiene
||Au||X′ ≤ k2
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1.5. Operadores Mono´tonos
Definicio´n 1.5.1. Un operador un´ıvoco A de X se dice positivo si se verifica,
(Ax, x)X ≥ 0, ∀x ∈ X
Definicio´n 1.5.2. Sea A : X −→ X, operador un´ıvoco, se dice que es mono´tono si:
(Au− Av, u− v)X ≥ 0 ∀ u, v ∈ X
Se observa que si A es un operador un´ıvoco y lineal en un espacio de Hilbert entonces
A es mono´tono si y solamente si, A es positivo.
Definicio´n 1.5.3. Un operador A es maximal mono´tono si no admite una extensio´n
mono´tona propia, esto es si A no esta´ propiamente contenido en algu´n otro subconjunto
mono´tono.
Teorema 1.5.1. Sea A operador mono´tono de X. Son equivalentes:
(a) A es maximal mono´tono
(b) A es mono´tono y R(I + A) = X
(c) Para todo λ > 0, (I + λA)−1 : X → X es una contraccio´n.
Demostracio´n: Ver [13]
Definicio´n 1.5.4. Un operador B : X → X ′ se dice hemicont´ınuo si es un´ıvoco y adema´s
uniformemente en X ′ cuando t→ 0.
Observacio´n 1.5.1. Seja w ∈ R. Se denota por A(ω) a la clase de operadores A : X → X
tal que A+ ωI es acretivo. Por lo tanto A(0) es la clase de operadores acretivos.
Sea el plano
Γ =
{
(x, t) ∈ Rn × R;
n∑
i=1
aixi + bt = c
}
donde ai, b y c son constantes arbitrarias. El polinomio caracter´ıstico P (a1, ..., an, b) aso-
ciado al operador diferencial P (x,D) = D2t −∆ es definido por
P (a1, ..., an, b) = b
2 −
∑
i=1
n|ai|
2,
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y por tanto, Γ es caracter´ıstico de P (x,D), si y solo s´ı
∑n
i=1 |ai|
2 = b2.
Teorema 1.5.2. [De Holmgren]. Sean O1 y O2 dos abiertos convexos de R
m tal que
O1 ⊂ O2 y sea P (D) un operador diferencial con coeficientes constantes, tal que todo
plano Λ caracter´ıstico de P (D) que verifica Λ ∩ O2 6= φ satisface tambie´n Λ ∩ O1 6= φ.
Entonces cualquier solucio´n u ∈ D′(O2) de la ecuacio´n P (D)u = 0 tal que u = 0 en O1
verifica u = 0 en O2
Demostracio´n: Ver [4]
1.6. Semigrupos No Lineales
Definicio´n 1.6.1. Sean X un espacio de Banach y C ⊆ X. Se dice que una funcio´n S de
[0,∞) en la familia de aplicaciones de C en C es un semigrupo sobre C si:
(i) S(0) = I,
(ii) S(t+ s) = S(t)S(s), t, s ≥ 0
Decimos que S es continuo si
(iii) l´ımt→0+ S(t)x = x, ∀x ∈ C;
y que S es de tipo w si
(iv) ||S(t)x− S(t)y|| ≤ ewt||x− y||.
“Cuando w ≤ 0 decimos que S es un semigrupo de contracciones. Escribiremos S ∈ Qw(C)
si S fuera un semigrupo continuo de tipo w sobre C.”
1.6.1. Fo´rmula Exponencial
Asi como en el caso de los semigrupos lineales, podemos definir la exponencial de un
operador bajo ciertas hipo´tesis:
Teorema 1.2. (Fo´rmula Exponencial). Sea X un espacio de Banach y el operador
A : X → X
disipativo tal que D(A) ⊂ Im(I + λA), para todo λ > 0 suficientemente pequen˜o.
Entonces, para cada x ∈ D(A) y t > 0, existe el l´ımite
l´ım
n→∞
(I +
t
n
A)−nx
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uniformemente en t, sobre todo intervalo compacto de [0,∞[. Denotamos
S(t)x := l´ım
n→∞
(I +
t
n
A)−nx
tenemos que S ∈ Qω(D(A)), esto es S(t) es un semigrupo de contracciones sobre (D(A)).
Demostracio´n : Ver [11] en la bibliograf´ıa.
Teorema 1.3. Sea (ǫn)n una sucesio´n en R
+ tal que ǫn → 0 cuando n → ∞, [
t
ǫn
]
parte entera de t
ǫn
y A un operador que satisface las hipo´tesis del teorema (1.2). Entonces
∀x ∈ D(A) tenemos que
S(t)x = l´ım
n→∞
(I + ǫnA)
−[ t
ǫn
]x = l´ım
n→∞
(I + ǫnA)
−[ t
ǫn
]−1x
uniformemente en intervalos acotados.
Observacio´n 1.1. De forma ma´s general, si (ǫn) es una sucesio´n de nu´meros no negativos
tal que ǫn → 0, cuando n → ∞ , (kn) una sucesio´n de enteros no negativos tal que
knǫn → t y A es un operador satisfaciendo las condiciones del teorema (1.2), entonces
S(t)x = l´ım
n→∞
(I + ǫnA)
−knx, ∀x ∈ D(A)
Proposicio´n 1.6.1. Si x ∈ D(A) y 0 ≤ τ ≤ ty verifica´ndose las hipotesis del teorema
(1.2) se tiene
||S(t)x− S(τ)x|| = ew
+(t−τ)ewτ (t− τ)|Ax|
donde w+ = max{w, 0}
Definicio´n 1.6.2. El semigrupo asociado a A ∈ A(ω) por el Teorema (1.2) sera´ llamado
semigrupo generado por −A y −A es el generador exponencial de S.
1.6.2. Problema de Cauchy Abstracto
“Sea X un espacio de Banach, A : X → X un operador y considere el siguiente
Problema de Cauchy Abstracto, ∣∣∣∣∣∣∣
dU
dt
+ AU ∋ 0
U(0) = U0
(1.1)
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Definicio´n 1.6.3. Una funcio´n U : [0;∞)→ X, U0 ∈ D(A) que satisface
(i) U(t) ∈ D(A) para casi todo t ∈ (0;∞);
(ii) U(t)es lipschitziana en [0;∞)
(iv) −
dU
dt
(t) ∈ AU(t) para casi todo t ∈ (0;∞)
(1.2)
decimos que U es una solucio´n fuerte de (1.1)
Teorema 1.6.1. Sea X un espacio de Banach y A un operador maximal mono´tono de
X. Para todo U0 ∈ D(A) existe una u´nica funcio´n U(t) : [0;∞[→ X, tal que
U(t) ∈ D(A); ∀t ≥ 0
U(t) es lipschitziana en [0;∞[, esto es,
dU
dt
∈ L∞(0,∞;X)
U(t) satisface el problema de Cauchy abstracto∣∣∣∣∣∣∣
dU
dt
+ AU ∋ 0
U(0) = U0
Demostracio´n: Ver en [3].
”
Corolario 1.6.1. Sea X reflexivo y B un operador mono´tono, hemicont´ınuo y acotado de
X en X∗, Sea A un operador maximal mono´tono en X ×X∗. Entonces A+B es maximal
mono´tono.
Demostracio´n: Ver en [1].
Observacio´n 1.6.1. En particular, se tiene que cualquier operador mono´tono, hemi-
cont´ınuo y acotado de X en X es maximal mono´tono en X ×X∗.
Corolario 1.6.2. Sea X un espacio de Banach real y B operador de X en X continuo
y disipativo. Entonces para cada U0 ∈ X existe una u´nica funcio´n U ∈ C
1(0,∞;X) que
satisface
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“ ∣∣∣∣∣∣∣
dU
dt
(t) = BU(t), t ≥ 0
U(0) = U0
(1.3)
llamada solucio´n de´bil de (1.3).”
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Cap´ıtulo 2
Existencia-Unicidad-Regularidad
2.1. El Modelo y la Te´cnica de Solucio´n
“Se considera para el presente estudio de este cap´ıtulo el sistema disipativo de Bresse,
con disipaciones localizadas no lineales en las tres ecuaciones; tal sistema viene dado por
las siguientes ecuaciones acopladas de movimiento.
ρ1ϕtt − κ(ϕx + ψ + lw)x − κ0l(wx − lϕ) + α1(x)g1(ϕt) = 0 en (0, L)× (0, T ) (2.1)
ρ2ψtt − bψxx + κ(ϕx + ψ + lw) + α2(x)g2(ψt) = 0 en (0, L)× (0, T ) (2.2)
ρ1wtt − κ0(wx − lϕ)x + κl(ϕx + ψ + lw) + α3(x)g3(wt) = 0 en (0, L)× (0, T ) (2.3)
Nuestro sistema estara´ sujeto a las siguientes condiciones de frontera de tipo Dirichlet,
ϕ(0, t) = ϕ(L, t) = ψ(0, t) = ψ(L, t) = w(0, t) = w(L, t) = 0 (2.4)
y condiciones iniciales,
ϕ(·, 0) = ϕ0 , ϕt(·, 0) = ϕ1 ; ψ(·, 0) = ψ0 , ψt(·, 0) = ψ1 ; w(·, 0) = w0 , wt(·, 0) = w1 (2.5)
donde las variables denotan,
ϕ: desplazamiento transversal o vertical.
ψ: rotacio´n de las secciones transversales.
w: desplazamiento longitudinal.
α1(x), α2(x), α3(x): funciones de localizacio´n
g1, g2, g3: funciones cont´ınuas y mono´tonas
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ρ1, ρ2, b, l, κ0, κ: constantes positivas.”
Se consideran algunas restricciones convenientes, a fin de obtener el buen planteamien-
to y la estabilidad asinto´tica de las soluciones, que se desean, como son:
(i) La funcio´n gi , i = 1, 2, 3, es continua, mono´tona creciente y gi(s)s > 0 para s 6= 0.
(ii) Las constantes positivas κi y Ki verifican κi ≤ Ki y κis ≤ gi(s) ≤ Kis , i = 1, 2, 3
para |s| > 1.
(iii) Las funciones αi ∈ L
∞(0, L) no-negativas verifican:
αi(x) ≥ αi > 0 c.s. en Ii (intervalos abiertos), i = 1, 2, 3 y I :=
3⋂
i=1
Ii 6= φ
(2.6)
Observacio´n 2.1.1. Se resalta que las funciones de localizacio´n permiten considerar
mecanismos de amortecimiento, actuando en una pequen˜a regio´n arbitraria de la viga.
A seguir se enuncia el Teorema de Existencia y Unicidad de la solucio´n del sistema
(2.1)-(2.5), aplicado a un Problema equivalente a e´ste, al que se llamara´ de Problema
de Cauchy o de Valor Inicial; la demostracio´n de este teorema lleva a seguir una te´cnica
de resolucio´n. El lector familiarizado con la te´cnica de semigrupos lineales, encontrara´ la
similitud con la aplicacio´n del Teorema de Hille Yosida cuando en e´ste, se considera la
matriz asociada al sistema como siendo lineal, caso que no es el nuestro, como se vera´ ma´s
adelante, al tener a la matriz A asociada al sistema (2.1)-(2.5) como no lineal, debido a
la presencia de te´rminos no lineales en el sistema original.
2.1.1. El Buen Planteamiento del Sistema
Como punto de partida, se establece el espacio X, con este propo´sito se calcula primero
la energ´ıa asociada al sistema.
1. La Energ´ıa.
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Proposicio´n 2.1.1. “La energ´ıa asociada al sistema (2.1)-(2.5), se describe como el
funcional,
E(t) : R+ −→ R+ definido por
E(t) =
1
2
∫ L
0
ρ1ϕ
2
t + ρ2ψ
2
t + ρ1w
2
t + bψ
2
x + k(ϕx + ψ + lw)
2 + k0(wx − lϕ)
2dx′′ (2.7)
Demostracio´n: Multiplicando formalmente la ecuacio´n (2.1) por ϕt e integrando por
partes se obtiene,
ρ1
2
d
dt
∫ L
0
ϕ2tdx+k
∫ L
0
(ϕx+ψ+ lw)ϕtxdx−k0l
∫ L
0
(wx− lϕ)ϕtdx = −
∫ L
0
α1(x)g1(ϕt)ϕtdx
(2.8)
En (2.2) multiplicando ψt e integrando por partes se obtiene,
ρ2
2
d
dt
∫ L
0
ψ2t dx+
k
2
d
dt
∫ L
0
ψ2x + k
∫ L
0
(ϕx + ψ + lw)ψtdx = −
∫ L
0
g2(ψt)ψtdx (2.9)
en la ecuacio´n (2.3) multiplicando por wt e integrando por partes se obtiene,
ρ1
2
d
dt
∫ L
0
w2t dx+k0
∫ L
0
(wx− lϕ)wtxdx+kl
∫ L
0
(ϕx+ψ+ lw)wtdx = −
∫ L
0
γ(x)g3(wt)wtdx
(2.10)
sumando (2.8), (2.9) y (2.10) se tiene,
1
2
d
dt
∫ L
0
(ρ1ϕ
2
t + ρ2ψ
2
t + ρ1w
2
t + bψ
2
x)dx+
1
2
d
dt
∫ L
0
k(ϕx + ψ + lw)
2dx+
1
2
d
dt
∫ L
0
k0(wx − lϕ)
2dx
= −
∫ L
0
α1(x)g1(ϕt)ϕtdx−
∫ L
0
g2(ψt)ψtdx−
∫ L
0
γ(x)g3(wt)wtdx
reordenando
1
2
d
dt
[∫ L
0
(ρ1ϕ
2
t + ρ2ψ
2
t + ρ1w
2
t + bψ
2
x) + k(ϕx + ψ + lw)
2 + k0(wx − lϕ)
2dx
]
= −
∫ L
0
α1(x)g1(ϕt)ϕt + g2(ψt)ψt + γ(x)g3(wt)wtdx
26
“Definimos como la energ´ıa asociada al sistema, a la primera integral de la igualdad an-
terior, i.e.,
E(t) =
∫ L
0
ρ1ϕ
2
t + ρ2ψ
2
t + ρ1w
2
t + bψ
2
x + k(ϕx + ψ + lw)
2 + k0(wx − lϕ)
2dx′′ (2.11)
luego
“
d
dt
E(t) = −
∫ L
0
α1(x)g1(ϕt)ϕt + g2(ψt)ψt + γ(x)g(wt)wtdx
′′
Siendo la expresio´n de la derecha negativa, debido a las condiciones dadas en (2.6), se
concluye que el sistema es disipativo.
Observacio´n 2.1.2. Los ca´lculos anteriores han sido formales, puesto que au´n no se
demostro´ la existencia ni la regularidad de la solucio´n.
Observacio´n 2.1.3. Si se consideran nulos los te´rminos de disipacio´n en el sistema
(2.1)-(2.5), que se estudia, se obtiene el modelo conservativo, “a saber,
ρ1ϕtt − κ(ϕx + ψ + lw)x − κ0l(wx − lϕ) = 0 en (0, L)× (0, T )
ρ2ψtt − bψxx + κ(ϕx + ψ + lw) = 0 en (0, L)× (0, T ) (2.12)
ρ3wtt − κ0(wx − lϕ)x + κl(ϕx + ψ + lw) = 0 en (0, L)× (0, T )
en donde se observa que la energ´ıa para este modelo es la misma dada en (2.7) y en este
caso se verifica,
E(t) = E(0) ∀t ≥ 0 (2.13)
” Esta observacio´n sera´ de gran utilidad ma´s adelante, cuando se estudie la desigualdad
de observabilidad.
2. El Espacio de Fase
De la expresio´n de la energ´ıa dada en (2.11) se observa que, para establecer su buena
definicio´n, deben cumplirse las siguientes regularidades,
ϕ ∈ H10 (0, L) ; ϕt ∈ L
2(0, L) ; ψ ∈ H10 (0, L) ; ψt ∈ L
2(0, L) ; w ∈ H10 (0, L) ; wt ∈ L
2(0, L).
Luego, formalmente, la solucio´n (ϕ, ϕt, ψ, ψt, w, wt) del sistema (2.1)-(2.5) pertenece
al llamado espacio de fase, dado por,
“X = H10 (0, L)× L
2(0, L)×H10 (0, L)× L
2(0, L)×H10 (0, L)× L
2(0, L).′′ (2.14)
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3. El Producto Interno y la Norma del Espacio X
Con la finalidad de no recargar la notacio´n, se denotara´ ϕt por Φ, ψt por Ψ y wt por
W.
Sean (ϕ,Φ, ψ,Ψ, ω,W ), (ϕˆ, Φˆ, ψˆ, Ψˆ, ωˆ, Wˆ ) ∈ X , se define el producto interno en el espacio
de fase X como siendo,
“
〈
(ϕ,Φ, ψ,Ψ, ω,W ), (ϕˆ, Φˆ, ψˆ, Ψˆ, ωˆ, Wˆ )
〉
X
= ρ1
∫ L
0
ΦΦˆdx+ ρ2
∫ L
0
ΨΨˆdx+ ρ1
∫ L
0
WWˆdx
+b
∫ L
0
ψx ψˆx dx+ κ0
∫ L
0
(wx − lϕ)(wˆx − lϕˆ)dx
+κ
∫ L
0
(ϕx + ψ + lw)(ϕx + ψ + lw)dx
′′ (2.15)
“
El espacio X, equipado con este producto interno que fue definido a partir de la energ´ıa,
es un espacio de Hilbert, en el cual tambie´n se puede precisar su norma como siendo, “
‖U‖2X = ‖(ϕ,Φ, ψ,Ψ, ω,W )‖
2
X
=
∫ L
0
ρ1|Φ|
2 + ρ2|Ψ|
2 + ρ1|W |
2 + b|ψx|
2 + κ0|wx − lϕ|
2 + κ|ϕx + ψ + lw|
2dx
para todo U = (ϕ,Φ, ψ,Ψ, ω,W ) ∈ X.
(2.16)
”
Ma´s adelante, se usara´ convenientemente, una otra norma que es equivalente a la norma
dada en (2.16). Sin inconvenientes se usara´ la misma notacio´n que la norma anterior, a
saber,
“
‖U‖2X = ‖(ϕ, ϕt, ψ, ψt, ω, ωt)‖
2
X
=
∫ L
0
|ϕx|
2dx+
∫ L
0
|ψx|
2dx+
∫ L
0
|wx|
2dx
para todo U = (ϕ, ϕt, ψ, ψt, ω, ωt) ∈ X.
(2.17)
”
4. El Problema de Cauchy
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Resolver el sistema (2.1)-(2.4), como ya fuera sen˜alado anteriormente, equivale a re-
solver un problema de valor inicial de primer orden, para llegar a esta equivalencia, se
agrupan las variables anteriores formando la siguiente matriz, U(t) = [ϕ ϕt ψ ψt w wt]
′
,
donde el apo´strofe indica la transpuesta. Luego derivando formalmente esta matriz colum-
na U(t) y del sistema (2.1)-(2.4) sustituyendo las expresiones ϕtt, ψtt y wtt en la siguiente
matriz se tiene,
“
d
dt
U =
d
dt

ϕ
ϕt
ψ
ψt
w
wt
 =

ϕt
ϕtt
ψt
ψtt
wt
wtt
 =

ϕt
κ
ρ1
ϕxx −
κ0l
2
ρ1
ϕ+
κ
ρ1
ψx +
κl
ρ1
wx +
κ0l
ρ1
wx −
α1(x)
ρ1
g1(ϕt)
ψt
−κ
ρ2
ϕx +
b
ρ2
ψxx −
κ
ρ2
ψ −
κl
ρ2
w −
α2(x)
ρ2
g2(ψt)
wt
−κ0l
ρ1
ϕx −
κl
ρ1
ϕx −
κl
ρ1
ψ +
κ0
ρ1
wxx −
κl2
ρ1
w −
α3(x)
ρ1
g3(wt)

luego se puede reescribir,
dU
dt
=

0 I 0 0 0 0
κ
ρ1
∂2x −
κ0l
2
ρ1
I −
α1(x)
ρ1
g1(·)
κ
ρ1
∂x 0 (
κl + κ0l
ρ1
)∂x 0
0 0 0 I 0 0
−κ
ρ2
∂x 0
b
ρ2
∂2x −
κ
ρ2
I −
α2(x)
ρ2
g2(·) −
κl
ρ2
I 0
0 0 0 0 0 I
−(
κ0l + κl
ρ1
)∂x 0 −
κl
ρ1
I 0
κ0
ρ1
∂2x −
κl2
ρ1
I −
α3(x)
ρ1
g3(·)


ϕ
ϕt
ψ
ψt
w
wt

′′
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De esta forma, se construyo´ la forma matricial equivalente al sistema dado en (2.1)-
(2.3); como se observa las entradas de la matriz afectadas por las no linealidades gi, son
las que sugieren aplicar la teor´ıa de semigrupos de operadores no lineales. A este respecto
existen bibliograf´ıas que solucionan este tipo de sistemas, las que ya fueron mencionadas
en la Introduccio´n, se usara´n las consideraciones dadas en Brezis [3], las que sugieren
expresar la matriz anterior, como una suma de dos matrices que se denota a seguir, como
A y B respectivamente, para poder aplicar el corolario 1.6.1. Esto es,
“
d
dt
U =


0 I 0 0 0 0
κ
ρ1
∂2x −
κ0l
2
ρ1
I 0
κ
ρ1
∂x 0 (
κl + κ0l
ρ1
)∂x 0
0 0 0 I 0 0
−κ
ρ2
∂x 0
b
ρ2
∂2x −
κ
ρ2
I 0 −
κl
ρ2
I 0
0 0 0 0 0 I
−(
κ0l + κl
ρ1
)∂x 0 −
κl
ρ1
I 0
κ0
ρ1
∂2x −
κl2
ρ1
I 0

+

0 0 0 0 0 0
0 −
α1(x)
ρ1
g1(·) 0 0 0 0
0 0 0 0 0 0
0 0 0 −
1
ρ2
g2(·) 0 0
0 0 0 0 0 0
0 0 0 0 0 −
α3(x)
ρ1
g3(·)



ϕ
ϕt
ψ
ψt
w
w′′t

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Abreviadamente y bajo las consideraciones de la teor´ıa empleada, ver [3] se tiene,
d
dt
U − (A+B)U ∋ 0
o equivalentemente,
d
dt
U +AU ∋ 0 donde A = −(A+B)
en esta u´ltima expresio´n estar´ıa faltando agregar la condicio´n inicial, se prefiere antes
establecer el espacio donde esta´ esta condicio´n inicial para as´ı completar el problema de
valor inicial, el cual como se sabe es equivalente al sistema que se viene tratando. Para
tal, primero se debe calcular el dominio de A, como siguiente paso.
5. El Dominio del Operador A
Como ya se tiene al espacio de fase X, se puede definir el dominio del operador A ,esto
es,
D(A) = {U ∈ X;AU ∈ X}
= {U ∈ X; (A+B)U ∈ X}
= D(A+B)
= D(A) ∩D(B) (2.18)
Como
D(A) = [H10 (0, L) ∩H
2(0, L)×H10 (0, L)]
3 , D(A) ⊂ X y D(B) = X =⇒ D(A) = D(A).
(2.19)
Finalmente de (2.18) y (2.19) se tiene
D(A) = (H10 (0, L)) ∩H
2(0, L)×H10 (0, L))
3
Con las condiciones dadas en (2.6) colocadas en el dominio del operador A se tiene que
el sistema (2.1)-(2.4) es equivalente a,
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∣∣∣∣∣∣∣
dU
dt
+AU = 0
U(0) = U0
(2.20)
Teorema 2.1.1. Considerando las condiciones dadas en (2.6), se tiene que para cada
U0 ∈ D(A) existe una u´nica solucio´n fuerte que resuelve el sistema (2.20). Adema´s se
tiene que para cada U0 ∈ X existe una u´nica solucio´n de´bil que resuelve el sistema (2.20).
Demostracio´n: Para hacer esta demostracio´n se usara´ el teorema (1.6.1), cuya hipo´te-
sis consiste en mostrar que A = −(A+B) es un operador maximal mono´tono de X, a su
vez para mostrar esta hipo´tesis se usara´ el corolario enunciado en (1.6.1) cuyas hipo´tesis
sera´n demostradas a seguir. Para tal, se dividira´ la demostracio´n en dos partes.
La primera parte del corolario (1.6.1) pide mostrar que A sea un operador maximal
mono´tono lo que es equivalente, segu´n el teorema dado en “ (1.5.1), ver Brezis en [3], a
mostrar que:
(1) El operador −A es mono´tono y R(I + A) = X.
La segunda parte del corolario (1.6.1), ver Barbu en [1], pide mostrar que:
(2) El operador −B sea mono´tono, hemicont´ınuo y acotado.”
Prueba de (1):
Sea [F1 F2 F3 F4 F5 F6] ∈ X entonces existira´ U = [ϕ ϕt ψ ψt w wt]
′
∈ D(A) que
verifique:
[I − A][ϕ ϕt ψ ψt w wt]
′
= [F1 F2 F3 F4 F5 F6]
′
(2.21)
Equivalentemente,
ϕ− Φ = F1 ∈ H
1
0 (0, L) (2.22)
ρ1Φ− κ(ϕx + ψ + lw)x − κ0l[wx − lϕ] = ρ1F2 ∈ L
2(0, L) (2.23)
ψ −Ψ = F3 ∈ H
1
0 (0, L) (2.24)
ρ2Ψ− bψxx + κ(ϕx + ψ + lw) = ρ2F4 ∈ L
2(0, L) (2.25)
w −W = F5 ∈ H
1
0 (0, L) (2.26)
ρ1W − κ0[wx − lϕ]x + κl(ϕx + ψ + lw) = ρ1F6 ∈ L
2(0, L) (2.27)
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De (2.22), (2.24) y (2.26),
Φ = −ϕ− F1 ∈ H
1
0 (0, L) (2.28)
Ψ = −ψ − F3 ∈ H
1
0 (0, L) (2.29)
W = −w − F5 ∈ H
1
0 (0, L) (2.30)
Sustituyendo (2.28), (2.29) y (2.30), en (2.23), (2.25) y (2.27), respectivamente, se tiene,
ρ1ϕ− κ(ϕx + ψ + lw)x − κ0l[wx − lϕ] = f1,
ρ2ψ − bψxx + κ(ϕx + ψ + lw) = f2,
ρ1w − κ0[wx − lϕ]x + κl(ϕx + ψ + lw) = f3
(2.31)
donde
f1 = ρ1(F1 + F2), f2 = ρ2(F3 + F4), f3 = ρ1(F5 + F6). (2.32)
pasando a la formulacio´n de´bil del sistema anterior, esto es, multiplicando por u, v, z
respectivamente, cada una de las ecuaciones del sistema (2.31) e integrando de 0 a L, se
tiene, ∫ L
0
(ρ1ϕ− κ(ϕx + ψ + lw)x − κ0l[wx − lϕ])udx =
∫ L
0
f1udx∫ L
0
(ρ2ψ − bψxx + κ(ϕx + ψ + lw)vdx =
∫ L
0
f2vdx∫ L
0
(ρ1w − κ0[wx − lϕ]x + κl(ϕx + ψ + lw)zdx =
∫ L
0
f3zdx
(2.33)
integrando por partes, las tres ecuaciones y suma´ndolas se tiene,∫ L
0
(ρ1ϕ− κ(ϕx + ψ + lw)x − κ0l[wx − lϕ])udx+
∫ L
0
(ρ2ψ − bψxx + κ(ϕx + ψ + lw)vdx
+
∫ L
0
(ρ1w − κ0[wx − lϕ]x + κl(ϕx + ψ + lw)zdx =
∫ L
0
f1udx+
∫ L
0
f2vdx+
∫ L
0
f3zdx
(2.34)
Los te´rminos a la izquierda de la igualdad anterior sugieren formar la bilineal correspon-
diente.
Por otra parte, a seguir, se construira´n las hipo´tesis para aplicar el teorema de Lax-
Milgram.
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Sean U¯ , V¯ ∈ [H10 (0, L)]
3, U¯ = (φ, ψ, w), V¯ = (u, v, z), se define la forma bilineal a como
sigue,
a : (H10 (0, L)×H
1
0 (0, L)×H
1
0 (0, L))
2 −→ R (2.35)
(U¯ , V¯ ) −→ a(U¯ , V¯ ) (2.36)
a(U¯ , V¯ ) =
∫ L
0
ρ1ϕu+ ρ2ψv+ ρ1wz+κ(ϕx+ψ+ lw)(ux+ v+ lz)+κ0[wx− lϕ][zx− lu]dxdt
(2.37)
a seguir se mostrara´ que a es contn´ua y coerciva.
(i) a es cont´ınua:
a(U¯ , V¯ ) = k
∫ L
0
ϕxudx+ k0l
2
∫ L
0
ϕudx− k
∫ L
0
ψxudx− (k + k0)l
∫ L
0
wxudx
+b
∫ L
0
ψxv dx+ k
∫ L
0
ϕxv dx+ k
∫ L
0
ψu dx+ kl
∫ L
0
wv dx
+k0
∫ L
0
wxzx dx+ kl
2
∫ L
0
zz dx+ (k + k0)l
∫ L
0
ϕxz dx
+kl
∫ L
0
ψz dx.
“aplicando la desigualdad de Ho¨lder y de Poincare´ y la equivalencia entre la norma definida
en el espacio de fase y la norma usual,
|a(U¯ , V¯ )| ≤ k[
∫ L
0
(|ϕx|
2 + |ψx|
2 + |wx|
2)dx]1/2[
∫ L
0
(|u|2 + |v|2 + |z|2)dx]1/2
≤ c||U¯ ||V¯ ||
Por lo tanto a es cont´ınua.”
(ii) “a es coerciva:
a(U¯ , U¯) ≥ b
∫ L
0
ψ2xdx+ k
∫ L
0
(ϕx + ψ + lw)
2dx+ k0
∫ L
0
(wx − lϕ)
2dx
≥ c||U¯ ||2
Por lo tanto a es coerciva.”
Entonces por el Lema de Lax-Milgram, ∀F = (f1, f2, f3) ∈ [L
2(0, L)]3 existe un u´nico
U¯ ∈ [H10 (0, L)]
3 tal que verifica,
a(U¯ , V¯ ) =< F, V¯ > ∀V¯ ∈ [H10 (0, L)]
3
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lo que equivale a,
k
∫ L
0
ϕxudx+ k0l
2
∫ L
0
ϕudx− k
∫ L
0
ψxudx− (k + k0)l
∫ L
0
wxudx+ b
∫ L
0
ψxv dx
+k
∫ L
0
ϕxv dx+ k
∫ L
0
ψu dx+ kl
∫ L
0
wvdx+ k0
∫ L
0
wxzx dx+ kl
2
∫ L
0
zz dx
+(k + k0)l
∫ L
0
ϕxz dx+ kl
∫ L
0
ψz dx =
∫ L
0
f1udx+
∫ L
0
f2vdx+
∫ L
0
f3zdx
siendo esta expresio´n igual a la dada en (2.34), existe una u´nica solucio´n de´bil U =
[ϕ ϕt ψ ψt w wt]
′
∈ D(A) que resuelve (2.21). Por lo tanto queda demostrada la parte (i).
Esto es, el operador −A es maximal mono´tono.
Prueba de (2):
Se mostrara´ que −B es un operador mono´tono, hemicontinuo y acotado.
(i) −B es mono´tono:
En efecto, considerando las restricciones dadas en (2.6) y de la definicio´n dada en (1.5.2)
se verifica que −B satisface:
(−BU,U)X ≥ 0
(ii) -B es hemicontinuo:
Definicio´n 2.1. Sea −B : X −→ X ′ operador, es hemicontinuo si se satisfacen:
(a) -B es un´ıvoco
(b) ∀ U, V ∈ X; −B(U +
1
n
V )⇀ −BU en X’ cuando n→∞
Prueba de (a) : Sea U = [ϕ ϕt ψ ψt w wt]
′
∈ [H10 (0, L)× L
2(0, L)]3 se mostrara´ que
−BU =
[
0
α1(x)
ρ1
g1(Φ) 0
α2(x)
ρ2
g2(Ψ) 0
α3(x)
ρ1
g3(W )
]
∈ [H−1(0, L)× L2(0, L)]3
Equivalentemente, se muestra,
(1)
α1(x)
ρ1
g1(Φ) ∈ L
2(0, L) (2)
α2(x)
ρ2
g2(Ψ) ∈ L
2(0, L) (3)
α3(x)
ρ1
g3(W ) ∈ L
2(0, L)
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con lo que concluye la prueba.
Prueba de (b) : Para la hemicontinuidad se considera
U1 = (ϕ1,Φ1, ψ1,Ψ1, w1,W1)
′
; U2 = (ϕ2,Φ2, ψ2,Ψ2, w2,W2)
′
∈ X
se mostrara´ lo siguiente,
−B(U1 +
1
n
U2) = −B

ϕ1 +
1
n
ϕ2
Φ1 +
1
n
Φ2
ψ1 +
1
n
ψ2
Ψ1 +
1
n
Ψ2
w1 +
1
n
w2
W1 +
1
n
W2

=

0
α1(x)
ρ1
g1(Φ1 +
1
n
Φ2)
0
α2(x)
ρ2
g2(Ψ1 +
1
n
Ψ2)
0
α3(x)
ρ1
g3(W1 +
1
n
W2)

⇀

0
α1(x)
ρ1
g1(Φ1)
0
α2(x)
ρ2
g2(Ψ1)
0
α3(x)
ρ1
g3(W1)

lo que es equivalente a mostrar,
l´ım
n→∞
(α1(x)g1(Φ1 +
1
n
Φ2),Φ)L2 = (α1(x)g1(Φ1),Φ)L2(0,L)
l´ım
n→∞
(α2(x)g2(Ψ1 +
1
n
Ψ2),Ψ)L2 = (α2(x)g2(Ψ1),Ψ)L2(0,L)
l´ım
n→∞
(α3(x)g3(W1 +
1
n
W2),W )L2 = (α3(x)g3(W1),W )L2(0,L)
(2.38)
para todo Φ,Ψ yW ∈ L2(0, L).
Se mostrara´ solamente la primera igualdad, ya que las otras se siguen de manera en-
teramente ana´loga. Para este fin, se usara´ el Teorema de la convergencia dominada de
Lebesgue.
Con las variables anteriores, sea la sucesio´n
fn(x) =
α1(x)
ρ1
g1(Φ1(x) +
1
n
Φ2(x))Φ(x) (2.39)
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la cual se observa que es integrable, i.e., fn ∈ L
1(0, L). Ahora hallando el l´ımite puntual,
se tiene
l´ım
n→∞
α1(x)
ρ1
g1(Φ1(x) +
1
n
Φ2(x))Φ(x) =
α1(x)
ρ1
g1(Φ1(x))Φ(x)
se define este l´ımite como una funcio´n f(x), i.e.,
f(x) =
α1(x)
ρ1
g1(Φ1(x))Φ(x)
se observa tambie´n que esta funcio´n es medible, verifica´ndose entonces:
fn(x)→ f(x) en c. t. p. en (0, L)
Resta hallar una funcio´n g integrable que verifique: |fn(x)| ≤ g(x).
Para tal se consideran los siguientes conjuntos:
Xn =
{
x ∈ [0, L]; |Φ1(x) +
1
n
Φ2(x)| ≤ 1
}
(2.40)
Yn =
{
x ∈ [0, L]; |Φ1(x) +
1
n
Φ2(x)| > 1
}
(2.41)
a) Para x ∈ Xn: Sea Φ(x) cualquiera en L
2(0, L),
|fn(x)| = |
α1(x)
ρ1
g1(Φ1(x) +
1
n
Φ2(x))Φ(x)|
≤ |
α1(x)
ρ1
||(g1(Φ1(x) +
1
n
Φ2(x))||Φ(x)| (2.42)
como g1 es mono´tona creciente y |Φ1(x) +
1
n
Φ2(x)| ≤ 1 se verifica:
|g1(Φ1(x) +
1
n
Φ2(x))| ≤M
luego sustituyendo en (2.42) se encontro´ una funcio´n g(x) ∈ L1(Xn), i.e.,
|fn(x)| ≤
α1(x)
ρ1
M |Φ(x)| = g(x)
Entonces, por el teorema de la convergencia dominada de Lebesgue,
l´ım
n→∞
∫
Xn
fn(x) = l´ım
n→∞
∫
Xn
α1(x)
ρ1
g1(Φ1(x) +
1
n
Φ2(x))Φ(x)dx =
∫
Xn
α1(x)
ρ1
g1(Φ1(x))Φ(x)dx
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b) Para x ∈ Yn: Ana´logo al caso anterior.
Con esto queda demostrado (2.38). Por lo tanto, de lo expuesto −B es hemicontinuo.
Es evidente que el operador −B transforma subconjuntos acotados en subconjuntos
acotados, concluye´ndose la prueba de (2).
De (1) y (2) , el operador A es maximal mono´tono, luego del teorema (2.32) se con-
cluye la demostracio´n.
Finalmente teniendo en cuenta las consideraciones dadas en (2.6) y siendo el operador A
maximal mono´tono se tiene que, para cada U0 ∈ D(A) existe una u´nica solucio´n fuerte
o cla´sica . Adema´s, si U0 ∈ H entonces existe una u´nica solucio´n generalizada o mild
solution.
Por el ana´lisis realizado anteriormente se tiene el siguiente resultado:
Considera´ndose las hipo´tesis dadas en (H1-H2-H3) el problema abstracto de Cauchy tie-
ne solucion fuerte si U0 esta´ en el dominio del operador y tiene solucio´n generalizada si
Uo ∈ H.
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Cap´ıtulo 3
Desigualdad de Observabilidad
Este cap´ıtulo exhibe una parte crucial y compleja del me´todo que se usa, para hallar
la estabilidad asinto´tica, a saber, la llamada Desigualdad de Observabilidad, la cual,
permite realizar las estimativas adecuadas cuando los me´todos padrones fallan; el ana´lisis
comienza considerando, ma´s bien, el sistema conservativo dado en (2.1)-(2.4), puesto que
al igual que el sistema con amortiguamiento poseen la misma energ´ıa. Antes de demostrar
el teorema de la Desigualdad de Observabilidad se demostrara´n 2 lemas te´cnicos en los
cuales sera´ suficiente considerar soluciones fuertes para luego por argumentos de densidad
extender los resultados.
Considere |Γ| := a2 − a1 y ǫ0, suficientemente pequen˜o tal que verifique
0 < ǫ0 <
|Γ|
2
y la siguiente funcio´n cont´ınua por partes en C1:
gλ(x) =

(λ− 1)x, si x ∈ [0, a1 + ε0]
λ(x− a1 − ε0) +
a1 − a2 + 2ε0
L
(a1 + ε0) si x ∈ [a1 + ε0, a2 − ε0]
(λ− 1)(x− L) si x ∈ (a2 − ε0, L]
donde λ :=
a1 − a2 + 2ε0
L
∈ [0, 1[ y 0 ≤ a1 < a2 ≤ L
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Lema 3.1. En las condiciones dadas del sistema (2.12) y considerando la energ´ıa definida
en (2.7), para ǫ suficientemente pequen˜o y T > 0 suficientemente grande, y para algu´n Cǫ
positivo (no depende de las soluciones del sistema conservativo), se verifica,
E(0) ≤ C
(∫ T
0
∫ a2
a1
ρ1ϕ
2
t + ρ2ψ
2
t + ρ1w
2
t dxdt+ Cǫ
∫ T
0
ϕ2x + ψ
2
x + w
2
x dxdt
)
(3.1)
para T > 0 suficientemente grande existe una constante c > 0 que no depende de la
solucio´n del sistema (2.12).
Demostracio´n:
Multiplicando la primera ecuacio´n de (2.12) por ϕxgλ e integrando de 0 a T y de 0 a
L, se tiene,
0 =
∫ T
0
∫ L
0
ρ1ϕttϕxgλdxdt−
∫ T
0
∫ L
0
k(ϕx + ψ + lw)xϕxgλdxdt−
∫ T
0
∫ L
0
k0l(wx − lϕ)ϕxgλdxdt
0 = ρ1
∫ L
0
[ϕtϕxgλ]
T
0 dx− ρ1
∫ T
0
∫ L
0
ϕtϕtxgλdtdx− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)xϕxgλdxdt
− k0l
∫ T
0
[(wx − lϕ)ϕgλ]
L
0 dt+ k0l
∫ T
0
∫ L
0
(wx − lϕ)xgλϕdxdt+ k0l
∫ T
0
∫ L
0
(wx − lϕ)g
′
λϕdxdt
0 = ρ1
∫ L
0
[ϕtϕxgλ]
T
0 dx− ρ1
∫ T
0
∫ L
0
ϕtϕtxgλdtdx− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)xϕxgλdxdt
0 = ρ1
∫ L
0
[ϕtϕxgλ]
T
0 dx−
ρ1
2
∫ T
0
∫ L
0
(
d
dx
|ϕt|
2
)
gλdxdt− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)xϕxgλdxdt
+ k0l
∫ T
0
∫ L
0
(wx − lϕ)xgλϕdxdt+ k0l
∫ T
0
∫ L
0
(wx − lϕ)g
′
λϕdxdt
0 = ρ1
∫ L
0
[ϕtϕxgλ]
T
0 dx−
ρ1
2
∫ T
0
|ϕt|
2gλ]
L
0 dt+
ρ1
2
∫ T
0
∫ L
0
|ϕ|2g′λdxdt
− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)xϕxgλdxdt+ k0l
∫ T
0
∫ L
0
(wx − lϕ)xgλϕdxdt
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+k0l
∫ T
0
∫ L
0
(wx − lϕ)g
′
λϕdxdt (3.2)
Multiplicando la segunda ecuacio´n de (2.12) por ψxgλ e integrando de 0 a T y de 0 a L,
0 =
∫ T
0
∫ L
0
ρ2ψttψxgλdxdt−
∫ T
0
∫ L
0
bψxxψxgλdxdt+
∫ T
0
∫ L
0
k(ϕx + ψ + lw)ψxgλdxdt
0 = ρ2
∫ L
0
[ψtψxgλ]
T
0 dx− ρ2
∫ T
0
∫ L
0
ψtψtxgλdxdt−
b
2
∫ T
0
∫ L
0
(
d
dx
|ψx|
2
)
gλdxdt
+
∫ T
0
[k(ϕx + ψ + lw)ψgλ]
L
0 dt− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)xgλψdxdt
− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λψdxdt
0 = ρ2
∫ L
0
[ψtψxgλ]
T
0 dx−
ρ2
2
∫ T
0
∫ L
0
(
d
dx
|ψt|
2
)
gλdxdt−
b
2
∫ T
0
[
d
dx
|ψx|
2gλ]
L
0 dt
+
b
2
∫ T
0
∫ L
0
|ψx|
2g′λψdxdt− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)xgλψdxdt (3.3)
− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λψdxdt
0 = ρ2
∫ L
0
[ψtψxgλ]
T
0 dx−
ρ2
2
∫ T
0
[|ψt|
2gλ]
L
0 dx+
ρ2
2
∫ T
0
∫ L
0
|ψt|
2g′λdxdt
−
b
2
∫ T
0
[
d
dx
|ψx|
2gλ]
L
0 dt+
b
2
∫ T
0
∫ L
0
|ψx|
2g′λψdxdt− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)xgλψdxdt
− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λψdxdt (3.4)
Multiplicando la tercera ecuacio´n de (2.12) por wxgλ e integrando de 0 a T y de 0 a L,
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0 =
∫ T
0
∫ L
0
ρ1wttwxgλdxdt− k0
∫ T
0
∫ L
0
(wx − lϕ)xwxgλdxdt
+ kl
∫ T
0
∫ L
0
(ϕx + ψ + lw)wxgλdxdt
0 = ρ1
∫ L
0
[wtwxgλ]
T
0 dx−
ρ1
2
∫ T
0
[|wt|
2gλ]
L
0 dt+
ρ1
2
∫ T
0
∫ L
0
|wt|
2g′λdxdt
− k0
∫ T
0
∫ L
0
(wx − lϕ)xwxgλdxdt+ kl
∫ T
0
[(wx − lϕ)wgλ]
L
0 dt
− kl
∫ T
0
∫ L
0
(ϕx + ψ + lw)xgλwdxdt− kl
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λwdxdt
0 = ρ1
∫ L
0
[wtwxgλ]
T
0 dx+
ρ1
2
∫ T
0
∫ L
0
|wt|
2g′λdxdt− k0
∫ T
0
∫ L
0
(wx − lϕ)xwxgλdxdt
− kl
∫ T
0
∫ L
0
(ϕx + ψ + lw)xgλwdxdt− kl
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λwdxdt (3.5)
Sumando (3.2), (3.4) y (3.5), se tiene,
0 =
1
2
∫ T
0
∫ L
0
(ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2 + b|ψx|
2)g′λdxdt
+ k0l
∫ T
0
∫ L
0
(wx − lϕ)xgλϕdxdt+ k0l
∫ T
0
∫ L
0
(wx − lϕ)g
′
λdxdt− k0
∫ T
0
∫ L
0
(wx − lϕ)xψxgλdxdt
− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)xϕxgλdxdt− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)xgλψdxdt
− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)xg
′
λψdxdt− kl
∫ T
0
∫ L
0
(ϕx + ψ + lw)xgλwdxdt
− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λwdxdt−
b
2
∫ T
0
[
d
dx
|ψx|
2gλ]
L
0 dt
+
[∫ L
0
(ρ1ϕtϕx + ρ2ψtψx + ρ1wtwx)gλdx
]T
0
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0 =
1
2
∫ T
0
∫ L
0
(ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2 + b|ψx|
2)g′λdxdt
−
∫ T
0
∫ L
0
k0(wx − lϕ)x(wx − lϕ)gλdxdt+
∫ T
0
∫ L
0
k0l(wx − lϕ)xg
′
λϕdxdt
−
∫ T
0
∫ L
0
k(ϕx + ψ + lw)x(ϕx + ψ + lw)gλdxdt− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λψdxdt
−
∫ T
0
∫ L
0
kl(ϕx + ψ + lw)g
′
λwdxdt−
b
2
∫ T
0
[
d
dx
|ψx|
2gλ]
L
0 dt
+
[∫ L
0
(ρ1ϕtϕx + ρ2ψtψx + ρ1wtwx)gλdx
]T
0
0 =
1
2
∫ T
0
∫ L
0
(ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2 + b|ψx|
2)g′λdxdt
−
k0
2
∫ T
0
[
|wx − lϕ|
2gλ
]L
0
dt+
k0
2
∫ T
0
∫ L
0
|wx − lϕ|
2g′λdxdt
+
∫ T
0
∫ L
0
k0l(wx − lϕ)g
′
λϕdxdt−
k
2
∫ T
0
[
|ϕx + ψ + lw|
2gλ
]L
0
dt
+
k
2
∫ T
0
∫ L
0
|ϕx + ψ + lw|
2g′λdxdt− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)
2g′λψdxdt
− kl
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λwdxdt−
b
2
∫ T
0
[
|ψx(L)|
2gλ(L)− ψx(0)gλ(0)
]
dt
+
[∫ L
0
(ρ1ϕtϕx + ρ2ψtψx + ρ1wtwx)gλdx
]T
0
0 =
1
2
∫ T
0
∫ L
0
(ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2 + b|ψx|
2 + k0|wx − lϕ|
2 + k|ϕx + ψ + lw|
2)g′λdxdt
+
[∫ L
0
(ρ1ϕtϕx + ρ2ψtψx + ρ1wtwx)gλdx
]T
0
+
∫ T
0
∫ L
0
k0l(wx − lϕ)g
′
λϕdxdt
− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)
2g′λψdxdt− kl
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λwdxdt (3.6)
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De la definicio´n de gλ :
g′λ(x) =

λ si x ∈ [a1 + ε0, a2 − ε0]
(λ− 1) si x ∈ [0, a1 + ε0) ∪ (a2 − ε0, L]
De la expresio´n (3.6) se tiene,
0 = (λ− 1)
∫ T
0
∫ a1+ε0
0
1
2
(ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2 + b|ψx|
2 + k0|wx − lϕ|
2 + k|ϕx + ψ + lw|
2)dxdt
+ (λ− 1)
∫ T
0
∫ L
a2−ε0
1
2
(ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2 + b|ψx|
2 + k0|wx − lϕ|
2 + k|ϕx + ψ + lw|
2)dxdt
+ λ
∫ T
0
∫ a2−ε0
a1+ε0
1
2
(ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2 + b|ψx|
2 + k0|wx − lϕ|
2 + k|ϕx + ψ + lw|
2)dxdt
+
∫ T
0
∫ L
0
k0l(wx − lϕ)g
′
λϕdxdt− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)
2g′λψdxdt
− kl
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λwdxdt+
[∫ L
0
(ρ1ϕtϕx + ρ2ψtψx + ρ1wtwx)gλdx
]T
0
(1− λ)
∫ T
0
E(t)dt ≤ λ
∫ T
0
∫ a2−ε0
a1+ε0
1
2
(ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2 + b|ψx|
2
+ k0|wx − lϕ|
2 + k|ϕx + ψ + lw|
2)dxdt
+
∫ T
0
∫ L
0
k0l(wx − lϕ)g
′
λϕdxdt− k
∫ T
0
∫ L
0
(ϕx + ψ + lw)
2g′λψdxdt
− kl
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λwdxdt
+
[∫ L
0
(ρ1ϕtϕx + ρ2ψtψx + ρ1wtwx)gλdx
]T
0
(3.7)
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Como |gλ| < c1, tomando valor absoluto en la u´ltima integral de (3.7) y aplicando la
desigualdad de Young, se tiene,
[∫ L
0
(ρ1ϕtϕx + ρ2ψtψx + ρ1wtwx)gλdx
]T
0
≤
∫ L
0
[
1
2
∣∣[ρ1(ϕ2t + ϕ2x) + ρ2(ψ2t + ψ2x) + ρ1(w2t + w2x)]∣∣ |gλ(x)|dx]T
0
≤ c1
[
c2
∫ L
0
1
2
(
|ϕt|
2 + |ψt|
2 + |wt|
2 + |ϕx|
2 + |ψx|
2 + |wx|
2
)
dx
]T
0
Usando la norma dada en (2.17) desde que e´sta es equivalente a la definida en (2.16) se tiene,
= c3|E(T )− E(0)|
≤ c3(|E(T )|+ |E(0)|)
= c · E(0)
luego, [∫ L
0
(ρ1ϕtϕx + ρ2ψtψx + ρ1wtwx)gλdx
]T
0
≤ c · E(0) (3.8)
pues E(T ) = E(0), desde que E(T ) se conserva.
Estimando en (3.7) el siguiente te´rmino
−
∫ T
0
∫ L
0
k0l(wx − lϕ)ϕg
′
λdxdt ≤ k0l
∫ T
0
∫ L
0
|wx − lϕ||ϕ||g
′
λ|dxdt
≤ k0l
∫ T
0
∫ L
0
ε|wx − lϕ|
2dxdt+ cε
∫ T
0
∫ L
0
|ϕ|2dxdt
≤
∫ T
0
∫ L
0
ε
[
k0l|wx + lϕ|
2 + te´rminos de la energ´ıa
]
dxdt
+ cε
∫ T
0
∫ L
0
|ϕ|2dxdt
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≤∫ T
0
εE(0)dt+ cε
∫ T
0
∫ L
0
|ϕ|2dxdt
= εE(0)T + cε
∫ T
0
∫ L
0
|ϕ|2dxdt (3.9)
Estimando en (3.7) el te´rmino,
−k
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λψdxdt ≤
∫ T
0
∫ L
0
ε|ϕx + ψ + lw|
2dxdt+
∫ T
0
∫
0
Lcε|ψ|
2dxdt
≤
∫ T
0
εE(0)dt+ cε
∫ T
0
∫ L
0
|ψ|2dxdt
≤ εT E(0) + cε
∫ T
0
∫ L
0
|ψ|2dxdt (3.10)
Estimando en (3.7) el te´rmino,
−kl
∫ T
0
∫ L
0
(ϕx + ψ + lw)g
′
λwdxdt ≤ εTε0 + cε
∫ T
0
∫ L
0
|w|2dxdt (3.11)
Sustituyendo (3.8), (3.9), (3.10) y (3.11) en (3.7) ; donde |λ| ≤ 1, se tiene,
(1− λ)
∫ T
0
E(t)dt ≤
∫ T
0
∫ a2−ε0
a1+ε0
1
2
(ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2 + b|ψx|
2)dxdt
+
1
2
∫ T
0
∫ a2−ε0
a1+ε0
b|ψx|
2dxdt+ k0|wx − lϕ|
2 + k|ϕx + ψ + lw|
2dxdt
+ cE(0) + εE(0)T + cε
∫ T
0
∫ L
0
|ϕ|2dxdt+ cε
∫ T
0
∫ L
0
|ψ|2dxdt
+ εE(0)T + cε
∫ T
0
∫ L
0
|w|2dxdt (3.12)
Ahora estimando la segunda integral de la derecha en la expresio´n (3.12), para tal se
considera la siguiente funcio´n η ∈ C∞0 (0, L) definida por:
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
0 ≤ η(x) ≤ 1 ∀x ∈ (0, L)
η(x) = 0 en (0, a1) ∪ (a2, L)
η(x) = 1 en (a1 + ε0, a2 − ε0)
x
y
1 η(x)
a1 a1 + ǫ0 a2 − ǫ0 a2 L
Multiplicando por ϕη la primera ecuacio´n del sistema (2.12) e integrando de 0 a T y de
0 a L,
0 =
∫ T
0
∫ L
0
ρ1ϕttϕηdxdt−
∫ T
0
∫ L
0
k(ϕx + ψ + lw)xϕηdxdt
−
∫ T
0
∫ L
0
k0l(wx − lϕ)ϕηdxdt
0 =
∫ L
0
[ρ1ϕtϕηdx]
T
0 −
∫ T
0
∫ L
0
ρ1|ϕt|
2ηdxdt−
∫ T
0
[k(ϕx + ψ + lw)ϕη]
L
0 dt
+
∫ T
0
∫ L
0
k(ϕx + ψ + lw)ϕxηdxdt+
∫ T
0
∫ L
0
k(ϕx + ψ + lw)ϕηxdxdt
−
∫ T
0
∫ L
0
k0l(wx − lϕ)ϕηdxdt
0 =
∫ L
0
[ρ1ϕtϕη]
T
0 dx−
∫ T
0
∫ L
0
ρ1|ϕt|
2ηdxdt+
∫ T
0
∫ L
0
k(ϕx + ψ + lw)ϕxηdxdt
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+∫ T
0
[
k
2
ϕ2ηx]
L
0 dt−
∫ T
0
∫ L
0
k
2
ϕ2ηxxdxdt
∫ T
0
∫ L
0
kψϕηxdxdt+
∫ T
0
∫ L
0
klwϕηxdxdt
−
∫ T
0
∫ L
0
k0l(wx − lϕ)ϕηdxdt
luego,
0 =
∫ L
0
[ρ1ϕtϕη]
T
0 dx−
∫ T
0
∫ L
0
ρ1|ϕt|
2ηdxdt+
∫ T
0
∫ L
0
k(ϕx + ψ + lw)ϕxηdxdt
−
∫ T
0
∫ L
0
k
2
ϕ2ηxxdxdt
∫ T
0
∫ L
0
kψϕηxdxdt+
∫ T
0
∫ L
0
klwϕηxdxdt (3.13)
−
∫ T
0
∫ L
0
k0l(wx − lϕ)ϕηdxdt
Multiplicando por ψη la segunda ecuacio´n del (2.12) e integrando de 0 a T y de 0 a L,
0 =
∫ T
0
∫ L
0
ρ2ψttψηdxdt−
∫ T
0
∫ L
0
bψxxψηdxdt+
∫ T
0
∫ L
0
k(ϕx + ψ + lw)ψηdxdt
0 =
∫ L
0
[ρ2ψtψη]
T
0 dx−
∫ T
0
∫ L
0
ρ2ψ
2
t ηdxdt−
∫ T
0
[bψxψη]
L
0 dt+
∫ T
0
∫ L
0
bψ2xηdxdt
+
∫ T
0
∫ L
0
bψxψηxdxdt+
∫ T
0
∫ L
0
k(ϕx + ψ + lw)ψηdxdt
0 =
∫ L
0
[ρ2ψtψη]
T
0 dx−
∫ T
0
∫ L
0
ρ2ψ
2
t ηdxdt+
∫ T
0
∫ L
0
bψ2xηdxdt−
b
2
∫ T
0
∫ L
0
ψ2ηxxdxdt
+
∫ T
0
∫ L
0
k(ϕx + ψ + lw)ψηdxdt (3.14)
Multiplicando por wη la tercera ecuacio´n de (2.12) e integrando de 0 a T y de 0 a L,
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0 =
∫ T
0
∫ L
0
ρ1wttwηdxdt−
∫ T
0
∫ L
0
k0(wx − lϕ)xwηdxdt+
∫ T
0
∫ L
0
kl(ϕx + ψ + lw)wηdxdt
0 =
∫ L
0
[wtwη]
T
0 dx−
∫ T
0
∫ L
0
ρ1w
2
t ηdxdt−
∫ T
0
[k0(wx − lϕ)wη]
L
0 dt+
∫ T
0
∫ L
0
k0(wx − lϕ)wxηdxdt
+
∫ T
0
∫ L
0
k0(wx − lϕ)wηxdxdt+
∫ T
0
∫ L
0
kl(ϕx + ψ + lw)wηdxdt
0 =
∫ L
0
ρ1[wtwη]
T
0 dx−
∫ T
0
∫ L
0
ρ1w
2
t ηdxdt+
∫ T
0
∫ L
0
k0(wx − lϕ)wxηdxdt
−
∫ T
0
∫ L
0
k0
2
w2ηxxdxdt−
∫ T
0
∫ L
0
k0lϕwηxdxdt+
∫ T
0
∫ L
0
kl(ϕx + ψ + lw)wηdxdt (3.15)
Sumando (3.13), (3.14), (3.15) y ordenando adecuadamente,∫ T
0
∫ L
0
(b|ψx|
2 + k0|wx − lϕ|
2 + k|ϕx + ψ + lw|
2)ηdxdt
= −
∫ L
0
[ρ1ϕtϕ+ ρ2ψtψ + ρ1wtw]
T
0 ηdx+
∫ T
0
∫ L
0
ρ1|ϕt|
2ϕ+ ρ2|ψt|
2 + ρ1|wt|
2)ηdxdt
+
1
2
∫ T
0
∫ L
0
(k|ϕ|2 + b|ψ|2 + k0|w|
2)ηxxdxdt−
∫ T
0
∫ L
0
(kψϕ+ klwϕ− k0lϕw)ηxdxdt
(3.16)
Estimando en (3.16) el siguiente te´rmino,
−
∫ L
0
[ρ1ϕtϕ+ ρ2ψtψ + ρ1wtw]
T
0 η(x)dx
≤ |
∫ L
0
1
2
[ρ1(|ϕt|
2 + cp|ϕx|
2) + ρ2(|ψt|
2 + cp|ψx|
2) + ρ1(|wt|
2 + cp|wx|
2)]T0 η(x)|dx
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≤ |c
∫ L
0
1
2
(|ϕt|
2) + |ψt|
2 + |wt|
2 + |ϕx|
2 + |ψx|
2 + |wx|
2)dx]T0 |
≤ c|E(T )− E(0)| ≤ c|E(T )|+ |E(0)| = cE(0) (3.17)
desde que es va´lida la desigualdad de Poincare´ y la equivalencia entre la norma de la
energ´ıa y la norma usual en X.
Estimando en (3.16) el siguiente te´rmino:
∫ T
0
∫ L
0
(ρ1|ϕt|
2 + ρ2|ϕt|
2) + ρ1(|wt|
2)η(x)dxdt
=
∫ T
0
∫ a2−ǫ0
a1+ǫ0
ρ1|ϕt|
2 + ρ2|ψt|
2) + ρ1(|wt|
2)dxdt
≤
∫ T
0
∫ a2
a1
ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2dxdt (3.18)
Nuevamente estimando el siguiente te´rmino en (3.16):
−
∫ T
0
∫ L
0
(kψϕ+ klwϕ− k0lϕw)ηxdxdt, usando Young :
=
1
2
∫ T
0
∫ L
0
k(ψ2 + ϕ2) + kl(w2 + ϕ2) + k0l(ϕ
2 + w2)|ηx|dxdt
≤ c
∫ T
0
∫ a2
a1
|ϕ|2 + |ψ|2 + |w|2dxdt (3.19)
Sustituyendo (3.17), (3.18), (3.19) en (3.16) y desde que |η| ≤ 1:
∫ T
0
∫ a2−ǫ0
a1+ǫ0
(b|ψx|
2 + k0|wx − lϕ|
2 + k|ϕx + ψ + lw|
2)ηdxdt
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≤
1
2
∫ T
0
∫ L
0
(b|ψx|
2 + k0|wx − lϕ|
2 + k|ϕx + ψ + lw|
2)dxdt
≤ cE(0) + c
∫ T
0
∫ a2
a1
ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2dxdt
+ c
∫ T
0
∫ a2
a1
(ϕ2 + ψ2 + w2)dxdt c=constante positiva (3.20)
luego de la funcio´n η se tiene de lo anterior:
∫ T
0
∫ a2−ǫ0
a1+ǫ0
b|ψx|
2 + k0|wx − lϕ|
2 + k|ϕx + ψ + lw|
2dxdt
≤ cE(0) +
∫ T
0
∫ a2
a1
ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2dxdt+ c
∫ T
0
∫ a2
a1
ϕ2 + ψ2 + w2dxdt
donde, c = constante positiva. (3.21)
Luego sustituyendo (3.21) en (3.12) y como E(t) = E(0) ∀t , se tiene,
(1− λ)E0T ≤
∫ T
0
∫ a2−e0
a1+e0
1
2
(ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|ωt|
2)dxdt
+ cE(0) + c
∫ T
0
∫ a2
a1
(ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|ωt|
2)dxdt
+ c
∫ T
0
∫ a2
a1
(ϕ2 + ψ2 + ω2)dxdt
+ cE(0) + ǫE(0)T + cǫ
∫ T
0
∫ l
0
|ϕ|2dxdt+ ǫE(0)T + Cǫ
∫ T
0
∫ L
0
|ψ|2dxdt;
+ ǫE(0)T + Cǫ
∫ T
0
∫ L
0
|ω|2dxdt
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≤ c
∫ T
0
∫ a2
a1
(ρ1ϕ
2
t + ρ2|ψt|+ ρ1|ωt|
2)dxdt
+ cǫ
∫ T
0
∫ L
0
(ϕ2 + ψ2 + ω2)dxdt+ cE(0) + 3ǫE(0)T
(1− λ− 3ǫ)E0T ≤ CE0 + c
∫ T
0
∫ a2
a1
(ρ1ϕ
2
t + ρ2ψ
2
t + ρ1ω
2
t )dxdt
+ cǫ
∫ T
0
∫ L
0
(ϕ2 + ψ2 + ω2)dxdt
tomando ǫ , tal que ǫ <
1− λ
3
se tiene:
tE0 ≤c˜E0 + c˜
∫ T
0
∫ a2
a1
(ρ1ϕ
2
t + ρ2ψ
2
t + ρ1ω
2
t )dxdt
+ c˜
∫ T
0
∫ L
0
(ϕ2 + ψ2 + ω2)dxdt; c˜ =
c
1− λ− 3e
luego
(T − c˜)E0 ≤c˜
∫ T
0
∫ a2
a1
(ρ1ϕ
2
t + ρ2ψ
2
t + ρ1ω
2
t )dxdt+ c˜ǫ
∫ T
0
∫ L
0
(ϕ2 + ψ2 + ω2)dxdt
Finalmente tomando T > c˜, se concluye,
E0 ≤ c
∫ T
0
∫ a2
a1
(ρ1ϕ
2
t + ρ2ψ
2
t + ρ1ω
2
t )dxdt+ cǫ
∫ T
0
∫ L
0
(ϕ2 + ψ2 + ω2)dxdt (3.22)
donde c > 0 depende de λ y ǫ, pero no de T ni de la solucio´n del sistema conservativo.
Lema 3.2. En las condiciones dadas del sistema (2.12), para T > 0 suficientemente
grande, existe una constante c > 0 tal que se verifica:∫ T
0
∫ L
0
ϕ2 + ψ2 + ω2dxdt ≤ c
∫ T
0
∫ a2
a1
ρ1ϕ
2
t + ρ2ψ
2
t + ρ1ω
2
t dxdt (3.23)
Demostracio´n:
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La demostracio´n sera´ hecha por contradiccio´n.
Considere la desigualdad dada en (3.23) falsa, siendo as´ı se puede encontrar una sucesio´n
de soluciones nulas {ϕv, ψv, ωv}v∈N que verifiquen:∫ T
0
∫ L
0
(ϕ2v + ψ
2
v + ω
2
v)dxdt > v
∫ T
0
∫ a2
a1
(ρ1ϕ
2
vt + ρ2ψ
2
vt + ρ1ω
2
vt)dxdt,
lo que verifica,∫ T
0
∫ a2
a1
(ρ1ϕ
2
vt + ρ2ψ
2
vt + ρ1ω
2
vt)dxdt∫ T
0
∫ L
0
(ϕ2v + ψ
2
v + ω
2
v)dxdt
−→ 0, cuando v −→∞
Denotando:
ϕ̂v =
ϕv√∫ T
0
∫ L
0
(ϕ2v + ψ
2
v + ω
2
v)dxdt
ψ̂v =
ψv√∫ T
0
∫ L
0
(ϕ2v + ψ
2
v + ω
2
v)dxdt
(3.24)
ω̂v =
ωv√∫ T
0
∫ L
0
(ϕ2v + ψ
2
v + ω
2
v)dxdt
Derivando respecto a t estas expresiones en (3.24):
ϕ̂v =
ϕvt√∫ T
0
∫ L
0
(ϕ2v + ψ
2
v + ω
2
v)dxdt
ψ̂v =
ψvt√∫ T
0
∫ L
0
(ϕ2v + ψ
2
v + ω
2
v)dxdt
ω̂v =
ωvt√∫ T
0
∫ L
0
(ϕ2v + ψ
2
v + ω
2
v)dxdt
Luego,
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∫ T
0
∫ a2
a1
(ρ1ϕ̂
2
vt + ρ2ψ̂
2
vt + ρ1ω̂
2
vt)dxdt =
∫ T
0
∫ a2
a1
(ϕ2vt + ψ
2
vt + ω
2
vt)dxdt∫ T
0
∫ L
0
(ϕ2v + ψ
2
v + ω
2
v)dxdt
<
1
v
tomando l´ımite cuando v −→∞
l´ım
v→∞
(
∫ T
0
∫ a2
a1
(ρ1ϕ̂
2
vt + ρ2ψ̂
2
vt + ρ1ω̂
2
vt)dxdt) = 0 (3.25)
tambie´n de (3.24) se tiene,∫ T
0
∫ L
0
(ρ1ϕ̂
2
vt + ρ2ψ̂
2
vt + ρ1ω̂
2
vt)dxdt = 1 para todo v ∈ N. (3.26)
de (3.25) y (3.26) respectivamente se tiene,
(ϕ̂vt , ψ̂vt , ω̂vt) son acotadas en L
2(0, T );L2([a1, a2])
(ϕ̂v, ψ̂v, ω̂v) son acotadas en L
2(0, T );L2(0, L) (3.27)
luego, se tiene,
Ev = Ev(0) ≤ c
∫ T
0
∫ a2
a1
(ρ1ϕ̂
2
vt + ρ2ψ̂
2
vt + ρ1ω̂
2
vt)dxdt+
∫ T
0
∫ L
0
(ϕ̂2v + ψ̂
2
v + ω̂
2
v)dxdt
Por (3.27) la expresio´n de la derecha de la desigualdad anterior esta´ acotada, luego los
te´rminos que conforman Ev(E) esta´n acotados, esto es;

(ϕ˜vt), (ψ˜vt), (ω˜vt) esta´n acotados en L
2(0, T ;L2(0, L))
(ψ˜v) esta´ acotado en L
2(0, T ;H10 (0, L))
(ϕ˜vx + ψ˜vt + ω˜vt), (ω˜vx − lϕ˜v) esta´n acotados en L
2(0, T ;L2(0, L))
(3.28)
Resta mostrar (ϕv) y (ωv) acotadas en L
2(0, T ;L2(0, L)), en efecto:
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Sea
ϕ˜v(x, t) =
∫ t
0
ϕ′v(x, s)ds+ ϕ˜v(0)
|ϕ˜v(x, t)|
2 =
∣∣∣∣∫ t
0
d
ds
ϕ˜(x, s)ds+ ϕ˜v(0)
∣∣∣∣2
≤ 2
∫ t
0
∣∣∣∣ ddsϕ˜(x, s)
∣∣∣∣2 ds+ 2|ϕ˜v(0)|2
∫ L
0
|ϕ˜v(x, t)|
2dx ≤ 2
∫ L
0
[∫ T
0
∣∣∣∣ ddsϕ˜(x, s)
∣∣∣∣2 ds
]
dx+ 2
∫ L
0
|ϕ2v(0)|
2dx
||ϕ˜v(t)||
2
L2(0,L) ≤ 2
∣∣∣∣∣∣∣∣ ddsϕ˜v
∣∣∣∣∣∣∣∣2
L2(0,T ;L2(0,L))
+ 2||ϕ2v(0)||
2
L2(0,L)
∫ T
0
||ϕ˜v(t)||
2
L2(0,L)dt ≤ 2
∫ T
0
||ϕ˜v||
2
L2(0,T ;L2(0,L))dt+ 2
∫ T
0
||ϕ2v(0)||
2
L2(0,L)dt
||ϕ˜||2L2(0,T ;L2(0,L)) ≤ 2T ||ϕ˜
′
v||
2
L2(0,T ;L2(0,L)) + 2T ||ϕ
2
v||
2
L2(0,L)
≤ c1 + c2
Por lo tanto: ϕ˜v es acotada en L
2(0, T ;L2(0, L)).
Ana´logamente para ω˜v, luego de (3.28) como (ω˜vx− lϕ˜v) esta´ acotado y ϕ˜v esta´ aco-
tado, entonces ω˜vx esta´ acotado en L
2(0, T ;L2(0, L)) y por Poincare´ ω˜v esta´ acotado en
L2(0, T ;H10 (0, L)).
Ahora de (3.28), como (ϕ˜vx + ψ˜v + lω˜v), ω˜v, ψ˜v, esta´n acotados en L
2(0, T ;L2(0, L)),
tambie´n ϕ˜vx esta´ acotado en L
2(0, T ;L2(0, L)); luego por Poincare´ ϕ˜v esta´ acotado por
L2(0, T ;L2(0, L)).
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Finalmente, de lo anterior se tienen las siguientes acotaciones,
ω˜v esta´ acotado en L
2(0, T ;H10 (0, L))
ω˜vt esta´ acotado en L
2(0, T ;L2(0, L))
ϕ˜vt esta´ acotado en L
2(0, T ;L2(0, L))
ψ˜v esta´ acotado en L
2(0, T ;H10 (0, L))
ϕ˜v esta´ acotado en L
2(0, T ;H10 (0, L))
ψ˜vt esta´ acotado en L
2(0, T ;L2(0, L))
y como H10 (0, L) →֒ L
2(0, L) →֒ L1(0, L); se concluye por el Lema de Lions-Aubin:
ω˜v → ω˜ fuerte en L
2(0, T ;L2(0, L))
ϕ˜v → ϕ˜ fuerte en L
2(0, T ;L2(0, L))
ψ˜v → ψ˜ fuerte en L
2(0, T ;L2(0, L))
De estas convergencias fuertes y de (3.26) se tiene:
1 = l´ım
v→∞
∫ T
0
∫ L
0
(ϕ˜2v + ψ˜
2
v + ω˜
2
v)dxdt =
∫ T
0
∫ L
0
(ϕ˜2 + ψ˜2 + ω˜2)dxdt (3.29)
Por otra parte, de las acotaciones en (3.16), se observa que cada una de las sucesiones
ϕvt, ψvt, ωvt convergen de´bil, entonces se tiene,∫ T
0
∫ a2
a1
(ρ1ϕ˜
2
t + ρ2ψ˜
2
t + ρ1ω˜
2
t )dxdt ≤ l´ım inf
v→∞
∫ T
0
∫ a2
a1
(ρ1ϕ˜
2
vt + ρ2ψ˜
2
vt + ρ1ω˜
2
vt)dxdt = 0
Luego ϕ˜t = ψ˜t = ω˜t = 0 en (a1, a2)× (0, T ).
Junto a este resultado siendo {ϕ˜, ψ˜, ω˜} solucio´n del sistema tratado se tiene:
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
ρ1ϕ˜tt − k(ϕ˜x + ψ˜ + lω˜)x − k0l(ω˜x − lϕ˜) = 0 en Q
ρ2ψ˜tt − bψ˜xx + k(ϕ˜x + ψ˜ + lω˜) = 0 en Q
ρ1ω˜tt − k0(ω˜x − lϕ˜)x + kl(ϕ˜x + ψ˜ + lω˜)x = 0 en Q
ϕ˜t = ψ˜t = ω˜t = 0 en (a1, a2)× (0, T )
(3.30)
donde Q = (0, T )× (0, L).
Derivando en el sentido distribucional respecto a t el sistema (3.30) se tiene:

ρ1ϕ˜ttt − k(ϕ˜x + ψ˜ + lω˜)xt − k0l(ω˜x − lϕ˜)t = 0 en (0, T )× (0, L)
ρ2ψ˜ttt − bψ˜xxt + k(ϕ˜x + ψ˜ + lω˜)t = 0 en (0, T )× (0, L)
ρ1ω˜ttt − k0(ω˜x − lϕ˜)xt + kl(ϕ˜x + ψ˜ + lω˜)xt = 0 en (0, T )× (0, L)
ϕ˜tt = ψ˜tt = ω˜tt = 0 en (a1, a2)× (0, T )
(3.31)
En este sistema (3.31) denotando ϕ˜t = z, ψ˜t = u, ω˜t = v se tiene:

ρ1ztt − k(zx + u+ lv)x − k0l(vx − lz) = 0 en (0, T )× (0, L)
ρ2utt − buxx + k(zx + u+ lv) = 0 en (0, T )× (0, L)
ρ1vtt − k0(vx − lz)x + kl(zx + u+ lv)x = 0 en (0, T )× (0, L)
z = u = v = 0 en (a1, a2)× (0, T )
(3.32)
donde U := (z, u, v) es solucio´n de (3.32).
Luego usando el teorema de Holmgren (visto en preliminares) en el sistema (3.32) para
los abiertos D1 = (a1, a2) × (0, T ) y D2 = (0, L) × (0, T ) y como el sistema (3.32) visto
57
como operador diferencial aplicado en U es cero y la solucio´n U es cero en D1 se concluye
que U = 0 en D2, esto es:
z = u = v = 0 en (0, L)× (0, T ).
Equivalentemente, ϕ˜t = ψ˜t = ω˜t = 0 en c.t.p. de (0, L)× (0, T ).
Luego ϕ˜tt = ψ˜tt = ω˜tt = 0.
Sustituyendo estos valores en el sistema (3.30), se tiene,
−k(ϕ˜x + ψ˜ + lω˜)x − k0l(ω˜x − lϕ˜) = 0 en (0, T )× (0, L)
−bψ˜xx + k(ϕ˜x + ψ˜ + lω˜) = 0 en (0, T )× (0, L)
−k0(ω˜x − lϕ˜)x + kl(ϕ˜x + ψ˜ + lω˜) = 0 en (0, T )× (0, L)
(3.33)
Multiplicando (3.33) por ϕ˜ e integrando por partes;
0 =
∫ T
0
∫ L
0
−k(ϕ˜x + ψ˜ + lω˜)xϕ˜dxdt−
∫ T
0
∫ L
0
k0l(ω˜x − lϕ˜)ϕ˜dxdt
0 =
∫ T
0
[−k(ϕ˜x + ψ˜ + lω˜)ϕ˜ ]
L
0 dt+
∫ T
0
∫ L
0
k(ϕ˜x + ψ˜ + lω˜)ϕ˜xdxdt (3.34)
+
∫ T
0
∫ L
0
k0l(ω˜x − lϕ˜)ϕ˜dxdt
Multiplicando (3.33) por ψ˜ e integrando por partes:
0 =
∫ T
0
∫ L
0
−bψ˜xxψ˜dxdt+
∫ T
0
∫ L
0
k(ϕ˜x + ψ˜ + lω˜)ψ˜dxdt
0 =
∫ T
0
[−bψ˜xψ˜ ]
L
0 dt+
∫ T
0
∫ L
0
bψ˜xψ˜xdxdt+
∫ T
0
∫ L
0
k(ϕ˜x + ψ˜ + lω˜)ψ˜dxdt (3.35)
Multiplicando (3.33) por ω˜ e integrando por partes,
0 =
∫ T
0
∫ L
0
−k0(ω˜x − lϕ˜)xω˜dxdt+
∫ T
0
∫ L
0
kl(ϕ˜x + ψ˜ + lω˜)ω˜dxdt
0 =
∫ T
0
[−k0(ω˜x − lϕ˜)ω˜ ]
L
0 dt+
∫ T
0
∫ L
0
k0(ω˜x − lϕ˜)ω˜xdxdt (3.36)
+
∫ T
0
∫ L
0
kl(ϕ˜x + ψ˜ + lω˜)ω˜dxdt
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Sumando (3.34), (3.35) y (3.36):
0 =
∫ T
0
∫ L
0
k(ϕ˜x + ψ˜ + lω˜)
2dxdt+
∫ T
0
∫ L
0
bψ˜2xdxdt+
∫ T
0
∫ L
0
k0(ω˜x − lϕ˜)
2dxdt
De esta igualdad se tiene: 
ϕ˜x + ψ˜ + lω˜ = 0
ω˜x − lϕ = 0
ψ˜ = 0 por Poincare´
(3.37)
Reduciendo (3.37), se tiene, 
ϕ˜x + lω˜ = 0
ω˜x − lϕ = 0
ω˜, ϕ˜ ∈ HL0 (0, L)
(3.38)
Resolviendo (3.38) se tiene, 
ϕ˜xx + l
2ϕ˜ = 0
ϕ˜ ∈ H10 (0, L)
luego
ϕ˜ = c1cos(lx) + c2sen(lx) (3.39)
entonces
c1 = 0 y c2sen(lL) = 0
En (3.39): ϕ˜(x) = c2sen(lx)
→ ϕ˜x(x) = c2lcos(lx)
→ ϕ˜x(0) = c2l
(3.40)
Por otra parte en (3.38): ϕ˜x(0) + lω˜(0) = 0 → ϕ˜x(0) = 0
sustituyendo en (3.40): c2 = 0
Por lo tanto en (3.39): ϕ˜(0) = 0, x ∈ [0, L]
Luego en (3.38) se tiene ω˜(x) = 0 en [0, L], esto es:
ϕ = ψ = ω = 0 [0, L]
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lo que contradice la expresio´n dada en (3.29), demostra´ndose el Lema 3.2.
Teorema 3.1 (Desigualdad de Observabilidad). Sea Γ := (a1, a2) un intervalo abierto
contenido en (0, L). Para T > 0 suficientemente grande, existe una constante positiva
C0 (no depende de las soluciones de (2.12)) tal que, toda solucio´n {ϕ, ψ, ω} de (2.12)
satisface
E0 ≤ C0
(∫ T
0
∫
Γ
ρ1|ϕt|
2 + ρ2|ψt|
2 + ρ1|wt|
2 dxdt
)
(3.41)
donde E0 := E(0) es la energ´ıa inicial relacionada a la solucio´n {ϕ, ψ, ω}.
Demostracio´n: Sustituyendo (3.23) en (3.22), se concluye la demostracio´n.
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Cap´ıtulo 4
Comportamiento Asinto´tico
En el presente cap´ıtulo se desarrollan previamente algunos resultados a manera de
lemas que resuelven el resultado central que se presenta en el Teorema de Estabilidad.
Este estudio es basado en los resultados de Lasiecka y Tataru [16] y posteriormente por
Cavalcanti et al. [6], en este punto es necesario garantizar la disipacio´n del sistema, para
tal se definen a continuacio´n algunas funciones apropiadas.
Lema 4.1. Sea h definida como,
h(x) = h1(x) + h2(x) + h3(x) (4.1)
y hi(0) = 0, i = 1, 2, 3, donde hi son funciones co´ncavas y estrictamente crecientes,
donde se verifica:
(i) hi(sgi(s)) ≥ s
2 + g2i (s), para |s| ≤ 1. (4.2)
Observe que dicha funcio´n puede construirse directamente, con las hipo´tesis sobre las
funciones gi dadas en (2.6). Adema´s, con esta funcio´n h se puede definir la funcio´n
r como sigue:
(ii) Sea r(·) = h
(
·
|Q|
)
donde Q = (0, T )× (0, l) y |Q| = meas(Q). (4.3)
Como r es mono´tona creciente, la funcio´n (cI + r) es inversible para todo c ≥ 0.
Con esta funcio´n r se puede definir la funcio´n p:
(iii) Sea p(x) = (cI + r)−1(Mx) para M > 0 y c ∈ R constantes, verifica´ndose p positiva,
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cont´ınua y estrictamente creciente, con p(0) = 0. (4.4)
Deno´tese q(x) = x− (I + p)−1(x). (4.5)
Observacio´n 4.1. Del hecho que p(x) es estrictamente creciente se desprende que tam-
bie´n q(x) es positiva. En efecto,
Suponga que existe x0 ∈ R t. q.: q(x0) < 0
q(x0) = x0 − (I + P )
−1(x0) < 0
aplicando (I + p)(x0) y como p es positiva, se tiene
p(x0) < 0
lo que es una contradiccio´n. Por tanto q(x) es positiva.
Lema 4.2. [Lasiecka y Tataru] Sean p y q las funciones definidas en el lema anterior;
considere la sucesio´n {sn} de nu´meros positivos que verifican,
sm+1 + p(sm+1) ≤ sm.
Entonces sm ≤ S(m), donde S(t) es una solucio´n de la ecuacio´n diferencial,∣∣∣∣∣∣∣
d
dt
S(t) + q(S(t)) = 0
S(0) = s0
Adema´s, si p(x) > 0 para x > 0:
l´ım
t→∞
S(t) = 0
Ver [16].
A seguir se establece el resultado principal de esta exposicio´n.
Teorema 4.1. [Teorema de Estabilidad]
Considerando lo establecido en (2.6), existe una constante positiva T0 > 0 tal que si
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{ϕ, ψ, ω} es una solucio´n del problema (3) con energ´ıa inicial satisfaciendo E0 < K
entonces
E(t) ≤ S(
t
T0
− 1), ∀t > T0 (4.6)
donde l´ımt→∞ S(t) = 0, S(t) es la solucio´n de la ecuacio´n diferencial∣∣∣∣∣∣∣
d
dt
S(t) + q(S(t)) = 0
S(0) = E0
donde q esta´ definido en (4.5).
Para demostrar este resultado es necesario establecer el siguiente Lema.
Lema 4.3. Considerando lo establecido en (2.6), se tiene que para T > 0 suficientemente
grande y K > 0 existe una constante positiva Cˆ que depende de T y K, talque se verifica
E(T ) ≤ Cˆ
(∫ T
0
∫ L
0
α1(x)(ϕ
2
t + g1(ϕt)
2) + α2(x)(ψ
2
t + g2(ψt)
2) + α3(x)(w
2
t + g3(wt)
2) dxdt
)
(4.7)
para toda solucio´n fuerte {ϕ, ψ, w} de (3) que cumpla E0 ≤ K.
Demostracio´n:
Se demostrara´ (4.7), considerando T positivo, suf. grande y E(T ) como E(0), puesto que
para todo t > 0
E(t) ≤ E0.
Considere ∀ C¯ > 0 existe una solucio´n fuerte {ϕ, ψ, ω}, dependiente de C¯, y que no veri-
fique la desigualdad (4.7), pero que cumpla E0 ≤ K, i.e.,
E0 > C¯
∫ T
0
∫ L
0
α1(x)(ϕ
2
t + g1(ϕt)
2) + α2(x)(ψ
2
t + g2(ψt)
2) + α3(x)(ω
2
t + g3(ωt)
2)dxdt.
Para facilitar la notacio´n se considerara´ en adelante: u′ := ut y se escogera´ C¯ = n, n ∈ N
obtenie´ndose, para cada n ∈ N, una sucesio´n no nula de soluciones fuertes {ϕn, ψn, ωn}
que verifican 0 < En(0) ≤ K y
En(0) > n
∫ T
0
∫ L
0
α1(x)(ϕ
′
n
2+g1(ϕ
′
n )
2)+α2(x)(ψ
′
n
2+g2(ψ
′
n )
2)+α3(x)(ω
′
n
2+g3(ω
′
n )
2)dxdt.
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o equivalentemente,∫ T
0
∫ L
0
α1(x)(ϕ
′
n
2 + g1(ϕ
′
n )
2) + α2(x)(ψ
′
n
2 + g2(ψ
′
n )
2) + α3(x)(ω
′
n
2 + g3(ω
′
n )
2)dxdt
En(0)
≤
1
n
(4.8)
Como la sucesio´n {En(0)}n∈N es acotada, de la desigualdad (4.8) se obtiene
l´ım
n→∞
∫ T
0
∫ L
0
α1(x)(ϕ
′
n
2 + g1(ϕ
′
n )
2)dxdt = 0
l´ım
n→∞
∫ T
0
∫ L
0
α2(x)(ψ
′
n
2 + g2(ψ
′
n )
2)dxdt = 0
l´ım
n→∞
∫ T
0
∫ L
0
α3(x)(ω
′
n
2 + g3(ω
′
n )
2)dxdt = 0
(4.9)
luego usando las restricciones dadas en (2.6), se obtiene
0 = l´ım
n→∞
∫ T
0
∫
I1
ϕ′n
2dxdt = l´ım
n→∞
∫ T
0
∫
I2
ψ′n
2dxdt = l´ım
n→∞
∫ T
0
∫
I3
ω′n
2dxdt (4.10)
Adema´s, la sucesio´n de funcionales de la energ´ıa (En)n∈N es uniformemente acotada en
(0, T ) luego,
ϕ′n ⇀ ϕ
′ de´bil estrella en L∞(0, T ;L2(0, L))
ψ′n ⇀ ψ
′ de´bil estrella en L∞(0, T ;L2(0, L))
ω′n ⇀ ω
′ de´bil estrella en L∞(0, T ;L2(0, L))
ψn,x ⇀ ψx de´bil estrella en L
∞(0, T ;L2(0, L))
ωn,x − lϕn ⇀ ωx − lϕ de´bil estrella en L
∞(0, T ;L2(0, L))
ϕn,x + ψn + lωn ⇀ ϕx + ψ + lω de´bil estrella en L
∞(0, T ;L2(0, L))
Debido a la seccio´n anterior que emplea la desigualdad de Poincare´, resultados de com-
pacidad y como los datos iniciales son acotados, se obtiene,
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
ϕn → ϕ fuertemente en L
2(0, T ;L2(0, L))
ψn → ψ fuertemente en L
2(0, T ;L2(0, L))
ωn → ω fuertemente en L
2(0, T ;L2(0, L))
Se dividira´ la demostracio´n en dos casos:
Caso 1. Si U = {ϕ, ϕ′, ψ, ψ′, ω, ω′)} 6= 0
Sea el siguiente sistema sobre Q,
ρ1ϕ
′′
n − κ(ϕn,x + ψn + lwn)x − κ0l(wn,x − lϕn) + α1(x)g1(ϕ
′
n) = 0
ρ2ψ
′′
n − bψn,xx + κ(ϕn,x + ψn + lwn) + α2(x)g2(ψ
′
n) = 0 (4.11)
ρ1w
′′
n − κ0(wn,x − lϕn)x + κl(ϕn,x + ψn + lwn) + α3(x)g3(w
′
n) = 0
De las convergencias anteriores, tomando l´ımite en (4.11) y usando (4.9) y (4.10) se tiene
ρ1ϕtt − κ(ϕx + ψ + lw)x − κ0l(wx − lϕ) = 0 en Q
ρ2ψtt − bψxx + κ(ϕx + ψ + lw) = 0 en Q (4.12)
ρ3wtt − κ0(wx − lϕ)x + κl(ϕx + ψ + lw) = 0 en Q
ϕt = 0 en Q1, ψt = 0 en Q2, ωt = 0 en Q3
donde Qi := Ii × (0, T ).
Derivando (4.12) respecto a t en el sentido distribucional y sustituyendo ϕt = z, ψt =
u, y wt = v, se tiene
ρ1ztt − κ(zx + u+ lv)x − κ0l(vx − lz) = 0 en Q
ρ2utt − buxx + κ(zx + u+ lv) = 0 en Q
ρ3vtt − κ0(vx − lz)x + κl(zx + u+ lv) = 0 en Q
z = u = v = 0 en I˜ × (0, T )
Del Teorema de la Unicidad de Holmgren se deduce que z = u = v = 0 en Q y conse-
cuentemente,
ϕt = ψt = ωt = 0, en Q (4.13)
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De (4.12) se obtiene en Q:
− κ(ϕx + ψ + lw)x − κ0l(wx − lϕ) = 0
− bψxx + κl(wx − lϕ) = 0 (4.14)
− κ0(wx − lϕ)x + κl(ωx − lϕ) = 0
Multiplicando la primera ecuacio´n de (4.14) por ϕ, la segunda por ψ, la tercera ecuacio´n
por ω, luego sumando los resultados obtenidos, se tiene∫ T
0
∫ L
0
κ(ϕx + ψ + lw)
2 + bψ2x + κ0(wx − lϕ)
2dxdt = 0
lo que implica de la desigualdad de Poincare´, que ψ = 0. Al derivar (4.13) respecto a t se
obtiene el siguiente sistema de EDO,
ϕx + lw = 0
wx − lϕ = 0
ϕ, ω ∈ H10 (0, L)
de esto se tiene, ϕ = ω = 0, lo cual es una contradiccio´n, concluye´ndose para este caso la
demostracio´n.
Caso 2. U = {ϕ, ϕ′, ψ, ψ′, ω, ω′} = 0.
En este caso, estableciendo inicialmente
vn =
√
En(0), ϕ¯n =
ϕn
νn
, ψ¯n =
ψn
νn
, y ω¯n =
ω
νn
,
de (4.8) se obtiene
0 = l´ım
n→∞
∫
Q
α1(x)
(
ϕ¯′2n +
g1(νnϕ¯
′
n)
2
ν2n
)
+ α2
(
ψ¯′2n +
g2(νnψ¯
′
n)
2
ν2n
)
+ α3
(
ω¯′2n +
g3(νnω¯
′
n)
2
ν2n
)
dxdt. (4.15)
Se define para cada n la energ´ıa E¯n(t) del problema normalizado como sigue,
E¯n(t) =
1
2
∫ L
0
ρ1ϕ¯
′2
n + ρ2ψ¯
′2
n + ρ1ω¯
′2
n + bψ¯
2
n,x + k0[ω¯n,x − lϕ¯]
2 + k(ϕ¯n,x + ψ¯n + ω¯n)
2dx,
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luego,
E¯n(0) =
En(0)
ν2n
= 1, para todo n ∈ N.
Esta restriccio´n implica las siguientes convergencias
ϕ¯′n ⇀ ϕ¯
′ de´bil-estrella en L∞(0, T ;L2(0, L)),
ψ¯′n ⇀ ψ¯
′ de´bil-estrella en L∞(0, T ;L2(0, L))
ω¯′n ⇀ ω¯
′ de´bil-estrella en L∞(0, T ;L2(0, L)),
ψ¯n,x ⇀ ψ¯x de´bil-estrella en L
∞(0, T ;L2(0, L)),
(ω¯n,x − lϕ¯n)⇀ (ω¯x − lϕ¯) de´bil-estrella en L
∞(0, T ;L2(0, L)),
(ϕ¯n,x + ψ¯n + lω¯n)⇀ (ϕ¯x + ψ¯ + lω¯) de´bil-estrella en L
∞(0, T ;L2(0, L)).
En consecuencia, de la desigualdad de Poincare´ y del teorema de Lions-Aubin, se tiene
ϕ¯n → ϕ¯ fuertemente en L
2(0, T ;L2(0, L)),
ψ¯n → ψ¯ fuertemente en L
2(0, T ;L2(0, L)),
ω¯n → ω¯ fuertemente en L
2(0, T ;L2(0, L)).
Considerando las convergencias fuertes anteriores, y tomando l´ımite en el siguiente siste-
ma, 
ρ1ϕ¯
′′
n − k(ϕ¯n,x + ψ¯n + lω¯n)x − k0l[ω¯n,x − lϕ¯n] + α1(x)
g1(νnϕ¯
′
n)
νn
= 0,
ρ2ψ¯
′′
n − bψ¯n,xx + k(ϕ¯n,x + ψ¯n + lω¯n) + α2(x)
g2(νnψ¯
′
n)
νn
= 0,
ρ1ω¯
′′
n − k0[ω¯n,x − lϕ¯n]x + kl(ϕ¯n,x + ψ¯n + lω¯n) + α3(x)
g3(νnω¯
′
n)
νn
= 0
sobre Q, se llega a:
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
ρ1ϕ¯
′′
− k(ϕ¯x + ψ¯ + lω¯)x − k0l[ω¯x − lϕ¯] = 0, en Q.
ρ2ψ¯
′′
− bψ¯xx + k(ϕ¯x + ψ¯ + lω¯) = 0, en Q,
ρ1ω¯
′′
− k0[ω¯x − lϕ¯]x + kl(ϕ¯x + ψ¯ + lω¯) = 0, en Q,
ϕ¯′ = ψ¯′ = ω¯′ = 0, en I˜ × (0, T ).
donde I˜ :=
3⋂
i=1
Ii 6= φ. De la misma forma al Caso 1, se llega a,
ϕ¯ = ψ¯ = ω¯ = 0.
Con el fin de llegar a una contradiccio´n, se considera {z¯, u¯, v¯} solucio´n del siguiente
sistema de Bresse homoge´neo

ρ1z¯
′′
n − k(z¯n,x + u¯n + lv¯n)x − k0l[v¯n,x − lz¯n] = 0, en Q
ρ2u¯
′′
n − bu¯n,xx + k(z¯n,x + u¯n + lv¯n) = 0, en Q
ρ1v¯
′′
n − k0[v¯n,x − lz¯n]x + kl(z¯n,x + u¯n + lv¯n) = 0, en Q,
z¯n(L, t) = z¯n(0, t) = u¯n(L, t) = u¯n(0, t) = v¯n(L, t) = v¯n(0, t) = 0, en (0, T ),
z¯n(x, 0) = ϕ¯n(x, 0), z¯
′
n(x, 0) = ϕ¯
′
n(x, 0), en (0, L),
u¯n(x, 0) = ψ¯n(x, 0), u¯
′
n(x, 0) = ψ¯
′
n(x, 0), en (0, L),
v¯n(x, 0) = ω¯n(x, 0), v¯
′
n(x, 0) = ω¯
′′
n(x, 0), en (0, L).
Ahora se define 
ϕ˜n = ϕ¯n − z¯n,
ψ˜n = ψ¯n − u¯n,
ω˜n = ω¯n − v¯n.
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En este caso, no es dif´ıcil notar que {ϕ˜n, ψ˜n, ω˜n} es una solucio´n del siguiente sistema
de Bresse no homoge´neo,

ρ1ϕ¯
′′
n − k(ϕ¯n,x + ψ¯n + lω¯n)x − k0l[ω¯n,x − lϕ¯n] = α1(x)
g1(νnϕ¯
′
n)
νn
, en Q,
ρ2ψ¯
′′
n − bψ¯n,xx + k(ϕ¯n,x + ψ¯n + lω¯n) = α2(x)
g2(νnψ¯
′
n)
νn
, en Q,
ρ1ω¯
′′
n − k0[ω¯n,x − lϕ¯n]x + kl(ϕ¯n,x + ψ¯n + lω¯n) = α3(x)
g3(νnω¯
′
n)
νn
, en Q,
ϕ˜n(L, t) = ϕ˜n(0, t) = ψ˜n(L, t) = ψ˜n(0, t) = ω˜n(L, t) = ω˜n(0, t) = 0, en (0, T ),
ϕ˜n(x, 0) = ϕ¯
′
n(x, 0) = ψ˜n(x, 0) = ψ¯
′
n(x, 0) = ω˜n(x, 0) = ω¯
′
n(x, 0) = 0, en (0, L),
cuya expresio´n para la energ´ıa E˜n(t) relacionada con la solucio´n {ϕ˜n, ψ˜n, ω˜n} es la misma
que la dada en (2.7). Luego
2E˜n(t) ≥
∫ L
0
(ρ1ϕ˜
′2
n + ρ2ψ˜
′2
n + ρ1ω˜
′2
n )dx
≥
∫
I˜
(ρ1ϕ¯
′2
n + ρ2ψ¯
′2
n + ρ1ω¯
′2
n + ρ1z¯
′2
n + ρ2u¯
′2
n + ρ1v¯
′2
n )dx
− 2
∫
I˜
(ρ1ϕ¯
′
nz¯
′
n + ρ2ψ¯
′
nu¯
′
n + ρ1ω¯
′
nv¯
′
n)dx, (4.16)
para todo t ∈ [0, T ]. Estimando la segunda integral en (4.16) y usando la desigualdad de
Cauchy-Schwarz’s, se obtiene∫
I˜
ρ1ϕ¯
′
nz¯
′
n + ρ2ψ¯
′
nu¯
′
n + ρ1ω¯
′
nv¯ndx ≤
{∫
I˜
ρ1ϕ¯
′2
n dx
} 1
2
{∫
I˜
ρ1z¯
′2
n dx
} 1
2
+
{∫
I˜
ρ2ψ¯
′2
n dx
} 1
2
{∫
I˜
ρ2u¯
′2
n dx
} 1
2
+
{∫
I˜
ρ2ω¯
′2
n dx
} 1
2
{∫
I˜
ρ2v¯
′2
n dx
} 1
2
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y como
ǫ(t) = E¯(0) = 1, t ∈ [0, T ], (4.17)
se obtiene {∫
I˜
ρ1z¯
′2
n dx
} 1
2
≤ {2ǫ(0)}
1
2 = 2
1
2
ana´logamente {∫
I˜
ρ2u¯
′2
n dx
} 1
2
,
{∫
I˜
ρ1v¯
′2
n dx
} 1
2
≤ 2
1
2
De estas tres estimativas, sustituyendo en (4.16), se tiene
2E¯(t) ≥
∫
I¯
ρ1z¯
′2
n + u¯
′2
n + v¯
′2
n dx
− 2
3
2
({∫
I˜
ρ1ϕ¯
′2
n dx
} 1
2
+
{∫
I˜
ρ2ψ¯
′2
n dx
} 1
2
+
{∫
I˜
ρ2ω¯
′2
n dx
} 1
2
)
entonces∫
I¯
ρ1z¯
′2
n + ρ2u¯
′2
n + ρ1v¯
′2
n dx
≤ 2 sup
t∈[0,T ]
E¯n(t) + 2
3
2
({∫
I˜
ρ1ϕ¯
′2
n dx
} 1
2
+
{∫
I˜
ρ2ψ¯
′2
n dx
} 1
2
+
{∫
I˜
ρ2ω¯
′2
n dx
} 1
2
)
(4.18)
Sea ǫ > 0 suficientemente pequen˜o. Integrando ambos lados de (4.18) sobre (ǫ, T − ǫ) y
empleando la desigualdad de Young, se tiene
2
3
2 (T − 2ǫ)
1
2
({∫ T−ǫ
ǫ
∫
I˜
ρ1ϕ¯
′2
n dxdt
} 1
2
+
{∫ T−ǫ
ǫ
∫
I˜
ρ2ψ¯
′2
n dx
} 1
2
+
{∫ T−ǫ
ǫ
∫
I˜
ρ2ω¯
′2
n dx
} 1
2
)
+2(T − 2ǫ) sup
t∈[0,T ]
E¯n(t) ≥
∫ T−ǫ
ǫ
∫
I˜
ρ1z¯
′2
n + ρ2u¯
′2
n + ρ1v¯
′2
n dxdt
(4.19)
Usando (4.15) en la desigualdad anterior se observa que cada integral converge a cero
cuando n va al infinito. Por otra parte el funcional de la energ´ıa E¯n tambie´n satisface,
E¯n(t) = −
∫ t
0
∫ L
0
α1(x)
g1(vnϕ¯
′
n(x, s))ϕ¯
′
vn
+α2(x)
g2(vnψ¯
′
n(x, s))ψ¯
′
vn
+α3(x)
g1(vnω¯
′
n(x, s))ω¯
′
vn
dxds,
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para t ∈ [0, T ],de esto se tiene,
sup
t∈[0,T ]
E¯n(t) ≤M
∫ T
0
(∫ L
0
α1(x)
g21(vnϕ¯
′
n(x, s))
v2n
dx
) 1
2
ds
+M
∫ T
0
(∫ L
0
α2(x)
g22(vnψ¯
′
n(x, s))
v2n
dx
) 1
2
ds
+M
∫ T
0
(∫ L
0
α3(x)
g23(vnϕ¯
′
n(x, s))
v2n
dx
) 1
2
ds
donde M > 0 es una constante que viene de la acotacio´n de (ϕ¯′n), (ψ¯
′
n) y (ω¯
′
n), en
L∞(0, T ;L2(0, L)). Nuevamente de (4.15) cada te´rmino de la derecha de la desigualdad
anterior converge a cero cuando va al infinito. Luego
l´ım
n→∞
∫ T−ǫ
ǫ
∫
I˜
ρ1z¯
′2
n + ρ2u¯
′2
n + ρ1v¯
′2
n dxdt = 0 (4.20)
Usando la ecuacio´n (4.17) y del resultado de observabilidad, mostrado en el cap´ıtulo
anterior, se tiene
1 = ǫn(t) = ǫn(0) ≤ c1
∫ T−ǫ
ǫ
∫
I˜
ρ1z¯
′2
n + ρ2u¯
′2
n + ρ1v¯
′2
n dxdt, ∀n ∈ N
donde c1 = c1(ǫ, c0). Tomando l´ımite cuando n tiende al infinito en la desigualdad anterior
y de la expresio´n en (4.20) se concluye la contradiccio´n, con lo que la prueba del lema
termina.
Demostracio´n: Del Teorema (4.1).
Sean los siguientes conjuntos,
Πϕ = {(x, t) ∈ Q; |ϕt(x, t)| > 1} y Θϕ = Q \ Πϕ,
Πψ = {(x, t) ∈ Q; |ϕt(x, t)| > 1} y Θψ = Q \ Πψ,
Πω = {(x, t) ∈ Q; |ϕt(x, t)| > 1} y Θω = Q \ Πω,
A seguir, se estimara´n cada uno de los tres te´rminos de la expresio´n (4.7).∫
Q
α1(x)(ϕ
2
t + g1(ϕt)
2)dxdt =
∫
Πϕ
α1(x)(ϕ
2
t + g1(ϕt)
2)dxdt+
∫
Θϕ
α1(x)(ϕ
2
t + g1(ϕt)
2)dxdt
A seguir se analiza cada integral del lado de la derecha. De (2.6) se tiene,∫
Πϕ
α1(x)(ϕ
2
t + g1(ϕt)
2)dxdt ≤ (k−11 +K1)
∫
Πϕ
α1(x)g1(ϕt)ϕtdxdt (4.21)
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Luego de (4.2) se tiene∫
Θϕ
α1(x)(ϕ
2
t + g1(ϕt)
2)dxdt ≤
∫
Θϕ
α1(x)h1(g1(ϕt)ϕt)dxdt
≤
∫
Θϕ
(1 + ||α1||∞)h1(
α1
1 + ||α1||∞
g1(ϕt)ϕt)dxdt
≤ (1 + ||α1||∞)
∫
Θϕ
h1(α1(x)g1(ϕt)ϕt)dxdt
de la desigualdad de Jensen:
≤ (1 + ||α1||∞)|Q|h1(
1
|Q|
∫
Q
α1(x)g1(ϕt)ϕtdxdt) (4.22)
Luego, de (4.21) y (4.22) se tiene,∫
Q
α1(x)(ϕ
2
t + g1(ϕt)
2)dxdt ≤ (k−11 +K1)
∫
Q
α1(x)g1(ϕt)ϕtdxdt
+ (1 + ||α1||∞)|Q|h1(
1
|Q|
∫
Q
α1(x)g1(ϕt)ϕtdxdt) (4.23)
Ana´logamente, para el segundo te´rmino,∫
Q
α2(x)(ψ
2
t + g1(ψt)
2)dxdt ≤ (k−12 +K2)
∫
Q
α2(x)g2(ψt)ψtdxdt
+ (1 + ||α2||∞)|Q|h2(
1
|Q|
∫
Q
α2(x)g2(ψt)ψtdxdt) (4.24)
y ∫
Q
α3(x)(ω
2
t + g3(ωt)
2)dxdt ≤ (k−13 +K3)
∫
Q
α3(x)g3(ωt)ωtdxdt
+ (1 + ||α3||∞)|Q|h3(
1
|Q|
∫
Q
α3(x)g3(ωt)ωtdxdt) (4.25)
Usando (4.7), (4.23) y (4.25) y desde que las funciones hi son estrictamente crecientes, se
obtiene
E(T ) ≤C¯
3∑
i=1
(k−1i +Ki)
∫
Q
α1(x)g1(ϕt)ϕt + α2(x)g2(ψt)ψt + α3(x)g3(ωt)ωtdxdt
+ C¯|Q|
3∑
i=3
(1 + ||αi||∞)r(
∫
Q
α1(x)g1(ϕt)ϕt + α2(x)g2(ψt)ψt + α3(x)g3(ωt)ωtdxdt)
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donde r fue definida en (4.3). Considere
M =
1
C¯|Q|
3∑
i=1
(1 + ||αi||∞)
y c =
3∑
i=1
(k−1i +Ki)
3∑
i=1
(1 + ||αi||∞)
luego
ME(T ) ≤C
∫
Q
α1(x)g1(ϕt)ϕt + α2(x)g2(ψt)ψt + α3(x)g3(ωt)ωtdxdt
+ r(
∫
Q
α1(x)g1(ϕt)ϕt + α2(x)g2(ψt)ψt + α3(x)g3(ωt)ωtdxdt)
= (cI + r)(E0 − E(T ))
Usando (2.11) en la igualdad anterior, se tiene
p(E(T )) ≤ E0 − E(T ). (4.26)
Reemplazando T (respectivamente, 0) en (4.26) con (m + 1)T (respectivamente, mT ) se
obtiene
E((m+ 1)T ) + p(E(m+ 1)T ) ≤ E(mT ), para m = 0, 1, ...
Usando el Lema (4.2) con sm = E(mT ) se obtiene
E(mT ) ≤ S(m), m = 0, 1, ...
De (4.7), siendo S(t) decreciente y t = mT + τ, donde τ ∈ [0, T ], resulta que,
E(t) ≤ E(mT ) ≤ S(m) ≤ S(
t− τ
T
) ≤ S(
t
T
− 1), para t > T
Finalmente como E(t) ≤ S( t
T
− 1), y e´sta es la hipo´tesis del teorema de la estabilidad,
queda verificado que el sistema se estabiliza con una tasa que depende de la funcio´n
gi, i = 1, 2, 3. escogida. Concluye´ndose la demostracio´n del Teorema.
4.1. Aplicacio´n
A seguir se ilustra una aplicacio´n del teorema (4.1) para el caso de una disipacio´n
lineal en la que se logra, en efecto, una estabilidad de tipo exponencial, i.e.:
E(t) ≤ Ce−γtE0
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donde C > 0 y γ > 0 son constantes positivas, para toda solucio´n que cumpla E0 < K.
Para verificar esta estabilidad se considera la funcio´n gi(s) = s, i = 1, 2, 3.
En primer lugar, claramente son verificadas las hipo´tesis dadas en (2.6), para gi, i = 1, 2, 3.
Ahora, de la definicio´n dada en (4.1) al considerar hi(s) = 2s para i = 1, 2, 3, en efecto
se verifican:
(i) hi(sgi(s)) = hi(s
2) = 2s2 ≥ s2 + g2i (s) y siendo h(s) = h1(s) + h2(s) + h3(s) luego,
h(s) = 6s y h(0) = 0.
(ii) r(s) = h(
s
|Q|
) =
6s
|Q|
.
(iii) Para M = 1 y c ∈ R, p(s) = (cI + r)−1(s) y p(0) = 0:
p(s) = cI(s) + r(s) = cs+
6s
|Q|
=⇒ (cI + r)(s) = (c+
6
|Q|
)s
p−1(s) = (cI + r)−1(s) = (
|Q|
c|Q|+ 6
)s =⇒ q(s) = s−
|Q|
c|Q|+ 6
s
Entonces q(s) = (1−
|Q|
c|Q|+ 6
)s.
Quedando verificado el Lema (4.1); ahora el siguiente paso es aplicar el Teorema de la
Estabilidad dado en (4.1), para tal, estando definidas las funciones p y q se tiene,∥∥∥∥∥∥∥
d
dt
S(t) + S(t) + (I + p)−1(S(t)) = 0
S(0) = E(0)
(4.27)
sin pe´rdida de generalidad en la segunda restriccio´n para gi dada en (2.6) se considera
ki = 1 y M = 1 (recuerde que: M = max{ki, i = 1, 2, 3})
Entonces (4.27) queda de la siguiente forma∥∥∥∥∥∥∥∥
d
dt
S(t) +
(
1−
|Q|
c|Q|+ 6
)
S(t) = 0
S(0) = E(0)
(4.28)
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Resolviendo la EDO dada en (4.28) resulta que
S(t) = E(0) e
−
(
1−
|Q|
c|Q|+ 6
)
t
,
considere 1−
|Q|
c|Q|+ 6
> 0⇔ c ≥ 1
Por lo tanto ∀c ≥ 1, S(t) decae exponencialmente.
Ahora verificando el teorema de la estabilidad, se tiene,
E(t) ≤ S(
t
T0
− 1) = e
−
(
1−
|Q|
c|Q|+ 6
)( t
T0
− 1
)
E(0)
= e
−
(
1−
|Q|
c|Q|+ 6
) t
T0 e
( t
T0
− 1
)
E(0)
haciendo C = e
(
1−
|Q|
c|Q|+ 6
)
y γ =
(
1−
|Q|
c|Q|+ 6
) 1
T0
se tiene,
E(t) ≤ S(
t
T0
− 1) = Ce−γtE(0) ∀ solucio´n del sistema (2.1)-(2.5).
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Cap´ıtulo 5
Conclusiones y Trabajos Futuros
El hecho de haber considerado las velocidades de propagacio´n de ondas diferentes
(hipo´tesis coherente desde el punto de vista f´ısico) y condiciones de Dirichlet en las tres
ecuaciones, a diferencia de muchos trabajos, ya citados anteriormente, imposibilitaron usar
la teor´ıa de semigrupos lineales. Cuando se aborda el estudio de la estabilidad asinto´tica,
las condiciones de Dirichlet obligaron a usar para las estimativas, los resultados de obser-
vabilidad que fueron hallados, para luego aplicar el importante resultado de Lasiecka y
Trigianni, [16] enmarcado en la teor´ıa de semigrupos no lineales que aqu´ı en esta tesis se
aplico´.
Esta metodolog´ıa usada para el sistema de Bresse nos abre las puertas para el estudio de
otros modelos, donde las estimativas de los te´rminos de frontera de tipo Dirichlet sean
dif´ıciles de estimar. Un inmediato estudio ser´ıa extender el trabajo a dimensiones mayores.
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