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ABSTRACT
We make use of a large set of fast simulations of an intensity mapping experiment
with characteristics similar to those expected of the Square Kilometre Array (SKA) in
order to study the viability and limits of blind foreground subtraction techniques. In
particular, we consider three different approaches: polynomial fitting, principal com-
ponent analysis (PCA) and independent component analysis (ICA). We review the
motivations and algorithms for the three methods, and show that they can all be de-
scribed, using the same mathematical framework, as different approaches to the blind
source separation problem. We study the efficiency of foreground subtraction both
in the angular and radial (frequency) directions, as well as the dependence of this
efficiency on different instrumental and modelling parameters. For well-behaved fore-
grounds and instrumental effects we find that foreground subtraction can be successful
to a reasonable level on most scales of interest. We also quantify the effect that the
cleaning has on the recovered signal and power spectra. Interestingly, we find that the
three methods yield quantitatively similar results, with PCA and ICA being almost
equivalent.
Key words: radio lines: galaxies, large-scale structure of the universe, methods:
statistical
1 INTRODUCTION
The last few decades have seen a radical improvement in the
quantity and quality of observational data that has trans-
formed cosmology into a fully-fleshed data-driven science –
so much so that it has now become common to refer to
the current status of the field as the “era of precision cos-
mology”. The vast majority of these data come from two
very distinct regimes, both observationally and physically:
on the one hand, observations of the cosmic microwave back-
ground (CMB), emitted in the early Universe (z ∼ 1000),
have allowed us to measure the values of most cosmological
parameters with astonishing precision (Hinshaw et al. 2013;
Planck Collaboration et al. 2013). On the other, astronom-
ical observations in the optical range of wavelengths have
supplied a wealth of data with which we have been able to
characterise the late-time (z . 1) evolution of the Universe
and to make one of the most puzzling discoveries in cosmol-
∗ E-mail:david.alonso@astro.ox.ac.uk
ogy: its accelerated expansion (Riess et al. 1998; Perlmutter
et al. 1999). In this regime, galaxy redshift surveys (Ander-
son et al. 2014; Contreras et al. 2013) have allowed us to
draw a plausible picture describing the evolution of the pri-
mordial density perturbations observed in the CMB to form
the non-linear large-scale structure (LSS) that we observe
today.
There exist, however, multiple open questions in cos-
mology, the study of which would greatly benefit from ob-
servational data in the remaining intermediate range of red-
shifts. For instance, one of the most important stages in the
evolution of the Universe, the epoch of reionisation (EoR)
and the formation of the first stars and galaxies, must oc-
cur at z ∼ 10, but its precise nature remains unknown due
to the lack of observations (Furlanetto et al. 2006). Fur-
thermore, being able to observe the distribution of matter
out to redshift z ' 3 − 4 would make a very large vol-
ume available for LSS analyses, which could significantly
improve our understanding of the process of structure for-
mation, as well as opening the field to the study of ultra-
c© 2014 RAS
ar
X
iv
:1
40
9.
86
67
v1
  [
as
tro
-p
h.C
O]
  3
0 S
ep
 20
14
2 D. Alonso et al.
large scales, which contain substantial information about
the underlying gravitational theory and the statistics of the
primordial density field (Hall et al. 2013; Camera et al.
2013). Radio-astronomical observations offer an excellent
tool in this regard through the measurement of the 21cm
signal from neutral hydrogen (HI). Measuring the intensity
of this line emission, due to the hyperfine spin-flip transition
(ν21 ' 1420 MHz), as a function of frequency constitutes an
ideal way to trace the HI density field as a function of red-
shift z = ν21/ν − 1.
While the potential scientific value of these techniques is
enormous, the detection of the HI signal faces several obser-
vational challenges. After reionisation, most of the neutral
hydrogen in the Universe is thought to reside in high den-
sity regions inside galaxies, in what are known as damped
Lyman-α systems, where it is shielded from the ionising
UV photons. Unfortunately, the HI emission from individ-
ual galaxies is usually too weak to be measured efficiently,
and thus a technique known as intensity mapping has been
advocated (Battye et al. 2004; McQuinn et al. 2006; Chang
et al. 2008; Mao et al. 2008; Pritchard & Loeb 2008; Wyithe
& Loeb 2008; Wyithe et al. 2008; Loeb & Wyithe 2008; Pe-
terson et al. 2009; Bagla et al. 2010; Seo et al. 2010; Lidz
et al. 2011; Ansari et al. 2012; Battye et al. 2013; Barkana
& Loeb 2005; Masui et al. 2013; Switzer et al. 2013; Bull
et al. 2014), in which the combined emission from all sources
in wide angular pixels is observed instead. While small an-
gular scales are lost through this method, it is possible to
retain the larger scales of most cosmological relevance, such
as the baryon acoustic oscillation (BAO) scale. Thus inten-
sity mapping constitutes a promising method to efficiently
observe the distribution of matter in the Universe on cos-
mological scales.
The success of intensity mapping relies on being able to
separate the cosmological HI signal from that of foreground
radio sources emitting in the same frequency range, however.
The most important of these sources, synchrotron emission
from our own galaxy, is ∼ 5 orders of magnitude larger than
the expected 21cm signal, even at high galactic latitudes,
and so the problem of foreground subtraction is of prime
importance. This topic has been widely covered in the liter-
ature (Di Matteo et al. 2002; Oh & Mack 2003; Santos et al.
2005; Morales et al. 2006; Wang et al. 2006; Gleser et al.
2008; Jelic´ et al. 2008; Bernardi et al. 2009, 2010; Jelic´ et al.
2010; Moore et al. 2013), mostly for the EoR regime, and
several foreground removal techniques have been proposed
(Liu et al. 2009; Liu & Tegmark 2011; Masui et al. 2013;
Wolz et al. 2014; Shaw et al. 2013, 2014). Fortunately, as op-
posed to the cosmological signal, most relevant foregrounds
have a very smooth frequency dependence, a fact that can
be exploited to subtract them efficiently. Nevertheless, their
large amplitude makes a thorough study of the consequences
of foreground cleaning on the recovered cosmological signal
indispensable.
Foreground removal techniques can be classified as be-
ing either blind, if they only make use of generic foreground
properties like spectral smoothness, or non-blind, if a more
detailed model of the foregrounds is required. In this paper
we have used a large set of simulations of both the cosmo-
logical signal and several different foregrounds to study and
compare the performance of different blind foreground sub-
traction methods. The paper is structured as follows: in Sec-
tion 2 we briefly describe the physics of the HI cosmological
signal and the most relevant foregrounds for intensity map-
ping. Section 3 covers the mathematics of blind foreground
cleaning within a unified formalism. Section 4 contains the
details of the simulations used in this analysis, as well as
the criteria used to compare the different methods. Finally,
Section 5 presents the results of this study regarding the
performance and limits of blind foreground cleaning, and
Section 6 summarises our findings.
2 INTENSITY MAPPING AND ITS
FOREGROUNDS
The emissivity (luminosity per unit frequency and solid an-
gle) of a cloud of neutral hydrogen due to the 21cm line is
given, in its rest frame, by
dL
dΩ dν
=
hpA21
4pi
N2
NH
NH ν ϕ(ν), (1)
where hp is Planck’s constant, A21 = 2.876 × 10−15 Hz is
the Einstein coefficient corresponding to the 21cm line, N2
is the number of atoms in the excited state, NH is the total
number of HI atoms and ϕ(ν) is the normalised line profile.
From this result it is easy to calculate the intensity measured
by an observer in the lightcone and hence the brightness
temperature along a particular direction nˆ in the Rayleigh-
Jeans approximation (Abdalla & Rawlings 2005):
T (z, nˆ) =
3hpc
3A21
32pikBν221
(1 + z)2
H(z)
nHI(z, nˆ)
= (0.19055 mK)
Ωb h (1 + z)
2xHI(z)√
ΩM(1 + z)3 + ΩΛ
(1 + δHI), (2)
where nHI ∝ (1+ δHI) is the comoving number density of HI
atoms, kB is Boltzmann’s constant and xHI is the fraction
of the total baryonic mass in HI. Note that to reach this
result we have neglected scattering and self-absorption of
the emitted photons, as well as any relativistic effects other
than the Hubble expansion. The observed HI signal is also
affected by redshift-space distortions (Kaiser 1987) in the
same way as galaxy number counts are (Hall et al. 2013).
The most relevant foregrounds for intensity mapping
can be classified as being extragalactic (caused by astro-
physical sources beyond the Milky Way) or galactic. In terms
of amplitude, the largest foreground by far is galactic syn-
chrotron emission (GSE), caused by high-energy cosmic-
ray electrons accelerated by the Galactic magnetic field.
Although at the lowest frequencies the GSE spectrum is
damped by self-absorption and free-free absorption, for the
relevant radio frequencies it should be possible to describe
it by a single power law TGSE ∝ νβ , with a spectral in-
dex β(nˆ) ≈ −2.8 (Dickinson et al. 2009; Delabrouille et al.
2013). GSE is expected to be partially linearly polarised,
and so its polarised part will undergo Faraday rotation as
it travels through the Galactic magnetic field and the inter-
stellar medium (Rybicki & Lightman 1986; Waelkens et al.
2009). This effect gives polarised GSE a non-trivial and non-
smooth frequency dependence, which would make it a very
troublesome foreground if leaked into the unpolarised signal
(Jelic´ et al. 2010; Moore et al. 2013; De & Tashiro 2014).
Another source of foreground emission within our
Galaxy is the so-called free-free emission, caused by free
c© 2014 RAS, MNRAS 000, 1–11
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electrons accelerated by ions, which traces the warm ionised
medium. As in the case of GSE, free-free emission is pre-
dicted to be spectrally smooth in the relevant range of fre-
quencies (Dickinson et al. 2003). All other known potential
galactic foregrounds, such as anomalous microwave emission
or dust emission, should be negligible below ∼ 1 GHz.
Extragalactic radio sources can be classified into two
different categories: bright radio galaxies, such as active
galactic nuclei, and “normal” star-forming galaxies. While
the distribution of the former should be Poisson-like, the
clustering of the latter should be significant, which has a di-
rect impact on the degree of smoothness of their joint emis-
sion (Santos et al. 2005; Zaldarriaga et al. 2004). Note that
radio sources have been observed up to very high redshifts
(z ∼ 5), and therefore many of them will be physically be-
hind the cosmological signal in the case of intensity mapping.
However we will refer to all sources of radio emission that
need to be separated from the cosmological signal as “fore-
grounds”, trusting that the use of this term will not cause
any confusion.
Other possible foreground sources are atmospheric
noise, artificial radio frequency interference (which we dis-
cuss in section 5.3) and line foregrounds, caused by line emis-
sion from astrophysical sources in other frequencies. Due to
the spectral isolation of the 21cm line, together with the
expected low intensity of the most potentially harmful lines
(such as OH at νOH ∼ 1600 MHz), the HI signal should be
very robust against line confusion.
3 BLIND FOREGROUND SUBTRACTION
As has been noted above, the most relevant foregrounds
for intensity mapping should be correlated (i.e. smooth) in
frequency. Blind foreground subtraction methods make use
of this property, modelling the sky brightness temperature
along a given direction in the sky nˆ and at a frequency ν as
T (ν, nˆ) =
Nfg∑
k=1
fk(ν)Sk(nˆ) + Tcosmo(ν, nˆ) + Tnoise(ν, nˆ), (3)
Where Nfg is the number of foreground degrees of freedom
to subtract, fk(ν) are a set of smooth functions of the fre-
quency, Sk(nˆ) are the foreground sky maps and Tcosmo and
Tnoise are the cosmological signal and instrumental noise
components.
For a particular line of sight nˆ measured in a discrete
set of Nν frequencies, this model can be written as a linear
system:
x = Aˆ · s + r, (4)
where xi = T (νi, nˆ), Aik = fk(νi), sk = Sk(nˆ) and we have
grouped the cosmological signal and thermal noise in a single
component ri = Tcosmo(νi, nˆ)+Tnoise(νi, nˆ). The problem of
foreground subtraction then boils down to devising a method
to determine Aˆ and s so that r = x − Aˆs is recovered as
accurately as possible. The three methods described below
correspond to three different approaches to this problem.
3.1 Polynomial fitting
Probably the most intuitive (and na¨ıve) way of approach-
ing blind foreground subtraction is to choose an ad-hoc ba-
sis of smooth functions fk that we think can describe the
foregrounds and then find the foreground maps sk by least-
squares fitting the model in Eq. 4 to each line of sight. This
is done by minimising the χ2,
χ2 = (x− Aˆ · s)T Nˆ−1, (x− Aˆ · s) (5)
where Nˆ is the covariance matrix of r. The solution is
s = (AˆT Nˆ−1Aˆ)−1AˆT Nˆ−1x. (6)
In this analysis we have neglected the correlation between
different frequency bands and therefore we have assumed a
diagonal covariance Nij = σ
2
i δij
1.
It is important to note that the deviations from the
smooth foregrounds are due not only to thermal noise, but
also to the cosmological clustering signal. For this reason, in
order to optimally fit for the foregrounds we have used the
joint variance of both components:
σi =
√
σ2noise,i + σ
2
cosmo,i. (7)
Evidently it is not possible to compute σcosmo from the
cosmological signal before subtracting the foregrounds. In
our analysis we have done this by using the foreground-free
maps, which wouldn’t be available in a real experiment; we
can propose three alternative methods, however:
• Assuming a particular cosmological model it would be
possible to quantify the clustering variance, at least at the
linear level, as:
σ2cosmo,i =
∫
dk3
(2pi)3
|Wi(k⊥, k‖)|2P (k), (8)
where P (k) is the power spectrum for the assumed model
and Wpix,i is the Fourier-space window function describing
the beam and pixel size and the radial width for the i− th
frequency bin.
• Again assuming a particular cosmological model, an-
other possibility would be to simulate the cosmological sig-
nal and include instrumental effects to compute σ2i from the
simulations.
• Through a multi-step analysis: first the foregrounds are
subtracted using only the variance due to the instrumen-
tal noise (or even no variance weighting at all). The joint
variance σi is then estimated from the cleaned maps and
the foreground subtraction is repeated using this better es-
timate. The process can then be repeated until it converges.
This method would be computationally more demanding,
but it has the advantage of being model-independent.
Previous studies of foreground subtraction in intensity
mapping (particularly for the EoR regime) have made use
of this technique in log-log space, i.e. using the model:
log(T (ν, nˆ)) =
Nfg∑
k=1
αk(nˆ) fk(log(ν)). (9)
Following what has been done by other groups (Wang et al.
2006; Ansari et al. 2012), we used polynomials as basis func-
tions in this study, i.e. fk(log(ν)) = [log(ν)]
k−1. Note that
1 This assumption is not exactly correct, since even for uncorre-
lated instrumental noise, the cosmological signal (which we have
included as a noise-like contribution in this formalism) is corre-
lated in real space, which should ideally be taken into account.
c© 2014 RAS, MNRAS 000, 1–11
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although very similar in spirit, this procedure does not ad-
here exactly to the model in Eq. 4, since the fitting is done
in log-log space. This also implies that the fit weights σ−2i
must be translated from linear space:
σlog(T ) ' σlin
T
. (10)
3.2 Principal component analysis
Principal component analysis (PCA) applied to foreground
subtraction seeks to make use of the main properties of the
foregrounds (namely their large amplitude and smooth fre-
quency coherence) to find both the foreground components
sk and an optimal set of basis functions Aik at the same
time. Here we present the motivation for PCA and its con-
nection to the main equation for blind foreground subtrac-
tion (Eq. 4).
It is easy to prove that the frequency-frequency covari-
ance matrix of any component that is very correlated in
frequency will have a very particular eigensystem: most of
the information will be concentrated in a small set of very
large eigenvalues, the other ones being negligibly small. As
an extreme case, consider a completely correlated compo-
nent, whose covariance matrix is Cij = 1 (∀ i, j ∈ [1, Nν ]),
and whose eigenvalues are λ1 = Nν , λi = 0 i > 1. Thus
we can attempt to subtract the foregrounds by eliminating
from the measured temperature maps the components cor-
responding to the eigenvectors of the frequency covariance
matrix with the Nfg largest associated eigenvalues. The ex-
plicit method is as follows:
(i) Compute the frequency covariance matrix from the
data by averaging over the available Nθ lines of sight:
Cij =
1
Nθ
Nθ∑
n=1
T (νi, nˆn)T (νj , nˆn). (11)
(ii) Diagonalise the covariance matrix:
UˆT Cˆ Uˆ = Λˆ ≡ diag(λ1, ..., λNν ), (12)
Where λi > λi+1 ∀i are the eigenvalues of Cˆ, and Uˆ is an or-
thogonal matrix whose columns are the corresponding eigen-
vectors.
(iii) At this stage we identify Nfg eigenvalues correspond-
ing to the foregrounds as those that are much larger than
the rest. Depending on the frequency structure of the fore-
grounds and the different instrumental effects this number
will be more or less evident (see the discussion in section
5.1). We then build the matrix Uˆfg from the columns of Uˆ
corresponding to these eigenvalues and model the brightness
temperature for each line of sight as
x = Uˆfg s + r, (13)
which is analogous to Equation 4. The foreground maps s
are then found by projecting x on the basis of eigenvectors
of Cˆ, yielding:
s = UˆTfg x. (14)
Note that, since Uˆ is orthogonal, UˆTfgUˆfg = 1, and, except
for the presence of the covariance Nˆ, Equations 13 and 14
are equivalent to Equations 4 and 6.
In the presence of Nˆ, the frequency covariance must be
computed using an inverse-variance scheme:
Cij =
1
Nθ
Nθ∑
n=1
T (νi, nˆn)
σi
T (νj , nˆn)
σj
, (15)
which is equivalent to carrying out the steps above using
the weighted maps xi = T (νi)/σi and multiplying by σi
in the end to obtain the de-weighted temperature maps. It
is easy to see that doing this we introduce the missing Nˆ−1
factors that make the equivalence between Equations 14 and
6 complete.
We thus see that the PCA method is in fact equiva-
lent to the polynomial fitting method, with the set of basis
functions Aik given by the data themselves in the form of
those that that contain most of the total variance (i.e. the
principal eigenvectors of the covariance matrix).
Finally, let us note that in a real experiment the sit-
uation will be more complicated, for example due to the
presence of correlated instrumental noise. This problem was
addressed in the pioneering analysis done by the Green Bank
Telescope team (Masui et al. 2013; Switzer et al. 2013)
by computing the frequency covariance matrix through a
cross correlation of temperature maps corresponding to dif-
ferent seasons. However this yields a non-symmetric covari-
ance matrix, and therefore its singular value decomposition
(SVD) must be used, instead of the PCA. The simulations
used for this analysis, however, do not contain correlated
noise, and hence we will not worry about these complica-
tions. We leave the analysis of such instrumental issues for
future work.
3.3 Independent component analysis
Independent component analysis (ICA) tries to solve the
blind equation (Eq. 4) under the assumption that the sources
s are statistically independent from each other (P (s) =∏
i Pi(si)). Explicitly this is enforced by using the central
limit theorem, according to which, if x is made up of a linear
combination of linearly independent sources, its distribution
should be “more Gaussian” than those of the independent
sources. Therefore we can attempt to impose statistical in-
dependence by maximising any statistical quantity that de-
scribes non-Gaussianity.
FastICA (Hyva¨rinen 1999) is a relatively popular and
computationally efficient algorithm to apply ICA to a gen-
eral system. Here we will outline the operations carried out
by FastICA as well as its similarities with PCA. As before,
we label the brightness temperature measured in different
frequencies along a given line of sight nˆ by a vector x, how-
ever the reader must bear in mind that FastICA is provided
with a number of samples of x (i.e. different pixels), which
it uses to compute the expectation values in the equations
below.
FastICA begins by “whitening” the data x. This im-
plies first of all performing a full PCA analysis of the data,
decorrelating them and sorting them by the magnitude of
the covariance eigenvalues. The uncorrelated variables are
then divided by their standard deviations so as to impose a
unit variance on all of them (this is done in order to sim-
plify the subsequent steps in the algorithm). We are then
left with the corresponding equation for the whitened data
c© 2014 RAS, MNRAS 000, 1–11
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x˜ ≡ Λˆ−1/2 Uˆ x:
x˜ = Aˆ′ s ≡ Λˆ−1/2 Uˆ Aˆ s, (16)
where as before Uˆ and Λˆ are the eigenvectors and eigen-
values of the data covariance matrix. Note that although
the data have been whitened, FastICA still preserves their
PCA order. The problem is further simplified by requiring
that the sources be also “white” (i.e., uncorrelated and unit
variance), since that implies that Aˆ′ must be orthonormal.
FastICA then tries to find the independent components
by inverting Equation 16:
s = Wˆ x˜. (17)
and finding the rows of Wˆ by maximising the non-
Gaussianity of the individual components. FastICA
parametrises the level of non-Gaussianity in terms of the ne-
gentropy J(y) = H(yG)−H(y), where H(y) is the entropy
of the variable y and yG is a unit-variance Gaussian random
variable. Since for all variables with the same variance the
entropy is maximal for a Gaussian variable, the negentropy
J is always positive for non-Gaussian variables. However,
computing the negentropy requires an intimate knowledge
of the probability distribution, which in general we lack. For
this reason FastICA uses an approximation to J given by
J(y) ∼
∑
i
ki [〈Gi(y)〉θ − 〈Gi(yG)〉θ] , (18)
where (ki) are positive constants, 〈·〉θ denotes averaging over
all available samples (i.e. pixels) and Gi is a set of non-
quadratic functions. FastICA makes use of two functions in
particular2:
G(y) = e−y
2/2, G(y) =
1
a
log cosh(a y), 1 6 a 6 2. (19)
The rows of Wˆ are found as follows:
(i) First an initial unit random vector w is chosen as one
of the rows of Wˆ and its projection on the data y ≡ wTx is
computed.
(ii) The correct direction of w is found by maximising
the negentropy of y. This is done by an iterative Newton-
Raphson algorithm (renormalising the modulus of w after
each step).
(iii) The process ends when a given Newton-Raphson it-
erations yields a vector that is close enough to the one from
the previous step.
Further details regarding the algorithm and its relation to
other existing ICA methods can be found in Hyva¨rinen
(1999); Hyva¨rinen & Oja (2000)
It is important to note that the second step in FastICA’s
algorithm (namely, the maximisation of the negentropy) will
be unable to separate Gaussian foreground components be-
yond the initial PCA, since their negentropy is identically 0.
This is simply a consequence of the fact that ICA is equiva-
lent to PCA for the case in which all the sources are Gaus-
sian3.
2 No significant difference in the final foreground-cleaned maps
was found for either choice of function.
3 It is a common misconception to explain the ability of ICA
to remove radio foregrounds by saying that it searches for non-
Gaussianity in the frequency direction, and thus separates the
Unfortunately, as described in section 4.1, the fore-
ground maps corresponding to point sources and free-free
emission were generated as Gaussian random fields in our
simulations, and therefore we will not be able to appreciate
the full power of ICA in removing those. However, the bulk
of the galactic synchrotron emission (which is the most rel-
evant foreground for intensity mapping) was extrapolated
from the Haslam map (Haslam et al. 1982), and is therefore
non-Gaussian. Thus we should still be able to evaluate the
impact of ICA methods in foreground removal.
3.4 Summary
As we have shown in the previous three sections, the three
blind methods under study in this paper can be understood
as three different ways of approaching the least-squares
problem of Equations 4 and 6, each following different cri-
teria in order to find the basis functions Aˆ.
• Line-of-sight (polynomial) fitting imposes an ad-
hoc set of basis functions that, we think, should be able to
describe the foregrounds accurately enough.
• PCA finds Aˆ by requiring that the sources should be
uncorrelated and account for the majority of the total vari-
ance in the data.
• ICA, like PCA, maximises the total variance but in-
stead of uncorrelatedness it imposes statistical independence.
Since these two properties are equivalent for Gaussian vari-
ables, PCA and ICA are mathematically equivalent when
all the sources are Gaussian.
4 METHOD
In order to compare the three blind methods discussed in
the previous section we have tested them on a suite of 100
fast simulations of the cosmological signal and most relevant
foregrounds. In this section we will describe the character-
istics of these simulations as well as the criteria used to
compare the different methods.
4.1 The simulations
The simulations used here were generated using the pub-
licly available code presented in Alonso et al. (2014) 4. The
code generates random realisations of the cosmological sig-
nal and most relevant foregrounds, and includes a basic set
of instrumental effects.
“noisy” components (cosmological signal and instrumental noise)
from the smooth foregrounds. It is important to stress the fact
that non-Gaussianity is in reality maximised in angles and not
in frequency (i.e. the negentropy is estimated by averaging over
pixels), and that the motivation for this is to improve on the initial
PCA separation by imposing statistical independence, rather than
to distinguish noisy and smooth components.
4 http://intensitymapping.physics.ox.ac.uk/CRIME.html
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The cosmological signal. We generate the cosmological
signal by producing a three-dimensional Gaussian realisa-
tion of the matter density and velocity fields in a cubic grid.
The Gaussian density field is transformed into a more phys-
ically motivated one using the log-normal transformation
(Coles & Jones 1991). During this step we also apply a lin-
ear redshift-dependent bias and lightcone evolution based on
linear perturbation theory to the overdensity field. This field
is interpolated onto a set of temperature maps at different
frequencies (i.e. redshifts) using Equation 2 At this point,
redshift-space distortions are included using the radial ve-
locity field. For these simulations we used the parametrisa-
tion xHI = 0.008 (1 + z) for the neutral hydrogen fraction,
based on the observations of Zwaan et al. (2005) and Wolfe
et al. (2005), and for simplicity we assumed that HI is an
unbiased tracer of the density field (δHI = δ). Further details
regarding this method can be found in Alonso et al. (2014).
A box of size Lbox = 8240 Mpc/h was used with
a Cartesian grid of 2048 cells per side. This way we
are able to generate full-sky maps to redshift zmax =
2.55 with a spatial resolution of ∆x ' 4 Mpc/h.
The cosmological signal was generated using Planck-
compatible parameters: (ΩM ,Ωb,Ωk, h, w0, wa, σ8, ns) =
(0.3, 0.049, 0, 0.67,−1, 0, 0.8, 0.96), and the HI temperature
maps were produced in the frequency range 400− 800 MHz
(0.78 . z . 2.55) at intervals of δν ∼ 1 MHz, cor-
responding to radial separations of r‖ ∼ 5 − 6 Mpc/h.
These maps were created using the HEALPix pixelisation
scheme (Go´rski et al. 2005) with a resolution parameter
nside=512 (δθ ∼ 0.115◦), corresponding to transverse scales
3.8 Mpc/h < r⊥ < 8.2Mpc/h.
The foregrounds. The foregrounds included in these sim-
ulations can be classified into two categories: isotropic
and anisotropic. We expect that extra-galactic foregrounds,
due to astrophysical sources beyond our galaxy should be
isotropically distributed across the sky, while galactic fore-
grounds should be significantly more prominent closer to the
galactic plane.
The most relevant foreground in this frequency range in
terms of amplitude is unpolarised galactic synchrotron emis-
sion. In broad terms, synchrotron emission was simulated
by extrapolating the 408 MHz Haslam map (Haslam et al.
1982) to other frequencies using a direction-dependent spec-
tral index provided by the Planck Sky model (Delabrouille
et al. 2013). Structure on angular scales smaller than the
ones resolved in the original Haslam map and a mild fre-
quency decorrelation was included by adding a constrained
Gaussian realisation with parameters given by (Santos et al.
2005). Further details can be found in Alonso et al. (2014).
Other relevant foregrounds are point sources and free-
free emission. We have modelled these as Gaussian realisa-
tions of the generic power spectra:
Cl(ν1, ν2) = A
(
lref
l
)β (
ν2ref
ν1ν2
)α
exp
(
− log
2(ν1/ν2)
2ξ2
)
,
(20)
with parameters given by Santos et al. (2005) (SCK from
here on; see also Table 1 in Alonso et al. (2014)). As men-
tioned in section 3.3, ICA and PCA will only yield differ-
ent results for non-Gaussian foregrounds, and therefore we
will not be able to observe the advantage of using ICA over
Ddish 15 m
tobs 10000 h
δν 1 MHz
Ndish 254
Tinst 25 K
(νmin, νmax) (400, 800) MHz
fsky 0.5
Table 1. Instrumental parameters used for the simulations.
PCA for point sources and free-free emission. Any difference
found between both methods will then be due only to the
non-Gaussian galactic synchrotron foreground.
As has was mentioned in section 2, even though we ex-
pect the 21 cm signal to be largely unpolarised, the presence
of polarised foregrounds should be a concern for intensity
mapping experiments due to polarisation leakage. Since our
aim in this paper is to compare the usefulness of different
foreground cleaning methods, and since the amplitude of
polarised foregrounds depends both on instrumental design
and survey strategy, we have decided to postpone the anal-
ysis of polarised foreground removal for future work. Never-
theless, in section 5.3 we have studied the minimum degree
of frequency correlation that foregrounds must have in order
to be efficiently removed by blind methods.
Instrumental effects. The final observed temperature
maps were generated by including the most relevant instru-
mental effects corresponding to a single-dish experiment (i.e.
an instrument made up of a number of single-dish anten-
nae used as a set of auto-correlators) with the parameters
listed in Table 1. These are similar to those planned for the
SKA-MID configuration, for which a single-dish strategy is
optimal for cosmological purposes (Bull et al. 2014). Two in-
strumental effects were implemented: a frequency-dependent
beam and uncorrelated instrumental noise.
Ideally we can parametrise the beam of such a system as
being Gaussian with a simple frequency-dependent width:
θFWHM ∼ λ
Ddish
, (21)
whereDdish is the antenna diameter. For the frequency range
under consideration this yields an angular resolution that
ranges between 0.7◦ and 1.4◦.
Furthermore, we have described the instrumental noise
as being Gaussian and uncorrelated, with a frequency-
dependent, per-pointing rms
σN = Tinst
√
4pi fsky
δν tobs Ndish Ωbeam
, (22)
where Tinst is the instrument temperature, fsky is the ob-
served sky fraction, δν is the frequency resolution, tobs is
the total observation time, Ndish is number of dishes and
Ωbeam = 1.133 θ
2
FWHM is the beam solid angle. For the val-
ues listed in Table 1 σN varies between 0.025 and 0.05 mK.
The process to build the full observed temperature
maps is as follows:
(i) We directly add the temperature maps corresponding
to the cosmological signal and the different foregrounds. For
computational ease and to avoid redundant calculations we
then degrade the angular resolution of the total map from
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# ∆ν (MHz) z range ∆χ k‖,max
1 436-537 1.64 - 2.25 636 Mpc/h 0.50hMpc−1
2 537-638 1.22 - 1.64 565 Mpc/h 0.57hMpc−1
3 638-739 0.92 - 1.22 491 Mpc/h 0.64hMpc−1
Table 2. Frequency bins used for the analysis of the radial power
spectrum. ∆χ is the radial comoving distance between the bin
edges, and k‖,max is the maximum radial wavenumber reached in
that bin given the frequency resolution. For the three bins the
minimum radial wavenumber k‖,min ≡ 2pi/∆χ is approximately
0.01hMpc−1. Note that these bins were only used for the analysis
of the radial power spectrum, while the foreground cleaning was
done on the full frequency band (400 MHz < ν < 800 MHz).
nside = 512 to 128, which is still perfectly compatible with
the beam size (θpix ∼ 0.45◦).
(ii) We smooth the total temperature using a Gaussian
beam with full-width-half-maximum θFWHM.
(iii) We add a random realisation of uncorrelated Gaus-
sian noise with variance σN . Note that the per-pixel variance
is similar to the one given in Equation 22, with the total
number of pixels Nθ substituting the factor 4pi fsky/Ωbeam.
At this point the observed maps should be cut to the desired
survey mask. However, in order to simplify the analysis and
to avoid the complication of accurately estimating the an-
gular power spectrum of cut-sky maps, we decided to use
full-sky maps for our fiducial simulations. The most impor-
tant effect of an incomplete mask for foreground subtraction
is a reduction in the number of pixels that can be used to
determine the statistical properties of the foregrounds (e.g.
estimating the covariance matrix for PCA or the negentropy
for ICA). We have studied the relevance of this effect in sec-
tion 5.3.4.
Finally, we note that the parameters listed in Table 1
correspond to our fiducial set of simulations. However, in
order to study the effect of different instrumental configu-
rations we have varied these parameters from their fiducial
values. These variations are clearly stated in the correspond-
ing sections below.
4.2 Clustering analysis
The most important cosmological constraints from HI inten-
sity mapping will probably be obtained from the two-point
statistics of the overdensity field, since this encapsulates the
vast majority of the information regarding the underlying
cosmological model. Hence the merit of a given foreground
cleaning method should be judged partly in terms of its abil-
ity to recover the true power spectrum on different radial and
angular scales. We have therefore defined three quantities to
characterise the efficiency of the different cleaning methods:
η ≡ 〈Pclean − Ptrue〉
σP
, ρ ≡ 〈Pres〉
σP
,
 ≡
〈
Pclean − Ptrue
Ptrue
〉
, (23)
where Pclean, Ptrue, Pres are the power-spectra of the cleaned
maps, the true signal (cosmological signal and noise) and the
residuals (“cleaned− true”) respectively, and σP is the sta-
tistical error in the power-spectrum, caused both by cluster-
ing variance and instrumental noise. Thus  and η quantify
the bias induced by foreground subtraction on the power
spectrum as a fraction of the true power spectrum and of
the expected statistical uncertainties respectively, while ρ
is a measure of the corresponding loss in the signal itself.
A perfect foreground cleaning would yield 0 for these three
quantities.
We must clarify that we have used generic term “power
spectrum” here referring to both the angular power spec-
trum Cl and the radial power spectrum (defined below),
which depend on (ν, l) and (zeff , k‖) respectively. This dis-
tinction is important: since the foregrounds are assumed to
be extremely smooth in frequency (i.e. the radial direction)
we can expect the effects of foreground subtraction to be re-
duced to the largest radial scales (an effect commonly known
as the “foreground wedge” (Liu et al. 2014)).
It is also important to note that we have computed
the ensemble averages in Equation 23 by averaging over the
100 different realisations of the cosmological signal, and the
foregrounds. We believe that, given the current uncertain-
ties in the multi-frequency description of the different rele-
vant foregrounds, this approach is reasonably conservative
in that, by averaging over foreground realisations, we ef-
fectively marginalise over these uncertainties. Consequently,
the mean and variance of the quantities in Equation 23 will
depend not only on the statistics of the cosmological signal,
but also on the model used to describe the foregrounds.
4.2.1 Angular power spectrum.
Assuming a full-sky survey, for a fixed frequency shell, the
angular power spectrum of the brightness temperature fluc-
tuations ∆T is estimated by first computing their harmonic
coefficients
alm(ν) =
∫
dnˆ2 ∆T (ν, nˆ)Y ∗lm(nˆ), (24)
where Ylm(nˆ) are the spherical harmonics. The angular
power spectrum Cl ≡ 〈|alm|2〉 is then estimated by aver-
aging over the symmetric index m
C˜l ≡ 1
2l + 1
l∑
m=−l
|alm|2. (25)
Unfortunately this estimator is biased and non-optimal
for cut-sky maps, and in fact the estimation of angular power
spectra for incomplete maps is a non-trivial problem that
has been widely treated in the literature (Tegmark 1997;
Wandelt et al. 2001; Hivon et al. 2002). As we mentioned
above, our fiducial set of simulations were generated as full-
sky maps in order to avoid these complications. However we
have studied the effect of an angular mask in section 5.3.4,
and in this case the angular power spectra were computed
using the PolSpice software package (Chon et al. 2004).
4.2.2 Radial power spectrum.
Because astronomical observations are performed on the
lightcone, cosmological observables such as the temperature
perturbation ∆T are not homogeneous in the radial direc-
tion, since they evolve in time. For this reason, the only
rigorous method to analyse the clustering pattern of the
overdensity field in the radial direction is indirectly through
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Figure 1. Principal eigenvalues of the frequency covariance ma-
trix for a simulation including a frequency-dependent beam (blue
circles) and a constant beam (red squares), as well as for simu-
lations containing foregrounds with different correlation lengths
ξ ∈ (1, 0.05). In the first two cases there is a clear division between
foreground eigenvalues and cosmological ones, although the pres-
ence of a ν-dependent beam makes the transition between the two
smoother, and a larger number of foreground degrees of freedom
must be eliminated. For smaller frequency correlation lengths the
contribution of foregrounds spreads through a larger number of
eigenvalues, making foreground contamination more troublesome.
the angular cross-correlation of maps at different redshifts
(Montanari & Durrer 2012; Asorey et al. 2012). However,
in practice it is possible to divide the survey into redshift
shells that are wide enough to contain the most relevant
radial scales and narrow enough so that we can assume a
static universe at some effective redshift zeff , neglecting evo-
lution effects. This has in fact been common practice among
most galaxy redshift surveys (Anderson et al. 2014; Contr-
eras et al. 2013), and enables much more direct, easier access
to important cosmological observables. In order to obtain a
direct intuition about the effectiveness of foreground sub-
traction in the radial direction we have followed this ap-
proach here.
We have divided our full frequency range into a number
of thick redshift shells of equal bandwidth ∆ν ∼ 100 MHz,
each containing the same number of frequency bins (see Ta-
ble 2 for details). The location, width and number of these
shells were chosen in order to avoid the edge effects described
in section 5.3.2 and to include the most relevant cosmolog-
ical scales. For each of these shells, every individual pixel
corresponds to a different realisation of the overdensity field
along the line of sight. We can therefore compute the ra-
dial power spectrum by averaging over the modulus of the
Fourier transform of each line of sight
P‖(k‖) ≡ ∆χ
2piNθ
Nθ∑
i=1
|∆˜T (nˆ, k‖)|2, (26)
where ∆χ = χ(zmax)−χ(zmin) is the comoving width of the
redshift shell under consideration. We estimate the Fourier
coefficients ∆˜T by computing the Fast Fourier Transform
(FFT) of each line of sight. Since the different values of ∆T
are separated by a constant frequency interval δν = 1 MHz,
its FFT is calculated at constant interval in the conjugate
variable corresponding to ν, δkν = 2pi/∆ν. Assuming a con-
stant effective redshift zeff for each bin, kν can be related to
the radial wavenumber k‖ through
k‖ =
ν21H(zeff)
(1 + zeff)2
kν . (27)
A more rigorous definition for P‖(k‖) can be found in Alonso
et al. (2014).
5 RESULTS
We have used 100 independent simulations as described in
the previous section in order to compare the three blind sub-
traction methods and evaluate the ranges of scales in which
the recovered maps can be reliably used for cosmology. We
have studied the number of foreground degrees of freedom
Nfg that need to be removed (i.e. the dimension of s in Equa-
tion 4) for each method, the values of the parameters defined
in Equation 23 as a function of scale and method, and the
limits of applicability of these techniques.5
5.1 Foreground degrees of freedom
By subtracting the foregrounds we are effectively removing
information from the temperature maps. We should there-
fore be concerned about removing only the information re-
lated to the foregrounds, and minimising the loss of cosmo-
logical information. This implies minimising the number of
degrees of freedom that we subtract, which ideally would
correspond to the number of independent foregrounds.
In our case we have included four different foregrounds
(galactic synchrotron, point sources and galactic and extra-
galactic free-free). Additionally, the mean HI temperature
is also a smooth function of the frequency, and will be in-
evitably removed by the foreground cleaning method. On
top of this, a frequency-dependent instrumental beam will
also act as an extra effective foreground, yielding a total of
∼ 6 potential foreground sources, the cleaning of which will
depend critically on them being clearly distinct from the
cosmological signal we hope to measure.
PCA offers an intuitive way to address this question,
and to decide on the number of foreground degrees of free-
dom to subtract. We know that most of the information re-
lated to the foregrounds should be contained in a few of the
largest eigenvalues of the frequency covariance matrix. Thus,
by looking at these eigenvalues it is possible to see whether
a number of them is clearly different (much larger) from the
rest, and whether there exists a clear divide between fore-
ground and cosmological eigenvalues. Figure 1 shows the
first 25 principal eigenvalues for several of our simulations.
One of them (blue circles) includes a frequency-dependent
beam size given by Eq. (21), while another one (red squares)
was generated for a constant beam size corresponding to
the median frequency of the simulation. It is possible to see
that in both cases there exists a clear distinction between
5 We have made available a public version of the computer codes
used to carry out this analysis at http://intensitymapping.
physics.ox.ac.uk/codes.html.
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Figure 2. Ratio of the power spectrum of the foreground cleaning residuals to the power spectrum of the cosmological signal as a
function of the number of foreground degrees of freedom removed for the three different cleaning methods. The left and right panels show
the results for the angular and radial power spectrum respectively. Each plot contains 3 sub-panels, showing the results for polynomial
fitting, PCA, and ICA (in descending order). The angular power spectra shown correspond to a frequency bin 599 MHz < ν < 600 MHz,
while the radial ones correspond to the second bin in Table 2. As can be seen, in most cases the efficiency of the foreground cleaning
converges for Nfg ∼ 6− 7, although the distinction between both values is clearer for polynomial fitting, which attains a clear minimum
for Nfg = 7. This result could have been anticipated visually from Figure 1. The black lines in both plots correspond to the optimal case
for the constant-beam simulation (Nfg = 7 for polynomial fitting and Nfg = 5 for PCA and ICA).
foreground and cosmological eigenvalues, although the pres-
ence of a frequency-dependent beam makes the transition
between the two smoother. We can predict an optimal value
of Nfg = 5 for the constant-beam simulation, and either 6
or 7 for the ν-dependent beam using PCA.
We have studied the total number of eigenvalues to sub-
tract by computing the ratio of the power spectrum of the
residual maps to the cosmological power spectrum in one
of our simulations for the three methods and for different
numbers of foregrounds. Figure 2 shows this ratio for the
angular (left panel) and radial (right panel) power spectra
and for the three different methods (in descending order:
polynomial fitting, PCA and ICA). For this plot we chose
to show the results corresponding to an intermediate fre-
quency bin 599 MHz < ν < 600 MHz for the angular case,
and the second bin in Table 2 for the radial case, but similar
results hold in general. As anticipated above, both PCA and
ICA converge for Nfg = 6 or 7, and we do not gain anything
by subtracting additional degrees of freedom. For polyno-
mial fitting, however, the optimal value is clearly Nfg = 7.
In view of this result we have performed the analysis below
on the total ensemble of simulations using the fiducial value
Nfg = 7 for the three methods.
5.2 The effects of foreground removal
In order to evaluate the extra statistical and systematic un-
certainties introduced by the process of foreground subtrac-
tion, and to ascertain the range of scales where the cleaned
maps can be reliably used to obtain cosmological constraints
we have computed the parameters η,  and ρ introduced in
Eq. (23) from our 100 independent simulations.
Figure 3 shows the values of these parameters com-
puted for the angular power spectrum in the frequency bin
599 MHz < ν < 600 MHz (left column) and for the radial
power spectrum for the second bin in Table 2 (right col-
umn). Each plot shows the results for the three cleaning
methods, and the error bars show the statistical deviation
of these quantities. In all cases the three methods yield very
similar (almost equivalent) results, all of them being able
to clean the foregrounds reasonably well for the same num-
ber of foreground degrees of freedom. There is a very wide
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Figure 3. The parameters η,  and ρ (rows 1 to 3 respectively), introduced in Equation 23, for the angular power spectrum in the bin
ν ∈ (599, 600) MHz (left panel) and the radial power spectrum for the second bin in Table 2 (right panel). Each plot shows the result for
polynomial fitting (red circles), PCA (green squares) and ICA (blue triangles). The error bars in the plots show the variance of each of
these quantities.
range of scales where foreground contamination is small in
comparison with the expected statistical errors, and which
can be reliably used for cosmology. In particular, PCA and
ICA yield remarkably similar results, in spite of the latter
exploiting the central limit theorem to enforce the statis-
tical independence of the different foreground components.
Thus, at least for the foregrounds simulated in this work,
requiring the foregrounds to be uncorrelated (which is com-
mon to PCA and ICA) is the most relevant constraint. Fur-
thermore, the results for polynomial fitting are very similar
to the other two methods (even slightly better for certain
radial scales), in spite of this method being the most na¨ıve
approach to foreground cleaning. It is also worth noting that
both η and ρ become more consistent with 0 on large angular
scales. This is due to the fact that these two quantities are
weighed by the statistical errors, wich are inversely propor-
tional to the square root of the number of modes available
(σ(Cl) ∝ (2 l + 1)−1/2).
On large radial scales (k‖ . 0.1hMpc−1) we can clearly
see the effect of the aforementioned “foreground wedge”.
This is a known and reasonable result caused by the spectral
smoothness of the foregrounds, which implies that any fore-
ground leakage will contribute mainly to the largest radial
scales, which are catastrophically contaminated. However,
in terms of the parameters η,  and ρ we do not observe
any clear degradation in the small-l regime (large angular
scales).
It is important to study the validity of these results
across different frequencies. Figure 4 shows the values of η
and ρ (upper and lower rows respectively) computed for the
angular power spectrum in the 400 different frequency chan-
nels (left column) and the radial power spectrum in the 3
bins described in Table 2 (right column) using a PCA ap-
proach. Equivalent results were found for polynomial fitting
and ICA. As is evident from this figure, even though fore-
ground removal is reasonably successful for a large range
of frequencies, it break down close to the edges of the fre-
quency band, where the recovered maps are highly biased.
The cosmological analysis must therefore be performed on
the frequency interval not affected by these edge effects. We
will discuss this effect in more detail in section 5.3.2.
In order to quantify the performance of each foreground
c© 2014 RAS, MNRAS 000, 1–11
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Figure 4. The parameters η and ρ from Eq. 23 (top and bottom rows respectively) for the angular (left column) and radial (right
column) power spectra for all the different frequency (or redshift) bins considered in this analysis. The results shown correspond to the
PCA method, but equivalent results were found for polynomial fitting and ICA. In most cases the bias due to foreground cleaning is
much smaller than the statistical errors for a wide range of scales, although this breaks down on large radial scales and close to the edges
of the frequency band.
cleaning method with a single number, we have computed
an effective bias ηeff for the angular power spectrum by
averaging over all the values of l in the range of frequen-
cies 450 MHz - 750 MHz (i.e. omitting the frequencies close
to the edges where the cleaned maps are less reliable). In
all cases we obtain an effective bias ηeff ' −0.2, i.e. the
amount of signal loss in the power spectrum is on average
20% of the statistical errors. The bias in the radial power
spectrum drops below this 20% level for scales smaller than
k‖ ' 0.15hMpc−1. Throughout the same range of scales,
the angular power spectrum of the cleaning residuals is also
about one fifth of the statistical uncertainties.
The negative value of ηeff implies that we are in fact
overfitting the foregrounds, and that there is a net leakage of
the cosmological signal into the removed foregrounds which
induces a non-zero (albeit small) bias in the power spec-
trum. We have studied the possibility of alleviating this sig-
nal loss by decreasing the number of subtracted foreground
degrees of freedom, but for any smaller Nfg the leakage of
foregrounds into the signal became catastrophically large on
certain scales.
This bias is therefore an undesirable but seemingly un-
avoidable effect of foreground cleaning which could, if accu-
rately characterised, be potentially corrected for. However,
the stochastic nature of this bias implies that, even if cor-
rected for, it will induce an additional uncertainty in the
measurement of the power spectrum. This additional un-
certainty is given by the standard deviation of η, shown
as error bars in the first row of Figure 3. While the ad-
ditional uncertainty on P‖(k‖) is relatively small (5 − 10%
for k‖ > 0.1hMpc
−1), the statistical errors in the angular
power spectrum must be enlarged by a significantly larger
fraction (20−30%). We can understand this result as due to
the much higher degree of stochasticity of the foregrounds in
the angular direction with respect to the radial one. These
results are consistent for the three different cleaning meth-
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Figure 5. Correlation matrix of the angular power spectrum at a fixed frequency ν = 600 MHz (top row) and at a fixed scale l = 50
(bottom row) for the true signal (left column) and the cleaned maps (right column). In order to reduce the statistical fluctuations the
covariance matrices have been rebinned in bins of ∆l = 4 and ∆ν = 6 MHz.
ods and across the whole frequency range, and show that
foreground removal will inevitably degrade the cosmological
constrains that can be obtained from the measurement of
the temperature power spectrum.
Besides this increase in the amplitude of the statisti-
cal uncertainties in the power spectrum, foreground removal
could potentially also affect their correlation structure. Thus
it is important to compare the full covariance matrices of
the power spectrum for the cleaned and the true tempera-
ture maps. We have estimated the covariance matrix for a
fixed frequency bin
Cνij = 〈Cli(ν)Clj (ν)〉 − 〈Cli(ν)〉〈Clj (ν)〉 (28)
and for a fixed scale l
Clij = 〈Cl(νi)Cl(νj)〉 − 〈Cl(νi)〉〈Cl(νj)〉 (29)
from our 100 simulations. The top row in Figure 5 shows
the correlation matrix (rij ≡ Cij/
√CiiCjj) for a fixed fre-
quency ν = 600 MHz for the true and foreground-cleaned
maps (left and right panels respectively), while the bottom
row shows the analogous matrices for a fixed angular scale
l = 50. According to these results, the variation in the corre-
lation structure of the statistical uncertainties of the angular
power spectrum caused by foreground subtraction is quanti-
tatively negligible. This disagrees with the results of (Wolz
et al. 2014), who find a noticeable effect on the correlation
matrix induced by foreground removal using FastICA. This
disagreement could be due to a number of reasons, from dif-
ferences in the simulations to the different analysis pipelines.
We found analogous results for the correlation matrix of the
radial power spectrum (see Fig. 6), in spite of the large bias
induced by foreground subtraction on large radial scales.
Although the bias in the recovered power spectra is
a good way to parametrise the effect of foreground re-
moval in intensity mapping, certain observables, such as the
baryon acoustic oscillation (BAO) scale are known to be
extremely robust against systematic alterations in the over-
c© 2014 RAS, MNRAS 000, 1–11
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the cleaned maps (right panel).
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Figure 7. Left panel: angular power spectrum in the bin ν ∈ (599, 600) MHz for the foreground-free temperature maps (black solid line)
and for the foreground-cleaned ones (red solid line). The grey-shaded region shows the variance of the cleaned power spectrum. Right
panel: BAO wiggles in the radial power spectrum for the second bin in Table 2 in the same two cases.
all shape of the power spectrum. Therefore it is also rele-
vant to visualise directly the effect of foreground cleaning
on the power spectrum. The left panel of Figure 7 shows
the average angular power spectrum at ν = 600 MHz com-
puted for the foreground-free map (black solid line) and for
the foreground-cleaned map (circles with error bars showing
the standard deviation). Although the angular resolution of
single-dish observations with the SKA-MID configuration is
not good enough to measure the angular BAO, the overall
shape of the power spectrum is not dramatically changed
by foreground removal, and therefore it should be possi-
ble to constrain large-scale cosmological observables with
intensity mapping. Analogously, the right panel of Figure 7
shows the radial power spectrum in the second bin of Table
2 divided by a smooth (no-BAO) fit to the overall shape of
P‖(k‖), thus highlighting the BAO wiggles. The positions of
the BAO wiggles are not significantly altered by foreground
cleaning, and hence it should be possible to measure the
radial BAO scale accurately with this configuration.
5.3 Other effects
As has been shown in the previous section, blind foreground
cleaning methods are reasonably effective, and should allow
us to recover the cosmological signal with a relatively small
bias compared to the statistical uncertainties. However it is
interesting to explore how much this result depends on the
assumptions and approximations used in this work. In this
section we have thus studied several effects that could po-
tentially affect the performance of foreground subtraction
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in cases that depart from the fiducial simulations used in
the previous section. Since, as we have also seen, the perfor-
mance of the three blind cleaning methods under study is
almost equivalent, in this section we will show only results
corresponding to a PCA analysis, although similar results
hold for ICA and polynomial fitting.
5.3.1 Foreground smoothness
The success of foreground cleaning for intensity mapping re-
lies heavily on the foreground sources being very correlated
(smooth) in frequency. Even though we tried to be conserva-
tive in this regard when simulating the foregrounds, it is of
key importance to quantify the minimum degree of smooth-
ness required for a successful subtraction. By doing this we
can, at least qualitatively, assess the effects of a potentially
non-smooth foreground, such as polarisation leakage.
The SCK model (Eq. 20) provides an ideal way to quan-
tify this degree of smoothness in terms of the frequency cor-
relation length ξ, which describes the number of e-folds in
frequency over which the foregrounds do not deviate signif-
icantly from a perfect correlation. We have generated fore-
ground maps using Gaussian realisations of this model for
different values of this parameter, from ξ = 1 (correspond-
ing to the model used for point sources) to ξ = 0.05, and
keeping all other parameters fixed to the values used to simu-
late extragalactic point sources. For each value we generated
100 independent realisations, which were combined with the
maps of the cosmological signal through the process defined
in section 4.1.
Figure 1 shows the first 25 principal eigenvalues for sim-
ulations with different values of ξ. As ξ decreases, the fore-
grounds become less correlated in frequency and their con-
tribution spreads over a larger number of eigenvalues. It is
then easy to understand how foreground cleaning would fail:
at some point the number of foreground degrees of freedom
that must be subtracted becomes too large, and too much
information about the cosmological signal is lost.
We performed a full PCA analysis on the 100 simula-
tions for each value of ξ and computed the bias figure of
merit η in each case. The result described above is explic-
itly shown in Figure 8: as the foregrounds become “noisier”
more signal is lost in cleaning them, and the bias in the es-
timated power spectra eventually becomes larger than the
statistical errors. In view of this results we estimate that
an effective correlation length ξ & 0.25 is necessary for a
reliable foreground cleaning using a blind approach. This
value was estimated as the correlation length for which the
average effective bias |ηeff | in the angular power spectrum
becomes larger than 30%.
5.3.2 Edge effects
In order to verify that the larger cleaning bias found at high
and low frequencies is not related to the specific frequency
values or to a computational error in the simulation of the
foregrounds, but to the fact that these regions are the bound-
aries of the frequency band under study, we have performed
the following test: we re-analysed the simulations in a re-
stricted frequency range, cutting out two bands of width
20 MHz at either end of it. By doing so we confirmed that
the regions of unreliable foreground cleaning shift to the new
band edges (see Figure 9).
In an intensity mapping experiment, it is therefore im-
portant to allow for a buffer of frequencies at either end of
the band in which the foreground cleaning is to be carried
out, where the results will not be reliable. More interest-
ingly, this justifies extending the frequency coverage of the
survey beyond the values of interest for cosmology (i.e. above
ν = 1420 MHz) in order to improve the foreground subtrac-
tion.
5.3.3 Radio Frequency Interference
Until now we have not taken into account the possible pres-
ence of man-made radio frequency interference (RFI), which
can completely prevent the usage of certain radio channels
for astronomical purposes. The usual way to deal with RFI
is to place the experiment in a remote location, out of reach
of artificial electronic signals, however there will inevitably
be certain bands in the radio spectrum that will be rendered
useless by RFI. The presence of RFI could affect foreground
cleaning by limiting our ability to characterise the frequency
dependence of the foregrounds.
We have attempted to quantify the effect on foreground
subtraction by crudely simulating the presence of RFI in our
simulations. We did so by flagging certain frequency chan-
nels as RFI and removing them entirely from the analysis.
Two RFI models were simulated, which we labelled random
and clustered: for a fixed fraction of flagged channels, ran-
dom RFI is simulated by selecting those at random inside the
simulated frequency range. For clustered RFI, on the other
hand, the same number of flagged channels are collected in a
small number of wide frequency bands or “clusters”. While
the effect of random RFI on foreground subtraction should
be minimal as long as the fraction of RFI is low enough,
clustered RFI could have a more significant influence: if the
clusters are wide enough in frequency they will act as effec-
tive “boundaries” and, as shown in section 5.3.2, the cleaned
maps close to these edges will be less reliable.
A number of simulated observations were generated,
varying the fraction of RFI-dominated channels and the
number and width of RFI clusters. For random RFI, no sig-
nificant degradation of the foreground cleaning process was
observed even for RFI fractions of up to 20%, where the av-
erage effective bias rises only from −0.2 to ηeff ' −0.22 (left
panel in Figure 10). However, for clustered RFI the bound-
ary effect quoted above becomes relevant for clusters wider
than ∆νRFI ∼ 20 MHz (right panel in Figure 10). In this lim-
iting case the average effective bias becomes ηeff ∼ −0.28.
Another further complication caused by the presence
of RFI is that a more involved treatment is necessary in
order to study the clustering statistics of the cosmological
signal in the radial direction, in the same way that angular
masking affects the computation of the angular power spec-
trum Cl. The estimation of the radial power spectrum in the
presence of RFI lies beyond the scope of the present work,
however, and so we have not studied the corresponding effect
on P‖(k‖).
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Figure 8. Foreground cleaning bias as a function of the foreground frequency correlation length for the angular power spectrum at
600 MHz (left panel) and for the radial power spectrum in bin 2 of Table 2 (right panel).
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Figure 9. Foreground cleaning bias for restricted frequency band.
The first and last 20 MHz of the fiducial frequency band were cut
out (grey, hash-marked bands) and the foreground subtraction
was done in the restricted band. The region of large bias near the
boundaries of the frequency range observed in Figure 4 is now
shifted to the new boundaries, showing that it is truly an edge
effect that will affect blind foreground subtraction in general.
5.3.4 Angular masking
There are a number of reasons why we cannot expect full-
sky coverage for any realistic intensity mapping experiment.
For example, ground-based experiments can only observe
slightly more than one celestial hemisphere, depending on
their location, and in most cases this maximal coverage is
not reached due to technical or time limitations. We have
studied the potential effects of incomplete sky coverage on
foreground cleaning by performing a full PCA analysis on
our fiducial set of simulations using different masking crite-
ria. We can anticipate that angular masking should affect
the efficiency of foreground removal in two different ways:
(i) On the one hand, a reduced sky fraction implies a
smaller number of independent samples (pixels) that can be
used to characterise the foregrounds (e.g. to calculate the
frequency covariance matrix in the case of PCA), thus po-
tentially reducing the quality of the cleaned maps. In order
to quantify this effect we created sky masks where only a
region in the southern celestial hemisphere below a given
declination δthr < 0 is visible.
(ii) On the other hand, masking regions of the sky where
we expect that foreground subtraction will be complicated
(e.g., regions close to the galactic plane) can have the op-
posite effect, improving the efficiency of the method. In or-
der to study this possibility we masked all pixels where the
synchrotron temperature at 408 MHz, given by the Haslam
map, is above a given threshold Tthr. This threshold must
be found as a compromise between covering regions of high
synchrotron emission and minimising the loss of sky cov-
erage. We decided to use Tthr = 40 K, which still leaves a
sizeable fraction of the sky observable (fsky ∼ 0.8).
As mentioned before, and incomplete sky coverage also
complicates the estimation of the angular power spectrum.
For this reason the software package PolSpice (Chon et al.
2004) was used to estimate the Cls, and we only studied
scales on which we found this estimation to be unbiased for
all the different masks (l > 10). Also note that the statistical
uncertainties on the angular power spectrum increase for a
masked sky by a factor f
−1/2
sky . In order to eliminate this
effect from the comparison between different masks, in this
case we used the ratio of the power spectrum of the cleaning
residuals to that of the cosmological signal as a figure of
merit.
Figure 11 summarises our findings. The figure shows the
ratio 〈Cl,res〉/〈Cl,cosmo〉 for the bin 600 MHz < ν < 601 MHz
and for different masks. As could be expected from the dis-
cussion above, as we decrease the observable fraction of the
sky the cleaning becomes less efficient and the residuals
grow, especially on large scales. However, when the appropri-
ate parts of the sky are masked (i.e., regions with large fore-
grounds), the cleaned maps become more reliable, although
the magnitude of this improvement is not very large.
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Figure 10. Bias parameter η for the angular power spectrum in the presence of random RFI (left panel) and clustered RFI (right panel).
20% of the channels were flagged as RFI in both cases.
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Figure 11. Ratio of the power spectrum of the residuals to that
of the cosmological signal for different masks: full-sky (red), half-
sky (δthr = 0, green), δthr = 60
◦ (blue) and Tthr = 40 K (black).
5.3.5 Angular resolution
Due to the fiducial SKA dish size, a single-dish intensity
mapping survey is only able to resolve very large scales
(θ & θFWHM ' 1.4◦). However it is relevant to study the
performance of blind foreground cleaning for an experiment
with a better angular resolution. Two effects will be most rel-
evant: on the one hand a better angular resolution provides a
larger number of independent samples (pixels) that can be
used to model the frequency structure of the foregrounds,
thus potentially improving the cleaning. On the other, the
statistical errors on smaller angular scales are also smaller
(σ(Cl) ∝ (2 l + 1)−1/2), and hence the requirement on the
foreground cleaning bias becomes more stringent.
We have generated observed sky maps for our 100 simu-
lations assuming a constant angular beam size of θFWHM =
0.3◦, and keeping all other instrumental parameters equal
to their fiducial values (except for the angular resolution
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Figure 12. Bias parameter η for PCA in simulations with higher
angular resolution (θFWHM = 0.3
◦). The cosmological signal is
recovered to an accuracy similar to the one found in the fiducial
case.
parameter, which was increased to nside = 256). After ap-
plying the three blind methods, similar results to the ones
quoted above for the fiducial simulations were found on all
scales and frequencies (see Figure 12), which shows that
blind foreground cleaning should also be successful for more
futuristic experiments. It is also worth noting that due to
the fact that in this case we used a constant beam width,
only 5 foreground degrees of freedom had to be subtracted.
5.3.6 Instrumental noise
A large level of instrumental noise could also in principle
prevent a correct characterisation of the frequency structure
of the foregrounds, and thus affect the effectiveness of fore-
ground subtraction. In order to address this possible issue
we generated an ensemble of 100 simulations with a value
of the system temperature Tinst twice as large as the fidu-
cial one (quoted in Table 1), and used them to estimate the
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Figure 13. Foreground cleaning bias for a simulation with larger
instrumental noise (twice as much as in the fiducial case). The
degree of foreground contamination is similar to the one found
for the fiducial simulations.
foreground cleaning bias η. This is shown in Figure 13. In all
cases we are able to separate the smooth foregrounds from
the cosmological signal and noise to the same level as in the
fiducial case (section 5.2).
6 DISCUSSION
In this work we have studied the efficiency of blind fore-
ground removal methods for HI intensity mapping. By
“blind” we refer here to methods that only assume generic
characteristics about the foregrounds (in particular spectral
smoothness). Due to the lack of multi-frequency information
about the foregrounds relevant for intensity mapping, blind
cleaning methods will inevitably be necessary for the first
experiments.
In particular we have tested and compared three differ-
ent methods: polynomial line-of-sight fitting, principal com-
ponent analysis and independent component analysis. We
have shown that all of the methods can be described as
different approaches to the same mathematical problem of
blind source separation – all of them attempt to filter out
the foregrounds by fitting their frequency dependence to a
combination of smooth functions, and they only differ in
their approach to finding these functions.
In order to carry out this study we have generated a
suite of 100 independent simulations of both the expected
intensity mapping signal and the most relevant foregrounds
using the publicly available code by Alonso et al. (2014).
The simulated sky maps were then modified to simulate the
angular resolution and instrumental noise level expected for
the SKA-MID configuration (see Bull et al. (2014) for de-
tails).
In order to compare the different methods we have char-
acterised the efficiency of foreground cleaning through the
quantities η,  and ρ given in Equation 23, which describe the
bias induced on the power spectrum (both angular and ra-
dial) of the cleaned maps as well as the contamination in the
signal itself. We find that the cosmological signal can be op-
timally recovered by removing a total of Nfg = 7 foreground
degrees of freedom for the three methods. The analysis of
the foreground-cleaned maps has yielded several important
results:
• Not only can the three methods be described using the
same mathematical formalism, but they also yield quantita-
tively similar (almost equivalent) results.
• The cosmological signal can be successfully recovered
across a wide range of scales and redshifts. However, the
foreground removal induces a bias in the power spectrum
that must be taken into account.
• In the angular power spectrum, this bias is of the order
of 0− 20% of the statistical uncertainties (η ∼ −0.2) for all
angular scales and most frequencies.
• The radial power spectrum in turn is strongly affected
by foreground removal on large scales (k‖ . 0.1hMpc−1),
but the bias η is rapidly suppressed on smaller ones.
• Foreground removal also increases the amplitude of the
statistical uncertainties in the power spectrum by as much
as 20 − 30% in the case of the angular power spectrum.
No relevant variation in the correlation structure of these
uncertainties was observed, however.
• In spite of this bias we have verified that some of the
most important cosmological features, such as the BAO wig-
gles, are not strongly affected by foreground removal, and
therefore it should be possible to measure them with good
accuracy.
• Blind foreground cleaning relies heavily on the spectral
smoothness of the foregrounds. In order to quantify the min-
imum degree of smoothness for a successful removal, we gen-
erated simulations for foregrounds with a varying frequency
correlation length. We have determined that, in order to
limit the average effective bias to |ηeff | < 0.3, a frequency
correlation length of ξ > 0.25 is necessary.
• Close to the boundaries of the frequency band, the
foreground-cleaned maps cease to be reliable. This suggests
that a buffer of frequencies at either end of the band should
be allowed for, and that an intensity mapping experiment
could benefit from extending its observations beyond the
frequency values of cosmological interest.
• We have studied the effect of RFI (i.e. an incomplete fre-
quency coverage) on the cleaned maps. Although foreground
cleaning only deteriorates noticeably when up to 20% of the
frequency channels are lost due to RFI at random, the ef-
fect is much stronger when the RFI-dominated channels are
clustered into wider bands.
• We have also quantified two possible effects that an an-
gular mask could have on foreground subtraction. On the
one hand we observe a deterioration in the cleaned maps
for smaller fractions of the sky, due to the smaller number
of independent samples (pixels) that can be used to char-
acterise the foregrounds. On the other, the quality of the
foreground-cleaned signal can benefit from masking regions
of the sky where the foregrounds are larger.
We have left a number of analyses for future work, such
as studying the effect of polarisation leakage and correlated
noise or characterising the effects of foreground cleaning on
the cosmological parameters inferred from the power spec-
trum. However, the results presented here should be rele-
vant in order to produce more realistic forecasts for inten-
sity mapping, optimise the design of future intensity map-
ping experiments and analyse the data extracted from them.
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The computer tools developed and used in this analysis have
been made publicly available at http://intensitymapping.
physics.ox.ac.uk/codes.html.
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