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Abstract
Numerical simulation models that support decision-making and policy-making pro-
cesses are often complex, involving many disciplines, and long computation times.
These models typically have many factors of different character, such as operational,
design-based, technological, and economics-based. Such factors generally contain un-
certainty, which leads to uncertainty in model outputs. For such models, it is critical
to both the application of model results and the future development of the model
that uncertainty be properly assessed.
This thesis presents a comprehensive approach to the uncertainty assessment of
complex models intended to support decision- and policy-making processes. The
approach consists of seven steps, which are establishing assessment goals, document-
ing assumptions and limitations, documenting model factors and outputs, classifying
and characterizing factor uncertainty, conducting uncertainty analysis, conducting
sensitivity analysis, and presenting results. Factor uncertainty is represented proba-
bilistically, characterized by the principle of maximum uncertainty, and propagated
via Monte Carlo simulation. State-of-the-art methods of global sensitivity analysis
are employed to apportion model output variance across model factors, and a fun-
damental extension of global sensitivity analysis, termed distributional sensitivity
analysis, is developed to determine on which factors future research should focus to
reduce output variability. The complete approach is demonstrated on a real-world
model intended to estimate the impacts of aviation on climate change in support of
decision- and policy-making, where it is established that a systematic approach to
uncertainty assessment is critical to the proper application and future development
of complex models.
A novel surrogate modeling methodology designed specifically for uncertainty as-
sessment is also presented and demonstrated for an aircraft emissions prediction model
that is being developed and applied to support aviation environmental policy-making.
The results demonstrate how confidence intervals on surrogate model predictions can
be used to balance the tradeoff between computation time and uncertainty in the
estimation of statistical outputs of interest in uncertainty assessment.
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Chapter 1
Introduction
Numerical simulation is becoming increasingly widespread as a means to support
decision-making and policy-making processes. Simulation models for such applica-
tions are often complex, involving many disciplines and long computation times.
These models typically have many factors of different character, such as operational,
design-based, technological, and economics-based. Such factors generally contain
uncertainty, which leads to uncertainty in model outputs. For complex models in-
tended to support decision-making and policy-making processes, uncertainty assess-
ment, which consists of the proper representation, characterization, and analysis of
uncertainty, is critical to both model development and the application of model re-
sults.
Motivation for uncertainty assessment is given in Section 1.1, followed by the def-
initions of certain terms used through this work and a statement regarding the scope
of uncertainty assessment in Section 1.2. The requirements of a proper uncertainty
assessment are laid out in Section 1.3, which is then followed by background on cur-
rent practices in uncertainty assessment in Sections 1.4 and 1.5. The objectives of
this research are stated in Section 1.7, and an outline of the remainder of the thesis
is given in Section 1.8.
1.1 Motivation for Uncertainty Assessment
The growing use of numerical simulation models in science and engineering, and the
presence of uncertainty in all aspects of modeling, has naturally led to questions such
as: What confidence does one have in model results? What can be done to improve
confidence in model results? What are the limits in terms of applicability of model
results [4, 5]? Uncertainty analysis, which can be defined as the determination of
the uncertainty in model results that derives from uncertainty in model factors [6],
and sensitivity analysis, which can be defined as the study of how uncertainty in the
output of a model can be apportioned to different sources of uncertainty in model
factors [5], provide the answers to such questions [4]. The process of conducting both
uncertainty and sensitivity analyses is referred to as uncertainty assessment.
1.2 Terminology and Scope
Prior to discussing what is required of an uncertainty assessment for complex models
intended to support decision- and policy-making processes, and what exists for such
a task in the literature today, it is necessary to first establish the terminology used
throughout this work, and the scope of uncertainty assessment in regards to the
modeling process.
The need for concrete definitions stems from the fact that terms such as input,
variable, factor, and parameter are occasionally used interchangeably in the literature
[7, 8, 9]. Further, terms such as model and output are rarely defined. Thus, to avoid
any potential confusion, the following definitions are employed here:
Definition 1. Model: A specific set of parameters and operations used in the repre-
sentation of a system developed for the purpose of studying that system.
Definition 2. Parameter: A quantity that determines the characteristics of a model.
Definition 3. Factor: An external input to a model that is not contained in the
definition of the model itself (i. e. not a parameter).
Definition 4. Output: A model result of interest.
The definitions of the terms factor and parameter are inspired by Ref. [10]. The
definition of the term model is taken from Ref. [11] with some modification. To
illustrate the use of these terms, consider the following simple relation and Figure 1-
1:
f(x; a, 3) = azx + x2. (1.1)
Here, the factors are x1 and x 2 and are represented by x = (x 1, X2 ), the parameters
are a and 3, the model is f(.; a, 3), and the output is f(x; a, 3). In this model, the
factors x1 and x 2 may take on different values, however, the parameters a and 3 are
part of the model definition, and thus are considered fixed. If two different parameters
were used instead, say y and A, then according to Definition 1 we would have a new
model, f(.; y, A).
x f( ) f ,13)
Figure 1-1: Diagram of a model with its factors, parameters, and outputs identified.
The process of developing and applying a model of a real-world system is challeng-
ing, and uncertainty assessment is an important part of that process [5, 11]. A flow
chart of a general modeling process is shown in Figure 1-2, which is an adaptation
from Refs. [12] and [13]. Each block in the figure represents a step in the modeling
process. Model building is the process of constructing mathematical representations
of the real-world phenomena in the system being studied, model verification is a pro-
cess of confirming that a model is a faithful representation of what was intended, and
model validation is the process of confirming the model is an adequate representation
of the system and is capable of imitating the system's behavior reasonably accurately
within the domain of the intended application of the model [13]. In the figure, uncer-
tainty assessment is conducted after a model has gone through the process of model
validation and verification to emphasize the role of uncertainty assessment in the ap-
Real World
System
Model Building
~~~ia~w------.------*
Model
------------------Vericiation
ModelValidation
Unoeitainty Model
Assessmett Application
Figure 1-2: Diagram of the modeling process which shows the connections between
the various steps.
plication phase of the model, where the focus is generally on uncertainty in model
factors and not on uncertainty associated with the model itself. However, as shown by
the dashed arrows, the modeling process is not typically conducted in series; rather
steps such as verification, validation, and uncertainty assessment are complementary
and oftentimes overlap. For example, uncertainty assessment can identify gaps in
model functionality, which can be considered part of the verfication process and can
also provide model output information that can be used in the validation process. It
should be noted here that the uncertainties considered in this work do not include
model form uncertainty, that is uncertainty surrounding the choice of model type (e.g.
the choice of an inelastic or elastic model for stress in a beam), which can at times be
considerably larger than uncertainty associated with model factors considered here.
1.3 Requirements for Uncertainty Assessment
There are many techniques available for performing both uncertainty and sensitivity
analyses, such as Monte Carlo methods [5, 14, 15], differential analysis [4, 16], and
variance-based approaches [5, 17, 18, 19]. Further, there are many different methods
of representing uncertainty, such as probability theory, possibility theory, Dempster-
Shafer evidence theory, imprecise probabilities, interval analysis, and several others
[20, 21, 22, 23, 24]. However, this work focuses only on sampling-based probabilistic
approaches to uncertainty assessment due to their general applicability, effectiveness,
and wide use [6, 7, 8, 9, 20, 25].
Depending on the objectives of an uncertainty assessment (e.g. studying the sen-
sitivity of model outputs in local regions of interest, determining which factors are
responsible for most of the output variability, etc.), certain techniques may be more
relevant than others. Further, prior to engaging in an uncertainty or sensitivity analy-
sis, it is necessary to establish the types of uncertainties present and how they should
be characterized, which requires careful consideration of model factors and model
outputs. Finally, once uncertainty and sensitivity analyses have been carried out,
results of the analyses must be presented in a meaningful manner. Thus, a formal
assessment of uncertainty should include the following steps:
Step 1: establish the objectives of the uncertainty assessment,
Step 2: document assumptions and limitations of the model,
Step 3: document factors and outputs of the model,
Step 4: classify and characterize factor uncertainty,
Step 5: conduct uncertainty analysis,
Step 6: conduct sensitivity analysis,
Step 7: present results.
Current practices for each of these steps are described in the following section.
1.4 Current Practices in Uncertainty Assessment
In general, there is a wide body of literature around the various techniques of both
uncertainty and sensitivity analyses, which are discussed in more detail in Chapters 2
and 3. There are also complete programs for uncertainty assessment in place such as
Refs. [6, 26, 27], which will be discussed in more detail in Section 1.5, after current
practices for each component of the process of uncertainty assessment have been
addressed in this section. In what follows, the discussion of current practices focuses
on the application of uncertainty assessment to general numerical simulation models
(rather than the specific case of complex models intended to support decision- and
policy-making processes), since most uncertainty assessment practices do not specify
the nature of the underlying model being studied [5, 6]. The relation of these practices
to an approach designed explicitly for complex models is discussed in Section 1.6.
Establishing objectives for uncertainty assessment
There are many different reasons to undertake an uncertainty assessment of a
model. Among these are uncovering technical errors, identifying important regions
in the space of the factors, establishing research priorities, and the general defense
of model results in the face of criticism [5]. Given that there are many techniques
available for uncertainty and sensitivity analyses, and that these techniques may be
better suited to meeting some objectives over others, it is well-established in cur-
rent practice that the precise definition of objectives is a necessary first step in any
approach to uncertainty assessment [4, 5].
Documenting assumptions and limitations of a model
According to Ref. [4], two of the key questions that should be answered by uncer-
tainty assessment are: How far can the calculated results of a model be extrapolated?
How can the predictability and/or extrapolation limits be extended? Answering these
questions requires clear identification of assumptions in place in the model and any
known limitations. Generally, uncertainty assessments do not include such documen-
tation, since the focus is typically on performing uncertainty and sensitivity analyses,
rather than on qualitative aspects of model applicability [7, 9].
Documenting factors and outputs of a model
In most uncertainty assessments, a study begins with the definition of factor dis-
tributions, which are then used to carry out uncertainty and sensitivity analyses
[6, 7, 9, 28]. However, most of these assessments do not take account of the fac-
tors on which each output depends. Nevertheless, this step is important in a proper
uncertainty assessment since model factors may have different types of uncertainty as-
sociated with them. These different types of factor uncertainties influence the type of
uncertainty associated with model outputs, which can impact uncertainty assessment
objectives, such as establishing research priorities. Further, outputs of one model
may be factors in other models, and therefore, the uncertainty associated with these
outputs must be clearly defined for the uncertainty assessment of those other models.
Classifying and characterizing factor uncertainty for uncertainty assess-
ment
It is well-established that there are different types of uncertainty that can be
associated with model factors [6, 28, 29], however, in most applications of uncertainty
assessment, there is a disconnect between theoretical uncertainty characterization and
how uncertainty is analyzed in practice.
Uncertainty is generally classified as aleatory, which arises through natural ran-
domness, or epistemic, which arises through imperfect knowledge [29]. The funda-
mental difference between these two categories is the fact that aleatory uncertainty
is irreducible, whereas epistemic uncertainty may be reducible if more knowledge of
the uncertainty is obtained. It is important to note factor uncertainty will usually
not be neatly classed as either aleatory or epistemic. In many situations, for example
atmospheric factors, there is known to be underlying aleatory uncertainty, but due
to sparse data, that aleatory uncertainty cannot be precisely quantified, and thus
there is a layer of epistemic uncertainty also present. For factors with this type of
associated uncertainty, it is understood that some of the uncertainty is reducible, and
some of it is not. In this work, any factor with some amount of uncertainty due to
imperfect knowledge is classified as an epistemic uncertainty.
For uncertainty assessments, a common objective is the identification of high-
priority factors for future research, where the factors considered to be high-priority
are those that are found to be responsible for most output variability [5]. However,
application of state-of-the-art techniques of variance apportionment, known as global
sensitivity analyses, are typically applied under the assumption that all factor uncer-
tainty is epistemic [25, 30], which can lead to misleading conclusions. These methods
are discussed in detail in Chapter 3.
The characterization of uncertainty (e.g. assigning the characteristics of a nor-
mal distribution to a particular factor's uncertainty), is typically done inconsistently
across model factors [7, 8, 9], though well-defined methods, such as the principle of
maximum uncertainty exist [20]. For a proper uncertainty assessment, factor un-
certainty should be characterized in a manner that is consistent, meaningful, and
defensible. The characterization should be consistent, in that the same rules have
been enforced in all uncertainty characterizations for a particular analysis; meaning-
ful, in the sense that the uncertainty characterizations allow for clear interpretation
of results; and defensible, in the sense that concrete reasons can be supplied for all
decisions regarding characterization of uncertainty.
Uncertainty and sensitivity analyses
As mentioned previously, uncertainty and sensitivity analyses have been applied
in many different ways for many different objectives. Current best practices for these
analyses are related to a given set of uncertainty assessment objectives, and thus will
be discussed in Sections 2.3 and 3.1, after a set of uncertainty assessment objectives
for complex models intended to support decision- and policy-making processes have
been defined.
Presenting uncertainty assessment results
The visual presentation of quantitative information, such as the results of an
uncertainty assessment, is a distinct area of research that is usually not considered
explicitly in uncertainty assessment. Most uncertainty assessment practices [5, 6]
adhere to the recommendations found in [31, 32].
1.5 State of the Art Uncertainty Assessment Ap-
proaches
It is not typical in the practice of uncertainty assessment to cite any particular estab-
lished approach; rather, practitioners usually apply various techniques of uncertainty
assessment in an ad hoc fashion [7, 8, 9, 25]. Nevertheless, there are several ap-
proaches to uncertainty assessment that could potentially be employed for a variety
of different modeling scenarios, such as the EPA guidelines to preparing economic
analyses [27], the "ten commandments for good policy analysis" [26], and a survey of
sampling-based methods for uncertainty and sensitivity analysis that includes a five
step approach to uncertainty assessment [6].
Each of the above approaches touches on several of the requirements for a proper
uncertainty assessment outlined in Section 1.3 and provides a good starting point for
directing an uncertainty assessment. In general, these approaches consist of broad
guidelines for conducting uncertainty assessment and tend to highlight a variety of
methods that can be used for uncertainty classification and characterization, as well
as different techniques for performing uncertainty and sensitivity analyses.
1.6 Uncertainty Assessment for Complex Models
As noted previously, current practices in uncertainty assessment are generally not
specific to any particular type of numerical simulation model. As a result, most
general approaches to uncertainty assessment suggest a variety of different methods
for conducting uncertainty and sensitivity analyses rather than make specific recom-
mendations [6, 26]. As will be discussed in Section 1.7, the objective in this work is
not to present a variety of different methods for uncertainty assessment for general
numerical simulation models, but rather, it is to present a specific, step-by-step ap-
proach to uncertainty assessment for complex models intended to support decision-
and policy-making processes.
For these types of models, it is typically necessary to split the uncertainty as-
sessment into uncertainty assessment for decision-making support and uncertainty
assessment for furthering the development of the models [1]. These types of mod-
els also tend to be computationally intensive, making sampling-based approaches to
uncertainty assessment infeasible at times. For these situations, the uncertainty as-
sessment of complex models requires the development of surrogate models on which
the uncertainty assessment may be performed. Knowledge of the quantitative impacts
on the analyses associated with the use of surrogate models in place of full models
is essential to producing defensible claims in the context of decision-making in these
cases. A more complete discussion of the needs for an uncertainty assessment for
complex models is given in Chapter 2. What follows is a precise statement of the
research objectives of this work.
1.7 Research Objectives
As mentioned earlier, most approaches to uncertainty assessment for complex models
provide general guidelines rather than recommend specific methods and procedures.
Thus, the goal of this research is to establish a specific approach to uncertainty
assessment in a manner that is both broadly applicable and can be demonstrated on
a real-world system. More specifically, the objectives of this research are,
1. To establish a probabilistic approach for assessing uncertainty in complex models
intended to support decision-making and policy-making processes.
2. To systematically develop surrogate models for situations where proper assess-
ment of uncertainty is computationally prohibitive.
3. To demonstrate the application of the general approach and surrogate modeling
methodologies on real-world models designed to support decision-making and
policy-making processes.
The FAA Environmental Tools-Suite
The real-world application considered is a suite of tools being developed for the
U.S. Federal Aviation Administration (FAA) Office of Environment and Energy, as
well as NASA and NavCanada, which is intended to estimate the impacts of aviation
on the environment. The goal of the development of this suite of tools is to establish
the capability to characterize and quantify interdependencies among aviation-related
noise and emissions, impacts on health and welfare, and industry and consumer costs,
under different policy, technology, operational, and market scenarios. A key priority of
the effort is to inform the analyses conducted by this suite of tools with the associated
uncertainty from the factors and assumptions used in the analysis process [1].
The tools-suite, shown in Figure 1-3, consists of four main modules that model
new technology and economics, simulate aircraft operations, and estimate the impacts
of aviation on the environment. New technology is modeled with the Environmental
Polcy and Scenarlos
APMA tEconomls-suite for estimating the APMcts of avTImpacts
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Figure 1-3: FAA tools-suite for estimating the impacts of aviation on the environment
[1]
Design Space tool (EDS). EDS consists of a vehicle-level trade space where new
technologies are identified and made available for fleet consideration. Economics
are modeled with the Aviation environmental Portfolio Management Tool (APMT)
Economics block, which models the effects of policy scenarios on demand and accounts
for the effects with growth, retirement, and replacement curves that model airline
behavior. The simulation of aircraft operations is done by the Aviation Environmental
Design Tool (AEDT), which consists of four models that map aircraft to operations,
model operations to calculate thrust and fuelburn, estimate emissions production, and
estimate noise produced. The impacts of aviation on the environment are accounted
for in the APMT-Impacts block, which evaluates environmental impacts of aviation in
terms of local air quality, climate change, and noise, with respect to physical, health-
related, and monetary terms. The costs from the APMT-Economics block, noise and
emissions from AEDT, and environmental impacts from the APMT-Impacts block
can then be used for cost-effectiveness and cost-benefit calculations.
Each tool within the system contains a variety of uncertain factors and modeling
assumptions that will impact both individual tool outputs, as well as overall system
outputs. Thus, as mentioned previously, a critical component of the U.S. FAA tools-
suite development program is a quantitative uncertainty analysis aimed at assessing
the performance of the system relative to fidelity requirements for various analysis
scenarios. The assessment of the tools-suite will provide sensitivity analyses of system
outputs to factor uncertainties and assumptions, which will direct future development
of the tools [1].
The models of the tools-suite are all complex, computationally intensive, and in
some cases contain both aleatory and epistemic uncertainty. The different modules of
the suite exhibit a wide-variety of disciplines, such as economics, aerodynamics, and
atmospheric modeling, and substantially different computational needs and model
characteristics, (e.g. AEDT is a database driven tool that can take days to run,
while the climate module within the APMT-Impacts block is algorithm based and
can take only a few hours to run). The development of an approach for uncertainty
assessment and the systematic development of surrogate models for situations where
analyses are computationally prohibitive, for this suite of tools, will thus demonstrate
broad applicability of the methods and provide confidence that the approach can be
extended to other complex models.
1.8 Thesis Outline
Chapter 2 presents the probabilistic approach established for assessing uncertainty
in complex models. Chapter 3 focuses on the aspect of sensitivity analysis within
the general approach. Chapter 4 discusses surrogate modeling methodologies and
presents the creation of a surrogate model for uncertainty assessment of a real-world
model. Chapter 5 presents the application of the full general approach on a real-world
model. Chapter 6 contains general conclusions, as well as a discussion of future work.
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Chapter 2
A Probabilistic Approach to
Uncertainty Assessment
The first objective of this research is the establishment of a probabilistic approach
to uncertainty assessment for complex models intended to support decision-making
and policy-making processes. This chapter presents the approach developed in this
work, as well as a detailed discussion of uncertainty characterization and uncertainty
analysis.
2.1 Proposed Approach to Uncertainty Assessment
The proposed approach to uncertainty assessment follows the seven steps outlined in
Section 1.3. Each step, as it relates to the uncertainty assessment of complex models,
is discussed briefly in the following subsections, and Steps 4 and 5 are discussed in
detail in Sections 2.2 and 2.3 respectively. Step 6 is discussed further in Chapter 3.
2.1.1 Approach Step 1: Establish the desired outcomes of
the uncertainty assessment
The first step given in the proposed seven-step approach is to establish a set of goals for
the assessment. For complex models intended to support decision- and policy-making
processes, such goals should include both goals based on supporting decision-making
and model development oriented goals. A proposed set of uncertainty assessment
goals for Step 1, are as follows:
* Goals for supporting decision-making processes
1. Provide quantitative evaluation of the performance of the model relative
to fidelity requirements for various analysis scenarios.
2. Provide quantitative comparisons of various policy scenarios, taking into
account uncertainty in model outputs.
* Goals for furthering the development of the model
1. Identify gaps in functionality that significantly impact the achievement of
model requirements, leading to the identification of high-priority areas for
further development.
2. Rank factors based on contributions to output variability to inform future
research and validation efforts.
As written, the goals are general, and are meant to sit above the entire uncer-
tainty assessment process. Once the overarching set of outcomes has been established,
whether they be for decision-making needs, model development, or both, a more de-
tailed set of outcomes should be established as an internal set of questions that will
lead to successfully meeting the goals of the assessment. A proposed set of questions,
which when answered will meet the stated goals for supporting decision-making and
for furthering the development of a model, is as follows:
* Questions for supporting decision-making processes:
1. What are the key assumptions employed in the model?
2. How do assumptions/limitations impact the applicability of the model for
certain classes of problems?
3. How do uncertainties in model factors propagate to uncertainties in model
outputs?
4. For assumptions, limitations, and factors where effects cannot be quanti-
fied, what are the expected influences (qualitatively) on model outputs?
5. How do uncertainty assessment results translate into guidelines for use?
* Questions for furthering model development:
1. What are the key factors that contribute to variability in model outputs?
2. Is there a need to direct research efforts at reducing output variability?
3. If necessary, on which factors should research aimed at reducing output
variability focus?
2.1.2 Approach Step 2: Documenting assumptions and lim-
itations of the model
For complex models intended to support decision- and policy-making, there will typ-
ically be many modeling assumptions employed, as well as inherent limitations to the
model's capability. An example of an assumption in a model is an assumed discount
rate for the estimation of a net present value for a particular policy scenario. An
example of a limitation in a model is the inability of a model to analyze certain poli-
cies, such as the APMT-Impacts climate model's inability to study regional impacts
of aviation [3].
For a model that is intended for use in support of decision- and policy-making
processes, the transparent presentation of how each assumption impacts a model's
performance, as well as limitations in terms of model applicability to certain classes of
problems, is critical. For this task, assumptions and limitations should be documented
with the following information:
* A description of the assumption, including what it means, where it enters the
model, and what models/algorithms/databases it affects.
* The impacts of the assumption in terms of model validity (including references
to previous validation work), and in cases where validation efforts have not taken
place, a description of what it will take to assess the validity of an assumption.
* Implications for applicability of the module in terms of known policies and other
uses for the model.
This information is pertinent to several of the development and decision-making ori-
ented questions given in Section 2.1.1.
2.1.3 Approach Step 3: Documenting factors and outputs of
the model
Given that many factors of a complex model will have some degree of variability
associated with them, it is necessary to establish what is known regarding the uncer-
tainty introduced by each factor prior to determining how the uncertainty should be
represented. The outputs of the model should also be identified at this point, as well
as the factors on which they depend. This information is necessary for determining
the type of uncertainty associated with each output, which is necessary for properly
presenting the results of any analysis. For this task, factors and outputs should be
documented with the following information:
* Factors
- A description of the factor, including its units and what outputs it affects.
- A description of available uncertainty information and the source of that
information.
* Outputs
- A description of the output, including its units, and possible downstream
use.
- A list of factors on which each output depends.
This information is critical for Step 4 of the approach, which is choosing how to
classify and characterize uncertainties.
2.1.4 Approach Step 4: Classify and characterize uncertainty
As noted in Chapter 1, uncertainty is typically classed as aleatory or epistemic, where
aleatory uncertainty arises through natural randomness and epistemic uncertainty
arises through imperfect knowledge. Some studies decompose the epistemic uncer-
tainty into epistemic uncertainty due to modeling choices and epistemic uncertainty
used in the characterization of quantities known to contain aleatory uncertainty [33].
This decomposition of epistemic uncertainty leads to a hierarchical approach to uncer-
tainty analysis, where epistemic modeling uncertainties are sampled in an outer loop,
and aleatory and epistemic uncertainties relating to aleatory quantities are sampled
in an inner loop. However, models, as they have been defined in this work, do not
contain epistemic modeling uncertainties. Recall Section 1.2, where a model is defined
as: a specific set of parameters and operations used in the representation of a system
developed for the purpose of studying that system. The specific set of parameters
alluded to in the definition can be considered a specific realization of epistemic mod-
eling uncertainties, such as future scenarios. Within the FAA tools-suite discussed in
Section 1.7, combinations of interest of epistemic modeling uncertainties constitute
lenses, through which various policy scenarios are analyzed. Thus, the uncertainty
assessment approach established in this work deals with only aleatory and epistemic
uncertainty that relate to model factors, rather than on modeling assumptions or
uncertainties. The notion of a lens and the relation between lenses and epistemic
modeling uncertainty are discussed in more detail in Chapter 5.
For complex models intended to support decision-making, the proposed method
for characterizing factor uncertainty is:
* aleatory factors: use natural probabilistic representation,
* epistemic factors: use maximum uncertainty principle [20] to define a proba-
bilistic distribution based on uncertainty information,
A more detailed account of how uncertainty should be characterized for complex
models intended to support decision- and policy-making processes is delayed until
Section 2.2.
2.1.5 Approach Step 5: Conduct uncertainty analysis
Uncertainty analysis encompasses the process of characterizing and analyzing the
effects of uncertainty in model factors, with a focus on quantitative assessment of the
effects on model outputs and thus, on the conclusions drawn from simulation results.
This step of the approach, which will be elaborated on further in Section 2.3, uses
the information gained in the previous four steps to answer the questions given in
Section 2.1.1 for supporting decision-making.
2.1.6 Approach Step 6: Conduct sensitivity analysis
Sensitivity analysis studies how variability in model outputs can be apportioned to
sources of uncertainty in model factors [5]. For complex models intended to sup-
port decision- and policy-making processes, this step in the uncertainty assessment
is critical for situations where output variability, as determined through uncertainty
analysis, is too substantial for model results to be useful. These situations lead to
the need to consider the epistemic uncertainties present to determine where research
should be focused to help trim output variability. Properly classifying uncertainties
is thus critical to sensitivity analysis for complex models used to support decision-
making. The importance of making the distinction between uncertainty types is made
clear by the following illustrative example.
Consider two fair coins, labeled coin A and coin B, that are tossed independently
at the same time and immediately covered so that it is unknown what the results of
the tosses were. Assume that a coin that lands on heads is a success and a coin that
lands on tails is a failure. A model that then estimates the number of successes in this
experiment would estimate the expected number of successes as 1, and the variance
of the number of successes as 0.5.
Now consider a second experiment, which is the same as the first experiment with
the following modification: after the coins are tossed, an onlooker notices the result
of the coin A toss before the coin can be covered. Assuming this onlooker cannot
be consulted, the expected number of successes and the variance of the number of
successes would be evaluated as they were for the first experiment. However, if the
onlooker can be consulted, then the result of the coin A toss will be known. Assume
coin A landed on heads, and was thus a success. Using the same modeling method as
in the first experiment, the number of successes would then be estimated as 1.5, and
the variance of the number of successes would be estimated as 0.25. The difference
in this case, is that the outcomes of the first experiment, with equal probability, were
{HH, HT, TH, TT} or {2, 1,1, 0}, where the coins are ordered A,B, whereas in the
second experiment, the outcomes, again with equal probability, were {HH, HT} or
{2,1}.
This example could be taken one step further, to the point where the onlooker
sees the result of both tosses, in which case the number of successes would be known
precisely, and the variance of the estimate of the number of successes would become
zero. This simple example illustrates the notion of reducible uncertainty, and thus
the difference between aleatory and epistemic uncertainty. In the first experiment,
the results of the coin tosses could not be known, and once the coins were covered,
could never be known. In this case the uncertainty associated with the outcome of
the coin tosses was associated entirely with the random process of tossing a fair coin.
In the second experiment, information regarding the result of one of the tosses was
known. In this experiment, the uncertainty associated with coin A was epistemic.
Without consulting the onlooker, imperfect knowledge was had of the result of the
toss of coin A, while coin B still contained aleatory uncertainty. Maintaining the
imperfect knowledge led to the same conclusions in the second experiment as were
found in the first, however, the variability of the second experiment could be reduced
by attempting to gain better information about coin A. Once the knowledge of coin
A is obtained, the variability of the estimate of the number of successes in the second
experiment is reduced to half of that in the first experiment.
This notion of reducible uncertainty is prevalent in complex models intended to
support decision- and policy-making processes. Thus, the identification of which
uncertainties are reducible, which is not always as straightforward as it is for the
coin tossing example and may be related to the current state of knowledge, and the
amount by which they can be reduced are important aspects in sensitivity analysis.
Sensitivity analysis aimed at meeting the goals given in Step 1 of the approach is
discussed in detail in Chapter 3.
2.1.7 Approach Step 7: Present results
The final step of the proposed approach is the preparation and presentation of results.
As noted in Section 1.4, the visual presentation of quantitative information, such as
the results of uncertainty and sensitivity analyses, is a distinct area of research, and
it is recommended that results presentations adhere to the recommendations found
in [31, 32].
Though the approach to uncertainty assessment for complex models intended to
support decision- and policy-making processes concludes with this step, it is important
to note that the information provided by the assessment, particularly uncertainty
analysis, is intended to be used in support of decision-making, though the results are
not in the form of an evaluated decision-rule or utility function. Given that there is a
vast body of literature related to formal theories of decision-making that include the
identification of values, risk-aversion, hidden objectives, alternatives, and many other
attributes that are involved in the formation of a utility function that may be used
to compare a variety of different policy options [34, 35, 36], it is an objective of this
work only to support this process, not direct it, with uncertainty assessment results.
2.2 Characterizing Uncertainty
In general, there is a disconnect between theoretical characterization and the applied
treatment of uncertainty in sensitivity and uncertainty analyses. Theoretical charac-
terizations of uncertainty, such as classifying uncertainty as being aleatory or epis-
temic, are typically not treated differently in applications of uncertainty assessment.
For example, most practitioners of global sensitivity analysis, the state-of-the-art
method of variance apportionment, which will be discussed in detail in Section 3.2,
treat all uncertainty as if it is epistemic [30]. Another example is the widespread
use of Monte Carlo simulation for propagating factor uncertainty to model outputs,
where factor uncertainty is treated implicitly as aleatory, thus causing outputs to
inherit the supposed aleatory nature of the uncertainty.
As discussed in Section 1.4, to maintain theoretical uncertainty characterization
in the applied treatment of uncertainty using sampling-based probabilistic methods,
it is necessary to characterize uncertainty probabilistically, in a manner that is con-
sistent, meaningful, and defensible. In the context of decision- and policy-making
applications, models are typically used in ampliative reasoning, that is, problems
involving drawing conclusions that are not entailed in the given premises. For this
type of reasoning, it is essential that uncertainty be characterized via the principle
of maximum uncertainty [20]. In the case of complex models, the premises are the
uncertainty information associated with model factors, such as ranges and most-likely
values, and the conclusions are the uncertainty associated with model outputs and
any decisions made using that information. When employing the probabilistic method
for representing uncertainty, assigning a probability distribution to a given factor is
in fact implying that more is known about the uncertainty associated with that factor
than is known from the information at hand. The propagation of this uncertainty
through a model to model outputs can then lead to estimates of output probability
distributions, which gives the appearance of fully quantified uncertainty. The purpose
of employing the principle of maximum uncertainty is to avoid drawing conclusions
based on information not contained in given premises by maximizing nonreliance on
information not contained in premises [20].
The principle of maximum uncertainty is enforced by selecting probability distri-
butions that maximize some measure of uncertainty. Typical uncertainty measures
are quantities such as the standard deviation of a random variable and the entropy
of a random variable [20, 37]. For establishing maximum uncertainty distributions,
maximizing entropy produces reasonable results, whereas maximizing standard de-
viation does not (i.e. maximizing the standard deviation of a random variable with
the information that the factor takes on values in a given range would place all of
the probability density at the minimum or maximum points of the interval). Thus,
Table 2.1: Maximum Entropy Probability Distributions
Constraints Maximum Entropy Distribution
Minimum value = a Uniform
Maximum value = b
Expected value = p Normal
Standard deviation = a
Expected value = p
Standard deviation = a Beta
Minimum = a
Maximum = b
Discrete values Discrete uniform
the measure of uncertainty recommended for assigning maximum uncertainty distri-
butions is information theoretic entropy. Entropy is defined as
n
H(X) = - p(xi)log p(xi),
i=1
for the case of discrete random variables, where H(X) is the entropy, X is
discrete random variable, p(xi) is the probability that X = xi, and there
possible values x can take [37]. For the continous case, entropy can be defined
h(X) = - jf (x) log f (x) dx,
(2.1)
some
are n
as
(2.2)
where h(X) is the entropy, X is some continuous random variable, X is the support
of X, and f(x) is the probability density function of X [37].
Maximum entropy distributions, and thus distributions satisfying the principle
of maximum uncertainty, are given in Table 2.1 for common constraints regarding
uncertainty information [20]. The distributions assigned by the principle of maximum
uncertainty for common situations of uncertainty information given by the constraints
are appealingly, well-known distributions, and in most applications of probabilistic
uncertainty methods, are used frequently. Each of these distributions is discussed in
more detail below.
A uniform distribution can be defined by two real numbers, a, b, such that a < b.
A random variable, say X, with such a distribution is said to be distributed uniformly
on the interval [a, b], or X , U[a, b]. The probability density function for a uniform
random variable is then given as:
1 for a < x< b0 otherwise.
0 otherwise.
Figure 2-1 shows an example of a uniform distribution on the interval [0, 1]. A factor
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Figure 2-1: Example of a uniform probability density function.
that has been assigned a uniform distribution, which in the case of the principle
of maximum uncertainty is a factor that is only known to take on values on some
interval, is assigned an equal probability of taking on a value in any equally sized
interval on [a, b].
A discrete uniform distribution is a probability distribution for which all values
of a finite set of possible values have equal probability. For example, if a factor can
I I I
f (W =
take the values, kl, ..., k, then each will have a probability of 1/m of occurring. The
probability mass function is thus,
f(x) = - for x E {k, ... , k,}.
m
(2.3)
Figure 2-2 shows an example of a discrete uniform distribution for the case where x
can take the values in the set {k1, ..., k0o}.
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Figure 2-2: Example of a discrete uniform probability mass function.
A normal distribution, which is also referred to as a Gaussian distribution, is
typically defined by a mean, p, and a variance, a2. A random variable, X, with such
a distribution is said to be distributed normally with mean, p, and variance, c 2 , or
X _ A(~(, U 2). The probability density function for a normal random variable is
x .2
1
= )/exp(27)1/2
1
2
)2]
a /
for -oo < x < oo.
Figure 2-3 shows an example of a normal distribution with p = 0 and a 2 = 1.
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Figure 2-3: Example of a normal probability density function.
A beta distribution is typically defined for the interval [0, 1] with two parameters,
a and 3, that define the shape of the distribution. The probability density function
for a beta distribution is given as:
{r(o+) x _1(1 _ x) -1
r(a)r()TXO
f(xla,/3) - for 0 < x < 1,
otherwise,
where F(.) is the gamma function, which is defined as
F(a)= f Xa-l e-dx.
An example of the beta distribution for a = 2, 3 = 2 is shown in Figure 2-4. The
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given as:
f(xjp, a2) (2.4)
(2.5)
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Figure 2-4: Example of a beta probability density function.
beta distribution is a useful distribution in the sense that its shape parameters give
it a lot of flexibility, and it is defined on a finite interval rather than on (-oo, o00).
However, as can be seen from the definition of its probability density function, a beta
distribution is complex in that the parameters of the distribution do not have obvious
interpretations. For this reason, it is common in modeling for decision- and policy-
making to use a triangular distribution as a proxy for a beta distribution [38, 39]. The
triangular distribution is a more understandable means for quantifying uncertainty
than a beta distribution in the sense that the role of the parameters in this family
of distributions is transparent. A triangular distribution is typically defined by three
parameters, a minimum, a, a maximum, b, and a mode, c. A random variable, X,
with such a distribution is said to be triangularly distributed with parameters a, b
and c, or X - T(a, b, c). The probability density function for a triangular random
variable is given as:
2(x-a) for
(b-a) (c-a) < <
f (xa, b, c)= 2(b-x) for c < x < b(b-a) (b-c)
0 otherwise.
An example of a triangular distribution with parameters, (-1, 1, 0), is shown in Fig-
ure 2-5.
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Figure 2-5: Example of a triangular density function.
Thus, for factors with epistemic uncertainty, distributions defined by the maxi-
mum uncertainty principle should be used to characterize uncertainty, however, the
triangular distribution is recommended in place of the beta distribution. As noted in
Section 2.1.4, factors with aleatory uncertainty should use their natural probabilistic
representations.
In this work, sampling-based probabilistic approaches are considered, however, it
should be noted, as it was in Section 1.3, that there are a variety of different methods
for representing and characterizing uncertainty, such as possibility theory, evidence
theory, interval analysis, and many others, and it is important to understand that the
results and inferences that can be made from a particular study depends on the treat-
ment of the uncertainty in the analyses [40]. The representation and characterization
of uncertainty in this work follows a Bayesian perspective in its application of the
principle of maximum uncertainty, where probability is used as a logic for reasoning
rather than as a means of assigning frequencies to certain events [41]. The benefit of
this approach is that it permits the use of the mathematical methods of probability
theory in uncertainty assessment, however, it is important that results not be inter-
preted from a frequency perspective. In Section 5.2.5, the implications of using the
principle of maximum uncertainty to represent epistemic uncertainty are discussed
further, as well as considerations of how a non-probabilistic method, such as interval
analysis, could have been employed and interpretted.
2.3 Uncertainty Analysis
As noted in Section 2.1.5, the purpose of uncertainty analysis in the approach is to
answer the questions for supporting decision-making. The key question answered by
uncertainty analysis is, "how do uncertainties in model factors propagate to uncertain-
ties in model outputs?" The answer to this question, which is typically given in terms
of model output means, variances, and the construction of output histograms, can be
used to provide quantitative comparisons of various policy scenarios and quantitative
evaluation of the performance of the model relative to fidelity requirements.
The computation of model output means, output variances, and other distri-
butional information in support of uncertainty analysis for decision-making can be
carried out with several different methods, such as mean-value methods [42], analytic
reliability methods [43], stochastic expansion methods, such as polynomial chaos [44],
and sampling-based techniques referred to as Monte Carlo simulation [21, 22].
Mean-value methods consider estimations (usually first or second-order) of model
outputs around mean-value points. These methods are computationally inexpensive
but can be problematic in the presence of non-linear model responses. Analytic reli-
ability methods, such as the first- and second-order reliabilty methods (FORM and
SORM), use analytic methods to approximate the probabilities of certain events (usu-
ally some form of failure event). The methods are computationally efficient relative
to sampling-based approaches for linear models, however, this efficiency is lost in
the case of non-linear black-box models [45]. Stochastic expansion methods, such
as polynomial chaos expansions, model the relationship between outputs and factors
using orthogonal polynomials for which the uncertainty analysis process is reduced
to the estimation of the coefficients of the orthogonal polynomials. Methods such as
polynomial chaos expansions are used generally in situations where model structure
is known, such as systems governed by partial differential equations.
Though a variety of methods exist for uncertainty analysis, such as those discussed
above, as noted in Section 1.3, only sampling-based approaches are considered here
due to their general applicability, effectiveness, and wide use. These methods are
discussed in the following paragraphs.
Consider a general model f(x), where x = [X1,X 2 ,... ,Xk]T is the vector of k
factors of the model. If the model factors are viewed as random variables with some
associated probability distribution, then the mean value of the model output can be
computed from a Monte Carlo simulation as
N
Sf (x m ) - E[f (x)] as N -> o, (2.6)
m=1
where N is the number of model evaluations in the Monte Carlo simulation and
xm = [Xm,Xm,... ,Xm'] T denotes the mth sample realization of the random vector
x. Convergence of the sample mean in Equation 2.6 to the expected value of f(x)
is guaranteed by the law of large numbers and the convergence rate is 1/ vN, as
given by the Central Limit Theorem [46]. Output variances and other distributional
quantities can similarly be computed using Monte Carlo simulation results.
There are several different sampling strategies that can be used to evaluate expres-
sions such as the one shown in Equation 2.6. The most common methods are brute
force pseudorandom sampling, quasi-Monte Carlo sampling [47], and Latin hypercube
sampling [48]. Brute force pseudorandom sampling consists of selecting samples of
factors randomly from their probability distributions. The method is referred to as
pseudorandom sampling because a computer's pseudorandom number generator is
typically used to generate the samples. When using a pseudorandom number gener-
ator it is important to be sure that it has been tested and verified using for example,
the diehard battery of tests of randomness [49]. Quasi-Monte Carlo sampling selects
samples of factors deterministically using what are referred to as low-discrepancy se-
quences that aim to sample a space as uniformly as possible. In high-dimensions,
these methods tend to have problems with some factors being highly correlated with
other factors, and thus, care should be taken in the application of quasi-Monte Carlo
sampling for high-dimensional models. Latin hypercube sampling is a method of se-
lecting samples of factors in a manner that ensures all factors have been sampled
across their entire domains. The advantages of Latin hypercube sampling are great-
est when the number of samples is small (0(100)), and diminishes as the number
of samples increases. Each method can dominate the other methods in terms of
the number of samples required to achieve equally accurate estimates under certain
circumstances, thus, the best sampling strategy depends on the model and the quan-
tity being estimated. For the uncertainty assessment approach presented here, brute
force pseudorandom sampling is recommended for uncertainty analysis since it is the
most general method and it is anticipated that many complex models will be high-
dimensional and require many samples. Further, brute force pseudorandom sampling
is currently required for aspects of sensitivity analysis that are discussed in Chapter 3.
Chapter 3
Sensitivity Analysis for Complex
Models
The purpose of conducting a sensitivity analysis in the approach to uncertainty as-
sessment established in this work is to meet the goals of the assessment for model
development purposes by answering two of the model development questions given in
Section 2.1.1. Those questions are:
* What are the key factors that contribute to variability in model outputs?
* On which factors should research aimed at reducing output variability focus?
Knowledge of the key factors that contribute to variability in model outputs serves
the purpose of a "sanity check" in terms of model validity. If certain anticipated key
factors are not identified as significant contributors, then future development efforts
can focus on further model verification and validation excerises. If the identified key
factors are as anticipated, further confidence in the validity of the model is gained.
For situations where output variability is so large that model results are useless for
supporting decision-making, knowledge of which factors should be researched further
to reduce output variability is essential to the future application of the model.
This chapter presents background material on available methods for conducting
sensitivity analysis for complex models in Section 3.1, followed by a detailed dis-
cussion of global sensitivity analysis in Section 3.2. Following that discussion is the
development of an original method, referred to as distributional sensitivity analysis,
in Section 3.3, which I developed to answer the model development question regarding
focusing future research aimed at reducing output variability.
3.1 Sensitivity Analysis Background
There are several methods that can be used for answering the questions aimed at meet-
ing the goals of uncertainty assessment for model development purposes. Among the
most common methods are iterated fractional factorial design (IFFD) [50], the stan-
darized regression coefficients (SRC) [51], the Spearman rank correlation test [52],
vary-all-but-one analysis (VABO) [3], and global sensitivity analysis [5]. The IFFD
method is based on design of experiments techniques. The method establishes key
drivers of output variability by sampling factors with a resolution IV orthogonal frac-
tional factorial design aimed at determining both linear and quadratic impacts of each
factor on model outputs. However, the method is not capable of exploring any higher-
order effects, and is thus not a rigorous quantitative means of apportioning output
variance [50]. The SRC method proceeds by conducting a Monte Carlo simulation
and using the results of the simulation to generate a least-squares regression model.
The coefficients for each factor in the regression model are standardized by the ratio
of the standard deviation of the factor distribution and the standard deviation of the
output. The SRC method explores only linear effects and is thus also not a rigorous
means for answering the questions aimed at meeting the goals of uncertainty assess-
ment for model development purposes. The Spearman rank correlation test proceeds
by running a Monte Carlo simulation followed by a ranking of the factor and output
samples based on their positions in their respective order statistics [52], meaning the
smallest value in the samples of each factor and of the output is given the rank 1,
the next smallest of each is given rank 2, etc. The Pearson product-moment corre-
lation coefficient is then computed on the rank data for each factor with the output.
Key drivers are then identified as those factors with large coefficients (in magnitude),
which imply strong linear relationships with the output. Like the SRC method, the
Spearman rank correlation test is a linear method, and is thus not a rigorous means
for apportioning output variance. The VABO method, unlike the previous methods
discussed, is not linear in nature. The method proceeds by running a Monte Carlo
simulation and computing output variance. Then, a particular factor is fixed to a
point on its domain, and another Monte Carlo simulation is conducted. The dif-
ference between the variance of the first Monte Carlo simulation and the second, is
considered the contribution of the fixed factor to output variability. This process is
repeated for each factor in the model. The key drawback to this method of apportion-
ing output variance is that it is not obvious where each factor should be fixed on its
domain, which can lead to a variety of different variance apportionments depending
on how the factors are fixed, and can even at times lead to situations where fixing
a given factor increases output variability [5]. Thus, VABO methods are also not a
rigorous means for answering the questions aimed at meeting the goals of uncertainty
assessment for development purposes. The method of global sensitivity analysis is an
extension of the VABO method that takes into account all possible locations each fac-
tor can be fixed on their domains. As a result, it is considered a rigorous method for
quantitatively apportioning output variance [17], and is recommended here for iden-
tifying the key factors that contribute to output variability. This method is discussed
in detail in the following section. An original method that makes use of global sen-
sitivity analysis results for answering the third question for development uncertainty
assessment given in Section 2.1.1 is discussed in detail in Section 3.3.
3.2 Global Sensitivity Analysis
The goal of a global sensitivity analysis is shown notionally in Figure 3-1, where the
pie represents the variance in a model output, which is then decomposed according
to factor contributions. The results of a global sensitivity analysis permit a ranking
of model factors that can be used in different development settings such as factor
prioritization for future research, where the goal is to determine which factors, once
fixed will cause the largest reduction in variance, and factor fixing, for which the goal
Factor 1, Factor 2
Factor 1 Interaction
Fator 2
Figure 3-1: Apportioning Output Variance
is to identify noninfluential factors that may be fixed without substantially affecting
model outputs [5].
The process of apportioning output variance across model factors in a global
sensitivity analysis can be carried out by both a Fourier Amplitude Sensitivity Test
(FAST) method, and the Sobol' method [17, 18, 19, 53]. The FAST method is based
on Fourier transforms, while the Sobol' method utilizes Monte Carlo simulation. The
Sobol' method is discussed here.
The Sobol' method for computing global sensitivity indices was proposed by Rus-
sian mathematician I.M. Sobol'. The method is well-developed and in wide use in the
sensitivity analysis field, particularly by the Joint Research Centre of the European
Commission [5, 17]. The method is discussed here in detail because the surrogate
modeling methods developed in Chapter 4 will make use of the formulation. The
derivation follows the work of Homma and Saltelli [18].
The Sobol' method is based on the ANOVA High-Dimensional Model Representa-
tion (ANOVA-HDMR). A high-dimensional model representation of a function, f(x),
can be written as
f(x) = fo + fi(xi) + i fj(i, j) + ... + f 12...n( 1, X2, ... , Xn), (3.1)
i i<j
where fo is a constant, f (xi) is a function of only xi, fij (x, xj) is a function of only xi
and xj, etc. Without any constraints, the representation of f(x) given by Equation 3.1
is not unique, however, it can be made unique by enforcing the constraints
1 fi ,...,i(xi,...,xi,) dxk = 0, for k = il,... ,is, = 1,..., n, (3.2)/1or
where the function f(x), and hence all its components, has been assumed to be
integrable. For simplicity of presentation, the factors of the function in Equation 3.2
have been defined on the interval [0,1], but this assumption is not essential to the
method. For each s, the indices il,..., is in Equation 3.2 are all sets of s integers such
that 1 < i1 < ... < is < n. Thus, for s = 1, the constraint given by Equation 3.2
applies to all terms fi in Equation 3.1, while for s = 2, the constraint Equation 3.2
applies to all terms fij with i < j as in Equation 3.1, etc. The application of the
constraint Equation 3.2 makes the HDMR a unique representation of the function
f(x), referred to as an ANOVA-HDMR. Integration of f(x) over all inputs results in
f f(x)dx = fo, which assuming each input xi is a uniform random variable on [0,1],
is the mean value of the function f(x).
The constraint given by Equation 3.2 also forces the different components of f(x)
within the ANOVA-HDMR to be orthogonal. That is, if (i1,..., i) - (j,... ,
then
f fil,...,is (xi, . .. i) fjil...J j,(Xjl . I j,) dx 0 (3.3)
since at least one index is not repeated.
Assuming now that f(x) is square integrable, and therefore all components within
the ANOVA-HDMR are as well, the variance of f(x) is written as
D = f (x)2 dx- f02 (3.4)
and partial variances are defined as
Dil ...i f = f  ,.. ,i (x, , xis) 2 dxi, ... dxx,. (3.5)
Given the ANOVA-HDMR for some f(x), we square and then integrate both sides of
Equation 3.1, and employ the orthogonality constraint to arrive at
f (x)2 d =f02+ Di + Dij +... + D12...n, (3.6)
i i<j
which implies
D = Di + Dij +... + D12... (3.7)
i i<j
This is precisely the notion shown in Figure 3-1.
Global sensitivity indices are defined as
Dil...isn (38)
Sil,4 = D s = 1,...,n. (3.8)
The sum of all global sensitivities of this form for a given function is unity. Global
sensitivity indices with only one subscript, (e.g. Si), are called main effect sensitivities,
and those with multiple subscripts, (e.g. Si,j, Si,j,k, etc.), are called interaction effect
sensitivities. The sum of a factor's main effect global sensitivity and all interaction
effect sensitivities that involve that factor gives the total effect sensitivity index, 7,
which is defined for input factor i as
"i = Si + Si,!, (3.9)
where Si is the main effect sensitivity to factor i, and Si,ic is the sum of the sensitivity
indices of all interaction effects that include factor i. Since the sum of all unique
sensitivity indices is unity, we have that
i = Si + Si,i = 1 - Si, (3.10)
where Sic is the sum of the sensitivity indices for all main effects and interactions
effects that do not involve factor i. Since interaction effects will be counted for each
factor involved in them, Ei Ti > 1.
The main and total effect sensitivity indices can be computed via Monte Carlo
simulation as follows [18], where hat quantities denote estimates of the corresponding
true quantities. Here it should be noted that the computation of the partial variances
with Monte Carlo simulation proceeds directly with the function f(x) and does not
require explicit knowledge of the functions on the right-hand side of Equation 3.1.
The estimate of the mean fo is computed as
N
fo N yE f (xm), (3.11)
m=l
while the estimate of the variance D is
1 N
S= (X _ (3.12)
m=l
The single-factor partial variance is then computed for factor i by resampling all
factors except factor i:
N mT .m j]T) - f2  1,. .. ,n,
=x, , ,, n )f([I ... I,X ,..., I1ni n f,
m=1
(3.13)
where ,m denotes a different sample of factor xj. The main effect sensitivity index
can then be estimated as, Si = Di/D. The estimate of the variance due to all factors
except factor i (which includes the sum of all single-factor and interaction effect
partial variances that do not include factor i) is denoted as Di, and is computed by
N -I m]n T ) - (3.14)bi N f ([x1 ... 1 ... , x x n  ) (f([ ,..., i  , ) 2,
m=1
where now just factor i is resampled. Finally, computing S~i = Dic/D and applying
Equation 3.10, we obtain the desired total effect sensitivity index.
The main effect sensitivity indices, Si, may be used for factor prioritization by
ranking factors according to their main effect indices, which give the percentage of
how much output variability can be expected to be eliminated by fixing a particular
input somewhere on its domain. The total effect sensitivity indices, ri, may be used
for factor fixing, since a low total effect index reveals a given input has a small main
effect and also does not take part in substantial interactions among other factors. For
n factors, the calculation of sensitivity indices requires (n+2) Monte Carlo simulations
(each with N model evaluations) if both the main effect and total effect indices are
desired. Convergence of the estimates of main and total effect indices is discussed in
Section 3.4.
3.3 Distributional Sensitivity Analysis
Global sensitivity analysis is a rigorous method for apportioning output variance,
however, it is not generally a rigorous method for determining how to focus future
research efforts aimed at reducing output variability. The key drawback to using
global sensitivity analysis results in the factor prioritization setting (that is, to direct
future research), is the underlying assumption that a given factor can, through further
research, be fixed to some point on its domain. For epistemic factors, this is an
optimistic assumption, which, as will be shown below, can lead to inappropriate
allocation of resources. Further, for factors containing both aleatory and epistemic
uncertainty, the assumption cannot be met.
To account for the inherent limitations in using global sensitivity analysis results
for directing future research, an original method, which will be henceforth be referred
to as Distributional Sensitivity Analysis has been developed. Rather than look at
factor prioritization by considering which factors, once fixed, cause the greatest re-
duction in output variance, the method focuses on determining which factors would
on average cause the greatest reduction in output variance, given that the portion of
a particular factor's variance that can be reduced is a random variable. A key aspect
of the method is that the analysis is performed directly on the factor and output
samples that were generated during a global sensitivity analysis, thus the the cost
remains at N(n + 2) model evaluations. The derivation of the method is given in the
following subsections, which includes a discussion on acceptance/rejection sampling,
which is the technique that permits the reuse of the samples from global sensitivity
analysis.
3.3.1 Derivation of distributional sensitivity analysis
Consider a generic model
Y = f(x), (3.15)
where x = [X1, ..., Xm]T, and X 1, ..., Xm, are random variables and thus, Y is a
random variable as well. By definition, the total variance of a random variable Y,
can be decomposed for any random variable Xi, as
var(Y) = +E[var(YXi)]  var(E[ lXt ). (3.16)
Both E[var(YIXi)] and var(E[YIX]) are greater than zero and thus, both are also less
than the total variance of Y. Therefore, when the expected value of the variance of
an output given a particular factor is high, the variance of the expected value of the
output given that particular factor is low, and vice versa. Global sensitivity analysis
makes use of this fact by considering main effect sensitivity indices, which can be
written as
var(E[Y Xi.])
var(Y)
which by the definition of total variance, is related to the expected value of the
variance of an output through
E[var(YIX)] = var(Y) - Sivar(Y). (3.18)
The relation given in Equation 3.18 is the foundation of distributional sensitivity
analysis.
As noted previously, the key contribution of distributional sensitivity analysis is
the extension of global sensitivity analysis to situations where the amount of variance
that can be reduced for a given factor is considered to be a random variable rather
than assuming the variance to be completely reducible. Let X ° be the random variable
defined by the original distribution for some factor i, and Xj be the random variable
defined by a new distribution for factor i after some further research has been done,
which have corresponding main effect sensitivity indices S° and Si respectively. Then
we can define the ratio of the variance of factor i that cannot be reduced and the
total variance of the original distribution of factor i as,
var(X )6 var(X . (3.19)
Assuming further research reduces the variance of factor i,' it is clear that 6 E [0, 1].
Since it cannot be known in advance how much variance reduction for a given factor
is possible through further research, the distributional sensitivity analysis method
casts 6 as a uniform random variable, A, on [0, 1], in keeping with the principle of
maximum uncertainty discussed in Section 2.2.
Given that the variance of factor i that may be reduced is a random percentage,
100(1 - A)%, of the total original variance of factor i, a distributional sensitivity
index function can be defined as
var(Yo)S - E[var(Y')SjlA = 6]
adj S (6) =var(Yo) (3.20)
var(Y ° )
where adjS i is to be read as, "the adjusted main effect sensitivity index of factor i,"
S' is the original main effect sensitivity index of factor i, and E[var(Y')S|A = 6] is
the expected value of the product of the variance of the output and the main effect
global sensitivity index of factor i taken over all reasonable distributions of factor i
with 1006% of the variance of the original distribution for factor i. What is meant
by reasonable is discussed in the following subsection.
The adjusted main effect sensitivity index function given by Equation 3.20 is
interpreted as the main effect sensitivity index for factor i if it is known that only
100(1 - 6)% of the factor's variance can be reduced. This can be seen by noting that
var(Yo)S °o is the expected value of the variance of Yo that is due to factor i, as shown
in Equation 3.18, and var(Y')S( is the expected value of the variance of Y' that is
due to factor i after 100(1 - 6)% of factor i's variance has been reduced. Since there
1It is possible that further research could increase the variance of a factor, however, this would
suggest that the original characterization of uncertainty was flawed.
are many ways to reduce the variance of factor i by 100(1 - 6)%, the expected value
of var(Y')S( is taken over all the reasonable distributions for which 100(1 - 6)% has
been reduced. Thus, var(Yo)S9 -E[var(Y')S~IA = 6] is amount of variance in Yo that
cannot be reduced further if factor i's variance can only be reduced by 100(1 - 6)%.
If it is assumed that all of the variance of a particular factor can be reduced, then
6 = 0, and for a given factor i, this means that E[var(Y')SjA = 0] = 0, since once all
of the variance of factor i has been reduced, factor i will simply become a constant,
and thus, Si = 0. Therefore, when 6 = 0, adjSi(0) = S, and distributional sensitivity
analysis reduces to the specific case of global sensitivity analysis. However, as noted
previously, since it is not likely known what value 6 will take prior to further research
on a given factor, in general distributional sensitivity analysis, 6 is considered to be
a uniform random variable, A, on the interval [0, 1]. The expected value of adjSi(A)
can thus be taken to give an average adjusted main effect sensitivity index (AAS), as
shown in Equation 3.21 for some factor i,
AAS, = E[adjSi(A)]. (3.21)
The average adjusted main effect sensitivity index for each factor in a model is then
an index that can be used to quantitatively rank factors based on the average amount
of output variance that can be reduced when further research in done on a particular
factor.
3.3.2 Defining reasonable distributions
Several times in the discussion of the development of distributional sensitivity analysis
it was mentioned that reasonable new factor distributions, which represent the result
of further research on a factor, be used in the estimation of adjusted main effect
sensitivity indices. This is because given some initial distribution for a factor and
some 6, there will generally not be a single unique new distribution with 1006% of the
variance of the original factor distribution. For example, if a factor has an original
distribution that is say uniform on the interval [0, 1], and 6 = 0.5, there are an
infinite number of new distributions, such as U[O, v-/2], U[1 - v-2/2, 1], U[/-/4, 1 -
v'2/4], etc., that all have variances equal to (6) times the original variance. The new
distributions could also be from a different family of distributions, such as triangular.
Therefore, a set of reasonable distributions with 1006% of the variance of any given
original distribution must be defined. This is done for the uniform, triangular, and
normal distribution families in the following paragraphs. In each case, it is assumed
that future research will only impact the given constraints regarding uncertainty
information that were used to assign distributions based on the maximum uncertainty
principle. Thus, the impact of future research will be studied only through changes
in the parameters of a given family of distributions, not of the family of distributions
itself. However, if the distribution family of a given factor was expected to change
through further research (e.g. from an original uniform distribution to a distribution
in the triangular family), then reasonable distributions from the new family, given
that the original distribution was from another family, could be defined.
Consider an arbitrary uniform distribution, U[a, b], as shown in Figure 3-2, where
u(x) is the probability density function for some factor, x, a and b are the endpoints
of the interval where u(x) > 0, and h = 1/(b - a). The variance of this distribution
a b
Figure 3-2: Example of a uniform probability density function on [a,b].
is given as
var(X) = (b- a) (3.22)12
Thus, 6 for this family of distributions can be written as
6= b 
- 
a (3.23)
where a' and b' are the endpoints of a new distribution and ao and bo are the endpoints
of the original distribution. In this case, a given 6 forces all new uniform distributions
that satisfy Equation 3.23 to be intervals of the same width, which is 61/2(b - ao).
A reasonable method for sampling from the set of intervals on [ao, bo] with width
61/2(b _- ao), is as follows:
1. Sample 6 from a uniform distribution on the interval [0, 1].
2. Sample b' from a uniform distribution on the interval [a0 +6 1/ 2 (bo -ao), b].
3. Let a' = b' - 61/ 2 (bo - ao).
This method of sampling ensures the new parameters, a' and b', for a given 6, will
be such that a' - U[ao, b° - 61/ 2(bo - ao)], and b' ~ U[ao + 61/2(bo - ao), bo]. This
ensures that the set of possible uniform distributions that satisfies Equation 3.23 is
sampled from uniformly. This can be seen by considering that for a given 6, the set
of possible values for the endpoint a', is [ao, bo - 61/ 2(bo - ao)] and the set of possible
values for the endpoint b', is [ao + 61/ 2 (bo - ao), bo], which have both been sampled
from uniformly.
Consider now an arbitrary triangular distribution, T(a, b, c), as shown in Figure 3-
3, where t(x) is the probability density function for some factor, x, a and b are the
minimum and maximum values factor x can take, c is the mode of the distribution,
and h = 2/(b - a). The variance of this distribution is given as
a2 + b2 + C2 - ab - ac - bc
var(X) = 18 (3.24)18
Xh
a c b
Figure 3-3: Example of a triangular probability density function with minimum value
= a, maximum value = b, and mode = c.
Thus, 6 for the triangular family of distributions can be written as
a'2 + b2 + C2 - a'b' - a'c' - b'c'
= ao2 + bo2 + Co2 - aobo - a0oc - boco'
where a', b', and c' are the parameters of a new distribution, and ao, bo, and co are
the parameters of the original distribution. More is known regarding the uncertainty
associated with a factor that has been assigned a triangular distribution according to
the principle of maximum uncertainty than for those factors that have been assigned
uniform distributions. In the case of a triangularly distributed factor, a most likely
value that the factor can take exists. Here, a prodecure is presented for sampling
from a family of triangular distributions where the most likely value does not change,
however, if it is expected that the most likely value will change, other procedures
can be developed. The proposed procedure for sampling from a family of triangular
distributions is as follows:
1. Set c' = c.
2. Sample 6 from a uniform distribution on the interval [0, 1].
3. Sample u from a uniform distribution on the interval [ao, bo].
4. If u <= c'
* Set a' = u.
* Set b' from Equation 3.25.
* If b' > c' and b' < bo, then accept the distribution defined as
T(a', b', c').
* Else go back to step 3.
5. Else
* Set b' = u.
* Set a' from Equation 3.25.
" If a' > ao and a' < co, then accept the distribution defined as
T(a', b', c').
* Else go back to step 3.
For the case of triangular distributions, the set of possible minimum values a' can
take, and maximum values bl can take, for a given 6, are both intervals like the case
of the uniform distribution family. However, applying a procedure where the values
for say a', are sampled uniformly, will not lead to a uniform sampling of the possible
b' values, as shown in Figure 3-4. Here, the original distribution is T(0, 2, 1). The top
two plots are the samples drawn uniformly from the possible values of the minimum
(left) and the resulting values of the maximum (right), for 6 = 0.5. The bottom two
plots are samples drawn using the proposed procedure for sampling from a family of
triangular distributions. In the case of the top two plots, the minimum and maximum
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Figure 3-4: The top two plots are the samples drawn uniformly from the possible
values of the minimum (left) and the resulting values of the maximum (right). The
bottom two plots are the samples drawn using the proposed procedure for sampling
from a family of triangular distributions.
values of the new distributions are not sampled from in the same fashion, whereas in
the case of the proposed procedure, the empirical evidence suggests that the endpoints
of the new distributions are sampled from in the same manner.
Finally, consider a normal distribution, N(p, a 2), shown in Figure 3-5, where p
is the mean and a2 is the variance of the distribution. For the normal family of
distributions, 6 is given as
O 2
= (3.26)
cao 2
where u' 2 is the variance of a new distribution and o02 is the original variance. Here
a procedure is presented where the mean value of the original distribution is also
the mean value of any new distributions after further research has been undertaken.
However, if the mean value is expected to change, other procedures can be developed
to take that into account. Given that here the mean does not change, 6 uniquely
defines new distributions with the property given by Equation 3.26, where given some
6, there is only one possible new distribution, which is PN(p, 6jo 2). The proposed
procedure for sampling from a family of normal distributions is simply:
XFigure 3-5: Example of a normal probability density function with mean = p~ and
variance = a2
1. Set p' = ,.
2. Sample 6 from a uniform distribution on the interval [0, 1].
3. Set U12 = 6o 2 .
3.3.3 Acceptance/rejection sampling
Clearly the evaluation of Equation 3.20 and subsequently of Equation 3.21 requires
consideration of a large number of different distributions for each factor. If a global
sensitivity analysis is carried out for each new distribution for each factor, the com-
putational expense would be massive and distributional sensitivity analysis would
likely be too costly to ever carry out. However, if a global sensitivity analysis with
the original distributions for each factor is completed, a method known as accep-
tance/rejection sampling can be used to complete a distributional sensitivity analysis
without any further model evaluations.
Acceptance/rejection sampling is a method for generating samples from a desired
distribution by sampling from a different distribution. The method is based on ran-
dom sampling of the original distribution and is thus well-established only for brute
force pseudorandom sampling, though work is being done to extend the method to
other sampling strategies [54]. Following Degroot and Schervish [55], let g(z) be
a probability density function of a desired distribution for some random variable,
Z. Let p(x) be some other probability density function for a random variable, X,
with the property that there exists a constant, k, such that kp(x) > g(x) for all x.
The acceptance/rejection method can then be used to generate samples from g(z) as
follows:
1. Draw a sample, x, from p.
2. Draw a sample, u, from a uniform random variable on [0, 1].
3. If g(x) > ku, let z = x.
4. Else, discard x and u and return to step 1.
The process may then be repeated until the desired distribution has been sampled
from sufficiently.
Figures 3-6 through 3-8 show examples of uniform, triangular, and normal distri-
butions drawn using acceptance/rejection sampling and using the methods discussed
in Section 3.3.2 to establish the parameters of the distributions. The original distri-
butions were U[0, 1], T(0, 2, 1), and .A(0, 1) for the uniform, triangular, and normal
distributions respectively. For each new distribution, 6 was set at 0.5. As can be seen
for the case of the uniform distribution in Figure 3-6, there is more than one distri-
bution that can be drawn with half the variance of the original distribution. This is
also the case for the triangular distribution as shown in Figure 3-7. This implies that
the adjusted main effect sensitivity index, adjSi(6), for a given 6, will be a random
variable. Thus, in the case of the uniform and triangular distribution, for each 6, the
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Figure 3-6: Example histograms that result from randomly sampling from an origi-
nal uniform random variable on [0,1] (top left), and the use of acceptance/rejection
sampling on the original samples with 6 = 0.5 (top right, lower left, lower right).
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Figure 3-7: Example histograms that result from randomly sampling from an original
triangular random variable with parameters (0,2,1) (top left), and the use of accep-
tance/rejection sampling on the original samples with 6 = 0.5 (top right, lower left,
lower right).
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Figure 3-8: Example histograms that result from randomly sampling from an original
normal random variable with mean = 0 and variance = 1 (left), and the use of
acceptance/rejection sampling on the original samples with 6 = 0.5 (right).
adjusted main effect sensitivity index must be sampled from several times to arrive
at a suitable estimate of the mean of the index for each 6.
Acceptance/rejection sampling can be employed to reuse the results from a global
sensitivity analysis in a distributional sensitivity analysis as follows. Consider some
factor, i, with an original distribution defined as T(ao, bo, cO) for which a global sensi-
tivity analysis has been conducted. Thus, we have the model evaluations correspond-
ing to f ([x, ... ,x,... ,x] T ) and f([ ,..., x,, ... ., ]T), where m = 1, ..., N, as
given in Equation 3.13. Assume the procedure for selecting new triangular distri-
butions given in Section 3.3.2 selects new parameters a', b', and c', so that we have
a new distribution defined as T(a', b', c'), for which we would like to estimate the
main effect sensitivity index, S, and the new variance of the output, var(Y'), for
use in the estimation of an adjusted main effect sensitivity index for factor i given
by Equation 3.20. The estimation of these quantities using the function evaluations
from global sensitivity analysis can be achieved with the following algorithm.
3500 2500
1. Set m = 1, j =1
2. Set k = b-ab'-a
3. Draw a sample, u, from a uniform random variable on [0,1]
4. If g(xm) > kup(xJ) -
SLet h([x~ ,..., jT)=f([ .. , , ... ,XT)
SLet h([ T f,...,x,....*j]T)= f([, XT m rn]T)I ) * * * I
* j=j+1, m=m+
5. Else m=m+1
6. Ifm<Ngoto3
7. Else
* M=j
" ho EjMI h([xj ,
* Dz LM h([x3,
M j=1 ([~
I Mb" = Ej:I h([x:,
S /i DI
*var(Y') = f
3.3.4 Example of global and distributional sensitivity analy-
sis
The following example reveals the benefit of using distributional sensitivity analysis in
favor of global sensitivity analysis results for factor prioritization. Consider a model
69
I n,.. - h
given by
1f (XI, X 2, X 3) = -Iexp(Xi) + 20exp(-X 2) + 11X 3, (3.27)10
where X 1 - T(0, 6,1/2), X2 - T(0, 6,1/2), and X 3 - T(0, 2,1). Distributional
sensitivity analysis was conducted on each factor of the model as described in the
preceding sections. Figure 3-9 presents the adjusted main effect sensitivity indices
of each factor for values of 6 = 0.0, 0.1, 0.2, ..., 1.0. The figure shows clearly that the
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Figure 3-9: Adjusted main effect sensitivity indices of each factor for values of 6 =
0.0, 0.1, 0.2, ..., 1.0. The adjusted main effect sensitivity indices of each factor for 6 = 0
(rightmost points), are the main effect sensitivity indices of each factor as computed
by global sensitivity anlaysis.
factors that should be considered for further research to reduce output variance de-
pend on the amount of variance that is assumed reducible for each factor. Figure 3-10
compares the main effect sensitivity indices estimated from global sensitivity analysis
for each factor with the average adjusted main effect sensitivity indices estimated
via distributional sensitivity analysis. The global sensitivity results suggest that the
ranking for factor prioritization be factor 2, followed by factor 3, and then factor
1, though all of the indices are close to one another. The distributional sensitivity
results however, suggest that the ranking for factor prioritization be factor 1, followed
by factor 3, and then factor 2, with clear differences in the magnitudes of the three
indices. Thus, in the case of this example model, assuming the variance of a given
factor can be reduced to zero through further research, as is done in the global sensi-
tivity analysis factor prioritization setting, leads to a completely different conclusion
regarding which factors should be researched than distributional sensitivity analysis,
which assumes the amount of variance that can be reduced for a given factor is a
random variable that is uniformly distributed over the range of reducing none of the
variance to all of the variance of the particular factor. Since, as previously stated, the
notion that all of the variance of a given factor can be reduced through further re-
search is optimistic, the distributional sensitivity analysis results are considered more
reliable and are recommended for use in favor of global sensitivity analysis for factor
prioritization. A comparison of both methods for use in the factor prioritization for
a real world application is presented in Chapter 5.
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Figure 3-10: A comparison of the main effect sensitivity indices estimated from global
sensitivity analysis to the average adjusted main effect sensitivity indices estimated
from distributional sensitivity analysis.
3.4 Convergence of Uncertainty and Sensitivity Anal-
yses
It is important to note that estimates of statistical quantities described in this Chap-
ter, such as the total and main effect sensitivity indices, the adjusted main effect
sensitivity indices, and the average adjusted sensitivity indices, as well as estimates
of output means and variances discussed in Chapter 2, via Monte Carlo simulation,
can take many thousands of model evaluations. As more and more model evaluations
are conducted, the statistical quantities converge to their true values as guaranteed
by the law of large numbers. This convergence can be studied graphically to de-
termine whether or not more function evaluations are required for each statistical
quantity being estimated. For the model studied in the previous subsection, Fig-
ure 3-11 presents a graphical look at the estimates of the mean and variance as the
number of iterations increases. As can be seen from the figure, the variance estima-
tion shows more variability than the mean estimation. Given that both global and
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Figure 3-11: Estimates of the mean and variance of the test model output as the
number of iterations increases.
distributional sensitivity analyses focus on estimates of variance, these methods tend
to be more computationally expensive than methods such as the mean-value method
that focus on mean estimates. Figure 3-12 gives the estimates of the total, main,
and average adjusted main effect sensitivity indices as the number of iterations used
in the global sensitivity analysis increases. The convergence of individual adjusted
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Figure 3-12: Estimates of the total, main, and average adjusted main effect sensitivity
indices of factor X1 as the number of iterations used for global sensitivity analysis
increases.
main effect sensitivity indices is shown in Figure 3-13 for values of 6 equal to 0.9
(top), 0.6 (middle), and 0.3 (bottom). To determine how many distributions should
be considered for each 6 value in the calculation of the adjusted main effect sensi-
tivity indices, bootstrap confidence intervals can be constructed for each adjSi(6) as
shown in Ref. [56]. The results for factor X1 of the test model using 50 reasonable
distributions for each 6 are shown in Figure 3-14.
Figures such as those shown in this subsection, can be used adaptively, if neces-
sary, to decide when to stop sampling. For a situation where the results of a global
sensitivity analysis have converged sufficiently but the results of the distributional
sensitivity analysis have not, it is recommended that more samples be added to the
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Figure 3-13: Estimates of the adjusted main effect sensitivity indices for 6 = 0.9 (top),
6 = 0.6 (middle), and 6 = 0.3 (bottom), for factor X 1 as the number of iterations
used for global sensitivity analysis increases.
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Figure 3-14: Bootstrap confidence intervals for the adjusted
indices of factor X 1 using 50 reasonable distributions for each
global sensitivity analysis, which will lead to an increase in the number of samples
used in the distributional sensitivity analysis. For situations where global or distribu-
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tional sensitivity analyses require a large number of samples to converge sufficiently,
surrogate models can be developed and implemented, as presented in the following
chapter, to address concerns regarding computational expense.
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Chapter 4
Surrogate Modeling for
Uncertainty Assessment
As discussed in the previous chapter, estimates of statistical quantities of interest
in uncertainty and sensitivity analyses can require many thousands of model evalu-
ations. Often, complex models have long computation times, which implies that a
large number of model evaluations could present an intractable computational bur-
den. In such situations, surrogate models that provide substantial computational
speedups are crucial to the process of uncertainty assessment. Further, knowledge
of the quantitative impacts on the analyses associated with exercising a surrogate
in place of a full model is essential to producing defensible claims in the context of
decision-making.
This chapter presents a systematic method to reduce the complexity and com-
putational cost of a complex model designed to estimate global emissions from avi-
ation, in such a way that factor uncertainty may still be quantified and analyzed.
Section 4.1 presents background material on surrogate modeling methodologies. Sec-
tion 4.2 describes the structure of the specific case considered here-the Aircraft
Emissions Model (AEM) within AEDT. The specific methodology developed here
is described in Section 4.3, and focuses on the creation of a hierarchical surrogate
model to represent the complex system. Section 4.4 presents the results of applying
the methodology to the AEM. The work presented in this chapter focuses on the
systematic development of a surrogate model for use in Steps 5 and 6 (conducting
uncertainty and sensitivity analyses) of the general approach discussed in Chapter 2
for a specific real-world model. An example application of the entire general approach
to a real-world model will be presented in Chapter 5.
4.1 Surrogate Modeling Background
Surrogate models can be categorized into three different classes: data-fit models,
reduced-order models, and hierarchical models [57]. Data-fit models are generated
using interpolation or regression of simulation data from the input/output relation-
ships in the high-fidelity model [58]. The primary challenge in adopting this surrogate
modeling strategy for large-scale complex system models is the "curse of dimension-
ality" when the number of inputs to a model is large and design of experiment tech-
niques must be applied with care in order to balance the computational cost of the
required simulations with coverage of the input space. Reduced-order models are
typically constructed for systems described by partial differential equations or large
sets of ordinary differential equations [59]. Derivation of reduced-order models relies
on the knowledge of the governing equations and are thus in general not suitable for
systems for which the governing equations are unknown or empirically based. Hier-
archical surrogate models, also known as variable fidelity models, employ simplified
mathematical models such as coarser grids in finite element models [60] and models
with simplified physics [44, 61].
The application of a particular surrogate modeling strategy depends both on what
computational tasks are to be performed, and on the underlying structure of the
model. In some cases, nothing will be known about a given model, and strategies
that perform better in black-box situations, such as data-fit methods, should be used.
In other cases, everything will be known about the governing equations of a given
model, and reduced-order models can be derived using projection-based approaches.
For the AEM, described in Section 4.2.1, the structure of the governing equations of
the model is known, but the input space is too large to use a projection-based model
reduction approach or a data-fit method. However, the model structure is such that
a hierarchical surrogate modeling strategy can be employed and, as described in
Section 4.3, further exploited to provide quantified confidence intervals on surrogate
predictions.
4.2 Application
As noted in Chapter 1, the real-world application that has motivated this work is
the FAA tools-suite, which is shown in Figure 1-3. The scale and complexity of
analyses run with this set of tools is immense; for example, a single simulation of a
one-year analysis involves over thirty million flight operations with 350 aircraft types
and thousands of factors. Thus, uncertainty and sensitivity analyses for some of
the models within the tools-suite are computationally infeasible. Here, a systematic
method to reduce the complexity and computational cost of the AEM is developed
in such a way that factor uncertainty may still be assessed.
4.2.1 Aircraft emissions model
The AEM is used to calculate emissions inventories of such pollutants as CO2, CO,
NOx, SO, and many others. The calculation is done on an operation-by-operation
basis, and the emissions computed for each operation in a given scenario are then
aggregated to produce an emissions inventory. An operation is in turn simulated
on a flight segment-by-segment basis as shown in Figure 4-1, where emissions are
calculated for each segment of the operation and then aggregated to produce the
total emissions of the operation.
The six AEM factors considered are shown in Table 4.1, where each factor is
defined for each segment of each operation. We consider the emissions resulting
from a total of No operations, each consisting of N, flight segments. Thus, the total
number of factors is given by n = 6NoNs. Table 4.1 also shows the probability
density functions that are defined for each factor on a segment-by-segment basis.
These density functions were arrived at through previous studies and expert opinions.
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Figure 4-1: AEM segmentation of an aircraft operation. Adapted from Ref. [2].
Table 4.1: AEM factors and their probability density functions. All factors are applied
as multipliers to nominal factor values.
Input Variable Input Quantity Distribution Type Defining Values
xl := q Fuel Burn Uniform [0.95, 1.05]
X2 := r Temperature Triangular [0.89, 1.00, 1.11]
X3 := s Pressure Triangular [0.97, 1.00, 1.03]
X4 := t Relative Humidity Triangular [0.82, 1.00, 1.17]
x5 := u Fuel Flow Uniform [0.95, 1.05]
Z6 := v REINOx Triangular [0.76, 1.00, 1.24]
The samples from the density functions are applied as multipliers to default values
of the various factors that are specific to aircraft type, engine type, and geographic
location. For triangular distributions, the defining values are the minimum, mode,
and maximum values. For uniform distributions, the defining values are the minimum
and the maximum.
The outputs of the AEM (global emissions of NOT, CO, CO2, etc.) are all com-
puted in a similar manner, thus the modeling methodology is developed here only for
the NOx output. Other outputs are treated in an analogous way. The NOx produced
for operation 1, yz, is calculated as
(4.1)Yz = E qklgk(rkl, Skl, tk ,Ukl, Vkl),
k=1
where qk is the fuelburn on segment k of operation 1, and gkl(rkl, Skl, tkl, Ukl, Vkl) is the
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emissions index of NO, (EINOx) on segment k of operation 1, which is calculated using
Boeing Method 2 with the factors defined in Table 4.1, specifically the temperature,
pressure, relative humidity, fuel flow and reference emissions index of NOx (REINOx)
for the given segment [62]. The total NO, output for a set of No operations is then
calculated as
No No Ns
Ytot YI qkI gkl( rkl SkItk1UkliVkI). (4.2)
l=1 l=1 k=1
Since the functions within the AEM are all continuous, and each input of the AEM is
a random variable, each output of the AEM is also a random variable. Thus, the total
NOx output, ytot, can be thought of as a random sample from the random variable
Yt, for which confidence intervals and sensitivity indices are desired.
Equation 4.2 reveals the structure of the AEM once it has been decomposed by
operations. Given that computations are performed separately on each operation
within the AEM, a natural representative for building a hierarchical surrogate is a
single operation. Our surrogate modeling approach is thus to approximate the output
of interest, total NOx emissions, using a subset of flight operations. This is illustrated
in Figure 4-2, where it can been seen that the surrogate modeling approach is based
on reducing the dimension of the input space. This approach is generally applicable
in many settings: for some cases (such as the AEM), reduction of the input space
yields directly a hierarchical surrogate model of lower computational complexity; for
other cases, the approach leads to an intermediate system of lower input dimension
to which a data-fit surrogate modeling method could subsequently be applied.
The novel contribution of the methodology is to show that the structure of the
AEM presented in Equation 4.2 can be exploited to use the Central Limit Theorem for
calculating confidence intervals around AEM outputs computed with a hierarchical
surrogate model. A similar structure exists for the ANOVA-HDMR presented in
Section 3.2, which, when applied to the AEM, will also permit the use of the Central
Limit Theorem for producing confidence intervals around sensitivity indices computed
using the surrogate model. These methods are described in the following section.
Surrogate Modeling
Figure 4-2: The hierarchical surrogate modeling approach achieves a reduction in
computational complexity through a reduction of the input space. For the AEM, this
amounts to selecting a subset of r operations, denoted by the subscripts, ii, ..., ir,
over which to estimate the total emissions.
4.3 Surrogate Modeling Methodology with Quan-
tified Confidence Intervals
As noted previously, it is important that the effects of using a surrogate in place
of a full model in uncertainty assessment be quantified. The surrogate modeling
methodology developed here to perform conduct uncertainty and sensitivity analyses
on the AEM is discussed in the following subsections.
4.3.1 AEM surrogate for decision-making uncertainty anal-
ysis
Since the functions within the AEM are all continuous, and each factor of the AEM is a
random variable, each single operation output of the AEM is also a random variable.
These random variables are independent and satisfy the Lyapunov condition [63];
therefore, the Central Limit theorem may be used to completely characterize the
n inputs
n!nusOtu
xi2
i,
Subset of Surrogate
rinputs o ut pu t I
distribution of total NOx emissions calculated from Equation 4.2. Here, it is noted
that, owing to such circumstances as aircraft operating on similar routes, certain
operations in the real-world would encounter similar environmental factors, such as
temperature, pressure, and humidity, thus causing some dependence in how those
factors enter into emissions estimates, which would lead to some dependence in the
outputs of these operations. However, the AEM does not currently include these
factor dependencies, which implies that the operation-level outputs of the AEM are
completely independent of each other. Thus, the Central Limit theorem may be
invoked.
According to the Central Limit theorem, the output distribution of total NO-
emissions, ytot, is normally distributed since
No No No
Ytot = Y1 d N( E[y], a ) as No --+ o, (4.3)
l=1 /=1 l=l
where the convergence is in distribution, and iV(a, 3) is a normal distribution with
mean a and variance p. In Equation 4.3, No will not tend to infinity, however,
typical analyses involving the AEM calculate emissions inventories for representative
days of operations, for which No _ 70, 000, and one year of operations, for which
No - 30, 000, 000. According to Ref. [64], the sample size at which Ytot becomes
approximately normal is No > 30, thus the number of samples is much greater than
required for the analyses considered here.
To estimate the distribution of ytot with a surrogate model, only estimates of
ENO E[yi] and ENO a are required. We may estimate these quantities by noting
that if we were to compute E[yl] for every operation, we could view the resulting set
of expected values as representing a set of No samples drawn from some distribution.
Thus, the expected value of NO, emissions for some operation 1 can be considered as
a sample from a random variable, and can be estimated using a subset of operations
chosen from the full set. We denote by 0 the subset of no operations chosen randomly
from the full set of No operations. Then using the law of large numbers, ENO E[y l]
is estimated as No- -- t 0o E[yl], since
No No
N o  E [y] NoE[E[y]] No N E[y] = E[y] as no -* No. (4.4)
n EO l=1 l=1
For the sum of the variances of the operational level NO, emissions in Equation 4.3,
a similar method is followed to derive an analogous expression for the variance esti-
mate of ytot. Thus, the surrogate model estimate of the total NOx output distribution
using the subset 0 of no operations to represent the full No operations is given by
Stot No E[y], In o Y1 E (4.5)
eO nleO
where itot is a random variable that is an estimate of the random variable Ytot.
In Equation 4.5, the terms 1-' E E[y] and '- E1 C aO, are sample means of
the distributions of expected values of yi and of the variances of the yl, respectively.
According to the Central Limit theorem, these sample means have the following
normal distributions:
1o E[yz] ~ ( E, No - no
no ' E No- 1 UE/no),
1E0
1  ~ 2  2Af(12, No 0n 2/n ), (4.6)
where pE is the expected value of the distribution of expected values of the yl, a2
is the variance of the distribution of expected values of yl, p,2 is the expected value
of the distribution of variances of the yi, and a 2 is the variance of the distribution
of variances of the yl. The No-no terms are finite population correction factors that
must be applied since No is finite and the sampling of no operations from No total
operations is done without replacement [65].
As noted in Section 2.3, a key outcome of an uncertainty analysis intended to
support decision-making is the ability to compare such quantities as output means
and variances. These quantities cannot be computed exactly using a surrogate model;
however, confidence intervals for these quantities can be rigorously computed since, as
shown in the analysis above, the parameters are normally distributed. The confidence
intervals for the mean and variance of total NO, emissions can be constructed from
N E O E[y ] - Z/2 N- N2 < E[ytot] < n iE[y ] + za/ 2 /N_-n N (4.7)
n/ No- n0 E no N 0 -1 nE
and
N2 N-O <N21 + ,/ - 2N -n N, 0,2
oE0o - 2/2 < var(ytot) < n1 + 1/2 , _(48)
no Y / V No-1 no a n- N-O1y no o,
where za/2 is the value of the inverse cumulative distribution function of a stan-
dard normal random variable evaluated at (1 - c/2), where a sets the level of con-
fidence [52]. A typical value of za/ 2 is 1.96, which corresponds to a 95% confidence
interval. In practice, constructing these confidence intervals requires estimating the
variance of the distribution of the expected values of the yl, o, and the variance of
the distribution of the variances of the Yl, a 2. We estimate these parameters using
the sample variance for each, which are calculated from
1 no
S no - 1 Z(1E[yd]- E[yt]) 2  (4.9)
l=1
1 no&2 2 2 - (4.10)
no - 1
/=1
where 8 and & 2 are the sample variances of aU and o 2 respectively, and E[y] and
where2 2E 1
U2 are the sample means of the distributions of the expected values and the variances
of the y, respectively. The estimates, &~ and & 2, are then used in Equation 4.7 and
Equation 4.8. As will be shown in Section 4.4, no is sufficiently large to neglect the
uncertainty associated with these estimates. These intervals also require the estima-
tion of operation-level expected values, E[yj], and variances, o2 , of NO_ emissions.
These parameters, as will be discussed in Section 4.4, are estimated from a Monte
Carlo simulation with a large number of model evaluations and thus, uncertainty
associated with these estimates is also neglected.
As can be seen from Equation 4.7, as no approaches No, the confidence interval
around E[ytot] narrows, eventually becoming a single point when no = No. Thus,
there is a tradeoff between how many operations are analyzed in the surrogate model,
and the tightness of the confidence intervals for the mean and variance of the total
NO,. Results from applying this method to construct confidence intervals for the
mean and variance of the AEM NO. output are presented in Section 4.4.
4.3.2 AEM surrogate for model development sensitivity anal-
ysis
The AEM has millions of factors: the six quantities shown in Table 4.1, defined
for each flight segment of each operation. A sensitivity analysis could consider the
sensitivities of each of these independently sampled factors individually, resulting in
millions of sensitivity indices of limited use. From a practical standpoint, we are
generally more interested in determining the sensitivity of model outputs to groups
of factors. For example, for the NO, emissions for an operation, we might wish to
compute the contribution to variance of all fuelburn factors for that operation, where
each factor is sampled independently across flight segments in the operation. Al-
ternatively, for the total NO, emissions summed over a set of operations, we might
wish to compute the contribution to variance of all fuelburn factors for those opera-
tions, where again each factor is sampled independently across all flight segments. In
this section, we present the extension of the global sensitivity analysis methodology
to handle such cases. Further, application of the Central Limit Theorem, which is
permissible given the additive nature of the AEM and ANOVA-HDMR, enables the
calculation of confidence intervals around sensitivity indices computed using the AEM
surrogate models in place of the full AEM. For the case of the AEM, distributional
sensitivity analysis is not feasible given the need to group factors, which limits the
ability to use acceptance/rejection sampling.
Consider the ANOVA-HDMR for the calculation of the NO. emissions from a
single operation, 1:
Ns Ns Ns Ns
k=l k=1 k=1 k=1
Ns Ns
+ S fukl(Ukl) + ie fVk(Vkl) + interaction terms, (4.11)
k=1 k=1
where we use the input variable notation defined in Table 4.1. The term ECk=, fqk (qkl)
is the sum of all the single-factor functions of factor qkl; that is, the functions that
depend only on the segment fuelburn inputs. The second summation is over those
functions that depend only on the segment temperatures, Tkl, and so on for the other
summations. Here, as in Equation 4.1, Ns segments have been assumed for operation
1.
Since the goal is to compute sensitivities for inputs grouped across flight segments,
we define q, = {qkl}k=l to be the set of fuelburn segment inputs for operation 1.
Define rz, st, tl, ul, and vl similarly for the other input quantities. Each summation
in Equation 4.11 can then be written as
N
fql E fqk (qkl), (4.12)
k=l
with analogous expressions defining fr,, etc. Then Equation 4.11 is written as
Yj = fo,l + fq + fr, + fs, + ft, + ful + fvI + interaction terms. (4.13)
Squaring and integrating Equation 4.13, as was done to arrive at Equation 3.6, gives
var(y,) := DY = Dq +Drj +Ds, +Dt, + Dv +D interaction partial variances, (4.14)
where Dq is the partial variance due to all fuelburn factors, and so on for the other
factors.
Similarly, the AEM output ytot, which, as noted in Section 4.1, is computed by
aggregating the operational level outputs, is written in ANOVA-HDMR form by sum-
ming over the operations in Equation 4.11, which yields
No No Ns No Ns No Ns No Ns
Ytot ZE fo,i + E E fqkl (qk) + r3 k frk (Tkl) + 3 >3 fskI (Skl) + 3 3 ftkl (tkl)
l=1 =1 k=l 1=1 k=l 1=1 k=1 1=1 k=1
No N. No N,
+ E E fkl (Ukl) + E fvkl(Vkl) + interaction terms. (4.15)
1=1 k=l l=1 k=l
Now let q = {ql}lN denote the set of fuelburn factors across all operations, and
fq = ZN1  1 fq, (qkl) be the sum of all the single-factor functions of all segment
fuelburn factors, then Equation 4.15 is written as
Ytot = fo + fq + fr + fs + ft + fu + fv + interaction terms, (4.16)
where fo = :1N1 fo,i is the expected value of ytot and the functions fr, fs, ft, fu, and
f, are defined analogously to fq. Squaring and integrating Equation 4.16 gives
var(ytot) := D = Dq + Dr, + Ds + Dt + D + Dv + interaction partial variances, (4.17)
which may also be written as
No No No No No No
D = E Dq+E Dri+E D8 1+E Dt+,+E  Dul+E Dv+interaction partial variances.
l=1 l=1 l=1 /=1 /=1 1=1
(4.18)
The total effect sensitivity index for q, denoted Tq, represents the relative contri-
bution to the variance D of all fuelburn factors over all operations and segments. It
can be computed using an analogous approach to that described in Section 3.2 as
follows. As in Equation 3.10, we write
DeDqc (4.19)
where Dqc is the sum of the variances due to all main effect terms and interaction
effect terms that do not involve fuelburn. By breaking this expression into a sum over
operations and using the fact that D = - No Dye, the expression Equation 4.19 can
be written as
Tq = 1 - ENO (1 - q1)Dy, (4.20)
EN. Da1
where 7q, is the total effect sensitivity index for qz, the fuelburn inputs over operation 1.
Applying the Central Limit Theorem, it can be seen that Equation 4.20 is one minus
a ratio of normal random variables. A similar derivation for main effect sensitivity
indices leads to
Sq = 1=1S D (4.21)
As was the case for the expected values of NO, emissions on the operational level
in Section 4.3, the terms in Equation 4.20 and Equation 4.21 can be considered as
samples from distributions. Therefore, to estimate the sensitivity indices given by
Equation 4.20 and Equation 4.21, we apply the same process used to arrive at Equa-
tion 4.5 from Equation 4.3. In Equation 4.21 for example, the numerator, ENO1 Sq Dy,
is equal to NoE[Sq,Dy,], which may be estimated from NE C 0O[SqDy]. Just as in
Equation 4.6, this estimate is normally distributed and converges to a single value
when no = No. To estimate confidence intervals for ,q and Sq, we sample from dis-
tributions of the numerators and denominators to estimate the intervals empirically.
It should be noted here that the confidence intervals computed for Tq and Sq will
be conservative due to the fact that the numerator and denominator terms in both
Equations 4.19 and 4.21 are positively correlated. By not including the correlation
in the estimation of the confidence intervals, the estimate of the lower endpoint will
be less than the true lower endpoint and the estimate of the upper endpoint will be
greater than the true upper endpoint. This is due to the fact that the numerator
in each equation must be less than or equal to the denominator in each equation,
which leads to conservative intervals when the positive correlation of the terms is not
included. Results from applying this method to the AEM sensitivity indices for the
total emissions of NO, are presented in the following section.
4.4 Results
A typical analysis run of the AEM consists of all operations conducted on a par-
ticular day that is considered a reasonable representative of all operations from a
particular year. These days are referred to as representative days. The full AEM run
for the representative day for the year 2005, which is the AEM model we consider
here, has No = 68, 343 operations. Each of these operations requires a Monte Carlo
simulation to calculate operation-level emissions outputs that are then aggregated,
as shown in Equation 4.2 to produce the overall AEM output, ytot. For the computa-
tional resources available for this study, a single model evaluation for one operation
takes approximately 2.31 x 10- 4 seconds. To perform both uncertainty and sensitivity
analysis for a single operation requires 13 separate Monte Carlo simulations (2n + 1
simulations, where the dimension of the factor space for the AEM is n = 6), each of
which consisted of 10,000 model evaluations in this study. Thus, running each oper-
ation of the AEM representative day for 2005 to perform uncertainty and sensitivity
analysis on ytot, would take approximately 570 hours, which is computationally ex-
pensive, especially if many different policy scenarios are to be considered. As will be
shown in the following subsections, the methods presented in this chapter can be used
to perform both uncertainty and sensitivity analyses on the AEM representative day
with a surrogate model consisting of a randomly chosen subset of operations, while
maintaining quantitative rigor in the analyses in a manner that is computationally
efficient.
4.4.1 AEM surrogate results for decision-making uncertainty
analysis
To estimate the confidence intervals for the mean and variance of the total NO, emis-
sions from the representative day, 9,914 operations were chosen randomly, without
replacement, from the full set of operations.' As noted previously, a 10,000-iteration
'A total of 10,000 operations were chosen initially, however, 86 of these failed and did not produce
meaningful results.
Table 4.2: 95% confidence intervals of the mean and variance of total NOx emissions
computed with surrogate models of 2,500, 5,000, 7,500, and 9,914 operations.
no Mean total NO, (gm) Variance total NO_ (gm 2)
Lower Upper Lower Upper
2500 6.661 x10 9  7.926 x109  1.772 x101 3  2.925 x1013
5000 6.888 x10 9  7.770x109  1.963 x1013  2.760 x10 13
7500 7.051 x10 9  7.782 x 109  2.181x1013  2.885 x101 3
9914 6.899 x10 9  7.500 x109  2.073 x1013  2.645 x1013
Monte Carlo simulation was run for each of the sampled operations, the results of
which were used to compute operation-level NO, means and sample variances. These
values were then used to estimate the expected value of the distribution of operation-
level expected values of NO_ emissions, PE; the variance of the expected value of the
distribution of operation-level expected values of NO, emissions, ao; the expected
value of the distribution of operation-level variances of NO, emissions, / o2; and the
variance of the distribution of operation-level variances of NO- emissions, a 2 . As
was noted in Section 4.3, these estimates are necessary for constructing the confidence
intervals for the expected value and variance of the total NO, emissions of the full
AEM and uncertainty in these estimates has been neglected. Figure 4-3 shows the
behavior of these estimates as the number of operations in the subset, no, is increased
from 2,500 to 9,914 operations.
The confidence intervals (95%) for the mean and variance of the total NO. emis-
sions computed at values of no of 2,500, 5,000, 7,500, and 9,914, are presented in
Table 4.2. Figure 4-4 presents the dependence of the confidence interval widths, in
terms of percentage ± of the surrogate model estimated values, for the mean and
variance of total NO, emissions for a full run of the representative day as no increases
from 2,500 to 9,914. These results show that by applying the surrogate modeling
methodology described in Section 4.3 for uncertainty analysis in support of decision-
making, confidence intervals for the mean and variance of total NO, emissions for the
representative day can be constructed. These confidence intervals are quantitatively
rigorous and display predictable convergence behavior that can be used to determine
optimum tradeoffs between tighter intervals and longer run times.
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Figure 4-3: Estimates of pEa2, P,2, and c 22 as the number of operations in the
surrogate model, no, increases from 2,500 to 9,914.
4.4.2 AEM surrogate results for model development sensi-
tivity analysis
The total and main effect sensitivity indices were computed using the Sobol' method
described in Section 3.2, applied to a surrogate model of no = 5,000 operations
sampled from the representative day. The resulting total and main effect sensitivity
indices are shown in Figure 4-5. These results reveal that factors such as pressure and
relative humidity can potentially be fixed for certain analyses since their total effect
sensitivity indices are low, and that factors such as the reference emissions index of
NO, and temperature should be the focus of any future research aimed at trimming
the variability in total NO. emissions estimates from the AEM, since their main effect
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Figure 4-4: 95 percent confidence interval widths, in terms of percentage ± of the
estimated value, for the mean and variance of total NOx emissions for a full run of
the representative day as no increases from 2,500 to 9,914.
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Figure 4-5: Total and main effect sensitivity indices for the AEM NO, output as
evaluated using a surrogate model consisting of 5,000 operations. The error bars
show the 95% confidence intervals for each index.
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sensitivity indices are highest.
These sensitivity results give valuable insight to guide model development; how-
ever, the question arises whether different conclusions might be drawn if the full
model were used in place of the surrogate. In this situation, it is computationally
impractical to use the full No = 68, 343 operations; however, the sensitivity results
computed with the surrogate of no, = 5, 000 operations can be rigorously bounded with
confidence intervals using the methodology of Section 4.3. These confidence intervals
were constructed by using a 10,000-iteration Monte Carlo simulation to compute each
operation-level global sensitivity index required in Equation 4.20 and Equation 4.21.
The intervals are shown for each sensitivity index in Figure 4-5.
Figure 4-6 shows the convergence behavior of the total effect sensitivity index
of the temperature input. The convergence behavior of the other sensitivity indices
is similar. Table 4.3 gives confidence intervals (95%) for the total and main effect
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Figure 4-6: 95 percent confidence interval widths, in terms of percentage + of the
surrogate model sensitivity index estimates, for the total and main effect sensitivity
index of the temperature input as no increases from 2500 to 9914.
sensitivity indices for each input of the AEM for a full run of the representative day
computed with a surrogate model of 5,000 operations.
Table 4.3: 95 percent confidence intervals of the total and main effect sensitivity
indices for each factor of the AEM for a full run of the representative day computed
with a surrogate model of 5,000 operations.
Input Total effect sensitivity index Main effect sensitivity index
Lower Upper Lower Upper
REINOx 0.934 0.975 0.929 0.940
Temperature 0.050 0.053 0.009 0.060
Fuel burn 0.006 0.007 0.003 0.010
Fuel flow 0.005 0.006 0.001 0.010
Pressure 0.000 0.001 0.000 0.005
Relative Humidity 0.000 0.000 0.000 0.000
These results show that by applying the surrogate modeling methodology de-
scribed in Section 4.3 for model development sensitivity analysis, confidence intervals
for the global sensitivity indices of total NOx emissions for the full representative day
can be constructed from a subset of operations. Just as for the confidence intervals
constructed to support decision-making uncertainty analysis, these confidence inter-
vals are quantitatively rigorous and display convergence behavior that can be used to
determine optimum tradeoffs between tighter intervals and longer run times.
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Chapter 5
Uncertainty Assessment of a
Real-World Aviation
Environmental Model
As stated in Chapter 1, an objective of this research is to demonstrate the applica-
tion of the general approach methodology on a real-world model designed to support
decision-making and policy-making processes. This chapter presents the application
of the uncertainty assessment approach on the APMT-Impacts climate model, which
is a component of the APMT-Impacts block shown in Figure 1-3. A detailed descrip-
tion of the model can be found in Refs. [3] and [66]. Section 5.1 provides background
information on the model, which closely follows Refs. [3, 66]. Section 5.2 presents the
uncertainty assessment of the model, and Section 5.3 discusses the general conclusions
of this particular uncertainty assessment.
5.1 APMT-Impacts Climate Module
The APMT-Impacts climate module in the FAA environmental tools-suite discussed
in Chapter 1, is responsible for estimating the impacts of aviation on global climate.
The term module is used here to note the fact that many different climate models
may be used in the tools-suite, such as conservative, nominal, and low impact models
[67]. These different models, as well as motivation and background on the modeling
methodology, will be discussed in more detail in the following subsections.
5.1.1 Motivation for the APMT-Impacts climate module
The FAA tools-suite, discussed in Chapter 1, exists in part to answer questions re-
garding how to evaluate interdependencies among local air quality, noise, and climate
impacts due to aviation. Policy-makers, in an effort to balance society's economic
and environmental needs, wish to assess the full impact of candidate policies, while
accounting for potential interdependencies. This results in a complex decision-making
setting, in which policy-makers need a "shared conception of what is at stake in the
choice of one level of effort or another, and a common terminology for incorporating
these considerations into international negotiations and domestic decision-making"
[68]. For this reason, the FAA-tools suite presents benefits and costs of policies in
monetary terms to provide a common basis for evaluating interdependencies. The
role of the APMT-Impacts climate module in the tools-suite is thus the estimation
of the marginal climate impacts of new aviation activities and the valuation of these
impacts in monetary terms.
5.1.2 Modeling methodology of the climate module
The modeling approach of the APMT-Impacts climate module is shown in Figure 5-1,
which follows the approaches of Refs. [69, 70, 71, 72, 73]. The method begins with
the estimation of current and future emissions inventories for both aviation and all
anthropogenic sources. The potential change in globally-averaged surface tempera-
ture is then estimated from impulse response functions, which conceptualize a year
of emissions as an impulse, and are derived from carbon-cycle and general circulation
models [74, 75, 76]. From the change in globally-averaged surface temperature, met-
rics which can be used in decision-making, such as damage as a percent impact on
gross domestic product (GDP), and the net present value (NPV) of climate change
due to aviation, are estimated. The impacts of emissions over the entire period dur-
Aviation Operations
(current or projected)
Emissions Inventories:
I CO2 , NO, fuel
Climate Impact
° Mass - Atmospheric Concentration
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SGlobal radiative forcing "-- global temperature change
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Figure 5-1: Overview of the modeling approach for the APMT-Impacts climate mod-
ule (adapted from [3]).
ing which significant effects persist are considered. For the case of CO2, this period
is several centuries. What follows is a more detailed description of each step of the
modeling methodology shown in Figure 5-1.
Aviation Operations
Current estimates of aviation operations can be input to the climate module in
many ways. Within the FAA tools-suite, they are typically estimated as a one year
aviation emissions impulse based on 2003 data from AEDT, followed by a 30 year
projection of aviation emissions. Background CO 2 and GDP growth scenarios can
also be estimated in many ways, and are usually based on the International Panel
on Climate Change (IPCC) Special Report on Emissions Scenarios (SRES) scenario
A1B [77]. The scenario is used out to 2100, after which the emissions are assumed
to remain constant and the GDP is extrapolated linearly based on the last decade of
the scenario.
Climate Impact
The climate module estimates the impacts of aviation on the climate through both
CO 2 and non-CO 2 related effects. The impact of CO 2 on the atmosphere is non-linear,
meaning additional units of CO 2 cause progressively less radiative forcing, where
radiative forcing (RF) is a perturbation in the energy balance system of the Earth
by incoming and outgoing radiation in the atmosphere. Thus, the impact of aviation
related CO 2 is determined by calculating the impact of all anthropogenic sources and
subtracting the impact of all anthropogenic sources with aviation removed:
Impact(CO2 aviation)= Impact(CO2 anthropogenic) -
Impact(CO 2 anthropogenic - aviation). (5.1)
The change in concentration of atmospheric CO 2 due to anthropogenic sources is
estimated from impulse response functions derived from carbon-cycle models following
the approach of Ref. [70]. The calculation proceeds as follows:
nj
Gc(t') = L oze-(tl)l
AXco2 (t') = co0 2 (t") -Gc(t' - t")dt"
N-1
Qco2 (to + nAt) - Ge(t' - to - nAt) At
n=O
N = (t' - to)/At, (5.2)
where Gc(t') is the carbon cycle impulse response function, Qco2 (t") is the mass
of CO 2 emitted from anthropogenic sources, AX(t') is the corresponding change in
atmospheric CO 2 concentration, and At is typically defined as one year. The terms
aj, nj, and -j are specific to the carbon cycle impulse response function employed,
which will be discussed further in the following subsection.
The resulting normalized radiative forcing, RFo 2 at time t', is associated with
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CO 2 concentration at time t' by assuming a logarithmic dependence [70]:
RF 0 2 = log 2 (XCO2(present) + AXc02 (W)) (5.3)
Xco 2 (1 7 5 0)
where the present atmospheric concentration of CO 2 is Xco2(present) and the atmo-
spheric concentration of CO 2 in the year 1750 is Xco2(1750), which is taken as 278
ppmv [78].
The global average temperature change due to CO2, ATc 2 (t), from some time to
to time t, is then determined from a simple energy balance model as follows:
AT(t) = AF(t')exp (t' idt'C Ato CA*
A
RF2xco2
AF(t') = RF* RF2xco 2
T CA*, (5.4)
where C (4.2x108 J/Km2 ) is the ocean heat capacity for a global ocean mixed layer
of 100m depth, RF2xco 2 (3.7 W/m 2) is the radiative forcing for a doubling of CO 2
relative to pre-industrial levels [78], A is the climate sensitivity, RF* is the normalized
radiative forcing for the different effects, AF is the radiative forcing due to the effects
of different aviation emissions, and 7 is the time constant of the climate system.
The non-CO 2 related effects of aviation emissions consist of both short-lived and
longer time-scale impacts. For the short-lived effects (i.e. effects assumed to have
lifetimes of one year or less, including the effect of NO, on ozone, contrails and
aviation-induced cirrus, water, sulfates, and soot) it is assumed that the radiative
forcing is active only in the year of the emissions. The temperature change associated
with each effect is determined in the same manner as for CO 2. Following Ref. [70],
aviation short-lived effects are represented by scaling the normalized radiative forcing
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for each effect relative to CO2:
A hort L short Q short3 (to)RF*hort (to) = o QR (5.5)
0 2  C 2  Qshortj
where the A's are the sensitivities for each effect, the RFrefs are the reference radiative
forcing values for each effect, RF2xco 2 = 3.7 W/m 2 is the radiative forcing for a
doubling of atmospheric CO 2 concentration relative to the pre-industrial level, Qshort
is the emissions quantity for each effect, and Qref is the reference emissions quantity
corresponding to RFfhrt. The ratio, Ashort/Aco 2 is the efficacy for a given effect.
The longer time-scale impacts considered are the decrease in methane lifetime
resulting from the presence of NOx, and the resulting small decrease in ozone over
the same time period. An initial value for the methane radiative forcing is derived by
scaling the values for short-lived ozone from Ref. [70] using 100-year time integrated
radiative forcing results from Ref. [79], as shown in Equation 5.6.
fo010 RFozone-hort (t) dt RFyrozone-short
f100 RF"etane (to)exp( -t/Tmethane) dt RFYTmethane
RFozone-short(t) dt r, RFref . lyr (5.6)
RFref _ RFyrmethane RFref .lyr
methane RFYTrozone-short Tmethane
The mean 100-year RFyr values are taken to be 5.06 mW-yr/m 2 for ozone and -4.00
mW-yr/m 2 for methane. The mean e-folding time for methane, Tmethane, which is
the time in which methane increases by a factor of e, is set at 11.07 yrs as defined
by Ref. [79]. A similar procedure is used to estimate the radiative forcing for the
longer-term NOx-ozone cooling impact.
Impact Valuation
The climate module uses the damage function defined in Ref. [73] to relate tem-
perature change to economic cost. The damage function calculates a financial loss as
a percentage of GDP from a weighted sum of surface temperature change and squared
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surface temperature change as follows:
D(t) = aAT900oo(t) + a2AT900oo(t) 2, (5.7)
where AT 1900 is the temperature change since 1900, al and a2 are coefficients, and
D(t) is the estimated damage in percentage of GDP. A reference temperature change
from 1900 to 2003 is also used in the estimates to allow for damage from aviation
from 2003 onwards to be estimated.
The final step is to discount the calculated damage costs and determine the NPV
of the climate impact. This is done using Equation 5.8
n d(n' 
- no)-
NPV(n) = ( + )n-no (5.8)
n=n(1 + o)n-no
where d(n' - no) is the estimated damage costs during the time interval (n' - no), r
is the discount rate and n is the period over which the discount rate is applied.
5.1.3 The nominal climate model
As noted previously, the climate module in the FAA environmental tools-suite, is re-
sponsible for estimating the impacts of aviation on global climate. The module is
exercised by considering different climate models for different sets of assumptions.
These assumptions are such things as how the discount rate is set, what is used as a
carbon-cycle model, what is used as a temperature response model, and how the dam-
age coefficients are set. As mentioned previously, in some studies (e.g. [33]), these
assumptions and parameters are deemed to have epistemic modeling uncertainty.
In these studies, the assessment process consists of a double-loop approach, where
modeling epistemic uncertainties are sampled from in an outer-loop, and aleatory un-
certainties are sampled from in an inner loop, which results in families of cumulative
distribution functions. The work being done on the FAA tools-suite however, takes
a different approach to dealing with epistemic modeling uncertainties. As mentioned
in Section 2.1.4, epistemic modeling uncertainties are treated by considering sets of
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combinations of interest, which are referred to as lenses [67]. Each lens represents
a different method of modeling the impacts of aviation on climate. Some examples
are the conservative model, where all factors are set to values that cause the largest
impacts of aviation on climate change, the nominal model, where factors are treated
as random variables, and the low impact model, where all factors are set to values
that cause the smallest impacts of aviation on climate change. Figure 5-2 presents a
tornado chart representation of the impacts of different realizations of modeling epis-
temic uncertainty on the climate module output of NPV. The impacts are presented
by shifting, on a one-at-a-time basis, each factor uncertainty (e.g. damage coefficients
and climate sensitivity) and each modeling uncertainty (e.g. discount rate, which car-
bon cycle model to employ, etc.) from the nominal value to a minimum and maximum
value for the factor uncertainties, and to different possible realizations for the mod-
eling uncertainties. The uncertainty assessment approach established in this work,
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Figure 5-2: Tornado chart of the NPV output of the climate module, which shows
the impacts of epistemic modeling uncertainty.
as noted previously, does not deal with epistemic modeling uncertainty, and instead
focuses only on the uncertainties present within a single lens. The lens for which the
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uncertainty assessment presented in this chapter focuses on is the referred to as the
nominal climate model.
The nominal climate model can analyze the impacts of aviation on climate change
for many different aviation scenarios, such as different policy options and a baseline
scenario, which is the expected scenario if no policy actions are taken. The assessment
presented here focuses entirely on the baseline scenario. It is the topic of future work
to consider various policy scenarios and the differences between baseline and policy
scenarios.
5.2 Uncertainty Assessment of the APMT-Impacts
Nominal Climate Model
The APMT-Impacts nominal climate model, as mentioned earlier, is used to estimate
the impacts of aviation on the environment in a manner that suits the needs of
the policy-making community. Given that the model is exercised in a policy-making
context, the ability to inform analyses with uncertainty associated with model outputs
and the identification of major contributors to output variability are considered key
priorities [1]. An uncertainty assessment with these priorities in mind, is presented
for the nominal climate model in the following subsections. The assessment follows
the steps detailed in Chapter 2. Step 7, the presentation of results, is not discussed in
its own subsection, since results are presented for uncertainty analysis and sensitivity
analysis in their respective subsections.
5.2.1 Step 1: Establishing uncertainty assessment objectives
The objectives of an uncertainty assessment for complex models intended to support
decision- and policy-making processes, as established previously in Section 2.1.1, are
as follows:
* Goals for supporting decision-making processes
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1. Provide quantitative evaluation of the performance of the model relative
to fidelity requirements for various analysis scenarios.
2. Provide quantitative comparisons of various policy scenarios, taking into
account uncertainty in model outputs.
* Goals for furthering the development of the model
1. Identify gaps in functionality that significantly impact the achievement of
model requirements, leading to the identification of high-priority areas for
further development.
2. Rank factors based on contributions to output variability to inform future
research and validation efforts.
These are the objectives of the uncertainty assessment of the nominal climate model.
5.2.2 Step 2: Document assumptions and limitations of the
model
As discussed in Chapter 2, the assumptions and limitations of the model should be
documented, with such information as what each assumption is and what it means,
what the assumption affects, what does the assumption imply in terms of model valid-
ity, and what are the implications of the assumption in terms of model applicability.
The assumptions and limitations of the nominal climate model are documented here.
The information provided here is used, where possible, to inform the uncertainty
characterization of certain factors in Step 3, and also to make it clear how model
results can be applied.
Nominal Climate Model Assumptions and Limitations
1. Use of impulse response functions
* Assumption: Aviation related climate impacts can be estimated using
a two-step process involving impulse response functions. First, aviation
C0 2 emissions are translated to changes in atmospheric concentrations
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of CO 2 using a carbon-cycle impulse response model to estimate radia-
tive forcing. Next, changes in radiative forcing are related to changes in
globally-averaged temperature using a simplified energy balance model.
* What it means: This approach ignores feedbacks between the carbon-
cycle and general circulation model (GCM) impulse response functions,
though given the small perturbation in CO 2 emissions due to aviation,
these feedbacks are not expected to be substantial. Ideally, estimates of
aviation related impacts would be derived using complex three-dimensional
general circulation models that take into account different feedback mech-
anisms involving the flow of carbon between the ocean, atmosphere, and
terrestrial components, including the biosphere. Rising global tempera-
tures would alter the behavior of the different components of the carbon-
cycle which would in turn provide a positive or negative feedback to the
trends in temperature rise.
* What it affects: This assumption affects the estimated temperature
change, which is used in the estimation of both damage and NPV.
* Assessing the impacts on model validity: It is difficult to assess the
validity of the two-step process used in the nominal climate model since
complex GCMs that account for different feedbacks and produce higher
fidelity results tend to be computationally expensive and thus, difficult
to compare with. Additionally, the lack of scientific understanding on
aviation impacts such as contrails and induced cirrus makes it difficult to
provide factors to the GCMs to obtain impact estimates.
* Implications for model applicability: It is well-known that the two-
step process involving impulse response functions and simple energy bal-
ance models may not capture all the carbon-cycle feedbacks, thus, for
policies where feedback mechanisms are expected to play an important
role, this assumption will limit the applicability of the model.
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2. Bern carbon-cycle model
* Assumption: Complex three-dimensional global carbon-cycle models are
represented by a simplified impulse response function known as the Bern
carbon-cycle model. This model has been calibrated against existing so-
phisticated carbon-cycle models and was used in the fourth assessment
report of the IPCC [80].
* What it means: This assumption dictates the values used for the coeffi-
cients of the carbon-cycle model given by Equation 5.2.
* What it affects: The Bern carbon-cycle model determines the change in
atmospheric CO 2 concentration due to all anthropogenic emissions, includ-
ing aviation. The estimated CO 2 concentration is then used to estimate
the globally-averaged temperature change, which is then used to estimate
damage and NPV.
* Assessing the impacts on model validity: As discussed for the previ-
ous assumption, it is not possible to fully-understand the impacts of using
the Bern carbon-cycle model to estimate atmospheric CO 2 concentrations
without further research.
* Implications for model applicability: The use of the Bern carbon-
cycle model in place of complex high fidelity carbon-cycle models implies
that the nominal climate model cannot take in to account all carbon-
cycle feedback mechanisms. For policies where feedback mechanisms are
expected to play an important role in the estimation of atmospheric CO 2
concentrations, this model assumption will limit the applicability of the
nominal climate model.
3. Simple energy balance temperature response model
* Assumption: The nominal climate model assumes that temperature change
resulting from radiative forcing changes can be estimated from a simple
energy balance model, as given by Equation 5.4.
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* What it means: This assumption implies that climate sensitivity, which
is the global average air temperature change that would result from a
sustained doubling of atmospheric CO 2 concentration, is the key driver in
the estimation of temperature change from radiative forcing changes.
* What it affects: The energy balance temperature response model affects
the estimated globally-averaged temperature change, which is then used
to estimate both damage and NPV.
* Assessing the impacts on model validity: As with the use of carbon-
cycle impulse response models, the impact of using a simplified energy
balance model cannot be fully understood without further research.
* Implications for model applicability: The simplified energy balance
model was derived for climate projections over a long time frame. The
application of the model to a single years worth of emissions is thus un-
validated, and results and inferences made using model outputs should
include a disclaimer related to this assumption.
4. Short-lived non-CO2 effects
* Assumption: Radiative forcings of non-CO 2 emissions, with the excep-
tion of long-lived NO, impacts on methane and the secondary effect of
methane on ozone, are only active in the year of the emissions, and it is
assumed that short-lived emissions impacts are independent of eachother
and independent of background emissions.
* What it means: Following Ref. [70], aviation short-lived impacts are
represented by scaling the normalized RF for different climate responses
relative to C0 2, and these short-lived effects have lifetimes on the order of
one year.
* What it affects: This assumption affects the normalized RFs, which af-
fect the temperature change due to short-lived emissions, which affects the
overall estimate of tempertaure change, and thus the estimates of damage
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and NPV.
* Assessing the impacts on model validity: There has not been a study
aimed at determining how this assumption impacts model results.
* Implications for model applicability: The assumption is standard
in the literature, however, if the short-lived effects are found to last for
substantially longer or shorter time periods, the assumption will need to
be revisited.
5. Use of Globally-Averaged Metrics
* Assumption: Globally-averaged metrics are used to represent the physi-
cal impacts of aviation on climate.
* What it means: The model does not have the capability to estimate
regional climate impacts due to aviation activity.
* What it affects: It is a core assumption of the model and affects all
results and inferences that can be made with the model.
* Assessing the impacts on model validity: At present, there are no im-
pulse response functions available in the literature that allow for estimating
regional impacts. Further research is necessary to assess the assumption
that impacts can be estimated reasonably well through global averaging.
* Implications for model applicability: It is well-understood that RF
due to contrails, aviation-induced cirrus cloudiness, and production of
ozone via NO, will occur in regions where aircraft fly, which is predomi-
nantly the northern hemisphere. Modeling such RF as globally-uniform,
and assuming that it may be simply superposed with RF due to well-
mixed gases such as CO 2 and methane, may inaccurately represent the
more complex response of the climate to spatially non-homogeneous forc-
ing. However, globally-averaged impact estimates remain the most widely
used measure for communicating climate change effects (e.g. in IPCC re-
ports).
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6. Use of scenario A1B to project future anthropogenic activity
* Assumption: To estimate marginal climate impacts of future aviation
activity, the full time horizon over which the impacts last should be taken
into account. Since aviation-related CO 2 concentrations changes are calcu-
lated relative to background atmospheric CO 2 levels, future projections of
anthropogenic activities are necessary to determine trends in atmospheric
CO 2 levels. Additionally, future projections of global GDP are also neces-
sary to estimate monetary impacts. These future projections are based on
the IPCC SRES scenario AIB.
* What it means: Estimates of aviation CO 2 related temperature change
and resulting damages to the global GDP are dependent on the assumed
future scenario.
* What it affects: The assumption affects the estimated CO 2 related tem-
perature change, which affects estimates of damage and NPV.
* Assessing the impacts on model validity: It is not possible to know
what will happen in the future, thus a future scenario must be selected.
Model results are then considered valid under an assumed future.
* Implications for model applicability: This assumption is one of the
key drivers for the development of lenses for the climate module. The
nominal climate model, which uses scenario AiB, is applicable to those
policy-makers who believe scenario AIB is a reasonable representation of
what will happen in the future. For policy-makers who do not believe
scenario AiB is reasonable, an alternate lens should be used.
7. Use of the damage function
* Assumption: The damage function of Ref. [73] is applied to relate the
global mean surface temperature change to welfare loss as a fraction of
global GDP.
111
* What it means: The nominal climate model assumes the damage to
global GDP caused by aviation can be completely characterized by the
change in globally-averaged temperature and the relation given by Equa-
tion 5.7.
* What it affects: The assumption affects the estimates of damage and
NPV.
* Assessing the impacts on model validity: There has been a complete
study of this assumption and it is recognized generally as the most exten-
sive and detailed to date [81]. However, other functional forms are being
studied, as well as wider ranges of the current coefficients.
* Implications for model applicability: The approach taken by the nom-
inal climate model for damage valuation has been criticized for the sim-
plifying assumptions it contains, such as excluding non-market impacts
(e.g. loss of natural beauty and extinction of species). Users of model re-
sults must understand that these impacts are not taken into account when
looking at the final NPV output.
8. Discount Rate
* Assumption: The nominal climate model evaluates the NPV of climate
impacts by assuming a constant discount rate of 0.035.
* What it means: Discounting will cause effects in the future to be valued
less than effects in the present time. The use of a constant discount rate
may lead to underestimated distant future impacts. A constant discount
rate also assumes no relation to GDP growth scenarios.
* What it affects: The assumption affects the NPV estimates.
* Assessing the impacts on model validity: This step in the modeling
is considered valid under the assumed discount rate. If another method
of discounting is preferred, or another value of the discount rate is more
appropriate, a different climate module lens should be used.
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* Implications for model applicability: As stated above, the model is
applicable to those policy-makers who believe the discount rate should be
set to 0.035. For those that do not believe the discount rate should be set
to 0.035, a different climate module lens should be used.
9. Impacts are estimated 800 years into the future
* Assumption: The effects of aviation on climate are negligible after 800
years.
* What it means: Estimates of global temperature change and damage are
calculated for 800 years into the future, which are then used to estimate
the NPV of aviation impacts on climate.
* What it affects: This assumption affects the NPV estimate of the nom-
inal climate model.
* Assessing the impacts on model validity: Ref. [66] presents results
that show that the impacts of aviation on temperature change are negligible
after 800 years.
* Implications for model applicability: For the emissions currently con-
sidered in the nominal climate model, there are no restrictions on model
applicability, however, if other emissions are considered, or if the estima-
tion procedures for the impacts of the current emissions are modified, this
assumption will have to be revisited.
As noted previously, the information provided here is essential to the proper ap-
plication of the nominal climate model. The rest of the uncertainty assessment of
the model, which is discussed in the following subsections, quantifies the uncertainty
in model outputs due to the uncertainties associated with the factors of the climate
model. Thus, it must be understood that the quantitative uncertainty assessment
results quantify the uncertainty associated with model factors with each of the above
assumptions in place, and therefore, do not quantify the uncertainty associated with
the assumptions themselves.
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5.2.3 Step 3: Document factors and outputs
As discussed in Chapter 2, the factors of the model should be documented, along with
information regarding factor units, which outputs the factor affects, and any known
uncertainty information regarding the factor. Outputs should also be documented,
including units, possible downstream use, and upon which factors the output depends.
As noted in Chapter 1, an output is defined as a model result of interest. For this
particular uncertainty assessment of the nominal climate model, the focus will be on
the NPV estimate only for brevity. Table 5.1 presents the factor information required
for an uncertainty assessment and Table 5.2 presents the output information.
5.2.4 Step 4: Classify and characterize uncertainty
Based on the uncertainty information and the sources of that information, the type
of uncertainty associated with each factor, and the distribution associated with each
factor is given in Table 5.3. Uniform distributions are represnted as U[a, b], where a is
the minimum and b is the maximum value. Triangular distributions are represented
as T(a, b, c), where a is the minimum value, b is the maximum value, and c is the
mode of the distribution. Normal distributions are represented as V(a, /), where ac
is the mean, and / is the variance.
Each of the factors of the nominal climate model has been classified here as having
epistemic uncertainty associated with it since, while each factor is expected to contain
some amount of aleatory uncertainty, there is currently limited knowledge regarding
those uncertainties.
5.2.5 Step 5: Conduct uncertainty analysis
An uncertainty analysis was conducted on the nominal climate model by propagating
factor uncertainty through the model using Monte Carlo simulation as discussed in
Chapter 2. The mean and standard deviation of the NPV estimate are given in
Table 5.4. Figure 5-3 presents a histogram of the NPV estimates that resulted from
the Monte Carlo simulation. This information can be used in a variety of ways;
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Table 5.1: Nominal climate model factors and uncertainty information.
Factor Units Uncertainty Information Source Outputs
AEDT 2005 CO 2 Emissions
AEDT 2005 Fuelburn
AEDT 2005 NO, Emissions
Climate Sensitivity
Ref. temperature change
RF doubling of CO 2
RF NOx-03
RF H20
RF sulfate
RF soot
RF contrails
RF cirrus
NOx-0 3 Efficacy
H2 0 Efficacy
Sulfate Efficacy
Soot Efficacy
Contrails Efficacy
Cirrus Efficacy
Damage Coefficients
g
g
g
K
K
W/m 2
mW/m 2
mW/m 2
mW/m 2
mW/m 2
mW/m 2
mW/m 2
unitless
unitless
unitless
unitless
unitless
unitless
%GDP/K
%GDP/K 2
+/- 5%
+/- 5%
+/- 10%
range: [2.0, 4.5]
most likely: 3.0
range: [0.4, 0.8]
most likely: 0.6
range: [3.5, 4.1]
most likely: 3.7
range: [0,35]
most likely: 21.9
range: [0,6]
most likely: 2
range: [-7.5,0]
most likely: -3.5
range: [0,5]
most likely: 2.5
range: [0,30]
most likely: 10
range: [0,80]
most likely: 30
range: [0.75,1]
value: 1
range: [0.68,1.09]
range: [0.62,1.29]
range: [0.59,1]
value: 1
value al = 0
mean a2 = 0.0028388
std. dev. a 2 = 0.0013
Table 5.2: Nominal climate model output
Output Units
information for uncertainty assessment.
Factors
NPV US$B2005 All factors
depending on how the information is used, the variability in the NPV estimate may
cause the results to be of limited use. For example, the results could be used to for
comparison with another output, such as with the impacts of aviation on air quality, or
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[3]
[3]
[3]
[80]
[78]
[78]
[70]
[70]
[70]
[70]
[70]
[70]
[82]
[82]
[82]
[82]
[82]
[82]
[73]
NPV
NPV
NPV
NPV
NPV
NPV
NPV
NPV
NPV
NPV
NPV
NPV
NPV
NPV
NPV
NPV
NPV
NPV
NPV
Table 5.3: Uncertainty classification and characterization
factors.
Factor
AEDT CO 2 Emissions
AEDT Fuelburn
AEDT NOx Emissions
Climate Sensitivity
Ref. Temperature Change
RF doubling of CO 2
RF NOx-0 3
RF H2 0
RF Sulfate
RF Soot
RF Contrails
RF Cirrus
NOx-O 3 Efficacy
Sulfate Efficacy
Soot Efficacy
Contrails Efficacy
Damage Coefficient a2
Uncertainty Type
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
Epistemic
of nominal climate model
Distribution
U[-5%, +5%]
U[-5%, +5%]
U[-10%, +10%]
T(2.0, 4.5, 3.0)
T(0.4, 0.8, 0.6)
T(3.5, 4.1,4.7)
T(0, 35, 21.9)
T(0, 6,2)
T(-7.5, 0, -3.5)
T(0, 5, 2.5)
T(0, 30, 10)
T(0, 80,30)
U[0.75, 1]
U[0.68, 1.09]
U[0.62, 1.29]
U[0.59, 1]
AP(0.0028388, 0.00132)
Table 5.4: Estimates of the mean and standard deviation of the Nominal climate
model NPV for a years worth of emissions from aviation.
mean standard deviation
NPV Billion US$2005 2038.30 1067.60
noise related effects. If the impacts on climate are substantially higher or substantially
lower than the impacts on air quality, where substantially implies the histograms of
the two outputs do not overlap significantly, then it may not be necessary to perform
a sensitivity analysis to determine which factors should be researched to help reduce
the variability. However, if the case were that the distributions of the impacts on
climate and on air quality had substantial overlap, it may be necessary to refine the
estimates of each to make a better comparison. Here, the standard deviation is about
50% of the mean of the NPV output, which is too large for the analyses generally
conducted by the nominal climate model. Thus, a full sensitivity analysis including
global and distributional sensitivity analysis was conducted. The results of these
analyses are presented in the following subsection.
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Figure 5-3: Histogram of Monte Carlo simulation results for NPV in billions of 2005
US dollars.
Since the principle of maximum entropy was employed to map the uncertainty
information for each factor to a probability distribution, the output histogram shown
in Figure 5-3 is the most likely distribution to be observed [41]. It is also important
to point out that many studies favor a non-probabilistic approach to representing
uncertainties such as those associated with the nominal climate model factors. Non-
probabilistic approaches, such as interval analysis, are appealing because they do not
make any assumptions regarding the likelihood of any events occurrence. For the case
of the nominal climate model, the results of the sampling-based uncertainty propa-
gation could be viewed from an interval analysis perspective as a range of possible
outputs from about 200 billion to about 7500 billion 2005 US dollars, as shown by
Figure 5-3. However, given that the damage coefficient is unbounded and NPV is a
monotonic function of the damage coefficient, an analytical procedure for conducting
interval analysis would result in a range of possible NPV values from negative infinity
to positive infinity, which would not be a useful result.
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5.2.6 Step 6: Conduct sensitivity analysis
The second question for furthering model development given in Section 5.2.1, is, "is
there a need to direct research efforts aimed at reducing output variability." As
mentioned in the previous subsection, this need exists in this uncertainty assessment
given the large standard deviation of the NPV estimates. Thus, a global sensitivity
analysis was conducted to determine the key factors that contribute to output vari-
ability, and a distributional sensitivity analysis was conducted to determine on which
factors research aimed at reducing variability should focus. The results of each of
these analyses are presented below.
Global sensitivity analysis of the nominal climate model
The main effect and total effect sensitivity indices of the NPV output of the
nominal climate model are presented in Table 5.5. The indices are also displayed in
bar chart form in Figures 5-4 and 5-5.
Table 5.5: Estimates of total and main effect sensitivity indices for the NPV output
of the nominal climate model.
Factor Main Effect Total Effect
AEDT Fuelburn & CO 2 Emissions 0.01 0.01
AEDT NOx Emissions 0.00 0.00
Climate Sensitivity 0.32 0.39
Ref. Temperature Change 0.00 0.00
RF doubling of CO 2  0.01 0.02
RF Short-lived Effects 0.12 0.13
Efficacies 0.00 0.00
Damage Coefficient a2  0.44 0.52
The global sensitivity analysis results show that nearly all of the variability of the
NPV output is due to the damage coefficient a2, and the climate sensitivity factor.
These factors were anticipated to be significant contributors to output variability,
which provides confidence in the verification and validation of the model.
Distributional sensitivity analysis of the nominal climate model
Since the variability of the NPV estimate is considered too large and thus must be
reduced for the estimates to be useful, the next step in the sensitivity analysis process
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Figure 5-4: Main effect sensitivity indices of the NPV output of the nominal climate
model.
is to determine on which factors research should focus to achieve a reduction in the
variability of the NPV estimates through distributional sensitivity analysis. Given
the main effect sensitivity indices from the global sensitivity analysis, the factors
that should be considered are the damage coefficient, the climate sensitivity, and
the radiative forcings of the short-lived effects, which combined, account for 88% of
the variance of the NPV estimates. However, the nominal climate model has been
developed in a manner that does not permit sensitivity analysis on the individual
short-lived effects (the RF short-lived bar in Figure 5-4 represents the sum of the main
effects of all of the short-lived effects), and thus, distributional sensitivity analysis
cannot be performed on them individually. The short-lived main effects in total
accounted for only 12% of output variability, and thus an analysis of only the damage
coefficient and climate sensitivity would likely suffice, but this grouping of the effects
is noted as a gap in the functionality of the model.
The adjusted main effect sensitivity indices for the damage coefficient and the
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Figure 5-5: Total effect sensitivity indices of the NPV output of the nominal climate
model.
climate sensitivity are presented in Figure 5-6. The average adjusted main effect
sensitivity indices are given in Table 5.6.
As can be seen from the figure, the adjusted sensitivity indices for both the dam-
age coefficient and climate sensitivity are close to linear in the amount of variance of
each factor that can be reduced. This results in average adjusted main effect sensitiv-
ity indices that provide the same ranking as was provided by the main effect indices
of global sensitivity analysis, however, the values of the average adjusted indices are
lower by about a factor of 2, reflecting the fact that the reducible variance is consid-
ered a random variable in distributional sensitivity analysis, rather than assuming all
variance is reducible as in global sensitivity analysis.
120
0.8
S0.7
._>
c 0.6
U)U)
0.5
(D
C
F0 0.4
E
I 0.3
:5_
Figure 5-6: Adjusted main effect sensitivity indices of the NPV output of the nominal
climate model.
Table 5.6: Estimates of averaged adjusted main effect sensitivity indices for the NPV
output of the nominal climate model.
Factor Average adjusted main effect sensitivity index
Damage Coefficient 0.22
Climate Sensitivity 0.16
5.3 APMT-Impacts Nominal Climate Model Un-
certainty Assessment Conclusions
The uncertainty assessment of the nominal climate model presented here provides the
information required to meet the goals set forth in Section 5.2.1. For decision-making,
statistics such as the output mean and standard deviation were provided, as well as a
histogram of output estimates, which can all be used in a quantitative evaluation of
the performance of the model relative to fidelity requirements. Here, the estimated
output variance is too large to support confidence in model results, which implied
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the need for sensitivity analysis aimed at reducing output variability. The decision-
making information gained in the uncertainty assessment could have also been used
in a quantitative comparison of different policy scenarios, though comparisons of that
nature were not made here.
For development, the results of the sensitivity analyses revealed that future de-
velopment efforts aimed at trimming output variability should focus on the damage
coefficient and climate sensitivity factors. Further, several gaps were identified in the
process of performing the uncertainty assessment of the model. Among these were the
inappropriate grouping of short-lived effects, as well as several instances of hard-coded
values, such as the discount rate, that led to results that were incompatible with the
model assumptions. These gaps raise the important point that for models that intend
to include uncertainty assessment as part of model application and development, the
model should be developed with the needs of the uncertainty assessment in mind. In
this particular case, the discount rate parameter can be overwritten in several places
in the climate module for analysis purposes unrelated to assessment, which can lead
to critical mistakes in the uncertainty assessment of the models.
5.4 Further Uncertainty Assessment of the Cli-
mate Module
The uncertainty assessment of the nominal climate model presented above, focused
on the NPV output after 800 years. However, the climate module of the FAA en-
vironmental tools-suite is capable of looking at a variety of different climate related
outputs after a variety of different time frames. One such output is the temperature
change due to CO 2 emissions from aviation over a period of 5 years. This output is not
necessarily a typical result of interest, however, sensitivity analyses of this particular
output produce interesting results. Thus, in an effort to demonstrate the differences
between global and distributional sensitivity analyses on a real-world model, these
analyses are the topic of this section.
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The factors that affect the temperature change due to CO 2 emissions from aviation
are the climate sensitivity, the CO 2 emissions from aviation, and the RF doubling of
CO 2 . Though for the nominal climate model climate sensitivity was assumed to
be triangularly distributed with a minimum of 2, a maximum of 4.5, and a mode
of 3, the source of the uncertainty information for that factor states that "large
values of climate sensitivity cannot be excluded" [80] (though they generally are
in analyses [3, 66, 67, 80]). Thus, a new distribution for the climate sensitivity is
assumed, which is T(2, 10, 3). The distributions for the CO 2 emissions and the RF
doubling of CO 2 are as they were for the nominal climate model assessment. Using
these distributions, both global and distributional sensitivity analyses were conducted
for the temperature change due to CO 2 emissions from 5 years of aviation. The
main effect sensitivity indices computed from global sensitivity analysis are shown
in Figure 5-7. The figure shows that each factor has a substantial contribution to
Is
Figure 5-7: Main effect sensitivity indices for
emissions from aviation after 5 years.
the temperature change due to CO 2
output variability, and that future research aimed at trimming output variability
should focus on climate sensitivity first. However, as can be seen from the adjusted
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main effect sensitivity indices computed using distributional sensitivity analysis in
Figure 5-8, the factor on which future research should focus on may not be so obvious.
Assuming the amount of variance that cannot be reduced through further research,
Figure 5-8: Adjusted main effect sensitivity indices for the temperature change due
to CO 2 emissions from aviation after 5 years.
6, is a uniform random variable on the interval [0,1], the average adjusted main effect
sensitivity indices, shown in Figure 5-9 with the main effect sensitivity indices of each
factor, reveal that climate sensitivity and RF doubling of CO 2 are nearly equal in
terms of how much output variability is expected to be reduced by researching each
factor further. Thus, for this use of the climate module, the limitations of global
sensitivity analysis for determining how to focus future research aimed at reducing
output variability can lead to misleading conclusions, necessitating the application of
distributional sensitivity analysis.
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Chapter 6
Conclusions and Future Work
The objectives of this research were threefold. They were to establish a probabilistic
approach to uncertainty assessment for complex models intended to support decision-
making and policy-making processes, to systematically develop surrogate models for
situations where proper assessment of uncertainty is computationally prohibitive, and
to demonstrate the application of the uncertainty assessment approach and surrogate
modeling methodologies on real-world models. A summary of the work done to meet
each objective is given in the following section, which is followed by general conclusions
that can be drawn from this research, as well as a discussion of future research that
should be considered.
6.1 Summary
A probabilistic approach to uncertainty assessment for complex models intended to
support decision- and policy-making processes was established. The approach consists
of seven steps: establishing goals, documenting assumptions and limitations, docu-
menting factors and outputs, classifying and characterizing uncertainty, conducting
uncertainty analysis, conducting sensitivity analysis, and presenting results. This ap-
proach meets the need for guidance in the application of uncertainty and sensitivity
analysis on complex models.
A novel surrogate modeling methodology designed specifically for the uncertainty
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assessment of an aviation environmental policy-making model was developed. The
surrogate modeling methods developed allow for construction of rigorous confidence
intervals for metrics that are useful for supporting decision-making (e.g. output means
and variances), and for global sensitivity indices, which are useful for informing future
research efforts aimed at furthering the development of a model, for a situation where
running the analyses on a full model was infeasible. Furthermore, the methodol-
ogy provides predictable convergence behavior of confidence interval widths from the
surrogate model estimates, which allows for informed tradeoffs between computation
time and uncertainty in the estimation of the various metrics.
The general approach to uncertainty assessment was demonstrated in detail on
the APMT-Impacts nominal climate model. The demonstration showed that the
probabilistic approach to uncertainty assessment is applicable to real-world models
aimed at supporting decision- and policy-making processes. Further, the uncertainty
assessment approach has been applied, or is currently being applied, to several models
of the FAA environmental tools-suite, which gives confidence in the generality of the
approach, and reveals the confidence real-world model developers have in the process.
6.2 Conclusions
As mentioned at the outset, numerical simulation is becoming increasingly widespread
as a means to support decision-making and policy-making processes. The use of
numerical simulation leads to such questions as: What confidence do we have in model
results? What can be done to improve our confidence in model results? What are the
limits in terms of applicability of our models to certain classes of problems? These
important questions can all be rigorously answered by uncertainty assessment. Thus,
uncertainty assessment is becoming an essential component of model development
and application processes, and models should be developed with the needs of the
uncertainty assessment in mind. As demonstrated in the assessment of the nominal
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climate model, certain model functionalities such as hard-coding parameter values,
which were implemented without consideration of uncertainty assessment needs, can
potentially lead to incorrect conclusions from the uncertainty assessment and the
wrong answers to our questions regarding confidence in model results.
An approach to uncertainty assessment using sampling-based probabilistic meth-
ods may lead to situations where analyses required for an uncertainty assessment
are computationally prohibitive. For this reason, surrogate models can be essential
components of an uncertainty assessment. In these situations, it is critical that un-
certainty associated with the use of a surrogate model in the place of the full model
be quantified. This process was demonstrated in this work for a particular class of
aviation system models.
For complex models intended to support decision-making and policy-making pro-
cesses, situations may also be encountered where our confidence in model results is
not sufficient for using them in practice. In these situations, sensitivity analysis can
be used to direct future development efforts aimed at improving our confidence in
model results. For this application of sensitivity analysis, the newly-developed distri-
butional sensitivity analysis can lead to different rankings than the state-of-the-art
technique of global sensitivity analysis, which can lead to more informed decisions
regarding how to focus future research.
6.3 Future Work
Though the objectives of this research were met, the work has led to a number of
new questions that should be considered in future work in this area. Regarding the
general approach to uncertainty assessment, the use of other uncertainty models,
such as possibility theory and Dempster-Shafer evidence theory should be considered
given their ability to represent epistemic uncertainty. Within the approach presented
here, different sampling strategies, such as latin hypercube and quasi-Monte Carlo
should be explored, as well as techniques such as adaptive sampling and importance
sampling, particularly in the area of acceptance/rejection sampling, which limited
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this uncertainty assessment approach to brute force pseudorandom sampling.
Regarding the surrogate modeling strategy developed, a large number of model
evaluations were used to compute operation-level NO, emissions outputs in an effort
to obtain accurate estimates of operation-level parameters so that uncertainty asso-
ciated with those estimates could be neglected. However, it is the subject of future
work to include the uncertainty in the estimation of operation-level parameters, which
could lead to a smaller number of necessary model evaluations, and thus, even lower
computational cost for performing the uncertainty and sensitivity analyses presented
here.
Finally, application of the uncertainty assessment approach should be pursued
on the models of the FAA environmental tools-suite to analyses where the outputs
of interest are the differences between impacts on the environment under various
scenarios. Further, the approach developed here should also be extended to guide
the assessment of the full FAA tools-suite system, where such challenges as common
factors across different models and correlation of model outputs that are used in
downstream models will need to be addressed.
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