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ABSTRACT
Measuring Minority Language Presence on Wikipedia - Towards the 
Measurement of Minority Language Presence on the World Wide Web.
This study examines twenty majority language and minority language versions of 
Wikipedia (English, French, German, Spanish, Italian, Danish, Icelandic, Welsh, 
Gaelic, Scots Gaelic, Manx, Cornish, West Frisian, North Frisian, Saterland Frisian, 
Breton, Catalan, Galician and Sardinian). The results are used to compare the majority 
language versions with the minority languages that compete with them. The 
statistical results are gathered by a custom designed software program that analyses 
several content metrics (number of words, images and an analysis of the quantity and 
location of links) relating to each article, allowing for a more accurate measurement 
of the contents of a language edition of Wikipedia than is usually given by a raw 
count of the number of articles.
While studying Wikipedia in isolation is an interesting question, there is no difficulty 
in understanding that the minority language editions of Wikipedia are quite small in 
both range of articles, as amply demonstrated by a study of Wikipedia's statistics in 
this regard. The goal is to put forward a potential model for estimating and 
quantifying minority language material on the web.
Outlined in this study is a definition of 'web presence that is a two-dimensional 
concept combining both breadth of coverage and depth of content; a formula to 
measure the presence of a particular language edition of Wikipedia and, by extension, 
the web; a formula to compare the presence of one language with that of another; a 
"language constellation" system that measures languages in meaningful groupings 
based on real world competition model; a "tiered classification" model, that uses 
presence values to be predictive and descriptive of where a language's presence 
relates to other languages.
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I. Introduction
This general purpose of this study is to quantify the availability of materials in 'minority 
languages' (as defined below) on the World Wide Web'. Since studying the entirety of the 
web is difficult, this study concentrates one significant web application - Wikipedia. While 
this study focuses on Wikipedia, it is not the intention to provide a picture of the multilingual 
nature of Wikipedia per se (although that is a useful result), rather it is hoped that this may 
provide a model that, if it can be demonstrated to work on one part of the web, could be 
refined and extended to other areas of the web. This would allow us to study minority 
language use on the web on a scientific basis.
A. 'Minority Languages'
By some estimates there are up to 7,000 languages spoken throughout the world today 
(Crystal, 2002; Ethnologue.com, 2008; Grenoble & Whaley, 2006: 1). Some of these 
languages are thriving and the number of active users is increasing. A dozen or so languages 
have hundreds of millions of speakers and vast amounts of written, audio and visual material. 
Another few dozen, perhaps a hundred languages, mostly official languages of European and 
Asian states, are relatively stable and have enough speakers and enough material to ensure 
their long term survival. But the vast majority of languages spoken and used today are in a 
precarious situation: they have either a small, and often decreasing, base of speakers or are 
subject to a number of forces that conspire to reduce their use and scope. In the opinion of a 
number of researchers, many languages will become extinct before the end of this or the next 
century (Abley, 2004; Crystal, 2002; Fishman, 2000; Janse & Tol, 2003; Lewis & Simons, 
2009; 6 Neill, 2005).
Various terms have been used to describe the thousands of disadvantaged languages that 
are in danger of becoming obsolete if present trends continue: 'lesser-used', 'regional', 
'heritage', 'endangered' and 'minority' are terms often used in the specialised literature. 
Some languages are 'lesser-used' in the sense that the number of speakers of those languages
1 While opinions differ, the words 'web' and 'internet' will be in miniscule initial letters in this document. The 
web and the internet are not nouns for proprietary products, nor are they acronyms, and normal English usage 
would not require their capitalisation.
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is not large, but the language may be in constant use by a community of speakers and thus 
relatively stable. A lesser-used language that is not the official language of a state, but is 
spoken in a definable locality, may be called a 'regional' language. Such regional languages 
may be quite large in terms of the number of speakers, but may be under some pressure from 
a competing language or, by not having equal status, the language is otherwise under threat. A 
'heritage' language is one that is still spoken, though often in a limited range of activities, 
oftentimes the former normal language of a community, but now only spoken in limited 
circumstances. An 'endangered' language is one whose number of speakers is decreasing 
rapidly and often is not being passed on to the younger generations. A 'minority' language is 
a language spoken "by a group which is significantly smaller in number than the rest of the 
population."(Crystal, 2008:307) A minority language is a language used by a minority of 
people within a given geographic area, mostly in situations where a dominant (i.e. a 
'majority' language) is used in the same area. Frequently, when a minority and a majority 
language are in competition, the minority language suffers a reduction in its spheres of use 
causing a decline in the number of speakers. This usually, but not necessarily, implies that the 
minority language is disadvantaged. The term 'minority language' refers not only to the 
relative number of speakers but rather to the status, or more precisely the lack of status, of the 
language.
To simplify matters, in this dissertation, the term 'minority languages' will be employed 
to designate all smaller languages that, to a greater or lesser degree, face difficulties and 
which could be more precisely described by the other terms mentioned above. This will 
include all languages that the European Commission labelled "regional/minority languages", 
as set out in the following Table 1 (European Commission, 2006).
Noted linguist David Crystal has written four books that argue that there is a "language 
revolution" underway that affects all the languages currently spoken and used. In three 
specific books he discusses the rise of global English in the modern world (Crystal, 1997); the 
changes that languages will undergo occasioned by the invention and rise of the internet 
(Crystal, 2001); and the accelerating rate of extinction of a large number of the world's 
languages (Crystal, 2002). After publication of these three works, Crystal reworked the 
themes presented in his trilogy into a more general volume entitled The Language Revolution 
(Crystal, 2004). In Crystal's view, we are witnessing a "revolution" composed of
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MANY LANGUAGES SPOKEN IN EUROPE
State Languages
Languages having an official status throughout a country. State languages are always 
official languages.
Official Languages
Languages used for legal and public administration purposes within a specified area of a 
country or reaching over the whole state, such as Catalan in Spain.
Regional/Minority Languages
Languages traditionally used by part of the population of a state that are not dialects, 
artificially created or migrant languages, such as
» Languages that are specific to a region like Breton in France
  Languages that are spoken by a minority in a state but are official languages in 
other, usually bordering, country such as Hungarian in Slovakia
* Non-territorial languages such as Yiddish and the language of Romani people
Table 1 — European Commission Language Classification
the three separate themes he discussed in his prior works. He believes that the highly 
multilingual world of today, containing a host of languages, will change into one where one 
language, English, becomes the primary global language, with only several hundred others 
surviving in the long term, and the remaining thousands that are currently spoken and used, 
becoming extinct within the next century or two. This revolution will be exacerbated by the 
internet.
Of course, there are some who do not lament this state of affairs: another researcher 
believes that though the web "might share a common protocol for data transfer, but it does not 
provide a common natural language for text, sound or image captions. The world might have 
become one electronic village, but it is a village in which we have no common language of 
discourse. It is, in effect, the new Babel." (Large, 2002:72) There are many who share this 
view and the destruction of the 'Tower of Babel', as they see it, is to be welcomed. But to 
many others this is a problem. Languages often embody a culture and a way of viewing the 
world. If a language disappears, the society that once spoke that language loses its most 
unique way of expressing that culture.
Each minority language has, historically, been the subject of specialists in that language. 
Each language is often viewed as an island of its own, with its own history, literature, culture 
and legal framework, and often there are few points of connectivity with other languages. 
Since the principal goal of most minority language movements (where they exist at all) is to 
maintain, preserve and foster that particular minority language, most researchers and activists
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direct their attention toward saving or promoting the particular language that is of primary 
concern to them. Oftentimes this is their mother tongue, and they have a focus in protecting or 
promoting it, leaving to others the same job for their mother tongue. Things are beginning to 
change, and increasingly, there is an understanding that minority languages often suffer from 
a similar set of problems, and thus a number of studies are building a solid theoretical basis 
for minority language studies. Notable in this regard is the pioneering work of Fishman 
(Fishman, 1991, 2000, 2002) who has provided a set of universal themes that can provide 
common ground for most minority language researchers.
B. Measuring Languages on the Web
Modern technology will undoubtedly have a part to play in whether any particular 
language survives the next few centuries. One of the classic attributes of languages that are in 
danger of disappearing is the relative lack of materials available in that language. This can 
cause a vicious circle where the use of that language diminishes as the amount of available 
materials decreases, resulting in a further decrease in the number of speakers, which, in turn, 
further accelerates the decrease in materials. The web has the potential to affect this dynamic, 
although, at the moment, it is not clear whether the web will be a positive or a negative. There 
are two alternatives. With the lowering of the costs associated with publication of written, 
spoken and visual materials, and its ability to reach wider audiences, the web may provide a 
wonderful opportunity for minority languages to increase the amount of available material 
and thereby assist minority languages in their long term survival. Conversely, By enabling the 
larger languages more scope for dominance, minority language speakers will be ever more 
overwhelmed by majority language material, leading to acceleration in the decline of some 
minority languages.
Of course, not all languages are in the same situation and it is possible, and indeed 
probable, that some languages will find a way to harness the web to their advantage, while 
others will the fail to meet the challenges. As noted by one researcher in the area: the internet 
is not neutral, and there are a number of barriers. Some languages will have an easier time; 
others will not (Paolillo, 2005). As is stated in a UNESCO Institute for Statistics (UIS) 
report:
"There is a need to take stock of the current global data with regard to ICT, and 
to identify any gaps that might exist, in order to help decision-makers within 
countries draft informed national policies vis-a-vis the Information/Knowledge
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Society. ... how can the world understand its progress without concrete 
measurements of where we stand currently and without commitment to continue 
to measure progress? Thus there is an immediate need to put in place reliable 
data systems and well-defined series of both baseline and repeated data sets and 
indicators that are capable of giving a quantitative picture of 
change...(UNESCO Institute for Statistics, 2003: 15-16).
The web is a communication system that links a vast array of public and private computer 
systems. The range and types of information that can be carried through this system is quite 
astonishing: written text, images, video, music, databases, computer programs and virtually 
any other medium that man has created has been successfully transmitted by means of the 
internet. But it is written text and spoken word that man uses primarily to communicate. To a 
large extent, the internet is language. More precisely the internet is human language.
Measuring the web is very difficult. Not only is the web a complicated artefact, but it is 
very large. A number of studies have attempted to show how large the web is (Bergman, 
2001; Gulli & Signorini, 2005), although all they could do was provide rough estimates at a 
particular time. In October 2005, Eric Schmidt of Google, one of the few organisations that 
had the resources to examine the entirety of the web, estimated the size of the web at that time 
at 5,000,000 terabytes2. At that time, Google had indexed only 170 terabytes. Thus, even if 
the web has stood still in 2005, Google would have needed another three hundred years for it 
crawl and index the remaining material.
Some fifteen years after the birth of the web it can be simply stated that the web is very 
large, is growing daily and has already reached the point that it is impossible to estimate its 
size with any degree of precision. Furthermore, with the advent of 'Web 2.0' 3 , where user 
generated content and dynamically created pages constitute some of the most popular parts of 
the web, it becomes difficult to define what it is we are trying to measure. This is in marked 
contrast to traditional websites and pages, where the user was limited to consuming the 
content only. Examples of Web 2.0 include social-networking sites, blogs, wikis, video- 
sharing sites, hosted services and web applications. Further enhancements allow users to
2 http://news.softpedia.com/news/How-Big-Is-the-Internet-10177.shtml
3 The term "Web 2.0" relates to the title of a conference in 2004 by Tim O'Reilly, the founder of O'Reilly 
Publishing (see http://tim.oreilly.com/). The term refers to a new way of looking at the Web, chiefly as a result of 
the maturing of Web design technologies that increasingly made use of dynamically created Web pages
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create their own pages (typical of social networking sites such as Facebook, or advanced e- 
commerce sites such as Amazon.com). Because the user can create their own ad hoc pages, or 
even their own mini websites, it is difficult to know what 'pages', or what content exists at 
any one time. Web 2.0 renders redundant the naive notion of estimating the size of the web. 
The web is not just 'infinite' in the sense that it is so large that it cannot be counted, like 
grains of sand on a beach. The web is also 'infinite' in the sense that there is no physical or 
logical dimension to its size or growth. Measuring the 'size' of the web is like measuring the 
number of words that can be spoken.
Any measurement of the web needs to take the following factors into account: (1) the 
web is now too big to count, and even if it could be counted at some point in its evolution it 
has now exceeded that point; (2) the web is no longer composed of discrete objects 
(webpages, websites) that can be counted, and, even it were so composed; (3) the web is 
infinite and will continue to grow.
C. The Search for Solutions
The 2005 UNESCO sponsored report 'Measuring Linguistic Diversity' is the most 
comprehensive theoretical study on the measurement of language use on the internet (Paolillo, 
Pimienta, Prado, & al, 2005). The report rejects using crude indicators of language use:
"We need to move to develop more intelligent indicators. Measuring languages 
in the overall number of pages on the Web increasingly presents challenges 
caused by the sheer volume of Web content. (Paolillo et al., 2005: 9)
And further, it generally rejects the principal methodology used up to that date: manipulation 
of search engine data, although it rejects it for reasons that are different from those that will 
be discussed in Chapter III - Literature Review, below:
"We can easily produce a random count of Internet pages by using any number 
of commercial search engines, but we cannot judge how often Web pages are 
read or whether the reading of a page helped the reader in any way." (Paolillo et 
al.,2005:9).
Three primary problems are identified by the authors:
  standardisation of definitions to achieve international comparability;
  identification of indicators relevant for developed and developing country 
policies; and
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  capacity building at national and international levels to allow quality data to be 
collected on a regular basis.
The report provides the useful caveat that web pages are the 'supply side' of the web. and 
that does not mean that they are necessarily ever consumed. It also notes that the web presents 
some aspects of a free market: websites are developed to meet the needs of a particular 
audience. If there is little potential audience, websites will not be developed.
The report notes that "English remains the most prevalent language on the Internet, and 
some very populous languages have little or no representation..." and that "some languages 
have large amounts of readily accessible digital content. Internet users who speak, read and 
write such languages have far less difficulty accessing and sharing useful information than 
speakers of less well-represented languages." (Paolillo, 2005:43)
D. Measuring Language Material on the Web
The difficult task then is to formulate an accurate, reliable and repeatable method to 
measure language, and specifically minority language, provision on the web. This is a 
technical question: how to acquire the necessary raw data from the web to allow us to make 
meaningful measurements. This task is extremely problematic owing to the enormity of the 
web on the one hand and the often scarce and scattered material produced in any particular 
minority language. The sheer amount of processing and storage power needed to access this 
material makes the web a very difficult thing to measure. To further complicate matters, the 
web has not been designed to be indexed by language. This is a problem that has plagued 
other researchers who have tried to ask the same question regarding majority language 
material, and several solutions, none of them entirely satisfactory, have been proposed. These 
studies form the focus the Literature Review, Part II below.
This study will look at the problem of measuring on-line language materials and will 
propose a very basic methodology for producing a set of indicators that can tell us how much 
of a given language is available to users on one part of the web, Wikipedia. This methodology 
is outlined in Part III - Research Methodology, below and the model for study of the web is 
proposed in Part V - Theoretical Models. This study does not pretend to be comprehensive, 
but it does propose a novel approach to measuring minority language on Wikipedia and by 
extension, to measuring other parts of the web.
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The central core of this study of this is to measure the 'presence' of a particular language 
on Wikipedia; 'presence' being defined as: how much material is available in a particular 
language, and, how widely spread that material is. 'Presence', as used herein, is a two- 
dimensional concept: the aim is to measure how much material is available and over how 
many domains that material is present. The central logic is that if a particular language has a 
range of material, both in breadth and in depth, in all the usual domains of interest of the web 
then it could be said that it had a 'good' presence. Conversely, if a particular language has 
some material, albeit significant in terms of depth, in one domain, but very little material in 
many other domains, or, if a language had a large amount of material across a number of 
domains, but the content on those webpages was sparse, we could conclude that the language 
presence would be 'poor'. Thus 'presence' is a defined as a function of the depth or material 
available in a given language across a broad range of domains of human interest and activity.
In order to concentrate on an area of the web that can be measured, the principal subject 
of measurement of this dissertation will be Wikipedia. Wikipedia is inherently multilingual 
and it provides an excellent opportunity to see how the various languages are making use of 
the web. Wikipedia is also 'equal' in the sense that each language edition of Wikipedia is, for 
all intents and purposes, the same as any other edition. If there are any differences, it is solely 
down to the linguistic community that speaks that language and not to any other factors. By 
using data obtained directly from Wikipedia an attempt will be made to measure the size and 
scope of Wikipedia's presence for twenty languages, with an aim of addressing some of 
difficulties involved and also providing some sort of indication of how this part of the web 
can be measured.
E. Evolution of the Study
The study of minority language provision on-line began, in 2004, with the question of 
understanding how minority languages were presented on bilingual webpages that contained 
text in two languages or on bilingual websites. The initial goal was to investigate whether 
there was any bias in the presentation of the two languages and, if necessary, to suggest ways 
in which such bias could be eliminated or attenuated. Preliminary work centred on the 
establishment of a set of guidelines by which minority languages could be given appropriate 
treatment on either bilingual or multilingual webpages or websites. A body of work was done
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in this regard, which result in a conference paper presentation in 2005 (Deere & Cunliffe, 
2005) and its subsequent publication in a book chapter in 2009 (Deere & Cunliffe, 2009).
However, it soon became apparent that the problem facing speakers of minority 
languages, when they entered the online world, was not mainly in the presentation of 
materials (though much improvement could be made), but in the paucity of materials 
available in those languages. While there was some minority language material available, the 
coverage was sporadic, often trivial, and sometimes negligible. Thus, while recognising that 
minority languages face a number of barriers inherent in the nature of website and webpage 
design and in the very structure of the web, the research question moved from how to present 
such material to measuring how much material is actually available.
1. Using Search Engines
Like several other researchers (see Literature Review, Part II), it seemed that there were 
ready made indexing systems - search engines - that offered an ideal solution for determining 
how much material was available on the web. Commercial search engines had already 
performed the difficult task of crawling and indexing very large numbers of webpages, had 
indexed the results and had made such results available for public consultation. These search 
engines would return the number of 'results' or 'hits' for a given search term (such 'hits' 
defined as the number of webpages in the search engine's database containing the search 
term), and if these results could be harvested and analysed, a cheap and effective data 
extraction method could be found.
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It was thought that if carefully crafted search terms could be entered into one or more 
search engines, the number of results could be harvested and analysed, and approximations of 
the number of webpages in a particular language could be deduced. Using this methodology a 
program was envisioned that would interrogate the then market leading search engine - 
Google - and would fetch and store the number of results for a large number of searches. 
Google had released a SOAP based API4 , which allowed direct, though limited, access to the 
Google database. Using this API, a program was written, which was able to automate the 
search for various search terms in one minority language, Welsh, and stored the results for 
further analysis. By using the program, a search term could be entered, which would then 
generate a search enquiry that was sent, using the Google API, to the Google database. 
Google would then return two types of data: a number corresponding to the number of results 
for the search term, and a list of webpages that contained the search term. The central logic of 
the program was that if we could obtain from Google the number of returns that its database 
contained for the same term in different languages, we could then compare the results. For 
example, if we could compare how many hits contained the English word 'computer' with 
how many webpages contained the equivalent Welsh word Welsh word - 'cyfrifriadur'- we 
could estimate the relative presence of English and Welsh on the web.
However, an initial problem was encountered due a grammatical feature of the Welsh 
language that had a serious effect on the results. In Welsh, as in all Celtic languages, nouns 
and other parts of speech are affected by 'mutation', which has the effect of changing the 
spelling of Welsh nouns, without changing the lexical meaning of the word. The Welsh word 
'cyfrifiadur' ('computer') can also be spelled 'gyfrifiadur', 'chyfrifiadur' or 'nghyfrifiadur', 
depending on various rules of Welsh grammar, but in all cases it represents the same lexeme. 
English has a similar problem in the variant spelling of many English words, usually a British 
and American spelling: 'computerisation/computerization', for example. But whereas in 
English the problem is encountered in only a limited number of words, mutation affects a 
significant proportion of Welsh nouns and other words, including all words that start with 
vowels and that begin with nine specific consonants. The effect of not taking into account 
mutation would have the possibility of not counting pages where a mutated form could occur,
4 http://code.google.com/apis/websearch/, depreciated since November 2010)
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but not the radical, unmutated form. Considerable time was therefore taken to ensure that 
certain the program could adequately deal with this phenomenon.
Figure 2 - Screenshot of the Cymchwil Program
Initial tests of the program on search terms that were known to produce small numbers of 
hits proved quite successful. However, once the initial testing was complete, two different 
problems were encountered: one technical and one theoretical. The technical problem lay in 
significant discrepancy between the number of hits reported by Google and the number of 
webpages returned by Google. For search terms where the number of returns reported was 
less than 1000 manual verification of the returned list of webpages verified that the Google 
API was correctly reporting the number of webpages in is database. The margin of error, for 
terms having less than 1000 returns, was noted to be in the order ±5%. However, when search 
terms that produced numbers of returns larger than 1000 were attempted, the reported number 
of returns did not correspond at all with the actual results returned by the Google API. In 
some cases, Google was reporting several thousand returns, but only returned several hundred 
webpages. The reason for these discrepancies was never properly ascertained, but lay either in 
an error in Google's calculation algorithms or in limitations in the Google API.
The second, more theoretical, problem related to the selection of the search terms. Much 
work went into creating a list of search terms which would enable a search across a broad 
range of fields of human activity. This list proved to be difficult, in that cultural activities are 
not uniform across cultures. While it was fairly simple to use generic terms to cover major 
activities, it proved to be more difficult once one tried to be more specific. For example, what
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is the cultural equivalent of a particular city? If one culture tends to follow a particular sport, 
say football, is it acceptable to substitute another sport, say rugby? However, given the above 
mentioned technical problem, this index idea was never actually tested, since results could 
never be confirmed.
At this time that the limitations of using search engines were first encountered and it 
seemed best at this stage to abandon further research in this area. It was realised that even if 
the results obtained from Google were accurate, in the sense that the results faithfully 
represented what data Google had in its database, without knowing how the search engine 
produced its results, in other words, without knowledge of the algorithms and contents of the 
dataset, it was impossible to rely on the results. While it was possible to obtain and analyse 
results from search engines, it could not be know whether those results accurately reflected 
the actual situation on the web. As work on this problem progressed, the study of literature in 
the field indicated that others were facing similar and additional problems using the 
commercial search engine approach.
2. Building a Search Engine
At this point it seemed that the use of commercial search engines was not a viable option. 
For a period of about six months, a different 'search engine' approach was attempted. Since 
the principal problem resided in the lack of transparency of the algorithms used by 
commercial search engines, this problem could be solved if a search engine could be 
programmed in-house; the program's methodology, algorithms and data set could be known 
and tested. To do so from scratch would have been an enormous undertaking, but there 
existed, at the time, an open source search engine suite - Nutch5 - that could be modified to 
produce a scrape of a particular webspace and to then analyse this dataset for language 
indicators. At the time, Nutch was still in development and an early beta version was used 
(Nutch v. 0.76). While it could be run from the command line, it proved to be difficult to get it 
to work in a number of development environments for eventual modification. Eventually,
5 http://nutch.apache.org/
6 The current version, as of November 2010 is 1.2
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after several frustrating months, and with serious doubts as to whether the resources and time 
were available to allow for proper development, it was decided to press ahead with other 
forms of analysis. It is believed that this methodology is still sound, and given that Nutch has 
been developed further in the intervening years, it is possible that further research in this area 
could yield some usable results.
At this juncture a third program was developed to attempt to measure static websites. 
This program allowed for the traversal of a bilingual Welsh-English website to an arbitrary 
level, and, by means of custom built parsers (for Welsh and English only), the program can 
determine the amount of Welsh and English contained on that site.
INFO - *** [1] crawl: http://www.glam.ac.uk/ Depth: 11
INFO - Finished crawling 35 pages containing 13285 words
INFO - Average number of words in a document: 379
INFO - Timing close index: 1616 ms
INFO - Total Pages crawled: 35
INFO - External links (not crawled): 35
INFO - Welsh pages : 2
INFO - English pages : 33
i , .
Figure 3 - Log results of a Cymscrape test scrape (2008)
The intent of this program was to analyse how much of a given language was available 
on a given website. For example, if the website of a governmental organisation that offered a 
bilingual service could be examined, a comparison of the two language versions could be 
made in terms of raw content and some conclusions could be drawn about bilingual provision 
on targeted websites.
However, it became quickly apparent that such a study would be too small in scope. 
While it might be able to highlight a given organisation's commitment to a minority language, 
it could hardly tell us how much minority language material there was on the web. Even to the 
extent that hundreds or perhaps even thousands of websites were studied, we would not be in 
any position to make generalisations about Welsh language presence. Furthermore, since a 
selection of appropriate websites would have to be made beforehand, the self-selection 
problem would affect the statistical analysis. Unless this program were to be used in 
connection with a search engine that could draw a random selection from the entirety of the 
web, there would be considerable self selecting in the samples drawn and this would 
significantly affect the results obtained.
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This program performed well at an early stage, but development had to be curtailed due 
to lack of time and resources. Besides the above mentioned problem, this program suffered 
from the additional problem that each language would require its own hard-coded parser. This 
would have lead to significant additional development costs. This program has not used in the 
preparation of this study, but further work seems promising.
3. Narrowing and Focusing the Enquiry
The study of how to measure minority language use on the web went through a lengthy 
intellectual trajectory based on the results of practical work and analysis of the literature and 
through the programming and testing of several methodologies. Since the earlier work 
together with state of the literature in the field, lead to a conclusion that use of commercial 
search engines was and is highly problematic and potentially unreliable, an alternative source 
of measurement was sought. However, the question of how do you measure something that is 
as large and ever expanding as the web was encountered. As the web got larger, the problem 
became more acute. Therefore, it was asked: could a target be selected that would allow for a 
more focused study, with manageable limits, in terms of both time and resources available? 
Furthermore, while in 2003, it seemed reasonable to think of the web as a series of standalone 
sites that contained information that could, given sufficient resources and time, be fully 
traversed and analysed, as least theoretically. By 2007, however, it became obvious that the 
Web 2.0 phenomenon was changing the nature of how information on the web was being 
stored and how users interacted with the web. Thus, a count of the number of 'pages' or 
'sites' that were in a particular language would be one measure of the web, but an equally 
important measure would be to measure the effect of web 2.0.
Two possibilities emerged:
1) find an area or subset of webpages that could be said to be representative of the 
web; or
2) conduct a number of focused studies that together could be said to form a 
representative sample of the web.
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4. Choosing Wikipedia as the Target
At this point it became obvious that Wikipedia's ability to be ported into a number of 
languages was a very encouraging development for minority languages, and therefore that 
Wikipedia was an interesting topic for minority language material on the web. The key 
aspects of Wikipedia from the point of view of this study are:
  Wikipedia is essentially organised by language, and not, as other parts of the web, by 
national domain or type of organisation. Each language edition of Wikipedia is 
essentially a complete website with its own home page, index and content and 
therefore can be treated as a single unit of study;
  At the time of writing, there were approximately 276 different language editions of 
Wikipedia;
  It is discrete, in that each language edition of Wikipedia has a home page, from which 
a complete index of the site is available;
  The individual language editions of Wikipedia are generally identical in terms of 
structure, layout and format; only the actual content differs;
  Wikipedia is a paradigm of Web 2.0; the content is both created and consumed by 
ordinary users.
  Unlike other parts of the web, including other Web 2.0 sites, most of Wikipedia is not 
hidden from normal users;
  Wikipedia itself produces a number of statistics;
  It does not require enormous resources to access. The English language edition of 
Wikipedia, at the time of writing, contained about 3 million articles. While it is not a 
trivial exercise to search such a dataset, it is well within the means of a single 
computer with only moderate storage;
  Wikipedia is open sourced and readily accessible and there are no major technical or 
legal reasons that prevent the full study of Wikipedia
15
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Ail image estimating the size of a printed version of
Wikipedia as of August 2010. (Up-to-date image using
volumes of Encyclopaedia Britannic a)
Figure 4 - The Size of Wikipedia
It was thought that Wikipedia would be a suitable, and indeed an ideal, candidate for 
measurement. Wikipedia is a discrete system that can be measured with some degree of 
certainty and accuracy. Following a presumption that, all other things being equal, two 
language communities with the same number of speakers would, over a period of time, 
produce roughly the same level of content in a given system, then an accurate measurement of 
the content generated by these language communities would allow us to test for presence.
Of course, no two languages are equal. Some languages have more speakers than others, 
and, with more members, more content would be written. Additionally, for cultural or 
educational reasons, some languages might tend toward greater content generation. However, 
it cannot be known a priori what the content of a particular language edition of Wikipedia is 
without first measuring it. Once some calculations have been made, and some reliable 
numbers and statistics are at hand, the hypothesis can be tested. Whether Wikipedia proves to 
be accurate measurement indicator, in its own right, or in conjunction with other indicators 
may be an important step in addressing the fuller question of how minority language presence 
on the web can be measured.
However, while Wikipedia is an excellent candidate for comparative language analysis, it 
is not a proposition of the present study that a measurement of Wikipedia is akin to 
measurement of the full web, or that Wikipedia can stand as a representative sample of the 
web. Wikipedia is a very unique concept and, for a variety of reasons, users of Wikipedia may 
not be normal users of the web. To foreshadow some of the results obtained from this study, it 
seems clear that some language communities are more 'fertile' than others, and this may be 
due to factors such as educational abilities, literacy and community activism.
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However, it is hoped that by analysing a small part of the web, representative or 
unrepresentative, a theoretical model can be tested for basic soundness.
Furthermore, two possibilities of studying Wikipedia in isolation can be posited:
1) The study of Wikipedia as part of a general study of the web for minority language 
presence, and, used in conjunction with other studies, can be used to build up a bigger 
picture of minority language use on the web; or
2) It may be found, after a fuller study of the web, that Wikipedia is actually a 
representative sample of language provision on the web.
Until such fuller analysis of minority language is performed, there is no way of knowing 
how representative Wikipedia is. In the meantime, given the contribution that Wikipedia is 
making to minority language content on-line, the present study provides an interesting picture 
of the state of minority language editions of Wikipedia, when compared to majority language 
editions.
The ultimate goal, however, is not to measure Wikipedia per se, but to test a 
methodology for measuring web presence of a particular, especially minority, language. It is 
also suggested that Wikipedia could be used as a proxy indicator to measure the presence of 
any particular language on the web. Wikipedia is a unique concept. Unlike many parts of the 
web, but in common with other Web 2.0 applications, Wikipedia is user generated. Wikipedia 
may therefore provide a very good indicator of the interest of a particular community towards 
creating and using material written in their language. If a given language edition of Wikipedia 
has good coverage, a tentative conclusion could be drawn that that language may be have a 
good presence.
F. Outline of the Originality of this Study
While the target of this study is Wikipedia, the goal of this study is intended to be larger. 
While studying Wikipedia in isolation is an interesting question, there is no difficulty in 
understanding that the minority language editions of Wikipedia are quite small in both range 
of articles, as amply demonstrated by a study of Wikipedia's statistics in this regards, and, as 
any cursory consultation of most minority language editions will reveal, the depth of coverage 
is not great. It does not take a mathematical study to tell us what is easily ascertainable. The
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goal of this study is to put forward a potential model for estimating and quantifying minority 
language material on the web. This principal originality of this study is not, therefore, in 
producing estimates of Wikipedia coverage, but rather a model, that uses Wikipedia as its test 
bed.
The principal originality of this study lies in the following:
  A definition of "presence" that is a two-dimensional concept combining both 
breadth of coverage and depth;
  A formula to measure the presence of a particular language on-line;
  A formula to compare the presence of one language with that of another;
  A "Language Constellation" system that measures languages in meaningful 
groupings based on real world competition model;
  A "tiered classification" model, that uses presence values to be predictive and 
descriptive of where a language's presence relates to other languages.
The principal goal of this study is to provide a framework for future work in the area. If 
it is clear what we is being measured, how it is being measured and how those measurements 
relate to other measurements, then a scientific study of language presence can be made.
As will be shown in the Literature Review, up until this point, all previous studies have 
attempted to measure primarily breadth only, and have not focused on depth of coverage. 
Most have used a model for measurement that calculates a relative proportion for each 
language studied, that, while interesting, does not give a clear picture of presence, and 
furthermore cannot be used to measure absolute growth. The model provided in this study 
provides a more complete picture of material available in each language, and provides an 
absolute measure as well as a comparative measure. Both of these measures are useful in that 
we can target a particular language, chart its growth over time, and, if necessary, make 
comparisons to other languages. This has not been possible with previous methodologies.
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A. Studying Minority Languages on the Web
This study focuses on the question of how the presence of minority languages on the web 
can be measured. This subject has not been treated extensively in the existing literature, 
although there have been a number of studies that have measured majority language presence, 
and a small number of studies that have looked at individual minority languages and certain 
aspects of their use on-line. This body of work demonstrates a number of potential methods, 
and also highlights some of the pitfalls encountered when attempting web language 
measurement of any type, whether for majority or minority languages. Therefore, the 
following literature review will concentrate primarily on those studies that have attempted to 
measure majority language presence on the web. However, some care must be taken, since 
measuring majority languages poses a different set of questions, and a different set of 
problems, from measuring minority languages. The main problem is one of size and scale. 
Looking for objects that are in abundance is quite a different task than searching for objects 
that are difficult to find.
B. Taxonomy of Prior Methodologies
To date, there have been two fairly comprehensive reviews (Gerrand, 2007; Pimienta, 
Prada, & Blanco, 2009) of the studies that have been used to-date to measure language 
presence on the web. Gerrand and Pimienta classify the methodologies used to date as:
1) 'user profile' studies that measure the potential use of language by numbers of 
speakers of various languages;
2) 'user activity' studies that measure actual use of the internet and the language accessed 
by users;
3) 'web presence' studies that measure use of language on webpages or websites, with 
two subcategories:
a) studies using either the random IP sampling; and
b) studies using search engine results;
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4) 'diversity index' studies that are a variation of web presence studies, but which use the 
diversity index proposed by (Greenberg, 1956) and deriving estimates of statistical variation;
5) 'undocumented studies' that purport to give figures, but no methodology is proposed);
6) miscellaneous studies using another methodology.
Not identified by these two authorsTo these we can add a number of other studies not 
classified by the either Gerrand or Pimienta:
7) studies that measure the webspace of a specific country, usually by analysing that 
country's Top Level Domain ("TLD) ('country specific TLD' studies); and
8) studies that only attempt to measure some aspect of one particular minority language 
('targeted language' studies).
With the exception of numbers 1 and 2 above, user profile and activity studies, each of 
these methodologies will be discussed below. User profile studies and user activity studies are 
those that attempt to measure what and how users actually access on the web. This is a very 
interesting type of study, and may shed much light on what users actually do with the web, 
but a user profile study is the opposite of a 'web presence' study. Web presence measures 
what is available on the web and what is potentially accessible by a user; user activity 
measures what a user actually accesses (or perhaps what a user may want to access). 
Furthermore, there is a dramatic difference in how user profiles are measured from the other 
types of methodologies. User profile studies would require a test pool of actual users and a 
tracking system for analysing their web use, or some form of log, either at the client or server 
end. User studies thus measure human activity, the other studies measure the web as an 
artefact.
This literature review will only address the types of studies numbered 3 to 8 above, 
though in a slightly more compacted classification system.
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C. Review of Prior Methodologies 
1. Undocumented Studies 
a) Global Reach (1996 - 2006)
A number of studies were conducted by an internet marketing company, Global Reach, 
from 1996 to at least 2005, which purported to show the number of internet users by 
language. These studies have continually been referenced in the literature to date, even 
though the methodology and the results were somewhat suspect.
The following graph is a typical summary of the results of a typical Global Reach study:
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Figure 5 - Global Reach Results (2005)
These reports purported to show a breakdown of web presence by language (in this case 
Dutch, Scandinavian (sic), Portuguese, Korean, Italian, French, German, Spanish, Japanese, 
Other Non-English, Chinese and English). The methodology used was to extrapolate the
7 http://www.global-reach.biz/globstats/index.php3, although this site is no longer operational
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number of speakers per language that have access to the web and then calculate their 
presumed share of internet used. Gerrand deduced that they used an over-simplified formula 
to produce their statistics (Gerrand, 2007), as / = Ez(s(xyz) . (ayz / pyz) ). Where i is the 
number of internet users using a particular language; s is the number of first-language 
speakers of language x, in country z, in year y; ayz is the number of internet access services 
(dial-up, cable, etc.) available in a country in the year under study;/? is the population of that 
country in the year of study.
The assumption behind this formula and calculation is that it was assumed that all 
persons who access the web do so in their first language. Needless to say, this assumption is 
unsound, especially when dealing with minority language users. As Gerrand points out, to 
assume that 12% of United States' internet users access the web in Spanish because 12% of 
the U.S. population speaks Spanish as a first language is simply not a valid assumption. 
Without some other rationale, it is impossible to know in what language users normally 
access the web. This would be even more difficult if the same logic were to be applied to 
minority language speakers, who often have good language proficiency in their relevant 
majority language.
Another, even more significant problem with Global Reach's methodology was that, 
while they purported to be an accurate picture of how users are using the internet, their studies 
do not actually monitor actual user use. They simply took estimated population statistics and 
extrapolated actual use of the web from those statistics. This is confusion between potential 
and actual use. More would have to be known about how users actually interact with the web 
and in what language before raw population figures can be extrapolated and draw conclusions 
therefrom.
It should also be noted that the Global Reach studies were not academic studies in the 
proper sense, but were produced for commercial reasons. This is likely to be the reason that 
the details of the methodology were not stated.
None of the languages that they produced calculations for included any minority 
languages, and as such the special difficulties inherent in this type of study were not 
addressed.
For this reason, the Global Reach studies, while often quoted in the literature are of little 
use in helping us determine a valid basis for language measurement on the web. In fact, it is
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fair to say that the figures are nothing more crude estimates based on pseudo-science. At best, 
these estimates merely show that the web was initially taken up in the United States and other 
developed nations, and therefore that the majority languages of those states were the principal 
language of the internet in its first decade of existence.
2. Measuring by Random Sampling
The Random sampling methodology attempts to sample the entirety of the web by 
randomly creating a list of IP address, retrieving the data found at those addresses, and 
analyse the data returned. These types of studies were more popular when the web was in its 
infancy, but as the content available on the web increased dramatically these types of studies 
have declined. The majority of these studies have either attempted to measure the number of 
webpages, websites, number of bytes or other numerables (Babel Project, 1997; Crovella & 
Krishnamurthy, 2006; Pimienta & Lamey, 2001).
a) Babel Project (1997)
The earliest obtainable study of web presence by language was carried out by the Babel 
team, a joint initiative from Alis Technologies and the Internet Society, with the results 
published in 1997(Babel Project, 1997). The intent of the study was to give some indication 
of what languages were in use on the web at that time. This is a very early study and it should 
be noted that the web at that time was overwhelmingly a North American phenomenon.
The methodology used a random number generator to create an IP address. The IP 
address was fed into an ICMP protocol (ping) program that determined if a machine existed at 
that address. From a sample of more than 30 million potential addresses 60,000 machines 
were discovered. In a second step an additional program took each returned machine from the 
list, and determined if that machine hosted an HTTP server. More than 8,000 machines 
responded positively. A third step involved a linguistic analysis of the material available on 
the machines identified in the second step, using a language detection program - SILC - an 
online language identifier developed by the Laboratoire de recherche appliquee en 




that it could identify a document's language and character set, and could recognize seventeen 
of the world's most used languages9 in a wide variety of character sets. A fourth and final step 
consisted of the manual sampling of two hundred of the pages, and comparing the automatic 
detection with the visual identification. The authors stated that this manual sampling process 
was able to confirm the general reliability of the detection software and the process, but did 
reveal a number of flaws in the language detection software. The results of the study are 

























































































Table 2 - Babel Team Results (1997)
These results are not particular surprising given the embryonic state of the web in 1997. 
To the extent that they are valid results, they show that, in its infancy, the web was an 
overwhelmingly English language phenomenon.
The Babel team acknowledged a number of possible errors in their results. One problem 
identified was the possibility that a large number of machines could have been hidden behind 
firewalls that did not respond to a ping. Another source was caused by lost packets, a 
structural problem inherent in the TCP/IP protocol. Furthermore, they were only able to 
analyse the homepage of each server and did not allow them to uncover any further language
9 English, German, Spanish, French, Portuguese, Italian, Chinese, Japanese, Serbo-Croatian, Danish, Dutch, 
Czech, Swedish, Norwegian, Finnish and Malay
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options that could be accessed from the initial homepage. This would have had serious effects 
on the figures since it was, and may still be, a practice to present a homepage in one language 
with the possibility of one or many equal editions available in other languages. Given the 
early rollout of the web in North America, this may have had the effect of overestimating the 
amount of English, given that English is the primary language of that region and the tendency 
to write homepages in the majority language. They also admitted to problems in the language 
detection software, although these were not stated precisely.
Given that the authors noted a number of flaws in their software and methodology, this is 
nonetheless a useful study of the web in its very early days. It is unfortunate that the SILC 
program was not able to identify more languages, and more unfortunate still that no minority 
languages were identified. English had an initial head-start over other languages, and it would 
be interesting to see this study repeated at a later date to see whether, as the web develops and 
becomes stable, whether a marked decrease in the predominance of English on the web can be 
detected. It would be surprising if it were not.
As a methodology it is inherently sound if one were primarily concerned with the 
language of homepages. However, as stated above, multilingual content is often provided on 
otherwise unilingual webpages. Another drawback of this methodology is its inability to deal 
with Web 2.0. The homepage of a Web 2.0 sites tells us little to nothing about the content 
beyond the homepage. Given the increasing importance of Web 2.0 and dynamically 
generated web content, this methodology is unlikely to yield accurate and reliable results of 
any language use on the web, and in particular is unlikely to be of much us as the web 
continues to develop more dynamically created content.
b) Lavoie & O'Neill (1999)
Another study, conducted in 1999, by Office of Research Web Characterization Project 
("OCLC") (Lavoie & O'Neill, 1999) also used the random sampling technique. The scope of 
this study was to look at two particular aspects of the web: 1) the country of origin of each 
website's publisher and 2) the language used by the websites.
Their methodology was to use a specially configured random number generator, and 
using a 0.1% random sampling (without replacement) of the Internet Protocol address. This 
yielded a list of 4,294,967 unique, random IP addresses. For each of these IP addresses, an 
HTTP connection was attempted. If the IP address returned an HTTP response code and a
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document in response to the connection attempt, then the address was identified as a website. 
Each website identified in the sample was harvested using specially developed software. Once 
the website data was collected several diagnostic tests were applied to identify sites 
duplicated at multiple IP addresses. This yielded an estimate of the total number of unique 
websites. For the language analysis, manual inspection was generally confined to the 
homepage. If the content of the homepage was in a single language, and no references were 
made to content elsewhere on the site available in other languages, the site was considered 
monolingual. To identify non-English languages, an improved version of the software used by 
the Babel Project (SILC) was used. In this version twenty-nine languages were claimed to be 


































Table 3 - Lavoie & O'Neill Results (1999)
As in the previous study, it can be seen that web was mostly an English language affair in 
the first five or six years. However, it can be noted that if these two studies paint an accurate 
picture, the web moved from being 83% in English to 79% within only two years, which 
would indicate both that English's position as the overwhelming language of the web in its 
early years was a temporary phenomenon.
10 Arabic, Greek, Polish, Chinese, Hebrew, Portuguese, Czech, Hungarian, Russian, Danish, Icelandic, Serbo- 
Croatian, Dutch, Italian, Slovenian, English, Japanese, Spanish, Estonian, Korean, Swedish, Finnish, Lithuanian, 
Thai, German and Norwegian
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Figure 6 - Lavoie and O'Neill (1999)
The authors were able to conclude that the web at that time (1999) was exhibiting signs 
of an "ongoing internationalization process", that the distribution of the countries of origin of 
websites was widening, and the share of websites provided by sources in the English-speaking 
world was decreasing. The number of languages identified in the 1999 increased substantially 
as compared to the 1997 Babel project study (Lavoie & O'Neill, 1999).
c) O'Neill et al. (2003)
Lavoie and O'Neill (along with Bennett) repeated their attempt to analyse the public web 
again in 2003 (O'Neill, Lavoie, & Bennett, 2003). They adopted a similar methodology as 
previously and reached the following results:
7% 6% 3% 3% 2% 2% 2% 1% 1". 1% 1%
Figure 7 - Lavoie & O'Neill (2002)
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They were able to conclude that "[t]he ubiquity of the public Web in other parts of the 
world has not reached the level realized in the United States" (O'Neill et al., 2003).
As is noted by the authors the study's main weaknesses lay in the abilities of the 
language detection software, which was limited to twenty-nine languages. However, no 
details are given as to the language recognition algorithms. Secondly, there was only one 
sample taken for each year. It can also be noted that the results for only twelve languages 
were reported and these accounted for 101% (due, no doubt to rounding off errors) of the 
web. We can note that some languages that have large numbers of speakers (notably Arabic 
and Indonesian) are missing from the study, and some important European state languages are 
likewise unaccounted for (Danish, Norwegian, Swedish, Czech, Greek, Finnish, etc.). Lastly, 
no minority languages were included. Granted that these might be a very small fraction of the 
web, but some traces of these languages would be expected to be returned in any meaningful 
sampling of the web. Had this study been more robust, it might have given us a useful 
snapshot of the web at the time of the study, but given these limitations, the study mainly 
serves as a demonstration that English is very prevalent on the web from 1999 to 2002.
Like the previous Babel study, the two Lavoie and O'Neill studies used inherently sound 
methodologies and provided interesting snapshots of the linguistic situation of the web in its 
infancy.
d) Critique of Random Sampling Methodology
The three studies detailed above provided some very early snapshots of the web in its 
infancy. As was to be expected, the results showed that English was in an indisputably 
dominant position, with only minor use of the other major languages. This was expected at 
the time, since uptake of the web was initially focused in North America. Undoubtedly, the 
picture will change when the web is fully globalised.
Besides the above mentioned critiques of the random sampling methodology as it relates 
to measurement of majority language presence, any further use of this methodology for 
measuring minority language presence must address four problems. Firstly, language 
detection software would have to be enlarged to include the minority languages that are the 
target of any potential study. Secondly, since minority language material is by definition rarer
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than majority language material, the sample size would have to be increased even further, to 
ensure that minority language material is not missed simply because the sample size is too 
small. Thirdly, the size of the web has grown exponentially since these studies, with a likely 
result that more sites would have to be interrogated to produce meaningful results. Fourthly, 
structural changes in the web would have to be taken into account, notably to take into 
account the Web 2,0 problem).
If these problems were sufficiently addressed, such a study could provide useful results 
for the measurement of minority language presence. Indeed, by using very large sample sizes 
and very accurate language detection algorithms, such a study could produce excellent results. 
But the key lies in these two problems. Large samples take a long time to collect and a long 
time to verify. Writing and debugging the language detection algorithms for a large number of 
languages is a non-trivial exercise that requires both linguistic and programming skills. It can 
easily be foreseen that such an exercise, if performed in 2010, would require many millions of 
hits and some very sophisticated language detection software. As the web gets even larger, 
these requirements become even more extensive.
3. Web Presence Measured by Search Engine Results
Since random sampling of a very large object such as the web requires very large 
samples, with the attendant costs in terms of money, time and storage and computational 
requirements, it is no surprise that others have sought more cost and resource efficient 
methods. One such method is to use already existing search engines. Since search engines 
have already scraped a large part of the web and made the results of such scrapes available 
along with some additional information, the hard part of the data collection task is completed, 
or so runs the argument. As was discussed above (in section I.E of the Introduction), search 
engines were used extensively in the early stages of this study as being an ideal manner of 
obtaining the data for the calculation of minority language presence.
a) Grefenstette & Nioche (2000)
Grefenstette and Nioche conducted a large and comprehensive survey of the web between 
1996 and 2000 (they conducted three separate studies in October 1996, August 1999, and 
February 2000) (Grefenstette & Nioche, 2000). They stated used a rather novel approach than 
what later studies would use: rather than estimating the number of webpages, they attempted 
to estimate the number of words that were contained in a particular language within a search
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engine's database, and then by comparing the total number of words for each language, they 
estimated the relative proportion the languages that were chosen for their study.
Their methodology consisted of obtaining a 1 megabyte training text, from which they 
extracted all alphabetic tokens. Then the frequency of these alphabetic tokens were 
ascertained within the training text, and the list of tokens was sorted by descending frequency 
to determine the 100 most frequently occurring tokens. In order to avoid homographic 11 
confusion they eliminated from each list any word appearing in more than one list. From the 
remaining tokens, they retained the top twenty most frequently occurring tokens and their 
frequencies were then used as predictors for that language (Grefenstette & Nioche, 2000:3).
In the next stage of the process the files were tokenised for each language, using non- 
alphabetic characters as separators, and the tokens were sorted and counted for frequencies in 
a new file, for each predictor. The authors then divided the frequency of that token by the 
relative frequency of the predictor, producing that predictor's estimate of the total number of 
words. After throwing out the two highest and the two lowest estimates, they averaged the 
remaining predictions and gave the average as the prediction of number of words in the new 
file for the language being estimated (Grefenstette & Nioche, 2000:4).
As a final stage, they used the web search engine AltaVista (now defunct) and formed a 
query composed of the predictor words and obtained two counts for each query using the 
twenty predictors for each language. AltaVista responded with a numerical result for each 
predicator word. After dividing this actual frequency by the relative frequency, this lead to a 
single-word prediction. For example, the German word 'oder' had a determined relative 
frequency of 0.0056118 in their training set and 'oder' was found 13566463 times within the 
Alta Vista database. By this method, they calculated that a total of 2,417,488,684 German 
words were accessible through Altavista. By doing the same analysis for all 20 predictors, and 
throwing out the highest and lowest results, they were able to estimate the total number of 
words searchable in Altavista. The ratio of seven languages to English is given for each of 
these three time periods, as shown in the following table:
1 ' This is when a word exists with the same spelling in two or more different languages. For example, a word 
'que' exists in a number of Romance languages. It may often be the same word in a language, or it may be 









































































Table 4 - Greffenstette Results (1996 - 2000)
Table 5 below gives the raw numbers of the study as reported in August 2000, with 
additional columns that show the calculated ratios and percentages for each language. What is 
especially notable from these two tables is the high proportion English with the Alta Vista 
database, and, by the authors' logic, on the web. As stated before, and noted by other studies 
at approximately that time, this was an early period in the life of the web and access was 





































































































































Figure 8 - Greffenstette Results
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If the results of the above table are graphed, we can clearly see the overwhelming 
presence of English as shows by these studies:
Figure 9 - Grefenstette Results
It is interesting that this is one of the few studies that included some minority languages 
(Irish, Breton and Welsh) and a regional language (Catalan). If the details for the three Celtic 
languages are extracted it can be readily seen from this study that Irish is much more 




Figure 10 - Grefenstette Pie Results (Celtic Languages)
In general this was an interesting study that used an interesting methodology, and 
furthermore attempted to look at a range of languages beyond the usual widely spoken
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languages. There are a number of critiques that can be made with respect to this study. The 
most important of which was the reliance on the search engine methodology. A more detailed 
critique of this will be discussed in more detail below. As mentioned by the authors, at the 
time AltaVista only indexed about 16 percent of the web, and it is impossible to know 
whether the language distribution across the entire web is reflective of this one portal's 
indexing coverage. Thus, it can be argued that Alta Vista is not properly representative of the 
web. It can also be asked whether there was any bias within the Alta Vista system to favour 
English language websites and web pages. Without full access to Alta Vista's algorithms and 
search strategies, it would be impossible to know how much bias there was. However, this 
was undoubtedly a serious study and it would have been interesting to see it repeated after the 
year 2000. Since Alta Vista no longer exists, it is impossible to repeat these results. Of 
course, the methodology could be easily applied to another search engine.
b) Large and Moukdad
In June 1999 Large and Moukdad analysed the returns of pages indexed by the search 
engine AltaVista (Large & Moukdad, 2000). Their method was a simple one: by using the 
AltaVista interface, they selected one of the languages from Altavista's menu, and then 
entered into the search box a meaningless string, preceded by the negation operator. This 
caused AltaVista to return all the results which did not contain the search string, together with 
a count of such results. From this, the authors were able to calculate the number of pages 
indexed in the AltaVista database, for all the languages which AltaVista allowed. Their 



















































Table 5 - Large and Moukdad Results (1999)
These results were comparable with those from the Babel Team. The relative positions of the 
top nine languages are nearly identical; only Chinese, Polish, and Korean are absent from the 
Babel Team study. Although English is the most prevalent, nine other languages total more 
than 1.5 million pages each.
The authors noted a number of problems with their methodology: 1) search engines do 
not index exactly the same pages, and the results of an analysis of AltaVista would not be 
identical to an analysis of other search engines; 2) given the rate of growth of the web, the 
results were likely to change over time; 3) AltaVista did not permit a search of all the 
languages which it indexes (e.g. Arabic, for example, was indexed by Alta Vista, but was not 
searchable from the interface); and 4) AltaVista counted a page as being in a particular 
language even if it contained material in other languages. In other words, some pages may 
have been counted multiple times in different languages.
Large and Moukdad concluded that while English was dominant, many other languages, 
nevertheless, had a presence and that the proportion of English webpages was declining 
compared with those in other languages.'(Large & Moukdad, 2000:84)
What is most interesting about this study is the fact that it tended to mirror the Babel 
team results, but used a much simpler and much easy methodology. One could easily see that 
if Alta Vista were a valid benchmark for web presence, then this methodology would be 
preferable, especially given that its results were corroborated by a previous study.
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Of course we could also argue that each of the studies was equally flawed. It may have 
been possible that English so prevalent owing to a tendency of US based search engines to 
favour US based websites, or that search engines might show some bias against certain 
languages, particularly those that used non-alphabetic systems.
c) Guinovart (2003)
Guinovart conducted a study in 2003 that used the AltaVista search engine to obtain the 
number of documents contained in that search engine's database. At the time AltaVista 
allowed for searching in a number of minority languages. The results of the study are 
































































































































































































Table 6 - Guinovart Study (2003)
The results look impressive and based on a priori expectation, would seem to paint a 
realistic picture of the web of 2003. Notably English comprises 60% of the web, a lower 
figure from what was earlier reported, and an expected result considering the increasing use of
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the web in other parts of the world. As noted above, the relative dominance of English has 
declined in each study. German was, as previous studies showed, the second most prevalent 
language, with Japanese a close third. Again, previous studies lead us to expect this result. 
Other notable results are that European languages (i.e. those languages that have their origin 
in Europe, irrespective of where they are spoken) account for 35 of the 45 languages reported.
However, further study shows some significant missing elements. Hindi, Urdu and Farsi 
are not accounted for. Welsh is included, but not Irish or Breton. Croatian is listed but not 
Serbian. What the "Swiss" language is, is not properly explained 12 . At the time, AltaVista 
only allowed searches in forty languages. 13
The principal defect in this study, as in the previous studies, is that the results are 
completely dependent upon AltaVista and therefore the conclusions of this study are subject 
to the general criticism of all search engine based results, that is more fully addressed below.
d) Mas (2003)
Mas conducted a similar study in 2003, but using the now defunct AllTheWeb search 
engine (Mas i Hernandez, 2003). His methodology used term frequencies from which he 
obtained the raw results returned by that search engine. He admitted that such a methodology 
was not entirely trustworthy, though in his view this mainly arose with respect to pages with 
little content or when results were returned from closely related languages (e.g. Occitan and 
Catalan), that caused homographic interference. The results of his study were as follows (with 
percentage values added to show the relative percentage for each language):
12 Presumably 'Swiss' is German, but that would be a remarkable fact that it ranks so highly
13 Albanian, Arabic, Bulgarian, Catalan, Chinese (Simplified), Chinese (Traditional), Croatian, Czech, Danish, 
Dutch, English, Estonian, Finnish, French, German, Greek, Hebrew, Hungarian, Icelandic, Indonesian, Italian, 
Japanese, Korean, Latvian, Lithuanian, Malay, Norwegian, Persian, Polish, Portuguese, Romanian, Russian, 

























































































































































Table 7 - Mas Results (2003)
Which can be more readily seen if we present them in a pie chart:













Figure 11- Mas Results (2003)
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Mas then reordered some 14 of the results, using estimated populations (using the then 
current Ethnologue estimates) of the speakers of such languages on a "page per person" basis, 





























































































































Table 8 - Mas - Languages by Population (2003)
As admitted by the author, the methodology chosen was somewhat suspect. We can note 
that Icelandic comes in first position, by quite a margin over English, in this population 
analysis, probably owing to the fact that Icelandic is only spoken by some three hundred 
thousand people. These type of exaggerations are quite common when dealing with small
14 The author did not give reasons why he only made calculations for of the languages. It seems he was only 




populations and comparing them to the results for large populations. For example, if a 
language were spoken by only two persons, and that one of them wrote 12 webpages, that 
language would instantly become the most spoken language on the web 'by population'. As is 
shown in the above chart, Icelandic is the largest language on the web 'by population'. Is it 
because Icelandic speakers are almost twice as productive as English speakers? Or is it 
because the extremely small population of Icelandic speaker relative to English that 
exaggerates the results? And even if Icelandic were more productive on a per person basis, 
does that necessarily translate into a meaningful basis of comparison? Again, small, but 
relatively production language communities may do well on such a comparison, but if the 
total output does not cover a broad spectrum, we can question the point of producing this kind 
of analysis.
His study is nonetheless interesting in that it attempts to reorder the rankings of 
languages by numbers of speakers. This is not necessarily wrong, but it is susceptible to some 
surprising results. This study will specifically address 'per population' analyses below.
e) The FUNREDES Studies (1998 - Present)
The FUNREDES organisation has conducted a number of studies from 1996 to about 
2008 (see http://fundredes.org). It has almost exclusively concerned itself with analysing and 
comparing the situation of the five most spoken Romance languages (Spanish, French, 
Portuguese, Italian and Romanian) and has attempted to compare these with English and 
German. As such, the studies are not directly applicable to minority languages, but the 
methodology is interesting.
The FUNREDES method, though continually refined, consists of using search engines to 
obtain the number of occurrences of a given word in a given sector of the web. A sample of 
keywords in each language is constructed, with particular care taken to providing the best 
semantic and syntactic equivalence among the different languages. These results are then 
analysed using traditional statistical tools. The test is rerun at different intervals (Pimienta, 
2005: 32).
Generally, the various studies showed a fairly positive increase in the use of the target 
Romance languages on the web from 1998 to 2005. Figures released by FUNREDES showed 
that in 1998 the percentage of pages in any of the six target languages (the five studied 
Romance languages and German) was 15.41% of the web's total (with the remainder being in
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Figure 12 - FUNREDES Figures for 1998 to 2005
The relative use of English had declined dramatically in the six and a half years of the 
study. Assuming for the moment that English accounted for the entirety of the residual web 
not accounted for in the above figures, it can be seen that English declined from something in 
region of 84% of the web to under 53% (FUNREDES, 2005).
While there may have been some alarm, especially in 1998, as to the low relative 
percentage of some of the figures, it is easy to see the chief reason in the low proportions of 
the web written in the target Romance languages being the initial rollout of the web in North 
America. As the figures show, there is was a healthy increase in the use of the other major 
languages. Indeed, French and Italian in particular show, in 2005, a relative position that far 
exceeds their relative proportion of the world's language users.
This study has been an on-going for many years. The most recent results were issued in 
2009 (Pimienta et al., 2009)
40
Literature Review
Evolution of Latin languages compared to English
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Figure 13 - FUNREDES Results 2007
Pimienta admits several weaknesses in the method, including: 1) the inability to provide 
only relative figures (i.e. Spanish compared to English) and not absolute figures (i.e. the size 
of the Spanish web); 2) the study cannot easily incorporate new languages; 3) it only looks at 
the public web and does not take into account the 'invisible' web; and 4) it is dependent on 
the accuracy of search engines (Pimienta, 2005: 32). Indeed, the authors noted that there were 
considerable problems with the use of search engines:
"The whole process of this study has been characterized by a permanent struggle 
with search engine behaviours. The primary activity for each measurement 
campaign was to validate whether the search engines could meet the 
methodological requirements of the research, and, in many cases, understand the 
rationale for what first appeared as invalid results." (Pimienta et al., 2009: 20)
In the end, the authors were confident that they had solved the major issues.
As will be discussed below, the use of search engines for producing the raw data for the 
study of the web is quite problematic.
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f) "Authenticity Test" Using Google Search Results
Kelly-Holmes (Kelly-Holmes, 2006) developed a method for measuring Irish language 
use on the internet: (1) an "authenticity test" of the Irish language version of a search engine 
like Google. 'Authenticity' in this case means obtaining Irish language results is response to 
Irish language queries; and (2) a measurement of the range of domains in which Irish is 
represented.
For this test, the version of Google found at www.google.ie was used and the Irish 
language interface selected. Five Irish words, one for each of the domains of arts, education, 
entertainment, native sport and commerce: bane ('bank'), siopa ('shop'), ceol ('music'), 
airgead ('money') andpeil ('football') were entered into Google and the first ten hits returned 
were analysed.
The analysis was on a sliding scale from a fully monolingual Irish language page or site 
to a monolingual English language site. The categories were 'IR' (monolingual Irish), 'BI' 
(fully bilingual), 'le' (mainly Irish, with minor borrowings of English), 'EF (mainly English 
with some Irish words), 'Ei' (mainly English with only symbolic use of Irish) and 'EN' 
(monolingual English).
Figure 14 below shows the results of the test for the Irish language for searches in August 
2004. In total, 69% of the hits returned were 'valid' Irish language hits (IR, IE, le), which is 
impressive, although it should be clearly stated that the test involved entering Irish language 
terms into the Irish version of Google and selecting the "pages from Ireland" option.










Figure 14 - Authenticity Test - Irish
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It should be noted that the data sampling size was very small, only five samples. 
However, the principal difficulty with this test is that it relied on a localised version of Google 
(google.ie), which allowed for the searching of terms in either English or Irish. Since Google 
does not produce such localised versions for all other languages, it is difficult to replicate this 
authenticity test for other languages, even comparatively similar Celtic languages. For 
example, there is, at the time of writing, no Welsh language version of Google that allows for 
the searching of Welsh terms. Most of the world's minority languages are likewise ill served 
by Google. Furthermore, this is not particularly a 'web presence' study. It really does not tell 
us how much material is available in a particular language, and more relates to whether 
Google is returning Irish language results for Irish language queries. This study has only been 
included for completeness and because it was one of the few studies encountered that 
attempted any sort of measurement of a minority language.
g) Critique of Studies Using Data Derived From Search Engines
The web is growing exponentially and has long passed the point where a full traversal is 
anything but an enormous exercise that requires a large amount of money and time. As of 
January 2005, the web was estimated to have more than 11 billion pages (Gulli & Signorini, 
2005). Given that the internet is vast and that minority language sites constitute, by definition, 
only a small portion of the web, commercial search engines can provide a more cost effective 
and more targeted form of data mining. Since existing search engines have already performed 
the hard task of scraping and indexing vast amounts of data at a huge cost, it would seem to 
be an obvious solution to use such search engines to do the hard part of the task. But, this has 
proved to have been problematic (Bolshakov & Galicia-Haro, 2003; Cafarella & Etzioni, 
2005; Gerrand, 2007) .
A number of studies have been based on data obtained from search engines. Gerrand, in 
particular, has pointed out the deficiencies in using search engines in his study of linguistic 
diversity (Gerrand, 2007). In particular he notes the following problems:
1. Search engines have performed only limited sampling of the web. This relates to 
flaws inherent in the crawling of data;
2. Undisclosed indexing algorithms, making it impossible to know what was 
searched and how representative the contents of the;
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3. Language search restrictions - few search engines allow for searches to 
performed in any but the major languages.
Since none of the major search engines allow for targeted searching in minority 
languages, some of the potential difficulties in using conventional search engines for finding 
materials in minority languages needs to be addressed.
Now, it must be said that it is not impossible to find material in minority languages using 
conventional search engines. Entering the correct search terms and possibly using some 
additional techniques (such as entering the name of a given language in that language or using 
other limiting terms) can produce results. Such search strategies work better in some 
languages than others, owing to either the orthographical conventions of that language or 
other factors. Furthermore, some search engines, e.g. Google, have country specific versions 
of their database, and thus searches performed for minority language material in that database 
produce better results. The mere fact that search engines do not provide a mechanism for 
returning results in a given language does not render the search engine useless. But it does 
have four effects:
1. the user has to choose another language, invariably the majority language with 
which that the user is most comfortable, which in turn results in some returns 
being made to the user in that majority language. Since the user often has some, in 
many cases significant, skills in that majority language, the user may be tempted 
to abandon the search in the minority language and follow links in the majority 
language;
2. it makes it difficult to disambiguate those pages that are properly in a majority 
language and those that simply contain the key words, but are written in another 
language;
3. there is a possibility of "homographic interference", that is when two words have 
the same form, but two different meanings in different languages.
A further effect, though not one faced by the ordinary user, is that it makes it difficult to 
use search engines to perform linguistic diversity tests. These are particular manifestations of 
the third problem highlighted by Gerrand - language search restrictions.
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Beyond the three problems highlighted by Gerrand above, it must be borne in mind that 
search engines are primarily commercial constructs that exist to serve a consumer need rather 
than rigours of academic research. While this fact can be overstated, it nonetheless is a 
problem that must be addressed and must be proved not be problematic. No one would expect 
a literature review performed on Amazon.com to be a substitute for a search through 
university libraries. While Amazon does have some academic material, its purpose is to sell 
products, and its website prioritises that purpose. Notwithstanding some very thorough 
scraping of the web performed by the commercial search engines, profit must be assumed to 
be the primary motive and that this will colour the search and retrieval algorithms and not 
necessarily completeness to an academic standard. While some good results can be obtained 
by using search engines, they are not necessarily as reliable as they could or should be.
4. Measuring a Country's TLD
There has been some work done in measuring the 'web' of a particular country, meaning 
a study of those URLs that match a particular country's URL Country Code, or top level 
domain ('TLD') (e.g. '.es' for Spain, '.uk' for the United Kingdom). Significant work in this 
field has been done by Baeza-Yates and Castillo, who have studied the web of Spain (Baeza- 
Yates, Castillo, & Lopez, 2006) and Chile (Baeza-Yates & Castillo, 2000; Baeza-Yates & 
Castillo, 2002; Baeza-Yates & Castillo, 2004). It should be noted that the Baeza-Yates studies 
did specifically address the minority languages of Spain (Basque, Galcian and Catalan). 
Similar work has been done for the Portuguese (Gomes & Silva., 2003) and Greek 
(Efthimiadis & Castillo, 2004) TLDs.
The Baeza-Yates and Castillo studies specifically looked for sites that were registered to 
a particular country's Internet Assigned Numbers Authority (IANA) country code TLD, and 
also analysed websites that use one of the international generic domains (especially '.com'), 
which could be verified as being hosted in the target country. Once this was done, they 
crawled the targeted space and analyse the results.
The 2006 study, took approximately two months to complete and required 45GB of 
storage space (Baeza-Yates et al., 2006:6). From this dataset it was possible to draw some 
interesting findings. In terms of language use, the researchers were able to present the 






Figure 15 - Web of Spain by Language (2004)
In general, this method is sound and could produce some very interesting results, 
especially if one is only interested in a particular language or political situation. Two 
immediate criticisms can be made. Firstly, while it reduces the problem of having to look at 
the entirety of the web, and only considers a more defined subset, it will eventually run into 
the same problem as whole-web studies: size and resources. While the 'Web of Spain' may be 
manageable today, there may come a time when even this subset becomes too large and 
unwieldy to properly measure. Secondly, it necessarily misses large parts of the web that may 
be germane to the study. Without a thorough search of the entire internet it is hard to know 
how much material in a given language exists in other TLDs.
When looking for minority language material, it is important that all the possible sources 
are identified, since the material available is not as extensive as that for most of the major 
languages. It is possible that material in any particular minority language would be contained 
in pages that are not hosted on sites that are not findable by the above methodology. Of 
course, one could increase the level of the study to include more countries and domains, but at 
some point the study could easily become too large and too unwieldy. Eventually, the 
inevitable, logical conclusion is arrived at where the web as a whole needs to be analysed in 
order to obtain good results, and as the web continues to grow, this problem becomes more 
serious. The web is not structured linguistically; it is structured politically or by domain. A 
website where the servers are physically located in the UK may contain information in Welsh, 
or in any other language. Likewise there is no reason that servers assigned to a .com domain 
could not contain Welsh material.
Scraping the webspace of a particular country is an interesting idea from the point of 
view of studying minority languages. But, owing to the structure of internet domain names,
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there is simply no direct link between domain name and language. Also, as the web becomes 
ever larger, it becomes an ever larger problem. Given that it took two months to scrape the 
Web of Spain in 2006, it would be a very time consuming task to scrape most of the Western 
European constellations in a similar manner. Finally, the studies did not address the Web 2.0 
problem mentioned above. These studies view the web as a static concept, one that was 
perfectly acceptable in the first decade of the web, but may have problems being adapted to 
the web going forward.
Therefore, while providing some very interesting results, the study of a particular 
country's TLD cannot be used to properly measure minority language use on the web.
5. Targeted Studies
For the sake of completeness, reference is made here to a number of small scale studies 
that look at a number of aspects of the web, mainly with respect to the Welsh language, 
without attempting to measure any particular aspect. These studies show the range of areas of 
academic interest
In a review of the literature for the Welsh language, studies have looked at Welsh identity 
on the web (Thomson & Cunliffe, 2005), internet access in Wales (Richards, 2005), the actual 
use of Welsh language software by businesses in a part of Wales (Wyn Jones, 2007), party 
political websites (Cunliffe, 2005), and Welsh on the social networking site Facebook.com 
(Honeycutt & Cunliffe, 2010). Much work has been done on proper design concepts relating 
to bilingual websites, with a Welsh focus (Cunliffe, 2004; Cunliffe & Harries, 2005; Cunliffe 
& Roberts-Young, 2005; Deere & Cunliffe, 2005; Egan, 2000; Harries, 2003; Harries & 
Cunliffe, 2004; Jarvis, 2000; Welsh Language Board, 2006).
Two interesting studies were commissioned by The Welsh Language Board on websites 
published by the 22 Unitary Authorities in Wales (Evas, 2001; Gomer, 2003). These provide 
an interesting look at the state of mandatory Welsh language provision on the web, but 
significantly were more qualitative than quantitative. That is to say, while they attempted to 
measure the provision of Welsh on that part of the web, they did so from the point of view of 
the Welsh Language Act and primarily looked at compliance with the main theme of that Act. 
In particular, no detailed methodology was suggested other than a manual review of these 




If we look at similar work that has been done for a number of other languages: Galician 
and Catalan in Spain (Guinovart, 2003; Mas i Hernandez, 2003; Romero & Vaquero, 1999); 
Sardinian in Italy (Mensching, 2000) and minority languages in Africa (Fantognan, 2005; Van 
Belle, Fellstad, Steele, & van Bakel, 2003), the same tendency can be seen: a focused attempt 
to study the individual situation of a particular language, but little in the way of general 
theory.
D. Critique of Prior Methodologies
As detailed above, a number of different methodologies have been employed in the quest 
to measure language presence on the web. Most studies have suffered from one or more of the 
following problems:
1. They attempted used a random sampling method that is difficult to continue to use 
given the ever larger size of the web and the Web 2.0 problem;
2. They used search engines, which are not necessarily reliable from a scientific point of 
view, notwithstanding that they may produce results that one would expect to see;
3. The studies have not been repeated with enough regularity to permit the observation of 
long term trends;
4. Most studies have only looked at the world's major languages, and have therefore 
avoided, for technical or other reasons, the problems inherent in attempting to study 
minority languages on the web;
5. Most studies give the results for their target languages as relative percentage of the 
whole web, which is not necessarily useful, given the infinite size and scope of the 
web, and would not tend to provide useful information for minority language 
researchers;
6. Some studies tend to concentrate on 'pages per speaker', which do not produce 
necessarily useful measurements.
7. The principal drawback of these studies is that they have been 'one dimensional': they 
tend to study only dimension of analysis, typically what is the relative percentage of a 
particular language within a given set. This does not give necessarily an accurate 
picture of language use.
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E. Wikipedia's Statistics 
1. Ranking Language Editions
Wikipedia provides an enormous number of statistics for each language edition of 
Wikipedia. Wikipedia ranks the various language editions by the number of articles, as is 
shown in the following screenshot:
Alt Wikipedias ordered by number of articles
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Figure 16 - Wikipedia Screenshot - Ranking of editions
As of October 2010, Wikipedia published a list of Wikipedia language editions, ranked 
by number of articles 15 , together with the population figures estimated by Wikipedia. 16 The 












































































































Table 9 - Wikipedia Ranking of Languages (2010)
If a simple bar chart of these figures is provided, the different orders of magnitude between 
English and the other languages, both majority and minority, can be readily perceived. These 
results are not surprising, and graphically illustrate the situation of minority languages today.
Articles
Mi
Figure 17 - Wikipedia Language Editions (partial) by Article Number (2008)
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The following table shows the extracted data for article counts only, as well as some 






















































































Table 10 - Wikipedia Article Counts - 2010
The following graphs show the relative size of the major language editions of Wikipedia, 
based on the data in the above table:
Articles (2008) Articles (2010)
"MlM
Figure 18-Wikipedia Major Language Editions Comparison (2008-2010)
As can be seen in Figure 18, while the overall number of articles has risen (in the English 
edition by approximately one million), the overall relative size of the major language editions 
has remained fairly constant. If we look at the data from the point of view of number of 
articles per head of population, we get a similar picture:
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1. Wikipedia's Statistics by Population
If we take the above figures and factor for population (using the estimates providing in 





Figure 19 - Wikipedia Language Editions by Population (2008)
As can be seen from the charts above, there are a number of surprises. English is no 
longer the first ranked Wikipedia edition, but rather three of the other major languages show 
much stronger results. On the whole, and with the exception of Spanish, the other major 
European languages outperformed English by a wide margin on this metric. Obviously, there 
is the fairly bizarre result of Manx and Cornish, two languages that have virtually no native 
language speakers, but which have an implausible number of pages per speaker. This is a 
clear demonstration of a known statistical problem whereby small datasets give unreliable 
results. But even if the results for these two languages are ignored, the problem still remains, 
as shown in the following chart:
Firstly, it would seem that smaller languages are, pace Sicilian, much more productive on 
a population basis than the majority languages. Even cursory investigation of minority 
language material available on the web and on Wikipedia reveals that the content and the 
range of minority language material is often sparse (as will further demonstrated below). 
Using population counts, at least when comparing large languages with smaller, lesser-used 
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Figure 20 - Wikipedia Language Editions by Population (2008)
.However, if we compare like with like, there are some interesting results. If we compare 
Irish with Gaelic we have a marked difference between these two comparable language 
communities. Given that Irish is an official language of the Republic of Ireland we might 
expect the results to be reversed. However, it cannot be ruled out that there may actually be 
more activity in the Gaelic language community in Scotland than in the Irish language 
community. Virtually the same situation exists with respect to Welsh and Breton. These are 
two closely related languages, but have very different legal statuses in the United Kingdom 
and France, where the Welsh language has a significantly higher status in the UK than Breton 
has in the French Republic. It might be thought that this higher status would be reflected here.
F. Other Studies on Measuring Wikipedia
For the sake of completeness a number of studies that were not seen prior to 
commencement of work on this thesis are summarised briefly here. It would have been ideal 
to have these studies to hand prior to the development of WkScrape. Since these studies did 
not inform the methodology, a detailed critique will not be given.
To date there have been a number of preliminary studies that look at Wikipedia and 
attempt to measure its growth and use. The principal questions that have attracted attention 
are: measuring the overall size and statistics of particular language editions of Wikipedia 
(VoB, 2005[a], 2005[b]) and attempts to determine quality from certain mathematical counts 
and models (Blumenstock, 2008) (Lim, Vuong, Lauw, & Sun, 2006)
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One of the first examples of quantitative analyses of Wikipedia is the research work 
published by VoB in 2005 where he presented some statistics and graphics modelling the 
evolution over time, and the activity patterns, of the German language edition of Wikipedia. 
Among other interesting conclusions, he finds that the evolution over time of distinct 
quantitative indicators, such as the size of the database, the number of articles, the number of 
active Wikipedians (users who contributed more than 5 times to the project on a given 
month), the number of very active Wikipedians (users who contributed more than 100 times 
to the project on a certain month) and the total number of words and internal links, follow an 
exponential growth rate.
To date the most significant work on measuring Wikipedia is provided by Ortega Soto 
(Ortega Soto, 2009). He set himself a number of research questions relating to the top ten 
editions of Wikipedia. In order to test his analyses, the author created a program in Python, 
WikiXRay, designed to provide quantitative analysis about Wikipedia, generating graphics 
and providing statistical results for each language edition of Wikipedia. 1?
The program was designed to provide the following types of analysis (Ortega Soto, 
2009:55):
  General statistics on the activity of authors, activity per Wikipedia page, and the 
length and distribution on different namespaces,
  Social structure: an analysis to obtain the best fitted distributions for key 
descriptive parameters providing information about the distribution of 
contributions among authors and articles;
  Inequality of the level of contributions from authors and revisions received per 
article;
  Demography of each language version of Wikipedia;
  Reputation and quality of the articles of each language version of Wikpedia 
studied;
17 The current version is hosted at http://developer.berlios.de/projects/wikixray/).
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  Evolution: a more in-depth analysis of the evolution in time of the statistical 
distributions fitted to empirical data in the social structure module, including 3D 
analysis of the evolution of contributions from the core group of very active 
users in each month over the remaining history of each language version and a 
graph of the evolution in time for contributions from logged authors in that 
language version.
The majority of these questions do not relate per se to the question of measuring minority 
language use on Wikipedia. However, if one were to use the statistics that were provided by 
WikiXRay from the minority language editions of Wikipedia, there is little doubt that a good 
picture of minority language use could be provided. Unfortunately, the results of this project 
were published in 2009, and were not available until the study that is the subject of this 
dissertation was completed, so it was impossible to use WikiXRay to provide some points of 
comparison. However, this would provide some interesting future work.
Research work by Vegas et al. presented a method to visualize the evolution over time of 
the contributions made to a certain Wikipedia article. Many subsequent publications have 
followed the findings and conclusions presented in this paper to study the working patterns 
adopted by the Wikipedia community of authors. These authors developed a new software 
tool, named History Flow, to undertake this analysis
In an article published in 2009 van Dijk directly addressed the problems of measuring 
minority language editions of Wikipedia (van Dijk, 2009). He notes the phenomenon that 
Wikipedians seem be obsessed with counting the number of articles in each Wikipedia, and 
comparing them with other language editions of Wikipedia, this can lead to a race to "increase 
the number of articles than to write encyclopaedia articles that make their language edition 
useful to readers" (van Dijk, 2009:236). He notes the phenomena already touched upon where 
smaller languages' articles in Wikipedia are often much abbreviated and contain little or no 
real information. In particular he notes the "pseudo-articles" (extremely short, oftentimes one 
sentence articles that give dictionary like definitions), "geographical stubs" (small articles 
about towns and villages that give only limited geographical information) and translation type 
articles, that often provide a minimum of detail, but whose main purpose seems to be to. 
Thus, relying solely on article counts can give a very misleading impression of the quality and 
quantity of a particular language edition of Wikipedia.
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A small article on the Welsh edition of Wikipedia raises some of the issues that are 
germane to this study (Jones, 2009). The author lists of number of advantages that a minority 
language obtains from having a Wikipedia and an active community of Wikipedians: it 
provides a way to document life in the minority culture; gives writers in a minority language 
the opportunity to write about topics that are not normally written about in that language; 
gives momentum to the language and helps enrich the language's lexicon. He notes however, 
what is obvious to anyone who looks up articles on a minority language edition of Wikipedia: 
"many articles, it is true, [are] less comprehensive in their scope" (Jones, 2009). This is 
another way of saying that the presence of Welsh Wikipedia is not that good.
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III. Research Methodology
A. Goal of the Study
The narrow goal of this study is to measure the presence of any language on Wikipedia. 
This will be accomplished by using a program, WkScrape, described in detail below, which 
randomly samples Wikipedia articles and calculates raw data from those samples. By 
subjecting the raw data to statistical analysis, a portrait of each language's presence on 
Wikipedia can be produced and a comparison of such presence with any other language's 
presence can be made.
In the Introduction, a definition of 'presence' was offered based on a two-dimensional 
study: measuring both the breadth and depth of material available in a given language. This 
will be achieved by estimating two different counts of the material contained in a particular 
language edition of Wikipedia: the number of articles contained in that language edition (the 
breadth) and an approximation of the amount of information given by the average article (the 
depth). By using a two-dimensional approach, it is hoped that a more accurate picture can be 
obtained than by a simple article count, which is the method used by most previous studies of 
language measurement of the web and is also the means by which Wikipedia measures and 
ranks the different language editions, as was detailed in Section II.E of the Literature Review, 
above.
In order to structure the data into groupings that have some real world meaning, two 
language comparison systems - language constellations and language tier classification - are 
developed to analyse the different language editions of Wikipedia. The details of these 
comparison systems are detailed below in Part V - Theoretical Models, below.
B. Research Paradigm
The research paradigm principally employed in this study is Exploratory Data Analysis 
('EDA') using multivariate analysis, as originally elaborated by John Tukey (Tukey, 1977). 
By extracting raw data from random samples drawn from Wikipedia and subjecting those data 
to EDA statistical analyses an initial picture of the current state of minority language presence 
in Wikipedia can be drawn. From this initial picture potential hypotheses can be formulated 
for further study. This methodology makes heavy use of data visualisation techniques in an 
attempt to see what the data are and what the data can say about the phenomena being studied.
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EDA therefore avoids positing a priori hypotheses regarding the subject under investigation 
and instead attempts to create a picture from which future hypotheses can be formed. Since 
this is the first extensive study that has been made of minority language presence on 
Wikipedia, there was no prior body of work to form a more concrete methodology, and no 
initial hypotheses could be formed. While anecdotal evidence and familiarity with the 
languages involved led to certain expectations, it is very much the goal of this study to let the 
data speak for itself. It is hoped that this study can draw a number of preliminary conclusions 
regarding minority language presence on Wikipedia that can form the basis for further work, 
notably in noting trends in the data and forming working hypotheses that can then be tested.
C. Prior Research Methodologies
As was shown in the Literature Review, previous methodologies have focussed mainly 
on measuring the number of web pages within a particular set, either from 1) the web as 
known at the time of the particular study was carried out, or 2) the number of web pages 
within a search engines database. Using either of these methodologies suffers from the 
following problems:
1. The impossibly of knowing that the set from which the samples were drawn is actually 
equal to the universal set. In other words, whether it is certain that the whole of the web was 
accessible by the methodologies that attempted to randomly sample the entire web or were the 
contents of the search engines' databases a representative sample of the web?
2. The methodologies ignored the fact that any given webpage can contain varying 
amounts of information. For example, if it were known that 10% of the webpages within a 
particular set were in a particular language, would that information alone provide any 
indication of the depth of information contained on those webpages. It can be readily 
understood that the mere existence of a set of webpages does not necessarily mean that those 
webpages contain equivalent information or content as other webpages.
3. Furthermore, as was detailed in the Literature Review, above, prior methodologies, 
while successful at giving a good picture of majority language material on the web, were not 
readily useful for minority language studies. This was the reason that other methodologies 
were sought during the life of this study and why ultimately the scope of the study was 
narrowed to look at one discrete part of the web.
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It is proposed that when measuring presence a breadth and depth approach would 
produce a more accurate and more complete picture of web presence. In this study, which is 
using Wikipedia as a test bed, there were a number of data items that could be collected and 
analysed:
1. The number of articles contained in a Wikipedia edition (the method currently 
used by Wikipedia);
2. The number of bytes in a Wikipedia language edition;
3. The total amount of informational data in an average Wikipedia article, by 
looking at the size of a representative article;
However, each of these is only a one dimensional measure. By using Wikipedia's 
standard methodology of measuring number of articles, only an approximation of the breadth 
of the contents of any Wikipedia language edition could be estimated. It could be determined 
that a particular language edition is broader if it contained, say, double the number of articles 
than another language edition, but there would be no way of knowing how much information 
is actually contained in that edition. If, on the other hand, the number of bytes is used to 
calculate the totality of a particular language's database, an estimate could be arrived that 
would show how much raw information is contained in the database, which would give a 
good indication of depth, but not of breadth of content. Lastly, an examination of total or 
average article content would give a good idea of the depth of a given Wikipedia language 
edition.
From the above, we have one possible measure of breadth: article count, and two possible 
measures of depth: byte count and article data count. If two of these methods were combined 
into a composite measure a more accurate picture might be obtained of the state of a particular 
language's dataset. By measuring both the breadth (in other words, how many 'pages' or 
other units are available in a given language) and the depth (the total content that is contained 
in an average unit) and combining them into a composite figure, it is proposed that a more 
accurate and precise measure of the presence of a particular language edition of Wikipedia 
can be made.
An examination of a number of Wikipedia articles shows that most articles consist of the 
following types of data: text; pictures, images, graphs, etc., in a number of formats; footnotes; 
internal links to other Wikipedia articles; external links. After careful consideration is was felt
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that text and footnotes were essentially the same: verbal information. Images obviously 
constitute, for the most part, a different kind of information, whereas links, internal and 
external, can constitute quite valuable information, though obviously the text required for a 
link is quite small. It is believed that external links give, generally speaking, more information 
since the process of finding and collecting external links is more intensive and potentially 
more useful to an end-user than internal links, which a user can easily find within Wikipedia 
itself. Therefore, the decision was made to measure four types of data in a Wikipedia article: 
the amount of text, the number of images, and the number of external links.
Of course, such a detailed analysis may not be appropriate if other aspects of the web are 
studied. But the general principle should remain the same. The goal in measuring depth is to 
understand how much 'content' or 'information' is contained in any measure of presence. 
With Wikipedia, it is possible to look at text, images and links. Other types of studies may 
have to look at audio/visual and other types of information.
D. WkScrape
In order to obtain the dataset for a number of language editions of Wikipedia, a specific 
program - WkScrape - was designed, programmed and tested. The purpose of the program is 
to scrape and store data from any given language edition of Wikipedia, and then to provide 
basic data to the researcher in the form of user and machine readable tables containing raw 
statistical information.
The program first scrapes the index page of the designated language edition of Wikipedia 
and stores a list of the articles of that language edition is a database. Secondly, the program 
selects, using a random number generator (to a maximum value set by the researcher), a 
number of articles from the list of links obtained from the first scrape. Thirdly, a second 
scrape of Wikipedia is undertaken, in which the contents of each Wikipedia article, drawn 
from the set obtained in the second step, and a number of raw calculations are performed. The 
results of the second scrape are stored in a set of machine readable files.
The software has been designed so that virtually any language edition of Wikipedia can 
be scraped with only minor adjustments needed. To date, the program has been tested on
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approximately twenty language editions. 18 All the language editions tested so far have used 
the Roman alphabet, but there is no reason to believe that the program could not be 
successfully used to analyse other alphabetic systems, and, using the correct ISO encodings, 
non alphabetic scripts.
Initial program development took approximately four months to reach an acceptable state 
whereby it was able to scrape, store and perform basic calculations on Wikipedia articles in 
two languages: English and Welsh. The first beta version of the program was hard-coded to 
only scrape only English and Welsh, using two different methods for each language. 
Development continued for approximately another four months, removing the inevitable bugs 
and errors, and scaling the program so that it could work with any language. The structure of 
the program was later streamlined, necessitating a major rewrite of the program.
The design of the program needed to take account of the following factors:
1. All programming tools and libraries needed to be open-sourced (in the sense that 
they could be used and implemented without payment of licence fees or other 
limitations). Open source also allowed for fast deployment of the various libraries. 
This has the added benefit that there are no restrictions on any eventual 
distribution of the program;
2. Ideally, the program should be able to be run on a number of operating systems. 
To date the program has been successfully run on Windows (XP, Vista and 
Windows 7) and Linux (tested on several distributions, including Ubuntu);
3. The program needs to be able to scrape and test a large number of languages, and, 
ideally, all the language editions of Wikipedia.
It is believed that all the design considerations were met. WkScrape was written in Java 
1.5, using the Eclipse Galileo IDE (version 3.5). The program made use of the following 
libraries, and any dependent libraries required:
18 Besides English and Welsh, the following languages have been successfully tested: Breton (BR), Catalan 
(CA), Danish (DA), German (DE), Spanish (ES), French (FR), North Frisian (FRR), West Frisian (FY), Irish 
(GA), Gaelic (GD), Galician (GL), Manx (GV), Interlingua (IA), Icelandic (IS), Italian (IT), Cornish (KW), 
Latin (LA), Maori (MI), Dutch (NL), Norfolk (PIH), Sardinian (SC) and Saterland Frisian (STQ).
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  HTMLParser, version 1.6 19 , a library containing a number of classes useful for 
web scraping, link extraction and other tools necessary for getting and 
manipulating web pages;
  Apache Lucene 1.4.320, an information retrieval package, used to store the data 
acquired for article analysis;
  Dom4j, version 1.6.1 21 , a library used for working with XML files, which is the 
principal method for storage of some of the program's data
  Apache Iog4j, version 1.2.IS22 , a library of logging software, necessary to keep 
track of the numerous data files produced by the program.
All of the above libraries were open source and were used in accordance with their 
licence agreements. The program has ten classes as is shown in detail below.
WikiScrape Overview (Simplified)
















The program has two high level functions: (1) extract from each language edition's index 
a list of links to all the articles contained in each language edition of Wikipedia, which is 
handled by the class WikiMasterScrape, and (2) analyse a sample set of articles contained in 
the particular language edition in order to measure a number of features of each Wikipedia 
article, chiefly, the number of words, the number of images and the number of links contained 






Figure 22 - WikiMasterScrape Class
Typically, each edition of Wikipedia has an index page (e.g. 
http://en.wikipedia.Org/wiki/Special:AHPages). Some languages translate both "Special" and 
"AllPages" part of the URL into the local language, some languages do not. For each 
language it is necessary to know how the equivalent of "Special:AllPages" in that language 
(e.g. CY - "Arbenning:AllPages"; GA - "Speisialta:AllPages"; DE - "Spezial:Alle_Seiten"). 
Each edition of Wikipedia has to be examined to determine how this translation is handled. In 
order to correctly scrape a particular language edition, the program needs eight further pieces 
of information. These are entered by the user in a text file that is converted by the program 
into a .properties file. The information needed is not onerous and can be obtained by the user 
within a few minutes.
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t Cyoraeg (CY) language configuration file 
t language cade 13 a two letter at&reviarion 
[language code]: cy
(ffiajcrity language cade] : en
Jthe alipajes ir.dex -rl
[all pages index url] : nor known at this time
t the seeding url (tne flrsc link on the all pages url)
(seeding arl] : Ht^i;_;_//jcy.vilcip'edia.5rg.'v;/'i.iJex.F^p?title
[next page lir.k string alternate]: AD Note: not used
t -will become - /*.YiEdex\\.p>p\\ ;tinea5pecm;;aiPasessar!p;frOT=[\\p<3raph}\\pa}] 
[next page url strj : Arfcer.nigiillPages
t a seai-cciaa delimited list cC the hallmark strings for special pages, «cc 
[excluded atr short]: categori:arber1r.ig;wicipedia;hafaa;oacerion_cyfoes
Figure 23 - WkScrape Language Configuration File
Once the index page is identified, it is then possible to get scrape all the article URLs that 
are contained in that index for that edition of Wikipedia. The program scrapes each link, and 
tests for validity, rejecting certain links that contain certain keywords, notably those that do 
not refer to actual articles. The list of links is then stored in a Lucene database.
There are a number of problems associated with this method of obtaining links. 
Wikipedia indices are not always accurate. Sometimes articles are listed in the index but are 
no longer existent or are actually 'referers' to other articles, meaning that link does not point 
to its own article, but rather to another. The former is not as problematic as the latter. Links 
that are no longer existent are stored during step 1 of the process, but are rejected at stage 2, 
and therefore are ultimately not analysed and do not form part of the eventual analysis. 
However, referrer articles are not rejected at state 2 (since they appear to be valid articles). 
This will result in an article being sampled and counted twice. For example, in the Welsh 
language edition of Wikipedia, the index lists separate links for 'Cymraeg', and the referrrers 
'Gymraeg', 'Chymraeg' and 'Nghymraeg' (which are all mutated forms of the same radical - 
'Cymraeg'). The three referrers refer to the same article. Any random count that includes any 
one of these referrers will be counted as if they were separate and independent articles. At the 
moment, no satisfactory method has been arrived at for solving this problem, though a method 
could be added to the program to check for this problem, and would be the subject of future 
work.
A full scrape of the English language edition of Wikipedia, the largest language edition, 
with about eight million articles listed in the index, took about three hours and forty minutes 
on a low quality machine with a Celeron processor and 2GB of memory. The smaller 
language editions take only a few minutes. The processing power needed is not large and the
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principal delays in performance are related more to the available internet bandwidth of the 









Figure 24 - WikiPageAnalysis Class Diagram
The WikiPageAnalysis class is the class that handles the analysis of sampling of articles 
that are randomly drawn from the total population of the links obtained from stage 1 scrape of 
the index pages. The sample rate is determined by the user and can be any arbitrary number 
between 1 and the maximum number of articles contained in the edition's index, obtained 
during the stage 1 scrape.
WikiPageAnalysis uses two classes to complete the task. For each article in the sample, 




  Num_bytes - the raw number of bytes for the article;
  Num_wd_raw - the raw number of words contained in the article;
  Num_wd_act - the actual number of words that form content of the article, i.e. 
words contained in the article, excluding the words that are used by Wikipedia as 
background information and formatting text;
  Num_images - the number of images contained in the article;
  Num_links - the number of links contained in the article;
  Num_links_external - the number of external links contained in the article, i.e. 
those links that do not cross reference other articles in the same or another 
Wikipedia edition;
In addition, a number of other counts of links were attempted (e.g. 
num_links_MajorLang_wiki, which was an attempt to count the number of links that were 
made to a certain language edition of Wikipedia.) However, the results for these tests were 
not successful and further work needs to be done in this area.
Finally, WikiPageNode stores a copy of the complete contents of the article and creates a 
number of lists for the various types of links found. This data, along with the various counts, 
are stored, using the WikiXML class, into .xml files. The .xml files contain a snapshot of the 
sample, and could possibly be used in the future to run further tests on the same sample. A 
summary of the contents of the .xml file is also saved as a tab delimited .txt file, which can be 
easily imported into data processing programs such as SPSS or Microsoft Excel.
It can be noted here that many articles contain footnotes, which do, of course, add 
additional information. Footnotes were not counted separately since the actual verbal content 
of the footnote will be picked up by the method that calculates the variable 
num_words_actual, and the links contained in the footnotes will be counted by the various 
link counting and storing methods of the program.
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E. Testing the Data 
1. Validity of the data 
a) Reliability of WkScrape's Database
A proper statistical analysis requires a proof that the sample results are valid and reliable. 
In this case, it would have to be shown that WkScrape performs an appropriate scrape of 
Wikipedia articles and that the various statistics produced by the program are an accurate 
representation of Wikipedia as a whole.
According to Wikipedia's home page23 , on 19 February 2009, the English edition of 
Wikipedia contained 2,748,005 articles. WkScrape produced an index of 6,113,189 pages. 
Thus, over twice the number of pages was obtained from a full scrape of Wikipedia's index 
page than Wikipedia claims for its total article count. For the scrape of the Welsh edition of 
Wikipedia, an opposite result was obtained. The Welsh edition's main page24 claims 21,446 
articles, whereas WkScrape's database stored exactly 18,000 articles.
There is therefore an initial validity problem in that in the scrape of the English edition 
produces almost double the expected number of results for the English edition, while for the 
Welsh edition, slightly less than the number of expected results was obtained. There are a 
number of possibilities for this problem: (1) WkScrape is not accurately scraping the index 
pages of the English and Welsh language editions of Wikipedia; (2) the index from which 
WkScrape is obtaining the data is inaccurate or not up to date; or (3) the article count given by 
Wikipedia is not accurate.
An examination of the results of a preliminary test (see below), where 50 samples from 
both the English and Welsh editions of Wikipedia were drawn showed that there were three 
invalid cases from the English Wikipedia and no invalid cases from the Welsh Wikipedia. 
The three invalid cases from the English sample were to two 'disambiguation pages', which 
are pages that contain links to articles that have similar names but refer to different concepts. 
The third invalid case was to an article which stated 'Wikipedia does not have article with this 





that there may be a problem in updating the database, a problem with case sensitivity, or that 
the page was deleted. Upon a direct verification of the case it was discovered that there was a 
similar article, but with a slightly different URL string. Thus, it would appear that the 
Wikipedia index database was not updated, and that this accounted for the error.
Therefore, in the English language edition's index includes disambiguation articles and 
improperly referenced articles, and it can be concluded that the difficulty arises within the 
Wikipedia system and not with WkScrape. Simply put, there are a lot more Wikipedia pages 
indexed than there are articles. Since WkScrape scrapes the Wikipedia index for links, rather 
than articles, it can be concluded that WkScrape is producing a valid scrape of the contents of 
the Wikipedia index. In the event that the index contains references to invalid cases then this 
can be dealt with at the data analysis stage.
Obviously, a search for hallmarks and specific patterns in the links contained in the index 
would constitute the most obvious method of eliminating such invalid entries, but care needs 
to be taken since hallmark text can often appear in otherwise valid articles. Without such 
certainty that these hallmarks do, in fact, refer to invalid articles, it is impossible to do any 
further improvements to the WikiMasterScrape class. In this case, it may be more prudent to 
have a larger data set than required and then to remove invalid entries afterwards.
b) Completeness of WkScrape's Database
A second test of WkScrape's accuracy with respect to obtaining a complete scrape of the 
index is whether it contains all the articles that do currently exist within the Wikipedia 
edition's database. Since we cannot tell from an examination of the index what it does not 
contain, a method that randomly selects articles from the Wikipedia database must be used 
and then verification made as to whether such an article appears in the WkScrape database.
Wikipedia contains a "Random article" feature that allows the user to obtain an article 
selected randomly by Wikipedia's software. No verification has been made as to the 
algorithm used by Wikipedia to produce the random article, but it appears to perform as 
required in that it returns a seemingly randomly generated article. A small test was performed 
















































Table 11-10 of the 50 Randomly Selected Articles from Wikipedia
Using Luke, a Lucene database explorer, it was then possible to determine whether the 
article was entered into the database by the WikiMasterScrape class. In all fifty cases, the 
articles were contained in the database. The same test was performed for the Welsh edition of 
WkScrape's database, with the same results obtained, namely that 50 random articles were 
obtained by requesting a random article.
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Figure 25 - Verifying the existence of an article in the DB 
c) Conclusion regarding validity of WkScrape
On the basis of the above tests, it can be concluded that WkScrape does what it is 
required to do in stage 1: it scrapes the entirety of the index of a given language edition of 
Wikipedia and stores all the links contained in that index in WkScrapes's database. If there is 
a problem, it is that it tends to obtain more links to articles than there are articles currently 
contained in the Wikipedia database, but that problem seems to be related to Wikipedia rather 
than the program itself. As such, further work needs to be done to see whether the problem 
can be reduced or mitigated.
2. Analysis of the Data - English and Welsh
In order to give a foretaste of what is to come, the following is a brief view of some of 
the salient statistics that are produced by the WkScrape program. The following is based on a 
small test scrape and an analysis performed on 9 April 2009 on both the English and the 
Welsh editions of Wikipedia. The sample size was deliberately set to a small number, 100 
samples, simply to highlight the scope of the problem. The relevant averages obtained for 
num_words_raw are summarized in the following table produced when the summary of 






























Table 12 - Comparison of statistics EN-CY (100 Samples)
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Which can be graphed as follows:
Average for 100 - Sample 1
g
Figure 26 - Comparison of statistics num_words EN-CY (100 Samples)
There is obviously a very large difference between the mean number of words for the 
English edition of Wikipedia when compared to the Welsh edition. This will have a 
significant impact on the overall calculation of the presence of the Welsh versus the English 
editions of Wikipedia. Not only does the English language edition contain many more 
articles, but the average number of words per article is significantly larger.
The following charts show the frequencies for the two language editions, sorted by 
number of words per article (please note that they are not on the same scale, as indicated):
EN -100- Sample 1
10000
num words
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Figure 28 - CY -100 Samples Distribution
This data is even more clearly seen in the following box plot. As in all box plots, the top 
of the box represents the 75th percentile, the bottom of the box represents the 25th percentile, 
and the line in the middle represents the 50th percentile. The whiskers (the lines that extend 
out the top and bottom of the box) represent the highest and lowest values that are not outliers 
or extreme values. Outliers (values that are between 1.5 and 3 times the interquartile range) 
and extreme values (values that are more than 3 times the interquartile range) are represented 
by circles beyond the whiskers.






Figure 29 - Box plot of EN-CY (100 Samples)
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While the above box plot shows clearly the difference in the ranges between the English 
and Welsh samples, the following box plot, which has been cleaned of outliers, shows more 
clearly that the average number of word per article differs markedly between the English and 




Sample 1 -100 Samples
Note: Outiiers removed
Language
Figure 30 - Box plot of EN-CY (100 Samples) - Detail
Likewise, the same differences appear if we look at the average number of images and 
links.
Mean-Words
Figure 31 - Means - Words, Images, Links EN-CY (100 Samples)
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This small test of only 100 samples gives a good idea of the differences in depth of 
coverage between the English and Welsh editions of Wikipedia. As was shown in the graphs 
and table above, the English language edition's average article is much large and contains 
more words, images and links than its Welsh equivalent. Thus, the Welsh edition is not only 
narrower in terms of breadth of coverage, but is shallower in terms of depth of coverage.
3. Choosing the sampling size
The English language edition of Wikipedia contains more than three million articles. 
While it would be conceivable to scrape the entirety of that database, it would be a rather 
large task and, most importantly, it would put more strain on Wikipedia's servers, not to 
mention requiring more significant memory storage. Furthermore, WkScrape is still in beta 
stage, and improvements are still being made. In a future study, however, it may be feasible to 
consider a full scrape of all language editions of Wikipedia. This would avoid any errors 
produced by sampling and would provide a complete and accurate picture.
To date, WkScrape has been tested on sample sizes of 3 to 10,000 articles. In choosing 
the optimal sample size, we would normally use the largest size possible. However, in 
practice, as the magnitude of the sample size increases, so does the overhead in terms of time 
needed to scrape the sample and the amount of memory needed. In order to correctly 
determine an acceptable sample size, it was decided to scrape the entirety of the Welsh 
language edition of Wikipedia. By doing so, an accurate state of the contents of the Welsh 
language edition of Wikipedia could be obtained, and from that basis, a good idea of the ideal 
sample size could be determined.
A 'full analysis' of the Welsh language edition was performed on 2 April 2009. A scrape 
of the index page determined that the Welsh language edition of Wikipedia contained 38,736 
articles. The entire scrape took approximately 28 hours and 15 minutes to complete. In order 
to determine an acceptable sample size, six different sample sizes: 100, 250, 500, 1000, 2000 
and 3000 were run. The following tables show the results of the analyses of the six samples as 
processed by SPSS against a full analysis of the Welsh language edition, containing 38736 




































































































































































































































































a. Multiple modes exist. The smallest value is shown
























































































a. Multiple modes exist. The smallest value is shown






















































































a. Multiple modes exist. The smallest value is shown






















































































a. Multiple modes exist. The smallest value is shown
























































































a. Multiple modes exist. The smallest value is shown
Table 19 - Statistics - Scrape CY (100 Articles)
The following table shows the averages (mean, median and mode) for the different 
sample rates, as well as the percentage of the difference between each of the averages for each 









































Table 20 - Percentage of Difference from Full Scrape
The mean for the 3000 sample rate only differed from the true mean of the full scrape by 
only 150 bytes or by .58%. The 100 sample rate showed a much wider degree of difference 
(11.49%, in this case be several hundred bytes less), which is deemed to be significant. 
However, as can be seen, there is a wide range of differences. In particular, the 2000 sample 
rate results had only a very slight divergence from the true mean. But, if we look at the other 
averages it can be seen that, overall, the 3000 sample rate showed the least divergence from 
the actual averages. This can be best demonstrated by the followed chart, which shows the
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cumulative differences from the true averages, with the absolute value of the averages 




Table 21 - Percentages of Difference for Samples
As would be expected, the largest sample size of 3000 showed the least difference from 
the various averages, with a general increase in difference as a smaller sample rate was 
selected. Clearly a sample rate of 100 is too small, since, in this case an average for this 
sample rate can vary by more than 20% (as in the case of the mode) from the true average. By 
selecting a sample size of 3000 articles, there is a margin of error of approximately 2.88%. 
Thus all results hereinafter after a margin of error of+/- 3%.
While it may seem an obvious point that the highest of the chosen sample rates would 
produce the best results, it was nevertheless a useful exercise to demonstrate this by reference 
to the true means that was produced by the analysis of the universal set. Obviously a higher 
sampling rate would be even better and would produce a lower margin of error. However, it 
was decided to stick with a sample rate of 3000 articles as this was more efficient in terms of 
time and resources, easier on Wikipedia's servers and the margin of error was deemed to be 
acceptable.
F. Population Estimates
As was mentioned above, Wikipedia uses its own estimates to rank Wikipedia editions by 
population. The data provided by Wikipedia needs to be looked at closely. The following
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table gives, for 2010, the count of articles as well as an estimate of the population of speakers 






















































































Table 22 - Wikipedia Data for Target Languages (2010)
Some comments need to be made with respect to Wikipedia's population estimates. 
Whilst it is not impossible that one quarter of the world's population has some knowledge of 
English, the figure of 1,500,000 for English is probably too large. Given that the US has about 
300 million first language speakers, with the UK adding another 60, with a further 60 million 
in Canada, Australia and New Zealand, it is difficult to see how there are 1.5 billion native 
languages speakers of English. Likewise the figures for German and French are probably 
overstated as well. It is very difficult to estimate language populations, since in many cases 
reliable data are simply not present. Two other organisations that measure language have also 
provided some estimates, and it is useful to compare them. The following table gives the 












































































































Table 23 - Estimate of World Language Populations
It is interesting to note that that, with a few exceptions, the Ethnologue figures are quite low. 
The combined populations of the United States and the United Kingdom alone exceed the 
figure given for English. While it is true that the USA has a large Hispanic population, and 
the major English-speaking nations all have sizeable immigrant populations, as estimate of 
only 328,000,000 for English is a very conservative figure. Omniglot's figures appear to be 
less conservative and would probably be more justifiable on the assumption that these figures 
represent the number of people who can speak with native or near native ability. 
Unfortunately, estimating numbers of speakers of languages is difficult. While official census 
figures provide useful estimates, not all countries produce relevant figures. In cases where 
census data includes languages spoken, these estimates can vary widely depending upon the 
way the census questions are asked and sometimes are affected by a variety of motives on the 
part of the census takers and the subjects of the census. In the case of minority languages, 
with a high proportion of bilinguals, many individuals may have high degrees of fluency in
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the minority language and may use it in a small range of activities, but in practice may operate 
almost entirely in the majority language in most situations. This begs the question of whether 
they are counted in the minority language column or in the majority language. Do we include 
only native speakers (assuming we could agree on a definition), or do we also include those 
who have high degrees of second language ability?
Thus, three organisations give three very widely varying estimates. For the calculations 
hereinafter, the 'mean' population figures, derived from averaging the figures given by 
Wikipedia, Ethnologue and Omniglot, as shown in the fifth column of the above table will be 
used for the remainder of the study.
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IV. Theoretical Models
While the EDA methodology explicitly avoids preliminary hypotheses, it is useful to 
have a system by which the data can be presented in an organised fashion. Merely presenting 
data for each language has no value unless the data is related to something. The point of 
comparison will be twofold: minority languages will be compared to the majority languages 
with which they compete and languages will be grouped by status.
Two methods of classifying languages will be used. The first method - 'language 
constellations' - will group languages into geographic groups reflecting the real-world 
geographical locations of languages. For example, the languages spoken in the United 
Kingdom, will be studied in a group that includes all the other languages normally spoken or 
used in the United Kingdom. The second method will group languages by a newly developed 
classification system, using more traditional means that are usually employed in minority 
language studies, where languages are grouped by various objective criteria relating primarily 
to the status and vitality of those languages. Languages that are the official languages of 
sovereign states will be examined together, whereas languages that are minority languages 
will be examined separately.
A. Language Constellations
Languages do not exist in isolation. All languages share geographical and intellectual 
space with other languages. In many respects languages are in competition with each other. 
The 'language constellation' system proposed hereinafter is based on an existing model of 
language classification proposed by Abram de Swaan in 2001(de Swaan, 2001).
De Swann, borrowing heavily from parallels and direct comparisons to economic 
theories, defines a language as a type of economic 'good', more specifically a 
'hypercollective good'. By this he means that human beings make the same choices toward 
language use as they do with other goods. Following the logic that human beings make a 
deliberate choice to either continue to use or to acquire a particular language from a set of 
languages within the geographic area where they live and operate. These languages fall into a
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three (or perhaps four) tier hierarchy of languages: 'peripheral', 'central', 'supercentral' (and 
in the case of increasing dominant English - 'hypercentral' 25).
The 'peripheral' languages are those that are primarily transmitted within communities, 
but which have little or no formal recognition on an official level and which are rarely used 
for communication between groups of persons who do not speak those languages. They are 
the languages of ethnicity and community and are often employed exclusively by persons 
whose interpersonal relations do not need to extend beyond that specific community. These 
would correspond to the minority languages as discussed above.
Above the 'peripheral' languages are the 'central' languages, which are often the national 
languages of given states. These are the languages that are usually taught in school regardless 
of the mother tongue of the students. These languages are often given formal recognition by 
states, oftentimes being the 'official', or de facto official, languages of states. Languages such 
as Danish, Greek and Italian are central languages in their states of origin and are usually 
learned by all citizens of those states regardless of their mother tongue.
Above these are the 'supercentral' languages, which are themselves central languages, 
but that are further used to facilitate communication between persons who speak different 
central or peripheral languages. Supercentral languages are those central languages that have 
achieved a level of recognition beyond the borders of the state where they are primarily used, 
and are the principal languages that are learned by second language learners in order to allow 
such persons to interact outside of their normal states of residence. French or German, while 
they are certainly central languages in France and Germany (and other countries), are also 
languages that are sometimes used by persons who speak other central languages. A Pole and 
a Romanian might prefer to use German or French in their conversation rather than attempt to 
learn each other's central language. Supercentral languages tend to be local. Historically, 
German was the supercentral language of central Europe, French the supercentral of western 
Europe, and Russian the supercentral language of eastern Europe. In other parts of the world 
different languages tend to become supercentral.
25 De Swaan has not made his mind up on whether English has become the 'hypercentral' language, though it is 
clear that if English continues to grow, that it will have to be accepted as such. Thus, there are either three or 




Increasingly, however, the supercentral language of choice, in Europe and in the rest of 
the world, is English. For this reason it is possible to consider English as a special type of 
supercentral language-a hypercentral language. Increasingly English is replacing many other 
supercentral languages, as the supercentral language par excellence, at least in Europe and 
increasingly in other parts of the world.
In general, de Swaan believes that these three/four types of languages compete with each 
other in defined geographic areas. A person inhabiting these areas will make a choice as to 
whether he continues to speak a particular language, or acquire another language, based on 
how valuable that language is within the particular area. He calls these language environments 
'constellations'.
1. Mapping Constellation S'
De Swaan specifically likens languages to heavenly bodies with the peripheral languages 
forming the moons, the central languages equivalent to the planets and the supercentral 
languages the suns. In an effort to make this theory clearer, the following diagrams have been 
created to this theory.
Figure 32 below represents a situation where four 'peripheral' languages are spoken in a 
given constellation (S'), say a particular state where several languages (or distinct dialects) 
are spoken but where the official language of that state is one particular language (or dialect). 
In some cases, Languages Rl to R4 may be mutually unintelligible, or may be different 
dialects, though related to Cl.
Figure 32 - Peripheral and Central Languages within Constellation S'
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This model, while theoretical, reflects broadly the situation in many states today. For 
example, Spain, France, the UK and Italy all have language situations similar to this model. In 
Spain, the Central Language, Castilian (Spanish) is used by all organs of the state and is 
taught to all school children (with certain, recent exceptions in Catalonia). There are four 
officially recognised "regional" languages (Galician, Basque, Catalan and Valencian), three of 
which are related to the central language, but generally are not mutually understandable by 
speakers of the central language only. In the UK, the situation is similar, although there are 
three spoken minority languages (Welsh, Gaelic and Irish), and two 'revived' 26 regional 
languages (Cornish and Manx)27 . However, none of the minority or revived languages in the 
UK is related to the central languages and is mutually unintelligible, and thus all 
communication not solely in one peripheral language usually occurs in the central language.
The situation as detailed above is quite common. Prior to the advent of the globalised 
economy, and prior to the creation of the web, Europe's larger states had succeeded in 
imposing one central language within each state, while relegating other languages and dialects 
to peripheral status. A few smaller nations have done likewise, though in some notable 
exceptions, bilingual or trilingual states have been formed.
2. Mapping Constellation S" 
a) S" with No Supercentral Language
The situation in Figure 32 above is meant to be illustrative of a typical situation within a 
given state. Once we look at communication within a larger geographic area, the situation 
becomes a little more complicated. Figure 33 below presents a simplified version of a 
situation that typically prevails over a larger geographic area, S", which would represent a 
larger unit than a state, such as a part of a continent or another equally large area, which area 
contains a number of states, each one forming its own language constellation (S') as discussed 
above. S" is a collection of S' constellations.
27 There are also two varieties of English, Scots and Ulster Scots, that are recognised by the UK government as 
being regional 'languages' under the terms of the European Charter of Regional and Minority Languages.
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Figure 33 - Language situation without a Supercentral Language within S"
Figure 33 is meant to present a simplified diagram of the situation in western Europe 
until very recent times. Five S' constellations are shown: the UK, Germany, France Italy and 
Spain, with English, German, French, Italian and Spanish being the central languages of their 
S' constellations, and the various regional languages of those states forming the peripheral 
languages. Obviously a complete mapping of Western Europe would add the constellations of 
the small nations (e.g. the Netherlands and Portugal).
Any communication between the various S' constellations within S" would require each 
party to learn the central language of the interlocutor of the desired constellation (or vice 
versa). Thus, any speaker of Cl would have to learn 4 other languages (C2 - C5) to be fully 
conversant with all speakers of the central languages of S". For a native language speaker of 
a peripheral language, the onus would be increased by 1 to a total of 5 languages. While not 
commonplace, it is quite possible to become multilingual to that level. This is mitigated by 
the fact that full communication within constellation S" is only necessary for a small number 
of people, and that oftentimes full communication can be achieved between multilingual 
speakers who have at least one of the central languages, though not necessarily their native 
language. Full communication could be had between a subset of multilingual speakers, each 
with abilities in at least three central languages. While high degrees of multilingualism are not 
uncommon, it is obvious that the situation represented in Figure 33 is difficult.
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b) S" with a Supercentral Language
Figure 34 shows a situation where there are five central languages within a larger 
geographic constellation (S"), but where one of the languages has moved into a 'supercentrar 
position. The situation mapped in Figure 34, for the same language constellation (S"). is 
therefore considerably simpler for most speakers within the constellation:
Figure 34 - Central and Supercentral Languages within Constellation S"
Figure 34 could easily represent Western Europe in the present day, with Cl to C4 
representing German, French, Italian and Spanish respectively, with C5 representing 
English.28 While the language designated as the Supercentral language is shown as different, 
a Supercentral Language itself may be a central language within its own S' constellation, and 
would therefore have its own peripheral languages in 'orbit' around them. Note that the 
position of languages Cl to C4 is identical to the peripheral languages Rl to R4 in Figure 32. 
Unless a speaker of Cl to C4 acquires one of the other central languages (represented on the 
diagram by the dotted line connecting Cl and C2), such a speaker needs only to acquire the
28 Obviously, this representation is incomplete since the Portuguese, Dutch and Scandinavian situations are not 
represented, nor are the rather more complex Swiss and Belgian situations. Also, the representation of English 
(C5) has been simplified in that English's peripheral languages are not shown.
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supercentral language to obtain the most efficient communication abilities within this 
constellation. This is a situation identical to that presented in Figure 32.
By having a language occupy a central position within this constellation (the 
'supercentral' position), any mother-tongue speaker of one of the central languages now 
needs only to learn the supercentral language. Likewise the burden of a peripheral language 
learner is reduced to learning only the relevant central and supercentral languages (Cl to C4 
and C5). With a maximum of only 2 additional languages, even a peripheral language speaker 
can obtain full communication abilities with everyone in the constellation, provided that 
everyone also learns the supercentral language. Furthermore, with the concentration of 
resources that arises when a constellation has only one supercentral language, the number of 
speakers and the availability of materials and learning opportunities increases, making 
learning and acquiring knowledge of the supercentral language easier.
By enlarging the constellation from S' to S", pressure is exerted on both the central and 
more importantly the peripheral languages. The pressure is to reduce the situation to one 
similar to that which pertains in S' whereby there is a single central language around which a 
number of peripheral languages orbit.
The language constellation system as outlined above will be used to group the results of 
the data obtained during the course of this study. This is proposed as one possible method of 
organising the data for this study and possibly for future studies. Since this study is 
particularly attuned towards minority languages, it is by comparing minority languages with 





There have been a several attempts to classify languages in terms of their vitality, usually 
defined as whether they are increasing, remaining stable or decreasing in terms of numbers of 
speakers. The first and still most commonly used is the Graded Intel-generational Disruption 
Scale (GIDS) proposed by Fishman (Fishman, 1991:87ff). This scale is useful for many 
purposes, and is based on an assessment of how a language is passed from one generation to 
another as a spoken language. Fishman designed the GIDS to provide a common framework 
for measuring minority language vitality and for allowing cross comparisons to be made to 
other languages. However useful the GIDS is in socio-linguistic studies, it is difficult to apply 
to the analysis of language use on the web, since we are not studying speakers per se, but 
rather text and language communication divorced from speakers. The GIDS was primarily 











GIDS (adapted from Fishman 1991)
DESCRIPTION
The language is used in education, work, mass media, government at the nationwide 
level
The language is used for local and regional mass media and governmental services
The language is used for local and regional work by both insiders and outsiders
Literacy in the language is transmitted through education
The language is used orally by all generations and is effectively used in written form 
throughout the community
The language is used orally by all generations and is being learned by children as 
first language
their
The child-bearing generation knows the language well enough to use it with their 
elders but is not transmitting it to their children
The only remaining speakers of the language are members of the grandparent 
generation
Table 24 - GIDS (Fishman, 1991)
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To get over the limits of the GIDS, several other schemes have been proposed. For 










The language is spoken by all generations; inlergeneralional 
transmission is uninterrupted
Most children speak the language, but it may be restricted to certain 
domains (e.g., home)
Children no longer learn the language us mother tongue in the home
The language is spoken by grandparents and older generations; while 
the parent generation may understand it. they do not speak it to 
children or among themselves
The youngest speakers are grandparents and older, and they speak the 
language partially and infrequently
There are no speakers left
Table 25 - UNESCO Classification Scheme 2003
Ethnologue (Ethnologue.com, 2008) categorises language vitality in terms of a five level 








Significant population of first- language speakers
Used as second-language only. No first-language users, but may 
include emerging users
Fewer than 50 speakers or a very small and decreasing fraction of an 
ethnic population
No known remaining speakers, but a population links its ethnic 
identity to the language
No remaining speakers and no population links its ethnic identity to 
the language
Table 26 - Ethnologue Classification Scheme 2008
Lewis has proposed a more expanded system, believing that, as Ethnologue is a widely- 
used reference volume, it would be advantageous for it to report data using a framework that
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represents current best practice and that can be applied consistently to all of the world's languages 
whatever their degree of endangerment or development (Lewis & Simons, 2009):






























The language is used internationally for a broad 
range of functions.
The language is used in education, work, mass 
media, and government at the nationwide level.
The language is used for local and regional 
mass media and governmental services.
The language is used for local and regional work 
by both insiders and outsiders.
Literacy in the language is being transmitted 
through a system of public education.
The language is used orally by all generations 
and is effectively used in written form in parts of 
the community.
The language is used orally by all generations 
and is being learned by children as their first 
language.
The language is used orally by all generations 
but only some of the child-bearing generation 
are transmitting it to their children.
The child-bearing generation knows the language 
well enough to use it among themselves but none 
are transmitting it to their children
The only remaining active speakers of the 
language are members of the grandparent 
generation.
The only remaining speakers of the language are 
members of the grandparent generation or older 
who have little opportunity to use the language.
The language serves as a reminder of heritage 
identity for an ethnic community. No one has 
more than symbolic proficiency.
No one retains a sense of ethnic identity 



















Table 27 - EGIDS Classification (Lewis 2009)
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Pimienta, Prado and Blanco have proposed a classification regime more attuned to the 
study of languages on the internet (Pimienta et al., 2009):
CATEGORY ROLE OF THE INTERNET
Main spoken languages The Internet could play a role of amplifier of presence, especially in a 
transition period when the repartition of internet users by language is not 
even due to the digital divide. Note: our thesis is that this transitory period 
has been over for English few years ago.
Official languages covering 
more than one developed 
country (like Italian or 
Dutch)
There is an opportunity to be seized in the virtual world. The "international" 
status of those languages shall give trust to the speakers to an easy relation 
across borders.
Official languages spoken 
in only one developed 
country (like Norwegian, 
Greek, Danish or Japanese)
There is a need for a vigorous virtual linguistic policy to support a presence 
in the virtual world comparable or stronger than in the real world with long 
term positive feed-back for the place of the language in the word; speakers 
however can feel a barrier for international relation using their language.
Local languages of 
developed countries (like 
Sardinian, Galician, Welsh, 
or Frisian)
They are threatened by a strong pressure from both English and their 
respective national language. The diagnostic is uncertain without virtual 
linguistic policy and depends on specificities although the case of Catalan is 
to be followed as a success story, both at virtual and non virtual level.
Lingua franca of speakers 
of some developing 
countries (like Hausa, 
Quechua, Pulaar or Swahili)
A positive future shall be possible whereas the digital divide is really 
overcome and virtual linguistic policies are defined.
Languages of developing 
country covering more than 
one country but only used 
by native speakers (like 
Aymara, Guarani or 
Creoles)
Theoretically a positive future should be possible whereas the digital divide is 
really overcome; however there is a present correlation between lack of 
access and belonging to indigenous communities which does not give yet 
signal of changes. The case of Paraguay where Guarani is given instruments 
following its status of official language is to be followed with interest.
Official languages of a 
unique developing country 
(like Slovenian or 
Albanese)
They are under strong pressure from both English and respective powerful 
regional languages which could trigger negative prospects in the absence of 
virtual policy.
Local languages of 
developing countries (like 
Chabacano, Maya or 
Mapuche)
If the language is provided with the appropriate linguistic tools (and first a 
normalized and stable system for writing and grammar), a , linguistic policy 
focusing the production of local content could help. However there are not 
many example today of this kind.
Languages threatened or 
disappearing (like Ainu)
The Internet could, at worst, become a formidable tool to for conservation of 
the written or oral patrimony, at best, accelerator of policies for language 
adaptation.
Languages very seriously 
threatened or disappearing
The Internet could at least allow to disseminate the patrimony of that 
language will leave if urgent digitalization campaigns are done..
Table 28 - Classification of Languages (Pimienta et al. 2009)
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C. Web Presence Scale Classification System
For the purposes of classifying languages, the classification system proposed by 
Pimienta, et al. is slightly reworked and a numbering system is added. This reworked scheme 
is designed to work in conjunction with the web presence scores (as in the next section 
below), whereby languages are classified into one of ten tiers, according to how much 
presence they have on the web, using a 'Web Presence scale'. This scale is logarithmic, 
similar to the Ricther scale, which allows the measurement of the presence of any language on 
a scale of 0 to 1.0, where English, the pre-eminent language of the web is used as the base.
Table 28 overleaf details a proposed classification system along with a set of criteria for 
classifying languages along with a range of expected scores within the framework of the Web 
Presence Scale.
For Tier I, we can confidently state that only English can satisfy the criteria. In the future 
other languages (possible Chinese and Spanish) may equal English, but for the foreseeable 
future it is believed than English has achieved a special status of being the global language, 
especially if we confine ourselves to its position on the web.
Tiers II, III and IV are the majority languages. What separates the three tiers is whether 
they are spoken in one state or many and whether they are linguae francae, or to use the 
Language Constellation theory elaborated above, Supercentral or Central languages. A lingua 
franca is essentially a supercentral language as proposed by de Swaan above. Those that are 
spoken in more than one state, it is believed, should have a stronger presence. That being said, 
languages such as Japanese are powerful enough that they may have more significant 
presences than more widely spoken languages.
Tier V and VI languages are the primary focus of this study. Specifically, the question is 















The pre-eminent language of the Web and the international lingua 
franca
Official language of a very large state or several large states and used 
as a regional lingua franca
Official language of at least one large sovereign state or several 
sovereign states, but not a lingua franca
Official language of a sovereign state, with little use outside that state
Language with official status within a region of a sovereign state
Language with no official status on any governmental level
Lingua franca of some developing countries
Languages of a developing country covering more than one country 
but only used by native speakers
Languages of a developing country












Table 29 - Classification of Languages by Web Presence
as minority languages within their constellations. An interesting question to pose is whether a 
language's status has a noticeable effect on its web presence. For example, the number of 
speakers of Icelandic (Tier IV) and Welsh (Tier V) are roughly comparable (300,000 and 
500,000 respectively). Would a study of their web presence show that there is noticeable 
difference, and can this be put down to their status as Tier IV and Tier V languages?
Tier VII languages and especially Tier VIII and below are for languages that, for most 
purposes, are invisible on the web. There a number of problems studying many of these 
languages since they often have not yet developed the necessary written conventions(Paolillo 
& Das, 2006). There are a number of sites that have been designed to catalogue these 
languages, but they are generally designed for linguistic purposes rather than general use. 
These languages will not be analysed or discussed in this study.
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In Table 30 below, the previous table has been populated with example languages, with 
the languages that are the target of this particular study indicated in bold characters. As can be 
seen, languages from only the top six tiers have been chosen, since the target languages of this 
study are minority languages and those minority languages that fall into tiers V and VI. This 
list is not meant to be exhaustive. The allocation of any one language to a particular tier is 
open to debate; this list is simply meant to be a provisional list designed to be tested during 













The pre-eminent language of the Web and 
the international lingua franca
Official language of a very large state or 
several large states and used as a regional 
lingua franca
Official language of at least one large 
sovereign state or several sovereign states, 
but not operating as a lingua franca
Official language of a sovereign state, with 
little use outside that state
Language with official status within a 
region of a sovereign state
Language with no official status on any 
governmental level
Lingua franca of some developing countries
Languages of a developing country 
covering more than one country but only 
used by native speakers
Languages of a developing country
Languages that are not used on the Web
Example Languages
English
Chinese, Spanish, French, Arabic, Hindi, 
Russian, German, Portuguese,
Japanese, Indonesian, Urdu, Italian, Dutch,
Danish, Swedish, Polish, Slovakian, Thai, 
Turkish, Icelandic, etc
Welsh, Irish, Scots Gaelic, Manx, Catalan, 
Frisian, Sardinian, Galician, etc.
Breton, Cornish, Occitan, Romany
Hausa, Swahili
Aymara, Guarani or Creoles
Various languages of Africa, Asia, South America 
and Oceania
The majority of the world's languages, spoken 
sometimes by very few speakers or which have 












Table 30 - Classification of Languages by Web Presence with Example Languages
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D. Calculating Web Presence Scores 
1. Rejecting Number of Bytes as a Useful Measure
It was mentioned above that depth of content for a Wikipedia edition could possibly be 
determined by looking at the raw number of bytes that a set of articles of a Wikipedia edition 
uses. Theoretically, this method should be sound since all information contained in a 
Wikipedia article would need to be encoded and this would be reflected in the number of 
bytes used by that article. In order to test this particular measure, a set of samples were 























































































Table 31 - Statistics for EN 






















































































a. Multiple modes exist. The smallest value is shown
Table 32 - Statistics for CY
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The means can be compared as is shown in the following chart (in order to render the 
chart more readable, the scales of some means have been modified)
I EN 
I CY
Table 33 - Comparison of English and Welsh Samples
If we look at the number of bytes, it can be readily seen that the mean for the Welsh 
language edition is approximately half the value for the English language edition. But, when 
we look at the values for numbers of words, a more marked divergence between the two 
means can be noted. In general, it is clear that a Wikipedia article contains extraneous data 
that shows up in the byte count, but does not necessarily translate into informational content 
within the article. For this reason, it would seem best to disregard the number of bytes per 
article as a valid basis of comparison, and instead concentrate on the other factors that present 
a more nuanced and possibly more accurate measure of the contents of a Wikipedia article. 
The more important points of comparison are the number of words, the number of images and 
the number of links.
2. Calculating WikiScores
As stated above, languages will be classified in two different manners: language 
constellations and a tiered language classification scheme. In order to provide the numbers for 
comparison a basic score will be calculated for each language based on that language's 
presence on Wikipedia. Two basic formulae will be proposed for the calculation of these 
scorse: a 'Raw Wikiscore', which is essentially the sum of the various components of an
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average article multiplied by the number of articles in the Wikipedia database. The second 
will be a 'Population Wikiscore', which will take the raw Wikiscore and divide it by the 
number of speakers of a particular language, in an attempt to analyse the various language 
editions on an equal basis, as has been done in a number of studies and in Wikipedia's own 
statistics.
3. Raw Wikiscore
Raw Wikiscores are intended to measure the actual information contained in a Wikipedia. 
The score is a composite of various components of an article, being the three important 
content items of a Wikipedia article: the article's actual verbal content (num_words_act), the 
content images (nurnjmages) and the number of links provided in the article to other links on 
the web (num_links). The number of words, images and links are then weighted, as per the 
following basic formula:
WS = N((A-w . \ + (I-w. } + (L-w,. . }} ra\vl \\ words) \ images) \ links/)
Equation 1 - Raw Wikiscore
Where N is the total number of the articles in a particular language edition of Wikipedia, A is 
the average number of actual worlds multiplied by the word weighting for that language 
(wwords), ) I is the average number of images multiplied by the weighting assigned to images 
(wimages), and L is the average number of external links multiplied by the weighting assigned 
to links
A second version of the formula is also proposed, where the number of external links is 
used, so as to better reflect the greater usefulness of an article that is better referenced by 
providing the user more information, as per the following formula:
N ( (A -Wwords) + P ^images) + (Le ' WextLinks) ) 
raw2 100000
Equation 2 - Raw Wikiscore
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Since the results obtained by this formula give extremely large results, a simple factoring 
by 100,000 gives a more readable result, as per the following formula:
ws = NflA-wwords .images (L-w. , \\\ links ) )
100000
Equation 3 - Raw Wikiscore (factored)
The number of articles for a particular language edition of Wikipedia is given on that 
language edition's homepage in precise numbers, and is updated daily. However, Wikipedia 
provides an historical list of monthly article counts29 , with the actual counts rounded off. 
Since it is a time consuming process to go to each language edition's homepage, and given 
that such numbers change from day to day, it was decided to use the less precise but more 
accessible numbers provided by Wikipedia's historical summary. This has the additional 
advantage that such article counts are easily verifiable. For the various calculations that 
follow, the following article counts were used, which were the article counts given by 
Wikipedia's article count page for September 2010:














































Some languages use more words than others to convey the same amount of information. 
For this reason it was decided to weight the number of words using an objective criterion. The 
weighting (wWOrds) is based on the total number of words that a particular language needs to 
express the same information. To this a sample text was sought that would give the same 
content, but in all languages. While it is simple to find such a text for widely spoken 
languages (translations of international legal documents are one good source) it was difficult 
to find a suitable text that was also translated into the lesser-used languages. Fortunately, 
Omniglot provides a version of the Bible, Genesis 11: 1-930 . In each case, where different 
Bible versions are provided by Omniglot31 , the lastest version has been chosen. Admittedly, 
































































Table 35 - Omniglot Word Counts
30 The index page for the different versions are available at http://www.omniglot.com/babel/index.htm
31 For example, for English, Omniglot provides seven different translations over a long time period (Wycliffe 
version (1395), Tyndale version (1536), King James version (1611), Douay Rheims version (1899), Basic 
English version (1949), New International version (1973) and English Standard Version (2002).
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It should be noted, that no versions were given by Omniglot for North Frisian (FRR), 
Saterland Frisian (STQ) and Sardinian (SC), and the value for West Frisian (FY) was used for 
these two dialects of Frisian. Likewise as no Sardinian version was available, the value for 
Italian was used for Sardinian.
This is not entirely a successful exercise, since there are a number of potential problems 
in using such a small word set and the problem is further compounded in that each translation 
would was produced by a different translator. Translation is not an exact science, and two 
different translators could, and often will, come up with different ways of translating any 
given text. This particular source of obtaining a word weighting is, therefore, not entirely 
satisfactory. However, as is shown in Table 35 above, there is not a great deal of discrepency 
between the different language versions, with a range of some fifty words between the 
smallest and largest versions, and an average of about 207 words. Thus, this method has been 
retained until a more accurate source can be found.
It should be noted that given the small differences that exist between the various 
languages, it might be possible to do away with a word weighting altogether. However, all the 
languages that have been the target of this study are languages of Western Europe, and are 
from only three language families (Germanic, Celtic and Romance). A great deal of 
discrepency would be unusual. If this study is extened to languages that are not from these 
three families, and indeed is extended to languages that are not Indo-European, we might see 
a greater range of difference, and thus word weighting may be more important.
b) Image weightings
It is difficult to determine accurately what weighting should be assigned to an image 
contained in a Wikipedia article. On the one hand, it seems obvious that we cannot simply 
count an image as being equal to one word, since it seems self evident that an image gives 
more information than a single word could. On this basis, an initial reaction to assign a 
weighting factor of 1000 would work, on the basis that a "picture is worth a thousand words". 
However, when the various means of the Wikipedia editions were analysed it appeared that 
for all language editions of Wikipedia, the mean word count was measured in the hundreds, 
and in the case of minority languages, in the low hundreds (e.g. English - 948.41; German - 
558.2; Welsh - 191.70; Irish - 319.9), and, with a 1000 factor weighting, a single picture 
would carry three to ten times as much value as the content of the article. Other numbers were
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tested, with a decision that a weighting of 50 would be appropriate. It should be noted that, at 
the time of writing, any weighting tends to increase the Wikiscore of the larger languages, 
simply because they contain more images. However, it must be noted that a value of 50 for 
the image weighting is entirely arbitrary and is open to discussion, testing and further 
analysis.
c) Link Weightings
The same problem exists for the choice of an appropriate weighting for links as for the 
weighting for images. Since links to other areas of Wikipedia are of lesser value, it was 
decided, on an arbitrary basis, to use a value of 10 for external_links. External links are 
oftentimes of great informational importance and tend to increase the usefulness of an article 
greatly, by providing a range of additional information for the user. Indeed, one could argue 
that some external links are much more useful than many pictures. However, in general, it is 
believed that many such external links are of the footnote variety and do not necessarily add 
much more information. For this reason a compromise was decided upon whereby external 
links would be weighted at 20. As with the value for image weighting, the choice of a 
weighting factor is entirely arbitrary and is open to debate, discussion and further testing and 
refinement.
4. Wikiscore by Population
Given the belief that it is unreasonable to expect a small language with a small user base 
to produce the same amount of material, the Wikiscores will also be factored by the number 
of speakers of the particular language. As with the raw Wikiscores two slightly different 
formulations are given: WSpop i and WSpop2:
WS . 
WS = ™vlpopl p 
Equation 4 - Wikiscore by Population = Version 1




Equation 5 - Wikiscore by Population = Version 2
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Where P is the estimated population that speaks the language of the Wikipedia edition in 
question. The figures eventually used for P are those that were used for analysing the article 
counts by population and are shown in Table 23 - Estimate of World Language Populations 
on page 80.
Wikiscores are interesting in their own right in that they provide an concrete numerical 
value that can be used to analyse and chart the progress of any given language edition of 
Wikipedia, as well as to provide comparisons to other language editions. Wikiscores, if 
calculated and shown over time, will give an idea of as to the absolute and relative growth of 
any particular language edition of Wikipedia.
5. Presence Values
The basic formula for determining the presence value for a particular language is a ratio 
calculated by taking the logarithm of the raw Wikiscore for the target language (YY) and 
dividing it by the logarithm of the raw Wikiscore of a base language (XX), as per the 
following formulation:
Equation 6 - Presence Values
In full, the formula is as follows:





N((A-w ,}\\ words) .images}+(L-w,..\\) \ links))
1000000
Equation 7 - Presence Values - Full Formula
Two examples can be given: if we calculate the raw Wikiscores for English as 
10,536.766, for French as 2,303.166 , and for Welsh as 40.032, we can calculate the presence 






Iog 10 ( 10536.766)
And for Welsh:
log (40.032)10 = .398
log 1Q ( 10536.766)
These numbers are on the logarithmic scale and show orders of magnitude rather than 
direct linear comparison. The score for Welsh is significantly smaller in real terms, than that 
of French.
These presence scores will be used in the next section to analyse the various languages 
which we will organise by using the language Constellations.
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V. Measuring Language Presence on Wikipedia
Twenty language editions of Wikipedia were chosen as the targets to test the models and 
calculations outlined in the previous two chapters. The languages were chosen primarily 
because they are a mix of supercentral, central or minority or regional languages spoken in 











































Figure 35 - ISO 639-1 language codes - 20 Languages
The data will be analysed using the theoretical model as detailed above. All of the data 
were obtained from scrapes of 3000 samples for each of the different language editions run 
during the last two weeks of November and the first two weeks of December 2010, with the 
exception of Danish and Icelandic, which were carried out in March of 2011. The raw 
statistical results were produced using SMSS version 14, and the salient data is reproduced in 
an Appendix.
A. Analysis by Constellations
In this Section, the two principal formulas: Wikiscores and Presence Values will be 
applied to four language constellations of Western Europe. The following constellations will 
be given full treatment:
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1. S" - European Union - Major Languages only: EN, DE, FR, IT, ES
2. S' - The United Kingdom and the Republic of Ireland (UKI): EN, C Y, GA, GD, 
GV, SC
3. S' - Germany and the Netherlands (GEN): DE, NL, FY, FRR, STQ
4. S" - EU - All twenty languages studied
1. Analysis of the Raw Data - Major Languages of the EU
The first test was performed on the Wikipedia editions for five of the major European 
languages: English (EN), German (DE), French (FR), Italian (IT) and Spanish (ES). The 
















































Table 36 - Means of European Major Languages






























































Figure 36 - Means of Samples - Major Languages
These graphs produce some surprising results. The first is that the averages for German 
are somewhat on the low side, while the results for Italian are sometimes on the high side. 
This may have been due to an inaccurate sampling, and it order to eliminate this as a potential 
problem; two additional samples were taken for both languages. The results for the three 
samples taken from the DE edition are given on the following page:
As can be seen, the results of the sampling are fairly consistent, especially the values 
computed for the mean, where the number of bytes per page is -35,500 words per article. The 
same results were obtained for the three samples of Italian. Thus, there is no reason to believe 
that the reported differences between the German and Italian editions of Wikipedia are related 
to any error in the sampling, or as a result of an invalid sample, or any other fault in 
WkScrape.
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Table 39 - DE Sample 3 (3000 Articles)
108
Measuring Language Presence on Wikipedia
The next item of note is to compare results obtained for the number of bytes per article 
with the other areas measured. While the mean number of bytes per article should be 
generally speaking a good measure of how much information is contained in each article, it 
does conceal the true picture. If we compare the number of bytes with images, we can see that 
while the average Italian article contains roughly the same number of bytes as a French or 










Figure 37 - Num_bytes and Num_images
Likewise, the higher average number of bytes per article of the average English article 
does not bring out the fact that the average English language article contains nearly twice the 
number of external links as does an article in the four other languages.








Figure 38 - Numjbytes and Num_links_external
Thus, the average number of bytes per article does not give an entirely accurate picture of 
what is contained in the average article, as was discussed on page 96 and following.
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2. S" Constellation - The EU - Major Languages 
a) Wikiscores
The raw Wikiscores obtained for the five major languages (English (EN), German (DE), 































Table 40 - Raw Wikiscores (S" EU - Major Languages)
We can attempt to graph these in various ways. The following bar chart gives a good 
overall picture of the relative sizes of the five different language editions of Wikipedia:
EUMaj (EN) - Raw WikiScores
• Raw 1
• Raw 2
Figure 39- S" (EU) - Raw Wikiscores
As discussed previously, while there is a significant difference between the WSraw i and 
the WSRaw2 values, they produce, roughly, the same relative results. While the actual numbers 
change, the relative position of the Wikipedia editions does not.
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As can been seen from the chart, it is quite clear that the English language edition of 
Wikipedia is nearly four times larger than the other major European languages. While the 
German, French and Italian editions are roughly comparable in terms of size, they are 
languages mainly spoken by roughly the same numbers of speakers in three of the four largest 
European states, and we might expect this result. There is a notable degree of difference with 
respect to the Spanish edition, which is spoken in a sizable European nation and is the 
principal language of most of South America. While the reasons for this are not the subject of 
this study, it is clear that Spanish is 'underperforming'.
Other than this remark, the above results are not out of line with what we would 
ordinarily expect, and this tends to generally confirm the validity of Wikiscapes scraping and 




Number of Articles (2010)
Figure 40 - Comparison of Wikiscores with Number of Articles
The graphs presented in Figure 40 show the results of comparing Wikiscores against the 
normal statistics provided by Wikipedia, which uses only article counts. On one level, there is 
a good correspondence in that the relative shape of the graphs is the same. Article counts 
therefore can provide a good measure of the relative size of a particular language edition of 
Wikipedia. But as can be seen, there is a significant difference if we look at the results of the 
German language edition. By article count, German is the second largest Wikipedia edition of 
those studied. But by using Wikiscores the German edition has less overall content than 
French and is roughly equal to Italian. This is mainly due to the fact (not revealed in a simple
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article count) that the average German article does not contain nearly as much information as 
the average French article, as can be seen by a study of the raw data in Appendix A.
Even though the difference may be small, it is believed that Wikiscores produce a more 
accurate picture of the actual contents of a Wikipedia database than does a simple article 
count. This more accurate picture may be more important if we look at the results of minority 
languages, since minority language editions of Wikipedia tend to have much less content. 
This will have the effect of showing the relative sizes of Wikipedia more accurately than will 
a simple article count.





Figure 41 - S" (EU) - Raw Wikiscores/Pop
This produces a rather surprising result, in that the Italian language community is nearly 
twice as productive per person when compared with the German and French communities and 
nearly four times more productive per person than the English language community.
Again, an interesting comparison can be made with a similar population comparison 
using the article count provided by Wikipedia:
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Figure 42 - Comparison of Wikscores/Pop with Articles/Pop
Figure 42 again gives the same overall shape as does the Wikiscore/population graph. 
However, it can again be noted that there are some differences, mainly in that the 
Wikiscore/population result for English is not nearly as low as that given by an article count. 
While this may be a small point, it is believed that given that Wikiscores take into account 
both the depth of content, that this is a more accurate result.
However, as will be seen below, there is a power law relating to the analysis of the 
language editions of Wikipedia by population. It is almost impossible to avoid the conclusion 
that a 'by population' analysis is almost worthless.
b) Presence values
Based on the above calculated Wikiscores, we can now calculate, using the English 




















Table 41 - S" (EU - Maj) - Presence values
As can be readily seen, if English is used as the base, the other four languages have fairly 
significant presence values, although we must bear in mind that this is a logarithmic scale and
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there is quite a significant difference between .887 and 1.000. For this reason, charting 
logarithmic values can often produce some misleading results. For example, the following bar 
chart provides an accurate picture, but tends to distort the relative size of the five Wikipedia 




Figure 43 - S" (EU - Maj) - Presence values (version 1)




Table 42 - S" (EU - Maj) - Presence values (version 2)
The same information can also be presented in a radar graph
EUMaj (EN) Presence
Figure 44 - S" (EU - Maj) - Presence values (radar - rawl)
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Figure 46 - S" (EU - Maj) - Presence values (Raw2)
What is shown in the bubble graph is two pieces of information: the y-axis shows the 
Presence value, while the size of the bubble shows the Wikiscore values - the bigger the 
bubble the greater the Wikiscore.
The graphs above show us essentially a picture we have already seen in the literature 
review or can be obtained more easily by a quick analysis of the article counts by language 
edition already provided by Wikipedia. Additionally, the above graphs do generally 
demonstrate the reliability of the WkScrape program and the validity of using Wikiscores. By 
confirming a picture we already know, we can be confident that Wikiscape's algorithms are 
generally accurate.
But, the real value in developing WkScrape and producing these Wikiscores is in looking 
at the languages that are not usually the subject of such in-depth analysis: the minority
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languages of Western Europe. Given that we have demonstrated and proven the reliability of 
the results returned, we can now turn our attention to the main focus of this study: minority 
and regional languages.
3. S' - The United Kingdom and Ireland
For this study, the following languages are contained in the UK and Irelands 
constellation32 (S' UKI): English (EN), Welsh (CY), Irish (GA), Scots Gaelic (GD), Manx 
(GV) and Cornish (KW). These languages have been designated by the UK as minority 
languages entitled to protection pursuant to the European Charter of Regional and Minority 
Languages.33
a) The Raw Data






















































Table 43 - Statistics for S' UKI Constellation
The conclusions from Table 43 are fairly easy to draw: the Celtic languages in the UKI 
constellation contain much fewer words, images and links than a corresponding EN language 
article. The results of this in terms of the Wikiscores will be fairly clear.
32 Some might object to such an artificial constellation, but there are numerous arguments in favour of 
combining these two sovereign nations into one linguistic constellation: historical, and cultural. There are many 
points of contact between the cultures. Furthermore, Irish is a language with official status in the Republic and in 
Northern Ireland. It is also a Celtic language as are all the other minority languages within the UK.
33 The UK has also designated two variants of English (Scots and Ulster-Scots), but it has been decided to not 
discuss these two dialects of English.
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One point is worth mentioning: the number of bytes is fairly high considering the other 
numbers. This can be seen clearly if we radar graph the number of bytes with the number of 
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Figure 47 - S1 (UKI) Comparison of Bytes/Words





Figure 48 - S" (EU Maj) Comparison of Bytes/Words
What can be concluded from this is that the number of bytes that any given article uses is 
fairly constant among the different language editions. Each Wikipedia article contains a lot of 
non-information code and this tends to be uniform across the language editions. By now it is 
possible to conclude that the use of the number of bytes of a Wikipedia as an accurate 
measure of a Wikipedia article can be eliminated from discussion.
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b) Wikiscores
As is predictable from the results of the raw data and from knowledge of the number of 
articles contained in each language edition of Wikipedia, the Wikiscores for the five Celtic 




































Table 44 - S' (UKI)- Raw Wikiscores
As can be seen, the scores are really quite low. If we attempt to graph these on a bar 
chart, we have some difficulties in even showing the data for the five Celtic languages:






Figure 49 - S' (UKI)- Raw Wikiscores
In order to even see and compare the five Celtic languages, we have to remove the 
English language results to see the details of Celtic language presence:
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UKI - Raw WikiScores (Detail)
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Figure 50 - S' (UKI Celtic Only) - Raw Wikiscores
It is therefore obvious that the Celtic language editions of Wikipedia are very, very small 
when compared against English. We might, however, draw a different conclusion if we look 
at the Wikiscores by population:




Figure 51 - S' (UKI) - Raw Wikiscores/Pop
However, this is clearly an absurd result. What we have here is a similar, but more 
magnified, version of the phenomenon seen above when we looked at the EU major 
languages: the larger the language in terms of population, the smaller the output per person, 
and vice versa. Simply put, a language with a small population can easily produce some
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impressive statistics by virtue of being so small. But the Cornish language edition of 
Wikipedia only produces a Wikiscore of 18.275 when compared against +53,000 of English. 
It is hard to argue that the Cornish language edition of Wikipedia is doing well, despite the 
obvious efforts of a number of dedicated individuals to provide some content in that language. 
As with number of bytes, it is worth rejecting this metric as an accurate method of measuring 
a particular language edition of Wikipedia.
c) Presence values
From the calculation of the Wikiscores we can then calculate the presence values of the 






















Table 45 - S' (UKI) - Presence values




Figure 52 - S' (UKI) - Presence values - Bar Chart
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Or as a radar graph:
UKI (EN) Presence
1.000
Figure 53 - S' (UKI) - Presence values - Radar Graph
The radar graph here is particularly instructive if we compare it to the previous radar 
graph for the EU major languages' presence as shown in Figure 44 above:
EUMaj (EN) Presence UKI (EN) Presence
EN
Figure 54 - S" (EUMaj) and S' (UKI) Comparison
These two graphs give a good picture of a 'good' degree of presence within a constellation 
(S" EU Maj) with a poorer one (S' UKI). If the UKI's presence were the same as for the EU 
major languages, it could be concluded that all or most of the languages within that 
constellation were in a healthy state. But, as it is, the radar graph of S' UKI shows clearly that 
English is the dominant language within that constellation, and that, to varying degrees, the 
Celtic languages that make up the rest of that constellation have relatively weak presences.
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Figure 55 - S' (UKI) - Presence values - Bubble Graph
Here, it is quite graphically shown just how weak the presence of the Celtic languages are 
with constellation S' UKI. Indeed, if we push the analogy to a heavenly constellation, we 
could barely consider the Celtic languages as moons orbiting a planet; more like asteroids. To 
compare what a healthy constellation looks like we can show side by side Figure 55 with 







Figure 56 - S" (EUMaj) and S' (UKI) Comparison
In all honesty, this is not an unexpected result, and tends to confirm what most 
researchers in the field would already know: that the Celtic languages of the UK and Ireland 
are dwarfed by use of English within those two states. Again, this would reinforce the validity 
of the results obtained from WkScrape, by confirming a picture that we already know.
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One might argue that it is unfair to compare the situation of English, which has its 
principal strength not in the United Kingdom, but in the United States and elsewhere, with 
languages that have very little use outside of the United Kingdom. To a certain extent this is a 
valid point, but it must be remembered that the web does not have any physical boundaries 
and that, in the on-line world at least, Welsh, Irish, Gaelic and the other Celtic languages 
compete with English for the attention of persons inhabiting constellation S' UK1. On this 
basis, it is believed that this is a valid comparison of presence. While the majority of human 
linguistic activities do not occur online, increasingly the online world and the web in 
particular are becoming important areas of communication and therefore linguistic 
competition. If linguistic presence on the web is not healthy, then that may either impact on 
activity in the real world, or alternatively, may be a symptom of weak offline activity.
4. S' - Germany and the Netherlands
There is little point in repeating the same analysis as above for the somewhat artificial 
constellation of Germany and the Netherlands, which we will style S' (GEN). Germany and 
the Netherlands share much in common, and in the border regions there are undoubtedly some 
points of contact. But it is somewhat strained to consider these two nations as one linguistic 
constellation. The reasons for doing so are to simplify an analysis and to allow the three very 
different dialects of Frisian to be analysed together. The situation for the Frisian languages is 
similar to that of the Celtic languages in the UKI constellation. The purpose of this analysis is 
to look at a constellation where English is not the central language. It is possible that the 
status of English as a supercentral or even hypercentral language within the EU and the world 
may distort the picture for the UKI constellation.































Table 46 - S' (GEN) - Wikiscores
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From these scores we can generate a number of different presence values by using different 
languages as the base. If we use English, German and Dutch as the base, we can calculate the 
following different presence values:























































Table 47 - S' (GEN) Different Presence Values (EN - DE- NL)
As can be expected, by using languages that have lower Wikiscores as the base for the 
presence formula, we increase the presence values for all the languages within this 
constellation. Thus, a change from base EN to base NL increases the presence value of West 
Frisian from .453 to .554, an increase of some 22.2%.
Thus there are a number of different presence values that a language can have depending 
on the analysis. If we look at West Frisian from the perspective of its role and status solely 
within the context of the Netherlands, we arrive at one value. If we look at how it is faring 
within a wider context of Germanic languages in the general region, we arrive at another 
value. If we look at its presence on the web from the point of view of its place within the 
wider European Union context we can derive yet another value.
While the presence values for all five languages within this constellation change if we 
change the base language, a graphing of the differences does not show massive differences.
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Figure 59 - S' (NED) - Presence Values (Base NL)
It is hard to discern the changes from the above graphs, but the following graph illustrates 
well how slight the differences are if we change the base language for presence calculation:
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Figure 60 - S' (GEN) - Presence Values Differences (EN DE NL)
It is difficult to determine what value should be preferred. On the one hand, West Frisian 
speakers will normally be fully competent in Dutch and would have full access to the Dutch 
language edition of Wikipedia. Likewise, many Frisians have competence in German and 
English and may have access to those language editions as well. In the world before the web, 
we could be comfortable analysing West Frisian solely within its normal sphere in the 
Netherlands constellation, but the web changes the way languages interact and compete and 
we can no longer look at such a language from solely one perspective. This point is lost if we 
look at the Celtic languages of the UK and Ireland since their perspective is almost 
exclusively in comparison to English.
5. S" - All Target Languages
So far we have looked at the major languages of Europe, as well as the UKI and GEN 
constellations. In would be instructive to look at a number of other constellations, in particular 
Spain, Germany, France and Italy, which are constellations that are broadly comparable to 
UKI, however space prevents this. At this point we will simply present the results for all the 
twenty languages that have been analysed as part of this study. The goal for this section will 
be principally to develop the language classification system that was presented in on page 94 
above.
The following table gives the Wikiscores for all twenty languages with constellation S" 
that have been scraped and analysed as part of this study. The goal is to produce a fair 
sampling of the languages of Western Europe, with an ultimate goal of analysing all the 
languages currently spoken and used with Western Europe.
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Table 48 - S" (EU All) - Wikiscores
































































Table 49 - S" (EU All) - Presence Values
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We can visualise the data by making use of two bubble diagrams, the first of which 
graphs the predicted Tier I to Tier IV languages; the second, the Tier V to Tier VI languages:
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Figure 61 - Tier I to Tier IV - Presence Values
Figure 61 shows all of the predicted Tiers I to IV languages, but includes Catalan, which 
was predicted to be a Tier V language, because its presence was clearly greater than that for 
Danish and Icelandic, which were predicted to be Tier IV languages. This chart, in general, 
shows that, but for Icelandic, there is generally a good presence for most of the predicted Tier 
I to IV languages (and for Catalan).
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Figure 62 - Tier V to Tier VI - Presence Values
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Figure 62 shows the presence values for the minority and regional languages predicted to 
be in Tiers V to VI, with the addition of Icelandic. The results are generally within a similar 
range, with a few notable exceptions. Firstly, Catalan is outperforming the other regional 
languages, and, as is shown in Figure 61, it even outperforms Danish. This will not be a 
surprise to those who are familiar with the situation of Catalan.
But the chief value of Figure 61 and Figure 62 is to graphically illustrate exactly how the 
various language editions of Wikipedia compare to each other. We have two distinct methods 
of analysing such data, and each gives a slightly different picture. If we look at both the 
Wikiscores and the presence values, we see a marked difference between the values arrived at 
for a majority language as compared to a minority language. It is possible to visually 
understand just how differently the majority and minority languages are faring on the web.
If we were to draw some preliminary conclusions in line with Crystal's prediction that a 
large number of languages may soon face extinction in the coming centuries, we could 
possibly use the presence values as an indicator. It seems obvious that a presence value of at 
least .600 gives at least some indication that the language presence is healthy, but that perhaps 
a value of at least .800 is needed to show some real health. If this prediction were to prove 
accurate, then none of the languages other than the major languages and Catalan may look at 
long term survival.
Of course, this may be a premature prediction and much study over time and comparison 
with real world results would be needed before such ominous conclusions could be drawn. 
But, it is submitted that by providing these indicators, the WkScrape program and the method 
of analysing the data proposed give a good basis for the examination of these issues.
B. Language Classification
Now that we have calculated the presence values for the twenty languages that are the 
target of this study, we can now revisit the language classification scheme first proposed in 
Section IV.B above. The following table quickly summarises the predicted results of language 
classification based on presence on the web (only the target languages are shown):
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Welsh. Irish. Scots Gaelic. Manx. 
Catalan. Frisian. Sardinian. Galkian














































Table 51 - Language Classification - Actual
The actual prediction exercise was not successful, with only four languages correctly 
predicted: Italian, Dutch, Breton and Galician. The following languages were overestimated 
with respect to their actual presence values: Spanish, French, German, Danish, Icelandic, 
Welsh, Irish, Scots Gaelic, Manx, Frisian, Sardinian, Cornish, North Frisian and Saterland 
Frisian. Only one language was underestimated: Catalan. Overall, there was a tendency to 
believe that a language had a greater presence than it really had.
If we look at the table, there is a fairly interesting spread among the tiers. But it is clear 
that the major languages of Western Europe cannot be classed in Tier II. That Danish and 
Icelandic are 'underperforming' is not particularly surprising given the relatively smaller 
populations (when compared to German and French, for example). Likewise the result for
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Catalan is hardly surprising in that it comes only slightly below Dutch, which has half the 
number of speakers as Catalan.
What is surprising, perhaps, is that there no language is currently classed in Tier II. This 
clearly shows just how dominant English is in the world today. English has had an enormous 
head-start on the web, and is the language of the United States, not to mention a number of 
other large, industrialised nations. Probably no language can, at the moment, challenge 
English in this regard. Tier II is perhaps best seen as a tier reserved for only a few of the very 
large languages, perhaps: Chinese, Hindi, Spanish or Arabic, but these were not target 
languages of this study. It is possible that these languages may have the potential to generate 
sufficient momentum that they can come close to English in terms of presence. Therefore, of 
the languages studied, it is perhaps only Spanish that is really underperforming, since it 
potentially has the speaker numbers and the supercentral position in a large part of the world 
to possibly, in the future, become a Tier II language. It would be interesting to be able to 
study the other candidate Tier II languages (Chinese, Hindi and Arabic) to see where they 
stand at the moment, and to chart their growth over the coming years.
What does seem clear from this classification scheme is that numbers of speakers appears 
to be the primary driver behind presence values. That French, German and Italian on the one 
hand and Welsh, Breton and Icelandic on the other, have roughly the same presence may be 
caused by the fact that they have roughly the same populations. This would account for their 
greater presence than, say, Irish or Gaelic, which have much fewer speakers. Thus, it seems 
that some more work may need to be done to provide a more numbers based approach to 
presence.
In general, the language classification system as proposed appears to be a workable 
methodology. Since we are measuring language presence on-line we can look at each 
language as having a discrete presence on the web and therefore having a value comparable 
with other languages. On the web, for the most part, all information is available to all users 
and, in this regard, the web is a great equaliser.
This language classification scheme is not intended solely to be an indicator of presence 
for Wikipedia only, but rather is designed to analysis all aspects of language presence. It must 
be remembered that Wikipedia is a user-generated Web 2.0 application that does not receive 
state support. There are other areas of the web where this is not true. Since Wikipedia is user-
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generated, it is understandable that the number of users that a community can muster would 
be an important factor in the size of the application. In other areas of the web that is not true. 
Language presence ultimately is a very complicated picture and one aspect: state support of a 
language, can be underestimated.
The validity of the proposed language classification scheme awaits further testing and 
analysis.
C. Conclusions Regarding Presence
A goal of this study has been to propose, develop and demonstrate a method of 
calculating presence values for various languages by using the data supplied by the WkScrape 
program and from that data calculating Wikiscores and then presence values. As was 
demonstrated above, Wikipedia provides its own methods of ranking the different language 
editions of Wikipedia, one of which is to rank the different editions by article count. If this 
method is accurate, then there would be no need to obtain the data from WkScrape and we 
could calculate presence from article counts alone. However, as was shown, Wikipedia's use 
of article counts does not necessarily give the full picture.
The following table shows, in column 2, the article counts obtained from Wikipedia for 
November 2010 together with, in column 3, a calculation of presence, using the same formula 
as provided above in Section 1V.D.5 above. For reference, the presence values derived from 
WkScrape data are provided in columns 4 and 5.
As can be seen there are noticeable differences between the two sets of calculations, 
especially if we look at the values for the minority languages. Cornish, for example, obtains a 
presence score of .504 if we look at article counts, whereas the data obtained from WkScrape 
would give it a very significantly lower presence value of .267. The reasons for these
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Table 52 - Comparison of Presence Calculations
differences are related to the ability of WkScrape to obtain more information about each 
article and to combine this into a more accurate calculation of the actual information available 
in the different language editions of Wikipedia.
If we graph the two different sets of presence values we can see that the differences for 
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Figure 63 - Comparison of Presence Values (EU)
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Figure 64 - Comparison of Presence Values (UKI)
WkScrape does not change the overall picture for majority languages, but gives a more 
accurate and much different picture for minority languages.
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VI. Future Work and Conclusions
A. Lessons Learned and Further Work on WkScrape
The number of bytes that each article uses is not a reliable indicator of the information 
contained in that article. Any future study that attempts to estimate language use on the web 
by looking at the computing data needs to be clear that computer data is not always read by 
humans and much of it is the overhead code that, while necessary to present the data, is not 
useful to a user. If a method could be found to separate the content data from the underlying 
code, then such a method could be valid. In fact the WkScrape program does that.
The production of 'population' statistics whereby the size of a language edition of 
Wikipedia is factored by the estimated number of speakers produces unreliable, and 
sometimes absurd, results and should be rejected for languages that have small populations. 
This is amply demonstrated by the results returned for the two 'revived' Celtic languages: 
Cornish and Manx, which have extremely small numbers of speakers.
A number of raw data indicators proved to be more trouble to collect than they were 
worth. There does not seem to be any net difference to collecting and analysing internal links 
and external links.
There seems to be a direct correlation between the number of words in an article and the 
number of images. This correlation is not surprising given that those articles that have been 
well worked tend to create or collect images and other visuals to support their work. Some 
thought therefore could be given to whether it was a useful exercise to collect this data 
separately. In the event a direct correlation could be shown, which is a conclusion is borne out 
by this study, then it would save some processing time in not analysing a Wikipedia article for 
images. The same could be said about the number of links. Any further study could look at 
these correlations to see if time and energy could be saved by solely looking at the number of 
words in an article.
Much time and effort was spent attempting to weight the number of words for the various 
languages. Ultimately, the use of the Omniglot versions of the Bible was not satisfactory. In 
any event, the use of weightings did not have a great impact on the overall results and some 
time and effort could be saved by not carrying out this exercise.
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While the sample rate of 3000 articles per analysis seems to give work results, some 
thought should be given to sampling larger datasets. While this would not necessarily increase 
the accuracy of the results, that can only be determined after such analyses have been carried 
out.
There are still some small errors and inefficiencies in the WkScrape program itself and 
more development time is needed. In particular, the program needs to be more efficient in its 
scraping of the index for each language and should be made more efficient in the number of 
requests it makes to Wikipedia's servers.
The range of languages chosen was incomplete. Since all the languages of Europe use 
only three basic alphabets: Roman, Greek and Cyrillic, there is no reason that the study 
cannot be extended to all the languages of Europe.
One notable feature not explored was development over time. Indeed, the chief benefit of 
this study would lie in showing how the various languages may be improving or degrading 
over time. Of course, a proper study of this may take years, if not decades, before any real 
trends can be discerned and conclusions drawn.
Consideration should be given to adding further criteria to the Wikiscores. For example, 
each article was counted as a discrete unit. However, an encyclopaedia, such as Wikipedia, 
needs to have good range of subject areas in addition to a large number of articles. Thus, 
some thought could be given to looking into master subject areas, such as 'science', 
'literature', 'sports', etc. to see whether than has any impact on presence determination.
B. Future Work
As was stated in the Research Methodologies chapter, the purpose of an EDA analysis is 
to draw a picture from the data that can then be used to form working hypotheses for future 
study. Some potential hypotheses are:
The tests were carried out in 2010. Further tests could be carried out in the future, which 
could reveal trends and reveal other potential lines of research.
English is clearly showing a tendency to be, at least as far as European languages are 
concerned, of a different order of magnitude than the other majority languages of Europe 
(German, French, Italian and Spanish). The English language edition of Wikipedia is nearly 
3.5 times as large as the French edition, the next largest. Previous studies have led us to
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expect this result. Will this situation prevail? Will the other majority languages 'close the 
gap' or conversely will English continue to be on a different scale?
Italian is a very high performing language, especially when compared to German, which 
has nearly the double the speakers. A number of questions are raised by this fact. Are Italian 
speakers more literate, or do they have a greater appreciation for Wikipedia? Is this down to a 
few individuals or is it a community effort? Are some languages more inclined to favour 
depth over breadth? Are other communities more content to have 'thin' content spread more 
broadly?
Spanish conversely is a very underperforming language. This confirms findings from 
other researchers. The cause of this merits further attention. If we look at the situation of 
Italian, which is a related romance language, we see two extremes. Why is one community 
more likely to produce material than another? What are the reasons for this difference? Are 
they economic, or are there other factors?
Moving to the presence values we can see that the values of all the major languages were, 
however, roughly comparable, the range being .877 (French) to .843 (Spanish). Thus, while 
English, as the base, scores 1.000, the other supercentral/large central languages of Europe 
fall within the .8 decile on the presence score. This is perhaps a good indicator of where a 
central or supercentral language should score. An interesting test would be to see where the 
other supercentral/large central languages (e.g. Chinese, Arabic, Japanese) would score.
The results for the minority languages studied were not surprising to anyone acquainted 
with the literature or the actual situation of these languages. However, we can, at least with 
respect to the presence on Wikipedia, start to see some detail, and have the possibility of 
making comparisons. Therefore, the calculations for the presence of each language provide a 
useful tool in measuring and comparing the content of each language edition of Wikipedia, 
and may yet prove to be a useful tool in measuring other aspects of minority language use on 
the web. Comparisons can be made between the various minority languages, in terms of 
population, status and other factors. What are the causes of the differences between the 
languages? As an example, Breton has fewer speakers than Welsh, yet the presence values on 
Wikipedia are similar.
The language tier classification system, as refined, is a useful way to compare languages. 
At the moment, at least in respect to the target languages studied, all of which are spoken in
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industrialised Western Europe, the correlation between numbers of speakers and tier ranking 
seems to be clear. However, if more languages were studied, especially those of less 
developed nations, a more nuanced picture might appear. Thus, the language classification 
system as proposed herein should only be considered as a preliminary proposal for the 
classification of languages on the web. Further thought may be given to refining, expanding 
and testing it on other data sets.
The ten-tiered language classification system for on-line language measurement produced 
some interesting results. By running the tests and then assigning the languages to the various 
tiers, a pattern emerged. It turned out that the initial predictions tended to be on the high side, 
and this is mainly due to the extremely large size of the English edition of Wikipedia. 
Thought could be given to using another language as the base point of comparison, which 
might yield more nuanced results. However, the point seems to be validated that we can a 
priori guess with some accuracy where a language will 'rank' by looking at the factors 
enunciated in the classification table.
More importantly, the concept of presence needs to be tested in other areas of the web 
besides Wikipedia. The general notion of presence in Wikipedia is only suggested as one 
method of measuring presence. It is possible that Wikipedia may provide a fairly accurate 
'proxy' indicator of presence in that in forms a perfect test case for measuring presence on the 
web, but this can only be determined if further analyses of presence are made in other areas of 
the web. Suitable candidates for this study could look at governmental sites, other Web 2.0 
applications, news organisations, other media, etc. However, it may transpire that Wikipedia 
is a unique Web 2.0 phenomenon that is prone to exaggerate or favour certain factors and 
languages. Only further tests on other parts of the web can confirm or deny this.
It may be possible to adapt the general methodology elaborated in this study to other 
areas of the web. Certainly the breadth and depth approach is broadly applicable to all most 
websites. Furthermore the language constellation system is a useful way of grouping 




The WkScrape program produces reliable data that is both confirmed by and confirms 
previous studies. Wikiscores are generally reliable indicators of the size of a particular 
language edition of Wikipedia. In general, it is useful to point out that the results of the data 
produced by WkScrape would probably not come as a surprise to anyone familiar with the 
language situation in western Europe. Indeed, but for a certain feeling that some numbers for 
the minority languages may be on the low side, the results are almost entirely within the 
margins of expected results for these languages. Thus, with respect to majority languages, 
while there is nothing necessarily new in the presentation of the results of this study, the 
WkScrape program and the methodology that it uses produce results that, at least with respect 
to majority languages, accord with prior work in the field.
The originality and chief value of this study lies in the extension of the methodology to a 
range of minority languages. No other previous study has looked at minority languages on 
this scale and using the same methodology as applied to majority languages. With the 
exception of the Mas study in 2003, which used a 'search engine' approach and which is 
impossible to use further, since the search engine he used no longer exists, no other study has 
looked at minority languages alongside majority languages.
Using a population analysis, the Italian edition of Wikipedia is almost double that of 
German, and over three times higher than English. This is not a fact that is borne out by 
Wikipedia's measure of using number of articles, and is a proof that the 'presence' measure 
used in this study gives a fuller and arguably more nuanced picture of language material 
available on the web. Thus, this study has shown that the use of article count alone is not 
necessarily the best measure of the size and value of a particular language edition of 
Wikipedia. The methodology employed in this study provides a more complete and more 
accurate picture.
The data visualisation techniques used in this study have a useful role in visually 
demonstrating the nature of the problem that minority languages face. The following diagram 
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Figure 63 - Tier V to Tier VI - Presence Values
As was pointed out in the Introduction, it is possible that many of these languages may 
well disappear within the immediate future. If we are to study minority language use it is 
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