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Esta dissertação que tem como objetivo fundamental a extração de parâmetros e a 
modelagem de transistores de efeito de campo é basicamente dividida em duas partes. 
A primeira parte propõe um modelo matemático de interpolação através do método dos 
mínimos quadrados iterativo, com objetivo de extrair parâmetros lineares de transistores 
MESFETs e HEMTs a partir de tabelas de parâmetros de espalhamento, fornecidos 
pelo fabricante dos dispositivos. Com os valores dos elementos do circuito de pequenos 
sinais extraídos, são calculados parâmetros de espalhamento e os resultados são 
posteriormente comparados com os dados do fabricante. 
 Na segunda parte, um dos transistores HEMT, cujos parâmetros de circuito 
equivalente de pequenos sinais foram extraídos na primeira parte, é modelado através 
do método de interpolação bi-cúbica e simulado operando como amplificador sobre uma 
linha de transmissão do tipo microstrip, através de dois simuladores: o método dos 
elementos finitos no domínio do tempo (FETD) e QUCS. Os resultados do método 
FETD e do simulador QUCS são comparados entre si. Uma modelagem de grandes 
sinais é realizada através do FETD para a análise dos fenômenos não lineares através 
de curvas de potência de entrada e de saída. 
 
Palavras chave: Extração de Parâmetros de Circuito equivalente de pequenos sinais, 
Interpolação por Mínimos Quadrados, Interpolação Bi-Cubica, Elementos Finitos no 





This dissertation has as its fundamental objective the extraction parameters and the 
field-effect transistors modeling which is basically divided into two parts. The first part 
proposes a mathematical model of interpolation by the method of least squares iterative, 
with the aim of extracting linear parameters of MESFETs and HEMTs transistors through 
of scattering parameter tables that are provided by the manufactured of the devices. 
However, with the values extracted of small signal circuit elements, scattering 
parameters are calculated and the results are then compared with the data of the 
manufacturer. 
In the second part, one of the HEMT transistors, whose small signal equivalent circuit 
parameters were extracted in the first part, is modeled by the bi-cubic interpolation 
method and simulated operating like amplifier on a transmission line microstrip through 
two simulators: the finite element time domain method (FETD) and QUCS.  And then the 
results of FETD method and QUCS simulator are compared amongst them. A large 
signal modeling is performed by FETD for the analysis of nonlinear phenomena by 
curves of power input and output. 
 
IndexTerms: Small Signal Equivalent Circuit Parameters Extraction, Least Squares 
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1.1. REVISÃO BIBLIOGRÁFICA (CONCEITOS FUNDAMENTAIS)  
 
Modelo é uma representação simplificada de uma entidade física ou das 
características de interesse dessa entidade, construída de modo a permitir que seja 
feita uma análise de uma forma relativamente simples. São construídos a partir de 
dados observados que descrevem o comportamento e a dinâmica do sistema. 
Matematicamente, um modelo é constituído por um conjunto de equações diferenciais  
(tempo contínuo) ou equações de  diferenças  (tempo discreto) que  descrevem a 
variação temporal  e/ou  espacial  das  variáveis de  interesse no sistema 
(RODRIGUES, 1996). 
Existem várias formas de classificar os modelos. Uma delas que agrupa três 
categorias básicas é mostrada na FIGURA 1.1. 
 
FIGURA 1.1: Tipos de modelos 
Fonte: Adaptado e traduzido de (CURTICE, 2008) 
 
1.1.1. MODELO BASEADO EM FÍSICA 
 
Modelos caixa branca exigem um conhecimento prévio e minucioso do sistema, 
bem como as leis teóricas e empíricas que regem o comportamento dinâmico do 
sistema em estudo. A utilização desta abordagem permite derivar modelos que 
descrevem a dinâmica interna do sistema, além das relações entre entradas-saídas. 
Por essa razão este tipo de modelo é também conhecido como modelo baseado em 
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física ou natureza do processo ou ainda modelo conceitual. Tem vantagem por servir de 
referência para a calibração de outros tipos de modelos.  
A construção deste tipo de modelo pode ser bastante complicada, sobretudo, 
quando o processo que se pretende modelar é extenso e complexo. Mesmo com o 
conhecimento do sistema e de todos os fenômenos envolvidos, incluindo o tempo 
necessário para modelar, torna-se difícil descrevê-lo matematicamente, daí que nem 
sempre é viável seguir esse procedimento (AGUIRRE, 2007). Uma alternativa para 
minimizar esse problema é a utilização da abordagem de identificação de sistemas 
(modelos baseados em medidas, FIGURA 1.1). 
 
1.1.2. MODELO CAIXA CINZA 
 
Esta técnica caracteriza-se por usar informação auxiliar que não se encontra no 
conjunto de dados usados durante a modelagem. O tipo de informação auxiliar e a 
forma com que ela é usada varia muito entre as diversas técnicas analíticas disponíveis 
A invenção do transistor em meados da segunda metade da década de 40, por 
parte de um grupo de pesquisadores do Laboratório Bell (DACEY & ROSS, 1955) 
trouxe um grande impacto revolucionário na tecnologia eletrônica em geral e nos 
dispositivos de estado sólido em particular. Inicialmente desenvolvidos como simples 
dispositivos, atualmente têm-se proliferado em uma ampla variedade de tipos que vão 
desde os mais populares transistores de junção bipolar e de efeito de campo (FET) aos 
modernos transistores que usam junção heterogênea e os de elétron de alta mobilidade 
(LUDWIG & BRETCHKO, 2000). Desde então, muitos trabalhos com objetivo de refinar 
modelos de circuito equivalente de pequenos sinais (SSEC) foram criados e a partir daí, 
muitos métodos de extração de parâmetros de FETs foram apresentados.  
O primeiro método analítico básico de extração para o modelo do SSEC do 
transistor GaAs MESFET apresentado por  (MINASIAN, 1977) foi usado para 
determinar os valores das resistências e indutâncias extrínsecas a partir de dados de 
parâmetro de espalhamento  (DIAMAND & LAVIRON, 1982). Desde então, muitas 
propostas de SSEC com várias vertentes se seguiram. No ano de 1984 (CURTICE & 
CAMISA, 1984) apresentam um procedimento para definição do modelo de circuito 
3 
 
equivalente para transistores GaAs FET. O procedimento fez com que (DAMBRINE, 
CAPPY, HELIODORE, & PLAYEZ, 1988) introduzissem um método amplamente 
utilizado na determinação de oito elementos extrínsecos e sete elementos intrínsecos 
do modelo de SSEC. Melhorias e ampliações no método de DAMBRINE AT ALL, que 
consistiram na inclusão de resistências diferenciais nos diodos porta-fonte e porta-
dreno, bem como uma série de resistências associadas à capacitância porta-dreno gdC  
foram publicados por (BERROTH & BOSCH, 1991). Trabalhos interessantes explicando 
a origem e modelagem das capacitâncias parasitas e ainda extração de parâmetros de 
SSEC foram realizados em dois artigos separados publicados no mesmo mês e ano por 
(ANHOLT & SWIRHUN, 1991). 
Estas técnicas analíticas acima descritas não foram usadas neste trabalho por 
necessitarem da utilização de informação auxiliar que não se encontra no conjunto de 
dados disponíveis nos datasheets.. 
 
1.1.3. MODELO CAIXA PRETA 
 
BASEADO EM TABELA 
 
Segundo (ROOT, 2012) através do seu artigo publicado na revista IEEE - 
microwave magazine, modelos baseados em tabela ou interpolações tomam na entrada 
parâmetros de medidas, dados matematicamente transformados e durante o processo, 
armazenam os valores resultantes das relações I-V e Q-V em tabelas 
multidimensionais. No decorrer da execução, o simulador realiza dinamicamente 
interpolação dos dados tabulados ao longo de toda a simulação. O processo de 
medição das características I-V a partir de dados de parâmetros de espalhamento é 
essencialmente para os dispositivos como, por exemplo, GaAs MESFETs e HEMTs, 
MOSFETs e JFETs. Modelos empíricos baseado em física, em contraste, possuem 
diferentes expressões para as características I-V e relações Q-V correspondentes a 
diferentes tecnologias.  
As abordagens dos modelos baseadas em medidas são precisas devido ao fato 
dos dados específicos dos dispositivos serem usados para construir relações 
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constitutivas não lineares, que ajudam e facilitam a definição de um modelo de grandes 
sinais.  
Limitações da abordagem baseada em tabela têm várias origens. A mais básica 
está relacionada com a natureza dos algoritmos de interpolação utilizados pelo 
simulador para definir as relações I-V entre pontos discretos dos dados medidos e 
armazenados nas tabelas. O interpolador precisa definir as derivadas parciais de forma 
contínua e extrapolá-las de forma adequada usando as mesmas condições que se 
aplicam a todas as relações I-V (RUDOLPH, FAGER, & ROOT, 2012). Alguns destes 
modelos, mesmo imprecisos, têm sido propostos para simulação de dispositivos que 
apresentam distorção de ordem elevada, quando as características do sinal de entrada 
e de saída são comparáveis. A razão para isto é que o desempenho do modelo é 
determinado pelos detalhes matemáticos dos algoritmos de interpolação, em vez dos 
dados do dispositivo (MCGINTY, ROOT & PERDOMO, 1997). Outra limitação está 
relacionada ao fato das tabelas requererem a existência de uma estrutura do tipo grade 
nos dados. As tensões extrínsecas nas quais as medições são realizadas são 
geralmente definidas em grades, porém, as tensões intrínsecas que podem ser 
explicitamente computadas por equações matemáticas, não se ajustam ao formato de 
grade, não podendo ser diretamente tabulados (ROOT, 1999). Por exemplo, dispondo 
dos valores de elementos resistivos parasitários e da topologia do circuito equivalente 
de um determinado transistor, como o da FIGURA 3.1, a relação entre tensões 
extrínsecas e intrínsecas pode ser considerada simples e representada 
















































1     (1.1) 
A solução de equação (1.1) permite que os dados sejam retabulados no espaço 
intrínseco, de modo que as correntes possam ser tabeladas como funções das tensões 
intrínsecas. Mesmo que os dados sejam obtidos sobre uma grade de tensões 
extrínsecas, o espaço correspondente à tensão intrínseca é "deformado" devido a não 
linearidade da parte intrínseca (ROOT, XU, HOM & IWAMOTO, 2012). A modelagem de 
dados provenientes das medidas I-V como função de tensões intrínsecas resultam em 
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características completamente diferentes das do modelo expresso em termos de dados 
extrínsecos (RUDOLPH, FAGER, & ROOT, 2012). 
 
BASEADO EM REDE NEURAL ARTIFICIAL 
 
Para (ZINGG & GUPTA, 2001) e (HAYKIN, 1999), uma alternativa às limitações 
e problemas dos modelos baseados em tabelas ou esquemas de interpolação é a sua 
substituição pelo modelo das Redes Neurais Artificiais (RNAs). As RNAs representam 
uma técnica matemática de aproximação funcional que pode ser utilizada para ajustar 
qualquer função não linear com qualquer número de variáveis independentes. Os seus 
pesos são determinados por meio de algoritmos de treinamento, encaixando de forma 
eficaz a técnica aos dados medidos. São muito suaves, pois elas apresentam derivadas 
de ordem infinita não nula. Este é um atributo chave que permite simulações de 
distorção precisas em baixos níveis de sinal.  
Modelos não lineares de transistores baseados em RNA, na maioria dos aspetos, 
têm demonstrado capacidades superiores em comparação com modelos baseados em 
tabelas. A partir do mesmo conjunto de dados pelo qual os modelos à base de tabelas 
são construídos, modelos de RNAs são uniformemente mais precisos, muito mais 
suaves, e podem acomodar condicionamentos discretos de simetria, tais como 
possíveis trocas nos terminais dreno-fonte de alguns dispositivos FET (XU, GUNYAN, 
IWAMOTO, HORN, COGNATA, & ROOT, 2007). 
As RNAs vêm desempenhando um papel extremamente importante no campo de 
projetos de micro-ondas assistidos por computador. Para (XU, YAGOUB, DING, & 
ZHANG, 2003), o seu verdadeiro valor na área de modelagem de dispositivo não linear 
tornou-se muito mais significativo com o desenvolvimento do chamado método de 
treinamento adjunto (adjoint training method). Esta técnica permitiu pela primeira vez a 
computação eficiente de RNA baseada nas relações constitutivas das funções de carga 
dos transistores a partir de amostras de parâmetros que dependem das condições de 
polarização. 
Finalmente, vale ressaltar que os modelos de RNAs podem ser envolvidos em 
algoritmos computacionais para garantirem uma convergência além da região de 
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treinamento (região onde os dados são coletados), tanto para melhoria da robustez das 
características DC, melhoria do processo transitório, assim como para melhoria das 
simulações de equilíbrio harmônico (ROOT, XU, IWAMOTO, & GUNYAN, 2007). 
 
 
1.2. OBJETIVO E JUSTIFICATIVA  
 
O objetivo principal desta dissertação é propor uma técnica de interpolação 
através do método de mínimos quadrados, enquadrada nos modelos baseado em 
tabelas, capaz de aproximar e determinar parâmetros do modelo de SSEC de 
transistores de RF. Esta técnica apresenta a vantagem de realizar a operação em um 
intervalo de tempo curto e com um número reduzido de iterações. Para que este 
objetivo seja alcançado, um modelo de circuito equivalente será proposto e usando 
apenas dados do datasheet do dispositivo, o modelo será aproximado pelo quociente 
entre dois polinômios racionais (polinômios de Cauchy) através do método de mínimos 
quadrados ponderados. 
A validação da técnica será realizada por meio de comparação direta com as 
simulações do amplificador usando o transistor modelado. As comparações dos 
resultados serão realizadas em duas etapas: a primeira – através das curvas de 
parâmetros de espalhamento e de potência de entrada e de saída fornecidos pelo 
datasheet; a segunda - através das curvas de parâmetros de espalhamento modeladas 
pelo simulador eletrônico QUCS. 
O propósito desta dissertação se enquadra na: 
 Evidente necessidade de utilização de dados dos elementos do SSEC por 
parte de indivíduos que trabalham na pesquisa e modelagem de 
elementos não lineares (transistores e diodos). Embora existam nos 
datasheets informações relevantes tais como parâmetros S, 
características DC, entre outras, muitos pesquisadores enfrentam 
dificuldades trabalhando com ferramentas como elementos finitos e 
diferenças finitas devido ao fato de não disporem de dados relativos aos 
elementos do SSEC; 
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 Contribuição a dar no campo de pesquisa e modelagem de dispositivos de 
estado sólido. A proposta de uma ferramenta computacional para 
determinação de parâmetros lineares de circuito equivalente através de 
um modelo de interpolação constitui um ponto positivo à área de pesquisa 
em micro-ondas e radiofreqüência; 
 Evitar o uso de algoritmos de otimização, pois os parâmetros do algoritmo 
e os valores mínimos e máximos exigem experiência do usuário. 
 
 
1.3. ESTRUTURA DA DISSERTAÇÃO  
 
Este trabalho é dividido em cinco capítulos:  
No segundo capítulo, faz-se uma abordagem detalhada sobre todo o 
procedimento matemático de extração de parâmetros lineares. O capítulo é reforçado 
com a apresentação dos resultados e discussão sobre a extração de parâmetros de 
quatro transistores (diferentes) das tecnologias GaN, GaAs e SiC. O principal objetivo 
do capítulo é o de apresentar a proposta de extração de parâmetros de circuito 
equivalente. 
O terceiro capítulo trata da modelagem do circuito de grande sinal como um dos 
subsídios ao quarto capítulo. Nele, as características I-V dos transistores são 
apresentadas e modeladas por meio de interpolação bi-cúbica e por meio do modelo de 
Curtice. Os dois resultados, para além de comparados entre si, são também 
comparados com as curvas do datasheet. Também é apresentada uma modelagem 
para a junção Schottky através de dados de um diodo Schottky. 
No quarto capítulo trata-se da modelagem e da construção de um amplificador de 
micro-ondas usando o simulador eletromagnético baseado no método FETD. As 
equações de estado foram definidas para o transistor, para o filme condutor, para a 
fonte e para o dielétrico. As dimensões da linha de transmissão do amplificador são 
obtidas através de casamento de impedância através da carta de Smith. O amplificador 
para além de modelado e simulado no método FETD, é também modelado e simulado 
no programa QUCS. Na modelagem pelo método FETD são usados os parâmetros de 
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circuito de pequenos sinais e de grandes sinais. Fenômenos não lineares no transistor 
também são simulados. Os resultados são apresentados e discutidos neste capítulo. 
Na conclusão, capítulo cinco, é realizada a avaliação final do método 












2.  EXTRAÇÃO DE PARÂMETROS DE CIRCUITO EQUIVALENTE 
2.1. MODELO DE PEQUENOS SINAIS PARA TRANSISTORES DE 
RÁDIOFREQUÊNCIA 
 
Na faixa de frequências de micro-ondas, as características eletrônicas dos 
transistores MESFET e HEMT dependem do modelo de SSEC, isto é, dependem dos 
seus parâmetros intrínsecos (transcondutância 
mG , condutância dreno-fonte dsG , 
capacitâncias porta-dreno 
gdC , porta-fonte gsC  e dreno-fonte dsC ) e dos parâmetros 
extrínsecos (indutância da porta 
gL , indutância do dreno dL , indutância da fonte sL , 
resistência da porta 
gR , resistência do dreno dR  e resistência da fonte sR ). O SSEC 
constitui um quadripolo sobre o qual se desenvolveu o modelo matemático apresentado 
neste trabalho. A FIGURA 2.1 mostra a estrutura física idealizada para o MESFET e o 
HEMT (LUDWIG & BRETCHKO, 2000) e seu circuito equivalente para operações em 
radiofrequência. 
 
FIGURA 2.1: Estrutura física idealizada para os transistores MESFET e HEMT 
  
Muitos modelos de SSEC de transistores FET, com diferentes complexidades, 
têm sido propostos. Um modelo para os transistores MESFET e HEMT é mostrado na 
FIGURA 2.2. O circuito apresenta três regiões distintas, delimitadas por tracejado: 
 A primeira região contém os elementos intrínsecos (
mG , , gdC , gsC , dsC  e dsG ) e 
encontram-se envolvidos por um tracejado no centro da FIGURA 2.2;  
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 A segunda região corresponde aos elementos extrínsecos (
gL , dL , sL , gR , dR , 
sR ) e que na FIGURA 2.2 encontram-se entre a região definida pela linha 
pontilhada e a dos elementos intrínsecos; 
 
FIGURA 2.2: Circuito equivalente de pequeno sinal 
 
 A terceira, a mais externa da FIGURA 2.2, é constituida pelos elementos 
paralelos associados aos contatos do dispositivo (capacitâncias entre os 
contatos porta-dreno 
pgdC , porta-fonte pgsC  e dreno-fonte pdsC ). Estes elementos 
são necessários para modelar corretamente os terminais dos transistores 
encapsulados 
Cada uma das três regiões corresponde a uma forma de topologia aplicada no 
processo de extração de parâmetros. Duas das regiões (dos elementos paralelos e a 
dos elementos intrínsecos) foram tratadas como sendo modelos com topologia em π  
(LAI, FAGER, & ANGELOV, 2013) e a terceira região (dos elementos extrínsecos) foi 




2.2. METODOLOGIA DE EXTRAÇÃO DE PARÂMETROS 
 
A metodologia de extração em uso neste trabalho é mostrada no fluxograma da 
FIGURA 2.3. Uma parte da metodologia (a que trata dos elementos intrisecos) é 
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semelhante à metodologia usada em (DAMBRINE, CAPPY, HELIODORE, & PLAYEZ, 
1988). Utilizou-se o procedimento apenas como uma ferramenta para a dedução das 
equações exatas da admitância e da impedância, aplicadas na determinação dos 
elementos do modelo SSEC. O fluxograma da FIGURA 2.3 ilustra todo o algoritmo do 
processo de extração de parâmetro definido em etapas: 
 




 As medidas dos parâmetros S  do componente são convertidas em parâmetros 
de admitância Y  usados no cálculo dos elementos paralelos; 
 Da matriz  Y , subtrai-se a contribuição dos elementos pY  e o resultado 1Y  é 
convertido em parâmetro de impedância totZ ;  
 A matriz de admitância intY  foi convertida em matriz intZ , que somada a extZ  
resultou em exttot ZZZ  int  usada nos cálculos dos restantes elementos. 
 
2.2.1. ELEMENTOS INTRÍNSECOS 
 
A FIGURA 2.4 representa a parte dos elementos intrínsecos com a topologia em 
PI. Para a determinação dos valores dos elementos usaram-se parâmetros de 
admitância  intY  como em (DAMBRINE, CAPPY, HELIODORE, & PLAYEZ, 1988). 
 
FIGURA 2.4: Circuito contendo elementos intrínsecos (topologia em PI) 
 
Por definição, as componentes da admitância do circuito dos elementos 
intrínsecos são dadas através da equação 
 
   











int      (2.1) 
Aplicando as tensões  sVV gs 1  e  sVV ds 2  no circuito fluem as correntes 
 sIIG 1  e  sIID 2 . Como a admitância  sYint  é definida pela relação entre as 
correntes  sI1 ,  sI2  e as diferenças de potencial na entrada e na saída do quadripolo 
 sV1 ,  sV2 , então a expressão na forma matricial que relaciona as correntes, a 





   































    (2.2) 
No domínio da freqüência, as componentes da matriz de admitância calculam-se 
















































sY       (2.6) 
Aplicando as leis de Kirchhoff no circuito da FIGURA 2.4 e obedecendo as 
condições das equações (2.3), (2.4), (2.5) e (2.6) são calculados os elementos da 
matriz da admitância intrínseca 
   gdgs CCssY 11       (2.7) 
  gdsCsY 12        (2.8) 
  smgd eGsCsY
21      (2.9) 
    dsgdds GCCssY 22      (2.10) 
O tempo de atraso   da resposta da fonte de corrente pode ser aproximado por 
um valor de transcapacitância mG  em  sY21 . A transcapacitância mC  é um parâmetro 
importante que deve ser levado em consideração e que faz com que se tenha tempo 
de atraso combinado à transcondutância mG  (GREBENNIKOV, 2011). Expandindo 
s
meG
  da equação (2.9) por uma série de Taylor (RUDOLPH, FAGER, & ROOT, 2012)  
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   sGeG m
s
m 1 .     (2.11) 




        (2.12) 
 
Com os dois primeiros termos da serie obtém-se 
    mmgd GCCssY 21      (2.13) 
onde a transcapacitância é dada por 
mm GC         (2.14) 
Então,  sY21  é representado como 
  mGsCsY 21       (2.15) 
onde  
















sYint .    (2.17) 
Como a impedância  sZ int  e a admitância  sYint  se relacionam de forma inversa, 
     1intint

 sYsZ , então torna-se conveniente  escrever    1int




























sZ int     (2.18)  






2.2.2. ELEMENTOS EXTRÍNSECOS 
 
A FIGURA 2.5 ilustra a parte correspondente aos elementos extrínsecos com 
topologia em T. A sua caracterização foi obtida diretamente dos parâmetros de 
impedância 
extZ , tal como em (OOI, LEONG, & KOOI, 1997). 
Pela definição 
 
   











     (2.19) 
  
FIGURA 2.5: Circuito contendo elementos extrínsecos (topologia em T) 
 
Neste caso, aplicando tensões  sVV 11  e  sVV 22  no circuito da FIGURA 2.5, 
sobre o terminal G  passa a corrente  sIIG 1  e sobre o D  passa a corrente 
 sIID 2 . Como a impedância  sZext  é definida pela relação entre as tensões na 
entrada  sV1  e na saída  sV2  do quadripolo e as correntes  sI1  e  sI2  que fluem no 
circuito, então a expressão matricial que relaciona as tensões, impedância  sZext  e as 
correntes, é dada por 
 
 
   































.    (2.20) 



















































sZ .      (2.24) 
Aplicando as leis de Kirchhoff, a 2ª lei nas duas malhas e a 1ª lei em um dos nós 
da FIGURA 2.5 resultam os elementos da matriz de impedância extrínseca 
    sgsg RRLLssZ 11      (2.25) 
  ss RsLsZ 12       (2.26) 
  ss RsLsZ 21       (2.27) 
    sdsd RRLLssZ 22      (2.28) 
















sZ .  (2.29) 
Tendo  sZext  e  sZ int , a impedância total da parte intrínseca e extrínseca  sZ tot  
é definida pela soma de  sZext  e   sZ int  (SHIRAKAWA, ET AL., 1995), tais que 
     sZsZsZ exttot int      (2.30) 















































sZ  (2.31) 
onde  





Dividindo o numerador e o denominador dos elementos  da impedância total totZ , 
equação (2.31) por mgdgddsgdgsdsgs CCCCCCCC   resulta na matriz com elementos 
intrínsecos normalizados: 
 




















































onde os termos dsC , gdC , dsG , C , mG  e gsC  são valores normalizados por 
mgdgddsgdgsdsgs CCCCCCCC  . E o coeficiente a  é uma função não linear das 








 .    (2.34) 
 
2.2.3. ELEMENTOS PARALELOS  
 
A FIGURA 2.6 constituída pelos elementos 
pgdC , pgsC  e pdsC  representa a parte 
dos elementos paralelos do modelo SSEC mostrado na FIGURA 2.2. Para o cálculo dos 
parâmetros de admitância  pY  do circuito aplicaram-se os mesmos procedimentos 
usados no caso da FIGURA 2.4 e em (COSTA, LIU, & HARRIS, 1991). A  admitância 
 pY  é dada por 
 




   











     (2.35) 
Por definição,  sYp  vem da relação entre as correntes  sI1 ,  sI2  e as 
diferenças de potencial na entrada e na saída do quadripolo  sV1 ,  sV2  da FIGURA 
2.6, definida na equação (2.2). No domínio da frequência, usando as mesmas 
condições definidas entre as equações (2.3) e  (2.6), calculam-se os elementos da 
matriz  sYp  
   pgdpgs CCssY 11       (2.36) 
  pgdsCsY 12       (2.37) 
  pgdsCsY 21       (2.38) 
   pgdpds CCssY 22      (2.39) 















sY .    (2.40) 
 
 
2.3. ALGORITMO DO PROCESSO DE EXTRAÇÃO 
2.3.1. MÍNIMOS QUADRADOS PARA ELEMENTOS PARALELOS 
 
Cada um dos quatro elementos da matriz de admitância  mij sY  é aproximado a 
um quociente entre dois polinômios (método dos polinômios de Cauchy) de grau N na 



























    (2.41) 
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Neste modo de aproximação, os elementos da matriz de admitância  msY  
introduzem redundâncias no sistema de equações devido ao fato de cada elemento 
estar diretamente relacionado aos outros três elementos. Essas redundâncias podem 
ser eliminadas usando quatro frações parciais com um mesmo denominador comum 
(GARCIA, SARKAR, & SALAZAR, 2002).  
Como os graus do numerador e do denominador dos elementos da matriz de 
impedância da equação (2.31) são 3 e 2 respectivamente, então, para o cálculo dos 
elementos 
pgdC , pgsC  e pdsC , os graus do numerador e denominador passaram sendo 5 
e 4 respectivamente, isso pelo fato de, cada elemento capacitivo acrescentado fazer 
com que o grau do numerador e do denominados aumentem em uma unidade (na 
matriz de impedância, cada elemento reativo acrescentado é um pólo a mais). Então, a 























sy       (2.42) 
onde 22,12,11 eij  . Não foi usado o parâmetro 21ij  que representa a parte ativa do 
transistor porque o interesse, no momento, estava direcionado a parte reativa. 
 Realizando modificações matemáticas simples, a equação (2.42) é transformada 
em um sistema de equações para os M  pontos de frequência de medição do transistor 
(GARCIA, LORENTE, SALAZAR, & SARKAR, 2004) 
       

































     (2.43) 
que, quando re-escrito na forma matricial, permite o cálculo dos coeficientes dos 


















































































    (2.44) 
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onde:  ,  Taaaaa 0123 ; H  e rV  são matrizes do tipo Vandermonde definida por 






















































































































.      (2.46) 
11Y , 12Y  e 22Y  são matrizes diagonais com os vetores 11y , 12y  e 22y  dispostos nas 
respectivas diagonais principais. Como os coeficientes  kijb  são todos complexos e para 
torná-los não complexos, cada uma das linhas da equação (2.44) é convertida em 




























































































































































































   (2.47) 
 
2.3.2. DETERMINAÇÃO DOS PARÂMETROS PARALELOS 
 











 .     (2.48) 















.      (2.49) 
E, com   mij sY  e  ijC  é calculada a matriz  
         1 ijmmijmij CssYsZ      (2.50) 
como em (COSTA, LIU & HARRIS, 1991). 
 
2.3.3. MÍNIMOS QUADRADOS PARA ELEMENTOS INTRÍNSECOS E EXTRÍNSECOS 
 
Tal como os elementos de  mij sY , os elementos  mij sZ  da matriz de impedâncias 

























     (2.51) 
Como o numerador e o denominador dos elementos da equação (2.31) têm 















0       (2.52) 
onde 2221,12,11 eij  , a ,  kb11 ,  kb12 ,  kb21  e  kb22  são os coeficientes dos polinômios. 
 Como no caso da equação (2.42), modificações matemáticas simples são 
realizadas para os M  pontos de freqüência de medição dos transistores, resultando no 
sistema de equações 
     






















     (2.53) 
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Com exceção dos elementos mG  e mC  que fazem parte do parâmetro 21Z , todos 
os restantes elementos gdC , gsC , dsC , dsG ,  gL , dL , sL , gR , dR  e sR  podem ser 
determinados usando os parâmetros 
11z , 12z  e 22z . Então, agrupando os parâmetros 11z , 
12z  e 22z obtém-se 
   
   





























































    (2.54) 
onde os vetores 
11b , 12b  e 22b  definem-se como sendo:         
T
bbbbb 01111121131111  , 
      
T
bbbb 11221231212  ,       
T
bbbb 12222232222  . 11Z , 12Z  e 22Z  são matrizes diagonais 
com os parâmetros 11z , 12z  e 22z  dispostos nas respectivas diagonais principais. rV  e 










































































      2.56) 
Os elementos 
sL  e sR  são calculados na equação (2.54), eles também fazem 
parte do parâmetro 
21Z . No o cálculo dos elementos mG  e mC  através de 21Z , como os 
valores de 
sL  e sR  já são conhecidos, retiram-se as influências que estes elementos 
têm no parâmetro 
21Z  e acrescenta-se o coeficiente a  como incógnita. 
      32212121 MSMSMr sLsRsZbV      (2.57) 
onde o vetor 
21b  é definido como     
T


















































    (2.58) 
onde 
21Z  é a matriz diagonal. 
A partir da solução dos sistemas de equações (2.54) e (2.57) são calculados os 
coeficientes  kijb . Tal como no caso anterior, para se obterem coeficientes puramente 
reais, cada uma das linhas é duplicada, sendo uma com a parte real e outra com a 
parte imaginária, separadamente, como na equação (2.47). 
 
2.3.4. DETERMINAÇÃO DOS PARÂMETROS INTRÍNSECOS E EXTRÍNSECOS DO 
MODELO 
 
Partindo dos elementos da matriz da equação (2.31) são determinadas as 





















       (2.60) 
Capacitâncias:  






    (2.61) 
Condutância 
































   (2.63) 
 Agrupando as equações (2.59), (2.60), (2.61) e (2.62) na forma matricial podem 
ser determinadas todas as incógnitas relacionadas aos parâmetros 







































































     (2.64) 
e para 

































































































































































     (2.67) 
Então, agrupado as equações (2.64), (2.65) e (2.66) em uma única equação matricial 





















































     (2.68) 
e para (2.67): 
  212121b cM        (2.69) 
Olhando para as equações (2.68) e (2.69) é possível observar que ambas têm 
em comum, vetores com as constantes  kijb . Como o objetivo principal é obter um 
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sistema de equações sem as constantes  kijb , então a equação (2.68) é substituída na 
equação (2.54) e a (2.69) é substituída na  (2.57), resultando em 
   
   
















































































   (2.70) 
   3221212121 MSMSMr sLsRsZcMV      (2.71) 
Concluindo, as equações (2.70) e (2.71) relacionam os parâmetros da impedância totZ  
com todos os elementos intrínsecos e extrínsecos. 
 
2.3.5. PARÂMETROS DE CIRCUITO EQUIVALENTE 
 
Da equação (2.49) resultam os valores das capacitâncias paralelas entre os 
terminais porta-dreno 
pgdC , porta-fonte pgsC  e dreno-fonte pdsC : 
 512bCpgd         (2.72) 
   512511 bbC pgs        (2.73) 
   512522 bbC pds        (2.74) 
Do vetor 
12c  da equação (2.65) resultam os parâmetros: indutância da fonte SL , 
resistência da fonte 
SR  e a capacitância normalizada porta – dreno gdC  que, no caso 
são definidos como: 
)1(12cLs         (2.75) 
)2(12cRs         (2.76) 
)3(12cC gd         (2.77) 
Com os valores de 
SL , SR  e de  gdC , todos restantes valores são determinados: 
)1(12)1(11 ccLg        (2.78) 
)2(12)2(11 ccRg        (2.79) 
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)3(11cC k         (2.80) 
)4(11cG ds         (2.81) 
)1(12)1(22 ccLd        (2.82) 
   212222 ccRd        (2.83) 
 322cC n         (2.84) 
  221cC         (2.85) 
 321cG m         (2.86) 
Os elementos: mC , dsG , nC , gdC , C  e mG  são parâmetros normalizados. Para sua 
















C       (2.87) 
Então, os valores desnormalizados dos elementos 11C , dsG , 22C , gdC , C  e mG  são 
determinados como: 
 xgdgd CCC det       (2.88) 
 xkk CCC det       (2.89) 
 xdsds CGG det       (2.90) 
 xnn CCC det       (2.91) 
 xCCC det        (2.92) 
 xmm CGG det       (2.93) 
Os elementos 
kC  e nC  definem: 
gddsk CCC         (2.94) 
gdgsn CCC         (2.95) 
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E como a capacitância 
gdC  já é conhecida da equação (2.88), então as capacitâncias 
porta – fonte e dreno – fonte são dadas por:  
gdkds CCC         (2.96) 
gdngs CCC         (2.97) 
 Aplicando as equações (2.88) e (2.92) na equação (2.13) resulta na 
transcondutância 
mC : 
gdm CCC         (2.98) 
 
2.3.6. ERRO QUADRÁTICO MÉDIO 
 
Como a aplicação do modelo no capitulo 4 será feita  recorrendo à formulação no 
espaço de estados, esta será usada como base para recalcular os parâmetros S e 
consequentemente verificar o erro da aproximação do modelo. Fazendo uso das 
equações de estado no domínio de frequência 
 BuAxFxsm         (2.99) 
EusDuCxy m       (2.100) 


































































































































































 (2.101)  
Da equação (2.99), para cada frequência de medição obtém-se 
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  BuAFsCx m
1
       (2.102) 
e substituindo na equação (2.100) resulta em: 
  uEsDBAFsCy mm  1     (2.103) 
A matriz que relaciona u  com y  é a matriz de admitância geral do sistema. Essa 
matriz é convertida na matriz de espalhamento  m
cal
ij sS  para posterior cálculo do erro 
quadrático médio como 























    (2.104) 
 
2.3.7. MINIMOS QUADRADOS PONDERADOS 
 
Os polinômios do método de interpolação sendo usados neste trabalho sofrem 
alguma dependência da frequência. Para reduzir a dispersão da aproximação para 
pequenos valores de freqüência, assim como para grandes valores da frequência, 
pesos foram definidos através de uma janela do tipo Kaiser (OPPENHEIM & SCHAFER, 
1989), FIGURA 2.7, com o objetivo de minimizar esse impacto. A quantidade de pontos 
da janela foi definida como sendo igual ao dobro das amostras de frequência do 
transistor. 
 
FIGURA 2.7: Espectro da janela de Kaiser usada na ponderação das dispersões em frequência. 
 
O espectro de frequência da janela foi dividido em duas metades. A metade lp  
foi aplicada na ponderação das dispersões para valores pequenos de frequência, no 
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caso, os elementos paralelos e a outra metade hp , foi usada para redução das 
dispersões de valores grandes de frequência, no caso, os restantes elementos. 
 
 
2.4. SIMULAÇÕES E RESULTADOS 
2.4.1. SIMULAÇÕES 
 
Com base no fluxograma da FIGURA 2.3 foi escrito um programa usando o 
software Matlab. O programa realiza a extração dos parâmetros do modelo de circuito 
equivalente da FIGURA 2.2 para um determinado ponto de polarização. No processo de 
extração os valores dos elementos 
pgdC , pgsC . pdsC  mG , gdC , gsC , dsC , dsG , gL , dL , sL , 




O coeficiente a  não é uma variável independente, mas sim, uma função não 
linear das demais variáveis, e o seu valor varia em função das características de 
polarização. A determinação pode ser realizada com o uso da equação (2.34).  
Como a  é desconhecido foi assumido por hipótese 0a  como ponto de inicio 
do processo de extração. Com 0a  são calculadas todas as incógnitas, 
nomeadamente 
gdC , gsC , dsC , dsG , gL , dL , sL , gR , dR  e sR . Destes, os valores de sL  e 
sR  são usados para calcular mC  e mG  e encontrar o valor estimado do coeficiente a , já 
que o mesmo não é uma combinação linear da demais incógnitas.  
Com os valores de 
gdC , gsC , dsC , dsG , gL , dL , sL , gR , dR , sR , mC  e mG  é 
recalculado o valor de a  pela equação (2.34) resultando em valor não nulo, mas 
possivelmente diferente do valor anteriormente estimado. Neste ponto, há duas 
possibilidades de escolha para o valor do coeficiente a  que será usado na iteração 
seguinte: o valor calculado pela equação (2.34) ou o calculado pela solução do sistema 
de equação (2.71). 
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Na primeira escolha, verificou-se que o número de iterações pode ser grande 
chegando a 70 em alguns casos e na segunda escolha, verificou-se que o número de 
iterações é reduzido e a convergência é atingida rapidamente. O processo iterativo está 
ilustrado na FIGURA 2.8. 
  




2.4.3. RESULTADOS DA EXTRAÇÃO E DISCUSSÃO 
 
Com objetivo de compreender e avaliar a técnica do método proposto foram 
usados quatro transistores comerciais, dos quais, dois HEMT (CGH40010 e FHX04LG) 
e outros dois MESFET (CRF24010 e NE76038), todos encapsulados, e com os 
respectivos parâmetros S fornecidos pelo fabricante. Neste grupo de transistores, dois 
são de potência (CGH40010 e CRF24010), um de baixo ruído (NE76038) e o último de 
muito baixo ruído (FHX04LG). Alguns dos dados característicos dos transistores 












CGH40010 GaN 3 mAIVV DSD 200;28   41 0,5 a 6 GHz 
CRF24010 SiC 2 mAIVV DSD 250;48   40 0,1 a 4 GHz 
FHX04LG GaAs 1 mAIVV DSD 10;2   18 1 a 18 GHz 
NE76038 GaAs 2 mAIVV DSD 10;3   21 0,1 a 18 GHz 
QUADRO 2.1: CARACTERÍSTICAS DOS TRANSISTORES EM USO NO TRABALHO 
 
TABELA 2.1: VALORES DOS PARÂMETROS DOS QUATRO TRANSISTORES 
Parâmetros CGH40010 CRF24010 FHX04LG NE76038 Unidade 
Cpgs 0,3552 0,7081 0,1342 0,0308 pF 
Cpgd 0,0007 0,0379 0,0029 0,0014 pF 
Cpds 0,3307 0,7790 0,0223 0,0142 pF 
Lg 0,7610 0,4733 0,3977 0,5921 nH 
Ls 0,0199 0,0013 0,0320 0,0923 nH 
Ld 0,7341 0,4930 0,2485 0,5030 nH 
Rg 0,7216 0,6012 5,8815 5,2479 Ω 
Rs 0,0117 0,7261 1,2030 2,4374 Ω 
Rd 0,6327 2,8990 1,5151 2,5626 Ω 
Cgs 7,1069 2,5060 0,3489 0,3486 pF 
Cgd 0,2350 0,5603 0,0346 0,0419 pF 
Cds 0,9899 1,0812 0,3133 0,1669 pF 
Cm 0,0028 0,1911 0,0005 0,0002 pF 
Gds 0,0090 0,0919 0,0063 0,0055 S 
Gm 0,6177 1,2848 0,0656 0,0469 S 
  0,0045 0,0021 0,0071 0,0051 ns 
Erro 2,2749 4,9850 9,5393 10,4093 % 
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Os parâmetros S de cada um dos 4 transistores (separadamente) foram 
submetidos à técnica. 201 simulações foram realizadas para cada um dos transistores e 
todas atingiram a convergência após a terceira iteração. A TABELA 2.1 ilustra os 
valores calculados de todos os elementos dos quatro transistores, usando a técnica 
proposta. 
A discussão sendo apresentada se refere ao transistor GaAs HEMT cuja 
referência é FHX04LG, com polarização VVD 2 , mAIDS 10 . Com os dados da coluna 
4 da TABELA 2.1, os parâmetros de espalhamento  m
cal
ij sS  dos transistores foram 
calculados e os resultados comparados diretamente com os medidos  m
meas
ij sS  pelo 
fabricante. A FIGURA 2.9 ilustra a comparação dos parâmetros S medidos e 
recalculados através do circuito equivalente, em modulo e em fase para as amostras de 
frequência. Da comparação resultou um erro quadrático médio de aproximação inferior 
a 10%. A ultima linha da  TABELA 2.1 ilustra os erros obtidos para cada um dos 4 
transistores simulados. 
Os dois transistores GaAs de baixo ruído (FHX04LG e NE76038) apresentam 
erros de aproximação relativamente grandes. Isto se deve, por um lado, as grandes 
dispersões na faixa das altas frequências e, por outro lado, alguns dos elementos 
intrínsecos, como capacitâncias, têm dependência com frequência ao longo de toda a 
faixa de medida dos parâmetros S, daí que o erro no ajuste pode ser devido a essa 
dependência da frequência. A outra possível causa do erro, que não pode deixar de ser 
considerada, pode ser atribuída aos elementos paralelos que apresentam uma 
dependência com a frequência na faixa de alta frequência. 
Os APENDICE A 1, APENDICE A 2 e APENDICE A 3 ilustram a mesma 
comparação para os transistores: GaN HEMT (referência: CGH40010) com VVD 28 , 
mAI DS 200  e amostras de frequência de 0,5 à 6,0 GHz; SiC MESFET (referência: 
CRF24010) com VVD 48 , mAI DS 250  e amostras de frequência de 0,1 à 4,0 GHz e 
GaAs MESFET (referência: NE76038) com VVD 3 , mAI DS 10  e amostras de 









3. MODELAGEM DO CIRCUITO EQUIVALENTE DE GRANDES SINAIS 
3.1. MODELO DE GRANDES SINAIS 
 
 
FIGURA 3.1: Modelo de circuito de grandes sinais 
  
 Para a definição do modelo de grandes sinais, pretende-se combinar o modelo 
DC (características I-V) com o modelo de circuito de pequenos sinais detalhado no 
capitulo 2. Na FIGURA 3.1 está ilustrado o diagrama esquemático do modelo do 
transistor com a presença de dois elementos não lineares: a fonte de corrente dsi  e o 
diodo D . A FIGURA 3.2 ilustra uma característica típica da fonte de corrente de um dos 
quatro transistores usado neste trabalho. 
 
FIGURA 3.2: Característica de saída do transistor HEMT - FHX04LG 
  
Neste trabalho, para modelar a fonte de corrente será modelado pela técnica de 




3.1.1. INTERPOLAÇÃO BI-CÚBICA 
 
Neste trabalho, a interpolação bi-cúbica (KEYS, 1981) é aplicada para gerar 
superfícies de interpolação com pontos que são extraídos da curva da função 
 dsgsds VVfI ,  fornecidas pelo fabricante do transistor. A TABELA 3.1 apresenta os 
dados de gsdsds VIV ,,  obtidos da curva de corrente – tensão da FIGURA 3.2. Trata-se de  
TABELA 3.1: DADOS DE 
gsdsds VIV ,,  OBTIDOS DA CURVA  dsgsds VVI ,  DA FIGURA 3.2 
 VVds  
 mAI ds  
VVgs 1
 VVgs 8,0  VVgs 6,0  VVgs 4,0  VVgs 2,0  VVgs 0  
0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 0,0000 
0,2508 0,0000 0,1701 0,1701 1,6388 7,2543 12,7835 
0,5016 0,0000 0,0810 0,4264 2,8456 10,6209 19,2602 
0,7524 0,0000 0,0783 0,6830 3,9660 13,0372 22,7133 
1,0032 0,0000 0,1620 0,9395 4,9136 14,6760 24,8704 
1,2541 0,0000 0,1592 1,2824 6,0340 16,0556 26,5955 
1,5049 0,0000 0,3293 1,7980 6,9816 17,3488 28,0615 
2,0065 0,0000 0,5831 2,8293 8,9632 19,7623 30,3023 
2,3870 0,0000 0,7518 3,6891 10,4278 21,3133 31,5077 
 
um transistor de muito baixo ruído. Os valores de gsdsds VIV ,,  usados correspondem à 
curva extrínseca pelo fato dos valores da corrente dsI  serem relativamente baixos, o 
que faz com que a curva extrínseca seja muito próxima à curva intrínseca, algo que não 
ocorre num transistor de potência. 













gsijdsgsds vvavvi        (3.1) 
onde ija  representa o conjunto dos coeficientes dos polinômios de interpolação. Na 
região de extrapolação linear – cúbica: 0ija  para 3,2,1i  ou 3,2,1j  e na região de 
extrapolação bi - linear: 0ija  para 3,2,1, ji . Esta extrapolação linear vai permitir que, 
ao longo da simulação não apareçam valores negativos de resistência e isso vai fazer 
com que o simulador sempre localize o ponto de operação pelo método de Newton. 
Cada um dos nós ou pontos da curva é definido pelas coordenadas  dsdsgs IVV ,, . 
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 A FIGURA 3.3 ilustra a comparação entre as curvas características da FIGURA 
3.2 com as curvas resultantes da interpolação bi-cúbica dos dados da TABELA 3.1. O 
interpolador oferece a possibilidade de ter mais informação sobre a característica 
 dsgsds VVfI ,  para além do definido no datasheet.  
 
FIGURA 3.3: Comparação entre curvas I-V obtidas do datasheet e da interpolação 
 
Comparando os dois modelos anteriormente apresentados (interpolador bi-cúbico e 
Curtice) é notório que o modelo do interpolador bi-cúbico se aproxima perfeitamente as 
características DC de saída do transistor. 
 
3.1.2. MODELAGEM DA JUNÇÃO SCHOTTKY 
 
 
FIGURA 3.4: Representação da modelagem do diodo Schottky 
 
Para a modelagem do diodo da FIGURA 3.1, o mesmo é representado através 
de dois elementos não lineares FIGURA 3.4, nomeadamente a corrente do dreno – 





















CC        (3.2) 
onde jV  é o potencial da porta Schottky, 0gsC  é a capacitância porta – fonte no ponto de 




 A carga gsQ  associada à capacitância gsC  é definida como sendo 
  kdvCQ gsgsgs       (3.3) 
onde a constante k  é definida pela condição  
  00 gsgs vQ       (3.4) 
Substituindo a equação (3.2) na equação (3.3) e resolvendo a integral na condição da 




































Q      (3.5) 














Sgs eII        (3.6) 
onde: SI  - corrente de saturação inversa; 
gsv - tensão de polarização; 
TV  - tensão equivalente de temperatura; 
TABELA 3.2: PARÂMETROS DO DIODO SCHOTTKY MBD101 
SI  TV  jV  m  
(nA) (mV) (V) # 
20.0 25.0 0.75 0.1 
 
A TABELA 3.2 apresenta os dados do diodo Schottky MBD101 utilizado neste 
trabalho para modelagem da junção Schottky, uma vez que os datasheets dos 
transistores não fornecem dados relativos à junção Schottky. 
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4. MODELAGEM COMPUTACIONAL DO HEMT USANDO O MÉTODO DOS 
ELEMENTOS FINITOS NO DOMÍNIO DO TEMPO 
4.1. ELEMENTOS FINITOS NO DOMÍNIO DO TEMPO 
 
As características dinâmicas dos materiais e dispositivos discretos podem ser 









uDxCy       (4.2) 
onde (4.1) é a equação de estados, (4.2) é a equação de saída, x  é o vetor com as 
variáveis de estado, u  e y  são vetores com as variáveis de entrada e de saída, 
respectivamente e as matrizes, representadas por letras maiúsculas, definem o 




E  é necessária para torná-la compatível com a Lei Ampere - Maxwell 
(PEGORARO & ARTUZI Jr., 2013). Efeitos lineares são incluídos: 


































































































































































































 representam os dados da modelagem da 
junção Schottky, nomeadamente a capacitância da junção Schottky gsC  e a corrente do 






 representa a característica de saída do transistor obtidas pelo 
interpolador bi-cúbico. 




















































































      (4.4) 
onde e  é vetor campo elétrico e h  é o vetor campo magnético,   é a permissividade 
elétrica e   é a permeabilidade magnética. 










































      (4.5) 





  é a condutividade 
superficial.  
















































































       (4.6) 
onde 0Z  é a impedância característica da fonte e x  representa o vetor contendo os 
valores das tensões de alimentação DC 
GGV  e DDV do amplificador da FIGURA 4.2. 
E quando efeitos não lineares são incluídos, as matrizes A  e F  passam a conter 
elementos dependentes de x , logo a representação 
 xaxA         (4.7) 
 xfxF         (4.8) 
torna-se mais conveniente. Assim, (4.1) e (4.2) podem ser re-escritas como 
    uBxaxf
dt
d




uDxCy  .     (4.10) 
A regra trapezoidal (OGATA, 2010) é um método numérico largamente utilizado 
para encontrar soluções no domínio do tempo discreto por se tratar de um método que 
preserva a estabilidade de sistemas contínuos. Neste método, os termos com derivadas 
são substituídos por termos com diferenças finitas e os termos sem derivadas são 
substituídos por médias aritméticas conforme 




























   (4.12) 
41 
 
onde t  é o passo de tempo adotado e o índice n  representa o instante de tempo tn . 
A solução da equação (4.11) é obtida pelo método iterativo de Newton 
(RINGHOFER & SCHMEISER, 1989) conforme 




























  (4.13) 
onde 10   e J  é a matriz jacobiana (KUO & HOUSHMAND, 1997) e seus 
elementos são calculados como 



















    (4.14) 
A equação (4.13) contém o vetor incógnito 1nu  que se for aproximado por nu  
torna o método condicionalmente estável limitando t  a valores muito pequenos. Uma 
melhor aproximação para 1nu  consiste em usar a primeira iteração do método de 
Newton fazendo 0  em (4.13) para obter o vetor 




1 2      (4.15) 
que, quando substituído em (4.12) fornece 
  11 22   nnnnnnnnn uEuDxaCxCyy     (4.16) 
Com 












21 .     (4.19) 
O método dos elementos finitos é usado para montar um sistema de equações a 
partir da equação (4.16) obtida para cada elemento finito e para cada dispositivo 
discreto. Conhecendo a informação topológica definida pela malha que forma os 
elementos finitos, as variáveis de saída podem ser eliminadas e a solução aproximada 
para 1nu é obtida através da resolução de um sistema de equações lineares 
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(PEGORARO & ARTUZI Jr., 2013). Aplicando-se esta solução em (4.13), encontra-se 
1nx  iterativamente, fazendo-se 1  nn xx  a cada nova iteração até que a diferença entre 
ambos fique abaixo de um valor residual aceitável.  
O cálculo da matriz jacobiana inversa pode ser feito de forma mais eficiente sem 
utilizar derivadas nem inversão da matriz. No método proposto por (BROYDEN, 1965), 
definem-se os vetores 
  nn xxx 1       (4.20) 
     nn xfxff 1      (4.21) 
     nn xaxaa 1       (4.22) 



















































JJ     (4.23) 
Apenas a matriz jacobiana inicial  0 n  


















J      (4.24) 
necessita ser calculada a partir das derivadas e invertida. No caso do transistor, basta 
obter a matriz de estados do seu circuito equivalente linearizado no ponto sem 
polarização. 
Para elementos e dispositivos discretos em que não há efeitos não lineares 
envolvidos, o método descrito acima não é necessário porque o método de Newton 
converge na primeira iteração e a matriz jacobiana é invariante no tempo, bastando 








4.2. MODELAGEM DO PROBLEMA ELETROMAGNÉTICO 
 
A FIGURA 4.1 mostra um amplificador de micro-ondas à base de um transistor 
HEMT encapsulado (referência FHX04LG) operando sobre uma linha de transmissão 
do tipo microstrip implementada em uma placa de circuito impresso e conectado ao 
plano de terra por meio das trilhas de um circuito de 2 portas.  
 
FIGURA 4.1: Transistor encapsulado conectado à linha de transmissão do tipo microstrip. 
Fonte: Adaptado de (KUO & HOUSHMAND, 1997) 
 
Em função dos dados do datasheet do transistor FHX04LG, o amplificador será 
projetado para um ganho dB9.10  a frequência de GHz12  e terá o esquema 
representado na FIGURA 4.2. 
 
FIGURA 4.2: Esquema do amplificador de micro-ondas 
 
Com base nas características de figura de ruído do dispositivo (fator de ruído 
mínimo minF , resistência equivalente de ruído nR , coeficiente ótimo de reflexão da fonte 
opt ) para um ponto de frequência de máximo ganho e mínimo ruído (TABELA 4.1), são 
definidas através da carta de Smith as condições para o casamento de impedância na 
porta de entrada. 
TABELA 4.1: VALORES DOS PARAMETROS DE RUIDO NO PONTO DE POLARIZAÇÃO 
Frequências  opt  minF  nR  
(GHz)  (Modulo) (Fase) (dB) (Normalizado) 




Usando o simulador QUCS (versão 0.016) e um arquivo ps2  com os dados dos 
parâmetros de espalhamento medidos, uma fonte de potência de 50  no lado da 
entrada, a permissividade elétrica relativa 33,2r , largura da trilha (filme) mmw 28,2  
e a espessura do substrato mmh 7874,0 , definidos em (KUO & HOUSHMAND, 1997), 
nas condiçoes ideiais, é realizado o casamento de impedancia do lado da entrada. A 
FIGURA 4.3 a) ilustra as dimensões resultantes do casamento. Do lado de saida são 
medidos os paramentros de espalhamnento do transistor, a frequência GHz12 . 
 
FIGURA 4.3: Dados do casamento de impedâncias. a) no porto de entrada b) no porto de saída 
 
O parâmetro 167,0571,022 jS   medido na FIGURA 4.3 a) é introduzido na 
carta de Smith para definição das condições de casamento de impedâncias do lado da 
saída do transistor. Essa operação resultou nas dimensões da FIGURA 4.3 b). 
 
FIGURA 4.4: Esquema do amplificador de micro-ondas simulado no software QUCS 
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As características físicas descritas na FIGURA 4.3 são ajustadas para um 
casamento no ponto de polarização ( VVD 3  e mAIDS 10 ) do dispositivo nas 
condições reais de conexão e terminação das linhas de transmissão. As dimensões 
físicas foram ajustadas até que as condições de casamento de impedâncias 
correspondessem ao valor de ganho máximo dBGas 9,10  definido para GHzf 12 . A 
FIGURA 4.4 ilustra o layout do amplificador de micro-ondas resultante do casamento de 
impedâncias, simulado no software QUCS.  
 
4.2.1. ESTRUTURA FISICA VIRTUAL DO TRANSISTOR OPERANDO NA LINHA 
MICROSTRIP 
 
Virtualmente a estrutura física do HEMT operando em uma linha transmissão 
microstrip, com impedância característica de 50 , foi construída usando o software GiD 
(Geometry and Data).  Essa estrutura é equivalente ao circuito elétrico com parâmetros 
concentrados simulados no software QUCS, FIGURA 4.4.  
 
FIGURA 4.5: Metade da estrutura física virtual construída no simulador QUCS  
 
Devido à simetria geométrica e eletromagnética da linha microstrip somente 
metade da estrutura foi simulada resultando em uma redução do tempo de simulação 






4.2.2. CONDIÇÕES DE CONTORNO E DE MATERIAIS 
 
Nas condições dos materiais, o substrato (material isolante) da linha microstrip 
foi modelado com permissividade elétrica relativa de  33,2r  e dimensões 
94,197874,064,10  , em mm. A caixa de encapsulamento foi modelada com dimensões 
94,197244,464,10  , em mm.  
 
FIGURA 4.6: Condições dos materiais 
 
As magnitudes  33,2r , mmh 7874,0  do substrato e mmh 7244,4  da caixa 
são as mesmas usadas em (KUO & HOUSHMAND, 1997). As linhas de transmissão 
foram modeladas como condutores elétricos perfeitos (PEC) com condutividade 
superficial 11610.1  m , FIGURA 4.6. 
 
FIGURA 4.7: Alocação das portas dos componentes 
 
Foram também atribuídas as portas dos componentes indicadas por: fonte (1 e 2) 




FIGURA 4.8: Alocação dos volumes dos materiais 
 
Os volumes dos materiais foram definidos como ar ( 1r ) e um substrato 
correspondente a 33,2r , FIGURA 4.8. 
 
4.2.3. DISCRETIZAÇÃO ESPACIAL 
 
Para simulação usando o algoritmo FETD, a estrutura foi dividida (discretizada) em 
células como no (ZHANG & MEI, 1988). O comprimento médio das arestas da malha de 
discretização está diretamente relacionado com o comprimento de onda da máxima 
frequência envolvida nos cálculos ( GHz12 ). Quanto maior for a frequência, menor 
deverá ser a malha discretizada para permitir que a velocidade com que a onda se 
propaga no meio seja a mais real possível, caso contrário, estará originando resultados 
incorretos. 
 




No caso da trilha (PEC) e os terminais de entrada e saída do transistor (transistor 
1, transistor 2), uma aresta média de 0,5 mm foi utilizada durante as simulações para 
discretização espacial da geometria mostrada na FIGURA 4.9. 
 
4.3. SIMULAÇÃO ELETROMAGNÉTICA 
 
Neste trabalho, a excitação aplicada na simulação do modelo de pequenos sinais 
pelo método FETD foi um pulso de tensão expresso por:  





























































    (4.25) 
onde  T é a duração do pulso que não deve ultrapassar a frequência máxima possível 





max         (4.26) 
Mas para garantir um comportamento do pulso dentro de seu espectro definido, é 




T         (4.27) 
 
FIGURA 4.10: Pulso de tensão para excitação do modelo de pequeno sinal. 
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A FIGURA 4.10 ilustrada a forma de onda do pulso (não modulado 0f ) 
inicializado no instante s0t com duração de tempo nS0,107143T  correspondente a 
frequência de GHz41max f  e amplitude de tensão V 0,20V . 
Na simulação do modelo de pequenos sinais foram geradas 3962 arestas e a 
frequência máxima no espaço livre é de 33,8 GHz. O pulso (FIGURA 4.10) apresenta 
característica espectral plana até 14 GHz e nula acima de 42,0 GHz. O tempo de 
simulação é de 5 ns com passo de 0,66507 ps. As condições dos materiais e dos 
componentes na simulação encontram-se no QUADRO 4.1. 
Condições dos materiais 
Material Quantidade 
AR  1712 tetraedros 
33,2r  1102 tetraedros 
11410.27   m  150 triângulos 
PEC 476 triângulos 
Condições dos Componentes (Fonte) 
Elemento Quantidade 
PORTA 1 56 triângulos 
PORTA 2 54 triângulos 
Condições dos Componentes (Transistor) 
Elemento Quantidade 
PORTA 1 4 triângulos 
PORTA 2 4 triângulos 
QUADRO 4.1: CONDIÇÕES DOS MATERIAIS E DOS COMPONENTES NA SIMULAÇÃO DO 
MODELOS DE PEQUENO E DE GRANDE SINAL 
 
 
FIGURA 4.11: Pulso de excitação para fenômenos não lineares 
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Na simulação dos fenômenos não lineares (modelo de grandes sinais), a 
excitação foi realizada através de um pulso de Gauss modulado a frequência central de 
GHz12f  e amplitude de tensão V 2V , FIGURA 4.11. Foram geradas 3962 arestas 
e a frequência máxima no espaço livre é de 33,8 GHz. O pulso com característica 
espectral plana foi definido até a frequência de 0,2 GHz e considerado nulo acima de 
0,5 GHz. O tempo de simulação é de 15 ns com passo de 0,47353 ps. As condições 
dos materiais e dos componentes na simulação são as mesmas do QUADRO 4.1 
Das simulações realizadas (pequenos sinais e grandes sinais) resultaram em 
matrizes contendo as tensões no domínio do tempo. Para determinação dos 
parâmetros de espalhamento, as tensões no domínio do tempo foram submetidas a 
uma transformada rápida de Fourier (fft) para  152  pontos. Os parâmetros de 
espalhamento 










































































    (4.31) 
onde 
10V  e 20V  são as tensões da fonte do pulso   VtV   aplicadas, separadamente. A 
divisão da tensão 
10V  e da 20V  por 2 deveu-se ao fato de se ter simulado apenas metade 





4.4. RESULTADOS E DISCUSSÃO 
4.4.1. ANALISE DO AMPLIFICADOR  
 
Um circuito equivalente foi analisado neste trabalho utilizando a técnica dos 
elementos finitos no domínio do tempo (FETD). Trata-se de um amplificador de micro-
ondas, cuja disposição é mostrada na FIGURA 4.4. O circuito é similar ao analisado 
com a técnica de diferenças finitas no domínio do tempo (FDTD) por (KUO & 
HOUSHMAND, 1997) e por (CHANG, COCCIOLI, QIAN, & ITOH, 1999).  
As análises de pequenos sinais e de grandes sinais do circuito da FIGURA 3.1 
são realizadas no amplificador. Os dados de entrada dos parâmetros do circuito 
equivalente de pequenos sinais estão ilustrados na TABELA 4.2. Os mesmos são 
obtidos da TABELA 4.2 referentes ao transistor FHX04LG. 
TABELA 4.2: VALORES DOS PARÂMETROS DO TRANSISTOR FHX04LG 
Parâmetros VALOR Unidade Parâmetros VALOR Unidade 
Cpgs 0,1342 pF Rd 1,5151 Ohm 
Cpgd 0,0029 pF Cgs 0,3489 pF 
Cpds 0,0223 pF Cgd 0,0346 pF 
Lg 0,3977 nH Cds 0,3133 pF 
Ls 0,0320 nH Cm 0,0005 pF 
Ld 0,2485 nH Gds 0,0063 Siemens 
Rg 5,8815 Ohm Gm 0,0656 Siemens 
Rs 1,2030 Ohm   0,0071 nSeg 
 
As condições de polarização VVgs 4,0  e VVds 2  são asseguradas por duas 
fontes de alimentação DC ligadas aos terminais porta – fonte 
GGV  e dreno – fonte DDV , e 
a fonte de sinal RF é representada pelo gerador  tV  ligado ao terminal porta-fonte. O 
sinal RF é um pulso (FIGURA 4.10) utilizado para excitar o circuito. O amplificador 
também é simulado pelo QUCS. 
A FIGURA 4.12 a) e a FIGURA 4.12 b) mostram a resposta no domínio do tempo 
do amplificador quando o pulso é aplicado, em separado, na porta 1 (entrada) e na 




FIGURA 4.12: Resposta no tempo. a) pulso aplicado na porta 1 ; b) pulso aplicado na porta 2.  
  
A FIGURA 4.13 e a FIGURA 4.14 representam os parâmetros de espalhamento 
do amplificador simulado pelo método FETD. As análises pelo método FETD são 
realizadas para o transistor do amplificador operando: 
 





FIGURA 4.14: Analise dos parâmetros S12 e S22 do amplificador de micro-ondas 
 
 Com todos os elementos não lineares modelados no capítulo 3, cujas descrições 
se encontram nas matrizes F  e A  da equação (4.3); 
 Sem os elementos não lineares, onde os seus valores nas matrizes F  e A  da 
equação (4.3) são substituídos pelos valores correspondentes nas matrizes F  e 
A  da equação (2.101). Os valores de gsC , mG  e dsG  são os mesmos obtidos da 
extração de parâmetros no capítulo 2. 
As duas figuras mostram também os resultados obtidos através da simulação, 
nas mesmas condições de casamento de impedância, pelo software comercial QUCS. 
Vê-se que as curvas das simulações pelo FETD com todos os elementos não lineares 
presentes são semelhantes às curvas da simulação pelo QUCS.  
As curvas da simulação pelo método de elementos finitos no domínio do tempo 
(com elementos lineares “FETD-L” ou elementos não lineares “FETD-NL”) apresentam 
um deslocamento na frequência que pode estar relacionado, por um lado com o próprio 
método FETD e, por outro lado, com a junção Schottky, nomeadamente a capacitância 
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gsC  cujo valor vem da extração de parâmetros do capítulo 2 e as características do 
diodo Schottky MBD101 utilizado. 
Os ganhos S21 nas três simulações foram projetados, segundo o datasheet, 
para dB9,10  à frequência de GHz12 . A simulação QUCS apresenta um resultado do 
ganho de dB87,10 na frequência em causa, enquanto que as simulações FETD 
apresentam ganhos de dB356,9  para FETD-NL e dB755,9  para FETD-L. Estas 
diferenças do FETD com a simulação QUCS, na ordem de dB514,1  e dB115,1  
respectivamente, são causadas, por um lado pelo deslocamento em freqüência e pela 
radiação eletromagnética no método FETD e por outro lado pelo modelo de 
aproximação e modelagem dos elementos não lineares. 
 
4.4.2. ANALISE DO TRANSISTOR EM PEQUENOS SINAIS 
 
Para melhorar a análise, o transistor foi novamente simulado pelo método FETD 
em regime de pequenos sinais, operando sobre uma linha de transmissão do tipo 
microstrip sem as condições de casamento de impedância anteriormente definidos (não 
como amplificador). A simulação consistiu em usar apenas os parâmetros lineares 
resultantes da extração do capítulo 2. Os valores das tensões porta – fonte 
GGV  e dreno 
– fonte DDV  foram tornados nulos e o pulso de excitação é o mesmo da FIGURA 4.10. 
A FIGURA 4.15 apresenta o resultado das simulações pelo método FETD 
comparadas diretamente aos resultados da extração apresentados no capítulo 2. 
Analisando os gráficos, as curvas FETD, de extração e do datasheet para os quatro 
parâmetros de espalhamento, é notória a diferença apresentada pelo método FETD. Os 
resultados do método FETD não coincidem com os da extração e do datasheet. A razão 
das diferenças pode estar relacionada, por um lado, com radiação eletromagnética no 
método FETD e, por outro lado, com as dimensões usadas na linha de transmissão 
neste trabalho, uma vez desconhecidas as dimensões da linha de transmissão usadas 









4.4.3. ANALISE DO AMPLIFICADOR OPERANDO EM GRANDES SINAIS 
 
Como em (KUO & HOUSHMAND, 1997), uma análise de grandes sinais para 
avaliar fenômenos não lineares sobre o transistor foi também levada em consideração 

















        (4.32) 

















     (4.33) 
onde  500Z . 
TABELA 4.3: VALORES DOS PARÂMETROS DE EXCITAÇÃO 
 dBmPin   VVin   dBmPout  
-10,0 0,2000    -1,0360 
-9,0 0,2244    -0,0530 
-8,0 0,2518     0,9240 
-7,0 0,2825     1,8970 
-6,0 0,3170     2,8610 
-5,0 0,3557     3,8170 
-4,0 0,3991     4,7660 
-3,0 0,4477     5,7040 
-2,0 0,5024     6,6290 
-1,0 0,5637     7,5400 
0,0 0,6325     8,4340 
1,0 0,7096     9,3070 
2,0 0,7962    10,1520 
3,0 0,8934    10,9570 
4,0 1,0024    11,7090 
5,0 1,1247    12,3920 
6,0 1,2619    12,9890 
7,0 1,4159    13,5220 
8,0 1,5887    14,0100 
9,0 1,7825    14,4720 




O sinal de entrada para esta análise é um pulso de tensão modulado na 
frequência central de GHz12 (FIGURA 4.11) cuja amplitude teve uma varredura de 21 
pontos correspondente aos dados de potência de entrada fornecidos pelo datasheet do 
transistor. A TABELA 4.3 ilustra os valores da potência de entrada e os da tensão de 
excitação. 
A resposta no domínio de frequência é obtida a partir de uma análise de Fourier 
do sinal no domínio do tempo. A FIGURA 4.16 ilustra o espectro do sinal de frequência 
do sinal de entrada (o mesmo da  FIGURA 4.11) correspondente a uma potência de 
entrada de dBmPin 10 , e o espectro da potência de saída. O espectro da potência de 
saída apresenta harmônicos nas frequências múltiplas de GHz12 , isto é, GHz24 , 
GHz36 , GHz48 , respectivamente. 
 
FIGURA 4.16: Pulsos de entrada com potência dBmPin 10 e espectro da potência de saída  
 
A FIGURA 4.17 mostra a potência de saída outP  calculada a partir dos 21 pontos 
da tensão de entrada inV  obtidos da potência de entrada inP . A curva da potência de 
saída obtida através da técnica FETD apresenta uma tendência de saturação muito 
lenta, quando comparada com a curva de potência de saída do datasheet. Essa 
lentidão na saturação pode estar associada às capacitâncias intrínsecas 
gdC , dsC  e mC  
que, no modelo de grandes sinais dependem da tensão 
gsV . Na analise de fenômenos 
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não lineares, estas capacitância têm dependência também da tensão 
dsV , daí que, 
possivelmente, a saturação da curva de potência de saída no FETD tenha que ser 
modelada tendo em consideração essa dependência das capacitâncias intrínsecas com 
as tensões 
gsV  e dsV . 
 








A utilização da formulação através da técnica de interpolação pelo método de 
mínimos quadrados tornou-se capaz de extrair e determinar parâmetros do modelo de 
SSEC de transistores de RF. A técnica, em relação à operação, mostrou-se rápida em 
termos de tempo de execução e breve em termos de número de iterações. Um dos 
pontos que também merece uma consideração se relaciona com o erro quadrático 
médio cujo valor é, por um lado, largamente influenciado pela distância de separação 
ou dispersão entre dois pontos consecutivos da frequência, e por outro lado, 
influenciado pelo aumento da frequência. A técnica é válida na medida em que os 
dados da comparação direta entre resultados da modelagem dos parâmetros extraídos 
e os da modelagem dos parâmetros do datasheet são satisfatórios. As curvas do ganho 
modeladas no FETD e no QUCS apresentam uma diferença muito pequena.  
Como continuações deste trabalho podem ser levantados alguns tópicos listados 
como segue: 
 Implementação de um protótipo do transistor modelado onde deverão ser 
realizadas medições de parâmetros de espalhamento e de potências de saída 
para comparação com os dados deste trabalho; 
 Utilização de vários pontos de polarização para estimação da dependência não 
linear das capacitâncias intrínsecas; 
 Aprimoramento do método de extração de parâmetros de circuito equivalente 
através de transistores de heterojunção bipolar; 
 Melhoramento da técnica através da extração de parâmetros de circuito 
equivalente com efeito de encapsulamento modelado por linhas de transmissão 
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APENDICE A 4: ROTINA DE EXTRAÇÃO DE PARÂMETROS 
 
fr=dados(:,1); 
S11 = dados ( : , 2 ) .* exp ( 1i * dados ( : , 3 ) * pi / 180 ); 
S21 = dados ( : , 4 ) .* exp ( 1i * dados ( : , 5 ) * pi / 180 ); 
S12 = dados ( : , 6 ) .* exp ( 1i * dados ( : , 7 ) * pi / 180 ); 
S22 = dados ( : , 8 ) .* exp ( 1i * dados ( : , 9 ) * pi / 180 ); 
  
S = 2 * 1i * pi * fr; Z0 = 50; Y0 = 1 / Z0; 
  
delta = ( 1 + S11 ) .* ( 1 + S22 ) - S12 .* S21; 
Y11 = Y0 * (( 1 - S11 ) .* ( 1 + S22 ) + S12 .* S21 ) ./ delta; Y12 = -2 * Y0 * S12 ./ delta; 
Y21 = -2 * Y0 * S21 ./ delta; Y22 = Y0 * (( 1 + S11 ) .* ( 1 - S22 ) + S12 .* S21 ) ./ delta; 
j=1; 
 
for k = 0 :0.1: 20; 
[n,m]=size(fr); 
w=kaiser(2*n,k); 




Vr = [hp .* S.^5 , hp.* S.^4 , hp.* S.^3 , hp.* S.^2 , hp.* S.^1 , hp.* S.^0]; 
  
Y = [hp .* Y11 .* S.^4 ; hp .* Y12 .* S.^4 ; hp .* Y22 .* S.^4]; 
  
H11 = [-hp .* Y11 .* S.^3 , -hp .* Y11 .* S.^2 , -hp .* Y11 .* S.^1 , -hp .* Y11 .* S.^0 ]; 
H12 = [-hp .* Y12 .* S.^3 , -hp .* Y12 .* S.^2 , -hp .* Y12 .* S.^1 , -hp .* Y12 .* S.^0 ]; 
H22 = [-hp .* Y22 .* S.^3 , -hp .* Y22 .* S.^2 , -hp .* Y22 .* S.^1 , -hp .* Y22 .* S.^0 ]; 
  
YH = [ H11 ; H12 ; H22 ]; V = [ blkdiag(Vr , Vr , Vr) YH ]; V = [ real(V) ; imag(V) ]; Y = [ real(Y) ; imag(Y) ]; 
  
ac = V \ Y; 
  
Cpgs = ac(1)+ac(7); Cpgd = -ac(7); Cpds = ac(13)+ac(7); 
  
for i = 1 : 3; 
        if Cp(i) < 0 
        Cp(i) = abs(Cp(i)); 
    end 
end 
  
cap = [ac(1) , ac(7) ; ac(7) , ac(13)]; 
 
Yc11 = Y11 - S * cap(1,1); Yc12 = Y12 - S * cap(1,2); 
Yc21 = Y21 - S * cap(2,1);Yc22 = Y22 - S * cap(2,2); 
  
absY = Yc11 .* Yc22 - Yc12 .* Yc21; 
  
Z11 = Yc22 ./ absY; Z12 = -Yc12 ./ absY; Z21 = -Yc21 ./ absY; Z22 = Yc11 ./ absY; 
  








b(i,1) = a; b(i,2) = a1; 
  
Z = [w*Z11.*(S.^2+a*S) ; w*Z12.*(S.^2+a*S) ; w*Z22.*(S.^2+a*S)];  
   
Vr11 = [1 0 0 0 
        a 1 0 0 
        0 a 1 0 
        0 0 0 1]; 
   
Vr12 = [1 0 0 
        a 1 0 
        0 a 1]; 
  
V1 = blkdiag(Vr11 , Vr12 , Vr12); D = V * V1; D = [real(D) ; imag(D)]; Z = [real(Z) ; imag(Z)]; 
  
X = D \ Z; 
  
Ls = X(5); Lg = X(1) - Ls; Ld = X(8) - Ls; %nH 
Rs = X(6); Rg = X(2) - Rs; Rd = X(9) - Rs; %Ohm 
  
Z1 = w * (( Z21 - Rs ) .* S.^2 - Ls * S.^3 ); Va1 = w * [S , -1*S.^0 , S.*(S * Ls + Rs - Z21 )]; 
Va = [real(Va1) ; imag(Va1)]; Z1 = [real(Z1) ; imag(Z1)]; 
  
ab = Va \ Z1; c = inv( [X(3) , X(7) ; ab(1) , X(10)] ); 
  
Cgd = -c(1,2); Cgs = c(1,1) - Cgd; Cds = c(2,2) - Cgd; 
  
Gds = X(4) * det(c); Gm = ab(2) * det(c); 
  
Cm = ( ab(1) - X(7) ) * det(c); C = ab(1); a = ab(3); 
a1 = ( Cgs*Gds+Cgd*Gds+Cgd*Gm)/(Cgs*Cds+Cgd*Cgs+Cgd*Cds-Cgd*Cm); 
  end 
   
L = [Lg Ls Ld]'; R = [Rg Rs Rd]'; Cap = [Cgs Cgd Cds]'*1000; %pF 
  
if Cm < 0 
    G = [Gds Gm -Cm]'; 
    tau=Cm/Gm; 
else 
    G = [Gds Gm Cm]'; 
    tau=-Cm/Gm; 
end 
  
for i = 1 : 3; 
    if R(i) < 0 
        R(i) = 0; 
    end 
    if L(i) < 0 
        L(i) = abs(L(i)); 
    end 
end 
  
parametro=[L R Cap G]; 




 F = [ Ls+Lg Ls        0       0       
        Ls    Ls+Ld     0       0       
         0     0     Cgd+Cgs  -Cgd     
         0     0      -Cm   Cgd+Cds ]; 
  
  A = [ -Rs-Rg   -Rs   -1       0  
          -Rs  -Rs-Rd   0      -1  
           1      0     0       0  
           0      1    -Gm    -Gds ]; 
  
  B = [ 1 0 
        0 1 
        0 0 
        0 0 ]; 
  
  C = [ 1 0 0 0  
        0 1 0 0 ]; 
  
  D = [ 0 0 
        0 0 ]; 
  
  E = [ Cpgs+Cpgd -Cpgd 
        -Cpgd Cpds+Cpgd ]; 
 
for i = 1 : n; 
    m = (C * inv( S(i) * F - A )*B + D + S(i) * E) * Z0; 
    delta  =( 1 + m(1,1) ) * ( 1 + m(2,2) ) - m(1,2) * m(2,1); 
    s11(i,1) = (( 1 - m(1,1)) * (m(2,2) + 1) + m(1,2) * m(2,1)) / delta;  s12(i,1) = ( -2 * m(1,2)) / delta;  
    s21(i,1) = ( -2 * m(2,1)) / delta;    s22(i,1) = (( m(1,1) + 1) * (1 - m(2,2)) + m(1,2) * m(2,1)) / delta; 
end 
  
meas = [S11 , S12 , S21 , S22]; 
calc = [s11 , s12 , s21 , s22]; 
num = abs( meas - calc ) .^2; 
den = abs( meas ) .^2; 
  
a11 = sum( num( : , 1 )) / sum( den( : , 1 )); a12 = sum( num( : , 2 )) / sum( den( : , 2 )); 
a21 = sum( num( : , 3 )) / sum( den( : , 3 )); a22 = sum( num( : , 4 )) / sum( den( : , 4 )); 
  





for i=1 : n; 
  if t(1,i) == u 
      k=t(2,i); 
  end 
end 
[n,m]=size(fr); 
w=kaiser(2*n,k); hp = w(1:n); w(1:n)=[]; w=diag(w); 
  
Vr = [hp .* S.^5 , hp.* S.^4 , hp.* S.^3 , hp.* S.^2 , hp.* S.^1 , hp.* S.^0]; 
Y = [hp .* Y11 .* S.^4 ; hp .* Y12 .* S.^4 ; hp .* Y22 .* S.^4]; 
  
H11 = [-hp .* Y11 .* S.^3 , -hp .* Y11 .* S.^2 , -hp .* Y11 .* S.^1 , -hp .* Y11 .* S.^0 ]; 
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H12 = [-hp .* Y12 .* S.^3 , -hp .* Y12 .* S.^2 , -hp .* Y12 .* S.^1 , -hp .* Y12 .* S.^0 ]; 
H22 = [-hp .* Y22 .* S.^3 , -hp .* Y22 .* S.^2 , -hp .* Y22 .* S.^1 , -hp .* Y22 .* S.^0 ]; 
YH = [ H11 ; H12 ; H22 ]; V = [ blkdiag(Vr , Vr , Vr) YH ]; V = [ real(V) ; imag(V) ]; Y = [ real(Y) ; imag(Y) ]; 
  
ac = V \ Y; 
  
Cpgs = ac(1)+ac(7); Cpgd = -ac(7); Cpds = ac(13)+ac(7); 
Cp=[Cpgs,Cpgd,Cpds]'*1000; %pF 
 
for i = 1 : 3; 
        if Cp(i) < 0 
        Cp(i) = abs(Cp(i)); 
    end 
end 
 
cap = [ac(1) , ac(7) ; ac(7) , ac(13)]; 
  
Yc11 = Y11 - S * cap(1,1); Yc12 = Y12 - S * cap(1,2);  
Yc21 = Y21 - S * cap(2,1); Yc22 = Y22 - S * cap(2,2); 
 absY = Yc11 .* Yc22 - Yc12 .* Yc21; 
  
Z11 = Yc22 ./ absY; Z12 = -Yc12 ./ absY; Z21 = -Yc21 ./ absY; Z22 = Yc11 ./ absY;%Ohm 






b(i,1) = a1; b(i,2) = a; 
Z = [w*Z11.*(S.^2+a*S) ; w*Z12.*(S.^2+a*S) ; w*Z22.*(S.^2+a*S)];  
   
Vr11 = [1 0 0 0 
        a 1 0 0 
        0 a 1 0 
        0 0 0 1]; 
   
Vr12 = [1 0 0 
        a 1 0 
        0 a 1]; 
  
V1 = blkdiag(Vr11 , Vr12 , Vr12); D = V * V1; D = [real(D) ; imag(D)]; Z = [real(Z) ; imag(Z)]; X = D \ Z; 
  
Ls = X(5); Lg = X(1) - Ls; Ld = X(8) - Ls; %nH 
Rs = X(6); Rg = X(2) - Rs; Rd = X(9) - Rs; %Ohm 
  
Z1 = w * (( Z21 - Rs ) .* S.^2 - Ls * S.^3 ); Va1 = w * [S , -1*S.^0 , S.*(S * Ls + Rs - Z21 )]; 
Va = [real(Va1) ; imag(Va1)]; Z1 = [real(Z1) ; imag(Z1)]; 
  
ab = Va \ Z1; 
  
c = inv( [X(3) , X(7) ; ab(1) , X(10)] ); 
Cgd = -c(1,2); Cgs = c(1,1) - Cgd; Cds = c(2,2) - Cgd; Gds = X(4) * det(c); Gm = ab(2) * det(c); 
Cm = ( ab(1) - X(7) ) * det(c); C = ab(1); a = ab(3); 
a1 = ( Cgs * Gds + Cgd * Gds + Cgd * Gm)/(Cgs * Cds + Cgd * Cgs + Cgd * Cds - Cgd * Cm); 
  end 
 L = [Lg Ls Ld]'; R = [Rg Rs Rd]'; Cap = [Cgs Cgd Cds]'*1000; %pF 
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 if Cm < 0 
    G = [Gds Gm -Cm]'; 
    tau=Cm/Gm 
else 
    G = [Gds Gm Cm]'; 
    tau=-Cm/Gm 
end 
  
for i = 1 : 3; 
    if R(i) < 0 
        R(i) = 0; 
    end 
    if L(i) < 0 
        L(i) = abs(L(i)); 
    end 
end 
clear delta m 
  
  F = [ Ls+Lg Ls        0       0       
        Ls    Ls+Ld     0       0       
         0     0     Cgd+Cgs  -Cgd     
         0     0      -Cm   Cgd+Cds ]; 
  
  A = [ -Rs-Rg   -Rs   -1       0  
          -Rs  -Rs-Rd   0      -1  
           1      0     0       0  
           0      1    -Gm    -Gds ]; 
  
  B = [ 1 0 
        0 1 
        0 0 
        0 0 ]; 
  
  C = [ 1 0 0 0  
        0 1 0 0 ]; 
  
  D = [ 0 0 
        0 0 ]; 
  
  E = [ Cpgs+Cpgd -Cpgd 
        -Cpgd Cpds+Cpgd ]; 
for i = 1 : n; 
    m = (C * inv( S(i) * F - A )*B + D + S(i) * E) * Z0; 
    delta  =( 1 + m(1,1) ) * ( 1 + m(2,2) ) - m(1,2) * m(2,1); 
    s11(i,1) = (( 1 - m(1,1)) * (m(2,2) + 1) + m(1,2) * m(2,1)) / delta;  s12(i,1) = ( -2 * m(1,2)) / delta;  
    s21(i,1) = ( -2 * m(2,1)) / delta;   s22(i,1) = (( m(1,1) + 1) * (1 - m(2,2)) + m(1,2) * m(2,1)) / delta; 
end 
  
meas = [S11 , S12 , S21 , S22]; calc = [s11 , s12 , s21 , s22];  
num = abs( meas - calc ) .^2; den = abs( meas ) .^2; 
  
a11 = sum( num( : , 1 )) / sum( den( : , 1 )); a12 = sum( num( : , 2 )) / sum( den( : , 2 )); 
a21 = sum( num( : , 3 )) / sum( den( : , 3 )); a22 = sum( num( : , 4 )) / sum( den( : , 4 )); 
  
































































































ANEXO 4: DATASHEET DO TRANSISTOR NE76038 
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