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Abstract
In turbid media, scattering of light scrambles information of the incident beam and represents
an obstacle to optical imaging. Noninvasive imaging through opaque layers is challenging for
dynamic and wide-field objects due to unreliable image reconstruction processes. We here propose
a new perspective to solve these problems: rather than using the full point-spread-function (PSF),
the wave distortions in scattering layers can be characterized with only the phase of the optical-
transfer-function (OTF, the Fourier transform of PSF), with which diffraction-limit images can be
analytically solved. We then develop a method that exploits the redundant information dynamic
objects, and can reliably and rapidly recover OTFs phases within several iterations. It enables not
only noninvasive video imaging at 25 ∼ 200Hz of a moving object hidden inside turbid media, but
also imaging under weak illumination that is inaccessible with previous methods. Furthermore, by
scanning a localized illumination on the object plane, we propose a wide-field imaging approach,
with which we demonstrate an application where a photoluminescent sample hidden behind four-
layers of opaque polythene films is imaged with a modified multi-photon excitation microscopy
setup.
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INTRODUCTION
The ability to look through random media is important in various fields ranging from
life sciences [1] to nano-technology [2]. Among all the means, imaging with visible light
offers better resolution than microwave and ultrasound imaging and is still considered safe
for samples in most scenarios, such as biomedical tissues. In optically-thick random media,
wavefront distortions due to multiple light scattering are highly complicated, so the con-
ventional correction methods in adaptive optics [3] provide limited improvement[4], which
only compensate for low spatial frequency perturbations such as atmospheric turbulence and
aberrations induced in translucent tissues [5]. One successful approach in strongly scatter-
ing medium is to selectively detect ballistic photons that travel through the medium in a
straight line[6–8]. Unfortunately, its working depth is as shallow as a few mean free paths
(MFPs) because the ballistic light flux is exponentially extinguished as the depth increases.
Photons that are scattered only once[9] or slightly so that the overall propagation direction
is maintained, such as photo-acoustic microscopy[10–12], can also be exploited to image
target objects located deeper than ten MFPs with limited resolution.
There are also numbers of other innovative strategies which use scattered waves in full.
Pioneering works[4, 13–20] utilizing the spatial degrees of freedom of light have been demon-
strated including wavefront shaping[15–17] and phase conjugation[18–20], which are usu-
ally combined with a remarkable speckle correlation phenomenon known as the ‘memory
effect’[21, 22] for imaging behind tens of micron- to millimeter- thick tissues. These tech-
niques require the presence of a bright point-source in the object plane and the use of a
spatial light modulator or a digital mirror device to generate the needed phase map. Re-
cently, noninvasive optical imaging strategies which remove those requirements have been
proposed and demonstrated[23, 24], which exploited the speckle correlations caused by the
‘memory effect’ for scattering and reconstructed the image by numerical methods. These
strategies are similar to the speckle interferometry first proposed by Labeyrie[25] in 1970,
which aims to yield the diffraction-limited autocorrelation of astronomical objects in spite
of atmospheric turbulence. However, in these methods, the image-retrieval process is unde-
pendable and time-consuming with stagnation problems. Moreover, the field of view (FOV)
is limited by the memory-effect range. Thus, present noninvasive methods are still far from
reality.
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To overcome the above difficulties, we propose that, when a strong scattering system
contains sufficient random scatterers to satisfy the ergodic-like condition[26], the wave dis-
tortions can be effectively characterized in the Fourier frequency domain by the phase of the
optical-transfer-function, rather than using the full PSF. Once the OTF’s phase is obtained,
diffraction-limited images can be analytically deconvolved. Based on this theoretical per-
spective and the analytical solution, we develop a method named Multi-frame OTF Retrieval
Engine (MORE), which exploits the redundant information from multiple speckle patterns
and rapidly retrieve a faithful OTF phase within several iterative loops. MORE addresses
the unreliability and the high computational cost of image restoration in conventional meth-
ods. In our experiments, it starts to converge to the correct solutions from the first iterative
loop. The estimated OTF phase as well as images of high-fidelity are achieved after five
to eight iterative loops (within 0.2 seconds). Moreover, it can be applied to imaging under
weak illumination that is inaccessible with previous phase retrieval methods. MORE stably
yields unique solutions in spite of the low contrast of the camera images and inaccurate
initial probes.
With the proposed method, we demonstrated video imaging at 25 ∼ 200Hz of a moving
object hidden behind an opaque layer. Our method does not require any calibration or pre-
process. It starts with capturing all the speckle patterns at once, and then performs post-
reconstructions for the images. Furthermore, when combined with a scan of the illuminating
source, our technique enables wide-field imaging without limitations on the FOV and the
complexity of the object, which used to be two major obstacles in speckle-correlation-based
imaging methods. We also demonstrate an application of this method and obtain a wide-
field image of a photoluminescent object hidden behind multiple layers of opaque films, using
a modified multi-photon excitation microscopy setup.
PHYSICAL MECHANISM
Figure 1 depicts the schematic of our experiment for video imaging a dynamic object
hidden between two opaque diffusers which are ground glasses. As shown in the inset,
the time-varying object is simulated by a moving object plate in front of a screen with a
rectangular aperture. The object plate is a part of a resolution chart board, which has
transparent numbers ‘2’ to ‘6’ on it with an average size of ∼ 0.45mm× 0.3mm. The plate
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FIG. 1. Schematic of an imaging system for a time-varying object hidden inside turbid media.
Each diffuser is a piece of 220-grit ground glass. The distance from the object to Diffuser2 is
z ≈ 200 mm. The distance between Diffuser2 and the camera is d ≈ 300 mm. The diameter of
Diffuser2 is ∼ 6mm.
is driven by a motorized stage, so the content within the rectangular aperture will vary from
‘2’ to ‘6’. The wavelength of a LED source is 633nm with a bandwidth of ∼ 15 nm, which
illuminates the object through Diffuser1. The transmitted light from the object is scattered
by Diffuser2, generating a speckle-like intensity pattern which is then detected by a camera.
Within a ‘memory effect’ range, spherical waves from nearby points on the object suffer
similar distortions and produce shifted but almost identical speckle patterns, S(x, y), on the
image plane, which is the PSF of the system. The detected intensity I(x, y) on the camera
is a convolution of the object distribution, O, and the PSF: I(x, y) = [O∗S](x, y). Or, in
the frequency domain,
I˜(u, v) = S˜(u, v)·O˜(u, v) (1)
= eiΦS(u,v) · |I˜(u, v)|eiΦO(u,v),
where the tilde denotes the two-dimensional Fourier transform, u and v are spatial frequency
coordinates, S˜(u, v) is the OTF of the system. ΦS(u, v) is the OTF’s phase. ΦO(u, v) is the
Fourier phase of the object. The modulus version of eq.(1) is |I˜(u, v)| = |S˜(u, v)| · |O˜(u, v)|.
It implies that the magnitude of the OTF acts as a spatial frequency filter. |I˜(u, v)| can be
read as the Fourier magnitude of the image formed with the spatial spectrum of the object,
|O˜(u, v)|, being filtered by |S˜(u, v)|.
4
In a scattering system with enormous numbers of random scatterers, when more than
thousands of speckles are captured by the camera’s sensor to satisfy the ergodic-like
condition[26], the magnitude of the OTF can be derived as (see supplemental material[27]),
|S˜(u, v)| = S¯ ·
[
C
2[T ⋆ T ](u, v) + δD
]1/2
, (2)
where T (ξ, η) represents the distribution of the transmission rate of the scattering medium.
S¯ is the average intensity of the PSF. C is the contrast of the PSF. The above equation
suggests that the OTF’s magnitude of a scattering system is proportional to the square root
of the autocorrelation of T (ξ, η), except at the origin (0,0). Note that δD is a delta-like peak.
In contrast, a scattering- and aberration-free lens system has a real OTF, S˜sf , which is
proportional to the autocorrelation of the transmission rate of the pupil function. Since the
Fourier transform of the image formed in the lens system, I˜sf(u, v), also satisfies
I˜sf(u, v) = S˜sf(u, v)·O˜(u, v), (3)
its phase is the same as the Fourier phase of the object, i.e., ΦIsf (u, v) = ΦO(u, v).
Therefore, using |I˜(u, v)| to reconstruct the lost phase information, as in previous nonin-
vasive methods[23, 24], is equivalent to finding an image formed in an aberration-free lens
system with its OTF equal to |S˜(u, v)|. After substituting eq.(1) and S˜sf = |S˜(u, v)| into
eq.(3), we obtain
I˜sf(u, v) = |I˜(u, v)|e
iΦO(u,v) = I˜(u, v)e−iΦS(u,v). (4)
We can see that, the only difference between I˜sf(u, v) and I˜(u, v) formed in these two
systems is the OTF’s phase of the scattering system. Once the OTF’s phase is known, a
diffraction-limit image can be analytically computed at any time as below,
Isf(x, y; t) = F
−1
{
I˜(u, v; t)e−iΦS(u,v)
}
, (5)
where I(x, y; t) is the captured speckle pattern at time t. F−1 denotes the inverse Fourier
transform.
This approach preserves the diffraction-limited information determined by the pupil shape
T (ξ, η). With an even transmission rate over the circular-shape diffuser, the system has a
best spatial-frequency resolution fupper ∼
nD
λd
at the image plane[28] (see also Supplementary
Fig. S1[27]), where n denotes the refractive index behind the turbid medium, D is the
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(a)
Direct image
(b)
Camera Image 
(c)
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(d)
Deconvolved with
OTF phase
(e)
Deconvolved with
RL iterative algorithm
FIG. 2. Image reconstruction from a OTF’s phase versus that from a PSF. (a) The direct image of
‘2’. (b) The raw camera-captured speckle pattern. (c) The PSF measured with a point source. (d)
The image directly deconvolved with the measured OTF phase in (c). (e) The image restored by
deconvolution of the speckle pattern and the full PSF with the Richardson-Lucy iterative algorithm
(150 iterations). Scale bars: 200 µm.
diameter of the illuminated area on the medium, λ is the wavelength. We should mention
that, in the object plane, the best spatial-frequency resolution is ∼ nD
λz
.
As shown in Fig.2, we perform an experimental study by capturing the speckle pattern at
t2 while the object is “2”, and directly measuring the PSF with a 5 µm point source. With
eq.(5), the image is deconvolved from the OTF’s phase, as shown in Fig.2(d). In Fig.2(e),
the image is retrieved using the Richardson-Lucy algorithm [29, 30] (150 iterations), which
is a widely used deconvolution method to construct an image from a known PSF. The peak
signal-to-noise ratios with the direct image as a reference are 21.7 dB for Fig.2(d) and 17.9 dB
for Fig.2(e). It appears that, for a strongly scattering system as we have here, the OTF
phase itself contains enough information for recovering the image when lacking specific noise
or source information.
NONINVASIVE IMAGING FOR A DYNAMIC OBJECT
For a noninvasive imaging system, the OTF’s phase can be obtained in the following
way: First, use phase retrieval algorithms to recover the phase information of the object
at time t0, e.g. ΦO(u, v; t0); Then, the OTF’s phase is directly calculated by ΦS(u, v) =
ΦI(u, v; t0)−ΦO(u, v; t0). After that, the image of a time-varying object at any time can be
computed with eq.(5).
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(a)
Fourier Magnitude
for "2" 
(b)
Recovered  "2"
with HIO
(c)
Direct image
(d)
Camera Image of "3"
(e)
Fourier Magnitude
for "3" 
(f)
Recovered "3"
with OTF from "2"
FIG. 3. Recovery of a dynamic object for imaging through a scattering layer using the OTF phase
retrieved from a single frame. (a) & (e) Fourier magnitudes of I(x, y; t2) and I(x, y; t3), respectively.
(b) The reconstructed image from (a) using ’HIO’ combined with ’ER’. (c) The direct images of ‘3’.
(d) Raw camera images of ‘3’. (f) Recovered image of ‘3’ with the OTF’s phase retrieved from the
speckle pattern for ‘2’. The average FWHM of speckle grains is ∼ 32µm, resulting in a resolution
in the object plane of ∼ 23um. The theoretical diffraction limit is ∼ 21µm. Scale bars: 200µm.
Based on the above mechanism, we performed the experiment for noninvasive dynamic
imaging through turbid media, as shown in Fig.1. While the object was moving, a sequence
of speckled images were recorded by the camera with a 500ms exposure time for each frame.
We selected the first frame and recovered the phase information of the object with the widely
used ‘Hybrid Input-Output (HIO)’ combined with ‘Error-Reduction (ER)’ algorithms[31],
as shown in Fig.3(b). Note that the first frame happens to be of object ‘2’, so we use t2 to
denote it. The OTF’s phase was then determined as ΦS(u, v) = ΦI(u, v; t2) − ΦO(u, v; t2).
The images of the rest frames were directly computed with Eq.(5), which took several
milliseconds for each frame. Eventually, a movie for the dynamic object was produced.
Fig.3(f) shows the image of O(x, y; t3) when the object is ‘3’.
7
OTF RETRIEVAL FROM MULTIPLE SPECKLE PATTERNS
However, there are many limits in phase retrieval algorithms from one single speckle
pattern. The iterative algorithm is easy to stagnate into a state of local minimum and usually
needs many reruns before a satisfying result is selected manually [23, 24]. It brings lots of
uncertainty to the reconstruction process and makes it time-consuming. The algorithm
is even more difficult to converge for complex-shaped object, largely due to the limited
information provided from a single pattern, as well as lower camera image contrast when
the bright area of the object increases[24]. It appears reasonable that using more speckle
patterns resulted from the same or similar scattering area in the calculation will be helpful.
These patterns can be simply acquired by illuminating a different part of the object at a
time. Or, for dynamic objects such as living biological tissues, where a sequence of camera
images are taken to investigate how the sample evolves, the data are readily available.
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FIG. 4. Performance of MORE. (color) (a) The recovered images of ‘3’, ‘4’ and ’5’ obtained in
the iterative process of MORE. (b) The correlations between the measured OTF’s phase and the
calculated ones. The blue curve shows the correlation (along y-axis) between the measured OTF
phase and the one derived with MORE; the red and black curves represent the correlations between
the measured OTF phase and those calculated with the speckle patterns for ‘2’ and ‘3’, respectively.
Scale bars: 200µm.
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Here, we propose an iterative approach termed Multi-frame OTF Retrieval Engine
(MORE) to take advantage of the redundancy in the measurements. This method is
developed in the spirit of the local isoplanatism effects in speckle imaging, i.e., these speckle
patterns are generated from different objects but from the same OTF. Usually, two to five
speckle patterns (called frames) generated within the same isoplanatic patch are enough for
the OTF phase retrieval purpose. MORE consists of several big iterative loops. It starts
with an initial guess for the OTF phase, chosen as a random pattern. In one iterative loop,
each frame is used for phase retrieval in turn: the realness and non-negativity constraints
are used to update the image and the OTF estimate is then renewed by the updated image.
From one loop to another, the OTF phase is kept updated until the iterative process ends.
Finally, both the best-estimated images and the OTF phase are recovered simultaneously
and robustly. The framework of this algorithm is given in Supplementary Fig. S5[27]. With
MORE, the OTF phase is usually retrieved within eight loops. The calculation time is less
than 0.2 seconds with a Matlab code running on a Nvidia Tesla P100 GPU.
For demonstration purpose, we selected three speckle patterns captured when ‘3’, ‘4’ and
’5’ appeared separately. The recovered images obtained in the iterative process of MORE
are shown in Fig.4(a). With the computed OTF phase from the same process, a movie of
the moving object plate can be obtained in the spatial domain using equation (5).
With MORE, we have reconstructed three videos (400 frames each) of the moving object
hidden between two turbid layers at 25Hz with a 40ms exposure time (Supplementary
Movie 1[32]), 100Hz with a 10ms exposure time (Supplementary Movie 2[33]) and 200Hz
with a 5ms exposure time (Supplementary Movie 3[34]), respectively. The OTF phases are
derived for each video individually. Note that, the resolution test board we used in Fig.2, 3
and 4 was stained. It was substituted by a new and clean one in later experiments, including
the videos and the wide-field imaging in the next section.
To investigate the performance of different algorithms, we looked into the correlations
between the calculated OTF phases and that obtained by the directly measuring PSF in
Fig.2(c). The correlation between OTF phases are computed as the inverse Fourier transform
of ei·{ΦSa(u,v)−ΦSb (u,v)}, which is a real number. ΦSa(u, v) and ΦSb(u, v) denote the two OTF
phases in comparison. If the two phases are exactly same, the correlation curve will be a
δ-like function at the origin. As shown in Fig.4(b), the blue curve represents the correlation
between the measured OTF phase and that obtained by MORE. The red and black curves
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are for the correlations between the measured OTF phase and those derived from the speckle
patterns for ‘2’ and for ‘3’, respectively. The peaks of the blue and black curves are of similar
height, and are more than 20% higher than that of the red curve, suggesting that MORE
and the phase retrieval for the frame of ‘3’ provide better estimates of the OTF phase.
However, the reconstruction of ‘3’ with a single frame took more than 20000 iterations in
our computation and required manually selection for the best image. Whereas, MORE
converged within 6 loops (equivalent to 18 separate iterations). Note the shifts between
the peaks and the origin are attributed to the trivial ambiguities in the phase retrieval
problem: it is impossible to determine the absolute position without any prior information.
The widths of the peaks are caused by the diffraction limit of the system.
FIG. 5. Performance of the two methods for speckle patterns captured at 200Hz (with a 5ms
exposure time) for an object hidden behind a diffuser. (a) Recovered images of iterations ranging
from 50 to 400 with the HIO algorithm with one single frame. ‘i’ indicates the iteration number.
(b) Recovered images of the big iterative loops with MORE. In this case, three speckle patterns
are used in each big loop, which is equivalent to three iterations in the HIO. ‘k’ is the big loop
number.
A major advantage of MORE is that it is always stable and provides high-fidelity recon-
struction in spite of the low contrast of data and inaccurate initial probes. For the 200Hz
video (with a 5ms exposure time), the speckle patterns are corrupted by experimental noise,
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yielding image contrasts of only ∼ 7%. The method using a single frame failed to give an
acceptable reconstruction even after thousands of iterations with various initial conditions.
As shown in Fig.5(a), the first 400 iterations do not show any sign of convergence, with the
real-space image oscillating as a function of the iteration number. In contrast, MORE stably
converges to an unique solution from the first big iterative loop, and provides a reasonable
image within five iterative loops, as shown in Fig.5(b).
WIDE-FIELD IMAGING THROUGH TURBID LAYERS
FIG. 6. Wide-field imaging of a complex object through a scattering layer. (a) Schematic of the
experimental setup. (b) Object recovered using MORE. Six sets of three white circles indicate the
selected areas used to reconstruct the OTFs by MORE, which are used to recover the whole object.
Scale bar: 2mm. (c) An enlargement of the central part of the image. Scale bar at the lower-left
corner: 300um. The object plate is a resolution test board (RT-MIL-T2001). Similar to Fig.1,
z ≈ 200 mm, d ≈ 300 mm and D ≈ 6 mm.
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We emphasize here that, MORE not only provides great advantages in the retrieval
processes by largely improving the convergence speed (10- to 1000- fold faster in terms
of iterations) and the image quality, but more importantly, it provides solutions with the
correct relative positions of all the objects. When combined with a scan of the illuminating
source, MORE enables wide-field imaging without the difficulty in aligning multiple pieces
of the object before creating the complete picture. This also addresses another drawback in
conventional methods, i.e., the difficulty for objects of high complexity[24]. To demonstrate
how to implement wide-field imaging with MORE, we tested it on a large and complex
sample, which is a ∼ 27mm×16mm region on a resolution test board. It also helps to reveal
the resolution of this approach. Note that the available FOV with speckle correlations in this
configuration (the memory-effect range limited by our detection system) is ∼ 9mm×9mm in
the object plane (Supplementary Fig. S3[27]). The experimental setup is shown in Fig.6(a).
The object is hidden between two diffusers. Distances from the object to the front diffuser
(Diffuser1) and to the back diffuser (Diffuser2) are 2mm and 200mm, respectively. We
built a scannable light source with a green (533nm) LED lamp and a ∼ 500µm pinhole,
restricting the size of the illuminated area on the object to ∼ 1.2mm. We scanned the light
source over the front diffuser and recorded camera images at each position of the pinhole
with an exposure time of 50ms.
Because the wavefront distortions vary at different areas, to acquire a wide-field image
of the sample, the phase compensation needs to be determined at each region with a size
limited by the memory-effect range. Here, each local OTF phase is retrieved from three
speckle patterns taken from three adjacent positions on the object (shown as white circles in
Fig.6(b) ). A total of six OTFs were computed, which took ∼ 2 seconds to acquire. Piecing
together all the reconstructed parts calculated with the corresponding OTF phases gave us
a full view of the object, as shown in Fig.6(b) and 6(c). The smallest feature that can be
resolved in our image is Group 4 Element 5 in the resolution test chart, corresponding to an
effective resolution of 2−(Group+(Element−1)/6+1)mm ≈ 20µm, in agreement with the expected
diffraction-limited resolution of zλ/nD ≈ 18µm.
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FIG. 7. (a) Schematic of wide-field imaging a photoluminescent object through turbid media. DM
is a long-pass dichroic mirror that transmits near-infrared light but reflects visible light. Filter2 is
a narrow-band pass filter with a bandwidth of 10 nm and a central wavelength at 670 nm. The
distance between the turbid medium and the object is 10 cm. The effective distance from Filter1
to the camera (via DM) is ∼ 10 cm. (b) The captured speckle pattern of ‘3’. (c) The recovered
image with MORE. (d) The direct image. The scale bar is 500 µm.
DEMONSTRATION OF AN APPLICATION
To achieve wide-field imaging, the requirements for localized illumination within the
memory effect range can be easily met if the object is close to or attached to one diffusive
layer, as demonstrated above. Another way to circumvent this difficulty for localized illumi-
nation/emission is to employ the nonlinear effect of multiphoton-induced fluorescence. For
example, in two-photon excitation (TPE), localization of excitation can be sustained both
laterally and axially, which can be as small as several microns [35] even with a scattering path
of more than 20 MFPs[36, 37] for the induced fluorescence. It is attributed to two features:
(1) the incident light is at a longer wavelength in the infrared which suffers much weaker
scattering (with a MFP more than six times longer) than the induced fluorescence[36]; (2)
the excitation rate depends non-linearly on the incident intensity, which further localized
the fluorescence emission to the focal region.
We here demonstrate an experiment of imaging a photoluminescent object hidden behind
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opaque layers, as shown in Fig.7. The object is prepared by placing a thin plate with hollow
numbers ‘1’ to ‘6’ onto a rare-earth upconversion nanophosphors material. The turbid
medium consists of four opaque polythene thin films (cut from purple trash bags). The
thickness of each film is ∼ 40 µm. The four films are loosely stacked together with a thin
air gap between every two layers. The illumination source is a laser beam at 1550 nm
wavelength, which suffers much weaker scattering through the films than the visible light.
After the laser light transmits through the turbid medium, there is still a lot of infrared
ballistic light that makes a focus of a ∼ 700 µm diameter on the object plane. In contrast,
visible light (we have tested red and green laser beams) will be severely scattered and fail to
form a localized illumination on the object. The focused laser excites multiphoton-induced
phosphorescent at ∼ 670 nm. Right in front of the turbid medium is a long-pass filter (
Filter1), allowing 1550 nm light passing through but blocking the visible light. We drilled
a ∼ 4 mm hole in Filter1, so the excited fluorescence scattered by the turbid medium can
escape, which is then reflected into the camera by a dichroic mirror.
By deflecting the laser beam with galvanometers, we can scan the object with a localized
illumination of ∼ 700 µm in diameter. Under this setup, the ‘memory effect’ range is around
2 mm. The average size of the hollow numbers is ∼ 0.5 mm. Therefore, the whole object
spans approximately three ‘memory effect’ ranges. With MORE and the technique proposed
in last section, we retrieved an OTF for every two adjacent numbers, and then pieced the
whole image, as shown in Fig.7(c).
DISCUSSION
Limitations of the speckle-correlation-based imaging method have been discussed in pre-
vious works[24]. One restriction is the practical limit on the complexity, N, of an object
that can be recovered in one frame. N is defined by the ratio of the object’s bright area
to the area of the resolution cell[24]. This limitation is reflected by the wide-field image
shown in Fig.6(b), where the largest square in the resolution chart of a size ∼ 2.2 mm is not
well-recovered. Nevertheless, this problem can be ameliorated by reducing either the size of
the localized illumination, or the area of the turbid media where light is collected from.
Another restriction is that, in order to obtain high-fidelity images, the illuminated region
of the sample each time must be within an isoplanatic patch (memory effect range), as in
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adaptive optics, not just laterally but also axially. When the camera sensor is large enough,
the lateral and axial speckle correlation ranges are zλ/πnLeff [22] and (2λ/πn)(z/D)
2 [26],
respectively, where Leff is the effective thickness of the medium. Any illumination originat-
ing from outside of this range contributes to noise in the measurement and deteriorate the
image quality. Leff = L − lt if L is larger than the transport mean free path lt. However,
in cases where L < lt, Leff will be orders of magnitude smaller than the physical thickness
L, such as in biological tissues [24] and atmospheric turbulence. In biological soft tissues,
lt ranges from hundreds to thousands of microns[38] for visible light, and n is ∼ 1.3 − 1.5
[39], making it possible to implement this method for an imaging depth more than several
hundred microns.
To achieve wide-field imaging, the requirements for localized illumination within the
memory effect range can be easily met if the object is close to or attached to one diffusive
layer, as demonstrated in Fig.6. A pinhole can be used to restrict the illuminated area.
Potential applications include non-destructive inspection of flaws and objects on the surface
of the inner walls inside thin shells or transparent layers coated with thin films. Another way
to circumvent this difficulty for localized illumination/emission is to employ the nonlinear
effect of multiphoton-induced fluorescence, which localizes the fluorescence emission to the
focal region, like what we demonstrated in Fig.7.
We have shown that imaging through complex media can be achieved by phase correction
in the image frequency domain, where scattering is mainly from distorting layers located
above the object. With a known OTF phase calculated from one or multiple speckled
images, the millisecond-timescale recovery procedure for each frame paves the way for high-
speed dynamic imaging, which can be used in probing complex microscopic and macroscopic
processes in different fields. We also develop MORE, a reliable and fast technique for
retrieving the OTF through scattering layers and demonstrate experimentally how to use it
in conjunction with a scan of the light source to image large and complicated samples. A
major advantage of this iterative scheme is that it is always stable and provides high-fidelity
reconstruction in spite of the low contrast of the camera images and inaccurate initial probes,
which facilitates efficient imaging in previously inaccessible scenarios.
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