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THE SMALL AND LARGE TIME IMPLIED VOLATILITIES IN
THE MINIMAL MARKET MODEL
ZHI GUO AND ECKHARD PLATEN
Abstract. This paper derives explicit formulas for both the small and large
time limits of the implied volatility in the minimal market model. It is shown
that interest rates do impact on the implied volatility in the long run even
though they are negligible in the short time limit.
1. Introduction
Proposed by Platen [26, 27] to model well diversified stock indices, the mini-
mal market model (MMM) is a flexible one-factor model for capturing real-world
price dynamics. As a local volatility model underpinned by the square-root process,
the MMM is not only complete with respect to hedging but also mathematically
tractable, with closed form formulas available for forward rates, zero coupon bonds,
digital and European options [28]. Further, the MMM has its own volatility feed-
back mechanism, so unlike stochastic volatility models it does not need an extra
volatility process to generate negative correlation between the local volatility and
the index, the so-called leverage effect. In addition, the MMM can be extended to
model volatility swaps [7], commodities and exchange rates in multicurrency mar-
kets; and random scaling and jumps can also be embedded in the model to reflect
realistic randomness of the market activity [28, Chapters 13 and 14].
More importantly, what sets the MMM apart from the other local/stochastic
volatility models is its adoption of the benchmark approach [28], instead of the
usual risk-neutral method for derivatives pricing. The benchmark approach does
not assume or rely on the existence of risk-neutral equivalent martingale measures to
exclude arbitrage. Rather, it achieves the elimination of, so called, strong arbitrage
by utilizing the growth optimal portfolio of the market as a benchmark for securities
and portfolios. Indeed, despite the nonexistence of equivalent risk-neutral measures
in the MMM, the benchmark approach accommodates direct arbitrage-free pricing
under the original probability measure associated with the underlying asset [28,
Chapters 10, 13].
In this article we derive both the small and the large time limits of the implied
volatility in the MMM. The derivation of the small time limit takes advantage
of an extended Roper–Rutkowski formula [30] for small time implied volatilities.
As explained in Section 4, applying a forward price transform can easily extend
the model-free Roper–Rutkowski formula to regimes with nonzero interest rates
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and dividend yields. In contrast, the derivation of the large time limit is based
on direct comparisons with the lower and upper bounds of the implied volatility,
where the bounds are established by appealing to the asymptotics of the noncentral
chi-square distributions.
Following the breakthrough by Berestycki et al. [3, 4], small time implied volatil-
ity asymptotics have been investigated in [2, 20, 19, 14, 30, 16, 18, 17], to name
a few studies in the still expanding literature. Whilst covering a diverse range of
models, these studies typically assumed zero interest rates, martingale asset prices,
or risk neutral regimes. The exception appears to be the paper of Gao and Lee [17],
of which we learnt after the completion of our work. In [17], nonzero interest rates
were explicitly allowed and absorbed into forward prices — a well-known tool that
we also use in (4.9) below — and implied volatilities were expanded in terms of
option prices in a model-free manner, like that in [30]. Yet, it does not appear that
their zeroth order expansion [17, Remark 7.4] implies the Roper–Rutkowski formula
or our small time limit. Separately, the article of Gatheral et al. [18] had also come
to our attention. Our small time limit agrees with theirs [18, (3.21)], although we
arrived at our result by using a different pricing approach and different techniques.
Comparing to the studies of the small time asymptotics, research in large time
implied volatilities has been a more recent event. Rogers and Tehranchi [29] and
Tehranchi [32] examined martingale models. Forde and his coworkers [15, 16, 11,
12, 13, 10] looked at various stochastic volatility models under the assumption of
large-time-large-strike, large-time-large-moneyness, and zero interest rate with fixed
strike. Besides the aforementioned small time expansion, Gao and Lee [17] in the
same work obtained formulas for large time and extreme strike expansions of the
implied volatility in arbitrary order. However, our large time limit complements
as much as it is independent of these works. In particular, our explicit formulas
for the benchmark approach based limits have demonstrated that interest rates do
impact on implied volatilities in the long run, even though they are negligible in
the short time limit, see Theorem 2.3 and 2.4. So far, this characterization of the
influence of interest rates on implied volatility has not appeared elsewhere.
The organization of this article is as follows. In Section 2 we set up the model
and state the main theorems. In Section 3 we present a calibrated implied volatility
surface and the corresponding small and large time limits. The extension of the
Roper–Rutkowski formula is given in Section 4, and the proofs of the main theorems
are in Sections 5 and 6. Lastly, some auxiliary results and remarks are collected in
Section 7–11.
2. Model and main results
In the stylized MMM [28, Chapter 13] there exist a savings account and a diversi-
fied accumulation index approximating the growth optimal portfolio of the market.
The value of the savings account At grows according to the function
At = e
rt, r, t ∈ [0,∞),
where respectively r and t are the risk-free interest rate and time. The index price
St is a square-root process satisfying the equation
dSt = [(r + σ
2(St, t)]Stdt+ Stσ(St, t)dWt, (2.1)
where Wt is a standard Wiener process on a complete filtered probability space
(Ω,A,A,P). Dividends for the accumulation index are assumed to be continuously
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reinvested in the index. The deterministic function σ : (0,∞)× [0,∞)→ (0,∞) is
called the local volatility; it is defined by
σ(S, t) =
√
αe(r+η)t/S, (S, t) ∈ (0,∞)× [0,∞).
The strictly positive constants α and η are, respectively, the initial value and the
net growth rate of the growth optimal portfolio of the market. The local volatility σ
provides volatility feedback to the index price and produces the often observed lever-
age effects: relatively high (low) asset price leads to relatively low (high) volatility.
Figure 1 below displays the leverage effect in the SP500 index.
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Figure 1. Leverage effect: negative correlation between the
SP500 Index and its at the money call implied volatility,
11/08/1999–22/10/2008. Data source: Datastream.
2.1. European option prices under the MMM. Without loss of generality we
will consider European option prices at time t = 0. In [28, (10.4.1), (13.3.16)], it
is shown that under the MMM, the European call option price C, denominated in
units of the domestic currency, is given by
C(K,T ) = SE
[
(ST −K)+
ST
∣∣∣∣S0 = S
]
, 0 < S,K <∞, 0 ≤ T <∞, (2.2)
where X+ = max(X, 0), S is the current index price, K the strike, and T the time
to expiry. Note that no equivalent risk neutral measure exists in the MMM and E
is taken directly under the measure P, see [28, Chapters 10, 13]. More explicitly,
the MMM call price can be written as
C(K,T ) = Sχ˜2(y; 4, x)−Ke−rT χ˜2(y; 0, x), (2.3)
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where

x =
S
ϕ(T )
, y =
Ke−rT
ϕ(T )
, ϕ(T ) =
α
4η
(
eηT − 1) , α, η > 0,
χ˜2(y; δ, x) = 1− χ2(y; δ, x), δ ≥ 0,
χ2(y; δ, x) =
∫ y
0
p(z; δ, x) dz, δ > 0, χ2(y; 0, x) = e−x/2 +
∫ y
0
p(z; 0, x) dz,
p(y; δ, x) =
1
2
(y
x
)(δ−2)/4
exp
(
−x+ y
2
)
I(δ−2)/2 (
√
xy) ,
(2.4)
and Iν(·) is the modified Bessel function of the first kind with index ν; see [28,
(13.3.17)–(13.3.19)]. For nonnegative y, δ, and x, the function χ2(y; δ, x) denotes
the cumulative distribution function, evaluated at y, of a noncentral chi-square
random variable with δ degrees of freedom and noncentrality parameter x. See
e.g. [23, Chapter 29] for details of the distribution with δ > 0; see [31] for the
distribution with zero degrees of freedom.
In [28, (13.3.5), (13.3.20), (13.3.21)], it is also shown that the European put price
P and zero coupon bond price Z are respectively given by
P (K,T ) = Ke−rT
(
χ2(y; 0, x)− e−x/2
)
− Sχ2(y; 4, x), (2.5)
Z(T ) ≡ Z(0, T ) = e−rT
(
1− e−x/2
)
, (2.6)
and the following put-call parity relation holds:
C(K,T ) +KZ(T ) = P (K,T ) + S. (2.7)
2.2. The Black–Scholes price and the implied volatility in the MMM.
Assuming a constant dividend yield κ ∈ R and a nonincreasing risk-free zero coupon
bond price function T 7→ Z(T ) ≡ Z(0, T ), a general Black–Scholes call price at time
t = 0 can be represented by the formula
CBS(K,T ; v) = Se
−κTN(d1)−KZ(T )N(d2), (2.8)
where v is the volatility parameter,

N(d) =
∫ d
−∞
n(ϑ) dϑ, n(ϑ) =
1√
2π
e−ϑ
2/2,
d1(K,T ; v) =
ln(S/K)− lnZ(T )− κT + v2T/2
v
√
T
,
d2(K,T ; v) = d1(K,T ; v)− v
√
T .
(2.9)
See e.g. [9, (17.9)]. In Section 4 we will use this call price to extend the Roper–
Rutkowski formula [30]. In the MMM, this general formula can be simplified.
Firstly, the MMM is concerned with an accumulation index, so κ = 0 in the model.
Secondly, at time t = 0 the MMM zero coupon bond price Z and the yield-to-
maturity of the bond rˆ are related by the identities
rˆ(T ) ≡ rˆ(0, T ) = − 1
T
ln
(
Z(T )
)
= r − 1
T
ln
(
1− e−x/2
)
, (2.10)
where x is defined in (2.4) and the last equality results from (2.6); see [28, (12.2.57)
and (13.3.4)]. (Brigo and Mercurio [5, p. 6] call rˆ the continuously compounded
spot interest rate. Here we follow the terminology of Musiela and Rutkowski [25, p.
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266] and call it the yield-to-maturity.) Therefore, in the MMM the Black–Scholes
price (2.8) can be simplified to
CBS(K,T ; v) = SN(d1)−Ke−rˆTN(d2), (2.11)
where N(·) is the same as before and

d1(K,T ; v) =
ln(S/K) + (rˆ + v2/2)T
v
√
T
,
d2(K,T ; v) =
ln(S/K) + (rˆ − v2/2)T
v
√
T
.
We are now ready to define implied volatility.
Definition 2.1 (Implied volatility in the MMM). Under the MMM, the implied
volatility is defined as the unique nonnegative function (K,T ) 7→ φ(K,T ) satisfying
the equation
C(K,T ) = CBS
(
K,T ;φ(K,T )
)
(2.12)
for all K,T ∈ (0,∞).
For 0 < T < ∞, the existence and uniqueness of the implied volatility φ is
guaranteed by the implicit function theorem. To see this, let J = C(K,T ) −
CBS(K,T ; v). Then the Jacobian determinant
|Jv| = ∂vCBS(K,T ; v) = Sn
(
d1(K,T ; v)
)√
T
is strictly positive for all 0 < T <∞. However, as T → 0 or T →∞, the Jacobian
determinant becomes zero. So it is not apparent that the implied volatility possesses
a limit in small time, by which we mean limT→0 φ, or a limit in large time, by which
we mean limT→∞ φ.
Remark 2.2. For any finite T > 0, the existence and uniqueness of the implied
volatility can also be deduced by using the general arbitrage bounds for call price
and the monotonicity of CBS(K,T ; v) in v; see Section 4 below. We omit arbitrage
bounds in the definition of the implied volatility because they are automatically
satisfied by the MMM call price C; see Step (i) of the proof in Section 5.
2.3. Main results. For small time asymtotics we have the following theorem:
Theorem 2.3. Under the MMM, the implied volatility has the small time limit
lim
T→0
φ(K,T ) =
√
α ln(S/K)
2(
√
S −√K) , K ∈ (0,∞). (2.13)
This theorem makes clear that the risk-free rate does not affect the implied
volatility in the small time limit. It confirms the intuition that the time value of
money diminishes in infinitesimal time spans and thus has negligible bearing on the
option price. The theorem is proved in Section 5.
For large time asymtotics we have the following theorem:
Theorem 2.4. Under the MMM, the implied volatility has the large time limit
lim
T→∞
φ(K,T ) =
√
2(3− 2
√
2)(r + η), K ∈ (0,∞). (2.14)
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As a result of this large time limit, the MMM implied volatility in the long run is
determined by the risk-free rate r and the net growth rate η of the growth optimal
portfolio of the market. This is not surprising given that the (long term) increases
in the index and option prices are dictated by these two rates. This theorem is
proved in Section 6.
2.4. Notation. If F (·) is a probability distribution, then F˜ (·) = 1 − F (·) is the
complementary distribution function of F . Except in the introduction, subscript
letters generally denote partial derivatives, e.g. xT = ∂x/∂T . Limits and asymp-
totics have the following meanings:
f(T )
T→l−−−−→ h ⇐⇒ lim
T→l
f(T ) = h.
f(T ) ∼ g(T ) (T → l) ⇐⇒ lim
T→l
[f(T )/g(T )] = 1, l ∈ [−∞,∞].
f(T ) = O(g(T )) (T →∞) if |f(T )/g(T )| is bounded in the limit.
Given strikeK and expiry T , the MMM call price is C(K,T ), and the corresponding
Black–Scholes price with implied volatility φ is CBS(K,T, φ(K,T )). CBS(K,T ; v)
stands for a generic Black–Scholes price with volatility v ∈ [0,∞].
3. Implied volatility calibration
To estimate the model parameters we calibrated the MMM on the SP500 total re-
turn index (SPX) using data obtained from Datastream for the period 04/01/1988–
27/01/2009. A similar calibration procedure has been performed in [21].
On 27/01/2009, the SP500 index value had a value of 1362.18 and used as a
proxy for the (annualized) risk-free rate r, the effective 3-month U.S. T-bill rate on
the same day was 0.0011154 per annum. The calibration returned the estimates
α = 43.307 and η = 0.089896. These calibrated parameters were then fed into
the MMM formula to produce call prices on the SPX. Figure 2 shows an implied
volatility surface generated from the MMM call prices on 27/01/2009. Also plotted
in the graph are the theoretical small and large time implied volatility limits.
From Figures 2 and 3 it can be seen that as the maturity shortens, the implied
volatility decreases to the theoretical limit and the skew becomes more pronounced.
In comparison, Figures 2–4 illustrate that as the maturity lengthens, the implied
volatility converges to the theoretical large time limit, and the skew flattens at a
decreasing speed. Our observation of the large time asymptotics is consistent with
the findings of Rogers and Tehranchi [29] and Forde and Jacquier [15], even though
these authors work in risk-neutral regimes.
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Figure 2. SP500 index implied volatility under the MMM and
the theoretical small and large time limits on 27/01/2009.
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Figure 3. The small and large time behavior of the SP500 index
implied volatility skew under the MMM on 27/01/2009.
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4. An extended Roper–Rutkowski formula
Under the assumption of zero risk-free interest rate and some minimal conditions
on the call option prices, Roper and Rutkowski [30, Theorem 5.1] derived a model-
free zeroth order asymptotic formula for the implied volatility in small time.
In this section we extend their formula to markets with nonzero dividend yields
and interest rates. Since bond prices can be parametrized by risk-free interest rates,
we will, instead of specifying a risk-free rate, introduce a risk-free zero coupon bond
into the Roper–Rutkowski setup. We will derive the extended formula by applying
a well-known forward price transform. After the variable change, it will become
clear that the Roper–Rutkowski proof can be repeated here almost line by line. For
this reason we will only sketch our proof of the result.
4.1. The general market model and the extended Roper–Rutkowski for-
mula. For ease of referencing we shall call our setup a general market model
(GMM). Consider a market that has a continuum of zero coupon bond prices
and call option prices for an asset. Without loss of generality we study the market
at time t = 0. Let the constant dividend yield be κ ∈ R and current asset price
S > 0. For the bond price function T 7→ Z(T ) we have the following assumptions.
Assumption 4.1. The bond price Z : [0,∞)→ (0, 1] satisfies the following condi-
tions.
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(Z1) No arbitrage bounds:
0 < Z(T ) ≤ 1, ∀ T ∈ [0,∞). (4.1)
(Z2) Convergence to payoff:
lim
T→0
Z(T ) = Z(0) = 1. (4.2)
(Z3) Time value of money:
T 7→ Z(T ) is nonincreasing. (4.3)
For the call prices (K,T ) 7→ C(K,T ) the following conditions are also assumed.
Assumption 4.2. The call price C : (0,∞)× [0,∞)→ [0,∞) fulfils the following
conditions:
(C1) No arbitrage bounds:
(Se−κT −KZ(T ))+ ≤ C(K,T ) ≤ Se−κT , ∀ S,K > 0, T ≥ 0. (4.4)
(C2) Convergence to payoff:
lim
T→0
C(K,T ) = C(K, 0) = (S −K)+. (4.5)
(C3) Time value of the option:
T 7→ C(K,T ) is nondecreasing. (4.6)
If we set κ = 0 and Z(T ) ≡ 1 in the setup above, then we recover the zero
dividend yield and zero interest rate setup of Roper and Rutkowski [30, Section 2].
With some abuse of notation we can now define implied volatility for the GMM.
Definition 4.3 (Implied volatility in the GMM). Under the GMM, the implied
volatility is defined as the unique nonnegative function (K,T ) 7→ φ(K,T ) satisfying
the equation
C(K,T ) = CBS
(
K,T ;φ(K,T )
) ∀ K,T ∈ (0,∞),
where CBS is defined in (2.8).
As mentioned earlier in Remark 2.2, the existence and uniqueness of the implied
volatility is guaranteed by the arbitrage bounds for the call price in (4.4) and the
monotonicity of CBS(K,T ; v) in v. Here is our result.
Theorem 4.4 (Extended Roper–Rutkowski formula). Under the GMM, if there
exists a constant T1 > 0 such that C(K,T ) > (Se
−κT − KZ(T ))+ for every fixed
K > 0 and T ∈ (0, T1), then as T → 0,
lim
T→0
φ(K,T ) =


lim
T→0
√
2π
C(K,T )
K
√
T
, K = S,
lim
T→0
|ln(S/K)|
{−2T ln[C(K,T )− (Se−κT −KZ(T ))+]}1/2
, K 6= S,
(4.7)
where the equality of the limits is understood in the sense that the left-hand side
limit exists (is infinite) if the right-hand side limit exists (is infinite).
Remark 4.5. Similar to the case discussed in [30, Section 5.2], if there exists a T0
such that C(K,T ) = (Se−κT − KZ(T ))+ for every fixed K > 0 and T ∈ (0, T0),
then obviously φ(K,T ) = 0 for every T ∈ (0, T0).
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Remark 4.6. If κ = 0 and Z(T ) ≡ 1 for all T ∈ [0,∞), then (4.7) is reduced to the
Roper–Rutkowski formula [30, Corollary 5.1].
4.2. Proof of the extended Roper–Rutkowski formula. To prove their for-
mula Roper and Rutkowski rely on a representation formula for the Black–Scholes
call price, which states that
B(K,T ; v) = (S −K)+ + S
∫ v√T
0
N ′
(
ln(S/K)
τ
+
τ
2
)
dτ, (4.8)
where N ′(·) ≡ n(·) is the standard normal density in (2.9); see [30, Lemma 3.1]. A
variant of this formula had earlier appeared in Carr and Jarrow [6].
However, (4.8) does not hold when the risk-free interest rate is not zero, or
equivalently when there is a nontrivial zero coupon bond. Indeed, if in the GMM,
κ = 0 and Z(T ) = e−rT for T ≥ 0 and some r > 0, then CBS(K,T ; v) 6= B(K,T ; v)
for K,T > 0. Yet, using the forward price we can derive a representation formula
similar to (4.8) for the Black–Scholes price CBS in the GMM. For S,K > 0 and
T ≥ 0, the forward price ξ in the MMM is
ξ = ln(S/K)− ln(Z(T ))− κT. (4.9)
In the (ξ, T ) coordinates, let C be the transformed call price
C(ξ, T ) = C
(
K(ξ, T ), T
)
K(ξ, T )Z(T )
. (4.10)
Then in (ξ, T ) the conditions (4.4)–(4.6) can be written as

(eξ − 1)+ ≤ C(ξ, T ) ≤ eξ, ξ ∈ R, T ∈ [0,∞),
lim
T→0
C(ξ, T ) = (eξ − 1)+, ξ ∈ R,
T 7→ C(ξ, T ) is nondecreasing.
(4.11)
Note that the corresponding Black–Scholes price in (ξ, T ) is
CBS(ξ, T ; v) =
CBS
(
K(ξ, T ), T ; v
)
K(ξ, T )Z(T )
= eξN
(
d1(ξ, T ; v)
)−N(d2(ξ, T ; v)),
where v is the volatility parameter, d1(ξ, T ; v) = (ξ+v
2T/2)/(v
√
T ), and d2(ξ, T ; v) =
d1(ξ, T ; v)− v
√
T .
Let ψ be the implied volatility in the (ξ, T ) coordinates, i.e.,
ψ(ξ, T ) = φ(K(ξ, T ), T ). (4.12)
Then by the definition of the implied volatility, in either the (K,T ) or (ξ, T ) coor-
dinates, we have, for all ξ ∈ R and T ∈ (0,∞),
C(ξ, T ) = C
(
K(ξ, T ), T
)
K(ξ, T )Z(T )
=
CBS
(
K(ξ, T ), T ;φ(K(ξ, T ), T )
)
K(ξ, T )Z(T )
= CBS(ξ, T ;ψ(ξ, T )).
(4.13)
Moreover, by following [30, Lemma 3.1] we deduce the representation formula
CBS(ξ, T ; v) = (eξ − 1)+ + eξ
∫ v√T
0
N ′
(
ξ
τ
+
τ
2
)
dτ, (4.14)
where again N ′(·) = n(·) is the standard normal density; c.f. (4.8).
SMALL/LARGE TIME IMPLIED VOLATILITIES IN THE MMM 11
Now we are ready to present the proof of Theorem 4.4. Since we will largely
make use of the results in [30], our proof will be brief.
Proof of Theorem 4.4. Let
F (ξ, θ) =
∫ θ
0
N ′
(
ξ
τ
+
τ
2
)
dτ, ξ ∈ R, θ ≥ 0. (4.15)
Then by [30, Lemmas 5.1 and 5.2], we get, as θ → 0,
F (ξ, θ) ∼


θ√
2π
, ξ = 0,
θ3√
2πξ2
exp
(
−θ
2ξ + ξ2
2θ2
)
, ξ 6= 0.
(4.16)
By (4.14), we have
CBS(ξ, T ;ψ(ξ, T )) = (eξ − 1)+ + eξ
∫ ψ(ξ,T )√T
0
N ′
(
ξ
τ
+
τ
2
)
dτ. (4.17)
By Assumption 4.1, and Assumption 4.2 in the form expressed by (4.11), and by
following [30, Proposition 4.1], we get
ψ(ξ, T )
√
T
T→0−−−−→ 0, ξ ∈ R. (4.18)
Now from (4.13) and (4.17) we get
C(ξ, T )− (eξ − 1)+
eξ
= F
(
ξ, ψ(ξ, T )
√
T
)
. (4.19)
Then a combination of (4.19), (4.18), (4.16), and an application of the same pro-
cedure in [30, Theorem 5.1, Corollary 5.1] would show that as T → 0,
ψ(ξ, T ) ∼


√
2π
C(ξ, T )√
T
, ξ = 0,
|ξ|{
−2T ln[C(ξ, T )− (eξ − 1)+]
}1/2 , ξ 6= 0.
Respectively, ξ = 0 and ξ 6= 0 correspond to the at the money (K = S) and the not
at the money (K 6= S) cases. In fact, by (4.12) and (4.13), a back transformation
of the above asymptotic formula to the (K,T ) coordinates gives, as T → 0,
φ(K,T ) ∼


√
2π
C(K,T )
KZ(T )
√
T
, K = S,
|ln(S/K)− ln(Z(T ))− κT |{
−2T ln
[
C(K,T )
KZ(T )
−
(
S
KZ(T )eκT
− 1
)
+
]}1/2 , K 6= S.
Taking the limits then gives the desired expressions in (4.7). 
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5. Proof of the small time limit: Theorem 2.3
The proof of the small time limit is an application of Theorem 4.4. It takes the
following steps:
(i) verification of Assumptions 4.1 and 4.2;
(ii) computation of the at the money limit;
(iii) computation of the out of the money limit;
(iv) computation of the in the money limit.
Note that the dividend yield κ = 0 in the MMM; see the discussion following (2.9).
Proof of Theorem 2.3.
Step (i): Verification of Assumptions 4.1 and 4.2. It is easy to verify that
the bond price Z satisfies Assumption 4.1. We omit the details.
To verify Assumption 4.2 we will check (4.4) first. By (2.6), in the MMM (4.4)
becomes (
S −Ke−rT (1 − e−x/2)
)
+
≤ C(K,T ) ≤ S, ∀ S,K > 0, T ≥ 0.
Since χ2(y; 4, x) and χ2(y; 0, x) are distributions, (2.3) implies that C(K,T ) ≤ S
for all K > 0 and T ≥ 0. This proves the upper bound for C. To derive the lower
bound we will check two cases. When S ≤ Ke−rT (1− e−x/2), we need C ≥ 0. This
is obviously true considering that in (2.2) the payoff function is nonnegative and ST
is a nonnegative process. When S > Ke−rT (1 − e−x/2), to derive the lower bound
for C is to prove the inequality
S −Ke−rT (1− e−x/2) ≤ S[1− χ2(y; 4, x)]−Ke−rT [1− χ2(y; 0, x)], (5.1)
which is the same as to prove
x
y
=
S
Ke−rT
≤ χ
2(y; 0, x)− e−x/2
χ2(y; 4, x)
. (5.2)
This inequality can be proved by using (2.4) as
χ2(y; 0, x)− e−x/2
χ2(y; 4, x)
= (x/y)
[
y
∫ y
0
1√
z
e−z/2I1(
√
xz) dz
/∫ y
0
√
ze−z/2I1(
√
xz) dz
]
≥ x/y.
(5.3)
Note that the last inequality above is valid because∫ y
0
√
ze−z/2I1(
√
xz) dz =
∫ y
0
z√
z
e−z/2I1(
√
xz) dz
≤ y
∫ y
0
1√
z
e−z/2I1(
√
xz) dz.
(5.4)
Thus (5.1) holds for all S,K > 0 and T ≥ 0. Consequently, C satisfies (4.4).
Next, C also satisfies condition (4.5) by Lemma 8.6 below. Moreover, using (8.4),
the fact that xT /x = −ηeηT /(eηT − 1), and the property that p(y; δ, x) and χ˜2 are
nonnegative, we get CT ≥ 0 for all K,T ∈ (0,∞). Hence C satisfies (4.6) too.
In sum, C satisfies the conditions (4.4)–(4.6) of Assumption 4.2.
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Step (ii): At the money small time limit. When K = S, (2.13) becomes[
lim
T→0
φ(K,T )
]
K=S
= lim
K→S
√
α ln(S/K)
2(
√
S −√K) =
√
α
S
, S ∈ (0,∞). (5.5)
To get this limit we shall apply (4.7), which gives, for K = S,
φ(S, T ) ∼
√
2π
C(S, T )
S
√
T
(T → 0). (5.6)
Since C(S, T )
T→0−−−−→ 0, we apply L’Hopital’s rule to get
lim
T→0
√
2π
C(S, T )
S
√
T
= lim
T→0
√
2π
CT (S, T )
S/(2
√
T )
= lim
T→0
2
√
2π
S
√
TCT (S, T ), (5.7)
provided the last limit exists. Now by (8.4) below,
CT (K,T ) = −2S
x
xT p(y; 4, x) + rKe
−rT χ˜2(y; 0, x). (5.8)
Then, by using firstly the fact that
√
T χ˜2(y; 0, x)
T→0−−−−→ 0, and secondly Lemma
8.3 (1), we get, when K = S,
lim
T→0
√
2π
C(S, T )
S
√
T
= −4
√
2π lim
T→0
[√
T
xT
x
p(y; 4, x)
]
K=S
=
√
α
S
. (5.9)
And this proves the small time limit for the at the money case.
Step (iii): Out of the money small time limit. Recall that in the MMM the
dividend yield κ = 0. So when S < K, (4.7) gives
lim
T→0
φ(K,T ) = lim
T→0
|ln(S/K)|
{−2T ln[C(K,T )− (S −KZ(T ))+]}1/2
, (5.10)
provided the limit on the right exists. As S < K, we have (S −KZ(T ))+ = 0 for
all sufficiently small T . Consequently
lim
T→0
{−2T ln[C(K,T )− (S −KZ(T ))+]} = lim
T→0
{−2T ln[C(K,T )]} (5.11)
if the second limit exists. Since TCT
T→0−−−−→ 0 by Lemma 8.3, applying L’Hopital’s
rule gives
lim
T→0
{−2T lnC} = −2 lim
T→0
lnC
T−1
= 2 lim
T→0
CT /C
T−2
= 2 lim
T→0
T 2CT
C
= 2 lim
T→0
2TCT + T
2CTT
CT
= 2 lim
T→0
(
2T +
T 2CTT
CT
)
= 2 lim
T→0
T 2CTT
CT
,
(5.12)
provided the last limit exists. We claim that
lim
T→0
T 2CTT
CT
= 2
(√
S −
√
K
)2
/α. (5.13)
If true, this would give us the desired limit
φ(K,T )
T→0−−−−→
√
α ln(S/K)
2(
√
S −√K) for S < K. (5.14)
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To show (5.13), we use (8.4) and (8.5) to get
T 2
CTT
CT
= T 2
1
CT /[−2SxT p(y; 4, x)/x] ×
CTT
−2SxTp(y; 4, x)/x
= T 2
1
R1
(R2 +R3 +R4 +R5),
(5.15)
where, xT /x = −ηeηT /(eηT − 1), and
R1 = 1− rKe
−rTxχ˜2(y; 0, x)
2SxT p(y; 4, x)
,
R2 = − η
eηT − 1 ,
R3 =
1
2
[
p(y; 2, x)
p(y; 4, x)
− 1
]
yT +
1
2
[
p(y; 6, x)
p(y; 4, x)
− 1
]
xT ,
R4 =
r2Ke−rTxχ˜2(y, 0, x)
2SxT p(y; 4, x)
,
R5 =
rKe−rT (eηT − 1)
2Sη
[−p(y; 0, x)
p(y; 4, x)
yT +
−p(y; 2, x)
p(y; 4, x)
xT
]
.
(5.16)
By (8.22), R1
T→0−−−−→ 1 and R4 T→0−−−−→ 0. On the other hand, we also have
T 2R2
T→0−−−−→ 0. So it remains to compute T 2R3 and T 2R5. By (2.4) and [1,
Formula 9.7.1],
p(y; 2, x)
p(y, 4, x)
=
e−(x+y)/2I0
(√
xy
)
(y/x)1/2e−(x+y)/2I1
(√
xy
) = (x/y)1/2I0
(√
xy
)
I1
(√
xy
)
∼ (x/y)1/2 T→0−−−−→
√
S/K.
(5.17)
Similarly, as T → 0,
p(y; 6, x)
p(y, 4, x)
∼ (y/x)1/2 T→0−−−−→
√
K/S,
p(y; 0, x)
p(y, 4, x)
∼ (y/x)−1 T→0−−−−→
√
S/K.
(5.18)
Moreover, since yT ∼ −4η2K/[α(eηT − 1)2] and xT ∼ −4η2S/[α(eηT − 1)2], we get
as T → 0,
T 2yT ∼ − 4η
2K
α(eηT − 1)2T
2 = −4η
2K
α
(
T
eηT − 1
)
∼ −4η
2K
α
1
η2
= −4K
α
, (5.19)
and
T 2xT ∼ − 4η
2S
α(eηT − 1)2T
2 ∼ −4S
α
. (5.20)
Together these limits show that T 2R5
T→0−−−−→ 0 and
T 2R3
T→0−−−−→1
2
[√
S/K − 1
]
(−4K/α) + 1
2
[√
K/S − 1
]
(−4S/α)
= 2
(
S − 2
√
SK +K
)
/α
= 2
(√
S −
√
K
)2
/α.
(5.21)
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Taking into account (5.15) and the limits of R1 and T
2Ri, i = 1, . . . , 4, we get
T 2CTT
CT
T→0−−−−→ 2
(√
S −
√
K
)2
/α. This proves (5.13), from which the small time
limit for the out of the money case follows.
Step (iv): In the money small time limit. When S > K, (4.7) gives
lim
T→0
φ(K,T ) = lim
T→0
|ln(S/K)|
{−2T ln[C(K,T )− (S −KZ(T ))+]}1/2
. (5.22)
Since S > K, (S −KZ(T ))+ = S−KZ(T ) for all sufficiently small T . As a result,
lim
T→0
φ(K,T ) = lim
T→0
|ln(S/K)|√
−2T ln[C(K,T )− S +KZ(T )]
= lim
T→0
|ln(S/K)|√
−2T ln[P (K,T )] ,
(5.23)
where the second equality above results from the put-call parity (2.7). Since
P (K,T )
T→0−−−−→ (K − S)+ = 0 when S > K, and TPT T→0−−−−→ 0, L’Hopital’s
rule gives
lim
T→0
{−2T lnP} = −2 lim
T→0
lnP
T−1
= 2 lim
T→0
PT /P
T−2
= 2 lim
T→0
T 2PT
P
= 2 lim
T→0
2TPT + T
2PTT
PT
= 2 lim
T→0
(
2T +
T 2PTT
PT
)
= 2 lim
T→0
T 2PTT
PT
,
(5.24)
provided the last limit exists. By the put-call parity (2.7), we have
PT = CT +KZT and PTT = CTT +KZTT , (5.25)
where CT and CTT are given by (8.4) and (8.5); and by (2.6)
ZT = −re−rT (1− e−x/2) + xT
2
e−rT−x/2,
ZTT = r
2e−rT (1− e−x/2)− rxT e−rT−x/2 + xTT
2
e−rT−x/2 − x
2
T
4
e−rT−x/2.
(5.26)
We will prove that
U ≡ PT−2SxTp(y; 4, x)/x
T→0−−−−→ 1,
V :=
T 2PTT
−2SxTp(y; 4, x)/x
T→0−−−−→ 2
(√
S −
√
K
)2
/α.
(5.27)
We will prove the limit of U first. By (5.25), (5.26), and (8.4), we can rewrite U as
U = 1 + U1 + U2, (5.28)
where
U1 =
xT e
−rT−x/2/2
−2SxT p(y; 4, x)/x,
U2 =
rKe−rT χ˜2(y; 0, x)− rKe−rT (1− e−x/2)
−2SxT p(y; 4, x)/x .
(5.29)
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Simplifying these expressions gives
U1 = − xe
−rT−x/2
4Sp(y; 4, x)
,
U2 = rKe
−rT x
xT
[
e−x/2
p(y; 4, x)
− χ
2(y; 0, x)
p(y; 4, x)
]
.
(5.30)
By the definition of x, y, and p, as T → 0,
xe−rT−x/2
p(y; 4, x)
∼ 2(x/y)1/2 × xe
−x/2
e−(x+y)/2I1(
√
xy)
= 2(x/y)1/2 × x
e−y/2I1(
√
xy)
∼ 2(S/K)1/2 × x(2π)
1/2(xy)1/4
e−y/2e
√
xy
= 2(S/K)1/2 × x(2π)
1/2(xy)1/4
e−y/2e
√
xy
= 2(S/K)1/2 × x(2π)
1/2(xy)1/4
exp
[√
xy
(
1− 12
√
y/x
)] .
(5.31)
Since S > K, we have x > y and (1−
√
y/x/2) > const > 0 for all sufficiently small
T . By Lemma 8.3 (1), x, y
T→0−−−−→∞. This implies that
xe−rT−x/2
2Sp(y; 4, x)
T→0−−−−→ 0. (5.32)
Consequently, U1
T→0−−−−→ 0. For U2, we have, by (5.32), e−x/2/p(y; 4, x) T→0−−−−→ 0.
Besides, by L’Hopital’s rule, (7.7), and (7.11),
lim
T→0
χ2(y; 0, x)
p(y; 4, x)
= lim
T→0
∂Tχ
2(y; 0, x)
∂T p(y; 4, x)
= lim
T→0
p(y; 0, x)yT − p(y; 2, x)xT
[p(y; 2, x)− p(y; 4, x)]yT /2 + [p(y; 6, x)− p(y; 4, x)]xT /2
= 2 lim
T→0
p(y;0,x)
p(y;4,x) − p(y;2,x)p(y;4,x) × xTyT
p(y;2,x)
p(y;4,x) − 1 +
[
p(y;6,x)
p(y;4,x) − 1
]
xT
yT
.
(5.33)
By (5.17), (5.18), and the fact that xT /yT
T→0−−−−→ S/K, we have
lim
T→0
χ2(y; 0, x)
p(y; 4, x)
= 2
√
S/K −
√
S/K × S/K√
S/K − 1 +
[√
K/S − 1
]
S/K
=
√
S/K(S −K)
(
√
S −√K)2 .
(5.34)
Because x/xT = −ϕ/ϕT T→0−−−−→ 0, we get from (5.30) the limit U2 T→0−−−−→ 0. Since
U1 and U2 both converge to zero, (5.28) implies the convergence U
T→0−−−−→ 1.
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Now it remains to prove the limit of V in (5.27). By (5.25), (5.26), and (8.5),
we can rewrite V as
V =
T 2CTT + T
2KZTT
−2SxTp(y; 4, x)/x
= T 2(R2 +R3 +R5) + T
2V1 + T
2V2
(5.35)
where R2, R3 and R5 are the same as in (5.16) and
V1 =
x
−2xT ×
r2Ke−rT χ˜2(y, 0, x)− r2Ke−rT (1− e−x/2)
p(y; 4, x)
,
V2 =
x
−2SxT ×
K
(−rxT + xTT2 − x2T ) e−rT−x/2
p(y; 4, x)
.
(5.36)
Simplifying V1 gives
V1 = r
2Ke−rT
x
−2SxT
[
e−x/2
p(y; 4, x)
− χ
2(y; 0, x)
p(y; 4, x)
]
. (5.37)
Similar to U2 in (5.30), we found that V1
T→0−−−−→ 0. Next, because
T 2(−rxT + xTT /2− x2T ) T→0−−−−→ const(α, η, S,K) and x/xT T→0−−−−→ 0, (5.38)
we also get T 2V2
T→0−−−−→ 0. Combining these limits with the limits of T 2(R2+R3+
R5), see (5.16)–(5.21), we get
lim
T→0
V = 2
(√
S −
√
K
)2
/α, (5.39)
as is stated in (5.25). Combining (5.24) with (5.25) then gives
lim
T→0
{−2T lnP} = 2 lim
T→0
T 2PTT
PT
= 2 lim
T→0
V
U
= 4
(√
S −
√
K
)2
/α. (5.40)
By (5.23), we then have
lim
T→0
φ(K,T ) =
√
α ln(S/K)
2(
√
S −√K) , S,K ∈ (0,∞), S > K. (5.41)
This proves the small time limit for the in the money case and completes the proof
of the theorem. 
Remark 5.1. After completing our work we learnt of the results of Gao and Lee [17].
They [17, Remark 7.4] stated that the small time asymptotics of the time-scaled
implied volatility V , in their notation, were controlled by k2/(2L) ∼ V 2; and they
argued that this would imply the Roper–Rutkowski formula [30, Theorem 5.1]. In
our notation, their formula becomes φ ∼ |ln(K/S)| /√−2T lnC, which clearly does
not imply the Roper–Rutkowski formula [30, Theorem 5.1] or our extended version
in (4.7). See also Remark 6.11 regarding their large time result.
Remark 5.2. Separately, we also became aware of the paper by Gatheral et al. [18].
We noted that for the out of the money case the limit in (5.11) could have been
computed by using their Theorem A.2. Indeed, for all in, at, and out of the money
cases, our small time limit agrees with theirs [18, (3.2)]. However, their pricing
approach is different from ours; and it is not entirely clear if on a finite interval
in R+ away from the origin the Yoshida heat kernel expansion can be generalized
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to diffusions with degenerate coefficients like the CEV or CIR/square-root process,
which is what seems to have been suggested in [18, Remark 3.5, Appendix A].
6. Proof of the large time limit: Theorem 2.4
We shall prove the large time limit in two steps:
(I) Proof of the convergence and the upper bound lim supT→∞ φ(K,T ) ≤√
2(r + η).
(II) Proof of limT→∞ φ(K,T ) = v∗ ≡
√
2(3− 2√2)(r + η).
By definition and by the properties of the Black–Scholes formula, the implied
volatility is bounded below by zero. Consequently, the upper bound in Step (I)
implies that a large time limit exists in the interval [0,
√
2(r + η)]. In turn, the
existence of the limit allows Step (II) to take place, where we shall show that as
T →∞, the implied volatility φ is bounded below by any v ∈ (0, v∗) and above by
any v ∈ (v∗,
√
2(r + η)).
6.1. Step (I): The convergence in large time and the upper bound
√
2(r + η).
We shall prove the following proposition.
Proposition 6.1. Assume the MMM. Then
lim sup
T→∞
φ(K,T ) ≤
√
2(r + η)
and the implied volatility φ converges to a limit in [0,
√
2(r + η)] as T →∞.
The proof of this proposition requires some preliminary results. Let 0 < ǫ ≪ 1
and define
vǫ =
√
2(r + η)/(1− ǫ). (6.1)
Then we have the following lemmas.
Lemma 6.2. Under the MMM, we have
lim
T→∞
Sχ2(y; 4, x)
Ke−rT χ˜2(y; 0, x)
= 0. (6.2)
Proof. See Section 10.1 of Appendix D. 
Lemma 6.3. Under the MMM, we have for each 0 < ǫ≪ 1,
lim
T→∞
N˜
(
d1(K,T ; v
ǫ)
)
e−rT χ˜2(y; 0, x)
= 0. (6.3)
Proof. See Section 10.2 of Appendix D. 
Lemma 6.4. Under the MMM, we have for each 0 < ǫ≪ 1
lim
T→∞
e−rˆTN
(
d2(K,T ; v
ǫ)
)
e−rT χ˜2(y; 0, x)
= 0. (6.4)
Proof. See Section 10.3 of Appendix D. 
We now present the proof of Proposition 6.1.
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Proof of Proposition 6.1. Given any arbitrarily small 0 < ǫ≪ 1, we have
CBS(K,T, v
ǫ)− C(K,T )
= SN
(
d1(K,T ; v
ǫ)
)−Ke−rˆTN(d2(K,T ; vǫ))− S[1− χ2(y; 4, x)] +Ke−rT χ˜2(y; 0, x)
= Sχ2(y; 4, x)− S[1−N(d1(K,T ; vǫ))]−Ke−rˆTN
(
d2(K,T ; v
ǫ)
)
+Ke−rT χ˜2(y; 0, x)
= Sχ2(y; 4, x)− SN˜(d1(K,T ; vǫ))−Ke−rˆTN(d2(K,T ; vǫ)) +Ke−rT χ˜2(y; 0, x)
= Ke−rT χ˜2(y; 0, x)
×
[
Sχ2(y; 4, x)
Ke−rT χ˜2(y; 0, x)
− SN˜(d1(K,T ; v
ǫ))
Ke−rT χ˜2(y; 0, x)
− Ke
−rˆTN(d2(K,T ; vǫ))
Ke−rT χ˜2(y; 0, x)
+ 1
]
.
(6.5)
By Lemmas 6.2–6.4, the square bracketed term is strictly positive for all sufficiently
large T ; and it tends to 1 as T tends to infinity. Since C(K,T ) = CBS(K,T, φ(K,T ))
for all K,T ∈ (0,∞), we get
CBS(K,T ; v
ǫ)− CBS(K,T ;φ(K,T )) = CBS(K,T ; vǫ)− C(K,T ) > 0. (6.6)
for all T greater than some sufficiently large constant Tǫ. Now note that CBS(K,T ; v)
is strictly increasing in v, other things being equal. So for any 0 < ǫ≪ 1,
vǫ ≥ φ(K,T ), K ∈ (0,∞), (6.7)
when T is sufficiently large. Since the implied volatility φ is bounded below by
zero, for each fixed K ∈ (0,∞), φ(K,T ) can be considered as a bounded infinite
sequence in the time interval [0,∞]. This implies that φ(K,T ) has a convergent
subsequence in T as T →∞. Further, as ǫ can be made arbitrarily small, we must
have
lim sup
T→∞
φ(K,T ) ≤ lim
ǫ→0
vǫ =
√
2(r + η). (6.8)
Consequently, φ has a large time limit in [0,
√
2(r + η)]. 
Remark 6.5. In the proof of the large time limit in Section 6.2 below, we will show
that in fact
lim sup
T→∞
φ(K,T ) <
√
2(r + η). (6.9)
Our proof will utilize series expansions of the noncentral chi-square distributions.
6.2. Step (II): proof of the large time limit. We shall present some preliminary
lemmas first. Note that S, α and η are fixed parameters.
Lemma 6.6. Assume the MMM and let v ∈ [0,∞]. Then for any strike K and
expiry T , the generic Black–Scholes call price with volatility v and the MMM call
price can be written respectively as{
CBS(K,T ; v) = S − SRBS(K,T ; v),
C(K,T ) = S − SR(K,T ), (6.10)
where

RBS(K,T ; v) = N˜(d1(K,T ; v)) + K
S
e−rˆT − K
S
e−rˆT N˜(d2(K,T ; v)),
R(K,T ) = K
S
e−rT + χ2(y; 4, x)− K
S
e−rTχ2(y; 0, x).
(6.11)
Proof. See Section 10.4 of Appendix D. 
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We need the following lemma for the chi-square distribution.
Lemma 6.7. Under the MMM the follow inequalities are valid the noncentral χ2
functions for all T ∈ (0,∞):

e−(x+y)/2
y2
4
∞∑
j=0
(xy/4)j
j!(2 + j)!
≤ χ2(y; 4, x) ≤ e−x/2 y
2
4
∞∑
j=0
(xy/4)j
j!(2 + j)!
e−(x+y)/2
∞∑
j=1
(xy/4)j
(j!)2
+ e−x/2 ≤ χ2(y; 0, x) ≤ e−x/2
∞∑
j=1
(xy/4)j
(j!)2
+ e−x/2.
(6.12)
Moreover, for every fixed K (and S, α, η) there exists a positive constant T1 =
T1(K;S, α, η) <∞ such that for all T > T1,

e−(x+y)/2
y2
4
[
1
2
+
xy
24
+
(xy)2
768
]
≤ χ2(y; 4, x) ≤ e−x/2 y
2
4
[
1
2
+
xy
24
+ (xy)2
]
,
e−x/2 + e−(x+y)/2
[
xy
4
+
(xy)2
64
]
≤ χ2(y; 0, x) ≤ e−x/2 + e−x/2
[xy
4
+ (xy)2
]
.
(6.13)
Proof. See Section 10.5 of Appendix D. 
Let
R(K,T ) = e(r+η)T−(x+y)/2 y
2
4
[
1
2
+
xy
24
+
(xy)2
768
]
− K
S
eηT−x/2
[xy
4
+ (xy)2
]
(6.14)
R(K,T ) = e(r+η)T−x/2 y
2
4
[
1
2
+
xy
24
+ (xy)2
]
− K
S
eηT−(x+y)/2
[
xy
4
+
(xy)2
64
]
(6.15)
Then we have the following lemmas
Lemma 6.8. Assume the MMM and let v ∈ (0,
√
2(r + η)). Then for sufficiently
large T ,
K
S
e−[rˆ−(r+η)]T +R(K,T ) ≤ e(r+η)TR(K,T ) ≤ K
S
e−[rˆ−(r+η)]T +R(K,T ). (6.16)
Moreover, as T →∞,
R(K,T ) = −2η
2K2
α2
e−(r+η)T − 760SK
3η4
3α4
e−2(r+η)T−ηT +O(e−3(r+η)T−2ηT ),
(6.17)
R(K,T ) = −2η
2K2
α2
e−(r+η)T − 4SK
3η4
3α4
e−2(r+η)T−ηT +O(e−3(r+η)T−2ηT ), (6.18)
and
e(r+η)TRBS(K,T ; v)
=
K
S
e−[rˆ−(r+η)]T − 2Kη
α
v
√
T
(d2 + v
√
T )d2
√
2π
e−d
2
2
/2 +
2Kη
α
n(d2)O(d
−3
2 ),
(6.19)
where d2 = d2(K,T ; v).
Proof. See Section 10.6 of Appendix D. 
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Lemma 6.9. Assume the MMM and let v∗ =
√
2(3− 2√2)(r + η). Then for all
sufficiently large T ,{
1
2d
2
2(K,T ; v)− (r + η)T > c1T, if v ∈ (0, v∗),
1
2d
2
2(K,T ; v)− (r + η)T < −c2T, if v ∈ (v∗,
√
2(r + η)),
(6.20)
where c1 and c2 are some strictly positive constants dependent only on K,S, v, r, η.
Proof. See Section 10.7 of Appendix D. 
Remark 6.10. By virtue of Proposition 6.1, we only need to investigate the limiting
behavior of the implied volatility (and the limiting behavior of d2) in the interval
(0,
√
2(r + η)).
We now present the proof of the large time limit of the implied volatility in the
MMM.
Proof of Theorem 2.4. Lemma 6.6 shows that for any v ∈ (0,
√
2(r + η)),{
CBS(K,T ; v) = S − SRBS(K,T ; v),
C(K,T ) = S − SR(K,T ), (6.21)
where RBS and R are given by (6.11). Next, Lemma 6.9 implies that for large
enough T ,{
exp
(− 12d22(K,T ; v)) > exp(−(r + η)T − c1T ), if v ∈ (0, v∗);
exp
(− 12d22(K,T ; v)) < exp(−(r + η)T + c2T ), if v ∈ (v∗,√2(r + η)).
(6.22)
where c1 and c2 are some positive constants and v∗ =
√
2(3− 2√2)(r + η). Then
combining these inequalities with the results of Lemma 6.8 gives the following
properties:
(i) if v ∈ (0, v∗), then for sufficiently large T ,
e(r+η)TRBS(K,T ; v) ≥ K
S
e−[rˆ−(r+η)]T +R(K,T )
≥ e(r+η)TR(K,T );
(6.23)
(ii) if v ∈ (v∗,
√
2(r + η)), then for sufficiently large T ,
e(r+η)TRBS(K,T ; v) ≤ K
S
e−[rˆ−(r+η)]T +R(K,T )
≤ e(r+η)TR(K,T ).
(6.24)
By (6.21) and the equality that C(K,T ) = CBS(K,T ;φ(K,T )), we get{
CBS(K,T ; v) ≤ C(K,T ) = CBS(K,T ;φ(K,T )), if v ∈ (0, v∗);
CBS(K,T ; v) ≥ C(K,T ) = CBS(K,T ;φ(K,T )), if v ∈ (v∗,
√
2(r + η)).
(6.25)
As the function v 7→ CBS(K,T ; v) is monotonically increasing in v, we have, for
each K, {
φ(K,T ) ≥ v, if v ∈ (0, v∗);
φ(K,T ) ≤ v, if v ∈ (v∗,
√
2(r + η)),
(6.26)
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for all sufficiently large T . This implies that
lim inf
T→∞
φ(K,T ) ≥ v∗ and lim sup
T→∞
φ(K,T ) ≤ v∗. (6.27)
As a result,
lim
T→∞
φ(K,T ) = v∗ =
√
2(3− 2
√
2)(r + η). (6.28)
And the proof is complete. 
Remark 6.11. The results of Gao and Lee [17, Corollary 7.8] do not apply here
because the assumptions of their corollary are not satisfied in the MMM. Specifi-
cally, for their Case (+) they require, in their notation, k/L
T→∞−−−−−→ const ∈ [0,∞);
but under the MMM k/L
T→∞−−−−−→ −1. Similarly, for their Case (−) they need
k/L
T→∞−−−−−→ const ∈ (0,∞); but under the MMM k/L T→∞−−−−−→∞.
7. Appendix A: properties of the noncentral chi-square distribution
We list some facts about the noncentral chi-square distribution. Let use make
the following remark first.
Remark 7.1. Let Yx be a chi-square random variable with zero degree of freedom
and noncentrality parameter x. That is, let Yx ∼ χ20(x). Then
χ2(y; 0, x) = P(Yx ≤ y) (y > 0)
= P(Yx = 0) + P(0 < Yx ≤ y)
= e−x/2 +
∫ y
0
p(z; 0, x) dz
(7.1)
because p(·; 0, x) is an improper density and∫ ∞
0
p(z; 0, x) dz = 1− e−x/2. (7.2)
See Siegel [31]. Hence
χ˜2(y; 0, x) = P(Yx > y) (y > 0)
=
∫ ∞
y
p(z; 0, x) dz
= 1− P(Yx ≤ y)
= 1− P(Yx = 0)− P(0 < Yx ≤ y)
= 1− e−x/2 −
∫ y
0
p(z; 0, x) dz
= 1− χ2(y; 0, x).
(7.3)
Lemma 7.2. For the noncentral chi-square distribution χ2 the following identities
is valid for x, y > 0 and δ ≥ 0:
∂p(y; δ, x)
∂x
=
1
2
p(y; δ + 2, x)− 1
2
p(y; δ, x), (7.4)
∂p(y; δ, x)
∂x
= −∂p(y; δ + 2, x)
∂y
, (7.5)
∂χ2(y; δ, x)
∂x
= −p(y; δ + 2, x). (7.6)
SMALL/LARGE TIME IMPLIED VOLATILITIES IN THE MMM 23
Proof. The first identity is given by Equation (2) of Cohen [8]; the second identity
results from Equations (2) and (3) of Cohen [8]; the third identity is given by
Johnson et al. [23, (29.23e)]. 
Corollary 7.3. Subject to the MMM and the condition that δ ≥ 0,
∂p(y; δ, x)
∂T
=
1
2
[p(y; δ − 2, x)− p(y; δ, x)] yT + 1
2
[p(y; δ + 2, x)− p(y; δ, x)]xT
(7.7)
and
∂χ˜2(y; δ, x)
∂T
= −p(y; δ, x)yT + p(y; δ + 2, x)xT . (7.8)
Proof. The chain rule gives
∂p(y; δ, x)
∂T
=
∂p(y; δ, x)
∂y
∂y
∂T
+
∂p(y; δ, x)
∂x
∂x
∂T
. (7.9)
By (7.4) and (7.5),
∂p(y; δ, x)
∂x
=
1
2
p(y; δ + 2, x)− 1
2
p(y; δ, x),
∂p(y; δ, x)
∂y
= −∂p(y; δ − 2, x)
∂x
=
1
2
p(y; δ − 2, x)− 1
2
p(y; δ, x).
(7.10)
Combining (7.9) and (7.10) gives (7.7). To prove (7.8), we apply the chain rule and
the Leibniz formula for differentiation of definite integrals to χ2(y; δ, x). That gives
∂χ2(y; δ, x)
∂T
=
∂χ2(y; δ, x)
∂y
∂y
∂T
+
∂χ2(y; δ, x)
∂x
∂x
∂T
= p(y; δ, x)yT + xT
∫ y
0
∂p(z; δ, x)
∂x
dz
= p(y; δ, x)yT − xT
∫ y
0
∂p(z; δ + 2, x)
∂z
dz
= p(y; δ, x)yT − p(y; δ + 2, x)xT ,
(7.11)
where the third equality results from (7.5). Then the desired result follows from
the identity χ˜2 = 1− χ2. 
Lemma 7.4. Assume the MMM. Then
p(y; 4, x) =
y
x
p(y; 0, x), (7.12)
− 2
x
p(y; 4, x) = p(y; 6, x)− y
x
p(y; 2, x). (7.13)
Proof. By (2.4), the definition of the density p, we get
p(y; 4, x)− y
x
p(y; 0, x) =
1
2
(y/x)1/2e−(x+y)/2 [I1 (
√
xy)− I−1 (√xy)] . (7.14)
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Then we obtain (7.12) by noting that I1(·) = I−1(·); see, e.g., [1, Formula 9.6.6].
Proceeding similarly with the definitions of the terms, we have
p(y; 6, x)− y
x
p(y; 2, x) =
1
2
(y/x) e−(x+y)/2 [I2 (
√
xy)− I0 (√xy)]
= −1
2
(y/x) e−(x+y)/2
2√
xy
I1 (
√
xy)
= − 2
x
p(y; 4, x),
(7.15)
where the second equality follows from the identity I1−1(z) − I1+1(z) = 2I1(z)/z;
see e.g. [1, Formula 9.6.26]. This proves (7.13), and the proof is thus complete. 
8. Appendix B: auxiliary results for the small time limit
8.1. Differential properties of the call option price. We now list some basic
properties of the call option price. Recall that we have set t = 0.
Lemma 8.1. Under the MMM we have the following representations:

ϕ =
α
4η
(
eηT − 1) , ϕT = α
4
eηT , ϕTT =
αη
4
eηT ,
x =
S
ϕ
, xT = −SϕT
ϕ2
, xTT = 2S
ϕ2T
ϕ3
− SϕTT
ϕ2
,
y =
Ke−rT
ϕ
, yT = −rKe
−rT
ϕ
− Ke
−rTϕT
ϕ2
.
(8.1)
Moreover,
xTTT = −6Sϕ−4ϕ3T + 4Sϕ−3ϕTϕTT + 2Sϕ−3ϕTϕTT − Sϕ−2ϕTTT
= −6Sϕ−4ϕ3T + 6Sϕ−3ϕTϕTT − Sϕ−2ϕTTT ,
(8.2)
and
xy =
SKe−rT
ϕ2
,
y
x
=
Ke−rT
S
,
yT
xT
=
K
SerT
(
r + ϕT /ϕ
ϕT /ϕ
)
. (8.3)
Proof. Direct differentiation. 
Lemma 8.2. Under the MMM, we have
CT (K,T ) = −2S
x
xT p(y; 4, x) + rKe
−rT χ˜2(y; 0, x), (8.4)
and
CTT (K,T )
= −2S η
2eηT
(eηT − 1)2 p(y; 4, x)
+ S
ηeηT
eηT − 1
{
[p(y; 2, x)− p(y; 4, x)] yT + [p(y; 6, x)− p(y; 4, x)]xT
}
− r2Ke−rT χ˜2(y; 0, x) + rKe−rT [−p(y; 0, x)yT + p(y; 2, x)xT ] .
(8.5)
for S,K, T ∈ (0,∞).
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Proof. Differentiating (2.3) with respect to T gives
CT (K,T ) = S
∂χ˜2(y; 4, x)
∂T
+ rKe−rT χ˜2(y; 0, x)−Ke−rT ∂χ˜
2(y; 0, x)
∂T
. (8.6)
Applying (7.8) to the chi-square terms gives
CT = S[−p(y; 4, x)yT + p(y; 6, x)xT ] + rKe−rT χ˜2(y; 0, x)
−Ke−rT [−p(y; 0, x)yT + p(y; 2, x)xT ]
= −S
[
p(y; 4, x)− y
x
p(y; 0, x)
]
yT
+ S
[
p(y; 6, x)− y
x
p(y; 2, x)
]
xT + rKe
−rT χ˜2(y; 0, x)
= −2SxT
x
p(y; 4, x) + rKe−rT χ˜2(y; 0, x),
(8.7)
where the last equality results from (7.12) and (7.13). This proves (8.4), the identity
for CT . To get the identity for CTT , we differentiate CT , which gives
CTT (K,T ) = −2SxTTx− x
2
T
x2
p(y; 4, x)− 2SxT
x
∂p(y; 4, x)
∂T
− r2Ke−rT χ˜2(y; 0, x) + rKe−rT ∂χ˜
2(y; 0, x)
∂T
.
(8.8)
We then obtain identity (8.5) by applying Corollary 7.3 to ∂p(y; 4, x)/∂T and
∂χ˜2(y; 0, x)/∂T and by noting the identity
xTTx− x2T
x2
=
η2eηT
(eηT − 1)2
. (8.9)
The proof is thus complete. 
8.2. Some small time limits. In this subsection we present some small time
limits needed for the proof of Theorem 2.3.
Lemma 8.3. Under the MMM, the following properties hold for S,K ∈ (0,∞):
(1) x
T→0−−−−→∞; y T→0−−−−→∞.
(2) xT
√
T
x p(y; 4, x)
T→0−−−−→ − 1
4
√
2π
√
α
K when S = K.
(3) T xTx p(y; 4, x)
T→0−−−−→ 0.
(4) TCT (K,T )
T→0−−−−→ 0.
Proof. The limits in (1) follow from the definitions of x and y. We now prove (2).
Note that x = s/ϕ and xT = −SϕT/ϕ2. From these identities we get
xT
x
= −ϕT
ϕ
= − ηe
ηT
eηT − 1 ∼ −
η
eηT − 1 (T → 0). (8.10)
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Hence, as T → 0,
√
T
xT
x
p(y; 4, x)
∣∣∣
S=K
∼ − η
√
T
eηT − 1p(y; 4, x)
=
−η
√
T
eηT − 1 (y/x)
1/2
e−(x+y)/2I1 (
√
xy) /2
∼ −η
√
T
eηT − 1
(
1
2
)
exp
(
−x+ y
2
)
exp(
√
xy)
1√
2π
√
xy
=
−η√T
eηT − 1
(
1
2
)
exp
(
−1
2
(√
x−√y)2) 1√
2π(xy)1/4
∼ −η
√
T
eηT − 1 ×
1
2
√
2π(xy)1/4
=
−η
2
√
2π
√
T
(eηT − 1)(xy)1/4 .
(8.11)
In the third line of (8.11) we have used the fact that when S = K, y/x ∼ 1 and
that Iv(z) ∼ ez/
√
2πz as z → ∞; see [1, Formula 9.7.1]. In the forth line we have
used the property that (
√
x−√y)→ 0 as T → 0 when S = K.
By the definitions of x and y, we have
xy|S=K = sKe
−rT
ϕ2
=
K2e−rT
ϕ2
∼ K
2
ϕ2
=
16η2K2
α2(eηT − 1)2 . (8.12)
Combining (8.11) and (8.12) shows that as T → 0,
√
T
xT
x
p(y; 4, x) ∼ −η
2
√
2π
√
T
(eηT − 1)(xy)1/4
∼ −η
2
√
2π
√
T
(eηT − 1)
[
16η2K2
α2(eηT − 1)2
]1/4
=
−η
2
√
2π
(
T
eηT − 1
)1/2 √
α
2
√
ηK
∼ −
√
αη
4
√
2πK
1√
η
=
−√α
4
√
2πK
.
(8.13)
This proves (2). The limit in (3) follows from those in (2). The limits in (4)
follows from the definitions of x, y, p and CT . And the proof of the lemma is thus
complete. 
Lemma 8.4. Under the MMM, we have
lim
T→t
χ2(y; 4, x) = lim
T→t
χ2(y; 0, x) = 0, if S > K; (8.14)
lim
T→t
χ2(y; 4, x) = lim
T→t
χ2(y; 0, x) = 1, if S < K. (8.15)
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Proof. Without loss of generality we shall prove the lemma for t = 0. We will check
χ2(y; 4, x) first. From Temme [33, (2.6)-(2.8)], we have, for sufficiently small T ,
χ2(y; 4, x) =


1
2
(y/x)
[√
x/yF2(
√
xy, ω)− F1(√xy, ω)
]
, for S > K,
1 +
1
2
(y/x)
[√
x/yF2(
√
xy, ω)− F1(√xy, ω)
]
, for S < K,
(8.16)
where
ω =
1
2
(
√
y −√x)2/√yx,
Fµ(
√
xy, ω) =
∫ ∞
√
xy
e−(ω+1)zIµ(z) dz.
(8.17)
Since (y/x)
T→0−−−−→ K/S, we only need to show that in (8.16) both F2 and F1
converge to zero as T tends to zero. Mattner and Roos [24, (8)] have shown that
e−z(I0(z) + I1(z)) <
√
2/(πz), z ∈ (0,∞). (8.18)
This implies that
F1(
√
xy, ω) ≤
√
2/π
∫ ∞
√
xy
e−ωz√
z
dz =
√
2Erfc
(√
w
√
xy
)
√
w
, (8.19)
where Erfc(·) is the complementary error function. Observing that ω T→0−−−−→ ω0 =
1
2
√
K/S
(
1−
√
S/K
)2
and that x, y
T→0−−−−→∞, we get F1(√xy, ω) T→0−−−−→ 0. Using
again the identity I2(z) = I0(z) − 2I1(z)/z, [1, Formula 9.6.26], we can similarly
show that F2(
√
xy, ω)
T→0−−−−→ 0.
We now check the limits of χ2(y; 0, x). Because the degree of freedom is zero,
the results of Temme [33] do not apply. We will work with the definition of the
chi-square function instead. We will check firstly the case where S > K. From
(2.4) we get
χ2(y; 0, x) =
∫ y
0
1
2
( z
x
)−1/2
e−(x+z)/2I−1
(√
xz
)
dz
=
√
x
2
∫ y
0
1√
z
e−(x+z)/2I1
(√
xz
)
dz
=
√
x
2
∫ y
0
1√
z
e−(
√
x−√z)2/2e−
√
xzI1
(√
xz
)
dz
∼
√
x
2
∫ y
0
1√
z
e−(
√
x−√z)2/2(2/π)1/2(xz)−1/4 dz (T → 0)
=
x1/4
(2π)1/2
∫ y
0
z−3/4e−(
√
x−√z)2/2 dz
≤ x
1/4
(2π)1/2
e−(
√
x−√y)2/2
∫ y
0
z−3/4 dz =
4(xy)1/4
(2π)1/2
e−(
√
x−√y)2/2
≤ 4
√
x√
2π
e−(
√
x−√y)2/2
=
4
√
x√
2π
e
−x
(
1−
√
y/x
)
2
/2 T→0−−−−→ 0,
(8.20)
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where in the step for the asymptotic relation ∼ we have used (8.18), and in the last
step the fact that x → ∞ and y/x → K/S as T → 0. Finally, we check the case
where S < K. In this case
χ˜2(y; 0, x) =
∫ ∞
y
1
2
( z
x
)−1/2
e−(x+y)/2I1(
√
xz) dz
=
√
x
2
∫ ∞
y
1√
z
e−(
√
x−√y)2/2e−
√
xzI1(
√
xz) dz
∼
√
x
2
∫ ∞
y
1√
z
e−(
√
x−√y)2/2(2/π)1/2(xz)−1/4 dz (T → 0)
=
x1/4√
2π
∫ ∞
y
1
z3/4
e−(
√
x−√y)2/2 dz
=
2x1/4√
2π
∫ ∞
√
y−√x
1√
u+
√
x
e−u
2/2 du
≤ 2(x/y)
1/4
√
2π
∫ ∞
√
y−√x
e−u
2/2 du
T→0−−−−→ 0,
(8.21)
where in the fourth equality we have changed the variables by using u =
√
z −√x.
The proof is thus complete. 
Corollary 8.5. Under the MMM, we have
xχ˜2(y; 0, x)/[xT p(y; 4, x)]
T→0−−−−→ 0, for S < K. (8.22)
Proof. By Lemma 8.3 (1) and [1, Formula 9.7.1], we get, as T → 0,
p(y; 4, x) ∼ (y/x)
1/2
2
√
2π(xy)1/4
e−(x+y)/2e
√
xy =
(y/x)1/2
2
√
2π(xy)1/4
e−(
√
x−√y)2/2. (8.23)
This, together with the fact that xT = −sϕT /ϕ2, gives
xχ˜2(y; 0, x)
xT p(y; 4, x)
∼ xχ˜
2(y; 0, x)
xT
(y/x)1/2
2
√
2π(xy)1/4
e−(
√
x−√y)2/2
= 2
√
2π
ϕ(xy)1/4
ϕT
× χ˜
2(y; 0, x)
e−(
√
x−√y)2/2 ,
(8.24)
where, as ϕ
T→0−−−−→ 0 and ϕT T→0−−−−→ α/4,
ϕ(xy)1/4
ϕT
=
ϕ1/2
(
SKe−rT
)1/4
ϕT
T→0−−−−→ 0. (8.25)
The second fraction in (8.24) also converges to zero because the last inequality in
(8.21) implies that
χ˜2(y; 0, x)
e−(
√
x−√y)2/2 ≤
2(x/y)1/4√
2π
×
∫∞√
y−√x e
−u2/2 du
e−(
√
x−√y)2/2
T→0−−−−→ 0. (8.26)
The proof is now complete. 
Lemma 8.6. Under the MMM, we have, for S,K, T ∈ (0,∞), and t ∈ [0, T ],
lim
T→t
C(S, t;K,T ) = (S −K)+. (8.27)
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Proof. Platen and Heath [28, (12.3.11)] have shown that under the MMM, the
benchmarked European call option price C is
Cˆ(S, t;K,T ) = E
[
(ST −K)+
ST
∣∣∣∣St = S
]
. (8.28)
where St is the underlying process in (2.1), K is the strike, t the current time, T
the expiry, and 0 ≤ t ≤ T <∞. By a variant of the Feynman–Kac theorem derived
in Janson and Tysk [22, Theorem 5.5], we have

Cˆt = −1
2
σ2(S, t)S2CˆSS − [r + σ2(S, t)]SCˆS , (S, t) ∈ (0,∞)× [0, T ),
lim
t→T
Cˆ(S, t;K,T ) =
(S −K)+
S
, S ∈ (0,∞).
(8.29)
Let τ = T − t. Then τ ∈ [0, T ], and by the Markov property of St,
c(K, τ) ≡ E
[
(Sτ −K)+
Sτ
∣∣∣∣S0 = S
]
= Cˆ(S, T − τ ;K,T ). (8.30)
The limit in (8.29) implies that c(K, τ)
τ→0−−−−→ (S − K)+/S. Now set C(K, τ) =
Sc(K, τ), τ ∈ [0, T ]. Then
lim
τ→0
C(K, τ) = lim
τ→0
Sc(K, τ) = S
(S −K)+
S
= (S −K)+. (8.31)
And the proof is complete. 
Remark 8.7. In (8.29), the benchmarked price Cˆ also satisfies the boundary condi-
tion
lim
S→0
Cˆ(S, t;K,T ) = 0, 0 ≤ t ≤ T <∞, 0 < K <∞. (8.32)
This can be verified by using (2.2) and (2.3).
9. Appendix C: auxiliary results for the large time limit
In this appendix we shall use the following notation:
rˆ∗ = r + η. (9.1)
Taking into consideration (6.1), we shall sometimes write
vǫ =
√
2rˆ∗
1− ǫ , 0 < ǫ≪ 1. (9.2)
9.1. Properties of the terms in the MMM call price.
Lemma 9.1. Under the MMM, we have the following limits as T →∞:
(1) ϕ, ϕT , ϕTT −→∞.
(2) x, xT , xTT −→ 0.
(3) y, yT −→ 0.
(4)
ϕT
ϕ
=
ηeηT
eηT − 1 −→ η.
(5)
xT
x
−→ −η.
(6)
xTT
x
−→ η2.
(7)
y
x
−→ 0.
(8) xy −→ 0.
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(9)
yT
xT
=
K
erT
× r + ϕT /ϕ
SϕT /ϕ
∼ K
SerT
· (r + η)
η
−→ 0.
(10) eηTxT = −S e
ηT
ϕ
ϕT
ϕ
−→ −4Sη
2
α
.
(11)
xTTT
xT
−→ η2.
Proof. We omit the details because all of the limits in this lemma result from similar
calculation based on the definition and/or the L’Hopital rule. We only mention that
for (11),
xTTT
xT
=
−6Sϕ−4ϕ3T + 6Sϕ−3ϕTϕTT − Sϕ−2ϕTTT
−Sϕ−2ϕT
= 6ϕ−2ϕ2T − 6ϕ−1ϕTT + ϕTTTϕ−1T
T→∞−−−−−→ 6η2 − 6η2 + η2 = η2.
(9.3)
And the proof is complete. 
The following lemma holds for the χ2 related terms.
Lemma 9.2. Under the MMM, we have the following asymptotics as T →∞:
(1) p(y; 4, x) ∼ y/4.
(2) p(y; 2, x) ∼ 1/2.
(3) p(y; 0, x) ∼ x/4.
(4)
p(y; 0, x)
p(y; 4, x)
yT
xT
−→ r + η
r
.
(5)
p(y; 2, x)
p(y; 4, x)
∼ 2
y
.
(6)
p(y; 6, x)
p(y; 4, x)
∼ y
4
.
(7)
e−rT χ˜2(y; 0, x)
p(y; 4, x)
−→ 2S
K
.
(8)
e−rTxT p(y; 2, x)
p(y; 4, x)
∼ −2S
K
ϕT
ϕ
−→ −2Sη
K
.
(9)
χ2(y; 4, x)
p(y; 4, x)
−→ 0.
(10) χ2(y; 4, x) −→ 0.
(11) χ2(y; 0, x) −→ 1.
(12) χ˜2(y; 0, x) −→ 0.
Proof. Straightforward application of the definitions and if needed of L’Hopital’s
rule. Nevertheless, the last two limits require some more explanation. As mentioned
in Siegel [31], p(y; 0, x) is an improper density and
χ2(y; 0, x) =
1
2
e−x/2 +
∫ y
0
p(z; 0, x) dz. (9.4)
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As T → 0 the integral goes to zero because x, y T→∞−−−−−→ 0 and∫ y
0
p(z; 0, x) dz =
∫ y
0
1
2
( z
x
)−1/2
e−(x+z)/2I−1
(√
xz
)
dz
=
∫ y
0
1
2
√
x
z
e−(x+z)/2I1
(√
xz
)
dz
∼
∫ y
0
1
2
√
x
z
e−(x+z)/2
√
xz
2
dz (xz → 0)
=
∫ y
0
1
4
xe−(x+z)/2 dz
x,y→0−−−−−→ 0,
(9.5)
where the third line above results from [1, Formula 9.6.10]. This gives (11). The
limit in (12) follows from the definition that χ˜2(y; 0, x) = 1− χ2(y; 0, x). 
9.2. Properties of the terms in the Black–Scholes call price.
Lemma 9.3. Let θ = 1 − e−x/2. Then we have the following representation for-
mulas: 

rˆ = r − 1
T
ln θ,
rˆT =
1
T 2
ln θ − 1
T
θT
θ
,
rˆTT =
1
T 2
(
− 2
T
ln θ + 2
θT
θ
− T θTT θ − θ
2
T
θ2
)
.
(9.6)
Proof. Straightforward differentiation. 
Lemma 9.4. As T →∞, we have the following limits for the θ related terms:
(1) θT =
1
2
xT e
−x/2 −→ 0.
(2) θTT =
1
2
xTT e
−x/2 − 1
4
x2T e
−x/2.
(3)
θT
θ
=
1
2
xT e
−x/2
1− e−x/2 −→ −η.
(4)
θTT
θ
−→ η2.
(5) lim
T→∞
1
T
ln θ = lim
T→∞
θT
θ
= lim
T→∞
1
2
(
xT e
−x/2
1− e−x/2
)
= −η.
Proof. These limits follow directly from the definition of the variables and if nec-
essary from an additional application of L’Hopital’s rule. In particular, we have
lim
T→∞
1
T
ln θ = lim
T→∞
θT
θ
= lim
T→∞
1
2
(
xT e
−x/2
1− e−x/2
)
= lim
T→∞
1
2
(
xT
ex/2 − 1
)
= lim
T→∞
1
2
(
xTT
(xT ex/2)/2
)
= lim
T→∞
xTT
xT ex/2
= lim
T→∞
2Sϕ−3ϕ2T − sϕ−2ϕTT
−sϕ−2ϕT ex/2
= lim
T→∞
[
−2ϕT
ϕ
+
ϕTT
ϕT
]
1
ex/2
= −2η + η = −η.
(9.7)
And this completes the proof. 
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We have the following lemma for the limits of rˆ and its related terms.
Lemma 9.5. Let rˆ∗ = r + η. Then the following limits hold as T →∞:
(1) rˆ −→ rˆ∗.
(2) rˆT −→ 0.
(3) rˆTT −→ 0.
(4) rˆTT −→ 0.
(5) (rˆ − rˆ∗)T −→ − ln 2ηSα .
Proof. The limit in (1) follows from Lemma 9.4. The limit in (2) holds as
rˆT =
[
1
T
(
1
T
ln θ
)
− 1
T
(
θT
θ
)]
∼
[
1
T
(−η)− 1
T
(−η)
]
T→∞−−−−−→ 0. (9.8)
For the limit in (3), we have
rˆTT =
(
1
T
ln θ − θT
θ
)
T→∞−−−−−→ [−η − (−η)] = 0. (9.9)
The limit in (4) follows from the calculation that
rˆTT =
[
1
T 2
(
− 2
T
ln θ + 2
θT
θ
)
− 1
T
(
θTT
θ
− θ
2
T
θ2
)]
T→∞−−−−−→ 0. (9.10)
We now prove (5). By (2.10) and Lemma 9.3,
f ≡ (rˆ − rˆ∗)T =
[
r − 1
T
ln θ − (r + η)
]
T = − ln θ − ηT. (9.11)
Recall that (2.4) gives ϕ = α4η (e
ηT − 1). This gives
ηT = ln
(
4ηϕ
α
+ 1
)
, T =
1
η
ln
(
4ηϕ
α
+ 1
)
. (9.12)
Noting that ϕ → ∞ as T → ∞, we want to express f as a function of ϕ and find
its limit accordingly. Now we have
f = − ln θ − ηT = − ln θ − ln
(
4ηϕ
α
+ 1
)
= − ln θ
(
4ηϕ
α
+ 1
)
. (9.13)
So our aim now is to find the following limit:
lim
T→∞
f = lim
T→∞
[
− ln θ
(
4ηϕ
α
+ 1
)]
= lim
ϕ→∞
[
− ln θ
(
4ηϕ
α
+ 1
)]
. (9.14)
From Lemma 9.3 we know that θ = 1− e−x/2; and by definition x = S/ϕ, see (2.4).
Hence
xϕ = − S
ϕ2
, θϕ =
xϕ
2
e−x/2 = − S
2ϕ2
e−x/2. (9.15)
Moreover, it can be checked that as a function of ϕ, the function θ → 0 as ϕ→ 0;
similarly we have x→ 0 as ϕ→ 0. So by the L’Hopital rule, we get
lim
ϕ→∞
θ
(
4ηϕ
α
+ 1
)
≡ lim
ϕ→∞
θ(
4ηϕ
α + 1
)−1 = limϕ→∞ ∂ϕθ∂ϕ [( 4ηϕα + 1)−1] , (9.16)
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provided the last limit exists. The last limit does exist as
∂ϕθ
∂ϕ
[(
4ηϕ
α + 1
)−1] = −
S
2ϕ2 e
−x/2
− (4ηϕα + 1)−2 4ηα =
αS
8η
×
(
4ηϕ
α + 1
)2
ϕ2
e−x/2
=
αS
8η
(
4η
α
+
1
ϕ
)2
e−x/2
ϕ→∞−−−−→ αS
8η
× 16η
2
α2
=
2ηS
α
.
(9.17)
From this the desired limit follows and the proof is thus complete. 
9.3. Large time limits associated with vǫ.
Lemma 9.6. Under the MMM, we have, for each K ∈ (0,∞),
(1) d1(K,T ; v
ǫ)
T→∞−−−−−→∞.
(2) d2(K,T ; v
ǫ)
T→∞−−−−−→ −∞.
(3) exp
[
−
(
d21(K,T ; v
ǫ)
2
− rˆ∗T
)]
T→∞−−−−−→ 0.
Proof. We shall prove (1) first. Let
βǫ1 =
rˆ
vǫ
+
vǫ
2
. (9.18)
The by the definition of d1,
d1(K,T ; v
ǫ) =
ln(S/K) + (rˆ + vǫ2/2)T
vǫ
√
T
=
ln(S/K)
vǫ
√
T
+
(rˆ + vǫ2/2)T
vǫ
√
T
=
ln(S/K)
vǫ
√
T
+
(
rˆ
vǫ
+
vǫ
2
)√
T =
ln(S/K)
vǫ
√
T
+ βǫ1
√
T .
(9.19)
For each 0 < ǫ≪ 1, vǫ is a positive constant, so
ln(S/K)
vǫ
√
T
T→∞−−−−−→ 0. (9.20)
By Lemma 9.5 (1), rˆ
T→∞−−−−−→ rˆ∗ > 0. This implies that
βǫ1
T→∞−−−−−→ const > 0. (9.21)
Consequently we get (1).
To prove (2), we let
βǫ2 =
rˆ
vǫ
− v
ǫ
2
. (9.22)
Then we can write d2(K,T ; v
ǫ) as
d2(K,T ; v
ǫ) =
ln(S/K) + (rˆ − vǫ2/2)T
vǫ
√
T
=
ln(S/K)
vǫ
√
T
+
(rˆ − vǫ2/2)T
vǫ
√
T
=
ln(S/K)
vǫ
√
T
+
(
rˆ
vǫ
− v
ǫ
2
)√
T =
ln(S/K)
vǫ
√
T
+ βǫ2
√
T .
(9.23)
As already noted,
ln(S/K)
vǫ
√
T
T→∞−−−−−→ 0. (9.24)
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Thus we only need to show that βǫ2
√
T
T→∞−−−−−→ −∞. We rewrite βǫ2 as
βǫ2 =
rˆ√
2rˆ∗/(1− ǫ)
−
√
2rˆ∗/(1− ǫ)
2
=
rˆ√
2rˆ∗
(1− ǫ)−
√
2rˆ∗
2
1
1− ǫ
=
rˆ√
2rˆ∗
−
√
2rˆ∗
2
+
√
2rˆ∗
2
−
√
2rˆ∗
2
1
1− ǫ −
rˆ√
2rˆ∗
ǫ
=
(
rˆ√
2rˆ∗
−
√
2rˆ∗
2
)
+
√
2rˆ∗
2
(
1− 1
1− ǫ
)
− rˆ√
2rˆ∗
ǫ
=
(
rˆ√
2rˆ∗
−
√
2rˆ∗
2
)
−
√
2rˆ∗
2
ǫ
1− ǫ −
rˆ√
2rˆ∗
ǫ
=
(
rˆ√
2rˆ∗
−
√
2rˆ∗
2
)
− ǫ
√
2rˆ∗
2
(
1
1− ǫ −
rˆ
rˆ∗
)
.
(9.25)
Using Lemma 9.5 (1) we get(
rˆ√
2rˆ∗
−
√
2rˆ∗
2
)
T→∞−−−−−→ 0 and rˆ
rˆ∗
T→∞−−−−−→ 1. (9.26)
As a result, (
1
1− ǫ −
rˆ
rˆ∗
)
T→∞−−−−−→ const(ǫ) > 0. (9.27)
This then leads to
βǫ2
T→∞−−−−−→ const(ǫ) < 0 and βǫ2
√
T
T→∞−−−−−→ −∞. (9.28)
This proves (2).
We now prove (3). Our strategy is to show that [d21(K,T ; v
ǫ)/2−rˆ∗T ] T→∞−−−−−→∞.
By definition,
1
2
d21(K,T ; v
ǫ)− rˆ∗T = 1
2
[
ln(S/K)
vǫ
√
T
+ βǫ1
√
T
]2
− rˆ∗T = 1
2
[
ln(S/K)
vǫT
+ βǫ1
]2
T −
(√
2rˆ∗
)2
T
2
=
T
2
[
ln(S/K)
vǫT
+ βǫ1 +
√
2rˆ∗
] [
ln(S/K)
vǫT
+ βǫ1 −
√
2rˆ∗
]
.
(9.29)
Here the first square bracketed term is strictly positive as T tends to infinity. For
the second square bracketed term, we note that
βǫ1 =
rˆ√
2rˆ∗/(1− ǫ)
+
√
2rˆ∗/(1− ǫ)
2
=
rˆ√
2rˆ∗
(1− ǫ) +
√
2rˆ∗
2
1
1− ǫ
=
(
rˆ√
2rˆ∗
+
√
2rˆ∗
2
)
+
√
2rˆ∗
2
1
1− ǫ −
√
2rˆ∗
2
− rˆ√
2rˆ∗
ǫ
=
(
rˆ√
2rˆ∗
+
√
2rˆ∗
2
)
+
√
2rˆ∗
2
(
1
1− ǫ − 1
)
− rˆ√
2rˆ∗
ǫ
=
(
rˆ√
2rˆ∗
+
√
2rˆ∗
2
)
+
√
2rˆ∗
2
ǫ
1− ǫ −
rˆ√
2rˆ∗
ǫ
=
(
rˆ√
2rˆ∗
+
√
2rˆ∗
2
)
+ ǫ
√
2rˆ∗
2
(
1
1− ǫ −
rˆ
rˆ∗
)
.
(9.30)
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Hence
βǫ1 −
√
2rˆ∗ =
(
rˆ√
2rˆ∗
+
√
2rˆ∗
2
)
−
√
2rˆ∗ + ǫ
√
2rˆ∗
2
(
1
1− ǫ −
rˆ
rˆ∗
)
=
(
rˆ√
2rˆ∗
−
√
2rˆ∗
2
)
+ ǫ
√
2rˆ∗
2
(
1
1− ǫ −
rˆ
rˆ∗
) (9.31)
By (9.26) and (9.27), we obtain
βǫ1 −
√
2rˆ∗
T→∞−−−−−→ const(ǫ) > 0. (9.32)
Combining this with (9.20) gives[
ln(S/K)
vǫT
+ βǫ1 −
√
2rˆ∗
]
T→∞−−−−−→ const(ǫ) > 0. (9.33)
This then gives
1
2
d21(K,T ; v
ǫ)− rˆ∗T T→∞−−−−−→∞. (9.34)
The desired limit in (3) follows from this. And the proof is hence complete. 
Lemma 9.7. Assume the MMM. Then for any v ∈ (0,∞),
d1(K,T ; v)
T→∞−−−−−→∞, (9.35)
and 

d2(K,T ; v)
T→∞−−−−−→ −∞, if v > √2rˆ∗;
d2(K,T ; v)
T→∞−−−−−→ 0, if v = √2rˆ∗;
d2(K,T ; v)
T→∞−−−−−→∞, if v < √2rˆ∗.
(9.36)
Proof. Let m = ln(S/K). Recall from (2.9) that

d1(K,T ; v) =
m+ (rˆ + v2/2)T
v
√
T
=
m
v
√
T
+
rˆ + v2/2
v
√
T ,
d2(K,T ; v) =
m+ (rˆ − v2/2)T
v
√
T
=
m
v
√
T
+
rˆ − v2/2
v
√
T .
(9.37)
Since rˆ
T→∞−−−−−→ rˆ∗ = r + η, we have d1(K,T ; v) T→∞−−−−−→∞ for any v ∈ (0,∞). The
limits for d2 can be derived from the limits

rˆ − v2/2 T→∞−−−−−→ const1 < 0, if v >
√
2rˆ∗;
rˆ − v2/2 T→∞−−−−−→ 0, if v = √2rˆ∗;
rˆ − v2/2 T→∞−−−−−→ const2 > 0, if v <
√
2rˆ∗.
(9.38)
And the proof is complete. 
Lemma 9.8. Assume the MMM. Then
e−[rˆ−(r+η)]T =
2ηS
α
+
e1
ϕ
+
e2
ϕ2
+ O(ϕ−3), (9.39)
where
e1 =
S
2
− ηS
2
2α
, e2 =
ηS3
12α
− S
2
8
. (9.40)
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Proof. It is well known that as z → 0,
e−z = 1− z + z
2
2!
− z
3
3!
+
z4
4!
− z
5
5!
+
z6
6!
+ O(z7)
= 1− z + z
2
2
− z
3
6
+
z4
24
− z
5
120
+
z6
720
+ O(z7).
(9.41)
This gives
1− e−z = z − z
2
2
+
z3
6
− z
4
24
+
z5
120
− z
6
720
+ O(z7). (9.42)
By Lemma 9.1 (2), x
T→∞−−−−−→ 0. This implies that
1− e−x/2 = x
2
− x
2
8
+
x3
48
− x
4
384
+
x5
3840
− x
6
46080
+ O(x7). (9.43)
By definition, ϕ = α4η (e
ηT − 1); so eηT = 4ηϕα + 1. This then gives
e−[rˆ−(r+η)]T = eηT (1− e−x/2) = (1− e−x/2)
(
4ηϕ
α
+ 1
)
. (9.44)
Noting that x = S/ϕ, we get, as T →∞,
e−[rˆ−(r+η)]T
=
[
S
2ϕ
− S
2
8ϕ2
+
S3
48ϕ3
− S
4
384ϕ4
+
S5
3840ϕ5
− S
6
46080ϕ6
+O(ϕ−7)
](
4ηϕ
α
+ 1
)
.
(9.45)
From this the desired expansion then follows. 
Recall from (2.9) the definitions for d1 and d2. Then we have the following
lemma.
Lemma 9.9. Under the MMM, the following identity holds:
1
2
d21(K,T ; v)− (r + η)T =
1
2
d22(K,T ; v) + ln(S/K) + (rˆ − (r + η))T. (9.46)
Proof. We shall suppress the argument in the proof. Since d1 = d2+ v
√
T , we have
d21 = (d2 + v
√
T )2 = d22 + 2d2v
√
T + v2T = d22 + 2 ln(S/K) + 2rˆT, (9.47)
where the last equality follows from the identity
v
√
Td2 = v
√
T
ln(S/K) + (rˆ − v2/2)T
v
√
T
= ln(S/K) + (rˆ − v2/2)T. (9.48)
This then implies that
1
2
d21 − (r + η)T =
1
2
d22 + ln(S/K) + (rˆT − (r + η))T. (9.49)
And the proof is complete. 
10. Appendix D: Proof of the lemmas for the large time limit
In this section we present the proof of the lemmas needed for the large time limit
in Section 6.
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10.1. Proof of Lemma 6.2.
Proof of Lemma 6.2. It suffices to show that
lim
T→∞
χ2(y; 4, x)
e−rT χ˜2(y; 0, x)
= 0. (10.1)
This limit is valid since
χ2(y; 4, x)
e−rT χ˜2(y; 0, x)
=
χ2(y; 4, x)/p(y; 4, x)
e−rT χ˜2(y; 0, x)/p(y; 4, x)
T→∞−−−−−→ 0
2S/K
(10.2)
by Lemma 9.2 (7) and (9). 
10.2. Proof of Lemma 6.3.
Proof of Lemma 6.3. Our aim is to check if
lim
T→∞
N˜(d1(K,T ; v
ǫ))
e−rT χ˜2(y; 0, x)
= 0. (10.3)
We can rewrite the ratio as
N˜(d1(K,T ; v
ǫ))
e−rT χ˜2(y; 0, x)
=
N˜(d1(K,T ; v
ǫ))/p(y; 4, x)
e−rT χ˜2(y; 0, x)/p(y; 4, x)
=
A2
B2
. (10.4)
Lemma 9.2 (7) gives B2
T→∞−−−−−→ 2S/K. By Lemma 9.6 (1), d1(K,T ; vǫ) T→∞−−−−−→∞.
Therefore, as T →∞,
A2 ∼
n(d1(K,T ; v
ǫ))
d1(K,T ; vǫ)
1
2
(y
x
)1/2
exp
(
−x+ y
2
)
I1
(√
xy
) by (2.4) and [1, Formulas 7.1.23, 26.2.12, 9.6.6]
=
1√
2π
exp
(
−d
2
1(K,T ; v
ǫ)
2
)
1
2
(y
x
)1/2
exp
(
−x+ y
2
)
I1
(√
xy
)
d1(K,T ; vǫ)
∼
1√
2π
exp
(
−d
2
1(K,T ; v
ǫ)
2
)
1
2
(y
x
)1/2 √xy
2
d1(K,T ; vǫ)
as x, y → 0 by Lemma 9.1 (2),(3);
and I1(
√
xy) ∼ √xy/2 by [1, Formula 9.6.10]
=
4√
2π
exp
(
−d
2
1(K,T ; v
ǫ)
2
)
yd1(K,T ; vǫ)
=
4ϕe−rT√
2π
exp
(−d21(K,T ; vǫ)/2)
Kd1(K,T ; vǫ)
by the definition of y, see (2.4).
(10.5)
38 Z. GUO AND E. PLATEN
Recalling from (2.4) that ϕ = α4η
(
eηT − 1), we get, as T →∞,
A2 ∼ α√
2πηKd1(K,T ; vǫ)
(
eηT − 1) erT exp (−d21(K,T ; vǫ)/2)
=
α√
2πηKd1(K,T ; vǫ)
(
eηT − 1
eηT
)
exp [(r + η)T ] exp
(−d21(K,T ; vǫ)/2)
=
α√
2πηKd1(K,T ; vǫ)
(
1− e−ηT ) exp [−(d21(K,T ; vǫ)
2
− rˆ∗T
)]
.
(10.6)
By Lemma 9.6 (1) and (3), d1(K,T ; v
ǫ)
T→∞−−−−−→∞ and
exp
[
−
(
d21(K,T ; v
ǫ)
2
− rˆ∗T
)]
T→∞−−−−−→ 0. (10.7)
Hence A2
T→∞−−−−−→ 0. In turn, A2/B2 T→∞−−−−−→ 0, and the proof is complete. 
10.3. Proof of Lemma 6.4.
Proof of Lemma 6.4. We shall verify that
lim
T→∞
e−rˆTN
(
d2(K,T ; v
ǫ)
)
e−rT χ˜2(y; 0, x)
= 0. (10.8)
Rewrite the ratio as
e−rˆTN
(
d2(K,T ; v
ǫ)
)
e−rT χ˜2(y; 0, x)
=
e−rˆTN
(
d2(K,T ; v
ǫ)
)
/p(y; 4, x)
e−rT χ˜2(y; 0, x)/p(y; 4, x)
=
A3
B3
. (10.9)
As before, Lemma 9.2 (7) gives B3
T→∞−−−−−→ 2S/K; and Lemma 9.6 (2) gives
d2(K,T ; v
ǫ)
T→∞−−−−−→ −∞. Hence N(d2(K,T ; vǫ)) T→∞−−−−−→ 0. Further, as T →∞,
e−rˆT
p(y; 4, x)
∼ e
−rˆT
y/4
by Lemma 9.2 (1)
=
4e−rˆT
Ke−rT/ϕ
by the definition of y, see (2.4)
=
4ϕ
K
e−(rˆ−r)T by the definition of ϕ, see (2.4)
=
α
Kη
(eηT − 1)e−(rˆ−r)T
=
α
Kη
(1− e−ηT )e−[rˆ−(r+η)]T
=
α
Kη
(1− e−ηT )e−(rˆ−rˆ∗)T by the definition of rˆ∗, see (9.1)
T→∞−−−−−→ α
Kη
exp
(
ln
2ηS
α
)
=
2S
K
, by Lemma 9.5 (5).
(10.10)
Hence A3
T→∞−−−−−→ 0. As a result, we have A3/B3 T→∞−−−−−→ 0. The proof is thus
complete. 
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10.4. Proof of Lemma 6.6.
Proof of Lemma 6.6. Recall from (2.3) and (2.11) that the generic Black–Scholes
call price with volatility v ∈ [0,∞] and the MMM call price are respectively given
by{
CBS(K,T ; v) = SN(d1(K,T ; v))−Ke−rˆTN(d2(K,T ; v)), v ∈ [0,∞],
C(K,T ) = Sχ˜2(y; 4, x)−Ke−rT χ˜2(y; 0, x). (10.11)
By the definition of the complementary function N˜(d) = 1−N(d), we can rewrite
the Black–Scholes price as
CBS(K,T ; v) = S[1− N˜(d1)]−Ke−rˆT [1− N˜(d2)]
= S − SN˜(d1)−Ke−rˆT +Ke−rˆT N˜(d2).
(10.12)
Similarly, we can rewrite the MMM call price C as
C(K,T ) = S[1− χ2(y; 4, x)]−Ke−rT [1− χ2(y; 0, x)]
= S − Sχ2(y; 4, x)−Ke−rT +Ke−rTχ2(y; 0, x). (10.13)
Taking into consideration of the definition of RBS and R, a rearrangement of the
terms above then gives the desired expressions for CBS and C. 
10.5. Proof of Lemma 6.7.
Proof of Lemma 6.7. Step 1: Proof of (6.12). We shall bound χ2(y; 4, x) first.
To obtain an upper bound for χ2(y; 4, x) we apply the definition (2.4) to get
χ2(y; 4, x) =
∫ y
0
1
2
( z
x
)1/2
exp
(
−x+ z
2
)
I1
(√
xz
)
dz
≤ 1
2
e−x/2
∫ y
0
( z
x
)1/2
I1
(√
xz
)
dz
=
1
2
e−x/2
[
2
y
x
I2(
√
xy)
]
= e−x/2
y
x
I2(
√
xy),
(10.14)
where the penultimate equality is valid because by the change of the variables
u =
√
xz and explicit integration:
∫ y
0
( z
x
)1/2
I1
(√
xz
)
dz =
∫ √xy
0
1
2
√
u2/x
x
I1(u)
2u
x
du =
∫ √xy
0
u2
x2
I1(u) du
=
1
x2
∫ √xy
0
u2I1(u) du
=
1
x2
xyI2(
√
xy) by [1, Formula 9.6.28]
=
y
x
I2(
√
xy).
(10.15)
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Then a lower bound for χ2(y; 4, x) can be obtained by noting that for 0 ≤ z ≤ y,
e−(x+z)/2 ≥ e−(x+y)/2 and that
χ2(y; 4, x) =
∫ y
0
1
2
( z
x
)1/2
exp
(
−x+ z
2
)
I1
(√
xz
)
dz
≥ 1
2
e−(x+y)/2
∫ y
0
( z
x
)1/2
I1
(√
xz
)
dz
= e−(x+y)/2
y
x
I2(
√
xy).
(10.16)
Combining the lower and upper bounds for χ2(y; 4, x) then gives
e−(x+y)/2
y
x
I2(
√
xy) ≤ χ2(y; 4, x) ≤ e−x/2 y
x
I2(
√
xy). (10.17)
We now bound χ2(y; 0, x). By (7.1),
χ2(y; 0, x) = e−x/2 +
∫ y
0
p(z; 0, x) dz (10.18)
By (2.4) and the Bessel identity I−1(·) = I1(·)∫ y
0
p(z; 0, x) dz =
∫ y
0
1
2
( z
x
)(0−2)/4
exp
(
−x+ z
2
)
I(0−2)/2(
√
xz) dz
=
∫ y
0
1
2
( z
x
)−1/2
exp
(
−x+ z
2
)
I−1(
√
xz) dz
=
∫ y
0
1
2
√
x
z
exp
(
−x+ z
2
)
I1(
√
xz) dz.
(10.19)
This implies that
e−(x+y)/2
∫ y
0
1
2
√
x
z
I1(
√
xz) dz ≤
∫ y
0
p(z; 0, x) dz ≤ e−x/2
∫ y
0
1
2
√
x
z
I1(
√
xz) dz.
(10.20)
Again, setting u =
√
xz gives∫ y
0
1
2
√
x
z
I1(
√
xz) dz =
∫ √xy
0
1
2
√
x
u2/x
I1(u)
2u
x
du =
∫ √xy
0
I1(u) du
= I0(
√
xy)− 1.
(10.21)
Hence,
e−(x+y)/2[I0(
√
xy)− 1] ≤
∫ y
0
p(z; 0, x) dz ≤ e−x/2[I0(√xy)− 1]. (10.22)
Combining this with the definition of χ2(y; 0, x) gives
e−(x+y)/2[I0(
√
xy)−1]+e−x/2 ≤ χ2(y; 0, x) ≤ e−x/2[I0(√xy)−1]+e−x/2. (10.23)
Summing up the bounds for χ2(y; 4, x) and χ2(y; 0, x) gives, for all T > 0,

e−(x+y)/2
y
x
I2(
√
xy) ≤ χ2(y; 4, x) ≤ e−x/2 y
x
I2(
√
xy),
e−(x+y)/2[I0(
√
xy)− 1] + e−x/2 ≤ χ2(y; 0, x) ≤ e−x/2[I0(√xy)− 1] + e−x/2.
(10.24)
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By [1, Formula 9.6.10],
I2(
√
xy) =
xy
4
∞∑
j=0
(xy/4)j
j!(2 + j)!
and I0(
√
xy) =
∞∑
j=0
(xy/4)j
(j!)2
. (10.25)
Incorporating these series representations into the bounds gives the desired inequal-
ities


e−(x+y)/2
y2
4
∞∑
j=0
(xy/4)j
j!(2 + j)!
≤ χ2(y; 4, x) ≤ e−x/2 y
2
4
∞∑
j=0
(xy/4)j
j!(2 + j)!
,
e−(x+y)/2
∞∑
j=1
(xy/4)j
(j!)2
+ e−x/2 ≤ χ2(y; 0, x) ≤ e−x/2
∞∑
j=0
(xy/4)j
(j!)2
+ e−x/2.
(10.26)
Step 2: Proof of (6.13). Under the MMM, we have x, y > 0 for all T > 0.
So the lower bounds in (6.13) result from a truncation of the series at the seconder
order term. Note that these lower bounds hold for all T > 0. To obtain the large
time upper bounds in (6.13), we use the results of Lemma 9.1 (2) and (3), which
state respectively that x, y
T→∞−−−−−→ 0. These results imply that
∞∑
j=2
(xy/4)j
j!(2 + j)!
≤
∞∑
j=2
(xy/4)j
j!
=
∞∑
l=0
(xy/4)l+2
(l + 2)!
=
(xy)2
42
∞∑
l=0
(xy/4)l+2
(l + 2)!
≤ (xy)
2
42
∞∑
l=0
(xy/4)l
l!
=
(xy)2
42
exy/4
≤ (xy)2 for sufficiently large T ;
(10.27)
and similarly
∞∑
j=2
(xy/4)j
(j!)2
≤
∞∑
j=2
(xy/4)j
j!
≤ (xy)2 for sufficiently large T . (10.28)
And the proof is complete. 
10.6. Proof of Lemma 6.8.
Proof of Lemma 6.8. We will prove (6.16) first. By the definition of R, we have
e(r+η)TR(K,T ) = K
S
e−rT+(r+η)T + e(r+η)Tχ2(y; 4, x)− K
S
e−rT+(r+η)Tχ2(y; 0, x),
=
K
S
eηT + e(r+η)Tχ2(y; 4, x)− K
S
eηTχ2(y; 0, x).
(10.29)
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By (6.13), we have, for large enough T ,
e(r+η)TR(K,T ) = K
S
eηT + e(r+η)Tχ2(y; 4, x)− K
S
eηTχ2(y; 0, x)
≤ K
S
eηT + e(r+η)T e−x/2
y2
4
[
1
2
+
xy
24
+ (xy)2
]
− K
S
eηT
{
e−x/2 + e−(x+y)/2
[
xy
4
+
(xy)2
64
]}
=
K
S
eηT − K
S
eηT e−x/2 + e(r+η)T e−x/2
y2
4
[
1
2
+
xy
24
+ (xy)2
]
− K
S
eηT−(x+y)/2
[
xy
4
+
(xy)2
64
]
=
K
S
eηT (1− e−x/2) + e(r+η)T e−x/2 y
2
4
[
1
2
+
xy
24
+ (xy)2
]
− K
S
eηT−(x+y)/2
[
xy
4
+
(xy)2
64
]
=
K
S
e−[rˆ−(r+η)]T +R(K,T ),
(10.30)
where in the last equality we have used the identity
e−[rˆ−(r+η)T ] = eηT (1 − e−x/2). (10.31)
This proves the second inequality in (6.16). To prove the first inequality, we apply
(6.13) again to get, for sufficiently large T ,
e(r+η)TR(K,T ) = K
S
eηT + e(r+η)Tχ2(y; 4, x)− K
S
eηTχ2(y; 0, x)
≥ K
S
eηT + e(r+η)T e−(x+y)/2
y2
4
[
1
2
+
xy
24
+
(xy)2
768
]
− K
S
eηT
{
e−x/2 + e−x/2
[xy
4
+ (xy)2
]}
≥ K
S
eηT (1− e−x/2) + e(r+η)T−(x+y)/2 y
2
4
[
1
2
+
xy
24
+
(xy)2
768
]
− K
S
eηT−x/2
[xy
4
+ (xy)2
]
=
K
S
e−[rˆ−(r+η)]T +R(K,T ).
(10.32)
This proves (6.16). Next, we will prove (6.17). Put
λ =
[
4ηK
α(1− e−ηT )
]2
, γ =
16η2SK
α2(1− e−ηT )2 . (10.33)
Then
xy = γe−(r+η)T−ηT , γ
T→∞−−−−−→ 16η
2SK
α2
, (10.34)
and
y2 = λe−2(r+η)T , λ
T→∞−−−−−→ 16η
2K2
α2
. (10.35)
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Substituting the expressions for x and y into R gives
R(K,T ) = e(r+η)T−(x+y)/2 y
2
4
[
1
2
+
xy
24
+
(xy)2
768
]
− K
S
eηT−x/2
[xy
4
+ (xy)2
]
= e(r+η)T−(x+y)/2
λe−2(r+η)T
4
[
1
2
+
γe−(r+η)T−ηT
24
+
γ2e−2(r+η)T−2ηT
768
]
− K
S
eηT−x/2
[
γe−(r+η)T−ηT
4
+ γ2e−2(r+η)T−2ηT
]
= e−(x+y)/2
λe−(r+η)T
4
(
1
2
+
γe−(r+η)T−ηT
24
+
γ2e−2(r+η)T−2ηT
768
)
− K
S
e−x/2
(
γe−(r+η)T
4
+ γ2e−2(r+η)T−ηT
)
= e−(x+y)/2
[
λ
8
e−(r+η)T +
λγ
96
e−2(r+η)T−ηT +
λγ2e−3(r+η)T−2ηT
3072
]
− K
S
e−x/2
(
γe−(r+η)T
4
+ γ2e−2(r+η)T−ηT
)
= e−(r+η)T
(
λ
8
e−(x+y)/2 − γK
4S
e−x/2
)
+ e−2(r+η)T−ηT
(
λγ
96
e−(x+y)/2 − γ
2K
S
e−x/2
)
+O(e−3(r+η)T−2ηT ).
(10.36)
By (10.34), (10.35), and the limits that x, y
T→∞−−−−−→ 0, we get
λ
8
e−(x+y)/2 − γK
4S
e−x/2
T→∞−−−−−→1
8
· 16η
2K2
α2
− K
4S
· 16η
2SK
α2
=
2η2K2
α2
− 4η
2K2
α2
= −2η
2K2
α2
.
(10.37)
Also,
λγ
96
e−(x+y)/2 − γ
2K
S
e−x/2
T→∞−−−−−→ 1
96
· 16η
2K2
α2
· 16η
2SK
α2
− K
S
(
16η2SK
α2
)2
= −760SK
3η4
3α4
.
(10.38)
So as T →∞,
R(K,T ) = −2η
2K2
α2
e−(r+η)T − 760SK
3η4
3α4
e−2(r+η)T−ηT +O(e−3(r+η)T−2ηT ).
(10.39)
This proves (6.17).
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We will prove (6.18) in a similar fashion as follows:
R(K,T ) = e(r+η)T−x/2 y
2
4
[
1
2
+
xy
24
+ (xy)2
]
− K
S
eηT−(x+y)/2
[
xy
4
+
(xy)2
64
]
= e(r+η)T−x/2
λe−2(r+η)T
4
[
1
2
+
γe−(r+η)T−ηT
24
+ γ2e−2(r+η)T−2ηT
]
− K
S
eηT−(x+y)/2
[
γe−(r+η)T−ηT
4
+
γ2e−2(r+η)T−2ηT
64
]
= e−x/2
λe−(r+η)T
4
(
1
2
+
γe−(r+η)T−ηT
24
+ γ2e−2(r+η)T−2ηT
)
− K
S
e−(x+y)/2
(
γe−(r+η)T
4
+
γ2e−2(r+η)T−ηT
64
)
= e−x/2
[
λ
8
e−(r+η)T +
λγ
96
e−2(r+η)T−ηT + λγ2e−3(r+η)T−2ηT
]
− K
S
e−(x+y)/2
(
γe−(r+η)T
4
+
γ2e−2(r+η)T−ηT
64
)
= e−(r+η)T
(
λ
8
e−x/2 − λK
4S
e−(x+y)/2
)
e−2(r+η)T−ηT
(
λγ
96
e−x/2 − Kγ
2
64S
e−(x+y)/2
)
+O(e−3(r+η)T−2ηT ),
= −2η
2K2
α2
e−(r+η)T − 4SK
3η4
3α4
e−2(r+η)T−ηT +O(e−3(r+η)T−2ηT ),
(10.40)
as T →∞. In the last equality above we have used the limits in (10.37) and (10.38).
We now prove (6.19), the asymptotics of e(r+η)TRBS. By (9.36), for any fixed
K and 0 < v <
√
2(r + η), d1(K,T ; v), d2(K,T ; v)
T→∞−−−−−→ ∞. Hence, for 0 < v <√
2(r + η) we have, as T →∞,
e(r+η)TRBS(K,T ; v) = e(r+η)T
[
K
S
e−rˆT + N˜(d1)− K
S
e−rˆT N˜(d2)
]
=
K
S
e−[rˆ−(r+η)]T + e(r+η)T N˜(d1) + e
−[rˆ−(r+η)]T K
S
N˜(d2)
=
K
S
e−[rˆ−(r+η)]T + e(r+η)T
n(d1)
d1
[1 + O(d−21 )]
+
K
S
e−[rˆ−(r+η)]T
n(d2)
d2
[1 + O(d−22 )].
(10.41)
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Applying the identity Sn(d1) = Ke
−rˆTn(d2) to the last equation gives
e(r+η)TRBS = K
S
e−[rˆ−(r+η)]T +
K
S
e−[rˆ−(r+η)]T
n(d2)
d1
[1 + O(d−21 )]
+
K
S
e−[rˆ−(r+η)]T
n(d2)
d2
[1 + O(d−22 )]
=
K
S
e−[rˆ−(r+η)]T +
K
S
e−[rˆ−(r+η)]T
(
1
d1
− 1
d2
)
n(d2)
+
K
S
e−[rˆ−(r+η)]Tn(d2)O(d
−3
1 + d
−3
2 ).
(10.42)
Notice that
1
d1
− 1
d2
=
d2 − d1
d1d2
=
−v
√
T
(d2 + v
√
T )d2
. (10.43)
Moreover, d1 = d2 + v
√
T implies that O(d−31 + d
−3
2 ) = O(d
−3
2 ). Consequently
e(r+η)TRBS = K
S
e−[rˆ−(r+η)]T − K
S
e−[rˆ−(r+η)]T
v
√
T
(d2 + v
√
T )d2
n(d2)
+
K
S
e−[rˆ−(r+η)]Tn(d2)O(d
−3
2 ).
(10.44)
Under the MMM, ϕ = O(eηT ). Coupling this property with (9.39) gives
e(r+η)TRBS = K
S
e−[rˆ−(r+η)]T
− K
S
(
2ηS
α
+
e1
ϕ
+
e2
ϕ2
+O(ϕ−3)
)
v
√
T
(d2 + v
√
T )d2
n(d2)
+
K
S
(
2ηS
α
+
e1
ϕ
+
e2
ϕ2
+O(ϕ−3)
)
n(d2)O(d
−3
2 )
=
K
S
e−[rˆ−(r+η)]T − 2Kη
α
v
√
T
(d2 + v
√
T )d2
n(d2) +
2Kη
α
n(d2)O(d
−3
2 )
=
K
S
e−[rˆ−(r+η)]T − 2Kη
α
v
√
T
(d2 + v
√
T )d2
√
2π
e−d
2
2
/2 +
2Kη
α
n(d2)O(d
−3
2 ).
(10.45)
Note that for any fixed v ∈ (0,
√
2(r + η)), d2(K,T ; v) = O(
√
T ), where the order
also depends onK,S, v. This proves (6.19), and the proof of the lemma is complete.

10.7. Proof of Lemma 6.9.
Proof of Lemma 6.9. For ease of notation we set m = ln(S/K). Then by (2.9), for
v > 0,
d2(K,T ; v) =
m+ (rˆ − v2/2)T
v
√
T
=
m
v
√
T
+
rˆ − v2/2
v
√
T . (10.46)
This gives
d22(K,T ; v) =
m2
v2T
+
2m(rˆ − v2/2)
v2
+
(rˆ − v2/2)2
v2
T. (10.47)
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Recall that in (9.1) we define rˆ∗ = r + η. Then
1
2
d22(K,T ; v)− (r + η)T =
1
2
d22(K,T ; v)− rˆ∗T
=
m2
2v2T
+
m(rˆ − v2/2)
v2
+
[
(rˆ − v2/2)2
2v2
− rˆ∗
]
T
=
m2
2v2T
+
m(rˆ − v2/2)
v2
+
[
(rˆ − v2/2)2
2v2
− rˆ∗
]
T
=
m2
2v2T
+
m(rˆ − v2/2)
v2
+
Q(K,T ; v)
8v2
T,
(10.48)
where
Q(K,T ; v) = v4 − (4rˆ + 8rˆ∗)v2 + 4rˆ2. (10.49)
For fixed K, v > 0,
m2
2v2T
T→∞−−−−−→ 0, m(rˆ − v
2/2)
v2
T→∞−−−−−→ m(rˆ∗ − v
2/2)
v2
, (10.50)
since rˆ
T→∞−−−−−→ rˆ∗ by Lemma 9.5 (1). Notice that the second of the two limits above
is a constant depending on K, v, α, η (and S). On the other hand, we also have
Q∞(v) ≡ lim
T→∞
Q(K,T ; v) = v4 − 12rˆ∗v2 + 4rˆ2∗; (10.51)
and it is obvious that as T tends to infinity the term Q∞T/(8v2) ultimately de-
termines the behavior of d22/2− rˆ∗T . For arbitrary v, the four roots of the quartic
polynomial Q∞ are√
2(3 + 2
√
2)rˆ∗, −
√
2(3 + 2
√
2)rˆ∗,
√
2(3− 2
√
2)rˆ∗, −
√
2(3− 2
√
2)rˆ∗.
(10.52)
However, for v ∈ (0,√2rˆ∗), the only possible root of Q∞ is v∗ =
√
2(3− 2√2)rˆ∗.
Now
Q′∞(v) ≡
dQ∞(v)
dv
= 4v3 − 24rˆ∗v = 4v(v2 − 6rˆ∗). (10.53)
Noting that v2 − 6rˆ∗ < 0 for all v ∈ (0,
√
2rˆ∗), we have Q′∞(v) < 0 for all v ∈
(0,
√
2rˆ∗). This implies that Q∞ is strictly decreasing in (0,
√
2rˆ∗), with Q∞(v∗) =
0. In other words, Q∞ > 0 in (0, v∗) and Q∞ < 0 in (v∗,
√
2rˆ∗). Consequently, for
sufficiently large T ,

Q(K,T ;v)
8v2 T > ζ1T, for any fixed v ∈ (0, v∗),
Q(K,T ;v)
8v2 T < −ζ2T, for any fixed v ∈ (v∗,
√
2(r + η)),
(10.54)
where ζ1 and ζ2 are some strictly positive constants dependant on K,S, v, r, η. By
combining (10.48), (10.50), and (10.54), we get, for sufficiently large T ,{
1
2d
2
2(K,T ; v)− (r + η)T > c1T, if v ∈ (0, v∗),
1
2d
2
2(K,T ; v)− (r + η)T < −c2T, if v ∈ (v∗,
√
2(r + η)),
(10.55)
where c1 and c2 are some strictly positive constants dependant on K,S, v, r, η. And
the proof is complete. 
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11. Appendix E: Remarks on the results of Gao and Lee [17]
11.1. Notation. Gao and Lee [17, (3.1)] defines C− : [0,∞)× (0,∞)→ (0,∞) as
C−(k, V ) ≡ N(−k/V + V/2)− ekN(−k/V − V/2). (11.1)
This formula can be easily derived from (2.11) (or (2.8)). Put

f = SerˆT (forward price),
k = ln(K/f) = ln(K/S) + rˆT (log moneyness),
V = v
√
T (time-scaled volatility).
(11.2)
Then (2.11) becomes
CBS(k, V ;T ) = SN(d1)−Ke−rˆTN(d2), (11.3)
where 

N(d) =
∫ d
−∞
n(ϑ) dϑ, n(ϑ) =
1√
2π
e−ϑ
2/2,
d1 =
−k + V 2/2
V
= −k/V + V/2,
d2 =
k − V 2/2
V
= k/V + V/2.
(11.4)
So in our notation their C− [17, (3.1)] is
C−(k, V ) = CBS(k, V ;T )/S, (11.5)
and their C+ [17, (3.7)] is
C+(k, V ) = 1− CBS(k, V ;T )/S. (11.6)
They [17, (4.1), (4.2)] also define
L+ = − lnC+, L− = − lnC−. (11.7)
11.2. The small time asymptotics. We will show that the small time result of
[17, Remark 7.4] do not lead to ours. The formula V 2 ∼ k2/(2L) ≡ k2/(2L−) in
[17, Remark 7.4] implies that, in our notation,
φ(K,T )
√
T ∼ |ln(K/S) + rˆT |√−2 ln(C(K,T )/S) (T → 0). (11.8)
Lemma 8.3 (1) gives x
T→0−−−−→ ∞; together with (2.10), this gives
rˆT = rT − ln
(
1− e−x/2
)
T→0−−−−→ 0. (11.9)
Hence, in the context of the MMM, Remark 7.4 of [17] suggests that
φ(K,T )
√
T ∼ |ln(K/S)|√−2 lnC(K,T )− 2 lnS (T → 0). (11.10)
Rearranging this asymptotic formula then gives
φ(K,T ) ∼ |ln(K/S)|√−2T lnC(K,T ) (T → 0). (11.11)
This is different from the Roper–Rutkowski formula [30, Theorem 5.1] and it does
not lead to our extended version (4.7).
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11.3. The large time asymptotics. We now explain why the large time results
of [17, Corollary 7.8] do not apply in our model either. Their Case (+) requires
k/L+ to have a limit in [0,∞). Translating this condition into our setting gives
k
L+
=
ln(K/S)− rˆT
− ln(1− CBS/S) =
ln(K/S)− rˆT
− ln(1− C/S) =
ln(K/S)− rˆT
− lnR , (11.12)
where the last equality follows from (6.10). By Lemma 9.1 (2) and (3), x, y
T→∞−−−−−→
0. Hence it can be seen from (6.11) that R T→∞−−−−−→ 0. Now Lemma 9.5 (1) gives
rˆ
T→∞−−−−−→ r + η and rˆT T→∞−−−−−→∞. So
ln(K/S)− rˆT
− lnR ∼
rˆT
lnR . (11.13)
For ease of notation put 

A =
K
S
e−rˆT + e−(r+η)TR,
B =
K
S
e−rˆT + e−(r+η)TR.
(11.14)
By Lemma 6.8, for sufficiently large T ,
0 < A ≤ R ≤ B < 1 =⇒ rˆT
lnB
≤ rˆT
lnR ≤
rˆT
lnA
. (11.15)
Further, by (10.39) and (10.40),
lnA ∼ lnB ∼ ln
(
K
S
e−rˆT
)
(T →∞). (11.16)
Therefore, as T →∞,
rˆT
lnA
∼ rˆT
ln(K/S)− rˆT
T→∞−−−−−→ −1.
Similarly, rˆT/ lnB
T→∞−−−−−→ −1. Consequently, rˆT/ lnR T→∞−−−−−→ −1. This implies
that in the MMM, k/L+
T→∞−−−−−→ −1 6∈ [0,∞). Hence the condition for Case (+)
[17, Collary 7.8] is not satisfied in the MMM. We now check the condition for Case
(−) [17, Collary 7.8], which requires k/L− to have a limit in (0,∞). In the MMM,
k
L−
=
ln(K/S)− rˆT
− ln(CBS/S) =
ln(K/S)− rˆT
− ln(C/S) =
ln(K/S)− rˆT
− ln(1−R) . (11.17)
Invoking (10.39) and (10.40) again, we have A,R, B T→∞−−−−−→ 0; and by Now Lemma
9.5 (1), rˆT
T→∞−−−−−→ ∞. These limits imply kL−
T→∞−−−−−→ ∞ 6∈ [0,∞). Hence the
condition for Case (−) [17, Collary 7.8] is also not satisfied in the MMM.
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