Abstract. We will show that the same type of estimates known for the fundamental solutions for scalar parabolic equations with smooth enough coefficients hold for the first order derivatives of fundamental solution with respect to space variables of scalar parabolic equations of divergence form with discontinuous coefficients. The estimate is very important for many applications. For example, it is important for the inverse problem identifying inclusions inside a heat conductive medium from boundary measurements.
Introduction
Let L be a parabolic operator of the form (ii) The estimate (1.3) is the well known estimate of the fundamental solution ( [2] ). We will call the estimate (1.4) gradient estimate. This gradient estimate is quite crucial for the dynamical probe method [4] and stability estimate for the inverse boundary value problem [3] . Here, the dynamical
probe method is a reconstruction scheme for the inverse boundary value problem identifying an unknown discontinuities of a medium inside a known heat conductor from our measurements on the boundary which are so called Dirichlet to Neumann map or the Neumann to Dirichlet map. The graphs of these maps are nothing but the set of infinitely many Cauchy data of the solutions to the forward problem of this inverse problem. Also, the stability estimate is the estimate of continuity of the map which maps the set of Cauchy data to the unknown this continuity of media.
We will show later that the gradient estimate of the fundamental solution follows from the following interior estimate following the argument given in [3] . whenever ∇ x u(0, τ) exists.
Theorem 1.3 (Main Theorem). Let 0 < r < T , rΩ ⊂ D and u ∈ W(rΩ ×
The rest of this paper is organized as follows. In the next section we will give the proof of Proposition 1.5 by assuming the existence of a Green function in a two layered cube with Dirichlet boundary condition and its estimates. The proof of the gradient estimate of a fundamental solution is given in section 3. Finally, in Appendix, we give a construction and estimates of the Green function in the two layered cube with Dirichlet boundary condition.
Proof of Proposition 1.5
We will adapt the proof of Li-Nireberg's paper [7] . To begin with, we note that Lemma 4.3 in [7] also holds if
A is defined as in [7] for the very special case i.e. the two layered cube Ω.
Proof. This can be easily proved by checking the proof in [7] .
Remark 2.2. Hereafter, names of theorems in parentheses correspond to those of the theorem in [7] . For example, Lemma 2.1(Lemma 4.3') correspond to Lemma 4.3 in [7] .
Next we generalize Lemma 3.1 in [7] in a special way to the parabolic operator (1.1). That is we have the following: 
there exists a solution v ∈ W( 3 4 Ω × (
, τ)) of
, τ) and 3 4
3)
where C > 0 depends only on n and A.
Proof. It is enough to prove the estimate for the case that Ω is divided into two parts by the 2τ) ). By the definition of weak solution, we have
Here, we have
where C > 0 denotes any general constant. We further have
where C(δ) > 0 denotes any general constant depending on δ.
On the other hand, we have
By |∇(ζu)| 2 ≤ 2ζ 2 |∇u| 2 + 2u 2 |∇ζ| 2 , we have
Then, combining this with Poincare's inequality, we have
If we let ζ to satisfy ζ = 1 in a neighborhood of 4 5 Ω × ( 
By (2.4) and the Fubini theorem, there exists 3 4
Further, let G * (x, t; y, s) be the Green function such that for y ∈ σΩ and s ∈ R. That is, G * (x, t; y, s)
is a distribution which satisfies
Later in the appendix, we will provide the construction of G * (x, t; y, s) and proof of its estimate:
for any α ∈ Z n + , |α| ≤ 1 with some constant c α > 0.
By the Green formula, we have
To proceed further, we need the following Lemma 2.4 which is well-known in Fourier analysis. 
where
We apply this Lemma 2.4 to the kernel (
and
Since A, A are bounded and
Similarly, by taking p > n + 2,
Therefore, by Lemma 2.4 and (2.4),
Since
Further, by applying (2.4) to w, we have for a smaller σ 0
This ends the proof.
Proof of (1.6). We adapt the proof of Proposition 4.1 in [7] to our case.
We will prove by induction that there exist
Before starting the induction argument, we note that for any
, τ), we have from
0 , τ) with the estimates:
and hence
and from the interior estimate for ∂ t − ∇ · A∇, we have
Hereafter, C 0 > 0 is a general constant for the estimate of solutions for our parabolic operators which is independent of the general constant C in the estimates (4.4)'-(4.5)'.
Suppose (4.3)'-(4.5)' hold up to k ≥ 0. Then, we will prove them for k + 1. Let
Then, it is not hard to see that
Together with this and (4.4)
and hence by the
Therefore, by taking ε 0 > 0 small enough to satisfy 2C 0 ε
0 ,τ)) and the interior estimate for Let C be a general constant which is different from the general constant C in (4.4) ′ − (4.5) ′ . As an easy consequence of (4.4)
Hence, we have
Gradient Estimate of Fundamental Solution
In this section, as we already mentioned in the introduction, we will give an estimate of ∇ x Γ(x, t; y, s)
for a fundamental solution Γ(x, t; y, s) of the operator L as an application of our main theorem (Theorem 1.3) by following the argument given in [3] . For the readers' convenience, we repeat the argument.
It is well known that there exists a fundamental solution Γ(x, t; y, s) with the estimate Now we state the estimate of ∇ x Γ(x, t; y, s).
Proposition 3.1. Let Γ(x, t; y, s) be the previous fundamental solution of the operator ∂ t − ∇ · A∇.
There exists a constant C > 0 depending only on A and n such that
2)
for any t, s ∈ R, t > s and almost every x, y ∈ D.
Remark 3.2. We recall that a fundamental solution G * (x, t, y, s) of the operator ∂ t + ∇ · A∇ can be given by G * (x, t; y, s) = Γ(y, s; x, t) ((x, t), (y, s) ∈ Q := D × R, (x, t) (y, s)). (3.3)
Hence, estimates similar to (3.1) and (3.2) hold for G * (x, t; y, s).
Before proving Proposition 3.1 we give the following estimate which is necessary for the proof.
There exists a constant C > 0 depending only on A and n such that the following inequality holds.
4)
where ρ = 1 4
Proof. From the inequality (3.1) we have
where C 1 > 0 is a constant depending only on A and n. In what follows we denote by I the integral at the right-hand side of (3.5). We distinguish two cases
Let us consider case i). It is easy to see that there exists a constant C > 0 such that
By (3.6) we have
where c n > 0 is a constant depending only on n and C 2 > 0 is a constant depending only on A and n. Now we assume 0 < t 0 − τ < 
Further, if we assume
due to the equivalence of t − τ and ρ 2 , where c n and C 2 are the same kind of constants as before.
Hence, by the last inequality and (3.8), we have the Proposition in case i).
Let us consider case ii). It is easy to see that
for every (x, t) ∈ Q ρ (x 0 , t 0 ). Moreover, denoting
and taking into account (3.9), we have
where C > 0 is a constant depending only on n. Now, since τ < t 0 − ρ 2 , we have
Therefore, by (3.10) and (3.11), we have the Proposition in case ii) as well.
Proof of Proposition 3.1. By applying our main theorem to the function Γ(·, ·; ξ, τ), we have
Further, applying Proposition 3.3 to the right-hand side of (3.12) we have
Then, we immediately have (3.2), because
Appendix A: Construction of Green Function in two Layered

Cube
In this section we will construct the Green function G * (x, t; y, s) of our operator ∂ t + ∇ · A∇ in 
Hence, it is enough to construct the Green function G(x, t; y, s).
First we construct a fundamental solution Γ(x, t; y, s) of L. We divide the construction into two cases. They are y n > 0 and y n < 0. We first consider the case y n > 0. Let A, B be positive definite
Let Γ(x, t; y, s) be the fundamental solution for ∂ t − ∇ · (A∇ x ), that is,
Note that Γ(x, t; y, s) is also the fundamental of the Cauchy problem at t = s for the operator
LetΓ be the Laplace transform of Γ with respect to t, that is,
ThenΓ satisfies
Now, we denote Γ for different regions as follows:
Therefore, we have the following transmission problem
where e n = (0, · · · , 0, 1). Let φ 11,12,2 be the Fourier transforms ofΓ 11,12,2 for x ′ = (x 1 , · · · , x n−1 ).
From now on, we use ξ ′ = (ξ 1 , · · · , ξ n−1 ) to denote the Fourier variable associated with x ′ . Then, we have
In addition, we put another conditions lim x n →∞ φ 11 = 0, lim
For simplicity of notations, let us put
where the real parts of Θ A and Θ B are positive. From the first three differential equations in (4.6),
we have
Conditions on x n = y n and x n = 0 imply that 
Then, we have
Therefore, we have the following forms for Γ
where σ > 0 and
Next we consider the case y n < 0. We denote Γ for different regions as follows. That is Then, by a similar argument as we did for the case y n > 0, we have
Next we will show how to construct the Green function G(x, t; y, s) from Γ(x, t; y, s) by using the argument given in [8] . For example, consider a face x 1 = −σ 0 of σ 0 Ω. For the simplicity of notations, we introduceΓ(
Let us distinguish A here by denoting it byÃ. Now, we extendÃ = (a
for x 1 , y 1 > 0 is the Green function in the domain {x 1 > 0} satisfying the Dirichlet boundary condition on x 1 = 0. Repeating this argument for other faces of σ 0 Ω, we can construct the Green function G(x, t; y, s) for x, y ∈ σ 0 Ω. It is clear from its construction that G(x, t; y, s) satisfies the estimate (2.5) and by (4.1), G * (x, t; y, s) also satisfies the same estimate.
Appendix B: Estimate of the Green Function
In order to give its meaning to the fundamental solution Γ(x, t; y, s) constructed in the previous section and estimate it, we need the following theorem. and (x n , y n )
with those x n , y n satisfying the condition attached to the definition of V l .
We will prove Lemma 5.3 by a contradiction argument. We first note that 
For simplicity, we denote ξ 
