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ON DIMENSION-FREE VARIATIONAL INEQUALITIES
FOR AVERAGING OPERATORS IN Rd
JEAN BOURGAIN, MARIUSZ MIREK, ELIAS M. STEIN, AND B LAZ˙EJ WRO´BEL
Abstract. We study dimension-free Lp inequalities for r-variations of the Hardy–Littlewood averaging
operators defined over symmetric convex bodies in Rd.
1. Introduction
The purpose of this paper is to initiate the study of r-variational estimates in the setting of dimension-
free bounds for averaging operators defined over symmetric convex bodies in Rd.
We will assume that G is a non-empty convex symmetric body in Rd, which simply means that G is
a bounded convex open and symmetric subset of Rd. For every x ∈ Rd, t > 0 and f ∈ L1loc(Rd) let
MGt f(x) =
1
|Gt|
∫
Gt
f(x− y)dy = 1|Gt|1Gt ∗ f(x)(1.1)
be the Hardy–Littlewood averaging operator defined over the sets
Gt = {y ∈ Rd : t−1y ∈ G}.
For r ∈ [1,∞) the r-variation seminorm Vr of a complex-valued function (0,∞)× Rd ∋ (t, x) 7→ at(x)
is defined by setting
Vr(at(x) : t ∈ Z) = sup
0<t0<...<tJ
tj∈Z
( J∑
j=0
|atj+1(x)− atj (x)|r
)1/r
,
where Z is a subset of (0,∞) and the supremum is taken over all finite increasing sequences in Z. Usually
r-variation Vr defined over the dyadic set Z = {2n : n ∈ Z} is called the long r-variation seminorm. In
order to avoid some problems with measurability of Vr(at(x) : t ∈ Z) we assume that (0,∞) ∋ t 7→ at(x)
is always a continuous function for every x ∈ Rd. The r-variational seminorm is an invaluable tool in
pointwise convergence problems. If for some r ∈ [1,∞) and x ∈ Rd we have
Vr(at(x) : t > 0) <∞
then the limits limt→0 at(x) and limt→∞ at(x) exist. So we do not need to establish pointwise convergence
on a dense class, which in many cases is a challenging problem, see [11] and the references given there.
Moreover, Vr’s control the supremum norm in the following sense, for any t0 > 0 we have the pointwise
estimate
sup
t>0
|at(x)| ≤ |at0(x)|+ 2Vr(at(x) : t > 0).
There is an extensive literature about estimates for r-variational seminorms. However for our purposes
the most relevant will be [9], [10] and [11], see also the references given there.
One of the main results of this paper is the following theorem.
Theorem 1.1. Let p ∈ (3/2, 4) and r ∈ (2,∞). Then there exists a constant Cp,r > 0 independent of the
dimension d ∈ N and such that for every symmetric convex body G ⊂ Rd we have∥∥Vr(MGt f : t > 0)∥∥Lp ≤ Cp,r‖f‖Lp(1.2)
for all f ∈ Lp(Rd).
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The range for the parameter p in Theorem 1.1 can be improved if we consider only long r-variations.
Namely, we have the following lacunary variant of Theorem 1.1.
Theorem 1.2. Let p ∈ (1,∞) and r ∈ (2,∞). Then there exists a constant Cp,r > 0 independent of the
dimension d ∈ N and such that for every symmetric convex body G ⊂ Rd we have∥∥Vr(MG2nf : n ∈ Z)∥∥Lp ≤ Cp,r‖f‖Lp(1.3)
for all f ∈ Lp(Rd).
If we restrict our attention to the balls induced by small ℓq norms in Rd then we can obtain the full
range of p’s in Theorem 1.1. To be more precise for q ∈ [1,∞) let us define these balls
Bq =
{
x = (x1, . . . , xd) ∈ Rd : |x|q =
( ∑
1≤k≤d
|xk|q
)1/q
≤ 1
}
, and
B∞ =
{
x = (x1, . . . , xd) ∈ Rd : |x|∞ = max
1≤k≤d
|xk| ≤ 1
}
.
(1.4)
Then we have the following theorem.
Theorem 1.3. Suppose that G = Bq is one of the balls defined in (1.4) for some q ∈ [1,∞]. Let
p ∈ (1,∞) and r ∈ (2,∞). Then there exists a constant Cp,q,r > 0 independent of the dimension d ∈ N
and such that ∥∥Vr(MGt f : t > 0)∥∥Lp ≤ Cp,q,r‖f‖Lp(1.5)
holds for all f ∈ Lp(Rd).
The range for parameter r ∈ (2,∞) in Theorem 1.1, Theorem 1.2 and Theorem 1.3 is sharp, see [10].
Dimension dependent versions of Theorems 1.1 and 1.2, with sharp ranges of parameters p ∈ (1,∞)
and r ∈ (2,∞), follow from [11, Theorem A.1]. Also related to our results is the paper of Jones, Seeger
and Wright [10]. Especially, [10, Theorem 1.4], where Lp bounds for r-variations associated with the
spherical averages have been established. Their estimates, however, depend on the dimension.
For a symmetric convex body G ⊂ Rd, x ∈ Rd and f ∈ L1loc(Rd) we set
MG⋆ f(x) = sup
t>0
MGt f(x).
The present paper may be thought of as a variational counterpart for a series of articles establishing
dimension-free bounds on Lp(Rd) for MG⋆ and various symmetric convex bodies G. The starting point of
this line of research was the work of the third author [15], where he obtained the dimension-free bounds
on Lp(Rd), with p ∈ (1,∞], for MB2⋆ , where B2 is the Euclidean ball. The fully corresponding result
for r-variations is our Theorem 1.3 for G = B2, see also Theorem A.1 in the Appendix. Then, the first
author proved a dimension-free estimate on L2(Rd) for MG⋆ when G is a general symmetric convex body,
see [1]. This result has been independently extended by the first author [2] and Carbery [6] to Lp(Rd)
for p ∈ (3/2,∞]. An r-variational counterpart of [1], [2], and [6] is our Theorem 1.1. Contrary to these
papers we also have to restrict p from above by 4. Removing this restriction does not seem easy, as we
do not have a natural endpoint estimate to interpolate. In [1], [2], and [6], such an estimate was the
trivial bound for MG⋆ on L
∞(Rd). Next, imposing a certain geometric constraint, Mu¨ller [12] enlarged
the range of p’s, for which one has dimension-free bounds on Lp(Rd) for MG⋆ , to all p ∈ (1,∞]. His
result includes the cases when G = Bq with q ∈ [1,∞). The most recent development in the study of
dimension-free bounds for averaging operators is [4], in which the first author provided dimension-free
estimates on Lp(Rd), with p ∈ (1,∞] for the cubes G = B∞. Theorem 1.3 is a variational counterpart of
the maximal results from [12] and [4] for G = Bq with q ∈ [1,∞].
Now, let us describe Mu¨ller’s result more precisely. Let G be a symmetric convex body in Rd. By the
argument from [1], there exists an invertible linear transformation U ∈ Gl(Rd) and a constant L(G) > 0
such that
Vold U(G) = 1 and
∫
U(G)
(ξ · x)2dx = L(G)2(1.6)
for all unit vectors ξ ∈ Sd−1 = {y ∈ Rd : |y| = 1}, where ξ ·x = 〈ξ, x〉 is the standard inner product in Rd
and |y| = |y|2 is the Euclidean norm in Rd as in (1.4) with q = 2. It is not difficult to note that L(G) is
determined uniquely by (1.6), moreover U is determined uniquely up to multiplication from the left by
an orthogonal transformation of Rd.
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Similarly as in [1], for every ξ ∈ Sd−1 and u ∈ R, we define
ϕξ(u) = Vold−1
({x ∈ U(G) : (ξ · x) = u}).(1.7)
Moreover, we define the constants
σ(G)−1 = max
{
ϕξ(0) : ξ ∈ Sd−1
}
, and(1.8)
Q(G) = max
{
Vold−1(πξ(U(G))) : ξ ∈ Sd−1
}
,(1.9)
where πξ : R
d → ξ⊥ denotes the orthogonal projection of Rd onto the hyperplane perpendicular to ξ.
We note that σ(V (G)) = σ(G) and Q(V (G)) = Q(G) for any V ∈ Gl(Rd). Moreover, in [1] it was
proven that there is a universal constant a > 0 such that a−1L(G) ≤ σ(G) ≤ aL(G).
Using these two linear invariants σ(G) and Q(G) Mu¨ller estimated ‖MG⋆ ‖Lp→Lp . Namely, the main
result of [12] states that for every p ∈ (1,∞] and for every symmetric convex body G ⊂ Rd there is a
constant C(p, σ(G), Q(G)) > 0 independent of the dimension d such that
‖MG⋆ ‖Lp→Lp ≤ C(p, σ(G), Q(G)).(1.10)
In other words ‖MG⋆ ‖Lp→Lp may depend on σ(G) and Q(G), but not explicitly on the dimension d. In
fact [2] and [6] show that for p ∈ (3/2,∞] the norm ‖MG⋆ ‖Lp→Lp can be even chosen independently of
σ(G) and Q(G). Using (1.10) Mu¨ller showed that ‖MG⋆ ‖Lp→Lp is independent of the dimension for all
G = Bq with q ∈ [1,∞), since σ(Bq) and Q(Bq) can be explicitly computed and they are independent
of d. However, for the cubes G = B∞ it turned out that σ(B∞) is independent of the dimension, but
Q(B∞) =
√
d. The question about the dimension-free bounds for the cubes in Rd for p ∈ (1, 3/2] was left
open until [4], where the first author significantly refined and extended the methods from [12]. Using the
product nature of the cubes he showed that for every p ∈ (1,∞] there is a constant Cp > 0 independent
of the dimension d such that
‖MB∞⋆ ‖Lp→Lp ≤ Cp.
The question whether ‖MG⋆ ‖Lp→Lp with p ∈ (1, 3/2] can be controlled by a constant independent of the
dimension for general symmetric convex bodies remains still open. The situation is even more complicated
for r-variational estimates. A question which we are unable to answer is what happens not only when
p ∈ (1, 3/2], but also for p ∈ [4,∞) in the case of general symmetric convex bodies. However the method
of the proof of Theorem 1.3, in view of Mu¨ller’s result, allows us to deduce that for every p ∈ (1,∞), for
every r ∈ (2,∞) and for every symmetric convex body G ⊂ Rd there is a constant C(p, r, σ(G), Q(G)) > 0
independent of d such that
sup
‖f‖Lp≤1
∥∥Vr(MGt f : t > 0)∥∥Lp ≤ C(p, r, σ(G), Q(G)).(1.11)
Theorem 1.1 and Theorem 1.3 give some partial evidence to support the conjecture which asserts that
for all p ∈ (1,∞) and r ∈ (2,∞) and for every general symmetric convex body G ⊂ Rd the left-hand side
of (1.11) can be controlled by a constant independent of the dimension and the linear invariants σ(G)
and Q(G).
Let us briefly describe the strategy for proving our main results. The first step is splitting the con-
sideration into long and short variations, see (2.3). The long variations are treated in Theorem 1.2 by
appealing to known dimension-free estimates for r-variations of the Poisson semigroup (see [9, Theo-
rem 3.3]) together with a square function estimate. The square function estimate is proved by using
a dimension-free Littlewood–Paley theory, which allows us to prove very good estimates on L2 and ac-
ceptable estimates on Lp. Then interpolation establishes Theorem 1.2. In view of Theorem 1.2 in order
to prove Theorems 1.1 and 1.3 it is enough to consider short variations. To this end we also use a
dimension-free Littlewood–Paley theory and interpolation between L2 and Lp bounds. The analysis of
short variations breaks basically into two cases, whether p ∈ [2,∞] or p ∈ (1, 2]. In the first case we rely
on the numerical inequality, Lemma 2.1, which reduces estimates for r-variations to the situation where
the division intervals over which differences are taken are all of the same size. The case r = 2 of this is
particularly suited to an application of the Fourier transform. On the other hand, when p ∈ (1, 2] we
use an orthogonality principle (an r-variation adaptation of an idea in [6]), together with an appropri-
ate characterization of r-variation in terms of fractional derivatives, given in Proposition 2.1. Of course
fractional derivatives had already occurred in [6] and [12], as well as the earlier proof of the spherical
maximal theorem for d ≥ 3. It should be pointed out that for p ∈ (1, 2) it is essential that we can use
r-variational estimates for r ∈ (1, 2).
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1.1. Applications. The results from the previous paragraph have an ergodic theoretical interpretation.
Namely, let (X,B, µ) be a σ-finite measure space with families of commuting and measure-preserving
transformations (T t1 : t ∈ R), (T t2 : t ∈ R), . . . , (T td : t ∈ R), which map X to itself. For every symmetric
convex body G ⊂ Rd for every x ∈ X and f ∈ L1(X,µ) we define the ergodic Hardy–Littlewood averaging
operator by setting
AGt f(x) =
1
|Gt|
∫
Gt
f
(
T y11 ◦ T y22 ◦ . . . ◦ T ydd x
)
dy1dy2 . . . dyd.(1.12)
For this operator we also have dimension free r-variational estimates.
Theorem 1.4. Let p ∈ (3/2, 4) and r ∈ (2,∞). Then there exists a constant C′p,r > 0 independent of the
dimension d ∈ N and such that for every symmetric convex body G ⊂ Rd we have∥∥Vr(AGt f : t > 0)∥∥Lp(X,µ) ≤ C′p,r‖f‖Lp(X,µ)(1.13)
for all f ∈ Lp(X,µ). Moreover, if we consider only long variations, then (1.13) remains true for all
p ∈ (1,∞) and r ∈ (2,∞) and we have∥∥Vr(AG2nf : n ∈ Z)∥∥Lp(X,µ) ≤ C′p,r‖f‖Lp(X,µ).(1.14)
Theorem (1.4) is an ergodic counterpart of Theorem 1.1 and Theorem 1.2. If G = Bq for some
q ∈ [1,∞] then we obtain sharp ranges of exponents with respect to the parameters p and r for the
operator (1.12). Namely, we can prove an analogue of Theorem 1.3.
Theorem 1.5. Suppose that G = Bq is one of the balls defined in (1.4) for some q ∈ [1,∞]. Let
p ∈ (1,∞) and r ∈ (2,∞). Then there exists a constant C′p,q,r > 0 independent of the dimension d ∈ N
and such that ∥∥Vr(AGt f : t > 0)∥∥Lp(X,µ) ≤ C′p,q,r‖f‖Lp(X,µ)(1.15)
holds for all f ∈ Lp(X,µ).
In Section 5 we prove a transference principle (see Proposition 5.1), which allows us to deduce inequal-
ities (1.13), (1.14) and (1.15) from the corresponding estimates in (1.2), (1.3), and (1.5), respectively.
The remarkable feature of Theorem 1.4 and Theorem 1.5 is that the implied bounds in (1.13), (1.14),
and (1.15) are independent of the number of underlying commuting and measure-preserving transforma-
tions T y11 , . . . , T
yd
d . On the other hand, due to the properties of r-variational seminorm we immediatley
know that the limits
lim
t→0
AGt f(x), and lim
t→∞
AGt f(x)
exist almost everywhere on X for every f ∈ Lp(X,µ) and p ∈ (1,∞). It is worth emphasizing that
although the pointwise convergence for MGt f as t→ 0 (respectively t→∞) can be easily deduced from
the maximal bounds, this is much harder for AGt f . For M
G
t f there are many natural dense subspaces
which could be used to establish pointwise convergence. However, for AGt f , which is defined on an
abstract measure space there is no obvious way how to even find such a candidate for a dense class.
Fortunately, r-variational estimates allow us to obtain the desired conclusion directly.
At this stage a similar question concerning the discrete analogue of (1.12) arises. One can ask about
r-variational estimates independent of the dimension for the following operator
AGt f(x) =
1
|Gt ∩ Zd|
∑
y∈Gt∩Zd
f
(
T y11 ◦ T y22 ◦ . . . ◦ T ydd x
)
.
This immediately lead us to the averaging operators on Zd, i.e.
MGt f(x) =
1
|Gt ∩ Zd|
∑
y∈Gt∩Zd
f(x− y).
However, nothing is known in the discrete setup, even the dimension free estimates for the maximal
functions MG⋆ f(x) = supt>0 |MGt f(x)| are unknown. There is no easy way to derive these estimates
from the corresponding dimension free estimates of the continuous analogue of MG⋆ f . In the ongoing
project [5] we initiated investigations in this direction and we are able to provide dimension free bounds
for the discrete maximal functions MG⋆ f on ℓp(Zd) in a certain range of parameters p. We only handled
the case of the Euclidean balls G = B2 and the cubes G = B∞. In the case of the discrete cubes we
can also provide r-variational estimates (in some range of p and r) and the results from this paper find
applications there.
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1.2. Notation and basic reductions. Let S(Rd) denote the set of all Schwartz functions on Rd. To
prove our results, by a simple density argument, it suffices to establish inequalities (1.2), (1.3) and (1.5)
for all f ∈ S(Rd). From now on, in the proofs presented in the paper f will be always a Schwartz function.
Let U be an invertible linear transformation of Rd and let Up be the isometry of L
p given by
Upf(x) = | detU |−1/pf(U−1x) for any p ≥ 1.
Then we have
Up
(
Vr
(
MGt f : t > 0
))
= Vr
(
Up(M
G
t f) : t > 0
)
= Vr
(
M
U(G)
t (Upf) : t > 0
)
,
since
Up ◦MGt =MU(G)t ◦ Up.
Therefore G in (1.1) can be freely replaced with any other symmetric convex body U(G) and Lp bounds
remain unchanged. This is an important remark which allows us to assume that (1.7) always holds. From
now on we will assume that U(G) = G. More precisely we will assume that VoldG = |G| = 1 and that G
is in the isotropic position, which means that there is an isotropic constant L = L(G) > 0 such that for
every unit vector ξ ∈ Sd−1 we have ∫
G
(ξ · x)2dx = L(G)2.(1.16)
As in [1] the Fourier methods will be extensively exploited here to establish L2 bounds in the afore-
mentioned theorems. Let us define the Fourier transform F of a function f ∈ S(Rd) by setting
Ff(ξ) = FRdf(ξ) =
∫
Rd
f(x)e−2πiξ·x dx
for any ξ ∈ Rd and let F−1 = F−1
Rd
denote the inverse Fourier transform on Rd.
Since |G| = 1 we see that the kernel of (1.1) satisfies
|Gt|−11Gt(x) = t−dKG(t−1x)
for all t > 0, where KG(x) = 1G(x) and
F(|Gt|−11Gt)(ξ) = mG(tξ),
where
mG(ξ) = F(KG)(ξ) = F(1G)(ξ).
The isotropic position of G allows us to provide dimension-free estimates for the multiplier m.
Proposition 1.1 ([1, eq. (10),(11),(12)]). Given a symmetric convex body G ⊂ Rd with volume one,
which is in the isotropic position, there exists a constant C > 0 such that for every ξ ∈ Rd we have
|mG(ξ)| ≤ C(L|ξ|)−1, |mG(ξ)− 1| ≤ CL|ξ|, |〈ξ,∇mG(ξ)〉| ≤ C.(1.17)
The constant L = L(G) is defined in (1.16), while C is a universal constant which does not depend on d.
Throughout the whole paper d ∈ N denotes the dimension. Unless otherwise stated C > 0 will stand
for an absolute constant whose value may vary from occurrence to occurrence and it will never depend
on the dimension. We will use the convention that A .δ B (A &δ B) to say that there is an absolute
constant Cδ > 0 (which possibly depends on δ > 0) such that A ≤ CδB (A ≥ CδB). We abbreviate
A . B when the implicit constant is independent of δ. We will write A ≃δ B when A .δ B and A &δ B
hold simultaneously.
For simplicity of the notation we will often abbreviate Mt =M
G
t and m = m
G.
Acknowledgements
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2. Useful tools
In this section we gather some general tools which will be used in the proofs of our main results.
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2.1. Properties of r-variations. We begin with some simple properties of r-variation seminorms. For
r ∈ [1,∞) the r-variation seminorm Vr of a complex-valued function (0,∞) ∋ t 7→ at is defined by
Vr(at : t ∈ Z) = sup
J∈N
V Jr (at : t ∈ Z),
where Z ⊆ (0,∞) and
V Jr (at : t ∈ Z) = sup
0<t0<...<tJ
tj∈Z
( J∑
j=0
|atj+1 − atj |r
)1/r
and the supremum is taken over all finite increasing sequences in Z of length J + 1.
The function r 7→ Vr(at : t ∈ Z) is non-increasing and for any Z1 ⊆ Z2 satisfies
Vr(at : t ∈ Z1) ≤ Vr(at : t ∈ Z2).
Moreover, for every t0 ∈ Z we have
sup
t∈Z
|at| ≤ |at0 |+ 2Vr(at : t ∈ Z).(2.1)
If Z is a countable set, then
Vr(at : t ∈ Z) ≤ 2
(∑
t∈Z
|at|r
)1/r
.(2.2)
Finally, for every r ∈ [1,∞) there exists Cr > 0 such that
(2.3) Vr(at : t > 0) ≤ CrVr(a2n : n ∈ Z) + Cr
(∑
n∈Z
Vr
(
(at − a2n) : t ∈ [2n, 2n+1)
)r)1/r
.
The first quantity on the right side in (2.3) is called the long variation seminorm, whereas the second
is called the short variation seminorm. This is a very useful inequality which, in view of Theorem 1.2,
will permit us to reduce the proofs of Theorem 1.1 and Theorem 1.3 to the estimates of short variations
associated with MGt . In order to deal with the short variations efficiently we will prove an elementary
inequality (2.4) which allows us to dominate each dyadic block in the short variations by suitable square
functions, which are simpler objects to handle.
Lemma 2.1. Given r ∈ [1,∞), n ∈ Z, and a continuous function a : [2n, 2n+1]→ C, we have
Vr
(
at : t ∈ [2n, 2n+1)
) ≤ 21−1/r ∑
m≥−n
( 2m+n−1∑
k=0
∣∣a2n+(k+1)/2m − a2n+k/2m ∣∣r)1/r
= 21−1/r
∑
l≥0
( 2l−1∑
k=0
∣∣a2n+2n−l(k+1) − a2n+2n−lk∣∣r)1/r.
(2.4)
Proof. First of all we observe that any interval [s, t) for some real numbers 2n ≤ s < t < 2n+1 can be
written as a disjoint sum (possibly infinite sum) of dyadic intervals, i.e.
[s, t) =
⋃
l∈Z
[wl, wl+1)(2.5)
with the following properties:
• Each [wl, wl+1) ∈ Im for some m ≥ −n, where
Im =
{[
2n +
k
2m
, 2n +
k + 1
2m
)
: 0 ≤ k ≤ 2m+n − 1
}
.
• There are at most two dyadic intervals on the right-hand side of (2.5) with the same length.
To prove (2.5) let us consider dyadic intervals of maximal length contained in A = [s, t). There are
at most two such intervals. Let I0 be the one which lies closer to the left endpoint s. Then [s, t) \ I0
is a sum of at most two intervals A1, B1. Without loss of generality we may assume that s ∈ A1. Now
let I1 be a dyadic interval contained in A1 with maximal length such that dist(I1, I0) = 0. Then by the
maximality of I0 we see that |I1| ≤ |I0|/2. Now we define A2 = A1 \ I1. If A2 6= ∅ then we proceed
as in the previous step. Namely we take a dyadic interval I2 contained in A2 with maximal length such
that dist(I2, I1) = 0. By the maximality of I1 we see that |I2| ≤ |I1|/2. Now we define A3 = A2 \ I2.
If A3 6= ∅ then we proceed likewise above. Then inductively we obtain a sequence of disjoint dyadic
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intervals (Ij : j ∈ N) such that |I1| > |I2| > . . . and A1 =
⋃
j∈N Ij . If B1 is empty we are done. If not
then we can repeat the argument as for A1 and obtain a sequence of disjoint dyadic intervals (Jj : j ∈ N)
contained in B1 such that |J1| > |J2| > . . . and B1 =
⋃
j∈N Jj . Thus we have proven that
[s, t) =
⋃
j∈N
Ij ∪ I0 ∪
⋃
j∈N
Jj .
From the construction described above it is clear that there are at most two dyadic intervals in the sum
which have the same length.
Having proven (2.5) we can show (2.4). Namely, let 2n ≤ t0 < t1 < . . . < tJ < 2n+1 be any increasing
sequence. By (2.5) for any integer 0 ≤ j < J we write
[tj , tj+1) =
⋃
l∈Z
[wjl , w
j
l+1),
where each [wjl , w
j
l+1) is a dyadic interval which belongs to Im for some m ≥ −n. Thus
|atj+1 − atj | ≤
∑
l∈Z
|awjl+1 − awjl | =
∑
m≥−n
∑
l∈Z: [wjl ,w
j
l+1)∈Im
|awjl+1 − awjl |
and |{l ∈ Z : [wjl , wjl+1) ∈ Im}| ≤ 2 for any m ≥ −n. Hence, we obtain( J−1∑
j=0
|atj+1 − atj |r
)1/r
≤
( J−1∑
j=0
( ∑
m≥−n
∑
l∈Z: [wjl ,w
j
l+1)∈Im
|awjl − awjl+1 |
)r)1/r
≤
∑
m≥−n
( J−1∑
j=0
( ∑
l∈Z: [wjl ,w
j
l+1)∈Im
|awjl − awjl+1 |
)r)1/r
by triangle inequality
≤ 21−1/r
∑
m≥−n
( J−1∑
j=0
∑
l∈Z: [wjl ,w
j
l+1)∈Im
|awjl − awjl+1|
r
)1/r
by Ho¨lder’s inequality.
The last sum is dominated by the right-hand side of (2.4), since [tj , tj+1) ∩ [tj′ , tj′+1) = ∅ for j 6= j′ and
the proof is completed. 
We finish this section with an approximate characterization of the r-variation seminorm, which is
interesting in its own right. In the proposition stated below we will be dealing with functions F defined
on R that are compactly supported and belong to Lr(R) for some r ∈ [1,∞]. For such a function F we
will write a fractional derivative DαF defined as a tempered distribution by the formula
FR(DαF )(ξ) = (2π|ξ|)αFRF (ξ),
for every ξ ∈ R and α ∈ [0, 1]. Here FR stands for the Fourier transform on R given by
FRf(ξ) =
∫
R
f(x)e−2πiξxdx.
Proposition 2.1. Let F be a complex-valued function with a compact support in R.
(i) Suppose that F and DαF are in Lr(R) for some r ∈ [1,∞] and α > 1/r. Then there is Cr > 0 such
that
(2.6) Vr(F (t) : t ∈ R) ≤ Cr
(‖F‖Lr(R) + ‖DαF‖Lr(R)).
(ii) Conversely, assume that F ∈ Lr(R) and Vr(F (t) : t ∈ R) < ∞. Then for every β < 1/r there is
Cβ,r > 0 such that
(2.7) ‖DβF‖Lr(R) ≤ Cβ,r
(‖F‖Lr(R) + Vr(F (t) : t ∈ R)).
Proof. We begin with demonstrating part (i). Let Jα be the Bessel potential operator defined for any
h ∈ Lr(R) by
Jα(h)(x) = Gα ∗ h(x),
where
FRGα(ξ) =
(
1 + 4π|ξ|2)−α/2.
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It is known from [14, Chapter 5, Section 3.2] that there are finite measures να and λα such that(
1 + 4π2|ξ|2)α/2 = νˆα(ξ) + (2π|ξ|)αλˆα(ξ).
Thus one can represent F in terms of Jα. Namely, F = Jα(f), where
f = F ∗R να + (DαF ) ∗R λα,
and by our assumptions f ∈ Lr(R). Moreover, for every t ∈ R we have
F (t) =
∫
R
Gα(u)f(t− u) du.
For the Bessel kernel Gα one has the following estimates (see [14, Chapter 5, Section 3.1], here n = 1)
Gα(u) = O
(|u|−1+α) and Gα(u) is rapidly decreasing at infinity,(2.8)
and
d
du
Gα(u) = O
(|u|−2+α) and d
du
Gα(u) is rapidly decreasing at infinity.(2.9)
Note that this representation of F , and the properties of Gα stated immediately above, show that F may
be taken to be continuous on R and not merely defined almost-everywhere, and hence Vr(F (t) : t ∈ R) is
well-defined. Now for any s = σ + iτ consider Fs defined by
Fs(t) = e
(s−1+1/r)2
∫
R
Gα(u)|u|1−s−1/rf(t− u)du.
When s = 1− 1/r, then Fs(t) = F (t). Next, we show that
(2.10) V1(Fs(t) : t ∈ R) ≤ C0‖f‖L1(R), if Re(s) = 0.
Indeed, when Re(s) = 0, then the derivative of Fs (more precisely, here we mean the weak derivative)
can be estimated by ∣∣∣∣ ddtFs(t)
∣∣∣∣ ≤ ce−τ2
∫
R
∣∣∣∣ ddu(Gα(u)|u|1−s−1/r)
∣∣∣∣|f(t− u)|du.
Thus taking into account the properties of Gα stated in (2.8) and (2.9) and the fact that α > 1/r (which
imply that Fs ∈ L∞(R) and both Fs and ddtFs are in L1(R)), we obtain
V1(Fs(t) : t ∈ R) ≤
∫
R
∣∣∣∣ ddtFs(t)
∣∣∣∣dt ≤ C0‖f‖L1(R),
where
C0 := c
′(1 + |τ |)e−τ2
(∫
|u|≤1
|u|−1+α−1/rdu +
∫
|u|>1
|u|−2du
)
<∞.
On the other hand, we show
(2.11) V∞(Fs(t) : t ∈ R) ≤ 2C1‖f‖L∞(R), if Re(s) = 1.
Indeed, when Re(s) = 1, then
sup
t∈R
|Fs(t)| ≤ e1/r2
∫
R
|Gα(u)||u|−1/rdu ‖f‖L∞(R),
since
C1 := e
1/r2
∫
R
|Gα(u)||u|−1/rdu ≤ c
(∫
|u|≤1
|u|−1+α−1/rdu+
∫
|u|>1
|u|−2du
)
<∞.
Now the mappings f 7→ Fs can be rephrased as an analytic family of operators as follows. Choose any
sequence t0 < t1 < · · · < tN and define Ts(f) to be the sequence(
Fs(tk)− Fs(tk−1) : k ∈ ZN
)
,
where ZN = {1, 2, . . . , N}. Observe now that (2.10) and (2.11) imply that
‖Ts(f)‖ℓ1(ZN ) ≤ C0‖f‖L1(R), if Re(s) = 0
and
‖Ts(f)‖ℓ∞(ZN ) ≤ 2C1‖f‖L∞(R), if Re(s) = 1.
Now the complex interpolation theorem, see [17, Chapter 5, Section 4], shows that for s = 1− 1/r,
‖Ts(f)‖ℓr(ZN ) ≤ C‖f‖Lr(R).
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As a result, since Fs = F for s = 1− 1/r, we obtain( N∑
k=1
|F (tk)− F (tk−1)|r
)1/r
≤ C‖f‖Lr(R).
Since the constant C depends only on the constants C0, C1, and r, therefore C is independent of the
choice of (tk : 0 ≤ k ≤ N) and N . This gives
Vr(F (t) : t ∈ R) ≤ C‖f‖Lr(R)
and combined with
‖f‖Lr(R) ≤ c(‖F‖Lr(R) + ‖DαF‖Lr(R))
proves part (i) and (2.6).
We now focus on part (ii). We can assume that r < ∞ for otherwise there is nothing to prove. Let
h ≥ 0 and A = Vr(F (t) : t ∈ R) <∞, then
(2.12)
∑
k∈Z
|F (v + (k + 1)h)− F (v + kh)|r ≤ Ar,
Now integrate this inequality for v in the interval [0, h]. Since∫ h
0
∣∣F (v + (k + 1)h)− F (v + kh)∣∣rdv = ∫ (k+1)h
kh
|F (v + h)− F (v)|rdv,
inserting this in (2.12) gives the modulus of continuity inequality
‖F ( ·+ h)− F (·)‖Lr(R) ≤ Ah1/r, for h ≥ 0,
from which the result for negative h also follows yielding
(2.13) ‖F ( ·+ h)− F (·)‖Lr(R) ≤ Vr(F (t) : t ∈ R) |h|1/r, for h ∈ R.
We now invoke the fact that for any 0 < β < 1
DβF (t) = cβ lim
ε→0
∫
|h|≥ε
F (t+ h)− F (t)
|h|1+β dh,
for a suitable constant, where the limit is taken in the sense of distributions (see [14, Chapter 5, 6.10]
and the references given there). Writing
DβF (t) = cβ lim
ε→0
∫
1≥|h|≥ε
F (t+ h)− F (t)
|h|1+β dh+ cβ
∫
|h|>1
F (t+ h)− F (t)
|h|1+β dh,
we see that both terms belong to Lr(R). To estimate the first term we apply Minkowski’s integral
inequality and (2.13) and obtain(∫
R
∣∣∣∣
∫
1≥|h|≥ε
F (t+ h)− F (t)
|h|1+β dh
∣∣∣∣
r
dt
)1/r
≤ Vr(F (t) : t ∈ R)
∫
1≥|h|≥ε
|h|−1−β+1/rdh
≤ CβVr(F (t) : t ∈ R),
since β < 1/r. The second term is controlled by(∫
R
∣∣∣∣
∫
|h|≥1
F (t+ h)− F (t)
|h|1+β dh
∣∣∣∣
r
dt
)1/r
≤ 2‖F‖Lr(R)
∫
|h|≥1
|h|−1−βdh ≤ C′β‖F‖Lr(R),
because β > 0 and ‖F (t+ h)‖Lr(R) = ‖F‖Lr(R). This proves part (ii) and (2.7). 
2.2. An almost orthogonality principle. Now we prove an r-variational counterpart of an almost
orthogonality principle from [6]. Proposition 2.2 will be a key ingredient in the proofs of Theorem 1.1
and Theorem 1.3 for p < 2.
Proposition 2.2. Suppose that (X,B, µ) is a σ-finite measure space and let (Tt : t ∈ Z) be a family of
positive linear operators1 defined on
⋃
1≤p≤∞ L
p(X,B, µ) for some index set Z ⊆ (0,∞). Moreover, for
a given p0 ∈ [1, 2) the following conditions are satisfied:
1We say that a linear operator T is positive, if Tf ≥ 0 for every function f ≥ 0.
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• There is a family of linear operators (Sn : n ∈ Z) with the property that f =
∑
n∈Z Snf, for
any f ∈ L2(X,B, µ). Moreover, for every p ∈ (1, 2] there exists C1,p > 0 for which for every
f ∈ Lp(X,B, µ) we have ∥∥∥∥(∑
n∈Z
|Snf |2
)1/2∥∥∥∥
Lp
≤ C1,p‖f‖Lp.(2.14)
• For every p ∈ (p0, 2] there exists C2,p > 0 such that for every f ∈ Lp(X,B, µ) we have∥∥ sup
t∈Z
|Ttf |
∥∥
Lp
≤ C2,p‖f‖Lp.(2.15)
• For every p ∈ (p0, 2] there exists C3,p > 0 such that for every f ∈ Lp(X,B, µ) we have
sup
n∈Z
∥∥Vp(Ttf : t ∈ Zn)∥∥Lp ≤ C3,p‖f‖Lp ,(2.16)
where Zn = [2
n, 2n+1) ∩ Z.
• There exists a sequence (aj : j ∈ Z) of positive numbers such that
∑
j∈Z a
ρ
j = Aρ < ∞ for every
ρ > 0 and there exists C4 > 0 such that for every j ∈ Z and for every f ∈ L2(X,B, µ) we have∥∥∥∥(∑
n∈Z
V2
(
TtSj+nf : t ∈ Zn
)2)1/2∥∥∥∥
L2
≤ C4aj‖f‖L2.(2.17)
Then for every p ∈ (p0, 2], there exists Cp > 0 such that for every f ∈ Lp(X,B, µ) we have∥∥∥∥(∑
n∈Z
V2
(
Ttf : t ∈ Zn
)2)1/2∥∥∥∥
Lp
≤ Cp‖f‖Lp.(2.18)
Proof. Let us fix p ∈ (p0, 2). We will show that there is Cp > 0 such that for every L,N ∈ N we have∥∥∥∥( ∑
|n|≤N
V L2
(
Ttf : t ∈ Zn
)2)1/2∥∥∥∥
Lp
≤ Cp‖f‖Lp.(2.19)
Letting N →∞ and L→∞ and invoking the monotone convergence theorem we obtain (2.18).
To prove (2.19) we reduce the problem to study a certain family of linear operators. For this purpose,
for every n ∈ Z, let TnL be a family of all sequences tnL = (tnl : 0 ≤ l ≤ L) such that each component
tnl : R
d → Zn is a measurable function and tn0 (x) < tn1 (x) < . . . < tnL(x) for any x ∈ Rd. We will prove
that there is Cp > 0 such that for every L,N ∈ N we have
sup
t
−N
L ∈T
−N
L
. . . sup
tNL ∈T
N
L
∥∥∥∥( ∑
|n|≤N
L−1∑
l=0
∣∣(Ttn
l+1
− Ttn
l
)f
∣∣2)1/2∥∥∥∥
Lp
≤ Cp‖f‖Lp.(2.20)
Suppose for the moment that (2.20) is proven. We will show how it implies (2.19). For every integer
|n| ≤ N , let tnL,f = (tnl,f : 0 ≤ l ≤ L) be a sequence of measurable functions with the properties as above
and additionally satisfying
V L2
(
Ttf(x) : t ∈ Zn
)2
=
L−1∑
l=0
∣∣(Ttnl+1,f (x) − Ttnl,f (x))f(x)∣∣2.
Then, assuming (2.20), we obtain∥∥∥∥( ∑
|n|≤N
V L2
(
Ttf : t ∈ Zn
)2)1/2∥∥∥∥
Lp
=
∥∥∥∥( ∑
|n|≤N
L−1∑
l=0
∣∣(Ttn
l+1,f
− Ttn
l,f
)f
∣∣2)1/2∥∥∥∥
Lp
≤ sup
t
−N
L ∈T
−N
L
. . . sup
tNL ∈T
N
L
∥∥∥∥( ∑
|n|≤N
L−1∑
l=0
∣∣(Ttn
l+1
− Ttn
l
)f
∣∣2)1/2∥∥∥∥
Lp
≤ Cp‖f‖Lp ,
and (2.19) follows. Thus it suffices to prove (2.20).
Due to (2.16) we see that (2.20) holds with the constant (2N + 1)C3,p. Our task now will be to
show that (2.20) holds with the constant which is independent of L,N ∈ N. For this purpose fix
ON DIMENSION-FREE VARIATIONAL INEQUALITIES 11
t−NL ∈ T−NL , . . . , tNL ∈ TNL , and for p ∈ (p0, 2), r ∈ [p,∞] and s ∈ [1,∞], let AN (p, r, s) denote the best
constant in the following inequality∥∥∥∥
( ∑
|n|≤N
( L−1∑
l=0
∣∣(Ttn
l+1
− Ttn
l
)gn
∣∣r)s/r)1/s∥∥∥∥
Lp
≤ AN (p, r, s)
∥∥∥∥( ∑
|n|≤N
|gn|s
)1/s∥∥∥∥
Lp
.(2.21)
Let q be a real number such that p0 < q < p < 2 and define θ ∈ (0, 1) by setting
1
2
=
1− θ
q
+
θ
∞ .
This implies that θ = 1− q/2 and consequently determines u ∈ (q, p) such that
1
u
=
1− θ
q
+
θ
p
.
Therefore, interpolation between Lq
(
ℓq(ℓq)
)
and Lp
(
ℓ∞(ℓ∞)
)
ensures that
AN (u, 2, 2) ≤ AN (q, q, q)1−θAN (p,∞,∞)θ.
Invoking (2.16) we have AN (q, q, q) ≤ C3,q, since∥∥∥∥( ∑
|n|≤N
L−1∑
l=0
∣∣(Ttn
l+1
− Ttn
l
)gn
∣∣q)1/q∥∥∥∥
Lq
≤
∥∥∥∥( ∑
|n|≤N
Vq
(
Ttgn : t ∈ Zn
)q)1/q∥∥∥∥
Lq
≤ C3,q
∥∥∥∥( ∑
|n|≤N
|gn|q
)1/q∥∥∥∥
Lq
.
Let g = sup|n|≤N |gn| and observe that AN (p,∞,∞) ≤ 2C2,p, since by (2.15), we obtain∥∥ sup
|n|≤N
sup
0≤l≤L−1
∣∣(Ttn
l+1
− Ttn
l
)gn
∣∣∥∥
Lp
≤ 2∥∥ sup
t∈Z
Ttg
∥∥
Lp
≤ 2C2,p‖g‖Lp.
Thus
AN (u, 2, 2) ≤ AN (q, q, q)1−θAN (p,∞,∞)θ ≤ C1−θ3,q (2C2,p)θ.(2.22)
By (2.21), (2.14) and (2.22) we get∥∥∥∥( ∑
|n|≤N
L−1∑
l=0
∣∣(Ttn
l+1
− Ttn
l
)Sj+nf
∣∣2)1/2∥∥∥∥
Lu
≤ AN (u, 2, 2)
∥∥∥∥( ∑
|n|≤N
|Sj+nf |2
)1/2∥∥∥∥
Lu
≤ C1,uC1−θ3,q (2C2,p)θ‖f‖Lu.
(2.23)
By (2.17) we get∥∥∥∥( ∑
|n|≤N
L−1∑
l=0
∣∣(Ttn
l+1
− Ttn
l
)Sj+nf
∣∣2)1/2∥∥∥∥
L2
≤
∥∥∥∥( ∑
|n|≤N
V2
(
TtSj+nf : t ∈ Zn
)2)1/2∥∥∥∥
L2
≤ C4aj‖f‖L2.
(2.24)
Now let us introduce ρ ∈ (0, 1) obeying
1
p
=
1− ρ
u
+
ρ
2
.
Interpolating (2.23) with (2.24) we have∥∥∥∥( ∑
|n|≤N
L−1∑
l=0
∣∣(Ttn
l+1
− Ttn
l
)Sj+nf
∣∣2)1/2∥∥∥∥
Lp
≤
(
C1,uC
1−θ
3,q (2C2,p)
θ
)1−ρ
Cρ4a
ρ
j‖f‖Lp.(2.25)
Summing (2.25) over j ∈ Z we obtain∥∥∥∥( ∑
|n|≤N
L−1∑
l=0
∣∣(Ttnl+1 − Ttnl )f ∣∣2)1/2
∥∥∥∥
Lp
≤
(
C1,uC
1−θ
3,q (2C2,p)
θ
)1−ρ
Cρ4Aρ‖f‖Lp.
which proves (2.20) and completes the proof of Proposition 2.2. 
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2.3. The Poisson semigroup. As in [1] we shall exploit dimension-free bounds for the Poisson semi-
group Pt which, for every ξ ∈ Rd, satisfies
F(Ptf)(ξ) = pt(ξ)F(f)(ξ),
where
pt(ξ) = e
−2πt|ξ|.
For every x ∈ Rd let us introduce the maximal function
P⋆f(x) = sup
t>0
Pt|f |(x)
and the square function
g(f)(x) =
(∫ ∞
0
t
∣∣∣ d
dt
Ptf(x)
∣∣∣2dt)1/2
associated with the Poisson semigroup. We know from [13] that for every p ∈ (1,∞) there exists a
constant Cp > 0 independent of the dimension such that for every f ∈ Lp(Rd) we have
‖P⋆f‖Lp ≤ Cp‖f‖Lp(2.26)
and
‖g(f)‖Lp ≤ Cp‖f‖Lp.(2.27)
We will also need some variant of the Littlewood–Paley inequality. Namely, we define for every n ∈ Z
the projections Sn = PL2n − PL2n−1 corresponding to the Poisson semigroup, where L = L(G) is the
constant defined in (1.16). With this definition, we clearly have, for every f ∈ L2(Rd), that
f =
∑
n∈Z
Snf.(2.28)
Moreover, for each n ∈ Z and x ∈ Zd we see
Snf(x) =
∫ L2n
L2n−1
d
dt
Ptf(x)dt.
Hence, by the Cauchy–Schwarz inequality we obtain
|Snf(x)|2 ≤
(∫ L2n
L2n−1
∣∣∣ d
dt
Ptf(x)
∣∣∣dt)2 ≤ L2n−1 ∫ L2n
L2n−1
∣∣∣ d
dt
Ptf(x)
∣∣∣2dt ≤ ∫ L2n
L2n−1
t
∣∣∣ d
dt
Ptf(x)
∣∣∣2dt.
Now summing over n ∈ Z and appealing to (2.27) we obtain that the following dimension-free Littlewood–
Paley inequality ∥∥∥∥(∑
n∈Z
|Snf |2
)1/2∥∥∥∥
Lp
≤ ‖g(f)‖Lp ≤ Cp‖f‖Lp,(2.29)
for every f ∈ Lp(Rd).
Finally, since the Poisson semigroup Pt is Markovian, [9, Theorem 3.3] states that for every p ∈ (1,∞)
and every r ∈ (2,∞) there is a constant Cp,r > 0 independent of the dimension such that for every
f ∈ Lp(Rd) we have
(2.30)
∥∥Vr(Ptf : t > 0)∥∥Lp ≤ Cp,r‖f‖Lp.
We include the proof of (2.30) for completeness. It suffices to prove that there is a constant Cp,r > 0
such that for every M ∈ N we have
(2.31)
∥∥Vr(Ptf : t ∈ DM)∥∥Lp ≤ Cp,r‖f‖Lp,
where DM = {n/2M : n ≥ 0}. Then letting M → ∞ in (2.31), by the monotone convergence theorem,
we obtain (2.30). To prove (2.31) we recall Rota’s theorem from [13].
Theorem 2.1 (Rota’s theorem). Assume that (X,B, µ) is a σ-finite measure space and let Q be a linear
operator defined on
⋃
1≤p≤∞ L
p(X,B, µ) satisfying the following conditions:
• ‖Q‖Lp→Lp ≤ 1 for every p ∈ [1,∞],
• Q = Q∗ in L2(X,B, µ),
• Qf ≥ 0 for every f ≥ 0,
• Q1 = 1.
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Then there exists a measure space (Ω,F , ν), a decreasing collection of σ-algebras . . . ⊂ Fn+1 ⊂ Fn ⊂
. . . ⊂ F1 ⊂ F0 = F and another σ-algebra Fˆ ⊂ F with the following properties:
(i) There exists a measure space isomorphism i : (X,B, µ) → (Ω, Fˆ , ν), which induces an isomor-
phism i : Lp(X,B, µ)→ Lp(Ω, Fˆ , ν) given by the formula i(f)(ω) = f(i−1ω) for every ω ∈ Ω.
(ii) For every f ∈ Lp(X,B, µ) and for every x ∈ X we have
Q2n(f)(x) = Q2n(i−1F )(x) = Eˆ
[
E[F |Fn]
∣∣Fˆ](i(x)),(2.32)
where F = i(f) ∈ Lp(Ω, Fˆ , ν).
Thus the operator Q is associated with a family of reverse martingales (E[F |Fn] : n ≥ 0).
To prove (2.31) we apply Rota’s theorem with Q = P1/2M+1 and with X = R
d and the σ-algebra B of
all Lebesgue measurable sets on Rd and the Lebesgue measure µ = | · | on Rd. Indeed,∥∥Vr(Ptf : t ∈ DM)∥∥Lp = ∥∥Vr(Pn/2M f : n ≥ 0)∥∥Lp = ∥∥Vr(Q2nf : n ≥ 0)∥∥Lp
=
∥∥Vr(Eˆ[E[F |Fn]∣∣Fˆ] : n ≥ 0)∥∥Lp(Ω,Fˆ,ν)
≤ ∥∥Eˆ[Vr(E[F |Fn] : n ≥ 0)∣∣Fˆ]∥∥Lp(Ω,Fˆ,ν)
≤ ∥∥Vr(E[F |Fn] : n ≥ 0)∥∥Lp(Ω,F ,ν)
≤ Cp,r‖F‖Lp(Ω,F ,ν) = Cp,r‖f‖Lp(X,µ),
where the last inequality follows from Le´pingle’s inequality for martingales, see [10] and the references
given there. As there is no ’dimension’ in the proof of Le´pingle’s inequality (it is purely probabilistic)
the implied constant Cp,r in (2.30) is independent of the dimension.
3. Estimates for long variations: proof of Theorem 1.2
In this section we prove Theorem 1.2. Fix r ∈ (2,∞) and a non-empty convex symmetric body G in
Rd. Recall that Mt = M
G
t and m = m
G, where mG(ξ) = F(1G)(ξ). The main ingredients in the proof
will be the r-variational estimate (2.30) for the Poisson semigroup Pt, the estimates for the multiplier m
associated with Mt from Proposition 1.1, and the lacunary maximal result from [2] or [6], which states
that for every p ∈ (1,∞] there exists Cp,∞ > 0 such that every d ∈ N and for every convex body G ⊂ Rd
the following inequality holds ∥∥ sup
n∈Z
|M2nf |
∥∥
Lp
≤ Cp,∞‖f‖Lp(3.1)
for all f ∈ Lp(Rd).
Proof of Theorem 1.2. For every f ∈ Lp(Rd) we obtain
∥∥Vr(M2nf : n ∈ Z)∥∥Lp ≤ ∥∥Vr(PL2nf : n ∈ Z)∥∥Lp +
∥∥∥∥(∑
n∈Z
∣∣M2nf − PL2nf ∣∣2)1/2
∥∥∥∥
Lp
.(3.2)
The first term in (3.2) is bounded on Lp by (2.30). Therefore, it remains to obtain Lp bounds for the
square function in (3.2). For this purpose we will use (2.28). Indeed, observe that∥∥∥∥(∑
n∈Z
∣∣M2nf − PL2nf ∣∣2)1/2
∥∥∥∥
Lp
=
∥∥∥∥(∑
n∈Z
∣∣∑
j∈Z
M2nSj+nf − PL2nSj+nf
∣∣2)1/2∥∥∥∥
Lp
≤
∑
j∈Z
∥∥∥∥(∑
n∈Z
∣∣M2nSj+nf − PL2nSj+nf ∣∣2)1/2
∥∥∥∥
Lp
.
∑
j∈Z
2−δp|j|‖f‖Lp . ‖f‖Lp.
(3.3)
In order to justify the last but one inequality in (3.3) we shall prove, for each j ∈ Z, that
(3.4)
∥∥∥∥(∑
n∈Z
∣∣M2nSj+nf ∣∣2)1/2
∥∥∥∥
Lp
+
∥∥∥∥(∑
n∈Z
∣∣PL2nSj+nf ∣∣2)1/2
∥∥∥∥
Lp
. ‖f‖Lp.
and
(3.5)
∥∥∥∥(∑
n∈Z
∣∣M2nSj+nf − PL2nSj+nf ∣∣2)1/2
∥∥∥∥
L2
. 2−|j|/2‖f‖L2.
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To prove (3.4) we first show the following dimension-free vector-valued bounds∥∥∥∥(∑
n∈Z
∣∣M2ngn∣∣2)1/2
∥∥∥∥
Lp
.
∥∥∥∥(∑
n∈Z
|gn|2
)1/2∥∥∥∥
Lp
(3.6)
and ∥∥∥∥(∑
n∈Z
∣∣PL2ngn∣∣2)1/2
∥∥∥∥
Lp
.
∥∥∥∥(∑
n∈Z
|gn|2
)1/2∥∥∥∥
Lp
(3.7)
for all p ∈ (1,∞). Then in view of (3.6), (3.7) and (2.29) we conclude∥∥∥∥(∑
n∈Z
∣∣M2nSj+nf ∣∣2)1/2
∥∥∥∥
Lp
+
∥∥∥∥(∑
n∈Z
∣∣PL2nSj+nf ∣∣2)1/2
∥∥∥∥
Lp
.
∥∥∥∥(∑
n∈Z
∣∣Sj+nf ∣∣2)1/2
∥∥∥∥
Lp
. ‖f‖Lp,
which proves (3.4).
The proof of (3.6) and (3.7) follows respectively from (3.1) and (2.26) and a vector-valued interpolation.
We only estimate (3.6), the estimate in (3.7) will be obtained similarly. Indeed, for p ∈ (1,∞) and
s ∈ [1,∞], let A(p, s) be the best constant in the following inequality∥∥∥∥(∑
n∈Z
∣∣M2ngn∣∣s)1/s
∥∥∥∥
Lp
≤ A(p, s)
∥∥∥∥(∑
n∈Z
|gn|s
)1/s∥∥∥∥
Lp
.
Then interpolation, duality (A(p, s) = A(p′, s′)), and (3.1) yield (3.6), since
A(p, 2) ≤ A(p, 1)1/2A(p,∞)1/2 = A(p′,∞)1/2A(p,∞)1/2 ≤ C1/2p′,∞C1/2p,∞.
To prove (3.5) let us introduce k(ξ) = m(ξ)−pL(ξ) = m(ξ)−e−2πL|ξ| which is the multiplier associated
with the operator M1 − PL. Observe that by Proposition 1.1 and the properties of pL(ξ) there exists a
constant C > 0 independent of the dimension such that
|k(ξ)| ≤ |m(ξ)− 1|+ |pL(ξ)− 1| ≤ CL|ξ|, |k(ξ)| ≤ C(L|ξ|)−1, |〈ξ,∇k(ξ)〉| ≤ C,(3.8)
since 〈ξ,∇pL(ξ)〉 = −2πL|ξ|e−2πL|ξ|. Therefore, by (3.8) and Plancherel’s theorem we get
(3.9)
∥∥∥∥(∑
n∈Z
∣∣M2nSj+nf − PL2nSj+nf ∣∣2)1/2
∥∥∥∥
L2
=
(∫
Rd
∑
n∈Z
∣∣k(2nξ)(e−2π2n+jL|ξ| − e−2π2n+j−1L|ξ|)∣∣2|Ff(ξ)|2dξ)1/2
.
(∫
Rd
∑
n∈Z
min
{
2nL|ξ|, (2nL|ξ|)−1}2∣∣(e−2π2n+jL|ξ| − e−2π2n+j−1L|ξ|)∣∣2|Ff(ξ)|2dξ)1/2
. 2−|j|/2
(∫
Rd
∑
n∈Z
min
{
2nL|ξ|, (2nL|ξ|)−1}|Ff(ξ)|2dξ)1/2 . 2−|j|/2‖f‖L2,
where we have used
min
{
2nL|ξ|, (2nL|ξ|)−1}∣∣(e−2π2n+jL|ξ| − e−2π2n+j−1L|ξ|)∣∣ . 2−|j|(3.10)
and ∑
n∈Z
min
{
2nL|ξ|, (2nL|ξ|)−1} . 1.(3.11)
The proof of Theorem 1.2 is completed. 
4. Estimates for short variations: proofs of Theorem 1.1 and Theorem 1.3
This section is devoted to prove Theorem 1.1, and Theorem 1.3. All these theorems will follow, in view
of (2.3) and Theorem 1.2 which has been proven in the previous section, if we show that for appropriate
parameters p the short variation seminorm is bounded, i.e. for every function f ∈ Lp(Rd) the following
inequality ∥∥∥∥(∑
n∈Z
V2
(
Mtf : t ∈ [2n, 2n+1)
)2)1/2∥∥∥∥
Lp
≤ Cp‖f‖Lp(4.1)
ON DIMENSION-FREE VARIATIONAL INEQUALITIES 15
holds with a constant Cp > 0 which does not depend on the dimension, where Mt = M
G
t as in the
previous section.
One of the key tools in all of the proofs will be inequality (2.4) from Lemma 2.1. This inequality and
the Littlewood–Paley decomposition (2.28) will result in (4.1) for p ≥ 2. The proof of (4.1) for p ≤ 2
will additionally require an almost orthogonality principle from Proposition 2.2. Due to (2.29) and the
maximal results from [2], [6], [12] and [4] we will have to only verify conditions (2.16) and (2.17) from
Proposition 2.2. The bound (2.17) will follow from inequality (2.4), the Littlewood–Paley decomposition
(2.28), and properties of the multiplier mG from Proposition 1.1. The bounds for (2.16) will require a
more sophisticated argument, which is subsumed in Lemma 4.1.
Now we need to recall some facts from [6], [12], and [4]. For α ∈ (0, 1) let Dα be the fractional
derivative
(4.2) DαF (t) = Dαt F (t) = DαuF (u)
∣∣
u=t
= FR
(
(2iπξ)αF−1
R
(F )(ξ)
)
(t)
for every t ∈ R. This formula gives a well defined tempered distribution on R. Note the resemblance
of the fractional derivative Dα with its variant Dα used in Proposition 2.1. In fact, the version of that
proposition, with Dα in place of Dα, holds as well. Since we do not explicitly need it, we will forgo a
proof of this fact.
Simple computations show that for t > 0 we have
Dαt m(tξ) =
∫
Rd
(2πix · ξ)αK(x)e−2πitx·ξdx,
where m = mG = F(KG), and K(x) = KG(x) = 1G(x). Moreover, [7, Lemma 6.6] guarantees that
Dαt m(tξ) = −
1
Γ(1− α)
∫ ∞
t
(u− t)−α d
du
m(uξ)du.(4.3)
If Pαu is the operator associated with the multiplier
pαu(ξ) = u
α+1Dαv
(
m(vξ)
v
)∣∣∣∣
v=u
for ξ ∈ Rd, then one can see that
Mtf(x) = F−1(m(tξ)Ff)(x) = 1
Γ(α)
∫ ∞
t
t
u
(
1− t
u
)α−1
Pαu f(x)
du
u
.(4.4)
Carbery [6] showed that for general symmetric convex bodies one has
‖Pα1 f‖Lp . ‖f‖Lp + ‖T(ξ·∇)αmf‖Lp,(4.5)
where T(ξ·∇)αmf is the multiplier operator associated with the symbol
(ξ · ∇)αm(ξ) = Dαt m(tξ)|t=1.
The estimate from (4.5) immediately implies that
sup
u>0
‖Pαu ‖Lp→Lp .p 1 + ‖T(ξ·∇)αm‖Lp→Lp ,(4.6)
since the multipliers pαu are dilations of p
α
1 , i.e. p
α
u(λξ) = p
α
λu(ξ) for any λ > 0. Using identity (4.4) it
follows from [6] that for a general symmetric convex body G, every p ∈ (3/2,∞], and for every f ∈ Lp(Rd)
we have ∥∥ sup
t>0
|Mtf |
∥∥
Lp
.p ‖f‖Lp,(4.7)
with the implicit constant independent of the dimension and the underlying body. The proof of (4.7)
consists of two steps. In the first step it was proven that the Lp bundedness in (4.7) can be deduced from
(4.6) provided that α > 1/p. Then using complex interpolation Carbery showed that there is Cα,p > 0
such that
‖T(ξ·∇)αm‖Lp→Lp .p Cα,p(4.8)
for α = 2− 2/p. Combining these two facts we obtain 1/p < 2− 2/p which is equivalent to p > 3/2 and
gives the desired range in (4.7).
When G = Bq is as in (1.4) with q ∈ [1,∞), in [12] it has been proven that for every α ∈ (1/2, 1) and
every p ∈ (1,∞) there is a constant Cα,p,q > 0 independent of d such that
‖T(ξ·∇)αm‖Lp→Lp ≤ Cα,p,q.(4.9)
ON DIMENSION-FREE VARIATIONAL INEQUALITIES 16
The same estimate for G = B∞ is justified in [4]. In fact, in both [12] and [4] the estimate (4.9) boils
down to controlling the operator T|ξ|m(ξ) associated with the multiplier |ξ|m(ξ). In view of (4.5) and
(4.9), for the bodies studied in Theorem 1.3 we thus have for all p ∈ (1,∞) and all f ∈ Lp(Rd) that
sup
u>0
∥∥Pαu f∥∥Lp .α,p ‖f‖Lp.(4.10)
Let η be a smooth function on R such that 0 ≤ η(t) ≤ 1 and
η(t) =
{
1, if t ∈ [1, 2],
0, if t 6∈ (1/2, 3).(4.11)
Lemma 4.1. Let η be a smooth function as in (4.11). Then for any p ∈ (1, 2) and any α ∈ (1/p, 1) there
is Cα,p > 0 such that for every Schwartz function f ∈ S(Rd) we have∥∥Vp((η(t)Mtf) : t ∈ R)∥∥Lp(Rd) ≤ Cα,p(‖f‖Lp + ∥∥η(t)F−1(Dαt m(tξ)Ff(ξ))∥∥Lp(R×Rd)).(4.12)
Moreover, we have∥∥Vp((η(t)Mtf) : t ∈ R)∥∥Lp(Rd) ≤ Cα,p(‖f‖Lp + sup
t>0
∥∥F−1(((tξ) · ∇)αm(tξ)Ff(ξ))∥∥
Lp
)
.(4.13)
Proof. In the proof we abbreviate F (t, x) = η(t)Mtf(x). Note that Proposition 2.1 and Fubini’s theorem
give, for α > 1/p, that
(4.14)
∥∥Vp(F (t, ·) : t ∈ R)∥∥Lp . ‖F‖Lp(R×Rd) + ‖Dαt F‖Lp(R×Rd).
For every α ∈ (0, 1) and s ∈ R we have
(2πis)α = |2πs|αeipiα2 sgn(s), or, equivalently, |2πs|α = (2πis)αe−ipiα2 sgn(s).
Taking into account this identity and the Lp(R) boundedness of the projections
Π±(h) = FR
(
1(0,∞)(±ξ)F−1R h(ξ)
)
we note that
‖Dαt h‖Lp(R) =
∥∥eipiα2 Π−Dαt h+ e−ipiα2 Π+Dαt h∥∥Lp(R) . ‖Dαt h‖Lp(R).
Thus, by (4.14) and Fubini’s theorem we obtain∥∥Vp(F (t, ·) : t ∈ R)∥∥Lp . ‖F‖Lp(R×Rd) + ‖Dαt F‖Lp(R×Rd).
We claim that
(4.15) ‖Dαt F‖Lp(R×Rd) . ‖f‖Lp + ‖ηDαt Mtf‖Lp(R×Rd).
To prove (4.15) we have to establish (4.18). Suppose that h is a function in C2(R) such that∣∣∣∣
(
d
dt
)j
h(t)
∣∣∣∣ . (1 + |t|)−j−1,(4.16)
for j = 0, 1, 2, and
sup
s∈R
|(1 + s2)F−1
R
h(s)| . 1.(4.17)
Then by [7, Lemma 6.6] when α ∈ (0, 1) we get
Dαt h(t) = −
1
Γ(1− α)
∫ ∞
0
u−α
d
du
h(t+ u)du
= − 1
Γ(1− α)
∫ ∞
0
u−α
d
du
(
h(t+ u)− h(t))du.
So an integration by parts yields
Dαt h(t) = −
α
Γ(1− α) limε→0
∫ ∞
ε
u−α−1
(
h(t+ u)− h(t))du.(4.18)
We fix x ∈ Rd and take alternatively h(t) = η(t)Mtf(x), which is a Schwartz function or h(t) =Mtf(x)
which is a function in C∞(R), since we have assumed that f ∈ S(Rd). To be able to apply formula
(4.18) with these functions we have to only verify (4.16) and (4.17). Indeed, for h(t) = η(t)Mtf(x) or
h(t) =Mtf(x) we get ∣∣∣∣ djdtj h(t)
∣∣∣∣ ≤ C(f, x, d) (1 + |t|)−j−1.
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We also have
sup
s∈R
|(1 + s2)FRh(s)| ≤ C(f, x, d).
Although the last two inequalities have bounds which depend on the dimension, it does not affect our
result. These inequalities are only used to check that we are allowed to apply [7, Lemma 6.6] to establish
(4.18), which itself is independent of the dimension.
Using (4.18) we see that
Dαt F (t, x) − η(t)Dαt Mtf(x) = E(t, x) =
∫ ∞
0
K(t, u)Mt+uf(x)du,(4.19)
with
K(t, u) = − α
Γ(1− α)
η(t+ u)− η(t)
uα+1
.
Now for K(t, u) we have the following two immediate estimates
|K(t, u)| . min{u−α, u−α−1}.(4.20)
Observe now that
‖E‖Lp(R×Rd) ≤ ‖E‖Lp((−∞,3)×Rd) + ‖E‖Lp((3,∞)×Rd) + ‖E‖Lp([−3,3]×Rd).
We estimate each term separately. For the first one, if t < −3 then η(t) = 0 and η(t+ u) 6= 0 only when
1/2 < t+ u < 3. Thus by Minkowski’s integral inequality we obtain
‖E‖Lp((−∞,3)×Rd) ≤
(∫ −3
−∞
(∫ ∞
0
|K(t, u)| sup
t>0
‖Mtf‖Lpdu
)p
dt
)1/p
≤ sup
t>0
‖Mtf‖Lp
(∫ −3
−∞
(∫ 3−t
1/2−t
u−α−1du
)p
dt
)1/p
. ‖f‖Lp
(∫ −3
−∞
|t|−p(α+1)dt
)1/p
. ‖f‖Lp.
For the second one we have ‖E‖Lp((3,∞)×Rd) = 0, since η(t + u) = η(t) = 0 for t > 3. Finally, by (4.20)
and Minkowski’s integral inequality we have
‖E‖Lp([−3,3]×Rd) .
(∫ 3
−3
(∫ ∞
0
min
{
u−α, u−α−1
}
sup
t>0
‖Mtf‖Lpdu
)p
dt
)1/p
. sup
t>0
‖Mtf‖Lp . ‖f‖Lp.
Therefore, we have proven that
‖E‖Lp(R×Rd) . ‖f‖Lp,(4.21)
which in view of (4.19) yields (4.15).
Now, by Fubini’s theorem applied twice we have
Dαt Mtf(x) = −
1
Γ(1− α)
∫ ∞
t
(u− t)−α d
du
Muf(x)du
= − 1
Γ(1− α)
∫ ∞
t
(u− t)−αF−1
(
d
du
m(uξ)Ff(ξ)
)
(x)du
= F−1
((
− 1
Γ(1− α)
∫ ∞
t
(u− t)−α d
du
m(uξ)du
)
Ff(ξ)
)
(x)
= F−1(Dαt m(tξ)Ff(ξ))(x).
This combined with (4.15) gives (4.12). Finally by formula (4.3) we obtain for any ξ ∈ Rd and λ > 0 that
Dαsm(sλξ)
∣∣
s=t
= λαDαsm(sξ)
∣∣
s=λt
,
thus
Dαsm(sξ)
∣∣
s=t
= t−αDαsm(s(tξ))
∣∣
s=1
= t−α
(
(tξ) · ∇)αm(tξ).
This identity combined with (4.12) implies∥∥η(t)F−1(Dαt m(tξ)Ff(ξ))∥∥Lp(R×Rd) ≤ sup
t>0
∥∥F−1(((tξ) · ∇)αm(tξ)Ff(ξ))∥∥
Lp
,
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which proves (4.13) and completes the proof of the lemma. 
4.1. Proof of Theorem 1.1. Fix a non-empty convex symmetric body G in Rd. In view of Theorem
1.2 we are left with proving (4.1) for all p ∈ (3/2, 4). For simplicity of the notation as in the previous
section we will write Mt = M
G
t and m = m
G. In the proof we will use the maximal result from [2] or
[6], which states that for every p ∈ (3/2,∞] there exists Cp,∞ > 0 such that every d ∈ N and for every
convex body G ⊂ Rd the following inequality holds∥∥ sup
t>0
|Mtf |
∥∥
Lp
≤ Cp,∞‖f‖Lp(4.22)
for all f ∈ Lp(Rd). We will also appeal to the lacunary maximal inequality from (3.1).
The proof will be split according to whether p ∈ (2, 4) or p ∈ (3/2, 2]. In both cases we shall exploit
the L2 inequality
∥∥∥∥(∑
n∈Z
2l−1∑
k=0
∣∣M2n+2n−l(k+1)Sj+nf −M2n+2n−lkSj+nf ∣∣2)1/2
∥∥∥∥
L2
. 2−(1−ε)l/22−ε|j|/4‖f‖L2,(4.23)
valid for all ε ∈ (0, 1), j ∈ Z and l ≥ 0, with the implicit constant which does not depend on j and l.
Proof of the estimate (4.23). We will need some preparatory estimates. First of all we observe that for
every ε ∈ [0, 1) we have
2l−1∑
k=0
∣∣m((2n + 2n−l(k + 1))ξ)−m((2n + 2n−lk)ξ)∣∣2−ε(4.24)
.
2l−1∑
k=0
(∫ 2n+2n−l(k+1)
2n+2n−lk
|〈ξ,∇m(sξ)〉|ds
)2−ε
.
2l−1∑
k=0
(
log
(
2n + 2n−l(k + 1)
2n + 2n−lk
))2−ε
.
2l−1∑
k=0
(
log
(
1 +
1
2l + k
))2−ε
.
1
2(1−ε)l
,
where in the second inequality we have used (1.17).
Secondly, for every 0 ≤ k ≤ 2l, we have (2n + 2n−lk) ≃ 2n, which guarantees
(4.25)
∣∣m((2n + 2n−l(k + 1))ξ)−m((2n + 2n−lk)ξ)∣∣ε|FSj+n(ξ)|2
. min
{|L2nξ|, |L2nξ|−1}ε∣∣e−2πL2j+n|ξ| − e−2πL2j+n−1|ξ|∣∣2
. 2−ε|j|/2min
{|L2nξ|, |L2nξ|−1}ε/2.
Combining (4.24) with (4.25) with ε ∈ (0, 1) we immediately obtain
(4.26)
2l−1∑
k=0
∣∣m((2n + 2n−l(k + 1))ξ)−m((2n + 2n−lk)ξ)∣∣2|FSj+n(ξ)|2
. 2−ε|j|/22−(1−ε)lmin
{|L2nξ|, |L2nξ|−1}ε/2.
By the Plancherel theorem and (4.26) we get
∥∥∥∥(∑
n∈Z
2l−1∑
k=0
∣∣M2n+2n−l(k+1)Sj+nf −M2n+2n−lkSj+nf ∣∣2)1/2
∥∥∥∥
2
L2
. 2−ε|j|/22−(1−ε)l
∫
Rd
∑
n∈Z
min
{|L2nξ|, |L2nξ|−1}ε|Ff(ξ)|2dξ . 2−ε|j|/22−(1−ε)l‖f‖2L2.
This completes the proof of (4.23). 
We now pass to the case when p > 2.
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Proof of inequality (4.1) for p ∈ (2, 4) in the settings of Theorem 1.1. Note that by formulas (2.4) and
(2.28) we obtain
(4.27)
∥∥∥∥(∑
n∈Z
V2
(
Mtf : t ∈ [2n, 2n+1)
)2)1/2∥∥∥∥
Lp
.
∑
j∈Z
∑
l≥0
∥∥∥∥(∑
n∈Z
2l−1∑
k=0
∣∣M2n+2n−l(k+1)Sj+nf −M2n+2n−lkSj+nf ∣∣2)1/2
∥∥∥∥
Lp
. ‖f‖Lp.
To establish the last inequality in (4.27) we have to show that for every p ∈ [2, 4), there are δp, εp > 0
such that ∥∥∥∥(∑
n∈Z
2l−1∑
k=0
∣∣M2n+2n−l(k+1)Sj+nf −M2n+2n−lkSj+nf ∣∣2)1/2
∥∥∥∥
Lp
. 2−δpl2−εp|j|‖f‖Lp(4.28)
holds for all f ∈ Lp(Rd) uniformly in j ∈ Z and l ≥ 0.
To this end, we show that, for p ∈ [2,∞), we have∥∥∥∥(∑
n∈Z
2l−1∑
k=0
∣∣M2n+2n−l(k+1)Sj+nf −M2n+2n−lkSj+nf ∣∣2)1/2
∥∥∥∥
Lp
. 2l/2‖f‖Lp.(4.29)
Then interpolation of (4.23) with (4.29) does the job and we obtain (4.28) for all p ∈ [2, 4).
Thus we focus on proving (4.29). Since p ≥ 2 we estimate
∥∥∥∥(∑
n∈Z
2l−1∑
k=0
∣∣M2n+2n−l(k+1)Sj+nf −M2n+2n−lkSj+nf ∣∣2)1/2
∥∥∥∥
2
Lp
≤ 2l max
0≤k≤2l−1
∥∥∥∥∑
n∈Z
∣∣M2n+2n−l(k+1)Sj+nf −M2n+2n−lkSj+nf ∣∣2
∥∥∥∥
Lp/2
. 2l max
0≤k≤2l
∥∥∥∥(∑
n∈Z
∣∣M2n+2n−lkSj+nf ∣∣2)1/2
∥∥∥∥
2
Lp
. 2l‖f‖2Lp,
where the last inequality follows from (2.29) and
sup
l≥0
max
0≤k≤2l
∥∥∥∥(∑
n∈Z
∣∣M2n+2n−lkgn∣∣2)1/2
∥∥∥∥
Lp
.
∥∥∥∥(∑
n∈Z
|gn|2
)1/2∥∥∥∥
Lp
(4.30)
which holds for all p ∈ (1,∞) and the implicit constant independent of the dimension. To prove (4.30)
we follow the argument used to justify (3.6). This is feasible, since for every p ∈ (1,∞] and for every
f ∈ Lp(Rd) we have the following lacunary estimate
sup
l≥0
max
0≤k≤2l
∥∥ sup
n∈Z
|M2n+2n−lkf |
∥∥
Lp
≤ Cp,∞‖f‖Lp
with the same constant Cp,∞ as in (3.1). The last inequality can be established by appealing to (3.1)
with a new convex body (1 + 2−lk)G, since
M2n+2n−lkf =M
G
2n+2n−lkf =M
(1+2−lk)G
2n f.
Hence, (4.29) follows and the proof of (4.1) for p ∈ (2, 4) is completed. 
We now pass to the case when p < 2.
Proof of inequality (4.1) for p ∈ (3/2, 2) in the settings of Theorem 1.1. Here we apply the almost or-
thogonality principle from Proposition 2.2 with p0 = 3/2, Z = (0,∞) and with X = Rd endowed
with the σ-algebra B of all Lebesgue measurable sets on Rd and the Lebesgue measure µ = | · | on Rd.
Moreover, Tt = Mt, Sn = PL2n − PL2n−1 is the Poisson projection and aj = 2−ε|j|/4 for some ε ∈ (0, 1).
Note that by (2.4) and (2.28) the inequality from (4.23) implies
(4.31)
∥∥∥∥(∑
n∈Z
V2
(
MtSj+n : t ∈ [2n, 2n+1)
)2)1/2∥∥∥∥
L2
. 2−ε|j|/4‖f‖L2.
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The above inequality together with (2.29) and (4.22) show that in order to apply Proposition 2.2 it
remains to verify the estimate
sup
n∈Z
∥∥Vp(Mtf : t ∈ [2n, 2n+1))∥∥Lp . ‖f‖Lp,(4.32)
for p ∈ (3/2, 2]. First note that by rescaling it suffices to prove that∥∥Vp(Mtf : t ∈ [1, 2))∥∥Lp . ‖f‖Lp .
Lemma 4.1 gives for any α ∈ (1/p, 1) that∥∥Vp(Mtf : t ∈ [1, 2))∥∥Lp ≤ ∥∥Vp((η(t)Mtf) : t ∈ R)∥∥Lp
. ‖f‖Lp + sup
t>0
∥∥T((tξ)·∇)αm(tξ)f∥∥Lp ,
where η is as in (4.11). Due to (4.8) we obtain
sup
t>0
∥∥T((tξ)·∇)αm(tξ)f∥∥Lp ≤ sup
t>0
∥∥T(ξ·∇)αm∥∥Lp→Lp‖f‖Lp . ‖f‖Lp
for α = 2− 2/p which combined with α > 1/p gives p > 3/2 and proves (4.32). Hence we are allowed to
apply Proposition 2.2 and the inequality in (4.1) is proven. 
4.2. Proof of Theorem 1.3. Now G is a ball induced by a small ℓq norm given in (1.4). Note that in
this case we have ∥∥ sup
t>0
|Mtf |
∥∥
Lp
≤ Cp,q,∞‖f‖Lp(4.33)
for all f ∈ Lp(Rd) with the constant Cp,q,∞ > 0 independent of the dimension. When q ∈ [1,∞) the
bound (4.33) is due to Mu¨ller [12], while for q =∞ it was proved by the first author [4].
Our aim will be to show (4.1) for all p ∈ (1,∞). This is enough by Theorem 1.2. As before for
simplicity of notation we will write Mt =M
G
t and m = m
G.
The representation (4.4) and the bound (4.10) give a useful estimate for the Lp norm of the difference
of Mt+hf and Mtf for the convex bodies considered in Theorem 1.3.
Lemma 4.2. Fix p ∈ (1,∞) and α ∈ (1/2, 1). Then, there exists a constant Cp,α > 0 such that for every
t, h > 0, and for every f ∈ Lp(Rd) we have
‖Mt+hf −Mtf‖Lp . Cp,α
(
h
t
)α
‖f‖Lp.(4.34)
The same estimate remains true when the operator Mt is replaced with its adjoint M
∗
t .
Proof. It suffices to consider the case h < t. After rescaling we may assume that t = 1 and 0 < h < 1.
Now, by (4.4) we have,
Mtf(x) =
∫ ∞
0
A(t, u)Pαu f(x)du,
where we have set
A(t, u) =
{
1
Γ(α)
t
u (1− tu )α−1 1u , if u ≥ t,
0, if u ≤ t.
Denote
X(u, h) = |A(1 + h, u)−A(1, u)|.
Then,
|M1+hf(x)−M1f(x)| .
∫ ∞
1
X(u, h)|Pαu f(x)|du.
In view of Minkowski’s integral inequality and (4.10) we obtain
‖M1+hf −M1f‖Lp ≤ sup
u>1
‖Pαu f‖Lp
∫ ∞
1
X(u, h)du ≤ ‖f‖Lp
∫ ∞
1
X(u, h)du.(4.35)
Then simple calculations show that
X(u, h) .


|u − 1|α−1, if 1 ≤ u ≤ 1 + h,
|u − h− 1|α−1, if 1 + h ≤ u ≤ 1 + 2h,
|u − 1|α−2h, if 1 + 2h ≤ u.
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Clearly∫ ∞
1
X(u, h)du .
∫ 1+h
1
|u− 1|α−1du+
∫ 1+2h
1+h
|u− h− 1|α−1du+ h
∫ ∞
1+2h
|u− 1|α−2du . hα.
Hence, using (4.35) we finish the proof of the lemma. 
The proof of (4.1) is divided according to whether p ∈ (2,∞) or p ∈ (1, 2]. We consider first the case
when p > 2.
Proof of (4.1) for p ∈ (2,∞) in the settings of Theorem 1.3 . Here we would like to show that for every
α ∈ (1/2, 1) and p ∈ (2,∞) there is a constant Cα,p > 0 such that∥∥∥∥(∑
n∈Z
2l−1∑
k=0
∣∣M2n+2n−l(k+1)Sj+nf −M2n+2n−lkSj+nf ∣∣2)1/2
∥∥∥∥
Lp
≤ Cα,p2 l2−
p′
2 αl‖f‖Lp.(4.36)
Then, taking α sufficiently close to 1 and interpolating with (4.23) we complete the proof. Observe that
(4.37)
∥∥∥∥(∑
n∈Z
2l−1∑
k=0
∣∣M2n+2n−l(k+1)Sj+nf −M2n+2n−lkSj+nf ∣∣2)1/2
∥∥∥∥
Lp
≤ 2l/2 max
0≤k≤2l−1
∥∥∥∥(∑
n∈Z
∣∣M2n+2n−l(k+1)Sj+nf −M2n+2n−lkSj+nf ∣∣2)1/2
∥∥∥∥
Lp
since p > 2. Take any sequence (gn : n ∈ Z) ∈ Lp′(ℓ2) such that∥∥∥∥(∑
n∈Z
|gn|2
)1/2∥∥∥∥
Lp′
≤ 1.
Then by the duality it will suffice to prove, for every p′ ∈ (1, 2), that
max
0≤k≤2l−1
∥∥∥∥(∑
n∈Z
∣∣M∗2n+2n−l(k+1)gn −M∗2n+2n−lkgn∣∣2)1/2
∥∥∥∥
Lp′
. 2−
p′
2 αl
∥∥∥∥(∑
n∈Z
|gn|2
)1/2∥∥∥∥
Lp′
.(4.38)
Lemma 4.2 will be critical in the proof of (4.38). We shall prove that for every q ∈ (1, 2) we have∥∥∥∥(∑
n∈Z
∣∣M∗2n+2n−l(k+1)gn −M∗2n+2n−lkgn∣∣2)1/2
∥∥∥∥
Lq
. 2−
q
2αl
∥∥∥∥(∑
n∈Z
|gn|2
)1/2∥∥∥∥
Lq
.(4.39)
Taking q = p′ in (4.39) we obtain (4.38). To prove the estimate (4.39) we will use a vector-valued
interpolation between Lq(ℓq) and Lq(ℓ∞) for q ∈ (1, 2). Take θ ∈ (0, 1) satisfying
1
2
=
θ
q
+
1− θ
∞ ;
then θ = q/2. For Lq(ℓq) we have∥∥∥∥(∑
n∈Z
∣∣M∗2n+2n−l(k+1)gn −M∗2n+2n−lkgn∣∣q)1/q
∥∥∥∥
Lq
. 2−αl
∥∥∥∥(∑
n∈Z
|gn|q
)1/q∥∥∥∥
Lq
(4.40)
since, by (4.34) it holds ∥∥M∗2n+2n−l(k+1)f −M∗2n+2n−lkf∥∥Lq . 2−αl‖f‖Lq .
The Lq(ℓ∞) endpoint is estimated using (4.33) as∥∥ sup
n∈Z
∣∣M∗2n+2n−l(k+1)gn −M∗2n+2n−lkgn∣∣∥∥Lq
.
∥∥ sup
n∈Z
M∗2n+2n−l(k+1)g
∥∥
Lq
+
∥∥ sup
n∈Z
M∗2n+2n−lkg
∥∥
Lq
. ‖g‖Lq
(4.41)
where g(x) = supn∈Z |gn(x)|. Now, invoking interpolation we obtain (4.39). 
Now we pass to the case when p < 2.
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Proof of (4.1) for p ∈ (1, 2] in the settings of Theorem 1.3 . Now our aim will be to prove that for every
p ∈ (1, 2) there is a constant Cp > 0 independent of d such that∥∥∥∥(∑
n∈Z
V2
(
Mtf : t ∈ [2n, 2n+1)
)2)1/2∥∥∥∥
Lp
≤ Cp‖f‖Lp(4.42)
for all f ∈ Lp(Rd). For this purpose we will again apply our almost orthogonality principle for r-
variations Proposition 2.2 with p0 = 1, Z = (0,∞), and with X = Rd endowed with the σ-algebra B of
all Lebesgue measurable sets on Rd and the Lebesgue measure µ = | · | on Rd. Moreover, we take Tt =Mt,
Sn = PL2n − PL2n−1 , and aj = 2−ε|j|/4 for some ε ∈ (0, 1). Condition (2.17) was already justified in
(4.31). It only remains to verify condition (2.16), which in our case says that for every p ∈ (1, 2] there is
a constant Cp > 0 independent of d such that
sup
n∈Z
∥∥Vp(Mtf : t ∈ [2n, 2n+1))∥∥Lp ≤ Cp‖f‖Lp(4.43)
holds for all f ∈ Lp(Rd). Once (4.43) is proven then Proposition 2.2 applies and completes the proof of
Theorem 1.3. By rescaling it suffices to prove that∥∥Vp(Mtf : t ∈ [1, 2))∥∥Lp . ‖f‖Lp .
By Lemma 4.1 we obtain for any α ∈ (1/p, 1) that∥∥Vp(Mtf : t ∈ [1, 2))∥∥Lp ≤ ∥∥Vp((η(t)Mtf) : t ∈ R)∥∥Lp
. ‖f‖Lp + sup
t>0
∥∥T((tξ)·∇)αm(tξ)f∥∥Lp ,
where η is as in (4.11). Due to (4.9) for α ∈ (1/2, 1) we obtain
sup
t>0
∥∥T((tξ)·∇)αm(tξ)f∥∥Lp ≤ sup
t>0
∥∥T(ξ·∇)αm∥∥Lp→Lp‖f‖Lp . ‖f‖Lp.
If p ∈ (1, 2) is close to 1 we can always take an α such that α > 1/p and the proof of (4.43) is
completed. 
5. Transference principle
In this section we prove the transference principle, which will allow us to deduce estimates for r-
variations on Lp(X,µ) for the operatorAGt from the corresponding bounds forM
G
t on L
p(Rd). Specifically,
in view of Proposition 5.1, the inequalities from (1.13), (1.14) and (1.15) will follow respectively from
(1.2), (1.3) and (1.5).
Proposition 5.1. Suppose that for some p ∈ (1,∞) and r ∈ (2,∞] there is a constant Cp,r > 0 such
that for every d ∈ N and for every symmetric convex body G ⊂ Rd the following estimate∥∥Vr(MGt h : t ∈ Z))∥∥Lp(Rd) ≤ Cp,r‖h‖Lp(Rd)(5.1)
holds for all h ∈ Lp(Rd), where Z ⊆ (0,∞). Let AGt be the ergodic counterpart of MGt defined in
(1.12) for a given σ-finite measure space (X,B, µ) with families of commuting and measure-preserving
transformations (T t1 : t ∈ R), . . . , (T td : t ∈ R), which map X to itself.
Then for every f ∈ Lp(X,µ) the inequality∥∥Vr(AGt f : t ∈ Z))∥∥Lp(X,µ) ≤ Cp,r ‖f‖Lp(X,µ)(5.2)
holds with the parameters p, r, and the constant Cp,r as in (5.1).
Proof. We fix f ∈ Lp(X,µ), ε > 0, and R > 0, and define for every x ∈ X the auxiliary function
φx(y) =
{
f
(
T y11 ◦ . . . ◦ T ydd x
)
, if y ∈ GR(1+ε/d),
0, otherwise.
Then, for every z ∈ GR and t < Rε/d, we have
AGt f
(
T z11 ◦ . . . ◦ T zdd x
)
=
1
|Gt|
∫
Gt
f
(
T z1−y11 ◦ . . . ◦ T zd−ydd x
)
dy1 . . . dyd
=
1
|Gt|
∫
Gt
φx(z − y)dy =MGt φx(z).
(5.3)
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Indeed, since G is a symmetric convex body we have that z − y ∈ GR(1+ε/d), whenever z ∈ GR and
y ∈ Gt. Hence, by (5.3) and (5.1) we get∫
GR
∣∣Vr(AGt f(T z11 ◦ . . . ◦ T zdd x) : t ∈ Z ∩ (0, Rε/d))∣∣pdz1 . . . dzd
≤
∫
GR
∣∣Vr(MGt φx(z) : t ∈ Z ∩ (0, Rε/d))∣∣pdz1 . . . dzd
≤ ∥∥Vr(MGt φx : t ∈ Z)∥∥pLp(Rd)
≤ Cpp,r‖φx‖pLp(Rd).
(5.4)
Averaging (5.4) over x ∈ X we obtain∫
GR
∥∥Vr(AGt f(T z11 ◦ . . . ◦ T zdd x) : t ∈ Z ∩ (0, Rε/d))∥∥pLp(X,µ)dz1 . . .dzd
≤ Cpp,r
∫
GR(1+ε/d)
∥∥f(T z11 ◦ . . . ◦ T zdd x)∥∥pLp(X,µ)dz1 . . . dzd,
(5.5)
by definition of φx, which is supported on GR(1+ε/d). Inequality (5.5) guarantees that
|GR| ·
∥∥Vr(AGt f : t ∈ Z ∩ (0, Rε/d))∥∥pLp(X,µ) ≤ Cpp,r · |GR(1+ε/d)| · ‖f‖pLp(X,µ),
since all T z11 , . . . , T
zd
d preserve the measure µ on X . Dividing both sides by |GR| we obtain that∥∥Vr(AGt f : t ∈ Z ∩ (0, Rε/d))∥∥pLp(X,µ) ≤ Cpp,r(1 + ε/d)d‖f‖pLp(X,µ) ≤ Cpp,r eε‖f‖pLp(X,µ).
This is the place where the parameter ε > 0 is helpful. Namely, taking R→∞ and invoking the monotone
convergence theorem we conclude that∥∥Vr(AGt f : t ∈ Z))∥∥Lp(X,µ) ≤ Cp,r eε/p‖f‖Lp(X,µ),
with arbitrary ε > 0. Therefore, letting ε→ 0+ we obtain (5.2) and complete the proof of the proposition.

Appendix A. Dimension-free bounds for the ball averages
We give a different proof of the dimension-free estimate for the averages over the Euclidean balls in
the full range of p ∈ (1,∞) and r ∈ (2,∞). The proof is in spirit of the original proof for the maximal
function from [15]. Here by Mt we always mean M
G
t with G being the Eucledean ball in R
d. The main
result of this section reads as follows.
Theorem A.1. For p ∈ (1,∞) and r ∈ (2,∞) there is Cp,r > 0 independent of d such that the inequality∥∥Vr(Mtf : t > 0)∥∥Lp ≤ Cr,p‖f‖Lp,
holds for all f ∈ Lp(Rd).
From Section 3 we know that the estimate holds for long variations. Thus, it is enough to provide the
bound for short variations∥∥∥∥(∑
n∈Z
V2
(
Mtf : t ∈ [2n, 2n+1)
)2)1/2∥∥∥∥
Lp
≤ Cp‖f‖Lp .
The estimates of short variations in Theorem A.1 will be based on (A.3) from the next lemma.
Lemma A.1. Let u < v be real numbers and a : [u, v] → [0,∞) be a differentiable function. For every
r ∈ [2,∞) we have
Vr
(
at : t ∈ [u, v)
)
.
(∫ v
u
|at|2 dt
t
)1/4
·
(∫ v
u
∣∣∣t d
dt
at
∣∣∣2 dt
t
)1/4
.(A.1)
If additionally u = 2l and v = 2l+1 for some l ∈ Z then
Vr
(
at : t ∈ [2l, 2l+1)
)
.
(∫ 2l+1
2l
∣∣∣t d
dt
at
∣∣∣2 dt
t
)1/2
.(A.2)
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Consequently,
(A.3)
(∑
n∈Z
V2
(
at : t ∈ [2n, 2n+1)
)2)1/2
.
(∫ ∞
0
∣∣∣t d
dt
at
∣∣∣2 dt
t
)1/2
Proof. For the proof of (A.1), let u ≤ t0 < t1 < . . . < tM < v be an arbitrary increasing sequence. By,
the mean value theorem and the Cauchy–Schwarz inequality we obtain
|atj+1 − atj |2 ≤ |a2tj+1 − a2tj | =
∣∣∣ ∫ tj+1
tj
2att
d
dt
at
dt
t
∣∣∣
≤ 2
(∫ tj+1
tj
|at|2 dt
t
)1/2
·
(∫ tj+1
tj
∣∣∣t d
dt
at
∣∣∣2 dt
t
)1/2
.
Therefore, by the Cauchy–Schwarz inequality, we see
M−1∑
j=0
|atj+1 − atj |2 ≤2
M−1∑
j=0
(∫ tj+1
tj
|at|2 dt
t
)1/2
·
(∫ tj+1
tj
∣∣∣t d
dt
at
∣∣∣2 dt
t
)1/2
≤ 2
(∫ v
u
|at|2 dt
t
)1/2
·
(∫ v
u
∣∣∣t d
dt
at
∣∣∣2 dt
t
)1/2
as desired. To prove (A.2) observe that by the mean value theorem and the Cauchy–Schwarz inequality
we get
|atj+1 − atj |2 =
∣∣∣ ∫ tj+1
tj
t
d
dt
at
dt
t
∣∣∣2 ≤ (tj+1 − tj)
∫ tj+1
tj
∣∣∣t d
dt
at
∣∣∣2 dt
t2
≤
∫ tj+1
tj
∣∣∣t d
dt
at
∣∣∣2 dt
t
for any sequence 2l ≤ t0 < t1 < . . . < tM < 2l+1, since tj+1 − tj ≤ 2l. Thus
M−1∑
j=0
|atj+1 − atj |2 ≤
∫ 2l+1
2l
∣∣∣t d
dt
at
∣∣∣2 dt
t
and the proof is completed. 
Observe now that in view of (A.3) the estimate for short variations reduces to
(A.4)
∥∥∥∥
(∫ ∞
0
∣∣∣t d
dt
Mtf
∣∣∣2 dt
t
)1/2∥∥∥∥
Lp
≤ Cp‖f‖Lp.
Let
Stf(x) =
∫
Sd−1
f(x− ty)dσ(y),
where dσ denotes the normalized spherical measure on the unit sphere Sd−1 of Rd. The estimate (A.4)
will be deduced from an analogous statement for the spherical averages, namely
(A.5)
∥∥∥∥
(∫ ∞
0
∣∣∣t d
dt
Stf
∣∣∣2 dt
t
)1/2∥∥∥∥
Lp
≤ Cp‖f‖Lp.
To see that (A.5) does imply (A.4) we note that
Mtf(x) = d
∫ 1
0
ud−1Stuf(x)du.
Thus, setting F (t, x) = Stf(x) we have
d
dt
Mtf(x) = d
∫ 1
0
ud−1u(∂1F )(ut, x)du,
and, consequently, by Minkowski’s inequality∥∥∥∥
(∫ ∞
0
∣∣∣t d
dt
Mtf
∣∣∣2 dt
t
)1/2∥∥∥∥
Lp
≤ d
∫ 1
0
ud−1
∥∥∥∥∥
(∫ ∞
0
∣∣ut(∂1F )(ut, x)∣∣2 dt
t
)1/2∥∥∥∥∥
Lp
du
=
∥∥∥∥
(∫ ∞
0
∣∣∣t d
dt
Stf
∣∣∣2 dt
t
)1/2∥∥∥∥
Lp
.
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From now on we focus on (A.5). More precisely, we shall prove the following proposition.
Proposition A.1. For each p ∈ (1,∞) there exists d0(p) ∈ N such that for d ≥ d0(p) we have∥∥∥∥
(∫ ∞
0
∣∣∣t d
dt
Stf
∣∣∣2 dt
t
)1/2∥∥∥∥
Lp
≤ Cp‖f‖Lp
for every f ∈ Lp(Rd), where Cp > 0 is independent of d.
To see that Proposition A.1 is enough we note that it implies (A.4), hence, also Theorem A.1 for
dimensions d ≥ d0(p). For the finite number of smaller dimensions d < d0(p) we just use the known fact
that Theorem A.1 holds with some Cr,p,d > 0.
We pass to the proof of the proposition.
Proof of Proposition A.1. Set
Kα(x) =
{
1
Γ(α) (1 − |x|2)α−1, for |x| < 1,
0 for |x| ≥ 1,
and let mα(ξ) = F(Kα)(ξ). Then Kα, as a function of α ∈ C, is analytic.
For t > 0 we define Kαt (x) = t
−dKα(x/t), thus F(Kαt )(ξ) = m(tξ). It is well known that
mα(ξ) = π−α+1|ξ|−d/2−α+1Jd/2+α−1(2π|ξ|),
where Jν is the Bessel function of order ν. Therefore
(A.6) |mα(ξ)|+ |∇mα(ξ)| ≤ Cd,Re(α)min(1, |ξ|−d/2+1/2−Re(α)).
Set Sαt f = f ∗Kαt so that S0t = St. Using (A.6) and a straightforward computation we obtain∫ ∞
0
∣∣∣t d
dt
mα(tξ)
∣∣∣2 dt
t
≤ Cd,Re(α),
for Re(α) > (3− d)/2. Consequently, for such α we have
(A.7)
∥∥∥∥
(∫ ∞
0
∣∣∣t d
dt
Sαt f
∣∣∣2 dt
t
)1/2∥∥∥∥
L2
≤ Cd,Re(α)‖f‖L2.
We claim that, if Re(α) = 3, then for all 1 < p <∞ it holds
(A.8)
∥∥∥∥
(∫ ∞
0
∣∣∣t d
dt
Sαt f
∣∣∣2 dt
t
)1/2∥∥∥∥
Lp
≤ Cd,p|Γ(α)| ‖f‖Lp.
To prove (A.8) we use the vector-valued Caldero´n–Zygmund theory. Namely, we consider the operator
Tf = f ∗ K, where K(x) =
(
t
d
dt
Kαt (x) : t > 0
)
as a mapping with values in the Hilbert space H = L2
(
(0,∞), dtt
)
. Then (A.8) is equivalent to proving
that T maps Lp into Lp(H). Note that (A.7) implies that this is true for p = 2. Thus, the vector-valued
Caldero´n–Zygmund theory reduces our task to checking that
‖K(x)‖H ≤ Cd|Γ(α)| |x|
−d, ‖∇xK(x)‖H ≤ Cd|Γ(α)| |x|
−d−1.
When Re(α) = 3 both of these estimates (which actually are equalities) follow from the definition of Kαt .
Hence, (A.8) is proved.
In the next step we fix 1 < p <∞. We will show the existence of d0 = d0(p) such that
(A.9)
∥∥∥∥
(∫ ∞
0
∣∣∣t d
dt
Stf
∣∣∣2 dt
t
)1/2∥∥∥∥
Lp(Rd0 )
≤ Cp‖f‖Lp(Rd0).
Assume first that 1 < p < 2. Take 1 < q < 2, where q is close to 1 and write 1/p = (1 − θ)/2 + θ/q,
where θ ∈ (0, 1). We also let ε be a small real number. The quantities q, θ, and ε will be determined in a
moment. We use complex interpolation for the analytic family of operators
Sαf =
(
eα
2
t
d
dt
Sαt f : t > 0
)
.
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Namely, by (A.7) and (A.8) we have
‖Sα‖L2(Rd,H)→L2(Rd) ≤ Cd,ε for Re(α) = (3− d)/2 + ε
‖Sα‖Lq(Rd,H)→Lq(Rd) ≤ Cd,q for Re(α) = 3.
(A.10)
We want to take ε positive and such that 0 = (1− θ)((3 − d)/2 + ε) + 3θ. Then
(A.11) p = ((1− θ)/2 + θ/q)−1 > (d+ 3)
(d− 3)/q + 3 .
Based on the above considerations we claim that (A.9) holds for any d0 = d0(p) > 3/(p−1). Indeed, then
p > d0(p)+3d0(p) , so that there is a 1 < q < p small enough and such that (A.11) holds for q and d0(p). But
then (A.10) holds with a positive ε, hence by complex interpolation in (A.10), for 1 < p < 2 we obtain
the bound ∥∥∥∥
(∫ ∞
0
∣∣∣t d
dt
Stf
∣∣∣2 dt
t
)1/2∥∥∥∥
Lp(Rd0 )
≤ Cd,p‖f‖Lp(Rd0).
If p ≥ 2, then a similar interpolation argument shows that (A.9) holds for any d0(p) > 3/(p′ − 1).
Therefore, (A.9) is proved for d0 = d0(p) = ⌈max{3/(p− 1), 3/(p′ − 1)}⌉.
In what follows we fix d0 such that (A.9) holds. Let d ≥ d0 and, for
x = (x1, x2) ∈ Rd = Rd0 × Rd−d0
define
S′tf(x1, x2) =
∫
Sd0−1
f(x1 − ty1, x2) dσ(y1).
Since S′t acts only on x1 from (A.9) we obtain
(A.12)
∥∥∥∥
(∫ ∞
0
∣∣∣t d
dt
S′tf
∣∣∣2 dt
t
)1/2∥∥∥∥
Lp(Rd)
≤ Cp‖f‖Lp(Rd).
Note that the constant Cp from (A.9) is preserved. Let O(d) be the group of orthogonal transformations
on Rd. For ρ ∈ O(d) we set
Sρt = ρ ◦ S′t ◦ ρ−1, where (ρ ◦ g)(x) = g(ρx).
Then ddt(S
ρ
t ) = ρ ◦ ( ddtS′t) ◦ ρ−1, and (A.12) gives, for ρ ∈ O(d), the bound
(A.13)
∥∥∥∥
(∫ ∞
0
∣∣∣t d
dt
Sρt f
∣∣∣2 dt
t
)1/2∥∥∥∥
Lp(Rd)
≤ Cp‖f‖Lp(Rd).
To complete the proof we note that
Stf(x) =
∫
O(d)
Sρt f(x)dρ,
where dρ denotes the probabilistic Haar measure on O(d). Therefore
t
d
dt
Stf(x) =
∫
O(d)
t
d
dt
Sρt f(x)dρ.
Hence, an application of Minkowski’s integral inequality for the Lp(H) norm in question together with
(A.13) leads to ∥∥∥∥
(∫ ∞
0
∣∣∣t d
dt
Stf
∣∣∣2 dt
t
)1/2∥∥∥∥
Lp
≤ Cp‖f‖Lp.
This finishes the proof of the proposition. 
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