Abstract-The weight enumerator of a code is the polynomial
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-___~ 44 (2) and n = 4r + 12s.
Any homogeneous polynomial EXAMPLES OF SELF-DUAL CODES
W(x,y) = i ArXn-ryr r=o with complex coefficients will be called a formally self-dual weight enumerator over G&'(q) if it satisfies (2), and the subscripts r for which A, # 0 will be called the weights occurring in W(x,y). Clearly the weight enumerator of a self-dual code is formally self-dual, but the converse is not true. [There is no code having the weight enumerator x2y2(x2 -Y~)~.]
THE THEOREMS
Gleason's theorem is a series of statements about the possible forms that formally self-dual weight enumerators can take. By the previous remarks, these statements also apply to the weight enumerators of self-dual codes. We are concerned here only with codes over GF (2) and GF(3), but a similar statement applies to codes over GF(5) [5] . Another proof of Theorem 1 was given by Feit [3] , [4] .
Theorem l-Gleason [5] : Let W(x,y) = i: Arx"-'yr r=O be a formally self-dual weight enumerator of length n over GF(q), in which every weight is divisible by c. Part 1: If q = 2 and c = 2, then n is even, A,-* = A, for all r, and We list some self-dual codes that illustrate Theorem 1. i) C, = {OO,l l> is a (2,2,2) code with weight enumerator x2 + y2 = fl.
ii) C, + C, + C, + C,, an (8,16,2) code generated by (11000000, 00110000, 00001100, 00000011}, has W(x,y) = f14.
iii) The (8, 16, 4) extended Hamming code has W(x, y) = x8 + l4x4y4 + y* = f/ -4f2 = ,f3. (This is an example of Parts 1 and 2 of Theorem 1.)
Examples ii) and iii) are the only self-dual binary codes of length 8 [Ill. iv v) The (4,9,3) ternary code generated by { 1 0 -1 1, 011 l} has W(x,y) = x4 + 8xy3 = f5.
vi) The (12, 36, 6) extended Golay ternary perfect code [l, p. 3071 has W(x, y) .= xl2 + 264x6y6 + 440x3y9 + 24~ l2 = fs4 + 24 f6.
In the course of proving Theorem 1 the following theorem will be established.
Theorem 2: With the same hypotheses as Theorem 1, the formally self-dual weight enumerator W(x,y) has the following forms.
Part 1:
Part 2:
is a zero of J(z), so are *c(, _+ l/a, _+ (1 -cc)/(l + a), + (1 + a)/(1 -a), although these are not necessarily all distinct. If they are all distinct, F(z) contains the factor Part 3: 
where q is now either 2 or 3.
Consider the complex zeros of the polynomial 
where p = -(l + ~~)~a-~(1 -~1~)~~. If the zeros are not all distinct, there are the following possibilities. i) c( = + i, so that F(z) contains the factor 1 + z2; -ii) a = f 1 f 42, so that F(z) contains the factor (1 -6z2 + z4)2 = (1 + z2)4 -16z2(1 -z~)~, which is of the same form as (11).
Finally we must consider the cases when one or more of 0, + 1 is a zero of F(z). Suppose F(-1) = 0. From (9), A, = 0 and A, = 0 by the lemma. From the left-hand side of (9) 
provided none of the denominators is zero. If these 12 zeros of F(z) are distinct, we obtain, combining them in the obvious way, a factor (x + 2oy)(x + 2w3y) = x3 + 8y3, hence by x4 + 8xy3. Second Proof of Theorem 1, Part 2: Although less elementary than the first proof, this proof seems to US to be of considerable interest since it relates self-dual codes to even unimodular lattices, for which a substantial body of theory exists; and also it shows how in some cases such lattices may be constructed from self-dual codes, and vice versa. The main ideas of this proof are due to Thompson [ 131. Some recent references on even unimodular lattices are [2] , [6] , and [12] .
Let n 2 1 be a fixed integer. Let %? be the family of all self-dual binary codes of block length n in which every weight is divisible by 4. Any code C E %? contains 2*" codewords and has minimum weight at least 4.
i) Colistruction of Lattices: For each C E %? we construct a lattice A in n-dimensional Euclidean space E" as follows.
(This is Construction A of [7] ).
The points of A are all x = (x1, * * *,x,) that are congruent to a codeword of C (modulo 2).
If two distinct points of A are congruent to the same codeword of C, then they differ by at least 2 in at least one coordinate. If they are congruent to different codewords, they differ by at least 1 in at least four coordinates. Hence any two distinct points of A are at a distance of at least two apart.
So if spheres of unit radius are constructed with the points of A as centers, they do not overlap, and form a sphere packing in E".
The volume of a sphere of radius p in E" is V,p", where V, = &"/I?(+2 + 1). Since 2," out of every 2" points of E" are accepted as lattice points, the density of the sphere packing (i.e., the fraction of E" covered by the spheres) is A = V,p"2-f" = V"',2-+" (23 -2) (z3 -(SJ3) and the number of centers per unit volume is D = A = 23".
-(23 -(s)3) (z3 -(;I +;J3) . (13) This may be simplified to
The equality of (13) and (14) may be checked either by expanding both in powers of z and comparing coefficients, or more simply by verifying that they have the same set of roots. The analysis of multiple zeros shows that z3(1 -z~)~ can occur separately.
Finally we consider the case in which F(z) has a zero that is also a zero of one of the denominators of (12) . Without loss of generality we may take this to be CI = -3. Setting x = -2y in (1) shows that A, = 0, and so W(x, y) is divisible by x. Clearly it is also divisible by (x + 2y) KP" It follows from the assumptions about C that if x,y E A, x * x is divisible by 4 and x * y is divisible by 2.
Let us change the scale and define a new lattice A' with points (l/&)x, for x E A. Then A' contains D' = 2*"D = 1 point per unit volume (and so A' is unimodular), and if x, y E A', x * x is divisible by 2 (and so A' is even) and x * y is an integer.
ii) Theta Functions: Let t, be the number of points in A' whose distance from the origin is &. Then Similarly the number of numbers congruent to 1 (modulo 2) at a squared distance of r from 0 is the coefficient of x' in r#l(x) = 2x12 +2x32+2x52+
.a*.
Let c E C have weight w. Then the number of points x f~ E" that are congruent to c (modulo 2) and that are at a squared distance of r from 0 is the coefficient of x' in 0(x)"-"4(x)".
Summing over all codewords in C, we obtain Third Partial Proof of Theorem I : If we assume in Part 1 of the theorem that n is even and An-i = Ai for all i, in Part 2 that n is divisible by 8, and in Part 3 that n is divisible by 4, then we can give an elementary proof that the corresponding weight enumerators have the forms (3) (4) and (5) .
First, it is easily verified that if WI and W, are both solutions to the functional equation (2) , then so are W, W2 and ctWl + fiW2, where a and /3 may be arbitrary complex numbers. In other words, products and linear combinations of solutions of (2) are also solutions of (2) .
It is also easy to verify, using the examples of self-dual codes given after the statement of Theorem 1, that fi, f2,. . * , f6 solve (2) for the appropriate choices of n and q. Therefore, every expression of the form of (3) (4) or (5) is also a solution to (2) . It remains to show that there are no other solutions. This can be done by the following dimension argument.
One well-known form of the MacWilliams identity between W(x,y) and W'(x,y), first introduced by Pless [9] , expresses the first r moments of A,,A,; . .,A, in terms of AO1,AIL; * ., A:-i. The coefficient matrix is invertible, so that if one knows Ao',Al';
. .,A:-i and all but r of the Ai, then the equations have a unique solution for the unknown Ai and the remaining Ai'.
If 4 = 2, Ai' = Ai, and Ai = A,-i, and if we know Ao,Ac,A2c, * * ' ,A(j-l)c, then we also know A,,A,-,;
. *, An-(j-l)c* Assuming all weights are divisible by c, the only THEORY, MAY 1972 (n/c) -2j + 1 unknown weights are Aj,,A~j+ l)o * * * , AnmjC. However, from Ai' = Ai, we know AoL,A1',AZL, . . * ,A:,-i. The Pless identities give us jc equations in the @z/c) -2j + 1 unknowns, and this system of linear equations has at most one solution whenever jc>n-2j+1 C or n+c j2-.
c2 + 2c
It follows that if A,-i = Ai, then the dimension of the space of all solutions of (2) is no greater than [(n + c)/ (c2 + 2c)l (where [xl denotes the smallest integer greater than or equal to x). If c = 2, this bound is [(n + 2)/81. Since this is equal to the dimensionality of solutions of the form (3), all solutions have this form. If c = 4, the bound is [(n + 4)/24], which agrees with the dimensionality of solutions of (2) of the form (4).
Finally, when q = 3, we do not have that ,4,-i = Ai, so the Pless identities give us jc equations, which express the unknown Aj,,A~j+ I,e, * * . ,A,-, (where 0 I a < c) in terms of the known AO1,AIL;. .,Ajl,-,. There will be no more than one solution if n-a jc 2 --j+l C or With c = 3, this bound agrees with the dimensionality of solutions of the form (5), and again all solutions must have this form.
