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Abstract
This thesis is based on the application of renormalization group techniques to examine
a variety of characteristics of quasiperiodically forced systems. The initial focus of the
work is symmetric barrier billiards, a pseudo-integrable system consisting of a particle
moving at constant speed in a rectangular chamber with a partial barrier placed in the
centre. A renormalization analysis of the autocorrelation function (ACF) is presented
for a class of quadratic irrational trajectories, and depending on the nature of the
barrier, this can lead to either self-similar or chaotic behaviour of the correlations. In
the case of the golden mean trajectory, this is then explained by constructing a map
which identifies the action of the renormalization operator with a subshift of finite
type, and it is shown that orbits of the renormalization operator in a space of pairs
of piecewise constant functions explore a specified attracting set. A projection of the
function pairs in this set obtained by averaging them (to yield the correlations) gives
rise to the presence of invariant sets embedded in three-dimensional space on which the
correlations lie. We extend this work by giving a renormalization analysis of correlations
in a quasiperiodically forced two-level quantum system in a time dependent magnetic
field, which consists of periodic kicks whose amplitude is determined by a general class
of discontinuous modulation function.
Another additional application of renormalization techniques occurs in the study of
strange non-chaotic attractors (SNAs). We investigate the non-smooth pitchfork bifur-
cation route to SNA in systems of “pinched skew-product” type and give conditions for
self-similar behaviour of the attractor at the critical point of transition. In addition, we
describe how the attractor scales as we approach a bifurcation curve. To conclude, we
study the box-counting dimension of strange non-chaotic attractors (SNAs) created by
this bifurcation. We provide compelling evidence that a non-critical SNA has dimen-
sion 2. The method we adopt becomes more accurate in the study of piecewise linear
SNAs. We also provide numerical evidence that the dimension of a critical SNA is not
necessarily equal to 2, but can lie between 1 and 2.
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Chapter 1
Introduction
1.1 Overview
We can observe a number of qualitatively different behaviours in the study of dynamical
systems, whether they are described by differential equations (continuous time) or dis-
crete mappings (discrete time), the latter of which will be our primary focus. The most
simple behaviour is periodic motion and perhaps the most complicated and non-trivial
behaviour which can occur is chaos, in which nearby initial conditions diverge exponen-
tially upon evolution making predictability and analysis a complex problem. A third,
uncomplicated, type of motion which is not chaotic or periodic (although it is similar
to the latter) is termed quasiperiodic motion. In this thesis we study quasiperiodically
forced systems, where one component is dependent upon another which is quasiperi-
odic. In such systems we can observe a further more complex example of motion which
occurs on a strange non-chaotic attractor, where trajectories explore a “strange” set
and nearby points do not separate (on average) over time [26].
This thesis will focus on two-dimensional systems in which one component is given
by a rigid rotation on a circle with irrational rotation number, which is the simplest
example of a system that evolves quasiperiodically (see Definition 1.1 in Section 1.2).
This component drives the other component, which is thus termed a one-dimensional
quasiperiodically forced system. Formally, these are systems of the form
xn+1 = f(θn, xn) (1.1.1)
θn+1 = θn + ω (mod 1), (1.1.2)
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where ω is irrational. A prominent example is the so called GOPY model [26], which
we will introduce in Section 1.7, and provided the first ever example of a strange non-
chaotic attractor.
We begin in Chapter 2 with perhaps one of the simplest examples of such a system:
symmetric barrier billiards. The motion describes a point particle moving at constant
speed in a rectangular chamber, experiencing elastic specular collisions at the boundary
with a partial barrier placed centrally. The presence of the barrier creates two chambers:
one on the left and one on the right of the barrier. The system is called “pseudo-
integrable” (and in this case the phase space is not a torus but a surface of genus two
[29]), once we know which chamber the particle lies in, the motion can be trivially
determined until the particle next reaches the barrier. This implies that understanding
the system is equivalent to determining the transitions of the particle between the
chambers, which is of course dependent on the choice of barrier. A schematic diagram
of this system is shown in Figure 1.7.
The analysis of the transitions between chambers leads directly to consideration of the
autocorrelation function (ACF), and to this aim we provide a renormalization analysis
of the ACF for a class of quadratic irrational trajectories. Depending on the form
of the barrier, we show that this leads to either self-similar or chaotic behaviour of
the correlations. The renormalization operator which gives rise to this behaviour when
ω = (
√
5−1)/2, the inverse of the golden mean, is given by the functional recurrence [10]
Qn+1(x) = Qn(−ωx)Qn−1(ω2x+ ω). (1.1.3)
This recurrence is universal in the sense that it occurs in the study of many other
quasiperiodically forced systems with golden mean forcing frequency, including strange
non-chaotic attractors ([38],[44]) and in the analysis of correlations in a quantum two
level system ([23],[45]), both of which shall be introduced later on in Sections 1.6 and 1.7.
Locations and asymptotic heights of the main peaks in the autocorrelation function are
derived for the case of the so-called “half-barrier” in Section 2.6 for this class of quadratic
irrational trajectories, extending the previous work by Chapman & Osbaldestin in [10]
which focused solely on the golden mean case. We show that an arbitrary barrier can be
decomposed into a product of barriers consisting of one piece connected to the origin in
Section 2.7. Following this, it is shown that generally the correlations at characteristic
times lie on invariant sets embedded in three-dimensional space, and which appear
independently of the choice of barrier.
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To conclude the work on barrier billiards, in Chapter 3 it is shown that the action of the
renormalization operator on piecewise constant function pairs can be modelled using a
subshift of finite type. This establishes a map (which we construct in Section 3.3) giving
a link between the shift map acting on a bi-infinite space of symbols and the renormal-
ization operator acting on a space of pairs of piecewise constant functions. From this
we are able to define in Section 3.5 a set of function pairs given by the closure of the
image of this mapping. The system is then characterised by orbits of the renormaliza-
tion operator on this set, which is dubbed the “barrier billiard renormalization strange
set” (RSS). This is the billiard equivalent to the Ketoja-Satija orchid, which is the RSS
found in the study of fluctuations of eigenfunctions in the generalised Harper equation
[36], a topic that is summarised in Section 1.5.
We follow up this work by giving a renormalization analysis of correlations in a so-
called “quasiperiodically forced two-level quantum system”. This topic is introduced
in Section 1.6, and in Chapter 4 we will extend previous work on the system by Mestel
& Osbaldestin in [45]. The two-level system we study is examined in a time dependent
magnetic field which consists of periodic kicks whose amplitude is determined by a
general class of discontinuous modulation function, and was first studied in [23]. This
system is more complex due to the additive nature of the renormalization operator
(which is derived in Section 4.1) leading to potentially unbounded orbits, a problem
which we eliminate in Section 4.4. It is then shown that once the locations of the discon-
tinuities of the modulation function are known, aperiodic orbits of the renormalization
operator once more lead to chaotic correlations on renormalization strange sets. These
sets can be determined by two specified features of the modulation function, which
have only a finite number of variations leading to qualitatively different strange sets
embedded in three-dimensional space. A link between this system and barrier billiards
is also provided.
Renormalization has also previously been used to analyse scaling properties and corre-
lations of strange non-chaotic attractors (SNAs) (see e.g. [38], [44]). These attractors
are fractal in nature, but yet (on average) nearby trajectories do not separate upon
evolution. The GOPY model, which was first introduced in [26] (and will be examined
in Section 1.7), was the first ever example of a system which exhibits SNAs, and in
this thesis we will focus on variants of this system. An investigation of the non-smooth
pitchfork bifurcation, which gives rise to SNAs in “pinched skew-products” (such as
the GOPY model), is presented in Chapter 5, furthering the work of Glendinning [25].
We pick a model which is a follow on to that studied in [25], but to which we can
apply renormalization techniques to analyse the bifurcation. Conditions are derived
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for self-similar behaviour of the attractor to occur at and near the bifurcation curve in
Section 5.1, and in these cases selected scaling factors for the model are numerically
calculated in Section 5.2 which describe how the size of the attractor changes as we
approach the bifurcation curve. Additionally, we study the behaviour at the “pitchfork
critical point” which separates three regimes of dynamical behaviour in Subsection 5.2.1.
It is shown in Section 5.3 that the autocorrelation function for the system is closely
related (in fact equivalent) to that present in barrier billiards.
Finally, we study the box-counting dimension of strange non-chaotic attractors (SNAs)
of “pinched skew-product” type in Chapter 6. In Section 6.1 we provide evidence that a
non-critical SNA has dimension 2 by considering the evolution of its area and showing
that asymptotically it is non-negligible. The method used mirrors that of previous
work by Ding et al. in [13], but our interpretation of it is completely different and,
in the author’s opinion, more intuitive. This method becomes more accurate in the
study of piecewise linear SNAs, systems which are partially comprised of piecewise
linear functions. An example of such a system and the application of our method to
it is given in Section 6.2. We provide further evidence that the dimension of a critical
(structurally unstable) SNA is not necessarily equal to 2, but lies between 1 and 2,
in Section 6.3. Numerical calculations of the fractal dimension for several examples of
systems exhibiting SNAs are presented in support of this conjecture. We note however
that the numerical calculation of dimensions of non-critical SNAs is notoriously difficult,
and an explanation for this is provided by Feudel et al. in [21] for SNAs arising from
pinched skew-product systems.
We continue this chapter in Section 1.2, where we briefly examine some of the elemen-
tary topics which will be relevant to us. This includes defining quasiperiodically forced
continuous time systems and showing how such a system can be reduced to a discrete
mapping by taking a stroboscopic sample of one of the forcing frequencies. Then we
briefly explore the notion of ergodicity, which will be needed in our analysis of asymp-
totic time averages such as the autocorrelation function, as it allows us to replace such
averages with a spatial average. In Section 1.3 we outline the previous uses of renor-
malization techniques in the study of the period-doubling route to chaos in the logistic
map, and in the breakup of quasiperiodic orbits in circle maps. The concluding sections
of this chapter provide some background into the aforementioned systems which make
up the bulk of this thesis.
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1.2 Quasiperiodic systems
In this section, we define what it means for a function to be quasiperiodic and how
discrete systems of the form (1.1.1)–(1.1.2), which are the focus of this thesis, can arise
from quasiperiodically forced continuous time systems by sampling at a discrete set of
points. We then explore the concept of an ergodic function and its relevance to this
work, in addition to stating the Birkhoff ergodic theorem which plays an important role
in our analysis of the autocorrelation function for barrier billiards in Chapter 2.
We begin this section by giving a formal definition of a quasiperiodic function [21]:
Definition 1.1 (Quasiperiodic). Assume we have a function f(ψ1, . . . , ψn) which sat-
isfies the following conditions.
1. The function f is 2pi periodic in each of its n arguments ψi.
2. These arguments are linear functions of time i.e.
ψ˙i = ωi. (1.2.1)
3. The frequencies ωi are linearly independent, meaning that
n∑
i=1
kiωi = 0 =⇒ ki = 0 ∀i. (1.2.2)
If these conditions are satisfied then f is said to be a quasiperiodic function with n
incommensurate frequencies.
A continuous time system of the form x˙ = F (x, ψ1, ψ2, . . . , ψm) in n dimensions, where
each of the component functions of F , fi(x, ψ1, . . . , ψm), i = 1, . . . , n, are quasiperiodic
with respect to ψ1, . . . , ψm, is said to be quasiperiodically forced with m (incommen-
surate) frequencies. By taking a stroboscopic sample we can establish a relationship
between quasiperiodically forced continuous time dynamical systems and discrete maps,
the latter of which will be the focus of our study throughout. Of the most relevance
to this work will be two-frequency forcing, and so we restrict ourselves to this case. A
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continuous time system with such forcing can be written as
x˙ = F (x, ψ1, ψ2) (1.2.3)
ψ˙1 = ω1 (1.2.4)
ψ˙2 = ω2, (1.2.5)
where x = (x1, . . . , xn) and F = (f1, . . . , fn). Each of the functions fi are 2pi periodic in
the arguments ψ1, ψ2. We now take a stroboscopic sample with frequency ω1 (although
we could, of course, use ω2). This means we view the successive times that the function
ψ1(t) obtains a particular value (modulo 2pi), and the time between such instances is
T1 = 2pi/ω1. We let tn = nT1 and the value of ψ2 at these time steps is
ψ2(tn) = 2pin
ω2
ω1
+ ψ2(0). (1.2.6)
Define θn = (2pi)
−1ψ2(tn), and then θn+1 = θn + ω (mod 1) where ω = ω2/ω1. Here
we have normalized the phase to the unit interval for simplicity. Finally, we follow the
evolution of x over each time step which defines a mapping f given by x(tn)→ x(tn+1),
dependent upon ψ2(tn). Overall we have
xn+1 = f(xn, 2piθn) (1.2.7)
θn+1 = θn + ω (mod 1), (1.2.8)
where xn = x(tn). If ω is irrational then the forcing is quasiperiodic and (1.2.8)
describes a rigid rotation on a circle. This rotation is minimal, meaning that the orbit
of every point θ0 ∈ R/Z is dense in R/Z.
An important theme throughout this thesis will be the concept of ergodicity. This is a
property of a function which loosely speaking means that it explores its range densely
and uniformly.
1.2.1 Ergodic theory
In this subsection we will provide a definition of an ergodic function, and following this
a statement of the Birkhoff ergodic theorem, which will be used frequently throughout
this thesis in our consideration of autocorrelation functions in Chapters 2, 3 and 4.
Let C be a σ-algebra of a set S, and let µ be a measure on C (see [9] for formal
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definitions). Let T : S → S be a measure preserving transformation. Recall that the
transformation T is called measure preserving if for all C ∈ C we have µ(T−1(C)) =
µ(C). If µ(S) = 1, then (S, C, µ) is called a probability space.
Definition 1.2 (Ergodicity). A measure preserving transformation T on a probability
space (S, C, µ) is said to be ergodic if for every C ∈ C with T−1(C) = C we have either
µ(C) = 0 or µ(C) = 1.
Of interest to us is the case when S = R/Z where, motivated by (1.2.8), we take
T : S → S defined by T (θ) = θ+ω where ω ∈ R/Q is irrational. In this case it is clear
to see that T is measure preserving and ergodic. To end this section, we state the classic
Birkhoff ergodic theorem (see e.g. [9]) which will be of great use to us throughout.
Theorem 1.1 (Birkhoff’s ergodic Theorem). Suppose T : S → S is ergodic on the
measure space (S, C, µ) and that f is µ-integrable, then
lim
N→∞
1
N
N−1∑
k=0
f(T k(x)) =
1
µ(S)
∫
f(x) dµ, (1.2.9)
for almost all x with respect to µ.
Note here that
T k(x) = T ◦ T ◦ . . . ◦ T︸ ︷︷ ︸
k
(x), (1.2.10)
a standard notation that shall be used throughout this thesis. This theorem essentially
says that the asymptotic time average of the function f for arguments which are suc-
cessive iterates of T is the same as the space (or phase) average. It will be particularly
useful to us in the study of autocorrelation functions in Chapters 2, 3 and 4, a topic
which we’ll first discuss in Section 1.4.
1.3 Renormalization
The ground-breaking technique of renormalization was developed in quantum field the-
ory and in the study of phase transitions, in order to analyse objects which feature wide
intervals of temporal or spatial characteristic scales [21]. These techniques were then
implemented by Feigenbaum in 1983 [19] in the study of a one-dimensional non-linear
dynamical system (which is the subject of Subsection 1.3.1), which opened the doors
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to its widespread use in many other non-linear systems. Renormalization is based on
the observation that the behaviour of a system at certain parameter values (or times)
is “similar” to its behaviour at other parameter values (resp. times). Given a discrete
dynamical system which advances time by a certain number of steps, we may apply
(or compose) this system with itself a set number of times to obtain a new system,
which advances time by a larger number of steps. The idea of renormalization is that
in certain situations, we may be able to change the scales of the dynamical variables or
adjust system parameters, in such a way that the new system may be transformed back
to an approximation of the original. This transformation is called a renormalization
operator. By repeatedly applying this operator to the system, we obtain a sequence of
systems that share certain features with the original, but which are hopefully easier to
study in some sense.
Remarkably, in certain critical situations, the renormalization operator may have a fixed
point or periodic orbit in some space of functions, which usually corresponds to self-
similarity in the original system. It will often be the case that a whole set of systems
(the “basin of attraction” so to speak) will converge to this same fixed point or periodic
orbit. Such systems are said to belong in the same universality class, because they will
possess the same scaling properties, although they may arise from completely different
contexts. This should give an indication of the power and usefulness of this technique.
In this thesis, for example, we will examine the ACFs of a variety of seemingly unrelated
quasiperiodically forced systems, but incredibly we shall see that they all belong to the
same universality class. As we shall see in Chapter 3, the orbits of the operator may
explore a strange set in function space. In this case the task is to try and analytically
determine the set in order to deduce some properties of the original system.
In this section we briefly examine the application of renormalization techniques in the
period-doubling route to chaos in the logistic map, and in the study of critical circle
maps which will be of use to us later on in Section 5.1.
1.3.1 The period-doubling cascade
Bounded analytic one-dimensional unimodal maps with a single maximum of order two
or greater, undergo a transition to chaos via the period-doubling route. This route to
chaos was first discovered by Feigenbaum [19], who explained the phenomenon using a
renormalization approach.
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A simple example of a system with a second-order maximum is the one-parameter
family of maps, which for brevity we refer to as the logistic map, given by
fλ(x) = λx(1− x). (1.3.1)
In this map, the first period-doubling occurs at parameter value λ1 = 3, where the
stable fixed point at xf = 1 − 1/λ loses stability (where f ′λ1(xf ) = −1) and a period-
two orbit is born. It is straightforward to verify that the second period-doubling takes
place at λ2 = 1 +
√
6 = 3.449 . . . giving rise to a period-four orbit and so on. There
are infinitely many such period-doublings and we define λn to be the parameter for
which the nth doubling occurs. The distance between parameters giving rise to the
next bifurcation is observed to decay at the geometric rate [19]
δ = lim
n→∞
λn+1 − λn
λn+2 − λn+1 = 4.6692 . . . (1.3.2)
This was a stunning discovery by Feigenbaum, as it accounts for the self-similarity seen
in all unimodal maps with a second order maximum, and is a universal feature for
the period-doubling route to chaos. Furthermore, letting κn denote the sequence of
parameter values for which f has a super-stable period-2n orbit (which is when 1/2 is
a fixed point of f 2
n
), and defining dn = f
2n−1
κn (1/2)− 1/2, the distance between 1/2 and
the element of the 2n cycle at κn nearest to 1/2, it is possible to show numerically that
these separations also decay at a geometric rate [19] given by
lim
n→∞
dn
dn+1
= −α (1.3.3)
where α = 2.5029 . . ., another universal constant! These scaling factors account for the
self-similarity seen in the famous bifurcation diagram for the system shown in Figure 1.1.
The cascade of period-doublings continues until λ∞ = 3.5699 . . .. The key observation
underlying these facts is that the graph of f 2
n
κn is similar to an appropriately rescaled
portion of the graph of f 2
n+1
κn+1
[19]. In particular the rescaling involves reflecting in both
the x and y axis and magnification. If we re-define coordinates so the critical point at
x = 1/2 is moved to the origin, this leads to a rescaling of the form −αf 2n+1κn+1 (−x/α).
Around the origin, this function will look similar to the graph of f 2
n
κn (x). Continuing in
this vein, we conclude that the function (−α)n+1f 2n+1κn+1 (x/(−α)n+1) will look similar to
the function fκ0(x), on a suitably small interval about the origin. We expect that this
sequence of functions may have a universal limit g0(x) i.e. [19]
g0(x) = lim
n→∞
(−α)nf 2nκn (x/(−α)n), (1.3.4)
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Figure 1.1: Bifurcation diagram for the logistic map.
exists. The result of the constant rescaling and in particular magnifying is that in this
limit information about the original function is lost and we are left with a function
which is universal for a whole wealth of systems with an order two critical point. The
iterate of a universal function is itself universal, and this leads us to define the family
of functions [19]
gr(x) = lim
n→∞
(−α)nf 2nκn+r(x/(−α)n). (1.3.5)
where gr−1 = −αg2r(−x/α). This universal one parameter family of functions have
a super-stable fixed point at 1/2 (which corresponds to a period-2r cycle of g0), and
are such that the scaling factors α and δ (which result in the self-similarity of the
bifurcation diagram) are exact. In Figure 1.1 we have approximate self-similarity: the
box bn = [λn, λn+1] × [1/2, f 2n−1κn (1/2)] is approximately a rescaled version of the box
bn+1 = [λn+1, λn+2] × [f 2nκn+1(1/2), 1/2], with the horizontal and vertical scaling factors
asymptotically converging to δ and α respectively. The boxes b1 (in blue) and b2 (in
red) are shown in Figure 1.1.
Due to the fact that the period-doubling cascade terminates at λ∞, we can consider
the function
g(x) = lim
r→∞
gr(x) = lim
n→∞
(−α)nf 2nλ∞(x/(−α)n). (1.3.6)
We set a scale by letting g(0) = 1 (say, as is done in [19]) so that α = −1/g(1). The
argument above suggests we examine the renormalization operator
T (f(x)) = −α(f 2(−x/α)), α = −1/g(1) = 2.5029 . . . (1.3.7)
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Figure 1.2: An approximation of the fixed point, g, of the renormalization operator T .
Note that this is an operator which acts on functions, and it is a fixed point of it
which is of interest i.e. a function f ∗ such that T (f ∗) = f ∗. We will not define fully
the space of functions upon which T acts here, however for a full description see [16].
We can consider T as a dynamical system in its own right, and this will be a theme
throughout this thesis. Generally, such operators may have periodic orbits (an example
will be seen in our study of the half-barrier in Section 2.6), which can correspond to
self-similar behaviour, or may explore a strange set in function space as we shall see
in Chapter 3. Indeed, both of these cases will be seen in our study of correlations in
barrier billiards, two-level quantum systems and strange non-chaotic attractors (SNAs).
Returning to the above arguments, Feigenbaum conjectured in [19] that g is indeed a
fixed point of T with g′(0) = 0 and g′′(0) 6= 0. An approximation of this fixed point is
shown in Figure 1.2. It is clear that T is unstable at g as, for any gr arbitrarily “close”
to g, we have gr−1 = T (gr), so that iterates move away from the fixed point. In fact T
has a one-dimensional unstable manifold, W u(g), where the linearisation of T at g has
an eigenvalue of δ. The stable manifold W s(g) has co-dimension 1.
To visualise this concept we consider a family of functions fλ having a critical point of
order 2. This is a “line” in function space and there will be infinitely many such lines,
each one having a value λ∞, which is the accumulation point of the period-doubling
cascade. This defines a co-dimension 1 surface in function space, where applications of
T lead to convergence to its fixed point g i.e. such functions lie on the stable manifold
of T . Let us call this surface Σ∞. Furthermore, we define the surfaces Σi to be the set
of all functions with a super-stable period-2i cycle. Each of the universal functions gi,
which are on the unstable manifold of T , lie on Σi. The operator T moves us from Σi to
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Σi−1. The distance between Σi and Σ∞ then decreases like δ−i. A schematic diagram
of the behaviour in function space is shown in Figure 1.3.
Figure 1.3: Schematic diagram of the behaviour near the fixed point of T .
To summarise, we constructed a renormalization operator T which acts in a function
space. The fixed point of T completely explains the exact self-similarity of successive
period-doublings in maps with a critical point of order 2. We next turn our attention
to the application of renormalization in critical circle maps, which is more related to
the work in this thesis.
1.3.2 Circle maps - the GM critical point
Let us now consider diffeomorphisms of the circle f : S1 → S1, which are possibly the
most simple non-Euclidean mappings. The most widely studied parameterised family
12
Luke Adamson Renormalization in quasiperiodically forced systems 1.3
of maps of the circle, known as Arnold’s family, is given by
fω,k(θ) = θ + ω − k
2pi
sin(2piθ) (mod 1). (1.3.8)
In this equation the parameter k denotes the level of the non-linearity, with k = 0 giving
a rigid rotation, and ω is the forcing frequency. For |k| < 1 the circle map is invertible,
whereas for |k| > 1 the map becomes non-invertible. The critical case |k| = 1 marks
the transition to chaos, where the inverse exists but is not differentiable as there is a
cubic singularity at the origin.
We can extend any homeomorphism of the circle to the whole of R by a periodic
homeomorphism i.e. a function f¯ such that f¯(x+ 1) = f¯(x) + 1. Such a map is called
a lift of the circle map.
Definition 1.3 (Winding number). The winding (or rotation) number, ψ, is defined
to be the asymptotic average rate of separation of successive iterates of a circle map f .
Formally we define
ψ(f) = lim
n→∞
∑n
j=1(x¯j − x¯j−1)
n
= lim
n→∞
f¯n(x¯0)− x¯0
n
, (1.3.9)
where x¯j = f¯
j(x0). If f is a homeomorphism then the limit (1.3.9) exists and is
independent of x as shown by Arnold in [6]. Letting F (θ) = (k/2pi) sin(2piθ), it follows
that if 2pi|F ′| < 1, then the circle map (1.3.8) is monotonous. This implies that |k| < 1.
In this situation, the circle map (1.3.8) can display two types of behaviour, depending on
whether or not the winding number is rational. A rational winding number, ψ(f) = p/q,
corresponds to periodic behaviour where there exists x0 such that f
q(x0) = x0 + p
(mod 1). If the winding number is irrational then Denjoy’s Theorem says there exists
a smooth transformation θ → θ¯ such that the motion reduces to the rigid rotation
θ¯n+1 = θ¯n + ω (mod 1). For more details see [7].
For k ≤ 1, rational winding numbers occur on a range of forcing frequencies, a feature
known as mode-locking. In Figure 1.4 we depict the parameter plane (ω, k) and plot the
resulting winding number on a 2000 × 2000 grid of parameter choices. Starting from
k = 0, from every rational number ω, we have tips of regions called Arnold tongues
which open out as we increase k. Points inside each of these tongues correspond to a
rational winding number, and as such we define the Arnold tongue Tp/q corresponding
to rational rotation number p/q as
Tp/q = {(ω, k) : f qω,k(y) = y + p for some given y}. (1.3.10)
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Figure 1.4: Plot of the winding number (given by the colour bar) for different parameter
choices (k ∈ [0, pi]).
We have labelled a selection of tongues according to the winding number they represent
in Figure 1.4. Between the tongues the winding number is irrational.
When k > 1, the tongues overlap and the winding number is no longer uniquely deter-
mined independently of the initial condition and the dynamics become more complex.
There is a curve of constant golden mean winding number ωg = (
√
5− 1)/2 = 0.618 . . .
in parameter space, which starts at (ωg, 0) and terminates at the GM (golden mean)
critical point (ωc, kc) = (0.606661 . . . , 1) (marked with a black circle in Figure 1.4)
[20]. This winding number is special because it is the “most irrational” number (see
Appendix A.1), meaning that it is the worst approximable by rational numbers. A
renormalization approach of the GM critical point is given by Feigenbaum et al. in
[20]. In the sub-critical case |k| < 1, some simple scaling properties can be obtained
due to the conjugacy with a rigid rotation [32].
For the GM critical point, a renormalization analysis was presented in [20] with the use
of an operator on function pairs of the form(
u(x)
v(x)
)
=
(
α−1v(αx)
α−1v(u(αx))
)
. (1.3.11)
This is a two-dimensional first order functional equation, which is derived from a one-
dimensional second order equation. In Chapter 3, we will perform a similar conversion
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in order to study the functions which govern correlations in barrier billiards, a topic
we will introduce in Section 1.4. It is a critical hyperbolic fixed point of (1.3.11)
which accounts for scaling at the GM critical point. A computer assisted proof of the
hyperbolicity of this fixed point was given by Mestel in [42]. Another more general
renormalization approach has been suggested by Kuznetsov [37], where he considers
quasiperiodically forced systems of the form
xn+1 = f(xn, un) (1.3.12)
un+1 = un + ω (mod 1), (1.3.13)
where we take ω = (
√
5− 1)/2. All of the systems we consider in this thesis are of this
form, and therefore the renormalization approach we are about to describe applies to
them all. The inverse golden mean ω is approximated by the successive ratios Fn/Fn+1
where Fn = Fn−1 +Fn−2, F0 = 0, F1 = 1 are the Fibonacci numbers (see Appendix A.1
for more details). It therefore makes sense to analyse the system at these characteristic
times. Writing xn+Fm = fm(xn, un) we can use the Fibonacci recurrence to obtain
xn+Fm+2 = fm(fm+1(xn, un), un + Fm+1ω). (1.3.14)
Note that there is a choice in that we could have first carried out Fm iterations and
then Fm+1 more, rather than the other way around. However, either approach will lead
to an equivalent form of the theory [21]. To obtain the limiting behaviour we will scale
x and u by factors α and β respectively. An identity which we will re-use repeatedly
throughout this thesis is ωFm+1 = −(−ω)m+1 (mod 1). This suggests that β = −ω−1
and we can define the rescaled functions
gm(x, u) = α
mfm(x/α
m, (−ω)mu). (1.3.15)
Once more using the Fibonacci recurrence we can (assuming we are renormalizing about
the origin - see Section 5.1 for the more general case when we take some θ0 as the origin)
obtain the renormalization operator
gm+2(x, u) = α
2gm(α
−1gm+1(x/α,−uω), ω2u+ ω). (1.3.16)
In the study of the GM critical point, we have f(xn, un) = f(xn) where f is given by
(1.3.8), and so the functions gm are independent of u and so the criticality corresponds
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Figure 1.5: Plot of the attractor at the GM critical point.
to a degenerate fixed point of this operator g∗ where
g∗(x) = α2g∗(α−1g∗(x/α)). (1.3.17)
This is known as the Feigenbaum-Kadanoff-Shenker equation (this can also be deter-
mined from (1.3.11)), and the solution has been numerically generated using high-
precision expansion in powers of x3 (for example see [20], [42]). The resulting scaling
factor is numerically determined to be α = −1.28857 . . . [37]. It is natural to depict the
critical attractor in (u, x) space, giving the fractal curve shown in Figure 1.5. Note that
we have shifted the curve so that it passes through the origin, as this is the point around
which this analysis is valid. As the evolution operators at successive Fibonacci times
are identical (up to a change of scale), for a single application of the renormalization
operator the variables x and u are re-scaled by α and β = −ω−1. This means that
the curve is self-similar: if we plot the curve in some interval (neighbourhood) [−δ0, δ0]
about the origin, then we will observe the same curve if we pick the interval [−δ1, δ1]
where δ1 = δ0ω, and re-scale x and u by α and β = −ω−1 respectively. In Figure 1.6 we
demonstrate this for δ0 = 0.2. Similar plots were presented in [37]. This process can be
repeated indefinitely, and we will use a similar but slightly more complicated approach
in Section 5.2 to demonstrate the self-similarity of strange non-chaotic attractors of a
certain type at and near a bifurcation point.
Finally, to conclude this section, we note that in the study of Hamiltonians with two
degrees of freedom, the flow in four-dimensional phase space is reduced to a three-
dimensional surface for a given constant value of the Hamiltonian. By taking a local
cross-section the motion can further reduced to a two-dimensional Poincare´ map. This
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Figure 1.6: Self-similarity of the attractor at the GM critical point.
gives practical application to the study of area preserving twist-maps, and the relevant
branch of KAM theory is known as the Moser twist theorem (see e.g. [7]). These maps
are usually defined on cylinders (or annuli), and the KAM tori are now invariant curves
moving around the cylinder. Moser’s twist theorem says that these survive a small
perturbation if the winding number is sufficiently irrational. A typical example is the
standard family
xn+1 = xn + yn+1 (mod 1) (1.3.18)
yn+1 = yn − k
2pi
sin(2pixn). (1.3.19)
When k = 0 we have an integrable shear and the invariant curves are horizontal lines.
For k > 0 invariant curves with rational rotation numbers are destroyed, whereas curves
with sufficiently irrational (in fact, Diophantine - see Appendix A.1) rotation number
persist. An analysis of the scaling behaviour at the critical point when an invariant
curve is destroyed is achieved by means of a renormalization analysis, where a fixed
point of MacKay’s operator (which is similar to (1.3.11)) on the space of pairs of maps
is constructed. For more details see [41].
1.4 Symmetric barrier billiards
The initial motivation for the study of symmetric barrier billiards was presented in [62]
by Wiersig, who showed that the system could be reduced to a skew-product evolution,
17
Luke Adamson Renormalization in quasiperiodically forced systems 1.4
and provided some numerical results into the non-trivial behaviour of the autocorre-
lation function (ACF). In Chapter 2, we will extend previous work by Chapman &
Osbaldestin in [10] (which was based on the results from [62]) on renormalization of
the ACF for the half barrier with golden mean trajectory to a whole class of quadratic
irrational trajectories and, furthermore, we will analyse the ACF for arbitrary barriers.
The problem of symmetric barrier billiards relates to a particle of point unit mass mov-
ing at constant speed inside the rectangular chamber [−1, 1]× [0, 1] experiencing elastic
collisions with the boundary according to the law that the angle of incidence equals the
angle of reflection. A barrier is placed centrally (note that the term symmetric refers
to the fact that the barrier is placed centrally, the consequences of a barrier placed
non-centrally are briefly explored in Appendix B) and its nature is determined by a
barrier function B(y): B(y) takes the value +1 if the barrier is present at y and −1 if
it is absent at y. A schematic diagram of the system is shown in Figure 1.7.
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Figure 1.7: A symmetric barrier billiard and its corresponding barrier function B.
Restricting the motion of the particle to the unit square [0, 1] × [0, 1] gives an inte-
grable Hamiltonian system, which is most naturally represented in terms of the angle
coordinates (θx, θy) given by
θx(t) = θx,0 + ωxt (mod 1) (1.4.1)
θy(t) = θy,0 + ωyt (mod 1). (1.4.2)
Here ω = ωy/ωx is the rotation number, which determines the direction the particle
travels in. We convert to x–y coordinates by defining the transformation x, y = f(θx,y)
where f(θ) is the map
f(θ) =
2θ, θ ∈ [0, 1/2];2(1− θ), θ ∈ [1/2, 1]. (1.4.3)
We can make f invertible if we adopt the convention that θ ∈ [0, 1/2] corresponds to
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positive velocity. Returning to the original problem defined in the rectangular chamber
[−1, 1] × [0, 1], the evolution of (|x|, y) is clearly just the integrable evolution of the
billiard in [0, 1]× [0, 1]. With this in mind we write
x(t) = s(t)|x(t)|, (1.4.4)
where s(t) is the sign of x at time t. Therefore understanding the system boils down
to understanding the behaviour of s(t) i.e. in which of the chambers the particle lies.
The sign of x can only change when the particle crosses the y–axis, when x(t) = 0. We
thus take a stroboscopic sample at x = 0 (we can assume without loss of generality
that θx,0 = 0) in which case the particle repeatedly strikes the barrier at times n/ωx.
Letting θn denote the value of θy at time step n we thus have
θn+1 = θn + ω, (1.4.5)
where, as noted earlier, ω = ωy/ωx, the slope of the trajectory. The particle can only
change sign if the barrier is absent at y, i.e. if B(y) = −1. We let Φ(θ) = B(f(θ))
denote the barrier function in angle coordinates (which is extended to a function on R
with period 1), in which case the sign can only change if Φ(θn) = −1. We repeatedly
evaluate s(t) just before the particle strikes the barrier and denote the sign at such
times as
sn = s
(
n−
ωx
)
, (1.4.6)
where n−/ωx = (n/ωx)−. Hence we arrive at the skew-product system
θn+1 = θn + ω (mod 1), (1.4.7)
sn+1 = Φ(θn)sn. (1.4.8)
Previously, in [57] Riley has shown that skew-product systems typically display singular
continuous spectra, meaning that the Fourier transform has both a continuous and a
discrete component, so the behaviour is an intermediate between quasiperiodic and
chaotic. This system can be “solved” and the solution is given by
θn = θ0 + nω (mod 1), (1.4.9)
sn = s0
n−1∏
k=0
Φ(θ0 + kω). (1.4.10)
If ω is rational with then it is clear that sn is periodic: if ω = p/q then θ is periodic
with period-q and thus the product in (1.4.10) is also periodic. Depending on the value
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of the product over one period of θ, sn is either periodic with period-q or 2q. Thus sn is
periodic if ω is rational and the behaviour is completely understood. If ω is irrational
then (1.4.10) does not illuminate the behaviour of sn.
Instead we analyse the autocorrelation function (ACF) defined by
C(t) = 〈snsn+t〉 = lim
N→∞
1
N
N∑
n=1
snsn+t, (1.4.11)
a limit which we shall assume exists. In [62] Wiersig provided a numerical evaluation
of the ACF for the simple case of the half-barrier with barrier function
B(y) =
+1, y ∈ [0, 1/2);−1, y ∈ [1/2, 1), (1.4.12)
and ω = (
√
5−1)/2, the golden mean trajectory. It was seen numerically that the peaks
of the ACF had magnitude ' 0.55, as can be seen in the numerical evaluation of the
ACF in Figure 1.8. The work of Wiersig was furthered in [10], where a renormalization
analysis of the ACF was performed. The key ingredient to the work in [10] is the second
order functional recurrence
Qn(x) = Qn−1(−ωx)Qn−2(ω2x+ ω), (1.4.13)
which is the renormalization operator that arises in the study of the correlations. This
recurrence is of crucial importance to this work and will appear frequently throughout
this thesis. Indeed, the ACF at the characteristic Fibonacci times are calculated by
integrating the functions Qn as we shall see in Section 2.1, and this motivates the
study of piecewise constant orbits of (1.4.13). In Section 2.4, we will see that orbits of
an expanding piecewise linear map determine the evolution of discontinuities of these
functions in some “fundamental interval”, which in turn drives the behaviour on the
whole of the real line.
This functional recurrence also appears in the study of characteristics of many other
quasiperiodically forced models such as quantum two-level systems, the Harper equation
and systems which give rise to strange non-chaotic attractors. We will have a look at
these in some detail in the upcoming sections of this introductory chapter. A detailed
analysis of the half-barrier is presented in [10] for the golden mean trajectory, and
it is shown that the ACF has alternating peaks at every third Fibonacci number of
magnitude 1 − 1/√5 = 0.5527 . . ., which puts the numerical results of [62] on firmer
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Figure 1.8: Numerical evaluation of the ACF, C(t), for the half barrier.
footing. The locations and values of these peaks are shown by the arrows in Figure 1.8.
We conclude that the autocorrelation function shows an intermediate behaviour between
quasiperiodicity and chaos: if the system was quasiperiodic, the ACF would return
arbitrarily close to 1 at characteristic times related to ω, whereas if it were chaotic the
correlations would decay exponentially to zero. Here the ACF does neither, it does not
decay and it does not return to 1.
The generalisation of results to a broader class of quadratic irrationals was previously
completed in [48] (following work on the golden mean frequency in [45]) in the study
of correlations of a quasiperiodically forced quantum two-level system, which we will
investigate further in Section 1.6. Indeed, the limitation of the work on barrier billiards
in [10] is that only the golden mean trajectory is studied. In Chapter 2 we will extend
the work in [10] to the class of quadratic irrational given by ω = (
√
m2 + 4−m)/2 (mo-
tivated by the work in [48]), which are fixed points of the Gauss map with continued
fraction expansion [0;m,m, . . . ,m]. For more details on continued fraction expansion
see Appendix A.1. We will give a detailed description of the behaviour of the ACF for
the half-barrier in Section 2.6. Additionally, we will explore the behaviour of correla-
tions for arbitrary barriers in Section 2.7, by numerically calculating the autocorrelation
function at characteristic times. It is shown that if the endpoints of the barrier lie out-
side the field Q(ω) = {a+ bω : a, b ∈ Q}, then the correlations are chaotic and densely
explore an invariant set embedded in three-dimensional space.
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1.5 The Harper equation
In this section we look at an application of one-dimensional quasiperiodically forced
maps in the study of quasicrystals, where the focus is on motion in quasiperiodic poten-
tials [21]. The renormalization approach used here will be invaluable to us in Chapter 3
when we construct a map linking the shift map acting on a space of bi-infinite codes
and the two-dimensional version of the renormalization operator (1.4.13) (introduced in
the previous section) acting on a space of pairs of piecewise constant functions. Firstly,
we introduce the so-called Harper models, which take the form [21]
ψi+1 + ψi−1 + P (2npiω)ψi = Eψi. (1.5.1)
The value E is the energy eigenvalue for the eigenfunctions ψi defined on the discrete
sites −∞ < i < ∞, and P is a periodic potential that depends on n quasiperiodically
assuming ω is irrational. By defining xi = ψi/ψi−1 it is straightforward to verify that
the Harper model is equivalent to the quasiperiodically forced one-dimensional map
xi+1 = E − x−1i − P (2piθn) (1.5.2)
θi+1 = θi + ω (mod 1). (1.5.3)
The focus here will be on the generalised Harper equation, which is given by the eigen-
value equation
(1 + α cos(2pi(ω(i+ 1/2) + φ)))ψi+1 + (1 + α cos(2pi(ω(i− 1/2) + φ)))ψi−1
+ 2λ cos(2pi(iω + φ))ψi = Eψi. (1.5.4)
This equation models an electron in a two-dimensional lattice in a transverse magnetic
field in both the limits of strong (weak) field and weak (respectively strong) potential.
The parameters in the model are ω, which represents the magnetic flux per unit cell,
φ, which represents the wave-number of the plane wave in the transverse direction and
λ, which gives the ratio of the length of the unit cell in the direction of the vector
potential and its length in the transverse direction [47]. The parameter α tells us the
nearest-neighbour interaction strength. The “standard Harper equation” is obtained
when we ignore this factor, setting α = 0. This standard equation was first studied in
[31], where more detail about the physical meanings of these parameters is provided,
but these are not of great concern to us here.
In the strong coupling limit λ → ∞, Ketoja and Satija observe in [36] that for α = 0
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Luke Adamson Renormalization in quasiperiodically forced systems 1.5
Figure 1.9: The Ketoja-Satija Orchid.
and ω = (
√
5 − 1)/2 (the golden mean flux) the eigenfunctions decay exponentially
with universal self-similar fluctuations. In [36], the authors derive a renormalization
operator from their decimation scheme (first used by the same authors in [35]). The
observed behaviour is then explained in terms of a fixed point of this renormalization
operator, called the strong coupling fixed point. This fixed point was then analytically
constructed by Mestel & Osbaldestin in [49]. Furthermore, in [11] the results from [49]
were generalised to the class of quadratic irrational flux given by fixed points of the
Gauss map (this map will be defined in Appendix A.1).
The main focus here is the case when α 6= 0. If λ > 1 and α < 1 then the strong coupling
fixed point once again governs the motion, so we focus on the situation λ ≥ α ≥ 1.
In [36], evidence is provided that the fluctuations in the decaying eigenfunctions are
characterized by the orbits of a renormalization operator on a renormalization strange-
set on analytic function pairs dubbed the “Ketoja-Satija Orchid”. A projection of this
set obtained by evaluation of these function pairs at the origin is shown in Figure 1.91
for the golden mean flux, and is taken from [47]. The set itself was subsequently shown
by Mestel & Osbaldestin [47] to be given by multiple copies of a subshift of finite type,
and the approach provided in [47] will be key to our study of the “barrier billiard
renormalization strange set” in Chapter 3.
We provide a brief derivation of the renormalization equations and state the main results
1Thanks to Ben Mestel for providing this figure.
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of [47]. From [28], the eigenfunctions decay according to the characteristic exponent
γ = log
λ
α
+
√(
λ
α
)2
− 1
 . (1.5.5)
We can factor out this decay by defining the rescaled functions ηi given by
ψi = e
−γ|i|ηi, (1.5.6)
in which case for i > 0 the generalised Harper equation (1.5.4) becomes
e−2γ(1 + α cos(2pi(ω(i+ 1/2) + φ)))ηi+1 + (1 + α cos(2pi(ω(i− 1/2) + φ)))ηi−1 (1.5.7)
+ 2λe−γ cos(2pi(iω + φ))ηi = Ee−γηi. (1.5.8)
Because we are focusing on the golden mean flux ω = (
√
5 − 1)/2, following Ketoja
& Satija [36] we pick our indices to be separated by Fibonacci numbers (continued
fraction convergents to ω), so that all other sites apart from those labelled by Fn are
“decimated”. Our goal is then to relate ηi+Fn+1 to ηi+Fn+2 and ηi, resulting in an
equation of the form
ηi+Fn+1 = sn+1(i)ηi+Fn+2 + tn+1(i)ηi. (1.5.9)
The functions sn and tn therefore govern the behaviour, and it is possible to derive
recursions for them. If we replace n by n − 2 in (1.5.9) and replace i by i + Fn we
obtain (using the properties of the Fibonacci numbers)
ηi+Fn+1 = sn−1(i+ Fn)ηi+2Fn + tn−1(i+ Fn)ηi+Fn . (1.5.10)
Using the fact that
ηi+2Fn = sn(i+ Fn)ηi+Fn+2 + tn(i+ Fn)ηi+Fn (1.5.11)
ηi+Fn = sn(i)ηi+Fn+1 + tn(i)ηi
= sn(i)sn+1(i)ηi+Fn+2 + (sn(i)tn+1(i) + tn(i))ηi, (1.5.12)
we can re-write (1.5.10) in terms of ηi+Fn+2 and ηi. By doing this we can collect like
terms of (1.5.9)–(1.5.10), to obtain the recursion
sn+1(i) =
sn−1(i+ Fn)sn(i+ Fn)
1− sn(i)(tn−1(i+ Fn) + sn−1(i+ Fn)tn(i+ Fn)) (1.5.13)
tn+1(i) =
tn(i)(sn−1(i+ Fn)tn(i+ Fn) + tn−1(i+ Fn))
1− sn(i)(tn−1(i+ Fn) + sn−1(i+ Fn)tn(i+ Fn)) , (1.5.14)
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for n > 1. Consideration of (1.5.4) and (1.5.9) shows the initial conditions to be
s1(i) = 1, t1(i) = 0 and
s2(i) =
e−γ(1 + α cos(2pi(ω(i+ 3/2) + φ)))
E − 2λ cos(2pi((i+ 1)ω + φ)) (1.5.15)
t2(i) =
1 + α cos(2pi(ω(i+ 1/2) + φ))
e−γ(E − 2λ cos(2pi((i+ 1)ω + φ))) . (1.5.16)
In the strong coupling limit we take λ → ∞, which from (1.5.5) means that γ → ∞.
Taking this limit, from (1.5.15), we see that s2 → 0 and so from (1.5.13) sn → 0 for
n ≥ 2. Noting that λe−γ → α/2 and e−γ → α/(2λ) we have that
t2(i)→ 1 + α cos(2pi(ω(i+ 1/2) + φ))
α(/2− cos(2pi((i+ 1)ω + φ))) (1.5.17)
t3(i)→ t2(i)t2(i+ F2) (1.5.18)
tn+1(i)→ tn(i)tn−1(i+ Fn), (1.5.19)
as λ→∞, where  = limE/λ. We now replace the discrete lattice i by the continuous
variable x = (−ω)−n{iω} (where {·} denotes the fractional part). We let t˜n(x) = tn(i)
and thus t˜n is a function of a real variable of period ω
n. For n > 1 we have
t˜n+1(x) = t˜n+1((−ω)−(n+1){iω}) (1.5.20)
= tn+1(i) (1.5.21)
= t˜n((−ω)−n{iω})t˜n−1((−ω)−n−1{i+ Fnω}) (1.5.22)
= t˜n((−ω)(−ω)−(n+1){iω})t˜n−1(ω2(−ω)−(n+1){iω − (−ωn)}) (1.5.23)
= t˜n(−ωx)t˜n−1(ω2x+ ω). (1.5.24)
Remarkably, this is the same second-order recursion which (as we shall see in Sec-
tion 2.1) appears in the study of barrier billiards and also in many other quasiperiodi-
cally forced systems. It is convenient instead to use the two-dimensional version of this
operator, which is achieved by defining t˜n(x) = vn(x) and un(x) = vn−1(−ωx), which
gives the renormalization operator R such that(
un+1(x)
vn+1(x)
)
=
(
vn(−ωx)
vn(−ωx)un(−ωx− 1)
)
= R(un, vn), (1.5.25)
with
u2(x) = v2(x) =
1 + α cos(2pi(ω2x+ ω/2))
α(1− cos(2pi(ω2x+ ω))) . (1.5.26)
This is the operator we will be using in Chapter 3, where we show that the action of
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Figure 1.10: The function G plotted on the fundamental interval I.
this operator on a space of piecewise constant functions is linked to a subshift of finite
type. The nature of the initial conditions and their iterates under R will determine the
function space in which we should work. In particular, the initial conditions specify
a universality class in a function space, and this determines the long-term behaviour
under R. For example, when α = 0 (the standard Harper equation), the fact that v2
has a second order pole at x = 1 results in convergence to a unique fixed point of R
called the “strong-coupling fixed point”, which also has a pole of order two at x = 1
(for more details see [49], where this fixed point is constructed).
Focusing on the case λ ≥ α ≥ 1, we let F = B1×B0 denote the space of function pairs
(u, v) with u ∈ B1 and v ∈ B0, where Bi (i = 0, 1) are the Banach spaces of real-analytic
functions on domains Vi. We set V0 = D(ω
2/2, ω−1/2) and V1 = D(−(ω + 1/2), 1/2)
where D(c, r) = {z ∈ C : |z − c| < r} is the open disc with centre c and radius r. Note
that a suitable topology may be put on F as in [47].
Note that we define binary operations on functions coordinate-wise, meaning that for
multiplication (for instance) (u1, v1)(u2, v2) = (u1u2, v1v2).
We now summarise the results of [47]. It is shown that the behaviour of recurrence
(1.5.25) is driven by its behaviour on the fundamental interval I = [−ω−1, 1]. On this
interval there is a piecewise linear map G : I\{−ω} → I\{−ω} given by
G(x) =
−ω−1x− ω−1, x ∈ [−ω−1,−ω);−ω−1x, x ∈ (−ω, 1]. (1.5.27)
A plot of G is shown in Figure 1.10. It is shown that the zeros of the function pairs
(u, v) in I evolve under iteration of this map. Furthermore, for each point x in I we
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define its code (which, for all but a countable number of points, is unique due to the
expanding nature of G) to be the bi-infinite sequence (ck)k∈Z = c ∈ {0, 1}Z such that
ck =
1, Gk(x) ∈ [−ω−1,−ω);0, Gk(x) ∈ (−ω, 1]. (1.5.28)
The shift map is defined on c by σ(c)k = ck+1, and the code c satisfies the condition
that we can never have two consecutive 1’s i.e. ckck+1 = 0. This gives a code space
Σ˜ ⊆ {0, 1}Z which is an example of a subshift of finite type. We define the metric
d(c, cˆ) =
∞∑
k=−∞
2−|k||ck − cˆk|, (1.5.29)
and note that Σ˜ inherits a topology from {0, 1}Z, whilst σ restricts to a homeomorphism
σ : Σ˜ 7→ Σ˜. We define Σ to be the subset of Σ˜ obtained by removing codes which end
in all 0s or infinitely many copies of the block (01). The main result of [47] is given by
the following proposition:
Proposition 1.1. There exists a continuous map ξ : Σ→ F and a map on sign pairs
kc : {−1,+1}2 → {−1,+1}2 such that, for c ∈ Σ, ξ(c) is a function pair (u, v) ∈ F
(which can be determined) satisfying
R((su, st)ξ(c)) = kc0(su, st)ξ(σ(c)). (1.5.30)
This tells us that the action ofR on a function pair (u, v) = (su, st)ξ(c) is the application
of the map kc0 to the sign pair and a shift of the code c. The construction of ξ(c) is
involved and we therefore omit it, but for more details see [47]. This result applies
when the initial condition has one zero in I.
However, the initial condition v2(x) from (1.5.26) has two zeros. Therefore a second
ingredient, called partnering, is required. This operation reflects the fact that the zeros
in I of v always sum to either −ω−1, −ω or 1 (this will be described in greater detail
in Section 3.2). The partner code is denoted by c˜, and letting A = 010, B = 00 and
C = 01, it is defined according to the following substitution law
A→ A, B → C, C → B. (1.5.31)
Note that any code can be uniquely written in terms of these three symbols as proven
in [47], given that we specify the position of c0. The semi-conjugacy is then given by
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Figure 1.11: Projection of the fundamental set clβ(Σ).
β(c) = ξ(c)ξ(c˜), and satisfies the equation
R((su, st)β(c)) = Lb0(su, st)β(σ(c)), (1.5.32)
where Lb is another map on sign pairs. We let
S = {k ∈ Z : the code c starts with an A,B or C at index k}. (1.5.33)
The Ketoja-Satija Orchid, O, is then given by
O = cl{(su0 , st0)β(c) : c ∈ Σ and (sun(c), stn(c)) ∈ {(+1,+1), (−1,−1), (+1,−1)} ∀n ∈ S}.
(1.5.34)
Hence the orchid consists of three copies of the closure of the fundamental set β(Σ),
as the sign pair (−1,+1) is not permitted. A projection of this set evaluated at the
origin gives Figure 1.9, and consists of three copies of the fundamental set shown in
Figure 1.112, which is taken from [47]. The initial conditions of the renormalization
operator R for the generalised Harper equation are shown to converge under R to an
orbit in O asymptotically. It is shown that the dynamics of R restricted to O are
chaotic in some sense.
This work was generalised to a class of quadratic irrational in [46], and has recently been
2Thanks to Ben Mestel for providing this figure.
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further extended to all quadratic irrationals in [33]. We will use a modified approach
in Chapter 3 to provide a similar analysis for barrier billiards. In Section 3.5 we define
the “barrier billiard orchid” (so to speak), which is the renormalization strange set
observed in the study of the renormalized functions which govern the autocorrelation
function for symmetric barrier billiards for the golden mean trajectory, a projection
of which is shown in Figure 2.16a and described in Section 2.7. This is achieved by
constructing a map in Section 3.3 which identifies the shift map acting on a space of
bi-infinite codes (corresponding to allowable paths in a transition diagram introduced
in Section 3.2) and the renormalization operator acting on a space of pairs of piecewise
constant functions.
1.6 Correlations in a quasiperiodically forced two-
level system
Following on from a study of the autocorrelation function (ACF) in symmetric barrier
billiards that we shall give in Chapters 2 and 3, we will also investigate the ACF of
a different quasiperiodically forced system, but one for which the resulting renormal-
ization equations are similar to those seen in the earlier chapters. The system was
previously studied by Feudel et al. in [23] following the pioneering work by Luck et al.
in [40]. In [40] the response of a two-level system to quasiperiodic perturbations is dis-
cussed, and it is shown that the Fourier transform of the evolution operator represents
an intermediate state between quasiperiodic and chaotic behaviour.
Here we introduce the system and show how (as was the case for barrier billiards) the
study of the ACF leads us to a skew-product evolution, following the work in [23]. In
particular, we focus on a two-level system in a time-dependent magnetic field M(t). The
Hamiltonian has the form H(t) = M(t) · σ where σ = (σx, σy, σz), and the components
of this vector are given by the Pauli matrices
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
. (1.6.1)
We restrict ourselves to the case when M(t) = (R(t)/2, 0, k/2), in which case we have
H(t) = (R(t)/2)σx+(k/2)σz. Setting Planck’s constant ~ = 1 the Schro¨dinger equation
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for a spinor ψ = (ψ1, ψ2) gives
iψ˙1 =
1
2
kψ1 +
1
2
R(t)ψ2 (1.6.2)
iψ˙2 = −1
2
kψ2 +
1
2
R(t)ψ1. (1.6.3)
This can be expressed in terms of the observable Bloch variables. The Bloch variables
are components of the polarization vector Px,y,z = ψ
∗σx,y,zψ (z∗ denotes the complex
conjugate of z), given by
Px = ψ
∗
1ψ2 + ψ1ψ
∗
2, (1.6.4)
Py = i(ψ1ψ
∗
2 − ψ∗1ψ2), (1.6.5)
Pz = ψ1ψ
∗
1 − ψ2ψ∗2. (1.6.6)
For these components it is straightforward to obtain the following differential equations:
P˙x = −kPy, (1.6.7)
P˙y = kPx −R(t)Pz, (1.6.8)
P˙z = R(t)Py. (1.6.9)
These variables are normalized so that P 2x + P
2
y + P
2
z = 1. We now assume that R(t)
consists of period-T Dirac δ-function kicks i.e
R(t) =
∞∑
n=−∞
Anδ(t− nT ), (1.6.10)
where the amplitude An is variable. Between the kicks we have a rotation in the (Px, Py)
plane, whereas at the kicks the rotation is in the (Py, Pz) plane. Adopting the notation
that (Px,n, Py,n, Pz,n) denotes the polarization vector at the times nT of the kicks, we
will derive a linear “kick-to-kick” mapping (P−x,n, P
−
y,n, P
−
z,n) 7→ (P−x,n+1, P−y,n+1, P−z,n+1).
Here (for example) P−x,n denotes evaluation just before the kick, and P
+
x,n will denote
evaluation just after the kick. Firstly, we must integrate over the kick between t =
(nT )− and t = (nT )+. During the kick the δ function dominates, and so we discard
terms which do not involve it in equations (1.6.7)–(1.6.9). Noting that
∫∞
−∞ δ(t) dt = 1,
this gives(
P+y,n
P+z,n
)
= exp
(∫ t=nT+
t=nT−
(
0 −R(t)
R(t) 0
)
dt
)(
P−y,n
P−z,n
)
=
(
cosAn − sinAn
sinAn cosAn
)(
P−y,n
P−z,n
)
,
(1.6.11)
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and so P
+
x,n
P+y,n
P+z,n
 =
1 0 00 cosAn − sinAn
0 sinAn cosAn

P
−
x,n
P−y,n
P−z,n
 . (1.6.12)
Secondly, we integrate between t = (nT )+ and t = ((n+ 1)T )−:P
−
x,n+1
P−y,n+1
P−z,n+1
 =
cos kT − sinKT 0sin kT cos kT 0
0 0 1

P
+
x,n
P+y,n
P+z,n
 . (1.6.13)
Finally, we combine these to obtainPx,n+1Py,n+1
Pz,n+1
 =
cos kT − sin kT cosAn sin kT sinAnsin kT cos kT cosAn − cos kT sinAn
0 sinAn cosAn

Px,nPy,n
Pz,n
 , (1.6.14)
where, for aesthetic purposes, we abandon the superscript notation. Following [23], we
take An = κΦ(φn), where Φ is the modulation function, φn is a quasiperiodic rotation
i.e. φn+1 = φn + ω with ω /∈ Q, and κ is a constant determining the amplitude (or
level) of the modulation. We focus on piecewise constant modulation functions, where
we observe singular-continuous spectra as shown in [40].
We now set the time T between kicks to be commensurate with the fundamental fre-
quency k so that kT = 2pim, m ∈ Z. This effectively decouples Px,n so that the
remaining dynamics is just a rotation in the (Py, Pz) plane. Note that it is numerically
seen in [23] that this simplification may not be necessary to observe singular continuous
spectra. As a result of the normalization constraint we may without loss of general-
ity take Px,n = 0. Writing Py,n = cos θn and Pz,n = sin θn we arrive at the following
skew-product system
φn+1 = φn + ω (mod 1), (1.6.15)
θn+1 = θn + κΦ(φn). (1.6.16)
We can “solve” this system giving
φn = φ0 + nω (mod 1), (1.6.17)
θn = θ0 + κ
n−1∑
l=0
Φ(φ0 + lω). (1.6.18)
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This is the additive version of the skew-system (1.4.9)–(1.4.10) derived in Section 1.4
for barrier billiards. Again, this solution does not give us any indication of how the
system behaves when ω is irrational, and we must analyse the autocorrelation function
(ACF). In this case (because the θ variable can take values other than ±1) we use the
normalized autocorrelation function for Py
CPy(t) =
〈Py,nPy,n+t〉
〈P 2y,n〉
, (1.6.19)
where 〈f(n)〉 = lim
N→∞
1
N
∑N
n=1 f(n).
It is observed in [23] that if the modulation function Φ is continuous then the ACF is
quasiperiodic, whereas if it is piecewise constant the correlations neither decay to zero
or return to 1, and it is this situation that concerns us here. We take ω = (
√
5− 1)/2,
the inverse of the golden mean. For the modulation function
Φ(φ) =
+1, 0 ≤ {φ} < 1/2;−1, 1/2 ≤ {φ} < 1, (1.6.20)
with modulation level κ = pi/2 ({φ} denotes that φ is taken modulo 1, a notation which
shall be used throughout), it is numerically observed in [23] that the ACF has peaks of
approximate magnitude ' 0.55279. In [45] this case is analysed in detail by Mestel &
Osbaldestin using a renormalization analysis, and (as was the case for barrier billiards)
it is shown that the peaks are of magnitude 1− 1/√5 = 0.5527864 . . . and are located
at F3k, k ∈ Z. A numerical evaluation of the ACF is presented in Figure 1.12.
The authors extended the results of [45] in [48] to a class of quadratic irrationals ω =
(
√
m2 + 4 − m)/2, and we shall do the same in Chapter 2 for barrier billiards. Note
that m = 1 is the golden mean case generally studied. For the general case it is shown
that for modulation function (1.6.20) with κ = pi/2, the ACF has peaks of magnitude
1 − 1/√m2 + 4. In the renormalization analysis for this system the recurrence is the
additive version of (1.4.13), i.e. (for m = 1)
Zn(x) = Zn−1(−ωx) + Zn−2(ω2x+ ω). (1.6.21)
In Chapter 4 we analyse the behaviour of correlations for a general class of piecewise
constant modulation function, providing a link between correlations in this two-level
system and our work on correlations in barrier billiards from Chapter 2.
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Figure 1.12: Numerical evaluation of the autocorrelation function CPy(t) for modulation
function (1.6.20) with modulation level κ = pi/2 (theoretical peaks are shown by the
arrows).
1.7 Strange non-chaotic attractors
Strange non-chaotic attractors (SNAs) have been one of the main focuses in the study
of quasiperiodically forced systems since they were discovered by Grebogi et al. in
1984 [26]. They are paradoxical in nature, featuring an attracting set which is strange
(fractal or nowhere differentiable), but on which nearby trajectories do not separate (on
average) at an exponential rate over time. Prior to their discovery the terms “chaotic”
and “strange” were deemed synonymous.
The SNAs we will study arise from quasiperiodically forced systems of the form
xn+1 = f(θn, xn) (1.7.1)
θn+1 = θn + ω (mod 1). (1.7.2)
1.7.1 Pinched skew-products
The first example of an SNA was given by Grebogi, Ott, Pelikan and Yorke in [26] and
has become known as the GOPY model (after the authors). It is given by
xn+1 = 2σ cos(2piθn) tanh(xn) (1.7.3)
θn+1 = θn + ω (mod 1). (1.7.4)
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Figure 1.13: SNA occurring in the GOPY model for σ = 1.5.
This example is convenient to study because it can be analytically shown that for
σ > 1 an SNA exists [26]. Indeed, we will do this in Chapter 5 for a system which is a
generalisation of the GOPY model. A plot of the SNA occurring at σ = 1.5 is presented
in Figure 1.13. Showing that an SNA exists involves showing that the attractor is
strange and that the Lyapunov exponent (which we define later in Subsection 1.7.2) is
non-positive. The latter is a good indicator that the attractor is non-chaotic, however
we note that due to the so-called “Perron effect”, which can cause sign-inversions of the
exponent for time-varying linearisations, this is not a sufficient condition for stability.
However, as the models under study here do not have time-varying linearisations, we
do not believe that this should affect the models under study in this thesis. For more
details on these effects see [39].
The concept of a “strange attractor” is commonplace, and yet a definition for what
features it should possess is still not firmly agreed upon. As a result of this we will
avoid giving a formal definition. Instead below we give a list of three features of a set
that will be necessary for us to call it strange in this thesis. The list is based on the
definition of a strange attractor given in [26]:
• The set is compact.
• Every initial condition in a neighbourhood of the set converges to some subset of
the set, and for “typical” initial conditions the ω-limit set is the whole set. These
first two conditions make the set an attractor.
• The attractor is not a finite set of points and is not piecewise differentiable. We say
that it is piecewise differentiable if it is either a piecewise differentiable curve or
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surface, an area bounded by a piecewise differentiable curve or a volume bounded
by a piecewise differentiable closed surface.
The systems we will work with are SNAs which arise from pinched skew-products, which
are defined as follows (following the definition in [24]):
Definition 1.4 (Pinched skew-product). Let X = (R/Z)×R and ω ∈ R\Q. A pinched
skew product is a map of the form P : X → X with
P (θ, x) = (θ + ω, a(θ) + b(θ)f(θ, x)), (1.7.5)
where a, b and f are piecewise continuous functions of their arguments. In addition, we
assume that f is piecewise continuously differentiable and bounded and that b has at
least one zero (which is necessary to create the “pinching effect”).
In [24], Glendinning stated and proved some results regarding the global attractors of
such systems. For a pinched skew-product, P , we define the global attractor, A, as the
set
A =
⋂
n≥0
P n(X). (1.7.6)
Before we state the main result from [24] we recall the following definition:
Definition 1.5 (Upper and lower semi-continuous). We say that a function h : R→ R
is upper semi-continuous at x if
lim
n→∞
suph(xn) ≤ h(x), (1.7.7)
for any sequence (xn) which converges to x. We say that h is lower semi-continuous if
−h is upper semi-continuous. A function is called upper (lower) semi-continuous if it
is upper (resp. lower) semi-continuous for all x ∈ R.
The following theorem from [24] tells us the qualitative nature of the global attractor.
Theorem 1.2. Let P : X → X be a pinched skew-product, then there exists a lower
semi-continuous function ψ(θ) and an upper semi-continuous function φ(θ) such that
the global attractor A is given by
A = {(θ, x) ∈ X : ψ(θ) ≤ x ≤ φ(θ)}. (1.7.8)
Additionally, ψ(θ) = φ(θ) on a dense set of values of θ.
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The numerical simulation of the attractor shown in Figure 1.13 clearly shows these
two bounding curves, in addition to some of the vertical cross-sections on which the
bounding curves are equal (in this case to zero), creating the “pinching effect”. This
last point will be examined in more detail in Chapter 5.
1.7.2 Lyapunov exponent
The Lyapunov exponent is a useful quantity which describes how a small m-sphere (in
the case of an m dimensional map) in phase space evolves under repeated iteration of
a map g : Rm → Rm. The following description and definition is based on that in [5].
Let us take a small m-sphere C, which can be normalized to the unit m-sphere. Upon
iteration it will evolve into an approximate ellipsoid. Writing the system in the form
xn+1 = g(xn), after n iterations this ellipsoid is approximately given by Jn(C) where
Jn(x) = Dg
n(x) and Dgn is the Jacobian matrix of the nth iterate of g. This ellipsoid
will have m orthogonal axes. If the map expands in the direction of one of these axes,
then the length of the axis in that direction will grow, whereas otherwise it either
contracts or stays the same. The Lyapunov exponents are defined as the logarithm of
the asymptotic geometric average of the growth of each of these axes.
More formally, Oseledec’s multiplicative ergodic Theorem [54] states that for almost all
initial points x0 (with respect to the underlying measure), the matrix defined by the
limit
Λx0 = lim
n→∞
(Dgn(x0)(Dg
n)T (x0))
1/2n, (1.7.9)
exists. Furthermore, let the vectors vi(x0), i = 1, . . . ,m, be the m eigenvectors of this
matrix corresponding to the eigenvalues eλi , then for almost all x0
λi = lim
n→∞
1
n
log |Dgn(x0)vi(x0)|. (1.7.10)
The numbers λi are the Lyapunov exponents of the map g, and without loss of generality
may be ordered so that λ1 ≥ λ2 ≥ . . . ≥ λm. For ergodic systems, Oseledec’s Theorem
[54] states that the λi do not depend upon the initial condition, and so are intrinsic
properties of the dynamical system. For further details see [18].
Typically calculation of the matrix Dgn is computationally intensive and prone to
rounding errors (as the ellipsoid becomes increasingly long and thin or negligible in
size), and so we need another method of calculating the Lyapunov exponents of the
map. Using the Gram-Schmidt process we can repeatedly reorthonormalize lengths to
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approximate the evolution of the ellipsoid in order to calculate λi. By doing this we
avoid running across negligible or large numbers in the calculation. For more details
see (for example) [5].
The Lyapunov exponents tell us how the distance between nearby initial conditions
evolves, and if one of these exponents is positive this indicates that the distance increases
exponentially. A positive (non-positive) largest Lyapunov exponent is widely used in
the literature to indicate chaotic (resp. stable) behaviour in non-linear systems, despite
the aforementioned Perron sign-inversion effects on the exponents for time varying
linearisations [39]. We therefore (cautiously) give the following definition of chaos,
however we note there are many other definitions which are widely used.
Definition 1.6 (Chaos). Suppose g is a map on Rm and let {x0,x1, . . .} be a bounded
orbit of g. If the orbit is aperiodic and the largest Lyapunov exponent is positive then
the orbit is chaotic.
For the GOPY model (1.7.3)–(1.7.4), one of the Lyapunov exponents (corresponding
to the θ direction) is trivially equal to zero. This will always be the case in the study
of quasiperiodically forced systems, but we are only interested in the behaviour of x.
The exponent corresponding to the x direction is given by
λ = lim
N→∞
1
N
N−1∑
i=0
ln
∣∣∣∣∂f∂x
∣∣∣∣
θn,xn
, (1.7.11)
which is the logarithm of the geometric average of the derivative over an orbit. We
define an SNA as a strange attractor which has non-positive Lyapunov exponent λ ≤ 0,
meaning that on average nearby trajectories do not separate exponentially. In [26] the
authors analytically showed that λ ≤ 0 for the GOPY model (1.7.3)–(1.7.4) for σ > 0.
Following the work in [26], Ding et al. directed their attention towards bifurcations
involving SNAs in [14], where the transition of a circle map between quasiperiodic,
strange non-chaotic and chaotic behaviour is studied. The authors show that the set
in parameter space which exhibits SNAs has Cantor set structure and lies between
two curves separating quasiperiodic and chaotic behaviour. In [58] it is shown that
SNAs typically arise for a set of parameters having positive measure, thus making
them physically important.
In order to prove the existence of an SNA, we need to demonstrate that the attractor is
truly strange. Sometimes we can find examples of systems, such as the GOPY model,
for which this can be achieved analytically, but generally this is not the case. If we
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know the Lyapunov exponent is negative however, then the methods presented in [56]
provide a means for indicating strangeness numerically. However, the determination
of strangeness numerically is also often problematic. Indeed, in [30] Haro & Simo´ give
several examples of attractors which have been wrongly classified as strange in the
literature on the fractalization route to SNA.
1.7.3 Renormalization approaches
In [38], Kuznetsov et al. present a renormalization group analysis of a modified, but
similar, version of the GOPY model in order to study a bifurcation they labelled the
“birth of an SNA”. This work showed that at the point of transition to SNA, the
attractor exhibits scaling properties which make it self-similar on smaller and smaller
scales for the golden mean forcing frequency. These scaling factors show how the size of
the attractor decreases as we approach the bifurcation point and thus give a complete
understanding of this transition. The content of [38] is relevant to us, and is used to
motivate the work in Chapter 5, which will provide a similar analysis to a generalisation
of the GOPY model.
This aforementioned generalisation of the GOPY model, the Glendinning model (named
after the author), was studied in [25] and is given by
xn+1 = 2σ(φ+ cos(2piθn)) tanh(xn) (1.7.12)
θn+1 = θn + ω (mod 1). (1.7.13)
Here there are two bifurcation parameters, and Glendinning showed in [25] that there
are three curves separating three qualitatively different dynamical regimes in the pa-
rameter plane: the trivial attractor x = 0, SNAs, and torus attractors. This transition
to SNA is labelled the “non-smooth pitchfork bifurcation” in [25], as the stable attractor
x = 0 loses stability and two symmetric stable semi-continuous curves are created.
To conclude this subsection we note that a renormalization approach to analyse corre-
lations of SNAs arising from pinched skew-products has been previously produced in
[44], showing that for the GOPY model the peaks of the ACF have magnitude 1−1/√5
for the golden mean frequency, and are located at every third Fibonacci number. This
confirmed the numerical results on the same subject in [22] and [55].
We will provide a renormalization analysis for a model which is similar to Glendinning’s
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model, based on the approach in [38], in Chapter 5. This includes the derivation of the
renormalization equations using two different methods in Section 5.1, and necessary
conditions are provided for the renormalization operator to be periodic. These periodic
orbits are then constructed using a method of numerical approximation based on the
growth of the attractor over a period. Scaling factors are numerically calculated for
numerous examples of parameter choices on and near a bifurcation curve in Section 5.2,
and we visually depict the self-similarity of the attractors. We also provide a link
between the correlations occurring in this system and barrier billiards in Section 5.3,
showing that their ACFs are in fact equivalent.
1.7.4 Dimensions of SNAs
The box-counting dimension is often calculated for systems exhibiting strange attractors
as a means of quantifying their geometric complexity. The calculation of this dimension
for a system giving rise to SNA was first attempted by Ding et al. in [13], where the
authors focused on determining the box-counting dimension of attractors generated
by the GOPY model. We have adapted and corrected the approach in [13], so that it
applies to a whole class of pinched skew-product systems and can also be used to analyse
the dimension at critical bifurcation points. Recall that the box-counting dimension,
D0, is defined as
D0 = lim
→0
logN()
log(1/)
, (1.7.14)
where N() is the number of boxes of width  required to cover the attractor. In [13] the
authors attempt to calculate the box-counting dimension by examining how the area of
the attractor within an -strip about the θ axis decays asymptotically upon iteration.
They provide an upper bound for the area deleted and claim that it is a multiple of 2,
concluding that the dimension is possibly 2. However, the approach presented features
errors and does not make use of the bifurcation parameter, and as such gives little
intuition as to why the dimension changes from 1 to 2 at the critical point of transition.
In [13], it is conjectured that the information dimension of SNAs is equal to 1. In [27]
this conjecture is proven for SNAs which arise from pinched skew-products of the form
xn+1 = tanh(κxn) cos(2piθn) (1.7.15)
θn+1 = θn + ω (mod 1), (1.7.16)
for κ > 0 sufficiently large (determined by the Diophantine ω). It is also proved in
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[27] that the Hausdorff and pointwise dimension for this type of system are also equal
to 1. The conjecture in [13] regarding the box-counting dimension being 2 is not made
rigorous here though, and is limited to models with x component of the form (1.7.15).
Note that the box-counting dimension is an upper bound for the Hausdorff dimension.
In Chapter 6 we analyse how the area inside the -strip decays using the same funda-
mental approach seen in [13], but interpret it in a different manner providing strong
evidence that the box-counting dimension is indeed 2 for a non-critical SNA (see Defi-
nition 6.1) in Section 6.1. We also generalise the argument to a general class of pinched
skew-product systems in Subsection 6.1.1, providing a condition for the box-counting
dimension to be 2. The method presented is now heavily dependent on the bifurcation
parameter, and perhaps most importantly gives us some insight in how the dimension
behaves at the critical point of transition, an area that has previously not been studied
and which is examined in Section 6.3.
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Chapter 2
Renormalization of correlations in
symmetric barrier billiards
1 This chapter focuses on providing a renormalization analysis of the autocorrelation
function (ACF) arising from symmetric barrier billiards for a class of quadratic irrational
trajectories. Barriers leading to periodic behaviour are studied first, with particular
focus and detail on the half barrier, for which both the locations and magnitudes of
peaks in the ACF are analytically calculated. Following this, we generalise to arbitrary
barriers, which we prove can be simplified to a product of single-piece barriers. Some
numerical results on the behaviour of the ACF for arbitrary barriers are then provided.
The symmetric barrier billiard system was introduced in Section 1.4, where the equa-
tions of motion were given and it was shown how the state can be completely determined
through understanding of the skew product system
θn+1 = θn + ω (mod 1), (2.0.1)
sn+1 = Φ(θn)sn, (2.0.2)
where Φ(θ) is the barrier function which takes the value +1 if the barrier is present at θ
and −1 otherwise. We further recall that this system can be solved in straightforward
1The content of this Chapter form the basis of our published papers [52] (which has a corrigendum,
[53]) and [1].
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fashion to give
θn = θ0 + nω (mod 1), (2.0.3)
sn = s0
n−1∏
k=0
Φ(θ0 + kω). (2.0.4)
Thus when ω is rational sn is periodic, whereas if it is irrational equation (2.0.4) does
not give any insight into the behaviour of sn and we instead examine the autocorrelation
function (ACF) given by
C(t) = 〈snsn+t〉 = lim
N→∞
1
N
N∑
n=1
snsn+t. (2.0.5)
Note that
snsn+t = s0
n−1∏
k=0
Φ(θ0 + kω)
(
s0
n+t−1∏
k=0
Φ(θ0 + kω)
)
(2.0.6)
=
n+t−1∏
k=n
Φ(θ0 + kω) (2.0.7)
=
t−1∏
k=0
Φ(θn + kω). (2.0.8)
Due to the irrational nature of ω, it follows that θ evolves ergodically on the unit circle,
a concept which was introduced in Subsection 1.2.1. The Birkhoff ergodic theorem
(Theorem 1.1) says that the asymptotic time average of a function whose argument
evolves as an ergodic variable, is equal to the average of the function over the space of
all initial conditions. This means that we can write
C(t) =
∫ 1
0
St(θ) dθ, (2.0.9)
where
St(θ) =
t−1∏
k=0
Φ(θ + kω), t ≥ 1, S0(θ) = 1. (2.0.10)
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2.1 Derivation of the renormalization equations
In Section 1.4 we gave an overview of the previous work done on the system for the
half-barrier (equation (1.4.12)) and golden mean trajectory ω = (
√
5 − 1)/2. For this
case it has been shown that the ACF has peaks of magnitude 1− 1/√5 at every third
Fibonacci number ([62], [10]). We now generalise to the class of quadratic irrational
given by
ω =
√
m2 + 4−m
2
. (2.1.1)
Quadratic irrationals are irrational numbers which are solutions to quadratic equations.
Indeed, these numbers are solutions to ω2 + mω − 1 = 0. The class under study here
has continued fraction expansion ω = [0;m. . . ,m] (see Appendix A.1 for more details
on continued fraction expansion). Note that the previously examined golden mean case
is given by m = 1. In that vein, we define the “generalised Fibonacci numbers”
Gn = mGn−1 +Gn−2, G0 = 0, G1 = 1. (2.1.2)
These numbers are the continued fraction convergents to ω meaning that Gn/Gn+1 → ω
as n→∞. At these times we can derive a recurrence for SGn in the following manner:
SGn(θ) =
Gn−1∏
k=0
Φ(θ + kω)
=
mGn−1−1∏
k=0
Φ(θ + kω)
Gn−1∏
k=mGn−1
Φ(θ + kω) (2.1.3)
=
(
Gn−1−1∏
k=0
Φ(θ + kω)× · · · ×
Gn−1−1∏
k=0
Φ(θ + (m− 1)Gn−1ω + kω)
)
(2.1.4)
×
Gn−2−1∏
k=0
Φ(θ +mGn−1ω + kω)
=
(
m−1∏
i=0
SGn−1(θ + iGn−1ω)
)
SGn−2(θ +mGn−1ω). (2.1.5)
It is straightforward to verify that
Gn−1ω = Gn−2 − (−ω)n−1, (2.1.6)
which has the consequence that θGn = θ0 − (−ω)n (mod 1). This means that between
Gn and Gn+1, the distance from θ0 changes by a scaling factor of (−ω). Taking our
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Figure 2.1: Two plots showing the difference between the rapidly oscillating SG10 and
its renormalized counterpart Q10, in the case m = 1 for the half-barrier.
inspiration from this, we define the re-scaled functions
Qn(x) = SGn((−ω)nx), (2.1.7)
and from (2.1.5)–(2.1.6) we have
Qn(x) = SGn((−ω)nx) =
(
m−1∏
i=0
SGn−1((−ω)nx− i(−ω)n−1)
)
SGn−2((−ω)nx−m(−ω)m−1)
(2.1.8)
=
(
m−1∏
i=0
SGn−1((−ω)n−1(−ωx− i))
)
SGn−2((−ω)n−2(ω2x+mω))
(2.1.9)
=
(
m−1∏
i=0
Qn−1(−ωx− i)
)
Qn−2(ω2x+mω). (2.1.10)
The initial conditions for this recurrence are
Q0(x) = 1, Q1(x) = Φ(−ωx). (2.1.11)
Note that Φ(θ) = B(f(θ)) = B(f(1− θ)) = Φ(1− θ), and so Q1 cannot be chosen with
arbitrary discontinuity locations. We derive the renormalization equations for general
irrational trajectories in Appendix A.2. The effect of the change of scale is to repeatedly
“spread out” the functions SGn in a way that factors out the decrease in the scale of
θ. This effect is shown in Figure 2.1, where a direct comparison between a function
(which rapidly oscillates) and its renormalized counterpart is presented.
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Using integration by substitution, we have
C(Gn) =
∫ 1
0
SGn(θ) dθ (2.1.12)
=
1
(−ω)−n
∫ (−ω)−n
0
Qn(x) dx. (2.1.13)
Due to the fact that the range over which we integrate increases without bound, we
must have a global understanding of the function Qn in order to calculate this integral.
2.2 The iterated function system and its inverse
The linear contractions which appear as the arguments in (2.1.10) form the iterated
function system (IFS)
φ1,i(x) = −ωx− i, i = 0, 1, . . . ,m− 1 (2.2.1)
φ2,m(x) = ω
2x+mω. (2.2.2)
The fixed point set for this IFS is the fundamental interval I = [−ω − (m − 1), 1],
because φ1,i(I) = [−ω − i,−ω − i+ 1] and φ2,m(I) = [1− ω, 1] so that
m−1⋃
i=0
φ1,i(I) ∪ φ2,m(I) = I. (2.2.3)
In fact, the fundamental interval I is the attractor of the IFS meaning that for any
compact subset C ⊂ R and any  > 0, there exists n ∈ N such that for any k ≥ n
with any choice i1, . . . , ik ∈ {1, 2}, we have φi1 ◦ . . . φik(x) ∈ [−ω − (m− 1)− , 1 + ].
Letting Ii = (−ω − i,−ω − i + 1), i = 0, . . . ,m − 1 we can define the inverse of this
IFS, F : I\J → I where J = {−ω − j | j = −1, . . . ,m− 1}, as
F (x) =
φ−11,i (x) = −(m+ ω)x− (m+ ω)i, x ∈ Ii, i = 0, 1, . . . ,m− 1;φ−12,m(x) = (1 +m2 +mω)x−m(m+ ω), x ∈ (−ω + 1, 1],
(2.2.4)
where we have used the identities ω−1 = m + ω and ω2 = 1 − mω. To illustrate the
expanding piecewise linear nature of this map, we provide a plot of F in the case m = 4
in Figure 2.2. Each periodic point of F has m+ 1 possible pre-images, but only one of
these will lie on the same periodic orbit. Formally, let y ∈ I be a periodic point, then
exactly one of φ1,0(y), . . . , φ1,m−1(y), φ2,m(y) is also a periodic point of F . We ignore
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Figure 2.2: Plot of F for m = 4.
the countable set of eventually periodic points −ω − j, j = −1, 1, . . . ,m− 1. The map
F is important because (as we shall see in Section 2.4) periodic orbits of F determine
the discontinuity locations of the functions Qn on the fundamental interval.
Following the approach given by Mestel & Osbaldestin in [48], we can represent the
dynamics of F by considering the code of x ∈ I under F . Let the symbol 1i denote the
interval (−ω− i,−ω− i+ 1) and 2m the interval (1− ω, 1]. The code of x is defined to
be the sequence (abnn )n≥0 with an ∈ {1, 2}, bn ∈ {0, . . . ,m}, where
abnn =
1i, F n(x) ∈ (−ω − i,−ω − i+ 1);2m, F n(x) ∈ (−ω + 1, 1]. (2.2.5)
This crucial definition will be used throughout this chapter in the description of periodic
orbits of the functional recurrence (2.1.10) (and the motivation behind our choice of
notation will become apparent in Section 2.4). Indeed, until Section 2.7 we focus
exclusively on periodic behaviour leading to self-similarity of the ACF. Periodic points
of F consist of periodic codes under the shift map
σ(ab00 a
b1
1 a
b2
2 . . .) = a
b1
1 a
b2
2 . . . (2.2.6)
Due to the fact that F is expanding, every periodic point will be represented by a
unique periodic code (of period-k) ab00 a
b1
1 . . . a
bk−1
k−1 (the over-line will be omitted from
this point onwards). Indeed, given a code we can calculate the orbit of F to which it
corresponds. These are given by solutions to φ−1ak−1,bk−1 ◦ . . . ◦ φ−1a0,b0(y) = y, or taking
the inverse they are solutions of φa0,b0 ◦ . . . ◦ φak−1,bk−1(y) = y. As stated in [48], it is
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provable by induction that
φa0,b0 ◦ . . . ◦ φak−1,bk−1(y) = (−ω)
∑k−1
j=0 ajy −
k−1∑
j=0
bj(−ω)−1+
∑j
i=0 ai . (2.2.7)
Hence we conclude that the periodic point y is given by
y =
−∑k−1j=0 bj(−ω)−1+∑ji=0 ai
1− (−ω)∑ aj . (2.2.8)
Other points on the periodic orbit can be obtained by permuting the code of the orbit.
Remark. This formula is important as it tells us that the set of periodic points of F lies
in Q(ω) = {a+ bω : a, b ∈ Q}, the field of rationals over ω. This result will be used in
this chapter (and latter chapters) in order to provide necessary conditions for periodic
behaviour of the functional recurrence (2.1.10).
2.3 Reduction of Qn on R to the fundamental inter-
val
To calculate the ACF we must calculate the integrals (2.1.13), which have to be evalu-
ated on asymptotically unbounded intervals. Thus we must understand the behaviour
of Qn on the whole of the real line. As this section will demonstrate however, the be-
haviour of Qn is “driven” by its behaviour in the fundamental interval I. The following
results carry over mutatis mutandis from the results in [44], relating to the golden mean
frequency in the study of SNAs.
Lemma 2.1. Let Q0, Q1 be initial conditions for (2.1.10) on R and let  > 0 be such
that Q0(x) = Q1(x) = 1 for all x ∈ [−ω − (m − 1) − , 1 + ]. Then for each L > 1,
there exists N > 0 (depending only on L) such that Qn(x) = 1 for all x ∈ [−L,L] and
all n > N .
This means initial conditions which take the value unity inside and just outside the
fundamental interval will cause the value of Qn to be unity at every point x ∈ R
asymptotically as n→∞. This lemma leads to the following propositions, which were
proven by Mestel & Osbaldestin in [44].
Proposition 2.1. Let Qn be a piecewise-constant periodic point of (2.1.10) with period-
p on R with Qn(1+) = Qn(1). Then Qn is periodic with period-p on the fundamental
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interval I. Conversely, suppose that Qn is periodic with period-p on I. Then there
exists a unique extension Q˜n of Qn such that Q˜n is periodic with period-p on R.
Thus Qn is periodic with period-p on I if, and only if, the unique extension Q˜n on
R is periodic with the same period p. This is important because initially we have
discontinuity data only in the fundamental interval, and this result tells us that if we
can find the periodic extension to Qn on R, then we can understand the global behaviour
of these functions.
Proposition 2.2. Let Q0, Q1 be piecewise-constant initial conditions for (2.1.10) on
R with Q0(1+) = Q0(1), Q1(1+) = Q1(1). Suppose Qn is periodic with period-p on
the fundamental interval I. Then the sequence Qn converges to the unique periodic
extension Q˜n given by Proposition 2.1, i.e., for all integers r ≥ 0 we have Qr+np(x)→
Q˜r(x) as n→∞.
This result is crucial and tells us that initial data on the fundamental interval resulting
in periodic behaviour uniquely determines an asymptotic (right continuous at 1) global
periodic orbit.
2.4 Discontinuity analysis
The work in this section is based on that in [44] and [48] and is included for completeness.
We also generalise some of the results from [44] to quadratic irrationals. Let us define
the discontinuity function Rn(x) to be the function taking the value −1 if Qn has a
discontinuity at x, and +1 otherwise, leading to the formal definition
Rn(x) =
Qn(x+)
Qn(x−) . (2.4.1)
Due to the fact that Qn has finitely many discontinuities on any compact interval, this
function is well-defined. From this definition we can deduce that
Rn(x) =
Qn(x+)
Qn(x−) (2.4.2)
=
(∏m−1
i=0 Qn−1(φ1,i(x)−)
)
Qn−2(φ2,m(x)+)(∏m−1
i=0 Qn−1(φ1,i(x)+)
)
Qn−2(φ2,m(x)−)
(2.4.3)
=
(
m−1∏
i=0
Rn−1(φ1,i(x))
)
Rn−2(φ2,m(x)). (2.4.4)
48
Luke Adamson Renormalization in quasiperiodically forced systems 2.4
Thus Rn follows the same recurrence as Qn. Furthermore, it is clear that if Qn is
periodic with period-p, then Rn has period-q where q | p. Due to the results of Sec-
tion 2.3, we need only to consider the behaviour of Rn on the fundamental interval
I = [−ω − (m− 1), 1]. We define D to be the set of all discontinuities of Qn for every
value of n i.e.
D = {x ∈ I : Rn(x) = −1 for some n ≥ 0}. (2.4.5)
The upcoming proposition and its proof are similar to that shown in [48] (although
in that context the additive recurrence (1.6.21) is studied), and for completeness we
include it here.
Proposition 2.3. Let {Q0, . . . , Qp−1} be a periodic orbit of period p (2.1.10) and D be
defined as in (2.4.5). Then D consists of a finite collection of periodic orbits of the map
F .
Proof. To begin with suppose y ∈ D. Then Rn(y) = −1 for some n ≥ 0. From (2.4.4)
we have Rn−i1(φi1,j1(y)) = −1 (note that we take indices modulo p so that negative in-
dices are not possible) for some i1 ∈ {1, 2}, j1 ∈ {0, . . . ,m}. Hence φi1,j1(y) ∈ D. Con-
tinuing this argument we deduce that there exists a sequence of pairs (i1, j1), (i2, j2), . . .
such that φik,jk ◦ . . . ◦ φi1,j1(y) ∈ D for every k ∈ N. Since D is finite, there exist
r, r′ ∈ N with r > r′ and φir′ ,jr′ ◦ . . . ◦ φi1,j1(y) = φir,jr ◦ . . . ◦ φi1,j1(y). Applying F r to
this equation gives F r−r
′
(y) = y and so y is a periodic point of F of period-j which
divides r − r′.
We now assume that y0, . . . , yk−1 is a periodic orbit of F with yi+1 (mod k) = F (yi) for
i = 0, . . . , k − 1 with code ab00 ab11 . . . abk−1k−1 . We have
φ−1ai,bi(yi) = yi+1 or, equivalently, φai−1,bi−1(yi) = yi−1. (2.4.6)
Recall that only one of φ1,0(yi), . . . , φ1,m−1(yi), φ2,m(yi) is periodic. We have thus far
shown that y ∈ D implies that y is a periodic point of F . The contrapositive tells us
that if ai−1 = 1 then φ2,m(yi) /∈ D and if ai−1 = 2 then φ1,j(yi) /∈ D. It follows that we
can write
Rn(yi) = Rn−ai−1(yi−1). (2.4.7)
Iterating forward we see that Rn+a0+...+ai−1(yi) = Rn(y0). Now if y0 ∈ D then Rn(y0) =
−1, meaning that yi ∈ D for every i. Thus not only must each point y in D be a
periodic point of F , but every point on the orbit of y also lies in D. We conclude that
D consists of complete periodic orbits of F .
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Extending the point made at the end of the proof of Proposition 2.3, we note that over
the whole orbit n decreases by
l =
k−1∑
i=0
ai, (2.4.8)
and so
Rn(yi) = Rn−l(yi), i = 0, . . . , k − 1. (2.4.9)
Therefore q | l, which gives the following proposition.
Proposition 2.4. The period q of the discontinuity function Rn restricted to a periodic
orbit y0, . . . , yk−1 of F divides l, the sum of the code over the orbit of F .
Let us assume that the discontinuity set consists of t periodic orbits, and denote the
code sum of the ith orbit to be li, i = 0, . . . , t− 1. Then from [44] and [48] we have the
following proposition.
Proposition 2.5. Let Qn be a piecewise constant right-continuous periodic orbit of
(2.1.10) with Qn = ±1 for all x with finite discontinuity set D. Then the period, q, of
Rn (2.4.4) divides l = lcm(l
0, . . . , lt−1).
In [44] it is shown that in the case m = 1, for a given code, the period of Qn divides
the code sum l. The proof for quadratic irrationals is identical and we refer the reader
to the work of Mestel & Osbaldestin in [44] and [48] for full details.
2.5 Discontinuity locations for periodic orbits
Let Ln denote the set of discontinuities of Qn. From (2.1.10) it follows immediately
that Ln satisfies the recurrence
Ln =
(
m−1⋃
j=0
φ−11,j(Ln−1)
)
∪ φ−12,m(Ln−2). (2.5.1)
As discussed in Section 2.3, the global behaviour of Qn is driven by the behaviour on the
fundamental interval. For periodic orbits, the discontinuities are themselves periodic
orbits of the map F given by (2.2.4) as shown in Proposition 2.3. From (2.2.8) we see
that periodic orbits of F must lie in the field Q(ω) = {a + bω : a, b ∈ Q}. Therefore
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elements of Ln are elements of Q(ω), due to the fact that
φ−11,j(a+ bω) = −(m(a+ j) + b)− (a+ j)ω, (2.5.2)
φ−12,m(a+ bω) = ((1 +m
2)a−m2 +mb) + (ma+ b−m)ω. (2.5.3)
We are not considering global periodic orbits here, rather we are concentrating on orbits
which are asymptotic to such orbits and which are generated from discontinuity data
on the fundamental interval. This follows from Section 2.3 (which quotes results from
[44]), where it is stated that such an orbit is eventually periodic and identical to the
global orbit on any compact interval in R. In the forthcoming proposition, we use the
notation that for x ∈ R, dxe = min{n ∈ Z : n ≥ x} denotes the ceiling function, and
bxc = max{n ∈ Z : n ≤ x} denotes the floor function. In [45] the following proposition
is proven for the golden mean case (m = 1). Here we prove the more general version
(which was first stated in [48]) for the class of quadratic irrationals under study.
Proposition 2.6. The discontinuity location sets (Ln) arising from applying recurrence
(2.1.10) to initial conditions in which Q0 has a single discontinuity at a+ bω ∈ I where
a, b ∈ Q(ω), and Q1 has a single discontinuity at each of φ−11,j(a+ bω), j = 0, . . . ,m− 1,
are L0 = {a+ bω} and for n ≥ 1
Ln = c
(n) + d(n)ω +Mn, (2.5.4)
where
Mn = {diωe+mi+ iω : i = ln, . . . , rn}, (2.5.5)
with
ln, rn =
−(Gn+1 −Gn), Gn − 1, n odd;−Gn, Gn+1 −Gn − 1, n even, (2.5.6)
and where
c(n) = (−1)n(Gn+1a+Gnb), (2.5.7)
d(n) = (−1)n(Gna+Gn−1b). (2.5.8)
Proof. Following [48], the method of proof is by induction. The base case is trivial to
verify. Assuming that Ln−1 and Ln−2 are as given in (2.5.4), recall that
Ln =
(
m−1⋃
j=0
φ−11,j(Ln−1)
)
∪ φ−12,m(Ln−2). (2.5.9)
51
Luke Adamson Renormalization in quasiperiodically forced systems 2.5
It is straightforward to verify that
φ−1i,j (Ln−1) = c
(n) + d(n)ω + φ−11,j(Mn−1) (2.5.10)
φ−12,m(Ln−2) = c
(n) + d(n)ω + φ−12,m(Mn−2). (2.5.11)
Thus proving the result boils down to showing that
Mn =
(
m−1⋃
j=0
φ−11,j(Mn−1)
)
∪ φ−12,m(Mn−2). (2.5.12)
It is sufficient to show that each element ofMn is in either φ
−1
1,j(Mn−1), j = 0, . . . ,m−1 or
φ−12,m(Mn−2) as Mn has Gn+1 elements, Mn−1 has Gn elements, Mn−2 has Gn−1 elements
and mGn + Gn−1 = Gn+1. We will prove the result for n even only as the proof for n
odd is similar.
Suppose n is even and i ∈ {−Gn, . . . , Gn+1 − Gn − 1}. We need to show that there
exists either k ∈ {−(Gn − Gn−1), . . . , Gn−1 − 1} such that i = −dk/ωe − j and
di/ωe = −mdk/ωe − k − mj for some j ∈ {0, . . . ,m − 1}, or that there exists l ∈
{−Gn−2, . . . , Gn−1 − Gn−2 − 1} such that i = mdl/ωe + l −m and such that di/ωe =
(1 +m2)dl/ωe+ml −m2. Let k = b−iωc so that k + 1 = −iω and so
k
ω
+
1
ω
= −i, (2.5.13)
where 1 ∈ (0, 1). Therefore k ∈ {b−(Gn+1−Gn−1)ωc, . . . , bGnωc}. We have −(Gn+1−
Gn − 1)ω = ωGn + ω − ωGn+1 = −(Gn − Gn−1) + ω − ωn − ωn+1 (using the fact that
ωGn = Gn−1 − (−ω)n), and so it follows that b−(Gn+1 −Gn − 1)ωc = −(Gn −Gn−1).
Similarly bGnωc = bGn−1 − ωnc = Gn−1 − 1 and therefore k is in the desired range.
If 1 ∈ (0, ω) then 1/ω ∈ (0, 1) and so dk/ωe = −i or, equivalently, i = −dk/ωe. We
also know that i/ω = mi + iω = mi − k − 1 = −mdk/ωe − k − 1 which implies
di/ωe = −mdk/ωe − k, and proves the result in the case j = 0.
Now assume 1 ∈ (ω, 1) which means that 1/ω ∈ (1, ω−1) = (1,m+ω), and so dk/ωe =
−i − j for some j ∈ {1, . . . ,m} This gives i = −dk/ωe − j. Let us assume that j ∈
{1, . . . ,m−1} and so i/ω = mi+iω = m(−dk/ωe−j)−k−1 = −mdk/ωe−mj−k−1
giving di/ωe = −mdk/ωe −mj − k as required.
Finally, for the case j = m we set l = b−kωc, in which case there exists 2 ∈ (0, 1) such
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that
l + 2 = −kω. (2.5.14)
Similar to the approach above, it is possible to show that l ∈ {−Gn−2, . . . , Gn−1 −
Gn−2−1}. Adding (2.5.13) and (2.5.14) we see that k(m+ω) + 1/ω−kω = −i+ l+ 2
and therefore 2 = 1/ω + km + i − l. As 1/ω ∈ (m,m + ω) we have 2 ∈ (0, ω) and
2/ω ∈ (0, 1). This means that
− k = dl/ωe, (2.5.15)
as l/ω + 2/ω = −k. Adding (2.5.14) and (2.5.15) gives −l − dl/ωe = kω + k + 2 and
hence (m− 1)k − l − dl/ωe = k/ω + 2 = dk/ωe. But (m− 1)k = −(m− 1)dl/ωe and
so (recalling that dk/ωe = −i − m) we have −i − m = (m − 1)k − l − dl/ωe which
means i = dl/ωe + (m − 1)dl/ωe + l − m = mdl/ωe + l − m. Furthermore we have
i/ω = mi+ iω = m(mdl/ωe+ l −m)− k − 1 = (1 +m2)dl/ωe+ml −m2 − 1 and so
finally di/ωe = (1 +m2)dl/ωe+ml −m2 as required.
2.6 The half-barrier
Having given the relevant theory for periodic orbits of (2.1.10), we now study a case
where the ACF can be calculated using these methods. The barrier in question is the
“half-barrier”, which in x–y coordinates is the line segment [0, 1/2] on the y-axis. The
function Φ(θ) = B(f(θ)) for the half-barrier is shown in Figure 2.3.
+1
−1
11/21/4 3/4
Φ(θ)
θ
Figure 2.3: The barrier function Φ with θ ∈ [0, 1) for the half-barrier.
Recall that this function is extended periodically with period one. In [62] Wiersig gives
numerical results for the ACF for the half-barrier in the golden mean case m = 1,
showing that it has peaks of magnitude ' 0.55. In [10] it was rigorously proved that
this number is in fact 1− 1/√5 = 0.5527 . . . and that these peaks occur at every third
Fibonacci number.
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The aim of this section is to generalise these results to the class of quadratic irrational
trajectories of the form ω = (
√
m2 + 4 − m)/2, m = 1, 2, . . . We will calculate the
exact locations and magnitudes of peaks of the ACF, and then use this information
to approximate the value for other values of t. To begin, we must examine the way
the discontinuities of the functions Qn evolve in the fundamental interval for different
values of m, in order to generate the unique corresponding global orbits on R shown to
exist by the results of Section 2.3.
2.6.1 Periodic orbits and initial conditions
The initial conditions for (2.1.10) are Q0(x) = 1, Q1(x) = Φ(−ωx). We only need this
discontinuity data in the fundamental interval to generate an orbit asymptotic to the
one we desire. The discontinuities of Q1 in I depend upon m, as can be verified via a
straightforward calculation. If m ≤ 3 then the discontinuities are located at ±ω−1/4,
or, using the fundamental relationship ω−1 = m + ω, the discontinuities are given by
±(m + ω)/4 ∈ Q(ω). If m > 3 then the discontinuities are at −ω−1/4,−3ω−1/4 =
−(m+ ω)/4,−3(m+ ω)/4.
Due to this discrepancy we consider the cases m = 1, 2, 3 and m ≥ 4 separately.
2.6.1.1 m < 4
m = 1:
If m = 1, then the orbits of ±(1 + ω)/4 are
−1/4− ω/4 7→ 1/2 + ω/4 7→ 1/4− ω/4 7→
10 21 10
−ω/4 7→ 1/4 7→ −1/4− ω/4
10 10 10
(2.6.1)
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and
1/4 + ω/4 7→ −1/4− ω/2 7→ 3/4 + ω/4 7→ 3/4
21 10 21 21
7→ 1/2− ω/4 7→ −1/4− ω/2 7→ 3/4 + ω/4.
10 10 21
(2.6.2)
Hence −(1 + ω)/4 lies on the period-five orbit
P 1 = {−1/4− ω/4, 1/2 + ω/4, 1/4− ω/4,−ω/4, 1/4}, (2.6.3)
and (1 + ω)/4 is pre-periodic to the period-four orbit
P 2 = {−1/4− ω/2, 3/4 + ω/4, 3/4, 1/2− ω/4}. (2.6.4)
The code of each point on the orbit is shown underneath and in both cases the sum of
the codes is six, and so we conclude that the discontinuity locations have period dividing
six on the fundamental interval based on the work in Section 2.4. The locations of the
discontinuities on the fundamental interval for Qn are shown in Table 2.1. We see that,
as expected, the order in which the discontinuities appear corresponds directly to each
of the periodic orbits. The discontinuities on I manifest repetition with period-six, and
so the period of Qn is six. For future reference we note in the right-hand column the
value of Qn(0).
Q0 - - +1
Q1 1/4 + ω/4 −1/4− ω/4 +1
Q2 - 1/2 + ω/4 +1
Q3 −1/4− ω/2 - −1
Q4 3/4 + ω/4 1/4− ω/4 −1
Q5 - −ω/4 +1
Q6 3/4 1/4 +1
Q7 - −1/4− ω/4 +1
Q8 1/2− ω/4 1/2 + ω/4 −1
Q9 −1/4− ω/2 - −1
Table 2.1: Discontinuities in the fundamental interval for m = 1.
We see periodicity from Q3 onwards (we highlight the first period with the double lines)
and, because we require periodic initial conditions, we choose Q0 to be the function
having discontinuities at 1/4 and 3/4 with value +1 at zero, and Q1 to be the function
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with a single discontinuity at −1/4− ω/4 and value +1 at zero.
m = 2:
When m = 2 the orbits of the discontinuities ±(2 + ω)/4 under F are
−1/2− ω/4 7→ −3/4− ω/2 7→ −ω/4 7→ 1/4
11 11 10 10
(2.6.5)
and
1/2 + ω/4 7→ −1− 3ω/4 7→ 3/4 7→ −1/4− ω/2 7→ −1− 3ω/4.
22 11 22 11 11
(2.6.6)
We see that −1/2− ω/4 is on the period-four orbit
P 1 = {−1/2− ω/4,−3/4− ω/2,−ω/4, 1/4}, (2.6.7)
and that the code sum is equal to four. We also observe that 1/2 + ω/4 is pre-periodic
to the period-three orbit
P 2 = {−1− 3ω/4, 3/4,−1/4− ω/2}, (2.6.8)
and has code sum also equal to four. This implies the discontinuity locations in the
fundamental interval eventually have period a divisor of the code sum four. Table 2.2
shows where the functions Qn have discontinuities on the fundamental interval. Once
more the far right column indicates the values of the Qn at zero. We see that from Q3
onwards we have periodic repetition of the discontinuities, the first cycle of which we
have indicated with the double lines.
Q0 - - +1
Q1 1/2 + ω/4 −1/2− ω/4 +1
Q2 − −3/4− ω/2 −1
Q3 −1− 3ω/4 −ω/4 +1
Q4 3/4 1/4 +1
Q5 - −1/2− ω/4 +1
Q6 −1/4− ω/2 −3/4− ω/2 −1
Q7 −1− 3ω/4 −ω/4 +1
Q8 3/4 1/4 +1
Table 2.2: Discontinuities in the fundamental interval for m = 2.
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The periodic orbit obtained via iteration is shown in Figure 2.4. Pictures for other
values of m are similarly generated. Generally, we find that the plot of Qn looks like
either the first column of this figure where the function is predominantly +1 or −1 (from
which we would expect that the ACF is non-zero), or like the plots in the second column
where the functions take the values ±1 in roughly equal measure (from which we would
suspect that the ACF is zero). We will formalise these observations in Section 2.6.2.
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Figure 2.4: Period four orbit of Qn in the case m = 2 for the half-barrier.
m = 3:
When m = 3 the orbits are given by
−3/4− ω/4 7→ −1/2− ω/4 7→ −5/4− ω/2 7→
11 11 12
−7/4− 3ω/4 7→ −ω/4 7→ 1/4
12 10 10
(2.6.9)
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and
3/4 + ω/4 7→ −3/4− ω/2 7→ −1/4− ω/4 7→ −2− 3ω/4
23 11 11 12
7→ 3/4 7→ −3/2− 3ω/4 7→ −3/4− ω/2.
23 12 11
(2.6.10)
We see that −3/4− ω/4 is on the period-five orbit
P 1 = {−3/4− ω/4,−1/2− ω/4,−5/4− ω/2,−7/4− 3ω/4,−ω/4, 1/4}, (2.6.11)
with code sum equal to six. Whereas 3/4 + ω/4 is pre-periodic to the period-five orbit
P 2 = {−3/4− ω/2,−1/4− ω/4,−2− 3ω/4, 3/4,−3/2− 3ω/4}, (2.6.12)
with code sum also equal to six. The discontinuity locations in the fundamental interval
thus have period a divisor of six. A table showing these locations, in addition to the
values of the functions Qn at zero in the final column, is presented in Table 2.3.
Q0 - - +1
Q1 3/4 + ω/4 −3/4− ω/4 +1
Q2 - −1/2− ω/4 +1
Q3 −3/4− ω/2 −5/4− ω/2 −1
Q4 −1/4− ω/4 −7/4− 3ω/4 +1
Q5 −2− 3ω/4 −ω/4 +1
Q6 3/4 1/4 +1
Q7 - −3/4− ω/4 +1
Q8 −3/2− 3ω/4 −1/2− ω/4 +1
Q9 −3/4− ω/2 −5/4− ω/2 −1
Q10 −1/4− ω/4 −7/4− 3ω/4 +1
Table 2.3: Discontinuities in the fundamental interval for m = 3.
2.6.1.2 m ≥ 4
In the consideration of m ≥ 4, we find that to uniquely determine the code of an orbit
we must consider m modulo four. This gives four cases, and each will yield a different
code for the two periodic orbits corresponding to the two initial discontinuities of Q1.
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m ≡ 0 (mod 4):
When m ≡ 0 (mod 4) the orbits of the two discontinuities are
−m/4− ω/4 7→ 1/4
1m/4 10
(2.6.13)
and
−3m/4− 3ω/4 7→ 3/4,
13m/4 10
(2.6.14)
where beneath the points we once more indicate the code, which is now dependent upon
m. We deduce that −m/4− ω/4 gives rise to the period-two orbit
P 1 = {−m/4− ω/4, 1/4}, (2.6.15)
and −3m/4− 3ω/4 gives the period-two orbit
P 2 = {−3m/4− 3ω/4, 3/4}. (2.6.16)
The code sum is two in both cases, thus implying that the discontinuity locations
eventually have period a divisor of two. The way in which discontinuities of Qn evolve
on the fundamental interval I is shown in Table 2.4.
Q0 - - +1
Q1 −m/4− ω/4 −3m/4− 3ω/4 +1
Q2 1/4 3/4 +1
Q3 −m/4− ω/4 −3m/4− 3ω/4 +1
Q4 1/4 3/4 +1
Table 2.4: Discontinuities in the fundamental interval for m ≡ 0 (mod 4).
Period two behaviour is evident from Q1 onwards. We choose Q0 to be the function
with discontinuities at 1/4 and 3/4 and value +1 at zero, and Q1 the function with
discontinuities at −m/4 − ω/4 and −3m/4 − 3ω/4 only and value +1 at zero. Ac-
cording to Section 2.3 this determines the global periodic orbit of (2.1.10) for the case
m ≡ 0 (mod 4).
m ≡ 1 (mod 4):
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For m ≡ 1 (mod 4) the orbits are
−m/4− ω/4 7→ (1/4− 3m/4)− 3ω/4 7→ (3/4−m/2)− ω/2 7→
1(m+3)/4 1(3m+1)/4 1(m−1)/2
(1/2−m/4)− ω/4 7→ (1/4−m/4)− ω/4 7→ 1/4
1(m−1)/4 1(m−1)/4 10
(2.6.17)
and
−3m/4− 3ω/4 7→ (3/4−m/4)− ω/4 7→ (1/4−m/2)− ω/2 7→
1(3m+1)/4 1(m−1)/4 1(m+1)/2
(1/2− 3m/4)− 3ω/4 7→ (3/4− 3m/4)− 3ω/4 7→ 3/4.
1(3m+1)/4 13(m−1)/4 10
(2.6.18)
Therefore −m/4− ω/4 is a member of the period-six orbit
P 1 ={−m/4− ω/4, (1/4− 3m/4)− 3ω/4, (3/4−m/2)− ω/2,
(1/2−m/4)− ω/4, (1/4−m/4)− ω/4, 1/4}, (2.6.19)
and −3m/4− 3ω/4 is part of the period-six orbit
P 2 ={−3m/4− 3ω/4, (3/4−m/4)− ω/4, (1/4−m/2)− ω/2,
(1/2− 3m/4)− 3ω/4, (3/4− 3m/4)− 3ω/4, 3/4}. (2.6.20)
The code in both cases sums to six, so the discontinuity locations eventually have period
a divisor of six. In Table 2.5 we give discontinuity locations in the fundamental interval
for Qn, in addition to its value at zero. We pick Q0 = Q6 (mod 6), Q1 = Q7 (mod 6) as the
initial conditions.
m ≡ 2 (mod 4):
If m ≡ 2 (mod 4) the periodic orbits are given by
−m/4− ω/4 7→ (1/4−m/2)− ω/2 7→ (1/2−m/4)− ω/4 7→ 1/4
1(m+2)/4 1m/2 1(m−2)/4 10
(2.6.21)
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Q0 - - +1
Q1 −m/4− ω/4 −3m/4− 3ω/4 +1
Q2 (1/4− 3m/4)− 3ω/4 (3/4−m/4)− ω/4 +1
Q3 (3/4−m/2)− ω/2 (1/4−m/2)− ω/2 −1
Q4 (1/2−m/4)− ω/4 (1/2− 3m/4)− 3ω/4 +1
Q5 (1/4−m/4)− ω/4 (3/4− 3m/4)− 3ω/4 +1
Q6 1/4 3/4 +1
Q7 −m/4− ω/4 −3m/4− 3ω/4 +1
Q8 (1/4− 3m/4)− 3ω/4 (3/4−m/4)− ω/4 +1
Q9 (3/4−m/2)− ω/2 (1/4−m/2)− ω/2 −1
Table 2.5: Discontinuities in the fundamental interval for m ≡ 1 (mod 4).
and
−3m/4− 3ω/4 7→ (3/4−m/2)− ω/2 7→ (1/2− 3m/4)− 3ω/4 7→ 3/4.
1(3m+2)/4 1m/2 1(3m−2)/4 10
(2.6.22)
It follows that −m/4− ω/4 is part of the period-four orbit
P 1 = {−m/4− ω/4, (1/4−m/2)− ω/2, (1/2−m/4)− ω/4, 1/4}, (2.6.23)
and −3m/4− 3ω/4 is on the period-four orbit
P 2 = {−3m/4− 3ω/4, (3/4−m/2)− ω/2, (1/2− 3m/4)− 3ω/4, 3/4}. (2.6.24)
The code sums to four in both cases, and therefore the discontinuity locations eventually
have period a divisor of four. Table 2.6 shows discontinuity locations in the fundamental
interval for Qn, in addition to Qn(0). For the initial conditions we take (using the same
approach as before) Q0 = Q4 (mod 4) and Q1 = Q5 (mod 4).
Q0 - - +1
Q1 −m/4− ω/4 −3m/4− 3ω/4 +1
Q2 (1/4−m/2)− ω/2 (3/4−m/2)− ω/2 −1
Q3 (1/2−m/4)− ω/4 (1/2− 3m/4)− 3ω/4 +1
Q4 1/4 3/4 +1
Q5 −m/4− ω/4 −3m/4− 3ω/4 +1
Q6 (1/4−m/2)− ω/2 (3/4−m/2)− ω/2 −1
Table 2.6: Discontinuities in the fundamental interval for m ≡ 2 (mod 4).
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m ≡ 3 (mod 4):
Finally, if m ≡ 3 (mod 4) the orbits of the discontinuities are given by
−m/4− ω/4 7→ (1/4−m/4)− ω/4 7→ (1/4−m/2)− ω/2 7→
1(m+1)/4 1(m+1)/4 1(m+1)/2
(1/2− 3m/4)− 3ω/4 7→ (3/4−m/4)− ω/4 7→ 1/4
1(3m−1)/4 1(m−3)/4 10
(2.6.25)
and
−3m/4− 3ω/4 7→ (3/4− 3m/4)− 3ω/4 7→ (3/4−m/2)− ω/2 7→
13(m+1)/4 1(3m−1)/4 1(m−1)/2
(1/2−m/4)− ω/4 7→ (1/4− 3m/4)− 3ω/4 7→ 3/4.
1(m+1)/4 1(3m−1)/4 10
(2.6.26)
It follows that −m/4− ω/4 lies on the period-six orbit
P 1 ={−m/4− ω/4, (1/4−m/4)− ω/4, (1/4−m/2)− ω/2,
(1/2− 3m/4)− 3ω/4, (3/4−m/4)− ω/4, 1/4}, (2.6.27)
and −3m/4− 3ω/4 is on the period-six orbit
P 2 ={−3m/4− 3ω/4, (3/4− 3m/4)− 3ω/4, (3/4−m/2)− ω/2,
(1/2−m/4)− ω/4, (1/4− 3m/4)− 3ω/4, 3/4}. (2.6.28)
As was the case for m ≡ 1 (mod 4), both codes sum to six and so the discontinuity
locations eventually have period a divisor of six. Table 2.7 shows discontinuity locations
of Qn in the fundamental interval and the values of Qn at zero.
Remark. In all cases we pick Q0 to be the function with discontinuities at 1/4 and 3/4,
taking the value +1 at zero. This choice naturally simplifies the analysis and allows
us to treat the cases m < 4 and m ≥ 4 identically, due to Proposition 2.6. In the
upcoming calculation of C(Gn), this means that we only have to consider m modulo
four, and not treat the cases m = 2, m = 3, or indeed m = 1, separately.
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Q0 - - +1
Q1 −m/4− ω/4 −3m/4− 3ω/4 +1
Q2 (1/4−m/4)− ω/4 (3/4− 3m/4)− 3ω/4 +1
Q3 (1/4−m/2)− ω/2 (3/4−m/2)− ω/2 −1
Q4 (1/2− 3m/4)− 3ω/4 (1/2−m/4)− ω/4 +1
Q5 (3/4−m/4)− ω/4 (1/4− 3m/4)− 3ω/4 +1
Q6 1/4 3/4 +1
Q7 −m/4− ω/4 −3m/4− 3ω/4 +1
Q8 (1/4−m/4)− ω/4 (3/4− 3m/4)− 3ω/4 +1
Q9 (1/4−m/2)− ω/2 (3/4−m/2)− ω/2 −1
Table 2.7: Discontinuities in the fundamental interval for m ≡ 3 (mod 4).
2.6.2 Calculation of the autocorrelation function
As previously noted, we need to understand the behaviour of Qn on the whole of R
to exactly calculate the ACF at times Gn for the half-barrier (which is the purpose of
this section), due to the fact that we must integrate it over asymptotically unbounded
intervals (see equation (2.1.13)). In order to gain this knowledge, we need to know the
locations of all the discontinuities on R and the value of Qn at a point (to uniquely
determine the function). We already know the latter part, as the tables from the previ-
ous subsection record the values of Qn at zero. So we need to calculate the asymptotic
limit of Ln, the set of discontinuities of Qn, and to do this we need to introduce the
concept of the limit of such a set.
Definition 2.1. We define L = {f(i) : i ∈ Z} to be the limit of a sequence of sets
Ln = {fn(i) : i ∈ In} (Ln → L), where In is a finite sequence of consecutive integers, if
there exist integer sequences (ln), (rn) such that L ∩ Ln = {f(i) : i = ln, . . . , rn} with
ln → −∞, rn →∞ as n→∞.
Of importance to us in what is to come, we state and prove the following Lemma, which
was first proven in [10].
Lemma 2.2. Let η ∈ R\Z and let (Wn) be a monotonic increasing sequence satisfying
Wn → 1. Define Tn = {i ∈ Z : {iω + η} ≤ Wn}. Then, for sufficiently large n,
Tn contains a set {ln, ln + 1, . . . , 0, . . . , rn − 1, rn} where ln ∈ {0,−1,−2, . . . }, rn ∈
{0, 1, 2, . . . } and rn →∞, ln → −∞ as n→∞.
Proof. To begin let n0 = min{n ∈ N : Wn > {η}} and therefore 0 ∈ Tn for all n ≥ n0.
Let Pn = T
c
n = {i ∈ Z : {iω + η} > Wn} be the complement of Tn and for n ≥ n0 set
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rn = min{i > 0 : i ∈ Pn} − 1, ln = max{i < 0 : i ∈ Pn} + 1. The choices for ln and
rn are well-defined as ω is irrational. Since Wn+1 ≥ Wn we have Pn+1 ⊆ Pn and so
Tn ⊆ Tn+1, meaning that ln cannot increase and rn cannot decrease. Now suppose that
(rn) is bounded above, and hence there exists n˜ ∈ N such that rn = rn˜ for all n ≥ n˜.
Thus we have that {n˜ω + η} > Wn for all n ≥ n˜. But {n˜ω + η} is fixed, and so we
have a contradiction as Wn → 1. Thus rn → ∞, and by a similar argument we have
ln → −∞.
The significance of this result is that if we can find an expression of the form {iω + η} ≤ Wn,
satisfying the conditions of Lemma 2.2, then we know that the range of i for which it
holds tends to the full range of integers as n→∞.
The discontinuity set Ln is generated by the union of the two periodic orbits (P
1 and
P 2) of F arising as discontinuities in the initial condition. As these orbits are distinct,
we let Ln,1 denote the set of discontinuities of Qn generated by P
1 and Ln,2 be the
corresponding set generated by P 2. Clearly Ln = Ln,1 ∪ Ln,2.
2.6.3 m ≡ 0 (mod 4)
For P 1 = {1/4,−m/4− ω/4} we define the sets
L1,0 = {diω − 1/4e+mi+ 1/4 + iω : i ∈ Z}, (2.6.29)
L1,1 = {d(i− 1/4)ωe+m(i− 1/4) + (i− 1/4)ω : i ∈ Z}. (2.6.30)
For P 2 = {3/4,−3m/4− 3ω/4} we define the sets
L2,0 = {diω − 3/4e+mi+ 3/4 + iω : i ∈ Z}, (2.6.31)
L2,1 = {d(i− 3/4)ωe+m(i− 3/4) + (i− 3/4)ω : i ∈ Z}. (2.6.32)
Proposition 2.7. The sets defined above satisfy
Ln,1 → L1,i n ≡ i mod 2, (2.6.33)
Ln,2 → L2,i n ≡ i mod 2, (2.6.34)
where i = 0, 1.
Proof. In this proof we use the fact that n ≡ i (mod 2) implies that Gn ≡ i (mod 4).
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For P 1 we prove the result for n ≡ 1 (mod 2) as the case n ≡ 0 (mod 2) was dealt with
(in almost identical fashion) in [10] for the golden mean case m = 1. Proposition 2.6
tells us that, n being odd, we have
Ln,1 = {−Gn+1/4 + diωe+mi+ (i−Gn/4)ω : i = −(Gn+1 −Gn), . . . , Gn − 1}.
Replacing i by i + (Gn − 1)/4 (taking into account that (Gn − 1)/4, Gn+1/4 ∈ Z) we
have
Ln,1 = {−Gn+1/4 + d(i+ (Gn − 1)/4)ωe+ (i+ (Gn − 1)/4)m+ (i− 1/4)ω :
i = −(Gn+1 − (3Gn + 1)/4), . . . , 3(Gn − 1)/4}
= {diω − (Gn+1 −mGn − ωGn + ω)/4e+m(i− 1/4) + (i− 1/4)ω :
i = −(Gn+1 − (3Gn + 1)/4), . . . , 3(Gn − 1)/4}.
Using the elementary identities Gn+1 −mGn = Gn−1 and Gn−1 − ωGn = ωn we have
diω − (Gn+1 −mGn − ωGn + ω)/4e = d(i− 1/4)ω − ωn/4e. (2.6.35)
We need to show that
d(i− 1/4)ω − ωn/4e = d(i− 1/4)ωe, (2.6.36)
for a suitable range of i. This is true if d(i−1/4)ω−ωn/4e ≥ (i−1/4)ω, or, equivalently,
1+(i−1/4)ω−ωn/4−d(i−1/4)ω−ωn/4e = {(i−1/4)ω−ωn/4} ≤ 1−ωn/4, (2.6.37)
recalling that {x} = 1− (dxe− x), ∀x ∈ R \Z. Hence (2.6.37) has the form suitable for
application of Proposition 2.2, and (2.6.36) holds for a suitable range of i as required.
The results for P 2 follow in a similar manner.
With this information, we are now in a position where we can calculate the ACF.
We need to examine how the sets interlace for n ≡ 0 (mod 2) and n ≡ 1 (mod 2)
separately. We adopt the notation that La,ni denotes the i
th member of the set La,n.
Proposition 2.6 tells us that
La,ni+1 − La,ni = (m or (m+ 1)) + ω. (2.6.38)
Remark. Equation (2.6.38) will be used to aid in the calculation of the ACF for every
case of m modulo four.
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n ≡ 0 (mod 2)
Considering the case n ≡ 0 (mod 2), from (2.6.29) and (2.6.31) we deduce that
L2,0i − L1,0i = (diω − 3/4e+mi+ 3/4 + iω)− (diω − 1/4e+mi+ 1/4 + iω)
= diω − 3/4e − diω − 1/4e+ 1/2
= ±1/2.
and using (2.6.38), we obtain the possible configurations shown in Figure 2.5. These are
qualitatively the same when L2,0i −L1,0i = −1/2. Adjacent intervals of length 1/2 are not
permitted, because in that case L1,0i+1−L1,0i or L2,0i+1−L2,0i = 1, which contradicts (2.6.38).
We can determine the unique values of the functions because Q0 has discontinuities at
1/4 and 3/4, and takes the value +1 at zero, with an interval of length 1/2 where
its value is −1. As Qn is periodic, the value on all intervals of length 1/2 is −1 (see
Figure 2.3). The graph of Qn consists of intervals of length 1/2 with value −1 followed
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Figure 2.5: Allowed configurations for the interlacing of L1,0 and L2,0.
by intervals of length ((2m−1)/2 or (2m+ 1)/2 or m)+ω with value +1. Each interval
of length 1/2 has a discontinuity from L1,0 associated with it. On an interval of length
ω−n = Gn+1 + ωGn there are Gn + O(1) of these points (as can be seen by looking at
the case i = Gn in (2.6.29)). It follows that
C(Gn) =
1
(−ω)−n
∫ (−ω)−n
0
Qn(x) dx =
1
ω−n
(ω−n − 2× 1
2
(Gn +O(1)))→ 1− 1√
m2 + 4
,
(2.6.39)
where we have used the elementary fact that Gnω
n → 1/√m2 + 4 as n → ∞. A
simpler, but perhaps less rigorous, calculation of this peak is given in Appendix C.1.
However, the method still requires some knowledge of the global discontinuity sets.
n ≡ 1 (mod 2)
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Figure 2.6: Possibilities for each interval between L1,1i and L
1,1
i+1.
Considering now the case of n odd, using (2.6.30) and (2.6.32) we obtain
L1,1i − L2,1i = (d(i− 1/4)ωe+m(i− 1/4) + (i− 1/4)ω)− (d(i− 3/4)ωe+m(i− 3/4)
+ (i− 3/4)ω)
=
(
m
2
or
m+ 2
2
)
+
ω
2
.
It is also the case that
L2,1i+1 − L1,1i =
(
m
2
or
m+ 2
2
)
+
ω
2
.
Hence the two sets alternate: L2,1i < L
1,1
i < L
2,1
i+1 < L
1,1
i+1 < . . . Following [10], we parti-
tion R into intervals [L1,1i , L
1,1
i+1], and we show the allowable configurations in Figure 2.6.
The initial conditions tell us that L1,10 = −m/4−ω/4. Due to the fact that Q1(0) = +1,
the value of Qn is +1 from L
1,1
i to L
2,1
i+1 and −1 from L2,1i+1 to L1,1i+1 as depicted.
The only contribution to the integral is from a (m + 1) + ω interval, so suppose
L1,1i+1 − L1,1i = (m+ 1) + ω. From (2.6.30) we see that
L1,1i+1 − L1,1i = d(i+ 3/4)ωe − d(i− 1/4)ωe+m+ ω.
We deduce that a necessary and sufficient condition for [L1,1i , L
1,1
i+1] to be a (m+ 1) + ω
interval is
d(i+ 3/4)ωe − d(i− 1/4)ωe = 1. (2.6.40)
Setting r = d(i− 1/4)ωe we rewrite (2.6.40) as r− ω < (i− 1/4)ω < r or, equivalently,
r − 3ω/4 < iω < r + ω/4,
meaning that iω lies in an interval of length < 1, with centre r−ω/4. Let α denote the
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(m+ 1) + ω interval shown in Figure 2.6a, so that L2,1i+1−L1,1i = (m+ 2)/2 + ω/2 gives
an α interval. We let β be the interval shown in Figure 2.6b, from which it follows that
L2,1i+1 − L1,1i = m/2 + ω/2. From (2.6.32) and (2.6.30) we have
L2,1i+1 − L1,1i = d(i+ 1/4)ωe − d(i− 1/4)ωe+m/2 + ω/2.
Thus overall we have an α interval if d(i+ 1/4)ωe − d(i− 1/4)ωe = 1 and a β interval
if d(i+ 1/4)ωe − d(i− 1/4)ωe = 0. We therefore have an α interval if
iω < r − ω/4,
and a β interval if
iω > r − ω/4.
We can see therefore that the intervals in which iω lies corresponding to α and β inter-
vals are of the same length, and as iω is uniformly distributed we have asymptotically
the same number of α and β intervals. We conclude that the value of the integral is
zero. In summary, for the case m ≡ 0 (mod 4), the ACF is given by
lim
l→∞
C(G2l+k) =
1− 1/
√
m2 + 4, k = 0;
0, k = 1.
(2.6.41)
Therefore the autocorrelation has only positive peaks. A numerical evaluation of the
ACF is given in Figure 2.7 for m = 4, where the arrows show theoretical locations of
the peaks (and the corresponding value of t).
2.6.4 m ≡ 1 (mod 4)
For P 1 = {1/4,−m/4−ω/4, (1/4−3m/4)−3ω/4, (3/4−m/2)−ω/2, (1/2−m/4)− ω/4,
(1/4−m/4)− ω/4} we define the sets
L1,0 = {diω − 1/4e+mi+ 1/4 + iω : i ∈ Z}, (2.6.42)
L1,1 = {d(i− 1/4)ωe+m(i− 1/4) + (i− 1/4)ω : i ∈ Z}, (2.6.43)
L1,2 = {d(i+ 1/4)ω + 3/4e+m(i+ 1/4)− 3/4 + (i+ 1/4)ω : i ∈ Z}, (2.6.44)
L1,3 = {d(i− 1/2)ω + 1/4e+m(i− 1/2)− 1/4 + (i− 1/2)ω : i ∈ Z}, (2.6.45)
L1,4 = {d(i− 1/4)ω + 1/2e+m(i− 1/4)− 1/2 + (i− 1/4)ω : i ∈ Z}, (2.6.46)
L1,5 = {d(i− 1/4)ω − 1/4e+m(i− 1/4) + 1/4 + (i− 1/4)ω : i ∈ Z}. (2.6.47)
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Figure 2.7: Numerical evaluation of the ACF, C(t), when m = 4 for the half-barrier
(exact theoretical peaks asymptotically of height 1 − 1/√20 = 0.776 . . . are shown by
the arrows).
For P 2 = {3/4,−3m/4−3ω/4, (3/4−m/4)−ω/4, (1/4−m/2)−ω/2, (1/2− 3m/4)− 3ω/4,
(3/4− 3m/4)− 3ω/4} we define the sets
L2,0 = {diω + 1/4e+mi− 1/4 + iω : i ∈ Z}, (2.6.48)
L2,1 = {d(i− 3/4)ωe+m(i− 3/4) + (i− 3/4)ω : i ∈ Z}, (2.6.49)
L2,2 = {d(i− 1/4)ω − 3/4e+m(i− 1/4) + 3/4 + (i− 1/4)ω : i ∈ Z}, (2.6.50)
L2,3 = {d(i+ 1/2)ω + 3/4e+m(i+ 1/2)− 3/4 + (i+ 1/2)ω : i ∈ Z}, (2.6.51)
L2,4 = {d(i+ 1/4)ω + 1/2e+m(i+ 1/4)− 1/2 + (i+ 1/4)ω : i ∈ Z}, (2.6.52)
L2,5 = {d(i− 3/4)ω − 3/4e+m(i− 3/4) + 3/4 + (i− 3/4)ω : i ∈ Z}. (2.6.53)
It is worth once more noting that the sets are identical in the case m = 1 (as is verified
in [10]), because we have assumed Q0 has the same discontinuities in each case and so
by Proposition 2.6 the sets themselves are the same.
Proposition 2.8. The sets defined above satisfy
Ln,1 → L1,i n ≡ i mod 6, (2.6.54)
Ln,2 → L2,i n ≡ i mod 6, (2.6.55)
where i = 0, 1, . . . , 5.
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n (mod 6) Gn (mod 4)
0 0
1 1
2 1
3 2
4 3
5 1
Table 2.8: Table of values of Gn (mod 4) in relation to n (mod 6).
Proof. Table 2.8 is a useful aid in proving the result. The proof is identical in nature
to that used to prove Proposition 2.7 for the case m ≡ 0 (mod 4), and is shown in the
case m = 1 in [10], and so we omit it.
We now calculate the autocorrelation function at the characteristic times Gn, which we
separate into three cases depending on the value of n modulo 3.
2.6.4.1 n ≡ 0 (mod 3)
We can see that L1,0 and L2,0 are identical to the corresponding sets in the case m ≡ 0
(mod 4) (comparing equations (2.6.29), (2.6.42) and (2.6.31), (2.6.49)). The configura-
tions are therefore as shown in Figure 2.5 for n ≡ 0 (mod 6), and thus it follows that
the value of C(Gn) is (asymptotically) 1− 1/
√
m2 + 4.
For n ≡ 3 (mod 6), (2.6.45) and (2.6.51) give
L1,3i+1 − L2,3i = ±1/2.
The configurations are hence the same as in Figure 2.5, but because Q3(0) = −1 the
graphs are multiplied by minus one. This is because L1,30 < L
2,3
−1 < L
2,3
0 < L
1,3
1 and
L2,3−1 < 0, L
2,3
0 > 0. As a result the intervals of length 1/2 are now positive and
the graph of Q3 is qualitatively the same as the graph of −Q0. As n is odd, we are
integrating from right to left, which is the same as integrating from left to right if we
multiply by minus one. The factor (−ω)−n is negative, and so these factors of minus
one cancel. We conclude that the autocorrelation function C(Gn) has asymptotic value
equal to minus one times the value obtained for n ≡ 0 (mod 6), hence asymptotically
C(Gn) takes the value −(1− 1/
√
m2 + 4).
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2.6.4.2 n ≡ 1 (mod 3)
For n ≡ 1 (mod 6) we observe that L1,1 and L2,1 are identical to the sets produced
in the case m ≡ 0 (mod 4) for n ≡ 1 (mod 2). This means the interlacing of the
discontinuities is the same as shown in Figure 2.6 and the ACF is zero i.e. C(G6k+1) = 0.
If n ≡ 4 (mod 6) then equations (2.6.46) and (2.6.52) give
L2,4i − L1,4i =
(
m
2
or
m+ 2
2
)
+
ω
2
,
and
L1,4i+1 − L2,4i =
(
m
2
or
m+ 2
2
)
+
ω
2
.
Therefore the discontinuities alternate as in the previous case but with L2,4i < L
1,4
i+1 <
L2,4i+1 < .... The configurations are identical to those in Figure 2.6 except for reordering
of the discontinuities. The calculation of the ACF is similar to that for the case n ≡ 1
(mod 6), and so we omit the detail. Hence the asymptotic value of the integral is zero.
2.6.4.3 n ≡ 2 (mod 3)
Using equations (2.6.44) and (2.6.50) we have
L1,2i − L2,2i = (d(i+ 1/4)ω + 3/4e+m(i+ 1/4)− 3/4 + (i+ 1/4)ω)
− (d(i− 1/4)ω − 3/4e+m(i− 1/4) + 3/4 + (i− 1/4)ω)
= (1 or 2) +
m
2
− 3
2
+
ω
2
=
(
m− 1
2
or
m+ 1
2
)
+
ω
2
> 0,
and
L2,2i+1 − L1,2i =
(
m− 1
2
or
m+ 1
2
)
+
ω
2
> 0.
It follows that L2,2i < L
1,2
i < L
2,2
i+1 < L
1,2
i+1 < . . . We partition R into the inter-
vals [L1,2i , L
1,2
i+1] and the allowable configurations are shown in Figure 2.8. We have
L1,20 = (3/4−m/4)− ω/4, and this condition along with Q2(0) = +1, means that (for
m > 1) the value of Qn is +1 from L
1,2
i to L
2,2
i+1 and −1 from L2,2i+1 to L1,2i+1 as depicted.
Therefore the only contribution to the integral of these functions comes from the m+ω
intervals between L1,2i and L
1,2
i+1. Suppose L
1,2
i+1 − L1,2i = m + ω. Using (2.6.44) we see
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Figure 2.8: Possibilities for each interval between L1,1i and L
1,1
i+1.
that
L1,2i+1 − L1,2i = d(i+ 5/4)ω + 3/4e − d(i+ 1/4)ω + 3/4e+m+ ω.
A necessary and sufficient condition for a m+ ω interval is therefore
d(i+ 5/4)ω + 3/4e − d(i+ 1/4)ω + 3/4e = 0. (2.6.56)
Letting r = d(i+1/4)ω+3/4e we can write (2.6.56) as r−1 < (i+1/4)ω+3/4 < r−ω,
or, equivalently we have
r − 7/4− ω/4 < iω < r − 3/4− 5ω/4.
So we see that iω is contained in an interval with centre r− 5/4− 3ω/4. Let α denote
the m+ω shown in Figure 2.8a and β denote the m+ω interval shown in Figure 2.8b. If
L2,2i+1−L1,2i = (m−1)/2+ω/2 we have a β interval, and if L2,2i+1−L1,2i = (m+1)/2+ω/2
we have an α interval.
Using (2.6.44) and (2.6.50) we see that
L2,2i+1 − L1,2i = d(i+ 3/4)ω + 1/4e − d(i+ 1/4)ω + 3/4e+
m
2
+
1
2
+
ω
2
.
Hence we have a β interval if d(i + 3/4)ω + 1/4e − d(i + 1/4)ω + 3/4e = −1 and an α
interval if d(i+ 3/4)ω + 1/4e − d(i+ 1/4)ω + 3/4e = 0.
We thus have a β interval if iω < r−3ω/4−5/4 and an α interval if iω > r−3ω/4−5/4.
Hence the intervals in which iω lies corresponding to α and β intervals have equal length,
and due to the uniform distribution of iω it follows that the number of α and β intervals
is the same, and so the asymptotic value of the integral is zero.
Note that for the case m = 1 the graphs were −1 from L1,2i to L2,2i+1, however it is clear
that this will not affect the calculation of the autocorrelation function as the net area
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under the graphs is identical.
In the case n ≡ 5 (mod 6), using equations (2.6.47) and (2.6.53), we deduce that
L1,5i − L2,5i =
(
m− 1
2
or
m+ 1
2
)
+
ω
2
> 0,
and
L2,5i+1 − L1,5i =
(
m− 1
2
or
m+ 1
2
)
+
ω
2
> 0.
The ordering of the discontinuities is L1,5i < L
2,5
i+1 < L
1,5
i+1 < . . .. Due to the distances
between them being identical to the those produced in the case n ≡ 2 (mod 6), and
considering the interval [L1,5i , L
1,5
i+1], we deduce that the discontinuities interlace in the
same way as in the case n ≡ 2 (mod 6) (see Figure 2.8). Using the same approach
shown above, we deduce that the asymptotic value of the integral of Qn is zero.
In summary we have
lim
l→∞
C(G6l+3k) = (−1)k
(
1− 1√
m2 + 4
)
, (2.6.57)
and
lim
l→∞
C(G6l+k˜) = 0, k˜ = 1, 2, 4, 5. (2.6.58)
This is in agreement with the results obtained for the golden mean (m = 1) case
studied in [10], in which case 1− 1/√m2 + 4 = 1− 1/√5 = 0.5527 . . . These peaks are
clearly visible in the numerical evaluation of the ACF for m = 1 shown in Figure 1.8
(theoretical peaks and the corresponding values of t are indicated by the arrows). A
further numerical evaluation of the ACF for m = 5 demonstrates this behaviour, and
is shown in Figure 2.9.
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Figure 2.9: Numerical evaluation of the ACF when m = 5 for the half-barrier (exact
theoretical peaks asymptotically of height 1 − 1/√29 = 0.814 . . . are shown by the
arrows).
2.6.5 m ≡ 2 (mod 4)
In the case m ≡ 2 (mod 4) we have P 1 = {1/4,−m/4 − ω/4, (1/4−m/2)− ω/2,
(1/2−m/4)−ω/4} (m ≥ 6) and, using the same approach as before, we define the sets
L1,0 = {diω − 1/4e+mi+ 1/4 + iω : i ∈ Z}, (2.6.59)
L1,1 = {d(i− 1/4)ωe+m(i− 1/4) + (i− 1/4)ω : i ∈ Z}, (2.6.60)
L1,2 = {d(i+ 1/2)ω + 3/4e+m(i+ 1/2)− 3/4 + (i+ 1/2)ω : i ∈ Z}, (2.6.61)
L1,3 = {d(i− 1/4)ω − 1/2e+m(i− 1/4) + 1/2 + (i− 1/4)ω : i ∈ Z}. (2.6.62)
For the other periodic orbit P 2 = {3/4,−3m/4 − 3ω/4, (3/4−m/2)− ω/2,
(1/2− 3m/4)− 3ω/4} (m ≥ 6), we define
L2,0 = {diω + 1/4e+mi− 1/4 + iω : i ∈ Z}, (2.6.63)
L2,1 = {d(i− 3/4)ωe+m(i− 3/4) + (i− 3/4)ω : i ∈ Z}, (2.6.64)
L2,2 = {d(i+ 1/2)ω + 1/4e+m(i+ 1/2)− 1/4 + (i+ 1/2)ω : i ∈ Z}, (2.6.65)
L2,3 = {d(i− 3/4)ω − 1/2e+m(i− 3/4) + 1/2 + (i− 3/4)ω : i ∈ Z}. (2.6.66)
As was the case for m = 1, these sets are identical in the case m = 2. This is because
we assumed Q0 has exactly the same discontinuities in all cases, and Proposition 2.6
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n (mod 4) Gn (mod 4)
0 0
1 1
2 2
3 1
Table 2.9: Values of Gn (mod 4) for n (mod 4).
only requires the discontinuities of this initial condition to generate the resulting sets.
Proposition 2.9. The sets defined above satisfy
Ln,1 → L1,i n ≡ i mod 4, (2.6.67)
Ln,2 → L2,i n ≡ i mod 4, (2.6.68)
where i = 0, 1, 2, 3.
Proof. Table 2.9 gives the values of Gn modulo 4 when n is also taken modulo 4, for
future reference in this proof. The first two entries are 0 and 1, and thus the proof for
L1,0 and L2,0 will be identical to that for the corresponding sets in the previous two
cases of m (mod 4). Note also that L1,1 and L2,1 are identical to previous cases of m
modulo four. We will prove the result for L2,2, and the other sets can be derived in
similar fashion.
As n is even, Proposition 2.6 tells us that
Ln,2 = {3Gn+1/4 + diωe+mi+ (i+ 3Gn/4)ω : i = −Gn, . . . , Gn+1 −Gn − 1}.
Replacing i by (i− 3(Gn − 2)/4) (noting that (Gn − 2)/4, (Gn+1 − 1)/4 ∈ Z), we have
Ln,2 = {3Gn+1/4 + d(i− 3(Gn − 2)/4)ωe+ (i− 3(Gn − 2)/4)m+ (i+ 3/2)ω :
i = −(Gn + 6)/4, . . . , Gn+1 − (Gn + 10)/4}
= {diω + 3(Gn+1 − 1− ωGn + 2ω −mGn + 2m)/4e+mi+ 3/4 + (i+ 3/2)ω : i = . . .}
= {diω + 3(ωn + 2ω + 2(m− 2) + 3)/4e+mi+ 3/4 + (i+ 3/2)ω : i = . . .}
= {d(i+ 3/2)ω + 9/4 + 3ωn/4e+m(i+ 3/2)− 9/4 + (i+ 3/2)ω : i = . . .}
= {d(i+ 1/2)ω + 1/4 + 3ωn/4e+m(i+ 1/2)− 1/4 + (i+ 1/2)ω :
i = −(Gn + 2)/4, . . . , Gn+1 − (Gn + 6)/4}.
We need to prove that d(i+1/2)ω+1/4+3ωn/4e = d(i+1/2)ω+1/4e for a suitable range
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of i. This condition can be re-written as d(i+ 1/2)ω+ 1/4e ≥ (i+ 1/2)ω+ 1/4 + 3ωn/4,
or
1 + (i+ 1/2)ω + 1/4− d(i+ 1/2)ω + 1/4e = {(i+ 1/2)ω + 1/4} ≤ 1− 3ωn/4.
This gives a form suitable for application of Proposition 2.2. We conclude that the
result is true for a suitable range of i as required.
2.6.5.1 n ≡ 0 (mod 2)
For the case n ≡ 0 (mod 4), we note that because L1,0 and L2,0 are the same as the
corresponding sets seen in the previous cases of m modulo four, the interlacing of the
discontinuities is as in Figure 2.5. It follows that the asymptotic value of the ACF is
C(Gn) = 1− 1/
√
m2 + 4.
If n ≡ 2 (mod 4) then using equations (2.6.61) and (2.6.65) we have
L1,2i − L2,2i = (d(i+ 1/2)ω + 3/4e+m(i+ 1/2)− 3/4 + (i+ 1/2)ω
− (d(i+ 1/2)ω + 1/4e+m(i+ 1/2)− 1/4 + (i+ 1/2)ω)
= (0 or 1)− 1/2
= ±1/2.
Now L2,2−1 = (3/4−m/2)−ω/2 and L1,2−1 = (1/4−m/2)−ω/2, and because Q2(0) = −1,
we conclude that the graph of Qn has value +1 on intervals of length 1/2. This makes
the analysis the same as that produced for m ≡ 1 (mod 4) in the case n ≡ 3 (mod 6).
We conclude that the asymptotic value of the integral is C(Gn) = −(1− 1/
√
m2 + 4).
2.6.5.2 n ≡ 1 (mod 2)
For n ≡ 1 (mod 4) we see again that the sets L1,1 and L2,1 being identical to those
in the case m ≡ 1 (mod 4). Therefore the discontinuities will interlace in exactly the
same manner as in Figure 2.6, and thus we can re-apply the arguments of the previous
section to deduce that the asymptotic value of the integral will be zero.
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Finally, if n ≡ 3 (mod 4) then equations (2.6.62) and (2.6.66) tell us that
L1,3i − L2,3i = (d(i− 1/4)ω − 1/2e+m(i− 1/4) + 1/2 + (i− 1/4)ω
− (d(i− 1/4)ω − 1/2e+m(i− 1/4) + 1/2 + (i− 3/4)ω)
= (0 or 1) +
m
2
+
ω
2
=
(
m
2
or
m+ 2
2
)
+
ω
2
> 0.
We also obtain
L2,3i+1 − L1,3i =
(
m
2
or
m+ 2
2
)
+
ω
2
> 0.
Hence the discontinuities alternate with L1,3i < L
2,3
i+1 < L
1,3
i+1 < . . .. As a result of this,
(with trivial re-labelling) the discontinuities interlace as shown in Figure 2.6, and using
previous arguments we deduce that the asymptotic value of the integral is zero.
We conclude that
lim
l→∞
C(G4l+2k) = (−1)k
(
1− 1√
m2 + 4
)
(2.6.69)
and
lim
l→∞
C(G4l+k˜) = 0, k˜ = 1, 3. (2.6.70)
In Figure 2.10, we provide a numerical evaluation of the ACF demonstrating this be-
haviour in the case m = 2, with the theoretical peaks shown by the arrows. As a side
note, we remark that in [55] the ACF of the GOPY model (1.7.3)–(1.7.4) (which gives
rise to SNAs) with driving frequency
√
2−1 (which corresponds to m = 2) is examined.
Numerically it is found that the peaks are of magnitude ' 0.65. The analysis of the
ACF for the GOPY model is identical to that for the half-barrier in barrier billiards
considered here. This will be shown in Section 5.3, where the ACF of a generalisation of
the GOPY model is analysed. It follows that the value Pikovsky and Feudel calculated
in [55] is in fact 1− 1/√8 = 0.646 . . .
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Figure 2.10: Numerical evaluation of the ACF when m = 2 for the half-barrier (exact
theoretical peaks of asymptotic height ±(1 − 1/√8) = ±0.646 . . . are shown by the
arrows).
2.6.6 m ≡ 3 (mod 4)
In this final case, the first periodic orbit (form ≥ 7) is given by P 1 = {1/4,−m/4− ω/4,
(1/4−m/4)− ω/4, (1/4−m/2)− ω/2, (1/2− 3m/4)− 3ω/4, (3/4−m/4)− ω/4}, for
which we define the sets
L1,0 = {diω − 1/4e+mi+ 1/4 + iω : i ∈ Z}, (2.6.71)
L1,1 = {d(i− 1/4)ωe+m(i− 1/4) + (i− 1/4)ω : i ∈ Z}, (2.6.72)
L1,2 = {d(i+ 3/4)ω + 3/4e+m(i+ 3/4)− 3/4 + (i+ 3/4)ω i ∈ Z}, (2.6.73)
L1,3 = {d(i− 1/2)ω + 3/4e+m(i− 1/2)− 3/4 + (i− 1/2)ω : i ∈ Z}, (2.6.74)
L1,4 = {d(i+ 1/4)ω + 1/2e+m(i+ 1/4)− 1/2 + (i+ 1/4)ω : i ∈ Z}, (2.6.75)
L1,5 = {d(i− 1/4)ω + 1/4e+m(i− 1/4)− 1/4 + (i− 1/4)ω : i ∈ Z}, (2.6.76)
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n (mod 6) Gn (mod 4)
0 0
1 1
2 3
3 2
4 1
5 1
Table 2.10: Values of Gn (mod 4) for n (mod 6) in the case m ≡ 3 (mod 4).
and, for the second periodic orbit P 2 = {3/4,−3m/4 − 3ω/4, (3/4− 3m/4)− 3ω/4,
(3/4−m/2)− ω/2, (1/2−m/4)− ω/4, (1/4− 3m/4)− 3ω/4}, we define
L2,0 = {diω + 1/4e+mi− 1/4 + iω : i ∈ Z}, (2.6.77)
L2,1 = {d(i− 3/4)ωe+m(i− 3/4) + (i− 3/4)ω : i ∈ Z}, (2.6.78)
L2,2 = {d(i+ 1/4)ω + 1/4e+m(i+ 1/4)− 1/4 + (i+ 1/4)ω : i ∈ Z}, (2.6.79)
L2,3 = {d(i− 1/2)ω + 1/4e+m(i− 1/2)− 1/4 + (i− 1/2)ω : i ∈ Z}, (2.6.80)
L2,4 = {d(i+ 3/4)ω + 1/2e+m(i+ 3/4)− 1/2 + (i+ 3/4)ω : i ∈ Z}, (2.6.81)
L2,5 = {d(i− 3/4)ω + 3/4e+m(i− 3/4)− 3/4 + (i− 3/4)ω : i ∈ Z}. (2.6.82)
Once more Proposition 2.6 guarantees that these sets are the same when m = 3, as we
have assumed the same initial discontinuities for Q0 in each case.
Proposition 2.10. The sets defined above satisfy
Ln,1 → L1,i n ≡ i mod 6, (2.6.83)
Ln,2 → L2,i n ≡ i mod 6, (2.6.84)
where i = 0, 1, . . . , 5.
Proof. Table 2.10 is useful in the proof of this proposition. The proof for each of these
sets follows in identical fashion to the examples presented earlier, and we therefore omit
it.
2.6.6.1 n ≡ 0 (mod 3)
Due to equations (2.6.42) and (2.6.48) being identical to the corresponding sets given by
equations (2.6.77) and (2.6.77) from the case m ≡ 0 (mod 4) (and indeed all the other
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cases), the evaluation of the ACF for n ≡ 0 (mod 6) is identical to all the previous
cases of m modulo four, and asymptotically the value of C(Gn) is 1− 1/
√
m2 + 4.
If n ≡ 3 (mod 6) then from equations (2.6.74) and (2.6.80) it follows that
L1,3i − L2,3i = ±1/2.
Note that Q3(0) = −1, L1,30 < L2,30 < L2,31 and L2,30 < 0, L2,31 > 0. Therefore the value
of Q3 between L
1,3
i and L
2,3
i is +1. The situation is thus equivalent to the case m ≡ 1
(mod 4), n ≡ 3 (mod 6), and we deduce that C(Gn) = −(1− 1/
√
m2 + 4).
2.6.6.2 n ≡ 1 (mod 3)
When n ≡ 1 (mod 6), we see that L1,1 and L2,1 are identical to their counterparts in
the case m ≡ 1 (mod 4). As a result the interlacing of the discontinuities is the same
as in Figure 2.6 and we conclude that the asymptotic value of the integral is zero.
If n ≡ 4 (mod 6), then from equations (2.6.75)–(2.6.81) we have
L2,4i − L1,4i =
(
m
2
or
m+ 2
2
)
+
ω
2
> 0, (2.6.85)
and
L1,4i+1 − L2,4i =
(
m
2
or
m+ 2
2
)
+
ω
2
> 0. (2.6.86)
Hence the configurations match those in Figure 2.6 (with a trivial re-ordering of the
discontinuities) and we deduce that the integral is zero using prior arguments.
2.6.6.3 n ≡ 2 (mod 3)
For the first case n ≡ 2 (mod 6), equations (2.6.73) and (2.6.79) give
L1,2i − L2,2i = L2,2i+1 − L1,2i
=
(
m− 1
2
or
m+ 1
2
)
+
ω
2
> 0.
So L1,2i < L
2,2
i+1 < L
1,2
i+1 < . . ..
The discontinuities interlace as for m ≡ 1 (mod 4) in the case n ≡ 2 (mod 3), shown
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in Figure 2.8. Once more, it is a familiar task to show that the value of the integral is
zero. The case n ≡ 5 (mod 6) leads to the same conclusion.
Therefore the case m ≡ 3 (mod 4) ends up giving exactly the same results as those
for m ≡ 1 (mod 4), meaning that odd m provide identical behaviour of the ACF
asymptotically. In Figure 2.11 we give a numerical evaluation of the ACF for m = 3,
and once more the arrows show the theoretical peaks.
0 2000 4000 6000 8000 10000 12000 14000
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Figure 2.11: Numerical evaluation of the ACF when m = 3 for the half-barrier (exact
theoretical peaks of asymptotic height ±(1 − 1√13) = ±0.722 . . . are shown by the
arrows).
2.6.7 Complete self-similarity of the ACF
In this consideration of the half-barrier (and its equivalents in the study of a quantum
two-level system and correlations of SNAs to follow in Chapters 4 and 5), we have
shown that the ACF is self-similar in certain situations, but in actuality we have merely
calculated the height of the main peaks. This does not account for the complete self-
similarity seen (say) in Figure 1.8, to pick a random example.
The term self-similarity is typically used to describe a situation when a system, or
a characteristic of a system (such as the ACF or an attractor), behaves similarly at
different time scales, length scales or under a scaling of parameter values. Here we use
the term “complete self-similarity” to refer to the fact that the local structure around
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the main peaks in the ACF for the half-barrier is also (approximately) reproduced in
scaled form around higher order peaks. In this subsection we provide an explanation
for this fact.
Therefore, let us consider the ACF at times Gn ± t where t  Gn. From (2.0.9) we
have that
C(Gn ± t) =
∫ 1
0
SGn±t(θ) dθ, (2.6.87)
where
SGn±t =
Gn±t−1∏
i=0
Φ(θ + iω) (2.6.88)
= SGn(θ)
t−1∏
i=0
Φ(θ ± iω − (−ω)n).︸ ︷︷ ︸ (2.6.89)
We now note that SGn is a rapidly oscillating function (see Figure 2.1a) without large
scale variations, whereas the function under-braced in (2.6.89) oscillates on a much
smaller scale with more variation. We can thus write
C(Gn ± t) '
∫ 1
0
SGn(θ) dθ
∫ 1
0
t−1∏
i=0
Φ(θ ± iω − (−ω)n) dθ (2.6.90)
= C(Gn)C(t). (2.6.91)
We conclude that C(Gn ± t) ' C(Gn)C(t) when t  Gn. This is the fact which
establishes the self-similarity of the ACF: focusing on the case m odd (m even is similar)
we note that we have a first order peak of magnitude 1−1/√m2 + 4 at G3k, k ∈ N. Note
that G3`  G3k when ` < k. It follows that C(G3k ±G3`) ' (−1)k+`(1− 1/
√
m2 + 4)2,
where ` ∈ {1, . . . , k − 1}. This gives the peaks of order two. Continuing inductively, it
is straightforward to see that
C
(
p−1∑
i=0
siG3ji
)
' (−1)
∑p−1
i=0 ji(1− 1/
√
m2 + 4)p, (2.6.92)
where si is any sequence of signs with s0 = 1, and ji a sequence with j0 = k and
ji ∈ {1, . . . , k − 1} for i > 0, with ji+1 < ji. This gives a peak of order p.
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2.7 Correlations for arbitrary barriers
Having focused on the special case of the half barrier, we now produce some results for
arbitrary barriers. To start we provide the following definition of a barrier:
Definition 2.2. A barrier B consists of a finite set of intervals [li, ui], i = 1, 2, . . . , n
such that 0 ≤ l1 < u1 < l2 < u2 < · · · < ln < un ≤ 1.
We now show that an arbitrary barrier can be written as a product of barriers of a
more simple type. In particular we define the α-barrier to be the barrier consisting of
the single interval [0, α]. We give a schematic diagram of this barrier and its barrier
function Φα(θ) in Figure 2.12.
α
−1 0 1
-
6
−1
+1
11/2α/2 1− α/2
Φα(θ)
θ
Figure 2.12: The α-barrier and its associated barrier function Φα.
In Lemma 2.3 below, it is shown that we can write an arbitrary barrier in terms of
barriers of this type.
Lemma 2.3. The barrier function for an arbitrary barrier B is given by;
ΦB(x) = −
n∏
i=1
Φli(x)Φui(x). (2.7.1)
Where, as shown in Fig. 2.12, for 0 ≤ α ≤ 1,
Φα(x) =
+1, x ∈ [0, α2 ] ∪ [1− α2 , 1];−1, otherwise. (2.7.2)
Proof. We start by looking at barriers attached to the base, so in all cases l1 = 0 and
−∏ni=1 ΦliΦui = ∏ni=2 Φli∏ni=1 Φui . Since Φ(1 − x) = Φ(x) we only need to consider
the interval between 0 and 1
2
. We see that Φα is negative on (
α
2
, 1
2
).
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For an arbitrary barrier B, its barrier function ΦB(x) will be +1 in the intervals [
li
2
, ui
2
],
for i = 1, 2, . . . , n, which is the number of pieces, and −1 elsewhere on [0, 1
2
]. The
barrier is attached to the base so l1 = 0 and hence Φl1 = −1, so this multiplied with the
minus sign outside the product gives us a +1 in the interval [0, 1
2
]. Next we multiply
by Φu1 , and so the resulting function is +1 on the interval [
l1
2
= 0, u1
2
] and −1 on
the interval [u1
2
, 1
2
]. Then we multiply by Φl2 which is +1 on [0,
l2
2
] and −1 elsewhere,
so nothing changes up until l2
2
, which is greater than u1
2
, so the resulting function is
+1 on [ l1
2
, u1
2
],−1 on [u1
2
, l2
2
] and + 1 everywhere else. Carrying on inductively we see
that the barrier given by the formula (2.7.1) is +1 on [ li
2
, ui
2
] and −1 elsewhere for i ≤ n
as required.
As a matter of fact, to understand a general barrier B, we need only look at barriers
which are attached at the base – if we take one which is not attached at the base there
is a corresponding one which is attached to the base if we replace barriers by gaps,
which is equivalent to multiplying the barrier function by minus one. We can now see
l1
u1
l2
u2
l3
u3
l1
u1
l2
u2
l3
u3
Figure 2.13: A barrier attached at the base and its unattached partner.
why the minus sign is on the outside of the product symbol. If we are not attached at
the base l1 6= 0 so Φl1 6= −1, and we must multiply the whole product by −1.
This Lemma means that we can now focus solely on α-barriers due to the multiplicative
nature of (2.1.10). In Figure 2.14 we present a numerical evaluation of the autocorre-
lation function for two choices of α /∈ Q(ω). With such a choice, the locations of the
discontinuities in the fundamental interval (and elsewhere) will not be in Q(ω), and
because the set of periodic points of F is the set Q(ω), it follows that Qn cannot be
periodic (as the locations of the discontinuities are orbits of F , which is chaotic for
points outside Q(ω)). Therefore the ACF will not be self-similar as can clearly be seen
in Figure 2.14.
Our aim here is to examine the behaviour of the correlations at the characteristic (gen-
eralised) Fibonacci times. To give us an insight, we plot the correlations with a time
delay of 1, i.e. a plot of C(Gn+1) vs. C(Gn). To do this we must numerically approxi-
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(a) α =
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(b) α = pi − 3
Figure 2.14: Numerical evaluation of the autocorrelation function, C(t), for a) α =√
2− 1 and b) α = pi − 3.
mate the integrals (2.1.13), using a method we have devised which is briefly described in
Appendix C.2. The resulting plots for m = 1, 2, 3, 4 are shown in Figure 2.15 (here we
have picked α = pi−3). We see in each case the presence of an invariant set, independent
of α, which the correlations explore densely. We observe that the sets are symmetric
with respect to the axes and the diagonals and cross the axes at 1− 1/√m2 + 4, which
is the peak value we obtained in the study of the half barrier. The boundary of these
sets seems to consist of four hyperbolic curves, which through trial and error we find
to be given by
|C(Gn+1)|p − (1− ap)|C(Gn)|p = ap, a = 1− 1/
√
m2 + 4, p = (m+ 1)/m. (2.7.3)
This gives two of the boundary curves, the others follow trivially by reflection through
one of the diagonals. These are shown in red in Figure 2.15. We observe that the
curves are becoming more linear with increasing m and this is also seen by our implicit
boundary equation where, as m → ∞, ap → 1, which means that C(Gn+i) → ±1,
i = 0, 1 (after allowing for reflections). Therefore we expect the correlations to densely
explore the square [−1, 1]× [−1, 1] in the limit m→∞.
A further breakthrough can be seen by noticing the difference in the density of the
points in different parts of these sets, suggesting they are a two-dimensional pro-
jection of a higher dimensional object. This inspires us to instead plot the triple
(C(Gn), C(Gn+1), C(Gn+2)) which, by the work of Takens [60] (and some further jus-
tification by the author in Appendix C.3), gives an embedding of the dynamics. The
resulting plots for m = 1, 2, 3, 4 are given in Figure 2.16 (again taking α = pi − 3).
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(c) m = 3
−1.0 −0.5 0.0 0.5 1.0
−1.0
−0.5
0.0
0.5
1.0
0.00.20.40.60.81
0.0
0.2
0.4
0.6
0.8
1.0
(d) m = 4
Figure 2.15: Plot of (C(Gn+1), C(Gn)) for m = 1, 2, 3, 4 (with α = pi − 3).
In each case we have an invariant set (“attractor”) embedded in three-dimensional space
representative of the underlying dynamics, and as m is increased the set is becoming
more complex and we see repetition of some of the internal structures that appear for
previous values of m. Due to Lemma 2.3 and the multiplicative structure of (2.1.10),
we conclude that these sets will be generated for any randomly chosen arbitrary barrier.
The correlations densely explore the surface of these sets, not filling the interior space.
Note that each set is connected to four corners of the unit cube, and these corners are
determined by the parity of m. This is because the only way the ACF can be ±1 is if
Qn = ±1. This gives us four possible sets of initial conditions, Q0 = ±1 and Q1 = ±1.
Iterating (2.1.10), we see that if m is odd we have four possible sign triples, three of
which lie on the periodic orbit (+1,−1,−1) → (−1,−1,+1) → (−1,+1,−1) and one
which is fixed at (+1,+1,+1). If m is even there are also four possible sign pairs,
two lying on the periodic orbit (−1,+1,−1) → (+1,−1,+1) and two more which are
fixed at (+1,+1,+1) and (−1,−1,−1). In the golden mean case m = 1 we see that
the surface has three-fold symmetry, as it is invariant under reflection in any two of
the three coordinate axes. This could be related to the three-fold symmetry of the
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(a) m = 1 (b) m = 2
(c) m = 3 (d) m = 4
Figure 2.16: Plot of the triple (C(Gn), C(Gn+1), C(Gn+2)) for m = 1, 2, 3, 4.
bi-infinite code space we will introduce in Section 3.2 (in the case m = 1) to model
the action of the renormalization operator on a space of pairs of piecewise constant
functions. However, presently there does not seem to be a way to relate the geometry
of the trajectory of the operator in function space to the geometry of these invariant
surfaces.
Using Rosenstein’s method, we can calculate the Lyapunov exponent for the time series
(C(Gn)), embedded in three-dimensional space (brief details of this calculation are
given in Appendix C.3). In the case m = 1, we find that the exponent is positive
(calculated by the author to be λ = 0.4136 ± 0.005 in [52]) and thus the correlations
are chaotic at Fibonacci times. Note that in calculating this exponent, we are assuming
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that the function space on which the renormalization operator acts has an underlying
differentiable structure (as these correlations are projections of this space). Similar
calculations for other values of m also lead to a positive exponent. Note that the
divergence of nearby trajectories may not be exponential in real time. The chaotic
behaviour of correlations at Fibonacci times is indicative of the chaotic nature of the
renormalization operator (2.1.10). In Chapter 3, we make substantial progress towards
proving that the operator is indeed chaotic, by constructing a map which identifies
the action of the operator to the shift map acting on a space of bi-infinite codes in
Section 3.3 (this work is still ongoing, we hope in future work to establish that this
map is in fact a conjugacy). Due to Lemma 2.3 and the multiplicative structure of the
functional recurrence (2.1.10), we conclude that these sets will be generated for any
randomly chosen arbitrary barrier leading to aperiodic behaviour of this operator.
In Chapter 3, we construct a model for the barrier billiard renormalization strange set
(focusing on the golden mean trajectory), a set which is the “attractor” for the two-
dimensional version of the renormalization operator (2.1.10) studied in this chapter. A
projection of this set gives all possible correlations in the billiard system, and hence
generates the surface shown in Figure 2.16a in the golden mean case (m = 1). It is
shown that the renormalization strange set can be modelled using a subshift of finite
type.
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Chapter 3
The barrier billiard renormalization
strange set
1In Section 1.5, we briefly outlined previous work on the study of fluctuations of eigen-
functions in the Harper equation. For the generalized Harper equation (1.5.4) with
α ≥ 1 and α ≥ λ, it is observed in the strong-coupling limit (λ → ∞) [36], that the
scaling of these functions is characterised by orbits of a renormalization operator on a
set of analytic function pairs dubbed the “Ketoja-Satija Orchid”, a projection (obtained
by evaluation of the pairs at the origin) of which is shown in Figure 1.9.
This set is shown to be given by an embedding of a subshift of finite type by Mestel
& Osbaldestin in [47], and some details of the nature of that embedding are given in
Section 1.5. In this chapter we will give a similar analysis for correlations in sym-
metric barrier billiards, as studied in Section 1.4, which we examined by means of a
renormalization analysis in Chapter 2 for a class of quadratic irrational trajectories. A
thorough analysis of periodic orbits of the renormalization operator was presented, and
numerically we also explored the aperiodic behaviour that occurs for arbitrary barriers.
The latter is now the subject of this chapter. Our approach in constructing a suitable
model space is different to that presented in [47], but is motivated by the work in that
paper. We focus entirely on the golden mean trajectory ω = (
√
5 − 1)/2 (or m = 1
for the class of quadratic irrational discussed in the previous chapter), and so we are
1The work in this chapter forms the basis of our paper [43]. I would like to acknowledge the con-
tribution of Ben Mestel to the work in this chapter, whose input was instrumental in the construction
of the model space and in proving some of the more technical lemmas.
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working with the renormalization operator (see equation (2.1.10))
Qn(x) = Qn−1(−ωx)Qn−2(ω2x+ ω), Q0(x) = 1, Q1(x) = Φ(−ωx), (3.0.1)
where Φ = Φα(x) is the α-barrier
Φα(x) =
+1, x ∈ [0, α2 ], [1− α2 , 1];−1, otherwise. (3.0.2)
We will work exclusively with the α-barrier, as we know from Section 2.7 that an
arbitrary barrier can be decomposed into barriers of this type. Similar to the work
on renormalization of eigenfunctions of the Harper equation for the golden mean flux
(which, as shown in Section 1.5, are governed by the same renormalization opera-
tor), we make the recursion first order by increasing the dimension by one. Defining
tn(x) = Qn(x) and un(x) = tn−1(−ωx) we have(
un+1(x)
tn+1(x)
)
= R(un(x), tn(x)) =
(
tn(−ωx)
tn(−ωx)un(−ωx− 1)
)
, (3.0.3)
with initial conditions u1(x) = 1 and t1(x) = Φα(−ωx).
3.1 Iterated function system
From the arguments of the functions in the operator (3.0.3), we define the linear con-
tractions
θ0(x) = −ωx (3.1.1)
θ1(x) = −ωx− 1, (3.1.2)
or, more compactly, for c ∈ {0, 1} we have θc(x) = −ωx−c. As was the case in Chapter 2
for the contractions φ1,0(x) = −ωx = θ0(x), φ2,1(x) = ω2x + ω = θ0 ◦ θ1(x), θ0 and θ1
form an iterated function system (IFS). This IFS has fixed point set I = [−ω−1, 1], which
follows from the fact that θ0(I) = [−ω, 1], θ1(I) = [−ω−1, 0] and so θ0(I) ∪ θ1(I) = I.
Furthermore, we note that θ0 and θ1 have fixed points at 0 and −ω respectively. The
interval I is the attractor of the IFS: given any compact subset L ⊂ R and for any
 > 0, there exists n ∈ N such that for any k ≥ n and any choice i1, . . . , ik ∈ {0, 1} we
have θi1 ◦ . . . ◦ θik(x) ∈ [−ω−1 − , 1 + ] for any x ∈ L. As was the case in Chapter 2,
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it is this latter property that allows us to understand behaviour of un and tn on the
whole of R based on their behaviour in I.
We let I0 = (−ω, 1] and I1 = [−ω−1,−ω) and define the inverse of the IFS, G, as
G(x) =
−ω−1x− ω−1, x ∈ I1;−ω−1x, x ∈ I0. (3.1.3)
Equivalently, we can write G(x) = −ω−1x− cω−1 for x ∈ Ic. This function is piecewise
linear with slopes of magnitude ω−1 = 1 + ω > 1, and is discontinuous at −ω as can
be seen from its graph in Figure 3.1. To simplify matters, we will not consider orbits
of G containing −ω. As described in Section 1.5, we can define the bi-infinite code
c = (ck)k∈Z of a point x ∈ I as
ck =
1, Gk(x) ∈ I1;0, Gk(x) ∈ I0. (3.1.4)
Due to the expanding nature of G, all but countably many such points have a unique
code. Noting that G(I0) = I0 ∪ I1 = I\{−ω} and G(I1) = I0, we have that ck = 1
implies ck+1 = 0 (which can clearly be seen from the plot of G in Figure 3.1). This
“no two consecutive 1’s” condition may be written concisely as ckck+1 = 0, k ∈ Z. Let
Σ01 denote the resulting subshift of finite type consisting of all bi-infinite sequences
c = (ck)k∈Z satisfying ckck+1 = 0 i.e.
Σ01 = {c = (ck)k∈Z : ck ∈ {0, 1}, ckck+1 = 0}. (3.1.5)
The dynamics on Σ01 are governed by the shift map σ(c)k = ck+1, which is a homeo-
morphism on Σ01 with respect to the metric
d(c, cˆ) = sup
k∈Z
γ|k||ck − cˆk|, (3.1.6)
where 0 < γ < ω.
In Chapter 2, the function F (equation (2.2.4)) told us how discontinuities of Qn evolved
in the interval [−ω, 1], and in similar fashion G determines how discontinuities of un, tn
evolve in I = [−ω−1, 1]. We summarise this as follows: writing Gi(x) = −ω−1x− iω−1
for i = 0, 1 (recalling that (un+1, tn+1) = R(un, tn)), we see that
• un+1 has a discontinuity at x if, and only if, x = G0(y) for y ∈ (−ω, 1], where tn
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Figure 3.1: The function G plotted on the fundamental interval I.
has a discontinuity at y.
• tn+1 has a discontinuity at x if, and only if, either x = G0(y) for y ∈ (−ω, 1] or
x = G1(y) for y ∈ [−ω−1,−ω), where y is a discontinuity of tn or un respectively.
Remark. In this chapter we adopt the convention that binary operations on functions
are defined coordinate-wise, so that, for multiplication for instance, (u1, t1)(u2, t2) =
(u1u2, t1t2). With this convention it follows that
R((u1, t1)(u2, t2)) = R(u1, t1)R(u2, t2). (3.1.7)
3.2 Transition diagram, shift spaces and partnering
operation
As noted at the beginning of this chapter, our approach in defining the model space will
differ from that presented in [47]. In particular, we use an adaptation of the so-called
transition diagram (Figure 6 in [47]) as the foundation upon which we build our model.
This approach has the advantage that the so-called “partnering operation” is defined
on the whole of the shift space, and that the sign pairs which give the renormalization
strange set (RSS) its three-fold symmetry are integrated into the model, rather than
appearing as an ad-hoc addition to the model as shown (for example) in equation
(1.5.32).
Throughout this chapter, we will work with many different spaces of bi-infinite se-
quences, which we will typically denote by either Σ or Y Z for some fixed space Y . The
92
Luke Adamson Renormalization in quasiperiodically forced systems 3.2
sequence itself will be denoted by bold font, and the terms of the sequence in non-bold
font. For example, the bi-infinite code space Σ01 introduced in the previous section
consists of codes c = (ck)k∈Z with ck ∈ {0, 1} such that ckck+1 = 0. This restrictive
latter condition results in a subshift of finite type, and we will meet other such condi-
tions in other spaces we will work with. Typically, we’ll denote a bi-infinite sequence
with no such restrictions simply as Y Z. We let σ : Σ 7→ Σ denote the standard shift
map for a bi-infinite sequence X = (Xk)k∈Z, where σ(X)k = Xk+1. Each term Xk will
lie in some topological space, usually a discrete space (such as Σ01) or some interval in
R. We naturally extend this topology to the product topology on the whole of Σ. In
particular, we will find it useful to define the following metric on codes X,X ′ ∈ Y Z:
d(X,X ′) = sup
k∈Z
γ|k|dY (Xk, X ′k), (3.2.1)
where dY is a metric on Y , and γ is a constant such that 0 < γ < ω. The metric
therefore depends on the set Y , and when Y is finite, for example Y = {0, 1}, we
choose dY to be the discrete metric.
It shall become clear that the modified transition diagram shown in Figure 3.2 (based on
the original in [47]), will provide our required model space. This diagram is a directed
graph with vertices given by the sign pairs (±1,±1) and edges denoted by the set of 21
symbols
S = {Aji (i, j = 0, 1, 2), Bji (i = 0, 1, 2; j = 0, 1), Cji (i = 0, 1, 2; j = 0, 1)}. (3.2.2)
This graph defines the space ΣABC of bi-infinite sequences X = (Xk)k∈Z, Xk ∈ S,
given by bi-infinite paths in the graph. This means that the edge labelled Xk+1 follows
the edge labelled Xk, with the important rule that the letter A,B or C is changed
only at the boxed vertices in the central triangle of Figure 3.2. These boxed vertices
correspond to the start of the so-called blocks A, B and C, which were first used in [47],
and introduced here in Section 1.5. These blocks will be used to explain the partnering
operation later on in this section. We equip S with the discrete topology, so that ΣABC
becomes a topological space.
Example 3.1. The bi-infinite sequence
. . . B00B
1
0A
0
1A
1
1A
2
1A
0
1A˙
1
1A
2
1C
0
1C
1
1 . . . , (3.2.3)
where the dot over the symbol denotes the position of X0 (a notation we shall adopt
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(−1,−1)
(+1,+1)
(−1,−1)
(−1,−1)
(−1,+1)
(−1,+1)
(+1,−1)
(+1,+1)
(+1,+1)
(−1,+1)
(+1,−1)
(+1,+1) (+1,+1)
(−1,−1)
(−1,+1)
C12
B12
C02
B02
C00
B00
C10
B10
C01
B01
C11
B11
A00A
1
0
A20
A01
A11
A21
A02
A12A22
Figure 3.2: The renormalization strange set transition diagram.
throughout), is a permitted sequence, whereas
. . . B00C
1
0A
0
1A
1
1A
2
1A
0
2A˙
1
2A
2
2C
0
2C
1
2 . . . , (3.2.4)
is not a permitted sequence, because the symbol C10 cannot follow B
0
0 (a change of letter
can only occur at a vertex that is boxed) and because A02 does not follow A
2
1 in the
transition diagram.
As previously noted, the standard shift space associated with the golden mean rota-
tion number is Σ01 = {c = (ck)k∈Z : ck ∈ {0, 1}, ckck+1 = 0}, and we now define
some important maps which link the space ΣABC with Σ01. We begin by defining the
immersion of ΣABC in Σ01:
Definition 3.1 (Immersion of ΣABC in Σ01). Let ρ : S 7→ {0, 1} be defined as per the
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following rules
ρ(Aji ) =

0, j = 0
1, j = 1
0, j = 2
, ρ(Bji ) =
0, j = 00, j = 1 , ρ(Cji ) =
0, j = 01, j = 1 . (3.2.5)
We then extend ρ term-wise to a map
ρ : ΣABC 7→ Σ01 , ρ ((Xk)k∈Z) = (ρ(Xk))k∈Z . (3.2.6)
To demonstrate this, we apply ρ to the permissible bi-infinite sequence X given by
(3.2.3) from Example 3.1, which gives
ρ (X) = . . . ρ(B00)ρ(B
1
0)ρ(A
0
1)ρ(A
1
1)ρ(A
2
1)ρ(A
0
1)ρ(A˙
1
1)ρ(A
2
1)ρ(C
0
1)ρ(C
1
1) . . . (3.2.7)
= . . . 0001001˙001 . . . . (3.2.8)
It follows from the transition diagram (Figure 3.2) that ρ is well-defined and commutes
with σ. We note that ρ : ΣABC 7→ Σ01 is continuous, which follows from the continuity
of the map ρ : S 7→ {0, 1} and the standard properties of the product topology on ΣABC
and Σ01. It is trivial to see that ρ is not injective. Based on a similar result in [47], we
prove that ρ is surjective.
Proposition 3.1. The map ρ : ΣABC 7→ Σ01 is surjective.
Proof. Let us start by recalling from [47] and Section 1.5 that we can define three code
blocks A,B and C, as follows:
A = 010, B = 00 and C = 01. (3.2.9)
It follows directly from the definition of ρ in equation (3.2.5), that proving surjectivity
is equivalent to proving that any code c ∈ Σ01 can be written uniquely in terms of A,B
and C. A proof of this result is given in [47].
We now define the evaluation map of a code c as follows [47]:
Definition 3.2. For every index k ∈ Z, we define the evaluation map at index k,
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ek : Σ01 7→ I = [−ω−1, 1], as the base (−ω) expansion
ek(c) = −
∞∑
`=k
c` (−ω)`−k . (3.2.10)
Note that ek is injective except for non-unique codes ending with the sequence (00)
∞
or (01)∞. (We adopt the notation that for a code block D, Dk is the block D repeated
k times.) We can extend this definition further by defining e : Σ01 7→ [−ω−1, 1]Z as
e(c)k = ek(c). Note that the evaluation map satisfies the equation [47]
ek(σ(c)) = −
∞∑
`=k
c`+1(−ω)`−k = −
∞∑
`=k+1
c`(−ω)`−(k+1) = ek+1(c), (3.2.11)
from which it follows that e(σ(c)) = σ(e(c)). Of importance to this work, is that the
image e(Σ01) is the set of full orbits of G (equation (3.1.3)) [47]:
ek(σ(c)) = −
∞∑
`=k+1
c`(−ω)`−(k+1) = −ω−1
(
−
∞∑
`=k+1
c`(−ω)`−k
)
= −ω−1
(
−
∞∑
`=k
c`(−ω)`−k + ck
)
= −ω−1ek(c)− ω−1ck
= G(ek(c)) = ek+1(c). (3.2.12)
The evaluation map may be trivially extended to ΣABC through use of the immersion
ρ, giving us a map e : ΣABC 7→ [−ω−1, 1]Z defined by e(X) = e(ρ(X)). With this
definition, it follows that ek(X) = ek(ρ(X)). From the context, it should be clear
which version of the evaluation map we are using.
In order to construct the model when the initial condition has two discontinuities and a
certain symmetry (this will be explained below), it is necessary to introduce a partnering
operation. We introduced this idea in Section 1.5 where we summarised the work in
[47] on the Harper equation. This operation is defined by the following substitution
rule on the symbols A, B and C (given by equation (3.2.9)):
A→ A, B → C, C → B. (3.2.13)
We denote the partnering operation by ∼, so that c˜ is the partner code to c.
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Example 3.2. Let
c = . . . 0101000˙0100100100 . . .
= . . . CABAACB . . . ,
then its partner code, c˜, is given by
c˜ = . . . 0001001˙0100100001 . . .
= . . . BACAABC . . .
From this definition and example, it is clear that the partnering operation is an in-
volution, meaning that ˜˜c = c. It also commutes with the shift map as σ(c˜) = σ˜(c).
The significance of the partnering operation is that it takes into account the symmetry
of the initial condition t1 with respect to the locations of the discontinuities in the
fundamental interval, which evolve according to the map G. In particular, it is based
on the observation that if x + y ∈ {−ω−1,−ω, 1} then G(x) + G(y) ∈ {−ω−1,−ω, 1},
which can be easily verified and is related to the fact that the points in −ω−1, −ω
and 1 are the endpoints of the intervals I0 and I1, which map to one another under G.
We provide a relationship between y = e(c) and y˜ = e(c˜) by defining the “sum map”
S : Σ01 7→ {−ω−1,−ω, 1}Z through its actions on the symbols A, B and C:
S(A) = 1(−ω−1)(−ω), S(B) = S(C) = 1(−ω−1). (3.2.14)
This definition is motivated from the fact that if x+ y = 1 then G(x) +G(y) = −ω−1,
and if x + y = −ω−1 then G(x) + G(y) = 1 or − ω (depending on whether the block
is an A or a B/C). Note that in the latter case if G(x) + G(y) = −ω then x, y ∈ I1
which implies that G(x), G(y) ∈ I0. This means that G2(x) +G2(y) = 1, so that a sum
of −ω must always be followed by a sum of 1.
The following proposition was proven in [47], but the proof is quite lengthy (although
not difficult), and so we only state it here.
Proposition 3.2. Let y = e(c) and y˜ = e(c˜). Then y + y˜ = S(c), where the sum is
computed term-wise.
This means that if the two discontinuities in the fundamental interval I = [−ω−1, 1]
of the initial condition t1 sum to either −ω−1, −ω or 1, then their codes are partners
(recalling that these discontinuities evolve under G in I). In our case, the initial condi-
tion t1(x) = Φα(−ωx) has two discontinuities on the fundamental interval at −ω−1α/2
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and −ω−1(1− α/2) (see equation (3.0.2)), whose sum is −ω−1, and so they are indeed
partners.
It is straightforward to extend the partnering operation to the space ΣABC by defining
A˜ji = A
j
i , B˜
j
i = C
j
i , C˜
j
i = B
j
i , (3.2.15)
which follows from the definition of the immersion ρ (Definition 3.1). As before, we
extend the partnering operation to ΣABC term-wise so that it commutes with σ. Re-
turning to permissible sequence (3.2.3) from Example 3.1 we have
(. . . B00B
1
0A
0
1A
1
1A
2
1A
0
1A˙
1
1A
2
1C
0
1C
1
1 . . . )
∼ = . . . C00C
1
0A
0
1A
1
1A
2
1A
0
1A˙
1
1A
2
1B
0
1B
1
1 . . . (3.2.16)
The partnering operation defines an equivalence relation on ΣABC . Let Σ̂ABC =
ΣABC/ ∼ denote the quotient space under this relation and pi : ΣABC 7→ Σ̂ABC the
quotient map. The shift map commutes with the equivalence relation, and thus in-
duces a map (also denoted by σ) σ : Σ̂ABC 7→ Σ̂ABC commuting with pi. The induced
map σ is a homeomorphism of Σ̂ABC .
To finish this section, we provide the definition of the final ingredient required to build
our model for the action of the renormalization operator on the code space ΣABC . Recall
from Section 1.5, that in the corresponding model (1.5.32) for the Harper equation
(where the same renormalization operator acts on pairs of analytic functions), this
action is given by a shift of the code c and a map, Lb, on a sign pair (s
u, st). A benefit
of using the space ΣABC rather than Σ01 for our model is that this sign-map can be
fully incorporated into the model, rather than appearing as a makeshift addition.
Definition 3.3 (Sign maps). The sign maps su, st : S 7→ {−1,+1} are defined from the
directed graph in Figure 3.2 as follows. Let X ∈ S, then the sign-pair (su(X), st(X))
is the sign-pair given in the graph as the starting vertex of the edge labelled by X.
Once more, these maps may be readily extended to the whole of the shift space ΣABC
giving maps su, st : ΣABC 7→ {−1,+1}Z. We illustrate by once more returning to
Example 3.1, and the sequence (3.2.3), in which case the maps su, st give
su
(
. . . B00B
1
0A
0
1A
1
1A
2
1A
0
1A˙
1
1A
2
1C
0
1C
1
1 . . .
)
= . . .−1 −1 +1 +1 +1 +1 +˙1 +1 +1 +1 . . .
(3.2.17)
st
(
. . . B00B
1
0A
0
1A
1
1A
2
1A
0
1A˙
1
1A
2
1C
0
1C
1
1 . . .
)
= . . .−1 +1 +1 +1 +1 +1 +˙1 +1 +1 +1 . . .
(3.2.18)
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It is also necessary to the construction (which will be given in Section 3.3) to define a
map γ : S 7→ {0, 1} by
γ(Aji ) = ρ(A
j
i ) + ρ(A
j
i ) mod 2 , γ(B
j
i ) = γ(C
j
i ) = ρ(B
j
i ) + ρ(C
j
i ) mod 2 . (3.2.19)
It is then natural to extend term-wise to obtain a map γ : ΣABC 7→ {0, 1}Z. Using
the definition of ρ a straightforward calculation reveals that γ(X) = 0 except when
X = B1i or C
1
i , in which case it is equal to 1. The map γ is a step towards explaining
the sign-transitions in Figure 3.2, and this is formalised below.
For X ∈ ΣABC we define the continuous map L(X) : ({−1,+1} × {−1,+1})Z 7→
({−1,+1} × {−1,+1})Z on sequences of sign pairs by (for k ∈ Z),
L(X)(su, st)k = Lbk(s
u
k , s
t
k) , (3.2.20)
where bk = γ(X)k and Lb(s
u, st) = (st, (−1)bsust). Note that this is essentially the
same map from equation (1.5.32) from Section 1.5. For b = 0, 1, the map Lb is invertible
with inverse L−1b (s
u, st) = ((−1)bsust, su). The inverse extends to an inverse map
L(X)−1 defined by
L(X)−1(su, st)k = L−1bk (s
u
k , s
t
k). (3.2.21)
The maps are related to the sign pairs which appear as vertices in the directed graph
of Figure 3.2 as follows. Imagine starting at a vertex (su, st) and following a path with
symbol X ∈ S to the next vertex (say) (sˆu, sˆt). If b = γ(X), it can be readily verified
that (sˆu, sˆt) = Lb(s
u, st). For a bi-infinite sequence X ∈ ΣABC we thus have, for each
k ∈ Z, the following formula:
L(X)(su(X), st(X))k = (s
u(X), st(X))k+1 (3.2.22)
This can clearly be extended to the whole sequence giving
L(X)(su(X), st(X)) = (su(σ(X)), st(σ(X))) . (3.2.23)
Of the four possible sign pairs (±1,±1), the sign-pair (−1,+1) is excluded from the
boxed vertices (although it does occur at other regular vertices). Due to this fact, there
is a different transition diagram for this sign-pair for which the three-fold symmetry of
the barrier billiard renormalization strange set (to be defined in Section 3.5) will not
be observed. This will be explored in Subsection 3.5.1.
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3.3 Construction of the map β
The purpose of this section is to use the model space introduced in Section 3.2 to
define, and prove the existence of, a map β : Σ̂ABC 7→ F , where F denotes a space of
pairs of piecewise constant functions (to be formally defined below in Subsection 3.3.1).
This map will identify the shift map acting on Σ̂ABC with the renormalization operator
R acting on F . Additionally, we will prove that the map is injective and satisfies
R(β(X̂)) = β(σ(X̂)) on a dense subset of Σ̂ABC . The approach is similar in nature to
that seen in [47], however differs because we map from the space Σ̂ABC rather than Σ01.
For technical reasons related to convergence, we exclude all codes for which ek(X) = −ω
for some k ∈ Z. More precisely, due to the fact that it is a fixed point of the map G
(which governs discontinuity locations in I), discontinuities corresponding to −ω are
not propagated outwards from the fundamental interval I as they are for all other codes,
and this outward propagation is crucial in proving the existence of β in Subsection 3.3.3.
3.3.1 Function spaces
To begin, we define a metric on piecewise constant functions on R. This metric is chosen
so that the map β is well defined for each code X̂ ∈ Σ̂ABC . The metric is defined with
respect to intervals of R whose union covers the whole of R with at most singleton sets
as intersections. In particular, we define J0 = [−ω, 1], J1 = [−ω−1,−ω] and for k ≥ 2,
let Jk = (−ω)−1Jk−1, so that R = ∪k≥0Jk and the Jk intersect in at most one point.
Let us now consider the space of functions f : R → {+1,−1} which are Lebesgue
integrable on R. As is typical, we identify two functions that agree Lebesgue almost
everywhere on R. The functions we deal with are piecewise constant with isolated
discontinuities, however to make the space complete we expand it to include more
general bounded Lebesgue integrable functions. Given two functions f1 and f2 of this
class, we define the metric
df (f1, f2) = sup
k≥0
γk
∫
Jk
|f1(x)− f2(x)| dx, (3.3.1)
where 0 < γ < ω. (Note that the length |Jk| ∼ ω−k, so that df is well-defined).
By using standard results (see for instance [50]), it is straightforward to show that df
gives a complete metric space which we label PC(R), where PC(R) denotes the space
of bounded Lebesgue integrable functions. For pairs of functions u and t, we define
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a metric on F = PC(R) × PC(R), for (u1, t1), (u2, t2) ∈ F , by d((u1, t1), (u2, t2)) =
df (u1, u2) + df (t1, t2) in the standard way, making F a complete metric space.
3.3.2 Definition of β
In this subsection we will define the map β : Σ̂ABC → F . Let us firstly introduce the
two modified Heaviside step functions H±(x) defined by
H+(x) =
+1, x < 0;−1, x > 0, (3.3.2)
and H−(x) = −H+(x). This defines H+ and H− almost everywhere on R, and hence
they are also in PC(R). The map β is constructed by forward iteration of appropriate
initial conditions as in [47]. Let X̂ ∈ Σ̂ABC and let X ∈ ΣABC with pi(X) = X̂. We set
c = ρ(X), c˜ = ρ(X˜), y = (yk)k∈Z = e(X), y˜ = (y˜k)k∈Z = e(X˜), b = γ(X) = γ(X˜),
su = su(X) = su(X˜), and st = st(X) = st(X˜). With this notation, we are now able
to construct β(X̂).
The first step is to introduce a function pair which determines the behaviour in the
fundamental interval I, and it is defined by
h0(c) =
(H+(x− y0), H+(x− y0)), c−1 = 0;(1, H+(x− y0)), c−1 = 1, (3.3.3)
where y0 = e0(c). Recalling the definition of R from equation (3.0.3), let us now define
the function h1(c) by the equation
R(h0(c)) = κc0(+1,+1)h0(σ(c))h1(c), (3.3.4)
where h1(c) = (u1(x), t1(x)) is such that u1(x) = +1 on [−ω−1,−ω] and t1(x) = +1 on
[−ω, 1] and, for c = 0, 1, κc : {+1,−1}2 → {+1,−1}2 is a function on sign-pairs (su, st)
which we will now determine. We will use the restriction on codes freely to determine
that the discontinuities of the functions forming h1(c) lie outside of [−ω−1,−ω] and
[−ω, 1] respectively. There are three cases we must consider:
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1. c−1 = 0 and c0 = 0:
R(h0(c)) = (H
+(θ0(x)− y0), H+(θ0(x)− y0)H+(θ1(x)− y0))
= (H+(θ0(x)− θ0(y1)), H+(θ0(x)− θ0(y1))H+(θ1(x)− θ1(G1(y0))))
= (−H+(x− y1), H+(x− y1)H+(x−G1(y0)))
= (−1,−1)(H+(x− y1), H+(x− y1))(1, H−(x−G1(y0))) (3.3.5)
= κc0(+1,+1)h0(σ(c))h1(c).
Noting that G1(y0) = G0(y0)− ω−1 = y1 − ω−1, it follows that G1(y0) < −ω and
H−(x−G1(y0)) = +1 for x ∈ [−ω, 1]. Here (and for the rest of the cases to come)
we have made use of the fact that H±(x− y) = H∓(θi(x)− θi(y)), i = 0, 1.
2. c−1 = 0 and c0 = 1:
R(h0(c)) = (H
+(θ0(x)− θ0(G0(y0))), H+(θ0(x)− θ0(G0(y0)))H+(θ1(x)− θ1(y1)))
= (−H+(x−G0(y0)), H+(x−G0(y0))H+(x− y1))
= (−1, 1)(1, H+(x− y1))(H+(x−G0(y0)), H+(x−G0(y0))) (3.3.6)
= κc0(+1,+1)h0(σ(c))h1(c).
Due to the fact that G0(y0) = y1 + ω
−1 > 1, h1(c) = (+1,+1) on [−ω−1, 1] as
required.
3. c−1 = 1 and c0 = 0:
R(h0(c)) = (H
+(θ0(x)− y0), H+(θ0(x)− y0))
= (−1,−1)(H+(x− y1), H+(x− y1)) (3.3.7)
= κc0(+1,+1)h0(σ(c)).
In this case h1(c) = (+1,+1), and so satisfies the conditions outlined above.
Following these arguments, it is clear that for a general sign pair (su, st)
κc(s
u, st) = (−st,−sust(−1)c) . (3.3.8)
Combining this result with the corresponding result for c˜, for a sign pair (su, st) we
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have that
R((su, st)H0(X)) = Lb0(s
u, st)H0(σ(X))H1(X) , (3.3.9)
where H0(X) = h0(c)h0(c˜), H1(X) = h1(c)h1(c˜) and, for b = 0, 1, the sign pair map
Lb : {+1,−1}2 7→ {+1,−1}2 is given by
Lb(s
u, st) = (st, (−1)bsust) , (3.3.10)
with b0 = c0 + c˜0 mod 2. This follows because R(s
u, st) = (st, sust) and
κc0(+1,+1)κc˜0(+1,+1) = (1, (−1)c0+c˜0), from which the formula for Lb0 is easily de-
rived. (Note that this is the sign map from equation (3.2.20).)
The function pair β(X̂) is then given by
β(X̂) = lim
n→∞
Rn
(
(su(X)−n, st(X)−n)H0(σ−n(X))
)
. (3.3.11)
In subsection 3.3.3 we show that this limit exists, and hence that β exists. Assuming
for now that the limit does indeed exist, we have
R(β(X̂)) = R
(
lim
n→∞
Rn
(
(su(X)−n, st(X)−n)H0(σ−n(X))
))
= lim
n→∞
Rn+1
(
(su(X)−n, st(X)−n)H0(σ−n(X))
)
= lim
n→∞
Rn
(
R((su(X)−n, st(X)−n)R(H0(σ−n(X))))
)
= lim
n→∞
Rn
(
(su(σ(X))−n, st(σ(X))−n)H0(σ−n(σ(X)))H1(σ−n(X))
)
= lim
n→∞
Rn
(
(su(σ(X))−n, st(σ(X))−n)H0(σ−n(σ(X)))
)
lim
n→∞
Rn
(
H1(σ
−n(X))
)
= β(σ(X̂)) , (3.3.12)
since, as we shall prove in Subsection 3.3.3, limn→∞Rn (H1(σ−n(X))) = (1, 1).
Remark. When referring to the map β, we will occasionally be flexible in our notation by
writing β(X) for X ∈ ΣABC rather than β(X̂) as, by definition, H0(X) = h0(c)h0(c˜).
This should not cause confusion, and we will use both notations interchangeably for
the remainder of this chapter.
3.3.2.1 Derivation of the discontinuity sets
In this sub subsection we will derive the discontinuity sets of the function pair
β(X̂) = (u(x), t(x)). This provides a neat way of characterising these functions, be-
cause once the discontinuity locations are known, the pair is determined except for a
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choice of sign.
The first step is to define two collections of finite sequences. Let ` ∈ N, and define
I` to be the set of all sequences i = (ik)k=−`,...,−1 satisfying i−` = 0 and the usual
condition ikik+1 = 0 for k = −`, . . . ,−2. The second collection I`,0 ⊂ I` consists of
those sequences i with the additional condition that i−1 = 0.
Letting X ∈ ΣABC and c = (ck)k∈Z = ρ(X) ∈ Σ01, we define the two sets
Du` (X) =
{
e0(c)−
∑`
j=1
(c−j − i−j) (−ω)−j : i ∈ I`,0,
}
, (3.3.13)
Dt`(X) =
{
e0(c)−
∑`
j=1
(c−j − i−j) (−ω)−j : i ∈ I`,
}
. (3.3.14)
Proposition 3.3. The sets of discontinuities associated with X of the functions u and
t are given by
Du(X) = lim
`→∞
Du` (X) (3.3.15)
Dt(X) = lim
`→∞
Dt`(X). (3.3.16)
Proof. Assume that u0 = 1 and that t0 has a single discontinuity at y. Let D
u
` denote
the set of discontinuities of u` and D
t
` denote the set of discontinuities of t`. From
the definition of R (equation (3.0.3)) it follows that Du`+1 = θ
−1
0 (D
t
`) and D
t
`+1 =
Du`+1 ∪ θ−11 (Du` ), and by forward iteration we deduce that
θ−1i−1 ◦ . . . ◦ θ−1i−`(y) ∈ Dt`, (3.3.17)
for all sequences i = (ij)j=−`,...,−1 such that i−j ∈ {0, 1}, i−ji−(j+1) = 0, (j = 1, . . . , `−1)
and satisfying i−` = 0. This precisely the set of sequences I` defined above. It is
straightforward to see that the elements of Du` are the subset of D
t
` with sequences such
that i−1 = 0, defined as I`,0 above.
Let us now assume that y = y−` = e0(σ−`(c)), from which a little algebra gives
θ−1c−1 ◦ . . . ◦ θ−1c−`(y−`) = (−ω)−`y−` +
∑`
j=1
(−ω)−jc−j = y0 = e0(c). (3.3.18)
Making the additional assumption that c−` = 0 (which can be assumed without loss
of generality because if this is not true, we may pick `′ = ` + 1), then the sequence
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(cj)j=−`,...,−1 is a member of I`. We may therefore write
θ−1i−1 ◦ . . . ◦ θ−1i−`(y−`) = (−ω)−`y−` +
∑`
j=1
(−ω)−jc−j −
∑`
j=1
(−ω)−jc−j +
∑`
j=1
(−ω)−ji−j
= e0(c)−
∑`
j=1
(c−j − i−j)(−ω)−j, (3.3.19)
from which it follows immediately that equations (3.3.13)–(3.3.14) are sets of disconti-
nuities of u and t respectively, and that
Du(X) = lim
`→∞
Du` (X) (3.3.20)
Dt(X) = lim
`→∞
Dt`(X). (3.3.21)
Clearly, the discontinuity sets of the function pair β(X̂) = (u(x), t(x)) are
Du(X̂) = Du(X) ∪Du(X˜) and Dt(X̂) = Dt(X) ∪Dt(X˜) respectively.
3.3.3 Proof of the construction of β
In order to prove the existence of β (defined in Subsection 3.3.2), we will firstly state
and prove a set of preliminary lemmas.
3.3.3.1 Preliminary lemmas
For what follows, we will adopt the following notation. Let c ∈ Σ01, then we write
hk,j(c) = Rj−1h1(σ−k(c)) and hk,j(c) = (uk,j, tk,j) (suppressing the explicit dependence
of these functions on c). The following lemma demonstrates that, in certain circum-
stances, the action of R moves discontinuities of hk,j(c) away from the fundamental
interval.
Lemma 3.1. Let k ≥ 1 and 0 <  < |y−k + ω|. Then, for j = 1, . . . , k, uk,j(x) = 1 for
x ∈ [−ω−1 − ω−j,−ω + ω−j] and tk,j(x) = 1 for x ∈ [−ω − ω−j, 1 + ω−j].
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Proof. To begin this proof we note that
G0([−ω − ω−j, 1 + ω−j]) = [−ω−1 − ω−(j+1), 1 + ω−(j+1)] (3.3.22)
G1([−ω−1 − ω−j,−ω + ω−j]) = [−ω − ω−(j+1), 1 + ω−(j+1)], (3.3.23)
so that, if the result holds for j, it also holds for j′ = j + 1. Therefore we only need to
prove the result for j = 1, and then the lemma follows by induction. Equations (3.3.5)–
(3.3.7) tell us there are three cases to consider. We will prove the result for the first
case as the others are similar.
In the first case c−(k+1) = c−k = 0, and so from (3.3.5) h1(σ−k(c)) = (1, H−(x−G1(y−k))).
Note that because c−k = 0, y−k > −ω and so y−k = −ω+γ where γ > . It follows that
G1(y−k) = −ω − γω−1 < −ω − ω−1 and hence tk,1 = 1 for x ∈ [−ω − ω−1, 1 + ω−1]
and uk,1 = 1 for x ∈ [−ω−1 − ω−1,−ω + ω−1].
This next lemma is instrumental in proving the one that is to follow.
Lemma 3.2. Let c ∈ Σ01 and let y0 = e0(c). Then |y0 + ω| ≥ ωk∗, where k∗ is the
smallest k ≥ 1 such that (i) if c0 = 0, then ck differs from the infinite code starting
at k = 0: c′ = . . . 0˙01; or (ii) if c0 = 1, then ck differs from the infinite code starting
at k = 0: c′ = . . . 1˙001. Here, we use the standard notation 01 to indicate periodic
repetition of the two-symbol sequence 01 ad infinitum.
Proof. To prove this result we must consider the possible cases. Note that, in both
cases, e0(c
′) = −ω.
Case 1: c0 = 0. In this case c
′ = . . . 0˙01 and let k∗ be defined as in the statement of the
lemma. Assume k∗ = 1 then y0+ω = ω+ω2−
∑∞
k=3(ck−c′k)(−ω)k. Note that for k odd,
c′k = 0 and so −(ck− 0)(−ω)k ≥ 0, whereas for k even, c′k = 1 and −(ck− 1)(−ω)k ≥ 0.
Hence y0 + ω ≥ ω + ω2 = 1 ≥ ωk∗ . For k∗ = 2, y0 + ω = ω2 −
∑∞
k=3(ck − c′k)(−ω)k
≥ ω2 = ωk∗ . For a general k∗ ≥ 3, we must have k∗ even, because otherwise c′k∗ = 0,
ck∗ = 1 and so ck∗−1 = c′k∗−1 = 1, which violates the no two consecutive 1’s condition.
Therefore y0 + ω = ω
k∗ −∑∞k=k∗+1(ck − c′k)(−ω)k ≥ ωk∗ , as required.
Case 2: c0 = 1. From the lemma c
′ = . . . 1˙001 and thus k∗ ≥ 2 (k∗ 6= 1 as c1 = 0). If
k∗ = 2 then −ω − y0 = ω2 −
∑∞
k=3(c
′
k − ck)(−ω)k ≥ ω2 = ωk∗ . For k∗ ≥ 3, we must
have that k∗ is odd (otherwise we violate the no two consecutive 1’s condition) and so
−ω − y0 = ωk∗ −
∑∞
k=k∗+1(c
′
k − ck)(−ω)k ≥ ωk∗ , which concludes the proof.
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The following lemma is important in the construction of the map β. It will be proved
for all codes contained in Σ01, although it will only be required for a restricted set of
such codes.
Lemma 3.3. Let c ∈ Σ01, and, for k = 0, 1, 2, . . . , let y−k = e−k(c). Then
lim
k→∞
ω−k|y−k + ω| =∞. (3.3.24)
Proof. Let c ∈ Σ01. Assuming the lemma is false, there exists a sequence ki → ∞
and C > 0 such that ω−ki |y−ki + ω| ≤ C. It will be shown that the differences
ki − ki−1 → ∞, in which case ω−ki dominates over |y−ki + ω|, leading to a contra-
diction.
The codes for −ω are such that there are at most two k ∈ Z for which yk = −ω, and
by shifting the code finitely many places to the left (which will not affect the outcome
of the lemma), we may assume without loss of generality that yk 6= −ω for k ≤ 0. By
taking a subsequence (if necessary) we may further assume that ∆i = |y−ki +ω| < 1 and
decreases strictly to zero as i → ∞, with the added condition that c−ki = 0. Invoking
Lemma 3.2, the code σ−ki(c) differs from the corresponding code for −ω first in the
place k∗i , where k
∗
i ≥ log ∆i/ logω.
We claim that k∗i ≤ ki − ki−1 + 1. This is because the code c starts at k = −ki with
00101 . . . , and also does so at k = −ki−1. The relevant code c′ for −ω starting at
k = −ki is 001, so that either c−ki−1 = 0, c′−ki−1 = 1 or c−ki−1+1 = 0, c′−ki−1+1 = 1, and
in both cases k∗i ≤ ki − ki−1 + 1, as claimed.
From the above claim it follows that ki−ki−1 ≥ log ∆i/ logω−1, and iterating forward
we have ki ≥ k0 +
∑i
j=1 log ∆j/ logω − i so that
C ≥ ω−ki |y−ki + ω|
≥ ω−k0
(
i∏
j=1
(ω/∆j)
)
∆i
≥ ω1−k0
i−1∏
j=1
(ω/∆j)→∞ as i→∞,
a contradiction.
This next lemma is fundamental in proving the existence of the map β.
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Lemma 3.4. Let c ∈ Σ01 with ek(c) 6= −ω for all k ∈ Z. Then there exists sequences
of intervals (depending on c) Juk , J
t
k, for k = 1, 2, . . . , with J
u
k ⊆ Juk+1 and J tk ⊆ J tk+1
and Juk , J
t
k → (−∞,∞), such that hk,k(c) = (1, 1) on Juk × J tk.
Proof. Let c ∈ Σ01, and for k = 0, 1, 2, . . ., set y−k = e−k(c). Invoking Lemma 3.3, we
have k = ω
−k|y−k + ω| > 0 for all k ≥ k0, for some k0 ≥ 1. From equations (3.3.5)–
(3.3.7), hk,1(c) = (1, 1) on [−ω−1 − 1,−ω + 1] × [−ω − 1, 1 + 1]. Lemma 3.1 then
tells us that hk,k(c) = Rk−1hk,1(c) = (1, 1) on Juk × J tk where Juk = [−ω−1− k,−ω+ k]
and J tk = [−ω − k, 1 + k]. From Lemma 3.3, k → ∞ and so Juk , J tk → (−∞,∞) as
required.
This last lemma is a corollary of Lemma 3.4, and follows from the definition of the
metric on F (see equation (3.3.1)).
Lemma 3.5. Let c ∈ Σ01, with ek(c) 6= −ω for all k ∈ Z. Then for all  > 0, there
exists k0 ≥ 0 such that for k ≥ k0, d(hk,k(c), (1, 1)) < .
3.3.3.2 Proof of the existence of β
We are now in a position to prove the convergence of the construction of the map β. Let
X̂ ∈ Σ̂ABC and let X, X˜ ∈ ΣABC be the corresponding code and its partner as defined
in Section 3.2. Note that in this construction X̂ is fixed and satisfies the restriction
that ek(X), ek(X˜) 6= −ω for all k. We will call such codes regular codes.
Recalling the definition of β from equation (3.3.11), we introduce the following no-
tation. For k ≥ 1, 1 ≤ j ≤ k, we write Hk,j(X) = hk,j(c)hk,j(c˜), where hk,j(c) =
Rj−1h1(σ−k(c)) and mutatis mutandis for hk,j(c˜). We define the functions
βn(X̂) = R
n
(
(su(X)−n, st(X)−n)H0(σ−n(X))
)
(3.3.25)
= (su(X)0, s
t(X)0)H0(X)
n∏
j=1
Hj,j(X), (3.3.26)
so that β(X̂) = limn→∞ βn(X̂). We will show that the sequence
(
βn(X̂)
)
is a Cauchy
sequence in F . Letm ≥ n ≥ 1, and consider βm(X̂)/βn(X̂) =Hn+1,n+1(X) . . . Hm,m(X).
From Lemma 3.5 we can find, for each of c, c˜, and by taking the maximum, for both
of them, an integer k0 satisfying the conclusions of the lemma. Let  > 0 be given, and
pick k0 ≥ 1 such that, for m ≥ n ≥ k0, βm(X̂)−βn(X̂) = (0, 0) on Juk0×J tk0 . Therefore
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Figure 3.3: Plots showing the pointwise convergence of the construction β (equation
(3.3.11)) for a randomly selected code, by plotting the second function of the pair βn
for n = 1, . . . , 9, moving horizontally from the top left plot.
d(βm(X̂), βn(X̂)) < , which proves that
(
βn(X̂)
)
is a Cauchy sequence. Hence it
converges (to β). Lemma 3.5 also shows that limk→∞Hk,k(c) = (1, 1), as claimed at
the end of Subsection 3.3.2.
Note that β has only isolated discontinuities. This follows from a corollary of Proposi-
tion 2.6, which is that discontinuities from the same discontinuity set (note that X, X˜
each have their own such set associated with them) are separated by at least 1+ω in the
golden mean case (consider the successive differences of elements in the set defined by
equation (2.5.5)). In this context, these sets correspond to discontinuities of the second
coordinate of βn. The function pair β must inherit this property (otherwise βn 6→ β
with our choice of metric), and so has isolated discontinuities.
In Figure 3.3, we show the convergence to the map β (equation (3.3.11)) by plotting
the second function t of the pair βn, starting at n = 1 in the first plot and increasing n
by increments of one in the following plots (moving horizontally from the top left plot),
which corresponds to moving further and further backwards in time through the code
and then iterating forward n times back to the present. The (randomly selected) code
used to generate the plots is
X = . . . B10B
0
1B
1
1B
0
2B
1
2C
0
0C
1
0C
0
1C
1
1A
0
2A
1
2A
2
2B˙
0
2B
1
2B
0
0B
1
0C
0
1C
1
1A
0
2A
1
2A
2
2B
0
2B
1
2 . . . (3.3.27)
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Having proven that the map β exists, we now prove that it is injective for codes
X̂ ∈ Σ̂ABC satisfying the restriction imposed above. Before stating and proving this
fact, we note that β is injective if for regular codes X,X ′ ∈ ΣABC , β(X) = β(X ′)
implies X ′ = X or X ′ = X˜, the partner code of X.
Lemma 3.6. The map β : Σ̂ABC → F is injective on regular codes.
Proof. Let X̂, X̂ ′ ∈ Σ̂ABC corresponding to X,X ′ ∈ ΣABC be regular codes, with their
respective partners. Assume that β(X) = β(X ′), then we must show that either X ′
= X or X˜. Instead, we will show that either c′ = c or c˜. In doing so, it follows from
the definition of β that (su(X)0, s
t(X)0) = (s
u(X ′)0, st(X ′)0). Then, referring to the
transition diagram (Figure 3.2), if c′ = c then X ′ = X, whereas in the second case,
c′ = c˜, we have X ′ = X˜.
Once more making use of the definition of β, we have H0(c) = H0(c
′), since the dis-
continuities of β(X)/H0(c) and β(X
′)/H0(c′) all lie outside of [−ω−1,−ω] × [−ω, 1].
Due to the fact that H0(c) = h0(c)h0(c˜), consideration of all of the cases in turn leads
us to the conclusion that either y′0 = y0 or y
′
0 = y˜0, and so c
′
0 = c0 or c
′
0 = c˜0. From
equation (3.3.12) it follows that c′k = ck for all k ∈ Z or c′k = c˜k for all k ∈ Z. Thus,
either c′ = c, c′ = c˜, which concludes the proof.
3.4 Codes leading to cancellation of discontinuities
One of the intriguing properties of the billiard system is the existence of codes leading
to cancellation of discontinuities, and this can give rise to some surprising function
pairs. For such codes we see constant behaviour of the function pair from one side of
the fundamental interval and onwards. For example, consider codes X, X˜ such that
ρ (X) = . . . 000000˙00000 . . . and ρ
(
X˜
)
= . . . 101010˙10101 . . . These codes correspond
to a function which initially has discontinuities at 0 and 1. In this section, we provide
a description of the functions pairs arising from these codes.
First of all, we illustrate the convergence of the second function of the pair βn (see
equation (3.3.25)) in Figure 3.4, for n = 1 . . . 9, ordered horizontally. Here we have
picked the code (and its corresponding partner)
X = . . . B00B
1
0B
0
1B
1
1B
0
2B
1
2B˙
0
0B
1
0B
0
1B
1
1B
0
2B
1
2B
0
0 . . . (3.4.1)
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Figure 3.4: Plot showing the convergence of the map β for codes which lead to cancel-
lation of discontinuities.
Cancellation of discontinuities is clearly visible to the right. A small perturbation from
of these codes will result in “spikes” appearing in these functions (one such spike is
clearly visible, and is an artefact of numerical error).
The key to understanding the function pairs is the following lemma.
Lemma 3.7. Let t0 be such that L0 = {0, 1}, where Ln denotes the discontinuity set of
tn, and L1 = θ
−1
0 (L0) = {−1−ω, 0}. Then the sets Ln are such that there is cancellation
of discontinuities on an interval In defined by
In =
[(1− 2Fn−1)− Fn−1ω,−1− ω], n odd ;[0, (Fn − 1) + Fn−1ω], n even . (3.4.2)
Proof. From Proposition 2.6 (which was first proven in [45]) we have
Ln = Mn ∪ (c(n) + d(n)ω +Mn) = Mn ∪ M˜n, (3.4.3)
where
c(n) = (−1)nFn+1, d(n) = (−1)nFn, Mn = {diωe+ i+ iω : i = ln, . . . , rn}, (3.4.4)
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and
ln, rn =
−Fn−1, Fn − 1, n odd;−Fn, Fn−1 − 1, n even. (3.4.5)
In order to demonstrate the cancellation, we must prove that there exist a finite range
of (asymptotically unbounded) index values such that x ∈ Mn if, and only if, x ∈ M˜n.
Formally, we are searching for index values i, j satisfying
(−1)nFn+1 + diωe+ i+ (−1)nFnω + iω = djωe+ j + jω, i, j = ln, . . . , rn. (3.4.6)
Equating terms which do and do not contain ω results in the following two equations:
(−1)nFn+1 + diωe+ i = djωe+ j, (3.4.7)
(−1)nFn + i = j. (3.4.8)
There are two cases to consider: n odd and n even. Firstly we assume n is odd, in
which case (3.4.8) implies that j = i − Fn. We must now check that this choice of j
satisfies equation (3.4.7). Substituting this in, we have
−Fn+1 + diωe+ i = d(i− Fn)ωe+ i− Fn,
= diω − ωn − Fn−1e+ i− Fn,
= diωe+ i− (Fn−1 + Fn),
= diωe+ i− Fn+1,
as required. To calculate the range of index values where cancellation occurs, we note
that i, j = −Fn−1, . . . , Fn − 1 and j = i − Fn, so that the range of index j giving
cancellation is j = −Fn−1, . . . ,−1. To calculate the interval on which cancellation
is observed, we substitute the minimum and maximum values of j into the formula
for Mn from which it may be deduced that we see cancellation on the interval In =
[(1− 2Fn−1)− Fn−1ω,−1− ω].
Assuming now that n is even, equation (3.4.8) gives j = i+ Fn, and we substitute this
into equation (3.4.7):
Fn+1 + diωe+ i = d(i+ Fn)ωe+ i+ Fn,
= diω + Fn−1 − ωne+ i+ Fn,
= diωe+ i+ Fn+1,
and so j = i + Fn satisfies this equation. Using the same argument as in the previous
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case, there is cancellation for indexes j = 0, . . . , Fn−1 − 1, and thus cancellation on the
interval In = [0, (Fn − 1) + Fn−1ω].
3.5 The barrier billiard renormalization strange set
and its properties
In this section we define the barrier billiard renormalization strange set, which is the
set of pairs of piecewise constant functions which defines the “attractor” of the renor-
malization operator for initial conditions leading to sign transitions according to the
transition diagram shown in Figure 3.2.
Recall that for a regular code X̂ ∈ Σ̂ABC , we have constructed a function pair β(X̂) ∈ F
satisfying equation (3.3.12). The set {β(X̂)}, where X̂ ranges over all regular codes in
Σ̂ABC , is a dense set in B, its closure in F . We call B the barrier billiard renormalization
strange set.
Our next task is to verify that the initial conditions for the billiard problem do indeed
lead to convergence to B under the renormalization operator. Recalling the definition
of the α-barrier defined by equation (3.0.2) (and shown in Figure 2.12), we see there are
two discontinuities at α/2 and 1− α/2. The initial conditions for the renormalization
operator R (equation (3.0.3)), are u1 = 1 and t1(x) = Φ(−ωx). Therefore t1 has
discontinuities at x1 = −ω−1(α/2) and x2 = −ω−1(1 − α/2). Due to the fact that
0 < α < 1, it follows that x1, x2 ∈ I = [−ω−1, 1]. Where x1 lies in the fundamental
interval is dependent on whether 0 < α < αc, α = αc or αc < α < 1 where αc = 2ω
2. If
x1 ∈ I0 = [−ω, 1] then 0 < α < αc, and if x1 ∈ I1 = [−ω−1,−ω] then αc < α < 1.
We must consider the three possible cases:
1. 0 < α < αc: We have x1 ∈ (−ω, 0) and x2 ∈ (−ω−1,−ω). Thus (u1(x), t1(x)) =
(+1,+1)H+(x−x1)H+(x−x2)g(x) where g(x) = +1 with x ∈ [−ω−1−, 1+] for
some  > 0. Except for countably many x1, there exists a regular code X ∈ ΣABC
with ρ(X−1) = ρ(X˜−1) = 0 such that e0(X) = x1. As x1 + x2 = −ω−1, we have
that X0 is the second of a sequence of A,B or C. As ρ(X0) = 0 the cases A
and C are not possible and X0 = B
1
1 , which corresponds to (s
u(X)0, s
t(X)0) =
(+1,+1), as can be seen in Figure 3.2.
2. α = αc: In this case t1 has a discontinuity at x1 = e0(X) = −ω, and so X is not
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a regular code.
3. αc < α < 1: In this case x1 ∈ (−ω−1/2,−ω) and x2 ∈ (−1,−ω−1/2). Again we
let (u1(x), t1(x)) = (+1,+1)H
+(x − x1)H+(x − x2)g(x) where g(x) = +1 with
x ∈ [−ω−1− , 1 + ] for some  > 0. Except for countably many x1, there exists a
regular codeX ∈ ΣABC with ρ(X−1) = ρ(X˜−1) = 0 such that e0(X) = x1. Again,
as x1 + x2 = −ω−1, X0 is the second element of a sequence of A,B or C. Due to
the fact that ρ(X0) = ρ(X˜0) = 1, we have that X0 = A
1
1 as this corresponds to
(su(X)0, s
t(X)0) = (+1,+1).
From the above we see that except for countably many α, the pair (u1, t1) corresponds
to regular codes X in ΣABC and hence to regular codes X̂ ∈ Σ̂ABC . Moreover, in each
case the function pair (u1, t1)/β(X̂) has the property that each function in the pair
is equal to +1 on [−ω−1 − , 1 + ] for some  > 0. Recalling that all operations on
functions are defined coordinate-wise (including division), it now follows that
Rn((u1, t1)/β(X̂))→ (1, 1), (3.5.1)
in F so that
Rn(u1, t1)/β(σ
n(X̂))→ (1, 1), (3.5.2)
as n→∞. This means that Rn(u1, t1) converges to an orbit in B as n→∞. Hence all
but countably many initial conditions from the billiard problem result in convergence
to B.
By asymptotically averaging all the functions which make up the second coordinate
of pairs in B, we obtain the set of all possible correlations in the symmetric barrier
billiard system from Chapter 2. Plotting these correlations in certain triples gives the
surface embedded in three-dimensional space shown in Figure 2.16a, which (as shown
in Section 2.7) the correlations explore chaotically.
Despite the fact we have only constructed β for regular codes in this chapter, we con-
jecture that β can be extended to a continuous map from the whole of Σ̂ABC to F . We
hope to prove the following conjecture in our ongoing work on this topic [43], and we
anticipate that, despite a few technical obstacles that must be addressed, it should not
be too problematic.
Conjecture 3.1. There exists a continuous map β : Σ̂ABC → F with the following
properties.
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1. The map β is an embedding onto its image B in F .
2. The renormalization transformation R : F → F satisfies R(β(X̂)) = β(σ(X̂))
for all X̂ ∈ Σ̂ABC.
3. For each initial condition (u0, t0) we have R
n(u0, t0)→ B as n→∞.
Note that, for regular codes, we have already proven statements 2 and 3 of this conjec-
ture.
Finally, the set B is conjectured to have the following properties.
Conjecture 3.2. The renormalization strange set B has the following properties:
1. B is a compact set in F .
2. The set B is invariant under R i.e. R(B) = B.
3. The dynamics of R restricted to B are chaotic.
3.5.1 The complementary RSS
In this subsection we define a strange set of functions which are complementary to the
strange set B discussed earlier in this section. Looking at the transition diagram in
Figure 3.2, we see that there are three boxed sign pairs at the start of each block (or
sequence of symbols) of A, B or C. The sign pair (−1,+1) is missing from this diagram,
but instead has its own complementary transition diagram shown in Figure 3.5.
Let us define the space Σ′ABC consisting of bi-infinite sequences X = (Xk)k∈Z given by
bi-infinite paths in the directed graph shown in Figure 3.5. Note that Xk ∈ S ′, where
S ′ = {Aj0 (j = 0, 1, 2), Bj0 (j = 0, 1), Cj0 (j = 0, 1)}. (3.5.3)
As in Section 3.3, we may construct a map β′ : Σ̂′ABC 7→ F where, as before, Σ̂′ABC =
Σ′ABC/ ∼ denotes the quotient space under the equivalence relation of partnering. In
this case, we will instead see convergence to the renormalization strange set (RSS)
C = cl{β′(X̂)}, where X̂ ranges over all regular codes in Σ̂′ABC .
Unlike the RSS B, this set does not possess three-fold symmetry as the complementary
transition diagram has no such symmetry. Despite this fact, we have observed numeri-
cally that the projection of C obtained by asymptotically averaging functions in the set
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(−1,+1)
(+1,−1)
(−1,−1) (+1,−1)
(+1,−1)
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B00
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A20
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C10
Figure 3.5: Transition diagram complementary to renormalisation strange set transition
diagram, shown in Figure 3.2.
(to give the correlations) and plotting them in delay coordinates in three-dimensional
space still leads to the projection shown in Figure 2.16a.
To summarise the results of this chapter, we have constructed a model space for the
barrier billiard renormalization strange set, a projection of which gives the set of possible
correlations of the billiard system and hence the invariant surface shown in Figure 2.16a.
The model space is based on the transition diagram shown in Figure 3.2, and consists of
bi-infinite paths in this directed graph. We have constructed a mapping, β : Σ̂ABC 7→
F , defined by equation (3.3.11), which identifies the shift map acting on the model
space and the renormalization operator acting on a space of pairs of piecewise constant
functions.
In the next chapter, we show how the results from Chapters 2 and 3 can be applied in
certain situations to the study of the ACF of the quantum two-level system introduced
in Section 1.6, to which a far wider array of alterations may be made to parameters
in order to produce different invariant sets (that the correlations explore) embedded in
three-dimensional space. The majority of these sets are related to the projection of the
barrier billiard renormalization strange set, B, shown in Figure 2.16a.
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Chapter 4
Correlations in a quasiperiodically
forced two-level system for a
general class of modulation function
1 This chapter will extend previous work in [23] and [45], using new techniques to
analyse the renormalized functions which determine the autocorrelation function of a
quantum two-level system (that was introduced in Section 1.6), enabling us to link the
ACF of this system to that of symmetric barrier billiards, and thus allowing us to make
further use of the results from Chapters 2 and 3.
In Section 1.6 we introduced a quantum two-level system in a time dependent magnetic
field M(t) = (R(t)/2, 0, k/2), subject to kicks of quasiperiodically modulated amplitude
i.e. we set
R(t) =
∞∑
n=−∞
Anδ(t− nT ), (4.0.1)
and An = κΦ(φn), φn+1 = φn + ω. In this system κ is the level of modulation, Φ is
the modulation function and ω = (
√
5 − 1)/2, the inverse of the golden mean. The
motion is examined using the observable Bloch variables (Px, Py, Pz). By examining
these variables at the discrete set of times at which a kick occurs, and by setting the
time T between kicks to be commensurate with the frequency k (kT = 2pim), it was
shown that we can write Py,n = cos θn and Pz,n = sin θn (where Px is normalized so
1The content of this chapter forms the basis of our published paper [4].
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that Px,n = 0), with θn determined by the skew-product system [23]
φn+1 = φn + ω (mod 1), (4.0.2)
θn+1 = θn + κΦ(φn). (4.0.3)
As was the case in the study of symmetric barrier billiards in Chapter 2, solving these
equations gives us no indication of the behaviour when ω is irrational, and so instead
we analyse the autocorrelation function (ACF).
4.1 Renormalization of the autocorrelation function
To obtain correlations between 0 and 1 for Py we must consider the normalized auto-
correlation function
CPy(t) =
〈Py,nPy,n+t〉
〈P 2y,n〉
, (4.1.1)
where 〈f(n)〉 = lim
N→∞
1
N
∑N
n=1 f(n). Using the identity 2 cosA cosB = cos(A + B) +
cos(A−B) it follows that
〈Py,nPy,n+t〉 = 〈cos θn cos θn+t〉 = 1
2
〈cos(θn+t − θn)〉 = 1
2
〈cosκSt(φn)〉, (4.1.2)
where we have averaged over the initial phase to remove 〈cos(θn+t + θn)〉 and
St(φ) =
t−1∑
i=0
Φ(φ+ iω), S0(φ) = 0. (4.1.3)
In this summation the argument of Φ evolves ergodically, and so applying Theorem 1.1
(Birkhoff’s ergodic Theorem) we may write
CPy(t) = 〈cosκSt(φn)〉 =
∫ 1
0
cosκSt(φ) dφ. (4.1.4)
Due to the fact the ω is the inverse of the golden mean, we use the same renormalization
approach given in Section 2.1 and examine the function St at Fibonacci times Fn. It is
a simple task to show that
SFn(φ) = SFn−1(φ) + SFn−2(φ+ Fn−1ω). (4.1.5)
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Motivated by the identity Fnω = −(−ω)n (mod 1), we define the rescaled functions
Zn(x) = SFn(x(−ω)n), (4.1.6)
and, similar to the approach from Section 2.1, we arrive at the functional recurrence
Zn(x) = Zn−1(−ωx) + Zn−2(ω2x+ ω), Z0(x) = 0, Z1(x) = Φ(−ωx), (4.1.7)
which is the additive version of equation (1.4.13), the functional recurrence we have
focused on in the study of barrier billiards in the case of the golden mean trajectory in
Chapters 2 and 3. By a change of variable in equation (4.1.4), the ACF at Fibonacci
times can be shown to be given by
CPy(Fn) =
1
(−ω)−n
∫ (−ω)−n
0
Qn(x) dx, (4.1.8)
where Qn(x) = cosκZn(x). As was the case in Chapter 2, the range over which we
must integrate is unbounded, and so we approximate this integral over a finite interval
[−X,X]. We have observed numerically that these integrals converge if X is taken
large enough. See Appendix C.2 for some details on the numerical approach. In order
to calculate the integral we need to know the locations and sizes of the discontinuities,
in addition to the value of the function at a point (for unique determination of Zn).
We take this point to be −X, as we evaluate the integrals from left to right. It is
straightforward to see that Zn(−X) satisfies
Zn(−X) = Zn−1(−X)+Zn−2(−X)+
∑
x∈[−X,ωX]
Dn−1(x)+
∑
x∈[−X,ω−ω2X]
Dn−2(x), (4.1.9)
where Dn(x) = Zn(x+) − Zn(x−) is defined as the discontinuity function. At a dis-
continuity, this function tells us its size i.e. the size of the change in the value of the
function.
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4.2 Periodic behaviour of the renormalization op-
erator
From Section 2.2, we know that any modulation function of the form
Φ(φ) =
+1, 0 ≤ {φ} < α;−1, α ≤ {φ} < 1, (4.2.1)
will lead to periodic behaviour of the recurrence (4.1.7) only if α ∈ Q(ω) (here we
have adopted the notation that {φ} denotes φ (mod 1)). This is because the evolution
under recurrence (4.1.7) of the discontinuities in the fundamental interval I = [−ω, 1] is
governed by the map F defined by equation (2.2.4) (with m = 1), whose periodic orbits
are precisely the points in Q(ω). As κ is extrinsic to the behaviour of the recurrence
(4.1.7), we conclude that any such choice of α will lead to self-similar behaviour of the
ACF.
In order to explain some of the upcoming results, we will restrict our attention to
modulation functions Φ (and hence initial condition Z1) with two discontinuities. The
magnitudes of the discontinuities must therefore be equal, otherwise a third discon-
tinuity at zero is automatically introduced. We will also use versions of modulation
functions previously studied for this system by Feudel et al. in [23], in addition to an-
other from our study of arbitrary barriers in barrier billiards (the so-called “α-barrier”
from Section 2.7). By doing so, we link the ACF for this quantum two-level system to
its counterpart for symmetric barrier billiards, and also extend the previous work on
this system given in [23]. Indeed, (4.2.1) is a modulation function based on the work
in [23], where the case α = 1/2 is examined.
Similar to the case seen in Chapter 2, for the corresponding functions Qn obtained in
the renormalization of the ACF for barrier billiards (2.1.10) (which for m = 1 gives
the multiplicative version of (4.1.7)), periodic behaviour of Zn in the fundamental
interval drives the global periodic behaviour. In particular, a knowledge of the initial
condition Z1 on the fundamental interval I = [−ω, 1] allows us to generate a unique
global periodic orbit of recurrence (4.1.7). The following propositions are similar to
those given in Section 2.3, but are included for completeness and were first stated by
Mestel & Osbaldestin in [45]:
Proposition 4.1. Let Zn be a piecewise-constant periodic orbit of (4.1.7) with period-
p on R with Zn(1+) = Zn(1). Then Zn is periodic with period-p on the fundamental
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Figure 4.1: Period six orbit of the recurrence (4.1.7) for choice of modulation function
(4.2.1). The first row gives Z0, Z1, Z2 and the second row gives Z3, Z4, Z5.
interval I = [−ω, 1]. Conversely, suppose that Zn is periodic with period-p on I. Then
there exists a unique extension Z˜n of Zn such that Z˜n is periodic with period-p on R.
Proposition 4.2. Let Z0, Z1 be piecewise-constant initial conditions for (4.1.7) on
R with Z0(1+) = Z0(1), Z1(1+) = Z1(1). Suppose Zn is periodic with period-p on the
fundamental interval I. Then the sequence Zn converges to the unique periodic extension
Z˜n given by Proposition 4.1, i.e., for all integers r ≥ 0 we have Zr+np(x) → Z˜r(x) as
n→∞.
When α = 1/2 for modulation function (4.2.1), it was numerically demonstrated in
[23] that under recurrence (4.1.7), Zn tends to the period-six orbit shown in Fig-
ure 4.1. The discontinuities of Z1 = Φ(−ωx) on the fundamental interval are at 0 and
−ω−1(α − 1) = ω−1/2, and therefore Z1(−X) = +1. The periodic orbit shown in
Figure 4.1 is clearly bounded (sufficient conditions for global boundedness of periodic
orbits are given in [45]), and for modulation level κ = pi/2 it was numerically observed
in [23] that the peaks of the ACF were of approximate magnitude 0.55279. In [45] it was
analytically shown that CPy(F3k) = 1 − 1/
√
5 = 0.5527864 . . ., where Fn denotes the
Fibonacci sequence. The ACF for this case is shown in Figure 1.12. This mirrors the
result in Section 2.6 (first shown in [10]) for the ACF of the half-barrier in symmetric
barrier billiards for the golden mean trajectory (m = 1).
It is also shown in [45] that CPy(Fn) = 0 for n 6= 0 (mod 3), by calculating global
discontinuity sets and working out how they interlace in similar fashion to the work
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in Section 2.6. However, this can be easily verified using (4.1.9). The initial condition
Z1 has two discontinuities of equal magnitude two, and therefore all future iterates Zn
under recurrence (4.1.7) will have discontinuities of magnitude two only. This means
that Zn will be only odd or only even. The sums on the right hand side of (4.1.9) will
be even, and so the parity of Zn(−X) is determined solely by the first two terms which
gives the Fibonacci recurrence Zn(−X) = Zn−1(−X) + Zn−2(−X). Now Z0(−X) = 0
is even, Z1(−X) = +1 is odd. It follows that Z2(−X) is odd and Z3(−X) is even and
we can continue in this way and conclude that Zn(−X) (and therefore Zn(x)) is only
even when n ≡ 0 (mod 3).
Recall from (4.1.8) that to calculate CPy(Fn) we are integrating the function
Qn(x) = cos(
pi
2
Zn(x)) (κ = pi/2). As Zn(x) is always odd when n ≡ 1, 2 (mod 3)
it follows that Qn(x) = 0 and so CPy(Fn) = 0.
We can refine this idea further by noting that Z1 is a function having two discontinuities,
and upon iteration of (4.1.7) the number of discontinuities grows and fills intervals of
increasing length. The sum of the sizes of all the discontinuities is zero for Z1, and
so the sum is also zero for all future iterates of Z1. For any n, we can find an X big
enough so that all discontinuities of Zn−1 and Zn−2 are contained in [−X,ωX]. Thus
the sums on the right hand side of (4.1.9) are zero and for such X we can write
Zn(−X) = Zn−1(−X) + Zn−2(−X), (4.2.2)
so that Zn(−X) satisfies the Fibonacci recurrence. Further note that cos(κy) is periodic
with period 2pi/κ, or in this example periodic with period four (as κ = pi/2). Thus we
only require a knowledge of Zn (and hence Zn(−X)) modulo 4 to get a complete under-
standing of the ACF. One of the main obstacles before in the analysis of these functions
has been unbounded orbits of recurrence (4.1.7), but this eliminates the problem. For
the current example, we can see that Zn(−X) (mod 4) manifests period-six repetition
(as we would expect) in Table 4.1. We also include the value of Qn(−X) as Qn is the
function we need to understand to evaluate the ACF. It is clear to see that Zn(−X) is
even when n ≡ 0 (mod 3), and therefore the functions Qn are non-zero (they are zero
otherwise). We now switch our attention to a different modulation function motivated
by our study of barrier billiards in Chapter 2.
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n Zn(−X) (mod 4) Qn(−X)
1 1 0
2 1 0
3 2 −1
4 3 0
5 1 0
6 0 +1
7 1 0
8 1 0
Table 4.1: Table giving the values of Zn(−X) modulo 4 and Qn(−X) for modulation
function (4.2.1) with α = 1/2.
4.2.1 Varying the modulation function
From [44], we have a complete understanding of modulation functions which cause
periodic behaviour of recurrence (4.1.7): if the discontinuities lie in Q(ω), Zn is periodic
and the ACF is self-similar. For reasons which will become clear, we now shift our focus
to the modulation function
Φ(φ) =
+2, {φ} ∈ [0, α/2] ∪ [1− α/2, 1];0, Otherwise. (4.2.3)
There are two reasons for this choice of modulation function. The first is that Z1(−X)
will be even independent of α, which forces Zn(−X) to be even for all n, and so for
modulation level κ = pi/2 the ACF will never be trivially zero as was the case previously.
Secondly, the locations of the discontinuities are identical to those in our earlier study
of the α-barrier (see Figure 2.12). In fact, the modulation function for the α-barrier (see
equation (2.7.2)) is just Φ˜(φ) = Φ(φ)−1. The functional recurrence seen in the study of
barrier billiards (2.1.10) (for m = 1) is just the multiplicative version of (4.1.7). Upon
iteration of Z1, the locations of the discontinuities for Zn will therefore be identical to
those for Qn.
With κ = pi/2 and α = 1/2, we use equation (4.2.2) to generate Table 4.2 (noting
that Z1(−X) = 0 as we are interested in discontinuities of Z1(x) = Φ(−ωx) in the
fundamental interval only). The value of Zn(−X) is fixed at zero and therefore Qn(−X)
is fixed at +1. We let Q˜n be the renormalized functions arising from the study of barrier
billiards with
Q˜n(x) = Q˜n−1(−ωx)Q˜n−2(ω2x+ ω), (4.2.4)
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n Zn(−X) (mod 4) Qn(−X) Q˜n(−X)
1 0 +1 −1
2 0 +1 −1
3 0 +1 +1
4 0 +1 −1
5 0 +1 −1
6 0 +1 +1
Table 4.2: Table giving the values of Zn(−X) modulo 4 and Qn(−X) for modulation
function (4.2.3) in the case α/2 < ω2.
and initial conditions Q˜0 = 1 and Q˜1 = Φ˜(−ωx). We therefore obtain Qn(−X) from
iterating the multiplicative version of (4.2.2) with initial conditions Q˜0 = 1, Q˜1(−X) =
−1. This is the analogous situation arising in symmetric barrier billiards for the half-
barrier (as α = 1/2), where we integrate Q˜n to evaluate the ACF.
The two functions Qn and Q˜n are identical apart from a choice of sign: starting at
Zn(−X), every time we hit a discontinuity of Zn the value of the function increases or
decreases by 2, and noting that cos(x+pi) = − cos(x), this has the effect of multiplying
the value of Qn by −1 every time we hit a discontinuity (recall that κ = pi/2). Therefore
Qn is a piecewise constant function taking the values ±1 with its discontinuities in the
same locations as Q˜n, and thus they differ only by a sign choice. Hence the ACF will
be identical except for a choice of sign. From Table 4.2 we see that the signs of Qn
and Q˜n differ only when n 6= 0 (mod 3). From the results of Section 2.6 (for m = 1),
CPy(Fn) = 0 and this sign discrepancy makes no difference. When n ≡ 0 (mod 3) the
signs match and so from Section 2.6 we conclude that CPy(F3k)→ (−1)k(1− 1/
√
5).
4.3 Aperiodic behaviour of the autocorrelation func-
tion
As seen in Section 2.7 in our study of Qn, if we pick a modulation function in which any
of the discontinuities are outside Q(ω), then the resulting behaviour of Zn (and hence
the ACF) will be aperiodic as the locations of the discontinuities in the fundamental
interval will be aperiodic. Focusing again on modulation function (4.2.3), we take
α /∈ Q(ω) and iterate the functional recurrence (4.1.7) for Zn.
The initial value for Z1(−X) depends on α. If α/2 < ω2 then Z1(−X) = 0 and so
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n Zn(−X) (mod 4) Qn(−X) Q˜n(−X)
1 +2 −1 +1
2 +2 −1 +1
3 0 +1 +1
4 +2 −1 +1
5 +2 −1 +1
6 0 +1 +1
Table 4.3: Table showing the values of Zn(−X) modulo 4 and Qn(−X) for modulation
function (4.2.3) in the case α/2 > ω2.
Table 4.2 is still valid, as is the argument about the similarity of Qn and Q˜n. In this
case the correlations for barrier billiards and the two-level system will match, but differ
in sign for n ≡ 1, 2 (mod 3). If α/2 > ω2 then we obtain Table 4.3, and we reach
the same conclusion as the signs of Q and Q˜ simply switch. Regardless of this subtle
difference, we can embed the (numerically approximated) time series (CPy(Fn)) in three-
dimensional space, and we know from Section 2.7 that the correlations at Fibonacci
times will chaotically explore the invariant set embedded in three-dimensional space
shown in Figure 2.16a.
4.4 The two key characteristics of the modulation
function
In the preceding sections of this chapter we have established that consideration of Zn
modulo 2pi/κ is sufficient to completely determine the behaviour of Qn. This simplifi-
cation leads to the following two observations:
• To eliminate rounding errors when considering Zn modulo 2pi/κ, it is best to
consider values of κ of the form κ = pi/γ for γ ∈ N. We restrict ourselves to such
choices from this point onwards, and take Zn modulo 2γ.
• Once the locations of the discontinuities of the modulation function are known,
only a finite number of adaptations can be made leading to qualitatively different
behaviour.
The first of these adaptations is the value of Z1(−X), and the second is the magnitude
of the size of the discontinuities of Z1, which we will call τ . Both Z1(−X) and τ need
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Figure 4.2: Plot of Q6 obtained from modulation function (4.4.1) with α = (
√
2− 1).
only be considered modulo 2γ and can thus take values in the range 0, 1, . . . , 2γ − 1. If
τ = 0 we clearly have trivial (fixed) behaviour of the ACF. As a final point, we note
that with a choice of Z1(−X) and τ , if the discontinuities of the modulation function
are partners (see Section 3.2), then we expect the same qualitative behaviour of the
ACF, regardless of where the discontinuities are located.
Let us demonstrate this in the case κ = pi/2: we take Z1(−X) = +1 or + 3 and
τ = +1 or + 3. In this case we note that cos(x± pi/2) = ∓ sin(x) and cos(x± 3pi/2) =
± sin(x). It immediately follows that a region in which the function Qn(x) is positive
or negative between two discontinuities is followed by a region where the function is
zero. To see this assume that Zn(y) = +1 or + 3, so that Qn(y) = 0. Now we follow
that function to the next discontinuity, yd, and for  > 0 sufficiently small we have
Zn(yd + ) = Zn(y) ± (1 or 3) which is even. Therefore Qn(yd + ) = cos(pi2 (Zn(y) ±
(1 or 3))) = +1 or − 1 (depending on whether Zn(y) = +1 or + 3). At the next
discontinuity after yd, Zn becomes odd and the function returns to zero. The argument
is then repeated. Note that this has been deduced for a whole class of modulation
function, independent of the locations of the discontinuities.
This can be illustrated by taking modulation function
Φ(φ) =
0, x ∈ [0, α/2] ∪ [1− α/2, 1];+1, otherwise. (4.4.1)
In Figure 4.2 the function Q6 is plotted for α = (
√
2 − 1), showing the predicted
behaviour. Using the methods described in Appendix C.2, we numerically approximate
the time series (CPy(Fn)) and embed it in three-dimensional space, the result of which
is shown in Figure 4.3.
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Figure 4.3: Plot of the invariant set embedded in three dimensions with modulation
function (4.4.1) and α =
√
2− 1.
Now we consider the α-barrier given by the modulation function Φˆ = Φ − 1 where Φ
is as given in (4.2.3). Here τ = 2 and Z1(−X) = +1 or + 3 (mod 4) depending on
whether α/2 < ω2 or α/2 > ω2. Table 4.1 tells us that the ACF will be non-zero at
every third Fibonacci number (a similar argument can be made for Z1(−X) = +3), and
zero at all other Fibonacci times. Therefore the two- and three-dimensional projections
will be crosses filling out the x, y and (in the latter case) z axes. It is therefore more
interesting to instead focus on the time series (CPy(F3n)), and we embed it in two and
three dimensions in Figure 4.4 revealing the presence of an invariant set embedded in
these spaces. This set is also produced by examining every third correlation in the study
of the α-barrier in symmetric barrier billiards, but the set is rotated due the signs of
Qn(−X) and Q˜n(−X) not matching when n ≡ 3 (mod 6). The same behaviour is seen
for Z1(−X) = +3.
4.5 Varying the level of modulation κ
Thus far we have kept the modulation level κ fixed at κ = pi/2, in part because previous
studies have focused on this particular value and because it enables us to “calibrate”
our method with known results. In this section we will explore some of the possibilities
which can occur for other values of κ. Let us start by generalising the comments made
in Section 4.3 by picking κ = pi/γ. This means we work with Zn modulo 2γ. Let τ = γ,
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Figure 4.4: Numerical projections of the time series (CPy(F3k)) for modulation function
(2.7.2).
Z1(−X) = 0 or γ and pick the discontinuities of the modulation function to be once
more at α/2, 1 − α/2. We can immediately see from the arguments of the previous
sections that Qn will be a piecewise constant function taking the values ±1, and that
correlations will explore the renormalization strange set depicted in Figure 2.16a.
Furthermore, because the function κΦ(φ) drives the dynamics, certain phenomena for
a given κ can be observed for a different κ with the modulation function suitably
rescaled or vice versa. A straightforward example arises from taking κ = pi and letting
Φˆ(φ) = Φ(φ)/2 where Φ is given by (4.2.3). Once more we will observe the correlations
exploring the set from Figure 2.16a.
Let us now focus on the case of κ = pi/3, which leads to consideration of Zn modulo 6.
We pick the discontinuity locations to be at α/2, 1 − α/2 (as in the study of the
α-barrier) with τ = 3 and Z1(−X) = +1. Note that cos(npi/3) = ±1/2 or ± 1,
depending on the value of n modulo 6. As cos(pi
3
(x ± 3)) = − cos(x), every time we
hit a discontinuity of Zn, the value of Qn is multiplied by −1. It follows that Qn is a
piecewise constant function either taking the values ±1 only or ±1/2 only, depending
on Zn(−X) (mod 6). Due to the fact that the discontinuity locations will be the same
as in the study of the α-barrier, the magnitude of the ACF at Fn is either the same
or half of the value obtained for barrier billiards. Iterating (4.2.2) we observe that
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Figure 4.5: Two- and three-dimensional projections of the correlations at characteristic
times plotted against one another for κ = pi/3, τ = +3 and Z1(−X) = +1.
Zn(−X) (mod 6) manifests period-24 repetition. It can thus be shown that Qn(−X)
has the pattern ±1,±1/2,±1/2,±1/2,±1, . . . The important thing to note is that there
are no two consecutive ±1, and therefore the two- and three-dimensional projections
shown in Figures 2.15 and 2.16a will not be seen, but instead there will be multiple
scaled and stretched copies of them.
For the two-dimensional projection, the first copy will be the original but scaled by
factor 1/2 due to the presence of two consecutive ±1/2′s. The second copy arises when
we have a ±1 followed by a ±1/2, for which we have the first coordinate point lying on
the original set and the second on the first rescaled set. This gives the first rescaled copy
stretched by a factor of two in the horizontal direction. Likewise, when we have ±1/2
followed by ±1 the resulting set is the first rescaled set vertically stretched by a factor
of two. This is shown in Figure 4.5 in addition to the three-dimensional projection,
which by a similar argument consists of (at least) four scaled and stretched copies of
Figure 2.16a. Note that the same picture is observed for the cases Zn(−X) 6= 0 (mod 3),
which exhausts the possibilities for τ = 3.
As a further example, taking τ = 2 and letting Z1(−X) = +1 (and keeping the discon-
tinuities as before), we obtain the projections shown in Figure 4.6. In the two dimen-
sional projection, we see concentrated lines caused by the ACF frequently returning to
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Figure 4.6: Two and three-dimensional projections of the correlations at characteristic
times plotted against one another with κ = pi/3, τ = +2 and Z1(−X) = +1.
±1/2 and which form a square. The explanation for this is the presence upon itera-
tion of (4.1.7), of functions Zn (mod 6) taking the successive values 1, 5, 1, 5, . . . and
2, 4, 2, 4, . . .. This makes Qn(x) a constant function taking the value ±1/2. Two exam-
ples of such functions are shown in Figure 4.7. Taking κ = pi/4 and leaving everything
else the same we observe similar phenomena. In this case we take Zn(−X) (mod 8)
and we obtain certain functions Zn taking the values 1 and 7 only or functions taking
the values 3 and 5 only, which make the autocorrelation function equal to ±√2/2, once
again creating a square centred on the origin with side length
√
2 as seen in Figure 4.8.
4.6 Discontinuities with small relative magnitude
To conclude this chapter, we explore what happens when we select τ to be small with
respect to γ for the class of modulation function under consideration. For all the
examples of modulation functions with discontinuity locations seen in this chapter, we
observe “convergence” to the renormalization strange set shown in Figure 4.9.
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Figure 4.7: Behaviour of Zn which causes the ACF to take the value ±1/2, using initial
modulation function Φ˜ = Φ− 1 where Φ is defined in equation (4.2.3).
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Figure 4.8: Two dimensional projection obtained for κ = pi/4 with Z1(−X) = 1 and
discontinuity magnitude τ = 2.
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Figure 4.9: Renormalization strange set which appears in the limit κ→ 0.
This can also be viewed as a limit as κ→ 0, because as γ →∞ we can pick τ as large
as we like, as long as it is small with respect to γ. Note that at κ = 0 the ACF is trivial
(equal to +1), so this limit is singular.
In summary, we have given a complete understanding of the ACF for a quantum two-
level system for a general class of modulation function with two discontinuities. This was
achieved primarily through consideration of the renormalized functions Zn modulo 2pi/κ,
where κ = pi/γ (γ ∈ N) is the modulation level. Furthermore, we have shown that the
ACF for this system is linked with, and in some cases equivalent to, the ACF for
symmetric barrier billiards studied in Chapters 2 and 3.
The next chapter focuses on the use of renormalization techniques to analyse the scaling
properties of a system giving rise to strange non-chaotic attractors via the non-smooth
pitchfork bifurcation, at and near the critical point of transition. The focus will be on
certain specified parameter choices that lead to periodic behaviour of a renormalizaton
operator, and hence self-similarity of the attractors both at and near the point of
bifurcation. This will be followed by a brief examination of the ACF of the system,
which is shown to be equivalent to that seen in the billiard system from Chapter 2.
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Chapter 5
The non-smooth pitchfork
bifurcation
1In this chapter we will broaden previous work on renormalization of the so-called
GOPY model, a system which was first introduced by Grebogi, Ott, Pelikan and Yorke
in [26]. These previous renormalization approaches were given by Kuznetsov et al. in
[38] and Feudel et al. in [21]. Here we extend the results from those papers to the
more general Glendinning model [25], providing conditions on the parameters for self-
similarity of the resulting attractors and new easier ways of numerically calculating the
scaling factors. We also show that the autocorrelation function (ACF) of the sign of the
observable for the system is equivalent to that seen in Chapter 2 for barrier billiards,
after a simple parameter transformation.
Following the introductory remarks made in Section 1.7 regarding SNAs, we focus on
the “non-smooth pitchfork bifurcation”, which is a term coined by Glendinning in [25].
The model studied by Glendinning is given by (1.7.12)–(1.7.13), but for reasons which
will become clear, we work with the system
xi+1 = f(θi, xi) = 2σ(φ+ cos(2piθi))
xi
(1 + x2i )
1/2︸ ︷︷ ︸
∗
, (5.0.1)
θi+1 = θi + ω (mod 1). (5.0.2)
To simplify the analysis we take ω = (
√
5−1)/2, due to the simpler nature of the result-
ing renormalization equations, however generalisation to quadratic irrationals is possible
1The content of this chapter is based on our published paper [3].
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by similar means to those seen in Chapter 2 for barrier billiards. The systems (1.7.12)–
(1.7.13) and (5.0.1)–(5.0.2) are similar because tanh(x) is qualitatively similar in nature
to the function under-braced in (5.0.1). This replacement was also implemented in [38]
in the study of the GOPY model (1.7.3)–(1.7.4), and the motivation behind it that func-
tions of the form f(x) = Ax(1 +Bx2)−1/2 remain in this form under composition. For-
mally, if f1,2(x) = A1,2x(1+B1,2x
2)−1/2 then f1(f2(x)) = A1A2x(1+(B2+B1A22)x
2)−1/2.
Due to the systems being (for practical purposes) identical, we can now carry over
directly the results of Glendinning from [25]. Firstly, we note that the line
L = {(θ, x)|x = 0}, (5.0.3)
is invariant under (5.0.1), and an analysis of its stability arises from a straightforward
calculation of its transverse Lyapunov exponent. Using the ergodicity in θ we can apply
Theorem 1.1 (Birkhoff’s ergodic Theorem) to write this exponent as
λ =
∫ 1
0
ln
∣∣∣∂f
∂x
∣∣∣
x=0
dθ, (5.0.4)
=
1
2
∫ 1
0
ln(2σ(φ+ cos(2piθ)))2 dθ. (5.0.5)
This integral can be evaluated and in [25] it is shown that:
λ =
lnσ, 0 ≤ φ ≤ 1;lnσ + ln(φ+√φ2 − 1), φ > 1. (5.0.6)
These equations define two curves, A and B, on which the transverse Lyapunov expo-
nent is zero. They are given by
A = {(φ, σ) |σ = 1, 0 ≤ φ ≤ 1}, (5.0.7)
B = {(φ, σ) |σ = (φ+
√
φ2 − 1)−1, φ > 1}. (5.0.8)
These two curves are shown in the parameter plane (φ, σ) in Figure 5.1. Below the
union of these curves, which we call Region 1, the exponent is negative and L is stable.
Using the results of Keller [34], we conclude that the attractor is simply the line L.
Above the union of these curves L is unstable and we can expect different behaviour.
There is one further transition the system undergoes: for φ > 1 the system becomes
134
Luke Adamson Renormalization in quasiperiodically forced systems 5.0
0 0.5 1 1.5 2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
1.6
1.8
2
φ
σ
Region 1
Region 2
Region 3
B
C
A
Figure 5.1: Plot of the (positive) parameter plane (φ, σ) showing three regions which
give rise to different dynamical regimes and the bifurcation curves A,B and C which
act as their boundaries.
invertible. Thus it makes sense to define a third curve C given by
C = {(φ, σ) |φ = 1, σ ≥ 1}. (5.0.9)
This divides the parameter space into three regions as shown in Figure 5.1. Region 1
gives rise to trivial behaviour, and so we focus instead on Regions 2 and 3. Using the
same approach seen in [26] we now show that Region 2 exhibits strange non-chaotic
attractors (SNAs). In Region 2 φ < 1, and so the map is non-invertible and there
exists a dense set of points of the resulting attractor on L (an attractor clearly ex-
ists as the system is bounded). In particular, given any θ˜ on the attractor such that
φ+ cos(2piθ˜) = 0, we have (due to the invariance of L under the map) that (θ˜ + nω, 0)
are all members of the attracting set for n ∈ N. The ergodicity in θ means that these
points explore L densely and uniformly.
However, because its transverse Lyapunov exponent is positive, L is unstable and there-
fore the global attractor must contain non-zero x. This causes a pinching effect on the
attractor, which is why systems of this type are called “pinched skew-products”. Due
to the pinching effect, the attractor is nowhere differentiable and hence strange.
We now prove that the Lyapunov exponent is non-positive for all σ, φ ≥ 0 using the
same approach as used in [26] for the GOPY model. To begin we see that
d
dx
(
x√
1 + x2
)
≤ 1√
1 + x2
, (5.0.10)
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with equality at x = 0 only. In Region 1 the attractor is simply L [34], and we know
therefore that the exponent is negative. Whereas in Regions 2 and 3 the attractor is
non-zero (x 6= 0) on a set of positive measure and so the inequality is strict. Therefore∣∣∣∂f
∂x
∣∣∣
xi,θi
<
∣∣∣xi+1
xi
∣∣∣, (5.0.11)
and so
λ = lim
N→∞
(
1
N
N∑
i=1
ln
∣∣∣∂f
∂x
∣∣∣
xi,θi
)
≤ lim
N→∞
(
1
N
N∑
i=1
ln
∣∣∣xi+1
xi
∣∣∣) (5.0.12)
= lim
N→∞
(
1
N
N∑
i=1
ln |xi+1| − ln |xi|
)
≤ 0.
In Figure 5.2a we show the SNA occurring at parameter choice (φ, σ) = (0.5, 1.5) in
Region 2, with numerically calculated Lyapunov exponent −0.811. By Theroem 1.2
(which was proven by Glendinning in [24]), the attractor consists of the region between
two symmetric semi-continuous curves, which are equal on the dense set of pinch points.
These curves are clearly visible in the numerical simulation in Figure 5.2a.
In Region 3 φ > 1, and so there exist no θ such that φ+cos(2piθ) = 0, meaning that the
pinching effect no longer occurs. The result is that the aforementioned semi-continuous
curves become continuous, and no points lie on L as demonstrated in [25]. One such
torus attractor is shown in Figure 5.2b. This is obtained on iteration of a positive initial
condition, as for φ > 1 the sign of x is invariant. But due to the x → −x symmetry,
there is a reflection of it for negative x. The numerically calculated Lyapunov exponent
is −2.736.
We now summarise the concluding remarks from [25]. Considering any simple path in
parameter space passing through bifurcation curve B (but not the co-dimension two
point (1, 1)), the overall effect is that the stable circle L loses stability and a pair (due
to symmetry) of stable continuous invariant curves is created. This is the standard
pitchfork bifurcation for curves.
Next consider a path crossing bifurcation curve A (again excluding (1, 1)). As before
the circle L becomes unstable, however the pinching effect gives rise to an SNA rather
than a torus attractor. The SNA is bounded by two stable symmetric semi-continuous
(nowhere differentiable) curves ±ζ(x) (by Theorem 1.2). We can therefore interpret
this as a non-smooth pitchfork bifurcation.
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(a) Strange non-chaotic attractor in Region 2 for
parameter choice (φ, σ) = (0.5, 1.5).
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(b) Torus attractor in Region 3 for parameter choice
(φ, σ) = (1.5, 1.5).
Figure 5.2: Plots demonstrating the different asymptotic behaviours of system (6.1.1)–
(1.4.9) in Regions 2 and 3.
Finally, we have the case where the path crosses C \ (1, 1) from Region 2 to 3. There
is no pinching effect with L remaining unstable, and two symmetric stable continuous
invariant curves are born (which near C will tend towards ±ζ(x)). Overall the original
attractor is annihilated giving two attracting sets and one unstable set, which could
again be viewed as a form of pitchfork bifurcation.
This model was studied for φ = 0 in [38], and a renormalization analysis was presented
which fully explained the transition to SNA at σ = 1. The aim of this chapter is to
provide a similar analysis for the more general system (5.0.1)–(5.0.2), in addition to
clarifying and giving a new method of calculating the scaling factors.
5.1 Renormalization group approach
In this section we analyse the local scaling properties of attractors for choices of pa-
rameter on the bifurcation curve A shown in Figure 5.1. The co-dimension 2 point
(φ, σ) = (1, 1) is of interest as it separates the three regions of different behaviour
in parameter space. We present two distinct albeit closely linked renormalization ap-
proaches, which will be used in tandem to calculate the scaling factors. The first
approach is similar in nature to that presented in [38] whereas the second is a different
approach suggested in [21]. We link the two approaches and show how the first can be
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used to calculate the growth factors appearing in the second.
Beginning with the first approach, we separate the system into two component parts (as
in [38], where the GOPY model was studied) which represent the two main behaviours
of the system: an oscillating component Oi and an amplitude component Ai, which are
such that xi = AiOi. We have
Oi+1 = 2(φ+ cos(2piθi))Oi, O0 = 1, (5.1.1)
Ai+1 = σ Ai
(1 +O2iA2i )1/2
, A0 = x0. (5.1.2)
Once more taking ω = (
√
5−1)/2, the inverse of the golden mean, we study the system
at the characteristic Fibonacci times Fn. As is previously noted in Section 2.1, the rea-
son for this choice is that Fn are the continued fraction convergents to ω (Fn/Fn+1 → ω).
More details on continued fraction expansions and their properties are provided in Ap-
pendix A.1.
We assume that σ = 1, as this is when the transition to SNA occurs. Due to the fact
that the term under-braced in (5.0.1) is invariant under composition, we can write
OFn = Tn(θ), (5.1.3)
AFn =
A0
(1 + Un(θ)A20)1/2
, (5.1.4)
where
Tn(θ) =
Fn−1∏
i=0
2(φ+ cos(2pi(θ + iω))), (5.1.5)
Un(θ) =
Fn−1∑
i=0
O2i . (5.1.6)
We have replaced θ0 by θ to emphasise the fact that these are functions of the initial
phase. Using the Fibonacci recurrence and the (previously used) identity Fn+1ω = Fn − (−ω)n+1
(which implies that θFn+1 = θ − (−ω)n+1 (mod 1)) we deduce that
Tn+2(θ) = Tn+1(θ)Tn(θ − (−ω)n+1), (5.1.7)
Un+2(θ) = Un+1(θ) + T
2
n+1(θ)Un(θ − (−ω)n+1). (5.1.8)
Advancing time by Fn steps causes the characteristic scale in θ to decrease by a factor
of (−ω). Let some θ0 be the origin (initial phase) via the coordinate transformation
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u = θ − θ0 (relabelling θ as u, reflecting the fact that this variable loses significance
as a phase when we renormalize). We renormalize with respect to u by defining the
rescaled functions Qn(u) = Tn((−ω)nu+ θ0) and Hn(u) = Un((−ω)nu+ θ0). From the
recurrences (5.1.7)−(5.1.8), we can derive recurrences for Qn and Hn:
Qn+2(u) = Qn+1(−ωu)Qn(ω2u+ ω), (5.1.9)
Hn+2(u) = Hn+1(−ωu) +Q2n+1(−ωu)Hn(ω2u+ ω). (5.1.10)
These recurrences have initial conditions Q0(u) = 1, Q1(u) = T1(θ
0 − ωu) = 2(φ +
cos(2pi(θ0 − ωu))), and H0 = 0, H1 = 1. This corrects a minor error in [38], where this
coordinate change was not implemented correctly resulting in incorrect initial conditions
for these recurrences (although it did not affect the results of the paper, for certain
choices of initial phase it can lead to erroneous results).
In [38], it is demonstrated that certain choices of initial phase lead to periodic behaviour
of Qn. If Qn is periodic, then (5.1.10) is a periodically driven linear recurrence (although
the linearity is deceptive!). As such we expect it to produce a constant factor of growth
over a period of Q2n. Assuming the period of Q
2
n is p, we expect that Hn+p ' ν2Hn, for
some positive constant ν. The functions Un describe that growth of the attractor, and
due to the form of (5.1.4) we conclude that the amplitude of the attractor decreases
approximately by a factor of ν over a period of Qn.
We now use another similar, but slightly modified approach which is typically used in the
study of quasiperiodically forced systems, and which we first introduced in Section 1.3
in the study of the GM critical point of Arnold’s circle map (extensive examples of its
applications are given in [37] and [21]). Let
xi+Fn = fn(xi, θi), (5.1.11)
and immediately we see the similarity to the previous approach as
fn(x, θ) =
Tn(θ)x√
1 + Un(θ)x2
. (5.1.12)
Up to this point both approaches are identical, however we now use a conventional
renormalization approach. We let u = θ − θ0 as before, but we now renormalize by
changing the scales in both x and u, in particular defining the rescaled functions
gn(x, u) = α
nfn(x/α
n, (−ω)nu+ θ0). (5.1.13)
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Before we only renormalized u, whereas now we also seek to do the same for x. The
scaling factor α represents the change in scale of x per application of the operator. We
can manipulate (5.1.13) to give the renormalization operator
gn+2(x, u) = α
2gn(α
−1gn+1(x/α,−uω + (−ω)−(n+1)θ0), ω2u+ ω + (−ω)−nθ0). (5.1.14)
However, direct substitution gives
gn(x, u) =
Qn(u)x√
1 + H˜n(u)x2
, (5.1.15)
where H˜n(u) = α
−2nHn(u), and Qn, Hn are as defined in (5.1.9)−(5.1.10). Note that
this corrects a typo in [21] where the equivalent to H˜ is incorrectly defined. Therefore
the difference between the two approaches is that in the latter we scale Hn in such a
way as to factor out the per iterate growth. Let us now see how we can calculate α
using the first approach. Assuming we want periodic behaviour of the renormalization
operator, we must have that both Qn and H˜n are periodic. We thus have
α2(n+p)H˜n+p(u) = Hn+p(u) = ν
2Hn(u) = ν
2α2nH˜n(u). (5.1.16)
Therefore for periodicity of the renromalization operator (5.1.14), we require that α =
ν1/p. However, we can approximate ν simply by analysing the quotientsHn+p/Hn ' ν2,
and thus we can calculate α. We now give conditions on θ0 and φ to ensure periodicity
of Qn (and hence H˜n). For the functions Qn to be periodic the locations of the zeros
must be periodic, and from Proposition 2.3 these locations are given by iterates of
the map F (2.2.4) (in the case m = 1). (Note that while Proposition 2.3 deals with
the locations of discontinuities of piece-wise constant functions, the argument may be
readily be carried over to zeros, extrema etc. of analytic functions.) Furthermore, in
Section 2.2 we saw that periodic points of F must lie in Q(ω). The zeros of Q1 are
given by
x = ω−1
(
±cos
−1(−φ)
2pi
+ θ0 + n
)
, n ∈ Z. (5.1.17)
For both these points to lie in Q(ω), we require that θ0 + cos−1(−φ)/2pi ∈ Q(ω) and
θ0− cos−1(−φ)/2pi ∈ Q(ω) (note that ω−1 = 1 +ω). For this to be true we require that
both θ0 and cos−1(−φ)/pi are in Q(ω).
For each choice satisfying these constraints, we expect that the resulting attractor will
feature self-similar scaling properties at and near the point of transition to SNA. For a
suitable choice of φ, we anticipate that different choices of θ0 ∈ Q(ω) will lead generally
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(though not always) to different scaling factors due to the multi-fractal nature of SNAs
[22]. In [38], where the case φ = 0 is studied (which satisfies the above conditions
for periodicity), several different initial phases θ0 are studied which lead to periodic
behaviour, and they were all members of Q(ω), as expected.
5.2 Numerical results
Let us begin by looking at the case φ = 0.5 which gives cos−1(−φ)/2pi = 1/3 ∈ Q(ω),
and by choosing θ0 in Q(ω) we expect periodicity of (5.1.9) and therefore a scaling law
in a vicinity of θ0. Taking θ0 = 0, we represent the function Q1 using a Chebyshev
polynomial interpolant accurate to machine precision. In particular, we use the Chebfun
system, an incredibly useful and multifaceted extension for Matlab developed at Oxford
University. For more details see [15].
Upon iteration it becomes evident that Q2n manifests repetition with period-four (note
that Qn is periodic with period-eight). Due to the chaotic nature of the map F (2.2.4),
after a while this periodicity is no longer observed due to noise. Therefore generally we
will have a finite number of iterates where the initial transient behaviour as disappeared,
and in which the system has not degenerated to noise. In this window the periodic orbit
will be observable.
We now estimate ν by analysing the periodic growth functions
γn(u) =
Hn+p(u)
Hn(u)
. (5.2.1)
According to (5.1.16), these functions should converge to a constant ν2. We need some
understanding of how “close” we are to the periodic orbit, which can be gathered by
analysing the standard deviation of γn, denoted by Sn, which is obtained using Chebfun.
The previous argument tells us that a plot of n against Sn will give a “U-shaped” curve,
the flat region indicating convergence to the periodic orbit. The left and right sides of
the curve correspond to transients and noise respectively. The plot of n vs. Sn for the
case under study is shown in Figure 5.3.
To calculate ν we pick the n which minimises Sn (the γn which is “most-constant”) and
we again use Chebfun to calculate the mean value of γn, which we square root to obtain
ν. One could simply calculate ν as ν =
√
γn(0), but in some cases there is a singularity
at the origin of γn making this unsuitable. We pick the average as it “smooths out” γn,
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Figure 5.3: Plot of the standard deviation Sn of γn at time index n for n = 19, . . . , 57
(φ = 0.5, θ0 = 0).
which may make the estimate more reliable.
We have calibrated the method described above by comparing the scaling factors ob-
tained in [38] for the case φ = 0, to values obtained using our method (note that sin is
used instead of cos in (5.0.1) in [38]), and we have found good agreement in all cases.
For example, in the case θ0 = 0.25 we estimate ν = 7.4246, which perfectly matches
the value in [38].
Returning to our example (φ = 0.5, θ0 = 0), we find n = 37 minimises Sn (see Fig-
ure 5.3) with S37 ' 7×10−5. From this we estimate that ν = 4.127 and α = ν1/4 = 1.425
(working to 3 d.p).
Once α is known we can construct the functions H˜n and therefore the entire period-
eight orbit of the renormalization operator (5.1.14), as shown in Figure 5.4. Recall
that while Qn has period-eight, due to symmetry Q
2
n has period-four. This symmetry
is clearly visible as the last four iterates are simply reflections or repeats of the first
four. We conclude that the behaviour of the system at time Fk is the same at time
F8m+k after suitable rescaling. Due to the underlying symmetry however, the system
is actually similar after four applications of the renormalization operator, i.e. at times
F4m+k. In particular, the state of the system at some starting point (x, u) is the same
as the state starting from x/ν and u/(−ω)4, with time scaled by ω−4.
Recall that Hn describes the growth of Un, which in turn describes AFn . From (5.1.4),
we conclude that the scaling factor for the amplitude is ν. When time is increased
by the factor Fn+4/Fn → ω−4 at the critical point (0.5, 1) in parameter space, the
amplitude of the attractor decreases by a factor of ν. The amplitude therefore decays
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Figure 5.4: Plot of gn(x, u) showing the period-eight orbit of the renormalization oper-
ator.
like i−κ where κ = − ln(ν−1)/ ln(ω−4) = 0.736 . . . (i is the time index). In Figure 5.5
a plot of the amplitude on a logarithmic scale is presented, and the expected decay is
also shown (i−κ, in red), displaying excellent agreement.
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Figure 5.5: Plot of Ai (in blue) against time index i on a logarithmic scale, in addition
to the decay rate (in red) suggested by the renormalization analysis.
This provides a complete understanding of the growth of the attractor at the critical
point. Let us now analyse the bifurcation near the critical point. A sufficiently small
perturbation of φ will destroy the periodicity of Qn (although superficially the pictures
will look similar). Therefore there will be no scaling factors and self-similarity for a
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perturbation of φ. We can, however, perturb σ as was achieved in [38] for the case
φ = 0. Letting σ = exp() for some  > 0 (note that a perturbation into Region
1 is pointless as the behaviour there is asymptotically trivial). After N iterations of
(5.0.1) the multiplying factor is σN = exp(N), and it follows that the perturbation is
renormalized like time, with factor ω−4.
To demonstrate the self similarity in a neighbourhood of the initial phase θ0 = 0,
we pick a δ0 neighbourhood of θ
0 and plot the attractor in this neighbourhood for
σ0 = exp(0) = 1 + 0 + O(
2
0). According to our rescaling law, by setting σ1 =
exp(ω40) = exp(1) = 1 + ω
40 + O(
2
0), multiplying x by ν, letting δ1 = δ0ω
4 and
finally rescaling θ by the factor (−ω)−4, we should see a rescaled version of the original
attractor (in the neighbourhood about θ0). Note that this approach is a slightly more
complicated version of that which is presented in Subsection 1.3.2, where we rescaled
a critical attractor to show the self-similarity of Arnold’s circle map at the GM critical
point.
In Figure 5.6 we demonstrate the results of this rescaling scheme, which clearly shows
the self-similarity of the attractor in a neighbourhood of θ0 as we approach the critical
point.
5.2.1 The pitchfork critical point (PCP)
Returning to Figure 5.1, we see that the three bifurcation curves all intersect at the
co-dimension two point (φ, σ) = (1, 1), a point which thus separates the three potential
behaviours of the system. We call this the pitchfork critical point (PCP). An under-
standing of the behaviour at and near this point is therefore of interest. Let us begin
by plotting the attractor at the PCP point, shown in Figure 5.7. Note that this is an
example of a critical SNA, an SNA which is not persistent under a perturbation of
σ. This notion will be important in Section 6.3, when we consider the box-counting
dimension of critical SNAs of pinched skew-product type.
For simplicity let us once more take θ0 = 0 (we will provide results for many other
choices of θ0 later on). We discover in this case that Q2n (and Qn) has period-three.
Using the techniques we have developed, we estimate ν = 4.426, meaning that α =
ν1/3 = 1.642. In Figure 5.8 we provide plots of the period-three orbits of Qn and H˜n.
As we have done previously, we can substitute these functions into (5.1.15) and plot
the resulting period-three orbit of the renormalization operator, shown in Figure 5.9.
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(a) SNA for parameter choice (φ, σ) =
(0.5, 1 + 0).
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(φ, σ) = (0.5, 1 + ω80)
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(d) Rescaled SNA for parameter choice
(φ, σ) = (0.5, 1 + ω120)
Figure 5.6: Plots showing self-similarity near the critical point (0.5, 1) with 0 = δ0 =
0.1.
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Figure 5.7: Attractor occurring at the PCP.
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(b) Period three orbit of H˜n.
Figure 5.8: Plots of the period orbits of Qn and Hn for θ
0 = 0 at the PCP on the
interval [−5, 5].
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Figure 5.9: Plot of gn(x, u) showing the period-three orbit of the renormalization oper-
ator.
The decay rate of the amplitudeAi has decay rate i−κ where κ = − ln(ν−1)/ ln(ω−3) = 1.030.
This is shown in Figure 5.10a. From our previous considerations, we deduce that the
scaling factor for a perturbation in the σ direction away from the critical point is ω−3.
If we reduce the distance of the perturbation in parameter space from the critical point
by this factor, the attractor will decrease in amplitude by the factor ν. Over one period
we advance time from Fn to Fn+3, and to see the self-similarity in the amplitude we
can simply rescale time: i→ i/Fn+3. As the perturbation is scaled in the same way as
time, plotting the amplitude Ai for perturbations from the PCP decreasing at rate ω−3
should reveal the amplitude to be self-similar, obeying the aforementioned scaling law.
Figure 5.10b demonstrates this self-similarity. Note that a similar plot is produced in
[38] in the case φ = 0.
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(a) Plot of Ai on a logarithmic scale,
along with the decay rate of i−κ sug-
gested by the renormalization analysis.
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(b) Plot of amplitude Ai against
rescaled time for σ = 1 + ωn0, where
n = 3, 6 and 9 (red, green and blue re-
spectively) and 0 = 0.1. The vertical
shift corresponds to the factor ν.
Figure 5.10: Plots showing the derived scaling laws for the amplitude at and near the
critical point.
We now explicitly show the self-similar behaviour of the attractor near the PCP, using
the same approach used to produce Figure 5.6, in Figure 5.11. Note that these attractors
lie on bifurcation curve C, on which the sign of x is invariant and also on which x still
crosses L on a dense set of points. Due to this the attractors are still SNAs (the
attractor is also symmetric about the θ axis due to the x→ −x symmetry). The only
difference between this case and any other on bifurcation curve A is that x is fixed in
sign, depending on a positive or negative initial condition. We conclude that there is
nothing “special” about the PCP in terms of scaling properties.
For simplicity, in this section we have concerned ourselves only with the two cases
φ = 0.5, 1 and θ0 = 0. To finish this section we provide three tables giving a wide
variety of different parameter choices, and the resulting periods and scaling factors
which result. In Table 5.1 we fix θ0 = 0 and vary φ, whereas in Table 5.2 we focus on
three fixed values of φ and vary θ0.
5.3 Some remarks on the autocorrelation function
To conclude this chapter we examine the autocorrelation function (ACF) of (5.0.1)–
(5.0.2), and we begin by trivialising the dynamics by just considering the sign of x,
si = sign(xi). The only way x can switch sign is if the factor φ + cos(2piθ) < 0. The
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Figure 5.11: Plots showing self-similarity near the critical point (1, 1) along bifurcation
curve C with 0 = δ0 = 0.1.
φ cos−1(−φ)/pi Period of Q2n ν α
0.1843469 1/4 + ω/2 12 90.07 1.455
0.4665646 1/2 + ω/4 12 90.07 1.455
0.5 2/3 4 4.12674 1.42529√
2/2 3/4 12 90.07 1.455
0.8563191 3/4 + ω/8 24 90.07 1.206
1 1/2 3 4.426 1.642
Table 5.1: Scaling factors obtained when θ0 = 0 is held constant and φ is varied.
148
Luke Adamson Renormalization in quasiperiodically forced systems 5.3
θ0 Period of Q2n ν α
0 6 7.4246 1.3967
1/3 24 3038 1.3967
1/8 + 3ω/8 12 93.7 1.4599
1/4 + ω/4 6 7.4246 1.3967
1/2 + ω/4 3 1.602820 1.170294
1/2 + 3ω/4 3 4.63223 1.66698
(a) φ = 0
θ0 Period of Q2n ν α
0 4 4.12674 1.42529
1/4 12 12.12621 1.23115
1/2 12 70.277 1.42529
w 4 4.12674 1.42529
1/2 + ω/4 12 12.12621 1.23115
3/4 12 407.3 1.650
(b) φ = 0.5
θ0 Period of Q2n ν α
0 3 4.426 1.642
1/4 6 6.777 1.376
1/8 + 3ω/8 12 2832 1.939
1/4 + ω/4 6 6.777 1.376
1/2 + ω/4 6 6.777 1.376
3/4 6 56.7 1.96
(c) φ = 1
Table 5.2: Scaling factors obtained when φ is held constant and θ0 is varied.
zeros of this function are given by
θ = ±cos
−1(−φ)
2pi
+ n, n ∈ Z. (5.3.1)
The case φ = 0 was studied by Mestel & Osbaldestin in [44], where a complete renor-
malization analysis of the self-similarity of the ACF was studied. Recall that the ACF
is given by
C(t) = lim
N→∞
1
n
N∑
i=0
snsn+t. (5.3.2)
We can write (as in [44])
si+1 = Φ(θi)si, (5.3.3)
θi+1 = θi + ω (mod 1), (5.3.4)
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where for system (5.0.1)–(5.0.2) we have
Φ(θ) =
+1, θ ∈ [0, α/2] ∪ [1− α/2, 1];−1 Otherwise. (5.3.5)
Here we have let α = cos−1(−φ)/pi. This skew-product system is therefore identical
to the form (2.0.1)–(2.0.2) seen in the study of symmetric barrier billiards, and Φ is
identical to the α-barrier from Section 2.7. Therefore the results from Chapter 2 carry
over in the study of the autocorrelation function (ACF) of the Glendinning model.
The difference between this system and the case studied in [44] is that we can vary α,
whereas before α was fixed at α = 1/2 (as φ was fixed at φ = 0). For α = 1/2, the ACF
has peaks of magnitude 1 − 1/√5 at every third Fibonacci number, and if α ∈ Q(ω)
the ACF with be self-similar as the renormalization operator (2.1.10) is periodic as
shown in [44] (and also shown in Section 2.4). Whereas when α /∈ Q(ω), we showed in
Section 2.7 that (in the golden mean case) the correlations explore the invariant set in
three-dimensional space shown in Figure 2.16a.
As a matter of fact, these results extend trivially for all quadratic irrational forcing
frequencies ω = (
√
m2 + 4−m)/2 studied in Chapter 2, and therefore the correlations
for system (5.0.1)–(5.0.2) lie on the invariant sets shown in Figure 2.16 for m = 1, 2, 3, 4.
Note that it only makes sense to analyse the ACF of (5.0.1)–(5.0.2) in Region 2 where
SNAs exist. In Region 1 the attractor is the set L = {(θ, x)|x = 0} and so the sign of x
is not defined. In Region 3 the sign of x is fixed and so the ACF is trivial (C(t) = +1).
Further analysis of systems of pinched skew-product type is provided in the next chap-
ter, where we will investigate the box-counting dimension of a class of such systems
(which includes the Glendinning model) at both non-critical and critical points.
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Chapter 6
Dimensions of non-critical and
critical strange non-chaotic
attractors (SNAs)
1 This chapter will expand upon and correct the initial work by Ding et al. in [13]
on the box-counting dimension of the GOPY model, and then further generalise the
methodology to a whole class of pinched skew-product systems (see Definition 1.4).
Compelling evidence will be provided that the dimension is 2 for non-critical SNAs
(including the so-called “piecewise linear SNAs”) arising from these models, whereas
in the (previously unstudied) critical case, evidence is provided that the dimension lies
between 1 and 2.
To begin this chapter we clarify the meaning of the terms non-critical and critical
strange non-chaotic attractor (SNA).
Definition 6.1 (Non-critical and critical SNAs). A critical SNA is an SNA which does
not persist under a small perturbation of any of the specified bifurcation parameters of
the underlying system. A non-critical SNA is an SNA which is not critical (i.e. it does
persist).
The SNAs we study are of pinched-skew product type (see Definition 1.4). This is
equivalent to the definition in [24], except for the fact that we also allow the possibility
of the system being comprised of piecewise smooth functions, whereas in [24] only those
consisting of continuous functions are considered.
1The content of this chapter is based on our published paper [2].
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6.1 Non-critical SNAs
We consider the GOPY model first introduced in Section 1.7, but we reproduce it here
for convenience:
xn+1 = 2σ tanh(xn) cos(2piθn), (6.1.1)
θn+1 = θn + ω (mod 1). (6.1.2)
Once more we take ω = (
√
5− 1)/2, the inverse of the golden mean. The transition to
SNA is shown in [26] to occur at σc = 1, at which point there exists a critical SNA.
Critical SNAs of this type have not been widely studied and, as far as the author is
aware, no work on determining their fractal dimension has been attempted. We will
tackle this problem in Section 6.3. For σ > 1 there is a non-critical SNA (a stable
SNA for brevity), an example of which is shown in Figure 1.13. The GOPY model is
qualitatively the same as the Glendinning model from Chapter 5, which is given by the
equations (5.0.1)–(5.0.2), but with φ = 0. In fact, as we shall see in Subsection 6.1.1,
all of the arguments in this chapter for the GOPY model can be generalised to a whole
class of pinched skew-product system.
Due to the similarity between the GOPY model and (5.0.1)–(5.0.2), the argument
presented at the beginning of Chapter 5 with regard to the transition to SNA occurring
at σc = 1 is identical. The function cos(2piθ) has zeros at θ0 = 1/4 and 3/4, meaning
that xn = 0 (n ≥ 1) for any initial condition (θ0 = 1/4 or 3/4, x0) lying on the attractor.
Therefore on L = {(θ, x) : x = 0} there is a dense set of points corresponding to the
quasiperiodic motion of θ. When σ > 1 the attractor is no longer L, but contains a
dense set of points on L, and this creates the pinching effect and the strange geometry
of the attractor.
We now focus on the box-counting dimension, defined as
D0 = lim
→0
logN()
log 1/
, (6.1.3)
where N() is the number of boxes of width  required to cover the attractor. In [13]
it is conjectured that D0 = 2 for a stable SNA, and an argument is presented based on
the evolution of the area of the attractor within an -strip of the θ axis.
The argument goes as follows: consider the initial area, A0, of the region given by
0 ≤ θ < 1, −∞ < x < ∞. Applying the system (6.1.1)–(6.1.2) to this area repeatedly
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produces iterates which will converge towards the attractor. The first four such iterates
are shown in Figure 6.1. The problem now involves working out how the area inside
Figure 6.1: Successive iterates of the initial region A0 = {(θ, x) : 0 ≤ θ < 1, −∞ < x <
∞} with σ = 1.2. The red lines represent the approximate iterates of the first pair of
symmetric wedges whose slopes are given by (6.1.5).
the -strip evolves. It is clear that the initial area of the strip is 2. If we can show
asymptotically that the area deleted from this strip is bounded above by some multiple
of 2, then we will have shown that the area-remaining is non-negligible and thus the
box-counting dimension would be 2. This is the methodology given in [13], but the
interpretation of the idea in that paper is independent of the bifurcation parameter
and gives no intuition about what actually causes the dimension to jump from 1 to 2 at
σc = 1. Here we implement the same methodology, but we analyse it in a completely
different manner.
We depict the -strip in blue in Figure 6.1. Note the existence of four “wedges” in the
strip of the first iterate of the initial area A0, A1. These wedges are created because
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of the zeros of cos(2piθ) at θ = 1/4 and 3/4. The tips of the wedges appear at the
image of these points under (6.1.2), namely 3/4 + ω (mod 1) = 0.368 and 1/4 + ω
(mod 1) = 0.868 to 3 d.p. Due to the symmetry about 1/2 of cos(2piθ), it follows that
the attractor is periodic with period 1/2.
As the area is iterated forward, the tips of the wedges are mapped ergodically along the
θ axis. For each iteration four new wedges (two symmetric pairs) are spawned at the
locations of the original wedges (corresponding to values of θ0 such that θn = ±1/4). In
[13] it is stated that the number of wedges double upon each iteration, which is clearly
not true as can be deduced from Figure 6.1. It is assumed that locally the slopes of
the wedges are linear. Letting the (positive) slope of the four initial wedges be λ0, it is
straightforward to verify that the area of one of the wedges (or triangle locally) is 2/λ0.
The set of points mapping to the tips of the wedges is S = {(1/4, x) or (3/4, x)|x ∈ R},
and therefore the maximum possible derivative of equation (6.1.1) with respect to θ has
magnitude 4piσ, so λ0 = 4piσ.
In order to understand how the wedges evolve we use elementary straight line geometry.
Let us assume that the tip of a wedge is located at (α, 0) (without loss of generality we
assume that the wedge is positive in x). Taking  sufficiently small, locally the right
hand edge of the wedge is given by the line x = λ0(θ − α). The height of the wedge
is  and so using elementary line geometry we can calculate the two other points on
the wedge (or triangle) as shown in Figure 6.2, where we give a schematic diagram of
a wedge. Applying equations (6.1.1)–(6.1.2) to the three points on this triangle yields
J
J
J
J
J
J
J
J
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(α, 0)
(α + 
λ0
, )(α− 
λ0
, )
Figure 6.2: A schematic diagram of a wedge for  sufficiently small.
three new points which will define the next iterate of the wedge. We now calculate the
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slope λ1 of the new wedge which gives
λ1 =
2σ tanh()| cos(2pi(α + 
λ0
))|λ0

. (6.1.4)
We have two equivalent choices for α, either 1/4 + ω or 3/4 + ω (which due to the
symmetry about θ = 1/2 of cos(2piθ) give rise to the same slope), so let us pick α =
1/4 + ω. Taking the limit → 0, we have tanh()/→ 1 and by induction we find the
equation of the positive slope λn of the n
th iterate of the initial wedge to be
λn = λ0
n∏
i=1
2σ| cos(2pi(a+ iω))|, (6.1.5)
where a = 1/4. This is a different equation to that derived by Ding et al. in [13].
In Figure 6.1 the red lines represent the linear approximations to successive iterates
of the first pair of symmetric wedges. These show excellent agreement and become
more accurate as we iterate further, indicative of the fact that the wedges asymptote
to vertical lines. How the error behaves as n increases is something we will consider
momentarily. We need an understanding of the long term behaviour of λn in order
to understand how the area inside the -strip evolves, and the following lemma helps
provide this information.
Lemma 6.1. Sn = (
∏n
i=1 | cos(2pi(a+ iω))|)1/n → 1/2 as n→∞.
Proof. Taking the logarithm of the expression converts the geometric mean into the
arithmetic mean
µn =
1
n
n∑
i=1
ln(| cos(2pi(a+ iω))|). (6.1.6)
As n→∞, µn → µ and, using the ergodicity in θ (see Theorem 1.1), we can write
µ =
∫ 1
0
ln | cos(2piθ)| dθ = − ln(2). (6.1.7)
Taking the exponential gives eµ = 1/2, and the result follows.
The plot of Sn against n in Figure 6.3 shows the oscillatory nature of the convergence
to 0.5. Numerically we see that Sn > 0.5 for all n, however for other values of a this
is not always the case. The theme of this thesis is the application of renormalization
techniques to examine quasiperiodically forced systems. Perhaps not surprisingly, it
turns out that such techniques can be used to illuminate the nature of the convergence
of Sn to 0.5. Following previous chapters, we consider Sn(a) at the characteristic times
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Figure 6.3: Plot of n vs. Sn.
Fn, where Fn denotes the Fibonacci sequence Fn+2 = Fn+1 + Fn with F0 = 0, F1 = 1.
We obtain
SFn+2(a) =
(
Fn+2∏
i=1
| cos(2pi(a+ iω))|
)1/Fn+2
(6.1.8)
=
Fn+1∏
i=1
| cos(2pi(a+ iω))|
Fn+2∏
i=Fn+1+1
| cos(2pi(a+ iω))|
1/Fn+2 (6.1.9)
= SFn+1(a)
Fn+1/Fn+2SFn(a− (−ω)n+1)Fn/Fn+2 , (6.1.10)
using (once more) the identity Fn+1ω = −(−ω)n+1 (mod 1). Let us define the rescaled
functions
Qn(x) = SFn((−ω)nx+ a0), (6.1.11)
and then (6.1.10) gives
Qn+2(x) = Qn+1(−ωx)Fn+1/Fn+2Qn(ω2x+ ω)Fn/Fn+2 , (6.1.12)
with initial conditions Q0(x) = 1, Q1(x) = | cos(2pi(−ωx+ a0 + ω))|. If we instead use
the functions Qˆn = Q
Fn
n , then equation (6.1.12) reduces to the functional recurrence
we have seen in previous chapters. Numerically it is beneficial to use the functional
recurrence as it stands, because Qˆn will decay like (0.5)
Fn , which means that upon
iteration we would be dealing with negligible numbers which will reduce accuracy, and
fail when the computer identifies them as zero. Recurrence (6.1.12) effectively “factors
out” the decay in the functions.
We are interested in the case a0 = 1/4 (setting a0 as the origin), and upon iteration
(6.1.12) converges to the scaled period-three orbit shown in Figure 6.4. The value at
zero of these functions is always > 0.5, whereas a small perturbation (recall that we are
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Figure 6.4: Successive iterates starting with Q6 showing clear repetition of the decaying
oscillations about 0.5.
analysing the function in an exponentially decaying interval about a0) causes the value
of the function to drop below 0.5, and so a0 = 0.25 seems to be a local maximum of
Sn(a).
The value of Q32(0) is 0.500000120963, and corresponds to the value of Sn (with a =
0.25) at n = F32 = 2, 178, 309. The numerics without renormalization break down at
n ' 1200, as Snn becomes too small for the computer to retain accuracy. Note that
SFn are likely to be among the smallest values of this sequence because 1/4 + Fnω =
1/4− (−ω)n → 1/4 as n→∞, and thus cos(2pi(1/4 + Fnω))→ 0.
Apart from providing evidence that Sn > 0.5, this furthermore allows us to estimate
the rate of convergence of Sn to 0.5. To achieve this define Q˜n = Qn − 0.5, so that Q˜
measures the distance between Qn and 0.5. We examine the sequence Q˜n(0)/Q˜n+3(0),
and we numerically see convergence of this sequence to a constant value of ν = ω−3.
The deviation from 0.5 thus decays with exponent γ = ln(ω−3)/3 ln(ω) = −1. We
conclude that the rate of deviation decays proportional to n−1. To numerically verify
this we plot the theoretical decay rate versus the actual decay (on a logarithmic scale)
in Figure 6.5, which shows convincing agreement.
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Figure 6.5: Plot of ˜(n), the deviation of the sequence Sn from its limiting value of 0.5,
and the decay rate n−1 suggested by the renormalization analysis (dashed line).
Lemma 6.1 tells us that
λn = λ02
nσn(0.5 + ˜(n))n (6.1.13)
= λ0σ
n
1 + 2n( n∑
k=1
(
n
k
)
0.5n−k ˜(n)k
)
︸ ︷︷ ︸
 . (6.1.14)
If n is large this causes substantial growth of the “error” term as ˜(n) ∼ n−1 and
2n/n→∞. The error term given in the under-brace of (6.1.14) is proportional to the
function
ξ(n) = 2n((0.5 + βn−1)n − 0.5n), (6.1.15)
where β is a constant. Note that in fact ˜(n) = βn−1 + ˆ(n), where ˆ(n) represents
the smaller magnitude oscillations about the decay rate. We neglect this latter term,
however it is important in the study of the critical case which we will see in Section 6.3.
Using Logarithmic differentiation on ξ we obtain
ξ′(n) =
((n+ 2β) ln
(
n+2β
n
)− 2β) (n+2β
n
)n
n+ 2β
. (6.1.16)
We wish to show this is positive for all n, in which case the function ξ is monotonic
increasing. Let t(n) denote the sequence t(n) = (n + 2β) ln
(
n+2β
n
)
, and note that it
is monotonic decreasing because its derivative t′(n) = ln
(
1 + 2β
n
) − 2β
n
< 0. Hence if
(n + 2β) ln
(
n+2β
n
)
has a limit it will tend to it from above. Taking the exponential of
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Figure 6.6: Plot of n vs pn and the limiting curve σ
n (dashed).
this expression we can calculate instead the limit
lim
n→∞
(
1 +
2β
n
)n+2β
= e2β, (6.1.17)
which follows from the definition of the exponential function. Therefore (n+2β) ln
(
n+2β
n
)→
2β from above and so ξ′(n) is positive for all n ≥ 0. We conclude the ξ(n) is a monotonic
increasing function of n for n ≥ 0. As a matter of fact ξ(n) tends to the constant
lim
n→∞
2n((0.5 + βn−1)n − 0.5n) = lim
n→∞
(
1 +
2β
n
)n
− 1 (6.1.18)
= e2β − 1. (6.1.19)
These considerations suggest that as n→∞ we have
λn ∼ σn. (6.1.20)
To provide further numerical evidence, in Figure 6.6 plots of the partial products
pn =
n∏
i=1
2σ| cos(a+ iω)| (6.1.21)
(in blue) against the graph of σn (dashed line) for σ = 0.99 and σ = 1.01 are presented.
Earlier we provided evidence that Sn > 0.5 for all n (we observed that Sn > 0.5 for
n up to 1200 and that SFm > 0.5 up to m = 32), and so σ
n should be a lower bound
for pn. The behaviour indicated by (6.1.20) is to be expected, because for σ < 1 the
attractor is just L = {(θ, x) : x = 0} and so the gradients should decay to zero. For
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σ > 1 the attractor is bounded by two symmetric semi-continuous curves [34] and has a
dense set of points which lie on L, at which the gradient of the attractor with respect to
θ is unbounded. Thus we expect the wedge to turn into a vertical line asymptotically,
and as a result the magnitude of the slopes will grow arbitrarily large.
To calculate the box-counting dimension of the attractor, we will give an upper bound
of the area deleted from the -strip asymptotically and show that the remaining area
is non-negligible. In what follows we ignore the fact that wedges may overlap (which
reduces the area deleted), giving us an upper bound of the area deleted. Furthermore,
we will monitor the evolution of only one wedge, as the area deleted can be simply
multiplied through by four at the end (although this is not necessary to the analysis).
With these assumptions, initially we have one wedge (without loss of generality we
assume the wedge is positive in x) with area A0 = 
2/λ0. After one iterate, we have two
wedges: one is a copy of the original (corresponding to θ0 = (1/4 or 3/4)− ω) whereas
the other is the image of the original with slope λ1. Therefore the total area deleted
from the -strip is then A1 = A0 + 
2/λ1. Another iterate gives three wedges, the first
two being the same as the two in the previous iterate, and the third being the second
iterate of the original, with slope λ2. The total area deleted is now A2 = A1 + 
2/λ2.
Continuing in this manner we have An = An−1 + 2/λn, and therefore
An = 
2
n∑
i=0
λ−1i =
2
λ0
(
1 +
n∑
i=1
1
pi
)
, (6.1.22)
is an upper bound of the area deleted from the -strip after n iterations. We know that
σi is a lower bound for pi, leading us to the conclusion that
An <
2
λ0
(
1 +
n∑
i=1
(
1
σ
)i)
. (6.1.23)
This tells us nothing if the right hand side diverges. However, the sum on the right
is a geometric series which converges if, and only if, σ > 1. This means we can write
An ' C2 < 2 for  sufficiently small. Therefore the amount of area remaining in the
-strip is non-negligible for σ > 1, and so the box-counting dimension is 2.
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6.1.1 Generalisation to a class of pinched skew-products
The method described above for the GOPY model may be generalised to a whole class of
pinched skew product systems, a formal definition of which is given in Definition 1.4. Let
us now restrict ourselves further to maps of the form P : X → X where X = (R/Z)×R
and
P (θ, x) = (θ + ω, b(θ, µ)f(x, µ)), (6.1.24)
recalling that ω ∈ R\Q, and µ is a bifurcation parameter. Furthermore, we make the
following assumptions on the functions appearing in the second component of (6.1.24).
1. The functions b and f are piecewise smooth functions.
2. f and db/dθ are both bounded.
3. Furthermore f satisfies f(0, µ) = 0 and the limit
lim
→0
f(, µ)

(6.1.25)
exists for all µ.
This first assumption ensures that the function in the second component of P can
be well approximated locally by a linear function, meaning that the wedges can be
modelled as triangles for  sufficiently small.
The set L = {(θ, x) : x = 0} is once more invariant. If the transverse Lyapunov
exponent on L is positive, then L is unstable and a dense set of points on the attractor
lie on L. This causes the pinching effect and creates the wedges in the -strip, which
we need to approximate in order to calculate the box-counting dimension.
We denote the m roots of b(θ, µ) by θ˜i, i = 1, . . . ,m. The first iterate A1 of the initial
area A0 = {(θ, x) : 0 ≤ θ < 1, −∞ < x < ∞} will thus have wedges whose tips are
located at the points θ˜i + ω on L. Each wedge will have a slope λ0,i which can be
calculated (although it is not necessary to do so) using the formula
λ0,i = max−∞<x<∞
{∣∣∣∣∂F∂θ (θ˜i, x, µ)
∣∣∣∣} , (6.1.26)
where F (θ, x, µ) = b(θ, µ)f(x, µ). Note that if b(θ, µ) is periodic, then some of these
wedges will be duplicated, as is the case in the GOPY model (6.1.1)–(6.1.2) where
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b(θ, µ) = cos(2piθ) has period 1/2. Using the methods of the previous section we can
write
λn,i = λ0,i|lnµ|
n∏
i=1
|b(θ0,i + iω)|, (6.1.27)
where
lµ = lim
→0
f(, µ)

, (6.1.28)
which we have assumed exists. Using the Birkhoff ergodic theorem (Theorem 1.1) and
re-using the arguments of Lemma 6.1 we see that Sn = (
∏n
i=1 |b(θ + iω)|)1/n → eχ
where
χ =
∫ 1
0
ln |b(θ, µ)| dθ. (6.1.29)
It follows that λn,i ∼ |lµeχ|n. Therefore an upper bound of the area deleted asymptoti-
cally by a single wedge is
An = D
2
(
1 +
n∑
i=1
(
1
|lµeχ|
)i)
, (6.1.30)
for some constant D. This converges if, and only if,
|lµeχ| > 1. (6.1.31)
If this condition is met, then the total area deleted from the -strip from all the wedges
asymptotically is bounded above by C2 for some constant C. Thus the area remaining
is non-negligible and the box-counting dimension is 2.
Equation (6.1.31) can be used to work out when the box-counting dimension becomes
2, which will typically be when the SNA becomes non-critical. For example, for the
GOPY model (6.1.1)–(6.1.2) we let b(θ, µ) = cos(2piθ) and f(x, µ) = 2µ tanh(x). This
gives us lµ = 2µ and e
χ = 0.5, and so |lµeχ| > 1 implies µ > 1. Likewise, in system
(1.7.15)–(1.7.16) we can verify that the dimension is 2 for κ > 2 using this method.
Finally, in the previous Chapter we studied the Glendinning model (5.0.1)–(5.0.2), and
this method tells us that the dimension of the resulting attractors is 2 for σ > 1, as we
would expect. Note that when φ > 1 in system (5.0.1)–(5.0.2), b(θ, σ) has no zeros and
thus violates the assumptions made earlier.
Remark. The work here is focused on results for the golden mean frequency ω =
(
√
5 − 1)/2, however these results apply for arbitrary irrationals. From the Birkhoff
ergodic theorem, it follows that Sn → eχ for general irrational ω in the study of the
generalised skew products introduced in this subsection. It should therefore follow that
the results from this section, and indeed chapter, can be applied to general irrational
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frequencies.
6.2 Piecewise linear SNAs
Previously we have assumed that the component functions in the models under study
are roughly linear within a small neighbourhood of any point. In Definition 1.4 we
allowed the possibility of the component functions in the system being piecewise linear.
Assuming now that the component functions are indeed piecewise linear, we call pinched
skew-products of this type piecewise linear SNAs. An example is the system
xn+1 = 2f(xn)g(θn), (6.2.1)
θn+1 = θn + ω (mod 1), (6.2.2)
where
f(x) =
αx, |x| ≤ 1/α;sign(x), |x| > 1/α, (6.2.3)
and g(θ) = cos(2piθ). It can be shown that the transition to SNA happens at α = 1.
Essentially the function f is a “linear version” of tanh, and as such this system is
similar to the GOPY model in nature. The benefit of the change to f is that the
wedges within the -strip of the θ axis will be more linear, and so the approximation of
the upper bound of the area deleted from the strip will be more accurate.
It is interesting to note that for any initial value x0 such that |xi| > 1/α for some
i = 0, 1, 2, . . . we have that f ′(xi) = 0. This has the consequence that the Lyapunov
exponent λ = −∞ giving a “superstable” attractor. For α > 1 this always is the case:
if we assume that |x0| ≤ 1/α then we have |xi| ∼ |αix0| from Lemma 6.1 and the
arguments in Section 6.1, so eventually |xm| > 1/α for some m, making the derivative
vanish. We will call such an attractor a super strange non-chaotic attractor (SSNA).
From the results of the previous section we can conclude that the dimension of the
SSNA is 2 for α > 1.
To further linearise the system, we can make all of the components piecewise linear.
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We take as an example the system studied by Negi & Ramaswamy in [51] given by
xn+1 = αf(xn)g(θn), (6.2.4)
θn+1 = θn + ω (mod 1), (6.2.5)
with g(θ) = θ − 1/2 and f(x) as above. In [51], it is numerically observed that the
transition to SNA occurs at α ' 2.33. This value may in fact be readily determined in
straightforward fashion through the calculation of the transverse Lyapunov exponent,
λt, of x = 0 (which we have previously calculated in Chapter 5 for the Glendinning
model). Letting F (x, θ) = αf(x)g(θ) and using Birkhoff’s ergodic Theorem (Theo-
rem 1.1) we can calculate this exponent as follows:
λt =
∫ 1
0
ln
∣∣∣∣∂F∂x
∣∣∣∣
x=0
(6.2.6)
=
∫ 1
0
ln |αf ′(x)g(θ)|x=0 dθ (6.2.7)
=
∫ 1
0
ln |α2(θ − 1/2)| dθ (6.2.8)
=
1
α2
∫ α2/2
−α2/2
ln |y|dy (6.2.9)
= ln(α2/2)− 1. (6.2.10)
The critical point at which x = 0 loses stability is when λt = 0, which tells us that
αc =
√
2e = 2.331643 . . . A plot of the piecewise SNA at α = 2.5 is given in Figure 6.7.
Figure 6.8 gives a plot of four successive iterates of the initial area A0 = {(θ, x) : 0 ≤
θ < 1, −∞ < x < ∞} under (6.2.4)–(6.2.5). The wedges are clearly visible in the
-strip in similar fashion to Figure 6.1, although the edges look significantly more linear
in this case. Using a similar argument to that in Lemma 6.1 it can be shown that
rn =
(
n∏
i=1
|g((i+ 1)ω)|
)1/n
→ e
−1
2
, n→∞. (6.2.11)
Recalling the results of the previous section, we can let b(θ, α) = θ− 1/2 and f˜(x, α) =
αf(x, α). Then eχ = e−1/2, lα = α2 and so |lαeχ| > 1 implies α >
√
2e. Hence the
box-counting dimension is D0 = 2 for µ >
√
2e, which is the critical point of transition
to SNA. In fact this is a transition to SSNA, as if α > αc, then for any |x0| ≤ 1/α
we have xi ∼ (α2e−1/2)ix0. Thus eventually |xm| > 1/α for some m, which makes
∂F
∂x
(θm, xm) = 0, and thus the Lyapunov exponent for the attractor is −∞.
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Figure 6.7: Strange non-chaotic attractor occurring for α = 2.5 in system (6.2.4)–
(6.2.5).
Figure 6.8: Successive iterates of the initial area A0 under (6.2.4)–(6.2.5).
.
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Figure 6.9: Strange non-chaotic attractor occurring at σc = 1.0 in system (6.1.1)–
(6.1.2).
6.3 Critical SNAs
A further advantage of the method described above in calculating the box-counting
dimension is that it also gives an insight as to how the dimension behaves at the
critical point of transition. Recall that we call an SNA occurring at a critical point
a critical SNA, and a plot of a critical SNA at σc = 1 is presented in Figure 6.9 for
the GOPY model (6.1.1)–(6.1.2). Equation (6.1.20) suggests that at the critical point
the slopes do not grow exponentially. We know that the deviation of the products Sn
from 0.5 decay proportional to n−1, and the actual decay fluctuates on either side of
the theoretical decay. These deviations from the theoretic decay rate are multiplied by
a factor of 2n upon iteration, and are thus magnified. Hence at the critical point we
should expect linearly growing oscillations on a logarithmic scale. Figure 6.10 gives a
plot of λn against n and supports these conjectures. Some recent related work on the
growth of the Sudler product, a product of sines that is of a similar form to pn with
σ = 1 (see equation (6.1.21)), has been produced by Verschueren and Mestel [61].
The magnitude of the oscillations grows, but as the theoretical decay is constant there
will (asymptotically) always be wedges with non-negligible slopes, and hence non-
negligible area. As θ evolves ergodically, this means that the area of the attractor within
the -strip upon iteration should tend to zero. This indicates that the box-counting di-
mension at the critical point may not be 2. However, recalling from Chapter 5 (and
[38]) the multi-fractal nature of these critical attractors, the dimension need not be 1
either. A reasonable deduction would thus be that the dimension lies between 1 and 2,
and so generally the dimension doesn’t simply just “jump” from 1 to 2 at the point of
166
Luke Adamson Renormalization in quasiperiodically forced systems 6.3
100 101 102 103 104
100
101
102
103
104
Figure 6.10: Plot of λn vs. n for σc = 1 showing the existence of finite slope sizes for
arbitrarily large n.
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Figure 6.11: Plot of log2(1/h) vs. log2(N(h)) and the line of best fit with slope ' 1.5.
In order to provide numerical evidence, we numerically calculated the box-counting
dimension using boxes of size h = 1/23, . . . , 1/28 and 2 × 106 iterations of the system
in each case. The resulting plot and line of best fit is shown in Figure 6.11. Note that
this calculation is generally not feasible for non-critical SNAs, as the pinched nature of
the attractor can lead to underestimation of the number of boxes required to cover it.
This last point is expanded upon in [21]. The plotted points convincingly trace out a
line of slope ' 1.5, which is our estimate of D0. Due to the similarity between the two
systems, it is perhaps not surprising that we find a similar value for D0 at the critical
point for the critical piecewise SNA from system (6.2.1)–(6.2.2).
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For the pitchfork critical point in the modified Glendinning model studied in Sub-
section 5.2.1, we estimate that D0 ' 1.16. Note that the Glendinning model also
provides examples of critical SNAs with dimension D0 = 2, such as those occurring
for any parameter choice on bifurcation curve C with σ > 1 in Figure 5.1. Finally,
for the piecewise critical SNA of system (6.2.4)–(6.2.5), we have calculated that the
box-counting dimension at αc =
√
2e is D0 ' 1.4.
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Chapter 7
Conclusion
7.1 Summary of the thesis
The prevailing theme in this thesis has been the application of renormalization tech-
niques in the analysis of key characteristics in a selection of quasiperiodically forced
systems. The most frequent characteristic we have studied through these means is the
autocorrelation function (ACF), which is used when a formal solution offers little in-
sight into the nature of the dynamics (which was the case for two skew-product systems
in Chapters 2 and 4) or if we aim to gain a more simplistic understanding of a system
(as in Section 5.3, when we considered just the sign of the main component of the
Glendinning model).
We have analysed correlations in symmetric barrier billiards, a quantum two-level
system and (briefly) in the study of strange non-chaotic attractors (SNAs). These
quasiperiodically forced systems are seemingly unrelated, and yet we have shown that
under certain circumstances their ACFs are linked. First and foremost, the renormal-
ization analysis leads to the same renormalization operator which governs the behaviour
of the ACF for quadratic irrational forcing frequencies, and indeed general irrational
frequencies (see Appendix A for the derivation of the renormalization equations in the
general case). The additive operator given by equation (4.1.7) that governs the corre-
lations in the two-level quantum system is equivalent to the multiplicative version by
a simple (albeit irreversible) exponential transformation. Therefore, as perhaps may
be expected, the ACF for the two-level system is shown to be equivalent to its billiard
counterpart for certain choices of modulation function (see Chapter 4). Furthermore,
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in Section 5.3 the ACF for SNAs arising in the Glendinning model is also shown to be
equivalent to that in the study of symmetric barrier billiards.
The same renormalization operator has also been shown to occur in the study of the
structure of SNAs, where the analysis can be used (as in Chapter 5) to demonstrate
their multi-fractal nature in addition to scaling properties at and near the critical point
of transition. The same operator further appears in the renormalization of the Harper
equation (see Section 1.5), which is equivalent to a one-dimensional quasiperiodically
forced map, and has also been shown to give rise to SNAs [8]. The operator is used
in Chapter 6 to analyse the nature of convergence of successive partial products of a
function with an ergodic argument to a constant value, which helps provide evidence
that the box-counting dimension of an SNA of pinched skew-product type is equal to
2. Finally, we note that the operator is more naturally represented as a map on pairs
of functions, and we used it in this form in Chapter 3.
We conclude that this operator is “universal” in the study of quasiperiodically forced
systems and has a wealth of applications in explaining the different phenomena ob-
served for many examples of systems in this class. In short, certain characteristics of
the quasiperiodically forced systems studied here lie in the same “universality class”,
meaning that they share the same qualitative behaviours due to the fact that they obey
the same renormalization operator.
One of the major results of this thesis is that the action of this renormalization operator,
which governs correlations in symmetric barrier billiards (and in the other previously
mentioned systems) at characteristic times, can be modelled using a subshift of finite
type as shown in Chapter 3. The construction of the mapping in Section 3.3, which
establishes this fact, allows us to define a renormalization strange set (RSS) on the
space of pairs of piecewise constant functions. It is shown that asymptotically orbits of
the renormalization opertor converge to an orbit in this RSS. This work is still ongoing.
The next step is to prove that the construction is an embedding onto its image. It
also remains to show that the renormalization operator restricted to the RSS is chaotic
in some sense. The integrals (or averages) of functions in this set give the full set of
correlations (at the characteristic Fibonacci times) of the sign of the observable in the
billiard system.
In the early sections of Chapter 2, we thoroughly examined periodic behaviour of the
renormalization operator for quadratic irrational trajectories of the form
ω = (
√
m2 + 4 − m)/2, and then provided a complete analysis of the periodic orbit
corresponding to the half-barrier in Section 2.6. It is shown that the peaks of the ACF
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for the half-barrier are of magnitude 1− 1/√m2 + 4, and occur at characteristic times
which depend on the parity of m. When the correlations are aperiodic, we can embed
them in three-dimensional space giving rise to invariant sets (one for each value of m)
which the correlations explore densely and chaotically. For the billiard system, these
sets are shown for m = 1, . . . , 4 in Figure 2.16.
Following this, we extended previous work by Mestel & Osbaldestin in [45] on cor-
relations in a quasiperiodically forced two-level quantum system to a general class of
modulation function with only two discontinuities. The key to this analysis is the
elimination of unbounded orbits of the additive renormalization operator by using the
periodicity of the cosine function, meaning that consideration of the orbits modulo some
integer is sufficient in the case when the level of modulation is some rational multiple of
pi. Once the locations of the discontinuities are known, it is shown that there are only
a finite number of alterations which can be made to the modulation function leading to
qualitatively different behaviour of the ACF. The correlations at characteristic times
are once more naturally represented by embedding in three-dimensional space, reveal-
ing the presence of invariant sets which they chaotically explore. We provide examples
which link in with the work on barrier billiards, showing that for certain choices of
modulation function the ACFs of these two systems are equivalent.
Combining the work of Kuznetsov et al. in [38] and Glendinning in [25], we were able
to provide a renormalization analysis to describe the self-similar nature of SNAs arising
from the non-smooth pitchfork bifurcation, in a generalised version of the GOPY model.
In addition, we corrected and expanded upon some points from [38] with regard to
initial conditions of the renormalization operator, and necessary conditions for periodic
behaviour and thus self-similarity of the attractor. The renormalization equations were
derived in two different forms: the first is based on the approach in [38], where the
system is separated into two characteristic components, whereas the second method is
based on a general renormalization approach given by Kuznetsov in [37]. When linked
in the case of periodic behaviour, these two approaches enable us to easily estimate
the scaling factors and explicitly construct the periodic orbit of the renormalization
operator in similar fashion as shown in [21], but without the need to solve complicated
eigenvalue problems. An analysis of the scaling of the attractor at the pitchfork critical
point, which separates three regimes of dynamical behaviour, was also provided.
Finally, we corrected and expanded upon a method of Ding et al. in [13] to calculate the
box-counting dimension for SNAs of pinched skew-product type. The method involved
examining how the area of the attractor within an -strip decayed upon iteration. For
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non-critical “pinched” SNAs, we provided evidence that an upper bound on the area
deleted is approximately some multiple of 2, so that the remaining area is non-negligible
for  sufficiently small and thus the attracting set has dimension 2. The argument is
more accurate in the study of piecewise linear SNAs, and we additionally showed that
the attractor in these cases is super-stable. A benefit of our revised analysis is that it
may be applied to a whole class of pinched skew-product system which give rise to SNA
through the non-smooth pitchfork bifurcation. The main advantage of our method is
that it may be applied to critical SNAs, for which evidence is provided that the box-
counting dimension is not necessarily equal to 2, but instead can lie between 1 and 2.
As far as the author is aware this is the first consideration of the dimensions of critical
SNAs of this type.
7.2 Future research
To finish this thesis, we describe the different avenues through which the research
presented can be expanded upon. It should be a formality to generalise the results from
Chapters 4 and 5 to quadratic irrational trajectories. Indeed, in the latter chapters of
this thesis we have restricted attention to the golden mean case simply for conciseness.
The construction of the map used to model the action of the renormalization operator
on the space of piecewise constant functions, based on the shift map acting on a space of
bi-infinite sequences of symbols described in Chapter 3 for the golden mean trajectory,
is different (but related) to the approach in previous work on the same renormalization
operator in the study of the generalised Harper equation by Mestel & Osbaldestin in
[47] (which was then extended to quadratic irrationals in [46] and [33]). We have revised
this previous approach (which is briefly summarised in Section 1.5) in the golden mean
case, so that it is based instead solely on paths in a directed transition graph (shown in
Figure 3.2). However, how this transition diagram generalises to quadratic irrationals
remains to be seen. The benefits of the new approach are that the partnering operation
is defined on the whole of the code space and the sign pairs are fully integrated into the
model, which (after some more work, as previously described) should give a conjugacy
rather than a semi-conjugacy.
The generalisation to general irrational trajectories is a more complex problem, al-
though the approach required is presented in Appendix A.2 for symmetric barrier bil-
liards. In Appendix A.3 we also provide some original numerical results regarding the
nature of the invariant sets on which the correlations lie at characteristic times for
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general irrational trajectories, and make some conjectures based on these observations.
Whether or not the construction of the mapping in Chapter 3 for the golden mean tra-
jectory can be extended to general irrational trajectories is unknown. A first step in this
direction would be to consider trajectories with periodic continued fraction expansions.
The more general renormalization operator given by equation (1.3.16) applies to all
one-dimensional quasiperiodically forced systems driven at the golden mean frequency
(in certain situations this gives rise to the functional recurrence (1.4.13)), and has not
been widely studied.
Work presented in this thesis for barrier billiards has assumed that the barrier is placed
centrally in the rectangular chamber. Therefore an interesting question is how the ACF
behaves if the barrier is placed non-centrally i.e. for asymmetric barrier billiards? This
modified system was first studied by Wiersig in [63], where the equations of motion were
derived, and a brief foray into this area is presented in Appendix B. The skew-product
nature of the system is destroyed, and numerical results suggest that the ACF is no
longer self-similar, which could make renormalization redundant. However, perhaps
more light can be shed on this topic in the future. Additionally, the consequences of a
non-rectangular chamber could be explored.
For the quantum two-level system studied in Chapter 4, further generalisations to
the number of discontinuities in the modulation function could be made. Indeed, we
provided some purely numerical results for the case for four discontinuities in [4], which
showed that the correlations still explored invariant sets embedded in three-dimensional
space. Any number of discontinuities may be studied, and their sizes must all sum to
zero because otherwise an additional discontinuity at zero is created. The approach
given in Chapter 4 is thus applicable to any modulation function.
In Chapter 5 we described how periodic behaviour of a renormalization operator leads to
self-similarity of SNAs occurring in the modified Glendinning model. We gave necessary
conditions on the bifurcation parameters for periodic (self-similar) behaviour to occur,
which leads to the question of what happens if we pick the parameters so that the
operator behaves aperiodically? An educated guess would suggest that an approach
similar to Chapter 3 in attempting to construct a conjugacy with a subshift of finite type
may be possible, but with the operator now acting on a space of continuous functions,
perhaps more in the spirit of the work seen in the study of the Harper equation [47]. A
potential issue however is that in this situation the zeros of the initial conditions of the
renormalization operator are not partners, unless the initial phase is taken to be zero.
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It remains to be seen if any of the results on the box-counting dimension in Chapter 6
can be analytically proven. We have provided strong evidence that the box-counting
dimension of a non-critical SNA is 2 and that the box-counting dimension of a critical
SNA lies between 1 and 2. But our method involves an approximation of the upper
bound of the area deleted from the attractor in an -strip, asymptotically. Although
convincing, these results are not yet rigorous. The work in this chapter focused on
examples involving the golden mean forcing frequency, however the key arguments
were valid independently of ω, so the results should be applicable to systems driven
at general irrational frequencies. Due to the fact that the dimensions of critical SNAs
have not been previously studied, a more thorough investigation into their properties
could be an appealing research topic.
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Appendix A
Renormalization in
quasiperiodically forced systems for
general irrational frequencies
In this appendix we provide preliminary work on the extension of the renormalization
techniques in this thesis to more general irrational frequencies, deriving the renormal-
ization equations and giving some numerical results for the study of the autocorrelation
function in symmetric barrier billiards. Firstly, we briefly introduce the topic of contin-
ued fraction expansions (that we have made reference to throughout the thesis) which
is crucial to the work in this appendix. For further details on this topic, see [12].
A.1 Continued fraction expansion
To begin we let ω ∈ (0, 1) be irrational and examine its continued fraction expansion
ω = a0 +
1
a1 +
1
a2 +
1
a3 + . . .
(A.1.1)
= a0 +
∞
K
i=1
ai, (A.1.2)
= [a0; a1, a2, . . .], (A.1.3)
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Figure A.1: A plot of the Gauss map γ.
where (A.1.2) is Gauss notation. We set a0 = 0 and ω0 = ω and then for n ≥ 1 we have
an =
[
1
ωn−1
]
(A.1.4)
ωn = γ(ωn−1), (A.1.5)
where [x] denotes the integer part of x and γ(x) is the Gauss map, which returns the
fractional part of x, and is formally given by
γ(x) =
1
x
−
[
1
x
]
=
{
1
x
}
. (A.1.6)
The Gauss map is increasingly discontinuous as we approach 0, and a plot of it is
presented in Figure A.1. Due to the chaotic nature of the map, we will require the
value of ω to increasingly high precision (dependent clearly on n) to calculate ωn, and
thus the continued fraction entries an. The rational convergents pn/qn to ω are given
by
pn = anpn−1 + pn−2 (A.1.7)
qn = anqn−1 + qn−2, (A.1.8)
for n ≥ 0, where we set
p−2 = 0, p−1 = 1; q−2 = 1, q−1 = 0. (A.1.9)
It is a standard result that these convergents are the closest rational approximations to
ω with denominator not bigger than qn.
Definition A.1 (Diophantine). We say that an irrational number Ω satisfies a dio-
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phantine condition of order k > 0 if there exists  > 0 such that for all positive integers
p, q ≥ 1 we have
|Ω− p
q
| > 
qk
. (A.1.10)
Diophantine numbers are therefore numbers which are badly approximated by rationals,
and the worst approximable (or, equivalently, most irrational) is clearly
ω = (
√
5− 1)/2 = [0 : 1, 1, 1, . . .],
as the qn are minimal in this case. This trajectory has been the focus of most of this
thesis due to its simple nature, which make it ideal for implementing in a renormal-
ization analysis. Additionally, it is noted by Feudel et al. in [21] that this frequency
provides better visibility of fine structures in the state and parameter space, for exam-
ple in SNAs and bifurcation diagrams respectively, and these structures are normally
the main focus of interest.
A.2 Derivation of the renormalization equations
In this section we derive the renormalization equations appropriate for the study of the
ACF in barrier billiards when the forcing frequency is taken to be a general irrational
number. The approach is similar in spirit to that shown in Section 2.1 for a class
of quadratic irrational, but is of course more complicated as the continued fraction
expansion is no longer fixed. For n ≥ −1 we define
δn = pn − qnω. (A.2.1)
A straightforward inductive proof gives
ωn =
−δn
δn−1
. (A.2.2)
The renormalization approach for barrier billiards in Chapter 2 focused on quadratic
irrational frequencies, where ai = m for m ∈ N. In this case ω is a fixed point of the
Gauss map (ωn = ω) and δn = (−ω)n+1.
Recall that for symmetric barrier billiards we are interested in calculating the autocor-
relation function
C(t) =
∫ 1
0
St(θ) dθ, (A.2.3)
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where
St(θ) =
t−1∏
i=0
Φ(θ + iω), S0(θ) = 1, (A.2.4)
and Φ is the barrier function which takes the values ±1. In Chapter 4 St is additive,
but the same arguments can be applied. We can now write
Sqn(θ) =
qn−1∏
i=0
Φ(θ + iω) (A.2.5)
=
anqn−1−1∏
i=0
Φ(θ + iω)
qn−1∏
i=anqn−1
Φ(θ + iω) (A.2.6)
=
(
qn−1−1∏
i=0
Φ(θ + iω)× . . .×
qn−1−1∏
i=0
Φ(θ + (an − 1)qn−1ω + iω)
)
(A.2.7)
×
qn−2−1∏
i=0
Φ(θ + anqn−1ω + iω) (A.2.8)
=
(
an−1∏
i=0
Sqn−1(θ − iδn−1)
)
Sqn−2(θ − anδn−1), (A.2.9)
using the fact that qn−1ω = −δn−1 (mod 1). We now renormalise by defining the
rescaled functions
Qn(x) = Sqn−1(δn−1x), (A.2.10)
and using the recurrence derived for Sqn we can obtain
Qn(x) =
(
an−1−1∏
i=0
Sqn−2
(
δn−2
(
xδn−1
δn−2
− i
)))
Sqn−3
(
δn−3
(
xδn−1
δn−3
− δn−2an−1
δn−3
))
(A.2.11)
=
(
an−1−1∏
i=0
Qn−1(−ωn−1x− i)
)
Qn−2(ωn−2ωn−1x+ an−1ωn−2), (A.2.12)
with initial conditions
Q0(x) = 1, Q1(x) = Φ(−ωx). (A.2.13)
Hence the renormalization operator depends on n, and hence so to does the fundamental
interval which is given by
Jn = [−ωn − (an − 1), 1]. (A.2.14)
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We define the iterated function system (IFS)
φ1,i,n(x) = −ωnx− i, i = 0, . . . , an − 1, (A.2.15)
φ2,an+1,n(x) = ωnωn+1x+ an+1ωn. (A.2.16)
Let
Jn,i = [−ωn − i,−ωn − i+ 1], i = 0, . . . , an − 1. (A.2.17)
Using the fundamental relationship
ωn−1(ωn + an) = 1, (A.2.18)
we have φ1,i,n−1(Jn) = Jn−1,i and φ2,an−1,n−2(Jn) = [1 − ωn−2, 1]. Due to this last fact,
the images of Jn under these contractions will not cover Jn−1 unless ωn−2 = ωn−1.
So generally we cannot define an inverse to this IFS, F , which was so crucial to the
work in Chapter 2. We can overcome this problem by re-writing the second order
recurrence (A.2.12) as a two-level first order recurrence by defining Tn(x) = Qn(x),
Un(x) = Qn−1(−ωn−1x) and then, for n ≥ 2, we have

an
ωn
Un(x)
Tn(x)
 =

[1/ωn−1]
γ(ωn−1)
Tn−1(−ωn−1x)(
an−1−1∏
i=0
Tn−1(−ωn−1x− i)
)
Un−1(−ωn−1x− an−1)
 . (A.2.19)
For this choice of renormalization operator we have initial conditions U1(x) = 1, T1(x) =
Φ(−ωx), a1 = [1/ω] and ω1 = γ(ω). Note that the operator is four-dimensional. The
fundamental interval is now In = [−ωn − an, 1] and we divide it into the subintervals
In,0 = [−ωn, 1] and In,i = [−ωn− i,−ωn− i+ 1], i = 1, . . . , an. We now define the linear
contractions
θn,i(x) = −ωnx− i, i = 1, . . . , an. (A.2.20)
Hence θn−1,0(In) = [−ωn−1, 1] = In−1,0 and θn−1,i(In) = [−ωn−1 − i, 1− i] ⊇ In−1,i. We
can now define an inverse map Gn−1 : In−1 → In given by
Gn−1(x) = θ−1n−1,i(x) = −ω−1n−1x− iω−1n−1, x ∈ In−1,i. (A.2.21)
Then Gn−1(In−1,i) = In\In,an , i = 1, . . . , an−1 and Gn−1(In−1,0) = In. The fundamental
interval of Tn(x) = Qn(x) is once again given by (A.2.14) as Jn = In\In,an . Thus as
in Chapter 3, making the renormalization operator first order can simplify matters. It
remains to be seen if the techniques in that chapter can be applied to general frequencies
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Figure A.2: The barrier function Φ for the α-barrier, extended on R with period 1.
to construct a conjugacy with a subshift of finite type.
A.3 Numerical results
Due to the chaotic nature of the Gauss map, it is not feasible to select an ω ∈ (0, 1)
and calculate its continued fraction expansion, as it will not be long before accuracy is
lost to such a degree that all information about the original irrational is lost. Instead
we pick a continued fraction expansion which will give ω, and then iterate (A.2.12).
Recall that the modulation function of interest is the α-barrier given by
Φ(θ) =
+1, {θ} ∈ [0, α/2] ∪ [1− α/2, 1);−1, Otherwise, (A.3.1)
where {θ} denotes the fractional part of θ. An interesting question is how we calculate
the locations of the discontinuities of Q1(x) = Φ(−ωx) in the fundamental interval
J1 = [−ω1 − (a1 − 1), 1]. Recall that Φ is extended to a periodic function on R with
period 1 as shown in Figure A.2. We have
−ω−1(α/2) ∈ J1 =⇒ α/2 < 1− ω (A.3.2)
−ω−1(−α/2) ∈ J1 =⇒ α/2 < ω (A.3.3)
−ω−1(1− α/2) ∈ J1 =⇒ α/2 > ω (A.3.4)
−ω−1(α/2− 1) ∈ J1 =⇒ α/2 > 1− ω. (A.3.5)
This means we have two cases, which are ω < 1/2 and ω > 1/2. If ω < 1/2 then
ω < 1 − ω and so if α/2 < ω we have that −ω−1(α/2) and ω−1(α/2) ∈ J1. Otherwise
−ω−1(1 − α/2) and −ω−1(α/2) ∈ J1. Note that α/2 cannot be bigger than 1 − ω as
this would mean α > 1. If ω > 1/2 then 1 − ω < ω and if α/2 < 1 − ω we have
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Figure A.3: Renormalization strange set occurring for ω = [0; 1, 2, 1, 2, . . .].
once again that −ω−1(α/2) and ω−1(α/2) ∈ J1. If α/2 > 1 − ω then −ω−1(α/2 − 1),
ω−1(α/2) ∈ J1. Similar to before, the case of α/2 > ω leads to a contradiction.
We select an arbitrary α /∈ Q(ω) to ensure aperiodic behaviour of the recurrence, and
recall that the strange set which results is independent of α. As previously noted, past
studies have focused on frequencies with fixed continued fraction expansion. In this
subsection we look at more general periodic continued fraction expansions i.e. where
an = an+p for some p ∈ N in (A.1.2).
We begin with the most simple advancement on previous studies, which is period-
two repetition. In particular we take ω = [0; 1, 2, 1, 2, . . .] = 0.73205 . . ., and so
ω is an intermediate between the gold and silver means ωg = [0; 1, 1, 1, 1, . . .] and
ωs = [0; 2, 2, 2, 2, . . .] which have been previously studied. Numerical calculation of the
correlations result in the two and three-dimensional projections (of the renormalization
strange set) shown in Figures A.3a and A.3b. It appears, perhaps not surprisingly,
that the set is simply the union of the two sets occurring for the golden and silver
mean frequencies (see Figure 2.16). Numerically, we have observed that any continued
fraction expansion consisting of an infinite number of 1’s and 2’s gives rise to this same
set.
We can extend this hypothesis further, and consider the surface on which the corre-
lations lie in three-dimensional space, Sm, generated by ωm = [0; m, m, m, . . .]. Let
ω = [0; a1, a2, a3, . . .] be such that asn = m for any sequence (of infinite length) sn
of non-repeating positive integers, then the projection of the resulting renormalization
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strange set S will be such that Sm ⊆ S. Thinking in this manner, we can view the sets
generated in the study of the frequencies ωm as “basis sets” combining to make up the
sets occurring for general ω. If the sequence sn is finite or eventually periodic, then
S ⊃ Fm where Fm ⊂ Sm. Hence overall we conjecture that
S ⊆
⋃
m∈M
Sm, (A.3.6)
where M = {m ∈ N : ai = m for some i ∈ N}. As an example we show in Fig-
ure A.4 the projection of the renormalization strange set appearing when ai = 1, 2, 3, 4
are selected from a uniform distribution. Due to the random selection of ω, the
structures present in the set are less distinguishable than if we were to pick (say)
ω = [0; 1, 2, 3, 4, 1, . . .], but nevertheless the renormalization strange set generated
appears to be the same asymptotically.
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Figure A.4: Renormalization strange set occurring for a continued fraction expansion
with randomly selected entries between 1 and 4.
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Appendix B
Asymmetric barrier billiards
Throughout this thesis, in the study of barrier billiards we have assumed that the
barrier is symmetrically positioned i.e. placed in the middle of the configuration space.
It is also possible to derive equations for when the barrier is positioned elsewhere,
which leads to some interesting behaviour of the autocorrelation function. However, a
renormalization analysis is no longer feasible because (as we will see) the skew-product
structure of the resulting equations is destroyed.
This problem was studied by Wiersig due to its relation to the circular Andreev billiard
in [63]. To begin the analysis we consider a rectangular chamber of length L = L−+L+,
and as before we assume the height of the rectangle is normalised to unity. The situation
is shown in Figure B.1.
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Figure B.1: An asymmetric barrier billiard.
We further normalise by setting the length L = 2, as in the symmetric case. Thus we
have two rectangular billiard systems: one for positive x and one for negative x. Let us
denote the x variables for these systems by x+ and x− respectively. We can now write
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the system in angle variables
θx±(t) = θx±,0 + ωx±t (mod 1) (B.0.1)
θy(t) = θy,0 + ωyt (mod 1), (B.0.2)
where ωx± =
px
2L±
and ωy =
py
2
, where px, py are signed (constant) one-dimensional
velocities. The direction in which the particle moves is given by py/px and the rotation
number is given by the formula
ω± =
ωy
ωx±
=
py
px
L±. (B.0.3)
Hence the rotation number is dependent upon which chamber the particle lies in. To
convert to x–y coordinates we define
f(θ) =
2L∗θ, 0 ≤ θ ≤ 1/2;2L∗(1− θ), 1/2 ≤ θ ≤ 1, (B.0.4)
where for x+ we have L∗ = L+, for x− we have L∗ = L− and for y we have L∗ = 1.
As in the symmetric case, the barrier function B(y) takes the value +1 is the barrier is
present at y and −1 if the barrier is absent. In terms of the angle variables we define
Φ(θ) = B(f(θ)). Taking a stroboscopic section when x = 0 we find that successive
times at which the particle crosses the origin are given by n/ωx± (assuming θx,0 = 0),
depending on which side of the configuration space the particle is in. As before, we
consider the sign of x at time t, s(t), just prior to when the particle crosses the line
y = 0, and we let θn denote the value of θy at this time. Hence, letting sn = s
(
n−
ωx±
)
we obtain the coupled system
θn+1 = θn + ω(sn), (B.0.5)
sn+1 = Φ(θn)sn, (B.0.6)
where ω(1) = ω+ and ω(−1) = ω−. We now assume that py/px = (
√
5 − 1)/2 =
[0; 1, 1, . . .], the golden mean, and we present a numerical evaluation of the autocorre-
lation function for two different choices of L+ and L− for the half-barrier in Figure B.2.
We see that the self-similar structure of the ACF seen for symmetric barrier billiards is
no longer present (see section 2.6), thus renormalization of the system would appear to
be a fruitless exercise. However, we do see that the correlations do not decay to zero nor
return to 1, thus suggesting typical phase-space functions exhibit singular continuous
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Figure B.2: Numerical evaluation of the autocorrelation function, C(t), for an asym-
metric barrier billiard with golden mean trajectory for the half-barrier.
spectra. The magnitude of the peaks is not preserved from the symmetric case (where
peaks were of magnitude 1 − 1/√5) and seems to vary, which we can see particularly
in Figure B.2a, where there is a large peak which is not repeated at a later time. The
peaks are no longer located at every third Fibonacci number, and appear at seemingly
irregular times.
To conclude this section, we provide the analogous plots (showing the same behaviour)
when the silver mean frequency ω =
√
2− 1 = [0; 2, 2, . . .] is used in Figure B.3.
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Figure B.3: Numerical evaluation of the autocorrelation function, C(t), for an asym-
metric barrier billiard with silver mean trajectory for the half-barrier.
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Appendix C
Autocorrelation function and
Lyapunov exponent calculation for
symmetric barrier billiards
C.1 Another method of calculating autocorrelation
peaks for the half-barrier
Recall that in Section 2.6 we analytically calculated the locations and magnitudes
of the peaks in the autocorrelation function for the half-barrier by considering how
discontinuities from different discontinuity sets interlace. This method is rigorous but
painstakingly long for practical use. As such we provide another shorter, but less
rigorous and robust way of calculating the peaks. This may apply to other barriers
leading to self-similar behaviour, although the global discontinuity sets must still be
derived. It is based on averaging the lengths of intervals between successive members
of discontinuity location sets.
Recall from Proposition 2.6 that the distance between successive discontinuities from
the same discontinuity location set is m or (m + 1) + ω, where ω = (
√
m2 + 4−m)/2
defines the direction in which the particle moves in the configuration space (shown in
Figure 1.7). Which of these distances occurs depends on whether (see Proposition 2.6)
d(i+ 1)ωe − diωe = 0 or 1, (C.1.1)
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Figure C.1: The new Q0 obtained by averaging the separation between discontinuities.
respectively. Now iω ergodically explores the unit interval, which means that the prob-
ability of iω being in the interval [diωe−ω, diωe] (corresponding to (C.1.1) equalling 1)
is ω. From this we deduce that the probability of obtaining an (m+ 1) + ω distance is
ω, and the probability of an m+ω distance is 1−ω. This defines a discrete probability
distribution with expected value
(m+ ω)(1− ω) + (m+ 1 + ω)ω = m+ 2ω. (C.1.2)
Thus the average separation between discontinuities in the same discontinuity location
set is m+ 2ω.
For Qn satisfying certain conditions, this can enable us to calculate the ACF at times
Gn (recall (2.1.13)), which we can effectively view as a long term average of Qn. In our
study of the half-barrier, recall that we took Q0 to be the function with discontinuities
at 1/4 and 3/4 and value +1 at zero on the fundamental interval. Also recall that
globally this function has the property that discontinuities from different location sets
are always separated by ±1/2, which corresponds to the portions of the function which
take the value −1 (see Figure 2.5).
Let us replace Q0 now with the function which has discontinuities at 1/4 and 3/4
but where the separation between elements from the same discontinuity location set is
always m + 2ω. This results in a function which is periodic with period m + 2ω, and
is depicted in Figure C.1. Over one period the function is +1 on an interval of length
(m− 1/2) + 2ω and −1 on an interval of length 1/2. Thus the average of the function
over a period is
(m− 1/2) + 2ω − 1/2
m+ 2ω
= 1− 1/
√
m2 + 4. (C.1.3)
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As the function is periodic, this is equal to its average over an arbitrarily large interval,
and we have thus deduced the height of the peaks in the case of the half-barrier.
Similarly, this method can be used to deduce that the ACF is zero. For example, in
the case m ≡ 0 (mod 4), n ≡ 1 (mod 2), the separation between elements of different
discontinuity sets was either m/2 + ω/2 or (m + 2)/2 + ω/2, depending on whether
d(i − 1/4)ωe − d(i − 3/4)ωe = 0 or 1 respectively. Using a similar approach to above,
we see that the latter case occurs with probability ω/2, and so the expected (average)
separation is (m/2+ω/2)(1−ω/2)+(ω/2)(m/2+1+ω/2) = m/2+ω. Let us assume now
that the separation between elements of the two discontinuity sets is always m/2 + ω,
then using the fact that the separation between elements of the same set is on average
m+2ω, we must have a function which is alternatively ±1 on intervals of length m/2+ω,
and so the average value is zero as required.
C.2 Algorithm for the approximation of C(Gn)
To approximate the integrals C(Gn) from Section 2.7 we implement the following al-
gorithm, which was stated in our paper [52] (also see [53] for the corrigendum to that
paper):
1. Begin by selecting a number X such that the average of Qn over the interval
[−X,X] remains similar to the average value over [−x, x] for x > X. Through
trial and error, we have found that these integrals converge for large enough X.
We have experimented with X in the range 20 to 1500, and found that X = 150
gives a good approximation whilst being small enough to ensure a respectable
computing time.
2. Locate the discontinuities of Q1(x) = Φ(−ωx) in the fundamental interval
[−ω −m+ 1, 1] and iterate forward to locate the discontinuities of Q2, . . . , Qnmax
inside [−X,X], where nmax is the desired number of C(Gn) values to calculate.
It is also necessary to calculate the value of the functions at x = −X.
3. Let N to be the first value of n such that QN has discontinuities which “fill up” the
interval [−X,X] (meaning that the magnitude of the distance between the most
negative (positive) discontinuity and −X (resp. +X) is less than (m + 1) + ω),
which ensures that any transient behaviour has been eradicated.
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4. We now calculate the area A from “left to right” of Qn, which results in the
approximation
C(Gn) ' Qn(−X)× A
2X
.
A similar algorithm is used in the calculation of CPy(Gn) in Chapter 4 in the golden
mean case, except that because the recurrence in that case is additive (where we are
interested in Zn(x)), we must keep note of the sizes of the discontinuities as we go and
take the value of Zn(−X) modulo 2pi/κ, which is calculated using equation (4.1.9).
C.3 Calculation of the Lyapunov exponent for time
series
Numerous methods for the calculation of the Largest Lyapunov Exponent (LLE) from
experimental time series have been suggested in e.g. [64] and [17], however we use the
approach developed in [59]. We call this “Rosenstein’s method” (after the author).
Rosenstein’s method is advantageous compared to other methods as it is generally
robust for different choices of the embedding dimension and for noisy data with signal-
to-noise ratio between 10 and 100, and makes use of all available data. Perhaps most
appealingly, it allows one to qualitatively see that the exponent in positive, regardless
of its actual value.
We begin by taking our time series and employing Takens’ method of delays [60] to
reconstruct the attractor in m dimensional phase space. Given a time series x1, . . . , xn,
for our purposes a sequence of states from a discrete dynamical system, we define the
trajectory X = (X1, X2, . . . , Xk) where
Xi =
(
xi, xi+1, . . . , xm+(i−1)
)T
i = 1, . . . , k, (C.3.1)
where k = n−m+ 1.
A brief summary of Rosenstein’s method [59] is as follows. Assuming we know d, the
minimum embedding dimension, we can construct the Xi (with m = d) and then locate
the nearest neighbour Xiˆ to each Xi. Using the same notation as in [59] we write
di(0) = min
Xiˆ
||Xi −Xiˆ||. (C.3.2)
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Figure C.2: Plot of j vs. 〈ln di(j)〉.
The Lyapunov exponent is estimated as the average multiplicative rate of separation of
these neighbours. We define di(j) to be the distance between the between the i
th pair
of neighbours after j time steps (Xi → Xi+j). The largest Lyapunov exponent (LLE)
measures the exponential growth of these separations and so di(j) ' ζieλ1j, where ζi is
the initial separation and λ1 is the LLE. Taking logs we have
ln di(j) = ln ζi + λ1j. (C.3.3)
We use least squares regression to calculate the slope of the “average” line y(j) =
〈ln di(j)〉 where 〈. . .〉 denotes the average over all i. If the LLE is positive then a plot
of j versus y(j) should contain a roughly increasing linear region, the slope of which
we use to approximate the LLE. Due to the fact that we are measuring the average
separation, this method uses all available data, making it more accurate and robust.
Of paramount importance is choosing a suitable value of d, the minimum embedding
dimension for our time series (C(Gn)). An educated guess would be d = 3, as equations
(2.1.10) and (2.1.13) suggest that the ACF at time Gn is related to that at times Gn−1
and Gn−2. Furthermore, the uniform distribution on and indeed the presence of the
invariant surfaces (it has been numerically checked that they are indeed surfaces) in
Figure 2.16 suggest this to be an apt choice. It is possible to use Rosenstein’s method
itself to gain some idea by simply experimenting with different values of d. If the value
of d is selected correctly, then the curve arising in the plot j versus y(j) should saturate
as j increases because the divergence of nearby points cannot exceed the length of the
attractor. We find that this only happens for d ≥ 3, and the plot of j versus y(j) is
presented in Figure C.2 (n = 30000) in the golden mean case (ω = (
√
5 − 1)/2), and
we can see the linear region and the saturation. This is also seen for higher values of d
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(d = 4, 5 and 6), giving us a strong indication that the minimum embedding dimension
is d = 3.
The slope is positive in Figure C.2 and so the LLE is positive and hence the correlations
are chaotic. We have verified this for m = 1, . . . , 4. The value of the LLE for the
invariant set shown in Figure 2.16a (corresponding to the golden mean case) is estimated
to be λ1 = 0.4136 ± 0.005. This value and (cautious) error estimate were obtained by
calculating the Lyapunov exponent using Rosenstein’s method for 25 independent time
series, each of length 10,000.
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