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LONG TIME DYNAMICS FOR WEAKLY DAMPED NONLINEAR
KLEIN-GORDON EQUATIONS
N. BURQ, G. RAUGEL, W. SCHLAG
Abstract. We continue our study of damped nonlinear Klein-Gordon equations.
In [4] we considered fixed positive damping and proved a form of the soliton res-
olution conjecture for radial solutions. In contrast, here we consider damping
which decreases in time to 0. In the class of radial data we again establish soliton
resolution provided the damping goes to 0 sufficiently slowly. While [4] relied on
invariant manifold theory, here we use the Łojasiewicz-Simon inequality applied
to a suitable Lyapunov functional.
Keywords : Klein-Gordon equation with dissipation, subcritical focusing non-
linearity, convergence to an equilibrium, soliton resolution, Łojasiewicz-Simon in-
equality, Ambrosetti-Rabinowitz condition, observation inequalities, Strichartz es-
timates.
1. Introduction
A central question in the theory of nonlinear dispersive evolution equations con-
cerns the long-term behavior of solutions. For completely integrable evolution equa-
tions the inverse scattering transform yields explicit multi-soliton solutions and the
asymptotic shape of solutions (but under quite restrictive conditions on the data) is
known. In absence of complete integrability the theory is much less developed, and
largely remains in its infancy.
For the class of semi-linear equations the last five years have witnessed the influx
of new ideas. Around 2012 Duyckaerts, Kenig, and Merle [11] obtained the complete
description of radial energy solutions to the three-dimensional critical wave equation
utt ´∆u´ u5 “ 0.
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The data are radial and belong to 9H1ˆL2pR3q, which is the natural space from the
perspective of wellposedness. The main result in [11] states that global solutions
asymptotically decouple into radiation (possibly of large energy) and finitely many
rescaled solitons Wλjptqpxq where W pxq “ p1 ` |x|2{3q´
1
2 and Wλ :“ λ 12W pλ¨q. The
positive parameters λjptq ą 0 depend continuously on time and their ratios either
tend to 0 or8 as tÑ8. In other words, the energy decouples into the radiation plus
the energy ofW counted with the multiplicity of the number of solitons. A particular
consequence of this result is that global solutions are uniformly bounded in time in
the norm of 9H1 ˆ L2pR3q. For subcritical equations Cazenave [7] obtained such a
bound many years ago, but under a restrictive condition on the nonlinearity. For
example, in three dimensions, powers between 3 and 5 are not covered by Cazenave’s
method. It is unknown at this point if global solutions to focusing nonlinear Klein-
Gordon equations remain bounded in H1 ˆ L2pR3q for powers in that regime.
For solutions which are not global, [11] establishes a corresponding representation
into a fixed pair of functions instead of the radiation, and a sum of solitons. Thus,
only type-II blowup can occur. For nonradial solutions, a partial characterization
of an analogous nature was obtained in [12] along a sequence of times.
The channel of energy method, which was pioneered in [11], has found a number of
applications over the past few years that we will not describe here in detail. It does
not apply in the subcritical regime due to the fact that the free radial Klein-Gordon
equation does not exhibit nonzero asymptotic energy outside a backward or forward
light cone; the energy at times ˘8 in the region |x| ě |t| is vacuous. This is due to
the fact that for Klein-Gordon the group velocity is ă 1 whereas for the free wave
equation it is exactly 1, leading to a fixed percentage of the aforementioned exterior
energy either in forward or backward times. The transition from wave to Klein-
Gordon is due to passing from critical to subcritical equations: indeed, in contrast
to the critical equation, subcritical wave equations do not exhibit stationary soliton
solutions due to the Pohozaev identity. It is therefore necessary to add the mass
term for a natural formulation of the subcritical soliton resolution problem.
In view of a lack of any techniques currently known to attack the subcritical
Hamiltonian problem, the authors of this paper set out in [4] to study the dissipative
case. The idea underlying the addition of a damping term is the availability of
methods originating in dynamical systems. In [4] we relied on results from invariant
manifolds and center dynamics, whereas here we employ Lyapunov functionals and
the Łojasiewicz-Simon inequality. We now describe the contents of this paper in
more detail.
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We consider the damped Klein-Gordon equation
utt ` 2αptqut ´∆u` u´ fpuq “ 0,
pup0q, utp0qq “ pϕ0, ϕ1q P Hrad, pKGqα
where
H “ H1pRdq ˆ L2pRdq,
and
Hrad “ H1radpRdq ˆ L2radpRdq,
where 1 ď d ď 6. We shall denote ~uptq “ puptq, utptqq the solution. In [4], we
assumed that α is a positive constant. Here we assume that αptq ą 0 is a positive
function of class C1 in t ě 0, which converges to 0 as t goes to 8, see below for
more details. The nonlinearity f : y P R ÞÑ fpyq P R is an odd C1-function which
satisfies f 1p0q “ 0. Moreover, it satisfies a condition of Ambrosetti-Rabinowitz type,
i.e., there exists γ ą 0 such thatż
Rd
`
2p1` γqF pϕpxqq ´ ϕpxqfpϕpxqq˘dx ď 0, @ϕ P H1pRdq, pH.1qf
where F pyq “ şy
0
fpsqds. In dimensions d ě 2 we impose the following growth
condition on f
|f 1pyq| ď Cmax `|y|β, |y|θ´1˘, @y P R,
|f 1py1q ´ f 1py2q| ď C|y1 ´ y2|β
`
1` |y1|θ´1´β ` |y2|θ´1´β
˘
, @y1, y2 P R,
pH.2qf
where 1 ă θ ă θ˚, 0 ă β ă θ ´ 1, β ď 1, θ˚ “ 2˚ ´ 1 and where 2˚ “ 8 if d “ 1, 2
and 2˚ “ 2d
d´2
if d ě 3. We notice that, when d ě 3, θ˚ “ d`2
d´2
. In other words,
the growth of f is energy subcritical for large y “ 0, and we also assume that f 1
is β-Hölder continuous. For sake of simplicity in the proofs below, we may assume,
without loss of generality, that 0 ă β ă minp1, θ ´ 1, 2
d
q.
Classical examples of a function f satisfying hypotheses pH.1qf and pH.2qf are as
follows
fpuq “
m1ÿ
i“1
ai|u|pi´1u´
m2ÿ
j“1
bj |u|qj´1u, with
#
1 ă qj ă pi ă d`2d´2 , @i, j
ai, bj ě 0, am1 ą 0.
(1.1)
If αptq decays to 0 too quickly as t goes to 8, then the equation becomes a
perturbation of the conservative case. See [38] and [39] for a discussion in the
context of linear equations. Minimal assumptions on the dissipation rate are
αptq ą 0, lim
tÑ8
αptq “ 0,
ż 8
0
αpsqds “ 8, αptq non-increasing. pH.1qα
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We will assume more, namely
αptq “ 1p1` tqa , 0 ď a ă
1
3
. pH.2qα
The main results of the paper are as follows.
Theorem 1.1. Under the conditions pH.1qf , pH.2qf , and pH.2qα, any solution ~uptq
of pKGqα
(1) either blows-up in finite time,
(2) or exist globally and converges strongly to an equilibrium point pQ, 0q of
pKGqα, as tÑ8. More precisely, Dc0, c1; @t ě 0,
}~uptq ´ pQ, 0q}H ď c0 exp
`´ c1p1` tq1´a˘. (1.2)
Theorem 1.2. Under the additional assumption that every equilibrium point pϕ, 0q P
Hrad of pKGqα (with energy smaller than ℓ) is isolated, the same conclusions as in
Theorem 1.1 hold (for initial data with energy smaller than ℓ) with the assump-
tion pH.2qα relaxed to
αptq “ 1p1` tqa , 0 ď a ă
1
2
. pH.3qα
We remark that our arguments below do not depend on the existence or uniqueness
of a ground state solution, which in any case is not guaranteed by Hypothesis pH.1qf
alone. We further note that Hypothesis pH.1qf may actually be replaced by the
following weaker oneż
Rd
`
2p1` γqF pϕpxqq ´ ϕpxqfpϕpxqq˘dx ď 0, for }ϕ}H1 large enough, pH.1bisqf
but, for sake of simplicity, we assume pH.1qf throughout.
We denote by Sαpt, sq, α ě 0, the local non-autonomous system generated by the
equation pKGqα on H as well as on Hrad, when the initial data are considered at
time s. We introduce the energy functional (also called Lyapunov functional in the
case of positive damping αptq ą 0)
Epϕ0, ϕ1q “
ż
Rd
ˆ
1
2
|∇ϕ0|2 ` 1
2
ϕ20 `
1
2
ϕ21 ´ F pϕ0q
˙
dx. (1.3)
We recall that, as long as ~upsq “ pupsq, utpsqq exists, for t ě t0 ě 0, we have,
Ep~uptqq ´ Ep~upt0qq “ ´2
ż t
t0
αpsq}utpsq}2L2pRdqds. (1.4)
In the case of constant positive damping, the relation easily implies that every
element in the ω-limit set of a global trajectory is necessarily an equilibrium. Under
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the aforementioned properties on the damping, it clearly follows from Theorem 1.1.
Under weaker damping assumptions, we do not apriori know that global trajectories
are bounded inH. Hence, it is completely unclear whether or not the ω-limit set of a
global trajectory is nonempty and whether it contains only equilibria. The following
result which requires only the much weaker pH.1qα is thus perhaps surprising.
Theorem 1.3. Suppose αptq ą 0 is continuous and satisfies Hypothesis pH.1qα. Let
~u be a forward global solution of pKGqα. Then, for any r ą 0, there exist a sequence
of times tn Ñ8 as n goes to infinity, and an equilibrium point pQ, 0q such that
lim
nÑ`8
}~uptnq ´ pQ, 0q}Hrad “ 0, lim
nÑ`8
ż tn`r
tn´r
}utpsq}2L2pRdqds “ 0. (1.5)
The plan of the paper is as follows. In Section 2.1, we state the basic properties of
the non-autonomous damped Klein-Gordon equation pKGqα, in particular the local
existence and uniqueness of mild solutions. We also recall Strichartz inequalities
satisfied by the corresponding linear damped Klein-Gordon equation. In Section 2.2,
we recall spectral properties of the linearized elliptic equation around an equilibrium
point of pKGqα. In Section 3, we introduce the functional K0, which plays a central
role in the proofs of Theorems 1.1 to 1.3. We also prove, by generalizing arguments
of [7], that the L2-norm of global solutions is bounded. In Lemma 3.3, we give
a sufficient condition on K0 for blow-up in finite time of the solutions of pKGqα.
Section 4 is devoted to the construction of special time sequences, which are useful in
the proofs of our main results. In particular, these time sequences allow to construct
a time sequence t˚n so that K0pupt˚nqq tends to 0 as n goes to infinity (see Section 4.2).
In Section 4.3, we use this time sequence t˚n in order to prove Theorem 1.3, namely
that, if a solution ~uptq does not blow up in finite positive time, then the ω-limit set
ωp~up0qq contains at least one equilibrium point pQ, 0q under the weak hypothesis
pH.1qα. Sections 5 and 6 are the core of this paper. In Section 5, we prove Theorem
1.1 when 1 ď d ď 6 and d ‰ 3 or when d “ 3 and the nonlinearity f satisfies the
condition 1 ă θ ď 4, that is, that, under the more restrictive hypothesis pH.2qα,
any solution ~uptq of pH.2qα either blows-up in finite time or strongly converges to
the above mentioned equilibrium point pQ, 0q as t goes to infinity. In Section 6,
we prove Theorem 1.1 in the more delicate case, where d “ 3 and the nonlinearity
f satisfies the condition 4 ă θ ă 5. In this case, we need to work with averaged
quantities in order to exploit (integral) Strichartz estimates. In this case, we also
need to use an observability inequality proved in [5]. The short Section 7 is devoted
to the proof of Theorem 1.2. Finally in the Appendix A, we indicate the proof of
the Łojasiewicz-Simon inequality in the framework of this paper. Our results are
true in dimensions d ď 6. It might be possible to extend them to higher dimensions
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modulo technical complications. For concision, most of the proofs in the paper will
be written only for 3 ď d ď 6 (the cases d “ 1, 2 being a priori simpler).
2. Basic properties
2.1. Local existence results. Let us first consider the following linear perturbed
Klein-Gordon equation, written as a first order system
Bt
ˆ
u
ut
˙
“
ˆ
0 1
∆´ 1 0
˙ˆ
u
ut
˙
`
ˆ
0
´2αptqut
˙
” A~u`
ˆ
0
´2αptqut
˙
,
~upt0q “
ˆ
ϕ0
ϕ1
˙
P H,
(2.1)
where t0 ě 0 and ~u :“
`
u
ut
˘
. It is well-known that A generates a linear C0-group on
H and on Hrad. Since αptq is a continuous function of t ě 0 and that ´2αptqut is
a uniformly Lipschitz continuous function on L2pRdq, it follows from [33, Theorem
6.1.2] that, for every ~u0 ” pϕ0, ϕ1q P H, the system (2.1) has a unique mild solution
~u P C0prt0,`8q,Hq. Moreover, the mapping ~u0 Ñ ~u is Lipschitz continuous from
H into C0prt0,`8q,Hq (resp. from Hrad into C0prt0,`8q,Hradq). In addition,
since αptq is a C1 function of t ě 0, then the solution ~uptq of (2.1) with ~u0 P
H2pRdqˆH1pRdq is a classical solution of (2.1), that is, the solution ~uptq belongs to
C0prt0,`8q, H2pRdq ˆH1pRdqq X C1prt0,`8q;H1pRdq ˆ L2pRdqq and the equation
(2.1) is satisfied for any t P rt0,`8q.
Let Σ0p.q : H Ñ H be the linear C0-group generated by the linear conservative
Klein-Gordon equation. By [33, Corollary 4.2.2], the quantityż t
t0
Σ0pt´ sqp0, 2αpsqutpsqqds
is a continuous function from rt0,`8q to H and the solution ~uptq of the linear
equation (2.1) can be written as
~uptq “ Σ0pt´ t0q~upt0q `
ż t
t0
Σ0pt´ sqp0,´2αpsqutpsqqds. (2.2)
Arguing exactly as Martinez (see [29] for example) and introducing the following
energy functional on H,
Ep~vq “ 1
2
ż
Rd
pv22 ` |∇v1|2 ` v21qdx, @~v “ pv1, v2q P H, (2.3)
we may prove the following subexponential decay of the H-norm of the solution ~uptq
of (2.1).
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Theorem 2.1. Assume that the function αptq satisfies the hypothesis pH.1qα. Then,
there exist positive constants ω and K ě 1 such that, if ~uptq P H is a solution of the
equation (2.1), then we have, for any s ě 0, for any t ě s,
Ep~uqptq ď Ep~uqpsq expp1´ ω
ż t
s
2αpτqdτq ď Ep~uqpsqK expp´2ω
ż t
s
αpτqdτq. (2.4)
Proof. We first prove the above inequalities for s “ 0. We do not repeat the proof
here since it is the same, mutatis mutandis, as in [29, pages 301–304]. Afterwards,
we prove it for s ą 0 by doing a simple change of time variable, replacing ~uptq and
αptq by ~ups` t˚q and αps` t˚q. Notice that the constants ω and K do not depend
of the initial time s. 
The above considerations, Theorem 2.1 together with, for example, [33, Sections
5.2 and 5.3] (see in particular [33, Theorem 5.3.1]) imply that the equation (2.1) de-
fines a unique evolution process, Σαpt, sq, 0 ď s ď t ď `8, and ~uptq “ Σαpt, t0q~upt0q.
We now want to show that the solution of (2.1) also satisfies the classical Strichartz
inequalities for the wave equation. First we recall these inequalities in the case of
the affine conservative Klein-Gordon equation for 0 ď t ď T ,
vttptq ´∆vptq ` vptq “ hptq, ~vp0q “ pv0, v1q P H, (2.5)
where hptq P L1pp0,8q, L2pRdqq.
The following proposition is well-known
Proposition 2.2. In all dimensions d ě 1, the solution v of (2.5) satisfies the
following energy bounds,
sup
tě0
}pv, Btvqptq}H1ˆL2 ď C0
“}pv0, v1q}H `
ż 8
0
}hpsq}L2ds
‰
, (2.6)
as well as the Strichartz estimates, in dimensions d ě 2,
}v}LqtLppRdq ď C˚0
“}pv0, v1q}H ` }h}Lq˜1t Lp˜1x ‰, (2.7)
where 1
q
` d
p
“ d
2
´ 1 “ 1
q˜1
` d
p˜1
´ 2, 2 ď p, p˜ ă 8, 2 ď q, q˜, and 1
q
` d´1
2p
ď d´1
4
,
1
q˜
` d´1
2p˜
ď d´1
4
and where C˚0 “ C˚0 pp, q, p1, q1q is a positive constant.
We next apply the previous proposition to the solution ~uptq of the linear equation
(2.1). Let pp, qq be a pair satisfying the conditions of Proposition 2.2. We denote
by P1 : ~v P H Ñ v P H1pRdq the projection onto the first component. Since ~uptq,
t ě t0, satisfies the integral equality (2.2), we deduce from the Strichartz estimate
(2.7) with h “ ´2αptqut and pp˜1, q˜1q “ p2, 1q that,
}u}Lqppt0,`8q,LppRdqq ď C˚0
`}~upt0q}H `
ż `8
t0
}2αpsqutpsq}L2ds
˘
. (2.8)
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Finally, we apply Theorem 2.1 to the inequality (2.8) to get,
}u}Lqppt0,`8q,LppRdqq ď C˚0 }~upt0q}H
`
1`K1{2
ż `8
t0
αpsq expp´ω
ż s
t0
αpσqdσqds˘
ď C˚0 }~upt0q}Hp1`K1{2ω´1q.
(2.9)
The decay of the norm of ~uptq in H is subexponential, whereas the upper bound of
the LqtL
ppRdq-norm of uptq, obtained in the above inequality, is a simple constant.
By the above properties and [33, Theorems 5.2.2, Theorem 5.2.3 and 5.3.1], the
system (2.1) generates a unique evolution process (or evolution system) Σαpt, sq, 0 ď
s ď t in H, and (2.1) has a unique solution ~uptq “ Σαpt, t0q~upt0q in H, satisfying the
properties of Theorem 5.3.1 of [33]. And we can state the following result..
Proposition 2.3. Let t0 ą 0 and ~upt0q P H. System (2.1) has a unique solution
~uptq “ Σαpt, t0q~upt0q in C0prt0,`8q,Hq, satisfying the properties of Theorem 5.3.1
of [33]. And, for any pair pp, qq satisfying the conditions of Proposition 2.2, there
exists a positive constant C0 “ C0pp, qq so that,
}u}Lqppt0,8q,LppRdqq ď C0}~upt0q}H. (2.10)
We finally turn to the affine damped Klein-Gordon equation, for t0 ď t ď T ,
uttptq ` 2αptqutptq ´∆uptq ` uptq “ Gptq, ~upt0q “ pϕ0, ϕ1q P H, (2.11)
where Gptq P L1pp0, T q, L2pRdqq, for T ą 0 (or even T “ `8). Again, by [33,
Section 4.2.], the quantity
gptq ” Σ0pt´ t0q~upt0q `
ż t
t0
Σ0pt´ sqp0, Gpsqqds
is a continuous function from rt0, T s into H. By [33, Corollary 6.1.3], the integral
equation
~uptq “ Σ0pt´ t0q~upt0q `
ż t
t0
Σ0pt ´ sqp0, Gpsqqds`
ż t
t0
Σ0pt´ sqp0,´2αpsqutpsqqds,
(2.12)
has a unique solution ~uptq P C0prt0, T s,Hq. This integral solution coincides actually
with the mild solution (in the non-autonomous sense) of the equation (2.11), that
is,
~uptq “ Σαpt, t0q~upt0q `
ż t
t0
Σαpt, sqp0, Gpsqqds. (2.13)
Using the above integral formula for the solution ~uptq of Equation (2.11) and apply-
ing Theorem 2.1 and Proposition 2.3, we obtain the following result.
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Proposition 2.4. There exists c0 such that, for any t0 ą 0 and any ~upt0q P H,
System (2.11) has a unique mild solution ~uptq in C0prt0, T s,Hq and the following
estimate holds,
}~uptq}H ď c0
“}~upt0q}H expp´ω
ż t
t0
αpsqdsq `
ż t
t0
expp´ω
ż t
s
αpτqdτq}Gpsq}L2ds
‰
,
(2.14)
where ω ą 0 has been defined in Theorem 2.1.
Moreover, for any pair pp, qq satisfying the conditions of Proposition 2.2, there exists
C ą 0 such that for any t0 ă T ,
}u}Lqppt0,T q,LppRdqq ď Cr}~upt0q}H `
ż T
t0
}Gpsq}L2pRdqdss. (2.15)
Proof. 1) Due to the integral form of the solution ~uptq of (2.11), the inequality is a
direct consequence of Theorem 2.1.
2) Using the integral form (2.13) of the solution ~upτq, t0 ď τ ď t, of (2.11) and
Proposition 2.3, we obtain, by applying the Minkowski inequality, that
}u}Lqppt0,T q,LppRdqq ď C}~upt0q}H ` }
ż T
t0
|P1Σαpτ, sq1τěsp0, Gpsqq|ds}Lqppt0,T q,LppRdqq,
ď C}~upt0q}H `
ż T
t0
}P1Σαpτ, sq1τěsp0, Gpsqq}Lqppt0,T q,LppRdqqds,
ď C}~upt0q}H ` C
ż T
t0
}Gpsq}L2pRdqds.
and we are done. 
We are now able to state the theorem of local existence of solutions of the equation
pKGqα. This local existence theorem is analogous to the local existence theorem,
given in [4] (see Theorem 2.3 there) in the case of a constant damping α ą 0. The
proof of the following theorem follows the lines of the proof of [4, Theorem 2.3] if one
replaces the Strichartz estimates given in [4, Lemma 2.2] by the Strichartz estimates
given in the above Theorem 2.4.
The theorem below does not only give the local existence of solutions to Equation
pKGqα, but also to the slightly more general non-autonomous damped Klein-Gordon
equation for t0 ě 0,
utt ` 2αptqut ´∆u` u´ fpuq “ 0,
pupt0q, utpt0qq “ ~u0 P Hrad. pKGqα,t0
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Theorem 2.5. Let d ď 6. Under assumptions pH.2qf and pH.1qα, for any r ą 0
there exists T ě C{rδ, δ ą 0, such that for any t0 and any ~u0 P H “ H1pRdq ˆ
L2pRdq, }~u0}H ď r the equation pKGqα,t0 has a unique solution (which is radial if
the initial data are radial)
~uptq P t~vptq ” pvptq, Btvptqq P C0prt0, t0 ` T s,Hq, vptq P Lqppt0, t0 ` T q;LppRdqqu,
with pq, pq as in Proposition 2.3 suitably chosen. This solution is bounded by 2}~u0}H
in
Xt0,T “
 
~u “ pu0, u1qptq P Cprt0, t0 ` T s, H1pRdqq X C1prt0, t0 ` T s, L2pRdqq,
uptq P Lqppt0, t0 ` T q;LppRdqq
(
.
In particular, if 3 ď d ď 6, we can take q “ θ˚, p “ 2θ˚. Furthermore, the
following properties hold.
1) If the above solution ~uptq ” Sαpt, t0q~u0 with initial data ~u0 P H exists for
t P rt0, t0 ` T˜ s, then there exists a neighborhood V in H such that, for every ~v0 P V,
the equation pKGqα,t0 has a unique solution Sαpt, t0q~v0 ” ~vptq ” pvptq, Btvptqq with
v P Xt0,T˜ . And the solution
pt, ~v0q P rt0, T˜ s ˆ V ÞÑ Sαpt, t0q~v0 P H
is jointly continuous.
2) For any t0 ď τ ď t0 ` T˜ , the map ~v0 P V ÞÑ Sαpt0, τq~v0 P H is Lipschitz
continuous on the bounded sets of V.
3) The map ~v0 P V ÞÑ vptq P Xt0,T˜ X Lθ
˚ppt0, t0 ` T˜ q, L2θ˚pRdqq is a C1-map.
4) Let T ˚ ` t0 ą T ` t0 ą t0 be the maximal time of existence. If T ˚ ă 8, then
lim sup
tÑT˚
}~uptq}H “ `8.
5) If ~u0 P H2pRdq ˆH1pRdq, then
u P Cprt0, t0 ` T q, H2pRdqq X C1prt0, t0 ` T q, H1pRdqq.
6) The energy (1.3) decreases: for any t2 ě t1 ě t0, we have,
Ep~upt2qq ´ Ep~upt1qq “ ´2
ż t2
t1
αpsq}Btupsq}2L2pRdqds, (2.16)
and in particular,
Ep~upt2qq ď Ep~upt0qq. (2.17)
7) If }~upt0q}H ! 1, then the solution exists globally, and if furthermore
αptq “ 1p1` tqa , 0 ď a ă 1. (2.18)
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}~uptq}H converges sub-exponentially to 0 as tÑ8,
Dc0, ω ą 0; }~u0}H ď r0 ñ @t ą t0, }~uptq}H ď c0 expp´ω
ż t0`t
t0
αpsqdsq}~u0}H. (2.19)
Proof. The proofs of this result follows the lines of the proof of the similar result [4,
Theorem 2.3]. The points 1) to 6) are proved by using Duhamel formulation and
performing a fixed point in a ball of the space
Y ” Yt0,T ” t~u P L8ppt0, t0 ` T q,Hqu,
in dimension 1; 2 or
Y ” Yt0,T ” t~u “ pu0, u1q P L8ppt0, t0 ` T q,Hq, u0 P Lθ
˚ppt0, t0 ` T q, L2θ˚pRdqqu,
(2.20)
in dimensions 3 ď d ď 6, which is possible if 0 ă T is small enough depending on
the size of the initial data, due to the subcriticality of the problem. We turn to the
property (7), that is, we consider the case of small data. We proceed in two steps.
We first recall that small initial data generate global solutions
Lemma 2.6 (Small data a priori estimates). There exists r0 ą 0 such that for any
t0 ě 0 and any initial data satisfying
}~u0}H ď r0, (2.21)
the solution of (pKGqα) exists on rt0,`8q. and satisfies for any pq, pq satisfying
the conditions of Proposition 2.2 there exists C,K ą 0 such that for any initial data
satisfying (2.21), the solution satisfies
}~u}L8ppt0,T q;Hq ď C}~u0}H, (2.22)
}u}Lqppt0,T q;LppRdqq ď Cp1` T qK}~u0}H. (2.23)
Proof. According to (pH.2qf), and Sobolev embedding, for the potential part of the
energy (1.3) we have ż
Rd
|F pu0|dx ď C
`}~u0}β`2H ` }~u0}θ`1H ˘.
We deduce, since 2 ă β ` 2 ă θ ` 1, that for ǫ ą 0 small enough, on H0ǫ , the
connected component of p0, 0q in the set
Hǫ “ t~u P H, Ep~u0q ď ǫu,
the energy and H norm are equivalent
@p~u0q P H0ǫ , }~u0}2H ď 2Ep~u0q ď 3}~u0}2H.
12 N. BURQ, G. RAUGEL, W. SCHLAG
The global existence with the bound (2.22) follows for small initial data from the
fact that the energy decays (and hence solutions starting in H0ǫ remain in H
0
ǫ ). To
prove (2.23), we use that from the local existence theory, for t1 ě t0, the Lqpt1, t1 `
Cr´δ0 ;L
p-norm is bounded by 2}pupt1, utpt1qq}H norm which in turn is bounded by
6}pupt0, utpt0qq}H, and the TK estimate in (2.23) follows from gluying these estimates
together. 
In a second step we prove the subexponential decay. From Proposition 2.14, we
have for any t ą s ě t0,
}p~uptq}H ď c0
“
expp´ω
ż t
s
αpsqdsq}~upsq}H.` }fpuq}L1ps,tq;L2pRdqq
‰
(2.24)
From pH.2qf (2.23) (starting from t1) and Sobolev embeddings to control the L1`βx -
norm by the H1-norm, we get
}fpuq}L1pps,tq;L2pRdqq ď C
`}u}1`β
L1`βpps,tq;H1q
` }u}θLθpps,tq;L2θq
˘
ď Cp1` |t´ s|qK`}~upsq}1`β
H
` }~upsq}θH
˘
. (2.25)
We are now going to apply (2.24) and (2.25) on sequences of intervals
tn “ κnβ , β “ 2´ a
1´ a ą 1, n ě 1,
with κ sufficiently large so that
c0 expp´ω
ż tn`1
tn
apsqds „nÑ`8 c0 exp p´ ω
1´ aβκq ď
1
8
.
Let n0 such that for any n ě n0,
c0 expp´ω
ż tn`1
tn
apsqdsq ď 1
4
.
We get for n ě n0,
}p~uptnq}H ď
“1
4
` Cp1` npβ´1qKq`}~uptn´1q}βH ` }~uptn´1q}θ´1H ˘‰}~uptn´1q}H.
Fix N ą n0 so that for all p ě N ,
Cp1` pβKq2´βpp´n0q ď 1
8
. (2.26)
Using (2.22), we can choose the size of the initial data r0 ą 0 small enough so that
@n0 ď n ď N, Cp1`nβKq
`}~uptn´1q}βH`}~uptn´1q}θ´1H ď C 1p1`NβKq`rβ0`rθ´10 ˘ ď 14 .
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This will guarantee that for all n0 ď n ď N
}p~uptnq}H ď 1
2
}~uptn´1q}H ď 2´pn´n0qr0.
Then if N is large enough and r0 ď 1, using (2.26) and a straightforward induction
argument shows that for any n ě N
Cp1` nβKq`}~uptn´1q}β ` }~uptn´1q}θ´1 ď 1
4
,
and
}p~uptnq}H ď 1
2
~uptn´1q}H ñ }p~uptnq}H ď C 12´βpn´n0qr0.
Since tn „ nβ, this shows the sub-exponential decay along the sequence of times tn.
To get the full decay, we just use (2.22) between tn and tn`1. 
Remark 2.7. Since here we are mainly interested in the behavior of the solutions
~uptq of pKGqα,t0 when the time t ą t0 goes to `8, we stated and proved the local
existence and continuity properties on time intervals rt0` 0, t0`T s, with T ą 0. Of
course, one shows in the same way that there exists 0 ă T ď t0 so that the properties
(1) to (6) of the above Theorem 2.5 also hold on time intervals r´T ` t0, t0s.
2.2. Spectral properties. Let us recall first that the kernel of the linearized elliptic
operator around an equilibrium point is at most of dimension one in the radial setting
(see [4] for a proof). Suppose now that we have a stationary solution ϕ0 P H1radpRdq
to pKGqα, namely,
´∆ϕ0 ` ϕ0 ´ fpϕ0q “ 0.
By elliptic theory, these solutions are exponentially decaying, and lie in C3,β
˚
for
some β˚ ą 0. Solving pKGqα for u “ ϕ0 ` v yields
vtt ` 2αptqvt ´∆v ` v ´ f 1pϕ0qv “ Npϕ0, vq, (2.27)
where Npϕ0, vq “ fpϕ0 ` vq ´ fpϕ0q ´ f 1pϕ0qv. Set L “ ´∆ ` I ´ f 1pϕ0q.
This leads us to consider the linearized equation below
vtt ` 2αptqvt ´∆v ` v ´ f 1pϕ0qv “ 0, t ě s, ~vpsq “ ~vs. (2.28)
We denote Σ˚αpt, sq the evolution operator associated with (2.28), that is, ~vptq “
Σ˚αpt, sq~vs.
We next recall the spectral properties of L (see [4, Section 2.3]).
Proposition 2.8. The operator L is self-adjoint with domain H2pRdq. The spec-
trum σpLq consists of an essential part r1,8q, which is absolutely continuous, and
finitely many eigenvalues of finite multiplicity all of which fall into p´8, 1s. The
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eigenfunctions are C2,β
˚
with β˚ ą 0 and the ones associated with eigenvalues below
1 are exponentially decaying. Over the radial functions, all eigenvalues are simple.
3. Boundedness in L2 of global solutions and the functional K0.
3.1. Definition of K0. We consider the functional K0 : ϕ P H1pRdq ÞÑ K0pϕq P R,
defined by
K0pϕq “
ż
Rd
p|∇ϕ|2 ` ϕ2 ´ ϕfpϕqqdx.
As in [4], K0 plays an important role in this paper. The “Ambrosetti-Rabinowitz”
hypothesis pH.1qf allows one to prove the following lemmas, which will be used
throughout this paper.
Lemma 3.1. For any pϕ, ψq P H1pRdq ˆ L2pRdq, we have
γp}ϕ}2H1 ` }ψ}2L2q ď 2p1` γqEppϕ, ψqq ´K0pϕq. (3.1)
Proof. We simply write
γp}ϕ}2H1 ` }ψ}2L2q
“ 2p1` γqEppϕ, ψqq ´K0pϕq ´ }ψ}2L2 `
ż
Rd
`
2p1` γqF pϕq ´ ϕpxqfpϕpxqq˘dx
ď 2p1` γqEppϕ, ψqq ´K0pϕq, (3.2)
where the integral is nonpositive by pH.1qf . 
Corollary 3.2. Suppose ~uptq “ puptq, Btuptqq is a strong solution of pKGqα defined
on the maximal interval 0 ď t ă T ˚. Assume
inf
0ďtăT˚
K0puptqq ą ´8.
Then T ˚ “ 8, i.e., the solution is global.
The proof of the next lemma uses a convexity argument. In the case of α “ 0, it
has been proved in [32] and [30, Corollary 2.13]. In the case where α is a positive
constant, it has been proved in [4, Lemma 2.7]. For the following two results it is
sufficient to impose condition pH.1qα.
Lemma 3.3. Assume that ~uptq ” puptq, Btuptqq is a solution of pKGqα defined on
r0, T ˚q where T ˚ P p0,8s is maximal. If K0puptqq ď ´δ (where δ ą 0), for t0 ď t ă
T ˚, then T ˚ ă 8, i.e., the solution blows up in finite time.
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Corollary 3.4. Suppose that the initial energy Ep~u0q is non positive (and that the
solutionis not identically zero). Then the solution blows-up in finite time T ˚ ă
8. In particular, there does not exist a non-trivial equilibrium point ~u0 satisfying
Ep~u0q ď 0.
Proof. The case of negative energy is clear from (3.1) and Lemma 3.3. If the initial
energy is zero, and the solution is not stationary, then the energy becomes negative
in finite time and we are done. If the solution is stationary and equal to φ, then
K0pφq “ 0. However, this contradicts (3.1). 
Proof of Lemma 3.3. We assume without loss of generality that t0 “ 0, and towards
a contradiction that T ˚ “ 8. In order to show that ~uptq blows up in finite time, we
use a standard convexity argument see [32] or [4]. We set
yptq “ 1
2
}uptq}2L2.
We have
9yptq “ puptq, 9uptqq,
:yptq “ } 9uptq}2L2 ` puptq, :uptqq
“ } 9uptq}2L2 ` puptq, p∆u´ u` fpuqqptqq ´ 2αptqpuptq, 9uptqq
“ } 9uptq}2L2 ´K0puptqq ´ 2αptqpuptq, 9uptqq
“ } 9uptq}2L2 ´K0puptqq ´ 2αptq 9yptq.
(3.3)
Hence, for all t ě t0,
:yptq ` 2αptq 9yptq ě δ,
or with Aptq “ 2 şt
t0
αpτqdτ ,
d
dt
`
eAptq 9yptq˘ ě δeAptq, 9yptq ě e´Aptq 9ypt0q ` δ
ż t
t0
eApsq´Aptqds.
By our assumptions on αptq, Aptq Ñ 8 as t Ñ 8 and for any L ě 1 and all
s P rt ´ L, ts we have Aptq ´ Apsq ď 1 provided t is sufficiently large. By the
preceding remark,
9yptq ě e´Aptq 9ypt0q ` δLe´1,
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for all large t. In particular, 9yptq Ñ 8 as tÑ 8 and so yptq Ñ 8 as tÑ 8. Next,
we note that
:yptq ` 2αptq 9yptq “ } 9uptq}2L2 ´K0puptqq (3.4)
“ p2` γq} 9uptq}2L2 ` γ}uptq}2H1 ´ 2p1` γqEptq (3.5)
´
ż
Rd
`
2p1` γqF puptqq ´ uptqfpuptqq˘dx, (3.6)
where we have set for simplicity Eptq “ Eppuptq, 9uptqqq. Using pH.1qf , we can also
write, for t ě t0 sufficiently large,
:yptq ` 2αptq 9yptq ě p2` γq} 9uptq}2L2 ` γ}uptq}2H1 ´ 2p1` γqEp0q (3.7)
ě p2` γq} 9uptq}2L2 `
γ
2
}uptq}2H1 (3.8)
ě 2` γ
2
9y2ptq
yptq ` γyptq. (3.9)
Using the Young inequality, one easily shows that, for any ε ą 0, and all sufficiently
large t,
ε
9y2ptq
yptq ` γyptq ě 2αptq 9yptq.
In conclusion, there exist κ ą 0 and T large enough so that
:yptq ě p1` κq 9y
2ptq
yptq , @t ě T.
This means that yptq´κ is concave which contradicts that yptq Ñ 8 (for details of
this last step, see [32] or [4]). 
3.2. Convexity argument and L2 bound. Our aim here is to check that global
(forward) solutions ~uptq “ puptq, utptqq have the property that }uptq}L2 remains uni-
formly bounded with respect to t. We will closely follow the work of Cazenave [7,
Proposition 3.1, Page 42] and [7, Lemma 2.4, Page 39]).
Let ~uptq be a global solution of pKGqα, not identically 0. By Corollary 3.4,
Ep~uptqq ą 0 for any t ě 0. To simplify the notation in this section, we set
hptq “ }uptq}2L2 “ 2yptq,
where yptq has been defined in the proof of Lemma 3.3. It has been proved there
that yptq, and thus hptq, is of class C2.
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Using the condition pH.1qf , we deduce from the equality (3.4) that
h2ptq ě p4` 2γq}ut}2L2 ` 2γ}∇u}2L2 ` 2γ}u}2L2 ´ 4
ż
αptqupx, tqutpx, tqdx
´ 2p2` 2γqEp~uptqq. (3.10)
This inequality together with the estimate (1.4) imply that, for t ě t1 ě 0,
h2ptq ě p4` 2γq}ut}2L2 ` 2γ}∇u}2L2 ` 2γ}u}2L2 ´ 4
ż
αptqupx, tqutpx, tqdx
´ 2p2` 2γqEp~upt1qq. (3.11)
We next choose t1 ą 0 so that, for t ě t1,
2αptq ď γ. (3.12)
Thus, the inequalities (3.11) and (3.12) imply that, for t ě t1,
h2ptq ě Φ˜p~uptqq ´ 2p2` 2γqEp~upt1qq, (3.13)
where
Φ˜pu, vq ” p4` γq}v}2L2 ` 2γ}∇u}2L2 ` γ}u}2L2. (3.14)
Next we remark that, for any η ą 0 and any B ą 0, we can write
B|h1ptq| ď Bη}uptq}2L2 `
B
η
}utptq}2L2 ď γ}uptq}2L2 ` p4` γq}utptq}2L2. (3.15)
To achieve this inequality, we set
η “
a
γp4` γq´1, B “
a
γp4` γq.
The inequalities (3.15) and (3.13) imply the second inequality in the lemma below.
We thus have proved and analog of [7, Lemma 2.4].
Lemma 3.5. Let ~uptq be a nonzero global solution of pKGqα. Then there exists
t1 ą 0, such that for t ě t1,
h2ptq ě Φ˜p~uptqq ´ 4p1` γqEp~upt1qq, (3.16)
and
h2ptq ě
a
γp4` γq`|h1ptq| ´ 4p1` γqa
γp4` γqEp~upt1qq
˘
. (3.17)
With this lemma, we can now show the boundedness of the L2-norm of uptq by
following [7, Section 3]. In this step, we only require αptq Ñ 0 in infinite time.
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Proposition 3.6. Let ~uptq be a solution of pKGqα, which is global in positive time.
Let t1 ą 0 be as in Lemma 3.5. We have the estimates
d
dt
p|2γhpuptqq ´ 4p2` 2γqEp~upt1qq|`q ď 0, @t1 ď t ă 8, (3.18)
hpuptqq ď sup `hpupt1qq, 4p1` γq
γ
Ep~upt1qq
˘
, @t ě t1, (3.19)
and there exists τ1 ě t1 such that, for t ě τ1,
hpuptqq ď 8p1` γq
γ
Ep~upt1qq. (3.20)
Proof. The estimates hold trivially if the solution vanishes identically. Thus we may
assume that Ep~uptqq ą 0 for all t ě 0 and we prove (3.18) by contradiction, as in [7,
Page 43]. One sets
gptq “ hptq ´ 4p1` γq
γ
Ep~upt0qq.
If (3.18) does not hold, there exists t2 ě t1 so that
g1pt2q ą 0, gpt2q ą 0.
Moreover, from (3.16), we infer that
g2ptq ě γgptq, @t P rt1,8q.
Hence g is a convex increasing function on rt2,8q with limtÑ8 gptq “ 8. Since
gptq ě 0 for t ě t2, (3.16) implies that, for t ě t2,
h2ptq ě p4` γq}utptq}2L2 .
Multiplying by hptq, we get
hptqh2ptq ě 4` γ
4
ph1ptqq2.
Hence phptqq´γ{4 is concave on rt2,8q. Since phptqq´γ{4 Ñ 0 as t Ñ 8, this is
impossible and (3.18) holds. Now (3.19) is a direct consequence of (3.18), and to
prove (3.20) we also proceed by contradiction. If (3.20) is not true, there exists
t2 ą τ1, where,
τ1 ” t1 ` p2` 2γq´1Ep~upt1qq´1|h1pt1q{2|,
such that
hpt2q ą 8p1` γq
γ
Ep~upt1qq. (3.21)
The property (3.18) or (3.19) implies that
hptq ě hpt2q, @t1 ă t ă t2. (3.22)
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If we apply the inequality (3.16), we deduce from the inequalities (3.21) and (3.22)
that, for any t1 ď t ď t2,
h2ptq ě 8p1` γqEp~upt1qq ´ 4p1` γqEp~upt1qq ě 4p1` γqEp~upt1qq ą 0.
Therefore,
h1pt2q ě 4p1` γqEp~upt1qqpt2 ´ t1q ` h1pt1q ą |h1pt1q| ` h1pt1q,
and hence
h1pt2q ą 0.
This contradicts the property (3.18) for t “ t2. Thus (3.20) is true. 
4. Construction of special time sequences
4.1. Preliminary lemmata. We begin with a few elementary lemmata, in which
we use the decay property of the energy Ep~uptqq when ~u is a global solution of
pKGqα. Indeed, in this case, Ep~uptqq ě 0 and thus,
2
ż 8
0
αpsq}utpsq}2L2ds ď Ep~up0qq. (4.1)
Lemma 4.1. Assume pH.1qα. Then, for any global solution ~uptq of pKGqα and for
any r ą 0, there exists a sequence tn Ñ8, as n goes to infinity, so that
lim
nÑ8
ż tn`r
tn
}utpsq}2L2ds “ 0. (4.2)
Moreover, there exist three sequences t˜jn, j “ 0, 1, 2 so that t˜jn P rtn ` jr{3, tn ` pj `
1qr{3q and
lim
nÑ8
}utpt˜jnq}L2 “ 0. (4.3)
Proof. Assume that the property (4.2) does not hold. Then there exist ε ą 0 and
t1 ą 0 so that, for t ě t1, ż t`r
t
}utpsq}2L2ds ě ε,
which implies, due to the hypothesis pH.1qα, thatż 8
t1
αpsq}utpsq}2L2ds ě
8ÿ
n“0
ż t1`pn`1qr
t1`nr
αpsq}utpsq}2L2ds
ě ε
8ÿ
n“0
αpt1 ` pn ` 1qrq “ 8.
(4.4)
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This leads to a contradiction since by (4.1) the left-hand side is bounded, and
therefore, for any n large enough, there exists tn ě n so that,ż tn`r
tn
}utpsq}2L2ds ď
1
n
, (4.5)
and thus (4.2) holds. The property (4.3) is an obvious consequence of (4.2). 
We will need a stronger quantitative decay.
Lemma 4.2. Assume that the hypothesis pH.2qα holds. Let ~uptq be a global solution
of pKGqα. There exists a sequence nm, m P N, so that the following properties hold:
lim
mÑ8
ż pnm`1q3{2
n
3{2
m
s
1
3 }utpsq}2L2ds ” lim
mÑ8
εmprq “ 0, (4.6)
and ż pnm`1q3{2
n
3{2
m
}utpsq}L2ds ď Cε1{2m . (4.7)
Proof. We also prove (4.6) by contradiction. Assume that (4.6) does not hold. Then,
there exist δ ą 0 and n0, such that, for n ě n0ż pn`1q3{2
n3{2
s
1
3 }utpsq}2L2ds ě δ,
which implies thatż 8
n
3{2
0
αpsq}utpsq}2L2ds ě
8ÿ
n“n0
ż pn`1q3{2
n3{2
αpsq}utpsq}2L2ds
ě δ
8ÿ
n“n0
1
p1` pn` 1q 32aqpn` 1q 12 “ 8,
(4.8)
if
3
2
a ` 1
2
ď 1, (4.9)
which leads to a contradiction. Now, using Cauchy-Schwarz inequality, we getż pnm`1q3{2
n
3{2
m
}utpsq}L2ds ď ppnm ` 1q
3{2 ´ n3{2m q1{2
n
1{4
m
` ż pnm`1q3{2
n
3{2
m
s
1
3 }utpsq}2L2ds
˘1{2
ď Cε1{2m
ppnm ` 1q3{2 ´ n3{2m q1{2
n
1{4
m
ď Cε1{2m .
(4.10)
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We notice that in what follows, we will use
pnm ` 1q3{2 ´ n3{2m ě n3a{2m . (4.11)

Under the weaker hypothesis pH.3qα, the same proof gives the following result.
Lemma 4.3. Assume that the hypothesis pH.3qα holds. Let ~uptq be a global solution
of pKGqα. There exists a sequence nm, m P N, so that the following property holds:
lim
mÑ8
ż pnm`1q2
n2m
}utpsq}2L2ds ” lim
mÑ8
εm “ 0, (4.12)
4.2. The vanishing of K0pupt˚nqq in the limit n Ñ 8. We have the following
trichotomy for the forward evolution of pKGqα
(FTB) ~uptq blows up in finite positive time.
(GEB) ~uptq exists globally and the forward trajectory ~uptq is bounded in Hrad uni-
formly in t ě 0.
(GEU) ~uptq exists globally and is unbounded in forward time.
We shall later exclude the third possibility.
Lemma 4.4. Under the hypothesis pH.1qα, let ~uptq be a global trajectory of pKGqα.
And let r ą 0 be fixed. There exist a sequence of times t˚n and a sequence of numbers
δn, such that t
˚
n Ñ8 as nÑ8 and
lim
nÑ8
ż t˚n`r
t˚n´r
}utpsq}2L2ds “ 0 lim
nÑ8
K0pupt˚nqq ” lim
nÑ8
δn “ 0. (4.13)
Proof. We will argue by contradiction. We assume for simplicity r “ 1.
1) By Lemma 4.1, there exist sequences tn Ñ 8, εn Ñ 0 ( n Ñ 8), and three
sequences t˜jn P rtn ` j{3, tn ` pj ` 1q{3q, j “ 0, 1, 2, such thatż tn`2
tn´1
}utpsq}2L2ds`
3ÿ
j“0
}utpt˜jnq}L2 ď εn. (4.14)
2) We argue by contradiction and assume first that there exist δ ą 0 and an
infinite number of intervals In “ rtn, tn ` 1s so that
@t P In, K0puptqq ě δ. (4.15)
By Proposition 3.6, the function ypsq “ }upsq}2
L2
{2 is bounded by a positive constant
M2. Using (3.3) we get
:yptq “ } 9uptq}2L2 ´K0puptqq ´ 2αptqpuptq, 9uptqq ď
3
2
} 9uptq}2L2 ´ δ ` 2M2α2ptq,
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which implies by integration between t˜0n and t˜
2
n
9ypt˜2nq ´ 9ypt˜0nq ď
3
2
εn ´ δ{3` 2M2 max
tnďtďtn`1
α2ptq ď ´δ{4. (4.16)
On the other hand,
´ δ{4 ě 9ypt˜2nq ´ 9ypt˜0nq “ pupt˜2nq, 9upt˜2nqq ´ pupt˜0nq, 9upt˜0nqq ě ´2Mεn. (4.17)
But, for n large enough 2Mε˜n ă δ{4, which lead to a contradiction and shows
that (4.15) cannot be true.
3) Assume next that there exist δ ą 0 and an infinite number of intervals In so
that
@t P In, K0puptqq ď ´δ. (4.18)
In this case, there exists n0 such that, for n ě n0, for any t P In,
:yptq “ } 9uptq}2L2 ´K0puptqq ´ 2αptqpuptq, 9uptqq (4.19)
ě 1
2
} 9uptq}2L2 ` δ ´ 2M2 max
tnďtďtn`1
α2ptq ě 3
4
δ, (4.20)
which implies by integration between t˜0n and t˜
2
n that, for n ě n0,
2Mε˜n ě 9ypt˜2nq ´ 9ypt˜0nq ě
1
4
δ. (4.21)
Choosing n large enough again leads to a contradiction. Hence, the property (4.18)
cannot be true on an infinite number of intervals In.
4) The properties 2) and 3) imply that there exist a subsequence np,p Ñ 8, two
times tˇnp P Inp,p and tˆnp P Inp,p so that
K0puptˇnpqq ě ´
1
p
, K0puptˆnpqq ď
1
p
. (4.22)
If
´1
p
ď K0puptˆnpqq ď
1
p
,
we may set t˚n “ tˆnp and the properties (4.13) are proved. If K0puptˆnpqq ă ´1p ,
then, by (4.22) and the intermediate value theorem, there exists t˚n P Inp,p so that
K0pupt˚nqq “ ´1p and again the properties (4.13) hold. 
Remark 4.5. We point out that the results of Sections 4.1 and 4.2 also hold in the
non-radial case, whereas the convergence property of the next section uses the radial
assumption.
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4.3. Proof of Theorem 1.3. This is similar to the proof of [4, Theorem 3.3]. For
the reader’s convenience we present the argument. We recall that the sequence t˚n,
n ě 0, is given in Lemma 4.4 together with the constant r ą 0. >From Lemma 3.1,
we conclude that
sup
ně0
}pupt˚nq, Btupt˚nqq}H ă 8.
We consider the equations#
Bttunptq ` 2αpt˚n ` tqBtunptq ´∆unptq ` unptq ´ fpunptqq “ 0,
punp0q, Btunp0qq “ pupt˚nq, Btupt˚nqq.
pKGqnα
By wellposedness (see Theorem 2.5), there exist T ą 0 and C ą 0 such that, for any
n, the solution punptq, Btunptqq exists on r´T, T s and, for ´T ď t ď T ,
}punptq, Btunptqq}H ď C. (4.23)
Without loss of generality, we may choose 0 ă T ď r.
In dimensions d “ 1 or d “ 2, (4.23) implies that }un}L8pp´T,T q,LppRdqq ď C, for all
2 ď p ă 8. For dimensions 3 ď d ď 6, the Strichartz estimates give
}un}Lθ˚pp0,T q,L2θ˚ pRdqq ď C, (4.24)
where θ˚ “ d`2
d´2
. By uniqueness, unptq “ upt˚n ` tq. For any s, t P r´T, T s, we have
the following time equicontinuity
ż
Rd
|unptq ´ unpsq|2dx “
ż
Rd
ˇˇˇ
ˇ
ż t
s
Btunpσqdσ
ˇˇˇ
ˇ
2
dx
ď |t ´ s|
ż
Rd
ż t
s
|Btunpσq|2dσdx ď |t´ s|
ż t`t˚n
s`t˚n
}Btupσq}2L2dσ,
and thus, by Lemma 4.4,
}unptq ´ unpsq}2L2 ď |t´ s|
ż t`t˚n
s`t˚n
}Btupσq}2L2dσ (4.25)
ď 2r
ż tn`r
tn´r
}Btupσq}2L2dσ ÝÑ 0, as nÑ `8. (4.26)
For s, t P r´T, T s, and any fixed p P p2, 2˚q, we deduce from the above inequality,
by using an interpolation argument, that there exist b ” bppq P p0, 1q and a uniform
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constant C˜ ą 0 so that,
}unptq ´ unpsq}Lp ď }unptq ´ unpsq}bL2˚}unptq ´ unpsq}1´bL2
ď C˜|t´ s| 1´b2 `ż t˚n`r
t˚n´r
}Btupσq}2L2dσ
˘ 1´b
2 Ñ 0 as nÑ `8.
(4.27)
We choose 2 ă p0 ă p1 ă 2˚ (to be fixed later) and define X “ Xp0,p1 ” Lp0pRdq X
Lp1pRdq. We consider the family of functions punptqqn in C0pr´T, T s;X q. By the
property (4.23), we know that punq is bounded in C0r´T, T s;H1 X C1r´T, T s;L2,
hence also in Cαr´T, T s;H1´α and for any 2 ă p ă 2˚ in Cαppqp´T, T s;Lp. Due
to the compact embedding of H1radpRdq into Lq, 2 ă q ă 2˚, we deduce that the
sequence punq is equicontinuous in C0pr´T, T s;Kq, where pKq is a compact subset
of X . Thus, by the Ascoli’s theorem, (after possibly extracting a subsequence) the
sequence punq converges in C0pr´T, T s;X q to a function u˚ which according to (4.25)
is constant on r´T, T s. We have proved
‚ unptq Ñ u˚ as nÑ `8 in C0pr´T, T s;X q and u˚ :“ u˚ptq
‚ Btunptq Ñ 0 as nÑ `8 in L2pp´T, T q;L2pRdqq
‚ punptq, Btunptqqn is uniformly bounded in L8pp´T, T q;Hq and, in particular
in L2pp´T, T q;Hq.
To pass from these weak convergences to strong convergences in
Cpr´T, T s;H1q X C1pr´T, T s;L2pRdqq,
we are first going to show that u˚ is an equilibrium point of the (undamped) Klein
Gordon equation. To pass to the limit in the equation (pKGqα) satisfied by un it
is enough to show that we can pass to the limit in the non linearity (all the linear
terms passing easily to the limit in the distribution sense). The argument here is
that we can combine the slack from, sub criticality of the non linearity with the
compact embedding H1
radial
Ñ Lp, 2 ă p ă 2˚.
Lemma 4.6. We can choose p0, p1 sufficiently close to 2, 2
˚, respectively (depending
on pH.2qf ) so that
lim
nÑ`8
sup
tPr´T,T s
ż
Rd
|fpunptqqunptq ´ fpu˚qu˚|dx “ 0. (4.28)
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Proof. Using Hypothesis pH.2qf and the Hölder inequality, we see that for t P
r´T, T s,
|
ż
Rd
pfpu˚qu˚ ´ fpunptqqunqptqdx|
ď c
ż
Rd
|u˚ ´ unptq|p|unptq|θ ` |unptq|β`1 ` |u˚|θ ` |u˚|β`1qdx, (4.29)
and the result follows from the choice
2 ă p0 ď β ` 2 ă θ ` 2 ď p1 ă 2˚,
and the convergence of un to u
˚ in Cpr´T, T s;Lp0 X Lp1q.

Since K0punqp0q Ñ 0, nÑ `8, we get
lim
nÑ`8
}unp0q}2H1 “ lim
nÑ`8
ż
Rd
fpunp0qqunp0q
“
ż
Rd
fpu˚qu˚dx “
ż
Rd
p|∇u˚|2 ` pu˚q2qdx “ }u˚}2H1 , (4.30)
where in the third equality we used that u˚ is an equilibrium of pKGqα.
On the other hand, the sequence punp0qq converges to u˚ in X , hence weakly in
H1. From (4.30) we deduce that the H1 convergence is actually strong. We also
have
uptq “ up0q `
ż s
0
Bsupsqds
ñ }unptq´u˚}L8p´T,T q;L2pRdq ď }unp0q´u˚}L2pRdq`}Bsu}L1pp´T,T q;L2pRdqq ÑnÑ`8 0.
(4.31)
To finish the proof of the theorem it remains to show that
Btunp0q Ñ 0 in L2pRdq. (4.32)
The difference u˜n :“ un ´ u˚ satisfies$’&
’%
Bttu˜n ´∆u˜n ` u˜n “ fpunq ´ fpu˚q ´ 2αpt` t˚nqBtu˜n
u˜np0q “ unp0q ´ u˚ Ñ 0 as nÑ `8 in H1pRdq
Btu˜np0q “ Btunp0q.
(4.33)
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One has un ´ u˚ “ wn ` vn where wn and vn are solutions of the equations#
Bttwn ´∆wn ` wn “ fpunq ´ fpu˚q ´ 2αpt` t˚nqBtun
wnp0q “ unp0q ´ u˚, Btwnp0q “ 0,
(4.34)
and #
Bttvn ´∆vn ` vn “ 0
vnp0q “ 0, Btvnp0q “ Btunp0q.
(4.35)
By energy estimates for all ´T ď t ď T ,
}pwn, Btwnqptq}H ď C
“}unp0q ´ u˚}H1 ` C?2T
ˆż T
´T
}Btunpsq}2L2ds
˙ 1
2
`
ż T
´T
}fpunqpsq ´ fpu˚q}L2ds
‰
, (4.36)
and since the two first terms in the r.h.s. of (4.36) tend to 0, the following lemma
allows to conclude that
limnÑ`8}pwn, Btwnqptq}L8pp´T,T q;Hq “ 0. (4.37)
Lemma 4.7. We have
lim
nÑ`8
}fpunqpsq ´ fpu˚}L1pp´T,T q;L2pRdqq “ 0.
Proof. In view of Hypothesis pH.2qf and the fact that 0 ă β ă θ ´ 1, one has,ż T
´T
}fpunqpsq ´ fpu˚q}L2ds
ď C
ż T
´T
}|unpsq ´ u˚|p|un|β ` |u˚|β ` |un|θ´1 ` |u˚|θ´1q}L2ds
ď 2C
ż T
´T
}|unpsq ´ u˚|p1` |un|θ´1 ` |u˚|θ´1q}L2ds
ď 2C“}un ´ u˚}L8pp´T,T q,L2pRdqq `
ż T
´T
}|unpsq ´ u˚|p|un|θ´1 ` |u˚|θ´1q}L2pRdqds.
(4.38)
Since un Ñ u˚ in C0pI, L2pRdqq, the first term on the right-hand side of (4.38)
vanishes in the limit n Ñ 8. Since, by elliptic regularity, u˚ is uniformly bounded
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in L8pRdq, using (4.31), we haveż T
´T
}pun ´ u˚q|u˚|θ´1q}L2ds ď 2T }un ´ u˚}L8pL2pRdqq}u˚}θ´1L8pL8q
ď C}un ´ u˚}L8pL2pRdqq Ñ 0, pnÑ `8q. (4.39)
To bound the remaining term in (4.38), we argue as in the proof of Theorem 2.5, by
using the Hölder and Strichartz inequalities (see the estimates (2.7)), and we obtainż T
´T
}punpsq ´ u˚q|unpsq|θ´1}L2ds ď }unpsq}
pθ´1qη1
θ
L8pI,L2pRdqq
}unpsq ´ u˚}
η1
θ
L8pI,L2pRdqq
ˆ p2T qη1` ż T
´T
}unpsq ´ u˚}θ˚L2θ˚ds
˘ 1´η1
θ ˆ ` ż T
´T
}unpsq}θ˚L2θ˚ds
˘ pθ´1qp1´η1q
θ , (4.40)
where η1 “ d`2´θpd´2q4 . The right-hand side of the inequality (4.40) tends to 0 as n
goes to infinity. 
By construction, vn “ pun´u˚q´wn and, in particular, Btvn “ Btun´Btwn. From
(4.2) and (4.37), we infer that
lim
nÑ`8
}Btvn}L2pp´T,T q;L2pRdqq “ 0. (4.41)
To conclude the proof of Theorem 1.3, we turn this L2t averaged estimate into a
uniform estimate with
Lemma 4.8 ( [4, Lemma 3.4]). For any T0 ą 0, there exists a positive constant
cpT0q ą 0, independent of n, such that for any solution of thelinear Klein Gordon
equation (4.35),
}Btvnp0q}2L2pRdq ď cpT0q
ż T0
´T0
ż
Rd
|Btvn|2dxds. (4.42)
4.4. Trapping the trajectory near an equilibrium for a long time. The
following lemma is the key mechanism by which a global trajectory will be trapped
near an equilibrium. This lemma requires nothing on the dissipation other than
α ě 0. So it also holds in the conservative case.
Lemma 4.9. Let ~u be a global trajectory and suppose that for some equilibrium Q
and for some time t0
}~upt0q ´ pQ, 0q}H ă ρ,
where 0 ă ρ ă 1 is arbitrary but fixed. There exists a small δ0 “ δ0pρ, d, Q, fq
(independent of α) with the following property if }uptq ´Q}L2 ď δ0 for all t P rt0, t1s
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where t1 ě t0 is arbitrary, then
}~uptq ´ pQ, 0q}H ď 2ρ, (4.43)
for all t P rt0, t1s.
Proof. Define
µptq :“ 1
2
}uptq ´Q}2H1 `
1
2
}ut}2L2.
In view of xu, vyH1 “ xp´∆` 1qu, vyL2 one has
9µptq “ xuptq, utyH1 ´ xQ, utyH1 ` x∆u´ u, utyL2 ´ 2αptq}utptq}2L2 ` xfpuptqq, utyL2
ď d
dt
“´ xp´∆` 1qQ, uyL2 `
ż
Rd
F puptqqdx‰,
whence for all t0 ď t ď t1 and with constants depending on Q and the nonlinearity
f via the constants in pH.2qf ,
µptq ď µpt0q ´ xfpQq, uptq ´ upt0qyL2 `
ż
Rd
F puptqq ´ F pupt0qqdx
ď 1
2
ρ2 ` Cδ0 ` C
ż
Rd
p|uptq| ` |upt0q| ` |uptq|θ ` |upt0q|θq|uptq ´ upt0q|dx
ď 1
2
ρ2 ` Cδ0 ` Cp}uptq}θθ`1 ` }upt0q}θθ`1q}uptq ´ upt0q}θ`1.
Using a classical Sobolev embedding and an interpolation inequality, we may write
that, for some η “ ηpθ, dq P p0, 1q,
}uptq ´ upt0q}θ`1 ď C}uptq ´ upt0q}η2}uptq ´ upt0q}1´ηH1 ,
which further implies that for all t0 ď t ď t1,
µptq ď 1
2
ρ2 ` Cδ0 ` Cδη0p1` µptqqp1´ηqpθ`1q. (4.44)
By the method of continuity, it follows that for δ0 sufficiently small (independently
of t0) one has µptq ď 2ρ2 for all t0 ď t ď t1. 
For future reference we remark that the condition on δ0 is
Cδ
η
0 ď ρ2, (4.45)
with constant C “ CpQ, d, fq and η “ ηpd, θq “ ηpd, fq, as can be seen from (4.44).
The following immediate corollary of Lemma 4.9 is the most useful form of the
trapping property for our purposes.
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Corollary 4.10. Let ~u be a global trajectory and suppose that for some equilibrium
Q and for some times 0 ď t0 ď t1
}~upt0q ´ pQ, 0q}H ă ρ, }upt0q ´Q}L2 `
ż t1
t0
}utptq}L2dt ď δ0,
where 0 ă ρ ă 1 is arbitrary, and δ0 “ δ0pρ, d, Q, fq is small. Then
}~uptq ´ pQ, 0q}H ď 2ρ, (4.46)
for all t P rt0, t1s.
Proof. Lemma 4.9 applies since
max
t0ďtďt1
}uptq ´Q}L2 ď }upt0q ´Q}2 `
ż t1
t0
}utpsq}L2ds ď δ0,
and we are done. 
Combining this corollary with Lemma 4.2 yields the following result which guar-
antees trapping along increasingly long intervals Im.
Proposition 4.11. Under the hypothesis pH.2qα, let ~uptq be a global solution of
pKGqα. Let nm, m P N be the sequence obtained in Lemma 4.2. Then there exists
an equilibrium pQ, 0q of pKGqα and, for any 0 ă ρ ă 1 there exists m0 such that
}~upsq ´ pQ, 0q}H ď ρ, @s P Im :“ rn3{2m ` 1, pnm ` 1q3{2s, (4.47)
for all m ě m0.
Proof. The proof of Theorem 1.3 applies to any sequence Jm Ă Im of intervals of
fixed length, say |Jm| “ 1. In particular, we may take Jm “ rn3{2m , n3{2m ` 1s. This
yields a sequence of times t˚,1nm for which the properties (4.13) hold, and such that
~upt˚,1nmq converges strongly to an equilibrium point pQ, 0q.
In view of (4.7) we may apply the previous corollary to the interval rt˚,1nm , pnm `
1q3{2s. 
4.5. Trapping the trajectory near an equilibrium in the case of isolated
equilibria.
Proposition 4.12. Assume that the hypothesis pH.3qα holds. Let ~uptq be a global
solution of pKGqα. Suppose moreover that all the equilibria pQ, 0q with energy
EpQ, 0q ď Ep~up0qq are isolated. Let nm, m P N, be the sequence obtained in
Lemma 4.3. Then there exist an equilibrium pQ, 0q of pKGqα and ρ0 ą 0, so that
for any 0 ă ρ ă ρ0, there exists m0 ą 0 such that
}~upsq ´ pQ, 0q}H ď ρ, @s P I2m :“ rn2m ` 1, pnm ` 1q2s, (4.48)
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for all m ě m0.
Proof. The proposition is proved in two steps.
Step 1 As in the previous proposition, we remark that the proof of Theorem 1.3
applies to any sequence Jm Ă I2m of intervals of fixed length, say |Jm| “ 1. In
particular, we may take Jm “ rn2m, n2m ` 1s. This yields a sequence of times t˚,1nm
for which the properties (4.13) hold, and such that ~upt˚,1nmq converges strongly to an
equilibrium point pQ, 0q. Since pQ, 0q is isolated, there exists δ ą 0 such that the ball
BHppQ, 0q, δq does not contain another equilibrium. We next choose 0 ă ρ0 ă δ{2.
By the uniform continuity of Sαpt, sq at pQ, 0q, for any 0 ă ρ ă ρ0, there exist η ą 0,
so that, if
}pQ, 0q ´ ~w}H ď η, (4.49)
then
}pQ, 0q ´ Sαpt, t˚,1nmq~w}H ă ρ, n2m ď t ď n2m ` 1. (4.50)
Thus, since ~upt˚,1nmq converges to pQ˚, 0q, there exists m1, so that, for m ě m1, we
have
}pQ, 0q ´ ~uptq}H ă ρ, n2m ď t ď n2m ` 1. (4.51)
Step 2 If the property (4.51) does not hold for every t P I2m, then there exists
snm P pn2m ` 1, pnm ` 1q2s such that ~upsnmq belongs to the sphere SppQ, 0q, ρq of
center pQ, 0q and radius ρ.
We next choose 0 ă r ă 1 smaller than the local time T ą 0 of existence of
solutions of pKGqα with initial data in the ball BppQ, 0q, 2δq of center pQ, 0q and
radius 2δ.
We now consider the sequence of times snm . We first apply Lemma 4.4 to the
sequence of intervals rsnm ´ r, snm ` rs, obtaining then a sequence of times s˚nm for
which the properties (4.13) hold. Afterwards, we notice that the proof of Theo-
rem 1.3 also applies to the sequence of intervals rsnm ´ r, snm ` rs and thus that
~ups˚nmq converges to an equilibrium denoted pQ2, 0q. Arguing as in Step 1, we show
that there exists m2 ě m1 such that, for m ě m2, we have
}pQ2, 0q ´ ~uptq}H ă ρ, snm ´ r ď t ď snm ` r, (4.52)
and in particular,
}pQ2, 0q ´ ~upsnmq}H ă ρ. (4.53)
The property (4.53) also implies that
}pQ2, 0q ´ pQ, 0qq}H ă 2ρ ă δ, (4.54)
which leads to a contradiction, unless Q2 “ Q. And Proposition 4.12 is proved.

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5. Proof of Theorem 1.1 if d ą 3 or d “ 3 and θ ď 4
5.1. The main functional Hν. For technical reasons we first present these cases.
The remaining one, i.e., d “ 3 and 4 ă θ ă 5, is more complicated and we turn to
it later. The proof proceeds by considering suitable functionals of Lyapunov type.
However, the analysis is somewhat delicate as the functionals only give limited in-
formation (for example, only locally in time). We will rely on the Łojasiewicz-Simon
inequality, which is a well-known method for gradient systems (see for example,[36,
19, 20, 21]) and used first by Simon [36]. Throughout this section ~u is a global solu-
tion, and Im is the interval from Proposition 4.11. In particular, pQ, 0q will always
denote the equilibrium of that proposition. Let ρ0 be given by the Łojasiewicz-Simon
theorem of Appendix A, and we set ρ “ ρ0 in Proposition 4.11.
Definition 5.1. Assume hypothesis pH.2qα. Let ~u be a global trajectory, and let
pQ, 0q be the equilibrium from Proposition 4.11. Fix a large positive number R1 so
that R1 ě 8R0, with R0 ě maxp4R, 2ρ0q and R “ }Q}H1. For any t ě 0 let
Hνptq :“ Ep~uptqq ´ EpQ, 0q ` ε0p1` tqaν x´∆uptq ` uptq ´ fpuptqq, utptqyH´1, (5.1)
where 1 ě ε0 ą 0 will be specified later and where ν ą 1 is chosen so that aν ă 13 .
Let Tm ą n3{2m be the first time where }~uptq}H “ R1, or Tm “ 8 if this never
occurs, and define I˜m :“ rn3{2m , Tms.
Note that by Proposition 4.11 and our choice of parameters, we have Tm ě pnm`
1q 32 . Thus, I˜m extends Im strictly to the right. See Lemma 5.3 for basic properties
of Hν relating to differentiability and monotonicity. The conditions to be satisfied
by ε0 will appear in the proof below. We notice that the condition aν ă 1{3 imposes
an additional condition on a only if ν ą 1 is large. In fact, it suffices to take ν ą 1
close to 1. The functional Hν with a “ 0 has been used by Haraux and Jendoubi
in [20] on bounded domains and for globally bounded trajectories in the case where
1 ă θ ď d{pd ´ 2q and provided the damping is a positive constant. A functional
of this type with ν “ 1 was used by Haraux and Jendoubi in [21] for bounded
trajectories for finite-dimensional gradient systems, and damping αptq ą 0 under a
condition similar to pH.1qα. Amongst several others, our challenge is that we are
dealing with potentially unbounded trajectories. However, we will use in a crucial
way that the trajectories are bounded on the time intervals Im, with m large enough.
If we knew a priori that the trajectory is bounded, then the proof of Theorem 1.1
would be much simpler.
We begin with an estimate on the nonlinear expression arising in H 1ν .
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Lemma 5.2. Assume that Hypothesis pH.2qf holds, with the restriction 1 ă θ ď 4
in the case d “ 3. Then, the following inequality holds
|xf 1puqut, utyH´1 | ď c}ut}2L2}u}θ´1H1 . (5.2)
Proof. a) The case d “ 3: Assume that 1 ă θ ď 4, then we can for example write
|xf 1puqut, utyH´1| ď }f 1puqut}H´2}ut}L2 ď sup
}ϕ}
H2
“1
|
ż
R3
f 1puqutϕdx|}ut}L2. (5.3)
Using condition pH.2qf on the nonlinearity with }ϕ}H2 “ 1 fixed we have
|
ż
R3
f 1puqutϕdx| ď sup
|v|ď1
|f 1pvq|}ut}L2}ϕ}L2 ` C}|u|θ´1ut}1}ϕ}8 (5.4)
ď Cp1` }|u|θ´1}L2q}ut}L2, (5.5)
which implies, since 2pθ ´ 1q ď 6, that
|xf 1puqut, utyH´1| ď Cp1` }u}θ´1L2pθ´1qq}ut}2L2 ď Cp1` }u}θ´1H1 q}ut}2L2, (5.6)
and the estimate (5.2) is proved in this case.
b) The case 5 ď d ď 6: In this case, H2pRdq is embedded in L2d{pd´4qpRdq.
Applying the estimate (5.3) and the Hölder inequality, we get
|xf 1puqut, utyH´1| ď C}ut}2L2 sup
}ϕ}
H2
“1
`}ϕ}L2d{pd´4q}u}θ˚´1L2d{pd´2q ` }ϕ}L2˘ (5.7)
ď C}ut}2L2p1` }u}θ
˚´1
H1
q, (5.8)
and the estimate (5.2) is again proved in this case.
c) The case d “ 4: If d “ 4, H2pRdq Ă LppRdq, for any 1 ď p ă 8. This case is
even simpler and is left to the reader. 
We can now derive basic properties of Hν .
Lemma 5.3. Assume that ~u ‰ pQ, 0q. Then Hν is a decreasing C1-function as long
as }~uptq}H ă R1. In particular, Hν is decreasing on I˜m with m ě m0.
Proof. The functional Hν is well-defined and continuous. Indeed, it suffices to use
the continuity properties of ~u and the following estimates,
|x´∆u` u, utyH´1| ď }u}H1}ut}H´1 ď C}u}H1}ut}L2, (5.9)
and, due to Hypothesis pH.2qf ,
|xfpuq, utyH´1| ď }fpuq}H´1}ut}H´1 ď Cp}u}H1 ` }u}θ˚H1q}ut}L2. (5.10)
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To obtain the final estimate here, we note that
}fpuq}H´1 ď C
`}u}L2 ` }|u|θ˚}H´1˘ ď C`}u}L2 ` }|u|θ˚}L2d{pd`2q˘
ď C`}u}L2 ` }u}θ˚H1˘, (5.11)
since L2d{pd`2qpRdq ãÑ H´1pRdq and θ˚ ¨ 2d
d`2
“ 2d
d´2
“ 2˚. Next, one needs to
show that Hν is differentiable and that the derivative is continuous. To show
that Hν is differentiable and C
1 in t, we first assume that the initial data ~up0q
belong to H2pRdq ˆ H1pRdq. Then the solution ~uptq is classical and belongs to
C1pr0,8q, H1pRdqq XC0pr0,8q, H2pRdqq XC2pr0,8q, L2pRdqq. In this case, one can
also compute the derivative of Hν in a classical way and one finds that, for t ě 0,
H 1νptq “ ´ 2αptq}utptq}2L2 ´
aνε0
p1` tqaν`1 x´∆u` u´ fpuq, utyH´1
` ε0p1` tqaν x´∆u` u´ fpuq, uttyH´1
` ε0p1` tqaν x´∆ut ` ut ´ f
1puqut, utyH´1,
which implies that, for t ě 0,
H 1νptq “ ´ 2αptq}utptq}2L2 ´
ε0νa
p1` tqaν`1 x´∆u` u´ fpuq, utyH´1
´ ε0p1` tqaν } ´∆u` u´ fpuq}
2
H´1
´ 2ε0p1` tqapν`1q x´∆u` u´ fpuq, utyH´1
` ε0p1` tqaν x´∆ut ` ut ´ f
1puqut, utyH´1 .
(5.12)
In the above expression of H 1νptq, the first to the fourth terms are always well-defined
(see (5.9) and (5.10)) and one has good bounds even if the initial data are only in
H. It remains to prove that it is also the case for the last term. In the previous
lemma we established the bound
|xf 1puqut, utyH´1| ď C}ut}2L2p1` }u}θ´1H1 q,
see (5.2). In addition, one has the following estimate
|x´∆ut ` ut, utyH´1 | ď C}ut}2L2. (5.13)
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We next apply Lemma 5.2 and the Cauchy-Schwarz inequality to (5.12). Thus there
exist ε0 ą 0 small enough, and t0 ą 0 large enough, so that for all t ě t0,
H 1νptq ď ´
p2´ ε0CpR1qq
p1` tqa }ut}
2
L2 ´
ε0
4p1` tqaν } ´∆u` u´ fpuq}
2
H´1 ď 0, (5.14)
provided that }~uptq}H ď R1, and, say,
2´ ε0CpR1q ě 3{2. (5.15)
If H 1νpt˜q “ 0, then ut “ 0 and ´∆u ` u ´ fpuq “ 0 at time t “ t˜. Therefore, u is
an equilibrium pQ˜, 0q. By Proposition 4.11 we then must have Q “ Q˜. Thus in fact
H 1νptq ă 0. These estimates are still valid when the initial data belong to H only.
Thus, arguing by density, we can show that Hν is still of class C
1 even if the initial
data only belong to H. 
We derive the following conclusions from the previous lemma: Assume that the
trajectory ~uptq is bounded in H for t ě 0 by say the constant R1. In Theorem 1.3,
we have seen that there exists a sequence of times tnm such that ~uptnmq converges
to pQ, 0q as tnm goes to infinity, which means that Hνptnmq goes to 0 when tnm goes
to infinity. On the other hand, since ~uptq is bounded in H by the constant R1, the
function Hνptq is decreasing for t ě t0. Since it is bounded from below, the function
Hνptq converges as t goes to infinity and thus we may conclude that
lim
tÑ`8
Hνptq “ 0. (5.16)
Thus, without loss of generality, we may assume that, by choosing the above time
t0 ą 0 large enough, Hνptq ą 0 for t ě t0.
If we do not know a priori that the trajectory ~uptq remains bounded in H, then
we cannot conclude that Hνptq stays positive for t ě t0. The above arguments
(see (5.14)) only show that, for t P rt0, T1s, where rt0, T1s is defined as the maximal
time interval (beginning at t0) on which }uptq}H ď R1, the function Hν is non
increasing. It could be that on this time interval the function Hν becomes negative.
Indeed, the function Hν could become again positive later, when }uptq}H ą R1. This
possibility makes the proof below more delicate, as several different cases will need
to be considered.
5.2. Hν becomes negative at some time. The main technical result in this case
is the following one.
Proposition 5.4. Assume that there exists t1 P Im0 so that Hνpt1q ď 0, with m0
sufficiently large. Denote the right end-point of I˜m0 by T1. Then Hνptq is decreasing
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and thus Hνptq ă 0 on pt1, T1s. Furthermore, if ν is sufficiently close to 1, thenż T1
t1
}utpsq}L2ds ď Ct´apν´1q1 , (5.17)
where C is a positive absolute constant (independent of m0).
We remark that T1 always lies to the right of Im0 . The proof of Proposition 5.4
is quite involved, so we first show how to deduce T1 “ 8 from it. This is the key
step in the proof of Theorem 1.1. To this end, fix a small positive constant δ0 ď ρ08
(the precise condition will be specified later). By Proposition 4.11, there exists m0,
so that, for m ě m0, we have,
}pQ, 0q ´ ~upsq}H ď δ0
2
ď ρ0
16
, @s P Im. (5.18)
We also choose m0 large enough so that, for t ě t0 ” n3{2m0 , the non-increasing
property (5.14) of Lemma 5.3 holds, as long as t ě t0 and provided that }~uptq}H ď
R1.
Corollary 5.5. Suppose δ0 ą 0 is sufficiently small and m0 is large. Then under
the conditions of Proposition 5.4,
}~uptq ´ pQ, 0q}H ď ρ0
2
, (5.19)
for all times t ě t1. In particular, T1 “ 8.
Proof. We choose m0 large so thatż T1
t1
}utpsq}L2ds ď Ct´apν´1q1 ď
δ0
2
, (5.20)
}upt1q ´Q}L2 ď δ0
2
. (5.21)
By Corollary 4.10 for all t P rt1, T1s,
}~uptq ´ pQ, 0q}H ď ρ0
2
, (5.22)
if δ0 ą 0 is chosen small enough.
Recall that rt1, T1s is the maximal interval on which }~uptq}H ď R1. The property
(5.22) says that on this same time interval, cf. Definition 5.1,
}~uptq}H ď ρ0
2
`R0{4 ă R0{2 ă R1{16,
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which leads to a contradiction if T1 ă 8. Thus we have shown that, if there exists
t1 P Im0 so that Hνpt1q ă 0, then ~uptq, t ě t1 never leaves the ball BHppQ, 0q, R1{16q
and thus that, for t ě t1, the estimate (5.22) holds for all times. 
Proof of Proposition 5.4. If Hνptq ď 0, then
0 ă Ep~uptqq ´ EppQ, 0qq ď ´ ε0p1` tqaν x´∆uptq ` uptq ´ fpuptqq, utptqyH´1. (5.23)
Therefore on this time interval, we have the following two kinds of inequalities
0 ă Ep~uptqq ´ EppQ, 0qq ď 2ε0p1` tqapν`1q }utptq}
2
H´1 `
ε0
2p1` tqaν
B
Bt}utptq}
2
H´1,
0 ă Ep~uptqq ´ EppQ, 0qq ď ε0C2p1` tqaν }utptq}H´1 ď
ε0C2
p1` tqaν }utptq}L2 ,
(5.24)
for some C2 “ C2pR1q ą 0. The estimates in the first line follows from (5.23) and
the PDE, whereas the second line follows from (5.23) and the estimates (5.9) and
(5.10). To bound the time integral in Proposition 5.4, we introduce the positive
functional
Gptq “ Ep~uptqq ´ EppQ, 0qq, (5.25)
the derivative of which is
G1ptq “ ´2αptq}utptq}2L2 . (5.26)
Positivity of G is guaranteed since ~u is not stationary by assumption. The second
line of (5.24) and the equality (5.26) imply that G satisfies the differential inequality
G1ptq ` C3p1` tqap2ν´1qG2ptq ď 0 (5.27)
on rt1, T1s, where C3 “ 2pε0C2q´2. Integrating this inequality, we find that, for
t P rt1, T1s,
Gptq ď
´
G´1pt1q ` C3
ap2ν ´ 1q ` 1rp1` tq
ap2ν´1q`1 ´ p1` t1qap2ν´1q`1s
¯´1
, (5.28)
and also, by using the inequalities (5.24) and (5.18),
Gptq ď
´8p1` t1qaν
C4ρ0
` C3
ap2ν ´ 1q ` 1 rp1` tq
ap2ν´1q`1 ´ p1` t1qap2ν´1q`1s
¯´1
ď
´p1` t1qaν
C4R1
` C3
ap2ν ´ 1q ` 1 rp1` tq
ap2ν´1q`1 ´ p1` t1qap2ν´1q`1s
¯´1
,
(5.29)
where C4 “ ε0C2.
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We next estimate the quantity
şt`τ
t
}utpsq}L2ds, for any t ě 0, τ ě 0. From (5.26)
and the Cauchy-Schwarz inequality,ż t`τ
t
}utpsq}L2ds ď
` ż t`τ
t
p1` sqads˘1{2`2 ż t`τ
t
αpsq}utpsq}2L2ds
˘1{2
ďτ 1{2p1` t` τqa{2pGptq ´Gpt` τqq1{2
ďτ 1{2p1` t` τqa{2Gptq1{2.
(5.30)
In a first step, we shall assume that t1 ď t ď T1 and use (5.29) to control Gptq. Note
that we do not require that t ` τ ď T1. Indeed, the value of Gpt` τq plays no role
in the previous estimate, so (5.29) only enters in the estimation of Gptq.
5.2.1. The case 2t1 ď t ď T1. We deduce from (5.29) and (5.30) that,ż 2t
t
}utpsq}L2ds ď 2
a{2pap2ν ´ 1q ` 1q1{2t1{2p1` tqa{2
C
1{2
3 p1` tqpap2ν´1q`1q{2r1´ p 1`t11`2t1 qap2ν´1q`1s1{2
ďC5pap2ν ´ 1q ` 1q
1{2p1` tq´apν´1q
r1´ p 1`t1
1`2t1
qap2ν´1q`1s1{2 .
(5.31)
Without loss of generality, we may assume that we have chosen m0 large enough so
that t0 ” nγm0 , γ “ 32 , satisfies
1` t1
1` 2t1 ď
1` t0
1` 2t0 ď
3
4
.
Thus, we deduce from the estimate (5.31) thatż 2t
t
}utpsq}L2ds ď C6p1` tq´apν´1q, (5.32)
where C6 “ 2C5pap2ν ´ 1q ` 1q1{2. Let C7 “ maxpC5, C6q. Since ν ą 1 and a ą 0,
the estimates (5.31) and (5.32) imply thatż T1
2t1
}utpsq}L2ds ď
8ÿ
n“1
C7
2anpν´1qt
apν´1q
1
ď C7
t
apν´1q
1 p1´ 2´apν´1qq
ď C8t´apν´1q1 . (5.33)
5.2.2. The case t1 ď t ď minp2t1, T1q. We set T2 :“ minp2t1, T1q. Going back to the
inequality (5.24), we now exploit the inequality on the first line. To do so, we need
to take the sign of d
dt
}utptq}2H´1 into account.
Case 1 }utptq}H´1 is nondecreasing on some interval rt1, t1`τ s Ă rt1, T2s, with τ ą 0.
In particular, d
dt
}utptq}H´1 ě 0 for all t1 ď t ď t1 ` τ . We now maximize τ with
this property. I.e., t˚ “ t1 ` τ ď T2 is maximal with the property that }utptq}H´1
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is nondecreasing on rt1, t˚s. Note that if t˚ ă T2, then there exists a decreasing
sequence tsku8k“1 in rt˚, T2s with
d
dt
}utpskq}H´1 ă 0 “ d
dt
}utpt˚q}H´1, sk Ñ t˚. (5.34)
We remark that we cannot claim that }utpt˚q}H´1 is a maximum, since }utptq}H´1
might oscillate to the right of t “ t˚. Let us recall that
}v}H´1 ď }v}L2, @v P L2,
as can be seen by the Fourier transform and Plancherel. Indeed,
}v}H´1 “ }p1` 4π2|ξ|2q´ 12 vˆpξq}L2 ď }vˆpξq}L2 “ }v}L2.
From the property (5.24), we deduce that
2
ż t˚
t1
αpsq}utpsq}2L2ds ď
ε0C1
p1` t1qaν }utpt1q}H´1. (5.35)
Thus, there exists 0 ď τ1 ď t˚ ´ t1 so that
2αpt1 ` τ1q}utpt1 ` τ1q}2L2 ď
ε0C1
pt˚ ´ t1qp1` t1qaν }utpt1q}H´1,
and hence
}utpt1 ` τ1q}2L2 ď
ε0C1
pt˚ ´ t1qp1` t1qapν´1q }utpt1q}H´1. (5.36)
Since by our nondecreasing assumption on t1,
}utpt1q}H´1 ď }utpt1 ` τ1q}H´1, (5.37)
it follows from (5.36) and (5.37) that
}utpt1q}2H´1 ď }utpt1 ` τ1q}2L2 ď
ε0C1
pt˚ ´ t1qp1` t1qapν´1q }utpt1q}H´1,
and
}utpt1q}H´1 ď ε0C1pt˚ ´ t1qp1` t1qapν´1q . (5.38)
Using again the inequality (5.24), we deduce from (5.38) and (5.35) (replacing t˚ on
the left-hand side by 8) that
2
ż 8
t1
αpsq}utpsq}2L2ds ď
ε20C
2
1
pt˚ ´ t1qp1` t1qap2ν´1q . (5.39)
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Let ℓ be a fixed positive number, which will made more precise later. It follows from
(5.39) that
ż t˚`ℓ
t1
}utpsq}L2ds ď 2a{2Cpℓqpt˚ ´ t1q1{2p1` t1qa{2
´ ż 8
t1
αpsq}utpsq}2L2ds
¯1{2
ď ε0C1Cpℓqp1` t1qapν´1q .
(5.40)
Since we may take t1 larger than any fixed time, it follows from (5.40) and Corol-
lary 4.10 that T1, and therefore T2, cannot be arbitrarily close to t1. More precisely,
for any fixed L ą 0 we can assume that T1 ě T2 ě t1 ` L.
It remains to estimate the term
şT2
t˚
}utpsq}L2ds when t˚ ` ℓ ď T2. We set
ℓ “ “1` 2apν ´ 1q
aν
‰` 1, (5.41)
where
“
x
‰
denotes the integral part of x. We will show by recursion that there exists
a finite sequence of numbers 0 ď τ˜j ď 1, j “ 1, 2, . . . , ℓ´ 1, such that
ż 8
t˚`
řj“ℓ´1
j“1 τ˜j
1
p1` sqa }utpsq}
2
L2ds ď
εℓ02
2pℓ´1qa
p1` t˚qapν`1q`pℓ´1qaν }utpt
˚q}2H´1. (5.42)
From the first line of (5.24) and the vanishing in (5.34), we deduce that
ż 8
t˚
1
p1` sqa }utpsq}
2
L2ds ď
ε0
p1` t˚qapν`1q }utpt
˚q}2H´1. (5.43)
Hence, there exists τ1 with 0 ď τ1 ď 1 such that
}utpt˚ ` τ1q}2L2 ď
ε0p1` t˚ ` τ1qa
p1` t˚qapν`1q }utpt
˚q}2H´1 ď
ε02
a
p1` t˚qaν }utpt
˚q}2H´1. (5.44)
If d
dt
}utpt˚ ` τ1q}2H´1 ď 0, we set τ˜1 “ τ1. If this is not the case, we may choose
0 ă τ˜1 ă τ1 so that t˚` τ˜1 is the closest time on the left of t˚` τ1 so that ddt}utpt˚`
τ˜1q}2H´1 ď 0 (in fact, one then has “ 0 here). The existence of τ˜1 follows from the
intermediate value theorem in view of the sequence sk in (5.34). Consequently,
}utpt˚ ` τ˜1q}H´1 ă }utpt˚ ` τ1q}H´1 ď }utpt˚ ` τ1q}L2 . (5.45)
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Applying again the property (5.24), we obtain,ż 8
t˚`τ˜1
1
p1` sqa }utpsq}
2
L2ds ď
ε0
p1` t˚ ` τ˜1qapν`1q }utpt
˚ ` τ˜1q}2H´1
ď ε0p1` t˚ ` τ˜1qapν`1q }utpt
˚ ` τ1q}2L2
ď ε
2
02
a
p1` t˚ ` τ˜1qapν`1qp1` t˚qaν }utpt
˚q}2H´1,
(5.46)
where the final estimate uses (5.44). Therefore, there exists τ2 with 0 ď τ2 ď 1 such
that
}utpt˚ ` τ˜1 ` τ2q}2L2 ď
ε202
2a
p1` t˚ ` τ˜1qaνp1` t˚qaν }utpt
˚q}2H´1. (5.47)
We proceed as before. If d
dt
}utpt˚` τ˜1` τ2q}2H´1 ď 0, we set τ˜2 “ τ2. If this is not the
case, we may choose 0 ď τ˜2 ă τ2 ď 1 so that t˚ ` τ˜1 ` τ˜2 is the closest time on the
left of t˚ ` τ˜1 ` τ2 so that ddt}utpt˚ ` τ˜1 ` τ˜2q}2H´1 ď 0. It is important to note that
we allow τ˜2 “ 0 at this step. Thus, using in view of (5.24), and (5.47) we obtain,ż 8
t˚`τ˜1`τ˜2
1
p1` sqa }utpsq}
2
L2ds
ď ε0p1` t˚ ` τ˜1 ` τ˜2qapν`1q }utpt
˚ ` τ˜1 ` τ˜2q}2H´1
ď ε0p1` t˚ ` τ˜1 ` τ˜2qapν`1q }utpt
˚ ` τ˜1 ` τ2q}2L2
ď ε
3
02
2a
p1` t˚ ` τ˜1 ` τ˜2qapν`1qp1` t˚ ` τ˜1qaνp1` t˚qaν }utpt
˚q}2H´1.
(5.48)
Arguing by recursion, we finally prove that there exists a sequence of numbers
0 ď τ˜j ď 1, j “ 1, 2, . . . , ℓ´ 1, such thatż 8
t˚`ℓ´1
1
p1` sqa }utpsq}
2
L2ds ď
ż 8
t˚`
řj“ℓ´1
j“1 τ˜j
1
p1` sqa }utpsq}
2
L2ds
ď ε
ℓ
02
2pℓ´1qa
p1` t˚qapν`1q`pℓ´1qaν }utpt
˚q}2H´1
ď C
˚pℓqR21
p1` t˚qℓaν`a ,
(5.49)
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where C˚pℓq is a positive constant depending on ℓ only. It follows from (5.49) thatż T2
t˚`ℓ
}utpsq}L2ds ď p2t1q1{2p1` 2t1qa{2
´ ż 8
t˚`ℓ´1
1
p1` sqa }utpsq}
2
L2ds
¯1{2
ď C
˚˚pℓqR1
p1` t1qapν´1q ,
(5.50)
where C˚˚pℓq is a positive constant depending on ℓ only. The final estimate here
uses the definition (5.41).
The inequalities (5.33), (5.40), and (5.50) imply thatż T1
t1
}utpsq}L2ds ď C˚8 t´apν´1q1 , (5.51)
where C˚8 ą 0 is a positive constant (independent of m0).
Case 2 }utptq}H´1 fails to be nondecreasing on any interval rt1, t1 ` τ s Ă rt1, T2s,
with τ ą 0.
This means that either (i) d
dt
}utpt1q}H´1 ă 0 or (ii) ddt}utpt1q}H´1 “ 0. In the latter
case, there exists a decreasing sequence sk Ñ t1 as in (5.34). Clearly, this sequence
also exists if we have negativity as in (i). Setting t˚ “ t1 we may therefore assert
that (5.50) holds with t˚ “ t1. Indeed, the recursive procedure that lead to this
bound did not require vanishing in (5.34) at t˚, but only nonpositivity. So the same
argument goes through here, too. It remains to establish the analogue of (5.40) for
the integral over rt1, t1 ` ℓs, i.e.,ż t1`ℓ
t1
}utpsq}L2ds ď ε0C1Cpℓqp1` t1qapν´1q .
(5.52)
Since d
dt
}utpt1q}H´1 ď 0, we will apply the first inequality in (5.24), which implies
that ż `8
t1
αpsq}utpsq}2L2ds ď
2ε0CpR1q
p1` t1qapν`1q ,
and thus, by using a Hölder inequality, we obtain,ż t1`ℓ
t1
}utpsq}L2ds ď
´ ż t1`ℓ
t1
p1` sqads
¯1{2´ ż t1`ℓ
t1
αpsq}utpsq}2L2ds
¯1{2
ďp2ℓε0CpR1qq
1{2p1` t1 ` ℓqa{2
p1` t1qapν`1q{2 ď Cpℓ, R1qp1` t1q
´aν{2
ďCpℓ, R1qp1` t1q´apν´1q,
(5.53)
since we could choose ν ą 1 close to 1 (choose 1 ă ν ď 2 so that aν ă 1{3). 
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5.3. Hν ě 0 and the Łojasiewicz-Simon inequality. In this section we assume
that Hνpt0q ą 0, where t0 “ nγm0 ` 1, with γ “ 32 , and also that Hνptq ą 0 on the
maximal time interval rt0, T1s on which }~uptq}H ď R1. We recall that the functional
Hν can be written as
Hνptq “ Jpuptqq´ JpQq` 1
2
}utptq}2L2 `
ε0
p1` tqaν x´∆uptq` uptq´ fpuptqq, utptqyH´1.
(5.54)
Theorem A.1 of Appendix A implies that, as long as }uptq ´ Q}H1 ď ρ0 and in
particular, as long as }~uptq ´ pQ, 0q}H ď ρ0, we have
Hνptq ďC0} ´∆uptq ` uptq ´ fpuptqq}2H´1 `
1
2
}utptq}2L2
` ε0
2p1` tqaν
`} ´∆uptq ` uptq ´ fpuptqq}2H´1 ` }utptq}2L2˘
ďC1
`} ´∆uptq ` uptq ´ fpuptqq}2H´1 ` }utptq}2L2˘.
(5.55)
This implies in particular that Hνptq ď CpR1q for all t P rt0, T1s. From the estimates
(5.14) and (5.55), we deduce that, for t ě t0, as long as }~uptq ´ pQ, 0q}H ď ρ0, we
have
´H 1νptq ě
C2ε0
p1` tqaνHνptq, (5.56)
or also
H 1νptq `
C2ε0
p1` tqaνHνptq ď 0. (5.57)
We now set
t˚0 “ suptt ě t0|}~upsq ´ pQ, 0q}H ď ρ0, @s P rt0, tsu. (5.58)
By the choice of parameters, t˚0 ă T1. We recall that we have chosen t0 “ nγm0 ` 1,
see (5.18). Hence
}pQ, 0q ´ ~upsq}H ď δ0
2
ď ρ0
16
, @s P Im0 .
This implies that t0 ď pnm0 ` 1qγ ă t˚0 . Applying Lemma 4.2, we can also choose
m0 so that ż pnm0`1qγ
n
γ
m0
}utpsq}L2ds ď δ0
2
ď ρ0
16
. (5.59)
Note that
pnm0 ` 1qγ ´ nγm0 „ n
1
2
m0 „ t
1
3
0 . (5.60)
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Note that the differential inequality (5.57) is only useful provided Hνptq ą 0. Inte-
grating (5.57) yields, for t0 ď t ď t˚0 ,
Hνptq ďHνpt0q exp
´
´
ż t
t0
C2ε0
p1` sqaν ds
¯
ďHνpt0q exp
´
´ C2ε0
1´ aν rp1` tq
1´aν ´ p1` t0q1´aνs
¯
.
(5.61)
In view of (5.14), (5.15)
ż p1`βqt
t
3
2p1` sqa }utpsq}
2
L2ds ď Hνptq ´Hνpp1` βqtq, (5.62)
for t0 ď t ď p1` βqt ď t˚0 , where 0 ă β ď 1. Thus, since Hνptq ě 0 on t0 ď t ď T1,
we infer that
ż p1`βqt
t
1
p1` sqa }utpsq}
2
L2ds ď
2Hνpt0q
3
exp
´
´ C2ε0
1´ aν rp1` tq
1´aν ´ p1` t0q1´aνs
¯
.
(5.63)
By Cauchy-Schwarz, for all t0 ď t ď p1` βqt ď t˚0 ,
ż p1`βqt
t
}utpsq}L2ds ď
´ ż p1`βqt
t
p1` sqads
¯1{2´ ż p1`βqt
t
1
p1` sqa }utpsq}
2
L2ds
¯1{2
ď β1{2t1{2p1` tqa{2Hνpt0q1{2 exp
´
´ C2ε0
2p1´ aνqrp1` tq
1´aν ´ p1` t0q1´aνs
¯
. (5.64)
If t “ t0 ` τ where 0 ă τ ď t0, we see that
exp
´
´ C2ε0
2p1´ aνq rp1` tq
1´aν ´ p1` t0q1´aνs
¯
“ exp
´
´ τC2ε0
2p1` t10qaν
¯
,
for some t0 ď t10 ď t. For the right-hand side to be small we need τ ě taν`η0 where
η ą 0. Thus, since aν ă 1
3
by our assumptions, we fix aν ` η “ 1
3
. In view of (5.59)
and (5.60) the interval t´ t0 ď t
1
3
0 has already been dealt with.
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Let us now take t ď t˚0 so that t0` t
1
3
0 ď t ď 2t0 and set t “ t0` t
1
3
0 ` τ . Then the
estimate (5.64) implies that
ż t0`t 130 `τ
t0`t
1
3
0
}utpsq}L2ds
ď 2t1{20 p1` t0qa{2Hνpt0q1{2 exp
´
´ C2ε0
2p1´ aνqrp1` t0 ` t
1
3
0 q1´aν ´ p1` t0q1´aνs
¯
ď 2t1{20 p1` t0qa{2Hνpt0q1{2 exp
´
´ C2ε0t
1
3
0
2p1` t0qaν
¯
. (5.65)
Since Hν is uniformly bounded on rt0, T1s by CpR1q, the right-hand side of the
estimate (5.65) tends to 0 as t0 goes to infinity. Therefore, we choose m0 (and thus
t0) large enough so that
ż t0`t 130 `τ
t0`t
1
3
0
}utpsq}L2ds ď C9t´µ0 ď
δ0
2
ď ρ0
16
, (5.66)
where µ ą 0. If 2t0 ď t ď t˚0 , we deduce from (5.64) thatż 2t
t
}utpsq}L2ds
ď 2t1{2p1` tqa{2Hνpt0q1{2 exp
´
´ C2ε0
2p1´ aνqp1` tq
1´aν
`
1´ p 1` t0
1` 2t0 q
1´aν
˘¯
.
(5.67)
As in the analysis of negative Hν above, we may choose m0 large enough so that
1` t0
1` 2t0 ď
3
4
.
Then, the inequality (5.67) implies thatż 2t
t
}utpsq}L2ds ď 2t1{2p1` tqa{2Hνpt0q1{2 exp
´
´ C2ε0
8p1´ aνqp1` tq
1´aν
¯
. (5.68)
Choosing m0 (that is t0) large enough, which in turn implies that t is large enough,
we deduce from the estimate (5.68) thatż 2t
t
}utpsq}L2ds ď C10p1` tq´µ. (5.69)
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As in (5.33), the estimates (5.66) and (5.69) imply that, for m0 large enough, we
have ż t˚
0
t0`t
1
3
0
}utpsq}L2ds ď
8ÿ
n“0
C11
2nµt
µ
0
ď C11
t
µ
0 p1´ 2´µq
ď C12t´µ0 , (5.70)
where C11 “ maxpC9, C10q. Choosing m0 larger if necessary, we can ensure thatż t˚
0
t0`t
1
3
0
}utpsq}L2ds ď C12t´µ0 ď
δ0
2
. (5.71)
By Corollary 4.10, we conclude that for all t P rt0 ` t
1
3
0 , t
˚
0s,
}~uptq ´ pQ, 0q}H ď ρ0
2
, (5.72)
if δ0 ą 0 is chosen small enough. The property (5.72) leads to a contradiction if
t˚0 ă 8. Thus t˚0 “ T1 “ 8.
5.3.1. The case where Hνptq changes sign on the interval rpnm0 ` 1qγ, T1s. The only
remaining scenario left to deal with is as follows: Hνptq is never negative on Im0 , but
does not remain positive on all of I˜m0 (the extension of Im0 for which ~u stays in the
R1 ball in H). Recall that Hν decreases on that larger interval. Say Hνpt2q “ 0 with
t2 P I˜m0zIm0 . If so, then (5.72) holds up to time t2. After that time, Proposition 5.4
applies with t2 taking the role of t1. The only reason that t1 P Im0 in that proposition
lies with the fact that it guarantees the initial closeness (5.18) to pQ, 0q. But this
is now provided by (5.72). Hence, the argument following Proposition 5.4 applies
unchanged and ~u remains close to the equilibrium for all times, cf. (5.22).
5.4. Conclusion of the proof for d ą 3 or d “ 3 and θ ď 4. Up to this point
we have only proved that the trajectory ~uptq is bounded in H and stays forever in
the ball BHp0, R1q for t ě t0, with t0 large enough. But, taking into account that
Hνptnq Ñ 0 for some sequence tn Ñ8, we also have shown that, for t0 large enough
Hν does not become negative. Moreover, we claim that proof in the case of positive
Hν yields that ~uptq ´ pQ, 0q converges to 0 at a sub-exponential rate. Indeed, since
the trajectory ~uptq stays forever in the ball BHp0, R1q for t ě 2t0, with t0 large
enough, we may choose ν “ 1 and we obtain by arguing as in (5.62) that, for any
τ ą t, ż τ
t
3
2p1` sqa }utpsq}
2
L2ds ď H1ptq, (5.73)
and thus, for t large enough,ż `8
t
1
p1` sqa }utpsq}
2
L2ds ď Kpt0q exp
´
´ C2ε0
1´ ap1` tq
1´a
¯
, (5.74)
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where Kpt0q is a positive constant. From (5.74), we deduce that, for t ě 2t0,
Ep~uptqq ´ EpQ, 0q ď CKpt0q exp
´
´ C2ε0
1´ ap1` tq
1´a
¯
. (5.75)
Next, arguing as in (5.67) to (5.70), we obtain that, for t ě 2t0,ż `8
t
}utpsq}L2ds ď K˚pt0qt´µ exp
`´ kp1` tq1´a˘. (5.76)
The inequality (5.74) implies that, for s ą t ą 2t0, we have
}upsq ´ uptq}L2 ď K˚pt0qt´µ exp
`´ kp1` tq1´a˘. (5.77)
Since we alreay know that the sequence uptnq converges to Q, when n goes to infinity
(see Theorem 1.3), we may pass to the limit in s “ tn to wit
}uptq ´Q}L2 ď K˚pt0qt´µ exp
`´ kp1` tq1´a˘. (5.78)
Finally, from Lemma 4.9 and (4.45) we conclude that, for t ě 2t0,
}~uptq ´ pQ, 0q}H ď K1pt0q exp
`´ ηkp1` tq1´a˘, (5.79)
where η ą 0 depends only on the power of the non-linearity. We have therefore
established sub-exponential convergence of the entire trajectory to an equilibrium.
6. Proof of Theorem 1.1 if d “ 3 and 4 ă θ ă 5
6.1. Applying observation inequalities. Throughout this section, we let d “ 3
and assume that the Hypothesis pH.2qf holds, with 4 ă θ ă 5.
The difficulty with d “ 3 and these values of θ lies with the fact that Lemma 5.2
fails in that case. It is not possible to make an estimate such as (5.2) pointwise in
time. Rather, we will bound an averaged expression of the left-hand side of (5.2)
by means of Strichartz estimates and the following observation inequality from a
companion paper [5].
Proposition 6.1. Let u be a solution of pKGqα on the interval I “ rt0, t1s with
}~uptq}H ďM for t P I. There exists C “ CpM, |I|q so that
}Btu}L8pI,L2q ď CpM, |I|q}Btu}L2pI,L2q. (6.1)
By inspection, CpM, |I|q is decreasing in |I|. This allows us to establish the
following space-time bound analogous to Lemma 5.2.
Lemma 6.2. Let u be a solution of pKGqα on the interval rt, t` τ s where 0 ă τ ď 1
with }~upsq}H ďM for all t ď s ď t` τ . Thenż t`τ
t
|xf 1puqut, utyH´1|ds ď CpM, τq
ż t`τ
t
}ut}2L2ds, (6.2)
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where the constant CpM ; τq ą 0 depends on M, τ and the nonlinearity f .
Proof. By the embedding H2pR3q ãÑ L8pR3q and its dual L1pR3q ãÑ H´2pR3q we
may estimateż t`τ
t
|xf 1pupsqqutpsq, utpsqyH´1|ds
ď C
ż t`τ
t
}f 1pupsqqutpsq}H´2}utpsq}2ds
ď C
ż t`τ
t
}p|upsq|β ` |upsq|θ´1qutpsq}L1}utpsq}2ds
ď C}ut}L8pI,L2q
ż t`τ
t
´
}upsq}β
L2β
` }upsq}θ´1
2pθ´1q
¯
}utpsq}L2ds,
(6.3)
where I “ rt, t`τ s. Due to the hypotheses made on β, we may bound şt`τ
t
´
}upsq}β
L2β
`
}upsq}θ´1
2pθ´1q
¯
}utpsq}L2ds by
şt`τ
t
´
1` }upsq}L2 ` }upsq}θ´12pθ´1q
¯
}utpsq}L2ds. Bounding
the first term by Proposition 6.1 we may continue bounding the above expression
by
ď C
ż
I
}utpsq}22ds
ż t`τ
t
´
1` }upsq}L2 ` }upsq}θ´12pθ´1q
¯
ds
ď CpM, τq
ż
I
}utpsq}22ds.
(6.4)
To pass to the final inequality we bound }upsq}2 ďM and we use Strichartz estimates
to control ż t`τ
t
}upsq}θ´1
2pθ´1qds ď CpM, τq, (6.5)
which follows by local wellposedness, via the assumption }~upsq}H ď M . Indeed,
for the endpoint θ “ 5 one has an L4t prt, t ` δs, L8xpR3qq Strichartz estimate with
δ “ δpMq ą 0 and for θ “ 4 we control the L3prt, t ` δs, L6xpR3qq norm of the
solution. We can then cover the interval rt, t ` τ s with δ-intervals. It now follows
that we can similarly handle the entire range 4 ă θ ă 5. 
In the previous proof we applied the observation inequality twice, the second time
to pass from (6.3) to (6.4). This was strictly speaking not necessary, as we could
have bounded (6.3) by means of Cauchy-Schwarz. This would then lead to an L8t,x
Strichartz estimate for Klein-Gordon, which is precisely the optimal one on the scale
of L8xpR3q for the wave equation with energy data.
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In analogy with Lemma 5.3 we can use the previous lemma to obtain decay of
Hν , but we can only compare times which are not closer than τ0. Recall that
Hνptq :“ Ep~uptqq ´ EpQ, 0q ` ε0p1` tqaν x´∆uptq ` uptq ´ fpuptqq, utptqyH´1.
For the remainder of this section, we fix some τ0 P p0, 1s, say τ0 “ 12 (the constants
are then uniform in 1
2
ď τ0 ď 1). We remark that (6.2) holds for any τ0 ě 12 with
the same constant, provided that we remain in the interval of existence (but we are
interested in global solutions only here). This follows by adding up the individual
estimates (6.2) over intervals of size 1
2
. As in the previous section, we take 0 ă a ă 1
3
and ν ą 1 fixed.
Corollary 6.3. Let uptq be a solution of pKGqα for t0 ď t ď t1 where t1 ě t0 ` 1.
Assume }~uptq}H ďM for all t0 ď t ď t1. Then for t0 ě t˚0 “ t˚0pMq one has
Hνpt1q ´Hνptq ď 0 @t0 ď t ď t` 1 ď t1 ď t1 (6.6)ż t1
t
3
2p1` sqa }ut}
2
L2ds ď Hνptq ´Hνpt1q. (6.7)
The inequality in (6.6) is strict if ~u ‰ pQ, 0q.
Proof. Arguing by density, we first assume that the data ~up0q P H2pR3q ˆH1pR3q.
Then the solution ~uptq is classical, i.e.,
u P C1pr0,`8q, H1pR3qq X C0pr0,`8q, H2pR3qq X C2pr0,`8qq, L2pR3qq
and H 1ν satisfies the equality (5.12). Hence, for t, t
1 P J :“ rt0, t1s as above,
Hνpt1q ´Hνptq “
ż t1
t
H 1νpsqds
“
ż t1
t
”
´ 2αpsq}utpsq}2L2 ´
νaε0
p1` sqaν`1 x´∆upsq ` upsq ´ fpupsqq, utpsqyH´1
´ ε0p1` sqaν } ´∆upsq ` upsq ´ fpupsqq}
2
H´1
´ 2ε0p1` sqapν`1q x´∆upsq ` upsq ´ fpupsqq, utpsqyH´1
` ε0p1` sqaν x´∆utpsq ` utpsq ´ f
1pupsqqutpsq, utpsqyH´1
ı
ds.
LONG TIME DYNAMICS FOR DAMPED KLEIN-GORDON EQUATIONS 49
Applying Lemma 6.2 and the Cauchy-Schwarz inequality (in space, not time, cf. Lemma 5.3),
one infers that there exists some constant C1 “ C1pMq so that
Hνpt1q ´Hνptq ď
ż t1
t
”
´ p2´ ε0C1p1` sq
´apν´1qq
p1` sqa }ut}
2
L2
´ ε0
2p1` sqaν } ´∆u` u´ fpuq}
2
H´1
ı
ds ď 0, (6.8)
and for s ě t0 large,
2´ ε0C1p1` sq´apν´1q ě 3{2. (6.9)
Using a density argument, one shows that the above estimates (6.8) still hold when
the initial data only belong to H. 
We remark that we may also take ε0 small rather than taking t0 large. For
example, if the power of the nonlinearity is at most 3, then we can set ν “ 1 which
then requires making ε0 small. Next, we combine Lemma 6.2 with the Łojasiewicz-
Simon inequality. The small parameter ρ0 ą 0 is from Theorem A.1.
Corollary 6.4. Assume u is a solution of pKGqα on the interval rt0, t1s satisfying
}~upsq ´ pQ, 0q}H ď ρ0, Hνpsq ą 0, @t0 ď s ď t1.
Then
Hνpt1q ď Hνptq exp
´
´
ż t1
t
C2ε0
p1` sqaν ds
¯
, (6.10)
for all t0 ď t ď t ` 1 ď t1 ď t1, where C2 is a constant that depends on Q.
Proof. Using Theorem A.1 we obtain the inequality (5.55), i.e.,
Hνpsq ď C1
`} ´∆upsq ` upsq ´ fpupsqq}2H´1 ` }utpsq}2L2˘.
We next choose a constant C2, 0 ă C2 ă 18C1 so that
C2ε0Hνpsq ď ε0
8
`} ´∆upsq ` upsq ´ fpupsqq}2H´1 ` }utpsq}2L2˘. (6.11)
Therefore, with Ωpsq “ Ωpt, sq “ şs
t
C2ε0
p1`uqaν
du,
eΩpt`τ0qHνpt` τ0q ´Hνptq “
ż t`τ0
t
d
ds
”
eΩpsqHνpsq
ı
ds
“
ż t`τ0
t
eΩpsq
“ C2ε0
p1` sqaνHνpsq `H
1
νpsq
‰
ds ď 0.
(6.12)
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The final inequality holds due toż t`τ0
t
eΩpsqH 1νpsqds ď
ż t`τ0
t
eΩpsq
”
´ 3
2p1` sqa }utpsq}
2
L2
´ ε0
2p1` sqaν } ´∆upsq ` upsq ´ fpupsqq}
2
H´1
ı
ds ď 0, (6.13)
which follows by basically the same proof as that of Corollary 6.3 (note that eΩpsq ď
Cpτ0q for all t ď s ď t ` τ0). We infer from (6.12) that
Hνpt` τ0q ď Hνptq exp
´
´
ż t`τ0
t
C2ε0
p1` sqaν ds
¯
. (6.14)
Iterating this estimate along an arithmetic sequence t` jτ0, with a suitably chosen
1
2
ď τ0 ď 1, concludes the proof. 
6.2. The main argument. We now indicate how to adapt the proof technique of
Theorem 1.1 from Section 5 to fit this section. First, we deal with the case in which
Hν can assume negative values in the interval Im0 , cf. Proposition 5.4. Reflecting
the fact that monotonicity of Hν now holds in a slightly weaker sense, we need to
modify that proposition accordingly.
Proposition 6.5. Assume that there exists t1 P Im0 with Hνpt1q ď 0. Let rt1, T1s
be the maximal time interval on which }~uptq}H ď R1. Then Hν ď 0 on rt1 ` 1, T1s
provided m0 is large enough. In addition, if ν is sufficiently close to 1, thenż T1
t1`1
}utpsq}L2ds ď Ct´apν´1q1 , (6.15)
where C is a positive absolute constant (independent of m0).
Proof. By (6.6) we have that Hνptq ď 0 for all t P rt1 ` 1, T1s. Then the exact same
proof as that of Proposition 5.4 gives the desired conclusion. 
Theorem 1.1 follows from this result in the same fashion as in the previous section.
As already noted there, T1 lies arbitrarily far to the right of Im0 if m0 is large.
Moreover, ~upt1 ` 1q will still satisfy (4.47) whence Corollary 5.5 applies in this
context.
If, on the other hand, t1 as in the previous proposition does not exist, then due
to Corollary 6.3 the proof of Section 5.3 applies verbatim, provided the assumption
which we made there holds, i.e., that Hν ą 0 on I˜m0 . Finally, if this is not the
case then Hνpt1q “ 0 for some t1 P I˜m0zIm0 . Then by the monotonicity properties
derived in this section, Hνptq ă 0 for all t P I˜m0 with t ě t1 ` 1. Up to time t1,
Section 5.3 applies, and by well-posedness the closeness (5.72) remains correct for
LONG TIME DYNAMICS FOR DAMPED KLEIN-GORDON EQUATIONS 51
all t1 ď t ď t1 ` 1 (m0 large). Hence, we can then apply the argument for negative
Hν to conclude as before.
7. Proof of Theorem 1.2
Mutatis mutandis, we argue as in the proofs of Theorem 1.1 in Sections 5 and
6. The only changes are that we apply Lemma 4.3 and Proposition 4.12 instead of
Lemma 4.2 and Proposition 4.11 and that we choose ν ą 1 so that aν ă 1{2.
Appendix A. The Łojasiewicz-Simon inequality
In this section we prove the following estimate which plays an instrumental role
in our main argument.
Theorem A.1. Assume that the hypotheses pH.1qf and pH.2qf hold. Let pQ, 0q be
an equilibrium point of pKGqα in Hrad. Then there exist 0 ă ρ0 ă 1 and C0 ą 0
such that, for any u P BH1
rad
pQ, ρ0q, we have
|Jpuq ´ JpQq| ď C0} ´∆u` u´ fpuq}2H´1pRdq, (A.1)
where Jpuq “ Epu, 0q.
Results of this type go back to Simon [37, Section 3.12, pages 74]. We will
invoke a somewhat more abstract formulation of Simon’s theorem by Haraux and
Jendoubi [20]. To state it, let V and H be two Hilbert spaces, with V dense in H .
In addition, [20] requires the embedding V ãÑ H to be compact. But this is not
necessary as we will explain below. We identify H with its dualH˚, whence H ãÑ V ˚
is bounded. Let G P C1pV q be real-valued, and set M :“ ∇G. This means that
xp∇Gqpvq, wy “ d
dt
ˇˇˇ
t“0
Gpv ` twq, @v, w P V.
The pairing on the left-hand side is the duality pairing between V and V ˚. Thus,
M : V Ñ V ˚ as a continuous map.
Theorem A.2 (Simon, Haraux-Jendoubi). Assume M P C1pV, V ˚q. Let φ P V be
such thatMpφq “ 0. Suppose L “M1pφq, which is a bounded linear transformation
V Ñ V ˚, has the form
L “ Λ`B,
where Λ : V Ñ V ˚ is an isomorphism, and B : V Ñ V ˚ is compact. Denote
N “ KerpLq, which is of dimension d ă 8. If d ą 0 we assume that M´1p0q near
φ is a smooth d-dimensional manifold, which then has N as tangent space at φ.
Under these assumptions, there exist δ ą 0 and a constant C such that
@}u´ φ}H ă δ, |Gpuq ´Gpφq| ď C}Mpuq}2V ˚.
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Proof. We present the beginning of the proof here in some detail since we do not
assume that V ãÑ H is compact. The case d “ dimpNq “ 0 is easy since we
may then invert Λ by Fredholm’s theorem. If d ą 0, we let Φ be the orthogonal
projection in H onto N . Now define L : V Ñ V ˚, L “ Π ` L. Since Π has finite
rank, it is compact as a map V Ñ V ˚. We do not need compactness of V ãÑ H
for this step. We claim that KerpLq “ t0u. If so, Fredholm’s theorem implies that
L “ Λ` Π`B : V Ñ V ˚ is an isomorphism.
To prove the claim we need to invoke the symmetry of L. This means that
@v, w P V, xLv, wy “ xLw, vy.
The pairing on the left is again the duality pairing between V and V ˚. This identity
reflects the symmetry of the Hessian in calculus and follows from the fact that
xLv, wy “ Bt
ˇˇˇ
t“0
Bs
ˇˇˇ
s“0
Gpφ` sv ` twq (A.2)
“ Bs
ˇˇˇ
s“0
Bt
ˇˇˇ
t“0
Gpφ` sv ` twq “ xLw, vy. (A.3)
Now suppose Lv “ 0 whence Lv “ ´Πv P H ãÑ V ˚. Then
xLv,Πvy “ ´xΠv,Πvy “ ´}Πv}2H .
The final equality here follows from Riesz representation and density of V in H . On
the other hand,
xLv,Πvy “ xLΠv, vy “ 0,
since Πv P N “ KerL. Thus Πv “ 0 and so Lv “ 0 which means that v P N . But
then v “ Πv “ 0 and the claim holds.
The remainder of the proof is identical to Haraux-Jendoubi and we refer the reader
to pages 452–55 in [20]. 
The rest of this appendix is devoted to the proof of Theorem A.1. We first recall
some well-known facts. Let us consider the solutions Q P H1radpRdq of the elliptic
equation
´∆Q `Q´ fpQq “ 0. (A.4)
By elliptic theory, see for example [2], the solutions of (A.4) are exponentially de-
caying, and lie in C3,b for some b ą 0. We set
L ” ´∆` I ´ f 1pQq.
In [4, Lemma 2.9], we have stated the following properties. The operator L :
H2pRdq Ă L2pRdq Ñ L2pRdq is self-adjoint with domain H2pRdq. The spectrum
σpLq consists of an essential part r1,8q, which is absolutely continuous, and finitely
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many eigenvalues of finite multiplicity all of which fall into p´8, 1s. The eigenfunc-
tions are C2,b
˚
with b˚ ą 0 and the ones associated with eigenvalues below 1 are
exponentially decaying. Over the radial functions, all eigenvalues are simple. Notice
that L can be extended to a continuous operator from H1pRdq into H´1pRdq (as well
as from H1radpRdq into H´1radpRdq).
In the case where Q P H1radpRdq is a hyperbolic solution in H1radpRdq of the ellip-
tic equation (A.4), the proof of Theorem A.1 is elementary and we recall it now.
Note that this is precisely the case dimN “ 0 which we skipped in the proof of
Theorem A.2 above.
Proof of (A.1) when Q is an hyperbolic equilbrium (in H1radpRdq). Let u “ Q ` v.
By Taylor’s formula,
Jpuq ´ JpQq “
ż
Rd
r1
2
p|∇pv `Qq|2 ´ |∇Q|2 ` |v `Q|2 ´ |Q|2q
´ F pv `Qq ` F pQqsdx
“1
2
}v}2H1 ´
ż
Rd
pF pv `Qq ´ F pQq ´ fpQqvqdx
“1
2
}v}2H1 ´
ż
Rd
ż 1
0
p1´ sqf 1pQ` svqv2dsdx.
(A.5)
Using the hypothesis pH.2qf and the fact that }v}H1 ď 1, we deduce from (A.5) that
|Jpuq ´ JpQq| ď C}v}2H1. (A.6)
Next, we write
´∆u` u´ fpuq “ ´∆v ` v ´ pfpv `Qq ´ fpQqq (A.7)
“ Lv ´
ż 1
0
pf 1pQ ` svq ´ f 1pQqqvds. (A.8)
Since L is an isomorphism from H1radpRdq into H´1radpRdq, we infer from (A.7) that
v “ L´1p´∆u` u´ fpuqq ´ L´1p
ż 1
0
pf 1pQ ` svq ´ f 1pQqqvdsq. (A.9)
Using the continuous Sobolev embedding of Lq
1pRdq into H´1pRdq, where q1 “
2d{pd` 2q, together with Hypothesis pH.2qf , we obtain that››› ż 1
0
pf 1pQ ` svq ´ f 1pQqqvds
›››
H´1
ď C`}v}β`1
L2dpβ`1q{pd`2q
` }v}θ
L2dθ{pd`2q
˘ ď C˜}v}1`β
H1
, (A.10)
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where 0 ă β ă θ ´ 1. If ρ0 ą 0 is chosen so that 1 ´ C˜ρβ0 ą 0, we deduce from
the inequalities (A.6) to (A.10), that there exists a positive constant C0 so that the
inequality (A.1) holds.

Proof of (A.1) in the general case. We will apply Theorem A.2. To fix notation, we
have H1radpRdq “ V , H “ L2radpRdq and V 1 “ H´1radpRdq. The functional Gpuq is the
energy functional Jpuq. Clearly,
∇Gpuq “Mpuq “ ´∆u` u´ fpuq.
In our case, M is in C1pH1radpRdq, H´1radpRdqq and M1pQq “ L. We notice that
Lv “ ´∆v ` v ´ f 1pQqv and that ´∆ ` I is an isomorphism from H1radpRdq into
H´1radpRdq and also from H2radpRdq into L2radpRdq. To fulfill the hypothesis (ii) of
Theorem 1.1 of [20], we need to prove that the operator of multiplication by ´f 1pQq
is a compact operator fromH1pRdq intoH´1pRdq and even fromH1pRdq into L2pRdq.
Let R ą 1. Using Hypothesis pH.2qf , we can write, for any v P H1pRdq,ż
|x|ąR
|f 1pQqv|2dx ď C 1
R
}v}2L2}|x||Qpxq|2pθ´1}L8 ď C˜
1
R
}v}2L2. (A.11)
Let next vn, n ě 1, be a bounded sequence inH1pRdq (bounded by C0). Without loss
of generality, we may assume that vn converges weakly in H
1pRdq to v˚ P H1pRdq.
For any εm “ 1{m, m P N, we can choose Rm ą 1 large enough so that, by (A.11),ż
|x|ąRm
|f 1pQqv|2dx ď C˜C20
1
Rm
ď ε
2
m
4
.
Since the embedding ofH1pBH1p0, Rmqq into L2pBH1p0, Rmqq is compact, there exists
a subsequence vnm of vn such that vnm converges to v
˚ in L2ppBH1p0, Rmqq. In
particular, there exists nm0 such that for m ą m0,
}vnm ´ v˚}L2pBH1 p0,Rmqq ď
εm
2
.
We deduce from the above two inequalities that, for nm ą nm0 ,
}vnm ´ v˚}L2pRdq ď εm.
Repeating this argument, we can construct a subsequence vnj of vn such that vnj
converges to v˚ in L2pRdq as nj Ñ `8. Thus the multiplication operator by ´f 1pQq
is a compact operator from H1pRdq into L2pRdq. This implies that L is a Fredholm
operator of index 0 from H2radpRdq into L2radpRdq or from H1radpRdq into H´1radpRdq. 
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