In this paper, we propose a novel recommendation algorithm fusing the opinions from experts and ordinary people. Instead of regarding one's judgement capability as his/her expertise, we present a new definition which measures the amount of the recommendable items one know in a certain area. When computing the expertise, we consider both the average value and the accumulative value, and introduce a free parameter α to tune between these two values. To evaluate the proposed algorithm, simulations are run on the Moviepilot dataset, and the results demonstrate that our algorithm outperforms the conventional collaborative filtering algorithm.
INTRODUCTION
The past decade witnesses the explosive growth of the information in the World Wide Web and the emerging of the information overloading problem. When being provided much more information than they are able to process, people can hardly identify what they are looking for. Information retrieval and information filtering are both important technologies developed to solve this problem. Besides them, recommender systems are another strong candidate to provide automatical and personalized information service, and draw much attention in recent years.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Currently the research on the recommendation algorithm mainly focuses on two problems: the score-prediction and the preference-based filtering [1] . The goal of the scoreprediction is to predict the absolute values of the ratings for the items which one has not seen yet. On the other hand, the preference-based filtering algorithms try to dig out the items which one may like. Obviously, the preference-based filtering algorithms meet better the requirements from the real world, and we will focus on them in this paper.
Many algorithms have been developed to address the personalized recommendation problem, and a good survey can be found in [2] [3] . User-based collaborative filtering (CF) is widely used, and the main idea is to find the items liked by other people with similar taste. Different from the userbased CF, the item-based CF recommends the items which are similar with the user's collected items [4] [5] .
In real world, users carry heterogeneous expertise in real world [6] , which leads to different confidence levels of their ratings. If one is an expert in a certain area, his/her ratings are more trustworthy than the ratings of ordinary people. Therefore, emphasizing the experts' ratings is definitely helpful to improve the recommendation accuracy. An iterative refinement method was developed in [6] to estimate users' judgement capabilities. Though it has been shown that the iterative refinement method outperforms the naive method on a synthetic dataset, we argue that the definition of expertise in [6] is not suitable in recommender systems. The iterative refinement algorithm regards the capability of giving correct ratings as the expertise. However, it is intuitive that an expert in recommendation will not only give correct ratings, but also know large amount of recommendable items in his/her area. Actually, for the preference-based filtering, the capability of knowing recommendable items is more important than the capability of giving correct ratings, because the final task of the preference-based filtering is to recommend good items.
In this paper, we propose a recommendation algorithm to fuse the opinions from experts and ordinary people. A new definition of expertise is presented to measure users' knowledge of recommendable items in a certain area. By being assigned larger weights, the opinions from experts will be emphasized in the recommendation. A free parameter β is introduced to trade off between experts' and ordinary people's opinions. Another improvement to the iterative refinement algorithm in [6] is that we use a parameter α to trade off between the average value and the accumulative value when calculating users' expertise and items' qualities. By tuning α, we find the optimal is achieved when considering both the average value and the accumulative one. We simulate the proposed algorithm on a movie rating dataset from Moviepilot. The results show that our algorithm outperforms the conventional CF algorithm. When compared to the iterative refinement algorithm, the proposed algorithm provides higher Area-Under-the-Curve (AU C) but lower Mean-AveragePrecision (M AP ).
PRELIMINARIES
In this paper, we consider an explicit rating data consisting of M users and N items. The symbols u and v are reserved for the indices of users, and i and j are reserved for items. The ratings matrix is denoted as R, and the element rvi of R is the rating assigned by user v to item i. The rvi is either a real value or ∅, which means that user v doesn't assign any rating to item i. To recommend items to user u, the algorithm need to sort all the items with rui = ∅ by their probabilities of being liked by user u. The list will be truncated and the items at the top are delivered to user u as the recommendation results.
Hence the recommendation algorithm is split into two parts. In the first part, the probability of being liked by user u is calculated for each item, and in the second part all items are sorted by the calculated probabilities. Actually the second part is trivial, so we mainly focus on the first part in this paper. In conventional CF, the predicted ratinĝ rui, namely the probability of item i being liked by user u, is calculated as [1] 
where Ui is the set of users who rate item i. suv, defined as the similarity between user u and user v, is the measure of how similar the two users' interests and rating habits are. The large value of suv indicates that they are like mind users. The predicted ratingrui is a weighted average of all the available ratings on item i, and the weights are the similarities. Therefore the user with larger similarity to the target user u will have more influences on the predicted ratings, and then have more influences on the final recommendation results.
In CF framework, the definition of similarity is an important and open part, and there are several popular similarity metrics. Among them, a widely-used similarity, cosine similarity, is adopted in this paper, which is defined as
where Iuv is the set of the items to whom both user u and user v assign ratings [1] [3] . Besides the cosine similarity, there are still other similarity metrics existing, and some metrics even provide better performance than the cosine similarity [7] . But finding the best similarity metric is not the focus of this paper, and our algorithm can easily substitute the cosine similarity with other ones. So we only run the simulation with the cosine similarity, and this won't bring problems in drawing the conclusion.
FINDING THE EXPERTS
Equation (1) implies that the conventional CF algorithm weighs users only by how much they are like to the target user u. However, the users are also different in their expertise. But this difference is not taken into account in the conventional CF algorithm, which misses out on the benefits from experts' reliable opinions. It's obvious that we should assign large weights to the experts, and low or zero weights to the ordinary people.
To distinguish the experts and the ordinary people, we must define a measure of the their expertise. A judgementcapability-based(JCB) expertise is defined in [6] , which emphasizes the people who provide the ratings close to the average ratings. At the same time, the average ratings are obtained by all users' ratings and their expertise. The people with larger expertise will contribute more to the average ratings. An iterative refinement algorithm has been developed to calculate the JCB expertise. The formulas in each iteration read
where t is the index of the iteration step, r t i is the average ratings of item i in step t, c t u is the expertise of user u in step t, and Vu is a temporary variable.
Though the JCB expertise and iterative refinement method work well on the synthetic dataset in [6] , they are impractical in the real world. In real world, users won't assign ratings to all items, and the number of the items to which a certain user assigns ratings, namely the degree of that user, shows larger diversity. And so does the degree of the items. These lead to unexpected results when applying equation (3) . For example, if a certain user u only rates item i, and item i is only rated by user u. In such case, the average rating of item i is exactly rui, so Vu equals to zero, which makes equation (3) fall into meaninglessness. Another problem of the JCB expertise is that it only takes into account the average value when calculating the expertise. It's inappropriate in real systems. Considering two users with different degree, obviously the one with larger degree should be paid more attentions to even if he/she makes the same average errors in rating as the other user does.
Besides the discussion above, the JCB expertise regards one's capability of giving correct ratings as his/her expertise. We argue that it is not competent in recommender systems, because the experts are not the rating machines but the people who can provide many recommendable items. Based on this consideration, we define eu, the expertise of user u, as
where Iu is the set of the items rated by the user u, qi is the quality of item i, and Du is the degree of user u. α is a free parameter. When α = 1, equation (4) only takes into account the average value. In other words, eu is the average quality of the items rated by user u. When α = 0, only the accumulative value is considered and eu is the sum of the quality of all items rated by user u. In such case, the user rating more items will be assigned larger expertise. By tuning α between 0 and 1, we can make tradeoff between considering the average value and accumulative value. Similarly, the quality of item i is calculated as
where the Di is the degree of item i. By updating the eu and qi iteratively using (4) and (5), we can get the estimated expertise of users when the iteration reaches convergency.
FUSING EXPERTS' AND ORDINARY PEO-PLE'S OPINIONS TO MAKE RECOMMEN-DATION
After computing users' expertise, we can put larger weights to the experts' opinions to emphasize them in recommendation. Nevertheless, the ordinary people's opinions are not totally useless. Actually, the ensemble of many ordinary people's opinions is able to give quite accurate prediction. The tradeoff between experts' and ordinary people's opinions is worthy to be investigated to improve the recommendation accuracy.
In this section, we propose an expertise-weighed CF (EWCF) algorithm. By assigning different weights to the users with different expertise, the algorithm fuses the opinions from experts and ordinary people. Denoting the emin as the minimum value of the non-zero eu, where u = 1 . . . M , we define the weights as
And the prediction ofrui in equation (1) is modified tô
EXPERIMENTAL RESULTS
To evaluate the performance of the EWCF algorithm, we run simulations on the Moviepilot dataset. The dataset consists of 105131 users, 25057 movies and 4544387 ratings. The ratings are integers from 0 to 100. Part of the movies are tagged with a mood id from 1 to 16. Our goal is to recommend the movies tagged with mood id = 16 (as asked by the Challenge on Context-ware Movie Recommendation [8] ). To evaluate the algorithm, a test set with 160 users and 2656 ratings are left out and unknown to the recommendation algorithms.
Four performance metrics, P @5, P @10, M AP and AU C, are computed for evaluation. Equations (8) to (10) give the definitions of the four metrics of an individual user [9] [10] . The metrics of the whole system are the average of the individual ones.
In the above equations, rel(l) is a binary function which equals 1 if the item with rank l in the sorted list is rated by The relationship between the performance and the parameter β is shown in Figure 3 and 4. The case of β = 0 corresponds to the conventional CF, which doesn't distinguish experts and ordinary people. The larger β, the more attentions are paid to the experts' opinions. From Figure 3 and 4, we find that too much weighing or too less weighing the experts will both degrade the performance. To obtain the optimal recommendation accuracy, we must appropriately fuse the opinions from experts and ordinary people.
Finally, we report the optimal AU C and M AP of our algorithm in Table 1 . For comparison, we also run the simulations for the iterative refinement (IR) method in [6] and the conventional CF algorithm. It is found that the AU C performance of our algorithm outnumbers the IR method, but the M AP performance of our algorithm is worse. All P @5 and P @10 of these algorithms are zero.
CONCLUSIONS
Computing the different expertise carried by different users gives us the possibility of improving the recommendation accuracy by distinguishing them. The available literature has provide the expertise definition based on users' judgement capabilities. In this paper, we argue that users' judgement capabilities are not the key point to the recommendation, and we propose a new definition considering how many recommendable items the users know. Another contribution of this paper is that we trade off between the average value and accumulative value when computing expertise. The evaluation of our algorithm is done on Moviepilot dataset. P @5, P @10, M AP and AU C are calculated as the evaluation metrics. The results demonstrate that our algorithm outperforms the conventional CF algorithm, and is superior to the IR method with AU C metric.
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