Abstract-Unstructured peer-to-peer (P2P) system is the prevalent model in today's P2P systems. In such systems, a response is sent along the same path that carried the incoming query message. To guarantee the anonymity of the requestor, no requestor information is included in the response message, and each node in the query's incoming path only knows its direct neighbors who sent the query request to it. This mechanism introduces response loss when any one node or connection in the path fails, which is a common occurrence in the P2P system due to its dynamic feature. In this paper, we address the response loss problem and show that peers' oscillation can cause up to a 35 percent response loss in an unstructured P2P system. We also present three techniques to alleviate this problem: the redundant response delivery (RRD) scheme as a proactive approach, the adaptive response delivery (ARD) scheme as a reactive approach, and the extended adaptive response delivery scheme to render ARD to function in an unstructured P2P system with limited or no flooding-based search mechanism. We have evaluated our techniques in a large-scale network simulation. With limited traffic overhead, all three techniques reduce response loss rate by more than 65 percent and are fully distributed. We have designed our techniques to be simple to develop and implement in existing P2P systems.
INTRODUCTION
A IMED at efficient utilization of Internet edge resources, peer-to-peer file sharing systems have received much attention since the emergence of Napster [3] . Today, peerto-peer traffic has overwhelmed Web traffic as a leading consumer of Internet bandwidth [25] .
P2P systems can be divided into three different categories: centralized, decentralized structured, and decentralized unstructured [17] . In centralized P2P systems, there is a central index server that maintains the file indices of each peer in the system. The centralized P2P system is the earliest model in P2P systems. Nevertheless, the central index server is a potential single point of failure and can be the bottleneck of the traffic. Decentralized structured P2P systems are generally based on the distributed hash table (DHT). The file placement is tightly controlled with network topology in such a way that makes subsequent searches easily satisfied. In unstructured P2P systems, files are randomly distributed among peers and, consequently, there is no correlation between file placement and network topology. Therefore, file locating is generally concluded based on the flooding search mechanism: Each peer makes duplicate copies of a query it receives and broadcasts to all its directly connected neighbors except the one that delivered the incoming message in each forwarding step. The duplication process is terminated only when the TTL value of the query is reduced to zero, or a satisfying result has been found. This flooding mechanism is widely adopted in unstructured P2P systems due to its simplicity and robustness against node failure. Although a structured P2P system greatly reduces the overhead of file locating, its weakness in partial keyword search as well as the additional DHT maintenance cost impede its application in the real world. Accordingly, our research focuses on the unstructured P2P systems that are implemented and utilized more widely in reality.
Another benefit of the flooding search mechanism is that it provides anonymity for the query requestor: no information of query requestor is included in the query request message. The peers who received the request only know the query message ID and the neighbors who sent this message to it. To reduce the search traffic in the system, the response delivery process in the unstructured P2P system does not adopt a flooding mechanism. If a peer receives a query message and can satisfy this query, it will send a response along the same path the query came from: Each peer on the path sends a response to the first neighbor who sent the incoming query to it.
The unstructured P2P system is a highly oscillating system. Peer membership is ad hoc and dynamic due to the lack of a dedicated and centralized authority in the system. Although a flooding-based search mechanism is robust to node failures, the response message will be lost if any node on the response path fails. One may argue that loss of some response messages is not a major issue since multiple responses may be found for one query. Nevertheless, our simulations show that the loss is not negligible, as we found 35 percent of the responses are lost in a P2P system. In existing P2P systems, the most popular search method is the keyword search, which suggests the search results will not be exactly what a user expects most of the time. Increasing the number of search results for a query results in . X. Liu increasing the likelihood that a user will find what he/she really needs. Also, it is obvious that all network resources consumed to find the response are wasted when a response is lost.
To reduce the response loss rate and utilize network resources more efficiently, we present three techniques: redundant response delivery (RRD), adaptive response delivery (ARD), and extended adaptive response delivery (e-ARD). All three techniques handle the response loss problem regardless of node failure or node departure. In RRD, the responder proactively sends back duplicate copies of the same response via different paths to avoid response loss. In ARD, peers in a response path automatically choose alternative paths in case of node failure or departure. The e-ARD mechanism extends the ARD mechanism with the introduction of backup response delivery agents (bRDA) to avoid response loss in P2P systems with limited or no broadcasting searching mechanisms.
The main contributions of this paper are as follows: First, we identify the response loss problem, explore how serious this problem can be in an unstructured P2P system, and show why the problem can not be ignored in P2P system. Second, we propose three techniques to remedy this problem, which cover the problem in the systems that do and do not adopt flooding search mechanism. To the best of our knowledge, we are the first to propose solutions for the response loss problem led by the P2P system itself.
Third, we deployed large-scale network simulations to investigate how serious the response loss problem is and also evaluate the effectiveness of the three techniques we proposed to remedy this problem.
The remainder of the paper is organized as follows: In the next section, we review background topics and related work. Section 3 presents proposed response returning techniques. Simulation methodology and performance evaluation are described in Sections 4 and 5, respectively. Finally, we summarize our work in Section 6.
BACKGROUND AND RELATED WORK
Most researchers consider that flooding search mechanisms provide fairly good capability in covering the node failure in unstructured P2P networks, and thus hardly consider the node failure issue during the query process in such systems, even though it is well known that the P2P system is highly transient. This robustness against node failure is of course true if a flooding mechanism is used in the entire search process. However, as we have discussed in the previous section, the dynamic nature of the system will lead to response loss since the flooding mechanism is not adopted in the response process. To the best of our knowledge, Chawathe et al. [8] are the only other researchers who also noticed the response loss problem in unstructured P2P systems and expected that their proposed optimization technique, which targeted to optimize the network topology by periodically adjusting the neighbor connections of each peer, may make the case worse. They proposed two methods to remedy this problem: the first is to stop forwarding the query earlier than to stop forwarding the response, and the second is to set a time threshold and reissue the query when it cannot be satisfied within the time limit. While the first method may help to make up the response loss caused by their proposed technique of adjusting overlay topology, it cannot help the response loss problem caused by inherent P2P system oscillation because the first technique needs the cooperation of each peer. The second technique may reduce the unnecessary query reissuing traffic in the case of slow response, but it provides no benefit in reducing traffic and potential extra response delay caused by the lost responses. We also noticed the problem during our work in [16] and we realize that, with more and more optimization techniques being used to limit the query traffic, this problem will become more serious. This also motivates us to further investigate the problem.
Research has been done to provide fault tolerance in structured P2P systems [4] , [22] , [28] , [30] , [31] , [32] . However, their target is different from ours in that fault tolerance needs to be provided in the whole search process in a structured P2P system, while, in our case, we only need to provide fault tolerance to the response message. We expect no modifications to the query request process and thus our technique can be seamlessly combined with existing query mechanisms. In addition, in structured P2P systems, each node is tightly controlled and node information can be used to construct fault tolerance strategies. However, in unstructured P2P systems, the only information a peer has is on itself and its neighbors. For example, each node in a Chord system [28] maintains a "successor-list" of its r nearest successors to provide fault tolerance during node failure. To do this, all the nodes need to be assigned a hashed key and orderly organized. This is impossible in unstructured P2P systems where nodes are completely autonomous and connections between nodes are formed randomly.
Message delivery in an ad hoc network may also fail due to node movement. However, routing mechanisms used in an ad hoc network [13] , [19] , [20] cannot be used to solve the problem in unstructured P2P systems. Unlike an ad hoc network, where the source node and destination node know each other, there is the requirement of anonymity during the query process in an unstructured P2P system. In addition, the delivery algorithm in an ad hoc network generally adopts broadcasting in a wireless network, which should be avoided in the response delivery process. To the best of our knowledge, no effective solution has been proposed to deal with the response loss problem incurred by the system itself in the unstructured P2P system.
Mechanisms have been proposed to provide fault tolerance for unstructured P2P systems against DoS/DDoS attacks [9] , [10] , [15] . Our research is different in that we focus on solving the response loss problem created by the system itself instead of outside attacks. Performance loss incurred by the third party attacks is beyond the scope of this paper. Yet, one can see from the rest of the paper, our mechanism can also combine with these approaches to reduce response loss in these cases.
RESPONSE DELIVERY OPTIMIZATION
In this section, we first discuss the response loss problem in detail and then present our techniques to solve the problem. Before the discussion of the response loss problem, we would like to define forwarding neighbor and primary forwarding neighbor. Definition 1. During the query process, if a neighbor of peer p forwards a copy of this query message to p, then this neighbor is p's forwarding neighbor.
Definition 2. Among all the forwarding neighbors of p, the first one that forwards a copy of this query to p is called primary forwarding neighbor.
In existing P2P systems, p always sends responses back to its primary forwarding neighbor. All of our three techniques are based on the observation that the amount of forwarding neighbors of a peer in a flooding-based query mechanism is more than one in most cases. However, the third proposed mechanism, e-ARD, also takes care of the case that only one forwarding neighbor is available during the query process.
Response Loss Problem
The P2P system is a highly oscillating system in that peers come and go frequently, and even when they are in the system, they may adjust their connections with a high frequency. Previous studies show that a peer's lifetime varies from less than 10 minutes in FastTrack [24] to 60 minutes in Gnutella and Napster [26] . Uptime of logical connections is obviously even shorter than individual peers, from 1 minute to less than 24 minutes [23] . In addition, many new techniques trying to improve the performance of P2P systems also require peers to adjust their connections to find better neighbors [14] or achieve optimized overlay topologies [8] , [14] , [16] . This further increases the dynamic nature of P2P systems.
To reduce the response traffic, responses will be sent back to the requestor along the query incoming path instead of by flooding. In addition, to keep requestor anonymity, no requestor information is stored in the requestor/response message. Peers on the response path only depend on the local knowledge of their primary forwarding neighbor to route the response. Therefore, the response message will be thrown away if the primary forwarding neighbor fails. For example, in Fig. 1 , peer S issues a query and peer T has a response for the query. The response is sent back along the incoming query path A ! B ! C ! D. If any one of A, B, C, or D leaves after it forwards the query or any connection in any two of these nodes changes, a response loss occurs.
In this case, network resources for both response return and original query propagation are wasted.
Redundant Response Delivery (RRD)
Making a backup copy of vulnerable/critical components of the system is a common technique to improve the system's fault tolerance. The redundant response delivery (RRD) scheme also tries to alleviate the response loss problem via backup paths. The success of using backup paths here is based on whether the same query message can be forwarded to the same node from more than one path. This is intuitively true for a flooding query delivery system in a highly connected network. It is also attested to by the result of our simulation: Without specifying how the query is transferred except flooding and network topology settings being kept consistent with those of the real world, RRD does significantly reduce response loss rate compared with the original response delivery mechanism. What needs to be noted here is that RRD is totally different from a flooding/broadcast delivery system in that in the RRD scheme, only the responder issues responses to multiple selected neighbors, while other nodes in the path will only forward the response to its primary forwarding neighbor. In this sense, RRD is more like the k-walker mechanism discussed in [11] , [17] : The requestor distributes several walkers in the system; each will detect the node that can satisfy the query via the DFS mechanism. However, nodes in RRD forward responses according to the recorded path instead of a randomly chosen neighbor.
We illustrate RRD here with an example. Fig. 1 supposes that peer S floods a query, and peer T has a response for the query. According to the Gnutella 0.6 protocol [1] , if peer A is T's primary forwarding neighbor, T will send back the response via A and discard the same query message from other forwarding neighbors, such as G, M, and F. The path for T to send back a response to S is A ! B ! C ! D. If any of the peers on the path fails or leaves, the response will be lost. Instead of returning a response through one path, the RRD scheme adds one or more redundant response paths. For the same example, in addition to sending a response back immediately to A, T also selects one of the other forwarding neighbors (F, G, and M) as back up neighbors with redundancy probability , and sends a response back through each of the selected neighbors. All other peers except the responder will drop response messages with the same message ID previously received.
The probability is a performance control factor that will affect the performance gain of RRD. Assume a node in the system has c neighbors. There are h j nodes in each path starting from neighbor j. The failure probability of each node is p ji . In addition, assume there is no overlap among these paths. The probability that a response returned by this node is lost is
It is obvious that the increase of results in the decrease of f loss . The user can reduce the probability of response loss by setting a larger value of . However, f loss does not reduce linearly due to the existence of path overlap and the variance of p ji . In order to further investigate the influence of in RRD's performance, we deploy a series of experiments on it and show the results in Section 5.3.1. RRD creates very limited computation overhead for local nodes in choosing multiple neighbors to send back the responses. Nevertheless, it creates extra network traffic overhead, which is increased with the increase of redundant paths, if we ignore the path length, path overlap, and traffic variations among paths. However, the response traffic along one path is very limited, in order of O (1) and restricted by the maximum TTL, which is suggested as 7 in [1] . The extra response traffic along redundant paths is also limited and still in order of O(1), restricted by maximum TTL and .
Adaptive Response Delivery (ARD)
In the adaptive response delivery scheme, peers deliver the response to a different forwarding neighbor when the primary forwarding neighbor fails. To adaptively deliver response upon node failure, each peer keeps a forwarding neighbor list for each query message within a certain period of time. The format of each item in the forwarding neighbor list is < Message ID, Forwarding Neighbor>. The primary forwarding neighbor of this peer will not be recorded in its forwarding neighbor list.
The basic idea of ARD is as follows: If a peer in a response path finds that the next hop cannot be reached, he will check his forwarding neighbor list to see if other neighbors also forwarded the same query message to him. If so, he will select in the list the first that arrived and reroute the response to this forwarding neighbor. Otherwise, he will send a failure message with the query message ID and the information about the unreachable neighbors to his previous hop who will try to reroute the response. The Gnutella 0.6 protocol suggests that the TTL of a response should be set to at least the hop value of the responding query plus 2 [1] . ARD needs to set a larger TTL in order to route the response back to the initiator. The response message is terminated only when it returns to the originator or its TTL value is reduced to zero. Take Fig. 2 as an example for ARD. Peer A issues a query that is flooded to many peers. Peer P receives his first copy of the query from F and finds that he has a response for the query. Assume the query path for the query that first reaches P is A ! B ! F ! P. We consider the case where B fails or leaves after he forwarded the query to F. When F receives a response from P and tries to send the response to B, F will find that he cannot reach B. With ARD, F will first check his forwarding neighbor list for this query and select from the list the first to arrive. In this example, F chooses G as his new forwarding neighbor. When G receives the response, he again finds that B is nonreachable and picks E to return the response. Peer E will eventually send the response back to A via C or D depending on which one first forwards the query message to E. Another case is that both B and G leave or fail. Peer F will inform his previous hop, P, that he cannot deliver the response through all his forwarding neighbors, i.e., B and G. Peer P will pick H to reroute the response through. Although G is also in P's forwarding list for this query, P will not select G since P has been informed by F that G is not reachable.
The update frequency of the forwarding neighbor list should also be considered. Update frequency is 1=T wait if we define T wait as the average lifetime of a forwarding neighbor record in the forwarding list. A forwarding neighbor record will be removed from the list if T wait expires. Therefore, it is important to select the proper value of T wait . If T wait is set too low, a forwarding neighbor record may be removed before the response is sent back to this peer and ARD will not be very effective. If T wait is set too high, the overhead for each peer to keep the forwarding neighbor lists will be very high. The value of T wait is related to the average response time that is defined as the time difference from when a responder sends a response to when the initiator receives the response.
We will show that ARD, a simple resilient forwarding technique, is able to increase response success rate with low traffic cost, especially when many peers fail in a system. Compared with RRD, the additional traffic overhead in ARD is small because ARD only reroutes a response if necessary. The simulation shows that the traffic caused by the adaptive delivery algorithm is close to that of the original response delivery mechanism.
One may also be concerned that ARD may perform poorly in the case that only a few or none of the peers have multiple forwarding neighbors. However, like we mentioned before in the case of RRD, this is rare in the unstructured P2P system where the flooding mechanism is being used. Even when this case happens, a peer can return the response to the node that delivered it, which can provide a second chance to the response message by rerouting it to some other peers.
Extended Adaptive Response Delivery (e-ARD)
The success of RRD and ARD relies on how many duplicate copies of a query message can be sent to one node via its different neighbors. Neither RRD nor ARD will function effectively in the case where only one forwarding neighbor is available for a peer. Although this situation rarely occurs in most of the existing unstructured P2P systems, it may happen more frequently with the adoption of new techniques targeted to cut query traffic overhead by removing unnecessary node connections and limiting query message duplication.
To address this limitation, we have extended our ARD technique and made it effective even in the case that there is only one forwarding neighbor available for a peer in the system. We call this new technique extended Adaptive Response Delivery mechanism (e-ARD). In the e-ARD mechanism, an IP address used for adaptive response delivery is appended to each query message. When the next hop neighbor in the response transfer path fails, the peer can, in addition to forwarding the response to an alternative neighbor, forward the response to the node of this IP address. One important issue that cannot be ignored here is that the requestor anonymity must be maintained during the process, that is, with this additional information of a backup IP address, a third party cannot tell the identity of the query requestor. Therefore, we cannot simply append the address of requestor to the query message. In e-ARD, we achieve the requestor anonymity by introducing the backup response delivery agent (bRDA).
Backup Response Delivery Agent (bRDA)
In the e-ARD scheme, we define a type II query request/ response message shown in Tables 1 and 2 by adding a new field of bRDA address based on the query request and response message specified in Gnutella 0.6 [1] . During the query process, type II request/response messages will be issued. When a requestor makes a query request, it will put its own address in the field of the bRDA address of the request message and broadcast it to all its neighbors. The peer who receives the query will decide with a wrapping probability of whether it will replace the bRDA's IP address in the query message with its own IP address. We call the node that decided to append its own IP address to the query message the backup response delivery agent (bRDA). As a requestor always appends its address to the query message, a requestor is a bRDA.
When a bRDA appends its own IP address in the query message, it also stores the old IP address in the query message in its forwarding neighbor list. The forwarding neighbor list of each node in e-ARD is also extended to add the address of the previous bRDA. Each entry in the forwarding neighbor list is < message ID, pre-bRDA address, forwarding neighbor 1, forwarding neighbor 2, etc> . For the node which is not the bRDA, the pre-bRDA address of the related record is NULL.
A responder will copy the bRDA address of the received query to its response message. During the response delivery process, a node will check its neighbor list and see if it is the bRDA of the related message. If it is, it will remove the IP address from the response message and append the previous bRDA address stored in its forwarding neighbor list to the response message. Here, update frequency of the forwarding neighbor list is also an important factor for the effectiveness of e-ARD. The impact of this update frequency on the average query response time is comparable to that in ARD.
Wrapping Probability
It is important to determine a proper value of wrapping probability. If it is too big, most of the nodes in the queryincoming path will become bRDA. This will consume too many local resources and reduce the response return efficiency. One extreme case would be to set as 1. This reduces e-ARD to ARD since the backup path address appended to the query message will be just the address of the primary forwarding neighbor address of each peer. On the other hand, if is too small, then one can always consider that the bRDA address in the query message is the address of the requestor and, thus, cannot guarantee the anonymity of the requestor. Previous studies show that the older a peer is, the longer it is expected to remain in the system [7] . With the above considerations in mind, the definition of should satisfy the following requirements:
. There is one lower bound 0 and one upper bound 1 for such that 0 1 . . increases as peer lifetime increases. . The accelerated speed of decreases as peer lifetime increases. . Two peers with similar lifetime should also have similar values of . Therefore, we define as: 
To choose 0 , we introduce f as the probability of the bRDA address being changed at least once by any of the nodes in the query path. If we assume that it takes kðk > 1Þ hops for a query to be satisfied, then f ¼ 1 À ð1 À Þ kÀ1 . Our goal is to find out the minimum value of that makes f close to 1. It is obvious, however, that f monotonically increases respect to . Therefore, we consider that f is close enough to 1 if it is greater than 90 percent. Considering that the TTL of a query message in most of the unstructured P2P systems is set as 7, the lower bound of can be 0.32. To make the analysis simpler, we assume that the node lifetime is not less than 1 minute, and take 0.35 as the value of 0 . To further test out the lower bound, we consider a case where all nodes in the query path take 0.35 as the value of and that query path length is only as short as three hops. We can see f will be 0.578 which means there is still a fairly large chance for the bRDA address to be changed. It is obvious that the upper bound of 1 should be a value of (0.5, 1). We thus recommend 1 of 0.75 which is in the middle of (0.5, 1). Replacing 0 and 1 with 0.35 and 0.75, we can simplify the formula to ¼ 0:75 À 0:4c ðTonÞþc . Without the second requirement, ÈðT on Þ would be a linear function of T on . With the last requirement, we need to add a nonlinear factor of T on to tune the acceleration of . ÈðT on Þ thus turns into a function with the format of T on Â ÁðT on Þ, with ÁT on being the nonlinear function of T on . As research indicates that the average peer lifetime ranges from less than 10 minutes to 60 minutes [24] , we check the power function, log function, and exponential function with T on from 1 to 60. We show that the trend of how increases under different nonlinear functions in Fig. 3a , for example, assume c ¼ 70. It is obvious log function is a good choice in that it does not increase as fast as exponential and power function, while not as slow as linear function. From Fig. 3b , we can observe how different c values affect the scope of . As the value of peer lifetime in our simulation is from 1 minute to 60 minutes, we take c ¼ 70, which renders fall within the scope of [0.36, 0.68].
Adaptive Response Delivery
When a responder forms a response message, it will insert the bRDA address it obtained from the query message in the response message. When a node receiving the response message finds that its primary forwarding neighbor for this response message fails, one of three situations occurs: 1) There are other neighbors in its forwarding neighbor list and they are still alive. The node will choose one of these available forwarding neighbors according to the ARD and forward the response back through it. 2) There are no other forwarding neighbors for this response or all the neighbors on list for this query are offline. The node will use the bRDA address appended to the response message to build a UDP connection to this agent and forward the response message to it. 3) The backup response delivery agent itself is failed, behind a firewall or any other circumstances that the UDP connection cannot be built. In e-ARD, the node informs its previous hop node and asks it to choose other node to forward the response message as in ARD. At the same time, a backup response delivery agent will always need to replace the IP address in the response with its stored IP address when it receives a response. (While a TCP connection may still be built up via a mechanism similar to the push operation in Gnutella network in this case, we do not recommend such an operation since the cost to create such kind of connection is too expensive for a one time communication.) Fig. 4 illustrates the effect of the backup delivery agent in an adaptive response routing of the e-ARD scheme. P and K, which fail during the response return process, are the primary forwarding neighbors of peer O and N, respectively. In Fig. 4a and Fig. 4b , O is on the query incoming path. Therefore, whether O is a bRDA or not, it always sends a response to a bRDA (here is A) which is also on the query incoming path when no other forwarding neighbor is available for O. In Fig. 4c and Fig. 4d , O sends a response to its forwarding neighbor N, which is not on the original query incoming path. In Fig. 4c , N is not a bRDA itself and, thus, it still sends a response back to agent A, whose address is appended in the response message. The response message has been rerouted to the original query incoming path since the bRDA address appended to the response message is the address of the agent that is in the original query incoming path. In Fig. 4d , N itself is a bRDA. It changes the bRDA address field according to the bRDA address stored in its forwarding neighbor list and sends a response message to M accordingly. Here, the response message did not reroute to the original query incoming path although the appended bRDA address in the message is also the address of an agent who is in the original query incoming path. In all cases, the length of the response path is reduced due to the introduction of bRDA.
The e-ARD mechanism can be used in P2P systems adopting a DFS-based search mechanism or other nonflooding-based search technique such as k-walker. In addition, forwarding responses to a backup response delivery agent in e-ARD can reduce the number of hops in a response return process and, thus, further cut both response time and traffic cost in the response process. This will partly pay for the overhead of creating a UDP connection.
SIMULATION METHODOLOGY
We have constructed a large-scale network simulation to evaluate the performance of our techniques. Both Gnutella [1] and KaZaA [2] are popular unstructured P2P systems. As the documentation about KaZaA is not available to the public, we deploy the simulation based on a Gnutella-like context.
Performance Metrics
We evaluate the effectiveness of RRD, ARD, and e-ARD via different performance metrics. The first important performance metric we evaluate, represented by response return rate, is the effectiveness. Response return rate is defined as the ratio of the number of responses returned to the requester (some responses may be lost in their backward paths) to the number of all responses found for the query.
The second metric we evaluate is the efficiency of the proposed mechanisms, which is measured by response traffic cost. The response traffic cost is the traffic of sending a response message from a responder to a query initiator. The response traffic cost is computed as a function of consumed network bandwidth and other related expenses. Specifically, we assume all messages have the same length in this work. When messages traverse an overlay connection during the given time period, the traffic cost ðT cÞ is given as: T c ¼ M Â L, where M is the number of messages that traverse the overlay connection, and L represents the number of physical links underlying the overlay connection. The target of all optimization mechanisms is to achieve high response return rate with low cost.
The third performance metric we evaluate is the quality of service: Here, we refer the quality of service (QoS) to whether the users are satisfied with the service of the system. We use response time, which is commonly used in P2P researches, to evaluate the QoS performance of the system. The response time is defined as the time from when a query is issued by a requestor to when the response is received by the requestor. We compute the delay of a logic link as follows: First, we take the average delay of the physical links as the basic unit in the simulation, and compute the unit-less raw "delay" of a logic link. Assume the mean delay for all the physical links is EðT Þ. If the sum of the delays of physical links under a logical link is SumðT i Þ, the raw delay of a logical link is SumðT i Þ=EðT Þ. Next, to map the P2P network latency into our simulation, we generated a group of overlay link delays according to the observation in paper [26] . We then sort the overlay link according to their raw "delay" and assign the generated delay to each link.
Parameter Settings
We summarize the system configuration in Table 3 . During each group of experiments in the simulation, we may change the value of some parameters to test the performance of three techniques under different circumstances. Note that for the network size, we have done simulations based on network sizes of 2,000, 3,000, 5,000, and 8,000. The results from networks with different sizes are consistent which confirms that our techniques are scalable. Here, we show the simulation results from a logical network size of 8,000.
Simulation Framework
P2P networks are overlay networks. To capture the overlay feature, two types of topology, physical topology and logical topology, are generated in the simulation. The physical topology is generated to represent the characteristics of the Internet under the P2P system. The logical topology represents the overlay P2P topology built atop of the physical topology. All P2P nodes are in a subset of nodes in the physical topology. The communication cost between two logical neighbors is calculated based on the physical shortest path between this pair of nodes.
Network topology and density have a large impact on how many neighbors will send duplicate query messages to a peer. The network topology in the simulation should be consistent with the real network topologies to accurately evaluate the performance of the proposed mechanisms. Previous studies show that both large-scale Internet topology and P2P overlay topologies follow the small world and power law properties, and topologies generated using the AS Model have such properties [26] , [29] . BRITE is one of the topology generation tools that provide the option to generate topologies based on the AS Model [18] . Using BRITE, we generated a physical topology of 22,000 node and based on it, four logical topologies with 2000, 3000, 5000, and 8,000 nodes. To check network with different connectivities, we varied the average number of neighbors of each node (of logical topology) from 4 to 10.
The unstructured P2P system with flooding search mechanism is the prevalent model of existing P2P systems; accordingly, we evaluate our techniques mainly based on category of systems. Observations presented in [12] point out that the object popularity distribution in a P2P system does not follow a Zipf distribution like that of World Wide Web objects mentioned in [5] , [6] . We simulate the flooding search process via executing a Breadth First Search (BFS)-based algorithm from a specific node. A search operation is simulated by randomly choosing a peer as a requestor and requesting keywords according to the distribution described in [12] . As for the query dispatch frequency, we set every node in the system to issue, on average, 0.3 queries per minute, which is calculated from the data collected by Sripanidkulchai [27] . For instance, 12,805 unique IP addresses issued 1,146,782 queries in 5 hours.
Based on generated P2P network topologies, we simulated the joining and leaving behavior of peers via turning on/off logical peers. The peer lifetime is generated according to the distribution observed in [26] . The lifetime is decreased by one with each second, and once a peer's lifetime reaches zero, it will leave the following second. During each second, there are a number of peers leaving the system. To keep the power law property during node leaving and joining processes, we randomly pick up (turn on) the same number of peers from the network to join the overlay system. For each peer, a maximum-neighbor-connection is predefined following power law. Each peer is required to keep the number of his neighbor connections no greater than his maximum-neighbor-connection during the simulation.
PERFORMANCE EVALUATION
Simulation results about performance evaluation are presented in this section, starting with the performance evaluation in a Gnutella like context environment and followed by the performance evaluation of e-ARD in a P2P system with DFS search mechanism.
Response Return Rate
Fig. 5 compares response return rates of a Gnutella-like system, RRD scheme, ARD scheme, and e-ARD scheme with peer uptimes ranging from 10 minutes to 60 minutes. The query frequency of each node is 0.3 queries per minute. The simulations are deployed in a 60 minute period with data collected every 20 seconds. This process is repeated multiple times. We use the average response return rate based on these collected data in the evaluation. Results in Fig. 5 show that Gnutella-like systems suffer from 35 percent response loss when the average peer uptime is 10 minutes. RRD, ARD, and e-ARD can increase the response return rate by up to about 35 percent, 47 percent, and 51 percent, respectively, compared with Gnutella-like systems. The performance of the e-ARD scheme is better but close to ARD, while both of them achieve a near perfect response return rate. The reason may lie in that in a Gnutella-like system, most of the nodes have multiple query forwarding neighbors and can forward a query to other forwarding neighbors instead of bRDA in the e-ARD scheme.
Given that the peer lifetime is 10 minutes, Fig. 6 compares the response return rates of different schemes versus the average query frequency, and shows that the response return rate is not sensitive to query frequency. The relationship between response return rates and the average number of response neighbors per node in the Gnutella-like system and ARD are presented in Fig. 7 . We can observe that the return rate increases as the average number of neighbors increases in a Gnutella-like system: The increase of the average number of neighbors suggests a network with higher density, which eventually results in shorter response return path. If we assume there are k nodes between requestor and responder in a query response path, with the same failure probability , the probability that no node failure happens is f ¼ 1 À ð1 À Þ k . Therefore, a shorter response return path will result in lower probability of peer failure during the response return process and, thus, a higher response return rate. Nevertheless, the response return rate of ARD is not sensitive to the average number of neighbors due to its near optimal performance. The effectiveness of e-ARD is similar to that of ARD since the number of neighbors of the peers has almost no impact on the routing via bRDA. The same case also applies for the impact of network topologies on response traffic cost.
Response Traffic Cost and Response Time
The average response traffic costs of four different response delivery schemes are shown in Fig. 8 . For the RRD scheme, only one additional path is selected for returning a duplicated response in the simulation. Compared with a Gnutella-like system, the RRD scheme incurs a 102 percent increase in traffic cost. This is because the RRD scheme always sends a duplicate response message through another path, which is generally longer than the original response path, whether node failure happens or not on the original response path. ARD only increases the response traffic cost by about 9 percent and e-ARD creates even less extra traffic at 6 percent, compared to the original system during the response process. The e-ARD scheme creates limited overhead due to two issues. First, when there are no forwarding neighbors alive, a peer in e-ARD does not send a response back to the peers of the last hop immediately, but can forward it to a bRDA first. Second, sending a response to bRDA generally reduces the number of hops of routing the response message back.
On the other hand, extra response traffic cost of e-ARD is close to ARD. This happens due to the next two issues: First, the extra overhead created by the construction between the peer and bRDA will cut some of the benefit in limiting the extra traffic cost. Second, in the P2P system with a flooding query mechanism, the case that no other forwarding neighbors are alive happens rarely. Accordingly, in most of the cases where the primary forwarding neighbor fails, both ARD and e-ARD only execute the first option: send a response to some forwarding neighbor alive. Fig. 9 shows that, given a fixed average peer uptime of 10 minutes, the change of query frequency does not affect the extra traffic costs induced by the three mechanisms. Fig. 10 compares response traffic cost of a Gnutella-like system and ARD with different average number of neighbor connections. We can see that the response traffic cost decreases as the average number of neighbors increases. The reason is that when a peer has more neighbors, it has a higher probability of finding a candidate in his forwarding neighbor list to reroute the response instead of going back to his previous hop in the case that the peer cannot reach the next hop to send back a response.
To investigate the impact of the extra traffic cost created in the entire query request/response process, we show the ratio of response traffic to request traffic of all the systems in Fig. 11 . We can see that request traffic is from one to two orders of magnitude greater than response traffic. Therefore, even the traffic overhead of the RRD scheme can be ignored considering the traffic cost in the whole query process.
In a system that does not adopt flooding query process, the ratio of response traffic to request traffic may increase. For example, our simulation shows the ratio of response traffic and request traffic in random walk mechanism is around 1:10. Nevertheless, in this category of systems, e-ARD will be used in most of the time, which only incurs very limited extra response return traffic due to the adaptation of bRDA. Fig. 12 shows the average response time of the four response schemes. As we expected, the average response time of both the RRD and ARD schemes are close to that of Gnutella-like systems. The response time in RRD is only 2 percent higher than that of Gnutella-like systems, while ARD is about 4 percent higher. The average response time of e-ARD is even shorter, only 1.2 percent more than that in Gnutella-like system.
Analysis of RRD, ARD, and e-ARD
In this section, we evaluate the influence of different key parameters in the three schemes, respectively.
Performance Improvements upon Different Values in RRD
The value of limits the number of redundanct paths in RRD and affects the performance gain that can be achieved. We investigate the response return rates upon different values and present the results in Fig. 13 . The results show that the response return rate does increase with the increase of the , but the improvement tends to be very little: With an average peer lifetime of 10 minutes, the response return rate is improved by 33 percent when is increased from 0.2 to 0.4 and further improved when is increased to 0.6. Nevertheless, marginal improvement is achieved when is increased to more than 0.6. This may be due to path overlap in the network. According to the previous investigations we present in Section 3.1, the peer lifetime in different P2P systems ranges from less than 10 minutes to 60 minutes. The influence of will decrease when the average peer lifetime increases. Fig. 14 investigates the impact of the lifetime of forwarding neighbor lists on ARD's response return rate. We only investigate the impact on ARD, since the influence of bRDA in e-ARD will be trivial. The curves in Fig. 14 represent the response return rates of the ARD scheme with different lifetimes of forwarding neighbor lists, i.e., 1/4 , 1/2, 1, and 2 times of the average query response time. We can see that when the lifetime of the forwarding neighbor list reaches twice the average response time, the return rate is more than 95 percent of that for infinite lifetime. The reason is that if the lifetime is too short, a peer failing to deliver a response is less likely to find another candidate to reroute the response because the forwarding neighbor list may not be available any more, which will result in a high response failure rate.
Lifetime of Forwarding Neighbor Lists in ARD

Effectiveness of e-ARD in P2P Systems with a DFS-Based Searching Mechanism
To show how e-ARD performs in a system not adopting a flooding search algorithm, we deploy DFS in our simulator, and compare the response return rate in such a system with and without e-ARD. Fig. 15 shows the impact of e-ARD in response return rate, and Fig. 16 shows the response time of the system without flooding. We can see that e-ARD can effectively improve the P2P system performance: it improves the response return rate up to 60 percent and, at the same time, needs less time to return a response back to the requestor. We also investigate the influence of the scope of value via varying the value of c. The curves of e-ARD ðc ¼ nÞ in Fig. 15 and Fig. 16 indicate the performance of e-ARD when c is set to be n. We can observe that the response return rate increases as the c value increases. This is because when the c increases, the scope of decreases, which makes fewer nodes as bRDAs. The decrease of the number of bRDAs eventually results in a shorter response return path upon the node failure. For the same reason, the response time drops as the c value increases. One more thing we can observe here is that the performances of e-ARD with different scope of are close and, therefore, we should choose a c value that makes the values of large enough to satisfy the anonymity requirement for the requestor.
Comparison of RRD, ARD, and e-ARD
We summarize RRD, ARD, and e-ARD in Table 4 . Among all three mechanisms, RRD requires the least modification of the existing response return mechanism, which makes it a quick fix for the current response return mechanism. On the other hand, RRD incurs more traffic overhead than ARD and e-ARD. Although nodes in ARD need to maintain a forwarding neighbor list locally, no new packet formats and extra bRDAs need to be introduced to construct ARD. The effectiveness and efficiency of ARD outperforms that of RRD and are close to that of e-ARD: up to 47 percent (ARD) versus 51 percent (e-ARD) upon response return rate improvement and 9 percent (ARD) versus 6 percent (e-ARD) upon extra traffic cost. Although the response time of ARD is the longest among the three mechanisms, the response time of ARD is very close to that of RRD and e-ARD. Considering both performance and implementation complexity, ARD is the best choice to remedy the response loss problem in existing response return mechanism.
Both RRD and ARD, however, work effectively based on the assumption that there are more than one forwarding neighbor for each peer in the system. In a system where such an assumption does not hold, e-ARD is the best candidate to avoid the response loss incurred by the dynamic nature of the system itself.
CONCLUSION
In an unstructured P2P system, query responses are sent back to the requestor along the incoming query path. However, the P2P system is a highly dynamic system in that average peer lifetime is from 10 to 60 minutes, and the logical connection between peers lasts from 1 to 24 minutes in average. This leads to a response loss problem, with up to 35 percent of the responses being lost.
To remedy the response loss problem, we present three techniques here: RRD, ARD, and e-ARD. All these techniques reduce response loss rate with limited extra cost regarding to the entire query process. RRD requires the least modification of the current response return mechanism to implement. ARD functions more effective and with more efficiency than RRD, while its implementation complexity is less than that of e-ARD. e-ARD extends ARD and can be used in unstructured P2P systems with a limited or nonflooding search mechanism.
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