A novel Computer Aided Diagnosis (CADx) component is proposed for breast cancer classifications. Four major phases were conducted in this research. The first phase is pre-processing, this is followed by features extraction phase by using the Speed Up Robust 
INTRODUCTION
Currently, an approximation of 1.66 million new cancer cases was projected to occur in the United State in 2015. The projection is made for all types of cancer. It is known that the breast cancer is the second leading cause of death around the world. Based on this [1] projection, it was reported that nearly 230,000 new breast cancer cases in the year 2013 at the same country [2] . Hence, an early detection of breast cancer need to be conducted in order to reduce the number of new breast cases as well as the mortality cases of breast cancer. According to [3] , the reliable method to detect the breast cancer at initial stage is by using mammogram. The whole process of mammogram procedure is divided into two phase; the screening procedure and the diagnostic mammography.
In normal practice, a total of four mammogram images of a breast cancer patient will be displayed after the screening procedure is completed. These images will include the Cranial Caudal (CC) view for both left and right view and the Mediolateral Oblique (MLO) view, also for both left and right view for each patient. Thus, these procedure will produce numerous numbers of mammogram needed to be evaluated by an expert radiologist. The evaluation will be done thru visual eye bowling. By considering the human factor, the detection of potential cancerous might be misevaluated (error). In this situation, it is quite challenging for the radiologist to perform accurate evaluation to detect the potential cancer locations. According to [4] , there will be 10% to 30% error occur during the detection process.
After the screening procedure is complete, the diagnostic mammography stage will be carried out by the radiologist. In this stage, the radiologist will diagnose either the cancer is classified as a benign or malignant. Similarly, human error also occurs during this stage. There are numerous of studied have been done to overcome this error. The Computer Aided Diagnosis (CAD) has been proved to reduce the error rate as well as to increase the performance of the breast cancer detection and classification [5] .
The Computer Aided Diagnosis (CADx) component is one of the main component in the CAD. In general, the CADx component occur in the diagnostic mammography stage to assist radiologist in making devaluation either the cancer is benign or malignant. If the cancer is classified as benign then the radiologist will decide either the biopsy procedure is essential to the corresponding patient or not. The role of the CADx component is crucial in determine the type of treatment to the patient as well as to reduce the mortality rate. The CADx component is composed of four sub phases; pre-processing, features extraction, features selection and classification. In this paper, a novel CADx component will be proposed to assist radiologist in the diagnostic mammography stage either the cancer is classified as a benign or malignant. This paper is organized as follows. Section 1.1 will briefly explain the related works of our proposed CADx component. Then, section 2 will details out the method in the CADx development. The related mathematical formulation will be explained in each of the sub phases in the CADx component. The results will be discussed at section 3 and the final section conclude all of our findings.
1.1.Related Works
The CAD for mammography is firstly introduced at the year of 1990's [6] . A study conducted by [7] was successfully developed a new group of features to enhance the performance of CADx system. The Radial Distance vector of masses were extracted and transformed to the frequency domain to produce new features called the Fourier Transform Radial Distance (FTRD). The performance of the classifiers with proposed features were measured based on the ROC curve with accuracy of 98%. Another study which focus on the method of moment was conducted by [8] . Two method of moments: Zernike and Krawtchouk were used and compared for the mass characterization. It is found that the Krawtchouk moment produce the best accuracy rate compared to the Zernike moment with 90.2% and 81% respectively.
A novel approach for automatic microcalcification and cluster detection CAD system was developed by [9] . The morphology features of microcalcification were used as the feature extraction and the boost classifiers were employed in their study. They have suggested to conduct further study with bigger database is crucial to prove the capability of the proposed method. Along the same line, in [10] have developed automatic CAD system to classify four different tissue density. Two-dimensional principal component analysis (2DPCA) were used to extract tiny patches of ROI. They have concluded that the CBIR method reach accurate rates to assist radiologists in classifying breast density.
In [11] have introduced a novel CAD system to detect breast masses based on fusion scheme of features. They have proposed a new scheme of SVM fusion based on diversity and complementary between features. Diversity criteria between features are adopted in their study to ensure best performance. The results shows that the proposed system are accurate. A mammogram classification scheme have been proposed by [12] . The Gray level Co-Occurrence Matrix was utilized for the features. The MIAS and DDSM database were implemented in their study. It is found that the proposed scheme give promising results for both database.
In [13] have proposed two automatic methods for masses diagnosis. The Cellular Neural Network (CNN) was implemented as the segmentation method with the utilization of the Genetic Algorithm (GA) for the parameter determination. The proposed method produces high rates in sensitivity, specificity and also accuracy. In [14] have successfully improved the 
MATERIALS AND METHODS
In this research, the proposed CADx component is presents as in Fig. 1 . 
Pre-Processing
In this phase, the data is taken from the MIAS database. The database image has been reduced to a 200 micron pixel edge with fixed size; 1024 by 1024 pixels. The images is composed of normal breast tissue, benign and malignant. The benign is composed of six abnormalities which are calcifications, circumscribed masses, other ill-defined masses, architectural distortion, anasymmetry and speculated masses. The ground truth location of the cancer will be confirm by radiologist for the Region of Interest (ROI) purpose. Then, the ROI will be resize to a fixed standard size.
Next, the image enhancement technique will be applied to remove the noise and to enhance the ROI image. In this research, the combination of median Filter and Histogram stretching technique [16] [17] will be applied in each ROI image. The median filter will be selected since it considers each pixel in the image and find its neighbors to conclude either it represent its surrounding or not. Instead of simply replacing the pixel value with the mean of neighboring pixel values, it replaces it with the median of those values.
This can be expressed as
where q is the function of a point phases. In the first phase, the minimum and maximum intensity values of the image are calculated. Then, the above formula is applied on each pixel.
Features Extractions
Speed Up Robust Features (SURF) was proposed by [18] , to overcome the weaknesses of the Scale Invariant Feature Transform (SIFT). The SURF method is utilized in this paper due to its robust behaviour [19] to scaling, blurring, orientation, illumination and also viewpoint changes. In addition to that, computational speed can also be improved through the application of SURF method. SURF have been applied in various field such as image processing and video tracking. [20] [21] [22] .
In general, the algorithm of SURF is presents as in Fig. 2 . 
where ) , ( y x S is the the total integrated original image. The terms ) , ( j i I is the pixel value of the original image. The next step is the Hessian Detector Filetrs due to its robutsness to reduce the computational time. It is also responsible to identify extreme points on each layers on the image scale space through the Hessian Matrix [23] as follows , we will obtained the following equations . To detect the features points, the pyramid scale spase will be constructed. It will directly change the scale of the box filters to utilize the scale space [24] . The final step is the descriptors generation. The orientataion information of the features point is also generated in this step. The features point is generated by counting the Haar wavelet in x and y direction, which can be denoted as x d and y d . Hence, all values in the subregion is expressed as
and by calculating the sum of absolute value in both Equation (7), it reperesent the responsive value changing in the x and y direction of the Haar wavelet. Next, the features selection phase is carried out.
Features Selection
The Principal Component Analysis (PCA) is utilized due to its capability to reduce the dimensionality of the input features [25] , as well as to increase the performance of the proposed CADx. In addition to that, the PCA also capable to avoid redundancy in features extraction phase. The algorithm of the PCA is illustrates as in Fig. 3 . In the second step, the covariance matrix is calculated by using
where CV is the covariance matrix and T is the matrix transpose. In the next step, Equation (10) is both value of n and ñ must be greater than zero and the dimension size of ñ must be less than n .In this paper, 97% of the variance is utilized to select the most appropriate features and at the same time, most of the features information is also retain. The PCA also responsible to find the correlation between SURF features obtained in the previous phase. Since the SURF produce 3602 x 65 matrix, then the dimension reduction through PCA is crucial in this phase to increase the computational efficiency. Next, the classification phase is discussed to classify the selected SURF features of the breast masses either it is benign or malignant.
In this phase, the Support Vector Machine (SVM) is implemented because it have been proved as a good technique for the classification purpose [26] . The SVM hyperplane of two linear classes classification is illustrates as in Fig. 4 . 
where  is an n -dimensional and the term h is the coefficient vector, normal to the hyperplane. Expanding the separate margin is equivalent to maximize the distance between hyperplane 1 P and 2 P . Hence, maximize margin is given by
The Equation (13) is also known as a convex quadratic problem. The Lagrange theory characterizes the solution of an optimization problem. The primal Lagrange function for Equation (13) 
After that, we replace Equation (14) and (16) 
There are various kernels that can be utilized in SVM. In this paper, the Fine-Gaussian kernel is utilized as the kernel for the classifiers since it has the properties of symmetric orientation, similar behaviour of the SURF features extraction method.
In addition to that, the Linear Discriminant Analysis (LDA) and Decision Tree (DT) classifiers are utilized to compare the performance of the proposed CADx. The LDA is utilized in this research since it is also considered as a practical tool for two classes classification [27] . The classification of LDA is obtained by reducing the class distance and expanding the class distance concurrently. The Decision Tree classifiers is also implemented in this research for comparison purpose. The DT is one of the data mining method that utilize a tree as a models with convergent solution [28] . The leaves refers to the classification and the branches represents the data in the features selections in this research.
RESULTS AND DISCUSSION
The following equations are the standard benchmark of a CADx performance measurement
where c
A represent the accuracy of the proposed CADx . The FNR is the false negative rate.
In Equation (24) and (25), the n S represent the sensitivity and p S is the specificity respectively. The term FP TN TP , , and FN refers to true positive, true negative, false positive and false negative respectively. In this research, the false positive implies that the cancer is benign and the biopsy procedure is needed for the particular patients.The proposed integrated PCA-SVM with SURF features extraction produces the following results as in Table 1 . In the first three rows, the SVM classifiers shows the highest accuracy with 87.5% compared to LDA and DT classifiers. In addition to that, the PFR and FNR value is 12.3% and 0.17% which indicate small error of misclassified is obtained. This FNR value also represent the smallest value achieved compared to all classifiers. In terms of accuracy, all processing time of classification is recorded in seconds. It can be observed that the SVM achieve the highest efficiency with 2.3296 seconds.
Focusing on the last three rows, the PCA+SVM classifiers shows an increasing in the accuracy with 4.4%, as well as the FNR from 0.17% to 0.01% compare to others classifiers.
Moreover, the FPR is also reduced by 42.28%. The efficiency of the proposed method is also increasing with different of 0.15 seconds. This increasing is essentials in minimizing the computational costs issues.
In selecting the optimal kernels of SVM, four types of SVM kernel is compared in this research. These kernels are Quadratic, Cubic, Fine Gaussian and Medium Gaussian. Results obtained for kernel's selection are tabulated as in Table 2 . In the first four rows, the Fine Gaussian kernel shows the highest accuracy with 91.9% among all kernels. This is followed by the Cubic kernel with 78.1%. Meanwhile, the Quadratic kernel is 60.8% and the Medium Gaussian kernel is 56.1%. Similarly, for the accuracy, the Fine Gaussian kernel achieve the highest efficiency time with 2.5581 seconds compared to other kernels.
It can be observed that there are significant increments in few perspectives in the last four rows.
The PCA component integrated with Fine Gaussian kernels shows an increment of 0.1 and 0.01 for its accuracy and Az respectively. Moreover, there are 49.35% and 8.33% decreasing in the FPR and FNR respectively. For the accuracy, it can be observed that all kernels is also increasing significantly. The efficiency of the PCA+Fine Gaussian kernel is 2.5223 seconds.
The PCA+Cubic kernels shows the second highest accuracy with 88.5% compared to PCA+ Quadratic and PCA+Medium Gaussian. This is followed by PCA+Medium Gaussian kernel with increment of 18.8% accuracy.
These kernel also shows the highest increments among all kernels. Finally, the PCA+Quadratic kernel increase by 12.9% compared to the previous Quadtaric kernel only. It can be concluded that the PCA component increase the performance of the accuracy and efficiency of all kernels. as a good or high accuracy. Fig. 5 illustrates the values obtained of all kernels conducted in this research. with PCA component. Based on these findings, the Fine Gaussian kernel is utilized as the optimal kernel to the SVM classifiers. The performance of the proposed CADx is also compared with the existing CADx proposed by other researcher as tabulated as in Table 3 . From Table 3 , the current research conducted by [15] shows the accuracy of 90.5% of their
proposed CADx for two classes classification. However, the feature selection component is not included in their study. This component might increase the accuracy of the CADx as well as to reduce the dimensionality of the features obtained. It can be observed that the proposed CADx achieve the highest accuracy with 92.9% compared to other listed researcher for the past seven years.
CONCLUSION
In this paper, a novel CADx component based on SURF with PCA-SVM have been proposed to classify the breast cancer either it is benign or malignant. The SURF feature extraction method is utilize as a feature extraction. It is also proven that the PCA component in the features selection phase is able to reduce the FNR, as well as to increase the accuracy of the proposed CADx. Few kernels were experimented to find the optimal kernel for the SVM. The
Fine Gaussian kernels shows the optimal kernel to be utilized in this research. Finally, the integration between PCA and SVM shows the highest accuracy among other classifiers to classify the cancer either benign or malignant. It is hope that this findings will slightly assist radiologist in making decision and to reduce the error rate at the diagnostic mammography stage. For the recommendation, it is recommended that the whole CADx is extended to an automate process. This is important in reducing the computational costs as well as to increase the performance of the CADx.
