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Abstract
The evolution of low cost depth sensors in recent years has allowed a more
widespread use of range cameras. They provide depth information in real time so
their application has been extended to various areas of object perception where
three-dimensional (3D) knowledge of the environment is mandatory to interact
with it. For this reason, there is a growing demand for visual perception systems
to exploit the information from range devices. However, most existing approaches
are limited in unstructured environments, which are common in the real world.
The objective of this thesis is to contribute to the progress of 3D object percep-
tion in these environments, addressing open challenges like lack of prior infor-
mation or picture noise. A methodology to develop strategies for complex envi-
ronment has been designed to solve the challenges, exploiting the characteristics
of the scene. The strategy is validated following a methodology based on scena-
rios, so three environments have been selected with different complexity. These
are sufficiently significant and complementary. Each context is part of a group of
perception unstructured scenarios, classified by environmental conditions and the
degree of information known a priori. For each scenario, a strategy is proposed,
which is developed and evaluated thoroughly in an experimental context. This
has also taken into account that hardware and software should be appropriated to
the requirements and environmental needs. The approach described in this thesis
decreases uncertainty by focusing on a particular context. Furthermore the state
space is reduced without affecting the task to be performed.
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Resumen
La evolucio´n de sensores de profundidad de bajo coste en los u´ltimos an˜os ha
permitido un uso ma´s generalizado de las ca´maras de rango. Su aplicacio´n, gracias
a que proporcionan informacio´n de profundidad en tiempo real, se ha ampliado a
diversos a´mbitos de percepcio´n de objetos donde es necesario el conocimiento del
entorno en tres dimensiones (3D) para poder interaccionar con e´l. Por este motivo,
existe una demanda creciente de sistemas de percepcio´n visual capaces de explotar
la informacio´n procedente de los dispositivos de rango. Sin embargo, la mayorı´a
de los enfoques existentes presentan limitaciones en entornos poco estructurados,
comunes en el mundo real.
El objetivo de esta tesis es contribuir al progreso de sistemas eficaces de per-
cepcio´n 3D de objetos en este tipo de entornos, abordando diversos retos au´n sin
resolver como la falta de informacio´n a priori o ruido en las ima´genes. Para ello
se ha disen˜ado una metodologı´a que permite desarrollar estrategias para entornos
complejos con el objetivo de dar solucio´n a los desafı´os de percepcio´n planteados,
explotando al ma´ximo las caracterı´sticas de la escena. Para validar la estrategia
planteada se ha seguido una metodologı´a guiada por escenarios, por lo que para
su evaluacio´n se han seleccionado tres entornos con diferente complejidad, y lo
suficientemente significativos a la vez que complementarios entre sı´. Cada contex-
to se enmarca dentro de un grupo de escenarios semiestructurados de percepcio´n
visual, clasificados segu´n condiciones ambientales ası´ como grado de informacio´n
conocida a priori. Para cada escenario se propone una estrategia, la cual se desa-
rrolla y se evalu´a exhaustivamente en un contexto experimental, seleccionando
el hardware ası´ como el software a implementar ma´s adecuado a los requisitos y
necesidades del entorno. El enfoque descrito en esta tesis permite reducir la in-
certidumbre centra´ndose en un determinado contexto para plantear la estrategia a
seguir, reduciendo el espacio de estados sin afectar a la tarea a desempen˜ar.
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1 CAPI´TULO 1. INTRODUCCIO´N
Figura 1.1: Infografı´a del reporte sobre las tendencias globales de las ca´maras 3D [1].
Figura 1.2: Evolucio´n de diversos dispositivos de rango de bajo coste [3].
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este´reo y luz estructurada (o codificada). Adema´s, se espera una creciente adop-
cio´n en smartphones y tablets (Fig. 1.1), con una estimacio´n de implantacio´n de
la tecnologı´a al 80% de smartphones en 2018 [1]. Hay varios ejemplos represen-
tativos de esta tendencia. Occipital recaudo´ en 2013 un millo´n de do´lares en su
campan˜a de Kickstarter para desarrollar su sensor Structure para tablets [4]. Goo-
gle esta´ inmersa en el Proyecto Tango, con el que pretende incorporar sensores de
profundidad en los mo´viles [5] y Apple Inc. adquirio´ el an˜o pasado la compan˜ı´a
PrimeSense, que desarrollo´ el sensor de la Kinect [6].
Por tanto, es evidente el crecimiento de esta tecnologı´a y esta tendencia en la
evolucio´n de los dispositivos de rango es muy prometedora para la percepcio´n 3D
de objetos. Sin embargo, para entender el mundo que rodea al sistema, no basta
so´lo con las ima´genes de profundidad sino que una vez adquiridos los datos es
necesario segmentar la escena para detectar, reconocer y estimar la posicio´n del
objeto con el que interaccionar. En este sentido, existe una demanda creciente de
sistemas inteligentes capaces de estructurar y explotar esa informacio´n procedente
de los dispositivos de rango. Esto es debido a que, a pesar de los avances signifi-
cativos en sistemas de percepcio´n visual 3D, la mayorı´a de los enfoques existentes
presentan limitaciones en entornos poco estructurados, comunes en el mundo real.
1.2. Motivacio´n y Alcance
La percepcio´n visual de objetos ha progresado enormemente desde los prime-
ros trabajos realizados en la de´cada de los 60 [7]. Desde entonces se ha trabaja-
do enormemente con diversos enfoques para mejorar la robustez de la solucio´n
[8, 9, 10, 11]. Estas te´cnicas suelen basarse en me´todos de extraccio´n de carac-
terı´sticas a partir de dos dimensiones (2D), 3D y la combinacio´n de ambos. Pa-
ra 2D caben destacar los algoritmos de caracterı´sticas fotome´tricas Scale-Invariant
Feature Transform (SIFT) [12], Speeded-Up Robust Features (SURF) [13] yHistograms of
Oriented Gradients (HOG) [14]. Debido a que se basan en propiedades de aparien-
cia del objeto (color, textura, intensidad, esquinas) no funcionan correctamente en
determinadas situaciones, como por ejemplo objetos poco texturizados. En este ca-
so, los me´todos de extraccio´n de caracterı´sticas a partir de modelos 3D solventan
estas dificultades mediante descriptores geome´tricos como formas, lı´neas, super-
ficies normales, curvaturas y planos [15]. Tambie´n existen descriptores de objetos
globales, comoViewpoint Feature Histogram (VFH) [16] que es una extensio´n de Fast
Point Feature Histograms (FPFH) [17], e integra la informacio´n del punto de vista en
las caracterı´sticas geome´tricas 3D. Sin embargo, le falta la componente de color
por lo que puede seguir existiendo ambigu¨edad. Para lograr mayor robustez y efi-
cacia se desarrollaron descriptores que combinan la informacio´n geome´trica y de
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apariencia como el Viewpoint Oriented Color-Shape Histogram (VCSH) [15].
Teniendo en consideracio´n estos enfoques, la robustez actual de las ca´maras de
profundidad, ası´ como la sincronizacio´n, en muchas de ellas, de la informacio´n
de profundidad junto con la de color, abre nuevas oportunidades para resolver
los problemas fundamentales de la visio´n por computador, incluyendo reconoci-
miento, deteccio´n, seguimiento de objetos, localizacio´n, etc. Sin embargo, cuando
se quiere trabajar en el mundo real, la mayorı´a de los desarrollos disponibles pre-
sentan dificultades en entornos poco estructurados [15, 18] donde por ejemplo,
apenas hay informacio´n conocida a priori. Dado el estado actual de la te´cnica, los
siguientes desafı´os puedan identificarse como abiertos (aunque no son los u´nicos):
Eficacia frente a informacio´n parcial de la escena.
Obtencio´n del modelo de objetos desconocidos.
Percepcio´n de objetos independientemente del grado de textura.
Robustez ante escenas con condiciones dina´micas.
Tiempo de respuesta acorde al a´mbito de ejecucio´n.
Deteccio´n eficaz en ima´genes con ruido.
Por tanto, en estos ambientes poco estructurados, donde no se tiene pleno co-
nocimiento sobre el entorno, la percepcio´n en sı´ misma se convierte en uno de los
principales retos debido a la incertidumbre inherente.
Motivada por estos desafı´os, esta tesis tiene como objetivo contribuir al pro-
greso de sistemas eficaces de percepcio´n 3D de objetos con especial e´nfasis en en-
tornos poco estructurados. El alcance de esta tesis se enmarca en abordar los re-
tos comentados au´n sin resolver, mediante la implementacio´n de estrategias para
aplicaciones de percepcio´n bajo un modelo global de sistema visual con ca´maras
de rango. Esta investigacio´n busca proporcionar la forma de superar las limitacio-
nes de estos ambientes tan complejos dotando de la solucio´n hardware y software
que mejor se adapte a los diferentes niveles de estructuracio´n, de forma eficaz y
robusta.
1.3. Estructura
Para el desarrollo de esta tesis se sigue una metodologı´a de investigacio´n que
engloba primeramente un marco teo´rico. E´ste establece la base para validar las
estrategias desarrolladas mediante diversas etapas de propuesta, implementacio´n
y evaluacio´n ante los retos de percepcio´n. Siguiendo esta metodologı´a, esta tesis
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Figura 1.3: Diagrama de esta tesis.
esta´ organizada en siete capı´tulos incluyendo al actual. La Fig. 1.3 muestra los seis
capı´tulos principales cuya distribucio´n valida las fases de base teo´rica ası´ como
propuesta, desarrollo y evaluacio´n de las estrategias.
Para poder interaccionar con el entorno es necesario primeramente adquirir
los datos que permitan conocer el escenario. El Capı´tulo 2 resume las diferentes
te´cnicas de medida de distancia centra´ndose en aquellos dispositivos o´pticos de
profundidad cuyo principio de funcionamiento, rango y precisio´n sonma´s acordes
para tareas de interaccio´n con objetos. Estas ca´maras de rango podra´n emplearse
enmultitud de contextos pero no son va´lidas para todas las aplicaciones. Por tanto,
es necesario conocer los requisitos y necesidades del entorno para la eleccio´n del
dispositivo hardware ma´s adecuado ası´ como del software a implementar.
El Capı´tulo 3 analiza estos entornos para disen˜ar la metodologı´a que permita
desarrollar estrategias para entornos complejos con el objetivo de dar solucio´n a
los desafı´os de percepcio´n au´n abiertos. Por ello, se sigue una estrategia que per-
mita explotar al ma´ximo las caracterı´sticas de los escenarios poco estructurados.
En los siguientes tres capı´tulos (4, 5 y 6) se evalu´an las estrategias propuestas pa-
ra cada entorno bajo estudio, incrementa´ndose el nivel de complejidad segu´n las
condiciones ambientales cambiantes ası´ como la estructurada conocida a priori. Por
u´ltimo, en el Capı´tulo 7 se recopilan las conclusiones de las estrategias desarrolla-
das para superar este gran desafı´o en la visio´n por computador para aplicaciones
de percepcio´n 3D. Adema´s, se resumen una lista de posibles modos de mejorar las
estrategias propuestas como futuras lı´neas de investigacio´n.
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CAPI´TULO 2. TE´CNICAS DE MEDIDAS DE DISTANCIAS Y DISPOSITIVOS DE
RANGO
Figura 2.1: Clasificacio´n de las te´cnicas de medidas de distancia [20].
su vez se pueden clasificar en o´pticas y no o´pticas, atendiendo a la longitud de on-
da empleada. Debido a las limitaciones de difraccio´n de las primeras, las te´cnicas
de microondas y sonar tienen propiedades de resolucio´n angular bastante limi-
tadas, por lo que habitualmente se usan para aplicaciones de Global Positioning
System (GPS) o Synthetic Aperture Radar (SAR) [21]. En comparacio´n con estas
te´cnicas, los me´todos o´pticos son ma´s fiables para medir distancias en te´rminos de
alta precisio´n y resolucio´n [22].
Las te´cnicas o´pticas pueden obtener la informacio´n emitiendo y recibiendo
algu´n tipo de radiacio´n (activas) o detectando luz ambiente visible, sin ningu´n tipo
de emisio´n (pasivas). Los me´todos pasivos determinan distancias con algoritmos
basados en propiedades de los objetos en la imagen, como distancias entre puntos
de un objeto, profundidad de enfoque/desenfoque, formas a partir de sombras o
siluetas, etc.. Aunque la aplicacio´n de los me´todos activos esta´ restringida a esce-
narios donde puede haber iluminacio´n especial, esto simplifica algunos pasos en
el proceso de captura 3D. En la Fig. 2.2 se muestra la diferencia entre te´cnicas de
triangulacio´n activa y pasiva.
Como se ha visto, diferentes tipos de te´cnicas o´pticas para obtener medidas
de distancias esta´n disponibles en la literatura y su clasificacio´n no es u´nica [23].
Teniendo en cuenta su principio de funcionamiento, rango y precisio´n pueden cla-
sificarse en las siguientes tres categorı´as [24] (Tabla 2.1):
Triangulacio´n: deteccio´n de profundidad pormedio de lamedicio´n del a´ngu-
lo entre dispositivos por geometrı´a.
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(a) (b)
Figura 2.2: Triangulacio´n: (a) activa; (b) pasiva.
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Triagulacio´n la´ser X X
Luz estructurada X X
Visio´n este´reo X X
Interferometrı´a X X
Tiempo de Vuelo X X
Tabla 2.1: Clasificacio´n de te´cnicas o´pticas de rango.
Interferometrı´a: deteccio´n de profundidad por medio de la medicio´n o´ptica
coherente.
Tiempo de Vuelo (Time of Flight (ToF)): deteccio´n de profundidad por medio
de la modulacio´n de medicio´n o´ptica de tiempo de vuelo.
En relacio´n a esta clasificacio´n se han propuesto muchas soluciones para obte-
ner la estimacio´n de profundidad total de una escena. La interferometrı´a permite
una precisio´n muy alta en la estimacio´n de la distancia que esta´ ba´sicamente rela-
cionada con la longitud de onda de la fuente de luz coherente que sirve para ilu-
minar la escena activamente. Sin embargo, los sistemas interferome´tricos requieren
una configuracio´n o´ptica voluminosa y precisa, y su rango de profundidad es li-
mitado centra´ndose en objetos de menos 1 cm. Las te´cnicas de triangulacio´n (por
ejemplo, la visio´n este´reo, triangulacio´n la´ser, y luz estructurada) ofrecen un exce-
lente rendimiento en te´rminos de precisio´n, pero el rango de profundidad ma´ximo
esta´ limitado ya que esta´ determinada por la longitud de lı´nea de base de trian-
gulacio´n. Las te´cnicas ToF se basan en la medicio´n (directa o indirecta) del tiempo
9
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Figura 2.3: Comparativa de te´cnicas de visio´n este´reo, luz codificada y ToF.
necesario para una sen˜al o´ptica para viajar desde un origen a un destino y volver
a un sensor.
Debido a que las te´cnicas interferome´tricas se centran ma´s en aplicaciones de
inspeccio´n superficial o calidad [25], con el objetivo de abordar te´cnicas ma´s co-
munes para interaccionar con objetos se van a explicar en detalle las te´cnicas de
visio´n este´reo, luz codificada (basado en luz estructurada) y ca´maras de ToF (Fig.
2.3), que se explicara´n en detalle en las pro´ximas subsecciones.
2.1.1. Visio´n Este´reo
Las te´cnicas de visio´n este´reo se basan en el ana´lisis de dos o ma´s ima´genes
de la misma escena desde diferentes perspectivas. Debido a que se conocen las
posiciones de las ca´maras entre sı´, se pueden establecer relaciones geome´tricas
entre los puntos 3D y sus proyecciones sobre las ima´genes en 2D. Estas relaciones
se basan en la restriccio´n geome´trica epipolar y en la suposicio´n de que las ca´maras
pueden ser aproximadas por el modelo pinhole, que relaciona los puntos 3D con
una imagen 2D a trave´s de para´metros extrı´nsecos e intrı´nsecos.
La gran ventaja de esta te´cnica es el bajo coste de hardware sin embargo suele
presentar problemas en zonas con poca textura. Para solventar los problemas ante
objetos poco texturizados han aparecido las ca´maras este´reo con patro´n proyec-
tado. Estos dispositivos integran dos sensores CMOS o CCD y un proyector que
genera un patro´n de puntos aleatorio con una textura esta´tica y muy contrasta-
da. Por tanto, facilita la deteccio´n de estructuras no visibles al disponer de varias
perspectivas y permite realizar capturas de superficies sin textura [26].
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Figura 2.4: Principio de visio´n este´reo [27].
2.1.1.1. Principio de Funcionamiento
Para determinar la restriccio´n geome´trica y obtener la informacio´n en 3D es
necesario que los para´metros de la ca´mara se obtengan mediante calibracio´n. Si los
puntos coincidentes entre varias ima´genes son conocidos, el punto en 3D puede
ser reconstruido a partir de dos o ma´s ima´genes en 2D mediante triangulacio´n.
Como se aprecia en la Fig. 2.4, si los puntos de las ca´maras izquierda y derecha se
conocen, xl y xr respectivamente, sus lı´neas de proyeccio´n son tambie´n conocidas.
Si esos dos puntos corresponden al mismo punto 3D, P , entonces las lı´neas de
proyeccio´n se cruzaran precisamente en P . La distancia Z vendra´ determinada
por Z = fT
d
siendo d la disparidad, f la distancia focal y T la distancia entre los
centros de las ca´maras.
2.1.1.2. Tipos de Ima´genes Adquiridas
Las ima´genes que proporciona una ca´mara este´reo generalmente son (Fig. 2.17):
Profundidad: teniendo en cuenta el principio de funcionamiento explicado
en la subseccio´n anterior, cada pı´xel proporciona una distancia de la ca´mara
al objeto observado.
Color: cada pı´xel representa el color correspondiente en la escena. Se suele
dar la opcio´n de mostrar la imagen a color o en escala de grises. Debido a
que se tienen dos ca´maras a color, se podrı´a utilizar la imagen que el usuario
desee.
11
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Figura 2.5: Ima´genes de la ca´mara este´reo de la cabeza sensora MultiSense-SL [28]: imagen a color
en escala de grises y la imagen de profundidad a su derecha.
El procesamiento de los datos mediante algoritmos este´reos transforma la ima-
gen de las ca´maras izquierda y derecha en mapas de profundidad. Muchas de las
ca´maras comerciales ya tienen este procesamiento integrado para proporcionar la
nube de puntos a color RGB-D en tiempo real [28].
2.1.2. Tiempo de Vuelo
Las ca´maras ToF son dispositivos compactos que proporcionan mapas de pro-
fundidad densos en tiempo real, calculando la distancia hacı´a un objeto por medio
de evaluacio´n directa o indirecta del tiempo, desde que la luz es emitida por el
sistema hasta que se recibe [29].
Los dispositivos de ToF emiten luz infrarroja (IR) y usan un sensor de luz (CCD
o CMOS) para medir el tiempo que la luz tarda en ser reflejada por un objeto y
volver de vuelta a la ca´mara [30]. Dado que la velocidad de la luz es conocida y
constante, la distancia de los objetos a la ca´mara se puede estimar directamente.
Para medir este tiempo de vuelo existen diferentes tecnologı´as [31]:
Indirecta (phase-shift): emiten una onda IR modulada y miden el cambio de
fase de la sen˜al para cada pı´xel al reflejarse en los objetos de la escena. La
profundidad del pı´xel se puede deducir directamente a partir de este desfase.
La mayor parte de las ca´maras ToF corresponden a este tipo.
Directa: emiten un pulso IR y utilizan obturadores o´pticos ra´pidos para me-
dir la cantidad de luz recibida durante un perı´odo de tiempo corto. En este
caso, la cantidad de luz es directamente proporcional a la distancia del objeto.
Esta tecnologı´a, usando optical shutter, era utilizada por las ca´maras comercia-
lizadas anteriormente por 3DV Inc. [32] y Canesta 3D [33]. Ambas compan˜ı´as
fueron adquiridas porMicrosoft con el fin de desarrollar el dispositivo Kinect
que se explicara´ en detalle en la pro´xima subseccio´n.
La mayorı´a de las ca´maras tambie´n proporcionan simulta´neamente ima´genes
de intensidad de niveles de gris e incluso ima´genes en color para algunos de ellos.
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Las ima´genes de intensidad pueden ser directamente calculadas a partir del mo´du-
lo de sen˜al modulada en me´todos basados en fase. En el caso de los me´todos de
obturador o´ptico necesitan un sensor adicional, generalmente una ca´mara de color
cla´sica. En este caso, te´cnicas de registro especı´ficas son necesarias para calcular
las correspondencias entre los pı´xeles de color y profundidad.
Los dispositivos de Tiempo-de-Vuelo comparten las siguientes propiedades:
Sensibilidad a variaciones de luz: como las ca´maras ToF emiten su propia
luz IR, no requieren ninguna iluminacio´n externa. Sin embargo, si los obje-
tos son demasiado distantes u oscuros, la luz emitida puede ser demasiado
baja para asegurar una buena relacio´n sen˜al a ruido (SNR). Para tales aplica-
ciones, algunas ca´maras integran mo´dulos de iluminacio´n adicionales. Dado
que la estimacio´n de profundidad so´lo se basa en la luz IR, todos los dispo-
sitivos son bastante insensibles a las variaciones de iluminacio´n de interior.
Para aplicaciones al aire libre, la luz infrarroja emitida por el sol es un grave
problema, por lo que se requieren algoritmos especı´ficos de supresio´n de la
luz de fondo.
Desenfoque demovimiento: este problema es ma´s especı´fico en los me´todos
de fase debido a que se requieren varias mediciones sucesivas para estimar
la fase de la sen˜al reflejada. Si el objeto se mueve demasiado ra´pido, pueden
aparecer inconsistencias entre las muestras.
Interferencias: si se utilizan varias ca´maras al mismo tiempo, las sen˜ales IR
emitidas puede interferir. Los recientes sistemas basados en fase pueden so-
portar mu´ltiples ca´maras mediante el uso de diferentes frecuencias de mo-
dulacio´n.
A continuacio´n se explica en mayor detalle el principio de funcionamiento de
ca´maras con tecnologı´a directa e indirecta, comentando las caracterı´sticas te´cnicas
de alguna de las ma´s representativas.
2.1.2.1. Ca´mara ToF Directa: 3D Flash LIDAR
Las ca´maras Direct ToF, tambie´n conocidas como Light Detection and Ranging
(LIDAR), miden con un sensor infrarrojo (IR) cua´nto tiempo tarda en volver el
pulso de luz que se refleja en un objeto [30] (Fig. 2.6).
La distancia, d, objeto−ca´mara se puede estimar directamente del tiempo entre
emisio´n y deteccio´n del pulso, t, puesto que la velocidad de la luz, c, es conocida y
constante:
d =
ct
2
(2.1)
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Figura 2.6:Me´todo de medida de distancia para ca´maras ToF Directa.
(a) (b) (c) (d) (e) (f)
Figura 2.7:Modelos de 3D Flash LIDAR de la empresa ASC 3D: (a) Dragoneye; (b) TigerEye; (c)
Portable; (d) Peregrine; (e) Tigercub; (f) Goldeneye.
El nu´mero de ca´maras comerciales disponibles es reducido debido a que son
de reciente aparicio´n. A finales del 2011 la empresa Advanced Scientific Concepts
Inc. (ASC 3D) [34] anuncio´ tres modelos 3D Flash LIDAR y actualmente tiene otros
3 disponibles (Fig. 2.7).
Como caracterı´sticas generales caben destacar que cada pı´xel actu´a indepen-
dientemente y proporciona un valor de profundidad e intensidad, empleando un
la´ser de 1570 nm. Adema´s, tiene una configuracio´n denominada SULAR, que per-
mite obtener datos aunque haya niebla o humo. Esto es debido a que se reduce
dra´sticamente el ruido al eliminar el trigger inicial y producirse el muestreo del
pulso simulta´neamente en todos los pı´xeles a unos incrementos especı´ficos. La
gran ventaja de esta tecnologı´a es que funciona en exteriores hasta 1500 m, con
una tasa de hasta 30 fps, siendo el campo de visio´n de 45º para distancias inferio-
res de 60 m. La precisio´n es de 5 cm a una distancia de 1m, y de en torno a 60cm a
4km, siendo el sensor de 128 x 128 pı´xeles.
Se han empleado de forma exitosas en diversos entornos [34], tanto ae´reos
14
2.1. TE´CNICAS DE MEDIDA SIN CONTACTO
(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 2.8:Modelos de ca´mara ToF indirectas: (a) D-IMager de Panasonic, (b) FOTONIC-C70 by
Fotonic, (c) DepthSense 311 de Optrima-SoftKinetic, (d) PMD[vision] CamCube 3.0 de PMDTech-
nologies, (e) SwissRanger 4000 by MESA Imaging, (f) 3D MLI Sensor by IEE S.A., (g) TOFCam
Stanley P-301DM, (h) TriDiCam Application kit.
como terrestres, aunque au´n en aplicaciones muy especı´ficas debido a sus carac-
terı´sticas.
2.1.2.2. Ca´mara ToF Indirecta: PMD CamCube
Estas ca´maras de Tiempo de Vuelo Indirecto (Indirect ToF) experimentaron un
uso extendido a partir de 2010 cuando numerosas compan˜ı´as empezaron a desa-
rrollarlas gracias a los avances tecnolo´gicos. En esa fecha existı´an numerosos dis-
positivos basados en fase de las empresas PMDtec [35], Mesa [36], IEE [37], Op-
trima [38] y Canesta [39] (Fig. 2.8). Estos dispositivos se basan en el ca´lculo de la
distancia a la que se encuentra el objeto mediante la evaluacio´n indirecta del tiem-
po que transcurre desde que se envı´a la luz hasta que se recibe procedente de la
escena.
La influencia del sol sobre la ca´mara PMD CamCube es inferior a la que se tie-
nen en otros dispositivos ToF debido a que su tecnologı´a patentada de supresio´n
de fondo de iluminacio´n [40] le aporta mayor robustez. Por otra parte, tiene una
gran flexibilidad en cuanto a la potencia de iluminacio´n ya que permite la adicio´n
de mo´dulos. Estas particularidades han permitido que la ca´mara siga en el mer-
cado, evolucionando en los u´ltimos 5 an˜os. Por este motivo, se detallan diversos
aspectos sobre el principio de funcionamiento de este tipo de ca´maras utilizando la
PMD Camcube como modelo representativo. Se explicara´n adema´s caracterı´sticas
te´cnicas claves del dispositivo.
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Figura 2.9:Me´todo de medida de distancia para ca´maras AMCW.
2.1.2.2.1 Principio de Funcionamiento
En las te´cnicas ToF Indirectas, existen diferentes formas para calcular la dis-
tancia una vez que la luz emitida es reflejada por la escena. Los me´todos Shut-
tered Light Pulse y Range Gating Segmentation miden la amplitud del pulso recibi-
do. El me´todo denominado Onda Continua de Amplitud Modulada, Amplitude-
Modulated Continuous-Wave (AMCW), al que corresponde la ca´mara PMD CamCu-
be, mide el cambio de fase de la sen˜al para cada pı´xel del receptor tras emitir una
onda continua de amplitud modulada (Fig. 2.9).
Este desfase, ϕ, esta´ relacionado con la distancia, d, por medio de la frecuencia
de modulacio´n, fmod, y la velocidad de la luz, c, que son constantes [41]:
d =
cϕ
4πfmod
(2.2)
En concreto, la PMD CamCube obtiene los valores de profundidad de la es-
cena, ilumina´ndola mediante una luz modulada por una sen˜al cuadrada de am-
plitud y frecuencia constante proporcionada por mo´dulos de 42 diodos de luz,
Light-Emitting Diodes (LEDs), de infrarrojo cercano, Near-Infrared Light (IR), de 870
nm de longitud de onda. La sen˜al emitida es reflejada por los objetos, y llega has-
ta el sensor receptor con la misma frecuencia. Sin embargo, tiene una amplitud
transformada en funcio´n de la reflectividad del objeto y de la luz ambiente ası´ co-
mo una fase modificada en funcio´n de la distancia entre el objeto y el emisor. Este
desfase de la sen˜al reflejada se estima a partir del desfase de activacio´n de los dos
acumuladores de luz que hay en cada pı´xel inteligente en funcio´n de la diferencia
de la cantidad de luz acumulada en cada uno (Fig. 2.10). E´stos se activan con la
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Figura 2.10: Principio de funcionamiento de la PMD CamCube.
frecuencia de modulacio´n, durante un tiempo llamado tiempo de integracio´n. El
rango soportado por la ca´mara es de entre 12 y 50000 µs. Si es demasiado bajo, la
luz del emisor no tendra´ tiempo para rellenar los acumuladores y si es demasiado
alto, se podrı´an saturar.
2.1.2.2.2 Tipos de Ima´genes Adquiridas
La ca´mara PMD CamCube proporciona ima´genes de profundidad, amplitud e
intensidad:
Profundidad: cada pı´xel proporciona una distancia de la ca´mara al objeto
observado con una precisio´n de centı´metros, teniendo en cuenta el principio
de funcionamiento explicado en la subseccio´n anterior.
Amplitud: esta imagen proporciona una informacio´nmuy u´til ya que valores
altos de amplitud corresponden a valores ma´s fiables de distancia. Por tanto,
si la ca´mara observa una escena con buena reflectividad en espectro infrarro-
jo, entonces los valores de amplitud son altos. Por otro lado, las amplitudes
sera´n cercanas a cero cuando el objeto a evaluar tiene poca reflectividad ya
que produce valores de distancia muy ruidosos. Por tanto, para asegurar que
los valores de distancia son fiables, se pueden ignorar valores por debajo de
un determinado valor de amplitud.
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Intensidad: es similar a una simple imagen en escala de grises de una ca´mara
tradicional 2D, donde se muestra la textura y el brillo de la escena. La impli-
cacio´n es que cuanta ma´s luz llegue a un pı´xel, mayor valor de intensidad
tiene. Sin embargo, al disponer de la tecnologı´a de supresio´n de luz de fon-
do, que se explica en la subseccio´n 2.1.2.2.4, el valor de intensidad de cada
pı´xel disminuye a pesar de que aumente la cantidad de luz que llega al sen-
sor. Debido a ello, si se quiere mostrar la imagen en escala de grises es ma´s
recomendable usar la imagen de amplitud.
2.1.2.2.3 Distancia: Pı´xeles Inteligentes
Una vez emitida una luz modulada, el array de sensores debe ser capaz de
medir con precisio´n el desfase de la sen˜al que llega a cada pı´xel. En la ca´mara
PMD CamCube, cada pı´xel tiene su propio hardware para medir el desfase, y por
eso les denominan smart pixels.
Un smart pixel tiene dos acumuladores de luz, controlados por una puerta (gate).
La puerta activa un receptor durante la primera mitad del perı´odo de modulacio´n,
y el otro durante la segunda mitad. De esta forma, los dos acumuladores tienen un
desfase de 180°, y midiendo la diferencia entre los dos, se puede estimar el desfa-
se de la sen˜al reflejada. Este dispositivo mide el cambio de fase utilizando cuatro
medidas de la onda que regresa, separadas un cuarto de longitud de onda, para
eliminar la luz adicional del fondo. Cada medida se hace de dos en dos (primero
a 0º y 180º, posteriormente a 90º y 270º), con los dos acumuladores que existen por
pı´xel. Teniendo en cuenta que A1, A2, A3 y A4 representan la cantidad de luz toma-
da a intervalos de 0º, 90º, 180º y 270º, respectivamente, el desfase ϕ entre la sen˜al
emitida y la reflejada se puede expresar como la siguiente funcio´n de autocorrela-
cio´n (ACF) [41]:
ϕ = arctan
A1 − A3
A2 − A4 (2.3)
Este desfase, ϕ, esta´ relacionado con la distancia, d, por medio de la frecuencia
de modulacio´n, fmod, y la velocidad de la luz 299.792.458 m/s, c, que son constantes,
como se indico en la Ecuacio´n 2.2.
A partir de las medidas Ai, tambie´n se pueden sacar dos cantidades nume´ricas
[42]
La amplitud a de la sen˜al, que aporta informacio´n sobre la calidad del desfase
medido:
a =
1
2
√
(A1 − A3)2(A2 − A4)2 (2.4)
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Figura 2.11: Funcio´n de autocorrelacio´n (ACF), desfase de la sen˜al, amplitud and offset. Imagen
obtenida del artı´culo de T. Ringbeck [42].
El offset b, relacionado directamente con la reflectividad del objeto y represen-
ta el valor en escala de grises de cada pı´xel:
b =
∑
1
+
∑
2
+
∑
3
+
∑
4
4
(2.5)
Si la amplitud es alta, significa que una gran parte de la sen˜al reflejada corres-
ponde a la sen˜al modulada emitida.
2.1.2.2.4 Tecnologı´a de Supresio´n de la Iluminacio´n de Fondo
Las ca´maras ToF habitualmente usan luz infrarroja (IR) para iluminar la escena,
por lo que la luz del sol influye en las medidas de distancia dadas por el sistema
debido a que tiene ma´s potencia que la iluminacio´n activa. Esto tiene dos impactos
negativos [42]:
Ruido en las medidas de distancia se incrementa.
El sensor puede saturarse debido a que una gran cantidad de su dina´mica es
ocupada por la luz del sol.
Por esta razo´n, este tipo de dispositivos requieren algoritmos de supresio´n de
luz ambiental infrarroja para poder funcionar en exteriores. Trabajos previos [43]
demostraron que la ca´mara PMD CamCube es ma´s robusta frente al sol que otros
dispositivos ToF basados en fase. Esto es gracias a su sensor PMD 41k-S2 [44] con
tecnologı´a de supresio´n de la iluminacio´n de fondo llamada SBI (Supression of Back-
ground Illumination).
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La energı´a infrarroja de la luz del sol es muy superior a lo que se puede emitir
con LED. Para reducirlo, se puede an˜adir un filtro que elimine las radiaciones IR
que no corresponden a la longitud de onda de la sen˜al IR emitida, pero aun ası´, el
ratio de potencia es del orden de 400 usando 100 LEDs como emisores ( 83 W/m2
frente a 0,2W/m2). Esta influencia disminuye la precisio´n de las medidas, e incluso
puede saturar los acumuladores e impedir la estimacio´n de desfase. La tecnologı´a
SBI de la ca´mara PMD CamCube permite reducir varios o´rdenes de magnitud la
influencia de la luz ambiental, haciendo posible obtener medidas 3D en condicio-
nes de luz de sol de hasta 150klux [41]. El SBI an˜ade unidades hardware especı´ficas
que acumulan la luz constante recibida y eliminan de los acumuladores todas las
sen˜ales no correladas instanta´neamente durante el proceso de integracio´n. Este
proceso evita que se saturen, aumentando el contraste de la sen˜al modulada reci-
bida.
2.1.2.2.5 Rango Ma´ximo Sin Ambigu¨edad
Al tratarse la fuente de luz de una sen˜al perio´dica, existe ambigu¨edad en dicha
sen˜al a partir de una cierta distancia en funcio´n de la frecuencia utilizada. De esta
forma, objetos lejanos aparecen erro´neamente a una distancia ma´s cercana de la
que esta´n realmente. Por tanto, un ca´lculo ma´s preciso de la distancia debe tener
en cuenta el rango ma´ximo sin ambigu¨edad, du, siendo k un entero:
d = du
(
ϕ
2π
+ k
)
siendo du =
c
2fmod
(2.6)
Teniendo en cuenta que el desfase esta´ comprendido entre 0º y 360º, la fase
se determina de forma u´nica so´lo hasta la mitad de la longitud de onda ya que
la iluminacio´n tiene que recorrer el camino dos veces (ida y vuelta). Por tanto,
se puede expresar el alcance ma´ximo del sistema en funcio´n de la frecuencia de
modulacio´n:
dmax =
c
2fmod
=
λmod
2
(2.7)
El rango de frecuencias demodulacio´n esta´ndar es de 18 a 21MHz, siendo la de
20 MHz la que se suele utilizar por defecto. Para una fmod de 20 MHz, por ejemplo,
la longitud de onda λmod es 15 metros por lo que el rango de trabajo tı´pico sin am-
bigu¨edad es hasta 7,5 metros. Este dispositivo, frente a otras ca´maras ToF presenta
la gran ventaja de soportar un amplio margen de frecuencias de modulacio´n. En la
Tabla 2.2 se muestra el alcance ma´ximo teo´rico para cada frecuencia.
La precisio´n de la estimacio´n de distancia de este dispositivo depende de la
frecuencia de modulacio´n, la relacio´n sen˜al a ruido y el contraste de modulacio´n.
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fmod (MHz) 40 35 30 25 21 20 19 18 17 16
dmax (m) 3,75 4,28 5 6 7,14 7,5 7,89 8,33 8,82 9,37
fmod (MHz) 15 14 13 12 11,5 11 10,5 10 9,5 9
dmax (m) 10 10,71 11,54 12,5 13,04 13,63 14,28 15 15,79 16,66
fmod (MHz) 8 7 6 5 4 3 2 1 0,5 0,1
dmax (m) 18,75 21,43 25 30 37,5 50 75 150 300 1500
Tabla 2.2: Tabla con los para´metros de frecuencia de modulacio´n y alcance ma´ximo soportados por
la ca´mara.
Por tanto, hay que tener en cuenta que:
Amayor fmod, ma´s difı´cil es obtener un contraste de luz alto entre los cambios
de amplitud.
A menor fmod, mayor distancia pero se necesita ma´s potencia de iluminacio´n
y se tiene peor resolucio´n del alcance, como se vera´ en la pro´xima seccio´n.
Adema´s, hay que considerar que la precisio´n de la medida depende de la fre-
cuencia utilizada, pero de manera inversa a como lo hace el alcance, por lo cual
estos conceptos son complementarios, y se debe encontrar un punto de compro-
miso entre ambos, o bien utilizar medidas de la misma escena con frecuencias de
modulacio´n distintas (multi-frequency-ranging). Con este modo multi frecuencia, el
rango sin ambigu¨edad efectivo se incrementa el mı´nimo comu´nmu´ltiplo del ma´xi-
mo rango sin ambigu¨edad de las frecuencias de modulacio´n usadas, tomando una
medida a cada frecuencia [45]. Este me´todo es ilustrado en la Fig. 2.12.
2.1.2.2.6 Precisio´n del Alcance
La fiabilidad de la medida esta´ directamente influenciada por la cantidad de
luz activa que llega al sensor. La precisio´n de las medidas de rango, dR, se obtiene
[42]:
dR =
1√
Nphase
1
ktot
S
N
λmod√
8π
(2.8)
Donde ktot es el contraste de modulacio´n, S el nu´mero de electrones de sen˜al,
N es el nu´mero equivalente de electrones debido al ruido (incluyendo todas las
fuentes: luz ambiente, emitida, de fondo, ruido te´rmico y corriente de oscuridad,
etc.), Nphase es el nu´mero de medidas y λmod es la longitud de onda de modulacio´n
de la sen˜al en metros.
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Figura 2.12: Reduccio´n de ambigu¨edad usando dos frecuencias de modulacio´n diferentes.
La fuente principal de ruido procede de las corrientes de oscuridad, que se debe
a la generacio´n aleatoria de electrones y huecos que son arrastrados por el campo
ele´ctrico. El ruido debido a la luz ambiente se puede reducir con filtros de banda,
solo dejando pasar las ondas de infrarrojo cercano.
El contraste de modulacio´n corresponde al alcanzable entre los dos acumula-
dores, multiplicado por el contraste de la sen˜al emitida por la de los LEDs. Un alto
contraste y modulacio´n mejora la precisio´n. Sin embargo, aunque la optimizacio´n
del contraste no afecta a la relacio´n sen˜al-ruido, la precisio´n disminuye por un fac-
tor 1
ktot
. Por tanto, a la hora de modificar el contraste hay que tener en cuenta que
e´ste depende de varios elementos:
Frecuencia de modulacio´n: cuanto ma´s alta es la fmod, ma´s difı´cil es obtener
un buen contraste.
El taman˜o de los pı´xeles: cuanto ma´s grande es el pı´xel, mejor es el poder de
separacio´n entre los acumuladores. La arquitectura de PMD permite alargar
el taman˜o de los pı´xeles en funcio´n de la aplicacio´n.
La luz ambiente: el contraste esta´ definido como la resta entre los dos acumu-
ladores dividida entre la suma de ambos. Este u´ltimo valor depende fuerte-
mente de la cantidad de luz ambiente.
Los valores tı´picos de la precisio´n dR son de 1 cm para fmod de 20 MHz en
entornos interiores, y de 10 cm para fmod de 7,5 MHz en entornos exteriores.
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2.1.2.2.7 Resolucio´n del Alcance y Factores Limitantes
Es habitual que en las medidas existan algunos errores sistema´ticos como la ilu-
minacio´n no homoge´nea de la escena. En este caso, en el centro se suele concentrar
ma´s potencia de iluminacio´n disminuyendo a medida que se aleja del centro de
la escena observada. De esta forma, la resolucio´n de la distancia, Rd, viene deter-
minada por el nu´mero de divisiones en las que se puede discretizar el alcance sin
ambigu¨edad. Segu´n Gokturk et al. [45] puede ser descrito por la siguiente ecua-
cio´n:
Rd =
C
2fmod
√
A
PlaserkoptqeρT
(2.9)
donde fmod es la frecuencia de modulacio´n, qe la eficiencia cua´ntica, T el tiempo
de integracio´n, Plaser la potencia de iluminacio´n, ρ reflectividad del objeto, A el
a´rea iluminada, kopt es una constante determinada por las propiedades o´pticas del
sistema (lentes, difusor, taman˜o del pı´xel) y C una constante. Esta ecuacio´n revela
que la resolucio´n del alcance se ve influenciada por la cantidad de luz incidente
en el sensor, dependiente de la relacio´n sen˜al-ruido ası´ como de la reflectividad de
los objetos a la longitud de onda de trabajo en la direccio´n del sensor. Por tanto,
tambie´n influye el a´ngulo de inclinacio´n de la luz sobre los objetos. Teniendo estos
aspectos en cuenta, la resolucio´n puede ser mejorada:
Incrementando el tiempo de integracio´n, considerando el valor ma´ximo de
saturacio´n del sensor.
Incrementando la potencia de iluminacio´n.
Minimizando el a´rea iluminada.
Incrementando la frecuencia de modulacio´n, aunque esto reduce el rango sin
ambigu¨edad, dando lugar a un alto grado de aliasing.
2.1.2.2.8 Desviacio´n Esta´ndar del Alcance
Para cuantificar la habilidad que tiene el sensor de la ca´mara para diferenciar
dos objetos a distinta distancia se utiliza el te´rmino varianza que es inversamente
proporcional a la irradiancia de la luz recibida [46]. En general en todos los dispo-
sitivos AMCW se expresa como:
θr =
λd2
ρ cosα
(2.10)
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(a) (b)
Figura 2.13: Curvas espectrales para diversos elementos. (a) Superficie terrestre. (b) Plata (Ag), oro
(Au), cobre (Cu), aluminio (Al), rodio (Rh) y titanio (Ti). Imagen tomada de [47]).
donde θr es la desviacio´n esta´ndar del alcance d, λ la longitud de onda (en este
caso, 870 nm), ρ la reflectividad del objeto, y α el a´ngulo de incidencia.
Cada material tiene una curva de reflectancia espectral, donde se expresa su
reflectividad en funcio´n de la longitud de onda. En la Fig. 2.13 se muestran diver-
sas gra´ficas de elementos que se pueden encontrar en las ima´genes de contextos
ae´reos, siendo de intere´s el valor de reflectancia para 870 nm.
Por tanto, la reflectividad de los objetos a la longitud de onda de trabajo en la
direccio´n del sensor influye en la cantidad de luz recibida, y por tanto, en el alcance
ma´ximo al que pueden ser vistos por una ca´mara ToF. Este hecho ha sido obser-
vado y evaluado en otras ca´maras ToF de tecnologı´a AMCW [48], comprobando
que ciertos materiales provocan problemas de saturacio´n o de luminosidad en las
ca´maras ToF [49], ası´ como exceso de ruido, siendo la informacio´n de medida ma´s
de´bil.
2.1.2.2.9 Comparativa de Modelos
La compan˜ı´a PMDTechnologies GmbH ha desarrollado dos versiones de la
ca´mara PMD CamCube: 2.0 y 3.0. Aunque ambas comparten la forma de obte-
ner los valores de profundidad de la escena, el modelo 3.0 posee un nuevo sensor
que permite una alta precisio´n incluso con tiempos de integracio´n bajos. De esta
forma, se consiguen valores adecuados a mayores distancias, y a una mayor tasa
de adquisicio´n, por lo que es ma´s adecuado el nuevomodelo para el escenario bajo
estudio y en general, para aplicaciones en exterior.
Adema´s, en la versio´n 3.0 tanto el firmware como el software esta´n actualizados
por lo que se pueden conseguir en un solo disparo hasta 4 frames con diferentes
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tiempos de integracio´n y frecuencias, obteniendo ası´ una gran variedad de datos.
La lente de la versio´n 3.0 tiene una relacio´n focal (F) menor que el de la 2.0, lo que
significa que su apertura es mayor, y por tanto, permite que llegue mayor cantidad
de luz al sensor. En la Tabla 2.3 se muestran las caracterı´sticas generales de ambas
versiones.
Para´metros CamCube 2.0 CamCube 3.0
Sensor PhotonICs (SBI) PMD 41k-S (45 x 45 µm/pı´xel) PMD 41k-S2 (45 x 45 µm/pı´xel)
Taman˜o de imagen (pı´xeles) 204 x 204 200 x 200
Repetibilidad (θ) <3mm@d=2m, 90% reflexio´n <3mm@d=4m, 75% reflexio´n
Frames por segundo (3D) 25 fps 40fps@200x200 pı´xeles;
- 60 fps@176 x 144 pı´xeles;
- 80 fps@160 x 120 pı´xeles
Lente montura CS f = 12,8 mm; F = 1,4 f = 12,8 mm; F=1,1
Temperatura soportada (ºC) 0º-50º 0º-50º
Campo de Visio´n 40º x 40º 40º x 40º
Tabla 2.3: Tabla comparativa de las dos versiones de la PMD CamCube.
2.1.3. Luz Codificada
Este tipo de dispositivos de luz codificada o estructurada fueron inicialmente
desarrollados en el 2002 [50] y tambie´n se les conoce como luz texturizada. En estos
sistemas un transmisor emite un patro´n preestablecido, proyecta´ndolo como una
textura sobre la escena real. El receptor registra las deformaciones del patro´n sobre
los objetos de la escena, que proporcionan la composicio´n espacial de la escena ası´
como las distancias a las que se encuentran los objetos.
Para evitar que los usuarios vean el patro´n proyectado y reducir las interfe-
rencias producidas por fuentes de luz externas en interiores se ilumina la escena
con un patro´n infrarrojo (IR) especial, y una ca´mara IR calcula la posicio´n de cada
elemento del patro´n. Esta tecnologı´a es muy prometedora para aplicaciones en in-
teriores pero de momento no puede funcionar en entorno exterior debido a que la
componente infrarroja de la luz del sol interfiere. Existen diferentes ca´maras como
Kinect [51] de Microsoft y Wavi Xtion [52] de Asus (sin ca´mara color), basadas en
la tecnologı´a de PrimeSense [53].
Debido al bajo coste de la Kinect y a la disponibilidad de un kit de desarrollo
software, se popularizo´ ra´pidamente su uso en campos de investigacio´n de visio´n
por computador y concretamente en aplicaciones robo´ticas [54]. Por tanto, ya que
la Kinect fue la ca´mara de este tipo de tecnologı´a que revoluciono´ el mercado, se
van a explicar sus caracterı´sticas a modo representativo para las dema´s.
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(a) (b)
Figura 2.14: Ca´mara Kinect. (a) Elementos fundamentales. (b) Detalle de todos los elementos.
2.1.3.1. Ca´mara Comercial: Kinect
La ca´mara Microsoft Kinect se engloba en el grupo de dispositivos de rango de
patro´n proyectado o luz estructurada. Esta ca´mara salio´ al mercado como perife´ri-
co de la consola Xbox360 de Microsoft en noviembre de 2010 como resultado de
las investigaciones realizadas durante el proyecto Natal [55].
Adema´s de una matriz de mu´ltiples micro´fonos, los elementos fundamentales
de la Kinect son (Fig. 2.14):
Soporte mo´vil: se trata de un pie que soporta la ca´mara y cuya inclinacio´n es
graduable con el fin de mejorar y facilitar el enfoque de la escena.
Sensor de profundidad 3D: permite obtener informacio´n 3D de la escena
mediante la combinacio´n de un proyector de luz infrarroja (IR) y una ca´mara
IR cuyo sensor es CMOSMT9M001 deAptina Imaging. Los dos componentes
del sensor de profundidad se encuentran alineados con ejes o´pticos paralelos
a lo largo del eje horizontal del dispositivo, a una distancia de 75 mm.
Ca´mara RGB: ca´mara digital esta´ndar de color, con sensor CMOS MT9M112
de Aptina Imaging, que proporciona informacio´n de color a los datos obteni-
dos con la ca´mara de profundidad.
La combinacio´n de la informacio´n procesada procedente de la ca´mara de color
y profundidad proporcionara´ una nube de puntos a color RGB-D, como se expli-
cara´ en la pro´xima subseccio´n.
2.1.3.1.1 Principio de Funcionamiento
El ca´lculo de los datos de profundidad se basa en un principio similar al de
triangulacio´n activa entre emisor y ca´mara. Sin embargo, en este caso se basa en luz
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Figura 2.15: Patro´n proyectado de la Kinect.
estructurada ya que utiliza un patro´n de luz infrarroja conocido para proyectarlo
sobre la escena. Por tanto, el proceso combina la luz estructurada y el principio
este´reo (depth from stereo) como se explica a continuacio´n [56]:
Calibracio´n: el proyector de luz infrarroja proyecta un patro´n de puntos es-
pecı´fico (Fig. 2.15) sobre un plano a una distancia conocida del sensor. Me-
diante la ca´mara de IR, este patro´n de referencia se almacena en la memoria
del dispositivo. Este paso se realiza en fa´brica por lo que la Kinect ya viene
calibrada.
Funcionamiento: para adquirir la imagen de profundidad se compara el patro´n
proyectado sobre la escena con el de referencia. De esta forma el ca´lculo de
profundidad se simplifica a un problema de visio´n este´reo con configura-
cio´n ideal (misma ca´mara infrarroja, ejes alineados y separacio´n conocida),
estimando la profundidad por un procedimiento de correlacio´n simple de
ima´genes a partir de la disparidad entre los puntos IR proyectados con los
de referencia.
La ca´mara puede adquirir informacio´n desde 0,3 hasta 5 metros pero el rango
de funcionamiento recomendado esta´ entre 1 y 3 metros aproximadamente.
Como se aprecia en la Fig. 2.16, el error se incrementa cuadra´ticamente desde
unos pocos milı´metros a 0,5 m hasta 4 cm a la ma´xima distancia alcanzable
por el sensor [56].
Las ca´maras de color e infrarrojo esta´n calibradas, siendo sus posiciones co-
nocidas en el dispositivo, por lo que se asigna el color correspondiente a cada
dato de profundidad. De esta forma, se obtiene una informacio´n 3D a color
de la escena.
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Figura 2.16: Gra´fica de relacio´n entre la distancia de funcionamiento y la desviacio´n.
2.1.3.1.2 Tipos de Ima´genes Adquiridas
La ca´mara Kinect proporciona dos tipos de ima´genes (Fig. 2.17):
Profundidad: teniendo en cuenta el principio de funcionamiento explicado
en la subseccio´n anterior, cada pı´xel proporciona una distancia de la ca´mara
al objeto observado con una precisio´n de centı´metros.
Color: cada pı´xel representa el color correspondiente en la escena.
El procesamiento de los datos de ambas ca´maras proporciona la nube de pun-
tos a color RGB-D que se muestra en la Fig. 2.17c. Como se puede apreciar, so´lo
se combinan los datos de las zonas de la imagen de color y profundidad que se
solapan. Por otra parte, los pı´xeles negros en la imagen de profundidad correspon-
den a aquellas zonas donde no ha sido posible obtener datos de profundidad. Un
claro ejemplo es en los bordes de los objetos ya que en ellos es muy complicado
que se proyecte un punto entero, por lo que el sistema no es capaz de identificar
ese punto proyectado en las ima´genes de referencia.
2.1.3.1.3 Caracterı´sticas Te´cnicas
Las propiedades te´cnicas ma´s relevantes de la ca´mara Kinect son:
Flujo de datos:
• Ca´mara de profundidad: 320 x 240 @30 fps (16 bits); 640 x 480 @30 fps.
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(a) (b) (c)
Figura 2.17: Ca´mara Kinect. (a) Elementos fundamentales. (b) Detalle de todos los elementos.
• Ca´mara de color: 640 x 480 pı´xeles @30 fps (32-bit de color). ´
• Micro´fonos: audio a 16 KHz.
Campo de visio´n (Horizontal x Vertical x Diagonal): 57º x 43º x 70º (HxVxD)
Resolucio´n espacial (X x Y x Z): 3 x 3 x 10 mm.
Rango de deteccio´n y funcionamiento: 1,2m−3,5m (Xbox 360); 0,4m−3,5m
(kit de desarrollo SDK).
Rango de inclinacio´n fı´sica: +/−27º.
Deteccio´n de uniones para el seguimiento de personas: hasta 20 uniones.
A continuacio´n se comparara´n estas caracterı´sticas con el siguiente modelo de
reciente aparicio´n.
2.1.3.1.4 Comparativa de Modelos
La ca´mara Microsoft Kinect explicada en esta subseccio´n fue lanzada en No-
viembre de 2010 y sucesivas versiones de desarrollo Kinect for Windows SDK fueron
publicadas posteriormente. A mediados de 2014 se lanzo´ la Kinect v2.0 para Xbox
One, cuyo principio de funcionamiento se basa en la tecnologı´a ToF explicada en
la subseccio´n anterior. En la Tabla 2.4 se muestran las caracterı´sticas generales de
ambas versiones.
A pesar de que la Kinect v2.0 tiene grandesmejoras, debido a la relativa reciente
aparicio´n en el mercado, la mayor parte de las investigaciones relacionadas con la
Kinect, como esta tesis, siguen enmarca´ndose en la primera versio´n.
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Para´metros Kinect Kinect v2.0
Tecnologı´a Patro´n proyectado ToF
Taman˜o de imagen color (pı´xeles) 640 x 480@30fps 1920 x 1080@30fps
Taman˜o de imagen profundidad (pı´xeles) 320 x 240 512 x 424
Ma´xima distancia de profundidad (m) En torno a 4,5 En torno a 4,5
Mı´nima distancia de profundidad (cm) 40 50
Campo de visio´n (H x V) 57º x 43º 70º x 60º
Motor de inclinacio´n Sı´ No
Tabla 2.4: Tabla comparativa de las versiones de la Kinect.
2.2. Discusio´n
Para poder interaccionar con el entorno es necesario conocer la escena. Para
ello, en este capı´tulo se han visto numerosas te´cnicas sin contacto. En cuanto a
los sistemas de visio´n este´reo, son relativamente baratos y ampliamente usados
gracias a los avances relacionados con la mejora en la calidad de la estimacio´n de
la geometrı´a. Sin embargo, los resultados no son au´n completamente satisfactorios
cuando la informacio´n de textura en la escena es limitada. Adema´s, la precisio´n de
la profundidad alcanzable cae ra´pidamente con la distancia al objeto.
La introduccio´n de las ca´maras de Tiempo de Vuelo y de las ca´maras de luz
proyectada es ma´s reciente. En los u´ltimos an˜os esta´n recibiendo un gran intere´s
debido a que superan algunas limitaciones de te´cnicas cla´sicas, como por ejemplo,
funcionar correctamente con objetos poco texturizados. Los sistemas ToF son capa-
ces de estimar con suficiente precisio´n en tiempo real la geometrı´a 3D de la escena,
pero tambie´n tienen algunas limitaciones como la baja resolucio´n espacial, la inca-
pacidad para hacer frente a las superficies poco reflectantes, y el alto nivel de ruido
en sus mediciones. Por otra parte, las ca´maras ToF pueden hacer frente a ilumina-
cio´n variable, tanto de dı´a como de noche. Por tanto, estos dispositivos son ade-
cuados para una amplia gama de aplicaciones, desde interfaces hombre−ma´quina
hasta deteccio´n de obsta´culos para vehı´culos inteligentes.
La introduccio´n de ca´maras de luz proyectada a la industria de los videojuegos,
como la Kinect, ha permitido una distribucio´n a gran escala y una disminucio´n de
precios significativa en un corto perı´odo de tiempo. De todas formas, este tipo
de ca´maras no valen para todo tipo de aplicaciones debido a la incertidumbre en
ciertas zonas de los objetos y su funcionamiento so´lo va´lido en interiores.
Los puntos de´biles y fuertes de cada te´cnica comentados en los pa´rrafos ante-
riores se resumen en la Tabla 2.5 [23, 57].
Por tanto, para proponer una estrategia de visio´n 3D en diversos a´mbitos de
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Visio´n este´reo
Simple. Bajo coste. Computacio´n exigente. X X
Alta precisio´n en objetivos definidos. Limitado a escenas bien definidas.
Alta resolucio´n de imagen. Tasa de datos segu´n ca´mara.
Luz codificada
Velocidad alta de adquisicio´n de datos. Rendimiento depende generalmente X X
Volumen de medicio´n intermedio. de la luz ambiente.
Bajo coste. Faltan datos con oclusiones y sombras.
Tiempo de Vuelo
Rango de medicio´n mayor. Menor resolucio´n. X X
V
er
ca´
m
ar
a
Buena velocidad de adquisicio´n de datos. Problemas con objetos
Rendimiento generalmente independiente poco reflectantes.
de luz ambiental en interior. Ruido.
Tabla 2.5: Comparativa de las te´cnicas de visio´n este´reo, luz codificada y ToF.
aplicacio´n es necesario conocer los requisitos del escenario para seleccionar la ca´ma-
ra de rango ma´s acorde a las caracterı´sticas del entorno. Las ca´maras detalladas en
este capı´tulo podra´n emplearse como dispositivo hardware en multitud de con-
textos y su eleccio´n para la configuracio´n del sistema dependera´ de los requisitos
y necesidades del entorno bajo evaluacio´n. Teniendo en cuenta este punto, en el
pro´ximo capı´tulo se aborda la metodologı´a basada en escenarios desarrollada en
esta tesis.
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Entorno estructurado: pertenecen a esta categorı´a aquellos escenarios con-
trolados. En general, hacen referencia a la mayorı´a de ambientes interiores
como lı´neas de produccio´n en fa´bricas, o ambientes exteriores disen˜ados es-
pecı´ficamente. En este tipo de situaciones no existen ambigu¨edades y las ca-
racterı´sticas del ambiente esta´n perfectamente identificadas.
Entorno semiestructurado: en este caso so´lo se pueden realizar ciertas hipo´te-
sis sobre el ambiente, ya que existen incertidumbres a las que el sistema vi-
sual debe ser capaz de hacer frente. Un claro ejemplo corresponde a entornos
urbanos debido a que las carreteras y objetos de circulacio´n son conocidos
pero existen objetos dina´micos. En el contexto robo´tico, la incorporacio´n de
robots para tareas dome´sticas o colaborativas con un humano implica que el
robot debe poder actuar de forma lo ma´s auto´noma posible sin tener un com-
pleto conocimiento del entorno que le rodea. Sin embargo, se pueden hacer
ciertas suposiciones para explotar el conocimiento de una determinada tarea
o la escena para reducir la complejidad.
Entorno no estructurado: no se puede hacer ningu´n tipo de suposicio´n por
lo que son escenarios muy complejos. Un claro ejemplo es cuando un robot
tiene que adquirir la informacio´n necesaria del entorno para realizar un con-
junto de tareas de forma auto´noma, sin ninguna hipo´tesis ni conocimiento
previo de la escena, pudiendo ser incluso dina´mica.
De un entorno a otro existen muchos a´mbitos intermedios, esto es debido a que
incluso entornos no estructurados contienen una cantidad significativa de “estruc-
tura” que puede ser explotada.
3.2. Disen˜o de Metodologı´a
En escenarios poco estructurados no se tiene pleno conocimiento sobre el en-
torno. Por tanto, la percepcio´n del ambiente se convierte en uno de los principales
retos a consecuencia de la alta dimensionalidad del espacio de estados, ası´ como
de la incertidumbre inherente.
Una tendencia es realizar sistemas de visio´n especı´ficos para una tarea hacien-
do complicado reutilizar ideas en diferentes disciplinas como explican Kragic et
al.[59]. Sin embargo, como se comenta en ese mismo artı´culo, muchos de los sis-
temas visuales tienen que hacer frente a problemas comunes de segmentacio´n de
escena, deteccio´n y reconocimiento de objetos, ası´ como su estimacio´n de posicio´n,
por lo que es natural contemplar la posibilidad de definir un modelo integrado de
sistema.
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Por otra parte, a pesar de la complejidad aparente de los entornos no estructu-
rados, es posible seleccionar determinadas caracterı´sticas e identificar estructuras
relevantes para reducir el espacio de estados sin afectar a la tarea a desempen˜ar
como muestran Katz et al. [60]. Por ejemplo, en ese mismo artı´culo se plantean dos
directrices para el uso de robots en estos escenarios de forma robusta y competen-
te:
Habilidades centradas en una tarea especı´fica, considera´ndose todas las a´reas
te´cnicas relevantes relacionadas.
El desarrollo/disen˜o/aprendizaje de las tareas elementales primeramente
para luego desarrollar las complejas.
Por tanto, combinando las ideas propuestas por Kragic et al. [59] y Katz et al.
[60] es posible definir los bloques que apoyen un disen˜o unificado e integrado de
sistema visual, adaptando cada bloque a los problemas concretos de cada aplica-
cio´n. Estos puntos motivan el planteamiento desarrollado en esta tesis de proponer
un conjunto de estrategias visuales para cada escenario segu´n la tarea o la informa-
cio´n del contexto. Todo ello bajo unmismomodelo global de sistema de percepcio´n
para poder ser usado en escenarios con tareas similares.
Por otra parte, Katz et al. [60] confirmaron en un contexto robo´tico que para
tener e´xito en entornos no estructurados se tiene que seleccionar cuidadosamente
las caracterı´sticas especı´ficas de la tarea e identificar la estructura relevante del
mundo real.
Teniendo en cuenta estas premisas, se concluye que para esta tesis la meto-
dologı´a guiada por escenarios es adecuada debido a que la eleccio´n de entornos
suficientemente significativos permitira´ validar la estrategia propuesta para el en-
torno bajo estudio. Este ana´lisis de escenarios permite identificar estrategias que
podra´n estandarizarse sirviendo estos escenarios como referencia [61].
Partiendo del planteamiento de modelos para el disen˜o de sistemas tecnolo´gi-
cos de ingenierı´a [62], se propone el proceso mostrado en la Fig. 3.1 para la defi-
nicio´n de los escenarios a evaluar. En esta tesis se aborda el proceso de generacio´n
del sistema y su evaluacio´n, dejando las fases de mejora y revisio´n como trabajo
futuro. Por tanto, como se muestra en la Fig. 3.1, la metodologı´a a seguir en esta
tesis es:
Ana´lisis de las condiciones del entorno: se detallara´ cada condicio´n en la Sub-
seccio´n 3.2.1.
Seleccio´n del escenario segu´n las condiciones del entorno: se explicara´ co´mo
se elige cada escenario y sus caracterı´sticas generales en la Subseccio´n 3.2.2.
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Figura 3.1:Metodologı´a y proceso de ana´lisis de requisitos del sistema propuesto para la evaluacio´n
basada en escenarios. Planteamiento explicado en la Seccio´n 3.2 de forma general, profundizando en
cada bloque en las siguientes secciones.
Propuesta de la estrategia y evaluacio´n: una vez seleccionados los escenarios,
en los pro´ximos capı´tulos se vera´ en detalle cada estrategia propuesta y su
evaluacio´n experimental.
Como en el caso de Kragic et al. [59], el sistema de visio´n propuesto para todos
los escenarios se basara´ en uno comu´n que contiene varios bloques. Este plantea-
miento se ha realizado para que, aunque el sistema se valide para un contexto
dentro de un tipo de escenarios, sea lo ma´s general posible para ser usado en otras
aplicaciones de percepcio´n visual. Por tanto, se plantean los bloques mostrados en
la Fig. 3.2, que incluyen aspectos tı´picos de un sistema de visio´n:
Calibracio´n: si no se conoce la posicio´n de la ca´mara respecto a la plataforma
en la que se encuentra, es necesario estimar su posicio´n.
Segmentacio´n: separacio´n de los datos provenientes de la ca´mara en grupos
de puntos u objetos.
Deteccio´n: deteccio´n de objetos, identificando y extrayendo los pı´xeles o
puntos 3D correspondientes.
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Figura 3.2:Diagrama general de bloques integrados en un disen˜o unificado de sistema visual comu´n
para los escenarios.
Reconocimiento: reconocimiento de los objetos segu´n los modelos e ima´ge-
nes disponibles en una base de datos.
Estimacio´n de posicio´n 6D: estima la posicio´n 6D (vector de traslacio´n y
matriz de rotacio´n) del objeto para poder interaccionar con e´l.
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Reconstruccio´n 3D : en el caso de que no se tenga el modelo 3D del objeto,
se reconstruye y se guardara´ en la base de datos.
Cada uno de estos bloques se detallara´ en la propuesta del sistema para el en-
torno bajo estudio, explicando que´ bloques son necesarios y planteando tanto el
software como el hardware ma´s adecuado para reducir el nivel de complejidad de
la escena. De esta forma se abordan los desafı´os que presentan los entornos poco
estructurados reduciendo la complejidad gracias al planteamiento propuesto.
3.2.1. Ana´lisis de las Condiciones del Entorno
Debido a que en los entornos semiestructurados existen diversas incertidum-
bres a las que el sistema visual debe ser capaz de hacer frente, es necesario centrar-
se en un determinado contexto para plantear la estrategia a seguir y simplificar la
complejidad. Segu´n la metodologı´a presentada en la seccio´n anterior se evalu´an
las condiciones claves del entorno:
Ambiente: las variantes ambientales, por ejemplo, la luz, son diferentes segu´n
se este´ en interiores o exteriores por lo que el sistema debe disen˜arse segu´n
el fin de la aplicacio´n. La distincio´n entre ambientes interiores y exteriores es
muy clara, por lo que los tres tipos de escenarios a evaluar sera´n interiores,
exteriores y mixtos. Este u´ltimo caso se debe a que hay aplicaciones, como
las relacionadas con robots mo´viles, que podrı´an requerir tareas que englo-
ban tanto interior como exterior de un edificio por lo que hay que contemplar
co´mo abordar este tipo de situaciones.
Conocimiento previo del objeto: considerando como referente ambientes co-
munes en manipulacio´n robo´tica, esta tesis se focaliza en los escenarios cu-
ya ambigu¨edad viene dada por la falta de conocimiento a priori acerca de la
localizacio´n e identificacio´n de los objetos. La combinacio´n de ambas incerti-
dumbres proporciona cuatro grupos de escenarios, cuyo resumen se muestra
en la Fig. 3.3 que recoge un caso concreto sobre “con que´ interaccionar” y
“do´nde esta´” un objeto:
1. Esta caja: la representacio´n interna del objeto ya es conocida y adema´s,
se conoce su localizacio´n.
2. Este objeto: la localizacio´n del objeto es aproximadamente conocida pero
no se sabe que´ es.
3. La caja: el objeto a interaccionar es conocido pero se desconoce do´nde se
encuentra.
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Figura 3.3: Tabla de combinacio´n de incertidumbres sobre localizacio´n e identidad del objeto, basada
en la propuesta por Kragic et al. [59]. Se destacan los tres grupos menos estructurados.
4. Algo: so´lo se conoce que se desea interaccionar con algo pero no se co-
noce que´ es ni donde se encuentra.
Teniendo en cuenta estos cuatros casos, el primero de todos se refiere a en-
tornos pra´cticamente estructurados por lo que se descarta su estudio debido
a que ha sido ampliamente abordado a lo largo de los u´ltimos an˜os [58]. Por
tanto, esta tesis se centra en los otros tres grupos para abordar los desafı´os in-
herentes a la interpretacio´n de entornos semiestructurados. Para ello es nece-
sario plantear un conjunto diferente de estrategias visuales a seguir teniendo
en cuenta el conocimiento previo disponible de la identidad del objeto y su
ubicacio´n. La superacio´n de estos desafı´os ası´ como la toma de decisiones ha
motivado la eleccio´n de un contexto experimental para validar la estrategia
propuesta en cada escenario.
Tecnologı´a: teniendo en cuenta el estado actual de la te´cnica, esta tesis se
focaliza en las ca´maras de rango para los escenarios evaluados. La eleccio´n
del dispositivo hardware vendra´ dado por el entorno y se tendra´ en cuenta a
la hora de proponer el sistema.
A diferencia de la distincio´n entre ambientes interiores y exteriores, la clasifi-
cacio´n en cuanto a nivel de estructuracio´n del entorno no esta´ estrictamente bien
definida [58]. A pesar de ello, en ambos casos se han destacado tres tipos de es-
cenarios de intere´s para abordar en esta tesis. Por tanto, para lograr una seleccio´n
ma´s completa de los escenarios a evaluar, en la siguiente subseccio´n se realiza una
clasificacio´n inicial ambiental, que se combina para cada caso con diversos niveles
de complejidad estructural asociados a la combinacio´n de identidad y localizacio´n
de los objetos.
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Figura 3.4:Diagrama de relacio´n entre los capı´tulos de escenarios y las caracterı´sticas del ambiente.
3.2.2. Seleccio´n de Escenarios Segu´n las Condiciones del Entorno
Los siguientes tres capı´tulos de la tesis hacen referencia a los sistemas imple-
mentados para abordar escenarios segu´n aspectos clave ambientales (Fig. 3.4) y
el nivel de conocimiento del objeto con el que interaccionar (Fig. 3.5). Este u´ltimo
punto esta´ directamente relacionado con el nivel de estructuracio´n del entorno.
Como se puede apreciar, los siguientes tres capı´tulos se abordan en orden de com-
plejidad de estructuracio´n desde interiores a exteriores. El nivel de complejidad
estructural suele aumentar en exteriores debido a que es habitual un mayor nu´me-
ro de variables dina´micas, incluyendo condiciones ambientales cambiantes.
Cada sistema que se explica a continuacio´n se engloba dentro de los grupos de
escenarios semiestructurados de percepcio´n visual mostrados en la Fig. 3.3, desta-
cados en la Fig. 3.6:
Interior altamente estructurado (Capı´tulo 4): Sistema de Visio´n para Ma-
nipulacio´n Robo´tica Usando una Sola Vista RGB-D. Este contexto engloba
los escenarios en los que existen objetos tanto conocidos como desconocidos,
cuya localizacio´n es aproximadamente conocida ya que se sabe que se en-
cuentran encima de una mesa cuya posicio´n es fija respecto al sistema. Este
tipo de escenarios son bastante comunes en entornos dome´sticos, y es fre-
cuente que so´lo una parte de los objetos sea visible, ya sea porque la escena
contiene muchos elementos o porque so´lo se dispone de una ca´mara sin ape-
nas movimiento.
La mayorı´a de los sistemas robo´ticos en estos casos utilizan la visio´n para
detectar la posicio´n de objetos previamente conocidos, almacenados en una
base de datos. Sin embargo, una extensa base de datos de modelos de objetos
no siempre es accesible o pra´ctica, por lo que esta estrategia no podra´ hacer
frente a objetos desconocidos cuya forma debe ser determinada y perdera´
robustez incluso con objetos conocidos, una vez que ya este´n en la mano
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Figura 3.5: Diagrama de relacio´n entre los capı´tulos de escenarios y el nivel de conocimiento de la
percepcio´n de objetos (su identidad y localizacio´n).
debido a que la propia mano robo´tica genera oclusiones. Por ese motivo se
aborda el desafı´o de enfrentarse a objetos desconocidos.
Por tanto, el objetivo a abordar en este escenario es mejorar la autonomı´a del
sistema proporcionando una solucio´n a los retos de percepcio´n de objetos con
y sin textura, desconocidos y todo ello disponiendo de informacio´n parcial al
tener so´lo una vista de la escena.
Mixto semiestructurado (Capı´tulo 5): Sistema de Percepcio´n 3D para Tareas
de Agarre en un Sistema Robo´tico Mo´vil. Este entorno engloba escenarios
en los que se tiene que realizar una tarea tanto en interiores como en exte-
riores, por lo que el gran desafı´o es tanto el software como el hardware para
su correcto funcionamiento en tiempo de ejecucio´n. Por ese motivo es funda-
mental caracterizar la tarea a realizar. En este caso se engloban escenarios en
los que se conoce con que´ objeto interaccionar pero no se tiene perfectamente
caracterizado donde se encuentra respecto al robot. Adema´s, se an˜ade ma´s
complejidad ya que el objeto no esta´ completamente modelado, por lo que
so´lo se conocen determinadas caracterı´sticas que permiten diferenciarlo de
otros pero no es posible recurrir a una base de datos donde su modelo este´
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Figura 3.6: Clasificacio´n de cada capı´tulo dentro de la tabla de los grupos de escenarios combinando
incertidumbres sobre localizacio´n e identidad del objeto.
accesible.
En este caso, la estrategia debe dar solucio´n a los desafı´os inherentes a la per-
cepcio´n en condiciones dina´micas y objetos cuyas caracterı´sticas no son del
todo conocidas, considerando en todo momento las restricciones temporales
impuestas para su ejecucio´n.
Exterior levemente estructurado (Capı´tulo 6): Sistema de Percepcio´n con
Ca´mara de Tiempo de Vuelo para Deteccio´n de Objetos en Exteriores. Este
contexto hace referencia a los escenarios ma´s complejos debido a que los am-
bientes exteriores son muy dina´micos por lo que an˜aden un gran nu´mero de
variables no controlables. Por tanto, para abordar este caso se debe realizar
un estudio de co´mo influyen los para´metros en los datos obtenidos por la
ca´mara. Por otra parte, este entorno engloba aquellos escenarios en los que el
nivel de desconocimiento es elevado ya que apenas se tiene informacio´n del
objeto con el que se quiere interaccionar.
Estas caracterı´sticas del escenario esta´n estrechamente relacionadas con am-
bientes con ruido, condiciones dina´micas cambiantes y donde apenas se tie-
nen datos a priori del objeto. Por tanto, dando solucio´n a este escenario se
abordan todos los retos abiertos mencionados en el Capı´tulo 1.
Los dos primeros casos son los ma´s representativos de manipulacio´n robo´tica
[59] por lo que se escoge ese contexto para su validacio´n. Por otra parte, para el
caso de mayor complejidad en cuanto a estructuracio´n se escoge un contexto ae´reo
debido a que es lo suficientemente representativo de exteriores y muestra un claro
desafı´o ante el reto de detectar bajo ruido un objeto cuyas caracterı´sticas no se
pueden modelar a priori.
Estos escenarios se han seleccionado teniendo en cuenta las condiciones del
entorno. Debido a que son lo suficientemente significativos y a la vez complemen-
tarios entre sı´, en conjunto los resultados son ma´s consistentes ante los desafı´os de
percepcio´n. En los siguientes tres capı´tulos se van a evaluar en detalle las estra-
tegias propuestas para cada escenario bajo estudio, incrementa´ndose el nivel de
42
3.2. DISEN˜O DE METODOLOGI´A
complejidad en cuanto a la combinacio´n de informacio´n estructurada conocida a
priori ası´ como las condiciones ambientales cambiantes.
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Figura 4.1: Proceso de obtencio´n de un cubo: (izquierda) planos de simetrı´a; (derecha) extrusio´n
lineal.
recibido un intere´s significativo recientemente, motivado principalmente por apli-
caciones de agarremediante sistemas robo´ticos. Una primera categorı´a deme´todos
asume que los objetos que se van a modelar tienen una forma bastante simple, por
lo que se trata de adaptar a un conjunto predefinido de formas primitivas [63] (es-
feras, cilindros, conos o cajas) o una combinacio´n de ellos [64]. Este planteamiento
se generalizo´ en otros trabajos como [65] y [66], mediante el uso de una base de
datos de objetos con formas conocidas y un mo´dulo de reconocimiento.
Cuando una extensa base de datos de modelos de objetos no esta´ disponible o
no resulta pra´ctica, se requieren suposiciones a priori ma´s gene´ricas. El supuesto
ma´s comu´n es basarse en que la mayor parte de los objetos de la vida real son
sime´tricos [67]. El problema entonces se convierte en encontrar la naturaleza de
las simetrı´as en la nube de puntos parcial de la que se dispone utilizando una sola
vista. Estos planos de simetrı´a son difı´ciles de estimar en la pra´ctica debido al gran
espacio de bu´squeda y a que los datos son limitados, lo que lleva por ejemplo, a
limitar el conjunto de hipo´tesis a un eje del plano vertical en un a´rea restringida
[68], o centrarse en simetrı´as rotacionales [69].
El modelado de objetos 3D usando la suposicio´n de simetrı´a es un planteamien-
to bastante comu´n porque muchos de los objetos son sime´tricos, pero tambie´n, una
gran clase de objetos cotidianos se pueden generar mediante la extrusio´n de una
forma 2D a lo largo de una determinada trayectoria, ya sea una lı´nea (lineal) o un
cı´rculo (rotacio´n) (Fig. 4.1).
La extrusio´n lineal es un proceso ampliamente utilizado por los disen˜adores
e ingenieros para generar modelos 3D partiendo de un boceto 2D (Fig. 4.2). Esta
forma 2D corresponde a la superficie extruida y sus normales deben ser ortogo-
nales a la direccio´n de extrusio´n [70]. Este enfoque se adapta perfectamente a la
reconstruccio´n de objetos que descansan sobre una mesa plana, que es un escena-
rio comu´n en robo´tica, ya que la normal al plano de la mesa proporciona un eje
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Figura 4.2: Ejemplo del proceso de extrusio´n para generar modelos 3D de una caja de puntas de
pipetas partiendo de un boceto 2D.
de extrusio´n natural. De esta forma, el sistema propuesto se basa en esta propie-
dad para reconstruir de una forma ra´pida y eficaz las partes ocultas mediante una
extrusio´n de la vista superior de los objetos.
Todas las etapas que engloban el proceso de reconstruccio´n 3D propuesto pa-
ra un entorno interior poco estructurado se explicara´n en detalle en la Seccio´n 4.2
ası´ como el sistema global propuesto de percepcio´n visual usando una sola vis-
ta RGB-D. Un caso habitual de escenario semiestructurado interior de manipula-
cio´n es aquel donde un robot tiene que ser capaz de realizar diversas aplicaciones
dome´sticas, interactuando de forma auto´noma con todos los objetos que se encuen-
tren sobre una mesa. Por tanto, para validar la estrategia propuesta de percepcio´n
visual se han escogido como contexto experimental varias plataformas robo´ticas,
cada una de ellas anexada a una mesa donde se colocan los objetos desconocidos
a agarrar y manipular. Las caracterı´sticas de este a´mbito de aplicacio´n se explican
en la Seccio´n 4.3. Posteriormente, en la Seccio´n 4.4 se evalu´a el me´todo propuesto
de reconstruccio´n. Adema´s, se valida el sistema completo mediante casos pra´cti-
cos de agarre y manipulacio´n robo´tica. Por u´ltimo, en la Seccio´n 4.5 se resumen las
principales conclusiones del sistema propuesto ası´ como su validacio´n en varios
contextos.
4.2. Estrategia Propuesta
En una plataforma robo´tica real, el robot tendra´ que agarrar y manipular obje-
tos cuya forma tendra´ que determinar. Con la disponibilidad de ca´maras RGB-D a
precios asequibles, tales como la ca´mara Microsoft Kinect [51], se puede adquirir
en tiempo real informacio´n del color y la profundidad de la escena con una buena
precisio´n a distancias cortas. Por lo tanto, si se orienta una de estas ca´maras para
observar la escena desde una zona superior, con solo una imagen RGB-D se tendrı´a
una gran cantidad de informacio´n, sin embargo una u´nica imagen so´lo proporcio-
na la geometrı´a de las partes visibles (Fig. 4.3). Debido a las auto-oclusiones, estas
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Figura 4.3: Ejemplo de una nube de puntos procedente de la Kinect: (izquierda) vista de las partes
visibles de objetos del dı´a a dı´a, colocados encima de una mesa; (derecha) misma nube de puntos de
la vista superior, donde los agujeros pertenecen a las partes y regiones ocluidas.
partes ocultas crean vacı´os que tienen que ser estimados utilizando un conocimien-
to a priori. Por tanto, la estrategia a seguir en este entorno se centra fundamental-
mente en co´mo adquirir modelos 3D usando una sola imagen RGB-D debido a que
es el mayor reto del escenario bajo estudio.
El sistema propuesto solventa las problema´ticas comentadas anteriormente es-
timando las zonas ocultas de los objetos desconocidos sobre una mesa plana a par-
tir de la extrusio´n de la vista superior de los objetos. Este trabajo contribuye con
esta nueva te´cnica como estrategia a este tipo de escenarios, combinando adema´s
profundidad y color para una mejor segmentacio´n del objeto de intere´s.
Teniendo en cuenta que los objetos de intere´s siempre esta´n colocados sobre
una mesa, el sistema propuesto de percepcio´n usando una sola vista RGB-D en-
globa seis partes fundamentales (Fig. 4.4):
Calibracio´n (remarcado en rojo en Fig. 4.4): se estima la posicio´n de la ca´mara
respecto a la base de la plataforma robo´tica.
Segmentacio´n (remarcado en amarillo en Fig. 4.4): segmentacio´n de la nube
de puntos para obtener de entre todos ellos el plazo horizontal dominante
sobre el suelo. Dicho plano se considerara´ que sera´ la mesa y, del resto de
puntos de la nube, se detectara´n los objetos en el siguiente paso.
Deteccio´n (remarcado en verde en Fig. 4.4): deteccio´n de objetos sobre una
mesa (table-top object detector), identificando y extrayendo grupos de puntos
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3D pertenecientes a la mesa y a cada objeto. Cada conjunto sera´ un clu´ster
y se an˜adira´ al mapa de colisiones para evitar que la plataforma robo´tica
colisione con cualquiera de los objetos, ya sean conocidos o desconocidos.
Reconocimiento (remarcado en rosa en Fig. 4.4): cada clu´ster se evalu´a y se
compara con los modelos guardados en una base de datos.
Estimacio´n de posicio´n 6D (remarcado en naranja en Fig. 4.4): estima la posi-
cio´n 6D (vector de traslacio´n y cuaternio´n de rotacio´n) del objeto para poder
agarrarlo ası´ como para tareas de manipulacio´n, hacer un seguimiento de la
posicio´n del objeto una vez agarrado.
Reconstruccio´n del modelo 3D para objetos desconocidos (remarcado en
azul en Fig. 4.4): una vez reconstruido, se guardara´ el modelo ası´ como su
posicio´n en la base de datos.
A continuacio´n se va a desarrollar cada una de las fases en detalle.
4.2.1. Calibracio´n
Debido a que el fin es integrar el sistema de visio´n en una plataforma robo´tica
multi-modal para poder agarrar y manipular un objeto con destreza, es necesario
representar dicho objeto de intere´s en el sistema de coordenadas de la plataforma.
Por ello, el sistema de visio´n incorpora una primera etapa de calibracio´n donde
se estima la posicio´n de la ca´mara respecto a la base de la plataforma robo´tica.
Para calcular su transformada se utiliza un algoritmo implementado en la librerı´a
OpenCV [71] que, usando una sola vista, detecta un tablero de ajedrez y calcula su
posicio´n 6D (rotacio´n y traslacio´n) respecto a la ca´mara. Teniendo en cuenta que la
posicio´n del patro´n respecto a la base del robot se conoce previamente, la obten-
cio´n de la transformada entre la ca´mara y el robot es directa. En este caso se han
considerado conocidos los para´metros intrı´nsecos de la camera de profundidad y
de la de color, ası´ como sus para´metros extrı´nsecos (transformacio´n 3D entre las
dos ca´maras). En el caso de que fuesen desconocidos, se podrı´a usar el me´todo
de Bouguet [72], tambie´n implementado en OpenCV con un patro´n similar a un
tablero de ajedrez.
Para el algoritmo de deteccio´n del patro´n se utiliza un tablero de 9x6 con cua-
drados de 25mm. La calibracio´n utiliza los ve´rtices interiores del tablero por lo que
el patro´n tiene 10 cuadrados de ancho y 7 de alto. Como se ve en la Fig. 4.5, el sis-
tema detecta las esquinas interiores del tablero usando la imagen de color, pero su
posicio´n se refina utilizando la imagen de profundidad Kinect. Para el refinamien-
to, la pose se optimiza mediante el uso de mı´nimos cuadrados considerando un
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Figura 4.4: Diagrama general del sistema de percepcio´n propuesto.
valor de 0,01 de importancia relativa de la imagen RGB con respecto a la imagen
de profundidad.
Hay que tener en cuenta que aunque la calibracio´n es optimizada mediante la
imagen de profundidad, pueden existir errores debido a la precisio´n de la ca´mara
en sı´, el uso de una sola imagen o incluso posibles desviaciones en el modelo ci-
nema´tico del robot. A pesar de ello, esta fase de calibracio´n del sistemamultimodal
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Figura 4.5: Calibracio´n usando un tablero de ajedrez como patro´n: (izquierda) detalle de las esqui-
nas detectadas en la imagen RGB; (derecha) en verde, se muestran en 3D las esquinas detectadas
usando la informacio´n de profundidad.
y sus diversos componentes aporta un valor fundamental al sistema de percepcio´n
visual permitiendo su adaptabilidad a diferentes plataformas.
4.2.2. Segmentacio´n
El primer paso a completar es la identificacio´n de la superficie de apoyo para
separar el fondo de los objetos de primer plano. Las escenas en interior compren-
den un gran nu´mero de planos, por ejemplo, mesas, paredes y suelo. Este tipo de
planos de fondo pueden perturbar la seleccio´n de objetos por lo que el primer paso
es su localizacio´n y exclusio´n de los puntos asociados.
En la visio´n por computador, el me´todo de segmentacio´n ma´s ampliamente
usado para localizacio´n de planos es el algoritmo RANdom Sampling Consensus
(RANSAC) [73], que busca el consenso entre un conjunto de puntos. Este me´to-
do ha sido probado con e´xito para deteccio´n de planos tanto en 2D como en 3D
[74]. En el caso 3D, se selecciona un subconjunto aleatorio de puntos a partir de
una nube de entrada y se calcula el modelo de regresio´n planar que mejor encaje
con el subconjunto.
Por tanto, primeramente el sistema propuesto encuentra los planos en la nube
de puntos de la escena mediante RANSAC, discriminando los planos verticales
(paredes de alrededor) y el plano horizontal a menor altura (perteneciente al sue-
lo). Posteriormente, se selecciona el soporte plano horizontal 3D dominante cuya
envolvente convexa se identificara´ como la mesa en la que se apoyan los objetos
[75]. El sistema permite an˜adir la mesa al mapa de colisiones para el futuro ca´lculo
de trayectorias de agarre del objeto de intere´s.
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Figura 4.6: Segmentacio´n. De izquierda a derecha: escena, nube de puntos, segmentacio´n de la mesa
y objetos.
4.2.3. Deteccio´n
Una vez segmentada la mesa es necesario detectar los objetos que se encuen-
tran colocados encima. Uno de los enfoques ma´s comunes se basa en operar di-
rectamente sobre la nube de puntos gracias a su mejor adaptacio´n a objetos desco-
nocidos sobre planos. En este sentido, Rusu et. al [16] propuso un algoritmo para
deteccio´n de objetos sobre superficies planas, (table-top object detector), extrayendo
agrupaciones de nubes de puntos sobre superficies planas horizontales como es el
caso de unamesa. De esta forma, se considera objeto aquella agrupacio´n de puntos
contiguos que esta´ encima del plano y cuya proyeccio´n sobre la imagen de profun-
didad este´ dentro de los lı´mites de la mesa. Teniendo en cuenta este enfoque, el
algoritmo de deteccio´n del sistema propuesto sigue los siguientes pasos (Fig. 4.6):
Eliminacio´n de informacio´n de fondo o fuera de la mesa: los puntos que
esta´n fuera de un prisma en torno al plano de la mesa son eliminados.
Clusterizacio´n: los puntos restantes cuyas proyecciones caen dentro de la de-
limitacio´n del polı´gono 2D correspondiente a lamesa, se agrupan en clu´steres
utilizando distancias euclidianas con umbrales fijos. Los grupos de puntos
pertenecientes a un determinado objeto se denominan clu´ster. Las agrupacio-
nes de puntos que son demasiado pequen˜as o no tocan la mesa se eliminan.
Esta deteccio´n es fiable para objetos que esta´n separados al menos la mitad del
radio mı´nimo de cada uno [16].
4.2.4. Reconocimiento
Existen una gran cantidad de algoritmos disponibles en la librerı´a Point Cloud
Library (PCL) [76] para abordar el reconocimiento de objetos usando una base de
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datos [77]. En este Capı´tulo, debido a que se buscan estrategias para poder hacer
frente a nuevos objetos, se han usado algoritmos ya desarrollados de reconoci-
miento y estimacio´n de posicio´n que han sido probados con e´xito en escenarios
similares [16, 78, 79]. Por tanto, se han incorporado al sistema de percepcio´n para
complementarlo tanto en la fase previa de agarre como durante la manipulacio´n.
En tareas dome´sticas de manipulacio´n robo´tica es comu´n el ca´lculo de carac-
terı´sticas (features) para el reconocimiento de objetos. Las caracterı´sticas ma´s co-
munes incluyen el uso de descriptores y puntos de intere´s locales basados en apa-
riencia visual ası´ como descriptores 3D de histogramas obtenidos de ima´genes de
rango [80]. En el sistema propuesto se integran ambos casos para buscar la co-
rrespondencia de cada objeto detectado con los modelos disponibles en la base de
datos. Los me´todos usados de extraccio´n de caracterı´sticas en ima´genes y en mo-
delos 3D se basan en la extraccio´n de puntos clave (keypoints) para luego proceder
a la construccio´n del descriptor que se utilizara´ para la bu´squeda de corresponden-
cias con el modelo de referencia. Como se vera´ a continuacio´n, se usara´ un me´todo
u otro segu´n las caracterı´sticas del objeto y la situacio´n en la que se encuentre:
Descriptor 2D: cuando un objeto con textura esta´ ocluido parcialmente, ya
sea por otros objetos o por estar agarrado, las te´cnicas de reconocimiento
ma´s populares son aquellas basadas en caracterı´sticas locales [81]. Esto es
debido a que cuando el objeto tiene textura suficiente, estas te´cnicas son muy
robustas ya que pueden encontrar similitudes en las zonas visibles del objeto.
Para el sistema propuesto se ha utilizado un me´todo derivado del Scale-
Invariant Feature Transform (SIFT) propuesto por Lowe et at [11]. El descriptor
SIFT se basa en un vector de 128 dimensiones que, cuantificando mediante
histogramas, codifica los valores del gradiente de brillo en torno al punto de
intere´s. El algoritmo SIFT se basa en computar la similitud de caracterı´sti-
cas entre los puntos SIFT extraı´dos de la imagen de color bajo ana´lisis y los
puntos SIFT de las ima´genes de color de los modelos de referencia. La me-
jor correspondencia es aquella cuya similitud de los puntos SIFT es mayor.
Por tanto, para cada asociacio´n de puntos se dispone de una posible trans-
formada 2D entre la vista actual y la de la base de datos por lo que se elige la
transformada ma´s ido´nea segu´n un criterio estadı´stico.
El me´todo propuesto tiene como base el algoritmo SIFT y lo combina con
una medida de similitud de regiones robusta [78] utilizando informacio´n 3D
y el histograma de color. De esta forma, para mejorar los resultados se realiza
una pre-segmentacio´n de las regiones candidatas comparando el histogra-
ma y conociendo la profundidad de los puntos de su interior, las regiones
se pueden restringir a aquellos pı´xeles que tienen una profundidad similar.
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Por tanto, se utiliza la informacio´n de la imagen de profundidad para dar
robustez al descriptor creado a partir de la imagen de color.
Descriptor 3D: cuando el objeto se encuentra sobre la mesa y sin oclusiones,
sus propiedades geome´tricas pueden ser utilizados para el reconocimiento.
En este caso, el me´todo utilizado en el sistema es el descriptor Viewpoint Fea-
ture Histogram (VFH) que ofrece buenos resultados para reconocimiento y
estimacio´n de posicio´n 6D [16] donde una segmentacio´n previa es posible,
como es el escenario bajo estudio. Este descriptor, extensio´n del Fast Point
Feature Histogram (FPFH) [17], codifica tanto la forma del objeto como el pun-
to de vista desde el que se toma la nube de puntos. Para cada vista se tiene
un descriptor por lo que se debe tener varias vistas almacenadas de un mis-
mo objeto. Como se aprecia en la Fig. 4.7, el me´todo VFH computa para cada
vista:
• El punto de vista Vp se calcula a partir de un histograma de los a´ngulos
α que hacen las direcciones de los puntos de vista con cada normal ni.
• El giro relativo, los a´ngulos de inclinacio´n y la oscilacio´n se calculan
midiendo la direccio´n del punto de vista con el punto central pi y cada
una de las normales de la superficie ni.
El descriptor VFH es un histograma compuesto por:
• Cuatro distribuciones angulares diferentes de normales a una superficie:
45 subdivisiones para cada uno de los 3 valores extendidos de FPFH
(α, θ, Φ) ası´ como 128 subdivisiones para el valor angular referido a la
componente del punto de vista.
• Una distribucio´n relativa a la geometrı´a intrı´nseca: 45 subdivisiones pa-
ra la distribucio´n de la forma que corresponde con las distancias entre
cada punto y su centroide.
Ambos me´todos analizan el objeto compara´ndolo con una base de datos cuyas
caracterı´sticas se explicara´n en la siguiente subseccio´n.
4.2.4.1. Base de Datos
Para entornos dome´sticos de aplicaciones de agarre y manipulacio´n robo´tica
existen diversas bases de datos de modelos 3D y agarres [82]. De entre todas ellas,
para la deteccio´n de objetos a agarrar sobre unamesa, cabe destacar laWillow Gara-
ge Household Objects Database [83]. Ha sido ampliamente usada en estos escenarios
robo´ticos debido a que fue desarrollada en el framework ROS con el objetivo de
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Figura 4.7: Detalle de una nube de puntos de una taza con los para´metros relacionados con el
descriptor de VFH. Imagen tomada del artı´culo [16].
permitir a los investigadores replicar los experimentos realizados por Willow Ga-
rage y poder obtener sus propios resultados. Por tanto, la base de datos que se ha
implementado se basa en dicha base de datos de objetos del hogar, partiendo de
la ya disponible pero an˜adiendo ciertas funcionalidades, objetos y campos para
adaptarla al escenario bajo estudio.
La base de datos desarrollada puede ser modificada por lo que se han imple-
mentado los algoritmos necesarios para interaccionar mediante SQL (Structured
Query Language). De entre las funciones que se pueden realizar con la base de da-
tos caben destacar las siguientes: insertar, actualizar, eliminar y descargar un mo-
delo ası´ como hacer consultas, por ejemplo, ver que´ modelos corresponden a una
determinada categorı´a.
El esquema de base de datos esta´ organizada por tablas, referenciadas entre
ellas de forma cruzada mediante una clave externa o foreign key. La principal dife-
rencia entre la base de datos desarrollada y la household objects database radica en la
definicio´n de la clave externa. La base de datos de este Capı´tulo permite la actua-
lizacio´n y el borrado en cascada, es decir, cuando se borran o actualizan las filas
de la tabla maestra, las respectivas filas referenciadas de la tabla hija se borrara´n o
actualizara´n si su clave externa coincide.
Para cada objeto, la base de datos guarda el modelo 3D de su superficie, carac-
terı´sticas, puntos de agarre y enlaces a archivos externos en los diferentes campos
de las principales tablas (original model, scaled model,mesh, grasp, file path...). Cuando
un modelo se guarda, se genera automa´ticamente un identificador u´nico (original
model id) en la tabla original model. Teniendo en cuenta que todos los agarres en
la base de datos se computan en versiones escaladas de modelos originales, cada
identificador del modelo original tiene su correspondiente identificador del mode-
lo escalado en la tabla scaled model como se puede apreciar en la Fig. 4.8.
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Figura 4.8: Base de datos, resaltando las tablas original model y scaled model con sus identificadores
cruzados para varios objetos.
4.2.5. Estimacio´n de Posicio´n 6D
Para estimar la posicio´n 6D (vector de traslacio´n y matriz de rotacio´n) en el sis-
tema propuesto se han combinado dos te´cnicas de estimacio´n de posicio´n basados
en ima´genes y en modelos 3D. Se usara´ un me´todo u otro segu´n la situacio´n en la
que se encuentre:
Mı´nimos cuadrados usando caracterı´sticas 2D junto con profundidad: se
calcula la transformada entre el objeto reconocido y el de referencia alma-
cenado en la base de datos. Para calcular la posicio´n, los enfoques ma´s co-
munes son RANSAC y reproyeccio´n de error de caracterı´sticas por mı´nimos
cuadrados. RANSAC suele funcionar correctamente cuando hay datos con-
taminados (outliers), pero requiere un alto nu´mero de coincidencias de carac-
terı´sticas. Debido a que so´lo se tienen 2 o 3 coincidencias del algoritmo de
deteccio´n, se usa un proceso iterativo de mı´nimos cuadrados para minimizar
el error de reproyeccio´n. Debido a que este me´todo lineal es muy sensitivo
a falsas correspondencias y poco fiable ante pocos puntos, se an˜ade la in-
formacio´n de profundidad para calcular un error de reproyeccio´n 3D [78].
Dicho error se computa teniendo en cuenta, H(Fi, las coordenadas 3D de la
caracterı´stica i proyectada sobre la imagen actual segu´n la posicio´n H y Ci
las coordenadas (x, y, z) del punto caracterı´stico detectado en la imagen bajo
ana´lisis.
err =
n∑
i=0
∆(H(Fi) + Ci)
2 (4.1)
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Cuando la profundidad esta´ disponible, la funcio´n de distancia∆ se computa
teniendo en cuenta las coordenadas (x1, y1, d1) y (x2, y2, d2) de los puntos 3D
p1 y p2 respectivamente, ası´ como las distancias focales fx, fy de la ca´mara
asumiendo el modelo pin-hole:
∆(p1, p2) =
[
(x1 − x2)
fx
]2
+
[
(y1 − y2)
fy
]2
+ (d1 + d2)
2 (4.2)
Debido a su eficacia en situaciones de oclusiones, este me´todo se empleara´
tanto para obtener la posicio´n del objeto reconocido usando el descriptor 2D
anteriormente explicado como para hacer un seguimiento de la posicio´n del
objeto agarrado para tareas de manipulacio´n.
Me´todo basado en Fast Iterative Closest Point (ICP): en el caso de los ob-
jetos que han sido reconocidos mediante VFH se suele aplicar una siguiente
fase de postprocesamiento para mejorar el resultado de la posicio´n dada tras
el reconocimiento. Habitualmente se aplica el algoritmo iterativo de punto
ma´s cercano, ICP [84], a la hipo´tesis de reconocimiento con el objetivo de re-
finar la posicio´n 6D. Este me´todo permite minimizar el error de alineamiento
entre el modelo 3D de referencia y la nube de puntos detectada mediante
una te´cnica de mı´nimos cuadrados que calcula las desviaciones por rotacio´n
y traslacio´n entre ambas nubes de puntos. Este me´todo permite minimizar la
distancia entre puntos, repitiendo el proceso de forma iterativa.
4.2.6. Reconstruccio´n 3D Para Objetos Desconocidos
Tras haber realizado la deteccio´n de objetos sobre una mesa (table-top object de-
tector), se realiza el proceso de reconstruccio´n 3D de un objeto desconocido que
integra las siguientes dos etapas principales para luego an˜adirlo a la base de datos.
Este nuevo me´todo de reconstruccio´n se ha denominado Xtru3D, y esta´ formado
por dos etapas que a su vez esta´n compuestas por varios pasos que se ilustran en
la Fig. 4.9:
1. Ca´lculo del volumen inicial a partir del clu´ster del objeto desconocido ası´
como de las ima´genes de color y profundidad que proporciona la ca´mara
Kinect (Seccio´n 4.2.6.1). Esta etapa incluye dos fases fundamentales:
Relleno de vo´xeles por extrusio´n: los puntos que corresponden a la vis-
ta superior del objeto detectado son considerados como el perfil de ex-
trusio´n, y se les extruye hacia la mesa para llenar un volumen formado
por voxels alrededor del cluster de intere´s.
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Figura 4.9: Resumen del proceso de reconstruccio´n propuesto.
Chequeo de la coherencia del relleno: las concavidades de los objetos
podrı´an rellenarse durante la etapa de extrusio´n, por lo que hay que
compensarlos mediante la comprobacio´n de la consistencia del voxel
calculado frente a la imagen de profundidad.
2. Refinamiento basado en color (Seccio´n 4.2.6.2): las ima´genes de profundi-
dad de las ca´maras RGB-D de bajo coste suelen ser imprecisas en torno a los
bordes del objeto, y con frecuencia tienen agujeros debido a las reflexiones u
otros efectos o´pticos. Dado que la imagen de color no se ve afectada por estos
aspectos, en el segundo paso, se perfeccionan los bordes de los objetos utili-
zando segmentacio´n basada en color, dando un conjunto refinado de voxels
como entrada al algoritmo de mallado final.
3. Reconstruccio´n de superficie (Seccio´n 4.2.6.3): para obtener un modelo 3D
mallado va´lido para tareas de agarre y manipulacio´n es necesario aplicar un
postprocesamiento a la nube de puntos. Para ello se aplica Poisson [85] sobre
la nube de puntos voxelizada para crear la superficie mallada del objeto.
4.2.6.1. Ca´lculo del Volumen Inicial
En la primera etapa de reconstruccio´n se considera como entrada del desarrollo
propuesto el cluster de intere´s. Dicho cluster sera´ aquel que corresponde a un obje-
to desconocido cuyos puntos 3D se obtuvieron al aplicar el table-top object detector.
De esos puntos, los que corresponden a la parte superior del objeto se consideran
como el perfil a extruir hacı´a la mesa para rellenar el volumen en torno al cluster
de intere´s. En este paso de extrusio´n podrı´an rellenarse concavidades del objeto,
por lo que se compensa este proceso chequeando la consistencia de los vo´xeles con
la imagen de profundidad. A continuacio´n se explican estos pasos en ma´s detalle.
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Figura 4.10: Resumen de la extraccio´n del cluster.
4.2.6.1.1 Preprocesamiento del Cluster
El cluster de intere´s sera´ aquel objeto que no haya sido reconocido en las eta-
pas previas, tras haber aplicado el table-top object detector (Fig. 4.10). Para hacer que
el procesamiento 3D sea ma´s ra´pido y que obtenga de forma natural la vecindad
entre puntos 3D, se inicializa un volumen de vo´xeles de taman˜o fijo alrededor del
clu´ster, etiquetando como ”objeto” a los voxels que corresponden a un punto del
cluster. El taman˜o de voxel es un para´metro definido por el usuario en funcio´n del
equilibrio entre precisio´n y velocidad deseado. Los voxels de todas las reconstruc-
ciones que se muestran en este trabajo son de 3mm.
4.2.6.1.2 Relleno de los Vo´xeles por Extrusio´n
El objetivo de este paso es rellenar las partes ocluidas basa´ndose en el supuesto
de que el objeto puede ser aproximado por un proceso de extrusio´n. Teniendo en
cuenta que la normal del plano de la mesa proporciona el eje de extrusio´n natural
para la mayorı´a objetos, no es necesario calcular el eje de objeto para obtener la
direccio´n de extrusio´n, consiguiendo acelerar el proceso. Por tanto, se considera
la normal del plano como la direccio´n de extrusio´n de la cara superior del objeto,
pudiendo resumir el algoritmo en los siguientes dos puntos (Fig. 4.11 (a)):
1. Para cada voxel considerado como “objeto”, se calcula el segmento de recta
que va desde el voxel al plano a lo largo de la normal al plano.
2. Todos lo voxels que son intersectados por ese segmento de recta se etiquetan
como “quiza´s objeto”.
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(a)
(b)
Figura 4.11: Relleno de voxels por extrusio´n. (a) Descripcio´n general del algoritmo propuesto. (b)
Izquierda: nube de puntos de una caja. Medio: malla de voxels del cluster. Derecha: malla de voxels
despue´s de la extrusio´n hacia el plano de la mesa. Los voxels grises corresponden a las partes que no
se ven debido a las auto-oclusiones.
El resultado de este paso es una estimacio´n aproximada del volumen del objeto.
Posteriormente, el modelo es ligeramente suavizado mediante la ejecucio´n de un
cierre morfolo´gico para hacer frente a las incertidumbres alrededor de los bordes
del objeto que se producen en la imagen de profundidad. El taman˜o o´ptimo del
elemento estructural depende del taman˜o del voxel y las propiedades de los datos
de profundidad. Para voxels de 3 mm y una ca´mara Kinect, empı´ricamente un
cubo de 3x3x3 es un elemento estructural satisfactorio. Un ejemplo de esta salida
se muestra en la Fig. 4.11 (b).
4.2.6.1.3 Chequeo de la Coherencia del Relleno
La etapa de extrusio´n puede llenar regiones del objeto que corresponden a agu-
jeros o concavidades. Esto se puede corregir mediante la comprobacio´n de la con-
sistencia de lo voxels etiquetados como “quiza´s objeto” contra la imagen de pro-
fundidad. Para ello, se reproyecta cada voxel en la imagen de profundidad, y se
compara la profundidad proyectada con la dada por la imagen.
Si la diferencia es mayor que un umbral δd, el voxel se etiqueta como “fondo”.
El umbral depende de la precisio´n del sensor de profundidad, y se ha ajustado a
3 mm en todos los experimentos mostrados. La salida de este proceso se ilustra en
la Fig. 4.12.
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Figura 4.12: Chequeo de la coherencia del relleno para tallar huecos y concavidades del objeto. Iz-
quierda: imagen de color. Medio: voxels coloreados despue´s de la extrusio´n. Derecha: voxels restan-
tes despue´s de la comprobacio´n de coherencia. Los agujeros y concavidades que fueron erro´neamente
rellenos por el algoritmo de extrusio´n se eliminan si son visibles.
4.2.6.2. Refinamiento Basado en Color
Despue´s de los pasos anteriores, el modelo 3D obtenido puede contener au´n
zonas sin profundidad o irregularidades debido a datos incorrectos o falta de in-
formacio´n de profundidad en el frame RGB-D. Los pı´xeles incorrectos en la imagen
de profundidad por lo general pertenecen a bordes y/o a´reas de objetos especula-
res, transparentes o reflectantes. Estas particularidades no afectan habitualmente a
la imagen de color, por lo que se proponemejorar la calidad del modelo 3D refinan-
do la segmentacio´n usando primeramente la imagen en color. Posteriormente, se
rellenan los valores de profundidad perdidos o incorrectos mediante restauracio´n
de la imagen (proceso denominado inpainting en ingle´s).
4.2.6.2.1 Segmentacio´n del Objeto Basada en Color
La segmentacio´n de ima´genes se basa en la obtencio´n de una regio´n de intere´s
en un entorno. Hay muchas te´cnicas existentes para la segmentacio´n basada en
color, pero sigue siendo un problema sin resolver para los casos generales. Sin em-
bargo, cuando es posible una buena inicializacio´n, las te´cnicas basadas en grafos
[86] han demostrado ser muy eficaces para la segmentacio´n de la regio´n de intere´s
y fondo [87] (denominado foreground y background en ingle´s, respectivamente). En
particular, la variante GrabCut [88] combina recortes de grafos con modelos mix-
tos de Gaussianas, pudiendo partir de una ma´scara proporcionada por el usuario.
Por lo tanto, esta´ particularmente adaptado al perfeccionamiento de una primera
segmentacio´n.
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En los u´ltimos an˜os, GrabCut se ha extendido al uso de informacio´n de profun-
didad mediante su combinacio´n con los canales RGB con un factor de ponderacio´n
[89]. En esta tesis, en lugar de fusionar esta informacio´n, se propone ejecutar Grab-
Cut so´lo en la imagen en color, pero inicializando la ma´scara a partir de la infor-
macio´n de profundidad. Este enfoque consigue obtener lo mejor de cada te´cnica
basa´ndose en su complementariedad, ya que la imagen de profundidad es erro´nea
o carece de datos cerca de las bordes de objeto; mientras que la informacio´n de
color es ma´s sensible para una segmentacio´n inicial ante un fondo similar al objeto
de intere´s.
De esta forma, la inicializacio´n de la ma´scara se realiza partiendo del mode-
lo inicial que se obtiene como salida del algoritmo de la Seccio´n 5.3. Se usa so´lo
la informacio´n de profundidad, reproyectando cada punto 3D del modelo en la
imagen de profundidad. Entonces, los pı´xeles son etiquetados como objeto (fore-
ground), fondo (background) o desconocidos (si su profundidad proyectada no es
consistente o carecen de dicha informacio´n). Teniendo en cuenta estas etiquetas
como punto de partida, se crea la ma´scara de inicializacio´n. GrabCut puede tomar
cuatro valores diferentes de inicializacio´n segu´n pı´xeles pertenecen a la zona de
intere´s, fondo, probablemente de intere´s o probablemente fondo. El algoritmo no
cambiara´ de etiqueta aquellos pı´xeles que se han considerado de intere´s y fondo
por lo que se garantiza una buena solidez ante errores de segmentacio´n errores.
Para controlar la incertidumbre asociada a los pı´xeles de bordes de la imagen de
profundidad, so´lo los pı´xeles que no esta´n en un borde se marcara´n con etiquetas
definitivas. El algoritmo GrabCut es entonces aplicando una sola iteracio´n sobre la
imagen en color utilizando la ma´scara computada.
Debido a la precisio´n de la ma´scara inicial, GrabCut realiza bien la segmenta-
cio´n incluso si el objeto y el fondo tienen una distribucio´n de color parecida o si el
fondo contiene mucha informacio´n, como se muestra Fig. 4.13.
4.2.6.2.2 Relleno de Agujeros Mediante Restauracio´n de Profundidad
La segmentacio´n obtenida en el apartado anterior es precisa pero algunos pı´xe-
les que han sido clasificados como objeto despue´s del refinamiento del color ca-
recen de profundidad. La mayorı´a de los me´todos de relleno de agujeros utilizan
interpolacio´n de imagen o te´cnicas de restauracio´n (inpainting en ingle´s) para llenar
los agujeros existentes mediante la informacio´n de los pı´xeles vecinos. Para mejo-
rar los datos de profundidad proporcionados por la Kinect, un enfoque cross-modal
de visio´n este´reo fue presentada en [90]. Sin embargo, este no beneficia a la seg-
mentacio´n entre fondo y el objeto de intere´s. Por otra parte, un me´todo de relleno
de agujeros usando inpainting basada en profundidad para vı´deo 3D fue propuesto
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Figura 4.13: Ejemplo de segmentacio´n refinada, incluso cuando el objeto de intere´s es similar al
fondo. Izquierda: imagen en color, el objeto de intere´s es un frasco de almacenamiento encima de
un po´ster. Medio: segmentacio´n inicial. Los pı´xeles se marcan como: desconocido (negro), objeto
(blanco) y fondo (gris). Derecha: segmentacio´n final del objeto, despue´s de GrabCut. Los pı´xeles se
marcan como: objeto (blanco) y fondo (negro).
en [91]. Pero existe un me´todo ampliamente usado, ma´s ra´pido y menos comple-
jo en el caso de poder usar una ma´scara de inicializacio´n de segmentacio´n, es la
te´cnica de Telea [92] basada en marcado ra´pido.
Siguiendo esta lı´nea, en este trabajo se propone la restauracio´n de la imagen
para completar los valores de profundidad usando una ma´scara de segmentacio´n
para rellenar los pı´xeles utilizando so´lo los valores de aquellos de la misma cate-
gorı´a que esta´n alrededor. Por lo tanto, los agujeros de los pı´xeles clasificados como
objeto se llenan so´lo con informacio´n de profundidad procedente de otros pı´xeles
objeto, mientras que los de fondo se rellenan con la de los pı´xeles circundantes cla-
sificados como fondo. Para ello se emplea la implementacio´n en OpenCV de Telea.
Se toma como entrada la imagen de profundidad original y una ma´scara especifi-
cando los pı´xeles a rellenar. Para restaurar la imagen de profundidad, se utilizan
dos ma´scaras dependiendo de la clase de pı´xeles:
1. Objeto: el a´rea objetivo a rellenar corresponde a los pı´xeles sin valor de pro-
fundidad o con valores de profundidad inconsistentes de la Seccio´n 4.2.6.2.1.
Los pı´xeles que pertenecen al fondo son tambie´n marcados como a´rea objeti-
vo para evitar que influyan en la restauracio´n.
2. Fondo: el a´rea objetivo a rellenar corresponde a los pı´xeles etiquetados co-
mo fondo sin datos de profundidad. Similar al caso previo, los pı´xeles de la
categorı´a objeto son marcados tambie´n como a´rea objetivo.
Una vez que la imagen de profundidad ha sido refinada y restaurada, se ejecuta
de nuevo el algoritmo de la Seccio´n 4.2.6.1.3. En la imagen de la Figura 4.14 se
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(a) (b) (c) (d) (e)
Figura 4.14: Resultado del refinamiento basado en color, usando un libro como ejemplo ilustrativo.
Las ima´genes de la ca´mara Kinect: (a) Imagen de color y (b) la imagen de profundidad. (c) Seg-
mentacio´n inicial reproyectando cada punto 3D del volumen obtenido tras los pasos de la Seccio´n
4.2.6.1.3. Los pı´xeles se marcan como: desconocido (negro), objeto (blanco) y fondo (gris). (d) Seg-
mentacio´n final del objeto despue´s GrabCut de acuerdo a la Seccio´n 4.2.6.2.1. Los pı´xeles se marcan
como: objeto (blanco) y fondo (negro). (e) La imagen de profundidad tras restaurar las zonas sin
datos.
puede apreciar la mejora obtenida despue´s de refinar la segmentacio´n y restaurar
la profundidad, rellenando los pı´xeles sin informacio´n y aquellos pertenecientes a
bordes cuya profundidad no era correcta.
4.2.6.3. Reconstruccio´n de Superficie
El modelo final del objeto se obtiene utilizando reconstruccio´n de la superficie
mediante Poisson [85] sobre la nube de puntos voxelizada para crear la superficie
mallada del objeto.
Teniendo en cuenta que el procedimiento de reconstruccio´n de la superficie de-
be ser en sı´ mismo un me´todo de reduccio´n de ruido, los algoritmos basados en
funciones implı´citas son los ma´s adecuados. Por este motivo se ha escogido el al-
goritmo de Poisson, cuya resistencia al ruido ha sido probada en otros trabajos
previos [93]. Este algoritmo permite aproximar la malla de puntos con informa-
cio´n de la normal, considerando todos los puntos al mismo tiempo, sin tener que
recurrir a la compartimentacio´n espacial heurı´stica. Para este caso se ha utilizado
el ca´lculo de normales e implementacio´n de Poisson disponible en la librerı´a PCL
(versio´n 1.6).
4.3. Contexto Experimental
El sistema de percepcio´n que se evalu´a en este capı´tulo se enmarca en el pro-
yecto integrado de gran escala titulado HANDLE, Developmental pathway towards
autonomy and dexterity in robot in-hand manipulation, (2007-2013), financiado por la
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Unio´n Europea dentro del Se´ptimo Programa Marco (FP7). La Universidad Pierre
y Marie Curie de Parı´s coordina el consorcio formado por nueve socios de seis
paı´ses europeos:
Francia: Comisio´n de Energı´a Ato´mica (CEA) y Universidad Pierre y Marie
Curie de Parı´s (UPMC).
Reino Unido: Shadow y Universidad de King’s College London (KCL).
Espan˜a: Universidad Carlos III de Madrid (UC3M).
Portugal: Instituto Superior Te´cnico (IST) de la Universidad de Lisboa y el
Instituto de Sistemas y Robo´tica de la Universidad de Coimbra (FCTUC).
Suecia: Universidad de O¨rebro (ORU).
Alemania: Universidad de Hamburgo (UHAM).
El objetivo de HANDLE es comprender co´mo realizan los humanos la manipu-
lacio´n de objetos para reproducir los movimientos de agarre con una mano artifi-
cial antropomo´rfica articulada. Para lograr movimientos naturales y eficaces con
autonomı´a se busca dotar al sistema robo´tico con capacidades avanzadas de per-
cepcio´n y control, por lo que el proyecto aborda de forma global los siguientes
puntos:
Caracterizacio´n de propiedades de los objetos.
Aprendizaje de tareas y actividades mediante la imitacio´n de seres humanos.
Optimizacio´n y desarrollo de las capacidades del robot a trave´s de la interac-
cio´n.
Manipulacio´n diestra auto´noma.
Desarrollo de manos artificiales similares a dispositivos de fa´cil instalacio´n y
uso (plug-in).
El me´todo desarrollado dotara´ a la plataforma robo´tica real de la percepcio´n
visual necesaria para agarrar y manipular objetos tanto conocidos como nuevos
y cuya forma debe ser determinada. Por tanto, el contexto bajo estudio permite
validar el sistema de percepcio´n propuesto para manipulacio´n robo´tica usando
una sola vista.
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4.3.1. A´mbito de Aplicacio´n
El campo de lamanipulacio´n robo´tica se compone de numerosos sistemas robo´ti-
cos integrados (mo´viles y no mo´viles) disen˜ados para la realizacio´n de tareas rela-
cionadas con el agarre y manipulacio´n. Las plataformas robo´ticas de manipulacio´n
comparten diversas similitudes y diferencias en el disen˜o de hardware, pero prin-
cipalmente se distinguen por su arquitectura de software, la variedad de tareas de
manipulacio´n que pueden cumplir, y su nivel de autonomı´a [94]. Para recrear los
movimientos de una mano humana con un sistema robo´tico hay que resolver va-
rios problemas complejos desde el punto de vista meca´nico (integracio´n de todos
los actuadores), sensorial e inteligencia para poder actuar de forma auto´noma.
Cada una de las plataformas existentes incorporan diferentes aspectos de ma-
nipulacio´n robo´tica auto´noma para llevar a cabo tareas especı´ficas: percepcio´n,
planificacio´n y ejecucio´n del movimiento previsto. Con el objetivo de desarrollar
capacidades fiables en el a´rea de la percepcio´n para manipulacio´n, este Capı´tu-
lo aborda las te´cnicas visuales para manipulacio´n con una sola mano de objetos
que se encuentran encima de una mesa, que es un escenario bastante comu´n en
robo´tica [95].
Este Capı´tulo hace e´nfasis en el me´todo de percepcio´n visual que se ha desa-
rrollado y se validara´ en diversas plataformas robo´ticas no mo´viles, integra´ndolo
con sus sistemas de agarre y manipulacio´n para su validacio´n.
4.3.2. Configuracio´n
El sistema de percepcio´n visual propuesto para interaccionar con objetos enci-
ma de una mesa engloba el siguiente setup:
Una mano artificial antropomo´rfica articulada.
Un brazo robo´tico industrial situado al lado de una mesa.
Una ca´mara RGB-D orientada para ver la parte superior de los objetos sobre
una mesa.
Debido a que el sistema propuesto se ha validado en el contexto de un proyecto
europeo, el sistema ha sido probado tanto en la plataforma robo´tica disponible en
la UC3M (Fig. 4.15) como en la de UPMC (Fig. 4.16) con fines de agarre y manipu-
lacio´n, respectivamente. El laboratorio del coordinador, UPMC, es el demostrador
final de HANDLE por lo que en su plataforma se integran los avances cientı´ficos y
tecnolo´gicos de cada institucio´n.
Los detalles de los elementos de cada plataforma robo´tica no mo´vil se explican
a continuacio´n:
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Figura 4.15: Plataforma robo´tica de la UC3M: (1) La ca´mara Kinect;(2) Mano antropomo´rfica de la
compan˜ı´a Shadow; (3) Brazo robo´tico denominado PA-10. A la izquierda se muestra una infografı´a
y a la derecha la plataforma real.
Una mano artificial antropomo´rfica articulada: la mano diestra robo´tica uti-
lizada es de la compan˜ı´a Shadow Robot [96] (Fig. 4.17). Dicha mano antro-
pomo´rfica posee 24 grados de libertad (DoF, Degrees of Freedom) ası´ como
sensores de posicio´n, fuerza y presio´n.
• El modelo de mano utilizado es el C6M2 que es un sistema auto´nomo
que integra de forma compacta todos los actuadores, sensores, sistemas
de control y comunicaciones (EtherCAT, Ethernet for Control Automa-
tion Technology). Su cinema´tica es lo ma´s cercano a la de una mano
humana (diagrama mostrado a la derecha de la Fig. 4.17). Como se pue-
de observar, el pulgar tiene 5 DoF y 5 uniones, mientras que el resto de
dedos tiene 3 DoF y 4 uniones.
• Adema´s, en el caso de la plataforma de la UPMC cuenta con sensores
ATI Nano17 [97] de fuerza y par de 6 ejes en cada una de las yemas de
los dedos (Fig. 4.18). Estos sensores proporcionan gran informacio´n de
contacto con los objetos [98] midiendo tan solo 17 mm de dia´metro. Con
el fin de hacer frente a los algoritmos de alto nivel, los sensores esta´n
equipados con una elipsoide adaptada a la yema de los dedos.
Un brazo robo´tico situado al lado de una mesa y al que se ensambla la mano:
en el caso de la UC3M, se utiliza el robot industrial Mitsubishi PA-10 (Mit-
subishi Heavy Industries, Ltd.) [99] con 7 grados de libertad, que ofrece un
alto nivel de destreza gracias a su redundancia (Fig. 4.19). Por otra parte, en
el caso de la plataforma de UPMC se dispone del brazo 4-DoF de Shadow
Robot Company, comparable a la parte superior del brazo humano, el codo y
antebrazo. Se ha disen˜ado para funcionar como sistema de base de la mano
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Figura 4.16: Plataforma robo´tica de la UPMC: (1) La ca´mara Kinec;(2) Mano antropomo´rfica de
la compan˜ı´a Shadow; (3) Brazo robo´tico de Shadow; (4) Sensores ATI Nano17. A la izquierda se
muestra una infografı´a y a la derecha la plataforma real.
de Shadow, y contiene un distribuidor de va´lvulas como mu´sculos.
Una ca´mara RGB-D: en este caso una Microsoft Kinect [51] se monta en el
brazo robo´tico y se orienta para ver la parte superior de los objetos sobre una
mesa. En el caso de la UC3M la ca´mara se encuentra en posicio´n horizontal a
un lateral de la mesa, mientras que en el caso de la UPMC se situ´a en el lado
izquierdo del brazo robo´tico.
Teniendo en cuenta que el sistema de visio´n propuesto tiene como objetivo in-
tegrarse en diversas plataformas de manipulacio´n robo´tica, todos los algoritmos
se han desarrollado bajo el framework de desarrollo de software para robots deno-
minado Robot Operating System (ROS) [100]. ROS permite abstraerse del hardware,
intercambiar mensajes entre procesos y controlar dispositivos a bajo nivel entre
otras funcionalidades. En este trabajo, se han utilizado las siguientes versiones en
Ubuntu 11.10: ROS Electric y la librerı´a PCL 1.6.
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Figura 4.17:Mano robo´tica de la compan˜ı´a Shadow Robot [96]: (izquierda) dimensiones; (derecha)
cinema´tica.
Figura 4.18: Detalle del sensor ATI Nano17 [97]. De izquierda a derecha se muestra una ima-
gen real del sensor sobre la mano, detalle del sensor sin elipsoide y del diagrama de fuerza/par del
elipsoide.
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Figura 4.19: Sistema de coordenadas del brazo robo´tico industrial PA-10 7 DoF [99].
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(a) (b)
Figura 4.20: Resultados representativos de los me´todos propuestos de reconocimiento usando: (a)
descriptor 2D; (b) descriptor 3D.
4.4. Resultados Experimentales
Debido a que el sistema de percepcio´n visual propuesto se enfoca a dotar a
una plataforma robo´tica de autonomı´a y destreza suficiente para tratar con obje-
tos desconocidos en un entorno no estructurado, las pruebas se centran en evaluar
el novedoso me´todo Xtru3D de reconstruccio´n propuesto usando una sola vista
RGB-D. Una vez que el objeto se reconstruye se almacena en una base de datos,
pero no se evalu´an los algoritmos de reconocimiento ya que trabajos previos a esta
tesis demostraron su eficacia [78]. A modo representativo se puede apreciar en la
Fig. 4.20 resultados exitosos de reconocimiento usando los descriptores 2D y 3D
propuestos. La Fig. 4.21 muestra la integracio´n de los algoritmos de la estrategia
propuesta para poder abarcar todos casos en un entorno de interiores no estructu-
rado.
Para evaluar la eficacia de los algoritmos propuestos de percepcio´n visual para
un escenario de agarre y manipulacio´n se han planteado dos casos de aplicacio´n:
Agarre: se valida la eficacia de los modelos 3D y la posicio´n 6D obtenida
para agarrar objetos desconocidos en una plataforma robo´tica integrando los
algoritmos en el sistema de control y planificacio´n de movimientos.
Manipulacio´n: se ha evaluado su integracio´n en un sistema multi-modal de
percepcio´n visual y ta´ctil desarrollado en el contexto del proyecto HAND-
LE. Los algoritmos de visio´n para reconocimiento, adquisicio´n de un modelo
3D usando una sola vista ası´ como el seguimiento del objeto una vez aga-
rrado han sido validados junto a los algoritmos ta´ctiles de identificacio´n de
posicio´n mediante contacto desarrollados por KCL.
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Figura 4.21: Estrategia global de percepcio´n 3D propuesta usando una sola vista para interiores
levemente estructurados.
A continuacio´n se explicara´ en detalle cada una de las pruebas realizadas para
la validacio´n del sistema propuesto.
4.4.1. Evaluacio´n del Me´todo de Reconstruccio´n
4.4.1.1. Precisio´n del Modelo de Malla Reconstruido
El algoritmo propuesto de reconstruccio´n de una sola vista ha sido evaluado
sobre un conjunto de 12 objetos reales con taman˜os y formas diferentes, mostra-
dos en la Fig. 4.22. Para cada objeto, se adquieren entre 5 y 9 modelos usando el
algoritmo propuesto en el escenario mostrado en la Fig. 4.15, donde los objetos se
encuentran sobre una mesa, colocados en diferentes posiciones y orientaciones. De
esta forma, se han obtenido 72 modelos 3D a partir de una sola vista de la ca´mara
Kinect. Para la evaluacio´n, se ha calculado la diferencia geome´trica entre el mode-
lo de referencia y el reconstruido usando el algoritmo propuesto. Los modelos de
referencia han sido adquiridos con un esca´ner la´ser comercial.
El tiempo de procesamiento del algoritmo es inferior a 2 segundos en un orde-
nador de 2Ghz para una nube de puntos de menos de 30000 puntos, significativa-
mente mejor que el logrado en [68] para un nu´mero de puntos similar. Aunque este
tiempo de computacio´n es adecuado para la aplicacio´n actual, su optimizacio´n es
considerada como trabajo futuro.
Un software libre de procesamiento de modelos 3D, MeshLab [101], ha sido
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
Figura 4.22: Los 12 objetos reales de la base de datos: (a) bote, (b) libro, (c) lata, (d)pegamento,
(e) ca´mara, (f) bote de la´pices, (g) mun˜eco, (h) taza, (i) agarrador rosa, (j) subrayador, (k) pelota
de tenis, (l) cubo de Rubik. Para cada objeto, se han adquirido al menos 5 ima´genes del objeto en
diferentes posiciones y orientaciones encima de la mesa.
usado para computar la diferencia entre el modelo de referencia y el reconstrui-
do estando ambos bien alineados en el mismo espacio. Un algoritmo iterativo de
puntos cercanos, Iterated Closed Point (ICP) es usado para alinear las mallas de los
modelos y posteriormente, se utiliza la distancia Hausdorff para medir la distancia
geome´trica entre ellos.
La Fig. 4.23 muestra la media y la desviacio´n esta´ndar entre los modelos de
referencia y reconstruidos de todos los objetos. El error medio de todos los mo-
delos es 3,87 mm y la desviacio´n esta´ndar de 0,96 mm. Teniendo en cuenta que
los objetos son similares al conjunto usado en [68], nuestro algoritmo de extrusio´n
proporciona una efectividad similar en comparacio´n con me´todos de simetrı´a an-
teriores y una mejora significante para objetos grandes. Con Xtru3D, la media del
error es inferior a 5 mm en todos los objetos, independientemente de su taman˜o
mientras que en [68], la media de error es inferior a 7 mm y para objetos grandes,
inferior a 20 mm.
Es importante destacar que lasmedidas experimentalesmostradas son estadı´sti-
camente completas en el sentido que cada modelo se obtuvo de una imagen captu-
rada en diferentes localizaciones y orientaciones del objeto sobre una mesa, como
se muestra en la Fig. 4.24. Este conjunto tiene en cuenta la mayor parte de posibles
fuentes de errores, como detalles geome´tricos ocultos, reflexiones u otros efectos
o´pticos, que afectan a los resultados obtenidos e incrementan el error.
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Figura 4.23: Evaluacio´n de la media y desviacio´n esta´ndar del error entre el modelo de referencia y
el reconstruido de todos los objetos de la base de datos. La media de error es inferior a 5 mm en todos
los objetos, siendo el error promedio inferior a 4 mm.
La Fig. 4.25 muestra como, debido a la posicio´n del objeto, el error es inferior
cuando las partes visibles proporcionan suficiente informacio´n para aproximar su
geometrı´a extruyendo la cara superior (caso 2 y 3), pero el error se incrementa
cuando la parte superior no aporta demasiada informacio´n sobre la forma del ob-
jeto (caso 6).
Teniendo en cuenta que el taman˜o de voxel escogido es 3mm (Seccio´n 4.2.6.1.1),
el error mı´nimo con el que se pueden obtener reconstrucciones es en torno al va-
lor mencionado de taman˜o de voxel. Esto se puede observar en la tabla de errores
medios de diferentes objetos, donde so´lo el cubo de Rubik tiene un error medio en
torno a 2,5 mmmientras que el resto es en torno a 3 mm. Si se desea ma´s precisio´n
en los modelos reconstruidos, entonces habrı´a que sacrificar velocidad en el proce-
samiento teniendo que procesar ma´s voxels de un taman˜o inferior. Esto podrı´a ser
necesario para una determinada tarea, por lo que el algoritmo esta´ preparado para
soportar diversos taman˜os de vo´xeles.
4.4.1.2. Modelos de Mallas 3D Reconstruidos
La Fig. 4.26 muestra algunos de los modelos adquiridos usando el algoritmo
propuesto para el conjunto de evaluacio´n formado por 12 objetos reales.
La Fig. 4.27, (a)-(c), muestra un ejemplo de buenos modelos 3D a pesar de la
escasa informacio´n procedente de la nube de puntos. Como se puede apreciar, los
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(a) Caso 1. (b) Caso 2. (c) Caso 3. (d) Caso 4.
(e) Caso 5. (f) Caso 6. (g) Caso 7. (h) Caso 8.
Figura 4.24: El objeto denominado agarrador rosa situado sobre la mesa en las 8 orientaciones
evaluadas.
Figura 4.25: Evaluacio´n del error del modelo reconstruido para las 8 orientaciones del objeto de-
nominado agarrador rosa situado sobre la mesa. Comparando con el modelo de referencia, el error
medio es 4,09 mm y la desviacio´n esta´ndar es 1,49 mm.
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(a) (b) (c) (d) (e) (f)
(g) (h) (i) (j) (k) (l)
Figura 4.26: Resultado de la reconstruccio´n a partir de una sola vista de 12 objetos reales de la base
de datos mostrada Fig. 4.22: (a) bote, (b) libro, (c) lata, (d) pegamento, (e) ca´mara, (f) bote de la´pices,
(g) mun˜eco, (h) taza, (i) agarrador rosa, (j) subrayador, (k) pelota de tenis, (l) cubo de Rubik.
modelos son ma´s precisos cuanta mayor informacio´n proporcione la parte supe-
rior del objeto. Adema´s, los pasos posteriores de segmentacio´n y relleno de pro-
fundidad hacen ma´s robusto el algoritmo y por tanto, los modelos resultantes, per-
mitiendo reconstruir incluso en algunos casos donde apenas se tiene informacio´n
procedente de la imagen original RGB-D. La Fig. 4.27,(d) y (e), muestra ejemplos
de objetos cuya geometrı´a no es la ma´s adecuada para aproximar su forma me-
diante la extrusio´n de su parte superior. Cabe destacar que aunque los modelos
obtenidos no son muy precisos, se obtienen estimaciones lo suficientemente u´tiles
para el agarre, contexto de esta estrategia. La adicio´n de otra ca´mara con un punto
de vista diferente serı´a suficiente para obtener buenos modelos en estos casos.
4.4.2. Caso de Aplicacio´n I: Agarre Mediante una Mano Robo´tica
La adecuacio´n para el agarre de los modelos reconstruidos de objetos descono-
cidos ha sido evaluada para un solo objeto a modo representativo en la plataforma
de la UC3M (Fig. 4.15), integra´ndolo con su sistema de agarre [102].
Los experimentos de planificacio´n y agarre han sido realizados en el simula-
dor de OpenRAVE [103]. La planificacio´n se ha realizado mediante el algoritmo
Bi-directional Rapidly-Exploring Random Tree (BiRRT) [104], disen˜ado para buscar de
manera eficiente espacios no convexos. El planificador simula la trayectoria, evi-
tando los puntos de colisio´n proporcionados por el sistema visual. Una vez que la
posicio´n y la orientacio´n del objeto de intere´s son conocidos, se simulan agarres en
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(a) (b) (c)
(d) (e)
Figura 4.27:Modelos 3D reconstruidos con el algoritmo propuesto de los siguientes objetos: (a) bote
de lapiceros, (b) un agarrador rosa, (c) una ca´mara, (d) una ca´mara en un trı´pode (e) una pelota de
tenis. Izquierda: nube de puntos inicial. Derecha: modelo final reconstruido usando Poisson ((e)
vista de lado y de frente).
diversas posiciones para determinar aquellos que son estables para el objeto eva-
luado, como se muestra en la Fig. 4.28. Esta tabla de agarres estables se asocia al
objeto y se utiliza para la planificacio´n del agarre, una vez que el objeto es recono-
cido y su posicio´n estimada. De esta forma, se calcula online el recorrido a realizar
por el brazo robo´tico hasta llegar a la posicio´n de agarre ma´s estable en funcio´n de
la posicio´n y orientacio´n del objeto en la escena.
La Fig. 4.29 recoge la secuencia de la trayectoria en simulacio´n y en la platafor-
ma robo´tica real, mostrando co´mo el modelo reconstruido con Xtru3D es adecuado
para el agarre. Se considera como trabajo futuro una evaluacio´n ma´s exhaustiva de
agarres usando una sola vista en simulacio´n y sobre la plataforma real robo´tica ba-
jo estudio.
4.4.3. Caso de Aplicacio´n II: Manipulacio´n Robo´tica Usando In-
formacio´n Ta´ctil
Los experimentos realizados en esta seccio´n se llevaron a cabo en la plataforma
de la UPMC, demostrador final del proyecto europeo HANDLE (Fig. 4.30).
La plataforma hardware dispone de un sistema robo´tico con un brazo de Sha-
dow y una mano de la misma compan˜ı´a que dispone de sensores ta´ctiles ATI
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Figura 4.28: Cinco agarres de la tabla de agarres generada por OpenRAVE para el objeto “agarra-
dor” rosa cuyo modelo ha sido generado usando el algoritmo propuesto.
Nano17 (Seccio´n 4.3.2). Adema´s, cuenta con una ca´mara Microsoft Kinect mon-
tada verticalmente en el brazo robot. Se dispone de la arquitectura necesaria para
controlar el hardware y el software:
La arquitectura hardware se compone de cinco ordenadores con diferentes
capacidades de computacio´n, conectados por una red ethernet Gigabit y sin-
cronizados usando el protocoloNetwork Time Protocol (NTP). Cada ordenador
se dedica a las diferentes tareas de controla: mano, brazo, visio´n, manipula-
cio´n y base de datos. La arquitectura de control esta´ distribuida.
La arquitectura software se compone de varios stacks de la versio´n Electric de
ROS, cada pila contiene una agrupacio´n de paquetes complementarios entre
ellos. Un resumen del diagrama se muestra en la Fig. 4.31.
El sistema visual propuesto se engloba en la categorı´a de segmentacio´n, reco-
nocimiento y reconstruccio´n del diagrama de la Fig. 4.31. La adecuacio´n del sis-
tema visual propuesto ha sido validada en el demostrador final de HANDLE in-
tegra´ndolo con el resto de funcionalidades, concretamente con los algoritmos ta´cti-
les implementados por KCL. El diagrama de la base de datos global del proyecto
HANDLE se muestra en Fig. 4.32.
Por tanto, el sistema visual se integra en un sistema de percepcio´n que engloba
algoritmos de visio´n y ta´ctiles que se fusionan para implementar la manipulacio´n
robo´tica de forma eficiente [105]:
El sistema de visio´n provee el modelo 3D del objeto ası´ como su posicio´n 6D
(rotacio´n 3D y traslacio´n 3D).
Los algoritmos ta´ctiles proporcionan la posicio´n de contacto, fuerzas norma-
les y tangenciales, adema´s del par de fuerzas local en la yema de los dedos
de la mano robo´tica. Dada una posicio´n inicial por el sistema de visio´n y la
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Figura 4.29: Secuencia real y simulada de la trayectoria hacı´a la posicio´n seleccionada de agarre,
que ha sido calculada previamente off-line. Tanto la planificacio´n de la trayectoria como el agarre ha
sido calculado con OpenRAVE.
79
4 CAPI´TULO 4. ENTORNO INTERIOR ALTAMENTE ESTRUCTURADO
Figura 4.30: Demostrador final en la UPMC.
localizacio´n de contacto con las yemas, se calcula la posicio´n del objeto mien-
tras se manipula con un proceso iterativo que optimiza su posicio´n mediante
transformadas.
El me´todo para verificar la efectividad del sistema propuesto de fusio´n en con-
diciones normales consiste en agarrar y manipular un objeto que se encuentra en-
cima de una mesa. Se ha probado tanto con un objeto conocido (lata de refresco)
como desconocido (bote de te´). Para integrar los resultados visuales, ta´ctiles y po-
siciones de la plataforma robo´tica, se ha replicado la configuracio´n del robot en un
visualizador en ROS.
Primeramente, se ha calibrado el sistema para conocer la posicio´n de la ca´mara
respecto a la base de la plataforma robo´tica como se muestra en la Fig. 4.33. Pa-
ra ello se ha colocado un tablero de ajedrez 9x6 con cuadrados de 25mm en una
posicio´n conocida respecto a la base:
Pose [x, y, z] (en metros): [0, 0675, 0, 3975, −0, 015]
Orientacio´n (cuaternio´n): [1, 0, 0, 0]
Posteriormente, se ejecuta la segmentacio´n y reconocimiento. En el caso de la
lata, al ser un objeto conocido, se devuelve el modelo disponible en la base de
datos y su posicio´n. La nube de puntos del objeto se an˜ade en el visualizador y
se puede comprobar primeramente que existe un ligero desplazamiento debido a
errores conocidos de calibracio´n. Se realizan los movimientos pertinentes para co-
locar la mano en la posicio´n de agarre y se van cerrando los dedos hasta detectar
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Figura 4.31: Diagrama de la arquitectura software de la plataforma de la UPMC. Imagen tomada
del entregable del informe final del proyecto HANDLE.
contacto con la lata. Cuando el objeto esta´ siendo agarrado con al menos dos de-
dos, la estimacio´n dada por el sistema de visio´n se refina teniendo en cuenta la
informacio´n ta´ctil. La pose 6D visual se obtiene aplicando el descriptor SIFT (Sca-
le Invariant Feature Transform) usado para reconocimiento mediante la evaluacio´n
de las caracterı´sticas transformadas invariantes a escala [78]. Esa informacio´n vi-
sual se combina con la informacio´n ta´ctil utilizando el algoritmo de optimizacio´n
Levenberg-Marquardt que encuentra una transformacio´n (vector de traslacio´n y
cuaternio´n de rotacio´n) de la pose estimada por visio´n [106]. El algoritmo se ejecu-
ta 10 iteraciones hasta que converge a una posicio´n acorde entre la transformada
de la superficie del objeto y las localizaciones de contacto de la mano robo´tica. Esta
posicio´n minimiza tanto la distancia entre los puntos de contacto a la superficie del
objeto como el a´ngulo entre la direccio´n de la fuerza normal y la superficie normal.
La Fig. 4.34 muestra en gris la lata en la posicio´n inicial dada por el sistema
visual, y en rosa la posicio´n rectificada con el algoritmo de fusio´n una vez agarra-
do. Hay que tener en cuenta que al agarrar el objeto, e´ste se mueve ligeramente
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Figura 4.32: Diagrama de la base de datos del proyecto HANDLE.
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Figura 4.33: Detalle en el visualizar 3D de ROS del resultado de la calibracio´n del sistema.
de la posicio´n inicial y posteriormente las oclusiones no permiten hacer una buena
manipulacio´n con so´lo la informacio´n visual. La distancia media entre el objeto y
los puntos de contacto de los dedos es de 4,9 cm en la primera estimacio´n, consi-
guiendo reducirse a 5 mm despue´s de aplicar la correccio´n de pose con el algorit-
mo iterativo de fusio´n con informacio´n ta´ctil. En simulacio´n se habı´a logrado un
error de 2,5 mm [106]. La precisio´n del algoritmo viene limitada por la propia de
la ca´mara de rango. En cuanto al rendimiento computacional, en un sistema real la
duracio´n media del algoritmo fue de 350 ms.
En el caso del bote de te´, al ser un objeto desconocido se aplica el me´todo de re-
construccio´n propuesto usando una sola vista como se aprecia en las ima´genes (a)-
(c) de la Fig. 4.35. Una vez que el objeto es reconstruido, se realiza un seguimiento
de su posicio´n 6D al cogerlo ymanipularlo de la forma descrita anteriormente pero
usando el modelo reconstruido del objeto [107]. Se ha probado a manipular el bote
dentro de la mano y el me´todo propuesto de correccio´n de pose mejora el error
de la estimacio´n de la visio´n con oclusiones en un 70%, realiza´ndolo en tiempos
inferiores a 0,2 segundos. Esto permite el seguimiento en tiempo real de un objeto
mientras se manipula, incluso cuando el objeto esta´ ocluido o fuera del campo de
visio´n de la ca´mara como se puede apreciar en las ima´genes (d)-(e) de la Fig. 4.35.
Por tanto, se han logrado medidas precisas de los objetos agarrados a pesar de
las limitaciones y posibles imprecisiones del sistema de calibracio´n (errores prove-
nientes de la precisio´n de la ca´mara, el uso de una sola imagen o incluso desvia-
ciones del modelo cinema´tico del robot).
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(a) (b) (c) (d)
Figura 4.34:Manipulacio´n de objeto conocido mediante la fusio´n de datos del sistema visual y ta´ctil:
(a) visualizacio´n en ROS de la fase previa al agarre tras obtener la posicio´n de la lata visualmente
(modelo en gris), (b) imagen real del agarre de la lata en la plataforma, (c)-(d) visualizacio´n en ROS
de un momento del agarre, mostrando en gris el modelo en la posicio´n dada inicialmente y en rosa
el modelo en la posicio´n final rectificada.
(a) (b) (c) (d) (e)
Figura 4.35:Manipulacio´n de objeto desconocido mediante la fusio´n de datos del sistema visual (a)-
(c) y ta´ctil (d)-(e): (a) imagen del bote de te´, (b) modelo voxelizado tras la extrusio´n (los voxels grises
corresponden a las zonas no visibles por la ca´mara), (c) modelo final del bote tras la reconstruccio´n,
(d)-(e) visualizacio´n del modelo del robot mientras agarra el bote, mostra´ndose en verde la pose del
objeto dada por el sistema visual de seguimiento y en rosa la posicio´n corregida.
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4.5. Conclusiones
En este capı´tulo se ha propuesto una estrategia visual para un escenario inte-
rior en un entorno semiestructurado en el a´mbito del uso de robots para tareas
dome´sticas. El sistema de percepcio´n visual propuesto permite al robot hacer fren-
te de forma auto´noma a entornos poco estructurados de agarre y manipulacio´n
utilizando una sola vista RGB-D. Al no ser un entorno totalmente estructurado,
para abordar la existencia de objetos desconocidos se ha desarrollado un novedo-
so algoritmo de reconstruccio´n 3D con una sola vista RGB-D al que hemos llamado
Xtru3D. Los puntos clave y principales contribuciones de la estrategia visual pro-
puesta para el escenario bajo estudio son:
1. Se ha desarrollado un sistema visual completo que incluye calibracio´n, seg-
mentacio´n, deteccio´n, reconocimiento de objetos sobre una mesa y recons-
truccio´n 3D de los objetos desconocidos, utilizando una sola vista provenien-
te de una ca´mara RGB-D tipo Kinect.
2. El enfoque se adapta perfectamente a cualquier escenario interior no estruc-
turado donde constantemente se tiene que hacer frente a nuevos objetos que
descansan sobre una mesa plana. Este escenario es comu´n en robo´tica, pero
es extensible tambie´n a otros a´mbitos como la realidad aumentada.
3. En cuanto a la calibracio´n, segmentacio´n y reconocimiento de objetos se han
integrado con e´xito diversos me´todos tanto de informacio´n 2D como de 3D.
De esta forma, el sistema se adapta a la escena visualizada, pudiendo dar la
posicio´n 6D de los objetos reconocidos estando incluso ocluidos.
4. Para el caso de objetos desconocidos, se ha propuesto una nueva te´cnica de-
nominada Xtru3D que utiliza los datos procedentes de una sola imagen RGB-
D. Este me´todo permite extruir una nube de puntos dispersa obtenida tras
aplicar un detector de objetos sobre una mesa tabletop object detector:
a) La sencillez, eficacia y rapidez del me´todo radica en basarse en la pro-
piedad de que la normal al plano de la mesa proporciona un eje de ex-
trusio´n natural de los puntos correspondientes a la parte superior del
objeto. La vista de esa zona de los objetos se logra simplemente orien-
tando la ca´mara hacia la mesa y con una cierta altura, replicando la po-
sicio´n habitual de un adulto frente a una mesa o superficie plana con la
que interactuar.
b) El modelo 3D obtenido se perfecciona con una te´cnica de refinamiento
desarrollada aprovechando la complementariedad de las ima´genes de
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color y profundidad. En este paso, es clave la inicializacio´n elaborada
cuidadosamente con los datos de profundidad una segmentacio´n graph-
cut basada en color.
c) Se ha logrado obtener el modelo 3D de objetos desconocidos con una
sola vista con e´xito. Para mostrar la eficacia del me´todo propuesto, se ha
evaluado de forma cuantitativa la exactitud de las mallas reconstruidas
sobre un conjunto de 12 objetos reales de uso comu´n:
La media del error de todos los modelos es de menos de 4 mm y la
desviacio´n esta´ndar de menos de 1 mm.
Adema´s, comparando los resultados con me´todos anteriores [68], el
algoritmo propuesto proporciona modelos 3D con precisio´n similar
pero mejorando los tiempos significativamente. La mejora es inclu-
so ma´s significativa, tanto en precisio´n como en tiempo de ejecucio´n
en el caso de objetos grandes.
Presenta algunas limitaciones cuando los objetos tienen zonas muy
estrechas, o con objetos cuya parte superior no aporta suficiente
informacio´n sobre la forma del objeto. Sin embargo, gracias a la
generalidad del algoritmo propuesto, esto puede ser compensado
an˜adiendo tantas ca´maras como sean necesarias, aplicando la mis-
ma te´cnica a cada vista y finalmente juntando los voxels resultantes,
similar a una extrusio´n en dos etapas [108]. Adema´s, simetrı´a y ex-
trusio´n pueden complementarse, como en [109], donde se determi-
na la forma extruı´da mediante la deteccio´n de simetrı´as planas de
reflexio´n en una nube de puntos parcial.
5. La realizacio´n de los algoritmos bajo el framework ROS permite integrar
fa´cilmente la estrategia propuesta en diversas plataformas de manipulacio´n
robo´tica para escenarios interiores poco estructurados:
Se ha comprobado su idoneidad en dos plataformas robo´ticas diferentes,
no solo en cuanto al robot en sı´ sino adema´s en cuanto a la sala, objetos y
localizacio´n de la mesa frente al robot. Los experimentos llevados a cabo
para diferentes objetos muestran que losmodelos son lo suficientemente
precisos para poder realizar el ca´lculo de puntos de agarre viables en un
entorno robo´tico interior poco estructurado.
Por otra parte, se ha comprobado que el sistema de visio´n propuesto
fusionado con el ta´ctil desarrollado por KCL en el marco del proyecto
HANDLE permite medidas precisas de los objetos agarrados.
Por tanto, el sistema de percepcio´n es fa´cil de integrar en escenarios
86
4.5. CONCLUSIONES
robo´ticos interiores poco estructurados, ası´ como efectivo en tareas de
agarre y manipulacio´n de objetos, ya sean conocidos o no.
Por tanto, la estrategia de visio´n propuesta es adecuada en entornos interiores
semiestructurados donde una ca´mara RGB-D tipo Kinect proporciona la informa-
cio´n suficiente. En entornos mixtos, interiores y exteriores, este tipo de ca´maras no
son va´lidas debido a las condiciones de luminosidad por lo que hay que usar otro
tipo de dispositivos de rango. Debido a ello, es necesario adaptar la estrategia al
nuevo escenario como se vera´ en el pro´ximo capı´tulo de la tesis.
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ra´pida ante un mundo cambiante, por lo que la adquisicio´n de ima´genes y su pro-
cesamiento debe ser realizado acorde al tiempo requerido de ejecucio´n. Adema´s,
es necesario realizar un agarre de objetos cuyas caracterı´sticas no se conocen total-
mente a priori, ya sea el modelo completo del objeto o su posicio´n.
En este capı´tulo se propone una estrategia visual que aborda estas limitaciones
para tareas de agarre en ambientes tanto interiores como exteriores, donde el cono-
cimiento del mundo que le rodea y del objeto con el que interaccionar es reducido.
Una vez identificado el objeto, debe realizar el agarre para la tarea a desarrollar. En
este tipo de entornos semiestructurados se suelen hacer ciertas suposiciones para
reducir la complejidad del espacio para el agarre y manipulacio´n de objetos, ya
que incluso en entornos no estructurados existe informacio´n significativa que pue-
de ser explotada por el robot. La estrategia propuesta en este escenario tiene como
premisa este criterio basa´ndose en te´cnicas que explotan cualquier conocimiento a
priori del objeto en ambientes humanos y se centran en caracterı´sticas perceptuales
de la tarea especı´fica [60]. Por ello, se abordan ciertos enfoques caracterı´sticos en
tareas de agarre de robots mo´viles para simplificar este escenario poco estructura-
do.
En la mayorı´a de los enfoques de percepcio´n se explota una restriccio´n natural
del espacio: los objetos esta´n generalmente sobre planos, ya sean horizontales o
verticales, lo que se conoce en ingle´s con el te´rmino tabletop. Hay situaciones en las
que la escena no contiene un plano fundamental y en su lugar esta´ compuesta por
mu´ltiples planos en diferentes orientaciones. La tarea de interaccionar con objetos
que se encuentran sobre superficies planas es bastante comu´n para robots mo´viles
[113], por lo que la determinacio´n de estructuras planas en la escena es una fa-
se fundamental de la estrategia propuesta. Este planteamiento es bastante comu´n
a otros entornos con nube de puntos 3D [75, 115]. Por ello, en este escenario se
contempla la interaccio´n con objetos sobre superficies planas pero al ser un robot
mo´vil no se conoce previamente do´nde se encuentran estas superficies respecto al
robot.
En cuanto al objeto, el escenario bajo estudio considera que ciertas caracterı´sti-
cas del objeto con el que interaccionar son conocidas pero no contempla el co-
nocimiento previo del modelo ni su posicio´n encima de la superficie plana. Para
solventar esta falta de conocimiento a priori la estrategia propuesta se basa en ex-
traccio´n de caracterı´sticas de color y forma. En este u´ltimo caso buscando formas
primitivas que componen el modelo del objeto. Esta premisa se ha elegido tenien-
do en cuenta la efectividad demostrada de este tipo de enfoques en entornos no
estructurados para el agarre de objetos [116].
Por otra parte, en entornos semiestructurados y dina´micos la percepcio´n tiene
que hacer frente a una gran cantidad de informacio´n adquirida por diversos sen-
sores. La existencia de mu´ltiples sensores es comu´n debido a que el robot es mo´vil,
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por lo que el sistema hardware de visio´n debe funcionar en ambientes interiores
y exteriores, adema´s de facilitar la informacio´n necesaria tanto para navegacio´n
como para tareas de agarre. Se ha comprobado que el uso de ca´maras este´reo junto
con esca´ner la´ser 2D giratorio es adecuado para percepcio´n 3D en este tipo de es-
cenarios [117, 118]. Debido a las caracterı´sticas de cada sensor se ha comprobado
que para obtener un sistema robusto y eficaz es recomendable la fusio´n de los da-
tos para combinar las ventajas de ambos sensores [119]: la precisio´n en la medida
de la distancia y la informacio´n de color. Por tanto, el sistema propuesto de per-
cepcio´n 3D explotara´ al ma´ximo las caracterı´sticas de ambos sensores, integrando
la informacio´n procedente de ellos.
Las fases de la estrategia propuesta de percepcio´n combinando informacio´n
procedente del la´ser 2D y la ca´mara este´reo se explican en detalle en la Seccio´n 5.2.
En este bloque se explicara´ co´mo controlar las incertidumbres en la posicio´n del
objeto y la orientacio´n dentro del espacio de trabajo del robot para que pueda ser
agarrado de forma fiable. Para validar la estrategia propuesta se ha escogido un
contexto robo´tico de rescate con un nivel de complejidad elevado debido tanto al
entorno como a los requisitos de tiempos de ejecucio´n por enmarcarse en la com-
peticio´n mundial DARPA Robotics Challenge (DRC). Dicho contexto se detallara´ en
la Seccio´n 5.3 y se validara´ mediante pruebas experimentales relacionadas con la
tarea de manipulacio´n de la competicio´n en el entorno de simulacio´n. Finalmente,
tras evaluar los resultados, en la Seccio´n 5.5 se recopilara´n las conclusiones sobre
la estrategia visual propuesta para el escenario bajo estudio de entornos interiores
y exteriores poco estructurados.
5.2. Estrategia Propuesta
La estrategia propuesta de percepcio´n visual para acciones de agarre en este
entorno tiene en cuenta que un robot mo´vil se desplaza por un ambiente interior
o exterior hasta llegar a la zona donde tiene que realizar la tarea de interaccionar
con un objeto. Para lograr dicha accio´n de manera auto´noma y sin colisionar con
obsta´culos, el robot debe ser capaz de identificar y localizar los diferentes objetos
relevantes en el espacio de trabajo.
Como se comento´ en la seccio´n anterior, este tipo de robots habitualmente dis-
ponen de ca´mara este´reo y un esca´ner la´ser para poder abarcar la percepcio´n 3D
tanto para navegacio´n como agarre y manipulacio´n. El enfoque propuesto explo-
ta las capacidades de cada sensor por separado para buscar en conjunto el mejor
resultado. Para ello es necesario que la nube de puntos procedente de la ca´mara
este´reo y de los escaneos del la´ser este´n calibrados para minimizar la diferencia en
las zonas superpuestas y que la informacio´n redundante no genere ambigu¨edad.
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En este caso, se parte del supuesto que ya esta´n calibrados debido a que la posicio´n
de ambos dispositivos en el robot es conocida teniendo en cuenta los datos de la
Unidad de Medida Inercial, IMU, (Inertial Measurement Unit) integrada en el robot.
Debido a la complejidad estructural del entorno, la estrategia empleada se basa
en las pautas establecidas para reducir la dificultad en entornos poco estructura-
dos. Concretamente explota las caracterı´sticas conocidas a priori del objeto en am-
bientes humanos y se centra en obtener aspectos claves del objeto ası´ como de la
tarea especı´fica a realizar [60]. Por tanto, se especifican una serie de premisas para
abordar el entorno. La primera es que la estrategia propuesta se centra en tareas
de agarre de objetos sobre planos, concretamente sobre una mesa o una pared. Es-
to es debido a que la tarea de interaccionar con objetos que se encuentran sobre
superficies planas es bastante comu´n en estos entornos, como se vio en la seccio´n
anterior. En segundo lugar, de entre las posibles formas ba´sicas, se focaliza en ob-
jetos cilı´ndricos ya que son bastante comunes en objetos realizados por el hombre
[120].
Teniendo en cuenta estas premisas, el sistema propuesto de percepcio´n consta
de varios pasos (Fig. 5.1).
1. Preprocesamiento: la nube de puntos del esca´ner la´ser contiene informacio´n
del entorno hasta varias decenas de metros para disponer de la informacio´n
3D necesaria para desplazarse por el espacio libre evitando los obsta´culos.
Sin embargo, para tareas de agarre so´lo se necesitan los puntos de la escena
que se encuentran a corto alcance, por tanto, se filtran los escaneos eliminado
los puntos distantes innecesarios.
2. Segmentacio´n (remarcado en amarillo en Fig. 5.1): la nube de puntos 3D fil-
trada se analiza para encontrar los puntos que conforman un plano 3D. La
mesa se considera el plano horizontal dominante sobre el suelo y la pared es
el plano vertical ma´s cercano a la mesa. Para calcular la trayectoria de aga-
rre libre de colisiones, se an˜aden tanto la mesa como la pared al mapa de
colisiones.
3. Deteccio´n (remarcado en verde en Fig. 5.1): se analizan los datos de profun-
didad mediante un detector de objetos sobre un plano, considerando tanto
la mesa como la pared. De esta forma, se eliminan los puntos que esta´n fue-
ra del a´rea de proyeccio´n de los planos y los restantes se agrupan en obje-
tos individuales denominados clusters. Cada cluster se encierra en una caja
delimitadora o bounding box que contendra´n objetos candidatos con los que
interaccionar.
4. Reconocimiento (remarcado en rosa en Fig. 5.1): en esta fase se integran los
datos recibidos de la ca´mara este´reo debido a que la informacio´n de color es
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clave. Para ello, se filtra la nube de puntos de color y profundidad (RGB-D)
generada por la ca´mara este´reo teniendo en cuenta las cajas delimitadoras
del bloque anterior. Debido a que las caracterı´sticas conocidas del objeto de
intere´s son reducidas se explotan caracterı´sticas intrı´nsecas del mismo, como
la forma y el color, proporcionando suficiente informacio´n para reconocer el
objeto de intere´s de la tarea especı´fica.
5. Estimacio´n de posicio´n 6D (remarcado en naranja en Fig. 5.1): una vez que el
objeto ha sido reconocido, sus coordenadas se calculan con respecto al frame
de las coordenadas globales del robot.
Figura 5.1: Diagrama general del sistema de percepcio´n propuesto para el entorno mixto semies-
tructurado bajo estudio.
En las pro´ximas subsecciones se explicara´ detalladamente cada bloque.
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5.2.1. Preprocesamiento: Filtrado
El robot mo´vil debe poder desplazarse sin colisiones hasta el a´rea de trabajo pa-
ra la tarea de agarre. Para resolver los problemas de localizacio´n se suele emplear el
enfoque Simulta´neo de Localizacio´n y Mapeo, Simultaneous Localization and Map-
ping, (SLAM) [121] u otros me´todos de discretizacio´n que mejoran el rendimien-
to computacional, como los basados en un modelo probabilı´stico tridimensional
usando a´rboles de decisio´n [122]. En estos casos habitualmente se utilizan esca´ne-
res la´ser para obtener la informacio´n 3D de la escena debido a la alta precisio´n
y fiabilidad de las mediciones. Se pueden utilizar tanto esca´neres la´ser 3D como
2D. Sin embargo, debido al alto coste de los primeros, suelen emplearse esca´neres
la´ser 2D giratorios para poder obtener mediciones en todos los planos en lugar de
so´lo donde esta´ posicionado [123]. De esta forma, se obtiene la medicio´n 3D de
los obsta´culos a diferentes alturas, pudiendo detectar por ejemplo tanto las patas
como la superficie de una mesa.
Teniendo en cuenta esta informacio´n de la escena, el robot se desplaza hasta
el a´rea de trabajo. Una vez que alcanza la superficie plana donde se encuentra el
objeto con el que interaccionar, el robot se para. En este punto es donde comienza la
estrategia propuesta, ya que para recibir informacio´n 3D consistente para el agarre
se considera que el robot no esta´ en movimiento.
En esta primera fase, la te´cnica propuesta recoge durante un determinado tiem-
po varios escaneos del la´ser giratorio para combinarlos en una sola nube de puntos.
Posteriormente, se filtra esa nube teniendo en cuenta el espacio de trabajo reque-
rido por el robot, eliminando los puntos distantes de dicha a´rea. Esto es debido a
que para agarrar y manipular objetos so´lo se necesitan los puntos de las zonas que
se encuentran al alcance del brazo robo´tico. Esta distancia debe poder ser configu-
rada teniendo en cuenta el rango de movimientos del brazo. Adema´s, este bloque
puede adaptarse fa´cilmente a un esca´ner la´ser 3D debido a que so´lo tendrı´a que
suprimirse la fase de combinar escaneos.
La gran ventaja de este bloque es que permite trabajar en las siguientes fases
con la informacio´n 3D exclusivamente necesaria para la tarea de agarre, dismi-
nuyendo dra´sticamente los tiempos de procesamiento al trabajar con un reducido
nu´mero de puntos.
5.2.2. Segmentacio´n
Debido a los buenos resultados obtenidos en el escenario del capı´tulo anterior,
la nube de puntos 3D filtrada, procedente del esca´ner la´ser, se segmenta usando
RANdom Sampling Consensus (RANSAC) [73]. El me´todo empleado se basa en la
misma te´cnica, encontrando los puntos de la nube que conforman un plano 3D y
calculando el modelo de regresio´n planar que mejor encaje con el subconjunto.
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Posteriormente, se selecciona el soporte plano horizontal 3D dominante sobre
el suelo, cuya envolvente convexa de puntos se identificara´ como la mesa en la
que se apoyan los objetos [75]. Adema´s, el plano vertical ma´s cercano a ella se
selecciona como pared. Para calcular la trayectoria de agarre sin chocarse con otros
objetos, se an˜aden tanto la mesa como la pared al mapa de colisiones.
En esta etapa no es posible utilizar la informacio´n procedente de la ca´mara
este´reo debido a que no se puede suponer que la pared y la mesa tengan suficien-
te textura. Por esto, para entornos con poca textura la informacio´n 3D dada por
la ca´mara este´reo es poco robusta debido a la dificultad de encontrar entre dos
ima´genes de color zonas de correspondencia sin ambigu¨edad.
5.2.3. Deteccio´n
En este bloque de deteccio´n de objetos candidatos, al igual que en el escenario
del capı´tulo anterior, se analizan los datos de profundidad mediante un detector
de objetos sobre una superficie plana, denominado en ingle´s table top object detector.
El concepto es similar al desarrollado por Rusu et al. [16] en el que extrae agrupa-
ciones de puntos sobre una mesa y elimina aquellos que esta´n fuera de la caja que
engloba la mesa. En este caso, la superficie plana a considerar es tanto vertical
como horizontal por lo que el algoritmo de deteccio´n propuesto engloba:
Eliminacio´n de informacio´n fuera de la mesa y de la pared: los puntos que
esta´n fuera de un prisma en torno al plano son eliminados.
Clusterizacio´n: usando distancias euclı´deas con un determinado umbral, los
puntos restantes cuyas proyecciones caen dentro de la envolvente convexa
correspondiente a la mesa o a la pared se agrupan en objetos individuales
denominados clusters. Las agrupaciones de puntos que son demasiado pe-
quen˜as o no tocan ni la mesa ni la pared se eliminan.
Ca´lculo de la caja delimitadora mı´nima: cada cluster se encierra en una caja
delimitadora o bounding box, conteniendo objetos candidatos para la tarea de
agarre. Para ello se calcula el centro de gravedad del cluster tomando el pro-
medio de todos los puntos y teniendo en cuenta una serie de valores mı´nimos
y ma´ximos en las coordenadas XYZ.
Esta fase tambie´n considera la posibilidad de que la mesa este´ pegada a la pa-
red. De esta forma, se consideran que son objetos encima de la mesa o de la pared
segu´n su proyeccio´n y la localizacio´n ma´s cercana del cluster al plano horizontal o
vertical.
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5.2.4. Reconocimiento
Tras la deteccio´n de varios objetos candidatos es necesario reconocer el objeto
de intere´s para interaccionar con e´l. Debido a que no se conoce el modelo completo
del objeto ni su taman˜o, se plantea una te´cnica que utilice un descriptor de objeto
que combine color y forma. Se escogen estas propiedades intrı´nsecas ya que no
varı´an con el taman˜o y peso del objeto. En este u´ltimo caso se buscan formas ba´si-
cas en lugar de un modelo completo del objeto, debido a que el nivel de compleji-
dad del entorno semiestructurado se reduce por ser ma´s fa´cil obtener informacio´n
sobre formas ba´sicas. La ventaja de esta integracio´n es que se amplı´a el abanico de
posibles objetos a reconocer ya que se pueden buscar tanto objetos de una forma
ba´sica con diferente taman˜o, de un determinado color, entre dos zonas de colores
diferentes, etc.
Como ejemplo de objeto cotidiano se ha utilizado el cilindro como forma ba´sica
a reconocer ya que puede relacionarse con una amplia lista de objetos comunes en
el a´mbito humano [120]. Cabe destacar que esta fase podrı´a ser extensible a otras
formas ba´sicas como cubos, esferas y prismas, como han abordado otros autores
con me´todos similares basados en muestreo aleatorio [124].
En este bloque es necesario explotar la informacio´n de color por lo que se tra-
baja con la nube de puntos generada por la ca´mara este´reo. Para ello se toma de la
fase anterior la caja delimitadora de cada cluster candidato y se seleccionan aque-
llos puntos de color y profundidad (RGB-D) que esta´n dentro de los lı´mites XYZ
de cada caja. En este paso es crucial que la informacio´n 3D del la´ser y la ca´mara
este´reo este´n correctamente calibradas, y que se este´ evaluando una zona comu´n
del campo de visio´n de ambos sensores. De esta forma, se integran en el proceso
las dos nubes de puntos, utilizando el escaneo la´ser filtrado para estimar planos y
objetos candidatos, cuya caja delimitadora se emplea para filtrar la nube de puntos
RGB-D generada por la ca´mara este´reo.
Una vez que se tiene la nube de puntos RGB-D de los candidatos a ser objeto de
intere´s se obtienen sus caracterı´sticas de color y forma segu´n el siguiente proceso:
Color: es necesario realizar un paso previo de segmentacio´n por crecimiento
de regiones basada en color (color-based region growing segmentation) [125] so-
bre cada conjunto de nube de puntos RGB-D filtrada. De esta forma se puede
comprobar si en un cluster existen varias zonas de colores diferentes. Esta fa-
se permite encontrar un objeto de un determinado color o situado entre dos
zonas de colores diferentes. El proceso de crecimiento de regiones (Region
Growing Process) es similar al euclı´deo de la clusterizacio´n. En este caso, en
lugar de comparar las normales y la curvatura de los puntos, se compara el
color. Para buscar los vecinos ma´s cercanos de cada punto RGB-D tambie´n se
utiliza un a´rbol kd (k-dimensional). Este tipo de a´rboles son una estructura
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de datos que organiza los puntos en un espacio de k dimensiones. En este
algoritmo, el primer paso es que las regiones con una pequen˜a diferencia en
media entre los colores se fusionan, teniendo en cuenta un umbral. En segun-
do lugar, las agrupaciones que son ma´s pequen˜as que un taman˜o mı´nimo se
fusionan con sus vecinos.
Forma: se realiza una segmentacio´n y deteccio´n de una forma cilı´ndrica sobre
la nube de puntos bajo evaluacio´n. Para ello, se calcula el modelo del cilin-
dro que mejor encaje con el subconjunto mediante RANSAC [73], aplicando
la bu´squeda de los puntos de la nube que conforman un cilindro. El objeto
quedara´ definido por el eje de orientacio´n, un punto del eje y el radio del
cilindro. Este ajuste es bastante comu´n para detectar objetos con estructuras
geome´tricas comunes, por ejemplo, detectando una taza mediante el ajuste
de un modelo de cilindro. Para dar mayor flexibilidad a la estrategia, no se
ponen restricciones respecto a co´mo se encuentra el eje del cilindro respecto
al plano.
El descriptor obtenido con informacio´n de color y forma proporciona la infor-
macio´n suficiente para reconocer al objeto de intere´s, buscando de entre los can-
didatos aquella nube de puntos cuyo valor de similitud sea mayor. La funcio´n
de comparacio´n de coincidencias se implementa evaluando color y forma e inte-
grando los resultados, teniendo como entrada la informacio´n conocida del objeto
a agarrar. Estas caracterı´sticas conocidas se deben especificar junto con la tarea a
realizar.
5.2.5. Estimacio´n de posicio´n 6D
Una vez que el objeto con el que interaccionar ha sido detectado, se calcula su
posicio´n 6D (vector de traslacio´n y cuaternio´n de rotacio´n) con respecto a las coor-
denadas globales del robot. Para ello se tiene en cuenta la caracterı´stica extraı´da
del bloque anterior en relacio´n a su forma. Como se comento´ anteriormente, se
consideran objetos que se pueden aproximar a una forma ba´sica, como el caso de
un cilindro, por lo que su posicio´n y su eje se calculan mediante el modelo de la
forma ba´sica que ma´s se aproxime a la nube de puntos. Para ello se utiliza una
te´cnica probabilı´stica de concordancia entre la nube de puntos y el cilindro ideal
como se ha explicado anteriormente. Teniendo en cuenta que la orientacio´n puede
verse influenciada por la simetrı´a, para el agarre se considera fundamentalmente
la direccio´n de los ejes.
Debido a que no se conoce previamente el peso del objeto, el centro de grave-
dad se considera adecuado como punto inicial de agarre. De hecho, para tareas de
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agarre suele ser habitual tener una serie de agarres predefinidos para formas pri-
mitivas (cubo, esfera, prisma triangular y cilindro). Por este motivo, el punto que
se proporcionara´ para el agarre es el centro de gravedad, la normal respecto a la
superficie plana y la orientacio´n dada por la direccio´n del eje del cilindro.
Una vez explicados los distintos bloques de la estrategia, a continuacio´n se va-
lidara´ en un contexto experimental representativo. Para ello se selecciona un en-
torno donde se tengan que realizar tareas, tanto en interiores como en exteriores,
de interaccio´n con objetos de los que apenas se tiene informacio´n a priori.
5.3. Contexto Experimental
El sistema de percepcio´n desarrollado en este capı´tulo se enmarca en el con-
texto de una competicio´n robo´tica celebrada a nivel mundial denominada DARPA
Robotics Challenge (DRC) [126]. Las tareas de rescate en los desastres, ya sean na-
turales o provocados por el ser humano, conllevan grandes riesgos para la salud
de los operarios, poniendo en peligro su vida por salvar las de otros. El objetivo
del DRC consiste en desarrollar robots terrestres capaces de ayudar a los seres hu-
manos en la realizacio´n de tareas peligrosas, manipulando objetos y escombros en
los escenarios de desastre. Para interactuar con el entorno humano en operacio-
nes de respuesta a desastres, los robots requieren mu´ltiples capas de software y
herramientas que cada equipo tiene que desarrollar. Para evaluar su desarrollo, la
competicio´n DRC tenı´a tres fases:
El Virtual Robotics Challenge (VRC) en Junio 2013: los mejores equipos de esta
competicio´n virtual pasan a las siguientes fases en entornos reales.
La competicio´n DRC preliminar en Diciembre 2013.
La competicio´n DRC final en Junio 2015.
El VRC fue la primera fase de esta competicio´n y consistı´a en controlar en si-
mulacio´n un robot a trave´s de una carrera de obsta´culos realizando un conjunto
de tareas complejas relacionadas con locomocio´n, percepcio´n y manipulacio´n en
un entorno virtual. El equipo SARBOT (Search And Rescue roBOT) 1, compuesto
por la Universidad Carlos III de Madrid, la Universidad Polite´cnica de Madrid,
la Universidad de Alcala´ y el Centro de Automatizacio´n y Robo´tica UPM-CSIC,
participo´ en dicha competicio´n.
Los escenarios del VRC requieren tareas de agarre y manipulacio´n en entornos
poco estructurados, tanto en interiores como en exteriores, por lo que el me´todo
1http://www.sarbot-team.es/
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propuesto proporcionara´ la informacio´n necesaria para ejecutar las tareas. Por tan-
to, es un contexto ideal para validar el sistema de percepcio´n visual tridimensional
desarrollado.
5.3.1. A´mbito de Aplicacio´n
La estrategia propuesta se validara´ en el entorno de simulacio´n de la competi-
cio´n DRC. El Reglamento del VRC [127] indica que un robot humanoide debe ser
capaz de resolver tres tareas representativas de los retos a superar en los entornos
reales. Cada una de las tareas se desarrolla en un determinado escenario simulado,
como se puede ver en la Fig. 5.2.:
1. Conduccio´n de un vehı´culo por una carretera salvando los obsta´culos que
encuentre: el robot debera´ caminar una corta distancia, subirse al vehı´culo,
conducir a una velocidad inferior a 16 km/h, bajarse del vehı´culo y caminar
hacia la meta.
2. Locomocio´n por un terreno irregular de diversa complejidad: el robot debe
salir de la zona inicial y seguir un determinado circuito que contempla su-
perficies planas, con cuestas, lodo y escombros.
3. Conexio´n y manejo de una manguera: el robot debe salir de la zona inicial
y dirigirse hacia una mesa donde se encuentra la manguera. Esta tarea se
puede descomponer en cuatro subtareas:
Agarrar y levantar la manguera.
Transportarla hasta la tuberı´a de la pared.
Conectar la manguera a la tuberı´a.
Girar la va´lvula de agua situada en la pared.
Para cada tarea hay 5 rondas de un ma´ximo de duracio´n de 30 minutos, dando
lugar a 15 pruebas en el VRC. En cada una de las rondas las condiciones de estos
escenarios varı´an: friccio´n, luz, posicio´n, dimensio´n de los objetos, etc. Durante la
competicio´n, la simulacio´n se produce en la nube por lo que existe una latencia de
500 ms y para cada ronda se limitan de forma ma´s o menos restrictiva los bits de
subida y bajada.
La evaluacio´n de la estrategia desarrollada en este capı´tulo se va a centrar en
el a´mbito la primera subtarea de la tarea 3, con el objetivo de dotar al robot de la
percepcio´n visual necesaria para agarrar la manguera interpretando el escenario
con los sensores disponibles. Por tanto, la primera meta a alcanzar es la identifica-
cio´n y localizacio´n de los objetos de intere´s del espacio de trabajo, y en particular
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(a) (b) (c)
Figura 5.2: Detalle de los escenarios de las tres tareas VRC. (a) Tarea 1; (b) Tarea 2; (c) Tarea 3.
la manguera y su conector. Segu´n las especificaciones, la manguera se modela con
un ma´ximo de diez segmentos rı´gidos. Sin embargo, su peso, su rigidez, el taman˜o
de la rosca, y el dia´metro del mango del conector de la manguera pueden variar en
las diferentes rondas de la competicio´n, lo que significa que son para´metros que
no se conocen a priori.
En la tercera tarea del VRC (Fig. 5.2c), la manguera se encuentra sobre una
mesa, mientras que el tubo vertical y la va´lvula esta´n en una pared. Por lo tanto, se
cumple la restriccio´n fı´sica mencionada de la ubicacio´n de los objetos en entornos
humanos sobre planos.
A continuacio´n se detallara´ ma´s en detalle la configuracio´n empleada para la
competicio´n.
5.3.2. Configuracio´n
Todos los equipos compiten en simulacio´n con el mismo robot denominado
Atlas (Fig. 5.3), desarrollado por Boston Dynamics, Inc. para este desafı´o, y basado
en un robot humanoide anterior denominado Petman. El robot tiene 2 brazos con
manos de la compan˜ı´a Sandia National Laboratories, dos piernas y un torso. En
total tiene 28 grados de libertad, Degrees Of Freedom DoF, (6 en cada extremidad, 3
en el torso y 1 en el cuello), y 4 DoF en cada mano. El robot real mide 2,25 metros
y pesa 150 kg.
El Atlas esta´ equipado de varios sensores: una ca´mara este´reo y un la´ser de ran-
go en su cabeza, una unidad de medida inercial (Inertial Measurement Unit, IMU)
de 3 ejes para la odometrı´a, sensores de fuerza en los pies y mun˜ecas, de esfuerzo
en cada unio´n y sensores ta´ctiles en las manos. La cabeza del sensor del robot es
el modelo MultiSense-SL [28] (Fig. 5.4) de la compan˜ı´a llamada Carnegie Robots,
siendo sus caracterı´sticas las siguientes:
Ca´mara este´reo: rango desde 0.4 metros (m) hasta 18 m. Resolucio´n de pro-
fundidad: ± 0.31 milı´metro (mm) a 1 m; ± 30.00 mm a 10 m.
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(a) (b) (c)
Figura 5.3: Robot Atlas. (a) Robot real (cortesı´a de Boston Dynamics); (b) Modelo del robot Atlas
en Gazebo; (c) Robot Atlas en simulacio´n en el escenario de la tarea 3.
(a) (b)
Figura 5.4: Cabeza sensora del robot Atlas. (a) Real; (b) Simulada en Gazebo.
La´ser: rango desde 0.1m hasta 30m. Precisio´n: ± 30mm@<10m; ± 50mm@>10
m.
El robot Atlas y los escenarios esta´n simulados en en elDARPA Robotics Challen-
ge Simulator (DRCSim), una plataforma de co´digo libre (open-source) hecha sobre el
entorno de Gazebo 2 bajo el middleware Robot Operating System (ROS) [100]. El soft-
ware de simulacio´n de los sensores de la cabeza esta´ disponible en DRCSim. El
terreno y los objetos que constituyen el entorno esta´n disponibles como archivos
SDF world.
2http://gazebosim.org/
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La Fig. 5.5 muestra el entorno de computacio´n del VRC, donde el DRCSim se
ejecuta en la nube desde un ordenador dedicado. Durante cada ronda se utilizan
cuatro ordenadores en la nube: uno para el simulador, dos para el co´digo y otro pa-
ra el tra´fico de datos [128]. Cada equipo tiene una Unidad de Control del Operador,
Operator Control Unit (OCU) que sirve como estacio´n de control de los comandos
del robot.
Figura 5.5: Diagrama de bloques del entorno de computacio´n del VRC [128].
Los algoritmos se han desarrollado basa´ndose en los implementados en la li-
brerı´a Point Cloud Library (PCL) [76]. Estos algoritmos propuestos han sido encap-
sulados en varios nodos ROS procesando las nubes de puntos procedentes del
la´ser y la ca´mara este´reo en simulacio´n, usando la librerı´a PCL en ROS dentro del
DRCSim. Como herramienta de visualizacio´n 3D del escenario se empleara´ RViz,
disponible para ROS. En este trabajo, se han utilizado las siguientes versiones en
Ubuntu 12.04 (64 bits): ROS fuerte, DRCSim 2.6, Gazebo 1.8 y PCL 1.7.
5.4. Resultados Experimentales
El sistema de percepcio´n propuesto esta´ enfocado a tareas de agarre en entor-
nos complejos dina´micos por lo que se van a validar los algoritmos en el entorno
previsto de la tercera tarea de clasificacio´n del VRC. Como se comento´ en la an-
terior seccio´n, la cabeza sensora del robot Atlas esta´ equipada con un la´ser y una
ca´mara este´reo que proporcionan la nube de puntos 3D a procesar.
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La evaluacio´n de la eficacia de los algoritmos se realiza en dos fases, evaluando
primeramente la estrategia de percepcio´n visual adaptada a la tarea especı´fica y
posteriormente para dos casos de aplicacio´n: agarre de la manguera y en la propia
competicio´n del VRC.
5.4.1. Evaluacio´n de la Estrategia de Percepcio´n Visual Adaptada
al VRC
Para validar la estrategia propuesta y reducir el nivel de desconocimiento se
adapta el sistema de percepcio´n a la tarea concreta a desarrollar. Para ello, aunque
no se conoce el modelo completo de los objetos durante la competicio´n, se tiene
en cuenta todo el conocimiento previo disponible del espacio de trabajo (Fig. 5.6a)
[127]:
La manguera descansa sobre una mesa, estando formada por varios segmen-
tos rı´gidos blancos, un conector de color azul terminando en una boquilla
roja de rosca. Todo ello con forma cilı´ndrica.
El nu´mero de elementos rı´gidos de la manguera puede variar hasta un ma´xi-
mo de 10. Adema´s, el radio del cilindro puede tambie´n ser distinto a lo largo
de la competicio´n.
El color entre el conector y el resto de la manguera siempre sera´ diferente,
aunque puede variar entre las diferentes rondas de la tarea.
La manguera puede estar colocada sobre la mesa de una forma diferente a la
mostrada.
La tuberı´a y la va´lvula se situ´an sobre la pared. Los colores de ambas son rojo
y verde, respectivamente.
Por tanto, la estrategia de percepcio´n 3D desarrollada se evalu´a comprobando
la eficacia en la deteccio´n del conector de la manguera ası´ como su posicio´n, pro-
porcionando un mapa de colisiones para asegurar en los casos de aplicacio´n que
el robot puede realizar el movimiento por una zona libre de obsta´culos. Para ello,
tambie´n se dara´ la posicio´n de la va´lvula y la tuberı´a en el caso de estar en el campo
de visio´n.
Para probar el algoritmo de percepcio´n para agarre, el robot se inicializa en
una posicio´n predefinida en la que se garantiza que puede alcanzar el a´rea de
trabajo. La cabeza del sensor se posiciona, mediante los actuadores del cuello, para
inspeccionar la mesa. El sistema de coordenadas de referencia sera´ el dado por
la pelvis del robot, disponiendo de todas las transformadas necesarias al origen.
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(a) (b)
Figura 5.6: El espacio de trabajo de la tercera tarea del VRC. (a) Captura de pantalla del mundo de
Gazebo desde diferentes puntos de vista; (b) Nube de puntos del la´ser de rango girando durante 10
segundos, visualizado en RViz.
Teniendo en cuenta estas premisas, a continuacio´n se detallara´ cada una de las
fases de la estrategia propuesta adaptada al contexto experimental, evaluando el
resultado obtenido.
El la´ser comienza a girar una vez que el robot esta´ en la posicio´n prefijada, y
con la cabeza orientada hacia el espacio de trabajo (Fig. 5.6a). Para obtener una
nube de puntos cartesiana de coordenadas 3D (XYZ) se ensamblan los escaneos
del la´ser girando durante 10 segundos (Fig. 5.6b).
Los escaneos del la´ser contienen puntos de la escena hasta distancias de 30 m.
Sin embargo, para tareas de manipulacio´n so´lo se necesitan los puntos de la esce-
na que se encuentran a corto alcance. Por tanto, se filtran los escaneos eliminado
los puntos distantes innecesarios (Fig. 5.7a). La nube de puntos procedente de la
ca´mara este´reo (Fig. 5.7a) y los escaneos filtrados del la´ser (Fig. 5.7c) esta´n calibra-
dos, minimizando la diferencia entre ellos en las zonas superpuestas (Fig. 5.7d).
Como cabı´a esperar, existen deficiencias de la nube de puntos RGB-D en la zona
de la mesa (Fig. 5.7b) debido a su poca textura. Sin embargo, en el caso del la´ser la
nube de puntos es ma´s escasa en algunas zonas por proporcionar un campo ma´s
amplio de visio´n.
La informacio´n filtrada de los escaneos del la´ser se utiliza para la segmentacio´n
de planos (Fig. 5.8a). La mesa se considera el plano horizontal dominante por en-
cima del suelo y la pared se considera el plano vertical ma´s cercano. El resultado
se puede apreciar en la Fig. 5.8b donde los puntos correspondientes a la mesa se
destacan en verde y los de la pared en azul.
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(a) (b) (c) (d)
Figura 5.7: Visualizacio´n de las nubes de puntos 3D procedentes por del la´ser de rango y la ca´mara
este´reo, mostrado en RViz. (a) La nube de puntos filtrada se muestra en naranja, y el escaneo la´ser
completo en blanco; (b)nube de puntos RGB-D de la ca´mara este´reo; (c) nube de puntos filtrada del
la´ser; (d) comparacio´n entre la nube de puntos del la´ser y la ca´mara este´reo.
Una vez que la mesa y la pared son detectadas, los objetos de intere´s se con-
sideran aquellos que se encuentran encima del plano. Siguiendo la estrategia pro-
puesta, se detectan los puntos sobre el plano (puntos blancos de la Fig. 5.8c) y se
agrupan en clusters considerados como objetos candidatos. Para terminar la fase de
deteccio´n se calculan las cajas delimitadoras para todos los objetos detectados en
el espacio de trabajo. En la Fig. 5.9 se muestran dos cajas que contienen las nubes
de puntos correspondientes a la va´lvula y a la manguera. Como se puede apreciar,
la manguera se encierra por completo en una caja delimitadora alineada con el eje
en la parte superior de la mesa. En este punto se pasa a la fase de reconocimiento
del conector.
La manguera esta´ formada por segmentos rı´gidos y el conector. Aunque sus
propiedades pueden variar durante la competicio´n, el color entre el conector y el
resto de la manguera sera´ siempre diferente. El enfoque adoptado en la estrate-
gia propuesta permite reconocer el conector de la manguera en la nube de pun-
tos RGB-D proporcionada por la ca´mara este´reo utilizando segmentacio´n de creci-
miento de regiones basada en color (color-based region growing segmentation).
En esta fase se integran los datos recibidos de la ca´mara este´reo debido a que la
informacio´n de color es clave. Para ello, se filtra la nube de puntos de color y pro-
fundidad generada por la ca´mara este´reo teniendo en cuenta los lı´mites de las cajas
delimitadoras del bloque anterior (Fig. 5.10a). El sistema propuesto utiliza una nu-
be de puntos filtrada para reducir el tiempo de funcionamiento debido a que la
eficiencia de tiempo de co´mputo es un requisito fundamental para la competicio´n
del VRC.
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(a) (b) (c)
Figura 5.8: Visio´n general de la deteccio´n de planos: la nube de puntos filtrada se muestra en
amarillo, la mesa en verde, la pared en azul y los clusters de intere´s en blanco. (a) Detalle de la
nube de puntos filtrada, mesa detectada y pared; (b) Detalle de la mesa y la pared; (c) Detalle de los
clusters de intere´s sobre la mesa y la pared.
Figura 5.9: Estimacio´n de la caja o bounding box que contiene los objetos relevantes del espacio de
trabajo.
Debido a las caracterı´sticas de la ca´mara este´reo, la nube de puntos RGB-D
contiene lagunas y menos informacio´n, existiendo zonas de la manguera sin infor-
macio´n 3D. Por esta razo´n, la manguera ya no aparece completa como en la nube
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de puntos del la´ser sino que los puntos se agrupan en tres unidades individuales
(Fig. 5.10b). Debido a que se tiene que trabajar con la informacio´n de color, se apli-
ca segmentacio´n de regiones coherentes basada en color a la nube RGB-D de cada
unidad. Como resultado de ello, la manguera se segmenta en tres a´reas: elementos
rı´gidos, conector y la boquilla de rosca del conector (Fig. 5.10c).
(a) (b) (c)
Figura 5.10: Detalle de la deteccio´n de la manguera. La nube de puntos verde corresponde a los
puntos pertenecientes a la mesa procedentes de la informacio´n 3D del la´ser. (a) Caja delimitadora
segu´n el la´ser, conteniendo la nube de puntos RGB-D de la ca´mara este´reo; (b) Cajas delimitadoras
segu´n la nube RGB-D; (c) Resultado de la segmentacio´n basada en color a la nube de puntos RGB-
D: mesa (puntos rojos), elementos rı´gidos de la manguera (verde oscuro), conector (beige) y rosca
(rosa).
El conector de la manguera se detecta teniendo en cuenta que es la regio´n azul
que se encuentra entre dos zonas de diferente color (Fig. 5.11a). En este escenario,
el sistema propuesto se ha ejecutado 50 veces, en 48 de las cuales se ha realizado
con e´xito la deteccio´n del conector de la manguera.
Por u´ltimo, se estima la posicio´n del conector. Debido a que la forma 3D de
la manguera puede aproximarse por un cilindro, su posicio´n y su eje se calculan
mediante el modelo del cilindro que ma´s se ajuste a la nube de puntos del conector
de la manguera (Fig. 5.11b). Su eje hace referencia al frame de coordenadas de la
pelvis. Para comprobar la eficacia del enfoque propuesto se ejecutaron 50 ensayos,
logrando 48 detecciones con e´xito del conector de la manguera. Uno de esos casos
experimentales correspondiente a la tasa del 96% de consecucio´n se muestra en
la Fig. 5.12. En dicha figura se puede apreciar en verde el detalle del modelo del
cilindro que ma´s se ajusta a la nube de puntos del conector de la manguera.
Adema´s, para comprobar la robustez de la estrategia propuesta se han hecho
mu´ltiples pruebas cambiando la posicio´n del robot respecto a la mesa (Fig. 5.13a) y
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se ha llevado a situaciones extremas, tirando parte de la manguera al suelo. Como
se observa en la Fig. 5.13b, a pesar de no estar el conector apoyado sobre la mesa,
es detectado correctamente.
(a) (b)
Figura 5.11: Detalle de la estimacio´n de posicio´n del conector. (a) Deteccio´n del cilindro que ma´s se
aproxima al conector de la manguera. El modelo del cilindro calculado se muestra con puntos rojos;
(b) El eje y la posicio´n del centroide del conector respecto al frame de la pelvis del robot.
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Figura 5.12:Detalle de la nube de puntos RGB-D de la manguera y en verde, el modelo del cilindro
que ma´s se ajusta el conector.
(a) (b)
Figura 5.13: Detalle de la deteccio´n correcta del conector en diversas situaciones. (a) Posicio´n del
robot no perpendicular frente a la mesa; (b) Situacio´n extrema en la que parte de la maguera esta´
caı´da de la mesa y el conector no se encuentra directamente apoyado sobre la mesa.
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5.4.2. Caso de Aplicacio´n I: Agarre Mediante una Mano Robo´tica
Para demostrar la fiabilidad de la posicio´n estimada del conector de la man-
guera se realiza de forma representativa un agarre en el escenario simulado de la
tarea 3 del VRC. Como se comento´ anteriormente, el robot debe situarse en una
posicio´n en la que se garantice que puede alcanzar el a´rea de trabajo.
El algoritmo propuesto proporciona la posicio´n del centroide del conector de la
manguera y su eje principal en el plano horizontal. Esta orientacio´n se utiliza para
planificar el agarre por la parte superior del conector a lo largo de dicho eje (Fig.
5.14). El agarre se realiza en tres pasos [129, 130]:
1. Pre-agarre: considerando la forma cilı´ndrica del objeto, se define una posi-
cio´n de pre-agarre para la mano derecha. Las caracterı´sticas de esta posicio´n
son: situacio´n a varios centı´metros por encima de la posicio´n de agarre, con
la orientacio´n segu´n el eje del cilindro y planificacio´n de movimiento libre de
colisiones (Fig. 5.14a).
2. Movimiento reactivo: se deshabilitan las colisiones y el robot mueve el brazo
hacı´a el centroide del conector. Durante el movimiento se monitorizan los
sensores ta´ctiles de la mano para detectar el contacto con el objeto.
3. Agarre: cuando se detecta contacto, el robot agarra el conector. La mano esta´
configurada para agarres cilı´ndricos y los sensores ta´ctiles validan la robustez
del agarre por lo que si se detecta que no es correcto, se abre la mano y se
vuelve a la primera fase de pre-agarre.
Como se puede apreciar, se realiza con e´xito el agarre por la parte superior del
eje principal del objeto (Fig. 5.14c). En el siguiente caso de aplicacio´n se validara´ la
estrategia propuesta directamente en la competicio´n VRC, integrando los algorit-
mos en el sistema completo del equipo SARBOT.
5.4.3. Caso de Aplicacio´n II: Competicio´n en el Virtual Robotics
Challenge (VRC)
Debido a que el contexto experimental se enmarca dentro de la competicio´n
DRC y concretamente en la fase virtual VRC, se evalu´a la efectividad de la estrate-
gia propuesta en la competicio´n. Los entornos donde se compite son variantes tan-
to en apariencia como en tiempos de ejecucio´n ma´ximos y lı´mite de datos transferi-
dos, como se explico´ en el a´mbito de aplicacio´n. Por tanto, el nivel de complejidad
es muy elevado.
SARBOT formaba parte de los ma´s de 100 equipos no financiados inscritos para
acceder al VRC, etiquetados como Track C (Fig. 5.15). Estos equipos del Track C
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(a) (b) (c)
Figura 5.14: Ejemplo de un agarre por la parte superior en torno al eje principal del conector de la
manguera. (a) Posicio´n de pre-agarre; (b) Posicio´n de agarre; (c) Agarre final de la manguera.
procedı´an de centros de investigacio´n y universidades ubicadas la mayor parte
en Estados Unidos pero tambie´n en Japo´n, Reino Unido, Brasil, Me´xico, Polonia y
Espan˜a. Considerando el Track B y C so´lo el 20% de los equipos inscritos lograron
acceder a la competicio´n virtual. En la fase del VRC compitieron 26 equipos de
todo el mundo, siendo SARBOT el u´nico equipo espan˜ol de los 3 equipos europeos
que se clasificaron.
El equipo SARBOT compitio´ durante tres dı´as de Junio de 2013 en el VRC a
trave´s de una herramienta de simulacio´n de entornos degradados en la nube. El
sistema auto´nomo supervisado integraba, para la toma de decisiones, me´todos de
percepcio´n complejos junto con algoritmos de control de movimiento. En este sen-
tido, la estrategia de percepcio´n visual para agarre propuesta en este capı´tulo se
integro´ con el resto de algoritmos desarrollados por los otros grupos de investiga-
cio´n de SARBOT [131]:
Me´todos de percepcio´n del entorno y guiado para navegacio´n mediante la
reduccio´n de un ambiente 3D a un mapa 2D [132].
Algoritmos reactivos de control de locomocio´n para terrenos complejos y
ocluidos [133].
Te´cnicas de agarre y manipulacio´n remotas [134], teniendo en cuenta el sis-
tema de percepcio´n desarrollado en este capı´tulo [130].
La ejecucio´n de las tareas se realizo´ mediante una Unidad de Control del Ope-
rador (OCU) [129]. Esta unidad esta´ centralizada en un ordenador que permite
111
5 CAPI´TULO 5. ENTORNOMIXTO SEMIESTRUCTURADO
Figura 5.15: Tabla resumen de la competicio´n, destacando la fase del VRC. Imagen obtenida del
reglamento de DRC [126].
enviar y verificar la correcta ejecucio´n de los comandos teniendo en cuenta el lı´mi-
te de datos de subida y bajada impuestos por el reglamento de la competicio´n. El
esquema seguido de cliente-servidor se muestra en la Fig. 5.16, donde se dispone
de herramientas ROS tanto en la nube del VRC como en la unidad OCU. La co-
municacio´n se realiza mediante sockets ZeroMQ, que es librerı´a de mensajes que
permite crear complejos sistemas de comunicacio´n de forma sencilla y ra´pida.
Para la tarea de agarre y manipulacio´n, el robot se mueve por el escenario hasta
llegar a una zona cercana a la mesa. Como se puede ver en la parte inferior dere-
cha de la Fig. 5.16, existe una interfaz de navegacio´n muy sencilla que permite
al controlador seleccionar una posicio´n objetivo con el rato´n, destacada con una
flecha verde en dicha figura. El robot genera automa´ticamente una trayectoria y
se mueve dando realimentacio´n visual cuando es requerido. Esta estrategia es de
gran utilidad para percepcio´n a corto alcance, y especı´ficamente para la tarea 3, ya
que permite acercarse a la mesa en una determinada posicio´n tras conocer do´nde
se encuentran los objetos sobre la pared y la mesa. El taman˜o visual del mapa se
dibuja con un taman˜o de cuadrı´cula de 0,2 metros, indicando en negro las a´reas
con obsta´culos (pared y borde de la mesa), en gris las desconocidas y en blanco las
no ocupadas.
Una vez que el robot esta´ cerca de la mesa se dispone de una interfaz de ma-
nipulacio´n (parte inferior izquierda de la Fig. 5.16), so´lo con propo´sitos de visua-
lizacio´n para validar la informacio´n generada automa´ticamente. Como se observa
en la Fig. 5.17, la estrategia propuesta en este capı´tulo, adaptada a este caso de
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Figura 5.16: Esquema del cliente-servidor utilizado para la competicio´n del VRC por el equipo
SARBOT. Imagen adaptada de la Tesis doctoral de Francisco Sua´rez [129].
aplicacio´n, proporciona de forma exitosa y automa´ticamente la posicio´n de los ob-
jetos de intere´s (conector de la manguera, tuberı´a y llave de paso) ası´ como la nube
de puntos correspondiente a cada objeto. Tanto la pared como la mesa se an˜aden
al mapa de colisiones. La interfaz puede mostrar la posicio´n de los objetos, sus
correspondientes nubes de puntos, la posicio´n del robot y su mano, ası´ como las
ima´genes de color de la ca´mara este´reo con una comprensio´n del 5% en jpeg.
Teniendo en cuenta la posicio´n del conector y el rango de alcance del robot, el
controlador decide acercar el robot o ejecutar directamente el agarre de la forma
indicada en el caso de aplicacio´n anterior. Losmensajes recibidos en el OCU para el
control supervisado ocupan en total una media de 20 Kilobytes, siendo el taman˜o
del dato de posicio´n en torno a 240 bytes y las ima´genes en torno a 4795 bytes. Por
tanto, se tiene un control exhaustivo de que´ informacio´n se solicita en cada uno de
los intentos de la tarea para evitar superar el lı´mite impuesto de tra´fico de subida
y bajada.
Durante la competicio´n, cada tarea tiene 5 escenarios diferentes en los que las
condiciones ambientales, posicio´n y caracterı´sticas de los objetos varı´an. Adema´s,
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Figura 5.17: Interfaz de manipulacio´n del cliente corriendo en el OCU, mostrando todos los datos
que se pueden recibir durante la tarea 3 del VRC. Imagen obtenida de la Tesis doctoral de Francisco
Sua´rez [129].
se modifican las restricciones del tra´fico de subida y bajada. Para la tarea 3 se con-
sumio´ entre el 2% y el 55,8% de la cantidad disponible de tra´fico de subida, por
lo que nunca se consumieron todos los bytes disponibles. Hay que tener en cuenta
que en el caso peor el lı´mite era de 14 Kilobytes. Para el tra´fico de bajada se consu-
mio´ para la tarea 3 entre un 2% y 26,6% del total disponible en los 5 intentos. El
caso peor corresponde al lı´mite de 7 MB. Por tanto, se demuestra que la estrategia
de percepcio´n propuesta para el agarre permite proporcionar la informacio´n re-
querida de forma automa´tica y sin tener que recibir apenas realimentacio´n visual,
por lo que la robustez de la te´cnica es elevada.
Tras la competicio´n, de los 26 equipos que participaron en el VRC so´lo 7 de ellos
se clasificaron para la siguiente fase del DRC en entornos reales. Los resultados
oficiales de la competicio´n VRC revelaron que las tareas fueron tan complejas que
4 de los 26 equipos clasificados fueron incapaces de anotar un solo punto durante
los tres dı´as. El equipo SARBOT alcanzo´ el puesto 17, quedando por delante de
equipos con financiacio´n directa de DARPA. Por tanto, se demostro´ que, a pesar de
no haber quedado entre los 7 finalistas, se alcanzo´ una solucio´n robo´tica adecuada
para situaciones de rescate y fa´cilmente adaptable, integrando algoritmos robustos
de manipulacio´n, locomocio´n y percepcio´n, como el propuesto en este capı´tulo
para tareas de agarre.
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5.5. Conclusiones
En este capı´tulo se ha propuesto una estrategia de percepcio´n 3D va´lida tanto
para escenarios poco estructurados en interiores como exteriores. Un contexto ha-
bitual de este tipo de entornos es el de robo´tica humanoide, ya que mientras esta´n
movie´ndose tienen que hacer frente a escenarios complejos y de condiciones am-
bientales cambiantes. La estrategia propuesta se ha validado en un escenario de
rescate debido a que, actualmente es un gran reto que un robot humanoide realice
tareas complejas de manera auto´noma durante un desastre. La estrategia de per-
cepcio´n 3D desarrollada permite que un robot mo´vil sea capaz de hacer frente a
tareas de agarre en estos entornos complejos, donde apenas se tiene informacio´n
del objeto con el que interaccionar ni la escena global.
Para abordar este tipo de escenarios donde apenas se tiene informacio´n previa
se ha explotado cualquier conocimiento a priori del objeto en ambientes humanos,
centra´ndose en las caracterı´sticas perceptuales de la tarea especı´fica [60]. A conti-
nuacio´n se detallan por puntos las conclusiones y principales contribuciones de la
estrategia desarrollada para este tipo de entornos:
Los algoritmos propuestos trabajan con informacio´n de profundidad pro-
cedente de sensores que permiten el correcto funcionamiento del sistema
robo´tico tanto en interiores como en exteriores. La solucio´n explota las ven-
tajas de cada uno de los sensores: la precisio´n en la medida de la distancia
del la´ser y la informacio´n de color de la ca´mara este´reo.
Para reducir la complejidad del escenario, se consideran dos premisas co-
munes en el entorno humano: los objetos de intere´s se encuentran sobre su-
perficies planas y se pueden extraer caracterı´sticas especı´ficas del objeto a
reconocer.
En cuanto a la extraccio´n de caracterı´sticas del objeto con el que interaccionar,
el enfoque se basa en propiedades intrı´nsecas del objeto ya que se considera
que el taman˜o puede variar. Para ello se utiliza la integracio´n de descriptores
de color y forma.
• Respecto al color, se ha explotado al ma´ximo la nube RGB-D generada
por la ca´mara este´reo para realizar una segmentacio´n de crecimiento de
regiones basada en color sobre la nube de puntos. De esta forma, se per-
mite distinguir zonas con colores diferentes que servira´n para el reco-
nocimiento cuando se especifique el objeto al que agarrar. Este enfoque
es pertinente tanto para tareas con un objeto de un determinado color
como para aquel cuyo color es diferente a los de alrededor.
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• En cuanto a la forma, se trabaja detectando cilindros ya que es una forma
ba´sica que puede relacionarse con una amplia lista de objetos comunes
en el a´mbito humano [120]. Este bloque se ha hecho lo suficientemente
global para adaptarse fa´cilmente a otras formas ba´sicas como cuadrados
o esferas.
En cuanto a la validacio´n, se ha comprobado su idoneidad en un contexto
experimental de gran complejidad, como es la competicio´n VRC organizada
por DARPA a nivel mundial. Los resultados experimentales demuestran la
eficiencia del me´todo propuesto de percepcio´n 3D en un tiempo reducido,
requisito indispensable para la competicio´n.
• La estrategia se ha adaptado con e´xito al a´mbito de aplicacio´n de la ta-
rea 3 del entorno de simulacio´n del VRC, consistente en la deteccio´n
del conector de una manguera para conectarlo a una tuberı´a y girar la
va´lvula de agua. La evaluacio´n se ha centrado en la primera subtarea
de dicha tarea, que es localizar el conector de la manguera situada sobre
una mesa.
• El algoritmo desarrollado de percepcio´n permite segmentar con e´xito los
diferentes planos de la escena, detectar la mesa y la pared, ası´ como los
objetos relevantes en el espacio de trabajo. Adema´s, se genera el mapa
de colisiones de la forma correcta.
• Analizando la informacio´n conocida a priori del objeto de intere´s, se ha
establecido como criterio de reconocimiento del conector que, de los ob-
jetos encima de la mesa, es aquel que se encuentra entre dos zonas de
diferente color y cuya forma es cilı´ndrica.
• Se ha detectado el conector con e´xito en un porcentaje superior al 95%
de las pruebas con el robot en una posicio´n inicializada cerca de la mesa.
Por tanto, los criterios de deteccio´n se consideran adecuados.
• La robustez de la deteccio´n ha sido validada tanto en la competicio´n
como con pruebas en situaciones extremas donde el conector apenas
estaba apoyado sobre la mesa.
• Mediante casos experimentales, y en la propia competicio´n del VRC, se
ha demostrado que la posicio´n estimada de la manguera es adecuada
para realizar un agarre fiable.
• Durante la competicio´n se ha comprobado que el conector se detecta
automa´ticamente y de forma correcta, utilizando la mı´nima cantidad de
datos para su validacio´n previa a la ejecucio´n del agarre.
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• Teniendo en cuenta la visualizacio´n de la informacio´n desde la interfaz
de manipulacio´n en el OCU, el filtro aplicado a la informacio´n propor-
cionada es suficiente y adecuado ya que en ninguna de las rondas se ha
sobrepasado la tasa ma´xima de datos de subida y bajada. Por tanto, se
consiguen buenos resultados con la mı´nima informacio´n posible, clave
durante la competicio´n.
• Como u´ltimo punto cabe destacar la integracio´n exitosa de la estrategia
en el sistema global del equipo SARBOT, funcionando correctamente
con los algoritmos de locomocio´n, agarre y navegacio´n.
Tras haber tratado en este capı´tulo y en el anterior estrategias para entornos
mixtos e interiores, respectivamente, en el pro´ximo capı´tulo se abordara´n los pro-
blemas que plantean los exteriores levemente estructurados para las ca´maras de
rango. Debido a ello, se tendra´ que hacer un planteamiento completamente dife-
rente para proponer una estrategia visual que permita detectar objetos en este tipo
de escenarios exteriores.
117


6 CAPI´TULO 6. ENTORNO EXTERIOR LEVEMENTE ESTRUCTURADO
el entorno bajo estudio presenta. La ca´mara utilizada es la PMD CamCube 3.0 de-
bido a su idoneidad para abordar el escenario y cuyas caracterı´sticas se explicaron
en la Seccio´n 2.1.2.2 del Capı´tulo 2.
La deteccio´n de objetos se basa en localizar objetos de intere´s dentro de una
escena [135]. Los algoritmos de deteccio´n suelen utilizar caracterı´sticas extraı´das y
algoritmos de aprendizaje para reconocer instancias de una categorı´a de objetos. El
proceso se complica cuando los objetos o eventos a detectar son mu´ltiples, tienen
formas variables o poco conocidas [136] como ocurre en los entornos semiestruc-
turados. Los enfoques basados en sensores de rango han tenido un gran e´xito en
los u´ltimos an˜os debido a que se puede adquirir la informacio´n 3D en tiempo real,
proporcionando directamente ima´genes de rango o nubes de puntos [137]. Sin em-
bargo, en exteriores las ima´genes suelen ser ruidosas y el entorno es variable en
cuanto a luminosidad [138] por lo que los sistemas de percepcio´n visuales deben
adaptarse a estas condiciones tan adversas y complejas.
Este Capı´tulo recoge en la Seccio´n 6.2 el me´todo general y un razonamiento
adaptado para la deteccio´n de un objeto en exteriores poco estructurados usando
una ca´mara de ToF. Para obtener un criterio de decisio´n automa´tico se propone un
ana´lisis estadı´stico. En cuanto a la validacio´n del sistema propuesto para el esce-
nario bajo estudio, se ha escogido un contexto experimental ae´reo de repostaje en
vuelo cuyas caracterı´sticas se explican en la Seccio´n 6.3. Por u´ltimo, en la Seccio´n
6.4 se evalu´a previamente la influencia de la potencia transmitida, la frecuencia de
modulacio´n y la reflectividad de los objetos para un entorno exterior semiestruc-
turado. Posteriormente, se evalu´an y validan los me´todos propuestos mediante
pruebas experimentales realizadas en un entorno que simula las condiciones bajo
estudio. Por u´ltimo, en la Seccio´n 6.5 se resumen las principales conclusiones del
sistema propuesto y de su validacio´n en un entorno exterior poco estructurado.
6.2. Estrategia Propuesta
Las ima´genes de rango adquiridas en exteriores por la ca´mara PMD muestran
que los valores de profundidad de las regiones de fondo describen tı´picas confi-
guraciones con propiedades estadı´sticas, similar a ruido uniforme. Por otra parte,
el objeto a detectar se percibe como una desviacio´n de un modelo de aleatoriedad
completa. Teniendo en cuenta esta apreciacio´n y que en el entorno semiestructu-
rado se desconoce la forma del objeto a detectar, se propone para este escenario
exterior un sistema basado en la estimacio´n de umbrales de deteccio´n de regiones
homoge´neas con aprendizaje basado en ima´genes de ruido [139].
Dado un conjunto de regiones, el algoritmo de segmentacio´n decide para cada
regio´n si es parte de un objeto o si pertenece al fondo. Esta te´cnica permite eliminar
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todas las regiones que son significativamente similares a un modelo estadı´stico de
ruido. Para la deteccio´n del objeto, con el fin de medir el grado de relevancia de
un evento se introduce una medida directamente relacionada con el nu´mero de
ocurrencias bajo un u´nico criterio: el Nu´mero de Falsas Alarmas (NFA).
El criterio de decisio´n a-contrario para la deteccio´n de objetos en exteriores per-
mite especificar un modelo estadı´stico para el fondo en lugar de modelar el objeto.
Este hecho ha permitido que el me´todo a-contrario haya sido aplicado con e´xito pa-
ra deteccio´n en numerosos campos como el reconocimiento de iris [140], asistencia
en conduccio´n [141], cambio de subpı´xeles en ima´genes de sate´lite [142] y detec-
cio´n de manchas en fondos texturizados [143], entre otros. En el caso del enfoque
a-contrario utilizando el criterio NFA cabe destacar que ha tenido muy buenos re-
sultados en diversos problemas de deteccio´n de objetos en ima´genes [144] y ma´s
recientemente en secuencias de vı´deo [136].
El me´todo de deteccio´n propuesto engloba primeramente la fase de segmenta-
cio´n en regiones homoge´neas con aprendizaje basado en ima´genes de ruido (fon-
do), teniendo en cuenta mu´ltiples para´metros: taman˜o de regiones, distribucio´n
global de los pı´xeles, diferencia de niveles de grises, diferencia de varianzas y con-
traste de la frontera. Por otra parte, la deteccio´n automa´tica de objeto basado en la
estimacio´n de un umbral para el NFA.
Por tanto, en esta seccio´n se va a explicar la teorı´a a-contrario aplicada para la
deteccio´n automa´tica de objetos ae´reos en ima´genes captadas por una ca´mara ToF,
a´mbito de un escenario exterior semiestructurado. En primer lugar, en la Subsec-
cio´n 6.2.1.1 se describe el me´todo general de a-contrario. Posteriormente, en la Sub-
seccio´n 6.2.1.2 se propone la adaptacio´n al escenario bajo estudio. En las siguien-
tes subsecciones, se evalu´a exhaustivamente cada etapa de la estrategia a-contrario
propuesta para el entorno exterior.
6.2.1. Me´todo A-Contrario
6.2.1.1. Principio General de Deteccio´n A-Contrario
La deteccio´n a-contrario se basa en el principio de agrupacio´n perceptual deno-
minado el principio de Helmholtz [144]. Dicho principio explica que los objetos
perceptualmente relevantes se definen como grandes desviaciones de una situa-
cio´n aleatoria. Por lo tanto, el entorno a-contrario requiere un modelo de fondo
aproximado y la incorporacio´n de una o varias medidas relacionadas con el objeto
a detectar. Estos para´metros se combinan para obtener el NFA, que corresponde
con la expectacio´n de un nu´mero de ocurrencias de un determinado evento bajo el
modelo de fondo.
La funcio´n de NFA es una medida indirecta de importancia: un evento es me-
nos probable que sea fondo a menor NFA, y por lo tanto es ma´s probable que
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corresponda al objeto de intere´s. Para tomar dicha decisio´n, se requiere so´lo un
para´metro relacionado con el nu´mero medio de falsas alarmas toleradas, un um-
bral ǫ. Este para´metro tiene una fuerte interpretacio´n estadı´stica, y resulta ser bas-
tante insensible en la pra´ctica ya que la mayorı´a de funciones de probabilidad tie-
nen un comportamiento exponencial.
Sea NFA(E) la expectacio´n del nu´mero de falsas alarmas de un evento E bajo
el modelo de fondo, E es ǫ-significativo si
NFA(E) < ǫ (6.1)
De esta forma, un evento ǫ-significativo es un evento que se espera que ocurra
un nu´mero inferior a ǫ veces de media bajo un modelo de fondo.
6.2.1.2. Estrategia Propuesta de Deteccio´n Automa´tica A-Contrario
Teniendo en cuenta los puntos clave del me´todo general a-contrario explicados
en la Subseccio´n 6.2.1.1, el sistema propuesto de percepcio´n con ca´mara ToF para
deteccio´n de objetos en exteriores engloba dos etapas: segmentacio´n y deteccio´n
automa´tica utilizando el criterio NFA. El entorno a-contrario requiere un modelo
de fondo aproximado y la incorporacio´n de una o varias medidas relacionadas
con el objeto a detectar, por lo que es necesario realizar previamente un estudio
del modelo de fondo y del objeto para obtener los para´metros ido´neos y validar la
estrategia propuesta. Por tanto, en la estrategia propuesta de percepcio´n se llevan
a cabo los siguientes procesos (Fig. 6.1):
Segmentacio´n (remarcado en amarillo en Fig. 6.1): obtencio´n del modelo de
fondo para posteriormente comparar su distribucio´n con la del objeto usando
diversas medidas (centrales y de dispersio´n). Si se pueden considerar distri-
buciones suficientemente diferentes entre las zonas de los pı´xeles de fondo
y del objeto se podrı´a confirmar que la te´cnica propuesta de segmentacio´n
a-contrario es va´lida para esta aplicacio´n por lo que se pasarı´a a la siguiente
etapa.
Deteccio´n (remarcado en verde en Fig. 6.1): para lograr una deteccio´n au-
toma´tica utilizando el criterio NFA es necesario buscar el umbral ǫ ma´s ade-
cuado. Para su eleccio´n, se evalu´an dos criterios de deteccio´n para buscar
aquel que sea ma´s robusto y eficaz en el escenario.
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Figura 6.1: Diagrama general de la estrategia propuesta a-contrario.
6.2.2. Segmentacio´n
6.2.2.1. Obtencio´n del Modelo de Fondo
Para la segmentacio´n a-contrario es necesario elegir un modelo de fondo. Para
ello, se compara la distribucio´n de un conjunto de ima´genes de fondo con distri-
buciones de ruido comunes (blanco, gaussiano...). En la Fig. 6.2 se puede ver el
proceso de obtencio´n de un modelo de fondo. Como se aprecia, para comparar las
distribuciones se utilizan las siguientes funciones:
La Funcio´n de Densidad de Probabilidad (Probability Density Function), PDF.
Para distribuciones discretas, PDF es la probabilidad de observar un valor
particular y tiene dos propiedades teo´ricas:
123
6 CAPI´TULO 6. ENTORNO EXTERIOR LEVEMENTE ESTRUCTURADO
Figura 6.2: Diagrama general de la obtencio´n del modelo de fondo.
• La funcio´n es positiva o cero para cualquier resultado.
• La integral de una funcio´n PDF sobre su rango completo de valores es
uno.
La Funcio´n de Distribucio´n Acumulativa (Cumulative Distribution Function),
CDF. Si f es una funcio´n de densidad de probabilidad para una variable alea-
toria X , CDF de un valor x, es decir F (x), es la probabilidad de observar
algu´n resultado que sea menor o igual que x:
F (x) = P (X ≤ x) =
∫ x
−∞
f(t) dt (6.2)
Una Funcio´n de Distribucio´n Acumulativa tiene las siguientes propiedades:
• El rango de la funcio´n es de 0 hasta 1.
• Si y > x, entonces el CDFy ≥ CDFx.
6.2.2.2. Comparacio´n con la Distribucio´n del Objeto
Las ima´genes ToF en exteriores suelen caracterizarse por ser bastante ruidosas
(Fig. 6.3). En estos casos, los objetos corresponden a regiones con una profundidad
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ma´s regular en la imagen (parte central de la Fig. 6.3). Paramedir esta caracterı´stica
de homogeneidad se suele utilizar la media y la mediana de gradiente ası´ como
la varianza. Por tanto, para la distribucio´n del objeto se estudian las siguientes
medidas caracterı´sticas:
Medidas centrales: sirven para medir los valores centrales, siendo las ma´s
representativas son la media y la mediana.
• Media: se calcula utilizando todos los valores de la variable, teniendo un
resultado u´nico. El problema es que los efectos que sobre ella producen
los valores extremos, muchas veces son poco significativos.
• Mediana: se utiliza especialmente cuando los valores extremos son ex-
cepcionales y cuando los datos esta´n agrupados en clases y las clases
extremas son (al menos una de ellas) abiertas.
Medidas de dispersio´n: proporcionan valores sobre la dispersio´n de los da-
tos respecto de los valores centrales.
• Varianza: la media aritme´tica de los cuadrados de las desviaciones res-
pecto a la media. Es una de las ma´s representativas, siendo su valor
mayor cuanto ma´s grande sea la dispersio´n, y en consecuencia, menos
representativos son los valores centrales.
La varianza se aplica como medida caracterı´stica de la distribucio´n en la ima-
gen de profundidad ya que proporciona directamente informacio´n de contraste.
Por otra parte, la mediana y media se aplican para la imagen de magnitud de gra-
diente ya que se encuentran cambios de la mediana o media evaluando descensos
por gradiente. Esto es debido a que las medidas centrales de una distribucio´n dan
informacio´n sobre ella a partir de los valores medios, pudiendo haber dos distribu-
ciones muy distintas que tengan valores medios similares. Por lo que es necesario
saber en que´ medida los datos nume´ricos esta´n agrupados o no alrededor de los
valores centrales.
Teniendo estos puntos en cuenta, las distribuciones a comparar corresponden
a:
Fondo: se espera una distribucio´n similar a ruido blanco. Se evaluara´ en de-
talle en la Subseccio´n 6.4.2.1.
Objeto a detectar: Para poder realizar una adecuada deteccio´n a partir de la
segmentacio´n a-contrario se emplea la Probabilidad de Falsas Alarmas (PFA)
para la media, mediana y varianza.
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Figura 6.3: Imagen de profundidad adquirida por una ca´mara ToF en exteriores. Se puede apreciar
un objeto en la parte central de la imagen ruidosa.
Si la comparacio´n entre la distribucio´n del fondo y la del objeto es significa-
tivamente diferente, la segmentacio´n a-contrario basada en regiones se considera
va´lida por lo que se puede pasar a la siguiente fase de deteccio´n.
Antes de pasar a la siguiente etapa, se va a explicar a que´ corresponde la imagen
de magnitud de gradiente de la de profundidad, utilizada para las medidas de
mediana y media.
6.2.2.2.1 Imagen de Magnitud de Gradiente
Matema´ticamente, el gradiente de una funcio´n de dos variables (en este caso,
la funcio´n de intensidad de la imagen) es un vector bidimensional para cada pun-
to, cuyos componentes esta´n dados por las primeras derivadas de las direcciones
verticales y horizontales. Para cada punto de la imagen, el gradiente del vector
apunta en direccio´n del incremento ma´ximo posible de intensidad, y la magnitud
del gradiente del vector corresponde a la cantidad de cambio de intensidad en esa
direccio´n. Por este motivo, la imagen de magnitud de gradiente muestra en cada
punto analizado co´mo de abrupto es el cambio, mostrando a su vez si un punto
representa un borde y la orientacio´n a la que tiende ese borde.
La imagen de magnitud de gradiente ha sido calculada usando operadores lo-
cales basados en distintas aproximaciones discretas de la primera y segunda deri-
vada de los niveles de grises de la imagen I. Una vez calculado el vector gradiente
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∇J , se calcula el mo´dulo del mismo obtenido en cada pı´xel de la imagen por lo
que los valores grandes corresponden a pı´xeles del borde o a ruido:
∇J = (Jx, Jy) =
[
∂J
∂x
,
∂J
∂y
]
⇒‖ ∇J ‖=
√
J2x + J
2
y (6.3)
siendo Jx y Jy:
Jx = I ⊗
(
∂
∂x
⊗G
)
= I ⊗Gx; Jy = I ⊗
(
∂
∂y
⊗G
)
= I ⊗Gy (6.4)
Para implementar estas operaciones existen ma´scaras u operadores. En un en-
torno de vecindad 2x2 se usa el operador de Roberts y en el caso de vecindad 3x3
se aproximan por los operadores de Prewitt, Sobel y el de Fre-Chen. En este caso,
la imagen de magnitud de gradiente ha sido calculada usando operadores locales
basados en distintas aproximaciones discretas:
Vecindad considerada 2 x 2: El operador Robert proporciona una imagen
de magnitud de gradiente calculada usando operadores locales basados en
distintas aproximaciones discretas de la primera y segunda derivada de los
niveles de grises de la imagen. El gradiente de cada fila y columna puede
aproximarse por la diferencia de pı´xeles adyacentes de la misma.
Gx =
(
1 0
0 −1
)
Gy =
(
0 −1
1 0
)
(6.5)
Vecindad considerada 3 x 3: El operador Sobel representa una primera apro-
ximacio´n imprecisa del gradiente de la imagen, pero es ra´pido, efectivo y de
calidad suficiente para ser de uso pra´ctico en muchas aplicaciones. Es am-
pliamente usado para deteccio´n de bordes ya que para cada punto muestra
cua´nto de probable es que represente un borde ası´ como la orientacio´n a la
que tiende. E´ste operador utiliza so´lo valores de intensidad en una regio´n
de 3x3 alrededor de cada punto analizado para calcular el gradiente corres-
pondiente, y adema´s utiliza so´lo nu´meros enteros para los coeficientes que
indican la aproximacio´n del gradiente:
Gx =

1 0 −12 0 −2
1 0 −1

 Gy =

 1 2 10 0 0
−1 −2 −1

 (6.6)
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6.2.3. Deteccio´n
Teniendo en cuenta la teorı´a de la Subseccio´n 6.2.1.1, los para´metros relaciona-
dos con el fondo y el objeto para cada regio´n se combinan para obtener el NFA.
Dicho para´metro corresponde con la expectacio´n de un nu´mero de ocurrencias de
un determinado evento bajo el modelo de fondo.
Para elegir un me´todo de deteccio´n a-contrario para el contexto ae´reo usando
ca´maras ToF, se van a estudiar los criterios para la media y varianza. Estos me´to-
dos han demostrado que proporcionan buenos resultados de segmentacio´n de re-
giones coherentes con aprendizaje basado en ruido de fondo [139] y son los ma´s
estudiados en entornos similares [145].
Estos me´todos de deteccio´n se basan en observar a un grupo de pı´xeles adya-
centes en lugar de un u´nico pı´xel. De esta forma, estos me´todos comparan una
regio´n de una imagen (una ventana de taman˜o w) con el cielo, mediante el ana´lisis
de la media o varianza de cada distribucio´n. En el primer caso, el modelo se adapta
a las propiedades de la imagen de magnitud de gradiente de la de profundidad y
en el segundo caso, a las propiedades de la imagen de profundidad en sı´ misma.
Por tanto, se sigue el mismo principio de segmentacio´n que la seccio´n anterior
pero se busca un determinado umbral que permita la deteccio´n automa´tica. De
esta forma, se propone que una regio´n de la imagen es detectada como objeto de
intere´s si existe una ventana de taman˜ow cuyoNu´mero de Falsas Alarmas cumple:
Ana´lisis de la media: NFA(µw) < ǫ (6.7)
Ana´lisis de la varianza: NFA(σ2w) < ǫ (6.8)
En la Fig. 6.4 se puede ver el proceso de deteccio´n, analizando la media o la
varianza de cada regio´n, habiendo calculado previamente un umbral ǫ. Por tanto,
en la fase de evaluacio´n que se vera´ en la Subseccio´n 6.4.3 se profundizara´ en la ob-
tencio´n del umbral necesario para automatizar el proceso. En este caso se obtendra´
por experimentos debido a que por la novedad de esta aplicacio´n no existen unos
umbrales previos que sirvan de referencia.
A continuacio´n se desarrolla en ma´s detalle y de forma teo´rica, esta propues-
ta de deteccio´n y eleccio´n del umbral analizando la media y la varianza de cada
regio´n de la imagen evaluada.
6.2.3.1. Ana´lisis de la Media de la Imagen de Magnitud de Gradiente
Para el ana´lisis de la media, consideramos que el valor del gradiente medio
es menos susceptible a valores atı´picos [145]. De esta forma, el ana´lisis esta´ hecho
basado en dos criterios demagnitud de gradiente a probar, con vecindad 2x2 o 3x3.
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Figura 6.4: Diagrama general del proceso de deteccio´n de objeto y fondo en regiones (ventanas) de
la imagen.
Teniendo en cuenta que la Probability Density Function y la Cumulative Distribu-
tion Function de una distribucio´n normal es:
PDF = f(x, µ, θ2) =
1√
2πθ2
exp−
(x−µ)2
2θ2 (6.9)
CDF =
∫ x
−∞
PDFdt =
1√
2πθ2
∫ x
−∞
exp−
(t−µ)2
2θ2 dt
= φ
(
x− µ
θ
)
=
1
2
erfc
(
−x− µ
θ
√
2
) (6.10)
Siendo φ(x) = 1√
2pi
∫ x
−∞ exp
− t2
2 dt y erfc(x) = 2√
pi
∫∞
x
exp−t
2
dt.
Entonces, debido a que en este caso lo que se quiere medir es cua´nto de bajo
es el gradiente, el PFA se calcula teniendo en cuenta la probabilidad de que una
observacio´n en una distribucio´n normal con media µsky y desviacio´n tı´pica θ, en el
intervalo (−∞, x]. Debido a que el modelo de fondo corresponde a la distribucio´n
empı´rica de la magnitud de gradiente para varias ima´genes del cielo, la media
de la magnitud de gradiente es µsky y la desviacio´n esta´ndar es σsky. Todas las
ventanas de taman˜o w con media µw, y un nu´mero de pı´xeles independientes e
ide´nticamente distribuidos Nindp tienen una desviacio´n tı´pica θindp =
θsky√
Nindp
. La
probabilidad de observar una ventana por casualidad es:
PFA = Pac(µ ≤ µw) ≡ N≤
(
µw, µsky, θ
2
indp
)
PFA =
∫ µw
−∞
PDFdx (6.11)
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Por tanto, el Nu´mero de Falsas Alarmas para la media del gradiente de una
ventana, NFA(µw), es la esperanza del nu´mero de ventanas que tienen una media
ma´s baja que el umbral en una imagen de ruido puro. Se calcula multiplicando
esta probabilidad por el nu´mero de ventanas evaluadas en la imagenMw. De esta
forma, NFA(µw) se define de la siguiente forma:
NFA(µw) = Mw × Pac(µ ≤ µw) (6.12)
Teniendo en cuenta que el teorema del valor central de la teorı´a de la proba-
bilidad, considerando un gran nu´mero de pı´xeles aleatorios independientes de
cada ventana evaluada de la imagen de profundidad, la media de sus magnitu-
des de gradiente deberı´a ser aproximadamente de distribucio´n normal. Entonces,
NFA(µw) se define por:
NFA(µw) = Mw ×N≤
(
µw, µsky,
σsky√
Nindp
)
(6.13)
Donde:
Mw es el nu´mero de ventanas.
N≤ (x, µ, σ) es CDF de una distribucio´n normal con media µ y la desviacio´n
σ se aplica a x.
Nindp es el nu´mero de pı´xeles independientes de cada ventana. De esta forma,
si se eligen ventanas de 20x40, por ejemplo, el nu´mero de pı´xeles por ventana
N es 800. De esos 800, los independientes se calculan teniendo en cuenta la
vecindad de la imagen de magnitud de gradiente Nindp =
N
vecindad
:
Imagen de gradiente 2x2: Nindp =
N
4
(6.14)
Imagen de gradiente 3x3: Nindp =
N
9
(6.15)
Por tanto, NFA(µw) es el nu´mero esperado de ventanas con media µw inferior
al umbral ǫ considerando como modelo de fondo del cielo, por lo que la deteccio´n
se producira´ cuando:
NFA(µw) < ǫ (6.16)
Si se escoge un umbral de 0, 01, quiere decir, que en media, ocurre una falsa
alarma de cada 100 ima´genes.
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Si los valores de PFA son muy pequen˜os, se utiliza el logaritmo neperiano. Esto
es debido a que su interpretacio´n gra´fica es muy clara, por lo que la eleccio´n del
umbral es mucho ma´s sencilla:
ln(NFA(µw)) < ln(ǫ)→ ln(Mw) + ln(PFA(µw)) < ln(ǫ) (6.17)
De esta forma, las ventanas que contienen un objeto deben corresponder a va-
lores negativos del logaritmo de NFA.
6.2.3.2. Ana´lisis de la Varianza de la Imagen de Profundidad
Para el ana´lisis de varianza [139], consideramos la varianza de cada ventana
en la imagen de profundidad. El modelo de fondo considerado corresponde a la
distribucio´n empı´rica de varias ima´genes de profundidad del cielo, por lo que se
considera el cuarto momento µ4 y la varianza σ
2
sky.
El cuarto momento se relaciona con la kurtosis, que representa la elevacio´n o
achatamiento de una distribucio´n, comparada con la distribucio´n normal.
Para todas las ventanas de taman˜o w con varianza σ2w , y un nu´mero de pı´xeles
independientes e ide´nticamente distribuidosNindp,la probabilidad de observar una
ventana por casualidad es:
PFA(σ2w) = Pac(θ
2 ≤ σ2w) ≡ N≤

σ2w, σ2sky,
√
µ4 − (σ2sky)2√
Nindp

 (6.18)
De esta forma, el Nu´mero de Falsas Alarmas NFA(σ2w) para el valor de la va-
rianza de una ventana se obtiene multiplicando esta probabilidad por el nu´mero
de ventanas evaluadas en la imagenMw. Ası´ NFA(σ
2
w) es:
NFA(σ2w) = Mw × Pac(θ2 ≤ σ2w) (6.19)
Teniendo en cuenta el teorema central del lı´mite de la teorı´a de la probabilidad,
la varianza de los pı´xeles de cada ventana evaluada deberı´a ser aproximadamente
normalmente distribuida. Entonces, NFA(σ2w) se define por:
NFA(σ2w) = Mw ×N≤

σ2w, σ2sky,
√
µ4 −
(
σ2sky
)2√
Nindp


= Mw ×N≤
(
σ2w, σ
2
sky, σ
2
sky
√
Ksky − 1√
Nindp
) (6.20)
Donde:
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Mw es el nu´mero de ventanas.
N≤ (x, µ, σ) es la CDF de una distribucio´n normal con media µ y desviacio´n
σ aplicada a x.
µ4 es el cuarto momento de la distribucio´n por lo que µ4 = Ksky(σ
2)2.
Nindp es el nu´mero de pı´xeles independientes de cada ventana, en este caso
N .
Por tanto,NFA(σ2w) es el nu´mero de ventanas esperado que tiene una varianza
σ2w inferior a ǫ en el modelo del fondo del cielo, por lo que la deteccio´n se producira´
cuando:
NFA(σ2w) < ǫ (6.21)
Si los valores de PFA sonmuy pequen˜os, se utiliza el logaritmo neperiano como
se explico´ en el apartado anterior.
6.3. Contexto Experimental
El sistema de percepcio´n que se evalu´a en este capı´tulo se enmarca en el proyec-
to titulado PROSAVE2 (PROyecto de investigacio´n en Sistemas Avanzados para
aViones ma´s Eco-Eficientes), del Programa Nacional Espan˜ol INGENIO 2010, refe-
rencia CENIT-2010-1039. PROSAVE2 tiene como objetivo investigar y desarrollar
nuevas tecnologı´as en el a´mbito aerona´utico a nivel nacional a trave´s de sistemas
ambientales avanzados. El proyecto esta´ especı´ficamente dirigido al desarrollo de
tecnologı´as de futuro para su aplicacio´n en sistemas de actuacio´n avanzada, tre-
nes de aterrizaje, sistemas de reabastecimiento en vuelo, sistemas de generacio´n,
purificacio´n de gases y reaprovechamiento energe´tico.
El escenario bajo estudio permite validar el sistema de percepcio´n propuesto
para deteccio´n de objetos en exteriores, ya que en un entorno real todo estara´ lo
suficientemente lejos por lo que el fondo tendra´ una distribucio´n similar a ruido
excepto el objeto a detectar. El me´todo propuesto busca explotar los mapas den-
sos de profundidad proporcionados por las ca´maras ToF en tiempo real para el
reabastecimiento en vuelo, Aerial Refueling (AR) en ingle´s. De esta forma, el siste-
ma permitira´ obtener informacio´n relevante sobre la posicio´n del receptor en las
operaciones de repostaje con pe´rtiga.
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6.3.1. A´mbito de Aplicacio´n
El repostaje en vuelo, en general, se puede clasificar en dos categorı´as: son-
da y cesta, probe-and-drogue en ingle´s, y pe´rtiga, boom-and-receptacle en ingle´s. El
contexto de este capı´tulo es el segundo me´todo de repostaje (Fig. 6.5), donde un
avio´n cisterna transfiere combustible a otro (receptor) extendiendo un dispositivo
denominado pe´rtiga hacı´a el recepta´culo. La pe´rtiga es un tubo telesco´pico rı´gido
localizado en la parte inferior del avio´n cisterna, mientras que el recepta´culo es
una apertura situada en la parte superior del avio´n receptor.
Hay tres fases durante la operacio´n de repostaje usando pe´rtiga:
1. Acercamiento (Fig. 6.5a). El avio´n cisterna vuela a velocidad y altitud cons-
tante, en direccio´n recta, mientras que el receptor se coloca debajo y por
detra´s del avio´n cisterna, guardando la distancia de seguridad. El operador
del cisterna, extiende la pe´rtiga dirigie´ndolo hacı´a el recepta´culo del receptor.
2. repostaje (Fig. 6.5b). Una vez que la conexio´n se ha realizado, la va´lvula de
la pe´rtiga y la del recepta´culo se abren hidrau´licamente, y el combustible se
empieza a transferir mediante su propulsio´n por bombas.
3. Separacio´n. Cuando el combustible necesario ha sido transferido completa-
mente, las va´lvulas se cierran y la pe´rtiga se desconecta y se retrae, desha-
ciendo el receptor la formacio´n.
Para un posicionamiento preciso de los aviones en un sistema de repostaje en
vuelo, varios me´todos han sido considerados [146] como sensores basados en ra-
dar, sistemas de visio´n tanto pasivos como activos y Sistema de Posicionamiento
Global,Global Positioning System (GPS). Sin embargo, tienen ciertas limitaciones de-
bido a su poca fiabilidad en ciertos ambientes (como por ejemplo, baja cobertura
o condiciones de visibilidad adversas). Adema´s, las tecnologı´as basadas en visio´n
pierden informacio´n debido al mapeo de los puntos 3D a planos de imagen 2D.
Por ello, debido a las limitaciones que presentan otros sistemas, este escenario es
adecuado para evaluar y validar la estrategia propuesta para deteccio´n de objetos
en exteriores.
6.3.2. Configuracio´n
Teniendo en cuenta las caracterı´sticas te´cnicas de las ca´maras de profundidad
ToF del Capı´tulo 2, las ma´s adecuadas para las aplicaciones exteriores son PMD
CamCube [35] [44] y 3D Flash LIDAR [147]. La tecnologı´a 3D Flash Lidar era de
reciente aparicio´n durante el contexto de PROSAVE2 y demasiado especı´fica, por
lo que la ca´mara ToF utilizada para validar el sistema de percepcio´n propuesto es
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(a) (b)
Figura 6.5: Ejemplo de repostaje mediante pe´rtiga. (a) Fase de acercamiento. El avio´n receptor vuela
por detra´s del avio´n cisterna (foto de U.S. Air Force tomada por Tech. Sgt. Mark R. W. Orders-
Woempner). (b) Fase de repostaje. Un avio´n cisterna durante el proceso de respotaje a otro avio´n
(foto tomada por Tech. Sgt. Jacob N. Bailey, U.S. Air Force/Released).
la ca´mara PMD CamCube 3.0. Como se comento´ en la Seccio´n 2.1.2.2.3, el rango
ma´ximo sin ambigu¨edad del sensor esta´ limitado a la mitad de la longitud de onda
de modulacio´n, λmod, debido a que la sen˜al es perio´dica. Adema´s, hay que tener en
cuenta que la energı´a de la luz disminuye con el cuadrado de la distancia al objeto.
La ca´mara PMD CamCube por defecto, esta´ preparada para abarcar comoma´ximo
7 metros usando dos mo´dulos de iluminacio´n en interiores (Fig. 6.6a), pero tiene
una gran ventaja que es su fa´cil adaptacio´n a las especificaciones requeridas segu´n
su uso.
En el escenario bajo contexto se requiere abarcar distancias de hasta 30 metros
pero se comprobo´ que la ca´mara PMDCamCube en exteriores no permitı´a apreciar
objetos a distancias superiores a 6 metros. Por tanto, para el a´mbito de aplicacio´n
es necesario bajar la frecuencia de modulacio´n y adema´s, incrementar el nu´mero
de fuentes de iluminacio´n a la configuracio´n ba´sica. La compan˜ı´a PMDTechnolo-
gies GmbH proporciono´ el software necesario para poder modificar la frecuencia
de modulacio´n de la ca´mara desde 40 hasta 0,1 MHz, pero en fase experimental.
Para la eleccio´n del nu´mero de mo´dulos adicionales se tuvo en cuenta que los
desarrolladores de PMDTec alcanzaron distancias superiores a 35 metros con 8W
(8 mo´dulos de iluminacio´n) en una aplicacio´n con vehı´culos en exteriores [40].
Por tanto, para poder abarcar el rango de distancias requerido en exteriores,
se ha utilizado una ca´mara PMD CamCube 3.0 con los siguientes componentes
adicionales, que se muestran en la Fig. 6.6b:
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(a) (b)
Figura 6.6: La ca´mara PMD CamCube 3.0: (a) Configuracio´n ba´sica con dos mo´dulos de ilumi-
nacio´n. (b) Configuracio´n usada en este escenario, con el hardware adicional an˜adido teniendo en
cuenta el contexto bajo evaluacio´n.
Mo´dulos de iluminacio´n: 7 mo´dulos de iluminacio´n en total (7W de poten-
cia de iluminacio´n). Para la integracio´n de estos mo´dulos se ha an˜adido un
splitter que proporciona una sen˜al diferencial de bajo voltaje apropiada para
cada unidad de iluminacio´n.
Filtro: se ha an˜adido delante del sensor un filtro que so´lo permite pasar las
longitudes de onda comprendidas entre 800 y 900 nm. De esta forma se evita
que las medidas se vean afectadas por radiaciones IR que no corresponden a
la longitud de onda de la sen˜al IR emitida de 870 nm.
6.4. Resultados Experimentales
En esta seccio´n, se evalu´a el sistema de percepcio´n propuesto a trave´s de resul-
tados experimentales. Como se menciono´ en el apartado anterior, debido a las ca-
racterı´sticas del contexto se tuvo que adaptar la ca´mara PMDCamCube an˜adie´ndo-
le hardware adicional.
Debido a la novedad del uso de este tipo de ca´maras para exteriores, y su con-
figuracio´n experimental, para poder validar el sistema propuesto se ha evaluado
en dos fases la segmentacio´n. Primeramente se ha comprobado co´mo afectan los
para´metros te´cnicos en la pra´ctica a las medidas de rango y por tanto, a la seg-
mentacio´n. Posteriormente, en la Subseccio´n 6.4.2 se evalu´a la distribucio´n de los
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pı´xeles de fondo y del objeto para validar la te´cnica de segmentacio´n a-contrario
propuesta. Por u´ltimo, se evalu´a el algoritmo de deteccio´n automa´tico para verifi-
car la robustez del sistema propuesto de percepcio´n en exteriores.
6.4.1. Fase I de Evaluacio´n de Segmentacio´n: Influencia de Para´me-
tros Te´cnicos sobre las Ima´genes de Rango
Para abordar la estrategia propuesta para deteccio´n de objetos en exteriores,
en la Subseccio´n 6.4.1.1 se analizan primeramente en detalle los datos que propor-
ciona la ca´mara en exteriores mediante diversos casos pra´cticos. Posteriormente,
teniendo en cuenta la influencia de los para´metros te´cnicos en las ima´genes de
rango tomadas en exteriores, en la Subseccio´n 6.4.1.2 se evalu´an los para´metros
ma´s limitantes para un entorno similar al escenario bajo contexto.
En ambos casos se evaluara´ el algoritmo de segmentacio´n comu´n para este tipo
de ca´maras, basado en filtrado por amplitud, cuyos resultados se estudiara´n en
detalle teniendo en cuenta los diversos para´metros que influyen. Por u´ltimo, se
realizara´ una comparativa preliminar entre una te´cnica de segmentacio´n cla´sica y
a-contrario.
6.4.1.1. Casos Pra´cticos en Exteriores
El entorno donde se han desarrollado las pruebas de esta subseccio´n ha sido la
azotea del edificio Betancourt del campus de Legane´s de la Universidad Carlos III
de Madrid (UC3M). La zona ofrece un entorno exterior sin obsta´culos, y expuesto
a la luz directa del sol, como se puede apreciar en la Fig. 6.7, por lo que es un lugar
adecuado para realizar las pruebas requeridas.
En esta fase se han realizado los ensayos que se especifican a continuacio´n, cuya
explicacio´n detallada se muestra en los pro´ximos apartados:
Influencia del material utilizado en el alcance ma´ximo del sistema.
Evaluacio´n del alcance ma´ximo en funcio´n de la potencia de iluminacio´n,
desde 1W hasta 7W.
Influencia del a´ngulo de inclinacio´n del objeto a evaluar.
Ana´lisis de los datos de profundidad para proponer el me´todoma´s adecuado
de deteccio´n automa´tica.
Para estas pruebas se ha usado la ca´mara PMD CamCube 3.0 con la configura-
cio´n comentada en la Seccio´n 6.3.2 (7 mo´dulos de iluminacio´n y un filtro paso de
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Figura 6.7: Imagen de la zona de ensayos en la azotea de la UC3M.
banda delante del sensor), cuya configuracio´n se muestra en la Fig. 6.8. Las ima´ge-
nes de 200x200 pı´xeles han sido adquiridas a 40 Frames Por Segundo (FPS) y a un
tiempo de integracio´n de 2500 µs o 500 µs, segu´n el caso. El resto de caracterı´sticas
empleadas han sido las de por defecto de la ca´mara, mostradas en la Tabla 2.3.
6.4.1.1.1 Influencia de la Reflectividad en el Alcance Ma´ximo de Deteccio´n
En la Seccio´n 2.1.2.2.7 se explico´ que la reflectividad de los objetos influye en la
cantidad de luz recibida en el sensor, y por tanto, en la distancia ma´xima a la que
pueden ser vistos por una ca´mara ToF. Hay estudios previos [49] sobre la influen-
cia de la reflectividad de los objetos en la medida de distancias con las ca´maras
ToF, donde se ve que ciertos materiales provocan problemas de saturacio´n o de lu-
minosidad, ası´ como exceso de ruido, siendo la informacio´n de medida ma´s de´bil.
Para comprobar la influencia del material en el alcance, en este ensayo se han
utilizado tres placas rectangulares demateriales con reflectividad diferente (deme-
nor a mayor: carto´n, poliestireno y metal). Se han utilizado todos los mo´dulos de
iluminacio´n (7W) y se ha alejado cada objeto hasta la distancia ma´xima donde eran
detectados por la ca´mara ToF, conservando las condiciones de trabajo entre expe-
rimentos. En la Fig. 6.9 se muestran los resultados, y como cabı´a esperar, a mayor
reflectividad mayor distancia ma´xima de deteccio´n:
ρcarton < ρpoliestireno < ρmetal
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Figura 6.8: La ca´mara PMD CamCube 3.0 usada en este escenario, con el hardware adicional
an˜adido teniendo en cuenta el contexto bajo evaluacio´n.
ddmax carton < ddmax poliestireno < ddmaxmetal
ddmax carton = 19m; ddmax poliestireno = 22m; ddmaxmetal = 24, 5m
Las ima´genes de profundidad que se muestran a la izquierda de la Fig. 6.9, son
el resultado de aplicar un filtrado semiautoma´tico tras la captura. La secuencia de
filtros utilizada es un umbral sobre la amplitud (elegido manualmente), un filtro
de mediana, y un filtro morfolo´gico de apertura 5x5 para eliminar las estructuras
demasiado pequen˜as y aquellos valores espu´reos.
6.4.1.1.2 Alcance Ma´ximo Frente a Potencia de Iluminacio´n
Para poder abarcar las distancias requeridas en el contexto bajo estudio se han
an˜adido mo´dulos de iluminacio´n a la configuracio´n ba´sica de la ca´mara PMD
CamCube, como se comento´ previamente. En esta seccio´n se evalu´a la distancia
ma´xima a la que se puede detectar un objeto segu´n la potencia de la fuente emiso-
ra de luz.
Para comprobar el ma´ximo alcanzable en funcio´n de la potencia de la ilumina-
cio´n se ha considerado como caso de referencia un poste de aluminio. Este objeto
esta´ constituido por un material dotado de gran reflectividad a 870 nm, como se
observa en la Fig. 2.13b. Para otros materiales con peor reflectividad se ha compro-
bado en la seccio´n anterior que la distancia ma´xima de alcance se reduce.
Se ha partido de 1W de potencia iluminadora (un mo´dulo de iluminacio´n) y se
ha ido aumentando la potencia de uno en uno hasta 7W, es decir, activando mo´du-
los de iluminacio´n hasta que todos estuviesen funcionando. Para cada potencia, el
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(a) (b)
(c) (d)
(e) (f)
Figura 6.9: Distancia ma´xima de deteccio´n de tres objetos con distinta reflectivida, a la izquierda
se muestran las ima´genes de profundidad y a la derecha las de color: (a)-(b) caja de carto´n; (c)-(d)
placa de poliestireno; (d)-(e) placa meta´lica.
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Figura 6.10: Gra´fica de potencia de iluminacio´n frente a la distancia ma´xima a la que se detecta el
poste de aluminio. Se ha considerado el uso desde 0 hasta 7 mo´dulos de iluminacio´n.
objeto se ha ido alejando de la ca´mara y se han grabado los datos en la posicio´n
ma´s alejada en la cual el objeto es detectado. El poste de aluminio se ha podido
apreciar con todos los mo´dulos activos hasta una distancia de 24,5 metros.
En la Fig. 6.10 se muestra la gra´fica que representa la relacio´n entre potencia de
iluminacio´n y distancia ma´xima de deteccio´n del objeto a evaluar, en este caso un
poste de aluminio.
Para hallar la funcio´n que expresa la relacio´n entre potencia de iluminacio´n y
distancia se ha recurrido a la funcio´n polyfit de Matlab [148]. Teniendo en cuen-
ta que existen 8 datos (considerando tambie´n el valor para 0W), el polinomio de
mı´nimos cuadrados de grado 7 que mejor se ajusta a los datos es:
p(x) = 0, 0008x7−0, 0238x6+0, 30955−2, 1276x4+8, 2331x3−18, 1586x2+24, 2667x
(6.22)
140
6.4. RESULTADOS EXPERIMENTALES
Cada uno de los casos comentados en la Fig. 6.10 se pueden apreciar en la Fig.
6.11-6.13 donde se muestran las ima´genes de amplitud y profundidad tras aplicar
un filtro en funcio´n de un umbral de amplitud (elegido manualmente).
6.4.1.1.3 Influencia del A´ngulo de Inclinacio´n
En la Seccio´n 2.1.2.2.7 se explico´ que la reflectividad de los objetos influye en
la cantidad de luz recibida en la direccio´n del sensor, y por tanto, en el alcance
ma´ximo al que pueden ser vistos por una ca´mara ToF. El rayo que incide sobre el
objeto se reflejara´ con un a´ngulo igual al incidente de tal forma que si el objeto
esta´ paralelo al plano del sensor, la onda se refleja en la direccio´n del sensor por
lo que llega todo lo reflejado. Pero si el objeto no esta´ paralelo al plano del sensor,
la onda reflejada puede no llegar al sensor (en funcio´n del a´ngulo y de la distan-
cia del objeto). Este efecto es determinante en objetos con reflexio´n especular (por
ejemplo, espejos) ya que en objetos con reflexio´n difusa, la onda se refleja en varias
direcciones por lo que parte de la luz puede llegar al sensor.
Se puede observar este efecto en las ima´genes de la Fig. 6.14, donde se muestra
una placa meta´lica a unos 14,5 metros colocada paralela al sensor, con un a´ngulo
de inclinacio´n de 10º y de 20º, aproximadamente. A pesar de tener una reflecti-
vidad alta, se observa como a medida que se va girando se pierden los datos de
profundidad, debido a la reflexio´n especular con un a´ngulo de incidencia distinto
de 0º. Si se mantiene la placa meta´lica perfectamente paralela al plano del sensor,
se han conseguido abarcar distancias de hasta 31 metros, como se puede observar
en la Fig. 6.15 con diversos tiempos de integracio´n.
Las ima´genes de profundidad de las Fig. 6.14 y Fig. 6.15 son el resultado de
aplicar un filtrado semiautoma´tico tras la captura. La secuencia de filtros utiliza-
da es un umbral sobre la amplitud (elegido manualmente), un filtro de mediana,
y un filtro morfolo´gico de apertura 5x5 para eliminar las estructuras demasiado
pequen˜as y aquellos valores espu´reos.
6.4.1.1.4 Segmentacio´n Basada en Filtrado de Amplitud
Cada pı´xel del sensor detecta tanto intensidad como distancia por lo que la
ca´mara proporciona, como se comento´ en la Subseccio´n 2.1.2.2.2, una imagen de
intensidad, amplitud y rango en tiempo real. La precisio´n de la distancia para cada
pı´xel depende de diversos factores externos (luz del sol y/o condiciones clima´ticas
extremas) y propiedades de la escena (reflexiones mu´ltiples, a´ngulo de inclinacio´n
de la luz sobre el objeto a evaluar, su acabado y composicio´n). Estas fluctuaciones
causan ruido, como se ha podido observar en las secciones anteriores donde en
exteriores la ca´mara produce ima´genes de profundidad brutas que son difı´ciles de
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(a) (b)
(c) (d)
(e) (f)
Figura 6.11: Ima´genes de evaluacio´n de un poste de aluminio, a la izquierda se muestran las ima´ge-
nes de profundidad en funcio´n de un umbral de amplitud y a la derecha las de amplitud: (a)-(b) 1
W y 429 de amplitud; (c)-(d) 2W y 649 de amplitud; (d)-(e) 3W y 809 de amplitud.
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(a) (b)
(c) (d)
(e) (f)
Figura 6.12: Ima´genes de evaluacio´n de un poste de aluminio, a la izquierda se muestran las ima´ge-
nes de profundidad en funcio´n de un umbral de amplitud y a la derecha las de amplitud: (a)-(b) 4
W y 629 de amplitud; (c)-(d) 5W y 920 de amplitud; (e)-(f) 6W y 650 de amplitud
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(a) (b)
Figura 6.13: Ima´genes de evaluacio´n de un poste de aluminio, a la izquierda se muestran las ima´ge-
nes de profundidad en funcio´n de un umbral de amplitud y a la derecha las de amplitud: (a)-(b) 7W
y 567 de amplitud.
usar directamente. Por este motivo, primeramente se ha evaluado la segmentacio´n
de un objeto eliminando los pı´xeles con amplitud baja, ya que como se dijo en la
Subseccio´n 2.1.2.2.2 del Capı´tulo 2, la imagen de amplitud indica la fiabilidad de
los valores de distancia.
Por lo tanto, para minimizar el ruido en una imagen de profundidad adquirida
en un entorno al aire libre, el filtrado esta´ndar se basa en ignorar aquellos pı´xeles
cuyo valor esta´ por debajo de un determinado umbral de amplitud, y la adicio´n
de un filtro de mediana [149]. De esta forma, los objetos con buena reflectividad o
cercanos producira´n valores de amplitud altos, mientras que los objetos lejanos (es
decir, el cielo) o con baja reflexio´n se vera´n afectados por el ruido dando lugar a
regiones de profundidad no uniformes y con baja amplitud.
En las ima´genes de exterior grabadas durante los ensayos (dı´as diferentes y
con condiciones de iluminacio´n distintas), se observo´ que un umbral u´nico permi-
te eliminar la mayorı´a de los pı´xeles de fondo en todos los casos, como se puede
comprobar en las ima´genes de la Fig. 6.16. En ambos casos, un umbral de 500 per-
mite eliminar la mayorı´a de los pı´xeles de fondo. Si este resultado se combina con
un filtro mediano de taman˜o 3x3, el cielo y los edificios del fondo son eliminados
en ambos casos.
Sin embargo, se detectan dos limitaciones en este me´todo:
1. No es demostrable, al menos con los ensayos realizados en la azotea, que un
solo umbral sea suficiente para todos los casos que se pueden presentar en
un entorno real.
2. Las zonas del objeto a evaluar que tienen un material poco reflectante, un
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(a) (b)
(c) (d)
(e) (f)
Figura 6.14: Evaluacio´n de los datos de profundidad en relacio´n al a´ngulo de inclinacio´n de una
placa meta´lica respecto al sensor. A la izquierda se muestran las ima´genes de profundidad con un
filtrado semiautoma´tico y a la derecha las de amplitud: (a)-(b) a´ngulo de 0º; (c)-(d) a´ngulo de 10º;
(d)-(e) a´ngulo de 20º.
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(a) (b)
Figura 6.15: Ima´genes de profundidad con filtrado automa´tico de la placa meta´lica a 31 metros y
perfectamente paralela al plano del sensor: (a) tiempo de integracio´n de 500 µs y 299 de amplitud;
(b) tiempo de integracio´n de 2500 µs y 950 de amplitud.
a´ngulo de incidencia demasiado grande, o simplemente lejanas, pueden tam-
bie´n tener una amplitud baja, comparable con la del fondo. Esto se puede
observar en el suelo de la Fig. 6.16a-6.16c.
6.4.1.2. Escenario Bajo Contexto
En la Subseccio´n anterior se ha comprobado que con las modificaciones incor-
poradas a la ca´mara PMD CamCube 3.0 se consigue abarcar distancias de hasta 31
metros, pero el alcance ma´ximo de deteccio´n depende del acabado y la composi-
cio´n del objeto a detectar, ası´ como el a´ngulo de inclinacio´n de la luz sobre el objeto
a evaluar.
Teniendo en cuenta estos resultados, para validar la tecnologı´a ToF en un con-
texto ae´reo es necesario realizar ensayos en condiciones similares a las reales. De-
bido a que este tipo de entorno experimental no existe en la universidad se recogie-
ron ima´genes para la deteccio´n automa´tica en las instalaciones de Airbus Military
- EADS en Getafe (Madrid, Espan˜a). En sus instalaciones se encuentra una plata-
forma disen˜ada para la evaluacio´n de todos los para´metros y posibles escenarios
durante el proceso de repostaje en vuelo con pe´rtiga. El edificio esta´ equipado con
una maqueta a taman˜o real de una pe´rtiga ası´ como de una plataforma hidra´ulica
sobre la que se situ´a el recepta´culo (Fig. 6.17).
La ca´mara estaba montada en el primer piso del edificio, orientada para obser-
var el recepta´culo desde la plataforma. En la Fig. 6.18 se puede ver una vista a color
del objeto ae´reo bajo estudio ası´ como las ima´genes de profundidad, intensidad y
amplitud de la escena adquiridas por la ca´mara en una sola captura.
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(a) (b) (c)
(d) (e) (f)
Figura 6.16: Evaluacio´n del filtrado en amplitud en ima´genes de profundidad tomadas en la terraza:
(a)-(c) dı´a soleado; (d)-(f) dı´a nublado. Imagen de profundidad bruta (izquierda), filtrada con un
umbral sobre la amplitud (centro), y con un filtro mediano adicional (derecha).
Las ima´genes del recepta´culo en movimiento fueron adquiridas en condiciones
de luz variables (luz solar directa con sol y nubes). El objeto reproducı´a movimien-
tos verticales y horizontales, variando su orientacio´n para simular las maniobras
de repostaje en vuelo mediante una pe´rtiga.
6.4.1.2.1 Alcance Ma´ximo
Debido a que el material del recepta´culo tiene menor reflectividad que la placa
meta´lica de la seccio´n anterior, cabe esperar que la distancia ma´xima alcanzable
sea inferior a los 31 metros abarcados. Tras diversas pruebas en exteriores y mo-
viendo el recepta´culo a diversas posiciones se pudo comprobar que el recepta´culo
se puede apreciar hasta una distancia aproximada de 15 metros con 7 mo´dulos de
iluminacio´n activos. A distancias inferiores a 11 metros, el recepta´culo, incluso en
situaciones adversas de luminosidad, es claramente identificable en la mayor parte
de las ima´genes de profundidad (Fig. 6.19) y amplitud (Fig. 6.20)).
El aumento del nu´mero de mo´dulos de iluminacio´n activos amplı´a considera-
blemente el rango de trabajo y el margen demaniobras, ya que con dosmo´dulos de
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Figura 6.17: Escenario de pruebas: (izquierda) Entorno experimental de Airbus Military - EADS
en Getafe (Madrid) [150]; (derecha) Detalle del recepta´culo bajo estudio.
Figura 6.18: Objeto ae´reo bajo estudio. De izquierda a derecha se muestra una vista a color, y pos-
teriormente las ima´genes adquiridas de la escena con la PMD CamCube: profundidad, intensidad y
amplitud.
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Figura 6.19: Ima´genes de profundidad del recepta´culo en movimiento a unos 11 metros de distancia,
desde una posicio´n perpendicular al suelo a una paralela a e´l.
iluminacio´n so´lo se podı´an abarcar distancias inferiores a 6 metros en las mejoras
condiciones climatolo´gicas.
6.4.1.2.2 Segmentacio´n Basada en Filtrado de Amplitud
Como se observo´ en el apartado anterior, en las ima´genes de exterior grabadas
en la terraza durante los ensayos, los pı´xeles de fondo (correspondientes al cielo y
a edificios) se eliminaban utilizando un solo umbral sobre la imagen de amplitud
y un filtro mediano de taman˜o 3x3. Sin embargo, se detectaban dos limitaciones en
cuanto a la eleccio´n de un umbral u´nico general y el bajo valor que tenı´an algunos
pı´xeles de materiales poco reflectantes.
En el caso de las ima´genes adquiridas del recepta´culo, aplicando un umbral
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Figura 6.20: Ima´genes de amplitud del recepta´culo en movimiento a unos 11 metros de distancia,
desde una posicio´n perpendicular al suelo a una paralela a e´l.
u´nico de amplitud y un filtro mediano de taman˜o 3x3, quedan patentes las dos li-
mitaciones comentadas en la seccio´n anterior. Este efecto se puede comprobar ob-
servando la Fig. 6.21, correspondiente a una secuencia de ima´genes del recepta´culo
parado e incidiendo el sol sobre la zona derecha:
Fig. 6.21e: Se eliminan ciertas partes del recepta´culo, mientras que se ve una
gran parte del fondo.
Fig. 6.21f: Se consiguenma´s datos del recepta´culo que en el caso anterior pero
sigue habiendo informacio´n correspondiente al fondo.
Fig. 6.21g: Todos los pı´xeles del fondo han sido eliminados, pero se han per-
dido datos del recepta´culo en comparacio´n al caso anterior.
Fig. 6.21h: En comparacio´n al resto de casos, se han eliminado una gran can-
tidad de datos del recepta´culo, mientras que au´n siguen existiendo pı´xeles
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(a) (b) (c) (d)
(e) (f) (g) (h)
Figura 6.21: Evaluacio´n del filtrado en amplitud en ima´genes de profundidad del recepta´culo. (a)-
(d) Imagen de profundidad bruta; (e)-(h) Imagen de profundidad filtrada con un umbral de 419
sobre la amplitud y con un filtro mediano adicional.
del fondo.
Por tanto, a la vista de los resultados de los ensayos con el recepta´culo, se des-
carta esta opcio´n para su segmentacio´n, debido a que:
El recepta´culo esta´ hecho de un material poco reflectante, por lo que hay
zonas en las que debido al a´ngulo de incidencia, luz solar, o simplemente
zonas ma´s lejanas, pueden tambie´n tener una amplitud baja, comparable con
la del fondo.
Un solo umbral no es suficiente para obtener resultados o´ptimos de deteccio´n
en todos los casos que se pueden presentar en un entorno real, donde las
condiciones climatolo´gicas y de iluminacio´n son variantes.
Estos efectos se observan en la Fig. 6.22, donde se muestran varias ima´genes del
objeto bajo estudio a una distancia de 11 metros y en movimiento. Se puede obser-
var co´mo hay pı´xeles no va´lidos que pertenecen al cielo, objetos del fondo e incluso
al objeto bajo estudio. El uso de un umbral de amplitud constante como filtrado
de datos no es satisfactorio debido al ruido variable en el a´rea correspondiente al
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(a)
(b)
Figura 6.22: De izquierda a derecha, ima´genes del objeto bajo estudio a una distancia de 11 me-
tros, en diferentes posiciones: (a) Ima´genes de profundidad; (b) Ima´genes de profundidad filtradas
aplicando un umbral a la amplitud, y un filtro de mediana 3x3.
recepta´culo. Esta variacio´n es causada por la baja reflectancia del objeto, la luz in-
cidente y la luz solar, provocando que en algunas ocasiones el objeto apenas se vea
al aplicar un filtrado de amplitud constante (Fig. 6.22b).
6.4.1.3. Comparativa de Te´cnicas de Segmentacio´n
Si se observan las caracterı´sticas de las regiones de fondo en las ima´genes de
rango, se aprecia que los valores de profundidad describen configuraciones con
propiedades estadı´sticas similares a ruido uniforme. Las te´cnicas de segmentacio´n
en regiones pueden solventar los problemas mencionados previamente con el fil-
trado de amplitud, permitiendo separar las zonas que tienen valores coherentes de
las zonas con valores aleatorios de profundidad.
El sistema propuesto tiene en cuenta esta apreciacio´n, proponiendo estimar
umbrales de deteccio´n de regiones homoge´neas con aprendizaje basado en ima´ge-
nes de ruido puro [139]. Esta te´cnica permite eliminar todas las regiones que son
significativamente similares a un modelo estadı´stico de ruido, en este caso un rui-
do uniforme. Este razonamiento es particularmente pertinente para esta aplica-
cio´n, ya que las te´cnicas cla´sicas de segmentacio´n [151] detectan muchas regiones
en las zonas de ruido como se aprecia en la Fig. 6.23.
En dicha Figura se muestra una comparativa de la segmentacio´n realizada con
te´cnicas cla´sicas y a-contrario para mostrar el potencial y eficacia que tiene esta
u´ltima te´cnica para el caso bajo estudio. Para asegurar la compatibilidad con el
algoritmo de segmentacio´n se ha trabajado con las ima´genes de profundidad en
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(a) (b) (c)
(d) (e) (f)
Figura 6.23: Segmentacio´n de ima´genes de profundidad: (a), (d) Ima´genes de profundidad en escala
de grises; (b), (e) Segmentacio´n basado en grafos; (c), (f) Segmentacio´n basada en regiones coheren-
tes.
escala de grises (Fig. 6.23a y Fig. 6.23d).
En el centro, se observa el resultado de un me´todo de segmentacio´n basado
en grafos [151], donde se detectan muchas regiones del fondo.
Con el me´todo de filtrado a-contrario propuesto [139], estas regiones pue-
den ser eliminadas, y so´lo se conservan las regiones significativamente ho-
moge´neas (Fig. 6.23b y Fig. 6.23e).
En el siguiente apartado se va a hacer una evaluacio´n ma´s detallada del me´todo
de segmentacio´n propuesto para lograr un sistema de deteccio´n automa´tico para
el escenario bajo contexto.
6.4.2. Fase II de Evaluacio´n de Segmentacio´n:Me´todoA-Contrario
Para la evaluacio´n del me´todo propuesto de segmentacio´n a-contrario se van a
seguir los siguientes pasos para validar que la te´cnica propuesta es adecuada para
esta aplicacio´n:
Evaluacio´n del modelo de fondo: caracterizacio´n del modelo de fondo para
comprobar si sigue una distribucio´n similar a ruido. Para ello se evalu´a el
histograma del cielo, del ruido blanco uniforme y del gaussiano de media 0,5
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y varianza 0,1. Adema´s, se compara el PDF y CDF del cielo y las distribucio-
nes de tipo normal, valor extremo y uniforme que mejor se aproximan a los
datos.
Comparativa de las distribuciones de fondo y objeto de intere´s: se evalu´a
regio´n por regio´n de la imagen su distribucio´n. Para ello se comparan los
valores normalizados de las varianzas, medias y medianas de cada ventana
de la imagen. Si los valores de las medidas caracterı´sticas de las regiones
de cielo y objeto son significativamente diferentes significa que la te´cnica de
segmentacio´n propuesta es va´lida.
6.4.2.1. Evaluacio´n del Modelo de Fondo
En esta seccio´n se evalu´a y caracteriza la distribucio´n que sigue el cielo o cual-
quier elemento a larga distancia en la imagen de profundidad. Para este estudio,
el entorno donde se captaron las ima´genes es el mismo que el de la Subseccio´n
6.4.1.1.
Las tres ima´genes utilizadas para el ana´lisis han sido capturadas consecutiva-
mente, con una diferencia aproximada de un segundo entre cada captura. Para
comprobar si el cielo sigue una distribucio´n de ruido blanco, en la Fig. 6.24, Fig.
6.25 y Fig. 6.26 se muestran respectivamente los histogramas normalizados de la
regio´n del cielo de cada una de las tres ima´genes. Adema´s de una imagen de ruido
blanco uniforme y otra de ruido gaussiano de media 0,5 y varianza 0,1, generado
mediante rand y wgn de Matlab [148], respectivamente.
Para comprobar la similitud de la distribucio´n del cielo respecto a otras fun-
ciones se ha realizado un fitting con diferentes funciones de distribucio´n propor-
cionadas por Matlab, y mediante el toolbox dfittol. Los resultados de Funcio´n de
Distribucio´n Acumulativa y Funcio´n de Densidad de Probabilidad para el cielo de
la primera imagen se pueden ver en las Fig. 6.27a y 6.27b; para la segunda imagen
en las Fig. 6.27c y 6.27d y para la tercera imagen en las Fig. 6.27e y 6.27f. En todas
ellas se puede observar que las dos funciones que ma´s se aproximan son la normal
y valor extremo.
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Figura 6.24:Histograma de diversas ima´genes: (arriba) cielo de la primera imagen adquirida; (cen-
tro) ruido blanco uniforme; (abajo) ruido gaussiano de media 0,5 y varianza 0,1.
Figura 6.25: Histograma de diversas ima´genes: (arriba) cielo de la segunda imagen consecutiva
adquirida; (centro) ruido blanco uniforme; (abajo) ruido gaussiano de media 0,5 y varianza 0,1.
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Figura 6.26: Histograma de diversas ima´genes: (arriba) cielo de la tercera imagen consecutiva ad-
quirida; (centro) ruido blanco uniforme; (abajo) ruido gaussiano de media 0,5 y varianza 0,1.
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(a) (b)
(c) (d)
(e) (f)
Figura 6.27: Evaluacio´n de la PDF y CDF de una secuencia de tres ima´genes (en orden, de arriba
hacia abajo) y las funciones de tipo normal, valor extremo y uniforme, que mejor se aproximan a los
datos. (Izquierda) PDF de la imagen y las funciones; (Derecha) CDF de la imagen y las funciones.
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Figura 6.28: Resultados por columnas de la evaluacio´n de la distribucio´n del cielo: (arriba) Ima´ge-
nes de profundidad del cielo; (centro) PDF; (abajo) CDF para el cielo, la funcio´n normal, uniforme
y valor extremo ma´s similares.
En la Fig. 6.28 se muestra un resumen de las funciones que ma´s se aproximan
a los datos del cielo de cada imagen: normal, uniforme y valor extremo.
Los para´metros caracterı´sticos de la funcio´n que ma´s se aproxima son los que
se muestran a continuacio´n (cuanto ma´s cercano a 0 sea la probabilidad, ma´s se
parecen las distribuciones):
Primera imagen del cielo:
• Funcio´n normal: media, µ = 0, 5289, y varianza, σ = 0, 2618. Probabilidad =
1, 626458e−165 (usando Chi-square goodness-of-fit test).
• Funcio´n valor extremo: location parameter, µ = 0, 6570 y scale parameter,
σ = 0, 2315. Probabilidad = 6, 761430e−233 (usando Chi-square goodness-
of-fit test).
158
6.4. RESULTADOS EXPERIMENTALES
• Funcio´n uniforme: Probabilidad = 6,114156e−225 (usandoChi-square goodness-
of-fit test.
Segunda imagen del cielo:
• Funcio´n normal: media, µ = 0, 5610, y varianza, σ = 0, 2570. Probabilidad =
1, 976263e−323 (usando Chi-square goodness-of-fit test).
• Funcio´n valor extremo: location parameter, µ = 0, 6837 y scale parameter,
σ = 0, 2154. Probabilidad = 2, 327126e−156 (usando Chi-square goodness-
of-fit test).
• Funcio´n uniforme: Probabilidad = 0 (usando Chi-square goodness-of-fit
test.
Tercera imagen del cielo:
• Funcio´n normal: media, µ = 0, 5479, y varianza, σ = 0, 3004. Probabilidad =
0 (usando Chi-square goodness-of-fit test).
• Funcio´n valor extremo: location parameter, µ = 0, 6931 y scale parameter,
σ = 0, 2511. Probabilidad = 0 (usando Chi-square goodness-of-fit test).
• Funcio´n uniforme: Probabilidad = 3,725821e−199 (usandoChi-square goodness-
of-fit test.
Se puede apreciar, tanto en las gra´ficas como observando los valores de pro-
babilidad, que la funcio´n de distribucio´n de las dos primeras ima´genes se puede
aproximar por una normal o valor extremo. En cambio, la imagen 3 tiene mayor si-
militud con una distribucio´n uniforme. Por tanto, la similitud entre el cielo y otras
distribuciones no es muy notable en todos los casos.
Por todo ello el modelo de fondo se considera como la distribucio´n empı´rica de
una serie de ima´genes de profundidad consecutivas del cielo.
6.4.2.2. Comparativa de las Distribuciones de Fondo y Objeto de Intere´s
Como se ha visto anteriormente, las te´cnicas de segmentacio´n a-contrario per-
miten separar las zonas que tienen valores coherentes de las zonas con valores
aleatorios. Por tanto, es necesario identificar el tipo de distribucio´n que siguen los
pı´xeles de fondo y realizar una comparativa entre las distribuciones de zonas de la
imagen de profundidad correspondientes a pı´xeles de fondo y del recepta´culo. Si
se pueden considerar distribuciones suficientemente diferentes entre ambas zonas
se podrı´a confirmar que la te´cnica propuesta de deteccio´n de un objeto mediante
segmentacio´n a-contrario es va´lida para esta aplicacio´n.
159
6 CAPI´TULO 6. ENTORNO EXTERIOR LEVEMENTE ESTRUCTURADO
Figura 6.29: Ima´genes bajo estudio, siendo las de referencias las superiores: (arriba) Ima´genes de
profundidad 1, 2 y 3; (centro) Ima´genes correspondientes de magnitud de gradiente con vecindad
2x2; (abajo) Ima´genes correspondientes de magnitud de gradiente de Sobel.
Por tanto, como en la subseccio´n anterior se ha caracterizado la distribucio´n
del fondo, en esta subseccio´n se analiza la del objeto de intere´s y ambas se compa-
ran. Para este caso se utilizan tres ima´genes obtenidas en el escenario de la Seccio´n
6.4.1.2, con la PMD CamCube 3.0 y 7 mo´dulos de iluminacio´n observando el re-
cepta´culo en movimiento desde la torre de las instalaciones de Airbus Military. En
la Fig. 6.29 se muestran las tres ima´genes bajo estudio, ası´ como sus correspondien-
tes ima´genes de magnitud de gradiente con vecindad 2x2 y 3x3 (Sobel).
Se han calculado medidas caracterı´sticas de las distribuciones de 50 ventanas
de 20x40 pı´xeles (ancho x alto) de ima´genes 200x200 pı´xeles, asignando a cada
una un nu´mero identificativo (de izquierda a derecha y de arriba a abajo). Se ha
escogido esta dimensio´n de ventana considerando el taman˜o del recepta´culo en la
imagen. De esta forma, como se puede observar en la Fig. 6.30, se recogen todos
los casos posibles de distribuciones a estudiar en las ventanas:
Fondo: como es el caso de las ventanas 1 a 14.
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Figura 6.30: Detalle de las 50 ventanas numeradas, de taman˜o 20x40 pı´xeles (ancho x alto) de una
imagen de profundidad 200x200 pı´xeles.
Recepta´culo: como por ejemplo la ventana 25.
Fondo y recepta´culo: por ejemplo, la ventana nu´mero 34.
Para evaluar la distribucio´n de cada ventana, y de esta forma comprobar cua´n
diferentes son las funciones de zonas de fondo respecto a las correspondientes a
recepta´culo, se han escogido comomedidas caracterı´sticas de las distribuciones las
siguientes:
Varianza de las 50 ventanas de la imagen de profundidad (Fig. 6.31).
Mediana (Fig. 6.32) y media (Fig. 6.33) de cada una de las 50 ventanas en la
imagen de magnitud de gradiente con vecindad 2x2.
Mediana (Fig. 6.34) y media (Fig. 6.35) de cada una de las 50 ventanas en la
imagen de magnitud de gradiente con vecindad 3x3 (Sobel).
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Figura 6.31: Ima´genes bajo estudio: (arriba) Ima´genes de profundidad, mostrando en rojo las 50
ventanas numeradas evaluadas; (abajo) Valores de la varianza de cada una de las ventanas.
Figura 6.32: Ima´genes bajo estudio: (arriba) Magnitud de gradiente 2x2, mostrando en rojo las 50
ventanas numeradas evaluadas; (abajo) Valores de la mediana de cada una de las ventanas.
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Figura 6.33: Ima´genes bajo estudio: (arriba) Magnitud de gradiente 2x2, mostrando en rojo las 50
ventanas numeradas evaluadas; (abajo) Valores de la media de cada una de las ventanas.
Figura 6.34: Ima´genes bajo estudio: (arriba) Magnitud de gradiente de Sobel, mostrando en rojo las
50 ventanas numeradas evaluadas; (abajo) Valores de la mediana de cada una de las ventanas.
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Figura 6.35: Ima´genes bajo estudio: (arriba) Magnitud de gradiente de Sobel, mostrando en rojo las
50 ventanas numeradas evaluadas; (abajo) Valores de la media de cada una de las ventanas.
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Figura 6.36: Valores de varianza de las 50 ventanas evaluadas de la imagen de profundidad, ası´
como valores de la mediana y media de la imagen de magnitud del gradiente 2x2 y 3x3: (arriba)
Imagen 1; (centro) Imagen 2; (abajo) Imagen 3.
Se puede ver el resumen normalizado de las distribuciones anteriores en la Fig.
6.36, donde se puede apreciar que la imagen de magnitud de gradiente con Sobel
no proporciona sustanciales mejoras. Por tanto, para facilitar la visualizacio´n de los
resultados, en la Fig. 6.37 se muestran los valores normalizados de las varianzas
de las ventanas de la imagen de profundidad, la mediana y la media de las de la
imagen de magnitud de gradiente de vecindad 2x2.
Teniendo en cuenta los valores de las medidas caracterı´sticas de las distribucio-
nes de cada ventana, en la Fig. 6.37 se pueden observar los siguientes aspectos:
Las ventanas que engloban pı´xeles correspondientes a cielo tienen unas me-
didas caracterı´sticas similares entre sı´, siendo cercanas al valor 1 cuando se
normalizan.
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Figura 6.37: Valores de varianza de las 50 ventanas evaluadas de la imagen de profundidad, ası´
como los valores de la mediana y media de la imagen de magnitud del gradiente 2x2: (arriba) Imagen
1; (centro) Imagen 2; (abajo) Imagen 3.
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En las ventanas que engloban al recepta´culo se aprecia que los valores de
las medidas caracterı´sticas son inferiores a los del caso anterior, siendo los
valores normalizados cercanos a cero.
La distribucio´n entre ventanas que contienen fondo o recepta´culo es diferente
entre sı´.
Tras evaluar los resultados, se ha podido comprobar que el tipo de distribucio´n
que siguen los pı´xeles de fondo es significativamente diferente a las distribuciones
de las zonas que corresponden a recepta´culo. Por tanto, la te´cnica de segmentacio´n
a-contrario propuesta para esta aplicacio´n se considera va´lida y podrı´a proporcio-
nar resultados satisfactorios. Sin embargo, es necesario evaluar un algoritmo de
deteccio´n automa´tica, cuya comparativa utilizando la media y varianza se mues-
tran en la siguiente seccio´n.
6.4.3. Evaluacio´n delMe´todoA-Contrario deDeteccio´n Automa´ti-
ca
Los resultados de la Subseccio´n anterior han proporcionado un modelo de fon-
do aproximado basado en la distribucio´n empı´rica de una serie de ima´genes de
profundidad consecutivas del cielo. Adema´s, se ha comprobado que su distribu-
cio´n es suficientemente diferente a la de las zonas correspondientes al objeto. Por
tanto, una vez validada la te´cnica de segmentacio´n a-contrario, se procede a deter-
minar de forma experimental el taman˜o y forma de la regio´n a explorar ma´s ido´nea
para establecer el me´todo a-contrario de deteccio´n automa´tico:
Evaluacio´n del me´todo ma´s deteccio´n ma´s eficaz: La comparativa de los re-
sultados obtenidos sobre la deteccio´n correcta o erro´nea de las regiones del
recepta´culo se realiza mediante el ana´lisis de las curvas ROC (acro´nimo de
Receiver Operating Characteristic, o Caracterı´stica Operativa del Receptor). La
eleccio´n de estas curvas se debe a su idoneidad para comprobar la eficacia de
me´todos de deteccio´n a-contrario validada para localizar cambios en ima´ge-
nes de radar [152]. La eleccio´n del criterio se basara´ en seleccionar aquel con
mayor a´rea bajo la curva, siendo el ma´s discriminatorio y por tanto, ma´s cer-
cano al caso ideal de (0, 1).
Evaluacio´n del umbral de deteccio´n automa´tica: Teniendo en cuenta las
pruebas realizadas con las curvas ROC, se elige un umbral ǫ que permita
obtener una tasa de deteccio´n fallida mı´nima. Se buscara´ para ello un com-
promiso entre la tasa de deteccio´n y el nu´mero de falsas alarmas. Se realizan
pruebas experimentales con dicho umbral sobre tres ima´genes de referencia
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para mostrar la idoneidad del criterio escogido. Esta tasa se fija de acuerdo
a un ana´lisis de los resultados debido a que es una forma general de validar
el me´todo en contexto experimental y no se puede fijar de manera intuitiva
[153].
Las curvas ROC constituyen una herramienta muy adecuada para la visualiza-
cio´n del comportamiento de clasificadores [154]. Estas curvas muestran la Tasa de
Verdaderos Positivos o True Positive Rate (TPR) frente a la Tasa de Falsos Positivos
o False Positive Rate (FPR) para varios umbrales, de forma acumulada. Si la curva
se encuentra cerca de la diagonal principal de (0, 0) a (1, 1) significa que el me´to-
do no es adecuado debido a que la proporcio´n de falsos positivos es igual a la de
verdaderos positivos. Por el contrario, una curva ROC con un punto en (0, 1) es el
modelo ideal ya que significa que el me´todo propuesto separa perfectamente posi-
tivos y negativos. El a´rea bajo la curva (AUC, de Area Under the Curve) resume el
comportamiento global. De hecho, el me´todo ideal serı´a aquel cuyo AUC tomara
el valor 1 en todo el rango, considera´ndose ya como razonable a partir de 0,5 [155].
Teniendo en cuenta este criterio, la imagen de 200x200 pı´xeles se divide en 100
ventanas de 20x20 pı´xeles. Se parte de ventanas ma´s pequen˜as para evaluar un
mayor nu´mero en este caso. Observando la imagen de la izquierda de la Fig. 6.38,
26 ventanas contienen objeto por lo que 74 no, siendo estos valores los utilizados
para calcular la tasa de TPR y FPR, respectivamente. Se toma un rango de 101 valo-
res de umbrales, entre 0 y 15 espaciados linealmente, para el ca´lculo de las curvas
ROC. Una vez obtenidas estas curvas se calcula su envolvente convexa para poder
obtener el AUC [155]. Los resultados relacionados con las ima´genes de magnitud
de gradiente son los ma´s cercanos al caso ideal de (0, 1) como se puede apreciar a la
derecha en la Fig. 6.38. De los dos criterios, el ma´s discriminatorio es el de la media
de la imagen de gradiente 2x2 ya que su AUC es mayor, siendo cercano al 95%, y
disminuyendo la FPR casi a cero mucho antes que la TPR empiece a decrementar.
Se repite la misma prueba con 50 ventanas de 20x40 pı´xeles (ancho x alto). En
este caso tambie´n el criterio de decisio´n de la media usando la imagen de magni-
tud de gradiente 2x2 es ma´s robusto, como se aprecia en la Fig. 6.39. La tasa de
falsos positivos es del 17% para una tasa de deteccio´n del 100%, y considerando
aceptable una baja de tasa de deteccio´n fallida, la tasa de falsas alarmas se reduce
al 3% para una tasa de deteccio´n del 95%.
Debido a que las ventanas 20x40 pı´xeles son ma´s adecuadas para el taman˜o del
recepta´culo, como se menciono´ anteriormente, se realiza la eleccio´n del umbral so-
bre este caso ya que, adema´s, la validacio´n sera´ ma´s consistente porque muestra
resultados ma´s restrictivos en las curvas ROC. En las Figuras 6.40 y 6.41 se mues-
tran respectivamente los valores de la media de cada una de las ventanas bajo
estudio, µw, para las ima´genes de magnitud de gradiente obtenidas con vecindad
2x2 y 3x3 de la imagen de profundidad. Se puede apreciar co´mo determinadas
168
6.4. RESULTADOS EXPERIMENTALES
Figura 6.38: Envolventes convexas de las curvas ROC del me´todo a-contrario evaluado con venta-
nas de 20x20 sobre la imagen de la izquierda.
Figura 6.39: Las curvas ROC del me´todo a-contrario evaluado con ventanas de 20x40, mostrando
en naranja su envolvente convexa.
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Figura 6.40: Media de las ventanas 20x40 pı´xeles de la imagen de magnitud de gradiente 2x2 de
un recepta´culo en tres posiciones y orientaciones diferentes.
ventanas tienen una media muy diferente por lo que es necesario establecer un
umbral sobre el NFA para la deteccio´n automa´tica.
Teniendo en cuenta las pruebas realizadas con las curvas ROC, se elije 0, 11
como umbral ǫ para el NFA(µw) usando la medida de la media de la imagen de
magnitud de gradiente 2x2 para la deteccio´n automa´tica a-contrario. Este valor se
ha escogido teniendo en cuenta el rango de umbrales bajo evaluacio´n en las cur-
vas ROC y llegando a un compromiso de baja tasa de deteccio´n fallida frente a
pocos falsos positivos. Se ha aplicado el umbral propuesto sobre tres ima´genes de
referencia para su validacio´n.
La Fig. 6.42 muestra la exitosa deteccio´n automa´tica del recepta´culo en diferen-
tes posiciones y orientaciones usando el me´todo de deteccio´n a-contrario con un
umbral de 0, 11 para el NFA(µw) sobre la imagen de magnitud de gradiente de la
de profundidad. Teniendo en cuenta que los valores de PFA son muy pequen˜os, se
ha utilizado el logaritmo neperiano, como se menciono´ en la Seccio´n 6.2.1.2.
Se puede comprobar en la Fig. 6.43 que, al intentar aplicar la deteccio´n au-
toma´tica del recepta´culo con un umbral prefijado sobre la imagen de magnitud
de gradiente 3x3, no se obtienen resultados exitosos en todos los casos. Esta con-
clusio´n es reflejo de la mayor lejanı´a de la curva ROC del me´todo al caso ideal
mostrada en la Fig. 6.39.
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Figura 6.41: Media de las ventanas 20x40 pı´xeles de la imagen de magnitud de gradiente 3x3 de
un recepta´culo en tres posiciones y orientaciones diferentes.
Figura 6.42: Resultados de deteccio´n automa´tica con un umbral ǫ de 0, 11 para valores de media
de la imagen de magnitud de gradiente 2x2 de un recepta´culo en tres posiciones y orientaciones
diferentes. En rojo se muestra el ln(0, 11).
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Figura 6.43: Resultados de deteccio´n automa´tica con un umbral ǫ de 0, 11 para valores de media
de la imagen de magnitud de gradiente 2x2 de un recepta´culo en tres posiciones y orientaciones
diferentes. En rojo se muestra el ln(0, 11).
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6.5. Conclusiones
Con este u´ltimo escenario se han abordado todos los entornos a evaluar en esta
tesis. En este caso, se ha desarrollado un sistema de percepcio´n para un entorno
exterior semiestructurado proponiendo una estrategia para la deteccio´n de objetos
con una ca´mara de rango ToF. De entre los pocos dispositivos ToF que funcionan
en exteriores se ha seleccionado la ca´mara PMD CamCube 3.0, elegida debido a su
idoneidad para el entorno bajo estudio.
En este tipo de escenarios exteriores, las ima´genes de profundidad de una ca´ma-
ra ToF habitualmente esta´n influenciadas por ruido debido a la luz del sol, reflecti-
vidad de los objetos, condiciones de iluminacio´n, entre otros. Por este motivo, se ha
propuesto un razonamiento a-contrario para la deteccio´n automa´tica de objetos en
exteriores usando ima´genes de rango. Este me´todo permite separar las zonas que
tienen valores coherentes de las zonas que tienen valores de profundidad aleato-
rias. El sistema de deteccio´n a-contrario propuesto se caracteriza por las siguientes
caracterı´sticas:
El modelo de fondo corresponde a la distribucio´n empı´rica de una serie de
ima´genes de profundidad consecutivas del cielo.
En ausencia de cualquier suposicio´n acerca de la forma del objeto, el me´todo
de deteccio´n se basa en observar a un grupo de pı´xeles adyacentes en lugar
de un u´nico pı´xel. Esto es debido a que el objeto ocupara´ ma´s de un pı´xel.
El sistema compara una regio´n de una imagen con el modelo de fondo, me-
diante el ana´lisis de la media o varianza de cada distribucio´n.
Cada deteccio´n esta´ asociada a un nivel de confianza estableciendo un va-
lor de similitud. El umbral de deteccio´n automa´tica se establece evaluando
varias ima´genes de referencia.
Estos para´metros permiten adaptar fa´cilmente el me´todo propuesto a numero-
sas aplicaciones haciendo un uso eficaz de la te´cnica de deteccio´n a-contrario pro-
puesta para exteriores.
Debido a la novedad de esta aplicacio´n, se realizo´ adema´s una exhaustiva eva-
luacio´n de las ima´genes de profundidad. Para ello se caracterizo´ la influencia de
la potencia transmitida, la frecuencia de modulacio´n y la reflectividad de los obje-
tos mediante el ana´lisis de la informacio´n relevante de las ima´genes ası´ como su
fiabilidad.
Evaluacio´n de la ca´mara PMD CamCube mediante un ana´lisis te´cnico y ex-
perimental de la influencia de la potencia transmitida, la frecuencia de mo-
dulacio´n y la reflectividad de los objetos en la distancia ma´xima alcanzable.
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Comparativa entre la versio´n 2.0 y la 3.0 con el hardware adicional: el nu´mero
de mo´dulos de iluminacio´n y el filtro de paso banda 800-900 nm han permi-
tido reducir enormemente el efecto negativo del sol, ya que so´lo existe ruido
en las zonas del recepta´culo donde incide directamente el sol, teniendo en las
zonas de sombra datos de profundidad correctos. La ca´mara ToF PMDCam-
Cube 3.0 con el hardware adicional permite:
• Apreciar el recepta´culo hasta una distancia aproximada de 15 metros,
cumpliendo el objetivo inicial.
• A distancias inferiores a 11 metros, el recepta´culo, incluso en situaciones
adversas de luminosidad, es claramente identificable en la mayor parte
de las ima´genes de profundidad y amplitud.
Estos resultados revelaron que:
No es posible usar un filtrado de amplitud sobre las medidas de profundidad
obtenidas y, principalmente cuando el objeto a detectar tiene baja reflectivi-
dad. Esto es debido a que al aplicar un cierto umbral de amplitud para el
filtrado, los valores de distancia tanto del cielo como del objeto son ignora-
dos debido a que apenas reflejan la luz emitida.
Se ha apreciado que los valores de las regiones de fondo en las ima´genes de
rango describen tı´picas configuraciones con propiedades estadı´sticas, similar
a ruido uniforme. Por otra parte, el objeto a detectar se percibe como una
desviacio´n de un modelo de aleatoriedad completa.
Es eficaz el enfoque de modelar las propiedades del fondo debido a que, al
no tener conocimiento a priori del objeto a detectar no es posible modelarlo.
Estas conclusiones afianzan el sistema propuesto de percepcio´n ya que es eficaz
frente a las configuraciones similares a ruido y no necesita conocer previamente la
forma del objeto.
Para validar la estrategia propuesta se evalu´a el sistema en un contexto ae´reo
de repostaje en vuelo. Este escenario es ido´neo ya que el cielo ofrece amplitudes
cercanas a cero y adema´s, el fuselaje del avio´n tiene una baja reflectancia a infra-
rrojos, por lo que se producen mediciones ruidosas de distancia y valores bajos
de amplitud. Los puntos clave de las diferentes fases de la estrategia propuesta
evaluada son:
Evaluacio´n de los pı´xeles de fondo: se ha identificado que la distribucio´n
de los pı´xeles del cielo es similar a ruido, siendo claramente diferente a la
distribucio´n de las zonas donde existen datos de profundidad procedentes
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del recepta´culo. Se concluye que el fondo debe ser definido empı´ricamente a
partir de una serie de ima´genes de profundidad del cielo.
Comparacio´n entre una regio´n del recepta´culo y el cielo: una vez que el fon-
do se ha definido, se han propuesto dos criterios a-contrario para detectar al
objeto mediante el ana´lisis de la media o la varianza de las distribuciones de
las regiones a evaluar. Para la media, se utilizan las ima´genes demagnitud de
gradiente con vecindad 2x2 y 3x3 calculadas a partir de la imagen de profun-
didad. Por otro lado, para la varianza se ha utilizado directamente la imagen
de profundidad.
Eleccio´n del umbral: las curvas ROC revelan que el enfoque ma´s discrimina-
tivo es el de deteccio´n a-contrario utilizando la imagen de magnitud de gra-
diente con vecindad 2x2. Este me´todo realiza una tasa de deteccio´n del 100%
con un 17% de falsos positivos, que se pueden reducir al 3% si se acepta re-
ducir la tasa de deteccio´n al 95%. Las pruebas se han llevado a cabo con 50
ventanas de 20x40 pı´xeles sobre tres ima´genes del recepta´culo en diferentes
posiciones y orientaciones. Para otros taman˜os de ventana la tasa es simi-
lar, y el criterio de decisio´n de la media usando la imagen de magnitud de
gradiente 2x2 es siempre ma´s robusta.
Para el contexto bajo evaluacio´n se concluye que el me´todo de deteccio´n a-
contrario automa´tico propuesto se caracteriza por un umbral de ǫ = 0, 11 para
el NFA(µw). Para ello se utiliza la media de la imagen de magnitud de gra-
diente con vecindad 2x2. De esta forma, se propone que una regio´n de la
imagen es detectada como objeto de intere´s si existe una ventana de taman˜o
w cuyo Nu´mero de Falsas Alarmas cumple NFA(µw) < 0, 11.
Este umbral se ha fijado de acuerdo a un ana´lisis posterior de los resultados
de deteccio´n, una forma general de validar el me´todo en un contexto experimen-
tal [153]. Los resultados sobre las ima´genes reales muestran que la deteccio´n au-
toma´tica se realiza de forma exitosa con la estrategia propuesta, mostrando su ro-
bustez frente a falsas alarmas. Sin embargo, debido a que, en teorı´a, el NFA co-
rresponde a una cantidad intuitiva, al indicar que el umbral es 0, 11 significa que
de media se debe observar una falsa alarma cada 10 ima´genes. En la pra´ctica, en
los experimentos con el objeto a diferentes distancias existen mas falsas alarmas
que lo que predice el modelo. Por tanto, cabe esperar que los pı´xeles no son to-
dos independientes en la imagen de profundidad y el taman˜o de ventana w de-
berı´a adaptarse al objeto a buscar. Se concluye que, a pesar de la eficacia para la
deteccio´n de objetos en ima´genes ruidosas, para una generalizacio´n completa del
me´todo automa´tico es necesario llevar ma´s estudios a cabo con otros conjuntos de
datos.
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Una explicacio´n ma´s detallada de este trabajo futuro ası´ como las conclusio-
nes generales de las estrategias propuestas para los escenarios poco estructurados
evaluados se expondra´n en el siguiente capı´tulo de la tesis.
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abordados. Posteriormente, se mencionara´n las lı´neas futuras de investigacio´n ası´
como las publicaciones ma´s relevantes relacionadas con esta tesis.
7.1. Resumen de Contribuciones
Esta tesis contribuye en lı´neas generales al desarrollo de estrategias de percep-
cio´n 3D robustas y eficaces para entornos poco estructurados. Para ello se han ex-
plotado al ma´ximo las caracterı´sticas de los entornos y las ventajas de cada ca´mara
de rango empleada. En lı´nea con los desafı´os identificados en el Capı´tulo 1, este
trabajo comprende las siguientes contribuciones:
Me´todo de reconstruccio´n 3D de objetos desconocidos partiendo de infor-
macio´n parcial de la escena: la estrategia descrita en el Capı´tulo 4 permite
obtener el modelo 3D de un objeto cuando la ca´mara so´lo puede ver la escena
desde un u´nico punto de vista, siendo robusto incluso cuando los datos dis-
ponibles de un objeto son escasos. Los puntos clave de este me´todo son tres.
En primer lugar, se propone una nueva te´cnica para la extrusio´n de una nube
de puntos dispersa basa´ndose en la extrusio´n de los correspondientes a la
parte superior de los objetos. En segundo lugar, se propone una refinamiento
que se aprovecha de la complementariedad de las ima´genes de profundidad
y color inicializando con los datos de profundidad una segmentacio´n a co-
lor basada en un algoritmo de cortes de grafos. Finalmente, se realiza una
evaluacio´n cuantitativa de la exactitud de las mallas reconstruidas demos-
trando que la eficacia del me´todo propuesto es comparable en precisio´n a un
enfoque utilizando simetrı´as, logrando mejores tiempos de ejecucio´n.
Combinacio´n de te´cnicas de color y profundidad para percibir objetos in-
dependientemente del grado de textura: en el Capı´tulo 4 se han integrado
con e´xito diversos me´todos tanto de informacio´n 2D como de 3D para obte-
ner un sistema visual completo que incluye calibracio´n, segmentacio´n, detec-
cio´n y reconocimiento de objetos sobre una mesa. En este caso el sistema se
adapta a la escena visualizada, dando la posicio´n 6D de los objetos reconoci-
dos incluso estando ocluidos.
Conjuncio´n de caracterı´sticas fotome´tricas y geome´tricas para lograr una
percepcio´n eficaz y ma´s fa´cilmente adaptable a objetos diferentes: se ha
desarrollado un enfoque basado en propiedades intrı´nsecas del objeto para
poder reconocerlo explotando las propiedades que se conocen a priori de e´l.
Para ello, en el Capı´tulo 5, se utiliza la integracio´n de descriptores de color y
forma. La segmentacio´n de crecimiento de regiones basada en color sobre la
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nube de puntos permite distinguir tanto un objeto de un determinado color
como aquel cuyo color es diferente a los de alrededor. Por otra parte, en cuan-
to a forma, se propone una deteccio´n basada en formas ba´sicas que puede
relacionarse con una amplia lista de objetos comunes en el a´mbito humano.
En este caso el enfoque se centra en cilindros, pero este bloque se ha hecho
lo suficientemente global para adaptarse fa´cilmente a otras formas ba´sicas
como cuadrados o esferas.
Deteccio´n y estimacio´n de posicio´n de objetos eficaz para tareas de aga-
rre y manipulacio´n: los experimentos llevados a cabo en los Capı´tulos 4 y 5
para diferentes objetos muestran que tanto los modelos como la posicio´n es-
timada de los objetos son lo suficientemente precisos para realizar un agarre
fiable. Se ha comprobado la idoneidad de las estrategias propuestas en dife-
rentes plataformas robo´ticas acordes al entorno bajo evaluacio´n. Adema´s, se
ha comprobado que el sistema de visio´n propuesto fusionado con otro ta´ctil
permite medidas precisas de los objetos agarrados para su manipulacio´n.
Algoritmos de percepcio´n visual fa´cilmente integrables: se ha comproba-
do su integracio´n con e´xito tanto para fusio´n de informacio´n senso´rica para
agarres y manipulacio´n robo´tica (Capı´tulo 4) como en sistemas globales de
navegacio´n y locomocio´n (Capı´tulo 5). En estos casos, la realizacio´n de los al-
goritmos bajo el framework Sistema Operativo Robo´tico, ROS, ha permitido
integrar fa´cilmente la estrategia propuesta en diversas plataformas robo´ticas.
Me´todos temporalmente eficientes que permiten la ejecucio´n de tareas sin
tiempos de espera innecesarios por procesamiento: los algoritmos imple-
mentados en los contextos robo´ticos de los Capı´tulos 4 y 5 muestran co´mo la
estrategia de percepcio´n propuesta permite interaccionar con los objetos en
los tiempos previstos para la tarea a realizar, incluso cuando los objetos son
desconocidos. Adema´s, se ha logrado en el Capı´tulo 5 una reduccio´n eficaz a
la mı´nima cantidad de datos intercambiados para la deteccio´n automa´tica en
entornos implementados en la nube.
Te´cnica basada en razonamiento a-contrario como me´todo de deteccio´n de
un objeto en ima´genes con ruido: en este tipo de escenarios se comprobo´ que
es posible percibir al objeto a detectar como una desviacio´n de un modelo de
aleatoriedad completa. Este enfoque solventa las dificultades que presentan
las detecciones basadas en aplicar un umbral u´nico de amplitud o te´cnicas
cla´sicas de segmentacio´n de las regiones coherentes. Este planteamiento fue
validado exitosamente en un entorno de exteriores partiendo de los datos
obtenidos de una ca´mara de Tiempo de Vuelo, ToF, (Capı´tulo 6). La generali-
zacio´n del me´todo propuesto es sencilla ya que las aplicaciones de deteccio´n
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a-contrario requieren la definicio´n de un modelo de fondo ası´ como la incor-
poracio´n de una o varias medidas relacionadas con el objeto a detectar. Para
extender el modelo so´lo es necesario una fase de evaluacio´n de la distribu-
cio´n del fondo, del objeto y un ana´lisis del Nu´mero de Falsas Alarmas en
regiones para encontrar el umbral o´ptimo.
Aunque se han logrado importantes contribuciones para lograr una percepcio´n
3D de objetos robusta y eficaz en entornos poco estructurados, au´n quedan retos
por abarcar en el futuro, como se vera´ a continuacio´n.
7.2. Trabajo Futuro
Las futuras lı´neas de investigacio´n en este trabajo incluyen:
Robustez del me´todo de reconstruccio´n 3D de objetos desconocidos a par-
tir de una sola imagen de color y profundidad: se identifican dos vı´as para
aumentar la robustez de la te´cnica:
• Generalizacio´n del me´todo de reconstruccio´n 3D: para ello se explo-
tara´ la combinacio´n del me´todo de extrusio´n con simetrı´as de rotacio´n
adoptando te´cnicas de estimacio´n de formas como la descrita en [69].
• Mejora del refinamiento del modelo reconstruido: se considera el es-
tudio de curvas y superficies NURBS (B-splines racionales no unifor-
mes) [156], determinadas por puntos de control, como me´todo para re-
finamiento adaptativo de la malla triangular [157, 158]. Adema´s, para
aplicaciones de manipulacio´n, una vez que el objeto se agarra, se con-
siderara´n diversas te´cnicas para el refinamiento del modelo obtenido.
Por un lado, se estudiara´ la integracio´n de te´cnicas incrementales de re-
finamiento considerando ma´s vistas e informacio´n de la plataforma en
sı´ [159, 160]. Por otro lado, centra´ndose en los avances de fusio´n de in-
formacio´n de sensores para la manipulacio´n de objetos desconocidos, el
refinamiento del modelo podrı´a desarrollarse fusionando informacio´n
visual y ta´ctil [105].
Segmentacio´n de escenas desordenadas con muchos objetos juntos: los al-
goritmos propuestos en 3D abordan enfoques en los que los objetos esta´n
ligeramente separados entre ellos, por lo que se pretende abordar en el fu-
turo escenas complejas con objetos ocluidos y desordenados colocados in-
distintamente sobre una mesa o sobre otros objetos. Para ello se estudiara´n
te´cnicas de combinacio´n de planos y NURBS junto con ma´quinas de vecto-
res soporte (SVM) para la toma de decisiones [161]. Adema´s, se evaluara´n
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filtros de partı´culas y descriptores de caracterı´sticas de color de puntos por
pares, CPPF, (Color Point Pair Feature) [18, 162] para mejorar la efectividad de
la posicio´n en estas situaciones.
Combinacio´n de te´cnicas generales de extraccio´n de formas: se ha reali-
zado de forma exitosa la extraccio´n de cilindros a partir de nubes de puntos
incompletas pero se busca abordar me´todosma´s eficientes mediante para´me-
tros descriptivos [163] y directamente extensibles a otras formas ba´sicas como
cubos, esferas y prismas [164].
Clasificacio´n de objetos por categorı´a: en esta tesis se ha planteado un al-
goritmo de reconocimiento de objetos individuales, pero se considera una
vı´a de gran intere´s abordar en el futuro la generalizacio´n del reconocimien-
to al nivel de clasificacio´n por categorı´a de una forma escalable. Se plantea
el estudio de diversos me´todos como la categorizacio´n basada en grafos con
aprendizaje de formas no supervisado [165] ası´ como basados en redes neu-
ronales convolucionales pre-entrenadas para la categorizacio´n de ima´genes
para la obtencio´n de caracterı´sticas sema´nticas [166].
Mayor integracio´n en un sistemamulti-modal de informacio´n visual y ta´ctil
para tareas de agarre y manipulacio´n: este factor es clave en las situaciones
en las que el objeto esta´ pra´cticamente ocluido por la mano robo´tica por lo
que el uso exclusivo de informacio´n visual no es suficiente para interaccionar
con el objeto. En este caso, es fundamental fusionar la informacio´n disponible
de la plataforma. El algoritmo de fusio´n evaluado experimentalmente en el
Capı´tulo 4 presenta ciertas limitaciones relacionadas con objetos sime´tricos
ya que las localizaciones de contacto pueden coincidir con diferentes partes
del modelo proporcionando varias soluciones posibles siendo so´lo una va´li-
da. El trabajo futuro en el algoritmo de fusio´n se centra en solventar estas
limitaciones buscando otras fuentes de informacio´n. Se plantea el estudio de
normales de contacto ası´ como an˜adir una segunda ca´mara con otro pun-
to de vista para poder estimar mejor la posicio´n del objeto a pesar de las
oclusiones. Adema´s, con el fin de validar este me´todo muti-modal de for-
ma ma´s exhaustiva, se llevara´n a cabo experimentos para obtener resultados
estadı´sticos de la tasa de e´xito en tareas de agarre y manipulacio´n con plani-
ficadores online.
Mayor investigacio´n en un sistema multi-modal locomocio´n, agarre y na-
vegacio´n: a pesar de la exitosa integracio´n vista en el Capı´tulo 5, au´n quedan
desafı´os abiertos en este a´mbito por abordar. De hecho, en la competicio´n fi-
nal del Darpa Robotics Challenge, celebrada en Junio 2015, se comprobo´ que
una tarea aparentemente sencilla como era abrir una puerta, fue imposible
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para la mayor parte de robots porque se requerı´a una mejor integracio´n de
percepcio´n y control [167], entre otras cosas, para manipular el pomo y evitar
chocar con el marco de la puerta al entrar.
Robustez de la te´cnica a-contrario para deteccio´n en ima´genes con ruido:
en este caso se han considerado dos vı´as de estudio futuro:
• Generalizacio´n de la te´cnica: la te´cnica de deteccio´n a-contrario pro-
puesta para esta aplicacio´n ha dado resultados satisfactorios pero debi-
do a que se han realizado so´lo una serie de experimentos preliminares,
es necesario un estudio ma´s exhaustivo como trabajo futuro. Para dicho
estudio sera´ necesario evaluar objetos de diferentes formas y taman˜os
con el objetivo de generalizar este sistema de percepcio´n propuesto a
cualquier aplicacio´n de exteriores con ca´maras ToF. Por otra parte, para
una generalizacio´n completa del me´todo automa´tico, se deberı´an llevar
ma´s estudios a cabo con otros conjuntos de datos para establecer la tasa
de falsas alarmas.
• Incremento de la adaptabilidad: se incorporara´n te´cnicas de ventanas
adaptativas de taman˜o variable para aportar mayor robustez y flexibi-
lidad en tiempo real al me´todo a-contrario propuesto con ima´genes de
magnitud de gradiente 2x2 de la imagen de profundidad.
Todas estas lı´neas futuras se enmarcan en el objetivo de lograr el desarrollo
de estrategias de percepcio´n 3D de objetos para poder interaccionar con ellos de
forma auto´noma en cualquier escenario y en los tiempos de ejecucio´n requeridos.
7.3. Publicaciones Relevantes
Las publicaciones y trabajos ma´s relevantes relacionadas con esta tesis se enu-
meran a continuacio´n:
1. S. Rodrı´guez-Jime´nez, N. Burrus y M. Abderrahim. ”Xtru3D: Single-View
3D Object Reconstruction from Color and Depth”. Computer Vision, Ima-
ging and Computer Graphics – Theory and Applications Journal, pp 163-178,
2014.
2. S. Rodrı´guez-Jime´nez y M. Abderrahim. ”3-Dimensional Object Perception
for Manipulation Tasks Using the Atlas Robot”. ROBOT2013: First Iberian
Robotics Conference. Advances in Intelligent Systems andComputing, Sprin-
ger, vol. 253, pp. 359-368, 2014.
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3. E. Garcı´a, M. Ocan˜a, L. Bergasa, M. Ferre, M. Abderrahim, J. C. Are´valo,
D. Sanz-Merodio, E. Molinos, N. Herna´ndez, A. Llamazares, F. Sua´rez y S.
Rodrı´guez-Jime´nez. “Competing in the DARPA Virtual Robotics Challenge
as the SARBOT Team”. ROBOT2013: First Iberian Robotics Conference. Ad-
vances in Intelligent Systems and Computing, Springer, vol. 253, pp. 381-396,
2014.
4. E. Garcı´a, J. C. Are´valo, D. Sanz-Merodio, L. Bergasa, M. Ocan˜a, E. Molinos,
N. Herna´ndez, A. Llamazares, M. Abderrahim, S. Rodrı´guez-Jime´nez, M. Fe-
rre y F. Sua´rez. ”PROYECTO SARBOT: Introduccio´n de robots humanoides
en tareas de bu´squeda y rescate en entornos urbanos degradados”. Congreso
de I+D en Defensa y Seguridad (DESEi+d 2013), Madrid, Noviembre, 2013.
5. J. Gonzalez-Quijano, M. Abderrahim, C. Bensalah y S. Rodrı´guez-Jime´nez.
“RoMPLA: An efficient robot motion and planning learning architecture”.
IEEE International Conference on Intelligent Robots and Systems (IROS).
Tokyo, Japo´n, Noviembre, 2013.
6. J. Bimbo, S. Rodrı´guez-Jime´nez, H. Liu, N. Burrus, L. Senerivatne, M. Abde-
rrahim y K. Althoefer. ”Fusing Visual and Tactile Sensing forManipulation of
Unknown Objects”. Workshop on Interactive Perception - ICRA 2013 Mobile
Manipulation. Karlsruhe, Alemania, Mayo, 2013.
7. S. Rodrı´guez-Jime´nez. ”3D Object Perception Using Depth Cameras for In-
door and Outdoor Applications”. 2nd Workshop Robotics Lab Spring 2013,
Legane´s, Espan˜a, Abril, 2013.
8. S. Rodrı´guez-Jime´nez, N. Burrus and M. Abderrahim. ”3D Object Recons-
truction with a Single RGB-Depth Image”. International Conference on Com-
puter Vision Theory and Applications (VISAPP), vol. 2, pp. 155–163, Barcelo-
na, Espan˜a, Febrero, 2013.
9. S. Rodrı´guez-Jime´nez. ”Visual Perception System within HANDLE EU pro-
ject using ROS”. IEEE International Conference on Intelligent Robots and
Systems (IROS) Tutorial: Handling ROS - Introductory tutorial to ROS and
its use for robot in-hand manipulation. Vila Moura, Portugal, Octubre, 2012.
10. S. Rodrı´guez-Jime´nez, N. Burrus and M. Abderrahim. “A-Contrario Detec-
tion of Aerial Target Using a Time-of-Flight Camera”. Proceedings of Sen-
sor Signal Processing for Defence Conference (SSPD) 2012, pp. 1–5, Londres,
Reino Unido, Septiembre, 2012.
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11. J. Bimbo, S. Rodrı´guez-Jime´nez, H. Liu, X. Song, N. Burrus, L. Senerivatne,
M. Abderrahim and K. Althoefer. “Object Pose Estimation and Tracking by
Fusing Visual and Tactile Information”. Proceedings of the 2012 IEEE Con-
ference on Multisensor Fusion and Integration for Intelligent Systems (MFI).
pp. 65–70. Hamburg, Alemania, Septiembre, 2012.
12. S. Rodrı´guez-Jime´nez, N. Burrus, J. Mun˜oz, J. Gonza´lez-Quijano, C. Bensalah,
A. Al-kaff and M. Abderrahim. ”3D Visual Perception System for Grasping
with an Anthropomorphic Hand”. 5th International Conference on Cognitive
Systems, COGSYS (POSTER). Viena, Febrero, 2012.
13. J. Gonza´lez-Quijano, M. Abderrahim, C. Bensalah, S. Rodrı´guez-Jime´nez, N.
Burrus, A. Al-Kaff and A. Villoslada. “RoMPLA: Robot Motion Planning and
Learning Architecture”. 5th International Conference on Cognitive Systems,
COGSYS (POSTER). Viena, Febrero, 2012.
14. S. Rodrı´guez-Jime´nez, N. Burrus y M. Abderrahim. ”Vision Algorithms In-
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