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HIERARCHICAL HYPERBOLICITY OF GRAPH PRODUCTS
DANIEL BERLYNE AND JACOB RUSSELL
Abstract. We show that any graph product of finitely generated groups is hierarchically
hyperbolic relative to its vertex groups. We apply this result to answer two questions of
Behrstock, Hagen, and Sisto: we show that the syllable metric on any graph product forms a
hierarchically hyperbolic space, and that graph products of hierarchically hyperbolic groups
are themselves hierarchically hyperbolic groups. This last result is a strengthening of a
result of Berlai and Robbio by removing the need for extra hypotheses on the vertex groups.
We also answer two questions of Genevois about the geometry of the electrification of a
graph product of finite groups.
Contents
1. Introduction 1
2. Background 5
3. The proto-hierarchy structure on a graph product 13
4. Graph products are relative HHGs 25
5. Some applications of hierarchical hyperbolicity 41
Appendix: Almost HHSs are HHSs 52
References 61
1. Introduction
There have been many attempts to generalise the notion of hyperbolicity of a group since
it was first introduced by Gromov [Gro87]. One of these, hierarchical hyperbolicity, was
developed by Behrstock, Hagen and Sisto [BHS17b, BHS19] as a way of describing hy-
perbolic behaviour in quasi-geodesic metric spaces via hierarchy machinery akin to that
constructed for mapping class groups by Masur and Minsky [MM99, MM00]. The work
of Behrstock, Hagen and Sisto originally focused on developing such machinery for right-
angled Artin groups, but also encompasses a wide variety of groups and spaces, such as
virtually cocompact special groups [BHS19], 3–manifold groups with no Nil or Sol com-
ponents [BHS19], Teichmüller space with either the Teichmüller or Weil–Petersson metric
[BHS17b, MM99, BKMM12, Bro03, Dur16, Raf07, EMR17], and graph products of hyper-
bolic groups [BR18]. Hierarchical hyperbolicity has deep geometric consequences for a space,
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including a Masur and Minsky style distance formula [BHS19], a quadratic isoperimetric in-
equality [BHS19], rank rigidity and Tits alternative theorems [DHS17, DHS19], control over
top-dimensional quasi-flats [BHS17c], and bounds on the asymptotic dimension [BHS17a].
A hierarchically hyperbolic structure on a quasi-geodesic space X is a collection of uni-
formly hyperbolic spaces CpW q indexed by the elements W of an index set S. For each
W P S, there is a projection map from X onto the hyperbolic space CpW q, and every pair of
elements of S is related by one of three mutually exclusive relations: orthogonality, nesting,
and transversality. This data then satisfies a collection of axioms that allow for the coarse
geometry of the entire space to be recovered from the projections to the hyperbolic spaces
CpW q.
In the present paper we construct an explicit hierarchy structure for any graph product,
using right-angled Artin groups as our motivating example. Given a finite simplicial graph
Γ with vertex set V pΓq and edge set EpΓq, we define the right-angled Artin group AΓ by
AΓ “ xV pΓq | rv, ws “ e @ tv, wu P EpΓqy.
More generally, if we associate to each vertex v of Γ a finitely-generated group Gv, then we
define the graph product GΓ by
GΓ “
˜ ˚
vPV pΓq
Gv
¸O
xxrgv, gws | gv P Gv, gw P Gw, tv, wu P EpΓqyy ,
so that AΓ is obtained as the special case where the vertex groups are Gv “ Z for all v P V pΓq.
For right-angled Artin groups AΓ, a hierarchically hyperbolic structure was constructed
by Behrstock, Hagen and Sisto in [BHS17b] by considering the collection of subgraphs of
the defining graph Γ. Each subgraph Λ of Γ generates a new right-angled Artin group AΛ,
which is realised as a subgroup of AΓ. The Cayley graph of AΓ is the 1–skeleton of a CAT(0)
cube complex X, which comes equipped with a projection to a hyperbolic space CpXq called
the contact graph. Since each subgraph Λ of Γ generates its own right-angled Artin group
with associated cube complex Y Ď X, the subgroup AΛ has its own associated contact graph
CpY q. Since edges of Γ correspond to commuting relations in AΓ, join subgraphs of Γ (that
is, subgraphs of the form Λ1 \ Λ2 where every vertex of Λ1 is joined by an edge to every
vertex of Λ2) generate direct product subgroups of AΓ. This provides us with an intuitive
notion of orthogonality within our hierarchy. Set containment of subgraphs of Γ provides
a natural partial order in the hierarchy, which we call nesting, and any subgraphs that are
not orthogonal or nested are considered transverse. Collectively, the hyperbolic spaces CpY q
allow us to recover the entire geometry of AΓ, via projections to the subcomplexes Y Ď X
and through the nesting, orthogonality and transversality relations defined above.
Since the nesting and orthogonality relations for a right-angled Artin group are intrinsic
to the defining graph Γ, it is sensible to attempt to generalise this hierarchy structure to
arbitrary graph products. It is important to note, however, that arbitrary graph products
cannot be hierarchically hyperbolic, since we have no control over the vertex groups. For
example, the vertex groups could be copies of OutpF3q, which is known not to be hierar-
chically hyperbolic [BHS19]. However, this is the only roadblock. Specifically, we show
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that graph products are relatively hierarchically hyperbolic, that is, graph products admit a
structure satisfying all of the axioms of hierarchical hyperbolicity with the exception that
the the spaces associated to the nesting-minimal sets (the vertex groups) are not necessarily
hyperbolic.
Theorem A. Let Γ be a finite simplicial graph, with each vertex v labelled by a non-trivial
finitely-generated group Gv. The graph product GΓ is a hierarchically hyperbolic group relative
to the vertex groups.
The notion of relative hierarchical hyperbolicity was originally developed by Behrstock,
Hagen and Sisto in [BHS19] and is explored further in [BHS17a]. Despite the lack of hyper-
bolicity in the nesting-minimal sets, many of the consequences of hierarchical hyperbolicity
are preserved in the relatively hierarchically hyperbolic setting. In particular, Theorem A
implies the graph product GΓ has a Masur and Minsky style distance formula and an acylin-
drical action on the nesting-maximal hyperbolic space; see Corollaries 4.23 and 4.24.
Another way of asserting control over the vertex groups is by replacing the word metric on
GΓ with the syllable metric, which measures the length of an element g P GΓ by counting the
minimum number of elements needed to express g as a product of vertex group elements. This
has the effect of making all vertex groups diameter 1, and therefore hyperbolic. The syllable
metric on a right-angled Artin group was studied by Kim and Koberda as an analogue of the
Weil–Petersson metric on Teichmüller space (the Weil–Petersson metric is quasi-isometric
to the space obtained from the mapping class group by coning off all cyclic subgroups gen-
erated by Dehn twists) [KK14]. Kim and Koberda produce several hierarchy-like results
for the syllable metric on a right-angled Artin group with triangle- and square-free defining
graph, including a Masur and Minsky style distance formula and an acylindrical action on a
hyperbolic space. This inspired Behrstock, Hagen and Sisto to ask if the syllable metric on
a right-angled Artin group is a hierarchically hyperbolic space [BHS19]. We give a positive
answer to this question, not just for right-angled Artin groups but for all graph products.
Corollary B. Let Γ be a finite simplicial graph, with each vertex v labelled by a non-trivial
group Gv. Then the graph product GΓ endowed with the syllable metric is a hierarchically
hyperbolic space.
To prove Theorem A and Corollary B, we utilise techniques developed by Genevois and
Martin in [Gen17, GM18] which exploit the cubical-like geometry of a graph product when
endowed with the syllable metric. This allows us to adapt proofs from the right-angled Artin
group case, which rely heavily on geometric properties of cube complexes. While the syllable
metric does not appear in the statement of Theorem A, it is an integral part of the proof,
acting as a middle ground where geometric computations are performed before projecting to
the associated hyperbolic spaces. This also allows Theorem A and Corollary B to be proved
essentially simultaneously.
Our primary application of Theorem A is showing that a graph product of hierarchically
hyperbolic groups is itself hierarchically hyperbolic. This gives a positive answer to another
question of Behrstock, Hagen and Sisto [BHS19, Question D].
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Theorem C. Let Γ be a finite simplicial graph, with each vertex v labelled by a non-trivial
group Gv. If each Gv is a hierarchically hyperbolic group, then the graph product GΓ is a
hierarchically hyperbolic group.
Berlai and Robbio have established a combination theorem for graphs of groups that
implies Theorem C when the vertex groups satisfy some natural, but non-trivial, additional
hypotheses [BR18]. For the specific case of graph products, Theorem C improves upon
Berlai and Robbio’s result by removing the need for these additional hypotheses, as well as
providing an explicit description of the hierarchically hyperbolic structure in terms of the
defining graph.
Following personal correspondence with Genevois, it appears that Theorem C could also
be proved by using a quasi-isometric embedding of GΓ into a product of trees of hierarchically
hyperbolic spaces produced in [Gen20], and then applying a theorem of Behrstock, Hagen,
and Sisto [BHS19, Corollary 8.24].
We also use our relatively hierarchically hyperbolic structure for graph products to answer
two questions of Genevois about a new quasi-isometry invariant for graph products of finite
groups called the electrification of GΓ. Graph products of finite groups form a particularly
interesting class, as they include right-angled Coxeter groups and are the only cases where the
syllable metric and word metric are quasi-isometric. Genevois defines the electrification EpΓq
of a graph product of finite groups to be the graph whose vertices correspond to elements
of GΓ, and where g, h P GΓ are joined by an edge in EpΓq whenever g´1h P GΛ ď GΓ
and Λ is a minsquare subgraph of Γ, that is, a minimal subgraph that contains opposite
vertices of a square if and only if it contains the whole square. Motivated by an analogy
with relatively hyperbolic groups, Genevois proved that any quasi-isometry between graph
products of finite groups induces a quasi-isometry between their electrifications, and used
this invariant to distinguish several quasi-isometry classes of right-angled Coxeter groups
[Gen19]. Geometrically, the electrification sits between the syllable metric on GΓ and the
nesting-maximal hyperbolic space in our hierarchically hyperbolic structure on GΓ. We
exploit this situation to classify when the electrification has bounded diameter and when it
is a quasi-line, answering Questions 8.3 and 8.4 of [Gen19].
Theorem D. Let GΓ be a graph product of finite groups and let EpΓq be its electrification.
(1) EpΓq has bounded diameter if and only if Γ is either a complete graph, a minsquare
graph, or the join of minsquare graph and a complete graph.
(2) EpΓq is a quasi-line if and only if GΓ is virtually cyclic.
As a final application of Theorem A, we give a new proof of Meier’s classification of
hyperbolicity of graph products [Mei96].
Outline of the paper. We begin by introducing the necessary tools from the geometry
of graph products in Section 2.1 and reviewing the definition of a relatively hierarchically
hyperbolic group in Section 2.2. In Section 3, we set up our proof of the relative hierarchical
hyperbolicity of graph products by defining the necessary spaces, projections, and relations.
In Section 4, we show the spaces, projections, and relations defined in Section 3 satisfy the
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axioms of a relative HHG (or non-relative HHS in the case of the syllable metric). This
completes the proofs of Theorem A and Corollary B. Section 5 is devoted to applications.
We start by proving graph products of HHGs are HHGs (Theorem C) in Section 5.1, which
requires a technical result that can be found in the appendix. In Section 5.2, we record
our proof of Meier’s hyperbolicity criteria and in Section 5.3, we classify when Genevois’
electrification has infinite diameter and when it is a quasi-line, proving Theorem D.
Acknowledgements. The authors would like to thank Mark Hagen for his useful com-
ments and suggestions for applications, Carolyn Abbott for helpful discussions regarding the
appendix, Anthony Genevois for his comments on an earlier draft of the paper, and their
advisor Jason Behrstock for many valuable conversations and his support throughout.
2. Background
2.1. Graph products.
Definition 2.1 (Graph product). Let Γ be a finite simplicial graph with vertex set V pΓq
and edge set EpΓq, and with each vertex v P V pΓq labelled by a non-trivial group Gv. Then
the graph product GΓ is the group
GΓ “
˜ ˚
vPV pΓq
Gv
¸O
xxrgv, gws | gv P Gv, gw P Gw, tv, wu P EpΓqyy .
We call the Gv the vertex groups of the graph product GΓ.
Note that if all vertex groups of GΓ are copies of Z then GΓ is the right-angled Artin
group with defining graph Γ, and if all vertex groups are copies of Z{2Z then GΓ is the
corresponding right-angled Coxeter group.
We wish to study the geometry of GΓ by adapting the cubical geometry of right-angled
Artin groups. To this end, we will first need to eliminate any badly behaved geometry
occurring within vertex groups. We do this by replacing the usual word metric with the
syllable metric.
Definition 2.2 (Syllable metric on a graph product). Let GΓ be a graph product. The graph
SpΓq is the metric graph whose vertices are elements of GΓ and where g, h P GΓ are joined
by an edge of length 1 labelled by g´1h if there exists a vertex v of Γ such that g´1h P Gv.
We denote the distance in SpΓq by dsylp¨, ¨q and say dsylpg, hq is the syllable distance between
g and h. When convenient, we will use |g|syl to denote dsylpe, gq and call it the syllable length
of g.
Notice that all cosets of vertex groups have diameter 1 under the syllable metric, thus
trivialising their geometry. Therefore, when working with SpΓq, instead of expressing an
element g P GΓ as a word in the generators of GΓ, it is more geometrically meaningful to
express g as a product of any elements of vertex groups.
Definition 2.3 (Syllable expressions). LetGΓ be a graph product and g P GΓ. If g “ s1 . . . sn
where each si P Gvi for some vi P V pΓq, then we say s1 . . . sn is a syllable expression for g.
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If s1 . . . sn is a syllable expression for g and n “ dsylpe, gq, then we say s1 . . . sn is a reduced
syllable expression for g. In this case, n is the smallest number of terms possible for any
syllable expression of g.
A foundational fact about graph products is that any syllable expression can be reduced
by applying a sequence of canonical moves.
Theorem 2.4 (Reduction algorithm for graph products; [Gre90, Theorem 3.9]). Let GΓ be
a graph product and g P GΓ. If s1 . . . sn is a reduced syllable expression for g and t1 . . . tm
is a syllable expression for g, then t1 . . . tm can be transformed into s1 . . . sn by applying a
sequence of the following three moves.
‚ Remove a term ti if ti “ e.
‚ Replace consecutive terms ti and ti`i belonging to the same vertex group Gv with the
single term titi`1 P Gv.
‚ Exchange the position of consecutive terms ti and ti`1 when ti P Gv and ti`1 P Gw
with v joined to w by an edge in Γ.
When each of the vertex groups of the graph product is finitely generated, Theorem 2.4
implies that the word length of any g P GΓ will be the sum of the word lengths of the terms
in any reduced syllable expression for g.
Corollary 2.5 (Reduced syllable expressions minimise word length). Let GΓ be a graph
product of finitely generated groups. For each v P V pΓq, let Sv be a finite generating set
for the vertex group Gv, and let |g| be the word length of g P GΓ with respect to the finite
generating set S “ ŤvPV pΓq Sv. For all g P GΓ, if s1 . . . sn is a reduced syllable expression for
g, then
|g| “
nÿ
i“1
|si|.
Proof. Let s1 . . . sn be a reduced syllable expression for g P GΓ. There exist w1, . . . , wm P S
such that |g| “ m and g “ w1 . . . wm. Since every element of S is an element of one of
the vertex groups of GΓ, the product w1 . . . wm is also a syllable expression for g. Thus,
by applying a finite number of the moves from Theorem 2.4, we can transform w1 . . . wm
into s1 . . . sn. We can therefore write each si as a product si “ wσip1q . . . wσipmiq, where
mi ď m and σi is a permutation of t1, . . . ,mu. Further, if i ‰ k, then tσip1q, . . . , σipmiqu X
tσkp1q, . . . , σkpmkqu “ H. Thus, řni“1 |si| ď řni“1mi ď m. However, m “ |g| ď řni“1 |si| by
definition, so |g| “ řni“1 |si|. 
Another critical consequence of Theorem 2.4 is that the terms in a reduced syllable ex-
pression for an element of a graph product are well-defined up to applying the commutation
relation. This ensures that the following notions are well-defined for an element of a graph
product.
Definition 2.6 (Syllables and support of an element). Let GΓ be a graph product of groups
and let g P GΓ. If s1 . . . sn is a reduced syllable expression for g, then we call the si the
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syllables of g and use supppgq to denote the full subgraph of Γ spanned by the vertices
tv1, . . . , vnu, where si P Gvi . We call supppgq the support of g.
Another hallmark feature of graph products is their rich collection of subgroups corre-
sponding to induced subgraphs of the defining graph.
Definition 2.7 (Graphical subgroups). Let GΓ be a graph product with vertex groups
tGv : v P V pΓqu and let Λ Ď Γ be a full subgraph. We use xΛy to denote the subgroup of GΓ
generated by tGv : v P V pΛqu. We call such subgroups the graphical subgroups of GΓ. Note,
each subgroup xΛy is isomorphic to the graph product GΛ.
Convention 2.8. Whenever we consider a subgraph Λ Ď Γ, we will assume that Λ is full.
Since the graphical subgroups are themselves graph products, we can also define the
syllable metric on them and their cosets.
Definition 2.9. Let GΓ be a graph product, g P GΓ, and Λ Ď Γ. Let SpΛq be the metric
graph defined in Definition 2.2 for the graph product xΛy, and let SpgΛq denote the metric
graph whose vertices are elements of the coset gxΛy and where gx and gy are joined by an
edge of length 1 if x and y are joined by an edge in SpΛq.
Remark 2.10. Geodesics in SpΓq between two elements k and h are labelled by the reduced
syllable forms of k´1h. The full subgraph of SpΓq with vertex set gxΛy is therefore convex and
graphically isomorphic to SpgΛq via the identity map. In particular, the distance between
two vertices k, h of SpgΛq is dsylpk, hq.
In order to analyse how the graphical subgroups of GΓ interact, we make extensive use of
the following definitions from graph theory.
Definition 2.11 (Star, link, and join). Let Γ be a finite simplicial graph and Λ a full
subgraph of Γ. The link of Λ, denoted lkpΛq, is the set of vertices of Γ r Λ that are
connected to every vertex of Λ. The star of Λ, denoted stpΛq, is Λ Y lkpΛq. We say Λ is a
join if it can be written as Λ “ Λ1 \ Λ2 where Λ1 and Λ2 are full, non-empty subgraphs of
Γ and every vertex of Λ1 is connected to every vertex of Λ2. We denote the join of Λ1 and
Λ2 by Λ1 ’ Λ2. In particular, stpΛq is the join Λ ’ lkpΛq.
Remark 2.12. The star, link, and join have important algebraic significance. A join sub-
graph of Γ generates a subgroup of GΓ which splits as a direct product, while xstpΛqy is
the largest subgroup of GΓ which splits as a direct product with xΛy as one of the factors:
xstpΛqy – xΛyˆ xlkpΛqy. Moreover, since every element of xΛy commutes with every element
of xlkpΛqy, the reduced syllable form tells us that we can always write an element g P xstpΛqy
in the form g “ λl, where λ P xΛy and l P xlkpΛqy.
Genevois observed that the graph SpΓq is almost a cube complex, with the only non-
cubical behaviour arising from the vertex groups. More precisely, he showed the following
result.
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Figure 1. The mid-prism of a 3–simplex and a mid-prism of the product of
a 2–simplex and a 1–simplex.
Proposition 2.13 ([Gen17, Lemmas 8.5, 8.8]). Two adjacent edges of SpΓq are the edges of
a triangle if and only if they are labelled by elements of the same vertex group. Two adjacent
edges of SpΓq are the edges of an induced square if and only if they are labelled by elements
of adjacent vertex groups. In this case, the opposite edges of the square are labelled by the
same vertex groups.
The above proposition means that while SpΓq is not a cube complex, it is the 1–skeleton
of a complex built from prisms glued isometrically along subprisms. Henceforth, we will
interchangeably refer to SpΓq and the canonical cell complex of which it is the 1–skeleton.
Definition 2.14 (Prism). A prism P of SpΓq is a subcomplex which can be written as a
product of simplices P “ T1 ˆ ¨ ¨ ¨ ˆ Tm.
Since a cube is a product of 1–simplices, prisms generalise the cubes in a cube complex.
Genevois used the prisms in SpΓq to build hyperplanes with very similar properties to those
in CAT(0) cube complexes. We present a slightly different, but equivalent, construction of
these hyperplanes in SpΓq.
In a cube complex, hyperplanes are built from mid-cubes. If we view each cube in a cube
complex as a product
“´1
2
, 1
2
‰n, we obtain a mid-cube by restricting one of the intervals“´1
2
, 1
2
‰
to 0. In much the same way, we obtain a mid-prism from a prism by performing a
barycentric subdivision on one of its simplices. If this simplex is a 1–simplex, this just gives
us the midpoint of the edge.
Definition 2.15 (Mid-prism). Given an n–simplex T in SpΓq, perform a modified barycen-
tric subdivision as follows. First add a vertex at the barycentre of each sub-simplex of
T . Then for each 2 ď k ď n, add edges connecting the barycentre of each k–simplex
in T to the barycentres of each of its pk ´ 1q–sub-simplices; see Figure 1. The complex
we have added through this procedure is then the 1–skeleton of a canonical simply con-
nected cell complex, which we denote by KpT q. We call KpT q the mid-prism of T . More
generally, we define a mid-prism Ki of a prism P “ T1 ˆ ¨ ¨ ¨ ˆ Tm to be the product
Ki “ T1 ˆ . . . Ti´1 ˆKpTiq ˆ Ti`1 ˆ ¨ ¨ ¨ ˆ Tm.
Note that the simplices in SpΓq that arise from infinite vertex groups have infinitely many
vertices. A simplex with infinitely many vertices may still be assigned a mid-prism, by
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Figure 2. A hyperplane (blue) inside its carrier, and an associated combina-
torial hyperplane (red).
constructing mid-prisms for each of its finite sub-simplices. The inductivity of the barycentric
subdivision procedure ensures that these mid-prisms all agree with each other.
A hyperplane of a cube complex is defined to be a maximal connected union of mid-cubes.
In the same way, we can construct hyperplanes in SpΓq by taking maximal connected unions
of mid-prisms.
Definition 2.16 (Hyperplane, carrier). Construct an equivalence relation „ on the edges of
SpΓq by defining E1 „ E2 if E1 and E2 are either opposite sides of a square or two sides of
a triangle, and then extending transitively. We say the hyperplane dual to the equivalence
class rEs is the union of all mid-prisms that intersect edges of rEs; see Figure 2. The carrier
of the hyperplane dual to rEs is the union of all prisms that intersect edges of rEs.
If a geodesic γ or a coset gxΛy contains an edge that is dual to a hyperplane H, then we
say H crosses γ or gxΛy. We say a hyperplane H separates two subsets X and Y of SpΓq if
X and Y are each entirely contained in different connected components of SpΓqrH.
Each hyperplane of a cube complex comes with two corresponding combinatorial hyper-
planes, obtained by restricting intervals to ´1
2
or 1
2
instead of 0 when constructing mid-cubes.
The advantage of these combinatorial hyperplanes is that they form subcomplexes of the cube
complex. In SpΓq, we obtain combinatorial hyperplanes by restricting a simplex to a vertex
instead of performing barycentric subdivision when constructing mid-prisms.
Definition 2.17 (Combinatorial hyperplane). Let P “ T1 ˆ ¨ ¨ ¨ ˆ Tm be a prism, where
each Ti is an ni–simplex. Each mid-prism Ki splits P into ni sectors, each containing a
subcomplex T1 ˆ ¨ ¨ ¨ ˆ tvku ˆ ¨ ¨ ¨ ˆ Tm, where vk is a vertex of Ti. Given a hyperplane H of
SpΓq, consider the union of all such subcomplexes obtained from the mid-prisms of H. We
call each connected component of this union a combinatorial hyperplane associated to H; see
Figure 2.
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Remark 2.18 (Labelling hyperplanes). Proposition 2.13 tells us that if two edges E1 and E2
of SpΓq are sides of a common triangle or opposite sides of a square, then they are labelled by
elements of the same vertex group. It follows that all edges that a hyperplane H intersects
are labelled by elements of the same vertex group Gv. We therefore label H with the vertex
group Gv. Moreover, the edges of the associated combinatorial hyperplanes will then be
labelled by elements of xlkpvqy. This a fact that will be exploited repeatedly in our proofs.
Genevois established that the hyperplanes of SpΓq maintain many of the fundamental
properties from the cubical setting.
Proposition 2.19 (Properties of hyperplanes; [Gen17, Section 2]).
(1) Every hyperplane of SpΓq separates SpΓq into at least two connected components.
(2) If H is a hyperplane of SpΓq, then any combinatorial hyperplane for H is convex in
SpΓq.
(3) If H is a hyperplane of SpΓq, then any connected component of SpΓq rH is convex
in SpΓq.
(4) A continuous path γ in SpΓq is a geodesic if and only if γ intersects each hyperplane
at most once.
(5) If two hyperplanes cross, then they are labelled by adjacent vertex groups.
Remark 2.20. Item (4) implies that a hyperplane H of SpΓq crosses a geodesic connecting
a pair of points x, y if and only if H separates x and y. Thus, if γ1, . . . , γn is a collection of
geodesics in SpΓq such that γ1 Y ¨ ¨ ¨ Y γn forms a loop and H is a hyperplane that crosses
γi, then H must also cross γj for some j ‰ i.
It is important to note that while we still use the terms ‘hyperplane’ and ‘combinatorial
hyperplane’ here, they differ from those of cube complexes in a critical way: the complement
of a hyperplane H in SpΓq may have more than two connected components, and thus H may
have more than two associated combinatorial hyperplanes.
Genevois and Martin use the convexity of the cosets gxΛy to construct a nearest point
projection onto gxΛy, which we call a gate map. The map and its properties are given below,
and will be essential tools throughout this paper.
Proposition 2.21 (Gate onto graphical subgroups; [GM18, Section 2]). Let GΓ be a graph
product. For all Λ Ď Γ and g P GΓ, there exists a map ggΛ : GΓ Ñ gxΛy satisfying the
following properties.
(1) For all k, h P GΓ, dsylpggΛphq, ggΛpkqq ď dsylph, kq.
(2) For all x, h P GΓ, h ¨ ggΛpxq “ ghgΛphxq. In particular, ggΛpxq “ g ¨ gΛpg´1xq.
(3) For all x P GΓ, ggΛpxq is the unique element of gxΛy such that dsylpx, ggΛpxqq “
dsylpx, gxΛyq.
(4) Any hyperplane in SpΓq that separates x from ggΛpxq separates x from gxΛy.
(5) If x, y P GΓ and H is a hyperplane in SpΓq separating ggΛpxq and ggΛpyq, then H
separates x and y, so that x and ggΛpxq (resp. y and ggΛpyq) are contained in the
same connected component of SpΓqrH.
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We also obtain a convenient algebraic formulation for the gate map of an element g onto
a graphical subgroup xΛy by considering the collection of all possible initial subwords of g
that are contained in xΛy.
Definition 2.22 (Prefixes and suffixes). Let g P GΓ. If there exist p, s P GΓ so that g “ ps
and |g|syl “ |p|syl ` |s|syl, we call p a prefix of g and s a suffix of g. We shall use prefixpgq
and suffixpgq to respectively denote the collections of all prefixes and suffixes of g.
Lemma 2.23 (Algebraic description of the gate map). For all Λ Ď Γ and g P GΓ, there
exists p P prefixpgqX xΛy so that gΛpgq “ p. Further, p is the element of prefixpgqX xΛy with
the largest syllable length.
Proof. Since prefixpgqXxΛy is a finite set, there exists p P prefixpgqXxΛy so that |p1|syl ď |p|syl
for all p1 P prefixpgq X xΛy. Let x “ gΛpgq and let s be the suffix of g corresponding to p.
If there exists a non-identity element y P prefixpsq X xΛy, then py would be an element of
prefixpgq X xΛy with syllable length strictly larger than p. Since this is impossible by choice
of p, we have prefixpsq X xΛy “ teu. This implies |x´1ps|syl ě |s|syl since x´1p P xΛy, and we
have the following calculation:
dsylpx, gq “ |x´1ps|syl ě |s|syl “ |p´1g|syl “ dsylpp, gq.
Since p P xΛy, this implies x “ p, as x is the unique element of xΛy which minimises the
syllable distance of g to xΛy (Proposition 2.21(3)). 
Definition 2.24. Denote the element p of prefixpgq X xΛy with largest syllable length by
prefixΛpgq, and define suffixΛpgq “ pprefixΛpg´1qq´1.
2.2. Relatively hierarchically hyperbolic groups. We break the definition of a relative
HHG given by Behrstock, Hagen, and Sisto in [BHS19] into three parts in order to more
clearly organise the structure of our arguments. First we define what we call the proto-
hierarchy structure, which sets up the defining information (relations and projections) for
the HHG structure. We then give the more advanced geometric properties that we need to
impose for the group to be a relatively hierarchically hyperbolic space. We then define a
relatively hierarchically hyperbolic group to be a group whose Cayley graph is a relative HHS
in such a way that the relative HHS structure agrees with the group structure.
Definition 2.25 (Proto-hierarchy structure). Let X be a quasi-geodesic space and E ą 0.
An E–proto-hierarchy structure on X is an index set S and a set tCpW q : W P Su of
geodesic spaces pCpW q, dW q such that the following axioms are satisfied.
(1) (Projections.) For each W P S, there exists a projection piW : X Ñ 2CpW q such
that for all x P X , piW pxq ‰ H and diamppiW pxqq ď E. Moreover, each piW is
pE,Eq–coarsely Lipschitz and CpW q Ď NEppiW pX qq for all W P S.
(2) (Nesting.) If S ‰ H, then S is equipped with a partial order Ď and contains a
unique Ď–maximal element. When V Ď W , we say V is nested in W . For each
W P S, we denote by SW the set of all V P S with V Ď W . Moreover, for all
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V,W P S with V Ĺ W there is a specified non-empty subset ρVW Ď CpW q with
diampρVW q ď E.
(3) (Orthogonality.) S has a symmetric relation called orthogonality. If V and W
are orthogonal, we write V K W and require that V and W are not Ď–comparable.
Further, whenever V Ď W and W K U , we require that V K U . We denote by SKW
the set of all V P S with V K W .
(4) (Transversality.) If V,W P S are not orthogonal and neither is nested in the other,
then we say V,W are transverse, denoted V&W . Moreover, for all V,W P S with
V&W there are non-empty sets ρVW Ď CpW q and ρWV Ď CpV q each of diameter at
most E.
We use S to denote the entire proto-hierarchy structure, including the index set S, spaces
tCpW q : W P Su, projections tpiW : W P Su, and relations Ď, K, &. We call the elements of
S the domains of S and call the set ρVW the relative projection from V to W . The number
E is called the hierarchy constant for S.
Definition 2.26 (Relatively hierarchically hyperbolic space). An E–proto-hierarchy struc-
ture S on a quasi-geodesic space X is a relatively E–hierarchically hyperbolic space structure
(relative E–HHS structure) on X if it satisfies the following additional axioms.
(1) (Hyperbolicity.) For eachW P S, eitherW isĎ–minimal or CpW q is E–hyperbolic.
(2) (Finite complexity.) Any set of pairwise Ď–comparable elements has cardinality
at most E.
(3) (Containers.) For each W P S and U P SW with SW X SKU ‰ H, there exists
Q P SW such that V Ď Q whenever V P SW XSKU . We call Q the container of U in
W .
(4) (Uniqueness.) There exists a function θ : r0,8q Ñ r0,8q so that for all r ě 0, if
x, y P X and dX px, yq ě θprq, then there existsW P S such that dW ppiW pxq, piW pyqq ě
r. We call θ the uniqueness function of S.
(5) (Bounded geodesic image.) For all x, y P X and V,W P S with V Ĺ W ,
if dV ppiV pxq, piV pyqq ě E, then every CpW q–geodesic from piW pxq to piW pyq must
intersect the E–neighbourhood of ρVW .
(6) (Large links.) For all W P S and x, y P X , there exists L “ tV1, . . . , Vmu Ď
SWrtW u such thatm is at most EdW ppiW pxq, piW pyqq`E, and for all U P SWrtW u,
either U P SVi for some i, or dUppiUpxq, piUpyqq ď E.
(7) (Consistency.) If V&W , then
min
 
dW ppiW pxq, ρVW q, dV ppiV pxq, ρWV q
( ď E
for all x P X . Further, if U Ď V and either V Ĺ W or V&W and W M U , then
dW pρUW , ρVW q ď E.
(8) (Partial realisation.) If tViu is a finite collection of pairwise orthogonal elements
of S and pi P CpViq for each i, then there exists x P X so that:
‚ dVippiVipxq, piq ď E for all i;
‚ for each i and each W P S, if Vi Ĺ W or W&Vi, we have dW ppiW pxq, ρViW q ď E.
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If CpW q is E–hyperbolic for all W P S, then S is an E–hierarchically hyperbolic space
structure on X . We call a quasi-geodesic space X a (relatively) E–hierarchically hyperbolic
space if there exists a (relatively) E–hierarchically hyperbolic structure on X . We use the
pair pX ,Sq to denote a (relatively) hierarchically hyperbolic space equipped with the specific
(relative) HHS structure S.
Definition 2.27 (Relatively hierarchically hyperbolic group). Let G be a finitely generated
group and let X be the Cayley graph of G with respect to some finite generating set. We
say G is a (relatively) E–hierarchically hyperbolic group (HHG) if:
(1) The space X admits a (relative) E–HHS structure S.
(2) There is a Ď–, K–, and &–preserving action of G on S by bijections such that S contains
finitely many G–orbits.
(3) For each W P S and g P G, there exists an isometry gW : CpW q Ñ CpgW q satisfying
the following for all V,W P S and g, h P G.
‚ The map pghqW : CpW q Ñ CpghW q is equal to the map ghW ˝ hW : CpW q Ñ
CpghW q.
‚ For each x P X, gW ppiW pxqq and pigW pg ¨ xq are at most E–far apart in CpgW q.
‚ If V&W or V Ĺ W , then gW pρVW q and ρgVgW are at most E–far apart in CpgW q.
The structure S satisfying (1) – (3) is called a (relatively) E–hierarchically hyperbolic
group (HHG) structure on G. We use pG,Sq to denote a group G equipped with a specific
(relative) HHG structure S.
We build the proto-hierarchy structure for a graph product of finitely generated groups
in Section 3 and spend Section 4 verifying this structure satisfies the axioms of a relatively
hierarchically hyperbolic space and respects the group structure.
3. The proto-hierarchy structure on a graph product
For this section GΓ will be a graph product of finitely generated groups. For each vertex
group Gv, let Sv be a finite generating set for Gv, then define S to be
Ť
vPV pΓq Sv. Throughout
this section, d will denote the word metric on GΓ with respect to S. We now begin to
explicitly construct the HHS structure on GΓ. We first define the index set, associated space,
and projection maps in Section 3.1 and then define the relations and relative projections in
Section 3.2.
3.1. The index set, associated spaces, and projections. The index set for our relative
HHS structure on GΓ is the set of parallelism classes of graphical subgroups. This mirrors
the case of right-angled Artin groups studied in [BHS17b].
Definition 3.1 (Parallelism and the index set for a graph product). Let GΓ be a graph
product. For an induced subgraph Λ Ď Γ, we shall use gΛ to denote the coset gxΛy for ease
of notation. We say gΛ and hΛ are parallel if g´1h P xstpΛqy and write gΛ ‖ hΛ. Let rgΛs
denote the equivalence class of gΛ under the parallelism relation ‖. Define the index set
SΓ “ trgΛs : g P GΓ, Λ Ď Γu.
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The geometric intuition for the definition of parallelism comes from the fact that if two
cosets gxΛy and hxΛy satisfy g´1h P xstpΛqy, then they are each crossed by precisely the same
set of hyperplanes of SpΓq. Again, it is important to note that these hyperplanes, introduced
in Definition 2.16, are generalisations of those in cube complexes.
Proposition 3.2 (Parallel cosets have the same hyperplanes). Let Λ Ď Γ and g, h P GΓ. If
gxΛy ‖ hxΛy, then every hyperplane of SpΓq crossing gxΛy must also cross hxΛy.
Proof. Since gxΛy ‖ hxΛy, g´1h P xstpΛqy and there exits λ P xΛy and l P xlkpΛqy such that
g´1h “ λl. Since λ and l commute, g´1hxΛy “ lxΛy.
Let H be a hyperplane in SpΓq crossing gxΛy. In particular, H separates two adjacent
points ga and gb in gxΛy. Translating by g´1, we have that g´1H separates a and b in xΛy.
Let s1 . . . sn be a reduced syllable expression for l. Thus, there is a geodesic from a to la and
a geodesic from b to lb each labelled by s1 . . . sn where each si P xlkpΛqy. Since b´1a labels
an edge of xΛy, b´1a and si span a square for each i P t1, . . . , nu. Thus we have a strip of
squares joining the edge between a and b to the edge between la and lb with the hyperplane
g´1H running through the middle. Hence g´1H crosses lxΛy “ g´1hxΛy and by translating
by g, H crosses hxΛy. 
The hierarchy structure on a graph product on n vertices can be thought of as being built
up in n levels, with level k consisting of the subgraphs with k vertices. Whenever we build
up to the next level in the hierarchy, we need to record precisely the geometry we have just
added; any less will violate the uniqueness axiom, while any more may violate hyperbolicity.
When defining our spaces CpgΛq, we therefore do not want to record any distance travelled
in strict subgraphs of Λ. This leads us to the subgraph metric:
Definition 3.3 (Subgraph metric on a graph product). Let GΓ be a graph product. Define
CpΓq to be the graph whose vertices are elements of GΓ and where g, h P GΓ are joined by an
edge if there exists a proper subgraph Λ Ĺ Γ such that g´1h P xΛy, or if g´1h is an element
of the generating set S defined at the beginning of the section. We denote the distance in
CpΓq by dΓp¨, ¨q and say dΓpg, hq is the subgraph distance between g and h. When Γ is a
single vertex v, CpΓq “ Cpvq is the Cayley graph of the vertex group Gv with respect to the
finite generating set S. Otherwise, dΓpe, gq is equal to the smallest n such that g “ λ1 . . . λn
with supppλiq a proper subgraph of Γ for each i P t1, . . . , nu.
If g “ λ1 . . . λn where supppλiq is a proper subgraph of Γ for each i P t1, . . . , nu, then we
call λ1 . . . λn a subgraph expression for g. If n “ dΓpe, gq, then λ1 . . . λn is a reduced subgraph
expression for g. Note that when Γ is a single vertex, there are no subgraph expressions.
Remark 3.4. When Γ has at least 2 vertices, SpΓq is obtained from Cay(GΓ, S) by adding
extra edges, where S is the generating set defined at the beginning of the section. Likewise
CpΓq is then obtained from SpΓq by adding even more edges. It therefore follows that
dΓ ď dsyl ď d, where d is the word metric on GΓ induced by S.
In a reduced subgraph expression g “ λ1 . . . λn we may assume suffixΛi`1pλ1 . . . λiq “ e
for each i P t1, . . . , n ´ 1u by removing any non-trivial suffix from the end of λ1 . . . λi and
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attaching it to the beginning of λi`1. By repeating this procedure for each i in ascending
order and then writing reduced syllable expressions for each λi, we then obtain a reduced
syllable expression for g.
Lemma 3.5. If Γ contains at least 2 vertices, then for each g P GΓ, there exist λ1, . . . , λn P
GΓ with supppλiq “ Λi Ĺ Γ such that the following hold.
(1) λ1 . . . λn is a reduced subgraph expression for g.
(2) For each i P t1, . . . , n´ 1u, suffixΛi`1pλ1 . . . λiq “ e.
(3) |g|syl “ |λ1 . . . λn|syl “ řnj“1 |λj|syl.
In particular, for each x, y P GΓ, there exists an SpΓq–geodesic γ connecting x and y such
that if λ1 . . . λn is the above reduced subgraph expression for x´1y, then the element xλ1 . . . λi
is a vertex of γ for each i P t1, . . . , nu.
Proof. We begin by noting how the final conclusion of the lemma follows from the main
conclusion. Let λ1 . . . λn be a reduced subgraph expression for x´1y that satisfies (3). For
each i P t1, . . . , nu, let si1 . . . simi be a reduced syllable expression for λi. Since |x´1y|syl “|λ1 . . . λn|syl “ řnj“1 |λj|syl, it follows that ps11 . . . s1m1q . . . psn1 . . . snmnq is a reduced syllable
expression for x´1y. Hence, there exists an SpΓq–geodesic η from e to x´1y whose edges
are labelled by ps11 . . . s1m1q . . . psn1 . . . snmnq, and this implies the element λ1 . . . λi appears as a
vertex of η for each i P t1, . . . , nu. Translating by x gives γ “ xη as the desired geodesic.
We now prove we can find a reduced subgraph expression satisfying (2) and (3) for any
element of GΓ. Our proof proceeds by induction on n “ dΓpe, gq. If n “ 1, then supppgq is a
proper subgraph of Γ and the conclusion is trivially true.
Assume the lemma holds for all h P GΓ with dΓpe, hq ď n ´ 1 and let g P GΓ with
dΓpe, gq “ n. Let ω1 . . . ωn be a reduced subgraph expression for g. Let Ωi “ supppωiq for
each i P t1, . . . , nu. By the induction hypothesis, we can assume g0 “ ω1 . . . ωn´1 satisfies the
conclusion of the lemma. Hence, |ω1 . . . ωn´1|syl “ řn´1j“1 |ωj|syl and suffixΩi`1pω1 . . . ωiq “ e
for i P t1, . . . , n´ 2u.
Let σ “ suffixΩnpω1 . . . ωn´1q. For each i P t1, . . . , n ´ 1u, let si1 . . . simi be a reduced
syllable expression for ωi. Now, ps11 . . . s1m1q . . . psn1 . . . sn´1mn´1q is a reduced syllable expression
for ω1 . . . ωn´1 as |ω1 . . . ωn´1|syl “ řn´1j“1 |ωj|syl. Thus, each syllable of σ is a syllable of one
of ω1, . . . , ωn´1. For each i P t1, . . . , n ´ 1u, let j1 ă ¨ ¨ ¨ ă ji be the elements of t1, . . . ,miu
such that sij1 , . . . , s
i
ji
are the syllables of ωi that are not syllables of σ. For i P t1, . . . , n´ 1u,
let ω1i “ sij1 . . . siji . Thus, we have ω1 . . . ωn´1 “ ω11 . . . ω1n´1σ where suffixΩnpω11 . . . ω1n´1q “ e.
Let ω1n “ σωn. Then ω11 . . . ω1n´1ω1n is a reduced subgraph expression for g with supppω1nq “
Ωn and suffixΩnpω11 . . . ω1n´1q “ e. Let g1 “ ω11 . . . ω1n´1. Since ω11 . . . ω1n is a reduced subgraph
expression for g, then ω11 . . . ω1n´1 is a reduced subgraph expression for g1. Hence, dΓpe, g1q “
n´1 and the induction hypothesis says there exists a reduced subgraph expression λ1 . . . λn´1
for g1 such that suffixsupppλi`1qpλ1 . . . λiq “ e for i P t1, . . . , n ´ 2u and |λ1 . . . λn´1|syl “řn´1
j“1 |λj|syl. Further, suffixΩnpλ1 . . . λn´1q “ e as λ1 . . . λn´1 “ g1 “ ω11 . . . ω1n´1.
Now let λn “ ω1n and Λi “ supppλiq for each i P t1, . . . , nu. We verify that λ1, . . . , λn
satisfies the conclusion of the lemma for g.
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(1) λ1 . . . λn is a reduced subgraph expression for g as each Λi “ supppλiq is a proper
subgraph of Γ and dΓpe, gq “ n.
(2) For each i P t1, . . . , n´ 1u, the above shows suffixΛi`1pλ1 . . . λiq “ e.
(3) We prove that writing each λi in a reduced syllable form produces a reduced syl-
lable form for the product λ1 . . . λn. For each i P t1, . . . , nu, let ti1 . . . tiki be a
reduced syllable expression for λi. Since |λ1 . . . λn´1|syl “ řn´1j“1 |λj|syl, we know
pt11 . . . t1k1q . . . ptn´11 . . . tn´1kn´1q is a reduced syllable expression for λ1 . . . λn´1. Thus,
if pt11 . . . t1k1q . . . ptn1 . . . tnknq is not a reduced syllable expression for λ1 . . . λn, then
Theorem 2.4 implies there must exist syllables tij of λ1 . . . λn´1 and tn` of λn such
that suppptijq “ suppptn` q and tij can be moved to be adjacent to tn` using a num-
ber of commutation relations. However, this implies tij is a suffix for λ1 . . . λn´1
with support in Λn. This is impossible as suffixΛnpλ1 . . . λn´1q “ e. Therefore,
pt11 . . . t1k1q . . . ptn1 . . . tnknq must be a reduced syllable expression for λ1 . . . λn and hence|λ1 . . . λn|syl “ |λ1|syl ` ¨ ¨ ¨ ` |λn|syl as desired. 
We can now define the geodesic spaces associated to elements of the index set. In the next
section, we will show that they are hyperbolic.
Definition 3.6. Let GΓ be a graph product. For each g P GΓ and Λ Ď Γ, let CpgΛq denote
the graph whose vertices are elements of the coset gxΛy and where gx and gy are joined by
an edge if x and y are joined by an edge in CpΛq. The metric on CpgΛq is denoted dgΛp¨, ¨q.
Remark 3.7. If Λ Ď Γ is a join Λ “ Λ1 ’ Λ2, then every element λ P xΛy can be written as
λ “ λ1λ2 where λ1 P xΛ1y and λ2 P xΛ2y. Since Λ1 and Λ2 are proper subgraphs of Λ, this
implies CpΛq, and therefore CpgΛq, has diameter at most 2 whenever Λ splits as a join.
We now wish to use our gate map from Proposition 2.21 to define projections for our
hierarchy structure. SinceSΓ is the set of parallelism classes of cosets of graphical subgroups,
we must verify that the gate map is well-behaved under parallelism.
Lemma 3.8 (Gates to parallelism classes are well defined). If gΛ ‖ hΛ, then for all x P GΓ,
ghΛpxq “ ghΛ ˝ ggΛpxq. In particular, if gΛ ‖ hΛ, then ghΛ|gxΛy : gxΛy Ñ hxΛy agrees with the
isometry of SpΓq induced by the element hpg´1, where p “ prefixΛph´1gq.
Proof. Suppose that ghΛpxq ‰ ghΛpggΛpxqq. There must then exist a hyperplaneH separating
ghΛpxq and ghΛpggΛpxqq in SpΓq. By (4) and (5) of Proposition 2.21, H separates x and ggΛpxq
and thus cannot cross gxΛy. However, H crosses hxΛy, and so must cross gxΛy by Proposition
3.2. As this is a contradiction, we must have that ghΛpxq “ ghΛpggΛpxqq.
Note, if gλ P gxΛy, then equivariance (Proposition 2.21(2)) plus the prefix description of
the gate map (Lemma 2.23) imply
ghΛpgλq “ h ¨ gΛph´1gλq “ h ¨ prefixΛph´1gλq.
Since h´1g P xstpΛqy, we can write h´1g “ pl, where p P xΛy and l P xlkpΛqy. Therefore
ghΛpgλq “ h ¨ prefixΛpplλq “ hpλ, that is, ghΛ|gxΛy agrees with the isometry induced by
hpg´1. 
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Since Cay(GΓ, S), SpΓq and CpΓq differ only in that the latter two have extra edges, we
can easily promote our gate map to a projection map.
Definition 3.9. For all Λ Ď Γ and g P GΓ, define pigΛ : GΓ Ñ CpgΛq by igΛ ˝ ggΛ where igΛ
is the inclusion map from gxΛy into CpgΛq.
Remark 3.10. Combining the prefix description of the gate map (Lemma 2.23) with equiv-
ariance (Proposition 2.21.(2)), we have that ggΛpxq “ g ¨ prefixΛpg´1xq for all x P GΓ.
Since the only difference between pigΛ and ggΛ is the metric on the image, this means
pigΛpxq “ g ¨ prefixΛpg´1xq as well.
Note that any coset of xΛy can be expressed in the form gxΛy where suffixΛpgq “ e (and
thus prefixΛpg´1q “ e). Indeed, let hxΛy be a coset of xΛy, and suppose suffixΛphq “ λ. Then
we can write h “ gλ, where suffixΛpgq “ e. It therefore follows that hxΛy “ gλxΛy “ gxΛy.
The next proposition shows that choosing the representative of gxΛy in this way ensures that
prefixΛpg´1xq contains only syllables of x. This is particularly helpful when considering the
prefix description of pigΛpxq.
Proposition 3.11. Let Λ Ď Γ and let g P GΓ. Then for all x, y P GΓ, every syllable of
pggΛpxqq´1 ¨ ggΛpyq is a syllable of x´1y. In particular, if g is the representative of gxΛy with
suffixΛpgq “ e and h P GΓ, then every syllable of prefixΛpg´1hq “ gΛpg´1hq is a syllable of h.
Proof. Let x, y P GΓ, then let px “ ggΛpxq and py “ ggΛpyq. Let η be an SpΓq–geodesic
connecting px and py and let γ be an SpΓq–geodesic connecting x and y. Let s1, . . . , sn be
the elements of the vertex groups of GΓ that label the edges of η. This means s1, . . . , sn are
the syllables of p´1x py. For each i P t1, . . . , nu, let Hi be the hyperplane dual to the edge of
η that is labelled by si and let vi be the vertex of Γ such that si P Gvi .
By Proposition 2.19(4) and Proposition 2.21(5), since each Hi separates ggΛpxq and ggΛpyq,
each Hi must also cross γ. For i P t1, . . . , nu, let Ei be the edge of γ dual to Hi. Note, every
edge dual to Hi is labelled by an element of the vertex group Gvi , but not necessarily by the
same element of Gvi .
If Ei is not labelled by si P Gvi , then the hyperplane Hi must encounter a triangle of SpΓq
between η and γ. This creates a branch of the hyperplane Hi that cannot cross either η or
γ by Proposition 2.19(4). Thus, this branch must cross either an SpΓq–geodesic connecting
x and px or an SpΓq–geodesic connecting y and py; see Figure 3. Without loss of generality,
assume Hi crosses an SpΓq–geodesic connecting x and px “ ggΛpxq. This means Hi separates
x from ggΛpxq, and thus Hi must separate x from all of gxΛy (Proposition 2.19(4)). However,
this is impossible as Hi crosses gxΛy. Therefore Hi cannot encounter a triangle between η
and γ, and Ei must therefore be labelled by the element si. Since the elements labelling the
edges of γ are the syllables of x´1y, this implies every syllable of p´1x py is also a syllable of
x´1y.
For the final clause of the proposition, note that suffixΛpgq “ e implies gΛpg´1q “
prefixΛpg´1q “ e. Thus, we can apply the above with x “ g´1 and y “ g´1h to conclude that
every syllable of pgΛpg´1qq´1gΛpg´1hq “ gΛpg´1hq is also a syllable of pg´1q´1g´1h “ h. 
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Figure 3. If the the hyperplane Hi encounters a triangle of SpΓq between η
and γ, then a branch of Hi must cross an SpΓq–geodesic from x to px (shown)
or from y to py.
Given h, k P GΓ, we shall employ a common abuse of notation by using dgΛph, kq to denote
dgΛppigΛphq, pigΛpkqq. We can now prove our first HHS axiom.
Lemma 3.12 (Projections). For each g P GΓ and Λ Ď Γ, the projection pigΛ is p1, 0q–coarsely
Lipschitz.
Proof. We want to show that dgΛpx, yq ď dpx, yq for all x, y P GΓ. First assume Λ consists
of a single vertex v. Let px and py be ggΛpxq “ pigΛpxq and ggΛpyq “ pigΛpyq respectively.
Since Λ is the single vertex v, CpΛq is the Cayley graph of Gv with respect to our fixed finite
generating set, and CpgΛq is a coset of CpΛq. Thus, it suffices to prove |p´1x py| is bounded
above by |x´1y|, where | ¨ | is the word length on GΓ with respect to the generating set S
defined at the beginning of the section.
Let s “ p´1x py P Gv. By Proposition 3.11, s must be a syllable of x´1y, that is, s appears
in a reduced syllable expression for x´1y. Recall, if s1 . . . sn is a reduced syllable expression
for x´1y, then |x´1y| “ řni“1 |si| (Corollary 2.5). Thus |x´1y| ě |s| “ |p´1x py|.
Now assume Λ contains at least 2 vertices. By Proposition 2.21(1), we have
dsylpggΛpxq, ggΛpyqq ď dsylpx, yq ď dpx, yq.
Furthermore, CpgΛq is obtained from SpgΛq by adding edges as Λ contains at least two
vertices. Thus we have
dgΛpx, yq ď dsylpggΛpxq, ggΛpyqq ď dsylpx, yq ď dpx, yq. 
Given an SpΓq–geodesic γ, there is a natural order on its vertices which arises from ori-
enting γ. The distances between the vertices of γ under the projection pigΛ then satisfy the
following monotonicity property with respect to this order.
Lemma 3.13 (Subgraph distance along SpΓq–geodesics). Let γ be an SpΓq–geodesic con-
necting two elements x, y P GΓ. For each vertex q of γ, each element g P GΓ, and each
subgraph Λ Ď Γ, we have
dgΛpx, qq ď dgΛpx, yq and dgΛpq, yq ď dgΛpx, yq.
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Proof. Fix g P GΓ and a subgraph Λ Ď Γ. Let px “ ggΛpxq, py “ ggΛpyq, and pq “ ggΛpqq.
First suppose Λ consists of a single vertex of Γ. Then the SpΓq–diameter of gxΛy is 1 and
there exists a single hyperplane H so that every edge of gxΛy is dual to H. If pq ‰ px and
pq ‰ py, then H must separate pq from both px and py. Therefore, H must cross γ between
x and q and again between q and y by Proposition 2.21(5). However, this is impossible as H
cannot cross γ twice (Proposition 2.19(4)). Thus we must have either pq “ px or pq “ py. The
conclusion of the lemma then automatically holds as pigΛpqq “ pigΛpxq or pigΛpqq “ pigΛpyq.
Now assume Λ has at least two vertices and pq ‰ px and pq ‰ py. Let λ1 . . . λm be a
reduced subgraph expression for p´1x py of the form provided by Lemma 3.5, so that there
exists an SpΓq–geodesic η connecting px and py whose vertices include pxλ1 . . . λi for each
i P t1, . . . ,mu.
Let α and β be SpΓq–geodesics connecting px to pq and pq to py respectively. Any hyper-
plane that crosses α must also cross γ and separate x and q by Proposition 2.21(5). Similarly,
any hyperplane that crosses β must also cross γ and separate y and q. Thus, a hyperplane
that crosses both α and β would cross the SpΓq–geodesic γ twice. Since no hyperplane of
SpΓq can cross the same geodesic twice (Proposition 2.19(4)), it follows that any hyperplane
that crosses α (resp. β) cannot cross β (resp. α). By Remark 2.20, any hyperplane that
crosses either α or β must therefore cross η as α Y β Y η forms a loop in SpΓq.
We now prove dgΛpx, qq ď dgΛpx, yq. The proof for dgΛpq, yq ď dgΛpx, yq is nearly identical
with β replacing α. Let E1, . . . , Ek be the edges of α and let Hj be the hyperplane that
crosses Ej for j P t1, . . . , ku. We say that two hyperplanes Hj and H` cross between α and
η if there exists a vertex a of α such that for each vertex b of η, either Hj or H` separates a
from b; see Figure 4.
Hk
Hk´1Hk´2
px
pq
py
a
α β
η
Figure 4. The hyperplanes Hk´2 and Hk´1 cross between α and η because
the vertex a is separated from every vertex of η by either Hk´2 or Hk´1. Even
though Hk´2 and Hk cross, they do not cross between α and η.
Claim 3.14. There exists an SpΓq–geodesic α1 that connects px and pq such that no two of
H1, . . . , Hk cross between α1 and η.
Proof. Let α1 “ α and let Ki be the number of times two of H1, . . . , Hk cross between αi
and η. Note, K1 ď kpk´1q2 . If K1 “ 0 we are done. Otherwise, there exists j P t1, . . . , ku
such that Hj is the first hyperplane where Hj´1 and Hj cross between α1 and η. Since Hj´1
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and Hj cross, Proposition 2.19(5) tells us the edges Ej´1 and Ej are labelled by elements
of adjacent vertex groups. By Proposition 2.13, Ej´1 and Ej are two sides of a square S
of SpΓq inside which Hj´1 and Hj cross. Let α2 be the SpΓq–geodesic obtained from α1 by
replacing the edges Ej´1 and Ej with the other two sides of the square S; see Figure 5.
HjHj´1
px
pq
py
Figure 5. The edges Ej´1 and Ej can be replaced with the other two edges
of the square S to obtain a new SpΓq–geodesic with K2 “ K1 ´ 1.
Since Hj´1 and Hj crossed between α1 and η, we now have K2 “ K1´ 1, that is, that the
number of times two of H1, . . . , Hk cross between α2 and η is one less than the number of
times two of H1, . . . , Hk crossed between α1 and η. Reindex H1, . . . , Hk such that Hj crosses
the jth edge of α2.
If K2 “ 0, we are done, with α1 “ α2. Otherwise, can repeat this argument at most kpk´1q2
times to construct a sequence of geodesics α1, α2, . . . , αr where Ki`1 “ Ki ´ 1 and Kr “ 0.
Then, α1 “ αr. 
Let α1 be as in Claim 3.14 and reindex H1, . . . , Hk so that Hj crosses the jth edge of α1 for
each j P t1, . . . , ku. Since Hj crosses η for each j P t1, . . . , ku, the labels for the edges of α1
are a subset of the labels of η. Further, since no two of H1, . . . , Hk cross between α1 and η,
the order in which the labels of edges appear along α1 is the same as the order in which they
appear along η. Since the vertices of η include pxλ1 . . . λi for each i P t1, . . . ,mu, this implies
that we can write p´1x pq “ λ11 . . . λ1m, where supppλ1iq Ď supppλiq for each i P t1, . . . ,mu.
It therefore follows that the CpgΛq–distance between px and pq is bounded above by the
CpgΛq–distance between px and py, and so we have dgΛpx, qq ď dgΛpx, yq. 
3.2. The relations. Here we define the nesting, orthogonality, and transversality relations
in the proto-hierarchy structure, and prove they have the desired properties. We tackle the
nesting relation first.
Definition 3.15 (Nesting). Let GΓ be a graph product and let SΓ be the index set of
parallelism classes of cosets of graphical subgroups described in Definition 3.1. We say
rgΛs Ď rhΩs if Λ Ď Ω and there exists k P GΓ such that rkΛs “ rgΛs and rkΩs “ rhΩs.
Lemma 3.16. The relation Ď is a partial order.
Proof. The only property that requires checking is transitivity, that is, if rg1Λ1s Ď rg2Λ2s Ď
rg3Λ3s, then rg1Λ1s Ď rg3Λ3s.
20
Since Ď is transitive, we have Λ1 Ď Λ3. Furthermore, there exist a, b P GΓ such that
rg1Λ1s “ raΛ1s, raΛ2s “ rg2Λ2s “ rbΛ3s, rg3Λ3s “ rbΛ3s, that is, g´11 a P xstpΛ1qy, g´12 a, g´12 b P
xstpΛ2qy, g´13 b P xstpΛ3qy. Thus g´11 a “ l1λ1, g´12 a “ l2λ2, g´12 b “ l12λ12, g´13 b “ l3λ3 where
λi, λ
1
i P xΛiy and li, l1i P xlkpΛiqy for each i. Let c “ bpλ12q´1λ2. Then g´13 c “ g´13 bpλ12q´1λ2 P
xstpΛ3qy since Λ2 Ď Λ3. Moreover, since lkpΛ2q Ď lkpΛ1q,
g´11 c “ g´11 aa´1g2g´12 bb´1c
“ l1λ1λ´12 l´12 l12λ12pλ12q´1λ2
“ l1l´12 l12λ1 P xstpΛ1qy.
Thus rg1Λ1s “ rcΛ1s and rg3Λ3s “ rcΛ3s, verifying that rg1Λ1s Ď rg3Λ3s. 
Definition 3.17 (Upwards relative projection). If rgΛs Ĺ rhΩs, for any choice of represen-
tatives gΛ P rgΛs and hΩ P rhΩs, define ρgΛhΩ Ď CphΩq to be
ρgΛhΩ “
ď
kΛ‖gΛ
pihΩ
`
kxΛy˘ “ pihΩpgxstpΛqyq.
The equality between
Ť
kΛ‖hΛ pihΩ
`
kxΛy˘ and pihΩ pgxstpΛqyq is a consequence of the definition
that kΛ ‖ gΛ if and only if g´1k P xstpΛqy. Indeed, gxstpΛqy “ gg´1kxstpΛqy “ kxstpΛqy Ě
kxΛy for all kΛ ‖ gΛ. Conversely, each element of gxstpΛqy can be written as glλ where
l P xlkpΛqy and λ P xΛy, so that glλ P glxΛy where g´1gl “ l P xstpΛqy and hence gΛ ‖ glΛ.
Lemma 3.18 (Upwards relative projections have bounded diameter). If rgΛs Ĺ rhΩs, then
for any choice of representatives gΛ P rgΛs and hΩ P rhΩs, we have diam
´
ρgΛhΩ
¯
ď 2.
Proof. Let gΛ and hΩ be fixed representatives of rgΛs and rhΩs respectively. Suppose first
that Ω splits as a join. Then diampCphΩqq “ 2 by Remark 3.7, and hence diam
´
ρgΛhΩ
¯
ď 2.
For the remainder of the proof we will therefore assume that Ω does not split as a join. Note
that this implies that stpΛq X Ω Ĺ Ω. Indeed, suppose stpΛq X Ω “ Ω. Then Ω Ď stpΛq, so
either Ω Ď Λ, Ω Ď lkpΛq, or Ω splits as a join. The first two cases are impossible as Λ Ĺ Ω,
and the last case is ruled out by assumption.
Let a P GΓ be such that raΛs “ rgΛs and raΩs “ rhΩs. Since raΛs “ rgΛs, we have g´1a P
xstpΛqy, so gxstpΛqy “ gg´1axstpΛqy “ axstpΛqy. Thus ρgΛhΩ “ pihΩpgxstpΛqyq “ pihΩpaxstpΛqyq.
Note that any element of axstpΛqy can be expressed in the form aλl where λ P xΛy and
l P xlkpΛqy. Using equivariance (Proposition 2.21(2)) and the prefix description of the gate
map (Lemma 2.23), we have
gaΩpaλlq “ a ¨ gΩpa´1aλlq “ a ¨ prefixΩpλlq “ aλ ¨ prefixΩplq.
This implies gaΩpaλlq “ aλl0, where l0 “ prefixΩplq P xlkpΛq X Ωy and so supppλl0q Ď
Λ Y plkpΛq X Ωq “ stpΛq X Ω Ĺ Ω. Moreover, by Lemma 3.8, ghΩpaλlq “ ghΩpgaΩpaλlqq “
ghΩpaλl0q.
Since aΩ ‖ hΩ, the gate map from axΩy to hxΩy agrees with the isometry of SpΓq induced
by the element hpa´1 where p “ prefixΛph´1aq (Lemma 3.8). Since supppλl0q Ĺ Ω, this
implies ghΩpaλl0q “ hpa´1 ¨aλl0 “ hpλl0. Therefore, given two arbitrary elements aλl, aλ1l1 P
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axstpΛqy, we have pghΩpaλlqq´1ghΩpaλ1l1q “ l´10 λ´1λ1l10, where supppl´10 λ´1λ1l10q Ď stpΛqXΩ Ĺ
Ω. This implies the CphΩq–diameter of pihΩpgxstpΛqyq “ ρgΛhΩ is at most 1 in this case. 
Next we deal with the orthogonality relation.
Definition 3.19 (Orthogonality). Let GΓ be a graph product and let SΓ be the index set
of parallelism classes of cosets of graphical subgroups described in Definition 3.1. We say
rgΛs K rhΩs if Λ Ď lkpΩq and there exists k P GΓ such that rkΛs “ rgΛs and rkΩs “ rhΩs.
Lemma 3.20 (Orthogonality axiom). The relation K has the following properties:
(1) K is symmetric;
(2) If rgΛsKrhΩs, then rgΛs and rhΩs are not Ď–comparable;
(3) If rgΛs Ď rhΩs and rhΩsKrkΠs, then rgΛsKrkΠs.
Proof. (1) If Λ Ď lkpΩq, then all vertices of Λ are connected to all vertices of Ω, hence
Ω Ď lkpΛq too. Thus the relation K is symmetric.
(2) Any graph is disjoint from its own link, hence if rgΛsKrhΩs then rgΛs and rhΩs cannot
be Ď–comparable.
(3) Suppose rgΛs Ď rhΩs and rhΩsKrkΠs. Then Λ Ď Ω Ď lkpΠq, and there exist a, b P GΓ
such that raΛs “ rgΛs, raΩs “ rhΩs “ rbΩs and rbΠs “ rkΠs. In particular, this means
that b´1a P xstpΩqy, hence we can write b´1a “ ωl where ω P xΩy and l P xlkpΩqy. Then
ω´1b´1a “ l P xlkpΩqy Ď xlkpΛqy Ď xstpΛqy, and so raΛs “ rbωΛs. On the other hand,
ω´1b´1b “ ω´1 P xΩy Ď xlkpΠqy Ď xstpΠqy, and so rbΠs “ rbωΠs. Therefore rgΛs K rkΠs,
because Λ Ď lkpΠq and rgΛs “ rbωΛs, rkΠs “ rbωΠs. 
Our final relation is transversality, which is a little more nuanced, since our rgΛs and rhΩs
need not have a common representative k in this case.
Definition 3.21 (Transversality and lateral relative projections). If rgΛs, rhΩs P SΓ are not
orthogonal and neither is nested in the other, then we say rgΛs and rhΩs are transverse,
denoted rgΛs&rhΩs. When rgΛs&rhΩs, for each choice of representatives gΛ P rgΛs and
hΩ P rhΩs, define ρhΩgΛ Ď CpgΛq by
ρhΩgΛ “
ď
kΩ‖hΩ
pigΛ
`
kxΩy˘ “ pigΛ phxstpΩqyq .
The next lemma verifies that ρhΩgΛ has diameter at most 2.
Lemma 3.22. If rgΛs&rhΩs, then for any choice of representatives gΛ P rgΛs and hΩ P rhΩs,
we have diam
`
pigΛphxstpΩqyq
˘ ď 2 and diam`pihΩpgxstpΛqyq˘ ď 2.
Proof. We provide the proof for diam
`
pigΛphxstpΩqyq
˘ ď 2. The other case is identical.
Let x, y P hxstpΩqy. Define px “ pigΛpxq “ ggΛpxq and py “ pigΛpyq “ ggΛpyq. If Λ splits as
a join Λ1 ’ Λ2, then dgΛppx, pyq ď diampCpgΛqq ď 2 by Remark 3.7.
Now suppose Λ does not split as a join. Since px, py P gxΛy, we have supppp´1x pyq Ď Λ. If
supppp´1x pyq is a proper subgraph of Λ, then the CpgΛq–distance between px and py will be
at most 1. Thus, it suffices to prove supppp´1x pyq ‰ Λ.
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Since rgΛs&rhΩs we have that rgΛs M rhΩs, rgΛs ­Ď rhΩs, and rhΩs ­Ď rgΛs. This can
occur in two different ways; either Λ Ę lkpΩq, Ω Ę Λ and Λ Ę Ω, or there does not exist
k P GΓ so that rgΛs “ rkΛs and rhΩs “ rkΩs.
First assume Λ Ę lkpΩq and Λ Ę Ω. Since Λ does not split as a join, if Λ “ stpΩq X Λ,
then Λ would need to be a subgraph of either Ω or lkpΩq. As this is impossible in this case,
we must have that stpΩq X Λ ‰ Λ. By Proposition 3.11, every syllable of p´1x py is a syllable
of x´1y. Since x´1y P xstpΩqy, this implies supppp´1x pyq Ď stpΩq X Λ ‰ Λ as desired.
Now assume Λ Ď lkpΩq or Λ Ď Ω. Thus, there does not exist k P GΓ so that rgΛs “ rkΛs
and rhΩs “ rkΩs. For the purposes of contradiction, suppose supppp´1x pyq “ Λ.
Let sx and sy be the suffixes of x and y respectively such that x “ pxsx and y “ pysy.
Select the following SpΓq–geodesics: αx connecting x and px, αy connecting y and py, η
connecting px and py, γ connecting x and y; see Figure 7.
Let t1 . . . tn be the reduced syllable expression for sx corresponding to the geodesic αx. For
each i P t1, . . . , nu, let Hi be the hyperplane crossing the edge of αx labelled by ti. Recall,
a hyperplane in SpΓq crosses a geodesic segment if and only if it separates the end points of
the segment (Proposition 2.19(4)). Each Hi therefore separates x and px “ ggΛpxq, so each
Hi must separate x from all of gxΛy by Proposition 2.21(4). In particular, no Hi crosses η.
Thus, by Remark 2.20, each Hi must cross either γ or αy. If Hi crosses γ, then ti P xstpΩqy.
On the other hand, if Hi crosses αy, then Hi must cross every hyperplane that separates px
and py; see Figure 6. Because supppp´1x pyq “ Λ, it follows that for every vertex v of Λ there
exists a hyperplane that separates px and py and is labelled by v. Hence, if Hi crosses αy,
then Hi crosses at least one hyperplane that is labelled by each vertex of Λ. By Proposition
2.19(5), if two hyperplanes cross then they are labelled by adjacent vertices in Γ. Thus, the
vertex labelling Hi must be in the link of Λ. In particular, ti P xlkpΛqy.
Hi
x y
px py
gxΛy
αx αy
hxstpΩqy
Figure 6. Any hyperplane that crosses αx and αy must cross all of the hy-
perplanes separating px and py.
The above shows that ti P xstpΩqy or ti P xlkpΛqy for each i P t1, . . . , nu. Further,
ti P xstpΩqy if Hi crosses γ and ti P xlkpΛqy if Hi crosses αy. Now suppose i ă j and that Hi
crosses γ, but Hj crosses αy. As shown in Figure 7, this forces Hi to cross Hj, which implies
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that ti and tj commute by Proposition 2.19(5). Thus, by commuting the syllables of sx, we
have sx “ lxωx where ωx P xstpΩqy and lx P xlkpΛqy.
Hj
x y
px py
gxΛy
α
x α y
Hi
γ
hxstpΩqy
Figure 7. The hyperplane Hi crosses αx and γ while Hj crosses αx and αy.
Since Hi appears before Hj along αx, Hi must cross Hj.
Now, since x P hxstpΩqy, we have h´1x P xstpΩqy, which implies rhΩs “ rxΩs. Since x “
pxsx “ pxlxωx, we have rxΩs “ rpxlxωxΩs “ rpxlxΩs. Similarly, px P gxΛy, so g´1px P xΛy,
which implies rgΛs “ rpxΛs. Now, rpxΛs “ rpxlxΛs as p´1x ppxlxq “ lx P xlkpΛqy Ď xstpΛqy.
Thus we have
rhΩs “ rpxlxΩs and rgΛs “ rpxlxΛs.
However, this contradicts our assumption that there is no k P GΓ such that rhΩs “ rkΩs and
rgΛs “ rkΛs, proving we must have supppp´1x pyq ‰ Λ as desired. 
3.3. The proto-hierarchy structure. We now combine the work in this section to give a
proto-hierarchy structure for GΓ.
Theorem 3.23. Let GΓ be a graph product of finitely generated groups. For each parallelism
class rgΛs P SΓ, fix a representative gΛ P rgΛs. The following is a 2–proto-hierarchy structure
for pGΓ, dq.
‚ The index set is the set of parallelism classes SΓ defined in Definition 3.1.
‚ The space CprgΛsq associated to rgΛs is the space CpgΛq from Definition 3.3, where
gΛ is the fixed representative of rgΛs.
‚ The projection map pirgΛs : GΓ Ñ CprgΛsq is the map pigΛ : GΓ Ñ CpgΛq from Defini-
tion 3.9 for the fixed representative gΛ P rgΛs.
‚ rgΛs Ď rhΩs if Λ Ď Ω and there exists k P GΓ such that rkΛs “ rgΛs and rkΩs “ rhΩs.
‚ The upwards relative projection ρrgΛsrhΩs when rgΛs Ĺ rhΩs is the set ρgΛhΩ from Definition
3.17, where gΛ and hΩ are the fixed representatives for rhΩs and rgΛs.
‚ rgΛs K rhΩs if Λ Ď lkpΩq and there exists k P GΓ such that rkΛs “ rgΛs and
rkΩs “ rhΩs.
‚ rgΛs&rhΩs whenever rgΛs and rhΩs are not orthogonal and neither is nested into the
other.
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‚ The lateral relative projection ρrgΛsrhΩs when rgΛs&rhΩs is the set ρgΛhΩ from Definition
3.21, where gΛ and hΩ are the fixed representatives for rhΩs and rgΛs.
Proof. The projection map pirgΛs is shown to to be p1, 0q–coarsely Lipschitz in Lemma 3.12.
Nesting is shown to be a partial order in Lemma 3.16. The upward relative projection has
diameter at most 2 by Lemma 3.18. Lemma 3.20 shows that orthogonality is symmetric and
mutually exclusive of nesting, and that nested domains inherit orthogonality. The lateral
relative projections have diameter at most 2 by Lemma 3.22. 
4. Graph products are relative HHGs
In this section, we complete our proof that graph products of finitely generated groups
are relative HHGs (Theorem 4.22) by proving the eight remaining HHS axioms and showing
that the group structure is compatible with our hierarchy structure. In Section 4.1, we prove
hyperbolicity of CpgΛq whenever Λ contains at least two vertices. Section 4.2 is devoted to
proving the finite complexity and containers axioms. Section 4.3 deals with the uniqueness
axiom, and in Section 4.4, we the prove the bounded geodesic image and large links axioms.
In Section 4.5, we verify partial realisation, and Section 4.6 deals with the consistency axiom.
Finally, in Section 4.7, compatibility of the relative HHS structure with the group structure
is checked.
We also obtain some auxiliary results along the way: in Section 4.1, we show that not only
are the spaces CpgΛq hyperbolic whenever Λ contains at least 2 vertices, but they are also
quasi-trees; and in Section 4.3, we use uniqueness to give a classification of when CpgΛq has
infinite diameter.
We conclude the section by remarking that the syllable metric on GΓ is a hierarchically
hyperbolic space. This is true even when the vertex groups are not finitely generated.
However, until then we will continue to assume GΓ is a graph product of finitely generated
groups and that d is the word metric on GΓ, where the generating set for GΓ is given by
taking a union of finite generating sets for each vertex group.
4.1. Hyperbolicity.
Lemma 4.1 (Hyperbolicity). For each rgΛs P SΓ, either rgΛs is Ď–minimal or CpgΛq is
7
2
–hyperbolic.
Remark 4.2. The hyperbolicity of CpgΛq can also be deduced from Proposition 6.4 of
[Gen20]. The proof presented below uses a different argument that produces the explicit
hyperbolicity constant of 7
2
.
Proof. Take rgΛs P SΓ and suppose it is not Ď–minimal, i.e., Λ contains at least two vertices.
Let x, y, z P CpgΛq be three distinct points and let γ1, γ2, γ3 be three CpgΛq–geodesics
connecting the pairs ty, zu, tz, xu, tx, yu respectively. We wish to show this triangle is 7
2
–
slim, that is, we will show that γ1 is contained in the 72–neighbourhood of γ2 Y γ3. Since
CpgΛq is a metric graph whose edges have length 1, it suffices to show that any vertex of γ1
is at distance at most 3 from γ2 Y γ3.
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Let pi1, . . . , pimi be the vertices of γi, and let γ
1
i be the path in SpgΛq obtained by connecting
each pair of consecutive vertices pij and pij`1 with an SpgΛq–geodesic αij. Since αij is labelled
by vertices of supppppijq´1pij`1q, which is a proper subgraph of Λ, the CpgΛq–distance between
any vertex of αij and pij or pij`1 is at most 1. It therefore suffices to show that given any
vertex p1j of γ1, either α1j´1 or α1j is CpgΛq–distance 1 from some αit with i “ 2 or 3. See
Figure 8.
γ3
x
γ2
y p
1
j´1 p
1
j
γ1
p1j`1
z
α1j
α1j´1
ď 1
ď 1
ď 1
Figure 8. For each edge of the CpgΛq–geodesic triangle, we construct an
SpgΛq–geodesic segment αij between its endpoints (shown in blue). To show
the triangle is 7
2
–slim, it then suffices to show that for each j, α1j´1 Y α1j is
CpgΛq–distance 1 from some αit with i ‰ 1.
If Λ has no edges, then xΛy is the free product of the vertex groups, hence SpgΛq is a tree
of simplices, that is, any cycle in SpgΛq is contained in a single simplex (a coset of a vertex
group). Therefore any two paths in SpgΛq with the same endpoints are contained in the
1–neighbourhood of each other, and in particular γ11 is contained in the 1–neighbourhood of
γ12 Y γ13. Thus, any vertex of γ1 is at distance at most 3 from γ2 Y γ3 in CpgΛq.
Now suppose Λ has at least one edge, so that it has a vertex w with non-empty link. We
may also assume that Λ does not split as a join; otherwise, CpgΛq has diameter 2 by Remark
3.7 and hence is clearly 7
2
–hyperbolic. Take a vertex p1j of γ1. If p1j is one of the first or last
4 vertices of γ1, then it is at distance at most 3 from γ2 or γ3. Otherwise p1j is an endpoint
of two consecutive edges Lj´1 and Lj of γ1 labelled by strict subgraphs Λj´1 and Λj of Λ.
We must have Λj´1 Y Λj “ Λ, as otherwise we could replace these two edges with a single
edge, contradicting γ1 being a CpgΛq–geodesic. It follows that all vertices of Λ appear as
labels on the edges of the geodesic segments α1j´1 and α1j of γ11 corresponding to Lj´1 and
Lj. Consider the collection Ew of edges of α1j´1 Y α1j labelled by the fixed vertex w with
lkpwqXΛ ‰ H, and consider the collection Hw of hyperplanes in SpgΛq dual to the edges in
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Ew. We proceed to construct an SpgΛq–path from an edge of Ew to some αit with i “ 2 or 3,
either by travelling through the carrier of a single hyperplane, labelled by stpwq XΛ Ĺ Λ, or
by following a sequence of combinatorial hyperplanes labelled by lkpwq X Λ Ĺ Λ. Since this
path will be labelled by a proper subgraph of Λ, the CpgΛq–distance between its endpoints
will be 1.
Suppose some hyperplane H P Hw also crosses a geodesic segment αit of γ12 Y γ13. Since
the carrier of H is labelled by vertices of stpwq X Λ, and stpwq X Λ is a strict subgraph of Λ
because Λ does not split as a join, it follows that p1j is at most CpgΛq–distance 3 from either
γ2 or γ3, as desired.
Suppose therefore that no hyperplane of Hw crosses γ12Yγ13. This means that each H P Hw
must cross γ11 a second time (Remark 2.20). Further, Proposition 2.19(5) tells us that no two
hyperplanes labelled by the same vertex may cross each other. It follows that there exists
an outermost hyperplane H0 of Hw; that is, no hyperplane of Hw crosses edges of γ11 both
earlier and later than H0 does. Moreover, H0 has an outermost combinatorial hyperplane
H 10; see Figure 9. Note that since this combinatorial hyperplane is labelled by vertices of
lkpwqXΛ Ĺ Λ, the CpgΛq–distance between any two points on H 10 is 1. In particular, since γ1
is a CpgΛq–geodesic, it follows that the segments α1r and α1k that H 10 intersects must satisfy
|k´r| ď 2. As we know thatH0 crosses α1j´1Yα1j , this impliesH 10 must intersect α1j´1Yα1j too.
Recalling that a hyperplane may not cross the same geodesic twice (Proposition 2.19(4)),
we may therefore suppose without loss of generality that r “ j and j ă k ď j ` 2 (the cases
where j ´ 2 ď k ă j or r “ j ´ 1 proceed similarly).
H 10
w w
w w
w
H0
α1jα
1
j´1
pj´1 pj pj`1 pj`2
Figure 9. The outermost hyperplane H0 of Hw and its outermost combina-
torial hyperplane H 10.
Let E0 be the edge of Ew on α1j that H0 crosses, and let e1 and e2 denote its endpoints.
Let F0 be the edge of α1k labelled by w that H0 crosses, and denote its endpoints by f1
and f2. Then there is a path η connecting e1 and f2 that is contained in the combinatorial
hyperplane H 10 labelled by vertices of lkpwq X Λ Ĺ Λ. Furthermore, if w does not appear
as a label of an earlier edge of α1j or a later edge of α1k, then dgΛpp1j , p1k`1q “ 1 as the path
obtained by travelling from p1j to e1 along α1j , then from e1 to f2 along η, then from f2 to
p1k`1 along α1k is labelled by the proper subgraph Λ r w. This contradicts the assumption
that γ1 is a CpgΛq–geodesic. On the other hand, if w appears as a label of an earlier edge
E´1 of α1j (take the closest one to E0) but not a later edge of α1k, then the corresponding
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hyperplane H´1 must cross a segment α1l with l ă j (since H0 is outermost), and there exists
an SpgΛq–path ξ labelled by Λrw connecting e1 and α1l . Then the CpgΛq–distance between
the endpoints of the path ξ Y η is 1 and so we obtain dgΛpp1l , p1k`1q ď 2, a contradiction.
There therefore exists some edge labelled by w which appears after F0 on α1k. Let E1 be the
closest such edge to H0, and consider the hyperplane H1 dual to E1.
If H1 crosses α1s with |s ´ j| ě 3, then we obtain a contradiction since we have a path in
CpgΛq from p1j to p1s`1 (or p1j`1 to p1s if s ă j) of length at most 3. If H1 crosses α1s with
|s´ k| ě 3, then similarly we obtain a contradiction. Assume therefore that |s´ j| ď 2 and
|s´ k| ď 2. Note that since H0 and H1 cannot cross, we must have s ă j or s ą k.
If s ă j then we must have k “ j ` 1 and s “ j ´ 1. In this case, H1 crosses α1j´1, which
contradicts our assumption that H0 is an outermost hyperplane of Hw.Thus H1 cannot cross
any α1s with s ă k. This implies that if H1 crosses a segment αis with i “ 2 or 3, then we can
conclude that p1j is at most CpgΛq–distance 3 from either γ2 or γ3, by following a sequence
of geodesics labelled by vertices of lkpwq X Λ and contained in combinatorial hyperplanes
associated to H0 and H1; see Figure 10.
p1jp
1
j´1 p1j`1
α1j´1 α1j
lkpwq X Λ lkpwq X Λ
Λr w
w w
w
Figure 10. By following a sequence of combinatorial hyperplanes, we obtain
a path labelled by Λ r w (shown in red) that must eventually leave γ11 and
cross γ12 Y γ13.
On the other hand, if H1 crosses α1s with s ą k, then k “ j ` 1 and s “ j ` 2. Repeating
the same process, there must exist a later edge of α1s labelled by w. Let H2 be the hyperplane
dual to the closest such edge to H1. If H2 also crosses α1t where t ‰ s, then we must have
t ă j “ s ´ 2 or t ą s “ j ` 2, as H2 cannot cross the previous hyperplanes. However, the
first case results in |t ´ s| ě 3, and the second case gives |t ´ j| ě 3, both of which give
a contradiction. Therefore H2 must cross αit where i “ 2 or 3. Following the sequence of
geodesics labelled by vertices of Λ r w, we again see that p1j is at most CpgΛq–distance 3
from either γ2 or γ3. 
A similar technique can moreover show that the spaces CpgΛq are quasi-trees, by applying
Manning’s bottleneck criterion.
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Theorem 4.3 (Bottleneck criterion [Man05]). Let Y be a geodesic metric space. The fol-
lowing are equivalent:
(1) Y is quasi-isometric to some simplicial tree T ;
(2) There is some ∆ ą 0 so that for all y, z P Y there is a midpoint m “ mpy, zq with
dpy,mq “ dpz,mq “ 1
2
dpy, zq and the property that any path from y to z must pass
within a distance ∆ of m.
Theorem 4.4. For each rgΛs P SΓ, either rgΛs is Ď–minimal or CpgΛq is a quasi-tree.
The proof of Theorem 4.4 proceeds similarly to the proof of Lemma 4.1, with the role of
γ1 being played by a geodesic from y to z containing the midpoint mpy, zq, and replacing
γ2 Y γ3 with an arbitrary path from y to z.
Proof. Suppose rgΛs is not Ď–minimal. Let x, y P CpgΛq, let γ be a CpgΛq–geodesic con-
necting x and y, and let β be another CpgΛq–path from x to y. From γ and β we may obtain
paths γ1 and β1 in SpgΛq by replacing each edge with a geodesic segment in SpgΛq. Note
that any point on such a segment is CpgΛq–distance 1 from the endpoints of the segment.
Let m be the midpoint of γ, so that m is either a vertex of γ or a midpoint of an edge.
If Λ has no edges, then SpgΛq is a tree of simplices in the same manner as in the previous
proof, and in particular any two paths in SpgΛq between x and y are contained in the 1–
neighbourhood of each other. Applying this to γ1 and β1 shows that m is at distance at most
∆ “ 7
2
from β.
Now suppose Λ has at least one edge, and let L1 and L2 be two edges of γ adjacent to m
(if m is the midpoint of an edge L, pick L and one edge adjacent to it). Then L1 and L2 are
labelled by strict subgraphs Λ1 and Λ2 of Λ such that Λ1 Y Λ2 “ Λ. Thus either Λ1 or Λ2
contains a vertex w with non-empty link, and w therefore appears as a label of a hyperplane
crossing an edge of the corresponding geodesic segments α1 and α2 of γ1.
We can now repeat the argument in the proof of Lemma 4.1 to find a path connecting
α1 Y α2 to β1 that is labelled by a proper subgraph of Λ. It follows that m is at most
CpgΛq–distance ∆ “ 7
2
from β. 
4.2. Finite complexity and containers.
Lemma 4.5 (Finite complexity). Any set of pairwise Ď–comparable elements has cardinality
at most |V pΓq|.
Proof. If rgΛs Ď rhΩs and Λ and Ω have the same number of vertices, then we must have
Λ “ Ω and rgΛs “ rkΛs “ rkΩs “ rhΩs for some k P GΓ. Therefore, any two distinct
Ď–comparable elements must have different numbers of vertices. Thus any set of pairwise
Ď–comparable elements has cardinality at most |V pΓq|. 
Lemma 4.6 (Containers). Let rhΩs Ĺ rgΛs be elements of SΓ. If there exists rkΠs P SΓ
such that rkΠs Ď rgΛs and rkΠsKrhΩs, then rkΠs Ď raplkpΩq X Λqs Ĺ raΛs where a P GΓ
satisfies raΛs “ rgΛs and raΩs “ rhΩs.
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Proof. First, since rkΠs Ď rgΛs and rkΠsKrhΩs, we have Π Ď Λ and Π Ď lkpΩq, hence
Π Ď lkpΩq X Λ Ĺ Λ. Next, let b P GΓ be such that rbΠs “ rkΠs and rbΩs “ rhΩs, and let
c P GΓ be such that rcΠs “ rkΠs and rcΛs “ rgΛs. We claim that there exists d P GΓ such
that rkΠs “ rdΠs and raplkpΩq X Λqs “ rdplkpΩq X Λqs, which would complete our proof.
Indeed, k´1a “ k´1bb´1a “ k´1cc´1a, and we know that supppk´1bq Ď stpΠq, supppb´1aq Ď
stpΩq, supppk´1cq Ď stpΠq, supppc´1aq Ď stpΛq. Writing p “ prefixstpΠqpk´1aq, we have
p´1k´1a “ s, where prefixstpΠqpsq “ e. That is, prefixstpΠqpp´1k´1bb´1aq “ e. Since
p´1k´1b P xstpΠqy and b´1a P xstpΩqy, this implies p´1k´1a P xstpΩqy. Similarly, writing
k´1a “ k´1cc´1a shows us that p´1k´1a P xstpΛqy.
That is, we can write k´1a “ ps where p P xstpΠqy and s P xstpΩqXstpΛqy. But Ω Ď Λ and
lkpΛq Ď lkpΩq, hence stpΩqXstpΛq “ ΩYlkpΛqYplkpΩqXΛq. Moreover, ΩYlkpΛq Ď lkplkpΩqX
Λq, hence s P xstplkpΩq X Λqy. Thus k´1as´1 “ p P xstpΠqy and a´1as´1 P xstplkpΩq X Λqy.
Letting d “ as´1, we have rkΠs “ rdΠs and raplkpΩq X Λqs “ rdplkpΩq X Λqs as desired. 
4.3. Uniqueness. Here we prove the uniqueness axiom, which tells us that all geometry of
GΓ is witnessed by some associated space CpgΛq. This means we do not lose any geometric
information through our projections. We also use this axiom to classify boundedness of the
hyperbolic spaces CpgΛq. In what follows, | ¨ |GΓ denotes the word length on GΓ with respect
to the generating set S defined at the beginning of Section 3.
Lemma 4.7 (Uniqueness). Let GΓ be a graph product of finitely generated groups. There
exists a function θ : r0,8q Ñ r0,8q, depending only on the number of vertices of Γ, so that
for all g P GΓ, if dhΛpe, gq ď r for all h P GΓ and subgraphs Λ Ď Γ, then |g|GΓ ď θprq.
Proof. Let r ě 0. If Γ is a single vertex, then the conclusion is immediate as the only
subgraph is Γ and CpΓq “ GΓ. Suppose Γ contains n ` 1 vertices and assume the lemma
holds for any graph product of finitely generated groups whose defining graph contains at
most n vertices. Suppose g P GΓ with dhΛpe, gq ď r for all h P GΓ and subgraphs Λ Ď Γ.
Since dΓpe, gq ď r, there exist proper subgraphs Λi Ĺ Γ and elements λi with supppλiq “ Λi
so that g “ λ1 . . . λm and dΓpe, gq “ m ď r. We shall see that dhΩpe, gq ď r implies dhΩpe, λiq
is uniformly bounded for each Ω Ď Λi and h P xΛiy. Since each xΛiy is a graph product on at
most n vertices, induction will imply the word length of each λi is bounded, which in turn
will bound the word length of g.
If Γ splits as a join Γ “ Λ1 ’ Λ2, then any element g P GΓ can be written in the form
g “ λ1λ2 where λi P xΛiy for i “ 1, 2 and |g|GΓ “ |λ1|GΓ ` |λ2|GΓ . Moreover, if h P xΛiy
and Ω Ď Λi, then ghΩpgq “ h ¨ prefixΩph´1gq “ h ¨ prefixΩph´1λiq “ ghΩpλiq. Therefore
dhΩpe, λiq “ dhΩpe, gq ď r and by induction there exists D “ Dpn, rq so that |λi|GΓ ď D for
i “ 1, 2. Thus, |g|GΓ ď 2D, which depends only on r and the number of vertices of Γ.
Suppose Γ does not split as a join, and define p0 “ e and pi “ λ1 ¨ ¨ ¨λi for i P t1, . . . ,mu.
Note that the pi are the vertices of the CpΓq–geodesic connecting e and g with edges labelled
by the λi. By Lemma 3.5, we can assume that suffixΛippi´1q “ e for each i P t2, . . . ,mu and
that there exists an SpΓq–geodesic connecting e to g that contains each pi as a vertex. Fix
i P t1, . . .mu, h P xΛiy, and Ω Ď Λi.
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As stated above, we wish to show dhΩpe, λiq is bounded uniformly in terms of r so that
we can apply the induction hypothesis. Since dhΩpe, λiq is independent of the choice of
representative of the coset hxΩy, we can assume suffixΩphq “ e. To achieve the bound on
dhΩpe, λiq, we use the following two claims plus the assumption that dhΩpe, gq ď r.
Claim 4.8. pipi´1hΩppi´1q “ pipi´1hΩpeq.
Proof. By equivariance of the gate map and the prefix description of the gate map (Lemma
2.23),
gpi´1hΩppi´1q “ pi´1h ¨ prefixΩph´1q and gpi´1hΩpeq “ pi´1h prefixΩph´1p´1i´1q.
Since prefixΛipp´1i´1q “ e, we have prefixΩpp´1i´1q “ e too. Since h P xΛiy and prefixΩpp´1i´1q “
e, we have prefixΩph´1p´1i´1q “ prefixΩph´1q and so gpi´1hΩppi´1q “ gpi´1hΩpeq. This implies
pipi´1hΩppi´1q “ pipi´1hΩpeq. 
Claim 4.9. dpi´1hΩppi, gq ď r.
Proof of Claim 4.9. Recall, we can write each λi in reduced syllable form to produce an
SpΓq–geodesic connecting e and g and containing each pi as a vertex (Lemma 3.5). Thus,
Lemma 3.13 says dpi´1hΩppi, gq ď dpi´1hΩpe, gq, and dpi´1hΩpe, gq ď r by assumption. 
By the equivariance of the gate map (Proposition 2.21(2)), dhΩpe, λiq “ dpi´1hΩppi´1, piq.
Claim 4.8 then implies
dpi´1hΩppi´1, piq “ dpi´1hΩpe, piq ď dpi´1hΩpe, gq ` dpi´1hΩpg, piq.
Since dpi´1hΩpe, gq ď r by assumption and dpi´1hΩpg, piq ď r by Claim 4.9, we have dhΩpe, λiq “
dpi´1hΩppi´1, piq ď 2r for each h P xΛiy and Ω Ď Λi. The induction hypothesis now implies
there exists D “ Dpn, rq such that the word length of λi in xΛiy is at most D. Since
each graphical subgroup is convexly embedded in the word metric d on GΓ, this implies
|g|GΓ ď rD, which depends only on r and the number of vertices of Γ. 
The uniqueness axiom allows us to classify boundedness of the hyperbolic spaces CpgΛq.
Theorem 4.10. For any g P GΓ and any subgraph Λ of Γ containing at least two vertices,
the space CpgΛq has infinite diameter if and only if Λ does not split as a join.
Proof. Recall, if Λ splits as a join, then diampCpgΛqq ď 2 by Remark 3.7. Suppose therefore
that Λ does not split as a join and let v1, . . . , vk be the vertices of Λ. For each i P t1, . . . , ku,
pick si P Svi , where Svi is the finite generating set for Gvi that we fixed at the beginning of
Section 3. Define λ “ s1 . . . sk. For each i P t1, . . . , ku and j P t1, . . . , nu, let sji be the jth
copy of si in the product ps1 . . . skqn “ λn, that is, λn “ ps11 . . . s1kqps21 . . . s2kq . . . psn1 . . . snkq.
We claim that for each n P N, ps11 . . . s1kqps21 . . . s2kq . . . psn1 . . . snkq is a reduced syllable ex-
pression for λn. Indeed, if ps11 . . . s1kqps21 . . . s2kq . . . psn1 . . . snkq is not reduced, then there exists
sji that is combined with some s`i (j ‰ `) after applying some number of commutation
relations. However, if s`i were to be combined with s
j
i , then si would need to commute
with each of s1, . . . , si´1, si`1, . . . , sk. This only happens if the vertex vi is connected to
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every other vertex of Λ, but this does not happen as Λ does not split as a join. There-
fore ps11 . . . s1kqps21 . . . s2kq . . . psn1 . . . snkq is a reduced syllable expression for λn, and we have
|λn|syl “ kn for all n P N.
To prove CpΛq has infinite diameter, we use the following claim plus the uniqueness axiom
to show that dΛpe, λnq can be made as large as desired by increasing n.
Claim 4.11. For all Ω Ĺ Λ, h P xΛy and n ě 2, dhΩpe, λnq ď 3.
For now we accept Claim 4.11, deferring its proof until after we have proved CpΛq has
infinite diameter.
For the purposes of contradiction, assume there exists R ą 0 such that dΛpe, λnq ď R for all
n P N. By Claim 4.11, for every proper subgraph Ω Ĺ Λ and h P xΛy, we have dhΩpe, λnq ď 3.
Applying the uniqueness axiom (Lemma 4.7) to the graph product xΛy “ GΛ, this implies
there exists D “ DpR, |V pΛq|q ą 0 such that |λn|GΛ “ |λn|GΓ ď D for all n P N. However,
this is a contradiction as |λn|GΓ ě |λn|syl “ kn for all n P N. Thus, for each R ą 0,
there exists nR such that dΛpe, λnRq ą R. Therefore CpΛq, and hence CpgΛq, has infinite
diameter. 
Proof of Claim 4.11. Let Ω Ĺ Λ be a proper subgraph and h P xΛy. Since dhΩpe, λnq does
not depend on the choice of representative of the coset hxΩy, we can assume suffixΩphq “ e,
and thus prefixΩph´1q “ e.
Recall, pihΩpeq “ h ¨ prefixΩph´1q and pihΩpλnq “ h ¨ prefixΩph´1λnq (Remark 3.10). Since
prefixΩph´1q “ e, it suffices to prove that dΩpe, h´1λnq ď 3. We can also assume that
prefixΩph´1λnq ‰ e.
By Proposition 3.11, all syllables of prefixΩph´1λnq are syllables of λn. As prefixΩph´1λnq ‰
e, there must exist i P t1, . . . , ku and j P t1, . . . , nu such that sji is the first syllable of
ps11 . . . s1kqps21 . . . s2kq . . . psn1 . . . snkq that is also a syllable of prefixΩph´1λnq.
Let `,m P t1, . . . , ku be such that v` P Λ r stpΩq and vm P Ω is not joined to v` by an
edge. These vertices exist since Λ does not split as a join and thus Λ ‰ stpΩq. We will show
that prefixΩph´1λnq can be written as a product p1p2p3 where supppp2q is a single vertex
v of Ω and supppp1q, supppp3q Ď Ω r v. This implies the CpΩq–distance between e and
prefixΩph´1λnq is at most 3, which in turn says dhΩpe, λnq ď 3.
Suppose i ă `. Since v` R Ω, every syllable of prefixΩph´1λnq must either be one of
sji , s
j
i`1, . . . , s
j
`´1 or must commute with s
j
`. As sm does not commute with s`, it follows
that no sJm is a syllable of prefixΩph´1λnq for J ą j. Therefore prefixΩph´1λnq can contain
at most one syllable with support vm, namely sjm. Thus prefixΩph´1λnq “ p1p2p3 with
supppp1q Ď Ω r vm, supppp2q Ď vm, and supppp3q Ď Ω r vm. Note, if Ω “ vm, then
prefixΩph´1λnq “ p2 “ sjm and dhΩpe, λnq “ dΩpe, sjmq “ 1 because sjm P Svm .
The case i ą ` proceeds similarly because every syllable of prefixΩph´1λnq must either be
one of sji , s
j
i`1, . . . , s
j
k, s
j`1
1 , . . . , s
j`1
`´1 or must commute with s
j`1
` . 
In Section 5, we use our characterisation of when CpgΛq has infinite diameter to answer
two questions of Genevois [Gen19] (Theorems 5.14 and 5.16).
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4.4. Bounded geodesic image and large links. As the bounded geodesic image axiom
is used to prove large links, we include both in this section.
Lemma 4.12 (Bounded geodesic image). Let x, y P GΓ and rhΩs Ĺ rgΛs. For any choice
of representatives hΩ P rhΩs and gΛ P rgΛs, if dhΩpx, yq ą 0, then every CpgΛq–geodesic γ
from pigΛpxq to pigΛpyq intersects the closed 2–neighbourhood of ρhΩgΛ .
Proof. We first need to establish that when rhΩs Ď rgΛs, gating onto hxΩy is the same as
first gating onto gxΛy and then gating onto hxΩy. This will allow us to relate pigΛpxq and
pihΩpxq.
Claim 4.13. If rhΩs Ď rgΛs, then ghΩpggΛpxqq “ ghΩpxq for all x P GΓ and for all represen-
tatives gΛ P rgΛs and hΩ P rhΩs.
Proof. Let k P GΓ so that rkΩs “ rhΩs and rkΛs “ rgΛs. Without loss of generality, we can
assume x R gxΛy.
Suppose ghΩpggΛpxqq ‰ ghΩpxq. Then there is a hyperplane H separating ghΩpggΛpxqq and
ghΩpxq. By Proposition 2.21, H also separates ggΛpxq and x and cannot cross gxΛy. However,
we know that H crosses hxΩy Ď hxΛy and by parallelism (Proposition 3.2) H must also cross
kxΩy Ď kxΛy. But kΛ ‖ gΛ, so H must also cross gxΛy. This contradiction means we must
have ghΩpggΛpxqq “ ghΩpxq. 
Let γ be a CpgΛq–geodesic from pigΛpxq to pigΛpyq and let p1, . . . , pn P xΛy so that pigΛpxq “
gp1, gp2, . . . , gpn “ pigΛpyq are the vertices of γ. Let αi be a SpgΛq–geodesic from gpi to gpi`1
for each i P t1, . . . , n´ 1u. Let γ1 be the path in SpgΛq that is the union of all the αi.
Suppose dhΩpx, yq ą 0. Then dsylpghΩpxq, ghΩpyqq ą 0 and so there is a hyperplane H
separating ghΩpxq “ ghΩpggΛpxqq and ghΩpyq “ ghΩpggΛpyqq that is labelled by a vertex
w P V pΩq. The hyperplane H then also separates ggΛpxq and ggΛpyq by Proposition 2.21.
Thus, H must cross one of the segments αi that make up γ1. Since H crosses both hxΩy
and αi and H cannot separate ggΛpxq from ghΩpxq nor ggΛpyq from ghΩpyq, there exists an
SpΓq–geodesic, η, from an element b0 P hxΩy to a0 P αi that is labelled by vertices in lkpwq;
see Figure 11.
Let a1 “ pigΛpa0q and b1 “ pigΛpb0q. Since η was labelled by vertices in lkpwq, Proposition
3.11 tells us we have supppa´11 b1q Ď lkpwqXΛ, which is a proper subgraph of Λ. Thus, in the
subgraph metric, dgΛpαi, ρhΩgΛq ď 1 as a1 P pigΛpαiq and b1 P pigΛphxΩyq Ď ρhΩgΛ . As αi is labelled
by a proper subgraph of Λ, any subsegment is also labelled by a proper subgraph, hence
dgΛpga, gpi`1q ď 1 for any vertex ga of αi. Thus, dgΛpga, γq ď 1 and therefore dgΛpγ, ρhΩgΛq ď
2. 
We can now use the bounded geodesic image axiom together with the following lemma to
prove large links.
Lemma 4.14. Let rgΛs, rhΩs P SΓ. For any representatives gΛ P rgΛs and hΩ P rhΩs, if
diamppigΛphxΩyqq ą 2, then rgΛs Ď rhΩs.
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Figure 11. The SpΓq–geodesic η connecting b0 P hxΩy and a0 P αi when
dhΩpx, yq ą 0.
Proof. If rgΛs&rhΩs or rhΩs Ĺ rgΛs, then pigΛ
`
hxΩy˘ Ď ρhΩgΛ , which is shown to have diameter
at most 2 in Lemmas 3.18 and 3.22. If rgΛs K rhΩs, then Λ Ď lkpΩq. Let ω P xΩy. Then
ggΛphωq “ g ¨ prefixΛpg´1hωq. Assume without loss of generality that suffixΛpgq “ e and
suffixΩphq “ e. By Proposition 3.11, all syllables of prefixΛpg´1hωq are syllables of hω.
Further, since Λ Ď lkpΩq, we have supppωq X Λ “ H. As suffixΩphq “ e, this implies
prefixΛpg´1hωq “ prefixΛpg´1hq. Thus pigΛphωq “ g ¨ prefixΛpg´1hq for all ω P xΩy, and so
pigΛphxΩyq has diameter 0. 
Lemma 4.15 (Large links). Let x, y P GΓ and n “ dkΠpx, yq where k P GΓ and Π Ď Γ.
There exist rh1Ω1s, . . . , rhnΩns P SΓ each nested into rkΠs so that for any rgΛs P SΓ with
rgΛs Ĺ rkΠs, if dgΛpx, yq ą 18 for some representative of rgΛs, then rgΛs Ď rhiΩis for some
i P t1, . . . , nu.
Proof. Let γ be a CpkΠq–geodesic connecting pikΠpxq and pikΠpyq, let pikΠpxq “ p0, p1, ¨ ¨ ¨ , pn “
pikΠpyq be the vertices of γ, and let λi “ p´1i´1pi for each i P t1, . . . , nu. For i P t1, . . . , nu,
define Ti to be pi´1 ¨ xsupppλiqy. Note that pi P Ti´1 X Ti, and Ti Ď kxΠy since pi´1 P kxΠy
and supppλiq Ĺ Π. In particular, rTis Ĺ rkΠs. Note also that pikΠpTiq = Ti is contained in
the closed 1–neighbourhood of pi in CpkΠq, because supppλiq is a proper subgraph of Π.
Next, let rgΛs P SΓ with rgΛs Ĺ rkΠs and suppose dgΛpx, yq ą 18 for some representative
gΛ P rgΛs. We shall show rgΛs Ď rTis for some i P t1, . . . , nu. Since we have established the
bounded geodesic image axiom (Lemma 4.12), we have γXN2pρgΛkΠq ‰ H, where NrpAq is the
closed r–neighbourhood of A. Let j be the first number in t0, . . . , nu so that pj P N4pρgΛkΠq,
and recall that each pikΠpTiq “ Ti is contained in N1ppiq and diampρgΛkΠq ď 2 (Lemma 3.18).
Therefore, if 1 ď i ď j or i ě j` 10, then pikΠpTiqXN2pρgΛkΠq “ H and the bounded geodesic
image axiom says pigΛpTiq is a single point.
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Since Ti´1 X Ti ‰ H for i P t2, . . . , nu and x P T1, y P Tn, we have
pigΛ
˜
jď
i“1
Ti
¸
“ pigΛpxq and pigΛ
˜
nď
i“j`10
Ti
¸
“ pigΛpyq
whenever j ą 0 and j ` 9 ă n respectively. This implies
dgΛpx, yq ď
mintn,j`9uÿ
i“j`1
diam
`
pigΛ pTiq
˘
.
Since dgΛpx, yq ą 18, there must exist j0 P tj`1, . . . ,mintn, j`9uu so that diam
`
pigΛpTj0q
˘ ą
2. By Lemma 4.14, this implies rgΛs Ď rTj0s. 
4.5. Partial realisation. We now prove partial realisation, which roughly says that given a
collection of pairwise orthogonal rgiΛis P SΓ, the hyperbolic spaces CpgiΛiq give a coordinate
system for GΓ.
We first prove that we can always represent n mutually orthogonal elements of SΓ by the
same group element, and similarly for nesting chains. This allows us to simplify arguments
involving three or more orthogonal domains by working within a fixed coset.
Proposition 4.16. Let rg1Λ1s, . . . , rgnΛns P SΓ. If either rg1Λ1s Ď . . . Ď rgnΛns or
rg1Λ1s, . . . , rgnΛns are pairwise orthogonal, then there exists g P GΓ so that rgΛis “ rgiΛis
for all i P t1, . . . , nu.
Proof. We proceed by induction. The initial case n “ 2 is true by definition. Suppose the
statement is true for all n ă m, and consider n “ m, that is, we have rg1Λ1s, . . . , rgmΛms P SΓ
which are either pairwise orthogonal or nested. Then in particular rg1Λ1s, . . . , rgm´1Λm´1s are
pairwise orthogonal (respectively nested), hence there exists g P GΓ such that rgΛis “ rgiΛis
for all i ă m. Since rgΛis “ rgiΛis if and only if rΛis “ rg´1giΛis, we can assume g “ e
without loss of generality. Then rΛisKrgmΛms (respectively rΛis Ď rgmΛms) for each i ă m,
so for each i ă m there exists ki such that ki P xstpΛiqy and g´1m ki P xstpΛmqy. Let h
be the shortest prefix of gm such that g´1m h P xstpΛmqy. Since g´1m ki P xstpΛmqy for each
i P t1, . . . ,m´ 1u, we know suppphq Ď supppkiq Ď stpΛiq for each i ă m. Hence rΛis “ rhΛis
for each i ă m and rgmΛms “ rhΛms. Thus, by induction the statement is true for all n. 
Lemma 4.17 (Partial realisation). Let trgiΛisuni“1 be a finite collection of pairwise orthogonal
elements of SΓ. For each i P t1, . . . , nu, fix a choice of representative giΛi for rgiΛis and let
pi P CpgiΛiq. There exists x P GΓ so that:
‚ dgiΛipx, piq “ 0 for all i;
‚ for each i and each rhΩs P SΓ, if rgiΛis Ĺ rhΩs or rhΩs&rgiΛis, then for any choice
of representative hΩ P rhΩs we have dhΩpx, ρgiΛihΩ q “ 0.
Proof. By Proposition 4.16 there exists some g P GΓ such that rgiΛis “ rgΛis for all i.
Define p1i “ ggΛippiq “ gλi, where λi P xΛiy, and let x “ gλ1λ2 . . . λn. Then pigΛipxq “
g ¨ prefixΛipg´1xq “ gλi “ pigΛippiq for each i, since orthogonality tells us the elements λi all
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commute with each other and the subgraphs Λi are all disjoint. Therefore dgΛipx, piq “ 0 for
all i, and so by Lemma 3.8, we have dgiΛipx, piq “ 0 for all i.
Now, suppose rgΛis Ĺ rhΩs or rgΛis&rhΩs for some i P t1, . . . , nu and rhΩs P SΓ. Since
Λj Ď lkpΛiq Ď stpΛiq for each j ‰ i, we have x “ gλ1 . . . λn P gxstpΛiqy. Thus, pihΩpxq P
pihΩ pgxstpΛiqyq “ ρgΛihΩ for any choice of representative hΩ of rhΩs. Moreover, we have
ρgΛihΩ “
Ť
kΛi‖gΛi pihΩ
`
kxΛiy
˘ “ ρgiΛihΩ , since giΛi ‖ gΛi. This implies dhΩpx, ρgiΛihΩ q “ 0. 
4.6. Consistency. Finally, we prove consistency, which says that given two transverse do-
mains rgΛs and rhΩs in SΓ, each element of GΓ projects uniformly close to one of the lateral
relative projections ρgΛhΩ and ρ
hΩ
gΛ .
Our proof shall proceed by contradiction. Assuming that each element of GΓ projects far
from both lateral projections, we can use Lemma 4.14 to show that rgΛs Ď rh lkpwqs for each
vertex w of Ω, which will imply rgΛsKrhws for each vertex w of Ω. We then obtain rgΛsKrhΩs
by adapting the proof of Proposition 4.16 to show that we may promote orthogonality with
multiple domains to orthogonality with their union. This contradicts rgΛs&rhΩs.
Lemma 4.18. Let rgΛ1s, . . . , rgΛn´1s, rkΛns P SΓ. If rgΛisKrkΛns for all i ă n, then
rgŤiăn ΛisKrkΛns.
Proof. Since rgΛisKrkΛns if and only if rΛisKrg´1kΛns, we may assume that g “ e. By
orthogonality, for each i ă n there exists ki such that ki P xstpΛiqy and k´1ki P xstpΛnqy.
Following the proof of Proposition 4.16, let h be the shortest prefix of k such that k´1h P
xstpΛnqy. Then suppphq Ď supppkiq Ď stpΛiq for all i ă n, so h P xstpΛiqy for all i ă n.
Therefore h P xŞiăn stpΛiqy Ď xstpŤiăn Λiqy, hence rŤiăn Λis “ rhŤiăn Λis and rkΛns “
rhΛns. Moreover, by orthogonality, Λn Ď lkpΛiq for all i ă n, hence Λn Ď Şiăn lkpΛiq “
lkpŤiăn Λiq. We therefore have rŤiăn ΛisKrkΛns. 
Lemma 4.19 (Consistency). If rgΛs&rhΩs, then for all x P GΓ and for any choice of
representatives gΛ P rgΛs and hΩ P rhΩs we have
min
!
dhΩ
´
pihΩpxq, ρgΛhΩ
¯
, dgΛ
´
pigΛpxq, ρhΩgΛ
¯)
ď 2. (˚)
Further, if rkΠs Ĺ rgΛs and either rgΛs Ĺ rhΩs or rgΛs&rhΩs and rhΩs M rkΠs, then
dhΩpρkΠhΩ, ρgΛhΩq “ 0.
Proof. We prove p˚q by contradiction. Suppose dhΩppihΩpxq, ρgΛhΩq ą 2 and dgΛppigΛpxq, ρhΩgΛq ą
2. Then we also have
dsylpghΩpxq, ghΩpgxΛyqq ą 2 and dsylpggΛpxq, ggΛphxΩyqq ą 2.
Thus ghΩpxq and ghΩpgxΛyq are separated by some hyperplane Hw labelled by a vertex w
of Ω. By Proposition 2.21(5), Hw also separates x and gxΛy. In particular, Hw crosses
any SpΓq–geodesic segment γ connecting x and gxΛy. Because of Proposition 2.21(4), Hw
cannot separate gxΛy and ghΩpgxΛyq as Hw crosses hxΩy. Thus, there exists a combinatorial
hyperplane ofHw contained in the same component of SpΓqrHw as both gxΛy and ghΩpgxΛyq.
Let H 1w be this particular combinatorial hyperplane of Hw; see Figure 12.
36
xgxΛy hxΩy
ggΛphxΩyq ghΩpgxΛyq
ggΛpxq ghΩpxq
γ
Hw
H 1w
Figure 12. The combinatorial hyperplane H 1w of Hw that is in the same
component of SpΓqrHw as both gxΛy and ghΩpgxΛyq.
We claim that diamppigΛpH 1wqq ą 2. By construction, H 1w contains both a vertex of hxΩy
and a vertex of γ. Thus, pigΛpH 1wq contains points from both pigΛphxΩyq and pigΛpγq. Since
ggΛpxq is the unique point in gxΛy that minimises the SpΓq–distance from x to gxΛy, we have
ggΛpγq “ ggΛpxq P pigΛpH 1wq. Since dgΛppigΛpxq, pigΛphxstpΩqyqq “ dgΛppigΛpxq, ρhΩgΛq ą 2, and
pigΛpH 1wqmust contain points from both pigΛpxq and pigΛphxΩyq, we must have diamppigΛpH 1wqq ą
2.
By Remark 2.18,H 1w Ď hxlkpwqy. Thus, diamppigΛpH 1wqq ą 2 implies diamppigΛphxlkpwqyqq ą
2. Lemma 4.14 then forces rgΛs Ď rh lkpwqs Ď rh stpwqs. This implies Λ Ď lkpwq and that
there exists k P GΓ such that rkΛs “ rgΛs and rk stpwqs “ rh stpwqs. Since stpstpwqq “ stpwq,
rk stpwqs “ rh stpwqs implies rkws “ rhws. Thus rgΛs “ rkΛs K rkws “ rhws. Moreover,
since dhΩppihΩpxq, ρgΛhΩq ą 2, every vertex of Ω must appear as an edge label for the SphΩq–
geodesic connecting ghΩpxq and ghΩpgxΛyq. Therefore such a hyperplane Hw exists for every
vertex w of Ω, and so rgΛs K rhws for all w P V pΩq. Lemma 4.18 then tells us rgΛs K rhΩs,
contradicting transversality. Hence inequality (˚) must hold.
Now suppose rkΠs Ĺ rgΛs and either rgΛs Ĺ rhΩs or rgΛs&rhΩs and rhΩsMrkΠs. Then
there exists some element a such that rkΠs “ raΠs, rgΛs “ raΛs. Therefore pihΩpaxΠyq Ď ρkΠhΩ
and pihΩpaxΛyq Ď ρgΛhΩ. But axΠy Ď axΛy, so dhΩpρkΠhΩ, ρgΛhΩq “ 0. 
4.7. Compatibility of the group structure. The results so far show that a graph product
GΓ can be given the structure of a relatively hierarchically hyperbolic space. It remains to
show that this structure agrees with the group structure of GΓ.
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Lemma 4.20. The map φ : GΓ ˆ SΓ Ñ SΓ where φpa, rgΛsq “ ragΛs defines a Ď–, K–,
and &–preserving action of GΓ on SΓ by bijections such that SΓ contains finitely many
GΓ–orbits.
Proof. Let φa “ φpa, ¨q. This is well-defined, since rgΛs “ rkΛs if and only if ragΛs “ rakΛs.
Further, since φa does not alter the subgraph Λ, it preserves the orthogonality, nesting, and
transversality relations. Each φa is also a bijection: if ragΛs “ rahΩs, then Λ “ Ω and
pagq´1pahq “ g´1h P xstpΛqy, hence rgΛs “ rhΩs, proving injectivity. Surjectivity holds since
we can always write rgΛs “ φapra´1gΛsq. Finally, there are finitely many GΓ–orbits; one for
each subgraph Λ Ď Γ. 
Lemma 4.21. For each subgraph Λ Ď Γ and elements a, g P GΓ, there exists an isometry
agΛ : CpgΛq Ñ CpagΛq satisfying the following for all subgraphs Λ,Ω Ď Γ and elements
a, b, g, h P GΓ.
‚ The map pabqgΛ : CpgΛq Ñ CpabgΛq is equal to the map abgΛ˝bgΛ : CpgΛq Ñ CpabgΛq.
‚ For each x P GΓ, we have agΛppigΛpxqq “ piagΛpaxq.
‚ If rhΩs&rgΛs or rhΩs Ĺ rgΛs, then agΛpρhΩgΛq “ ρahΩagΛ .
Proof. Let the isometry agΛ be left-multiplication by a, that is for any gx P CpgΛq, let
agΛpgxq “ agx. Then:
‚ The equality pabqgΛ “ abgΛ ˝ bgΛ is immediate from our definition.
‚ We have agΛppigΛpxqq “ piagΛpaxq by Proposition 2.21(2).
‚ The final property follows as an immediate consequence of the previous one and the
definition of the relative projections. 
4.8. Graph products are relative HHGs. We now compile the results from Section 4 to
obtain the main result of this paper, that any graph product of finitely generated groups is
a relative HHG.
Theorem 4.22. Let GΓ be a graph product of finitely generated groups. The proto-hierarchy
structure SΓ from Theorem 3.23 is a relatively hierarchically hyperbolic group structure for
GΓ with hierarchy constant maxt18, |V pΓq|u.
Proof. Let SΓ be the proto-hierarchy structure for pGΓ, dq from Theorem 3.23. The work of
this section has shown that SΓ is a relative HHS structure for pGΓ, dq.
(1) We proved that the spaces associated to the non-Ď–minimal domains of SΓ are 72–
hyperbolic in Lemma 4.1.
(2) We proved finite complexity in Lemma 4.5.
(3) We proved the container axiom in Lemma 4.6.
(4) The proof of the uniqueness axiom follows from Lemma 4.7, since if dCprgΛsqpx, yq is
uniformly bounded for all rgΛs P SΓ, then Lemma 3.8 implies that dgΛpx, yq has the
same uniform bound for all g P GΓ and Λ Ď Γ.
(5) We proved the bounded geodesic image axiom in Lemma 4.12.
(6) We proved the large links axiom in Lemma 4.15.
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(7) We proved the consistency axiom in Lemma 4.19.
(8) We proved the partial realisation axiom in Lemma 4.17.
We now verify the remaining axioms required for pGΓ, dq to be a relative HHG, as laid out
in Definition 2.27.
Let φ : GΓ ˆ SΓ Ñ SΓ be the map φpa, rgΛsq “ ragΛs. By Lemma 4.20, this is a well-
defined GΓ–action by bijections that preserves the nesting, orthogonality, and transversality
relations and has finitely many orbits. We will use a ¨ rgΛs to denote φpa, rgΛsq “ ragΛs.
For each rgΛs P SΓ, let gΛ denote the fixed representative of rgΛs such that CprgΛsq “
CpgΛq; see the proto-hierarchy structure in Theorem 3.23. Left multiplication by a P GΓ
gives an isometry agΛ : CpgΛq Ñ CpagΛq for each g P GΓ and each subgraph Λ Ď Γ. For
each a P GΓ and rgΛs P SΓ, define argΛs : CpgΛq Ñ CpagΛq by argΛs “ gagΛ ˝ agΛ.
Let a, b P GΓ and rgΛs, rhΩs P SΓ. We now verify the remaining axioms of a relatively
hierarchically hyperbolic group (Definition 2.27).
‚ Let λ P xΛy. To show pabqrgΛs “ arbgΛs ˝ brgΛs we will show
pabqrgΛspgλq “ parbgΛs ˝ brgΛsqpgλq.
Using the last clause of Lemma 3.8, we have
pabqrgΛspgλq “ gabgΛpabgλq “ abg ¨ pabλ
where pab “ prefixΛppabgq´1 ¨ abgq. Similarly, we have
parbgΛs ˝ brgΛsqpgλq “ arbgΛspbg ¨ pbλq “ abg ¨ papbλ
where pb “ prefixΛ
`pbgq´1 ¨ bg˘ and pa “ prefixΛ`pabgq´1 ¨ abg˘. Thus, it suffices to
prove papb “ pab.
Since bg and bg are both representatives of the parallelism class rbgΛs, we have
pbgq´1 ¨ bg P xstpΛqy. Therefore pbgq´1 ¨ bg “ pblb where lb P xlkpΛqy. Similarly,
pabgq´1 ¨abg “ pala where la P xlkpΛqy. Hence the following calculation concludes our
argument:
pabgq´1 ¨ abg “pabgq´1 ¨ abg ¨ pblb
prefixΛ
`pabgq´1 ¨ abg˘ “ prefixΛ `pabgq´1 ¨ abg ¨ pblb˘
pab “ prefixΛppalapblbq
pab “papb.
‚ Let x P GΓ. Since agΛ ‖ agΛ, we can use Lemma 3.8 and equivariance of the gate
map (Proposition 2.21(2)) to conclude:
gagΛ pgagΛpaxqq “gagΛpaxq
gagΛ pa ¨ ggΛpxqq “gagΛpaxq
pgagΛ ˝ agΛq pppigΛpxqq “piagΛpaxq
argΛs
`
pirgΛspxq
˘ “piragΛspaxq.
39
‚ Suppose rhΩs&rgΛs or rhΩs Ĺ rgΛs. Lemmas 3.8, 4.20, and 4.21 imply argΛs
´
ρ
rhΩs
rgΛs
¯
“
ρ
rahΩs
ragΛs :
argΛs
´
ρ
rhΩs
rgΛs
¯
“pgagΛ ˝ agΛq
´
ρhΩgΛ
¯
(Definition of argΛsq
“gagΛ
´
ρahΩagΛ
¯
(Lemma 4.21)
“gagΛ
`
gagΛpahxstpΩqyq
˘
(Definition of ρq
“gagΛpahxstpΩqyq (Lemma 3.8)
“gagΛpahxstpΩqyq pahΩ ‖ ahΩq
“ρahΩagΛ . 
Behrstock, Hagen, and Sisto show that any relatively hierarchically hyperbolic space has
a distance formula, which expresses distances in the space as a sum of distances in the
projections [BHS19, Theorem 6.10]. As a result, we now have such a distance formula for
graph products of finitely generated groups.
Corollary 4.23 (Distance formula for graph products). Let GΓ be a graph product of finitely
generated groups. There exists σ0 ą 0 such that for all σ ě σ0 there exist K ě 1 and L ě 0
such that for all g, h P GΓ
1
K
ÿ
rkΛsPSΓ
  
drkΛspg, hq
((
σ
´ L ď dpg, hq ď K
ÿ
rkΛsPSΓ
  
drkΛspg, hq
((
σ
` L
where we define tNu σ “ N if N ě σ and 0 if N ă σ.
Another key consequence of relative hierarchical hyperbolicity for a group is that the action
of the group on the Ď–maximal space is acylindrical. Thus, we have that the action of GΓ
on CpΓq is acylindrical. Recall, the action of a group G on a metric space X is acylindrical
if for all  ě 0, there exist R,N ě 0 so that if x, y P X satisfy dXpx, yq ě R, then there are
at most N elements g P G such that dXpx, gxq ď  and dXpy, gyq ď .
Corollary 4.24 (The action on CpΓq is acylindrical). Let GΓ be a graph product of finitely
generated groups. The action of GΓ on CpΓq by left multiplication is acylindrical.
Proof. Behrstock, Hagen, and Sisto proved that if pG,Sq is a (non-relative) hierarchically
hyperbolic group and T P S is the Ď–maximal element, then the action of G on CpT q is
acylindrical [BHS17b, Theorem 14.3]. However, the argument they employ only uses the
hyperbolicity of the space CpT q and not the hyperbolicity of any of the other spaces in the
HHG structure. Thus, their argument carries through verbatim if pG,Sq is a relative HHG
provided S ‰ tT u. In the case when S “ tT u, then CpT q is equivariantly quasi-isometric
to a Cayley graph of G with respect to some finite generating set. Thus, G acts on CpT q
properly, and hence acylindrically. Applying this to the graph product GΓ with relative HHG
structure SΓ, we have that GΓ acts on CpΓq acylindrically. 
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4.9. The syllable metric is an HHS. Since nearly every argument used in the proof
of Theorem 4.22 factors through the syllable metric on the graph product GΓ, the same
arguments show that the syllable metric on GΓ is itself a hierarchically hyperbolic space.
This proves Corollary B stated in the introduction and answers a question of Behrstock,
Hagen, and Sisto about the syllable metric on a right-angled Artin group. Note that since
we are not working with a word metric on GΓ in this situation, we do not require the vertex
groups to be finitely generated. As the only use of the finite generation of the vertex groups
in Theorem 4.22 is to ensure that GΓ has a word metric, this does not create any additional
difficulty.
Corollary 4.25. Let Γ be a finite simplicial graph, with each vertex v labelled by a non-trivial
group Gv. Then the graph product GΓ endowed with the syllable metric is a hierarchically
hyperbolic space.
Proof. Define the proto-hierarchy structure for GΓ as before, except whenever v P V pΓq and
g P GΓ, define Cpgvq to be the graph whose vertices are elements of gGv and where every
pair of vertices is joined by an edge (that is, we endow gGv with the syllable metric rather
than the word metric). The proofs of the HHG axioms then follow as before, with any
instance of ‘word metric’ replaced with ‘syllable metric’, and with trivial Ď–minimal case
for the majority of axioms due to such Cpgvq having diameter 1. 
5. Some applications of hierarchical hyperbolicity
We now give some applications of the relative hierarchical hyperbolicity of graph products.
Our main result of this section is Theorem 5.1, which uses our results from the appendix
to show that if the vertex groups of a graph product GΓ are HHGs, then GΓ is itself a
(non-relative) HHG.
We then give a new proof of a theorem of Meier, classifying when a graph product GΓ with
hyperbolic vertex groups is itself hyperbolic. We do this using the relative HHS structure
that we just obtained, noting that when the vertex groups are hyperbolic, this is in fact a
(non-relative) HHS structure.
Finally, we answer two questions of Genevois regarding the electrification EpΓq of a graph
product GΓ of finite groups [Gen19, Questions 8.3, 8.4]. The similarity of Genevois’ definition
of EpΓq to our own subgraph metric CpΓq allows us to leverage properties of CpΓq to prove
statements about EpΓq. In particular, we use Γ to classify when EpΓq has bounded diameter
(Theorem 5.14) and when it is a quasi-line (Theorem 5.16). As Genevois proved that any
quasi-isometry between graph products of finite groups induces a quasi-isometry between
their electrifications [Gen19, Proposition 1.4], these two theorems provide us with tools for
studying quasi-isometric rigidity of graph products of finite groups.
5.1. Graph products of HHGs.
Theorem 5.1. Let GΓ be a graph product of finitely generated groups. If for each v P V pΓq,
the vertex group Gv is a hierarchically hyperbolic group, then GΓ is a hierarchically hyperbolic
group.
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Proof. For each v P V pΓq, let Rrvs be the HHG structure for Gv and let SΓ be the relative
HHG structure for GΓ coming from Theorem 4.22. Fix E0 ą 0 to be the maximum of the
hierarchy constants for SΓ and for each Rrvs. For each rgΛs P SΓ, let gΛ be the fixed
representative of rgΛs so that CprgΛsq “ CpgΛq. If rgΛs “ rΛs, then we choose g “ e.
Let SminΓ “ trgΛs P SΓ : Λ is a single vertex of Γu. If Λ is a single vertex v of Γ, then
Cprvsq is the Cayley graph of the vertex group Gv with respect to a finite generating set.
Thus, Rrvs is an HHG structure for Cprvsq. For each rgvs P SminΓ , Rrvs is also an E0–HHS
structure for Cprgvsq, since Cprgvsq is isometric to Cprvsq. LetRrgvs denote the HHS structure
for Cprgvsq induced by Rrvs. If U P Rrvs, then we will denote the corresponding element of
Rrgvs by gU where g is the chosen fixed representative of rgvs. Let R “ ŤrgvsPSminΓ Rrgvs,
then let T0 “ pSΓ rSminΓ q YR.
We shall use ĎS, KS, and &S to denote the nesting, orthogonality, and transversality
relations between elements of SΓ, and ĎR, KR, and &R to denote the relations between
elements of a fixed Rrgvs.
The bulk of our proof of Theorem 5.1 does not use the specifics of the relative HHG
structure SΓ and instead relies on more general relative HHS properties. Thus, to simplify
notation, we will use the capital letters V or V 1 to denote elements of SminΓ and use RV or
RV 1 to denote the corresponding HHS structure on CpV q or CpV 1q. That is, if V “ rgvs for
a vertex v P V pΓq, then RV “ Rrgvs. We will use the capital letters U , W , and Q to denote
elements of T0. For U,W P SΓrSminΓ or U,W P RV we shall denote the relative projection
from U to W in SΓ or RV as ρUW . We shall use piW to denote the projection GΓ Ñ 2CpW q if
W P SΓ and piVW to denote the projection CpV q Ñ 2CpW q if W P RV .
Our proof of Theorem 5.1 proceeds via four claims. First we prove that the structure
SΓ can be combined with all of the RV structures in a natural way to produce a proto-
hierarchy structure for GΓ with index set T0 (Claim 5.2). This proto-hierarchy structure
is not quite a hierarchically hyperbolic space structure, as it satisfies every axiom except
the container axiom (Claim 5.3). However, we show that this proto-hierarchy structure has
the property that any set of pairwise orthogonal elements of T0 has uniformly bounded
cardinality (Claim 5.4). This allows us to use the results of the appendix to upgrade T0 to a
genuine HHS structure T. Since the proto-structure will satisfy the equivariance properties
of a hierarchically hyperbolic group structure for GΓ (Claim 5.6), this HHS structure will
also be a hierarchically hyperbolic group structure.
Claim 5.2. GΓ admits an E1–proto-hierarchy structure with index set T0, where E1 “
E20 ` E0.
Proof. For U P T0, the associated hyperbolic space CpUq will be the same as the space
associated to U in either SΓ or R.
Projections: For all W P T0, the projection map will be denoted ψW : GΓ Ñ 2CpW q.
If W P SΓ r SminΓ , then ψW “ piW and if W P RV , then ψW “ piVW ˝ piV . Each ψW is
pE20 , E20 ` E0q–coarsely Lipschitz.
Nesting: Let W,U P T0. We define U Ď W if one of the following holds:
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‚ W,U P SΓ rSminΓ and U ĎS W ;
‚ W,U P RV and U ĎR W ;
‚ W P SΓ rSminΓ and U P RV with V ĎS W .
This definition makes rΓs, the ĎS–maximal element of SΓ, also the Ď–maximal element
of T0. For U,W P T0 with U Ĺ W we denote the relative projection from U to W by βUW
and define it as follows.
‚ If W,U P SΓ rSminΓ and U ĎS W or W,U P RV and U ĎR W , then βUW is ρUW , the
relative projection from U to W in SΓ or RV respectively.
‚ If W P SΓrSminΓ and U P RV with V ĎS W , then βUW is ρVW ,the relative projection
from V to W in SΓ.
The diameter of βUW is bounded by E0 in all cases as it is always coincides with a relative
projection (ρUW or ρVW ) from an existing hierarchy structure with constant E0.
Orthogonality: Let W,U P T0. We define U K W if one of the following holds:
‚ W,U P SΓ rSminΓ and U KS W ;
‚ W,U P RV and U KR W ;
‚ W P SΓ rSminΓ and U P RV with V KS W ;
‚ W P RV 1 and U P RV where V KS V 1.
Transversality: Let U,W P T0. We define U&W whenever they are not orthogonal or
nested in T0. This arises in three different situations, which determine the definition of the
relative projections βWU and βUW .
‚ Either U,W P SΓ or U,W P RV and U&SW or U&RW respectively. In this case,
βUW is ρUW , the relative projection from U to W in SΓ or RV respectively, and βWU is
ρWU .
‚ W P SΓ and U P RV where W&SV . In this case, βUW is ρVW , the relative projection
from V to W in SΓ, and βWU “ piVU pρWV q.
‚ W P RV 1 and U P RV where V&SV 1. In this case, βUW “ piV 1W pρVV 1q and βWU “ piVU pρV 1V q.
The projection and transversality axioms of RV and SΓ ensure that βUW has diameter at
most E20 ` E0 in all cases. 
Claim 5.3. T0 satisfies all of the axioms of a hierarchically hyperbolic space except for the
container axiom.
Proof. Recall, E1 ą 0 is the hierarchy constant from the proto-hierarchy structure T0. Note
E1 is larger than E0, which in turn is larger than the hierarchy constants for SΓ and each
RV .
Hyperbolicity: For all W P T0, the space CpW q is E1–hyperbolic.
Uniqueness: Let κ ě 0 and θ : r0,8q Ñ r0,8q be the maximum of the uniqueness
functions for SΓ and each RV . If x, y P GΓ and dpx, yq ě θpθpκq ` κq, then there exists
W P SΓ such that dW px, yq ě θpκq ` κ by the uniqueness axiom in pGΓ,SΓq. If W R SminΓ ,
then W is in T0 and the uniqueness axiom is satisfied. If W P SminΓ , then the uniqueness
axiom in pCpW q,RW q provides U P RW so that dUpx, yq ě κ. The uniqueness function for
pGΓ,T0q is therefore φpκq “ θpθpκq ` κq.
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Finite complexity: The length of a Ď–chain in T0 is at most 2E1.
Bounded geodesic image: Let x, y P GΓ and U,W P T0 with U Ĺ W . If U,W P SΓ or
U,W P RV , then the bounded geodesic image axiom from pGΓ,SΓq or pCpV q,RV q implies
the bounded geodesic image axiom for pGΓ,T0q. Suppose, therefore, that U P RV and
W P SΓ rSminΓ . By definition, V ĎS W and βUW coincides with ρVW , the relative projection
of V to W in SΓ. If dUpx, yq ą E21 ` E1, then we have
E21 ` E1 ă dUpx, yq “ dUppiVU ppiV pxqq, piVU ppiV pyqqq ď E1dV ppiV pxq, piV pyqq ` E1,
which implies E1 ă dV ppiV pxq, piV pyqq. Now, the bounded geodesic image axiom in pGΓ,SΓq
says every geodesic in CpW q from ψW pxq “ piW pxq to ψW pyq “ piW pyq must pass through
the E1–neighbourhood of ρVW “ βUW . Thus, the bounded geodesic image axiom is satisfied
for pGΓ,T0q.
Large links: Let W P T0 and x, y P GΓ. If W P RV for some V P SminΓ , then all
elements of T0 that are nested into W are also elements of RV . Thus, the large links axiom
in pCpV q,RV q immediately implies the large links axiom for pGΓ,T0q.
Assume W P SΓ r SminΓ . The large links axiom for pGΓ,SΓq gives a collection L “
tU1, . . . , Umu of elements of SΓ nested intoW such that m is at most E1dW ppiW pxq, piW pyqq`
E1, and for all V P SW , either V ĎS Ui for some i or dV ppiV pxq, piV pyqq ă E1. For each
i P t1, . . . ,mu, define Ui to be the ĎR–maximal element of RUi if Ui P SminΓ and define U i
to be Ui if Ui R SminΓ . Let L “ tU1, . . . , Umu.
If V P SminΓ is nested intoW , but is not nested into an element of L, then dV ppiV pxq, piV pyqq ă
E1 and so
dQpψQpxq, ψQpyqq ă E21 ` E1
for all Q P RV . Thus, if dQpψQpxq, ψQpyqq ě E21 ` E1 and Q is nested into W , then either
Q P S rSminΓ or Q P RV where V is nested into an element of L (and so Q is nested into
an element of L). If Q P SΓrSminΓ , then Q must be nested into an element of L that is not
in SminΓ by the large links axiom of pGΓ,SΓq, and hence must be nested into an element of
L. Thus, Q Ď W is nested into an element of L whenever dQpψQpxq, ψQpyqq ě E21 ` E1.
Consistency: Let U,W P T0 with U&W and x P GΓ. Since the relative projections are
inherited from SΓ and the RV , we only need to consider the case where either W P SΓ and
U P RV , or W P RV 1 and U P RV with V 1 ‰ V . Define Q “ W if W P SΓ and Q “ V 1 if
W P RV 1 . In either case Q&SV .
First assume Q “ W so that βUW “ ρVQ and βWU “ piVU pρQV q. If dW px, βUW q “ dQpx, ρVQq ą E1,
then the consistency axiom for pGΓ,SΓq says dV px, ρQV q ď E1. The coarse Lipschitzness of
the projections then implies dUpx, piVU pρQV qq “ dUpx, βWU q ď E21 ` E1.
Now assume Q “ V 1 so that βUW “ piQW pρVQq and βWU “ piVU pρQV q. If dW px, βUW q ą E21 ` E1,
then dQpx, ρVQq ą E1. The consistency axiom for pGΓ,SΓq then says dV px, ρQV q ď E1 and we
again have dUpx, βWU q “ dV px, piVU pρQV qq ď E21 ` E1.
For the last clause of the consistency axiom, let Q,U,W P T0 with Q Ĺ U . If U Ĺ W , the
definition of nesting and relative projection in T0 and the consistency axioms in pGΓ,SΓq
and the pCpV q,RV q ensure that dW pβQW , βUW q ď E21 ` E1. Similarly, if W P SΓ with W&U
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and W M Q, then dW pβQW , βUW q ď E21 ` E1. Assume W P RV for some V P SminΓ , W&U ,
and W M Q. If U,Q P RV 1 , then V 1&SV and βUW “ βQW . If U,Q P SΓ, then U&SV and
Q&SV . Thus, the consistency axiom for pGΓ,SΓq provides dV pρUV , ρQV q ď E1. Similarly, if
U P SΓ and Q P RV 1 , then U&SV , V 1&SV , and dV pρUV , ρV 1V q ď E1. Hence in both cases
dW pβUW , βQW q ď E21 ` E1.
Partial realisation: Let W1, . . . ,Wn be pairwise orthogonal elements of T0 and pi P
CpWiq for each i P t1, . . . , nu. Since pGΓ,SΓq satisfies the partial realisation axiom, we can
assume at least oneWi is not an element ofSΓ. There exist V1, . . . , Vr P SminΓ so that for each
i P t1, . . . , nu, either Wi P SΓ or there exists a unique j P t1, . . . , ru such that Wi P RVj .
For each j P t1, . . . , ru, let tW j1 , . . . ,W jkju be the elements of tW1, . . . ,Wnu that are also
elements of RVj and let tpj1, . . . , pjkju be the subset of tp1, . . . , pnu satisfying pji P CpW ji q for
all j P t1, . . . , ru and i P t1, . . . , kju. Using partial realisation for each of the pCpVjq,RVjq on
the points pj1, . . . , p
j
kj
produces a set of points y1, . . . yr so that for each j P t1, . . . , ru:
‚ yj P CpVjq;
‚ dW ji pyj, p
j
i q ď E1 for all i P t1, . . . , kju;
‚ for each i P t1, . . . , kju and each U P RVj , ifW ji Ĺ U orW ij&U , we have dUpyj, ρW
j
i
U q ď
E1.
Assume, without loss of generality, that Wm,Wm`1, . . . ,Wn are all of the Wi that are not
contained in any of the RVj (it is possible the set of suchWi is empty). Now, applying partial
realisation for pGΓ,SΓq to y1, . . . , yr, pm, . . . , pn produces a point x P GΓ so that ψWipxq is
uniformly close to pi for each i P t1, . . . , nu and ψUpxq is uniformly close to βWiU whenever
Wi Ĺ U or U&Wi, for any U P T0. Note, if the set of Wi that are not elements of any of the
RVj is empty, then the above applies just to y1, . . . , yr, but the conclusion still holds. 
Claim 5.4. The E1–proto-hierarchy structure T0 has the following property: ifW1, . . . ,Wn P
T0 are pairwise orthogonal, then n ď 4E21 ` 2E1.
Proof. We first note the following basic lemma from the theory of hierarchically hyperbolic
spaces.
Lemma 5.5 ([DHS17, Lemma 1.5]). If pX ,Sq is an E–HHS, then any set of pairwise
orthogonal elements of S has cardinality at most 2E.
Now, letW1, . . . ,Wn P T0 be pairwise orthogonal. Without loss of generality, letW1, . . .Wk
be the elements of tW1, . . . ,Wnu that are elements of SΓ. Since W1, . . . ,Wk is a pairwise
orthogonal collection of elements of SΓ, Lemma 5.5 says k ď 2E1.
Let V1, . . . , Vm be the minimal collection of elements of SminΓ such that if i P tk`1, . . . , nu
(i.e. Wi R SΓ), then Wi P RVj for some j P t1, . . . ,mu. Minimality implies that for each
j P t1, . . . ,mu, there exists i P tk ` 1, . . . , nu such that Wi P RVj . Suppose Wi P RVj and
W` P RVr with j ‰ r. Since Wi K W` in T0, then definition of orthogonality in T0 implies
that Vj KS Vr. Thus, V1, . . . , Vm is a pairwise orthogonal collection of elements of SΓ and
m ď 2E1 by Lemma 5.5. Similarly, for each j P t1, . . . ,mu the set tWi : Wi P RVju is a
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pairwise orthogonal collection of elements of RVj and must have cardinality at most 2E1.
Putting this together, we have that n ď k ` 2E1m ď 2E1 ` 4E21 . 
Claim 5.6. The action of GΓ on SΓ induces an action of GΓ on T0 that satisfies axioms (2)
and (3) of the definition of a hierarchically hyperbolic group (Definition 2.27).
Proof. The action of GΓ on T0: Let σ P GΓ and W P T0. Define Φ: G ˆ T0 Ñ T0 as
follows.
‚ If W “ rgΛs P SΓ r SminΓ , then Φpσ, rgΛsq “ rσgΛs, i.e., the action is the same as
the action of GΓ on SΓ.
‚ If W “ gR P Rrgvs for some rgvs P SminΓ , then pσgq´1σg P StabGΓprvsq, where σg is
the chosen fixed representative of rσgvs “ rσgvs. Since StabGΓprvsq “ xstpvqy, there
exists l P xlkpvqy and σˆ P xvy such that lσˆ “ pσgq´1σg. Because Rrvs is an HHG
structure for xvy “ Gv there exists Rσ “ σˆR P Rrvs determined by σ and gR. Define
Φpσ, gRq “ σgRσ P Rrσgvs. The following commutative diagram summarises how σ
takes elements of Rrgvs to elements of Rrσgvs.
Rrgvs Rrσgvs
Rrvs
g´1
σ
σg
σˆ
We now verify that Φ preserves the relations in T0. Let W,U P T0. If W,U P SΓ rSminΓ
or W,U P Rrgvs for some rgvs P SminΓ , then Φ preserves the relation between W and U , since
the actions of GΓ on SΓ and Gv “ xvy on Rrvs preserve the relations in their respective
hierarchy structures. If W P SΓ r SminΓ and U P Rrgvs, then W “ rhΩs and the relation
between W and U in T0 is the same as the relation between rhΩs and rgvs in SΓ. Thus, Φ
preserves the relation between W and U , since the action of GΓ preserves the relations in
SΓ. Similarly, the same is true in the case where W P Rrgvs and U P Rrhws for rgvs ‰ rhws
as the relation between W and U in T0 is the same as the relation between rgvs and rhws in
SΓ.
The definition of Φ implies that gR P Rrgvs is in the GΓ–orbit of hR1 P Rrhws if and only if
v “ w and R is in the Gv–orbit of R1. Thus, the action of GΓ on T0 has finitely many orbits
since the actions of GΓ on SΓ and Gv on Rrvs contain finitely many orbits.
For the remainder of the proof we shall use σW to denote Φpσ,W q for all W P T0. This
does not conflict with previous use of the notation as the action of GΓ on T0 agrees with
the action of GΓ on SΓ or the action of Gv on Rrvs, when W P SΓ or σ P xvy and W P Rrvs
respectively.
Associated isometries and equivariance with the projection maps: Let σ, τ P GΓ
and W P T0. Since the action of GΓ on T0 agrees with the action of GΓ on SΓ for the
elements of T0 in SΓ, we can define the isometry σrgΛs : CprgΛsq Ñ CprσgΛsq to be the same
as the original isometry in pGΓ,SΓq; this guarantees the HHG axioms are satisfied in this
case.
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If W P Rrgvs, then W “ gR for some R P Rrvs. Now σW “ σgRσ, where Rσ is defined as
above. In this case, define the isometry σW : CpW q Ñ CpσW q to be the composition
CpW q pgRq´1ÝÝÝÝÑ CpRq σˆRÝÑ CpRσq σgRσÝÝÝÑ CpσW q
where σˆR : CpRq Ñ CpRσq is the isometry in Rrvs induced by σˆ P Gv, and gR and σgRσ are
the isometries resulting from identifying Rrvs with Rrgvs and Rrσgvs respectively.
Now, if τ P GΓ, then pGv,Rrvsq being an HHG implies τˆRσ ˝ σˆR “ xτσR. Thus the isometry
pτσqW equals the isometry τσW ˝ σW for any W P T0. We continue to use the notation
set out before Claim 5.2: ψ˚ and β˚˚ denote the projections and relative projections in T0,
while pi˚˚ and ρ˚˚ denote the projections and relative projections in SΓ and Rrgvs. Since the
projection map ψW : GΓ Ñ 2CpW q is equal to pirgvsW ˝ pirgvs, the uniform bound on the distance
between ψσW pσxq and σW pψW pxqq follows from the HHG axioms of pGΓ,SΓq and pGv,Rrvsq.
Similarly, since the relative projection βUW (where U Ĺ W or U&W in T0) is defined using
the coarsely equivariant projections and relative projections of SΓ and Rrvs, we have that
σW pβUW q is uniformly close to βσUσW whenever U Ĺ W or U&W . 
We now finish the proof of Theorem 5.1 using the following result, the proof of which can
found in the appendix.
Theorem 5.7. Let G be a finitely generated group and let T0 be a proto-hierarchy structure
for the Cayley graph of G with respect to some finite generating set. If T0 satisfies the
following:
‚ all of the axioms of a hierarchically hyperbolic space except the container axiom;
‚ any set of pairwise orthogonal elements of T0 has uniformly bounded cardinality;
‚ axioms (2) and (3) of a hierarchically hyperbolic group structure (Definition 2.27);
then there exists a hierarchically hyperbolic group structure T for the group G such that
T0 Ĺ T and for all W P Tr T0, the associated hyperbolic space CpW q is a single point.
Claims 5.3, 5.4, and 5.6 show that the proto-hierarchy structure T0 satisfies the require-
ments of Theorem 5.7. Thus, there exists an HHG structure T for GΓ. 
Remark 5.8 (The HHG structure from Theorem 5.7). The proof of Theorem 5.7 produces
an explicit HHG structure given the proto-structure T0. We will describe that structure
briefly now. Full details are given in the appendix.
Let U denote a non-empty set of pairwise orthogonal elements of T0 and let W P T0. We
say the pair pW,Uq is a container pair if the following are satisfied:
‚ U Ď W for all U P U ;
‚ there exists Q Ď W such that Q K U for all U P U .
Let D denote the set of all container pairs. We will denote a pair pW,Uq P D by DUW . The
crux of Theorem 5.7 is that the elements of D will serve as containers for the elements of T0,
while the rest of the proto-structure is set up in the minimal way that satisfies all the other
axioms.
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The HHG structure produced by Theorem 5.7 has index set T0YD. The hyperbolic spaces,
projection maps, relations, and relative projections for elements of T0 remain unchanged.
The hyperbolic spaces for elements of D are single points and the projection maps are the
constant maps to these points. The nesting relation involving elements of D is defined as
follows.
‚ Define Q Ď DUW if Q Ď W in T0 and Q K U for all U P U .
‚ Define DUW Ď Q if W Ď Q in T0.
‚ Define DUW Ď DRT if W Ď T in T0 and for all R P R either R K W or there exists
U P U with R Ď U .
Two elements DUW , DRT P D are orthogonal if W K T in T0. An element Q P T0 is
orthogonal to DUW P D if, in T0, either W K Q or Q Ď U for some U P U . Two elements of
T are transverse if they are not orthogonal and neither is nested into the other.
Since the associated hyperbolic spaces for elements of D are single points, the relative
projections onto these elements are just these single points. If DUW Ĺ Q or Q&DUW , then the
relative projection ρD
U
W
Q is defined in one of two ways.
(1) If there exists U P U such that U Ĺ Q or U&Q, then ρDUWQ is the union of all ρUQ for
U P U with U Ĺ Q or U&Q.
(2) If there does not exist U P U such that U Ĺ Q or U&Q, then the definition of the
relations given above forces Q&DUW and W&Q. In this case ρ
DUW
Q “ ρWQ .
5.2. Meier’s condition for hyperbolicity. We now recover a theorem of Meier classifying
hyperbolicity of graph products. We do this by applying Behrstock, Hagen and Sisto’s
bounded orthogonality condition for hierarchically hyperbolic spaces.
Theorem 5.9 ([BHS17c, Corollary 2.16]). Let pX ,Sq be an HHS. The following are equiv-
alent:
‚ X is hyperbolic.
‚ (Bounded orthogonality.) There exists a constant D P R such that
minpdiampCpUqq, diampCpV qqq ď D
for all U, V P S satisfying UKV .
Theorem 5.10 (Meier’s criterion for hyperbolicity of graph products; [Mei96]). Let Γ be
a finite simplicial graph with hyperbolic groups associated to its vertices. Let ΓF be the full
subgraph spanned by the vertices associated with finite groups. Then GΓ is hyperbolic if and
only if the following conditions hold.
(i) There are no edges connecting two vertices of Γr ΓF .
(ii) If v is a vertex of Γr ΓF then lkpvq is a complete graph.
(iii) ΓF does not contain any induced squares.
Proof. We show hyperbolicity via the bounded orthogonality condition, noting that since
each of the vertex groups is hyperbolic, the graph product GΓ is an HHS. We call the
vertices of ΓF the finite vertices of Γ and the vertices of Γr ΓF the infinite vertices of Γ.
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(ñ) Suppose we have bounded orthogonality. Then:
(i) Suppose two infinite vertices v, w are connected by an edge. Then rvsKrws and Cpvq, Cpwq
have infinite diameter as they are the infinite groups Gv, Gw with the word metric. This
contradicts bounded orthogonality.
(ii) Suppose lkpvq is incomplete for some vertex v of Γ r ΓF . Then there exist some
vertices x, y in lkpvq with no edge between them. Moreover, rvsKrx Y ys, Cpvq has
infinite diameter as v is an infinite vertex, and Cpx Y yq has infinite diameter since
dxYype, pgxgyqnq “ 2n for elements gx P Gx r t1u, gy P Gy r t1u. This again contradicts
bounded orthogonality.
(iii) Suppose ΓF contains a square with vertices v, x, w, y, where v, w and x, y are non-
adjacent. Then rvYwsKrxY ys and both CpvYwq and CpxY yq have infinite diameter
as in case (ii). Once again, this contradicts bounded orthogonality.
(ð) Conversely, suppose conditions (i)–(iii) hold and let D “ maxt2, |Gv| : v P ΓF u.
Moreover, suppose rgΛs, rhΩs P S satisfy rgΛsKrhΩs.
Suppose diampCpgΛqq ą D. Then Theorem 4.10 tells us that either Λ consists of a single
infinite vertex or Λ contains at least 2 vertices and does not split as a join.
If Λ consists of a single infinite vertex, then conditions (i) and (ii) tell us that lkpΛq Ě Ω
is a complete graph consisting of finite vertices, hence either Ω is a single finite vertex or Ω
splits as a join. In both cases, diampCphΩqq ď D.
If Λ contains at least 2 vertices and does not split as a join, then in particular it contains
two non-adjacent vertices v and w. As Ω Ď lkpΛq, every vertex of Ω is connected to both
v and w. Condition (iii) implies that every pair of vertices of Ω must be connected by an
edge, and condition (i) then implies that Ω Ď ΓF . That is, Ω either consists of a single finite
vertex or splits as a join. In both cases, diampCphΩqq ď D. Thus the bounded orthogonality
condition holds. 
5.3. Genevois’ minsquare electrification. We now use our characterisation of when
CpgΛq has infinite diameter (Theorem 4.10) to answer two questions of Genevois [Gen19,
Questions 8.3, 8.4] regarding the electrification of GΓ, defined as follows.
Definition 5.11. Let Γ be a simplicial graph. An induced subgraph Λ Ď Γ is called square-
complete if every induced square in Γ sharing two non-adjacent vertices with Λ is a subgraph
of Λ. A subgraph is minsquare if it is a minimal square-complete subgraph containing at
least one induced square.
The electrification EpΓq of a graph product GΓ is the graph whose vertices are elements
of GΓ and where two vertices g and h are joined by an edge if g´1h is an element of a vertex
group or g´1h P xΛy for some minsquare subgraph Λ of Γ. We use dEpg, hq to denote the
distance in EpΓq between g, h P GΓ.
Genevois’ interest in the electrification arises from the fact that it forms a quasi-isometry
invariant whenever the vertex groups of a graph product are all finite, as is the case for
right-angled Coxeter groups.
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Theorem 5.12 ([Gen19, Proposition 1.4]). Let GΓ and GΛ be graph products of finite groups.
Any quasi-isometry GΓ Ñ GΛ induces a quasi-isometry between EpΓq and EpΛq.
For graph products of finite groups, we classify when EpΓq has bounded diameter and
when EpΓq is a quasi-line. These classifications answer Questions 8.3 and 8.4 of [Gen19] in
the affirmative. The core idea behind both proofs is the same: when Γ is not minsquare, the
electrification EpΓq sits between the syllable metric SpΓq and the subgraph metric CpΓq, that
is, we obtain EpΓq from SpΓq by adding edges and then obtain CpΓq from EpΓq by adding
more edges. This means large distances in CpΓq, which we can detect with Theorem 4.10,
will persist in EpΓq. We start with a lemma that we use in both classifications to reduce to
the case where Γ does not split as a join.
Lemma 5.13. If Γ splits as a join and contains a proper minsquare subgraph, then Γ splits
as a join Γ “ Γ1 ’ Γ2 where Γ1 contains every minsquare subgraph of Γ and Γ2 is a complete
graph. In this case, EpΓq is the 1–skeleton of EpΓ1q ˆ EpΓ2q.
Proof. Suppose Γ contains a proper minsquare subgraph Λ and splits as a join Γ “ Ω1 ’ Ω2.
We first show Γ splits as a (possibly different) join Γ1 ’ Γ2, where Γ1 contains the minsquare
subgraph Λ. If Λ is a subgraph of either Ω1 or Ω2 we are done. Otherwise, Λ contains vertices
of both Ω1 and Ω2. By minimality of Λ, there must exist a square of Λ containing vertices
of both Ω1 and Ω2. Moreover, since Ω1 and Ω2 form a join, this square must arise in the
form of two pairs of disjoint vertices vi, wi P V pΩiq, i “ 1, 2. Then any vertex v of Ω1 r Λ
must be connected to every vertex w of Λ X Ω1, else v, w, v2, w2 form an induced square,
contradicting square-completeness of Λ. Similarly, any vertex of Ω2 r Λ must be connected
to every vertex of Λ X Ω2. This then gives a decomposition of Γ as a join of the minsquare
subgraph Λ and the graph Γr Λ.
We have shown that Γ splits as a join Γ1 ’ Γ2 with Λ Ď Γ1. We now show that Γ2 must
be a complete graph. Since Λ is minsquare, there exists an induced square S in Λ Ď Γ1.
Let v1, w1 be two disjoint vertices of S, and suppose there exists a pair of disjoint vertices
v2, w2 in Γ2. Since Γ is a join of Γ1 and Γ2 and Λ Ď Γ1, the vertices v1, w1, v2, w2, define an
induced square that shares two opposite vertices with Λ, but is not contained in Λ. This
would contradict square-completeness of Λ. Therefore, Γ2 must be complete.
Finally we show that every other minsquare subgraph of Γ must also be contained in Γ1.
Let Ω Ď Γ be minsquare. If four vertices v1, v2, v3, v4 of Ω form an induced square of Γ,
then each vi must be contained in Γ1, since any vi that Γ2 contains must be connected to
all vj in Γ1, but Γ2 cannot contain a pair of disjoint vertices since it is complete. Thus the
minimality of Ω implies Ω must be contained in Γ1 (otherwise Ω X Γ1 would be a proper
square-complete subgraph of Ω).
Since Γ splits as a join Γ1 ’ Γ2, it follows that SpΓq is the 1–skeleton of SpΓ1q ˆ SpΓ2q
and since the only minsquare subgraphs of Γ are the minsquare subgraphs of Γ1, EpΓq is the
1–skeleton of EpΓ1q ˆ EpΓ2q by construction. 
We now show that EpΓq is bounded only in the obvious cases.
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Theorem 5.14. The electrification EpΓq is bounded if and only if Γ is either minsquare,
complete, or splits as a join of a minsquare subgraph and a complete graph.
Proof. We first show that if Γ is minsquare, complete, or splits as the join of a minsquare
subgraph and a complete graph then the electrification is bounded. If Γ is minsquare, then
EpΓq has diameter 1 by definition. Let x, y be vertices of EpΓq, so that x´1y P GΓ. If Γ
is a complete graph on n vertices, then all vertex groups of Γ commute, so we can write
x´1y “ s1 . . . sn where supppsiq “ vi P V pΓq and vi ‰ vj for all i ‰ j. Thus dEpx, yq ď n,
hence EpΓq is bounded. If Γ splits as a join of a minsquare subgraph Γ1 and a complete graph
Γ2 on n vertices, then GΓ – xΓ1y ˆ xΓ2y and so we can write x´1y “ g1g2 where gi P xΓiy.
Therefore dEpx, yq ď n` 1, hence EpΓq is bounded.
We now assume EpΓq is bounded and prove this implies Γ is either complete, minsquare,
or splits as a join of a minsquare subgraph and a complete graph. The proof will proceed
by induction on the number of vertices of Γ. The base case is immediate as Γ is complete
and EpΓq has diameter 1 when Γ is a single vertex. Assume the conclusion holds whenever
the defining graph has at most n ´ 1 vertices. Let GΓ be a graph product of groups where
Γ contains n ě 2 vertices.
Claim 5.15. If EpΓq is bounded and Γ is neither complete nor minsquare, then Γ must split
as a join and must contain a proper minsquare subgraph.
Proof. Suppose Γ does not split as a join. By Theorem 4.10, CpΓq is therefore unbounded.
Since Γ is not minsquare, EpΓq is CpΓq with some edges removed, so if CpΓq has infinite
diameter then so does EpΓq. That is, if Γ is not minsquare and does not split as a join then
EpΓq is unbounded, contradicting our assumption.
Now suppose Γ does not contain any proper minsquare subgraphs. Then EpΓq is simply GΓ
with the syllable metric. Since Γ is not complete, there exist two disjoint vertices v, w P V pΓq.
Therefore dEpe, pgvgwqmq “ 2m for any gv P Gv r teu and gw P Gw r teu, hence EpΓq is
unbounded, a contradiction. 
Assume that Γ is neither complete nor minsquare, so that Γ must contain a strict minsquare
subgraph Λ and splits as a join by Claim 5.15. By Lemma 5.13, Γ must split as a join of Γ1
and Γ2 where Γ2 is complete and EpΓq is the 1–skeleton of EpΓ1qˆEpΓ2q. Thus, EpΓq having
bounded diameter implies EpΓ1q must also have bounded diameter. Since Γ1 contains at
most n´ 1 vertices, the induction hypothesis then implies Γ1 is either minsquare, complete,
or splits as a join of a minsquare subgraph and a complete graph. Since Λ Ď Γ1 contains a
square, Γ1 cannot be complete. Thus, Γ1 is either minsquare or a join of Λ with a complete
graph Ω. Hence, Γ either splits as a join of the minsquare subgraph Γ1 and the complete
graph Γ2, or as a join of the minsquare subgraph Λ and the complete graph Ω ’ Γ2. 
Finally, we show that EpΓq being a quasi-line coincides with GΓ being virtually cyclic. The
key step of the proof is to produce two elements of GΓ that act as independent loxodromic
elements on CpΓq. This creates more than two directions to escape to infinity in CpΓq, which
then gives more than two direction to escape to infinity in EpΓq.
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Theorem 5.16. Let GΓ be a graph product of finite groups. The electrification EpΓq is a
quasi-line if and only if GΓ is virtually cyclic.
Proof. A graph product of finite groups GΓ is virtually cyclic if and only if either Γ is a pair
of disjoint vertices each with vertex group Z2 or Γ splits as a join Γ1 ’ Γ2, where Γ1 is a
pair of disjoint vertices each with vertex group Z2 and Γ2 is a complete graph (this follows
from [BPR19, Lemma 3.1]). Thus, if GΓ is virtually cyclic, then EpΓq “ SpΓq is a quasi-line
by construction.
Let us now assume GΓ is not virtually cyclic. If Γ is either minsquare, complete, or the join
of a minsquare graph and a complete graph, then EpΓq has bounded diameter by Theorem
5.14 and is therefore not a quasi-line. Let us therefore assume that Γ is not minsquare, not
complete, and does not split as a join of a minsquare graph and a complete graph.
First assume Γ does not split as a join at all. Since the action of GΓ on CpΓq by left
multiplication is acylindrical (Corollary 4.24), a result of Osin [Osi16, Theorem 1.1] says GΓ
must satisfy exactly one of the following: GΓ has bounded orbits in CpΓq, GΓ is virtually
cyclic, or GΓ contains two elements that act loxodromically and independently on CpΓq.
Since Γ does not split as a join, the proof of Theorem 4.10 implies that GΓ does not have
bounded orbits in CpΓq. Further, GΓ is not virtually cyclic by assumption. Thus, there
exist g, h P GΓ such that n ÞÑ piΓpgnq and n ÞÑ piΓphnq are bi-infinite quasi-geodesics in
CpΓq whose images, piΓpxgyq and piΓpxhyq, have infinite Hausdorff distance from each other.
Now, since Γ is not minsquare, CpΓq is obtained from EpΓq by adding edges and therefore
dΓpx, yq ď dEpx, yq for all x, y P GΓ. Hence, the subsets xgy and xhy in EpΓq are also the
images of bi-infinite quasi-geodesics that have infinite Hausdorff distance from each other.
This implies EpΓq is not a quasi-line, as any two bi-infinite quasi-geodesics in a quasi-line
have finite Hausdorff distance.
Now assume Γ splits as a join. If Γ contains no minsquare subgraph, then EpΓq “ SpΓq.
Since the vertex groups are all finite, SpΓq is quasi-isometric to the word metric on GΓ and
hence SpΓq “ EpΓq is not a quasi-line, because we assumed GΓ is not virtually cyclic. Thus
we can assume Γ contains a minsquare subgraph Λ. By applying Lemma 5.13 iteratively, we
have that Γ splits as a join Γ “ Γ1 ’ Γ2 such that:
‚ Γ1 either does not split as a join or is minsquare;
‚ Γ2 is a complete graph;
‚ EpΓq is the 1–skeleton of EpΓ1q ˆ EpΓ2q.
Recall that we are assuming Γ does not split as a join of a minsquare graph and a complete
graph, hence Γ1 cannot be minsquare and thus must not split as a join by the first item
above. Further, xΓ1y is not virtually cyclic since it is a finite index subgroup of GΓ, which
is not virtually cyclic. Thus, we can apply the previous case to conclude that EpΓ1q is not a
quasi-line and hence EpΓq is not a quasi-line. 
Appendix: Almost HHSs are HHSs
This appendix will appear in another paper that is not yet available, so we are including it
here for ease of reference. Herein we will prove Theorem 5.7, which allows for the container
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axiom of a hierarchically hyperbolic space to be relaxed. This result is purely about abstract
hierarchically hyperbolic spaces and is thus independent of the rest of this paper.
The first and foremost consequence of the container axiom is that every HHS structure
has “finite rank”, i.e., a uniform bound on the size of any pairwise orthogonal collection of
domains.
Lemma A.1 ([BHS19, Lemma 2.1]). Let pX ,Sq be an E–hierarchically hyperbolic space. If
W1, . . . ,Wn is a pairwise orthogonal collection of elements of S, then n ď E.
Observing that many consequences of being a hierarchically hyperbolic space structure
still apply when the container axiom is replaced with the conclusion of Lemma A.1, Abbott,
Behrstock, and Durham coined the term almost HHS structure to describe such spaces.
Definition A.2. Let S be an E–proto-hierarchy structure for a quasi-geodesic space X .
We say S is an almost E–hierarchically hyperbolic space structure for X if S satisfies all
of the HHS axioms in Definition 2.25 except the container axiom, and instead satisfies the
following restriction on the orthogonality relation.
(3) (Finite rank) If W1, . . . ,Wn is a pairwise orthogonal collection of elements of S,
then n ď E.
If S is an almost HHS structure for X , we say the pair pX ,Sq is an almost hierarchically
hyperbolic space.
The main result of this appendix establishes that all almost HHS structures can be pro-
moted to HHS structures by adding dummy domains to serve as the containers.
Theorem A.3. Let pX ,Sq be an almost HHS. There exists an HHS structure T for X so
that S Ď T, and if W P TrS then the associated hyperbolic space for W is a single point.
To prove Theorem A.3, we will need to collect three additional tools about almost HHSs.
Each of these tools was proved in the setting of hierarchically hyperbolic spaces, but they
continue to hold in the almost HHS setting, because the only use of the container axiom in
their proofs is Lemma A.1.
The first tool says the relative projections of orthogonal domains coarsely coincide. Note,
ρWQ and ρVQ are both defined when W&Q or W Ĺ Q and V&Q or V Ĺ Q.
Lemma A.4 ([DHS17, Lemma 1.5]). Let pX ,Sq be an almost HHS. If W,V P S with
W K V , and Q P S with ρWQ and ρVQ both defined, then dQpρWQ , ρVQq ď 2E.
The second tool we will need is the realisation theorem for almost HHSs. The realisation
theorem characterises which tuples in the product
ś
V PSCpV q are coarsely the image of a
point in X . Essentially, it says if a tuple pbV q P śV PSCpV q satisfies the consistency and
bounded geodesic image axioms of an almost HHS, then there exists a point x P X such that
piV pxq is uniformly close to bV for each V P S. While it is straightforward to state what
it means for a tuple to satisfy the consistency axiom—either dW pbW , ρVW q or dV pbV , ρWV q is
less than E whenever V&W—it is more opaque as to how a tuple can satisfy the bounded
geodesic image axiom. For this we need the following map from CpW q to CpV q when V Ĺ W .
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Definition A.5 (Downward relative projection). Let S be an almost E–HHS structure for
X . For each W P S and p P CpW q, pick a point xp,W P X so that piW pxp,W q is within E of
p. If V,W P S with V Ĺ W , then define the map ρWV : CpW q Ñ 2CpV q by ρWV ppq “ piV pxp,W q.
We call the map ρWV a downward relative projection from W to V .
With the downward relative projection, we can formulate the necessary conditions for a
tuple pbV qV PS to be realised by point in X . In the following, one should think of the first
condition as saying that the tuple satisfies the consistency axiom and the second as saying
the tuple satisfies the bounded geodesic image axiom.
Definition A.6 (Consistent tuple). Let pX ,Sq be an almost HHS and let bV P CpV q for
each V P S. For each κ ě 0, the tuple pbV qV PS is κ–consistent if:
(1) whenever V&W , mintdW pbW , ρVW q, dV pbV , ρWV qu ď κ;
(2) whenever V Ĺ W , mintdW pbW , ρVW q, diampbV Y ρWV pbW qqu ď κ.
Given x P X , the tuple ppiV pxqqV PS is always consistent; properties p1q and p2q follow from
the consistency and bounded geodesic image axioms for pX ,Sq, respectively. Conversely,
the realisation theorem says that all consistent tuples are coarsely the image of point in X .
Lemma A.7 (Projections of points are consistent, [BHS19, Proposition 1.11]). Let S be an
almost E–HHS structure for X . If x P X , then ppiV pxqqV PS is a 3E–consistent tuple.
Theorem A.8 (The realisation of consistent tuples, [BHS19, Theorem 3.1]). Let pX ,Sq
be an almost HHS. There exists a function τ : r0,8q Ñ r0,8q so that if pbV qV PS is a κ–
consistent tuple, then there exists x P X so that dV px, bV q ď τpκq for all V P S.
The last result we need is that the relative projections of an almost HHS also satisfy the
inequalities in the definition of a consistent tuple.
Lemma A.9 (ρ–consistency, [BHS19, Proposition 1.8]). Let S be an almost E–HHS struc-
ture for X and V,W,Q P S. Suppose W&Q or W Ĺ Q and W&V or W Ĺ V . Then we
have the following.
(1) If Q&V , then mintdQpρWQ , ρVQq, dV pρQV , ρWV qu ď 2E.
(2) If Q Ď V , then mintdV pρQV , ρWV q, diampρWQ Y ρVQpρWV qqu ď 2E.
We are now ready to prove that every almost HHS is an HHS (Theorem A.3). If pX ,Sq
is an almost HHS, then the only HHS axiom that is not satisfied is the container axiom.
The most obvious way to address this is to add an extra element to S every time we need
a container. That is, if V,W P S with V Ď W and there exists some Q Ď W with Q K V ,
then we add a domain DVW to serve as the container for V in W , i.e., every Q nested into
W and orthogonal to V will be nested into DVW . However, this approach is perilous as once
a domain Q is nested into DVW , we may now need a container for Q in DVW ! To avoid this,
we add domains DVW where V is a pairwise orthogonal set of domains nested into W ; that
is, DVW contains all domains Q that are nested into W and orthogonal to all V P V . This
allows for all the needed containers to be added at once, avoiding an iterative process.
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Proof of Theorem A.3. Let pX ,Sq be an almost HHS. Let V denote a non-empty set of
pairwise orthogonal elements of S and let W P S. We say the pair pW,Vq is a container
pair if the following are satisfied:
‚ for all V P V , V Ď W ;
‚ there exists Q Ď W such that Q K V for all V P V .
Let D denote the set of all container pairs. We will denote a pair pW,Vq P D by DVW .
Let T “ SYD. If DVW P D, then the associated hyperbolic space, CpDVW q, will be a single
point.
Claim A.10. X admits a proto-hierarchy structure with index set T.
Proof. Since pX ,Sq is an almost HHS, we can continue to use the spaces, projections, and
relations of S. Thus, it suffices to verify the axioms for elements of D and relations involving
elements of D.
Projections: For DVW P D, the projection map is just the constant map to the single
point in CpDVW q.
Nesting: Let Q P S and DVW , DRT P D.
‚ Define Q Ď DVW if Q Ď W in S and Q K V for all V P V .
‚ Define DVW Ď Q if W Ď Q in S.
‚ Define DVW Ď DRT if W Ď T in S and for all R P R either R K W or there exists
V P V with R Ď V .
These definitions ensure Ď is still a partial order and maintain the Ď–maximal element of
S as the Ď–maximal element of T.
Since the hyperbolic spaces associated to elements of D are points, define ρQ
DVW
“ CpDVW q
for every Q P T and DVW P D with Q Ĺ DVW . If DVW P D and Q P S with DVW Ĺ Q, then
V Ĺ Q in S for each V P V . Thus we define ρDVWQ “
Ť
V PV ρ
V
Q. Lemma A.4 ensures that ρ
DVW
Q
has diameter at most 4E.
Orthogonality: Two elements DVW , DRT P D are orthogonal if W K T in S. Let Q P S
and DVW P D. Define Q K DVW if, in S, either W K Q or Q Ď V for some V P V .
Transversality: An element of T is transverse to an element of D whenever it is not
nested or orthogonal. Since the hyperbolic spaces associated to elements of D are points, we
only need to define the relative projections from an element of D to an element of S. Let
DVW P D and Q P S and suppose DVW&Q. This implies W M Q and W ­Ď Q. We define ρD
V
W
Q
based on the S–relation between Q and the elements of V .
‚ If Q K V for all V P V , then Q ­Ď W as Q Ď W would imply Q Ď DVW . Thus we
must have Q&W , so we define ρD
V
W
Q “ ρWQ .
‚ If V&Q or V Ĺ Q for some V P V , then ρVQ exists and we define ρD
V
W
Q to be the union
of all the ρVQ for V P V with V&Q or V Ĺ Q. Lemma A.4 ensures ρD
V
W
Q has diameter
at most 4E in this case.
‚ If Q Ď V for some V , then Q K DVW which contradicts Q&DVW , so this case does not
occur. 
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We now prove that pX ,Tq is a hierarchically hyperbolic space. This will complete the
proof of Theorem A.3. By abuse of notation, let E be the largest of the constants for the
proto-structure of T.
Hyperbolicity: For all elements of D the associated spaces are points and thus hyper-
bolic. For elements of S, the associated spaces are hyperbolic since S is an almost HHS
structure.
Finite complexity: First consider a nesting chain of the form DV1W Ĺ D
V2
W Ĺ . . . Ĺ D
Vn
W .
Claim A.11. The length of DV1W Ĺ D
V2
W Ĺ . . . Ĺ D
Vn
W is bounded by E
2 ` E.
Proof. For each V P Ťni“1 Vi, we have V Ď W and hence V M W . As DVi´1W Ĺ DViW for each
i P t2, . . . , nu, every element of Vi must therefore be nested into an element of Vi´1. Denote
the elements of Vi by V i1 , . . . V iki . Since each Vi is a pairwise orthogonal subset of S, we have
ki ď E for each i P t1, . . . , nu by the finite rank axiom of an almost HHS (Definition A.2).
We define a V–nesting chain to be a maximal chain of the form V mjm Ď V m´1jm´1 Ď . . . Ď V 1j1 for
some m P t1, . . . , nu and ji P t1, . . . , kiu, with i P t1, . . . ,mu. Since the elements of Vi are
pairwise orthogonal for each i P t1, . . . , nu, if V mjm is the Ď–minimal element of a V–nesting
chain, then V mjm is nested into exactly one element of Vi for each i ď m. This implies that
each V-nesting chain is determined by its Ď–minimal element. Further, the set of Ď–minimal
elements of V–nesting chains is pairwise orthogonal. By the finite rank axiom of an almost
HHS, this implies there exist at most E V–nesting chains.
In order forDViW ‰ DVi`1W , either ki`1 ă ki or there exists ji P t1, . . . , kiu, ji`1 P t1, . . . , ki`1u
such that V i`1ji`1 Ĺ V
i
ji
. Thus, every step up the chain DV1W Ĺ D
V2
W Ĺ . . . Ĺ D
Vn
W results in
either a strict decrease in ki (the cardinality of Vi) to ki`1 (the cardinality of Vi`1) or a strict
decrease within one of the V–nesting chains. Note that ki may increase when we encounter a
strict decrease in one of the V–nesting chains, since multiple elements of Vi`1 may be nested
into the same element of Vi. However, this may only happen at most E ´ k1 times, as there
are at most E V–nesting chains. Hence, the length of DV1W Ĺ DV2W Ĺ . . . Ĺ DVnW is bounded
by E plus the total number of times a strict decrease can occur across all of the V–nesting
chains.
Each V–nesting chain V mjm Ď V m´1jm´1 Ď . . . Ď V 1j1 contains at most E distinct elements of S
by the finite complexity of S. Finite rank implies there are at most E different V–nesting
chains, thus the number of steps of the chain DV1W Ĺ D
V2
W Ĺ . . . Ĺ D
Vn
W where there is a
strict decrease within one of the V–nesting chains is at most E2. This bounds the length of
DV1W Ĺ D
V2
W Ĺ . . . Ĺ D
Vn
W by E
2 ` E. 
We now consider a nesting chain of the form DV1W1 Ĺ D
V2
W2
Ĺ . . . Ĺ DVnWn . In this case,
W1 Ď W2 Ď . . . Ď Wn, but not all of these nestings must be proper. Let 1 “ i1 ă i2 ă ¨ ¨ ¨ ă ik
be the minimal subset of t1, . . . , nu such that if ij ď i ă ij`1, then Wij “ Wi. Thus
Wi1 Ĺ Wi2 Ĺ . . . Ĺ Wik and k ď E. Claim A.11 established that |ij ´ ij`1| ď E2 ` E, so
n ď kpE2`Eq ď E3`E2, that is, any Ĺ–chain of elements of D has length at most E3`E2.
Finally, since any Ĺ–chain of elements of T can be partitioned into a Ĺ–chain of elements
of D and a Ĺ–chain of elements of S, any Ĺ–chain in T has length at most E3 ` E2 ` E.
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Containers: Let W,V P S with V Ĺ W and tQ P TW : Q K V u ‰ H, i.e., pW, tV uq is a
container pair. In this case, the container of V in W for T is DtV uW .
We now show containers exist for situations involving elements of D. We split this into
three subcases.
Case 1: DVW P D and Q P S with DVW Ď Q. Since pW,Vq is a container pair, there
exists P P S with P Ď W and V K P for all V P V . Suppose that DVW requires a container
in Q, that is, there is an element of T that is orthogonal to DVW and nested in Q. We verify
that pQ, tP uq is a container pair and DtP uQ is a container of DVW in Q.
If T P S with T K DVW and T Ď Q, then T K W or T Ď V for some V P V . In either case,
we have T K P , so pQ, tP uq is a container pair and T Ď DtP uQ . If DRT P D with DRT Ď Q and
DRT K DVW , then T Ď Q and T K W . Since P Ď W , this implies T K P and so pQ, tP uq is
again a container pair, and DRT Ď D
tP u
Q .
Case 2: DVW,DRT P D where DVW Ď DRT. Since pW,Vq is a container pair, there exists
P P S so that P Ď W and P K V for all V P V . Since DVW Ď DRT , it follows that for all
R P R, either R K W or there exists V P V so that R Ď V . In both cases, R K P . Thus
P “ RYtP u is a pairwise orthogonal collection of elements of S. Suppose that DVW requires
a container in DRT , that is, there is an element of T that is orthogonal to DVW and nested in
DRT . We verify that pT,Pq is a container pair and DPT Ĺ DRT is a container for DVW in DRT .
If Q P S satisfies Q Ď DRT and DVW K Q, then Q Ď T and we have either Q K W or
Q Ď V for some V P V . In both cases, Q K P . Further, we must have Q K R for each R P R
as Q Ď DRT . Thus pT,Pq is a container pair and Q Ď DPT . On the other hand, if DZQ P D
satisfies DZQ K DVW and DZQ Ď DRT , then Q K W , Q Ď T , and for each R P R either Q K R
or there exists Z P Z with R Ď Z. Since pQ,Zq is a container pair, there exists U P S such
that U Ď Q and UKZ for all Z P Z. Since Q K W , we also have U K P as U Ď Q and
P Ď W . For each R P R, either R K Q or there exists Z P Z with R Ď Z. In both cases,
R K U . Thus, U is orthogonal to all elements of P “ R Y tP u and moreover U Ď Q Ď T ,
so pT,Pq is a container pair. Furthermore, DZQ Ď DPT “ DRYtP uT since DZQ Ď DRT and PKQ.
We have therefore shown that DPT is a container for DVW in DRT .
Case 3: DRT P D and Q P S with Q Ď DRT. This implies Q “ R Y tQu is a pairwise
orthogonal set of elements of S. Further, suppose that Q requires a container in DRT , that
is, there is an element of T that is orthogonal to Q and nested in DRT . We verify that pT,Qq
is a container pair and DQT is a container for Q in D
R
T .
Suppose there exists V P S with V Ď DRT and V K Q. Then V Ď T and V is orthogonal
to all the elements of RY tQu. Thus pT,Qq is a container pair, so DQT exists and V Ď DQT .
Now suppose there exists DVW Ď DRT such that Q K DVW . Since pW,Vq is a container pair,
there exists U P S with U Ď W and U orthogonal to each element of V . As Q K DVW , we
have Q K W or Q Ď V for some V P V . In both cases, Q K U . Therefore U is orthogonal to
every element of Q, and moreover U Ď W Ď T since DVW Ď DRT . Thus pT,Qq is a container
pair and U Ď DQT . Now, for each R P R, either R K W or R Ď V for some V P V . Since
Q “ R Y tQu and QKW , this implies DVW Ď DQT . Thus, pT,Qq is a container pair and DQT
is a container for Q in DRT .
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Uniqueness, bounded geodesic image, large links: Since the only elements of T
whose associated spaces are not points are in S, these axioms for pX ,Tq follow from the fact
they hold in pX ,Sq.
Consistency: Since the only elements of T whose associated spaces are not points are
in S, the first inequality in the consistency axiom for pX ,Sq implies the same inequality
for pX ,Tq. To verify the final clause of the consistency axiom, we need to check that if
Q,R, T P T such that Q Ĺ R with ρRT and ρQT both defined, then dT pρQT , ρRT q is uniformly
bounded in terms of E. We can assume T P S as CpT q has diameter zero otherwise. We
can further assume at least one of Q and R is an element of D, as we have the consistency
axiom for elements of S.
Case 1: Q Ĺ R Ĺ T.
‚ Assume Q P S and R “ DVW P D. Fix V P V . Since DVW “ R Ď T and ρD
V
W
T “Ť
UPV ρ
U
T , we have ρVT Ď ρD
V
W
T “ ρRT . Since V K Q, Lemma A.4 says dT pρRT , ρQT q ď
dT pρVT , ρQT q ď 2E.
‚ Assume Q “ DVW P D and R P S. Fix V P V . In this case, ρVT Ď ρQT since
DVW “ Q Ĺ T . Since DVW “ Q Ĺ R, we have V Ĺ W Ď R. Thus, the consistency
axiom for S says dT pρQT , ρRT q ď dT pρVT , ρRT q ď E.
‚ Assume Q “ DVW P D and R “ DV 1W 1 . Thus W Ď W 1 Ĺ T and consistency in S
implies dT pρWT , ρW 1T q ď E. Fix V P V and V 1 P V 1. Consistency in S also implies
dT pρVT , ρWT q ď E and dT pρV 1T , ρW 1T q ď E. Since ρVT Ď ρQT and ρV 1T Ď ρRT , we have
dT pρQT , ρRT q ď dT pρVT , ρV 1T q ď dT pρVT , ρWT q ` diampρWT q ` dT pρWT , ρW 1T q ` diampρW 1T q `
dT pρW 1T , ρV 1T q ď 5E.
Case 2: Q Ĺ R, R&T, and Q M T. In this case we have either Q&T or Q Ĺ T .
‚ Assume Q P S and R “ DVW P D. Since DVW “ R&T , we cannot have T Ď V for any
V P V (this would imply DVW K T ). If V K T for all V P V , then W&T (as shown in
the proof of transversality in Claim A.10) and ρRT “ ρD
V
W
T “ ρWT . Since Q Ď R “ DVW ,
we have Q Ď W and consistency in S implies dT pρQT , ρRT q “ dT pρQT , ρWT q ď E. If
instead there exists V P V so that T&V or V Ĺ T , then ρVT Ď ρD
V
W
T “ ρRT . Since
Q Ď R “ DVW , we have Q K V and Lemma A.4 gives dT pρQT , ρRT q ď dT pρQT , ρVT q ď 2E.
‚ Assume Q “ DVW P D and R P S. As before, T ­Ď V for all V P V . First assume
there exists V P V so that V&T or V Ĺ T . This occurs when either DVW “ Q Ĺ T or
Q&T and not every element of V is orthogonal to T . In both cases, ρVT Ď ρD
V
W
T “ ρQT
and consistency in S implies dT pρQT , ρRT q ď dT pρVT , ρRT q ď 2E because V Ď W Ĺ R.
Now assume T K V for all V P V . This can only occur when DVW “ Q&T . In
this case, W&T and ρQT “ ρD
V
W
T “ ρWT . Since W Ĺ R, consistency in S implies
dT pρRT , ρQT q ď dT pρRT , ρWT q ď E.
‚ Assume Q “ DVW P D and R “ DV 1W 1 P D. As before, T ­Ď V for all V P V Y V 1.
If ρRT “ ρW 1T , then we have the first case of transversality laid out in the proof of
Claim A.10, that is, W 1&T and V 1 K T for all V 1 P V . Thus, if ρRT “ ρW 1T , then
the result reduces to the previous bullet, replacing R with W 1. We can therefore
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assume ρRT ‰ ρW 1T , meaning we have the second case of transversality where there
exists V 1 P V 1 so that V 1 is either transverse to or properly nested into T .
Suppose ρQT ‰ ρWT too. This implies there also exists V P V so that V is either
transverse to or properly nested into T . Furthermore, ρVT Ď ρQT and ρV 1T Ď ρRT . Now,
DVW Ď DV
1
W 1 implies V 1 K W or V 1 is nested into an element of V . If V 1 K W , then
V K V 1 and Lemma A.4 implies dT pρQT , ρRT q ď dT pρVT , ρV 1T q ď 2E. If V 1 is nested into
an element of V , then either V 1 Ď V or V 1 K V since V is a pairwise orthogonal subset
of S. By applying consistency in S when V 1 Ď V or Lemma A.4 when V 1 K V , we
have dT pρQT , ρRT q ď dT pρVT , ρV 1T q ď 2E.
Now suppose ρQT “ ρWT . Then DVW Ď DV 1W 1 implies V 1 K W or V 1 is nested into
W . Applying Lemma A.4 if V 1KW , or consistency in S if V 1 Ď W , we again obtain
dT pρQT , ρRT q “ dT pρWT , ρRT q ď dT pρWT , ρV 1T q ď 2E.
Partial realisation: Let T1, . . . , Tn be pairwise orthogonal elements of T, and let pi P
CpTiq for each i P t1, . . . , nu. Without loss of generality, assume T1, . . . , Tk P S and
Tk`1, . . . , Tn P D where k P t0, . . . , nu. If k “ 0 (resp. k “ n), then each Ti P D (resp.
each Ti P S).
For i P tk ` 1, . . . , nu, let Ti “ DViWi and let qi be any point in ρ
D
Vi
Wi
Wi
Ď CpWiq. Since
T1, . . . , Tn are pairwise orthogonal, it follows that Wk`1, . . . ,Wn are pairwise orthogonal too,
and for each j P t1, . . . , ku, Tj is either nested into an element of some Vi or orthogonal
to all Wk`1, . . . ,Wn. Without loss of generality, assume that T1, . . . , Tl are nested into
elements of Vm`1 Y ¨ ¨ ¨ Y Vn and Tl`1, . . . , Tk,Wk`1, . . . ,Wn are pairwise orthogonal, where
0 ď n´m ď l ď k. If l “ 0, then n “ m and each Tj is orthogonal to every Wi. Otherwise,
for each j P t1, . . . , lu, Tj is nested in some Wi for i P tm ` 1, . . . , nu. In both cases,
T1, . . . , Tk,Wk`1, . . . ,Wm are pairwise orthogonal elements of S. We can therefore use the
partial realisation axiom in S on the points p1, . . . , pk, qk`1, . . . , qm to produce a point x P X
with the following properties:
(1) dTipx, piq ď E for i P t1, . . . , ku;
(2) dWipx, qiq ď E for i P tk ` 1, . . . ,mu;
(3) for all i P t1, . . . , ku if Q&Ti or Ti Ĺ Q, then dQpx, ρTiQ q ď E;
(4) for all i P tk, . . . ,mu if Q&Wi or Wi Ĺ Q, then dQpx, ρWiQ q ď E.
Now, for Q P S, define bQ P CpQq as follows. Let V “ Ťni“k`1 Vi and VQ “ tV P V :
V&Q or V Ĺ Qu. If VQ ‰ H, then define bQ to be any point in ŤV PVQ ρVQ. Since V is a
collection of pairwise orthogonal elements of S, the diameter of
Ť
V PVQ ρ
V
Q is at most 2E by
Lemma A.4. If either Q Ď V for some V P V or Q K V for all V P V then define bQ “ piQpxq.
Since V is a collection of pairwise orthogonal elements of S, these two cases encompass all
elements of S.
Claim A.12. The tuple pbQqQPS is 3E–consistent.
Proof. Let R,Z P S. Recall that if bZ “ piZpxq and bR “ piRpxq, then the 3E–consistency
inequalities for bR and bZ are satisfied by Lemma A.7. Thus we can assume that there exists
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V P V so that either V Ĺ Z or V&Z. Fix V P V so that bZ P ρVZ . We need to verify the
consistency inequalities when R&Z, R Ĺ Z, and Z Ĺ R.
Consistency whenR&Z: AssumeR&Z. IfR K V , V Ď R, orR Ď V then either Lemma
A.4 or consistency in S implies dZpρVZ , ρRZq ď 2E. Since bZ P ρVZ , we have dZpbZ , ρRZq ď 3E.
Thus, we can assume R&V so that VR is non-empty, that is bR P ŤUPVR ρUR and so bR is within
2E of ρVR. Now, if dZpbZ , ρRZq ą 3E, then dZpρVZ , ρRZq ą 2E. Thus ρ–consistency (Lemma
A.9) implies dRpρVR, ρZRq ď E. It follows that dRpbR, ρZRq ď 3E by the triangle inequality.
Consistency when R Ĺ Z: Assume R Ĺ Z. As before, if R K V , V Ď R, or R Ď V then
dZpρVZ , ρRZq ď 2E and we have dZpbZ , ρRZq ď 3E. Thus, we can assume R&V so that bR is
within 2E of ρVR. Now, if dZpbZ , ρRZq ą 3E, then dZpρVZ , ρRZq ą 2E, and ρ–consistency implies
diampρVR Y ρZRpρVZ qq ď E. However, this implies diampbR Y ρZRpbZqq ď 3E since bZ P ρVZ and
dRpbR, ρVRq ď 2E.
Consistency when Z Ĺ R: Assume Z Ĺ R. If R is orthogonal to all elements of V ,
then R K V implies V K Z which contradicts the assumption that V Ĺ Z or V&Z. On the
other hand, if there exists V 1 P V so that R Ď V 1, then either V K R or R Ď V “ V 1. But
this implies either V K Z or Z Ĺ V , both of which give a contradiction if V&Z or V Ĺ Z.
There must therefore be an element of V that is either properly nested in or transverse to
R, and we can repeat the same argument as in the previous case, switching the roles of R
and Z. 
Let y P X be the point produced by applying the realisation theorem (Theorem A.8) in S
to the tuple pbQq. We claim y is a partial realisation point for p1, . . . , pn in T. Since CpDViWiq
is a single point, y satisfies the first requirement of the partial realisation axiom in T for
pk`1, . . . , pn. For i ď k, Ti is either nested into an element of Vm`1 Y ¨ ¨ ¨ Y Vn or orthogonal
to all Wk`1, . . . ,Wn. This implies Ti is either nested into an element of V or orthogonal to
all elements of V . In both cases bTi “ piTipxq, and we have that piTipyq is uniformly close to
piTipxq, which is in turn E–close to pi by item (1).
Now, let Q P S with Q&Ti or Ti Ĺ Q for some i P t1, . . . , nu. We verify dQpy, ρTiQ q is
uniformly bounded when i ď k and i ą k separately.
Assume i ď k, so that Ti P S. If i ď k and bQ “ piQpxq, then dQpy, ρTiQ q is bounded
by item (3). If i ď k and bQ ‰ piQpxq, then bQ P ρVQ for some V P V and Ti is either
orthogonal to or nested into V . If TiKV then dQpbQ, ρTiQ q ď 3E by Lemma A.4. If Ti Ĺ V
then dQpbQ, ρTiQ q ď 2E by consistency. The result then follows from the triangle inequality
since piQpyq is uniformly close to bQ.
Now assume i ą k, so that Ti “ DViWi P D. If DViWi Ĺ Q, then ρVQ Ď ρ
D
Vi
Wi
Q for all V P Vi.
Since bQ is within 2E of any ρVQ for V P Vi, this bounds dQpy, ρ
D
Vi
Wi
Q q uniformly. On the other
hand, if DViWi&Q, then either Q K V for all V P Vi or there exists V P Vi so that V&Q or
V Ĺ Q. In the latter case, ρVQ Ď ρ
D
Vi
Wi
Q and we are finished since bQ is within 2E of ρ
V
Q, giving
a uniform bound on the distance from piQpyq to ρD
Vi
Wi
Q . In the former case, we must have
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Wi&Q and ρ
D
Vi
Wi
Q is equal to ρ
Wi
Q . If bQ “ piQpxq than we are done by item (4). Otherwise,
there exists V 1 P V r Vi so that V 1&Q or V 1 Ĺ Q and bQ P ρV 1Q . Since V 1 K Wi, it follows
that ρV 1Q is within 2E of ρ
Wi
Q . Thus bQ, and hence piQpyq, is uniformly close to ρWiQ “ ρ
D
Vi
Wi
Q .
This completes the proof of Theorem A.3. 
Remark A.13. If G is a group and S is an almost HHS structure for the Cayley graph of
G, then we say S is an almost HHG structure for G if it satisfies items (2) and (3) of the
definition of an HHG. The above proof shows that if pG,Sq is an almost HHG, then the
structure T from Theorem A.3 is an HHG structure for G. Therefore Theorem A.3 implies
Theorem 5.7.
We finish this appendix by noting a tangential application of Theorem A.3. In [ABD17],
Abbott, Behrstock, and Durham sought to show every hierarchically hyperbolic group admits
an HHG structure with the following property.
Definition A.14 (Unbounded products). We say an (almost) hierarchically hyperbolic
group pG,Sq has unbounded products if there exists B ě 0 so that one of the following
holds for each V P S.
(1) V is the unique Ď–maximal element of S.
(2) diampCpW qq ď B whenever W Ď V .
(3) There exists W P S so that V K W and diampCpW qq “ 8.
In [ABD17], it is shown every HHG admits an almost HHG structure with unbounded
products, and moreover you can verify that this structure satisfies the container axiom if the
original HHG satisfies an additional hypothesis called clean containers. With Theorem A.3,
we can tie off this loose end in the theory of hierarchically hyperbolic groups and show all
HHGs admit a structure with unbounded products.
Corollary A.15. If pG,Sq is a hierarchically hyperbolic group, then there exists an HHG
structure T for G with unbounded products.
Proof. By [ABD17, Theorem 7.2], G admits an almost HHG structure T0 with unbounded
products. Further, from the proof of [ABD17, Theorem 7.2], T0 has the property that for
every non-Ď–maximal domain V P T0, there exist W,Q P T0 so that W Ď V , Q K V and
diampCpW qq “ diampCpQqq “ 8. Let T be the HHG structure obtained from T0 using
Theorem A.3. We need only verify unbounded products for elements of T r T0. Using the
notation of Theorem A.3, let DVW P T r T0. By construction of T0, there exists R Ď DVW
with diampCpRqq “ 8, so item (2) does not hold, and moreover DVW is not the Ď–maximal
element of T. However, V KDVW for all V P V , and by construction of T0, there exists T P T0
so that T Ď V and diampCpT qq “ 8. Since TKDVW , item (3) holds. 
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