Abstract-As a fuzzification of the Choquet integral, the defuzzified choquet integral with fuzzy-valued integrand (DCIFI) takes a fuzzy-valued integrand and gives a crisp-valued integration result. In this paper, the DCIFI acts as a projection to project high-dimensional heterogeneous fuzzy data to one-dimensional crisp data to handle the classification problems involving different data forms, such as crisp data, interval values, fuzzy numbers, and linguistic variables, simultaneously. The nonadditivity of the signed fuzzy measure applied in the DCIFI can represent the interaction among the measurements of features towards the discrimination of classes. Values of the signed fuzzy measure in the DCIFI are considered to be unknown parameters which should be learned before the classifier is used to classify new data. We have implemented a genetic algorithm (GA)-based adaptive classifier-learning algorithm to optimally learn the signed fuzzy measure values and the classified boundaries simultaneously. The performance of our algorithm has been tested both on synthetic and real data. The experimental results are satisfactory and outperform those of existing methods, such as the fuzzy decision trees and the fuzzy-neuro networks.
model to handle the heterogeneous data directly [20] . Obviously, it is insufficient for systems having intrinsic nonlinear correlations. Due to the aforementioned reasons, a comprehensive model, which can not only handle the heterogeneous fuzzy data directly, but also elicit the nonlinear relationships among features, is expected.
The Choquet integral [4] , [5] , [26] , [24] with respect to fuzzy measure or signed fuzzy measure [17] , [19] has performed successfully as a nonlinear aggregation tool in information fusing and data mining for crisp data-bases. The nonadditivity of the signed fuzzy measure provides an effective representation to describe the interaction among the contributions from the predictive attributes to the objective attribute. Recently, the Choquet integral has been applied to classification problem [6] , [7] , [16] and has obtained quite encouraging results. In [29] , a weighted Choquet integral with respect to signed fuzzy measure has been used as a projection tool to project high-dimensional crisp data to a virtual variable on a real axis so that the classification in high-dimensional space is simplified to that in one-dimensional space.
In this paper, the original Choquet integral of a real-valued function defined on a set of attributes with respect to a signed fuzzy measure is generalized for allowing a fuzzy-valued function to be its integrand. This fuzzification of Choquet integral is called the defuzzified Choquet integral with fuzzy-valued integrand (DCIFI) as it has a fuzzy valued integrand but a non-fuzzy valued integration result. A numerical method with the relevant algorithm is developed to estimate the integration values of the DCIFI. The nonadditivity property of the signed fuzzy measure of the DCIFI describes the respective contributions from the feature attributes towards the discrimination. Thus, the DCIFI is considered to be a more powerful and flexible tool to classify data, especially the data involving heterogeneous fuzzy data. It can project high-dimensional heterogeneous fuzzy data of different classes to their corresponding virtual variables on a real axis. Similarly, the class boundaries, which separate different classes in high-dimensional space, can also be projected on the real axis as a virtual boundary. By these schemes, the classification problem for high-dimensional heterogeneous fuzzy data is simplified to that for one-dimensional crisp data. A DCIFI projection classifier is identified by the values of the signed fuzzy measure, which are regarded as the unknown parameters. They are optimally determined according to a set of training data through a GA-based adaptive classifier-learning algorithm (GACA). The optimization is to project all heterogeneous fuzzy data onto a real axis of virtual variables with the best classifying boundaries such that the total misclassification rate is minimized. The paper is organized as follows. In Section II, relevant fundamental concepts on original Choquet integral are summarized. The defuzzified Choquet integral with fuzzy-valued integrand is derived in Section III, where a numerical method with the relevant algorithm is developed to estimate the integration value of the DCIFI. The DCIFI projection classifier is illustrated in Section IV with the GACA adopted for optimally determining unknown parameters from the training data sets. Both experiments on synthetic and real data are conducted to evaluate the performance of the DCIFI projection classifier. These experimental results are shown in Section VI. Finally, conclusions are given in Section VII.
II. CHOQUET INTEGRAL

Let
be a nonempty finite set of feature attributes and be the power set of . A signed fuzzy measure [25] , , is a mapping from to satisfying . The set function is nonadditive in general, so it is also called nonadditive set function. A fuzzy measure is considered to be a specialization of signed fuzzy measure with additional monotonic property, that is on . In this paper, we always assume as a signed fuzzy measure. To be convenient, is denoted by , where and is a subset of . More explicitly, , and . Definition 2.1: Let be a real-valued function. The Choquet integral of is defined as where , for any , is the -cut of , represented as a crisp set of .
For example, let , and a real-valued function is defined on by , then the -cuts of at 1.5, and 2.5 are crisp sets of , described by , and respectively, as shown in Fig. 1 .
To calculate the value of the Choquet integral of a given real-valued function , usually the values of , i.e., , should be sorted in a nondecreasing order so that , where is a certain permutation of . Then, the value of the Choquet integral is obtained by (1) where . To be convenient, Wang [24] has proposed a new algorithm to calculate the value of a Choquet integral with real-valued integrand by the product of two vectors as (2) in which if it is or otherwise for with a convention that the maximum on the empty set is zero, where is the fractional part of . In the previous formula, if we express in the binary form , then and .
III. DEFUZZIFIED CHOQUET INTEGRAL WITH FUZZY-VALUED INTEGRAND
The original Choquet integral only supports crisp-valued integrands so they only can deal with crisp-valued data, and are helpless when facing with fuzzy information. To extend the advantadges of Choquet integral to fuzzy domain such that it can manage fuzzy information, fuzzifications of orginal Choquet integral have been investigated [28] , [30] . Such fuzzifications can support fuzzy-valued integrand. They are regarded as generalizations of the original Choquet integral since they are able to handle diverse forms of information, includng crisp data, interval values, fuzzy numbers and linguistic variables. The fuzzi- fications of Choquet integral can have their integration results fuzzified or defuzzified. In this paper, we only focus on the model with fuzzy valued integrand and non-fuzzy valued integration result, which is called the DCIFI and defined as follows.
Definition 3.1: Let be a fuzzy-valued function defined on a universal set and be a signed fuzzy measure defined on , the power set of , the DCIFI of is defined as where is the -cut of the fuzzy-valued function , and denotes the set of all fuzzy numbers.
Obviously, the way to compute the value of the Choquet integral given in Section II cannot be directly applied for computing the DCIFI since the range of the fuzzy-valued function is not full-ordered, and therefore, the values of function at variant attributes cannot be rearranged in a nondecreasing order. However, we still can derive a calculation scheme of the DCIFI according to the fuzzy set theory and relevant properties of the Choquet integral. Actually, from the definition of the DCIFI, we can see that the calculation of the DCIFI can be rendered down into two subproblems.
1) How to get for a fuzzy-valued function ? 2) How to get the value of ? The following subsections aim to answer these questions, respectively. Fig. 2 .
A. The -Cut of a Fuzzy-Valued Function
B. The Choquet Extension of
Let be a universal set, we can derive the signed fuzzy measure defined on based on the signed fuzzy measure defined on . Definition 3.3: Let be a signed fuzzy measure defined on , the signed fuzzy measure is a set function mapping from the fuzzy power set of , to . For any fuzzy set with membership function , we have (4) where the integral is a Choquet integral with real-valued function, i.e., the membership function of . 
C. Calculation of DCIFI
Now, we can calculate the value of the DCIFI. Obviously, it is rather difficult to express in an explicit form involving only fundamental functions of , and by which, to compute the precise value of the DCIFI. However, we can numerically calculate it approximately. Before illustrating the algorithm, some concepts and properties are introduced.
The support set of a fuzzy number , denoted by , is defined by , which is a crisp subset of the universe of discourse of the membership function of . We denote the left and the right terminals of the support set of by and , respectively. For example, a trapezoidal fuzzy number has and ; a normal fuzzy number has and . A fuzzy-valued function assigns each element in the universal set a fuzzy number , represented by its membership function . Now, we denote the left and the right terminals of the support set of as and , respectively. Theorem 3.1: For a universal set , let be a signed fuzzy measure on and be a fuzzy-valued function on . Then, for any real constant .
Here, is also a fuzzy-valued function with its values represented by , The subtraction between the fuzzy number and the crisp number is refer to [13] . The proof of this theorem is provided in the Appendix.
Using Theorem 3. and go to 5). We can see now, given a signed fuzzy measure, the value of the DCIFI is a crisp real number. Though the information on the fuzziness is compressed, applying such an aggregation tool in data mining is usually more convenient than giving a fuzzy number. In next section, using the DCIFI as a projection tool, a complex classification problem of heterogeneous fuzzy data can be optimally simplified to a classification problem of crisp data.
IV. DCIFI PROJECTION CLASSIFIER
In classification, an observation is denoted by an -dimensional vector , whose components are measurements of the feature attributes . We assume that there exist groups or classes in the -dimensional space, denoted by , and associated with each observation is a categorical variable that denotes the class or group membership. For example, if , then the observation belongs to . To design the classifier, we are usually given a set of training data with observations of known classes, represented as . The training data set is used to set up internal parameters of the classifier. Here, the positive integer is the number of samples in the training data set. Once a classifier has been devised, we may estimate the class belongingness for any new observation.
When the measurements of feature attributes of an observation are heterogeneous fuzzy data, such as crisp data, fuzzy data, interval values, or linguistic variables, they are denoted by an -dimensional fuzzy data vector . Such an -dimensional fuzzy data vector can be visualized as a fuzzy point, which is not a single point but a special fuzzy subset in the -dimensional space. Each coordinate value of a fuzzy point is a fuzzy number. A typical 2-dimensional heterogeneous fuzzy data is shown in Fig. 3 . It is depicted as a frustum of a prism with height as 1. It has two coordinates which are represented by two different trapezoidal fuzzy numbers with their membership functions shown on the -and the -planes in Fig. 3 , respectively. Remember that the DCIFI takes a fuzzy-valued function as its integrand and gives a crisp value as its integration result. It can be regarded as a projection from the feature space onto the real axis. Under such a scheme, any fuzzy point , denoted simply by in the feature space, is regarded as a fuzzy-valued function defined on , and furthermore, projected onto a virtual variable, denoted by , on the real axis through a DCIFI defined by (5) Fig. 4 illustrates the DCIFI projection of some heterogeneous fuzzy data in the two-dimensional space. Here, all heterogeneous fuzzy data are distributed into two classes. Each class has three observations. Each observation is identified by its fuzzyvalued coordinates and . By certain DCIFI projection, each observation has been projected onto a virtual point (denoted by the black dots in Fig. 4) on the real axis . It is natural to assume that there exists a boundary in the two-dimensional space, on which each point can be projected onto an identical virtual point (denoted by the white dot in Fig. 4 ), called the virtual boundary, on the real axis by the same DCIFI projection. According to this assumption, a classification problem of -dimensional heterogeneous fuzzy data can be simplified to that of one-dimensional real data.
Good performance of the DCIFI projection classifier is expected due to the use of the signed fuzzy measure and the relevant nonlinear integral which can handle heterogeneous fuzzy data, since the nonadditivity of the signed fuzzy measure reflects the importance of feature attributes, as well as their inherent interaction, toward the discrimination of the fuzzy points. In fact, the global contribution of several feature attributes to the decision of classification is not just the simple sum of the contribution of each feature to the decision. A combination of the feature attributes may have a mutually restraining or a complementary synergy effect on their contributions toward the classification decision. So, the signed fuzzy measure defined on the power set of all feature attributes is a proper representation of the respective importance of the feature attributes and the interaction among them, and a relevant DCIFI is a good fusion tool to aggregate information in different forms coming from the feature attributes for the classification.
V. GA-BASED ADAPTIVE CLASSIFIER-LEARNING ALGORITHM VIA DCIFI PROJECTION PURSUIT Now, based on the DCIFI, we want to find an appropriate aggregation formula that projects the -dimensional feature space onto the real axis, , such that each fuzzy point becomes a value of the virtual variable that is optimal with respect to classification. In such way, each classification boundary is just a point on the real axis .
The classification task by the DCIFI projection classifier can be divided into two parts.
1) The DCIFI projection classifier depends on the signed fuzzy measure , so how to determine the values of is the first problem we are facing with. 2) Once the values of are retrieved, the DCIFI projection classifier is established. To classify new data, boundaries on the real axis should be determined. The following two subsections focus on the above two problems, respectively.
A. Boundaries Determination
A DCIFI projection classifier is identified by the signed fuzzy measure . Once the values of are given, the -dimensional classification problem of heterogeneous fuzzy data is reduced to a one-dimensional classification problem of crisp data on the virtual variable. The classes of records in the original training data set are now projected to be classes on the projection axis . We can still use symbol , to denote these classes. The center of each class on is the medium of the values of the virtual variables corresponding to the points in class . The center , expressed as a real number, is a numericalization of class . After arranging and, therefore, , in an increasing order as and , where is a permutation of , we carry out a point-wise search for the best classification boundary between each pair of successive classes one by one under the criterion of minimizing the misclassification rate which is defined as the number of misclassified records (points) in the training set divided by data size . The following algorithm is devoted to determining the boundaries of successive classes which have been rearranged according to the ascending order of their centers: are the best classification boundaries for the DCIFI projection classifier with respect to the given signed fuzzy measure . The corresponding global classification rate is the sum of the numbers of misclassified points in these pairs of successive classes divided by .
B. GA-Based Adaptive Classifier-Learning Algorithm
Here we discuss the optimization of the signed fuzzy measure under the criterion of minimizing the corresponding global misclassification rate, and then obtain an optimal DCIFI projection classifier. The optimizing process is just a "pursuit" for searching an appropriate projection direction. It is performed by the GACA. The optimization is also a data-driven process, where a set of training data set in the form of . . . . . . are needed. Here, denotes the fuzzy value of the th feature at the th observation and denotes the class tag of the th observation, . In the GACA, each individual of chromosome represents a DCIFI projection which is identified by the values of a signed fuzzy measure . Since real coding method is employed, each individual of chromosome consists of genes. Each gene is represented by a real value between 0 and 1. The population in the GACA consists of individuals of chromosome. The misclassification rate is adopted for estimating the fitness value of each individual of chromosome (i.e., the DCIFI projection). The probability of an individual of chromosome in the population being chosen as a parent to produce offspring depends on its fitness value. The optimization in the GACA is performed under the criterion of minimizing the misclassification rate. Fig. 6 shows the flow chart of the GACA.
It starts off from an initialized population. Individuals of chromosome in the population are decoded into their corresponding signed fuzzy measures to further determine their corresponding DCIFI projections. For a DCIFI projection, each observation in the training data set can be projected onto its virtual point on the real axis. According to the class tags provided by the training data, we can pursue the best virtual boundaries of the DCIFI projection being considered using the boundaries determination approach presented in the Subsection V-A. Then, cooperated with the training set, we can derive the misclassification rate of the current DCIFI projection, which also represents the fitness value of the corresponding individual in the population. After that, a tournament selection is performed. Better individuals have more chance to produce offspring by some randomly chosen genetic operators [9] . The newly created offspring update the population. This process repeats until we get zero misclassification rate or the generation number exceeds the preset maximum number of generations.
To maintain the diversity of the searching space of our genetic algorithm, a special set of operations is used when the best fitness value remains unchanged for several consecutive generations (default value is 20). At that time, original population is divided into three parts by ascending order on fitness values. The individuals of chromosome in the first part are kept, while those in the second part create new offspring by random mutation [9] , and those in the third part are replaced by new randomly created individuals of chromosome. Then, the population is updated and the iteration is continued.
After determining the signed fuzzy measure and the respective classification boundaries from the training data, any new observation of the feature attributes 
VI. EXPERIMENTAL RESULTS
To evaluate the performance of the DCIFI projection classifier, a series of experiments both on synthetic and real data sets have been conducted. Comparisons are also implemented between the DCIFI projection classifier and two existing data mining methods, the fuzzy decision trees [31] and the fuzzyneuro network [22] , respectively.
A. Experiments on Synthetic Data
Two synthetic data sets, one containing two-dimensional heterogeneous fuzzy data distributed in three classes, and the other containing three-dimensional heterogeneous fuzzy data distributed in two classes, are generated and used to verify the efficiency and the effectiveness of the DCIFI and the GACA. To evaluate the performance of the GACA on recovering the classifier parameters, the classifier parameters, including the values of the signed fuzzy measure and the virtual boundaries, are preset. The preset DCIFI projection constructs normally distributed heterogeneous fuzzy data for each class which is separated by the preset virtual boundaries. Then, using the created training data sets, our GACA should recover the preset values of the parameters and obtain a low misclassification rate. The procedure to construct the synthetic training data sets is detailed as follows.
Assume that the data set has feature attributes classes , and records with records for class . Here, . Each sample in the created data sets has the form of class tag
The following algorithm creates the heterogeneous fuzzy data (with trapezoidal fuzzy number in each dimension) which are distributed in a unit hypercube in the -dimensional space and classified into classes. number generated by a random number generator with the uniform distribution in . Create a fuzzy point , where is a randomly generated trapezoidal fuzzy number with its support set as . Here, is a random value between 0.0 and 0.05. 3) For each observation , calculate the corresponding value of the DCIFI, denoted by , with respect to the preset . 4) Create a random number, , with the uniform distribution. In case , if , then assign class to the right part of record, otherwise, abandon this record; in case , if , then assign class to the right part of record, , otherwise, abandon this record; in case , if , then assign class to the right part of record, otherwise, abandon this record. Here, the normal distribution are used to control the distribution of data in class . 5) Repeat steps 2)-4) until records of class , have been created. The first test is conducted on a classification problem of two feature attributes and three classes, that is, . Totally 100 records are provided in the training data set, where 20 records for 50 records for , and 30 records for . The preset parameters to generate the training data are as follows:
and . Each record in the training data set presents a fuzzy point in the two- dimensional TABLE III  PERFORMANCE COMPARISON BETWEEN DCIFI AND FUZZY ID3 space. Here, the fuzzy point is described by a 2-tuple vector whose elements are trapezoidal fuzzy number represented by their membership functions. Fig. 7 shows the sample data, where each frustum of a prism denotes a two-dimensional fuzzy point (with dashed contours for data of , solid contours for data of , and dashdotted contours for data of ). Setting as the population size and running the GACA with the whole sample data, after three generations, zero misclassification rate is achieved, and we obtain a trained DCIFI projection classifier with the classification boundaries (solid lines in Fig. 7) . Here, the dashed line starting from the origin shows the virtual real axis to which the two-dimensional heterogeneous fuzzy data are projected by the DCIFI. The values of the signed fuzzy measure and boundaries in the retrieved DCIFI projection classifier are rather close to the preset ones. That is to say, the GACA can retrieve the values of parameters well and perform the classification task successfully. The comparison of the preset and the retrieved values of parameters is listed in Table I .
The second test considers a 3-dimensional case. The classification samples have 3 feature attributes, , and are classified into two classes . 200 records are generated by the preset DCIFI parameters as:
, and , where 80 records are for and 120 records are for .
Setting as the population size and running the GACA with the whole sample data, after 50 generations, we obtain the trained DCIFI projection classifier with misclassification rate 0. The values of the signed fuzzy measure in the retrieved DCIFI projection are rather close to their corresponding preset values. This experiment also confirms that our GACA can retrieve the values of the classifier parameters accurately. The comparison of the preset and the retrieved values of parameters is listed in Table II . Fig. 8 illustrates the distribution of the training data and the classification boundary in three-dimensional feature space from two different viewing directions. The three-dimensional fuzzy data are represented by cubes in the graph. The lengths on three dimensions of a cube denote the ranges of support sets of the membership functions which represent the feature attributes of an observation. The blue cubes are of class , while the yellow cubes are of class . The classification boundary is a broken plane with six pieces that divide the feature space into two parts. These pieces of broken planes have a common vertex on the virtual axis (denoted by the black line in graph) that passes through the origin and points to point . Fig. 8 also reveals the ability of the DCIFI projection classifier on classifying data which are separated by boundaries with irregular shape. 
B. Experiment and Comparison With Fuzzy Decision Tree on Real Data
We select four famous bench-mark data sets available in UCI [3] and compare our results with those by fuzzy decision tree induction based on ID3 [23] . Fuzzy ID3 is a fuzzy version of the crisp ID3 [21] . which is a popular and powerful heuristic method for generating crisp decision trees. As an extension of its counterpart, fuzzy ID3 is an important way of learning from fuzzy examples [10] , [11] .
The four data sets are summarized as follows. 1) Iris data set: 150 samples, three classes, four feature attributes. 2) Pima diabetes data set: 768 samples, two classes, eight feature attributes. 3) Breast cancer data set: 683 samples, two classes, nine feature attributes. 4) Sleep state data set [15] : 1236 samples, six classes, eleven feature attributes. Since all these benchmark data sets are crisp values, fuzzification on the training/testing data sets are preprocessed. First, we need to find the minimum and maximum values of each attribute in the considered data set. The domain of each attribute is discretized into some linguistic terms. In our experiment, we use five linguistic terms shown in Fig. 9 [that is, "Very small (VSM)," "Small (SM)," "Medial (MED)," "Large (LRG)," and "Very large (VLRG)"]. Then, in the data set, each feature attribute of an observation is replaced by one linguistic term with the highest membership values respect to its original crisp value. The accuracies of both methods on each data set are determined by running ten-fold cross validation. For comparison, we present the average classification accurcies both on the training and testing data sets for each methods in Table III .
From the comparison, we can draw the following conclusion. Our DCIFI projection classifier outperforms the fuzzy ID3 algorithm in terms of testing and training accuracy. It is due to the fact that the DCIFI projection classifier utilizes the nonadditive set function, that is, the signed fuzzy measure, so that it can present the nonlinear relationships among the feature attributes for the determination of the classification more sufficiently.
C. Application on Emitters Identification
It is a high-priority problem in military operation to identify and track unique mobile transmitters for targeting. A powerful emitter identification function is necessary to warn of immediate threat with enough information to take evasive action. In military operation, such identification is accessed by Radio Frequency (RF), Pulse Width (PW), and Pulse Repetition Interval (PRI) of the collected pulse descriptor words. They form the feature attributes of an observation recognition problem, denoted by , and , respectively. The values of these features vary in interval ranges in accordance with a specific radar emitter. Shieh et al. proposed a fuzzy-neuro network to identify the emitters in [22] , where an interval activation function is applied so that the network can process interval data. Two back propagation learning algorithms, NVTBP and CVTBP algorithms, were derived to tune the weights of neural network, and furthermore, to classify the observations. In our experiments, the DCIFI projection classifier is also implemented to identify different types of emitters, and its performance is compared to that of the fuzzy-neuro network. We use both the two-emitters and the three-emitters identification problems to test and compare the performance of the DCIFI projection classifier and those of the neural network approaches [22] . The training and testing data sets are the same as those in [22] , where the data in training set are interval values while the data in testing set are crisp values. To evaluate the robustness of the proposed methods, a measurement distortion is also used as in [22] to simulate the adding of noise to the testing data. To perform the testing at different levels of adding noise, an Error Deviation Level (EDL) is defined in [22] by % % First, we consider the two-emitters identification problem with the input data corrupted by adding noise. For the DCIFI projection classifier, it is a three attributes and two classes problem. We set the population size as 30, and the maximum number of generations as 1000. 10 training samples are used to train the DCIFI projection classifier and the neural network approaches respectively. The estimated values of the signed fuzzy measure and the virtual boundary are listed in Table IV. Nine sets of 80 testing samples with different EDLs (from 0% to 15%) are generated and used to test the performance of the considered identification approaches. The experimental results on average accuracy are compared in Table V. In the second experiment, we consider the three-emitters identification problem with the input data corrupted by adding noise. For the DCIFI projection classifier, it is a three attribute and three classes problem. We set the population size as 30, and the maximum number of generations as 1000. 15 training samples are used to train the DCIFI projection classifier and the neural network approaches respectively. The estimated values of the signed fuzzy measure and the virtual boundary are listed in Table VI . 120 testing samples with different EDLs (from 0% to 15%) are used to train and test the performance of DCIFI projection classifier and the neural network approaches, respectively. The comparison results on average accuracy are shown in Table VII . Tables V and VII indicate that the proposed DCIFI projection not only has higher identification capability, but also relatively more robust to noise than the neural network approaches.
VII. CONCLUSION
We have presented a new model, called the DCIFI, which uses a fuzzification of the Choquet integral for solving the classification problem involving heterogeneous fuzzy data, including crisp data, fuzzy numbers, interval values, and linguistic variables. The DCIFI acts as a projection tool which can map a high-dimensional heterogeneous fuzzy data to a crisp virtual value on a real axis, so that the classification problem in high dimensional heterogeneous fuzzy datum space is simplified to that in one dimensional crisp data space. A GACA has been used for searching the relevant optimal parameters in a DCIFI projection classifier, as well as the virtual boundaries of the projection images on the one-dimensional real axis. It has been shown that the DCIFI projection classifier achieves good performance on the classification problem though it requires long training time on estimating the internal parameters when the number of feature attributes or the number of classes is large. Moreover, this classifier is very informative and powerful for dealing with heterogeneous fuzzy data sets with strong interaction among their feature attributes towards the classification. The performance of the DCIFI projection classifier has been confirmed by a series of experiments both on synthetic and real data. It has also compared favorably with two existing approaches.
APPENDIX
The proof of Theorem 3.1 is summarized as follows.
Proof: Let . Then is also a fuzzy-valued function and its -cut, , satisfies or, equivalently, , for any real number . Thus, denoting by , we have
