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GENERALIZED KARUSH-KUHN-TUCKER CONDITIONS FOR REAL
CONTINUOUS OPTIMIZATION PROBLEMS
STANLEY YANG
Abstract. This paper explores the generalized form of Karush-Kuhn-Tucker (KKT) conditions for
real continuous optimization problems.
Keywords. Non-smooth optimization, KKT conditions, Minkowski addition.
Let’s first investigate the optimization problem in an abstract model. Consider a general constrained
minimization (similar to max) problem as follows:
(1)
min
x
f(x)
s.t. x ∈ C
where f(x) is the objective function and C is the feasible set.
Moreover, we define the descent direction set D(x) as D(x) = {d 6= 0 : ∃ ǫ > 0 s.t. f(x+ ηd) < f(x),
∀ 0 < η < ǫ} and feasible direction set F(x) as F(x) = {d 6= 0 : ∃ ς > 0 s.t. x+ηd ∈ C for ∀ 0 < η < ς}.
Lemma 1. x∗ ∈ C is a local optimal to (1) only if D(x∗) ∩ F(x∗) = ∅.
Proof. If D(x∗)∩F(x∗) 6= ∅, there exits nonzero d ∈ D(x∗)∩F(x∗). That means, ∃ ǫ > 0 s.t. x+ηd ∈
C for ∀ 0 < η < ǫ and ∃ ς > 0 s.t. f(x + ηd) < f(x) for ∀ 0 < η < ς. Thus take τ = min{ǫ, ς}, we
have that f(x + ηd) < f(x) and x + ηd ∈ C for ∀ 0 < η < τ . This contradicts the fact that x∗ is a
local optimal solution. The proof is completed. 
Now we are going to derive the KKT conditions for the smooth case, i.e. objective functions and
constraints are assumed to be smooth. Without loss of generality, let’s consider the following con-
strained problem:
(2)
min
x
f(x)
s.t. hi(x) ≤ 0
i = 1, 2, ..., k
Assume x∗ is a local optimal solution to problem (2), define the active set A := {i : hi(x) = 0}. As
is well-known, the fastest descent direction at x∗ is −∇f(x∗) and the descent direction set D(x∗) =
{d 6= 0 : 〈d,−∇f(x∗)〉 > 0}. For ∀i ∈ A, the fastest ascent direction for hi(x) at x
∗ is ∇hi(x
∗) and
the ascent direction set for hi at x
∗ is Hi(x
∗) = {d 6= 0 : 〈d,∇hi(x
∗)〉 > 0}, thus the feasible direction
set for hi at x
∗ is Fi(x
∗) = {d 6= 0 : 〈d,∇hi(x
∗)〉 ≤ 0}. Since the feasible direction set for i /∈ A is
the whole space, F(x∗) = {d 6= 0 : 〈d,∇hi(x
∗)〉 ≤ 0,∀i ∈ A}. By Lemma 1, the necessary condition
for x∗ ∈ C being local optimal is D(x∗) ∩ F(x∗) = ∅. Equivalently, we have F(x∗) ⊆ D(x∗)c and
D(x∗)c = {d 6= 0 : 〈d,−∇f(x∗)〉 ≤ 0}.
Theorem 1. F(x∗) ⊆ D(x∗)c if and only if −∇f(x∗) ∈ con{∇hi(x
∗),∀i ∈ A}, where con{} denotes
the conic hull.
Proof. If −∇f(x∗) ∈ con{∇hi(x
∗),∀i ∈ A}, we have −∇f(x∗) =
∑
i λi∇hi(x
∗) where λi ≥ 0. For
∀v ∈ F(x∗), as 〈v,∇hi(x
∗)〉 ≤ 0 for ∀i ∈ A, 〈v,−∇f(x∗)〉 = 〈v,
∑
i λi∇hi(x
∗)〉 =
∑
i λ
T
i 〈v,∇hi(x
∗)〉 ≤
0. Thus we have, F(x∗) ⊆ D(x∗)c. On the other hand, if F(x∗) ⊆ D(x∗)c, we must have −∇f(x∗) ∈
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con{∇hi(x
∗), ∀i ∈ A}. Otherwise, for convex sets con{∇hi(x
∗),∀i ∈ A} and con{−∇f(x∗)}, there
exists a separating plane P between them. Consider the normal vector ν of P (−∇f(x∗) side),
〈ν,∇hi(x
∗)〉 < 0 for ∀i ∈ A but 〈ν,−∇f(x∗)〉 > 0, i.e. ν ∈ F(x∗) but ν /∈ D(x∗)c. Contradic-
tion. So −∇f(x∗) ∈ con{∇hi(x
∗),∀i ∈ A}. 
By Theorem 1, we can conclude that −∇f(x∗) ∈ con{∇hi(x
∗),∀i ∈ A}. In other words, the nec-
essary conditions for point x∗ ∈ C to be local optimal in (2) are that, ∇f(x∗) +
∑
i∈A λi∇hi(x
∗)
where λi ≥ 0 and hi(x
∗) = 0,∀i ∈ A. This is exactly Karush–Kuhn–Tucker conditions, where the
complementary slackness λihi(x
∗) = 0, i = 1, 2, ..., k is implicitly contained in the active set A.
Since we have got KKT conditions for smooth models, a natural next step is to explore the KKT
conditions for non-smooth cases, such as f(x) = |x|. The key difference between the smooth and
non-smooth is whether there is unique defined first derivative (slope or gradient) at every point in
the domain. There are two types of non-smooth functions, i.e. non-differentiable functions and dis-
continuous functions. We mainly focus on the non-differentiable case for its broad existence in real
life.
Definition 1. The subgradient of a real function f at x is defined as ∂f(x) := conv{d ∈ R : g =
limt→0+ ∇f(x+ td) if it exists}, where conv denotes the closed convex hull.
To set up a similar optimization scheme for non-differentiable functions, we introduce the concep-
tion of ”subgradient” which is similar to ”gradient” in the smooth case. From the definition above,
it is easy to see that, the subgradient is always a convex set and when function f is smooth at x,
the subgradient becomes a single-element set which is actually the unique gradient at that point. So,
subgradient can be regarded as a more general definition of gradient. Now, we are going to use the
tool of subgradients to derive the KKT conditions for non-differentiable functions.
Without loss of generality, let’s consider the following constrained problem:
(3)
min
x
f(x)
s.t. hi(x) ≤ 0
i = 1, 2, ..., k
where f and hi are all continuous but not necessary to be smooth. Assume x
∗ is a local optimal
solution to problem (3) and define the active set A := {i : hi(x) = 0}. Besides, we assume that
limt→0+ ∇f(x+ td) and limt→0+ ∇hi(x+ td) always exist, for example, f(x) = |x|.
Lemma 2. The descent direction set of f at point x is D(x) = {d ∈ Rn : limt→0+〈d,∇f(x+ td)〉 < 0}.
Proof. Let u(t) = f(x+ td) where t ≥ 0. Define y := x+ td, then we have,
lim
t→0+
f(x+ td)− f(x)
t
= lim
t→0+
u(t)− u(0)
t
=
∂f
∂t
=
∂f
∂y
·
∂y
∂t
= lim
t→0+
〈d,∇f(x+ td)〉.
Obviously, f(x) > f(x+ td) if and only if 〈d,∇f(x+ td)〉 < 0. 
Lemma 3. The feasible direction set at x∗ is F(x∗) = {d ∈ Rn : limt→0+〈d,▽hi(x
∗+td)〉 ≤ 0,∀i ∈ A}.
Proof. Similar to Lemma 2.
Lemma 4. For a nonconstrained optimization problem min f(x), where limt→0+〈d,∇f(x+td)〉 always
exist, x∗ is a local optimal point only if 0 ∈ ∂f(x∗).
Proof. Assume that 0 /∈ ∂f(x∗), then {0} ∩ conv{g ∈ R : g = g = limt→0+ ∇f(x + td)} = ∅. By
separation theorem, there exists a plane separating {0} and conv{g ∈ R : g = limt→0+ ∇f(x + td)}.
Let h be the normal of this plane (pointing to 0 side), then 〈h, g〉 < 0, ∀g ∈ ∂f(x∗). So we must have,
limt→0+〈h,▽f(x
∗ + th)〉 < 0, i.e., h ∈ D(x∗). Contradiction. 
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Figure 1. Example 1 Figure 2. Example 2
Theorem 2. x∗ is local optimal to (3) only if 0 ∈ ∂f(x∗)+
∑
i∈A λi∂hi(x
∗) where λi ≥ 0 and notation
+ means the Minkowski addition of two sets.
Proof. Assume that 0 /∈ ∂f(x∗)+
∑
i∈A λi∂hi(x
∗), ∀λi ≥ 0. As {∂f(x
∗)+
∑
i∈A λi∂hi (x
∗), ∀λi ≥ 0}
is convex, by separation theorem, there exists a plane separating {0} and {∂f(x∗)+
∑
i∈A λi∂hi(x
∗), ∀λi
≥ 0}. Let d be the normal of the separation plane (pointing to 0 side), then we have 〈d, ∂f(x∗) +∑
i∈A λi∂hi(x
∗)〉 < 0, ∀λi ≥ 0. Taking λi = 0, we obtain 〈d, g〉 < 0, ∀g ∈ ∂f(x
∗). We claim
that, 〈d, h〉 < 0, ∀h ∈ ∂hi(x
∗), ∀i ∈ A, otherwise we can increase corresponding λi to make
〈d, ∂f(x∗) +
∑
i∈A λi∂hi(x
∗)〉 > 0. By Lemma 3 and 4, we have d ∈ D(x∗) and d ∈ F(x∗), i.e.,
F(x∗) ∩ D(x∗) 6= ∅. Contradiction. 
Theorem 1 is actually the KKT conditions for non-differentiable cases, where the complementary
slackness λihi(x
∗) = 0, i = 1, 2, ..., k is implicitly contained in the active set A. However, there is
a strong assumption that limt→0+ ∇f(x + td) and limt→0+ ∇hi(x + td) always exist. So, how about
the case where limt→0+ ∇f(x + td) or limt→0+ ∇hi(x + td) does not exist for some x, for example,
∂f(x) = ∅?
Example 1. The function f(x) := x2 sin( 1
x
) is not local optimal at x = 0 and ∂f(0) = ∅.
Proof. ∀r > 0, ∃ large enough N such that 2
4Npi−pi
< r and f( 2
4Npi−pi
) = −( 2
4Npi−pi
)2 < 0 = f(0).
So, f is not local optimal at x = 0. The derivative of f(x) is f
′
(x) = 2x sin( 1
x
) − cos( 1
x
). Obviously,
limx→0 f
′
(x) = − limx→0 cos(
1
x
) does not exist. Thus ∂f(0) = ∅.
Example 2. The function f(x) := x2 sin2( 1
x
) is local optimal at x = 0 and ∂f(0) = ∅.
Proof. Observe that f(x) ≥ 0, ∀x ∈ R. ∃r = 1 such that, ∀x ∈ (−r, 0) ∪ (0, r), we have f(x) ≥
f(0) = 0. So, f is local optimal at x = 0. The derivative of f(x) is f
′
(x) = 2x sin2( 1
x
) − cos( 1
x
).
Obviously, limx→0 f
′
(x) = − limx→0 2 sin(
1
x
) cos( 1
x
) = − limx→0 sin(
2
x
) does not exist. Thus ∂f(0) = ∅.
Comparing Example 1 and 2, we can see that, in the above special case where limt→0+ ∇f(x+ td) or
limt→0+ ∇hi(x + td) does not exist, the tool of subgradient or gradient can be helpless. So, how to
modify the obtained KKT conditions to include these more general conditions? The easiest way to do
it is as follows.
Definition 2. For any real function g and any point x ∈ Rn in the domain, we define that limt→0+∇f(x
+td) = 0, if it does not exist.
Theorem 3. For any real function f and hi, x
∗ is local optimal only if
0 ∈ ∂f(x∗) +
∑
i∈A
λi∂hi(x
∗)
where λi ≥ 0.
Proof. Notice that, if limy→x∇f(y) does not exist or ∃i ∈ A s.t. limy→x∇hi(y) does not exist, we
must have 0 ∈ ∂f(x∗)+
∑
i∈A λi∂hi(x
∗) by Definition 2. Otherwise, limy→x∇f(y) and limy→x∇hi(y)
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always exist, by Theorem 2, it is easy to see 0 ∈ ∂f(x∗) +
∑
i∈A λi∂hi(x
∗). 
In Theorem 3, we figure out a necessary condition for local optimality which is applicable to all
continuous real optimization problems. This condition can also be regarded as a more generalized
KKT and its complementary slackness is implicitly contained in the active set A.
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