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UNIQUENESS RESULTS FOR ONE-DIMENSIONAL
SCHRO¨DINGER OPERATORS WITH PURELY DISCRETE
SPECTRA
JONATHAN ECKHARDT AND GERALD TESCHL
Abstract. We provide an abstract framework for singular one-dimensional
Schro¨dinger operators with purely discrete spectra to show when the spectrum
plus norming constants determine such an operator completely. As an example
we apply our findings to prove new uniqueness results for perturbed quantum
mechanical harmonic oscillators. In addition, we also show how to establish a
Hochstadt–Lieberman type result for these operators. Our approach is based
on the singular Weyl–Titchmarsh–Kodaira theory which is extended to cover
the present situation.
1. Introduction
The present paper is concerned with uniqueness results for one-dimensional
Schro¨dinger operators
(1.1) H = − d
2
dx2
+ q(x), x ∈ (a, b),
on the Hilbert space L2(a, b) with a real-valued potential q ∈ L1loc(a, b). We are
particularly interested in the case where H has purely discrete spectrum. Of course
this problem is well understood in the case where the operator is regular, that is,
(a, b) is compact and q ∈ L1(a, b), but for singular operators there are still many
open questions. One of the prime examples in this respect are perturbations of the
quantum mechanical oscillator and in particular its isospectral class [26], [27]. In
particular, perturbations
(1.2) H = − d
2
dx2
+ x2 + q(x), x ∈ (−∞,∞),
of the harmonic oscillator have attracted much interest recently; see Chelkak, Kar-
gaev and Korotyaev [2], [3], [4] and the references therein.
Moreover, it has been shown by Kodaira [19], Kac [17] and more recently by
Fulton [6], Gesztesy and Zinchenko [12], Fulton and Langer [7], Kurasov and Luger
[24], and Kostenko, Sakhnovich, and Teschl [20], [21], [22], [23] that, for a large
class of singularities at a, it is still possible to define a singular Weyl function at
the base point a. While in these previous works the main focus was on applications
to spherical Schro¨dinger operators
(1.3) H = − d
2
dx2
+
l(l+ 1)
x2
+ q(x), x ∈ (0,∞),
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(also known as Bessel operators), our interest here will be to apply these techniques
to operators of the form (1.2).
For a different approach to uniqueness results for one-dimensional Schro¨dinger
operators based on Krein’s spectral shift function we refer to [9].
The outline of our paper is as follows: In Section 2 we will fix our notation and
recall some basic facts from singular Weyl–Titchmarsh theory. In [22] the authors
have proven a local Borg–Marchenko theorem in the case where the spectrum cre-
ated by the singular endpoint has convergence exponent less than one. While this
was sufficient to cover Bessel-type operators (1.3), it is not good enough for (1.2)
where the convergence exponent will be one. Hence our first aim will be to extend
the results from [22] to arbitrary (finite) growth orders in Section 3 such that we
can provide an associated local Borg–Marchenko theorem in Section 4. In Section 5
we will then use this to prove uniqueness results for operators with purely discrete
spectrum. We will provide a general result which shows that the spectrum together
with the norming constants uniquely determines the operator. As a special case we
will obtain a (slight) generalization of the main result from [3].
The Borg–Marchenko uniqueness theorem is of course also the main ingredient
in a vast number of other uniqueness results in inverse spectral theory. One of
these results which had particular impact is the celebrated Hochstadt–Lieberman
theorem [13]. Hence we will try to use this direction as a test case for our results and
prove a powerful generalization of this famous theorem to singular operators with
discrete spectra. In fact, while many extensions are known to date, we refer to [28],
[15], [16] for recent accounts, most of them concern regular operators (including the
case where the potential is a distribution) and we are only aware of two references
dealing with singular operators. First of all the work by Gesztesy and Simon
[10], who considered the case of operators which grow faster than the harmonic
operator and satisfy q(−x) ≥ q(x). Secondly Khodakovsky [18], who improved their
result and removed the growth restriction. However, there are many interesting
physical examples which are not covered by this result. For example, Po¨schl–
Teller type potentials, which have non-integrable singularities near the endpoints,
or perturbations of the harmonic oscillator (1.2). We will show in Sections 5 and 6
that our result is able to cover these examples.
2. Singular Weyl–Titchmarsh theory
Our fundamental ingredient will be singular Weyl–Titchmarsh theory and hence
we begin by recalling the necessary facts from [22]. To set the stage, we will consider
one-dimensional Schro¨dinger operators on L2(a, b) with −∞ ≤ a < b ≤ ∞ of the
form
(2.1) τ = − d
2
dx2
+ q(x),
where the potential q is real-valued satisfying
(2.2) q ∈ L1loc(a, b).
We will use τ to denote the formal differential expression and H to denote a corre-
sponding self-adjoint operator given by τ with separated boundary conditions at a
and/or b.
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We will choose a point c ∈ (a, b) and also consider the operators HD(a,c), HD(c,b)
which are obtained by restricting H to (a, c), (c, b) with a Dirichlet boundary con-
dition at c, respectively. The corresponding operators with a Neumann boundary
condition will be denoted by HN(a,c) and H
N
(c,b). Moreover, let c(z, x), s(z, x) be the
solutions of τu = z u corresponding to the initial conditions c(z, c) = 1, c′(z, c) = 0
and s(z, c) = 0, s′(z, c) = 1. Define the Weyl functions (corresponding to the base
point c) such that
u−(z, x) = c(z, x)−m−(z)s(z, x), z ∈ C \ σ(HD(a,c)),(2.3a)
u+(z, x) = c(z, x) +m+(z)s(z, x), z ∈ C \ σ(HD(c,b)),(2.3b)
are square integrable near a, b and satisfy the boundary condition of H at a, b
(if any), respectively. The solutions u±(z, x) (as well as their multiples) are called
Weyl solutions at a, b. For further background we refer to [29, Chap. 9] or [30].
To define an analogous singular Weyl function at the, in general singular, end-
point a we will first need the analog of the system of solutions c(z, x) and s(z, x).
Hence our first goal is to find a system of entire solutions θ(z, x) and φ(z, x) such
that φ(z, x) lies in the domain of H near a and such that the Wronskian
(2.4) W (θ, φ) = θ(z, x)φ′(z, x)− θ′(z, x)φ(z, x) = 1.
To this end we start with a hypothesis which will turn out necessary and sufficient
for such a system of solutions to exist.
Hypothesis 2.1. Suppose that the spectrum of HD(a,c) is purely discrete for one
(and hence for all) c ∈ (a, b).
Note that this hypothesis is for example satisfied if q(x) → +∞ as x → a (cf.
Problem 9.7 in [29]).
Lemma 2.2 ([22]). The following properties are equivalent:
(i) The spectrum of HD(a,c) is purely discrete for some c ∈ (a, b).
(ii) There is a real entire solution φ(z, x), which is non-trivial and lies in the
domain of H near a for each z ∈ C.
(iii) There are real entire solutions φ(z, x), θ(z, x) with W (θ, φ) = 1, such that
φ(z, x) is non-trivial and lies in the domain of H near a for each z ∈ C.
Remark 2.3. It is important to point out that such a fundamental system is not
unique and any other such system is given by
θ˜(z, x) = e−g(z)θ(z, x)− f(z)φ(z, x), φ˜(z, x) = eg(z)φ(z, x),
where f(z), g(z) are entire functions with f(z) real and g(z) real modulo ipi. The
singular Weyl functions are related via
M˜(z) = e−2g(z)M(z) + e−g(z)f(z).
We will need the following simple lemma on the high energy asymptotics of the
solution φ(z, x). Note that we always use the principal square root with branch cut
along the negative real axis.
Lemma 2.4. If φ(z, x) is a real entire solution which lies in the domain of H near
a, then for every x0, x ∈ (a, b)
(2.5) φ(z, x) = φ(z, x0)e
(x−x0)
√−z (1 +O (1/√−z)) ,
as |z| → ∞ along any nonreal ray.
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Proof. Using
φ(z, x) = φ(z, c)(c(z, x)−m−(z)s(z, x))
and the well-known asymptotics of c(z, x), s(z, x), and m−(z) (cf. [29, Lemma 9.18
and Lemma 9.19]) we see (2.5) for x0 = c and x > x0. The case x < x0 follows
after reversing the roles of x0 and x. Since c is arbitrary, the proof is complete. 
Given a system of real entire solutions φ(z, x) and θ(z, x) as in Lemma 2.2 we
can define the singular Weyl function
(2.6) M(z) = −W (θ(z), u+(z))
W (φ(z), u+(z))
such that the solution which is in the domain of H near b (cf. (2.3b)) is given by
(2.7) u+(z, x) = a(z)
(
θ(z, x) +M(z)φ(z, x)
)
,
where a(z) = −W (φ(z), u+(z)). By construction we obtain that the singular Weyl
function M(z) is analytic in C\R and satisfies M(z) = M(z∗)∗. Rather than
u+(z, x) we will use
(2.8) ψ(z, x) = θ(z, x) +M(z)φ(z, x).
Recall also from [22, Lemma 3.2] that associated with M(z) is a corresponding
spectral measure ρ by virtue of the Stieltjes–Livsˇic´ inversion formula
(2.9)
1
2
(
ρ
(
(x0, x1)
)
+ ρ
(
[x0, x1]
))
= lim
ε↓0
1
pi
∫ x1
x0
Im
(
M(x+ iε)
)
dx.
Theorem 2.5 ([12]). Define
(2.10) fˆ(λ) = lim
c↑b
∫ c
a
φ(λ, x)f(x)dx,
where the right-hand side is to be understood as a limit in L2(R, dρ). Then the map
(2.11) U : L2(a, b)→ L2(R, dρ), f 7→ fˆ ,
is unitary and its inverse is given by
(2.12) f(x) = lim
r→∞
∫ r
−r
φ(λ, x)fˆ (λ)dρ(λ),
where again the right-hand side is to be understood as a limit in L2(a, b). Moreover,
U maps H to multiplication with λ.
Remark 2.6. We have seen in Remark 2.3 that M(z) is not unique. However,
given M˜(z) as in Remark 2.3, the spectral measures are related by
dρ˜(λ) = e−2g(λ)dρ(λ).
Hence the measures are mutually absolutely continuous and the associated spectral
transformation just differ by a simple rescaling with the positive function e−2g(λ).
Finally, M(z) can be reconstructed from ρ up to an entire function via the
following integral representation.
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Theorem 2.7 ([22]). Let M(z) be a singular Weyl function and ρ its associated
spectral measure. Then there exists an entire function g(z) such that g(λ) ≥ 0 for
λ ∈ R and e−g(λ) ∈ L2(R, dρ).
Moreover, for any entire function gˆ(z) such that gˆ(λ) > 0 for λ ∈ R and (1 +
λ2)−1gˆ(λ)−1 ∈ L1(R, dρ) (e.g. gˆ(z) = e2g(z)) we have the integral representation
(2.13) M(z) = E(z) + gˆ(z)
∫
R
(
1
λ− z −
λ
1 + λ2
)
dρ(λ)
gˆ(λ)
, z ∈ C\σ(H),
where E(z) is a real entire function.
Remark 2.8. Choosing a real entire function g(z) such that exp(−2g(λ)) is inte-
grable with respect to dρ, we see that
(2.14) M(z) = e2g(z)
∫
R
1
λ− z e
−2g(λ)dρ(λ) − E(z).
Hence if we choose f(z) = exp(−g(z))E(z) and switch to a new system of solu-
tions as in Remark 2.3, we see that the new singular Weyl function is a Herglotz–
Nevanlinna function
(2.15) M˜(z) =
∫
R
1
λ− z e
−2g(λ)dρ(λ).
3. Exponential growth rates
While a real entire fundamental system θ(z, x), φ(z, x) as in Section 2 is sufficient
to define a singular Weyl function and an associated spectral measure, it does not
suffice for the proof of our uniqueness results. For them we will need information
on the growth order of the solutions θ( · , x) and φ( · , x). In the case where a is
finite with a repelling potential, the growth rate will be 1/2 and this case was dealt
with in [22, Section 6]. The aim of the present section is to extend these results
to cover arbitrary (finite) growth rates. Therefore we will say a real entire solution
φ(z, x) is of growth order at most s > 0 if both φ( · , x) and φ′( · , x) are of growth
order at most s for all x ∈ (a, b).
Our first aim is to extend Lemma 2.2 and to show how the growth order of
φ( · , x) is connected with the convergence exponent of the spectrum. To this end
we begin by recalling some basic notation. We refer to the classical book by Levin
[25] for proofs and further background.
Given some discrete set S ⊆ C, the number
(3.1) inf
{
s ≥ 0
∣∣∣∣ ∑
µ∈S
1
1 + |µ|s <∞
}
∈ [0,∞],
is called the convergence exponent of S. Moreover, the smallest integer p ∈ N for
which
(3.2)
∑
µ∈S
1
1 + |µ|p+1 <∞
will be called the genus of S. Introducing the elementary factors
(3.3) Ep(ζ, z) =
(
1− z
ζ
)
exp
(
p∑
k=1
1
k
zk
ζk
)
, z ∈ C,
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if ζ 6= 0 and Ep(0, z) = z we recall that the product
∏
µ∈S Ep(µ, z) converges
uniformly on compact sets to an entire function of growth order s, where s and p
are the convergence exponent and genus of S, respectively.
Furthermore, we will denote the spectrum of HD(a,c) and H
N
(a,c) (provided they
are discrete) by
(3.4) σ(HD(a,c)) = {µn(c)}n∈N , σ(HN(a,c)) = {νn−1(c)}n∈N ,
where the index setN is either N or Z. The eigenvalues µn(c), νn(c) are precisely the
zeros of φ( · , c) and φ′( · , c), respectively. Recall that both spectra are interlacing
(3.5) νn−1(c) < µn(c) < νn(c), n ∈ N,
and that Krein’s theorem [25, Theorem 27.2.1] states
(3.6) m−(z) = C
∏
j∈N
E0(νn−1(c), z)
E0(µn(c), z)
, C 6= 0.
Note that in general the products in the numerator and denominator will not con-
verge independently, but only jointly, since due to the interlacing properties of the
eigenvalues, the sum ∑
n∈N
(
1
νn−1(c)
− 1
µn(c)
)
will converge.
Theorem 3.1. For each s > 0 the following properties are equivalent:
(i) The spectrum of HD(a,c) is purely discrete and has convergence exponent at
most s.
(ii) There is a real entire solution φ(z, x) of growth order at most s which is
non-trivial and lies in the domain of H near a for each z ∈ C.
In this case s ≥ 12 .
Proof. Suppose the spectrum of HD(a,c) is purely discrete and has convergence expo-
nent at most s. The same then holds true for the spectrum of HN(a,c) and according
to [22, Lemma 6.3], s is at least 1/2. Denote by p ∈ N0 the genus of these sequences
and consider the real entire functions
α(z) =
∏
n∈N
Ep (µn(c), z) and β˜(z) =
∏
n∈N
Ep (νn−1(c), z) .
Then α(z) and β˜(z) are of growth order at most s by Borel’s theorem (see [25,
Theorem 4.3.3]). Next note that
m−(z) = eh(z)
β˜(z)
α(z)
for some entire function h(z) since the right-hand side has the same poles and zeros
as m−(z). Comparing this with Krein’s formula (3.6) we obtain that h(z) is in fact
a polynomial of degree at most p:
h(z) =
p∑
k=1
zk
k
∑
n∈N
(
1
µn(c)k
− 1
νn−1(c)k
)
+ log(C).
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Observe that the sums converge absolutely by our interlacing assumption. In par-
ticular,
(3.7) β(z) = −m−(z)α(z) = −eh(z)β˜(z)
is of growth order at most s as well. Hence the solutions
φ(z, x) = α(z)s(z, x) + β(z)c(z, x), x ∈ (a, b), z ∈ C,
lie in the domain ofH near a and are of growth order at most s by [29, Lemma 9.18].
Conversely let φ(z, x) be a real entire solution of growth order at most s which
lies in the domain of H near a. Then since m−(z) = −φ′(z, c)/φ(z, c), the spectrum
of HD(a,c) is purely discrete and coincides with the zeros of φ( · , c). Now since φ( · , c)
is of growth order at most s, its zeros are of convergence exponent at most s. 
Note that because of the interlacing property of eigenvalues, it is irrelevant what
boundary condition we choose at the point c. Moreover, the preceding theorem
also shows that the convergence exponent of σ(HD(a,c)) is independent of c ∈ (a, b).
Finally, note that for (i) to hold, it suffices that there is some real entire solution
φ(z, x) such that φ( · , x) is of growth order at most s for some x ∈ (a, b).
Unfortunately, given a real entire solution φ(z, x) of growth order s > 0 we
are not able to prove the existence of a second solution of the same growth order.
However, at least under some additional assumptions we get a second solution
θ(z, x) of growth order arbitrarily close to s. For the proof we will need the following
version of the corona theorem for entire functions.
Theorem 3.2 ([14]). Let Rs(C), s > 0, be the ring of all entire functions f(z) for
which there are constants A, B > 0 such that
(3.8) |f(z)| ≤ BeA|z|s , z ∈ C.
Then fj ∈ Rs(C), j = 1, . . . , n generate Rs(C) if and only if
(3.9) |f1(z)|+ · · ·+ |fn(z)| ≥ be−a|z|
s
, z ∈ C,
for some constants a, b > 0.
As an immediate consequence of this result, we obtain the following necessary
and sufficient criterion for the existence of a second solution of the required type.
Lemma 3.3. Suppose φ(z, x) is a real entire solution of growth order s > 0 and
let ε > 0. Then there is a real entire second solution θ( · , x) ∈ Rs+ε(C) with
W (θ, φ) = 1 if and only if
|φ(z, c)|+ |φ′(z, c)| ≥ be−a|z|s+ε , z ∈ C,(3.10)
for some constants a, b > 0.
Proof. If θ(z, x) is a second solution which lies in Rs+ε(C), then
θ(z, c)φ′(z, c)− θ′(z, c)φ(z, c) = 1, z ∈ C,
implies that the functions φ( · , c) and φ′( · , c) generate Rs+ε(C) and (3.10) follows
from Theorem 3.2. Conversely if (3.10) holds, then φ( · , c) and φ′( · , c) generate
Rs+ε(C). Thus there are real entire functions γ, δ ∈ Rs+ε(C) with
γ(z)φ′(z, c)− δ(z)φ(z, c) = 1, z ∈ C.
Now take θ(z, x) to be the solutions with initial conditions θ(z, c) = γ(z) and
θ′(z, c) = δ(z). 
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We are also able to provide a sufficient condition for a second solution of order
to exist, in terms of the zeros of φ( · , c) and φ′( · , c). For the proof we need the
following lemma on the minimal modulus of an entire function of finite growth
order.
Lemma 3.4. Suppose F (z) is an entire function of growth order s with zeros ζj,
j ∈ N. Then for each δ, ε > 0 there are constants A, B > 0 such that
|F (z)| ≥ Be−A|z|s+ε ,(3.11)
except possibly when z belongs to one of the disks |z − ζj | < |ζj |−δ.
Proof. This follows from Hadamard’s factorization theorem and [1, Lemma 2.6.18].

Lemma 3.5. Suppose φ(z, x) is a real entire solution of growth order s > 0 and
that for some r > 0 all but finitely many of the disks given by
(3.12) |z − µn(c)| < |µn(c)|−r and |z − νn−1(c)| < |νn−1(c)|−r, n ∈ N,
are disjoint. Then for every ε > 0 there is a real entire second solution θ(z, x) of
growth order at most s+ ε and W (θ, φ) = 1.
Proof. Lemma 3.4 implies that we have (3.11) for either φ( · , c) or φ′( · , c) and
hence in particular for the sum of both. 
Remark 3.6. By the Hadamard product theorem [25, Theorem 4.2.1], a solution
φ(z, x) of growth order s > 0 is unique up to a factor eg(z), for some polynomial
g(z) real modulo ipi and of degree at most p, where p ∈ N0 is the genus of the
eigenvalues of HD(a,c). A solution θ(z, x) of growth order at most s is unique only
up to f(z)φ(z, x), where f(z) is an entire function of growth order at most s.
Finally, note that under the assumptions in this section one can use gˆ(z) =
exp(z2⌈(p+1)/2⌉) in Theorem 2.7. If in addition H is bounded from below, then one
can also use gˆ(z) = exp(zp+1).
4. A local Borg–Marchenko uniqueness result
The purpose of the present section is again to extend the corresponding results
from [22, Section 7] to the case of arbitrary growth orders.
Lemma 4.1 ([22]). For each x ∈ (a, b), the singular Weyl function M(z) and the
Weyl solution ψ(z, x) defined in (2.8) have the following asymptotics:
M(z) = − θ(z, x)
φ(z, x)
+O
(
1√−zφ(z, x)2
)
,(4.1)
ψ(z, x) =
1
2
√−zφ(z, x)
(
1 +O
(
1√−z
))
,(4.2)
as |z| → ∞ in any sector |Im(z)| ≥ δ |Re(z)|.
In particular, (4.1) shows that asymptotics ofM(z) immediately follow once one
has corresponding asymptotics for the solutions θ(z, x) and φ(z, x). Moreover, the
leading asymptotics depend only on the values of q near the endpoint a (and on
the choice of θ(z, x) and φ(z, x)). The following Borg–Marchenko type uniqueness
result shows that the converse is also true.
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In order to state this theorem, let q0 and q1 be two potentials on intervals
(a, b0) and (a, b1), respectively. By H0 and H1 we denote some corresponding self-
adjoint operators with separated boundary conditions. Furthermore, for j = 0, 1,
let θj(z, x), φj(z, x) be some real entire fundamental system of solutions with
W (θj , φj) = 1 such that φj(z, x) lies in the domain of Hj near a. The associ-
ated singular Weyl functions are denoted by M0(z) and M1(z). We will also use
the common short-hand notation φ1(z, x) ∼ φ2(z, x) to abbreviate the asymptotic
relation φ1(z, x) = φ2(z, x)(1 + o(1)) (or equivalently φ2(z, x) = φ1(z, x)(1 + o(1)))
as |z| → ∞ in some specified manner.
Theorem 4.2. Suppose θ0(z, x), θ1(z, x), φ0(z, x), φ1(z, x) are of growth order at
most s for some s > 0 and φ1(z, x) ∼ φ0(z, x) for one (and hence by (2.5) for all)
x ∈ (a, b0)∩(a, b1) as |z| → ∞ along some nonreal rays dissecting the complex plane
into sectors of opening angles less than pi/s. Then for each c ∈ (a, b0) ∩ (a, b1), the
following properties are equivalent:
(i) We have q0(x) = q1(x) for almost all x ∈ (a, c) and W (φ0, φ1)(a) = 0.
(ii) For each δ > 0 there is an entire function f(z) of growth order at most s
such that
M1(z)−M0(z) = f(z) +O
(
1√−zφ0(z, c)2
)
,
as |z| → ∞ in the sector |Im(z)| ≥ δ |Re(z)|.
(iii) For each d ∈ (a, c) there is an entire function f(z) of growth order at most
s such that
M1(z)−M0(z) = f(z) +O
(
1
φ0(z, d)2
)
,
as |z| → ∞ along our nonreal rays.
Proof. If (i) holds, then by Remark 3.6 the solutions are related by
φ1(z, x) = φ0(z, x)e
g(z), x ∈ (a, c], z ∈ C,(4.3)
and
θ1(z, x) = θ0(z, x)e
−g(z) − f(z)φ1(z, x), x ∈ (a, c], z ∈ C,(4.4)
for some polynomial g(z) of degree at most s and some real entire function f(z) of
growth order at most s. From the asymptotic behavior of the solutions φ0(z, x),
φ1(z, x) we infer that g = 0. Now the asymptotics in Lemma 4.1 show that
M1(z)−M0(z) = θ0(z, c)
φ0(z, c)
− θ1(z, c)
φ1(z, c)
+O
(
1√−zφ0(z, c)2
)
= f(z) +O
(
1√−zφ0(z, c)2
)
,
as |z| → ∞ in any sector |Im(z)| ≥ δ |Re(z)|. The implication (ii)⇒ (iii) is obvious.
Now suppose property (iii) holds and for each fixed x ∈ (a, c) consider the entire
function
Gx(z) = φ1(z, x)θ0(z, x)− φ0(z, x)θ1(z, x)− f(z)φ0(z, x)φ1(z, x), z ∈ C.(4.5)
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Since away from the real axis this function may be written as
Gx(z) = φ1(z, x)ψ0(z, x)− φ0(z, x)ψ1(z, x)
+ (M1(z)−M0(z)− f(z))φ0(z, x)φ1(z, x), z ∈ C\R,
it vanishes as |z| → ∞ along our nonreal rays. For the first two terms this follows
from (4.2) together with our hypothesis that φ0( · , x) and φ1( · , x) have the same
asymptotics. The last term tends to zero because of our assumption on the dif-
ference of the Weyl functions. Moreover, by our hypothesis Gx is of growth order
at most s and thus we can apply the Phragme´n–Lindelo¨f theorem (e.g., [25, Sec-
tion 6.1]) in the sectors bounded by our rays. This shows that Gx is bounded on
all of C. By Liouville’s theorem it must be constant and since it vanishes along a
ray, it must be zero; that is,
φ1(z, x)θ0(z, x)− φ0(z, x)θ1(z, x) = f(z)φ0(z, x)φ1(z, x), x ∈ (a, c), z ∈ C.
Dividing both sides of this identity by φ0(z, x)φ1(z, x), differentiating with re-
spect to x, and using W (θj , φj) = 1 shows φ1(z, x)
2 = φ0(z, x)
2. Taking the
logarithmic derivative further gives φ′1(z, x)/φ1(z, x) = φ
′
0(z, x)/φ0(z, x), which
shows W (φ0, φ1)(a) = 0. Differentiating once more shows φ
′′
1 (z, x)/φ1(z, x) =
φ′′0 (z, x)/φ0(z, x). This finishes the proof since qj(x) = z + φ
′′
j (z, x)/φj(z, x). 
Note that the implication (iii)⇒ (i) could also be proved under somewhat weaker
conditions. First of all the assumption on the growth of the entire functions f(z) is
only due to the use of the Phragme´n–Lindelo¨f principle. Hence it would also suffice
that for each ε > 0 we have
sup
|z|=rn
|f(z)| ≤ BeArs+εn ,(4.6)
for some increasing sequence of positive numbers rn ↑ ∞ and constants A, B ∈ R.
Furthermore, for this implication to hold it would also suffice that the solutions
have the same order of magnitude as |z| → ∞ along our nonreal rays instead of the
same asymptotics.
While at first sight it might look like the condition on the asymptotics of the
solutions φj(z, x) requires knowledge about them, this is not the case, since the
high energy asymptotics will only involve some qualitative information on the kind
of the singularity at a as we will show in Section 6. Next, the appearance of the
additional freedom of the function f(z) just reflects the fact that we only ensure
the same normalization for the solutions φ0(z, x) and φ1(z, x) but not for θ0(z, x)
and θ1(z, x) (cf. Remark 3.6).
Corollary 4.3. Suppose θ0(z, x), θ1(z, x), φ0(z, x), φ1(z, x) are of growth order
at most s for some s > 0 and φ1(z, x) ∼ φ0(z, x) for some x ∈ (a, b0) ∩ (a, b1)
as |z| → ∞ along some nonreal rays dissecting the complex plane into sectors of
opening angles less than pi/s. If
M1(z)−M0(z) = f(z), z ∈ C\R,(4.7)
for some entire function f(z) of growth order at most s, then H0 = H1.
Proof. Without loss of generality, suppose that b0 ≤ b1. Theorem 4.2 shows that
q0(x) = q1(x) for almost all x ∈ (a, b0) and that the boundary condition at a (if
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any) is the same. As in the proof of Theorem 4.2 one sees that (4.3) and (4.4) hold,
hence
ψ1(z, x) = θ1(z, x) +M1(z)φ1(z, x)
= θ0(z, x)− f(z)φ1(z, x) + (M0(z) + f(z))φ0(z, x)
= θ0(z, x) +M0(z)φ0(z, x) = ψ0(z, x),
for each x ∈ (a, b0), z ∈ C\R. If b0 < b1, then the right endpoint b0 of H0 were
regular as q1 is integrable over [c, b0]. Thus ψ0(z, x) and hence also ψ1(z, x) would
satisfy some boundary condition at b0. Since this is not possible, we necessarily
have b0 = b1. Finally since ψ0(z, x) = ψ1(z, x), H0 and H1 have the same boundary
condition at b0 (if any). 
Note that instead of (4.7) it would also suffice to assume that for each fixed value
c ∈ (a, b0) ∩ (a, b1),
M0(z)−M1(z) = f(z) +O
(
1
φ0(z, c)2
)
,
as |z| → ∞ along our nonreal rays and that M1(z0) =M0(z0) + f(z0) for one fixed
nonreal z0 ∈ C\R.
5. Uniqueness results for operators with discrete spectra
Now we are finally able to investigate when the spectral measure determines the
potential for operators with purely discrete spectrum. In this respect, observe that
the uniqueness results for the singular Weyl function from the previous sections do
not immediately yield such results. In fact, if ρ0 = ρ1, then the difference of the cor-
responding singular Weyl functions is an entire function by Theorem 2.7. However,
in order to apply Corollary 4.3 we would need some bound on the growth order
of this function. Fortunately, in the case of purely discrete spectrum with finite
convergence exponent, a refinement of the arguments in the proof of Theorem 4.2
shows that the growth condition is not necessary.
Corollary 5.1. Suppose φ0(z, x), φ1(z, x) are of growth order at most s for some
s > 0 and φ1(z, x) ∼ φ0(z, x) for an x ∈ (a, b0) ∩ (a, b1) as |z| → ∞ along some
nonreal rays dissecting the complex plane into sectors of opening angles less than
pi/s. Furthermore, assume that H0 and H1 have purely discrete spectrum with con-
vergence exponent at most s. If
(5.1) M1(z)−M0(z) = f(z), z ∈ C\R,
for some entire function f(z), then H0 = H1.
Proof. It suffices to show that the functions Gx, x ∈ (a, b0)∩(a, b1), defined by (4.5)
in Theorem 4.2 satisfy a growth restriction as in (4.6). Because of Theorem 3.1,
there are real entire solutions χ0(z, x), χ1(z, x) of growth order at most s, which are
square integrable near the right endpoint and satisfy the boundary condition there
if necessary. These solutions are related to the Weyl solutions ψ0(z, x), ψ1(z, x) by
ψj(z, x) =
χj(z, x)
W (χj , φj)(z)
, x ∈ (a, bj), z ∈ ρ(Hj), j = 0, 1.
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Using the definition of the singular Weyl functions, we get for each x ∈ (a, b0) ∩
(a, b1),
Gx(z) = φ1(z, x)θ0(z, x)− φ0(z, x)θ1(z, x)− f(z)φ0(z, x)φ1(z, x)
= φ1(z, x)ψ0(z, x)− φ0(z, x)ψ1(z, x)
=
φ1(z, x)χ0(z, x)
W (χ0, φ0)(z)
− φ0(z, x)χ1(z, x)
W (χ1, φ1)(z)
, z ∈ C\R.
Now since the numerators and denominators in the last line are of growth order
at most s, Lemma 3.4 shows that there is some increasing sequence rn ↑ ∞ and
positive constants Ax, Bx such that
sup
|z|=rn
|Gx(z)| ≤ BxeAxr
s˜
n , n ∈ N,
where s˜ > s such that our nonreal rays dissect the complex plane into sectors of
opening angles less than pi/s˜. Now use the remark after Theorem 4.2. 
Now the lack of a growth restriction in Corollary 5.1 implies that it immediately
translates into a corresponding uniqueness result for the spectral measure.
Theorem 5.2. Suppose that φ0(z, x), φ1(z, x) are of growth order at most s for
some s > 0 and φ1(z, x) ∼ φ0(z, x) for an x ∈ (a, b0) ∩ (a, b1) as |z| → ∞ along
some nonreal rays dissecting the complex plane into sectors of opening angles less
than pi/s. Furthermore, assume that H0 and H1 have purely discrete spectrum with
convergence exponent at most s. If the corresponding spectral measures ρ0 and ρ1
are equal, then we have H0 = H1.
Proof. Since the spectral measures are the same, Theorem 2.7 shows that the differ-
ence of the corresponding singular Weyl functions is an entire function and Corol-
lary 5.1 is applicable. 
It should be emphasized that a similar result has been proven in [5] using the
theory of de Branges spaces. However, the assumptions on φj(z, x) are of a different
nature and we are not aware of how to verify the assumptions on φj(z, x) to apply
[5, Theorem 4.1] to the examples envisaged in the present paper. Nevertheless,
in some sense our assumptions here are stronger since they exclude (in the case
(a, b) = R) the possibility that one potential is a translation of the other (which
clearly would leave the spectral measure unchanged).
Note that in the case of discrete spectra, the spectral measure is uniquely deter-
mined by the eigenvalues λn and the corresponding norming constants
(5.2) γ2n =
∫ b
a
φ(λn, x)
2dx,
since in this case we have
(5.3) ρ =
∑
n
γ−2n δλn ,
where δλ is the unit Dirac measure in the point λ.
As another application, we are also able to prove a generalization of Hochstadt–
Lieberman type uniqueness results. To this end, let us consider an operator H
whose spectrum is purely discrete and has convergence exponent (at most) s. Since
the operator HDc = H
D
(a,c)⊕HD(c,b) with an additional Dirichlet boundary condition
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at c is a rank one perturbation of H , we conclude that the convergence exponents of
both HD(a,c) and H
D
(c,b) are at most s and hence by Theorem 3.1 there are real entire
solutions φ(z, x) and χ(z, x) of growth order at most s which are in the domain of
H near a and b, respectively.
Theorem 5.3. Suppose H0 is an operator with purely discrete spectrum of finite
convergence exponent s. Let φ0(z.x) and χ0(z, x) be entire solutions of growth order
at most s which lie in the domain of H0 near a and b, respectively, and suppose
there is a c ∈ (a, b) such that
(5.4)
χ0(z, c)
φ0(z, c)
= O(1),
as |z| → ∞ along some nonreal rays dissecting the complex plane into sectors of
opening angles less than pi/s. Then every other isospectral operator H1 for which
q1(x) = q0(x) almost everywhere on (a, c) and which is associated with the same
boundary condition at a (if any) is equal to H0.
Proof. Start with some solutions φj(z, x), χj(z, x) of growth order at most s and
note that we can choose φ1(z, x) = φ0(z, x) for x ≤ c sinceH1 andH0 are associated
with the same boundary condition at a (if any). Moreover, note that we have
φ0(z, x) ∼ φ1(z, x) as |z| → ∞ along every nonreal ray even for fixed x > c by
Lemma 2.4. Next note that the zeros of the Wronskian W (φj , χj) are precisely the
eigenvalues of Hj and thus, by assumption, are equal. Hence by the Hadamard
factorization theorem W (φ1, χ1) = e
gW (φ0, χ0) for some polynomial g of degree at
most s. Since we can absorb this factor in χ1(z, x), we can assume g = 0 without
loss of generality. Hence we have
1 =
W (φ0, χ0)
W (φ1, χ1)
=
φ0(z, x)χ
′
0(z, x)− φ′0(z, x)χ0(z, x)
φ1(z, x)χ′1(z, x)− φ′1(z, x)χ1(z, x)
=
φ0(z, x)
φ1(z, x)
χ0(z, x)
χ1(z, x)
(
χ′0(z, x)
χ0(z, x)
− φ
′
0(z, x)
φ0(z, x)
)(
χ′1(z, x)
χ1(z, x)
− φ
′
1(z, x)
φ1(z, x)
)−1
and by virtue of the well-known asymptotics (see [29, Lemma 9.19])
χ′j(z, x)
χj(z, x)
= −√−z +O(1) and φ
′
j(z, x)
φj(z, x)
=
√−z +O(1), j = 0, 1,
as |z| → ∞ along any nonreal rays, we conclude χ1(z, x) ∼ χ0(z, x) as well.
Furthermore, equality of the Wronskians implies
χ1(z, x) = χ0(z, x) + F (z)φ0(z, x), x ≤ c,
for some entire function F (z) of growth order at most s. Moreover, our assumption
(5.4) implies that
F (z) =
χ1(z, c)− χ0(z, c)
φ0(z, c)
=
χ0(z, c)
φ0(z, c)
(
χ1(z, c)
χ0(z, c)
− 1
)
vanishes along our rays and thus it must be identically zero by the Phragme´n–
Lindelo¨f theorem. Finally, choosing θj(z, x) such that θ1(z, x) = θ0(z, x) for x ≤ c
implies that the associated singular Weyl functions are equal and the claim follows
from Corollary 5.1. 
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Note that by (2.5) the growth of φ0( · , c) will increase as c increases while (by
reflection) the growth of χ0( · , c) will decrease. In particular, if (5.4) holds for c,
then it will hold for any c′ > c as well.
As a first example we give a generalization of the Hochstadt–Lieberman result
from [13] to operators on [0, 1] with Bessel-type singularities at both endpoints.
Note that the case k = l = 0 and q0 ∈ L1(0, 1) is the classical Hochstadt–Lieberman
result.
Theorem 5.4. Let l, k ≥ − 12 . Consider an operator of the form
(5.5) H0 = − d
2
dx2
+ q0(x), q0(x) =
l(l + 1)
x2
+
k(k + 1)
(1 − x)2 + q˜0(x), x ∈ (0, 1),
with q˜0 satisfying
(5.6) fl(x)fk(1− x)q˜0(x) ∈ L1(0, 1), fl(x) =
{
x, l > −1/2,
(1 − log(x))x, l = −1/2.
If l < 12 , we choose the Friedrichs extension associated with the boundary condition
(5.7) lim
x→0
xl((l + 1)φ(x) − xφ′(x)) = 0
at 0 and similarly at 1 if k < 12 .
Suppose H1 satisfies q1(x) = q0(x) for x ∈ (0, 1/2+ε) and has the same boundary
condition at 0 if l < 12 , where ε = 0 if k ≥ l and ε > 0 if k < l. Then, H0 = H1 if
both have the same spectrum.
Proof. Immediate from Theorem 5.3 together with the asymptotics of solutions of
H0 given in Lemma 2.2 (see in particular (2.24)) of [21]. 
In particular, this applies for example to the Po¨schl–Teller operator
(5.8) H = − d
2
dx2
+
ν(ν + 1)
sin(pix)2
, ν ≥ 0,
whose spectrum is given by σ(H) = {pi2(n+ν)2}n∈N which plays an important role
as an explicitly solvable model in physics.
As another result we can generalize Theorem 1.4 from [10].
Corollary 5.5 ([10]). Let H0 be an operator on (−a, a) with purely discrete spec-
trum which is bounded from below and has convergence exponent s < 1. If q0(x) ≥
q0(−x) for x > 0, then q0 on (−a, 0) and the spectrum uniquely determine H0.
Proof. Since the convergence exponent satisfies s < 1, our solutions are given by
φ0(z, 0) =
∏
n∈N
E0(µ−,n, z), χ0(z, 0) =
∏
n∈N
E0(µ+,n, z),
where µ±,n are the Dirichlet eigenvalues on (0,±a), respectively. By our assumption
the min-max principle implies µ−,n ≥ µ+,n and (5.4) follows from monotonicity of
E0(µ, iy) as y →∞. 
Note that, as pointed out in [10, Proposition 5.1], the convergence exponent will
satisfy s ≤ 1 − ε4+2ε provided q(x) ≥ C|x|2+ε − D for some C,D, ε > 0 and our
result is indeed a generalization of [10, Theorem 1.4]. In fact, it was conjectured
in [10] and later proven in [18] that the restriction on the convergence exponent is
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indeed superfluous. We will show how to replace the condition q0(x) ≥ q0(−x) by
an asymptotic condition in the next section.
6. Perturbed harmonic oscillators
In this section we want to investigate perturbations of the quantum mechanical
harmonic oscillator and in particular its isospectral class originally considered by
McKean and Trubowitz [27] as well as Levitan [26] (see also Remark 4.8 in [11]).
We will build on some recent results from Chelkak, Kargaev and Korotyaev, [2],
[3], [4].
Let q be a real-valued function on R such that
(6.1)
∫
R
|q(t)|
1 + |t|dt <∞
and consider the Schro¨dinger operator
(6.2) H = − d
2
dx2
+ x2 + q(x), x ∈ R.
We will see shortly that H is bounded from below and hence in the l.p. case at both
endpoints by a Povzner–Wienholtz type argument (cf. [8, Lemma C.1]). Hence no
boundary conditions are needed and the associated operator is unique. Moreover,
the case q ≡ 0 is of course the famous harmonic oscillator which can be solved
explicitly in terms of Weber functions Dν (or parabolic cylinder functions) on R.
We refer the reader to (e.g.) §16.5 in [31] for basic properties of these functions. In
particular, two real entire solutions of the unperturbed equation
(6.3) − φ′′0 (z, x) + x2φ0(z, x) = zφ0(z, x), x ∈ R, z ∈ C
are given by
(6.4) φ0,±(z, x) = D z−1
2
(±
√
2x), x ∈ R, z ∈ C.
They are known to have the spatial asymptotics
φ0,±(z, x) ∼ (±
√
2x)
z−1
2 e−
x
2
2 ,(6.5)
φ′0,±(z, x) ∼ −2−
1
2 (±
√
2x)
z+1
2 e−
x
2
2 ,(6.6)
as x→ ±∞, uniformly for all z in bounded domains. In particular, this guarantees
that φ0,±(z, · ) are square integrable near ±∞.
By virtue of the usual perturbation techniques one can show that (6.1) has
solutions which asymptotically look like the unperturbed ones. Details can be
found in [2, Section 2] or [3, Section 3]. We collect the relevant results plus some
necessary extensions in the following theorem.
Theorem 6.1. There are unique solutions φ±(z, x) of
(6.7) − φ′′±(z, x) +
(
x2 + q(x)
)
φ±(z, x) = zφ±(z, x), x ∈ R, z ∈ C,
such that for each z ∈ C we have the spatial asymptotics
(6.8) φ±(z, x) ∼ D z−1
2
(±
√
2x) and φ′±(z, x) ∼ ±
√
2D′z−1
2
(±
√
2x),
as x → ±∞. Moreover, for each x ∈ R the functions φ±( · , x) and φ′±( · , x) are
real entire functions of growth order at most one.
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Proof. Existence and analyticity of these solutions is proved in [2, Section 2] respec-
tively in [3, Section 3]. Uniqueness follows from the required asymptotic behavior
and it remains to show that these solutions are of growth order at most one. First
of all note that
φ±(z, x) = φ±(z, 0)c(z, x) + φ′±(z, 0)s(z, x), x ∈ R, z ∈ C,
where s(z, x) and c(z, x) are the solutions with the initial conditions
s(z, 0) = c′(z, 0) = 0 and s′(z, 0) = c(z, 0) = 1, z ∈ C.
Hence it suffices to show that the entire functions φ±( · , 0) and φ′±( · , 0) are of
growth order at most one. Therefore we will need the estimate
1 + |z| 112 +
∣∣t2 − z∣∣ 14 ≥
√
|t|+ 1√|z| , t ∈ R, z ∈ C, |z| ≥ 2.(∗)
Note that by the reverse triangle inequality we only have to check this for all real
z ∈ [2,∞). If
|t| ≤ z(z − z−1)− 12 ,
then from z ≥ 2 one sees that |t| + 1 ≤ 2z and hence (∗) holds. Otherwise, one
ends up with
z|t2 − z| 12 ≥ |t|,
and again (∗) holds. Using inequality (∗) we get the following bound for the func-
tions
β±(z) = ±
∫ ±∞
0
|q(t)|(
1 + |z| 112 + |t2 − z| 14
)2 dt
≤ ±|z|
∫ ±∞
0
|q(t)|
|t|+ 1dt, z ∈ C, |z| ≥ 2.
Now the estimates given in [3, Lemma 3.2] or in [2, Corollary 2.6] show
|φ±(z, 0)|, |φ′±(z, 0)| ≤ BeA|z| log |z|, z ∈ C, |z| ≥ 2,
for some positive constants A,B, which proves the claim. 
In particular, (6.5) shows that the solutions φ±(z, x) always lie in L2(0,±∞).
Corollary 6.2. The spectrum of H is purely discrete, bounded from below, and has
convergence exponent at most one.
Proof. The existence of real entire solutions which lie in L2(R) near ±∞ guarantees
the discreteness of the spectrum. Since the eigenvalues of H are the zeros of the
entire function of growth order at most one
W (φ+, φ−)(z) = φ+(z, 0)φ′−(z, 0)− φ′+(z, 0)φ−(z, 0), z ∈ C,
the spectrum has convergence exponent at most one. To see that the operator is
bounded from below note that by the spatial asymptotics the underlying differential
equation is non-oscillatory. 
In order to apply our uniqueness result Theorem 5.2, we need high energy asymp-
totics of the solutions φ±(z, x).
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Lemma 6.3. For each x ∈ R the unperturbed solutions have the asymptotics
(6.9) D z−1
2
(±
√
2x) = 2
z−1
4
√
pi
Γ
(
3−z
4
)e±x√−z (1 +O (1/√−z))
as |z| → ∞ along each nonreal ray. Moreover, for each x ∈ R the solutions φ±(z, x)
have the asymptotics
(6.10) φ±(z, x) ∼ D z−1
2
(±
√
2x),
as |z| → ∞ along each nonreal ray.
Proof. First of all note that because of the asymptotics in Lemma 2.4, it suffices to
consider the case x = 0. Then the first claim is immediate from
D z−1
2
(0) = 2
z−1
4
√
pi
Γ
(
3−z
4
) , z ∈ C.(∗)
For the second claim note that the estimates in [3, Lemma 3.2] or in [2, Corollary 2.6]
show that ∣∣∣φ±(z, 0)−D z−1
2
(0)
∣∣∣ ≤ CΦ(z)β±(z)eAβ±(z), z ∈ C,
for some constant C, A ∈ R and the function
Φ(z) =
∣∣∣ z
2e
∣∣∣Rez4 epi−α4 Imz(1 + |z|)− 14 , z = |z|eiα, α ∈ [0, 2pi).
Lebesgue’s dominated convergence theorem shows that β±(z) converges to zero as
|z| → ∞ along each ray except the positive real axis. Using (∗) and Stirling’s
formula for the Gamma function
Γ(z) ∼ e−zzz
√
2pi
z
,
as |z| → ∞ along rays except the negative real axis, we get for each fixed α ∈ (0, 2pi)∣∣∣∣∣ Φ(z)D z−1
2
(0)
∣∣∣∣∣ = O
(
e
Rez
4
(log |z|−log |3−z|)e
Imz
4 (pi−α+Im log 3−z4 )
)
,(6.11)
as |z| → ∞ along the ray with angle α. Now since
log |3− z| − log |z| = log
∣∣∣∣1− 3z
∣∣∣∣ = O
(
1
z
)
,
as well as
pi − α+ Im log
(
3− z
4
)
= Im (log(3 − z)− log(−z)) = Im log
(
1− 3
z
)
= O
(
1
z
)
,
as |z| → ∞ along each ray except the positive real axis, the fraction in (6.11) is
bounded along each ray except the positive real axis, which proves the claim. 
Denote by λn, n ∈ N, the eigenvalues of H in increasing order. Associated to
each eigenvalue is a left and right norming constant
(6.12) γ2n,± =
∫
R
φ±(λn, x)2dx, n ∈ N.
Now an application of Theorem 5.2 yields the following uniqueness theorem.
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Theorem 6.4. Let q be a real-valued function satisfying (6.1). Then the eigen-
values together with the left or right norming constants determine the function q
uniquely.
Proof. Let q0, q1 be two functions satisfying the condition (6.1). From Theorem 6.1
and Lemma 6.3 we infer that the corresponding solutions φ0,±(z, x), φ1,±(z, x) are
of growth order at most one and have the same asymptotics on each nonreal ray.
Since the spectra of these operators have convergence exponent at most one, the
claim follows from Theorem 5.2. 
This result is very close to [3, Theorem 1.1] with the main advantage that our
condition (6.1) is somewhat more explicit than Condition A from [3], which reads
(6.13)
∫
R
|q(x)|
(1 + |z| 112 + |t2 − z| 14 )2
≤ b(|z|)‖q‖B
for some function b which decreases to zero and some Banach space of real-valued
functions B. Clearly, (6.1) must hold for the left-hand side to be finite. Also note
that their norming constants νn, n ∈ N, are related to ours via
(6.14) γ2±,n = (−1)ne∓νnW˙ (λn), n ∈ N,
where W is the Wronskian
(6.15) W (z) = φ−(z, x)φ′+(z, x)− φ′−(z, x)φ+(z, x), x ∈ R, z ∈ C,
and the dot indicates differentiation with respect to z.
An application of Theorem 5.3 yields a Hochstadt–Lieberman type uniqueness
result for the perturbed quantum harmonic oscillator extending Theorem 1.4 from
[10].
Theorem 6.5. Let q be a real-valued function satisfying (6.1). Then q on R+ or
R− together with the eigenvalues determine the function q uniquely.
Proof. By Lemma 6.3 we have φ+(z, 0) ∼ φ−(z, 0) as |z| → ∞ along nonreal rays.
Hence the claim immediately follows from Theorem 5.3. 
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