We create a hedonic price model for house prices for six geographical submarkets in the Netherlands. Our model is based on a recent data mining technique called boosting. Boosting is an ensemble technique that combines multiple models, in our case decision trees, into a combined prediction. Boosting enables capturing of complex nonlinear relationships and interaction effects between input variables.
Introduction
Hedonic pricing theory hypothesizes that the price p of a product is determined by a function p = F * (x), where x is a bundle of characteristics that define the product. Hedonic pricing theory is generally attributed to Court (1939) , Lancaster (1966) , Griliches (1971b Griliches ( , 1971a and Rosen (1974) .
In practice the hedonic function F * (x) is estimated by a model F (x) which is fitted on a historical dataset {p i , x i } N 1 . Traditionally, these models are Linear Regression or Box-Cox type models.
In the context of housing and real estate hedonic models are useful in three ways. In the first place a hedonic model is a very suitable way to predict house prices. House price prediction can be used for bulk appraisal for property tax, but can also help real estate brokers by determining the asking price for a house. However, it is also possible to use a hedonic method for a website feature, where potential costumers can check their house value informally, after which they may decide to sell their house, although they did not intend to do so in advance.
The model structure itself can also be interesting, especially when one wants to find out what the influence is of a characteristic of the house on the price or which characteristics have the highest influence on the price. By interpreting the hedonic model these questions can be answered. Harrison and Rubinfeld (1978) for example use a hedonic model to find a relationship between air pollution and house prices.
The third way in which the hedonic model can be useful, is when it is used to create a hedonic price index. A hedonic price index uses a hedonic model to correct for quality differences over time. Ordinary indices may give a deceptive view, because the average or median product in year t may be a better (or worse) product than in year t − 1. An average house in the 1930's for instance can in no way be compared with an average house sold in the year 2004 (since these have different characteristics), but nonetheless this is what a regular price index does. Hedonic indices for housing are for instance constructed by Wallace (1996) and Clapp (2004) .
Traditional hedonic models have the advantage they are easy to interpret and estimate, but often suffer from misspecification: The assumptions made on functional form do not allow a good representation of reality, i.e., the hedonic model does not fit the data well. Several authors, e.g. Anglin and Gençay (1996) , Gençay and Yang (1996) , Pace (1998) , Clapp (2004) , Boa and Wan (2004) , Bin (2004) , Martins-Filho and Bin (2005) , have used semi-and non-parametric methods to estimate a hedonic price model and compared these models with the traditional parametric hedonic models. Usually these new models outperformed the parametric models in terms of prediction performance. Also artificial neural nets, a popular machine learning technique, are frequently used for the estimation of the hedonic function, e.g. by Daniels and Kamp (1999) , Kershaw and Rossini (1999) , Lomsombunchai, Gan, and Lee (2004) . An artificial neural net is a very flexible model, which in theory is a universal function approximator.
A recent successful machine learning method is boosting. Boosting is a relative new method to combine multiple models into a combined prediction. These individual models are called base learners. Often regression or classification trees (Breiman, Friedman, Olshen, and Stone 1983) are used as base learners, but a combination of other models, e.g., neural nets is also possible (Drucker 1999 ) (We will describe regression trees and boosting in more detail in Section 2.). Van Wezel, Kagie, and Potharst (2005) use boosting for hedonic pricing. Boosted hedonic price models where created for 3 small and simple datasets available on the internet: one dataset deals with automobiles, the other two with houses. On two out of the three datasets the boosted models substantially improved out-of-sample performance compared with a stepwise linear regression model.
In this paper, boosted regression trees will be used to create hedonic models for 6 regions in the Netherlands. Real-life data of the year 2004, collected by the largest association of real estate brokers in the Netherlands, the NVM, will be used. These hedonic models will be used for prediction, interpretation and the construction of hedonic price indices.
The remainder of this paper has the following structure. In the next Section we will discuss regression trees and boosting in more detail. Section 3 describes the data used in the experiments. Section 4 describes the performed experiments and their results. In Section 5 two graphical methods, relative importance plots and partial dependence plots are used to interpret the boosted hedonic price models. A hedonic price index based on our boosted models is discussed in Section 6. Finally Section 7 gives a discussion, conclusions and directions for further research.
Models & Methods
In this section we will discuss the Machine Learning techniques used in this paper. Generally, in Machine Learning a model is trained (fit, calibrated) on a dataset D = {(x i ; y i )} N i=1 . An instance (observation, row) (x; y) exists of a vector of J attributes x = (x 1 , . . . , x J ) and a target y. The x attributes are the explanatory or independent variables and the target is the explained or dependent variable. In Machine Learning a distinction is made between classification and regression models. In the classification case the targets {y i } The root node divides the houses in the dataset in two parts using the continuous variable size. Instances with a size smaller than 100 m 2 go left, all others right. Instances going right get a price of 173000 euros. The instances who were going right, will be split a second time on the categorical type. When the type is apartment, the instance is going left.
in the regression case a continuous value. In both cases the attributes x j can be either continuous, categorical or ordinal.
Classification and Regression Trees
CART (Classification And Regression Trees) is one of the most frequently used methods for constructing decision trees and developed by Breiman, Friedman, Olshen, and Stone (1983) . In this paper we will use the CART regression tree.
A regression tree consists of decision nodes and leaf nodes. Each decision node has two child nodes, which may again be decision nodes or leafs. The root of the tree is on the very top -it is the only node in the tree without an ancestor. Every decision node (also called non-terminal node) contains a split criterion, which divides the data at that point in two parts. This split criterion has the shape of x j < C for continuous variables, where x j is the j th variable and C is some constant. For a categorical variable the split criterion looks like x j (V ), V ⊂ W j . Here is W j collection of all possible levels of variable j. The terminal nodes (leafs) contain aŷ value, an estimate for the target value in that leaf. In practice this value is taken to be the average of all observed y values in that leaf.
An example of a regression tree is shown in Figure 1 . This tree can be used for prediction as follows. We begin at the root and when the split criterion is met we turn left and when it is not met we turn right. We keep on doing this until we reach a terminal node and use theŷ value in that node as our prediction.
Decision trees are usually built in two phases. The first phase is a growing phase, the second phase is a pruning phase. In the growing phase, the tree is grown until error reduction on the training set is no longer possible or a predetermined threshold has been reached. The resulting model usually overfits the data, and this is countered in a pruning phase, where the tree is shrunk until the error on a hold-out sample, the pruning set, is minimal. Details on the CART procedure for growing and pruning can be found in, e.g., (Breiman, Friedman, Olshen, and Stone 1983; Ripley 1996) . Here, we suffice by saying that, given dataset {(x i ; y i )} N 1 , a regression tree B is constructed such that it minimizes the squared error loss
where B(x) denotes the prediction of tree B for input vector x.
In the context of Boosting, discussed below, the pruning phase of the decision tree algorithm is usually skipped and instead the tree size is limited to a predetermined depth. In the most extreme case the tree depth is 1. The tree then consists of a single decision node and two leaves.
Such a special tree is called a decision stump. Although a single decision stump has very limited modelling power, an ensemble of such stumps is able to model complex relationships.
Regression trees have some advantages over linear regression. In the first place regression trees are able to determine themselves which attributes are to be used for modelling the target variable. Another advantage is that regression trees are able to model interactions between attributes and non-linearities, without a required explicit transformation of the inputs. For example, there may be an interaction effect between lot size and location. In the center of a city houses are built more closely to each other so gardens are smaller or absent. A square meter of building site in the city will therefore be far more expensive than in the country, so there is an interaction between the two variables.
There are many examples of non-linearities in the context of housing in the Netherlands, of which construction year is probably the most clear one. Where ancient houses from the 19 th century and before are more expensive than same kind of houses from later periods, because of their monumental character, houses from the 1950's on the other hand are relative cheap. Since many houses where destructed in World War II, a lot of new dwellings had to be built as quick as possible in the late 1940's and 1950's, so that buildings built in this period are of a less quality and also not the most beautiful ones. Finally newly built houses are of course again more expensive, so the average relationship between construction year and price is clearly non-linear. Many other variables show saturation effects, e.g. the utility of a 3 rd or 4 th room is much higher than the utility of the 8 th . Besides the previous advantages there are also two practical ones: In contrast to parametric models regression trees can handle categorical variables and missing values, without transformation of the data.
A drawback of decision trees is their instability -The implemented model depends heavily on the dataset used for model creation, and a small change in the data may have large consequences for the model. Ensemble methods, such as bagging (Breiman 1996) and boosting, have a stabilizing effect by averaging over a number of decision trees. We consider boosting next.
Boosting
Boosting is a method to combine multiple models to improve performance. Boosting was first applied to and developed for classification problems (with categorical response) by Schapire (1996, 1997) . In a classification context boosting seemed to be able to strongly reduce the error rate on out-of-sample data in many cases (Breiman 1998) . The idea behind boosting is to create a sequence of models, called base learners, in which each subsequent base learner focusses on the residual error of the previous base learners. Often, these base learners are decision trees or stumps. The original Freund and Schapire boosting algorithm for classification, AdaBoost.M1, tries to do this by increasing the weight of instances that were wrongly classified by the previous base classifier and decreasing the weight of the correctly classified instances.
The AdaBoost.M1 algorithm was only applicable to binary classification problems. For these problems, the model predicts whether an instance belongs to a class or not. The model thus has a 0/1 output and the quality of the model is measured with the 0 − 1 loss function, which basically counts the number of misclassifications. For modelling house prices this loss function is not suitable. Instead, we need a regression loss function that measures the deviance between two numerical values, as usual in regression. This means that we cannot apply the AdaBoost.M1 algorithm to house price prediction, but we have to use a Boosting algorithm for regression. We will pay more attention to loss functions for regression below.
Driven by the success Boosting had in the case of classification various Boosting algorithms were designed for regression (Drucker 1997; Zemel and Pitassi 2001; Duffy and Helmbold 2000; Duffy and Helmbold 2002; Rätsch, Warmuth, Mika, Onoda, Lemm, and Muller 2000; Buhlmann and Yu 2003; Friedman 2001) . Friedman (2001) developed LSBoost, LADBoost and MBoost based on the squared, absolute and Huber loss function respectively. (All these loss functions apply to regression problems.) Helmbold (2000, 2002) , Rätsch, Warmuth, Mika, Onoda, Lemm, and Muller (2000) and Buhlmann and Yu (2003) developed similar algorithms but with other loss functions. Friedman (2002) also created stochastic variants of his boosting algorithms, where a base learner is repeatedly trained on a sample drawn without replacement from the dataset.
In this paper we will use the non-stochastic versions of Friedman's LSBoost and LADBoost algorithms. These algorithms are chosen because, contrary to many other Boosting algorithms, they have a solid mathematical foundation: they are instantiations of a general Boosting algorithm for general loss functions named GradientBoost. We now give a brief, imprecise description of GradientBoost, LSBoost and LADBoost. More detailed descriptions of these algorithms can be found in (Friedman 2001) and in Appendix A. We will pay more attention to loss functions shortly, in Subsection 2.3.
Contrary to fitting a single model, like the decision tree B above, boosting starts of with an initial guess F 0 and then fits a sequence of M models B 1 , . . . , B M (the base learners) which are subsequently combined in a weighted manner. The final model is thus
Here, ρ m denotes the weight for model m and is determined by the algorithm. M , the number of iterations, is to be set by the user. ν ∈ (0; 1] denotes a regularization parameter parameter called the learning rate. Small values of ν will help prevent the algorithm overfitting the training data.
Note that in the m th iteration, B m () is added to F m−1 :
It makes sense to choose B m () such that is minimizes the residual error of F m−1 . Roughly speaking, given a general loss function L(y, F ), B m attempts to minimize the expected value of this loss function over the dataset:
In practice this is done by fitting pseudo responsesỹ i in each iteration
Three remarks must be made about this equation. The first remark is that theỹ values depend upon the loss function in question. See the appendix for details on how these pseudo-responses are derived. Here, we suffice by stating that the pseudo-responses for the
• squared error loss function L(y, F ) = (y − F ) 2 /2 are given byỹ i|m = y i − F m−1 (x i ), and
• for the absolute deviation loss function L(y, F ) = |y − F | are given byỹ i|m = sign(y i − F m−1 (x i )).
The squared error loss function and the absolute deviation loss function are used in the LSBoost and LADBoost algorithms respectively. The second remark is that the minimization over B is done by minimizing over B's parameter space. If B is a tree, these parameters are the split variables and split points in the decision nodes, and B M is the tree that gives the best fit of theỹ values in iteration m. If B is a neural network, these parameters are the weights and biases of the neural network.
The third remark is that no matter what loss function boosting attempts to minimize, a least squares regression is performed in each step of the Boosting algorithm. So, even if the Boosting algorithm as a whole does not minimize squared error loss but another loss function, the individual base models are fit by least squares regression. volume lotsize price  1 4500 45270 4310912  2  425  323 420000  3  400  310 329000  4  310  360 275000  5  380  255 232500  6  360  180 210000  7  360  156 195000  8  300  154 183500  9  225  90  167000  10 225 70 137500 
Loss Functions & Boosting Example
In this subsection we give an illustrative example of the first iterations of the Boosting process for a small dataset. This subsection also serves to illustrate the consequences of using the squared error-or absolute deviation loss function. The first loss function is the most common in regression settings. However, a drawback of this loss function is its sensitivity to outliers, since squaring the errors blows up the large errors caused by the outliers. This drawback can be relieved by using the absolute deviation loss function.
For the example, we use the data in Table 1 . These data come from the Apeldoorn dataset (see below) and represent 10 houses in the Apeldoorn region. Both volume, lot size and price are approximately 10 times as high for house 1 as for the 2 nd most expensive house, number 2. Clearly, house 1 is an outlier.
In the example below, we use both LSBoost, which attempts to minimize the squared loss function, and LADBoost, based on the absolute deviation. We will see how both these methods cope with the outlier. As base learners, we will use decision stumps -trees with only one decision node and two leaves. The learningrate is set to 1.
LSBoost example
First we start with the LSBoost algorithm. First the initial guess F 0 is computed. This is the mean price of the datapoints:
The outlier is responsible for the fact that the first guess F 0 is in between the highest and the second highest price. With the use of F 0 the residualsỹ are computed and on these residuals the first tree is trained. The first stump splits on lotsize < 22815, which means that outlier datapoint 1 is excluded from the other points. After this step there are thus two groups: the outlier and the rest. Since our interest is mainly in the normal houses, we actually know nothing at all after this step, which is graphically shown in plot F 1 of Figure 2 . In the second iteration again a stump is trained on the residuals. Outlier datapoint 1 has a residual of 0, because it is correctly predicted by the first base learner. Further datapoints 2 and 3 have a positive residual and the rest a negative one. It is the task of the second stump to find a split that separates the high (positive) from the low (negative) residuals. In fact the second stump uses lotsize < 282.5 to separate the 5 less expensive (who had negative residuals)from the 3 expensive houses (who had non-negative residuals). In plot F 2 this division is shown. Datapoint 1 is not shown in the plot, so that the focus is on the "normal" houses. Remarkable is that the prediction of datapoint 1 is not perfect any more after the second iteration, since this second stump adds €76875 to the (correct) price of F 1 .
In the third iteration again datapoint 1 has the highest residual in absolute terms. Although the prediction of F 2 has only made a mistake of 1.8% on this point, datapoint 1 will again has a high influence on the third stump. Also points 4 and 8 were highly overestimated up to now, where datapoint 5 is highly underestimated. It is obvious that there is no way to separate these 3 overestimated point from the underestimated one. But when datapoint 1 was excluded from the dataset, we could use the criterion volume < 335 to split the overestimated points from the underestimated ones. But the third stump chooses to separate point 1 and 4 from the rest using lotsize ≥ 341.5. This means that this stump in fact gives a penalty on these high lot sizes, i.e. it modelled a negative effect between lot size and price. When we look at plot F 3 we see that due to this penalty, houses with a lotsize ≥ 341.5 (and lotsize < 22815) have a lower predicted price than houses with a lotsize < 341.5.
Finally in the fourth iteration the four cheapest houses are separated form the 6 expensive ones again on the variable lotsize. The spit criterion is lotsize < 155. After 4 iterations LSBoost has produced a model that divides the space of possible houses into 5 parts all based on lotsize. A higher lotsize leads to a higher price, except for the area 341.5 ≤ lotsize < 22815. Only datapoint 4 is in this area. This house has indeed the second largest lotsize of the 10 houses, but in terms of volume it comes only on a seventh place. This typical split (of the third iteration) was influenced by the outlier, despite the prediction of this house was relative good. And also the first iteration was negative influenced by the outlier, because we had preferred an extra split between the normal houses, which is far more useful for out-of-sample prediction. Of course these effects will be smaller in the real experiments, because of the larger sizes of the datasets and the use of a smaller value for the learningrate parameter.
LADBoost example
LADBoost tries to minimize an absolute loss function. To do this, it uses the sign (-1,0 or 1) of the residual instead of the residual themselves as pseudo responses and medians instead of means. In theory these adaptations should make LADBoost more resistant to outliers. Also with LADBoost we start with an initial guess, in this case the median of the prices of the dwellings in the dataset:
Since it is the median, it is obvious 5 datapoints are overestimated and 5 underestimated. The five more expensive houses get aỹ = 1 and the five cheaper ones get aỹ = −1. The first stump can split these to groups perfect using the split criterion lotsize < 217.5. The medians of the residuals of the datapoints in a node are finally used as the prediction. For the left side this is the residual of datapoint 8, -37750, and for the right side this is the residual of datapoint 3, 107750. So after the first iteration datapoints 3 and 8 are correctly classified and the outlier has had no influence in the process. Graphically the first step of LADBoost is shown in plot F 1 of Figure 3 .
In the second iteration, shown in plot F 2 , it is impossible for a decision stump to separate the positive signed targets from the negative signed ones. The stump splits the data on volume < 335. This is the split we wanted LSBoost to make in its third iteration, but that it did not make, caused by the outlier. In the LADBoost algorithm the residual of the outlier has the same influence on the training process as the other residuals due to the fact that the signs of the residuals are taken. This is the reason the split on volume is performed here.
In the third iteration the outlier has for the first time influence on the process. There are five datapoint with positive signs, the 2 most expensive houses and houses 6,8 and 9, which are situated relatively in the middle of the data. Since it is impossible to separate datapoints 6,8 and 9 in some way from the other points, it is obvious that the split is made on volume < 412.5, so that point 1 and 2 are separated from the rest. House 1 and 2 are thus together one node with residuals of 3962912 and 72000. According to the algorithm these houses are predicted by the base learner by taking the median of the residuals in the node. The median of two points is the mean: 2017456. Obviously this has a terrible influence on the prediction of the second house, which was predicted 72000 euros too low by F 2 , but is predicted nearly 2 million too high by F 3 . The outlier has in this case a high influence, but in large datasets this situation is unlikely to occur.
Finally in the fourth iteration the same split is made as in the first iteration, only signs are switched: lot ≥ 217.5. In fact the influence of the first base learner is reduced.
When we compare these steps of LADBoost with LSBoost, we see that the influence of the outlier is less than in the LSBoost algorithm. Only in the third iteration the outlier has an influence, but this is a rather large one. However, the small size of the dataset is mostly responsible for this influence. LADBoost has the advantage that it is less sensitive to outliers, but this means also that is expected to be worse in the appraisal of expensive houses. Therefore we will use both algorithms in this paper.
Loss Functions for Model Evaluation
We mentioned above that we use either absolute or squared error in the boosting (model fitting, training) procedure. However, for the purpose of interpretation the squared error loss function is not very suitable, as the mean (or sum of) squared error(s) may largely be determined by an outlier. Thus, for model evaluation we use either the Mean Absolute Error or the Mean Relative Error:
where F M (x i ) denotes the prediction as before. These loss functions have the advantage of better interpretability, and they are used to report model performance even when a model is fit using the squared loss function.
Data
The datasets used in this paper are derived from the database of the Nederlandse Vereniging van Makelaars (NVM, Dutch Association of Real Estate Brokers). The NVM is the largest Dutch association of real estate brokers with 3751 members. 80 % of the sworn brokers in The Netherlands is a member of the NVM. The NVM has divided The Netherlands in 80 living regions or housing markets. Most people move inside such a region and therefore these regions can be seen as distinct markets. For the experiments 6 living regions are used: City of Groningen and environs, Apeldoorn and environs, Eindhoven and environs, Amsterdam, Rotterdam and Zeeland. In the next section the 6 regions will be briefly described and in Section 3.2 an overview of the used variables will be given. Table 2 : Some characteristics of the 6 regions. Figure 4 shows where the regions are located in the Netherlands and Table 2 summaries some characteristics of the 6 regions. A brief description of the six regions is given below 1 :
Regions
City of Groningen and environs: The city of Groningen is located in the province Groningen in the north east of the Netherlands. The region contains the municipalities of Groningen (179185 inhabitants, 76 km 2 ), Haren (19048, 46 km 2 ), Eelde (6920, 13 km 2 ), Norg (7160, 110 km 2 ) and Peize (5280, 28 km 2 ). Groningen is the largest city in the north west of the Netherlands and the capital of the province with the same name. It is surrounded by small rural villages. With 77% the NVM has a relatively high market share in this region.
Apeldoorn and environs:
Apeldoorn is located in the province Gelderland in the east of the Netherlands. The region contains the municipalities of Apeldoorn (156000 inhabitants, 340 km 2 ) and Epe (33309, 156 km 2 ). Like Groningen Apeldoorn is mainly surrounded by small villages. This region is interesting, because all the house types are almost equally present in this region and the NVM has a very high market share of 91% in this region.
Eindhoven and environs:
Eindhoven is located in the province Noord-Brabant in the south east of the Netherlands. The region contains the municipalities of Eindhoven (207870 inhabitants, 88 km 2 ), Nuenen (23367, 34 km 2 ), Son en Bruegel (15070, 26 km 2 ), Valkenswaard (31091, 55 km 2 ), Veldhoven (42545, 32 km 2 ), Waalre (16502, 22 km 2 ) and Geldrop (27670, 13 km 2 ). Eindhoven is the largest city in the south east of the Netherlands and has became this mainly, because of the factories and head quarters of DAF Trucks and Philips, that were located in this city. Eindhoven itself is a typical Dutch city with a large amount of terraced houses. The NVM has a market share of 51% in this region.
Amsterdam: Amsterdam is located in the province Noord-Holland in the west of the Netherlands. The region contains the municipalities of Amsterdam (739104 inhabitants, 161 km 2 ), Amstelveen (78886, 44 km 2 ), Diemen (24049, 12 km 2 ) and Ouder-Amstel (13055, 24 km 2 ). Amsterdam is the largest city in the Netherlands and the capital of the country. The city is situated on the borders of the river IJ. Amstelveen, Diemen and Duivendrecht (OuderAmstel) are suburbs of Amsterdam. The NVM has a market share of 76% in this region.
Rotterdam: Rotterdam is located in the province Zuid-Holland in the west of the Netherlands.
The region contains the municipalities of Rotterdam (598923 . Zeeland exist of a number of islands and peninsulas (Schouwen-Duivenland, Noord-and Zuid-Beveland, Walcheren and Zeeuws-Vlaanderen) and because of that 40% of the total area of Zeeland is water. Zeeland is one of the less dense populated regions in the Netherlands and also the NVM has a relative small market share (33%) in this region. Besides the large size of this region these two reasons would make that Zeeland is expected to be the region that is the hardest to predict. Table 9 up to 14 in the Appendix. The floor specific variables (except rooms per floor) are summarized in Table 15 for all regions together. When a variable has the same value for all houses in a dataset the variable is omitted in the table. For the districts only the 5 biggest districts are given in the tables, but all districts are used in the computations.
Variables

Demographic Data
According to many real estate brokers location is one of the most important characteristics that determine the house price. In the dataset location is included in the terms of a district code. In the different regions 3 levels of geographic positioning can be used: On municipality, district and neighborhood level. Of course we want to include a positioning at the lowest possible level. However, the disadvantage of the use of neighborhood coding, is its number of possibilities. Because there are many different neighborhoods and some of them are very small, there are neighborhoods where during the time of one year only one or two houses are sold and often even none. The use of neighborhoods coding will thus definitely lead to classification problems (because one tries to estimate the price of a house positioned in a neighborhood unknown to the model) and overfitting of the dataset (because many neighborhoods are represented in the dataset by just a couple of houses). On the other hand the use of district coding has the disadvantage that, especially in big cities as Amsterdam and Rotterdam, the defined districts are quite large, with up to 80, 000 inhabitants and a surface of up to 4, 000 hectares.
Due to these considerations we use another way represent location, namely with the use of demographic data. Statistics Netherlands (Centraal Bureau voor Statistiek, CBS) publishes demographic information for all the municipalities, districts and neighborhoods in the Netherlands. This information is free accessible on the internet via StatLine (de Jonge, Reedijk, and Sluis 2005). The neighborhood codes of the houses available in the dataset are matched with the CBS neighborhood information. When a characteristic is missing for some neighborhood, this characteristic is replaced by the value for the district the neighborhood belongs to. When this information is also unavailable for the district, the municipality data is used. When information of neither of the 3 levels is available a missing value is inserted. Table 16 shows which information is included from the StatLine database.
Experiments and Results
In this section the experiments in which the boosting algorithms are tested on the datasets are described and their results are reported. Subsection 4.1 describes the setup for the experiments, the software and the parameter values used. Next we describe two experiments, one without demographic data and one with demographic data included, respectively in Subsections 4.2 and 4.3.
Setup for the Experiments
For the experiments the R programming environment (R Development Core Team 2005) is used. In each experiment the dataset is partitioned in a test set and a training set for 100 times. Each time, the training set contains 90% of the instances from the dataset, the other 10% of the instances form the test set. Both training and test set are random samples (without replacement) of the total dataset. Nevertheless, in each experiment with the same dataset the n th training and test set in experiment A are equal to the n th training and test set in experiment B. All error measures reported below are test set errors or out of sample errors. The datasets of the 6 regions described in the previous section are used. (Remember that the total dataset contains all transactions concerning existing houses in 2004.) We will now describe the configurations for the various model types.
Linear Regression. We use linear regression as a reference model in our experiments. As implementation of the linear regression model the lm function in R is used. We use the most simple version of Linear Regression, without any transformation of variables. This is done because the boosted regression trees also use untransformed input variables. Also a stepwise procedure is not used, because these procedures are too slow, when having large numbers of variables. Since linear regression is unable to use categorical variables, dummies are created for this kind of variable. Due to the very large number of possible values of the district variable this variable is not used in the linear regression analysis. The second disadvantage of linear regression is that it is unable to handle missing values. Therefore missing values have been replaced by the mean of the non missing values of the variable.
CART. For the CART experiments the rpart package (Therneau, Atkinson, and Ripley. 2005) in R is used. Pruning is done by 10 fold cross validation. Furthermore the minimal split criterion is set to 10, which means that a node split is only attempted if the node contains at least 10 instances. The minimum bucket size is 1 which means that a newly created node after a split must contain at least 1 instance. Finally, the complexity parameter (a regularization parameter) is set to 0 so that the tree will get all opportunity grow before it get pruned.
LSBoost and LADBoost. The base of both the boosting algorithms is also rpart, because CART is used as base learner for these algorithms. We implemented the LSBoost and LADBoost algorithms ourselves. The base learners have the same parameters as stand alone CART, except no cross validation and thus no pruning is performed and the depth of the tree is constrained to 1, 2, 3, 4 or 5. When the tree has a depth of 1, a so called stump is created with only the root and 2 terminal nodes. A depth of 2 and 3 are associated with maximums of 4 and 8 terminal nodes respectively et cetera. Depths higher than 5 are not evaluated because those kind of interactions are not likely to occur in reality.
The LSBoost and LADBoost algorithms themselves also have 2 parameters: the number of base learners M and the learning rate ν, for which we used values 300 and 0.1 respectively. These setting lead to good results, but there is no guaranty these are the optimal ones. There is a quite high possibility that with higher M and a lower ν better results will be produced, but the finding of the optimal parameters is a time-consuming task that we considered to be beyond the scope of our research.
Experiment 1: Data with Districtcoding
This subsection gives the results of the experiments using districtcoding but without demographic variables. In Table 3 a summary of the best results is given. A complete overview of all results can be found in Appendix D, Table 17 . On each dataset 10 boosting experiments are performed (5 LSBoost and 5 LADBoost, with depths 1 up to 5), except on the Amsterdam and Rotterdam regions, where some less interesting experiments were skipped, because of their long computation times. All these boosting experiments outperformed the LR model on their dataset. Adding an extra layer always reduced both absolute and relative error, but the effect of every extra layer is less than the previous one. The improvement of a Boosting model with depth 5 with respect to a depth 4 model in terms of absolute error is around €200. It is therefore expected that the effect of adding a 6 th layer is negligible. There are two possible reasons why extra layers increase the prediction performance. In the first place because extra layers allow for extra interaction and in the second place, since the number of models is constant, extra layers just can make more splits on the data and therefore predict more accurate.
The boosting models with depth 5 reduce the absolute error with around 25% -35% and relative error with around 30% -45% with respect to the LR model. But which of the two boosting algorithms, LSBoost and LADBoost, performed best differed by dataset. When we look at the relative error, LADBoost is the best algorithm in the large cities of Amsterdam and Rotterdam, where LSBoost performed best in the other 4 regions. However, the difference in performance between the two algorithms is very small. Only in Apeldoorn and environs LSBoost is really better than LADBoost. Since LADBoost tries to ignore outliers, it is possible that the worse performance in Apeldoorn is explained by the bad prediction of expensive houses. In Table  4 a comparison is made between the results of both the boosting algorithms.
Submarkets
It is possible that prediction accuracy is very different among different types of houses or market segments. In real estate literature market segments are often called submarkets. We analyze the predictive performance of our models after a very simple market segmentation, in which each of the six possible house types (detached, apartments etc.) represents a segment.
The prediction error (MAE or MRE) of a submarket is the weighted mean test error of that submarket, i.e. in every test set the houses belonging to the submarket are collected and the Table 5 : Best and worst predicted house type per region mean is taken and multiplied by the number of houses belonging to the submarket in that test set. Afterward the sum of all these means is taken and divided by the sum of the house counts. Table 5 gives the best and worst predicted house types per region. More detailed results can be found in Appendix D, Table 18 .
The terraced houses, especially the mid-terraced house, are predicted relatively well in all regions. There are many terraced houses and when looking at the variables included, we may conclude that these datasets are especially created for terraced houses (and other single household residences). Many of the variables are uninteresting for apartments (gardens, floors etc.). Apartments are also predicted well, except in Zeeland. Detached houses seem to be the biggest problem, also when there are relative many houses of this type in the region, e.g. in Apeldoorn and Zeeland. Even then detached houses are quite complex to predict. Detached houses are often quite unique and besides the included variables also the architectonic style of the house may have a high influence. Also by the other house types we see when a house becomes more exotic prediction performance decreases. There are two approaches that may improve the prediction of these exotic houses, but these approaches create also new problems. Both approaches are based on extending the datasets. First we can include houses sold in other years in the dataset, but then we have to correct the prices to compensate for market dynamics. The second approach is to combine multiple regions. Disadvantage is we get an enormous number of districts, but maybe the use of demographic data (and preferable other environmental variables) can replace the districts.
It was expected that LADBoost would predict ordinary houses better and LSBoost reached better results on the larger dwellings. The submarket results don't confirm this expectation. Sometimes LADBoost predicts detached dwellings even better than LSBoost. Overall there does not seem to be a pattern in which algorithm predicts best on the different house types.
Experiment 2: Data with Demographic Variables
In Section 3.3 datasets were created where the district codes were replaced by a number of demographic variables on neighborhood level. The LSBoost and LADBoost, with depth 5, were also trained on these datasets. In Table 6 the best models per region are listed. A complete overview of the results is given in Table 19 in the Appendix.
The results of all the boosting models in all 6 regions are better on these new datasets compared with the results on the old ones, discussed in Section 4.2. The size of the performance increase differs among regions and models. Overall, the adaptation of the datasets has more influence on the LSBoost models than on the LADBoost models. In the region of Amsterdam prediction performance of the models has increased by about 10%, but in the region of Rotterdam this is only 3% to 4%. It does not come as a surprise that Amsterdam is the region where performance gain is highest, since the districts in Amsterdam are extremely large. With the use of demographic information the model can discover a better separation between different locations.
We can conclude that LSBoost or LADBoost models with depth 5 and built with the use of demographic data are the best choices among the models evaluated so far. These models improve the Mean Relative Error with 35% up to 49% compared with the original Linear Regression model. Table 6 : Results of the best models per region with the use of demographic data. Improvement is the improvement with respect to the model trained on the normal dataset.
Interpretation
Parametric techniques often have the advantage that a useful interpretation can be given to the model parameters, e.g., in linear regression the model parameters can be interpreted as the partial prices of the product characteristics. Although not parametric, regression trees are also highly interpretable and can be written as an equivalent set of if-then rules. Boosted trees lack both these appealing properties. Not all is lost, however, because two useful tools exist that can be used for the interpretation of these ensemble models:
Relative importance plots, that visualize how important the various independent variables are relative to one another in predicting the dependent variable. In regression trees, the relative importance of a variable is measured examining the effect of each split on that variable on the model outcome. Roughly speaking, this effect is high if the split results in a large difference in model outcome for the right and the left subtree (with preferably an equal probability to turn right or left) and/or the split is likely to occur. (The probability that a split occurs is indicated by the number of patterns that travel through the corresponding node relative to the number of patterns in the dataset. Generally this probability is higher for nodes close to the root.) In an ensemble of regression trees such as built by boosting, the relative importances are simply averaged over all trees in the ensemble.
Partial dependence plots, that visualize the partial dependence of the implemented function on a subset of the independent variables. For a grid of values for this variable subset, the 'expected' output of the model at that point is computed. Ideally, this expectation at a grid point should be computed with respect to the conditional distribution (given the grid point) of the variables not in the subset. In practice it is obtained by averaging the model outputs over all instances in the dataset, keeping the values in the selected variable subset fixed to the grid point, thus using the dataset to approximate the distribution.
A more detailed description of these plot types is given in Appendix B. Both relative importance plots and partial dependence plots are made for the six datasets using an LSBoost model. An LSBoost model, with 300 CART base learners with depth 5 and learningrate 0.1, is trained on the complete 2004 dataset of a region. First we will use the datasets with district coding, but in Subsection 5.2 we will also create relative importance plots with the inclusion of demographic variables and partial dependence plots of some demographic variables. Figure 5 shows the relative importance plots of the 6 regions. Only the 10 most important variables in a dataset are plotted. Except in Zeeland the most important variable in all regions is a variable that measures some size: volume, size or lot size. In Zeeland kind is the most important variable, but kind measures house size implicit. In general there are 6 variables that are in the top tens for all 6 datasets: volume, size, lot size, kind, construction year and district. It is remarkable that, although the size of the house is very important in the hedonic model, the number of rooms in a house hardly has an influence. The total size of these rooms is far more important.
Interpretation: Data with Districtcoding
We created partial dependence plots for 5 of the 6 most important variables mentioned in the previous section. Only for district no plots are created, because of the large number of different values this variable can have. In Figure 6 the partial dependence plots of the four important continuous variables (volume, size, lot size and construction year ) are shown. When interpreting these plots we must remember that only average relations are shown and that, for certain values of correlated predictors, the relationship may be entirely different. Figure 7 shows the partial dependence plots of the categorical variable kind house. The plots are centered to have zero mean over the coresponding dataset. We can see in these plots that for example a country-estate in Apeldoorn has a partial dependence of +60, 000 euros and a bungalow a partial dependency of −20, 000. This means that the average effect of being a country-estate and not a bungalow is 60,000-(-20,000)=80,000. This seems a little odd, but we have to realize that we in fact ignore the other variables, although in fact a country-estate has probably a larger lot size and volume. Figure 8 shows these new relative importance plots. In all the 6 regions 2 up to 5 demographic variables are in the top 10 of most important variables. Average income per income receiver is 4 times in the top 10 and 3 times together with average income, which is also the total of top 10's for average income. Also western immigrants is 3 times in the top 10, which is remarkable. Further address density and percentage 25-45 years are both mentioned twice. Figure 9 shows partial dependence plots of the 4 continuous demographic variables. In general we see that these partial effects are much smaller than the ones shown in the previous subsection, since these variables are less important.
Interpretation: Data with Demographic Variables
Hedonic Price Indices & Boosting
Hedonic models can be used to construct a so called hedonic price index. A hedonic price index uses hedonic models to correct for quality changes. In the next section we will describe which hedonic price indices exist and how they work. In Section 6.2 it is explained how boosting is combined with these indices. Finally in the last section results are given of the hedonic indices.
Hedonic Price Indices
In a recent paper by Pakes (2003) an overview of different hedonic indices is given and compared with a standard matched model index (or repeated sales index). Besides some hybrid indices Pakes describes three types of hedonic indices: Dummy variable indices, Laspeyres-like indices and Paasche-like indices. Wallace (1996) mentions the Fischer's Ideal index which is a combination of the Laspeyres-and Paasche-like hedonic index. In the next subsections we will briefly describe these 4 methods.
We will use the following notation. We construct an index over a number of periods {t} t and price p t . Each of these datasets can be used to train a hedonic model h t (x). We will use period t 1 as the comparison period and period t 0 as the base period.
Dummy Variable Hedonic Index
The dummy variable hedonic index is the most frequently used hedonic index in economic research, mainly because it is very easy to construct. This index is obtained by pooling all the data together and then regressing the log of price on the characteristics and period specific dummy variables. The difference between two dummies coefficients is then the growth rate of that period. This method assumes that model parameters are constant over time, so the valuation of the characteristics of the houses does not change. 
Laspeyres-like Hedonic Index
According to Pakes(2003) the Laspeyres-like hedonic index tries to model the amount of income a consumer needs in the comparison period to buy the same good (in this case a house) as in the base period. We use the average over all consumers, thus over all houses sold in a period. The average amount of income used for buying a house in the base period is known: It is the mean price of the houses in the base period. Now we want to know what amount of income a consumer needs to have in the comparison period to buy the same house, i.e. we need to know how expensive the houses sold in the base period are in the comparison period. Since it is very likely these houses are not sold again in the comparison period, we need to estimate these comparison period prices, using the characteristics of the houses. For the estimation of the comparison period prices we use a hedonic model h t1 trained on the houses sold in the comparison period:
i ) The last thing we need to do to create the index is dividing the estimated mean price of the comparison period by the mean price of the base period:
Since the Laspeyres-like index holds the product bundle constant, it does not account for substitution effects. It is well possible that a consumer, given the "prices" of the characteristics in the comparison period, would buy a different house, by, for instance, substituting a wooden shed by an extra room (used as store room), because of increased prices of wood and thereby increased prices of wooden sheds. The Laspeyres-like index just computes the extra costs for the wooden shed, but the consumer derives the same utility to a house with an extra room, which is cheaper. The index thus overestimates the amount of income compensation that is necessary to stay at the same utility level.
Paasche-like Hedonic Index
For estimating a series of T price indices using a Laspeyres-like method, one needs to train T − 1 models. The advantage of the Paasche-like hedonic index, is that only one model needs to be trained, the model of the base period. Disadvantage is that data quality of datasets is often worse in earlier years and a relatively bad model will be used for the construction of the index.
According to Pakes (2003) the Paasche hedonic models the amount of income that would make a consumer who bought the comparison periods bundle in the base period at least as well off in the comparison period as in the base period. This makes the Paasche-like hedonic the opposite to the Laspeyres-like hedonic, since it uses the comparison product bundle instead of the base period bundle. Now we know the prices of the bundle of houses sold in the comparison period and need to estimate these bundle's price in the base period:
i ) And this leads to the Paasche-like hedonic index:
Also the Paasche-like hedonic doesn't account for substitution effect, but because the Paasche hedonic works opposite to the Laspeyres hedonic, the index underestimates the amount of income compensation that is necessary to stay at the same utility level. Both Pakes(2003) and Wallace(1996) show that the Laspeyres-like and Paasche-like hedonic indices are the upper bound and lower bound of the real hedonic index. 
Fisher's Ideal Hedonic Index
Since we can see the Laspeyres-like and Paasche-like index as the bounds of the real index, we know that the real index is in between those two. According to Wallace (1996) the Fisher's Ideal index will be the best estimation of the real index, when the Laspeyre-like and Paasche-like index lie "close" to each other. The Fisher's Ideal index is defined as the geometric mean of the Laspeyres-like and Paasche-like index:
Using Boosting to Create a Hedonic Price Index
Boosting will be used to construct the indices mentioned in the previous chapter, except for the dummy variable index. This index is omitted in the experiments. In the first place because it is expected that the assumption of constant "prices" of the characteristics would not hold in reality. Second boosting is not an appropriate method to use in combination with the dummy variable index. Since we want in the case of the dummy variable index model a ceteris paribus effect of the dummy variables on the price no interaction with other variables is allowed. However, the power of boosting is in these interaction effects.
The other indices will be constructed on data from the period 1985 until 2004 for the same 6 regions as the other experiments. These datasets are also derived from the NVM database and have the same variables. Hence, the index gives only information about the dwellings that were sold by NVM brokers during these years and not about all dwellings. Since demographic data is not available for all years, we will use district coding instead. For the hedonic models h t (x) LSBoost models will be used with regression trees with depth 5 as their base learners. Further all parameters are the same as in the previous experiments. 1985 will be used as the base period and is set to 100. The Paasche and Laspeyres Index are only used for the creation of the Fisher's Ideal Index. Table 7 shows the hedonic indices for 2004 with 1985 as base period. The hedonic indices are compared with the mean and median index. This comparison is interesting, because we can see in this way, whether quality of the houses has improved during the period. Because both mean and median index don't correct for quality, they are just the mean or median of the comparison period divided by the mean or median of the base period, the difference between the hedonic index and the mean or median index can be used as a measure of quality improvement. When the hedonic index is below the mean or median index, this means that quality has improved, since the quality corrected prices are lower than the real prices. We see that house prices has raised impressive in all 6 regions. An avarage house was in 2004 3 up to 4 times more expensive than in 1985. Of course it is possible that houses were become that expensive, because houses have reached a higher level of quality during these years. The hedonic indices show that this is not the case. It is even the other way around, all hedonic indices in all 6 regions are higher than the mean and median index, what means that quality has decreased. Figure 10 show the course of the indices over time for the 6 regions during the index. In all 6 regions the same pattern is visible only the absolute effects differ. Prices raises in the first 10 years with 40% in Zeeland up to 90% in Amsterdam, according to the mean and median indices. The Fisher hedonic shows raises of 58% in Zeeland up to 106% in Amsterdam, which means that the price raise was accompanied by a quality decline.
The Hedonic Price Indices for the Six Dutch Regions
In the next 5 years, 1995 up to 2000 these effects became even stronger. In 2000 houses were almost 4 times so expensive in Amsterdam than in 1985. Corrected for quality this is even 5 times. Although both effects are the strongest in Amsterdam this pattern is also visible in the other 5 regions. The quality decline is the largest in big cities, such as Amsterdam and Rotterdam, but also in Eindhoven. In the 3 more rural regions the quality decline is less impressive. Due to these differences in quality decline, mean and median indices give a wrong notion about in which regions prices have increased the most. There is no discussion about the fact that Amsterdam is the region with the highest price increase and Zeeland the region with the lowest. But for the other 4 regions the mean and median indices give a deceptive view. The most striking example is Rotterdam. According to the mean and median indices this region is positioned fith out of the six regions in terms of price increase, but according to the hedonic indices it is positioned second, since the quality decline of the dwellings in Rotterdam is relatively high. Table 8 shows some means of important variables in the years of 1985 and 2004. When these important characteristics have become of less quality (i.e. the average house volume has become smaller, the average lot size has decreased or more dwellings are apartments) this would be a decent explanation of the quality decline the hedonic models found between 1985 and 2004. Both lot size and volume have decreased during these 20 years in all of the 6 regions. Lot size with 24% in Eindhoven up to 59% in Groningen and volume with 1% in Apeldoorn up to 27% in Rotterdam. Also the relative amount of apartments has increased in 4 of the 6 regions. The regions with a large decline in the average house volume are also the 2 regions with a large quality decline according to the hedonic price index: Amsterdam and Rotterdam. The quality decline during the 90's can therefore mainly be explained by the fact that houses have become smaller during this period.
These hedonic indices give only a general overview of all possible dwellings. Since we can see in Table 8 that in some regions one reason of the decline in quality is the increase of the portion of apartments, it is possible that the average qualities of the different house types did not decrease. When one wants to check whether this is the case one could create hedonic indices per house type.
Although the hedonic indices give a good impression of the quality differences during a period, they are not 100% reliable. There are three reasons for this.
The first reason is a theoretic one and discussed in the previous section. Both the Paasche and Laspeyres index do not account for substitution effects. The Fisher's Ideal index only estimates these effect by using the geometric mean of the other two indices. However, the Laspeyres and Paasche index are situated very close to each other and thus the Fisher's index seems to be a good estimation.
In the second place the boosting models make prediction errors. Since the data quality and quantity become less going further back in history, this will be a problem. Especially for the Paasche-like index, because this approach uses only the base period model.
The third reason has to do with the meaning of the variables. There are two variables which meanings change over time. The first is construction year. This variable measures in fact two things: the age of the house and the period it is built in, e.g. the architectonic style and average quality of houses built in that period. This means a construction year of 1980 has a different The second variable which can cause problems is district. This is due by the fact that houses can be torn down and new houses can be built in a district during the period. Overall the hedonic index gives a better notion of the real price index than mean and median index, despite its theoretical and practical flaws. The hedonic indices show that not only prices have increased, but also the quality of the dwellings has decreased, mainly because houses have become smaller.
Conclusions
Boosted hedonic models were used in this thesis in 3 applications in a housing context: Prediction, interpretation and construction of hedonic indices.
The predictions of a boosted hedonic model can be used for bulk appraisal. Of course models with a high prediction performance and low errors are preferred. The experiments in Section 4.2 show that the boosting models, LSBoost and LADBoost, improve prediction performance (MRE) with up to 40% in relation to an ordinary Linear Regression model. Further we tried to improve prediction performance by replacing the district codes by a number of demographic variables on neighborhood level. This improves the prediction performance of the boosting models by 5% to 10%. Also simple submarkets were created to see whether prediction performance differed a lot among different types of houses. These experiments show that terraced houses and apartments in some regions are the best predicted houses. Detached houses on the other hand are a problem for the models.
Prediction performance of the boosting models may possible be increased in the future. First the model itself can be approved. Model parameters M and ν were not optimized in the experiments in this thesis. Further other base learners can be used to improve model parameters. These base learners can be for instance monotone decision trees (Potharst and Bioch 2000) or multivariate adaptive regression splines (MARS) (Friedman 1991) . Monotone decision trees have the advantage that these trees are monotone on a chosen set of variables, which forces the tree to construct a more plausible function. However, the boosting model also has to be made monotone itself for optimal performance. MARS models have the advantage that these functions are more smooth than regression trees and are able to extrapolate.
A second way in which the prediction performance of the boosting models may be approved is an extension of the dataset. First we can increase the number of instances in the training set by adding more years from the past to the model, but then a good way of correcting for price fluctuations is necessary. A good method for price fluctuation also corrects for in-year price fluctuations, which are also a problem for the prediction. Second we can use larger regions or even the complete country as region, but the use of district codes is not possible any more in that case, because of the high number of different possible values. An inclusion of demographic variables and preferable also some environmental variables will take away this problem. Besides increasing the number of instances also an increase of the number of variables may increase prediction performance, like in the case of the demographic data. However, this data has to be available or collected. One way to collect extra information may be the use of textmining to collect information out of descriptions brokers give about the house and its location.
For the interpretation of the boosting models two graphical models were used: Relative importance and partial dependence plots. Although interpretation of these plots seems easy at first, interpretation of these plots, especially the partial dependence plots, is sometimes rather difficult. The reason is the large number of variables used in the experiments that are also sometimes highly correlated with each other. For interpretation it would be better to use a smaller set of variables or perform factor analysis before training the model.
In the last chapter boosted hedonic models were used for the construction of hedonic price indices for the different regions. These indices were compared with median and mean price indices to see whether there was a quality increase or decline during the evaluated period 1985 to 2004. The hedonic indices show in all six regions a quality decline of the dwellings. This quality decline is mainly explained by the fact that houses have become smaller and lot sizes have decreased dramatically during the last 20 years in the evaluated regions. An interesting extension of the use of these hedonic models in the future can be to use this hedonic index to compare different regions with each other. The mixture of houses differs between regions, so we cannot compare mean or median prices of regions with each other. A hedonic index corrects for these differences in housing quality between regions. The index has only be adapted so it uses a base and comparison region instead of a base and comparison period.
A Boosting Algorithms
A.1 GradientBoost
Parametric statistical models F (x|θ) for finding some relationship between a target y and inputs x are fit by minimizing an objective function. This objective function is a function of the parameters θ:
In theory the loss function L can be every differentiable function of the parameters, but it is often a negative log likelihood function. In many cases the optimal parameter vector is found in a number of steps. Also the GradientBoost (Friedman 2001) procedure uses a number of steps to find an approximation of the target function, but instead of optimizing model parameters, boosting adds a new base model to the model each iteration. The algorithm starts with an initial guess F 0 and then in M steps M base models B m are added to the function:
Of course, we want to find a function F that minimizes the loss function of our choice:
GradientBoost finds this minimum by taking M steps along the negative gradient direction of the objective function
When a large enough number of steps would be taken by the algorithm, it will certainly reach a local minimum. The negative gradient at instance i at the m th step is given by:
To reach the minimum we would like to take steps −ρ m g m along the negative gradient direction, where ρ m is a step size parameter. However, when a finite dataset is used the negative gradient can only be estimated at the datapoints. GradientBoost uses a certain model type, the base learner, to approximate this step as good as possible. These base learners B m are all of the same type (e.g. neural nets or like in this case regression trees) and have parameters a (e.g. weights or split points). To find the best step size these parameters have to be optimized (i.e. the model has to be trained). A least squares method is used to find the optimal parameters of the model:
After the training of the model the step size parameter ρ m has to be estimated:
Finally this base learner is added to the aggregated function:
The different instantiations of the GradientBoost procedure, summarized in Figure 11 , differ from each other by the use of different loss functions. First the LSBoost algorithm, based on squared loss, will be discussed in the next subsection, then the LADBoost algorithm (absolute loss) is described in subsection A.3. Figure 11 : GradientBoost algorithm
Input: dataset with instances {x
i ; y i } N 1 number of iterations M Output: Model F (x) F 0 (x) = arg min ρ N i=1 L(y i , ρ) for m = 1 to M do ỹ i = − ∂L(yi,Fm−1(xi)) ∂Fm−1(xi) N 1 train B m (x) using {x i ;ỹ i } N 1 ρ m = arg min ρ N i=1 L(y i , F m−1 (x i ) + ρB m (x i )) F m (x) = F m−1 (x) + ρ m B m (x) end
A.2 LSBoost
The LSBoost (Friedman 2001) algorithm is an instantiation of the GradientBoost algorithm where the loss function is the squared loss function:
When we follow GradientBoost first an initial guess F 0 has to be computed. The initial guess is a constant that minimizes the total squared loss over the instances:
Each iteration GradientBoost replaces the targets with the negative gradient. In the case of LSBoost one gets:
This means that the target is replaced by the difference of the real value of y and the y value predicted by the additive model up to now. Now a new base learner B m (x) will be trained on the attributes and the replaced targets {x i ;ỹ i } N 1 . After the training the ρ parameter needs to be computed:
In practice ρ m will almost always equal 1 when using CART as base learner. At this point a new parameter will be introduced: the learningrate ν. In practice it is not always preferable to reach the optimum as quickly as possible, because data will then be predicted too closely and overfitting will occur. Therefore the learningrate is introduced, which slows down the learning process by decreasing the influence of a single base model on the total function. The update of F (x) now becomes:
When a small learningrate is used more iterations are necessary to train the algorithm, so there exists a trade off between speed and precision. However, the marginal effect of lowering the learningrate is decreasing, which means that after some point lowering the learningrate is hardly effective. The LSBoost algorithm is summarized in Figure 12 .
A.3 LADBoost
LADBoost (Friedman 2001) like LSBoost is an instantiation of the GradientBoost algorithm. LADBoost uses absolute loss as its loss function: Figure 12 : LSBoost algorithm
The new initialization becomes:
Again the new targets are the negative gradient of the loss function with respect to the current model F in the datapoints:
In the case that the base learner B(x) is a regression tree T (x) a line search is not necessary to determine ρ m . Friedman (2001) shows, when having a regression tree T (x) with terminal nodes {R l )} L 1 , ρ m can be replaced by a γ lm for each terminal node. The γ lm 's are the medians of the residuals in the specific node:
Here function 1(x R lm ) has a value of 1 when the datapoint belongs to terminal node R lm and 0 otherwise. An overview of LADBoost for regression trees, LADTreeBoost, is given in Figure 13 .
Input: dataset with instances {x i ; Figure 13 : LADTreeBoost algorithm
B Methods for Interpretation
In this appendix we describe two graphical methods to interpret LSBoost models: Relative importance plots and partial dependence plots. Both methods are introduced by Friedman (2001).
B.1 Relative Importance Plots
A relative importance plot shows, graphically, how much influence the different variables have on the output of the model. Breiman et al. (1983) developed the following formula to measure importance of a variable in a single CART model:
Here the summation is over the non-terminal nodes in the J-terminal-node tree T and 1() denotes the indicator function. v t is the split variable of node t.î 2 t measures the improvement in squared error as a result of the split in t, and can be computed with the equation:
Here w l and w r are the probabilities an instance turns to the left or right child node,ȳ l andȳ r are the mean target values for both children. Both the probabilities and the means are computed on the training set and saved in the CART model. I 2 j is used to measure importance in the case of regression trees and not its square rootÎ j . To compute theÎ 2 j 's of a boosting model it is sufficient to average theÎ 2 j 's of the base learners:
A variable gets a high importance I 2 when it is used in many splits, but more importantly when it is used in splits that divide the data in two almost equally large parts with a high difference in the mean value of the target value.
Finally the variable with the highest importance gets an index of RI = 100 and the other indices are adjusted to this:
B.2 Partial Dependence Plots
Relative importance plots show which variables have the highest influence on F (x), but don't show anything about the sign or the shape of the influence of variable x j on F (x). Partial dependence plots do show this.
For a single regression tree T , input variable x j and a specified set of values
for variable x j , a partial dependence plot shows the average output of T for all values of x j in the set. For one point x ij this is denotedT (x ij ). The average output is computed with respect to the training data. The average output of T is computed over all points in the training set, keeping x j fixed to one value.
In the case of a tree, this average output can be computed by a a weighted pass-through of T . At the root of the tree a weight w ij = 1 is initialized. For each non-terminal node with x j as split variable that will be visited, the right or left child node will be visited depending on the value of x ij . When a non-terminal node will be visited with another split variable than x j , both its children will be visited and the weight multiplied with the probability to turn right or left:
Each visited terminal node will be assigned the current value of w ij . The value ofT (x ij ) is the weighted sum of the terminal nodes:
Here the summation is over the number of visited terminal nodes and w k and y k are weight and the mean target value of terminal node k.
In the case of an LSBoost model the results of the base learners T m (x) are summed in the same way as in the normal LSBoost algorithm (see Figure 12 ):
Because partial dependence plots display an average relationship, one must be cautious when interpreting these plots. Partial dependence plots ignore correlations that exist between the 'fixed' variable and the other variables. This may lead to a deceptive result where the true influence of the 'fixed' variable is not correctly depicted. Nevertheless, they sometimes reveal interesting patterns.
C Tables with Data Statistics
Categorical Name Levels Kind House simple house (122) middle class house (1201) mansion (271) villa (45) country-house (35) bungalow (32) patio-bungalow (7) semi bungalow (10) downstairs house (318) upstairs house (387) up-+ downstairs house (10) staircase-access flat (144) canal house (7) maisonette (73) (513) north (481) south (760) missing (412) Situation Garden E-W no garden (1221) north or south (584) east (478) west (692) (53) normal (1815) pretty (291) (293) other (12 districts (412) east (428) west (519) (28) normal (1408) pretty (463) (935) 1580 1936 1964 1960 1984 Table 17 : Results for the experiments without demographic data. The numbers in the parentheses behind the boosting models represent the depths of the base learners.
