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Abstract
In this paper, we study the weighted estimates for multilinear Caldero´n-Zygmund
operators from Lp1(w1)×· · ·×Lpm(wm) to Lp(v~w), where 1 < p, p1, · · · , pm <∞ with
1/p1+ · · ·+1/pm = 1/p and ~w = (w1, · · · , wm) is a multiple A~P weight. We give weak
and strong type weighted estimates of mixed Ap-A∞ type. Moreover, the strong type
weighted estimate is sharp whenever maxi pi ≤ p′/(mp− 1).
Keywords. multilinear Caldero´n-Zygmund operators; multiple A~P weights; weighted
inequalities.
1 Introduction and Main Results
The weighted estimate for operators is an interesting topic in harmonic analysis. And it
has attracted many authors in this area [4, 9, 18, 20, 24, 25]. In this paper, we study the
weighted estimates for multilinear Caldero´n-Zygmund operators with multiple A~P weights.
Recall that T is called a multilinear Caldero´n-Zygmund operator if T is initially defined
on the m-fold product of Schwartz spaces and taking values into the space of tempered
distributions,
T : S (Rn)× · · · ×S (Rn)→ S ′(Rn),
and for some 1 ≤ qi <∞, it extends to a bounded multilinear operator from Lq1×· · ·×Lqm
to Lq , where 1/q1 + · · · + 1/qm = 1/q, and if there exists a function K, defined off the
diagonal x = y1 = · · · = ym in (Rn)m+1, satisfying
T (f1, · · · , fm)(x) =
∫
(Rn)m
K(x, y1, · · · , ym)f1(y1) · · · fm(ym)dy1 · · · dym
for all x /∈ ⋂mj=1 supp fi;
|K(y0, y1, · · · , ym)| ≤ A
(
∑m
k,l=0 |yk − yl|)mn
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and
|K(y0, · · · , yi, · · · , ym)−K(y0, · · · , y′i, · · · , ym)| ≤
A|yi − y′i|ε
(
∑m
k,l=0 |yk − yl|)mn+ε
for some A, ε > 0 and all 0 ≤ i ≤ m, whenever |yi − y′i| ≤ 12 max0≤k≤m |yi − yk|.
For the theory of multilinear Caldero´n-Zygmund operators, we refer the readers to
[4, 5, 6, 7, 8] for an overview.
The multiple A~P weights introduced by Lerner, Ombrosi, Pe´rez, Torres and Trujillo-
Gonza´lez [18] are defined as follows. Let ~P = (p1, · · · , pm) with 1 ≤ p1, · · · , pm < ∞ and
1/p1 + · · ·+ 1/pm = 1/p. Given ~w = (w1, · · · , wm), set
v~w =
m∏
i=1
w
p/pi
i .
We say that ~w satisfies the multilinear A~P condition if
[~w]A~P := sup
Q
(
1
|Q|
∫
Q
v~w
) m∏
i=1
(
1
|Q|
∫
Q
w
1−p′i
i
)p/p′i
<∞,
where [~w]A~P is called the A~P constant of ~w. When pi = 1, (
1
|Q|
∫
Q w
1−p′i
i )
1/p′i is understood
as (infQ wi)
−1. It is easy to see that in the linear case (that is, m = 1) [~w]A~P = [w]Ap
is the usual Ap constant. Recall that A∞ =
⋃
1≤p<∞Ap and the A∞ constant [w]A∞ is
defined by
[w]A∞ := sup
Q
1
w(Q)
∫
Q
M(wχQ).
In [18], it was shown that for 1 < p1, · · · , pm < ∞, ~w ∈ A~P if and only if w
1−p′i
i ∈ Amp′i
and v~w ∈ Amp.
For the linear case, i.e. m = 1, the Ap-A∞ type estimates for Caldero´n-Zygmund
operators were investigated in [11]. Notice that the main technique in [11] is an appropriate
characterization which simplifies the estimate of the weighted bounds to calculate a test
condition [12, 15]. The advantage of their technique is that it does not rely upon the
extrapolation. In this paper, roughly speaking, we follow the idea used in [12]. But we do
not use the method such as the linearization used in that paper. Instead, we use the idea
of Damia´n, Lerner and Pe´rez [3] and reduce the problem to consider the following type of
operators,
AD,S(
~f) =
∑
j,k
( m∏
i=1
1
|Qj,k|
∫
Qj,k
fi(yi)dyi
)
χQj,k ,
where ~f := (f1, · · · , fm), D is a dyadic grid and S := {Qj,k} is a sparse family in D (see
Section 2 for definitions of these notations).
In the linear case, Lerner [16, 17] investigated this type of operators and gave a simple
proof for the A2 conjecture. For the fundamental theory of Ap weights and the history of
the A2 conjecture, we refer the readers to [1, 2, 10, 13, 14, 22, 23] for an overview.
In [3], Damia´n, Lerner and Pe´rez studied the sharp weighted bound of multilinear
maximal function of mixed Ap-A∞ type and gave a multilinear version of the A2 conjecture.
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In [19], the authors estimated the weighted bound of the multilinear maximal function and
Caldero´n-Zygmund operators in terms of [~w]A~P .
In this paper, we estimate the weighted bound of multilinear Caldero´n-Zygmund op-
erators of mixed Ap-A∞ type. We give the sharp estimate for some cases. To be precise,
the main result of this paper is the following.
Theorem 1.1 Let T be a multilinear Caldero´n-Zygmund operator, ~P = (p1, · · · , pm) with
1/p = 1/p1 + · · ·+ 1/pm and 1 < p, p1, · · · , pm <∞. Suppose that ~w = (w1, · · · , wm) with
~w ∈ A~P . Then
‖T (~f)‖Lp(v~w) ≤ Cm,n, ~P ,T [~w]
1/p
A~P
( m∏
i=1
[σi]
1/pi
A∞
+[v~w]
1/p′
A∞
m∑
i′=1
∏
i 6=i′
[σi]
1/pi
A∞
) m∏
i=1
‖fi‖Lpi (wi), (1.1)
where σi = w
1−p′i
i , i = 1, · · · ,m. The result is sharp in the sense that the exponents can
not be improved whenever maxi pi ≤ p′/(mp − 1).
For the weak type estimates, we get a similar result.
Theorem 1.2 Let T be a multilinear Caldero´n-Zygmund operator, ~P = (p1, · · · , pm) with
1/p = 1/p1+· · ·+1/pm and 1 < p, p1, · · · , pm <∞. Suppose that ~w := (w1, · · · , wm) ∈ A~P .
Then we have
‖T (~f)‖Lp,∞(v~w) ≤ Cm,n, ~P ,T [~w]
1/p
A~P
[v~w]
1/p′
A∞
( m∑
i′=1
∏
i 6=i′
[σi]
1/pi
A∞
) m∏
i=1
‖fi‖Lpi (wi).
In the rest of this paper, we give proofs for the main results. To avoid cumbersome
notations, we only prove Theorems 1.1 and 1.2 for the case m = 2. And the general case
can be proved similarly but with more complicated symbols.
2 Preliminaries
In this section, we collect some notations and preliminary results. Recall that the standard
dyadic grid in Rn consists of the cubes
[0, 2−k)n + 2−kj, k ∈ Z, j ∈ Zn.
Denote the standard dyadic grid by D.
By a general dyadic grid D we mean a collection of cubes with the following properties:
(i) for any Q ∈ D its sidelength lQ is of the form 2k, k ∈ Z; (ii) Q ∩R ∈ {Q,R, ∅} for any
Q,R ∈ D ; (iii) the cubes of a fixed sidelength 2k form a partition of Rn.
We say that S := {Qj,k} is a sparse family of cubes if:
(i). for each fixed k the cubes Qj,k are pairwise disjoint;
(ii). if Γk =
⋃
j Qj,k, then Γk+1 ⊂ Γk;
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(iii). |Γk+1
⋂
Qj,k| ≤ 12 |Qj,k|.
For any Qj,k ∈ S, we define E(Qj,k) = Qj,k \ Γk+1. Then the sets E(Qj,k) are pairwise
disjoint and |E(Qj,k)| ≥ 12 |Qj,k|.
In [3], Damia´n, Lerner and Pe´rez proved that for any Banach function space X over
Rn equipped with Lebesgue measure,
‖T (~f)‖X ≤ C sup
D,S
‖AD,S(|~f |)‖X , (2.1)
where |~f | = (|f1|, · · · , |fm|) and the supremum is taken over arbitrary dyadic grids D and
sparse families S ⊂ D . Specially, for X = Lp(v~w), 1 ≤ p <∞,
‖T (~f)‖Lp(v~w) ≤ C sup
D,S
‖AD,S(|~f |)‖Lp(v~w). (2.2)
Let EσQf := σ(Q)
−1
∫
Q fσ. We introduce the principal cubes [12].
Definition 2.1 (Principal cubes) We form the collection G of principal cubes as fol-
lows. Let G0 := {Q} (the maximal dyadic cube that we consider). And inductively,
Gk :=
⋃
G∈Gk−1
{G′ ⊂ G : EσG′ |f | > 4EσG|f |, G′is a maximal such dyadic cube}.
Let G := ⋃∞k=0 Gk. For any dyadic Q(⊂ Q), we let
Γ(Q) := the minimal principal cube containing Q.
It follows from the definition that
EσQ|f | ≤ 4EσΓ(Q)|f |.
From the idea of principal cubes, we have the following decomposition, which is similar
to the ordinary corona decomposition (See [14, 21]).
Let Q ⊂ D be any collection of dyadic cubes such that for any Q ∈ Q, there exists a
maximal cube Qmax ∈ Q which contains Q. Let σ1dx and σ2dx be two positive measures.
We call (L : Q(L)) : L ⊂ Q a (σ1, σ2)-corona decomposition of Q if these conditions hold.
(i). For each Q ∈ Q there is a member of L that contains Q. Let λ(Q) ∈ L denote the
minimal cube which contains Q. Then we have
4
σ1(λ(Q))σ2(λ(Q))
|λ(Q)|2 ≥
σ1(Q)σ2(Q)
|Q|2 .
(ii). For all L′, L ∈ L with L′ ( L,
σ1(L
′)σ2(L
′)
|L′|2 > 4
σ1(L)σ2(L)
|L|2 .
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We set Q(L) := {Q ∈ Q : λ(Q) = L}. The collection Q(L) forms a partition of Q.
Note that {Q×Q : Q ∈ Q} is a collection of dyadic cubes in R2n. Therefore, the (σ1,
σ2)-corona decomposition of Q is in fact the ordinary corona decomposition of {Q × Q :
Q ∈ Q} with respect to the measure σ1 × σ2.
Now we introduce some preliminary results. The following result is obvious and we
omit the proof.
Lemma 2.2 Any sub-family of a sparse family is also sparse.
Next we give a property of A∞ weights on sparse family.
Lemma 2.3 Let w ∈ A∞ and Q ⊂ D be a sparse family. Suppose that there is some
S ∈ D such that any cube in Q is contained in S. Then
∑
Q∈Q
w(Q) ≤ 2
∫
S
M(w1S)(x)dx ≤ 2[w]A∞w(S).
Proof. Set
E(Q) = Q \
⋃
Q′∈Q,Q′(Q
Q′.
By the sparse property, E(Q) are disjoint and |E(Q)| ≥ 12 |Q|. Then we have
∑
Q∈Q
w(Q) ≤ 2
∑
Q∈Q
w(Q)
|Q| |E(Q)| ≤ 2
∫
S
M(w1S)(x)dx ≤ 2[w]A∞w(S).

By (2.2), we have to estimate ‖AD,S(|~f |)‖Lp(v~w). First, we consider a special case.
Lemma 2.4 Suppose that (w1, w2) ∈ A~P , where ~P = (p1, p2) and 1/p = 1/p1 + 1/p2. Let
Q ⊂ D be a sparse family. Suppose that there is some S ∈ D such that any cube in Q is
contained in S. Set
AD,Q(
~f) =
∑
Q∈Q
( 2∏
i=1
1
|Q|
∫
Q
fi(yi)dyi
)
χQ.
Then we have ∥∥AD,Q(σ11S , σ21S)∥∥Lp(v~w)
. [~w]
1/p
A~P
(∑
Q∈Q
σ1(Q)
)1/p1
·
( ∑
Q∈Q
σ2(Q)
)1/p2
.
Proof. Without loss of generality, assume that p1 ≤ p2. Set
Qa :=
{
Q ∈ Q : 2a <
(
v~w(Q)
|Q|
)1/p 2∏
i=1
(
σi(Q)
|Q|
)1/p′i
≤ 2a+1
}
,
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where −1 ≤ a ≤ ⌊log2[~w]1/pA~P ⌋. Form the (σ1, σ2)-corona decomposition of Qa. We get La.
Define
A
D,Qa(L)
(x) =
∑
Q∈Qa(L)
σ1(Q)σ2(Q)
|Q|2 χQ(x).
We conclude that there exists some c > 0 such that for L ∈ La and t ≥ 0, we have∣∣∣∣
{
x ∈ Rn : AD,Qa(L)(x) > 4t
σ1(L)σ2(L)
|L|2
}∣∣∣∣ ≤ 2−t+2|L|, (2.3)
v~w
({
x ∈ Rn : AD,Qa(L)(x) > t
σ1(L)σ2(L)
|L|2
})
. 2−ctv~w(L). (2.4)
First, we prove (2.3). It is obvious that∣∣∣∣
{
x ∈ Rn : AD,Qa(L)(x) > 4
σ1(L)σ2(L)
|L|2
}∣∣∣∣ ≤ |L|.
Since for Q ∈ Qa(L),
σ1(Q)σ2(Q)
|Q|2 ≤ 4
σ1(L)σ2(L)
|L|2 ,
by the sparse property of Q, we have for any integer τ ,∣∣∣∣
{
x ∈ Rn : AD,Qa(L)(x) > 4τ
σ1(L)σ2(L)
|L|2
}∣∣∣∣ ≤ 2−τ+1|L|.
This proves (2.3).
Next we prove (2.4). For integers b ≥ 0, we define Qa,b(L) to be the set consisting of
Q ∈ Qa(L) such that
2−b+1
σ1(L)σ2(L)
|L|2 <
σ1(Q)σ2(Q)
|Q|2 ≤ 2
−b+2σ1(L)σ2(L)
|L|2 .
Define
Eb(t) :=
{
x ∈ Rn : AD,Qa,b(L)(x) > 4t2−b
σ1(L)σ2(L)
|L|2
}
,
where
AD,Qa,b(L)(x) =
∑
Q∈Qa,b(L)
σ1(Q)σ2(Q)
|Q|2 χQ(x).
Similar arguments as the above show that |Eb(t)| ≤ 2−t+2|L|. Let K = 4
∑
b≥0 2
−b/2. We
have
v~w
({
x ∈ Rn : AD,Qa(L)(x) > t
σ1(L)σ2(L)
|L|2
})
≤
∑
b≥0
v~w
({
x ∈ Rn : AD,Qa,b(L)(x) > 4t2−b/2K−1
σ1(L)σ2(L)
|L|2
})
=
∑
b≥0
v~w(Eb(2
b/2K−1t)).
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Suppose that Eb(2
b/2K−1t) =
⋃
j R
b
j , where R
b
j are pairwise disjoint maximal dyadic cubes
in Eb(2
b/2K−1t). Notice that Rbj ∈ Qa,b(L). We have
v~w(Eb(2
b/2K−1t)) =
∑
j
v~w(R
b
j)
.
∑
j
(
2a
|Rbj |2
σ1(R
b
j)
1/p′1σ2(R
b
j)
1/p′2
)p
=
∑
j
2ap|Rbj |2p/p
′
2
σ1(R
b
j)
p/p′2σ2(R
b
j)
p/p′2
σ1(R
b
j)
p/p1−p/p2 |Rbj |2p/p2
.
∑
j
2ap2bp/p
′
2 |L|2p/p′2
σ1(L)p/p
′
2σ2(L)p/p
′
2
σ1(R
b
j)
p/p1−p/p2 |Rbj |2p/p2
≤ 2bp/p′2
∑
j
(
σ1(R
b
j)
σ1(L)
)p/p1−p/p2
·
( |Rbj |
|L|
)2p/p2
v~w(L)
(By the definition of Qa)
≤ 2bp/p′2
(∑
j
σ1(R
b
j)
σ1(L)
)p/p1−p/p2
·
(∑
j
|Rbj|
|L|
)2p/p2
v~w(L)
≤ 2bp/p′22(−K−12b/2t+2)
2p
p2 v~w(L).
It follows that for t ≥ 1,
v~w
({
x ∈ Rn : AD,Qa(L)(x) > t
σ1(L)σ2(L)
|L|2
})
≤
∑
b≥0
v~w(Eb(2
b/2K−1t))
.
∑
b≥0
2bp/p
′
22
(−K−12b/2t+2) 2p
p2 v~w(L)
≤
∑
b≥0
2bp/p
′
22
(−K−12b/2(1+t)/2+2) 2p
p2 v~w(L)
. 2−ctv~w(L),
where c = K−1p/p2. For 0 ≤ t < 1, it is obvious that (2.4) is correct.
For L ∈ La and d ∈ Z+, let
La,d =
{
x ∈ Rn : AD,Qa(L)(x) ∈ (d, d + 1]
σ1(L)σ2(L)
|L|2
}
.
It is obvious that La,d ⊂ L and by (2.4),
v~w(La,d) . 2
−cdv~w(L).
By the definition of (σ1, σ2)-corona decomposition, we have
∑
L∈La
σ1(L)σ2(L)
|L|2 χLa,d(x) ≍
( ∑
L∈La
(
σ1(L)σ2(L)
|L|2
)p
χLa,d(x)
)1/p
.
7
It follows that ∥∥AD,Q(σ11S , σ21S)∥∥Lp(v~w)
≤
⌊log2[~w]
1/p
A~P
⌋∑
a=−1
∥∥AD,Qa(x)∥∥Lp(v~w)
≤
⌊log2[~w]
1/p
A~P
⌋∑
a=−1
∞∑
d=0
(d+ 1)
∥∥∥∥∥
∑
L∈La
σ1(L)σ2(L)
|L|2 χLa,d(x)
∥∥∥∥∥
Lp(v~w)
.
⌊log2[~w]
1/p
A~P
⌋∑
a=−1
∞∑
d=0
d+ 1
2cd/p
(∑
L∈La
(
σ1(L)σ2(L)
|L|2
)p
v~w(L)
)1/p
.
⌊log2[~w]
1/p
A~P
⌋∑
a=−1
2a
(∑
L∈La
σ1(L)
p/p1σ2(L)
p/p2
)1/p
. [~w]
1/p
A~P
( ∑
Q∈Q
σ1(Q)
)1/p1
·
( ∑
Q∈Q
σ2(Q)
)1/p2
.
This completes the proof. 
The following result gives another special case of ‖AD,S(|~f |)‖Lp(v~w). Since its proof
shares some common steps with the one for Theorem 1.1, we postpone the proof to Sec-
tion 3.
Lemma 2.5 Suppose that (w1, w2) ∈ A~P with ~P = (p1, p2) satisfies that 1/p = 1/p1+1/p2
and that 1 < p, p1, p2 <∞. Let S be a dyadic cube and supp f1 ⊂ S. Then∥∥1SAD,S(|f1|σ1, σ21S)∥∥Lp(v~w) . [~w]1/pA~P [σ2]1/p2A∞ ([v~w]1/p′A∞ + [σ1]1/p1A∞ )
·‖f1‖Lp1 (σ1)σ2(S)1/p2 .
To prove the main result, we also need the following result on multiple weights.
Lemma 2.6 [19, Lemma 2.2] Suppose that ~w = (w1, · · · , wm) ∈ A~P and that 1 < p, p1,
· · ·, pm < ∞ with 1/p1 + · · · + 1/pm = 1/p. Then ~wi := (w1, · · ·, wi−1, v1−p
′
~w , wi+1, · · ·,
wm) ∈ A~P i with ~P i = (p1, · · ·, pi−1, p′, pi+1, · · ·, pm) and
[~wi]A~Pi = [~w]
p′i/p
A~P
.
3 Proof of Theorem 1.1
In this section, we prove Theorem 1.1. Without loss of generality, we assume that f1, f2 ≥
0. Denote Ωl := {x ∈ Rn : AD,S(f1σ1, f2σ2)(x) > 2l} and let Ql denote the set of maximal
dyadic cubes in Ωl. By the structure of AD,S , any cube in Ql must be some cube Qj,k ∈ S.
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We have∥∥AD,S(f1σ1, f2σ2)∥∥pLp(v~w) ≤ 4p
∑
l∈Z
2lpv~w(Ωl+1 \ Ωl+2)
= 4p
∑
l∈Z
∑
Q∈Ql
2lpv~w(Q ∩Ωl+1 \ Ωl+2)
= 4p
∑
l∈Z
∑
Q∈Ql
2lpv~w(El(Q)),
where El(Q) = Q ∩ Ωl+1 \Ωl+2. By the maximal property of Q ∈ Ql, we have
∑
Qj,k⊃Q
2∏
i=1
1
|Qj,k|
∫
Qj,k
fi(yi)σidyi > 2
l
and ∑
Qj,k)Q
2∏
i=1
1
|Qj,k|
∫
Qj,k
fi(yi)σidyi ≤ 2l.
Therefore, for x ∈ El(Q), we have
2l+1 < AD,S(f1σ1, f2σ2)(x) ≤ AD,S(f1σ11Q, f2σ21Q)(x) + 2l.
That is,
AD,S(f1σ11Q, f2σ21Q)(x) > 2
l, x ∈ El(Q).
Thus, for sufficiently small β > 0 to be determined later, we have∥∥AD,S(f1σ1, f2σ2)∥∥pLp(v~w)
≤ 4p
∑
l∈Z,Q∈Ql
v~w(El(Q))≤βv~w(Q)
2lpβv~w(Q) + 4
p
∑
l∈Z,Q∈Ql
v~w(El(Q))>βv~w(Q)
2lpv~w(El(Q))
≤ 4
pβ
1− 2−p
∥∥AD,S(f1σ1, f2σ2)∥∥pLp(v~w) + 4p
∑
l∈Z,Q∈Ql
v~w(El(Q))>βv~w(Q)
v~w(El(Q))
1−p
·
(∫
El(Q)
AD,S(f1σ11Q, f2σ21Q)(x)v~wdx
)p
.
Consequently, by setting β = 4−p(1− 2−p)/2, we get∥∥AD,S(f1σ1, f2σ2)∥∥pLp(v~w)
.
∑
l∈Z,Q∈Ql
v~w(El(Q))>βv~w(Q)
v~w(El(Q))
1−p
(∫
El(Q)
AD,S(f1σ11Q, f2σ21Q)(x)v~wdx
)p
(3.1)
.
∑
l∈Z,Q∈Ql
v~w(El(Q))>βv~w(Q)
v~w(El(Q))
1−p
9
×
(∫
El(Q)
AD,S(f1σ11Q\Ωl+2 , f2σ21Q\Ωl+2)(x)v~wdx
)p
+
∑
l∈Z,Q∈Ql
v~w(El(Q))>βv~w(Q)
v~w(El(Q))
1−p
×
(∫
El(Q)
AD,S(f1σ11Q\Ωl+2 , f2σ21Q∩Ωl+2)(x)v~wdx
)p
+
∑
l∈Z,Q∈Ql
v~w(El(Q))>βv~w(Q)
v~w(El(Q))
1−p
×
(∫
El(Q)
AD,S(f1σ11Q∩Ωl+2 , f2σ21Q\Ωl+2)(x)v~wdx
)p
+
∑
l∈Z,Q∈Ql
v~w(El(Q))>βv~w(Q)
v~w(El(Q))
1−p
×
(∫
El(Q)
AD,S(f1σ11Q∩Ωl+2 , f2σ21Q∩Ωl+2)(x)v~wdx
)p
:= I1 + I2 + I3 + I4.
In the rest of this section, we use the following conventions.
(i). all l in these sums are of the same parity; after all, there are just two such sums;
(ii). keep in mind the restriction
v~w(El(Q)) > βv~w(Q) (3.2)
appearing in all these sums and we omit it in the rest of this section;
(iii). by the monotone convergence theorem, we may also assume that all appearing cubes
are contained in some maximal dyadic cube Q. Then we can use the technique of
principal cubes.
Before further estimates, we give two lemmas. The first can be proved with similar
arguments as that in [12, pp. 20-21] and we omit the details.
Lemma 3.1 Let G be the principal cubes with respect to f1 and σ1, and G˜ be the principal
cubes with respect to f2 and σ2. Suppose that Γ(Q) and Γ˜(Q) are defined as that in
Definition 2.1. Then∑
l∈Z
∑
Q∈Ql
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)(E
σ1
R f1)
p1 . ‖f1‖p1Lp1 (σ1). (3.3)
∑
l∈Z
∑
Q∈Ql
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
σ2(R˜)(E
σ2
R˜
f2)
p2 . ‖f2‖p2Lp2 (σ2). (3.4)
And the second one can be seen from the definition of principal cubes.
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Lemma 3.2 Let G be the principal cubes with respect to f1 and σ1 and G˜ be the principal
cubes with respect to f2 and σ2. Then∑
G∈G
(Eσ1G f1)
p1σ1(G) . ‖f1‖p1Lp1 (σ1). (3.5)∑
G˜∈G˜
(Eσ2
G˜
f2)
p2σ2(G˜) . ‖f2‖p2Lp2 (σ2). (3.6)
Next we give a proof for Lemma 2.5.
Proof of Lemma 2.5. Without loss of generality, assume that f1 ≥ 0. Set
A1D,S(f1σ1, 1Sσ2) =
∑
Qj,k)S
∫
Qj,k
f1(y1)σ1dy1σ2(Qj,k ∩ S)
|Qj,k|2 χQj,k
and
A2D,S(f1σ1, 1Sσ2) =
∑
Qj,k⊂S
∫
Qj,k
f1(y1)σ1dy1σ2(Qj,k ∩ S)
|Qj,k|2 χQj,k .
It is easy to see that
1SA
1
D,S(f1σ1, 1Sσ2) =
∑
Qj,k)S
∫
Qj,k
f1(y1)σ1dy1σ2(Qj,k ∩ S)
|Qj,k|2 χS
.
∫
S f1(y1)σ1dy1σ2(S)
|S|2 χS
≤ ‖f1‖Lp1 (σ1)σ1(S)
1/p′1σ2(S)
|S|2 χS .
Hence
∥∥1SA1D,S(f1σ1, σ21S)∥∥Lp(v~w) . ‖f1‖Lp1 (σ1)σ1(S)
1/p′1σ2(S)
|S|2 v~w(S)
1/p
≤ [~w]1/pA~P ‖f1‖Lp1 (σ1)σ2(S)
1/p2 .
It remains to estimate A2
D,S(|f1|σ1, 1Sσ2). Without loss of generality, assume that all
cubes in S are contained in S. By the previous arguments, we only need to estimate (3.1)
in the special case f2 = 1S . We have∥∥AD,S(f1σ1, 1Sσ2)∥∥pLp(v~w)
.
∑
l∈Z,Q∈Ql
v~w(El(Q))>βv~w(Q)
v~w(El(Q))
1−p
(∫
El(Q)
AD,S(f1σ11Q, 1Sσ21Q)(x)v~wdx
)p
.
∑
l∈Z,Q∈Ql
v~w(El(Q))>βv~w(Q)
v~w(El(Q))
1−p
×
(∫
El(Q)
AD,S(f1σ11Q\Ωl+2 , 1Sσ21Q)(x)v~wdx
)p
11
+
∑
l∈Z,Q∈Ql
v~w(El(Q))>βv~w(Q)
v~w(El(Q))
1−p
×
(∫
El(Q)
AD,S(f1σ11Q∩Ωl+2 , 1Sσ21Q)(x)v~wdx
)p
:= J1 + J2.
In the following, we also use the convention (ii) to omit v~w(El(Q)) > βv~w(Q).
First, we estimate J1. Let
Sl(Q) :=
⋃
R∈Ql+2
{Qj,k ∈ S : R ( Qj,k ⊂ Q}, if Ql+2 6= ∅
and
Sl(Q) := {Qj,k ∈ S : Qj,k ⊂ Q}, if Ql+2 = ∅.
By Lemma 2.2, Sl(Q) is sparse. For big cubes Qj,k ) Q and x ∈ El(Q),∑
Qj,k)Q
∫
Q\Ωl+2
f1σ1dx · σ2(Q)
|Qj,k|2 ≤
∫
Q\Ωl+2
f1σ1dx · σ2(Q)
|Q|2 .
Hence for x ∈ El(Q), we have
AD,S(f1σ11Q\Ωl+2 , σ21Q)(x) ≤ 2AD,Sl(Q)(f1σ11Q\Ωl+2 , σ21Q)(x), (3.7)
where
A
D,Sl(Q)
(f1, f2)(x) =
∑
Qj,k∈Sl(Q)
( 2∏
i=1
1
|Qj,k|
∫
Qj,k
fi(yi)dyi
)
χQj,k(x).
Observe that Sl(Q) is an empty set if and only if Q ∈ Ql ∩Ql+2. When the condition
is satisfied, we have
AD,S(f1σ11Q\Ωl+2 , σ21Q)(x) = AD,Sl(Q)(f1σ11Q\Ωl+2 , σ21Q)(x) = 0,
which means that (3.7) is correct even if Sl(Q) is empty. So {Sl(Q) : l ∈ 2Z, Q ∈ Ql} and
{Sl(Q) : l ∈ 2Z + 1, Q ∈ Ql} are pairwise disjoint, respectively. Denote Sl(Q) = {Ql,η}η.
We have ∫
El(Q)
AD,S(f1σ11Q\Ωl+2 , 1Sσ21Q)(x)v~wdx
.
∫
El(Q)
A
D,Sl(Q)
(f1σ11Q\Ωl+2 , 1Sσ21Q)(x)v~wdx
≤
(∫
Q
(A
D,Sl(Q)
(v~w1Q, σ21Q))
p′1σ1dx
)1/p′1
·
(∫
Q\Ωl+2
fp11 σ1
)1/p1
. [~w]
1/p
A~P
( ∑
Ql,η∈Sl(Q)
v~w(Ql,η)
)1/p′( ∑
Ql,η∈Sl(Q)
σ2(Ql,η)
)1/p2
×
(∫
Q\Ωl+2
fp11 σ1
)1/p1
(by Lemma 2.4 and Lemma 2.6)
≤ [~w]1/pA~P [v~w]
1/p′
A∞
v~w(Q)
1/p′
( ∑
Ql,η∈Sl(Q)
σ2(Ql,η)
)1/p2(∫
Q\Ωl+2
fp11 σ1
)1/p1
,
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where Lemma 2.3 is used in the last step. Recall that we have the convention (3.2). By
Ho¨lder’s inequality, we get
J1 =
∑
l∈Z,Q∈Ql
(∫
El(Q)
AD,S(f1σ11Q\Ωl+2 , 1Sσ21Q)(x)v~wdx
)p
v~w(El(Q))
1−p
. [~w]A~P [v~w]
p/p′
A∞
( ∑
l∈Z
Q∈Ql
∑
Ql,η∈Sl(Q)
σ2(Ql,η)
)p/p2( ∑
l∈Z
Q∈Ql
∫
Q\Ωl+2
fp11 σ1
)p/p1
≤ [~w]A~P [v~w]
p/p′
A∞
[σ2]
p/p2
A∞
σ2(S)
p/p2‖f1‖pLp1 (σ1).
Next we estimate J2. SinceEl(Q) ⊂ Ωcl+2 forR ∈ Ql+2 withR ⊂ Q, AD,S(v~w1El(Q), σ21Q)(x)
is a constant for x ∈ R. We have∫
El(Q)
AD,S(f1σ11Q∩Ωl+2 , 1Sσ21Q)(x)v~wdx
=
∑
R∈Ql+2
R⊂Q
∫
R
AD,S(v~w1El(Q), σ21Q)(x)σ1dx · Eσ1R f1
≤ 16
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1≤16E
σ1
Γ(Q)
f1
∫
R
AD,S(v~w1El(Q), σ21Q)(x)σ1dx · Eσ1Γ(Q)f1
+
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
∫
R
AD,S(v~w1El(Q), σ21Q)(x)σ1dx · Eσ1R f1
≤ 16
∫
El(Q)
AD,S(σ11Q∩Ωl+2 , σ21Q)(x)v~wdx · Eσ1Γ(Q)f1
+
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
∫
R
AD,S(v~w1El(Q), σ21Q)(x)σ1dx · Eσ1R f1. (3.8)
Similarly to (3.7), for x ∈ El(Q), we have
AD,S(f1σ11Q∩Ωl+2 , σ21Q)(x) ≤ 2AD,Sl(Q)(f1σ11Q∩Ωl+2 , σ21Q)(x).
Consequently, by setting S(G) = ⋃ l∈Z,Q∈Ql
Γ(Q)=G
Sl(Q), we have
∑
l∈Z,Q∈Ql
(∫
El(Q)
AD,S(σ11Q∩Ωl+2 , σ21Q)(x)v~wdx
)p
·(Eσ1Γ(Q)f1)p · v~w(El(Q))1−p
.
∑
l∈Z,Q∈Ql
∫
El(Q)
(A
D,Sl(Q)
(σ11Q∩Ωl+2 , σ21Q))
pv~wdx · (Eσ1Γ(Q)f1)p
=
∑
G∈G
∑
l∈Z,Q∈Ql
Γ(Q)=G
∫
El(Q)
(A
D,Sl(Q)
(σ11Q∩Ωl+2 , σ21Q))
pv~wdx · (Eσ1G f1)p
13
≤
∑
G∈G
∫
G
(A
D,S(G)(σ11G, σ21G))
pv~wdx · (Eσ1G f1)p
(by the disjointness of El(Q))
.
∑
G∈G
[~w]A~P
( ∑
l∈Z,Q∈Ql
Γ(Q)=G
∑
Ql,η∈Sl(Q)
σ1(Ql,η)
)p/p1
×
( ∑
l∈Z,Q∈Ql
Γ(Q)=G
∑
Ql,η∈Sl(Q)
σ2(Ql,η)
)p/p2
· (Eσ1G f1)p (by Lemma 2.4)
≤ [~w]A~P
(∑
G∈G
∑
l∈Z,Q∈Ql
Γ(Q)=G
∑
Ql,η∈Sl(Q)
σ1(Ql,η) · (Eσ1G f1)p1
)p/p1
×
(∑
G∈G
∑
l∈Z,Q∈Ql
Γ(Q)=G
∑
Ql,η∈Sl(Q)
σ2(Ql,η)
)p/p2
. [~w]A~P
(∑
G∈G
∫
G
M(σ11G) · (Eσ1G f1)p1
)p/p1
·
(∫
S
M(σ21S)
)p/p2
(by Lemma 2.3)
≤ [~w]A~P [σ1]
p/p1
A∞
[σ2]
p/p2
A∞
σ2(S)
p/p2 ·
(∑
G∈G
σ1(G) · (Eσ1G f1)p1
)p/p1
. [~w]A~P [σ1]
p/p1
A∞
[σ2]
p/p2
A∞
σ2(S)
p/p2 · ‖f1‖pLp1 (σ1), (3.9)
where (3.5) is used in the last step.
For the Eσ1R f1 > 16E
σ1
Γ(Q)f1 part, by Ho¨lder’s inequality, we have
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
∫
R
AD,S(v~w1El(Q), σ21Q)(x)σ1dx · Eσ1R f1
≤
( ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)
−p′1/p1
(∫
R
AD,S(v~w1El(Q), σ21Q)(x)σ1dx
)p′1)1/p′1
×
( ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)(E
σ1
R f1)
p1
)1/p1
≤
(∫
Q∩Ωl+2
(AD,S(v~w1El(Q), σ21Q))
p′1σ1dx
)1/p′1
×
( ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)(E
σ1
R f1)
p1
)1/p1
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.(∫
Q∩Ωl+2
(A
D,Sl(Q)
(v~w1El(Q), σ21Q))
p′1σ1dx
)1/p′1
×
( ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)(E
σ1
R f1)
p1
)1/p1
. [~w]
1/p
A~P
( ∑
Ql,η∈Sl(Q)
v~w(Ql,η)
)1/p′
·
( ∑
Ql,η∈Sl(Q)
σ2(Ql,η)
)1/p2
×
( ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)(E
σ1
R f1)
p1
)1/p1
(by Lemma 2.4 and Lemma 2.6)
. [~w]
1/p
A~P
[v~w]
1/p′
A∞
v~w(Q)
1/p′ ·
( ∑
Ql,η∈Sl(Q)
σ2(Ql,η)
)1/p2
×
( ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)(E
σ1
R f1)
p1
)1/p1
,
where Lemma 2.3 is used in the last step. It follows from (3.2) and Ho¨lder’s inequality
that
∑
l∈Z,Q∈Ql
( ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
∫
R
AD,S(v~w1El(Q), σ21Q)(x)σ1dx·Eσ1R f1
)p
v~w(El(Q))
1−p
. [~w]A~P [v~w]
p/p′
A∞
·
( ∑
l∈Z,Q∈Ql
∑
Ql,η∈Sl(Q)
σ2(Ql,η)
)p/p2
×
( ∑
l∈Z,Q∈Ql
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)(E
σ1
R f1)
p1
)p/p1
. [~w]A~P [v~w]
p/p′
A∞
[σ2]
p/p2
A∞
σ2(S)
p/p2‖f1‖pLp1 (σ1), (3.10)
where Lemma 2.3 and (3.3) are used in the last step.
Putting (3.8), (3.9) and (3.10) together, we get
J2 ≤ [~w]A~P ([v~w]
p/p′
A∞
+ [σ1]
p/p1
A∞
)[σ2]
p/p2
A∞
σ2(S)
p/p2‖f1‖pLp1 (σ1).
This completes the proof. 
Now we continue to prove Theorem 1.1.
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3.1 Estimate of I1
In this subsection, we consider I1. we have∫
El(Q)
AD,S(f1σ11Q\Ωl+2 , f2σ21Q\Ωl+2)(x)v~wdx
=
∫
Q\Ωl+2
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)f2σ2dx
≤
(∫
Q\Ωl+2
(AD,S(f1σ11Q\Ωl+2 , v~w1Q))
p′2σ2dx
)1/p′2
·
(∫
Q\Ωl+2
fp22 σ2
)1/p2
. [~w]
1/p
A~P
[v~w]
1/p′
A∞
([σ1]
1/p1
A∞
+ [σ2]
1/p2
A∞
) · v~w(Q)1/p′
×
(∫
Q\Ωl+2
fp11 σ1
)1/p1
·
(∫
Q\Ωl+2
fp22 σ2
)1/p2
,
where Lemma 2.5 and Lemma 2.6 are used. By Ho¨lder’s inequality, we have
I1 . [~w]A~P [v~w]
p/p′
A∞
([σ1]
1/p1
A∞
+ [σ2]
1/p2
A∞
)p
( ∑
l∈Z,Q∈Ql
∫
Q\Ωl+2
fp11 σ1
)p/p1
×
( ∑
l∈Z,Q∈Ql
∫
Q\Ωl+2
fp22 σ1
)p/p2
≤ [~w]A~P [v~w]
p/p′
A∞
([σ1]
1/p1
A∞
+ [σ2]
1/p2
A∞
)p‖f1‖pLp1 (σ1) · ‖f2‖
p
Lp2 (σ2)
.
3.2 Estimates of I2 and I3
In this subsection, we estimate I2 and I3. Since they are similar, we only estimate I2 and
the other one can be estimated similarly by the symmetry. We have∫
El(Q)
AD,S(f1σ11Q\Ωl+2 , f2σ21Q∩Ωl+2)(x)v~wdx
=
∫
Q∩Ωl+2
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)f2σ2dx
=
∑
R˜∈Ql+2
R˜⊂Q
∫
R˜
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)f2σ2dx.
Since El(Q) ⊂ Ωcl+2 and R˜ ∈ Ql+2, AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x) is a constant for x ∈ R˜.
Therefore, ∫
El(Q)
AD,S(f1σ11Q\Ωl+2 , f2σ21Q∩Ωl+2)(x)v~wdx
=
∑
R˜∈Ql+2
R˜⊂Q
∫
R˜
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)σ2dx · Eσ2R˜ f2
16
≤ 16
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2≤16E
σ2
Γ˜(Q)
f2
∫
R
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)σ2dx · Eσ2Γ˜(Q)f2
+
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
∫
R
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)σ2dx · Eσ2R˜ f2,
(3.11)
where Γ˜(Q) are the principal cubes with respect to f2 and σ2.
3.2.1 The part with Eσ2
R˜
f2 ≤ 16Eσ2Γ˜(Q)f2
For this part, we have
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2≤16E
σ2
Γ˜(Q)
f2
∫
R˜
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)σ2dx · Eσ2Γ˜(Q)f2
≤
∫
Q
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)σ2dx · Eσ2Γ˜(Q)f2.
For G˜ ∈ G˜, where G˜ is the set consisting of principal cubes with respect to f2 and σ2, set
g1(x) =
∑
l∈Z,Q∈Ql
Γ˜(Q)=G˜
f1(x)1Q\Ωl+2(x).
Then by the disjointness of El(Q) in l ∈ Z and Q ∈ Ql,
∑
l∈Z,Q∈Ql
( ∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2≤16E
σ2
Γ˜(Q)
f2
∫
R˜
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)σ2dx
·Eσ2
Γ˜(Q)
f2
)p
· v~w(El(Q))1−p
≤
∑
l∈Z,Q∈Ql
v~w(El(Q))
1−p
(∫
Q
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)σ2dx
)p
×
(
Eσ2
Γ˜(Q)
f2
)p
≤
∑
G˜∈G˜
∑
l∈Z,Q∈Ql
Γ˜(Q)=G˜
∫
El(Q)
(AD,S(f1σ11Q\Ωl+2 , σ21Q)(x))
pv~wdx · (Eσ2Γ˜(Q)f2)
p
≤
∑
G˜∈G˜
∫
G˜
(AD,S(g1σ1, σ21G˜)(x))
pv~wdx · (Eσ2G˜ f2)
p
. [~w]A~P [σ2]
p/p2
A∞
([σ1]
1/p1
A∞
+ [v~w]
1/p′
A∞
)p
∑
G˜∈G˜
(∫
gp11 σ1
)p/p1
σ2(G˜)
p/p2(Eσ2
G˜
f2)
p
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(be Lemma 2.5)
≤ [~w]A~P [σ2]
p/p2
A∞
([σ1]
1/p1
A∞
+ [v~w]
1/p′
A∞
)p
(∑
G˜∈G˜
∫
gp11 σ1
)p/p1
×
(∑
G˜∈G˜
σ2(G˜)(E
σ2
G˜
f2)
p2
)p/p2
≤ [~w]A~P [σ2]
p/p2
A∞
([σ1]
1/p1
A∞
+ [v~w]
1/p′
A∞
)p‖f1‖pLp1 (σ1) · ‖f2‖
p
Lp2 (σ2)
, (3.12)
where (3.6) is used in the last step.
3.2.2 The part with Eσ2
R˜
f2 > 16E
σ2
Γ˜(Q)
f2
By Ho¨lder’s inequality, we have
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
∫
R˜
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)σ2dx · Eσ2R˜ f2
≤
( ∑
R˜∈Ql+2
R˜⊂Q
σ2(R˜)
−p′2/p2
(∫
R˜
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)σ2dx
)p′2)1/p′2
·
( ∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
σ2(R˜)(E
σ2
R˜
f2)
p2
)1/p2
≤
(∫
Q∩Ωl+2
(AD,S(f1σ11Q\Ωl+2 , v~w1El(Q)))
p′2σ2dx
)1/p′2
·
( ∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
σ2(R˜)(E
σ2
R˜
f2)
p2
)1/p2
. [~w]
1/p
A~P
[v~w]
1/p′
A∞
([σ1]
1/p1
A∞
+ [σ2]
1/p2
A∞
)
(∫
Q\Ωl+2
fp11 σ1
)1/p1
v~w(Q)
1/p′
·
( ∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
σ2(R˜)(E
σ2
R˜
f2)
p2
)1/p2
,
where, again, Lemma 2.5 and Lemma 2.6 are used in the last step. Therefore, by Ho¨lder’s
inequality, we get
∑
l∈Z,Q∈Ql
( ∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
∫
R˜
AD,S(f1σ11Q\Ωl+2 , v~w1El(Q))(x)σ2dx
18
·Eσ2
R˜
f2
)p
· v~w(El(Q))1−p
. [~w]A~P [v~w]
p/p′
A∞
([σ1]
1/p1
A∞
+ [σ2]
1/p2
A∞
)p
( ∑
l∈Z,Q∈Ql
∫
Q\Ωl+2
fp11 σ1
)p/p1
·
( ∑
l∈Z,Q∈Ql
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
σ2(R˜)(E
σ2
R˜
f2)
p2
)p/p2
≤ [~w]A~P [v~w]
p/p′
A∞
([σ1]
1/p1
A∞
+ [σ2]
1/p2
A∞
)p‖f1‖pLp1 (σ1) · ‖f2‖
p
Lp2 (σ2)
, (3.13)
where (3.4) is used in the last step.
Combining (3.11), (3.12) and (3.13), we get
I2 . [~w]A~P
(
[σ1]
p/p1
A∞
[σ2]
p/p2
A∞
+ [v~w]
p/p′
A∞
([σ1]
p/p1
A∞
+ [σ2]
p/p2
A∞
)
)
×‖f1‖pLp1 (σ1) · ‖f2‖
p
Lp2 (σ2)
.
By symmetry, we also have
I3 . [~w]A~P
(
[σ1]
p/p1
A∞
[σ2]
p/p2
A∞
+ [v~w]
p/p′
A∞
([σ1]
p/p1
A∞
+ [σ2]
p/p2
A∞
)
)
×‖f1‖pLp1 (σ1) · ‖f2‖
p
Lp2 (σ2)
.
3.3 Estimate of I4
Similarly to the previous arguments, we have∫
El(Q)
AD,S(f1σ11Q∩Ωl+2 , f2σ21Q∩Ωl+2)(x)v~wdx
=
∑
R∈Ql+2
R⊂Q
∑
R˜∈Ql+2
R˜⊂Q
∫
R˜
AD,S(v~w1El(Q), σ11R)(x)σ2dx · Eσ1R f1 · Eσ2R˜ f2
≤
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1≤16E
σ1
Γ(Q)
f1
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2≤16E
σ2
Γ˜(Q)
f2
∫
R˜
AD,S(v~w1El(Q), σ11R)(x)σ2dx
×Eσ1R f1 · Eσ2R˜ f2
+
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1≤16E
σ1
Γ(Q)
f1
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
∫
R˜
AD,S(v~w1El(Q), σ11R)(x)σ2dx
×Eσ1R f1 · Eσ2R˜ f2
+
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2≤16E
σ2
Γ˜(Q)
f2
∫
R˜
AD,S(v~w1El(Q), σ11R)(x)σ2dx
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×Eσ1R f1 · Eσ2R˜ f2
+
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
∫
R˜
AD,S(v~w1El(Q), σ11R)(x)σ2dx
×Eσ1R f1 · Eσ2R˜ f2
:= I41(l, Q) + I42(l, Q) + I43(l, Q) + I44(l, Q).
3.3.1 Estimate of I41
We have
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1≤16E
σ1
Γ(Q)
f1
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2≤16E
σ2
Γ˜(Q)
f2
∫
R˜
AD,S(v~w1El(Q), σ11R)(x)σ2dx
×Eσ1R f1 · Eσ2R˜ f2
≤ 162
∫
Q∩Ωl+2
AD,S(v~w1El(Q), σ11Q∩Ωl+2)(x)σ2dx · Eσ1Γ(Q)f1 · Eσ2Γ˜(Q)f2
≤ 162
∫
El(Q)
AD,S(σ11Q, σ21Q)(x)v~wdx · Eσ1Γ(Q)f1 · Eσ2Γ˜(Q)f2.
Similarly to (3.7), for x ∈ El(Q), we have
AD,S(σ11Q, σ21Q)(x) ≤ 2AD,Sl(Q)(σ11Q, σ21Q)(x).
By Lemma 2.4, we have∑
l∈Z
∑
Q∈Ql
v~w(El(Q))
1−pI41(l, Q)
p
≤
∑
l∈Z
∑
Q∈Ql
v~w(El(Q))
1−p
(∫
El(Q)
AD,S(σ11Q, σ21Q)(x)v~wdx
)p
·(Eσ1Γ(Q)f1 · Eσ2Γ˜(Q)f2)
p
.
∑
l∈Z
∑
Q∈Ql
v~w(El(Q))
1−p
(∫
El(Q)
A
D,Sl(Q)
(σ11Q, σ21Q)(x)v~wdx
)p
·(Eσ1Γ(Q)f1 · Eσ2Γ˜(Q)f2)
p
≤
∑
l∈Z
∑
Q∈Ql
∫
El(Q)
(A
D,Sl(Q)
(σ11Q, σ21Q))
pv~wdx · (Eσ1Γ(Q)f1 · Eσ2Γ˜(Q)f2)
p
. [~w]A~p
(∑
G∈G
∑
l∈Z,Q∈Ql
Γ(Q)=G
∑
Ql,η∈Sl(Q)
σ1(Ql,η)(E
σ1
G f1)
p1
)p/p1
·
(∑
G˜∈G˜
∑
l∈Z,Q∈Ql
Γ˜(Q)=G˜
∑
Ql,η∈Sl(Q)
σ2(Ql,η)(E
σ2
G˜
f2)
p2
)p/p2
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(by Lemma 2.4 and Ho¨lder’s inequality)
≤ [~w]A~p [σ1]p/p1A∞ [σ2]
p/p2
A∞
(∑
G∈G
σ1(G)(E
σ1
G f1)
p1
)p/p1
×
(∑
G˜∈G˜
σ2(G˜)(E
σ2
G˜
f2)
p2
)p/p2
(by Lemma 2.3)
. [~w]A~p [σ1]
p/p1
A∞
[σ2]
p/p2
A∞
‖f1‖pLp1 (σ1)‖f2‖
p
Lp2 (σ2)
,
where (3.5) and (3.6) are used in the last step.
3.3.2 Estimates of I42 and I43
We have ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1≤16E
σ1
Γ(Q)
f1
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
∫
R˜
AD,S(v~w1El(Q), σ11R)(x)σ2dx · Eσ1R f1 · Eσ2R˜ f2
≤
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
∫
R˜
AD,S(v~w1El(Q), σ11Q)(x)σ2dx · Eσ1Γ(Q)f1 · Eσ2R˜ f2.
For simplicity, set
gQ :=
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
Eσ2
R˜
f21R˜.
We have ∑
l∈Z,Q∈Ql
v~w(El(Q))
1−p
(∫
El(Q)
AD,S(σ11Q, gQσ2)(x)v~wdx · Eσ1Γ(Q)f1
)p
=
∑
G∈G
∑
l∈Z,Q∈Ql
Γ(Q)=G
v~w(El(Q))
1−p
(∫
El(Q)
AD,S(σ11Q, gQσ2)(x)v~wdx · Eσ1G f1
)p
.
Set
hG := sup
Q:Q∈Ql,l∈Z
Γ(Q)=G
gQ.
We have ∑
G∈G
‖hG‖p2Lp2 (σ2) =
∑
G∈G
∫
hp2G σ2
≤
∑
G∈G
∑
Q:Q∈Ql,l∈Z
Γ(Q)=G
∫
gp2Q σ2
=
∑
G∈G
∑
Q:Q∈Ql,l∈Z
Γ(Q)=G
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
(Eσ2
R˜
f2)
p2σ2(R˜)
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=
∑
l∈Z,Q∈Ql
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
(Eσ2
R˜
f2)
p2σ2(R˜)
≤ ‖f2‖p2Lp2 (σ2). (by (3.4))
Since El(Q) are disjoint, we have∑
l∈Z
∑
Q∈Ql
v~w(El(Q))
1−pI42(l, Q)
p
≤
∑
G∈G
∑
l∈Z,Q∈Ql
Γ(Q)=G
v~w(El(Q))
1−p
(∫
El(Q)
AD,S(σ11Q, gQσ2)(x)v~wdx · Eσ1G f1
)p
≤
∑
G∈G
∑
l∈Z,Q∈Ql
Γ(Q)=G
∫
El(Q)
(AD,S(σ11G, hGσ2))
pv~wdx · (Eσ1G f1)p
≤
∑
G∈G
∫
G
(AD,S(σ11G, hGσ2))
pv~wdx · (Eσ1G f1)p
. [~w]A~P [σ1]
p/p1
A∞
([v~w]
1/p′
A∞
+ [σ2]
1/p2
A∞
)p
∑
G∈G
σ1(G)
p/p1(Eσ1G f1)
p‖hG‖pLp2 (σ2)
(by Lemma 2.5)
≤ [~w]A~P [σ1]
p/p1
A∞
([v~w]
1/p′
A∞
+ [σ2]
1/p2
A∞
)p‖f1‖pLp1 (σ1)
(∑
G∈G
‖hG‖p2Lp2 (σ2)
)p/p2
(by Ho¨lder’s inequality and (3.5))
≤ [~w]A~P [σ1]
p/p1
A∞
([v~w]
1/p′
A∞
+ [σ2]
1/p2
A∞
)p‖f1‖pLp1 (σ1) · ‖f2‖
p
Lp2 (σ2)
.
By symmetry, we get∑
l∈Z
∑
Q∈Ql
v~w(El(Q))
1−pI43(l, Q)
p . [~w]A~P [σ2]
p/p2
A∞
([v~w]
1/p′
A∞
+ [σ1]
1/p1
A∞
)p
×‖f1‖pLp1 (σ1) · ‖f2‖
p
Lp2 (σ2)
.
3.3.3 Estimate of I44
We have ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
∫
R˜
AD,S(v~w1El(Q), σ11R)(x)σ2dx · Eσ1R f1 · Eσ2R˜ f2
≤
( ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)
−p′1/p1
(∫
R
AD,S(v~w1El(Q), gQσ2)(x)σ1dx
)p′1)1/p′1
·
( ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)(E
σ1
R f1)
p1
)1/p1
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≤
(∫
Q
(AD,S(v~w1El(Q), gQσ2))
p′1σ1dx
)1/p′1( ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)(E
σ1
R f1)
p1
)1/p1
. [~w]
1/p
A~P
[v~w]
1/p′
A∞
([σ1]
1/p1
A∞
+ [σ2]
1/p2
A∞
)v~w(Q)
1/p′‖gQ‖Lp2 (σ2)
·
( ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)(E
σ1
R f1)
p1
)1/p1
,
where Lemma 2.5 and Lemma 2.6 are used in the last step. It follows that∑
l∈Z
∑
Q∈Ql
v~w(El(Q))
1−pI44(l, Q)
p
=
∑
l∈Z
∑
Q∈Ql
v~w(El(Q))
1−p
( ∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
Eσ1R f1 · Eσ2R˜ f2
∫
R˜
AD,S(v~w1El(Q), σ11R)(x)σ2dx
)p
. [~w]A~P [v~w]
p/p′
A∞
([σ1]
1/p1
A∞
+ [σ2]
1/p2
A∞
)p
(∑
l∈Z
∑
Q∈Ql
‖gQ‖p2Lp2 (σ2)
)p/p2
·
(∑
l∈Z
∑
Q∈Ql
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)(E
σ1
R f1)
p1
)p/p1
= [~w]A~P [v~w]
p/p′
A∞
([σ1]
1/p1
A∞
+ [σ2]
1/p2
A∞
)p
×
( ∑
l∈Z,Q∈Ql
∑
R˜∈Ql+2,R˜⊂Q
E
σ2
R˜
f2>16E
σ2
Γ˜(Q)
f2
σ2(R˜)(E
σ2
R˜
f2)
p2
)p/p2
×
(∑
l∈Z
∑
Q∈Ql
∑
R∈Ql+2,R⊂Q
E
σ1
R
f1>16E
σ1
Γ(Q)
f1
σ1(R)(E
σ1
R f1)
p1
)p/p1
. [~w]A~P [v~w]
p/p′
A∞
([σ1]
1/p1
A∞
+ [σ2]
1/p2
A∞
)p‖f1‖pLp1 (σ1) · ‖f2‖
p
Lp2 (σ2)
,
where (3.3) and (3.4) are used in the last step.
Summing up the above arguments, we get
I4 . [~w]A~P
(
[σ1]
p/p1
A∞
[σ2]
p/p2
A∞
+ [v~w]
p/p′
A∞
([σ1]
p/p1
A∞
+ [σ2]
p/p2
A∞
)
)
×‖f1‖pLp1 (σ1) · ‖f2‖
p
Lp2 (σ2)
.
This completes the proof of (1.1).
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3.4 Sharpness of the strong type estimates
Finally, we prove the sharpness. We use the example in [19]. That is,
R1(~f)(x)= p.v.
∫
(Rn)m
∑m
j=1(x1 − (yj)1)
(
∑m
j=1 |x− yj |2)(nm+1)/2
f1(y1) · · · fm(ym)dy1 · · · dym.
Assume that 0 < ε < 1. Let
fi(x) = |x|ε−nχ(0,1]n(x) and wi(x) = |x|(n−ε)(pi−1), i = 1, · · · ,m.
Then we have v~w = |x|(n−ε)(mp−1),
[~w]A~P = [v~w]Amp ≈ (1/ε)mp−1 and [σi]A∞ . 1/ε i = 1, · · · ,m.
Moreover,
‖R1(~f)‖Lp(v~w) ≥ (1/ε)m+1/p and
m∏
i=1
‖fi‖Lpi (wi) ≈ (1/ε)1/p.
It follows that our result is sharp whenever maxi{pi} ≤ p′/(mp − 1).
This completes the proof of Theorem 1.1.
4 Proof of Theorem 1.2
In this section, we give the proof of Theorem 1.2. We begin with the Whitney decompo-
sition.
Proposition 4.1 [6, Proposition 7.3.4] Let Ω be an open nonempty proper subset of Rn.
Then there exists a family of closed cubes {Qj}j such that
(i).
⋃
j Qj = Ω and the Qj’s have disjoint interiors;
(ii).
√
nl(Qj) ≤ dist (Qj ,Ωc) ≤ 4
√
nl(Qj);
(iii). if the boundaries of two cubes Qj and Qk touch, then
1
4
≤ l(Qj)
l(Qk)
≤ 4;
(iv). there exists some constant 1 < γ < 5/4 such that
∑
j χγQj(x) ≤ Cn.
Next we give a weak type estimate for the multilinear maximal function. Recall that
the multilinear maximal function is defined by
M(~f) = sup
Q∋x
m∏
i=1
1
|Q|
∫
Q
|fi(yi)|dyi
and the dyadic maximal function is defined by
MD (~f)(x) = sup
Q∋x,Q∈D
m∏
i=1
1
|Q|
∫
Q
|fi(yi)|dyi.
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Lemma 4.2 Let ~P = (p1, · · · , pm) with 1/p = 1/p1+ · · ·+1/pm and 1 < p1, · · · , pm <∞.
Suppose that ~w = (w1, · · · , wm) with ~w ∈ A~P . Then
‖M(~f)‖Lp,∞(v~w) ≤ Cm,n, ~P [~w]
1/p
A~P
m∏
i=1
‖fi‖Lpi (wi).
Proof. In [3], the authors proved that there exists 2n family of dyadic grids Dβ such that
M(~f)(x) ≤ 6mn
2n∑
β=1
MDβ (~f)(x),
where
MDβ (~f)(x) = sup
Q∋x,Q∈Dβ
m∏
i=1
1
|Q|
∫
Q
|fi(yi)|dyi.
For some fixed dyadic grid D ,
{x ∈ Rn :MD (~f) > α} =
⋃
k
Qk,
where {Qk}k are disjoint dyadic cubes in D and
m∏
i=1
1
|Qk|
∫
Qk
|fi(yi)|dyi > α.
It follows that
αp
(∑
k
v~w(Qk)
)
≤
∑
k
( m∏
i=1
1
|Qk|
∫
Qk
|fi|dyi
)p
v~w(Qk)
≤
∑
k
( m∏
i=1
∫
Qk
|fi|piwidyi
)p/pi v~w(Qk)∏mi=1 σi(Qk)p/p′i
|Qk|mp
≤ [~w]A~P
∑
k
( m∏
i=1
∫
Qk
|fi|piwidyi
)p/pi
≤ [~w]A~P
m∏
i=1
(∑
k
∫
Qk
|fi|piwidyi
)p/pi
≤ [~w]A~P
m∏
i=1
‖fi‖pLpi (wi).
Hence
‖MD (~f)‖Lp,∞(v~w) = sup
α>0
αv~w({x ∈ Rn :MD (~f) > α})1/p
= sup
α>0
α
(∑
k
v~w(Qk)
)1/p
≤ [~w]1/pA~P
m∏
i=1
‖fi‖Lpi (wi).
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This completes the proof. 
The following result can be proved similarly to [18, p. 1240] and we omit the details.
Lemma 4.3 Let T be an m-linear Caldero´n-Zygmund operator and Q be a cube. Set
Q∗ = 10
√
nQ and Q∗∗ = 10
√
nQ∗. Suppose that x, z ∈ Q and y ∈ Q∗. Then
|T (f1, · · · , fi−1, fiχ(Q∗∗)c , fi+1, · · · , fm)(x)− T (f1, · · · , fi−1, fiχ(Q∗∗)c ,
fi+1, · · · , fm)(y)| ≤ CM(f1, · · · , fm)(z).
Next we give a characterization of the weak boundedness of multilinear Caldero´n-
Zygmund operators.
Lemma 4.4 Let 1 < p, p1, p2 < ∞ and ~w ∈ A~P , where ~w := (w1, w2) and ~P := (p1, p2)
with 1/p = 1/p1 + 1/p2. Suppose that T is a multilinear Caldero´n-Zygmund operator.
Then the following assertions are equivalent.
(i). ‖T (f1σ1, f2σ2)‖Lp,∞(v~w) ≤ C
∏2
i=1 ‖fi‖Lpi (σi);
(ii).
∫
Q |T (f1σ1χQ, f2σ2χQ)(x)|v~w(x)dx ≤ C ′
∏2
i=1 ‖fi‖Lpi (σi)v~w(Q)1/p
′
for all cubes Q ⊂
Rn and all functions fi ∈ Lpi(σi), i = 1, 2.
Proof. (i)⇒ (ii): By the weak type boundness of T , we have∫
Q
|T (f1σ1χQ, f2σ2χQ)(x)|v~w(x)dx
=
∫ ∞
0
v~w{x ∈ Q : |T (f1σ1χQ, f2σ2χQ)(x)| > λ}dλ
≤
∫ ∞
0
min{v~w(Q), λ−p‖T (f1σ1χQ, f2σ2χQ)‖pLp,∞(v~w)}dλ
= p′‖T (f1σ1χQ, f2σ2χQ)‖Lp,∞(v~w)v~w(Q)1/p
′
≤ p′C
2∏
i=1
‖fi‖Lpi (σi)v~w(Q)1/p
′
.
(ii)⇒(i): Let Ω be an open set containing {x : |T (f1σ1, f2σ2)(x)| > λ}. Form the
Whitney decomposition to Ω, we get Whitney cubes Qj. Set Q
∗
j = 10
√
nQj and Q
∗∗
j =
10
√
nQ∗j . Let γ be defined as that in Proposition 4.1. In the following, we prove that
v~w{x ∈ Rn : |T (f1σ1, f2σ2)(x)| > 2λ,M(f1σ1, f2σ2)(x) ≤ βλ}
. βv~w(Ω) + T p∗ β−pλ−p
m∏
i=1
‖fi‖pLpi (σi), (4.1)
where
T∗ = sup
‖fi‖Lpi (σi)
≤1
i=1,2
sup
Q
v~w(Q)
−1/p′
∫
Q
|T (f1σ1χQ, f2σ2χQ)(x)|v~w(x)dx.
By Whitney’s decomposition, we only need to estimate
v~w{x ∈ Qj : |T (f1σ1, f2σ2)(x)| > 2λ,M(f1σ1, f2σ2)(x) ≤ βλ}. (4.2)
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Assume that there exists some zj ∈ Qj such thatM(f1σ1, f2σ2)(zj) ≤ βλ. Otherwise, (4.2)
is zero. By the property of Whitney decomposition, we can also choose some yj ∈ Q∗j such
that yj ∈ Ωc. Since {x : |T (f1σ1, f2σ2)(x)| > λ} ⊂ Ω, we have |T (f1σ1, f2σ2)(yj)| ≤ λ.
For any fi, i = 1, 2, denote f
0
i = fiχγQj and f
∞
i = fiχ(γQj)c . We consider every f
αi
i
separately, where αi = 0 or ∞.
Similarly as that in [18], we consider first the case α1 = α2 =∞. For x ∈ Qj, we have
|T (f∞1 σ1, f∞2 σ2)(x)− T (f∞1 σ1, f∞2 σ2)(yj)|
≤ |T (f1σ1χ(Q∗∗j )c , f
∞
2 σ2)(x)− T (f1σ1χ(Q∗∗j )c , f
∞
2 σ2)(yj)|
+|T (f1σ1χQ∗∗j \γQj , f
∞
2 σ2)(x) − T (f1σ1χQ∗∗j \γQj , f
∞
2 σ2)(yj)|
≤ |T (f1σ1χ(Q∗∗j )c , f
∞
2 σ2)(x)− T (f1σ1χ(Q∗∗j )c , f
∞
2 σ2)(yj)|
+|T (f1σ1χQ∗∗j \γQj , f2σ2χ(Q∗∗j )c)(x)−T (f1σ1χQ∗∗j \γQj , f2σ2χ(Q∗∗j )c)(yj)|
+|T (f1σ1χQ∗∗j \γQj , f2σ2χQ∗∗j \γQj )(x)|
+|T (f1σ1χQ∗∗j \γQj , f2σ2χQ∗∗j \γQj )(yj)|
≤ C1M(f1σ1, f2σ2)(zj) + |T (f1σ1χQ∗∗j \γQj , f2σ2χQ∗∗j \γQj)(yj)|.
Next, suppose that αi =∞ for i = 1 or i = 2. Without loss of generality, assume that
i = 1. We have
|T (f∞1 σ1, f02σ2)(x)− T (f∞1 σ1, f02σ2)(yj)|
≤ |T (f1σ1χ(Q∗∗j )c , f
0
2σ2)(x)− T (f1σ1χ(Q∗∗j )c , f
0
2σ2)(yj)|
+|T (f1σ1χQ∗∗j \γQj , f02σ2)(x)| + |T (f1σ1χQ∗∗j \γQj , f02σ2)(yj)|
≤ C2M(f1σ1, f2σ2)(zj) + |T (f1σ1χQ∗∗j \γQj , f02σ2)(yj)|.
Hence
|T (f1σ1, f2σ2)(x)− T (f01σ1, f02σ2)(x)− T (f1σ1, f2σ2)(yj)|
≤ C3M(f1σ1, f2σ2)(zj) + |T (f01σ1, f02σ2)(yj)|
+|T (f1σ1χQ∗∗j \γQj , f2σ2χQ∗∗j \γQj)(yj)|
+|T (f1σ1χQ∗∗j \γQj , f02σ2)(yj)|+ |T (f01σ1, f2σ2χQ∗∗j \γQj )(yj)|.
Consequently, for any 0 < δ < 1/2,
|T (f1σ1, f2σ2)(x)− T (f01σ1, f02σ2)(x)− T (f1σ1, f2σ2)(yj)|δ
≤ (C3β)δλδ +Σ′δ,
where
Σ′ = |T (f01σ1, f02σ2)(yj)|+ |T (f1σ1χQ∗∗j \γQj , f2σ2χQ∗∗j \γQj )(yj)|
+|T (f1σ1χQ∗∗j \γQj , f02σ2)(yj)|+ |T (f01σ1, f2σ2χQ∗∗j \γQj)(yj)|.
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Note that |Q∗j
⋂
Ωc| is comparable with |Q∗∗j | due to the property of the Whitney decom-
position. Integrating over yj ∈ Q∗j
⋂
Ωc, we have
1
|Q∗j
⋂
Ωc|
∫
Q∗j
⋂
Ωc
∣∣∣T (f1σ1, f2σ2)(x)− T (f01σ1, f02σ2)(x)
−T (f1σ1, f2σ2)(yj)
∣∣∣δdyj
≤ (C3βλ)δ + 1|Q∗j
⋂
Ωc|
∫
Q∗j
⋂
Ωc
Σ′δdyj
≤ (C3βλ)δ + C4M(f1σ1, f2σ2)(zj)δ,
where Kolmogorov’s inequality and the L1×L1 → L1/2,∞ boundedness of T are used, see
[18, p. 1239]. Since
|T (f1σ1, f2σ2)(x) − T (f01σ1, f02σ2)(x)− T (f1σ1, f2σ2)(yj)|δ
≥ |T (f1σ1, f2σ2)(x) − T (f01σ1, f02σ2)(x)|δ − |T (f1σ1, f2σ2)(yj)|δ
≥ |T (f1σ1, f2σ2)(x) − T (f01σ1, f02σ2)(x)|δ − λδ,
we have
|T (f1σ1, f2σ2)(x)− T (f01σ1, f02σ2)(x)| ≤ (1 + C5β)λ.
It follows that for β ≤ (2C5)−1,
|T (f1σ1, f2σ2)(x) − T (f01σ1, f02σ2)(x)| ≤ (1 + C5β)λ ≤ 3λ/2.
Denote
Ej = {x ∈ Qj : |T (f1σ1, f2σ2)(x)| > 2λ;M(f1σ1, f2σ2)(x) ≤ βλ}.
Then we have
Ej ⊂ {x ∈ Qj : |T (f01σ1, f02σ2)(x)| > λ/2}.
Therefore,
∑
j
v~w(Ej) ≤ β−p
∑
j:v~w(Ej)>βv~w(γQj)
v~w(Ej)
(
2
λv~w(γQj)
∫
Ej
|T (f01σ1, f02σ2)|v~w
)p
+β
∑
j:v~w(Ej)≤βv~w(γQj)
v~w(γQj)
:= I + II.
By Ho¨lder’s inequality, we have
I ≤ ( 2
βλ
)pT p∗
∑
j
2∏
i=1
(∫
γQj
|fi(yi)|piσidyi
)p/pi
≤ ( 2
βλ
)pT p∗
2∏
i=1

∫
Rn
(
∑
j
χγQj )|fi(yi)|piσidyi


p/pi
. β−pλ−pT p∗
2∏
i=1
‖fi‖pLpi (σi).
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On the other hand, by the property of Whitney’s decomposition,
II ≤ β
∑
j
v~w(γQj) ≤ Cnβv~w(Ω).
This proves (4.1). Taking the infimum over Ω, we have
v~w{x ∈ Rn : |T (f1σ1, f2σ2)(x)| > 2λ;M(f1σ1, f2σ2)(x) ≤ βλ}
. βv~w{x ∈ Rn : |T (f1σ1, f2σ2)(x)| > λ}+ T p∗ β−pλ−p
2∏
i=1
‖fi‖pLpi (σi).
It follows that
‖T (f1σ1, f2σ2)‖pLp,∞(v~w)
= sup
λ>0
(2λ)pv~w{|T (f1σ1, f2σ2)(x)| > 2λ}
≤ sup
λ>0
(2λ)pv~w{|T (f1σ1, f2σ2)(x)| > 2λ;M(f1σ1, f2σ2)(x) ≤ βλ}
+sup
λ>0
(2λ)pv~w{M(f1σ1, f2σ2)(x) > βλ}
≤ sup
λ>0
2pβC6λ
pv~w{x ∈ Rn : |T (f1σ1, f2σ2)(x)| > λ}
+(2p‖M‖pLp1 (w1)×Lp2 (w2)→Lp,∞(v~w) + C6T
p
∗ )β
−p
2∏
i=1
‖fi‖pLpi (σi)
= 2pβC6‖T (f1σ1, f2σ2)‖pLp,∞(v~w)
+(2p‖M‖pLp1 (w1)×Lp2 (w2)→Lp,∞(v~w) + C6T
p
∗ )β
−p
2∏
i=1
‖fi‖pLpi (σi).
Let β = min{(2C5)−1, (2p+1C6)−1}. By Lemma 4.2, we get
‖T (f1σ1, f2σ2)‖Lp,∞(v~w) . (T∗ + [~w]
1/p
A~P
)
2∏
i=1
‖fi‖Lpi(σi). (4.3)

The following is a characterization of the weak boundedness of AD,S .
Lemma 4.5 Let 1 < p, p1, p2 < ∞ and ~w ∈ A~P , where ~w := (w1, w2) and ~P := (p1, p2)
with 1/p = 1/p1 + 1/p2. Suppose that D is a dyadic grid and S is a sparse family in D .
Then the following assertions are equivalent.
(i). ‖AD,S(|f1|σ1, |f2|σ2)‖Lp,∞(v~w) ≤ C
∏2
i=1 ‖fi‖Lpi (σi);
(ii).
∫
QAD,S(|f1|σ1χQ, |f2|σ2χQ)(x)v~w(x)dx ≤ C
∏2
i=1 ‖fi‖Lpi (σi)v~w(Q)1/p
′
for all cubes
Q ⊂ Rn and all functions fi ∈ Lpi(σi), i = 1, 2;
(iii).
∫
QAD,S(|f1|σ1χQ, |f2|σ2χQ)(x)v~w(x)dx ≤ C
∏2
i=1 ‖fi‖Lpi (σi)v~w(Q)1/p
′
for all dyadic
cubes Q ∈ S and all functions fi ∈ Lpi(σi), i = 1, 2.
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Proof. (i)⇒ (ii) is similar to the proof of Lemma 4.4. (ii)⇒(iii) is obvious. We only need
to prove (iii)⇒ (i).
For any t > 0, denote Ωt := {x ∈ Rn : AD,S(|f1|σ1, |f2|σ2)(x) > t} :=
⋃
ζ Pζ , where Pζ
are pairwise disjoint maximal cubes in Ωt. We have
∑
Qj,k⊃Pζ
2∏
i=1
1
|Qj,k|
∫
Qj,k
|fi(yi)|σidyi > t,
and ∑
Qj,k)Pζ
2∏
i=1
1
|Qj,k|
∫
Qj,k
|fi(yi)|σidyi ≤ t.
Therefore, for x ∈ Eζ = Pζ ∩ Ω2t, we have
2t < AD,S(|f1|σ1, |f2|σ2)(x) ≤ AD,S(|f1|σ11Pζ , |f2|σ21Pζ )(x) + t.
That is,
AD,S(|f1|σ11Pζ , |f2|σ21Pζ )(x) > t, x ∈ Eζ .
It follows that
(2t)pv~w(Ω2t)
= (2t)p
∑
ζ
v~w(Eζ)
≤ 2p
∑
v~w(Eζ)>βv~w(Pζ)
v~w(Eζ)
(
1
v~w(Eζ)
∫
Eζ
AD,S(|f1|σ11Pζ , |f2|σ21Pζ )(x)dx
)p
+(2t)p
∑
v~w(Eζ)≤βv~w(Pζ)
βv~w(Pζ)
≤ 2pβ1−p
∑
ζ
v~w(Pζ)
1−p
(∫
Pζ
AD,S(|f1|σ11Pζ , |f2|σ21Pζ )(x)dx
)p
+2pβ‖AD,S(|f1|σ1, |f2|σ2)‖pLp,∞(v~w)
≤ Cp2pβ1−p
∑
ζ
(∫
Pζ
|f1|p1σ1
)p/p1
·
(∫
Pζ
|f2|p2σ2
)p/p2
+2pβ‖AD,S(|f1|σ1, |f2|σ2)‖pLp,∞(v~w)
≤ Cp2pβ1−p‖f1‖pLp1 (σ1)‖f2‖
p
Lp2 (σ2)
+ 2pβ‖AD,S(|f1|σ1, |f2|σ2)‖pLp,∞(v~w).
By setting β = 2−p−1 and taking the supremum of t, we get the conclusion desired. 
Now we are ready to prove Theorem 1.2.
Proof of Theorem 1.2. By setting the Banach space X to be L1v~w(Q), we see from
(2.1) that ∫
Q
|T (f1σ1χQ, f2σ2χQ)(x)|v~w(x)dx
. sup
D,S
∫
Q
AD,S(|f1|σ1χQ, |f2|σ2χQ)(x)v~w(x)dx.
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Hence
v~w(Q)
−1/p′
∫
Q
|T (f1σ1χQ, f2σ2χQ)(x)|v~w(x)dx
. sup
D,S
v~w(Q)
−1/p′
∫
Q
AD,S(|f1|σ1χQ, |f2|σ2χQ)(x)v~w(x)dx.
For fixed D ,S, by Lemma 4.5, it suffices to estimate
v~w(Q)
−1/p′
∫
Q
AD,S(|f1|σ1χQ, |f2|σ2χQ)(x)v~w(x)dx
for dyadic cube Q ∈ S. By Lemma 2.5, we have
v~w(Q)
−1/p′
∫
Q
AD,S(|f1|σ1χQ, |f2|σ2χQ)(x)v~w(x)dx
≤ v~w(Q)−1/p′
∫
Q
AD,S(v~wχQ, |f2|σ2χQ)|f1|σ1(x)dx
≤ v~w(Q)−1/p′
(∫
Q
(AD,S(v~wχQ, |f2|σ2χQ))p
′
1σ1dx
)1/p′1
·
(∫
Q
|f1|p1σ1(x)dx
)1/p1
. [~w]
1/p
A~P
[v~w]
1/p′
A∞
([σ1]
1/p1
A∞
+ [σ2]
1/p2
A∞
)‖f1‖Lp1 (σ1)‖f2‖Lp2 (σ2).
By (4.3), we get the conclusion desired. 
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