[1] The aurora often breaks down into elongated filaments that are aligned with the geomagnetic field. It is natural to infer from this that when important structures are found in the electrostatic fields they, too, will follow a cylindrical geometry. With ionospheric applications in mind, we have therefore studied the response of the ion distribution function and its transport properties to the sudden introduction of an electric field which increases linearly with radial distance. In this first study we have considered collision-free conditions. We have solved the attendant Boltzmann equation by tracking the ions back in time, thereby using the temporal link between the initial position and velocity of an ion and its position and velocity at an arbitrary time and place. We have obtained a complete analytical solution for the ion trajectories and the ion distribution function, in addition to the transport properties, for all values of time and space. We have found that individual ions gyrate in phase at a frequency other than the conventional gyrofrequency while the associated velocity distribution pulsates at a non-steady rate. Nevertheless, for an initially uniform Maxwellian velocity distribution, the distribution remains Maxwellian for all times, although the drift, density and temperature of that distribution keep changing with time (while staying independent of position). The valuable physical insights gained from the present results will make it feasible to obtain the ion distribution function under more complicated electric field patterns as well as in collisional situations.
Introduction
[2] The auroral ionosphere is well-known for its large and spatially, as well as temporally, variable electric fields, particularly in the direction perpendicular to the magnetic field. The ion velocity distribution of the ionosphere can, as a result, be driven to important departures from the thermal equilibrium Maxwellian velocity distribution. This problem has been studied in the auroral ionosphere for a limited number of collisional and collision-free situations.
[3] Following an initial study by Schunk and Walker [1972] , the collisional problem in the presence of uniform perpendicular electric fields where collisions are dominated by ion-neutral interactions has been studied the most. An earlier comprehensive review of this particular topic is given by St.-Maurice and Schunk [1979] , while reviews of later work on the subject can also be found in the introductions of Winkler et al. [1992] and Gaimard et al.
[1998] both of whom also added a sophisticated MonteCarlo technique to the earlier, more limited, theoretical results. In essence, it has now been established that under strong electric field conditions the ion velocity distribution between 130 and 400 km altitudes tends to become depleted in velocity space around the E Â B drift point itself. This follows from the fact that collisions with slow neutrals slow down the ions one by one, forcing them to orbit in greater numbers at a large velocity distance around the E Â B drift point rather than close to the E Â B drift itself. These types of distributions have been observed directly with a Retarding Potential Analyzer [St.-Maurice et al., 1976] and more indirectly through their effect on incoherent radar spectra [Lockwood et al., 1987] . The observations documented the importance of a proper knowledge of the velocity distribution in order to correctly extract plasma parameters from the data. In particular, the observations showed that there could be very large errors on the composition or the temperatures under strong electric field conditions if simple Maxwellians were fitted to the data instead of more proper velocity distributions.
[4] There has, to our knowledge, been only one study of the more complicated problem of obtaining velocity distributions in the presence of perpendicular inhomogeneous electric fields. Said study was carried out for the collisional regime only and involved situations for which the electric field varied linearly in space along a particular direction, perpendicular to the magnetic field. The calculations were carried out for a simple relaxation collision model; a similar model had been used in earlier work to get the basic physical description of the velocity distribution for the uniform perpendicular electric field case. By comparison to the uniform case, the new velocity distributions in the F region were crescent-(or horseshoe-) shaped, while retaining their symmetries along the electric field direction (in agreement with the fact that Pedersen currents are weak in the F region). The distortions from the toroidal shape were found to be due to the fact that ions coming from more distant points in space had suffered more acceleration and were therefore more energetic than ions coming from closer locations. The study also established that the inhomogeneity in the field had to be on scales of the order of a few gyroradii in order for the departures from the more familiar toroidal shape to be substantial.
[5] Two types of collision-free problems in response to the onset of a strong perpendicular field have also been studied over the years for the auroral ionosphere. The simplest case is the one for which an electric field is suddenly turned on at time t = 0 [Cole, 1971] . In terms of an initial condition where the ions have a stationary relatively cold Maxwellian velocity distribution prior to the electric field turn-on, the problem is equivalent to injecting ions at a zero initial mean velocity at time t = 0, in the presence of a strong electric field. The ions oscillate in phase and therefore the velocity distribution is seen to pulsate: the mean drift describes a circle in velocity space as the Pedersen and Hall components of the drift undergo their cyclic pattern. This happens because all ions have the same gyrofrequency, irrespective of their initial velocities (valid for a uniform case but not necessarily for inhomogeneous electric fields). In the context of ionospheric situations the collision-free problem applies only as long as the timescales are shorter than a collision time. Below 400 km altitude this means a few seconds at most. Note that a second type of solution remains possible for the collisionfree case, namely, a Maxwellian with the initial temperature and drifting at the plasma new E Â B drift value. This situation arises if the electric field changes slowly from its initial zero value to its final value. Specifically, the timescale over which the E Â B drift changes by one thermal speed simply has to be appreciably less than the ion cyclotron period.
[6] In a different collision-free study Ganguli et al. [1988] obtained collision-free ion velocity distributions again following the onset of a perpendicular electric field with a linear divergence. The authors had in mind instability calculations in the presence of shears at high enough altitudes, so that collisions would not affect the velocity distributions for a sufficiently long time. After finding the invariants for the problem Ganguli et al. [1988] used an arbitrary distribution of this invariant without attempting to relate this distribution to a particular initial or boundary condition. This choice of solution may have been valid for a slowly changing electric field in time. However, we will show in the present paper that the task of actually linking the collision-free distribution even just to simple initial conditions for a fast change in the electric field can actually be surprisingly non-trivial even when all the invariants of the motion are known.
[7] A second type of collision-free ion velocity distribution problem was also studied analytically by Loranc and St.-Maurice [1994] and with the use of a simple MonteCarlo calculation by Wilson [1994] . In these studies, the electric field turn-on was implicitly assumed to be slow enough to see the collision-free solution keep its Maxwellian shape at the initial temperature, albeit with the addition of an E Â B drift. After this initial setup, however, the collision-free region above the region of frictional (collisional) heating was affected by the collisional results lower down, through a collisional boundary transition condition. Specifically, in the presence of a surge in the electric field the collisional ions below 400 km got hot while the ions above that height did not get heated quickly. The hot ions therefore traveled up along the field lines, gradually replacing the cold ones. During an important transition phase that lasted for quite a long time at higher altitudes, the injected ions ultimately formed cold fast ion beams moving along the magnetic field far above the collisional boundary. In these calculations, the perpendicular distribution was basically advected with the parallel moving ions while the background ions were assumed to be unaffected by the changing electric fields (except for the acquisition of a perpendicular drift).
[8] In the present paper we turn our attention to the ion velocity distribution that one should expect in the auroral plasma in a cylindrical geometry. Similar problems have been considered, to a certain extent in other types of plasmas (e.g., fusion plasma) [Vandenplas and Gould, 1964; Roig and Schoutens, 1986; Date and Shimozuma, 2001; Takahashi et al., 2004] . Our motivation for tackling this problem is that there are many instances of cylindrical charge/electric field arrangements in the auroral ionosphere. On larger scales, convection vortices, 1000 to 3000 km in size, have been reported and studied by a number of authors [e.g., Vogelsang et al., 1993; Huang et al., 1998 ]. Smaller cylindrical regions are also known to exist, for example in auroral rays. The smallest ionospheric cylindrical structures that we are aware of can be as small as 10 to 20 m, and have been described as lower hybrid cavities [Schuck et al., 2003] . On the basis of the results obtained by St. the smaller the radii of the cylinders become, the more the inhomogeneity of the electric field is likely to affect the ion velocity distribution.
[9] The complexity of the calculation in a cylindrical geometry requires that we approach the cylindrical geometry through a series of incremental steps so as to be able to understand the physics and develop suitable approaches based on this knowledge for the solution of more realistic problems. In this first paper dealing with the cylindrical geometry, we attack the most basic problem we can solve toward our goal to gain important insights into the more complicated situations, while still being able to obtain complete analytical solutions: we tackle a situation for which the strength of the ambient electric field increases linearly with the radius of the cylinder. We assume that we are well inside the cylinder, thereby neglecting radial edge effects and features associated with the decaying field outside the cylinder. We also make the cylinder negative and we solve the collision-free problem. The underlying physical model is that of a uniformly charged cylinder of excess electrons that forms on a timescale much shorter than the ion gyroperiod. These electrons need not exceed the ambient density by more than one charge in 10 5 . The ambient electrons, with their small gyroradii and large thermal speeds can be assumed to simply remain Maxwellian while E Â B drifting in response to the electric field. In the present work, the electric field is assumed to be maintained, irrespective of the ion response.
[10] In this particular study, we also focus on the ion response to the electric field over a time-scale shorter than the collision time. In later publications we will add ion collisions with neutrals, as the solutions obtained here will prove very useful for collisional applications. The present work will also set the way for more realistic electric field configurations, and allow us, for instance, to study distributions near to the radial edge of charged cylinders.
[11] The structure of the remainder of our paper is as follows: Section 2 discusses the ion motion in a cylindrical geometry for an inward electric field that increases in proportion to radial distance. Section 3 uses these trajectories to obtain the collision-free ion distribution functions that are appropriate to our cylindrical geometry. Section 4 describes the behavior of the transport properties associated with these distributions. Section 5 offers a quick summary and discussion. The appendices provide some mathematical details regarding the ion orbits.
Electrons and Ions in a Cylindrically Symmetric Electric Field

Background Properties
[12] The simplest useful model we can consider for cylindrically symmetric electric fields is one for which the net charge density is uniform within the cylindrical region.
As mentioned in the introduction this model requires excess electrons but does not mean that the plasma violates quasineutrality. We assume here that the cylindrically charged region is made of electrons and that these electrons can be very dynamic so that the net charge produced by their accumulation over a cylindrical region can appear over a timescale that's much faster than the ion gyroperiod. Of course the timescale must not be so short as to produce magnetic perturbations that could compete with the ambient magnetic field. However, even with electric fields of 1 V/m at a distance of 100 m from the center it can be shown that a magnetic perturbation 1% the value of the ambient field would require a timescale as short as 1 nanosecond, which is much shorter than the timescales we have in mind here.
[13] The framework for the problem considered in the present paper is described in Figure 1 . As shown in that figure, we use coordinates (r, f, z) in real space. The electric field points in the Àr direction.
[14] As stated already, inside our cylinder, the background electron density n e0 and the ion density n 0 satisfy n e0 % n 0 and the plasma is taken to be quasi-neutral. Let dn e be the perturbed uniform electron density associated with the creation of the electric field. The spatial distribution of the resulting electrostatic field E = E r = E rr (wherer is the unit radial vector) can be obtained from Gauss' law
in which 0 is the permittivity of space. As a result the electric field is given by the expression
where E c = dn e [eR 0 /(2 0 )] is positive and R c is a characteristic radius at which E r = ÀE c . Clearly, the electric field within the cylinder is linear, and points radially inward. We can check that the plasma is quasi-neutral with the following numbers: if we were to let E c = 100 mV/m at R c = 10 m, the corresponding space-charge number density would need to be dn e % 1.11 Â 10 6 m
À3
. This is 10 4 to 10 6 times smaller than the ambient plasma density in the ionosphere.
[15] In our model, the axis of the charged cylinder is along a geomagnetic field line. For the problem at hand, the magnetic field B can furthermore be assumed to be homogeneous in space: B = Bẑ (whereẑ is the unit axial vector). It follows that the electric field is perpendicular to the ambient magnetic field. Using a typical value of 5 Â 10 À5 Tesla (0.5 Gauss) for the magnetic field, the E Â B drift speed E/B becomes 2 km/s for a 100 mV/m electric field.
[16] For O + ions in the auroral ionosphere at an initial temperature T 0 = 1000 K, the speed E/B is typically larger than the ion initial thermal speed (v T0 = ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 2k b T 0 =m i p where k b is the Boltzmann constant, and m i is the ion mass) which is of the order of 1 km/s. The drift speed from a 100 mV/m field is likewise also large compared to the thermal speed of the neutral gas (<1 km/s) with which the ions collide (although collisions are not considered in the present paper). We note, however, that for electrons, the E Â B drift speed is very small relative to the thermal speed, which exceeds Figure 1 . Cylindrical coordinates with reference to the Cartesian frame. We assume that at time t = 0 a negatively charged region is created along an infinitely long column, in which the density n c is assumed to be uniform everywhere. The electric field, E, points radially inward and is a linear function of r, namely, E = ÀE c r/R c where E c and R c are positive constants. When B is upward, E Â B points in the f-direction. 100 km/s. Any departures from a Maxwellian velocity distribution due to the Lorentz force under such small ratios of the drift speed to the thermal speed have to be negligible [e.g., St.-Maurice and Schunk, 1979] . This also means that the thermal electrons can simply be assumed to be E Â B drifting and Maxwellian for the situation at hand.
Ion Equations of Motion and Their Solutions
[17] In addition to the above considerations, we can of course safely neglect the influence of gravity in directions perpendicular to the geomagnetic field since it can easily be shown that the gravitational force is several orders smaller than the electromagnetic forces. In the crossed electric field E and magnetic field B, individual ion trajectories in the plane perpendicular to the geomagnetic field are therefore determined by the following equations of motion:
where r and v are the position and velocity vectors of the ion, respectively.
[18] The kinetic solutions that we seek require that we integrate the ion equations of motion for the situation at hand. This can be done using several methods, all of which have their advantages. It is appropriate to first express the equations in cylindrical coordinates in space. For our particular electric field model, equation (3) is then written as
in which W = eB/m i is the ion gyrofrequency. Equation (4) provides expressions for Newton's second law of motion in both the radial and azimuthal directions.
[19] It also proves useful to express the equations in terms of non-dimensional variables. Using the initial thermal speed (v T 0 ), the ion gyroperiod (T W = 2p/W), and the initial ion thermal gyroradius (r T = v T0 T W ) as the units of speeds (v r = _ r and v f = r _ f), time (t), and radial position (r), respectively, equation (4) gives a dimensionless set of firstorder linear differential equations, along with initial conditions {r 0 , f 0 , v r 0 , v f0 } at t = 0, as follows:
in which
[20] In general the equations would have to be integrated numerically. However, for the linearly varying electric field used here, the equations are analytically integrable. In section 3, we use a direct integration of equation (5) to obtain the orbits. However, while this method works fine mathematically, it hides a lot of the important physics. In Appendix A we therefore introduce two other methods of integration inspired from a presentation by Davidson [2001] . These methods prove useful in that they deliver a much clearer physical understanding of the orbits. The first alternative approach expresses the equations in what is at first an arbitrary rotating coordinate system. In that system a centrifugal and a Coriolis acceleration term are both present.
As shown in Appendix A1, there is one particular choice of a rotating frame, with a frequency w r , in which the acceleration is actually simply perpendicular to the velocity. Therefore from the point of view of that rotating frame, the ions follow a circle in velocity space. The angular frequency observed in the rotating frame is a generalization of the usual cyclotron frequency. The frequency of the rotating frame itself is much smaller than that. At small enough values of E c /B (or large values of R c ), the period of rotation is in fact simply the time it takes for an E Â B drifting particle to go around the cylinder. The emerging picture, at least in the presence of weaker electric fields, is that of ions suffering cyclotron-like velocity oscillations as they E Â B drift around the cylinder. For larger electric fields the basic picture remains, but the frequencies are no longer equal to the simple expressions just discussed.
[21] Another analytical approach that we studied is discussed in Appendix A2. This method uses the complex variable Z = x + iy to solve the coupled differential equations in x and y. The starting point is to express the original variables in the form Z = Z 0 exp(iw r t). In effect, this is the same thing as expressing the equations in a suitable rotating frame. Not surprisingly, the frequency of choice is identical to what was found using rotating coordinates as our starting point. Beyond that, however, the integrals to perform are all first order differential equations. This has the virtue to produce analytical solutions in terms of clearly stated initial conditions and clear rotation frequencies.
[22] In Figure 2a we have used our analytical solution to show how the ions travel in the x À y plane (we doublechecked that the solutions were the same as those obtained with a numerical integration). Initially, the ions are accelerated toward the center of the cylinder. As they move in, however, the electric force decreases (weakening electric field) while the velocity increases. This means that at some point the magnetic force becomes large enough to turn the ion around and send it back to a point where the initial conditions in r and v will be repeated so that the cycle will start anew. The velocity in the x À y plane also oscillates, except that it goes through sign reversals and therefore passes through zero at the largest distances reached in the orbits: this can be seen in Figure 2b . In that figure we also note that the velocity oscillations undergo a systematic rotation in the v x À v y plane. This suggests that a better way to look at the results is to examine the velocity components along the radial and tangential direction instead of in a fixed direction specified by x or y. Namely, we should be looking at v r = v Á r/r and v f = v Â r/r. When this is done, the velocity field becomes much simpler, taking the form of a somewhat distorted circle (see Figure 2c ). This confirms that the better way to visualize the solution is to picture the ions in the rotating frame undergoing a circular motion while the center of the circle is itself oscillating back and forth. This way to look at the ion velocity is described by the first expression given in equation (A32) and is indeed the motivation for the approach used in the appendix.
Retrieval of the Collision-Free Ion Velocity Distribution
[23] To obtain the ion distribution function f i in the absence of collisions, we have to solve the following Boltzmann equation:
Notice here that the electric field is assumed to be ''external'', i.e., maintained by dynamical processes that are supposed for now to be unaffected by the local behavior of the ions. In that sense, we are solving a Boltzmann equation, rather than a Boltzmann-Vlasov equation in which the electric field contains both ''external'' and ''internal'' components.
[24] The function f i describes the probability of finding an ion in a particular volume element in six-dimensional phase space. The system, in this case the ion component of the gas, is composed of identical particles occupying the volume element drdv around the phase-space point {r, v} [Gartenhaus, 1964; Schmidt, 1979; Humphries, 2002] . Equation (6) states that, owing to the neglect, in the present work, of the short-range collision term (@f i /@t) c , f i remains constant along 6-dimensional trajectories followed by the ions in phase space, once a particular initial condition is stated. This latter statement is important: the task at hand is not only simply to obtain the invariants of motion, but also to identify the one function of these invariants that satisfies the initial condition that we wish to impose on the ions (in this case, a cold stationary Maxwellian at the time the electric field is suddenly turned on).
[25] To be more specific: after the initial time t = 0 (hereafter we will use the subscript '0' to indicate the initial state), we must first be able to describe the ions' phasespace trajectory that starts at an initial phase-space vector point {r(t 0 ), v(t 0 )} = {r 0 , v 0 }. If we can do this, the distribution function f i (r, v, t) at any time t > 0 will remain constant. That is to say, the solution to the problem Df i /Dt = 0 is simply formally given by
[26] Of course, writing the solution in the above formal way still leaves us with the task of finding an explicit expression for f i since
The connection between the two phase-space positions can be obtained if we solve the set of differential equations of motion given by equation (4). We take advantage of the fact that these equations are symmetric in time, namely, that for two states {r 0 , v 0 , t 0 } and {r, v, t}, there are two identical solutions for the same set of equations of motion [Gartenhaus, 1964] : one provides {r, v, t} expressed by . Note that R T > R c is allowable since R c is not the radius of the space-charge cylinder but, rather, the radius at which the linearly increasing electric field reaches the value E c . using {r 0 , v 0 , t 0 } (forward tracking), while the other provides {r 0 , v 0 , t 0 } expressed by using {r, v, t} (backward tracking), whereby the description of the characteristics of motion is traced backwards but is otherwise unaltered. Here, we use backward tracking to solve f i (r, v, t). The backward tracking method allows us to relate the 6-dimensional phase point {r, v} at any time t to {r 0 , v 0 , 0} and to therefore find the distribution at time t, since the initial distribution is assumed to be fully known. Finding the distribution function is then just a matter of expressing r 0 and v 0 in terms of r, v, and t in the expression for the initial condition f 0 .
[27] The most straightforward way to obtain the orbits is to use the conservations of energy and angular momentum and integrate. Specifically, after a first integration, equation (4) produces the following set:
in which K is the angular momentum. The first expression describes the conservation of angular momentum, and the second one describes the conservation of energy.
[28] We can combine the two equations in equation (9) to obtain a canonical equation of motion that is sometimes associated with the ''pseudo-potential'' method, where the angular momentum represents a form of potential energy. The final equation to integrate is then given by:
First Formal Expression for the Distribution Function
[29] Applying the backward tracking method to our system is now a simple matter of noting that v r0 = dr 0 /dt, and integrating equation (10) for r 0 instead of r. This amounts to formally integrate the expression
[30] The integration of equation (11) then produces the solution:
in which the sign 'Ç' before w takes 'À' for v r > 0 and '+' for v r < 0, and
Note that w = 2w r + W is nothing but the effective gyrofrequency given in Appendix A1. Using, for example, the parameters given in section 2, we obtain w = 1.915W.
[31] Equation (13) indicates that the mapping from r 2 to r 0 2 oscillates with a frequency w as a function of time. Physically, this is because even though r 0 actually describes a fixed initial position, the parameter r itself oscillates with time so that the backward tracking sends us to different values of r 0 (recall that we are supposed to know f 0 for any value of r 0 ). The oscillations in r can easily be seen in Figure 2 .
[32] Using equations (9) and (13), we can now write an explicit expression for the ion velocity distribution function f i via equation (7), assuming the initial distribution f 0 is known. Here we choose a stationary Maxwellian that is initially independent of position, with a uniform temperature T 0 . A first expression for the ion velocity distribution function in terms of our non-dimensional variables therefore becomes
In this expression,
, and
[33] Equation (15) is useful in that it offers a formal solution to the problem at hand. This turns out to be of interest both in semi-numerical solutions to the more general problem of arbitrary electric fields or for the collisional problem (as will be seen in companion papers). However, the solution, as described here, does not describe the behavior of the distribution function in a way that is particularly enlightening. It allows the solution to be plotted for any time at any place, but the velocity moments of the velocity distribution are, for instance, difficult to obtain analytically. However, the expressions can be manipulated further to reveal a rather simple behavior which is speaking volumes about the nature of the distribution function (f i ), while making it easy to obtain velocity moments of f i .
Second Formal Expression for the Distribution Function
[34] Using equation (13) back in the second equation of equation (9), we obtain, after a substantial amount of algebra,
[35] Rewritten in the form:
equation (16) states that, at any given time t, the velocities (v r , v f ) are organized as loci of concentric circles in velocity space. The radii of the circles depend both on time t through a 0 and on the initial velocity conditions.
[36] Furthermore, it can easily be seen from equation (17) 
in which the radius R v is simply given by jE Â B/B (18) and (19) can be rewritten as:
[38] The vector v d behaves as a velocity space guiding center which rotates around the E Â B drift. Note that the radius of that velocity space circle, E/B, is not constant in space since it varies with the linearly varying electric field. Furthermore, one curious thing about v d is that it does not go around its circle at a steady rate: when wt is around 0 or a multiple of 2p, v d changes more slowly than if wt is near an odd multiple of p.
[39] Figure 3 illustrates how the loci of velocities at some time t and radial position r are related to a particular initial condition given by a particular choice of v 0 . It also illustrates the circular trajectory of v d for a full rotation of values for a particular value of E/B (or choice of r), with the E Â B drift as its center.
[40] The radius of the circle that is centered on v d (t) is determined by a 0 (t). While, for clarity, the change in this radius with time is not shown, notice that it is always a minimum at the beginning of a cycle (wt = 0 or multiple of 2p) and reaches its maximum value in the middle of a cycle, when wt is an odd multiple of p. At any time other than 0 or a multiple of 2p/w, the radius is greater than v 0 and oscillates between the two extreme values.
[41] Using the first expression from equation (20), we can now write our ion distribution function in its second, physically more insightful form, namely,
[42] We have verified numerically that equations (15) and (21) are indeed identical solutions for the ion velocity distribution in the collision-free case. From the second form in particular they clearly satisfy our initial conditions. However, we should also check that our solution(s) satisfies the Boltzmann equation.
Verifying the Correctness of the Solution
[43] Checking that the solution not only satisfies the initial conditions but also the Boltzmann equation turns out not to be as trivial as it looks. Since we use cylindrical coordinates in real space and Cartesian coordinates in velocity space with one component of the velocity pointing in the radial direction and the other in the tangential direction, a first task consists of describing the Boltzmann equation in these specific coordinates.
[44] For our coordinates the Boltzmann equation takes the form
where the symbol ] CR reminds us that the velocities are expressed as Cartesian velocities in a rotating cylindrical system. Specifically, at a particular radial distance r and angle f, one component of the velocity is chosen to be along the radial direction and the second component along the tangential direction. The procedure is valid as long as the acceleration is expressed properly in the non-inertial rotating frame of reference associated with a rotation rate _ f = v f /r. This means that the Coriolis and centripetal acceleration terms have to be added to the acceleration terms, but that in return the acceleration is given by the components _ v r and Figure 3 . Characteristics of ion motions at an arbitrary radius r and time t described by the two velocity-vector circles shown in equation (20) r f. These acceleration terms have already been described in equation (4): in addition to the Lorentz force contribution, the tangential component of the acceleration contains a Coriolis acceleration given by À2_ r _ f = À2v r v f /r. The radial contribution has an additional non-inertial (centrifugal) contribution equal to +r _ f 2 = v f 2 /r which can be viewed as a superposition of an outward Coriolis contribution +2r _ f 2 and a centripetal acceleration term equal to Àr _ f 2 .
[45] Therefore for polar coordinates in real space and for Cartesian coordinates in velocity space that are attached to the polar coordinates, the equation Df i /Dt = 0 takes the form
[46] For an alternate derivation that is more direct but less physical we can state that we choose to express f i in terms of
. For this choice of variables the total rate of change in f with time is given by
After this, we introduce the new notation v r = _ r and v f = r _ f to end up with the expression
and we use equation (4) to describe r and r f and end up with equation (23).
[47] The next step in checking over the solution amounts to inserting equation (21) (21) gives
]. Using equations (10) and (13) [or, directly from equation (15)], the function F is given by 
[48] By using equation (27) in equation (23), and after a fair amount of algebra, we obtain dF/dt = 0 as we should. Therefore Df i /Dt = 0, that is, equation (21) satisfies the Boltzmann equation and is the solution for the ion distribution function for our particular choice of initial condition.
Physical Description of the Ion Distribution Function
[49] Figure 4 describes in cartoon form how the collision-free ion velocity distribution evolves as a function of time after the initial jump in the ambient electric field. For the purpose of comparison we also present a cartoon of the velocity distribution for a uniform electric field in the left panel and a similar cartoon for the case studied here, namely, that of an electric field that grows linearly with radius in a cylindrical geometry (right panel).
[50] In the top panel, which is the solution initially studied by Cole [1971] , the ions oscillate in phase at the gyrofrequency, with sinusoidal motions in both their Pedersen and Hall drift components. The temperature (i.e., the width of the distribution) does not change and the rotation rate is constant, with the period equal to the ion gyroperiod.
[51] In the right panel, the velocity distribution is rotating about the E Â B drift point, just as in the uniform electric field case. However, there are two important differences from the left panel. First, the width of the distribution is changing. The reason for this is easy to see from equation (21), which at any given time describes a drifting Maxwellian, albeit one with a variable width (as determined by 1/ ffiffiffiffi ffi a 0 p in our non-dimensional description where a 0 is described by equation (17)). As discussed above, when the drift is the largest in the Hall (E Â B) direction, the width is also the largest. The second feature of interest is that while, like the uniform electric field case, the distribution oscillates about the local (E Â B) drift point, we find that the rotation rate is not uniform, being faster when the Hall drift is larger. Specifically, while the phase angle q relative to E Â B drift is a linear function of time in the uniform electric field case (q = Wt), in the case of the electric field strength that increases linearly with radial distance, it evolves into a nonlinear function of time satisfying
[52] In summary, our collision-free distribution is a pulsating Maxwellian distribution, just like in the uniform electric field case. However, the width (temperature) of that pulsating distribution clearly oscillates with time, while the Hall and Pedersen drifts do not follow the simple sinusoidal behavior of the uniform case, even though the center of the drift pattern is still given by the E Â B drift.
[53] The above discussion, quite naturally, brings us to a discussion of the various velocity moments (transport properties) of our velocity distribution. This subject is, of course, particularly easy to study using our second formula for the distribution function since it describes the velocity part of the distribution function in terms of a pulsating Maxwellian.
Velocity Moments and Related Transport Coefficients
[54] The velocity moments of the ion velocity distribution are defined by the kth-order velocity moment hv j
where n i is the integral of the distribution function over all velocities (zeroth-order velocity moment). Using these definitions, plus equation (21), and switching back to dimensional units, it is very easy to show that
Note that the density expression depends on time but not on position. It depends on time through a 0 , with a 0 posted in equation (17).
[55] The above integrals are easily related to the various average transport properties [e.g., Schunk and Nagy, 2004] . Noticing that T 0 is not only the initial temperature, but in the present context, also the temperature T k which is parallel to the magnetic field direction, we end up with the following transport properties:
where T r and T f are the ion temperature along the r and f directions, respectively; p rr , p and p kk are the rr--and kk-elements of the ion pressure tensorP i ; and q r and q f are components of ion heat flow q i in the radial and f directions, respectively. As a result we can write
Note that (1) all non-diagonal elements of the pressure tensor are zero, (2) the scalar pressure p i , defined as onethird of the trace of the pressure tensor, is p i = p 0 (2/a 0 2 + 1).
[56] Figure 5 displays the bulk parameters for one cycle of oscillation. It shows the average velocity v ave through the drift velocity v d . It also shows just how the density, temperature and pressure undergo their temporal oscillations. We note that both the ion density and perpendicular temperatures share the same temporal variation, namely, for instance, n i (r, t)/n i0 = T r (r, t)/T 0 = 1/a 0 . Furthermore there is no heat flow at any given time in either the r, f, or z directions, consistent with the fact that the distribution is symmetric about its drift point at all times.
[57] One feature that requires comment is the in-phase oscillation in the density and the perpendicular temperatures, which resembles adiabatic heating in the sense that the higher densities are accompanied by internal ion heating. The physical origin of this behavior is that when the electric field, E r , is turned on at t = 0, the ions are all attracted to the negative center of charge and, on average, move toward the center of the cylinder.
[58] However, because the electric field is stronger at larger radial distances, distant ions starting at larger electric fields are accelerated more than inner ions. This means that the distant ions travel more and gain more energy than inner ions. During the first half of an acceleration cycle the ions, which oscillate in phase in our particular case, therefore converge (higher densities) and are on average more energetic (higher perpendicular temperatures). The peak density and temperature values are reached when the magnetic force becomes large enough to deflect the ions back to their initial radial positions.
Summary and Discussion
[59] We have solved the collision-free Boltzmann equation in a cylindrical geometry for a uniform magnetic field crossed with a negative electric field that increased linearly in strength with radial distance. The electric field was assumed to be produced by a cloud of electrons brought about by external processes, e.g., precipitating beams of electrons. In order to provide a useful reference and offer physical insights into solving more complicated situations, we used as simple a model as possible. This meant that we did not attempt to compute the ion feedback on the ambient electric field, did not consider the effect of collisions, and stayed well inside the cylinder of charge, while also neglecting the gravitational force and parallel electric fields along the geomagnetic field.
[60] We found that, for the problem at hand, the resulting ion distribution function takes a surprisingly simple shape, becoming a pulsating Maxwellian (if initially assumed to be a uniform Maxwellian in space). During the pulsation, the two components of the perpendicular drift, the temperature and the density were all found to change. The drift velocity oscillates about the local E Â B drift, but the oscillation is not represented by a simple sinusoidal oscillation, with the mean drift spending more time at the smaller values than at the larger ones. The temperature and density were found to oscillate in phase and to take their largest values when the drift reaches it maximum value.
[61] One interesting feature of our solution is with the ion density oscillation. If this oscillation were not to be accompanied by a similar oscillation in the electron density, the charge neutrality assumption would break down. This means that, were the electrons not able to follow the ions, the ions would be able to modify the ambient electric field. However, if the initial electric field were to be maintained by a voltage generator, extra electrons would have to be brought up along the magnetic field to compensate for the reduction. This would contrast with a system behaving as an initial value problem, where the ions would change the electric field so that the system that we have studied here might start to behave more like a large amplitude lower hybrid oscillator (we are pursuing this study for a future publication). One important point to notice is that the density oscillation is caused by the fact that all ions oscillate in phase, which is a peculiarity of the linearly increasing electric field in a collision-free environment. Therefore the density oscillation will disappear once collisions are added, since one of the features collisions add is a randomization of the phases (this is clearly seen in the homogeneous problem when we compare collisional and collision-free solutions). Also, for fields that do not depend linearly on radius, the ions do not oscillate in phase, so that the density response would at least be less pronounced, if present at all.
[62] In future publications, the approach used in this paper will provide a reference and offer physical insights in the process of obtaining ion distribution functions for more realistic, but also more complicated, electric field configurations. In addition, as we show in a companion paper, the problem that we have solved here will turn out to prove very useful for the solution of the collisional F region problem and its velocity moments. We can also generalize the method presented here to include temporal changes in electric fields, either through multiple jumps or through the ion feedback mechanism described in the previous paragraph. In the former case we should obtain a stochastic acceleration of the ions in the plane perpendicular to the geomagnetic field.
Appendix A: Characteristics of Ion Motion
A1. Rotating Frame Description
[63] In the absolute (non-inertial) frame of reference, let us express the ion acceleration and velocity using the notation d 2 r/dt 2 and dr/dt, respectively. In this appendix, we choose to express the ion motion instead in a rotating frame that rotates about the axis of the charged cylinder. We apply a constant angular velocityw r relative to the absolute frame. In the rotating frame, the ion acceleration and velocity will be denoted by r and _ r, respectively. [64] As stated in the text, in the absolute frame of reference, the equation of ion motion (in dimensional form) is given by
in which W = eB/m i and W = jWj. In the rotating frame of reference, equation (A1) becomes
Figure 5. Bulk properties associated with the ion velocity distribution function in our cylindrical geometry in the collision-free case.
[65] We now choose the direction ofw r to be along the magnetic field, which means that the rotation is proceeding in the same direction as the E Â B direction. Next we choose to adjust that frequency so that the right-hand-side of equation (A3) is equal to zero. Thus two vector equations are produced. The first one is an equation about w r itself (a positive value has to be assumed), coming from the balance on the right-hand-side:
For positive w r this gives the solution:
[66] The meaning of w r is made clear once we consider small values of the parameter (E c /B)/(R c W). It is easy to show in this case that w r $ (E c /B)/R c . Thus the period 2p/w r is equal to the time it takes for an E Â B drifting ion to go around the cylinder. We note that because we assume that all the ions of interest are in a region where the electric field strength increases linearly with the radius, this time is the same no matter where the initial distance of the particle might be to the center of the cylinder. We also recall that the direction and the sign ofw r were taken to be such that the rotation was going in the E Â B direction.
[67] We obtain a second equation from the fact that the left-hand-side of equation (A3) must also equal 0 when its right-hand-side vanishes. This gives us the balance
in which we get, using (A5),
Equation (A6) strongly suggests that w is a generalization of the ion cyclotron frequency since it takes on that value when (E c /B)/(R c W) ( 1.
[68] We may thus conclude that the motion described by a rotating frame with a frequency of rotation described byw r describes the ion guiding center motion. That motion is a generalization of the usual plasma E Â B drift while the motion about the guiding center is described by a circle in velocity space, where the ion oscillates at a frequency which is a generalization of the ion gyrofrequency. Using parameters listed in section 3, we obtain w = 1.915W while (w r R c )/(E c /B) = 0.68. We label w as the ''effective gyrofrequency'' in the main text. 
in which { x, y, z = {_ v x , _ v y , _ v z } is the ion's acceleration. The position vector is r = xi + yj + zk. The z-component is not coupled to the rest of the problem and can be solved independently. For the acceleration in the plane perpendicular to the magnetic field we use a complex function Z = x + iy with jZj = r. In terms of that function equation (A8) can be written as
Letting Z = Z 0 e iw r t , the equation becomes
[70] By selecting a frequency w r which satisfies w r 2 + w r W À W(E c /B)/R c = 0, we obtain
which is the same as equation (A5). As a result, equation (A10) becomes
where w has also been obtained before, in equation (A7). The integration of equation (A12) gives ), and w r is the effective gyrofrequency of the ion in the rotating frame.
[72] In terms of the original function Z we have to apply an additional rotation involving w r t to the results posted in where x and y are given in equation (A16). The explicit form of these expressions, while correct, is rather complicated. A more physically meaningful expression can, however, be derived from Z. 
A2.2. Obtaining {v
[76] Clearly,
which gives
[77] The above equations provide velocity components in cylindrical coordinates as follows:
in which Z* and V* are the complex conjugates of Z and V, respectively, and f 0 is determined by
[78] Clearly, the above also implies
Using equation (A23), we can obtain another expression for the velocity components in terms of w rather than w r À w: 
in which f 0 0 is determined by
