Abmzct-We present a framework for designlag end-to-end congestion control schemes in a network where each user may have a d i f f e ent utility function. We fint show that there exists an additive increase multiplicative decrease scheme using only end-to-end measurable losses such that a eocially-optimal solution can be reached. We incorporate noncongestion-related random losses and round-trip delay in this model, and
I. INTRODUCTION
Recently there has been a surge of interest in designing besteffort service networks that can deliver low-loss, lowdelay service by encouraging users to adapt to the network congestion using " a l information from the network. The potential advantages of such networks would be the ability to offer even realtime services with little or no interaction from the core network, i.e., without the need for a centralized admission control, resource reservation or complicated scheduling mechanisms. We are partly motivated by the recent works of Gibbens and Kelly [8] , [9] who have demonstrated the possibility of designing such networks using simple models. Some of the issues that have to be addressed when designing these networks include defining appropriate notions of fiiirness, designing a pricing scheme to induce non-cooperative users to work towards an equilibrium that is &, designing a control mechanism for achieving this f$imess using end-to-end measurable quantities such as lost packets, a replacing losses with alternate indicatom of congestion to evolve towards networks where congestion-related losses are negligible, and providing ways to combat spurious congestion indicators such as errors on wireless links. In this paper, our goal is to provide a simple h e w o r k based on deterministic fluid models that would provide insight into the effect of utility functions, random losses and explicit congestion notification on the design of end-to-end congestion controllers.
We start with the nonlinear progtamming formulation of a flow allocation problem suggested in [ 131 h m which a penalty function formulation is derived in [14] . In [14] , it has been shown that a congestion controller can be designed such that
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Grants ANI-9813710 and ANI-9714685 the equdibrium point of the congestion controller is stable and converges to the unique solution of the penalty function form of the nonlinear program. We first show that by appropriately designing the penalty function, the resulting congestion controller for each user is a h t i o n of only its own loss rate and does not depend on any other information fiom the network We also show that the penalty function can also be thought as a pricing scheme which steers a set of non-cooperative users to a socially optimal solution as in "smart-market" proposal [23] . Our formulation is also closely related to the approach presented in [19] . While [ 191 uses duality theory to solve the nonlinear program formulation of the resource allocation problem, we use a penalty function approach as in [14] . As we will see later, our primary motivation for doing this is that we want TCP to be a special case of our formulation and thus, any controller in the class that we study can be checked for TCP-fiiendliness [5] . Further, our ECN marking scheme described later becomes a straightforward modification to TCP where losses are simply replaced by marks in the congestion avoidance algorithm. For yet another related, but different, approach, see [ 
101.
Our approach allows for different congestion controllers for different users which are directly derived from their utility functions. This allows one to model the heterogeneity in the needs of different applications. It is now well-established that various notions of fhimess can be defined in terms of appropriate utility functions [13] , [25] , [22] . While the well-known muxmin himess [2] cannot be defined in terms of a single utility function, it can still be defined in terms of a sequence of utility functions [ 131. Thus, another motivation for allowing different utility functions for different users is to develop a model that would potentially allow one to study interactions between different types of congestion controllers derived by starting with different notions of thimess.
We then incorporate the effects of random losses' in our model and study the effect of random losses and round-trip delay on dif€erent window flow control schemes that could be derived by starting with different utility functions. The effect of random losses and round-trip delay on TCP performance have been quantified in [7] , [18] , [U] . Our results generalize these earlier works to the case of multiple nodes and to window flow controllers derived fiom other utility functions.
We use the term random lossesto indicate non-congestion-related losses such as amrs on wireless links. However, in our fluid models used throughout the papa, we do not explicitly model the stochastic behavior of the loss process.
We simply reduce the number of packets by a certain hction to account for non-congestion-related losses.
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Finally we study the use of early congestion notification, prior to losses occurring, using ECN m&. We show that, in the fluid model h e w o r k , there is a notion of a marking level at each no& and that marking levels for each no& can be chosen in a decentralized manner to achieve loss-fixe service globally. The framework developed in this paper allows us to show that, with ECN marking, the deleterious effects of non-congestion-related losses can be nearly eliminated.
END-TO-END RATE-BASED CONGESTION CONTROL
Consider a network with a set of links t such that link 1 E t has capacity Cl. The network is used by a set of users R. Associated with each user r E 72 is a mute which is also denoted by r, and which consists of a subset of C. Now, consider a losssensitive user r which generates M c at rate x,. Let xt be a vector of rates of all the other usem in the network. We think of a user as having a transmitter and a receiver. The ttz"itted rate is x, and the received rate is g , _< 2,. The received rate could be less than the transmitted rate due to congestion in the network For the moment, we ignore non-congestion-related losses, which we will consider later. The received rate 9, is some function of 3 , and x: and we denote it by fr (xp, 2:). The objective of user T is to maximize (ii) The total loss rate (x, -y r ) for user T is given by
We will refer to this to as the "link independence" assumption for the loss. Thus, we assume that the same flow is presented by a user to all links on its route, even though the flow will actually be ''thinned" in downstream links due to losses at upstream links. Later, we show through simulations that this assumption does not have a significant impact.
(iii) The "penalty" function is of the form where U, is a utility function and P is some function of the transmitted rates of all the users. For example, since our goal is build a low loss, low delay network, P could be thought of as a penalty on the loss rate (z, -9,)-The parameters a d P F attempt to trade-off between maximizing utility and minimizing loss rate. The above problem is a game among the heterogeneous set of users ?E where each User T E 72. attempts to maximize its own objective given by (1). Throughout this paper, we will refer to this as the congestion control game. Ideally we would like this game to have a unique equilibrium point and for the set of users to converge to this equilibrium point fiom any arbitrary initial condition. In this section, under the following assumptions, we show that there is an end-to-end rate-based congestion control scheme which achieves these goals with no feedback from the core network (i) The loss rate for user T on a link 2 E T is given by subject to where (x)+ := max(x, 0). If there is any loss at a link, then we simply assume that the total loss is distributed among the users in proportion to their flow rates. For example, this would be a good approximation of FIFO queueing with small buffers and packets that are small compared to the capacity of the link, i.e., a fluid model for the traffic. Thus, we do not require any complicated per-flow scheduling mechanism at each node.
Recall that fr(z, z : ) is simply the received rate yr of User T when the tmnsmitted rate of User T is x and 2," is the vector of transmitted rates of all the other users in the network Later, we w i l l argue that the penalty-per-unit flow has the interpretation of price.
(iv) U, (-) The above proposition shows that, for each of the utility h ctions, in the class defined by Assumption (iv), there exists a congestion-control scheme which achieves the Nash equilibrium (or team-optimality) using only information available at the transmitter (2,) and the receiver (U,.). MO and Walrand
[25] have derived an alternate end-to-end control scheme where round-trip time measurements are explicitly accounted in their model. As we will see later, the window flow control approximation of our scheme is more along the lines of TCP which uses packet loss as the congestion indicator.
NON-CONGESTION-RELATED LOSSES
The rate at which packets are received at the receiver for User T is, in general, not only a h c t i o n of congestion, but is also a function of non-congestion-related losses such as hardware failures in a wireline network, or more frequently, due to errors on wireless links on the route. Typically, these are modeled as a random phenomena that are independent across users. In our deterministic fluid model, we simply let tbe received rate for User r be z, = Qr9p-y where (1 -a,) is the fraction of packets lost due to non-congestion related reasons. These are typically referred to as random losses. Thus, our congestion control algorithms are modified as follows: each T E R1 uses the algorithm and each user j E Ra uses the algorithm Proposition 4: In the presence of random losses, the congestion control algorithms converge to the unique Nash equilibrium of the following game:
The Nash equilibrium is also the unique optimal solution of the following team problem:
Proof: The fact that the Nash equilibrium of the game and team-optimal solutions are unique and identical to each other follows along the lines of the proof of Proposition 1. It is easy to see that (8)- (9) can be rewritten as and each user j E ' & uses the algorithm Now, the convergence of the congestion-control scheme (8)- (9) It was pointed out in [14] that letting p + 00 is not advisable in the presence of feedback delay. The above proposition presents an alternate reason for not letting P + 00. When p + 00, all the bandwidth is shared only among flows with ar = 1, the others have 5 1 . + 0. When i3 < 00, the bandwidth allocation among users will depend on the relative values of ar .
follows along the lines of the proof of Proposition 3.
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Iv. WINDOW FLOW CONTROL
Window flow control where the window size is modified upon receipt of acks or nacks is a more convenient implementation than a rate-based control scheme because it is inherently selfclocking, i.e., there is no need to decide parameters like measurement intends, discretization timesteps, etc. To obtain a window flow control mechanism to reach our stable Nash equilibrium point, we start by discretizing (6)-(7) to obtain zr(t + 6) 6 -xr(t) =~r ( % -P ( s r -G ) ) , (10) and j E R2. Now, let the round-trip delay for user T be d , and let W,(t) be its window size at time t . We make the following approximation relating data transmission rate and window size [ 181:
Pr
Let A, (t, t + 6) denote the numbers of acks received by User T inthetimeinterval [t,t+s) andletN,(t,t+b) bethenumberof nacks received by User r in the same time interval. By acks, we refer to both positive and negative acknowledgments here. Thus, Ar(t, t + 6) 2 Nr(t, t -t 6). Although, we use the term nacks, loss of packets could be conveyed through other mechanisms such as duplicate acks or time-outs as in TCP. We M e r note that 0-7803-5880-5/00/$10.00 (c) 2000 IEEE Thus, we have
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Also, note that Using these approximations, the congestion-control algorithms become and J (13)
Remark 1: The discrete-time representation for the window flow control mechanism is simply used for convenience. It has to be interpreted as follows:
T E 721 : for each received ack the window size is increased in proportion to l/W.; for each lost packet, the window size is decreased by a fixed amount; j E Rz : the window size is increased again in proportion to l/Wj for each received ack; however, it is decreased in proportion to a function of the current window size W? upon receiving each nack.
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A. Relationship to TCP
We discuss the similarities between the above congestion control algorithms and most current versions of TCP. In fact, our results allow us to generalize many earlier observations regarding the performance of TCP-like congestion-control algorithms for the cases of a single link shared by multiple users with different round-trip delays and a single link utilized by a single usex who suffers from random losses. To this end, we fmt note the striking similarity between c m n t versions of TCP and the algorithm for users in the set 'Rz when V, = l. The significant difference is that the increase tem is dependent on d,.
Ignoring the rapid slow-start phase, most current versions of TCP employ the following algorithm: 1 Wj(t+d>-Wj(t) = -Aj(t,t+6)-0*5WjNj(t, t+6)* (14) Wj Thus, a TCP source would correspond to a user in our framework whose parameters satisfy uj = 1, ~j w j / & = l / d ; and on, = 0.5. A little care has to used in interpreting the discretization that resulted in (13) . The discretization was done assuming that we are considering very small intervals of 6 units. However, nacks in TCP-type window flow control may not be frequent enough to assume that there would be several nacks in an interval of size 6. Thus, it is more reasonable to suppose that pnj is not exactly equal to 0.5. In fact, our simulations presented later suggest that when the window is reduced as in (12) For large values of P q , it is easily seen that the optimal solution z* is less than Ci. Thus, we get a fact observed even in the original TCP congestion avoidance paper [ 121 and rediscovered later by many others. While Remark 2 extends this to a network with multiple users, Proposition 4 presents the general result when a window flow control scheme (12)- (13) is used in a network of heterogeneous users.
It is also instructive to compare the solution of deteriorates when the random loss probability is much larger than the inverse of the square of the delay-bandwidth product, a fact observed in [MI, [24] . Thus, Remark 2 is a generalization of this fact observed earlier for a singlelink, single-user case.
B. Round-trip delay
As in TCP, suppose one ignores round-trip delay in the congestion control mechanism (12)- (13), we obtain the following window adaptation scheme: . Current versions of TCP and the window flow control algorithms that we have discussed so far rely on loss as the congestion indicator. Clearly, this is not desirable if one wishes to operate the network at very low levels of loss. On the other hand, loss is a good indicator of congestion and one needs other signals from the network if we have to make congestion control decisions with very little or no loss. ECN marking is a mechanism to provide such information about the network to the users. We use the tem ECN not to necessarily signify the implementations discussed in [4] or related works, but rather a simple marking scheme to serve as an early indicator of congestion before loss actually occurs at a node.
A. No Random Losses
In [8], [9], marking mechanisms have been suggested for stochastic models of a single node accessed by many sources. To recast our fluid model to incorporate ECN marking, we simply have to interpret "lost" packets as "marked" packets. Since
we have a bufferless model, we assume that, at each link 1, a fraction of the packets are marlmi when the arrival rate exceeds some 6'1, where 6 1 5 Cl. The firaction of packets marked is given (z -el)/, where x is anival rate on link 1. First, we consider the case with no random losses, and instead of interpreting yr as the rate at which packets are received at the receiver T , we will now interpret gr as the rate at which "unmarked" packets are received at the receiver. Thus, Proposition 1-2 can now be inteqreted in these terms, with C r replaced by Cr. Similarly, in the window flow control implementation, the window size should be reduced upon receipt of either a nack or a mark. In this h e w o r $ it is possible to offer a loss-fiee service if the marking level C l is chosen appropriately for each link. In what follows, we characterize the level at which marking should take place so that the total arrival rate on each link is less than the link capacity.
It is instructive to consider the case of a single link 1 of capacity C l accessed by NI sources, where the utility hction of each user is Vr(zr) = logz, a d W , = Pr = 1. The necessary and sufficient condition for the solution of (2) is given by for each r. By symmetry it is clear x, = x8 for any T, s. There fore, 
C. Adaptive Algorithm for Setting the Marking Level
According to Proposition 5, computing 6 at each node requires the node to know the number of flows passing through it and the utility function of each user, or alternately the congestion control scheme used by each user. This is not practically feasible. From Proposition 5, it is clear that one can maintain the same e independent of the number of users, provided P is scaled appropriately with N I . As we argue in the next section that P may be interpreted as price-per-mark, this essentially amounts to "time-of-day" pricing. During peak hours, a larger price is charged than during off-peak hours. This requires a rough estimate of the number of users and their utility characteristics as a function of the time-of-day. Any uncertainty in this can be handled using an adaptive algorithm to estimate the appropriate marking level.
We propose the following adaptive algorithm for setting the marking level at link I :
where z is the total flow through link 1 and CY is a stepLsize parameter which can be adjusted to regulate how h t Cl is changed. The basic idea behind the above algorithm is to attempt to regulate the total flow to yC1 : thus, is increased when z is less than TCl and it is decreased when z is larger than ~C J . We note that the above algorithm can be used with or without time-of-day pricing or even without interpmting P as a price parameter, but simply treating it as a congestion-control parameter. Simulations indicate that a discretized version of this update equation converges for sufficiently small values of a under very general conditions. The only assumption required is that a positive 6' 1 given by Proposition 5 exists. Clearly, for a fixed p, if the number of usm is very latge, then there may not exist a marking level that ensures loss-fiee operation. Thus, increasing the available capacity through provisioning or increasing P are the only options to ensure loss-he service.
VI. PRICING AND TCP-FRIENDLINESS
Suppose p is the price per mark charged by the network. Then the cost incurred by User i at node/link 1 is pfjzi, where j'j is the fraction of packets marked by no& 1. Therefore, the total cost incurred by User i (by the link independence assump tion) is Oft xi. However, the utility of rate xi to User i is %Vi ( zi) . Therefore, since User i cannot estimate the impact of
P.
its own flow on the marking rate, it solves the following opti- 
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Thus, the first-order necessary condition is the same as that of the original game that we considered. A gradient ascent procedure to find the maximum in the above optimization problem again leads to the same additive increase-multiplicative algorithm as before.
Our results From (17), we see that the steady-state throughput of a TCP flow is equal to . *, where d is the round-trip delay of the flow and 1 -a is the packet loss probability experienced by the flow. From (25) using the same type of argument used in obtaining (17) for TCP-type congestion avoidance schemes, it is easy to see that any congeation controller j whose throughput is can be thought as a User j with proportional to the following uhhty function:
Thus, we can associate utilities with any congestion control algorithm and solve the optimization problem given in (2) to find whether the flow is TCP-friendly or not. Now, consider a link of capacity C = 300 units that is shared by 100 flows, 50 of which are TCP users and the rest employ an additive increasemultiplicative decrease congestion controller whose throughput is proportional to &j.
The throughput seen by each user can be obtained by solvmg the following optimization problem: subject to 50 100 EX; + C xj 5 300, is1 i=51 and x; 2 0 Vi. Solving this problem yields xi = 4.0, i 50 and xj = 2.0, j > 50. Thus, we see that the users with throughput proportional to get a larger share ofthe bandwidth compared to TCP flows. On the other hand if these non-TCP-friendly users were replaced by users whose throughput is proportional to d,(l-i,)l,s, then the corresponding optimization problem would be one where log xi is replaced by -4. In this case, the solution yields x; = 2.76, i 5 50 and Zj = 3.24, j > 50. Thus, users whose throughput is proportional to a * are not TCP-competitive, i.e., their share of the bandwdk IS smaller than that obtained by TCP. In either case, the users using a larger share of the bandwidth will receive more marks. If the price charged is proportional to the marks received by a user, then users using a larger hction of the resources will pay more than the rest of the users.
vu. SIMULATIONS AND NUMERICAL RESULTS
In this section, we perform three Werent experiments. In the first experiment, we use the software package ns to simulate various window flow control schemes. This is a detailed simulation taking into account finite packet sizes, round-trip delay and window-flow control, and is designed to study the accuracy of the fluid model predictions for different utility functions with packet-level implementations of the congestion controller. In the second experiment, we consider ECN marks and random losses in the model. Finally, we study the adaptive algorithm for setting the marking level such that the resulting steady-state throughput is less than the node's capacity, thus ensuring lossfixe operation. Experiment 1: Packet Model Simulations with different congestion controllers We use a packet model with round-trip delays to simulate the window flow control. The simulations were done using ns-2. Due to space limitations, we present only one among a set of simulations that we have conducted to validate our results.
Consider the network shown in the The reverse path however has a bandwidth of 1000 Mbps, also with a &lay of 10 msec. The reverse path has a higher bandwidth to prevent acks from getting lost. Nodes nl and n2 are connected by a 1 Mbps link and has a delay of 10 msec. In this case also, the reverse link has a bandwidth of 1000 Mbps and a delay of 10 msec. Nodes no, nl and n2 can be thought of as the core network with the rest being access nodes. All other nodes The idea is to make the links between nO and nl and between nl and n2 as the bottleneck links. All other links are access links and hence have a much higher bandwidth and much lower delay than the bottleneck links. User 0 traverses the links connecting nodes n4 and n8 and passes through both the bottleneck nodes. User 1 is between nodes n3 and n6 and User 2 is between nodes n5 and n7. Therefore, Users 1 and 2 passes through only one bottleneck node. The queue size at each node is limited to 100 packets. The packet sizes are taken to be 32 bytes long while the acks are 16 bytes long, though the packet sizes and acks can be taken to be arbitrary as long as we scale the bandwidtb appropriately. All the flows are assumed to experience no random losses. We also let w1= w2 = w3 = 1 ando = 0.5. Weusetheutiliw function $ for User 0, log x for User 1 and 2 for User 2.
It is known that using a simple FIFO queue w i t h dmp-tuiZ mechanism results in users with longer round-trip times being starved of bandwidth. Therefore, random scheduling mechanisms like RED [7l have been developed to combat this pmblem. In our simulations too, we face the same problem in that the users with shorter round-trip delays fill up the entire buffer and packits of the users with long round-trip delays never enter the buffer. This is more pronounced when using utility functions like 3 or logz as the decrease in the window sizes for these users when congestion is detected is not as aggressive as it is for users with the utility hction +. Since, in our simulations we are trying to approximate the fluid model in which losses are proportionally distributed among all users, any mechanism which randomizes the drop (like RED) at the queue w i l l work. However, for our simulation purposes d r o p -n t FIFO queuing works well and in all our simulations we assume that all queues employ a h p f i n t scheduling mechanism.
We now implement the window flow control scheme given by (12) and (13) In this experiment, we w i l l use a packet-level implementation to simulate the effects of random loss on the performance of the users using the 3 utility function, We will then provide results which show that with ECN marking and the users reacting only to marks, the performance improves dramatically as compared to the case of using losses for congestion control. queue size at the node is assumed to be 40 packets. The round trip delay of each user is assumed to be 40 msec. This would roughly correspond to the source and destination being 4,000 km apart. We assume a random loss probability of 0.05 for each of the users. In the first scenario, packet losses are indicators of congestion and the users react to packet loss. In the second scenario, the users use ECN marks as indicators of congestion in the network and attribute all packet losses to random losses. Therefore, the system decreases its window on receiving e, but does not do so with packet losses. % marking level C is chosen to be 0.99C. A marking levelpf C corresponds to using a virtual queue whose capacity is C and marking packets in the real queue when the virtual queue exceeds its W e r capacity 181. Figure 3 shows the throughput of each user for a duration of 200 seconds for each of the above two scenarios.
From Figure 3 , we can see that the throughput of an user using ECN marks is much better (about 5 times) than a user without ECN marks. This improvement in performance is due to the user attributing all losses to random losses in the network. Since, the marking level makes sure that there are very few congestion related losses, most of the packet losses seen by the user are indeed due to random losses. Experiment 3: Adaptive estimation of marking level With 300 sources ~n the previous experiment, we saw that with a suitable 6 1 , we can have improved performance even when there ap random fosses in the system. However, the expression for C z depends upon Nl , the number of users using link I, which is not available to the no&. In Section V-C, we gave an update equation for determinjng the value of at the node. In this section, we w i l l provide some simulation results which indicate that it is possible to estimate 4, without the knowledge of the number of flows through the node. We perform a packet-level simulation using ns for this purpose. From the update equation, we see that 6 is updated as a bction of the difference between 7C and the total arrival rate A. In a packet-level simulation, we calculate the total arrival rate at the node every K packets that come into the node. Note that unlike the discretized version of the update equation, this does not depend on any measurement interval. Therefore, is updated every K packets received at the node. We consider the network as shown in Figure 1 , but w i t h 300 users, in three different classes. Class 1 consists of users that traverse bath Links 1 and 2, while Class 2 users use only Link 1 and Class 3 users use only Link 2. Each class has 100 users. Within each class, 50 users have a log z utility function, and the remaining 50 users have a -$ utility function. Link 1 has a capacity of 2 Mbps and a delay of 10 msec. Link 2 similarly has a capacity of 1 Mbps and a delay of 10 msec. Thus, users in Class 1 have a round-trip delay of 40 msec, while users in Class 2 and Class 3 have a round-trip delay of 20 msec ignoring the queueing delays and we let K, = 1000 and 7 = 1.0. Figures   4and 5 show the evolution of C l and 6 2 with time.
From Figures 4 and 5 , we can see that c; and e; converge to their steady state val ues quickly. More importantly, we also observed in the simulation that none of the users experience any packet drops &er a short initial transient period. This can further be controlled by varying the utilization factor 7. Figure 6 shows the window size of a typical user h m a user class with time. 
VIII, CONCLUSIONS
We have presented a fluid model of a network of noncooperative users using a pricing scheme based only on endb e n d measurements which leads to end-to-end loss-based flow control schemes. TCP-type congestion avoidance is a special case which arises when the users have autility function -1 1~~. We showed the impact of random losses on window flow control schemes derived h m various utility functions. We also showed that ECN marking schemes can be designed for each no& independently while achieving loss-free operation for the entire network While our theoretical results assume a fluid model with zero buffers, the simulation results show a good agree ment between our models and packet-level implementations of the congestion controllers in networks with non-zero buffers at the nodes and non-negligible propagation delays on the links.
