A method is described for set-point tracking in nonlinear systems when pointwise-in-time input and/or state inequality constraints are to be enforced. It consists of adding to a primal compensated system a nonlinear device called command governor (CG) whose action is based on the current state, set-point and prescribed constraints. The CG selects at any time the system input via a receding-horizon strategy from a virtual sequence amongst all possible command sequences by solving a constrained quadratic optimization problem. Provided that the initial state be admissible, the overall system is proved to ful ll the constraints and have desirable performance stability properties.
Introduction
In recent years there have been substantial theoretical advancements in the eld of feedback control of dynamic systems with input and/or state-related constraints 1, 2] . Amongst the various approaches, the developments of this note are more akin to the predictive control methodology 3]-4]. Predictive control, wherein the receding horizon control philosophy is used, selects the control action by possibly taking into account the future evolution of the reference. Such an evolution can be: known in advance, as in applications where repetitive tasks are executed, e.g. industrial robots; predicted, if a dynamic model for the reference is given; or planned in real time. This last instance is a peculiar and important potential feature of predictive control. In fact, taking into account the current value of both the state vector and the reference, a virtual reference evolution can be designed on line so as to possibly make the related input or state responses ful ll inequality constraints.
In most cases, predictive control computations amount to numerically solving online a high-dimensional mathematical programming problem. This is a quite formidable computational burden if, on-line solutions are required. In order to lighten computations, it is important to know if and how it is possible to borrow from predictive control the concept of on-line reference management so as to tackle constrained control problems by schemes requiring a lighter computational burden. The main goal of the present paper 1 Tel. +39-55-4796258 -Fax. +39-55-4796363 -e-mail: angeli,mosca@dsi.ing.uni .it is to address this issue by laying down guidelines for synthesizing command governors (CG) for nonlinear systems. A CG is a nonlinear device which is added to a primal compensated control system. The latter, in the absence of the CG, is designed so as to perform satisfactorily in the absence of constraints. Whenever necessary, the CG modi es the input to the primal control system so as to avoid violation of the constraints. Studies along these lines were limited to primal linear systems and already appeared in 5]-6]. For CGs approached from di erent perspectives see 7]-9]. This paper is organized as follows. Sect. 2 presents the problem formulation, and de nes the CG based on the concept of a virtual command sequence. Some of the CG performance stability features are also considered in Sect. 2. Sect. 3 discusses computability aspects related to the CG constrained optimization problem, and addresses the important practical issue of reducing to a xed and o -line computable nite prediction-horizon the in nite time-interval over which the ful llment of constraints has to be checked. A running example is also provided to exemplify the results. It consists of a trajectory design problem for a two arm mechanical manipulator under joint torque constraints.
Problem Formulation and Command Governor Design
Consider the following discrete-time nonlinear dynamic system 8 > > > < > > > :
with 0 x = f(0 x ; 0 g ) y(t) = (x(t)) c(t) = x 0 (t)g 0 (t)] 0 (1) In (1): the prime denotes transpose; t 2 ZZ + := f0; 1; : : :g; x(t) 2 I R n is the state vector; g(t) 2 I R p the manipulable command input which, if no constraints were present, would coincide with the output reference r(t) 2 I R p ; y(t) 2 I R p the output which is required to track r(t); and c(t) 2 I R nc the constrained vector which has to ful ll the pointwise-in-time set-membership constraint c(t) 2 C; 8t 2 ZZ + (2) with C I R nc , n c = n + p, a prescribed constraint set. The problem is to design a memoryless device g(t) := g(x(t); r(t)) in such a way that, under suitable conditions, the constraints (2) are ful lled and, possibly, y(t) r(t). In connection with the constraint set C, it is assumed that:
C is closed and has a non-empty interior.
Hereafter, we shall denote by x(t; x; g( )) the state response of (1) at time t to the input sequence g( ) from the state x at time 0. Similar meaning will be associated to c(t; x; g( )).
If next inclusion holds c( ; x; g( )) := fc(t; x; g( ))g 1 t=0 C (4) (x; g( )) is said to be an executable pair, x an admissible state, and g( ) a virtual command sequence for the state x.We shall assume that (0 x ; 0 g ) 2 C, i.e.
(0 x ; 0 g ) is executable (5) Notice that any state along the trajectory generated by an executable pair turns out to be admissible. Consequently, no danger occurs of being trapped into a blind alley if (1) is driven by a virtual command sequence or its input switched from one to another virtual command sequence.It is assumed that the system (1) satis es the following properties: Property 1. The algebraic equation
x w = f(x w ; w) (6) has a unique solution x w , for all w 2 I R p . Property 2. Let (x; g( )) be executable and (x g(t) ; g(t)) 2 C; 8t 2 ZZ + ; where x g(t) is the solution of the algebraic equation where g( ) w denotes the constant command sequence g(t) = w, 8 t 2 ZZ + , and x w , as in (6), the steady state of (1) for the constant command w. By the sake of conciseness, if g( ) w we shall write x(t; x; w) in place of x(t; x; g( ) w). Similarly, whenever no ambiguity arises, (x; w) will be used in place of (x; g( ) w). Property 3. Let (x w +x; w +w) and (x w+w ; w +w) be executable.Then, there exists a positive real M, independent of w, such that:
kx(k; x w +x; w +w) ? x w+w k M h kxk + kwk i (12) Remark. It can be shown that the Converging-Input/Converging-State property in (10), and Property 3 are satis ed if the system (1) (t ? i)kg 1 (i) ? g 2 (i)k (13) where: lim
Further if in addition to (13)- (14),
then Property 2 also holds. One may wonder whether (13)- (15) 
( ) := ( ) ? g( ) being g( ) the command variable. It is known that, if k p1 ; k p2 ; k d1 ; k d2 > 0 and g( ) r, the resulting closed-loop system globally exponentially converges to the equilibrium state For reasons that will appear clear soon, it is convenient to make the following de nitions for a given " > 0 C " := fc 2 I R nc : c +c 2 C; 8 kck "g;
V " := fw 2 I R p : c w 2 C " g
We shall assume that a possibly small " > 0 is chosen so as to make V " non-empty. Choose next W " V " non-empty,closed and convex.
Hereafter, we shall restrict our attention to constant command sequences g(k) = w, 8 k 2 ZZ + ; w 2 W " . Consider w 2 W " and w +w 2 W " . Then, from Property 3 it follows that there are two positive reals " x ; " w such that kxk " x and kwk " w imply that x 0 (k); w 0 +w 0 ] 0 2 C, 8 k 2 ZZ + , where x(k) := x(k; x w +x; w +w). Therefore, given w +w 2 W " , the trajectory x(k) can be made admissible for every k 2 ZZ + by taking kxk and kwk both nonzero, though possibly small. The conclusion is that starting su ciently close to an equilibrium state x w , w 2 W " , by using a constant virtual reference one can arrive in a nite time as close as desired to any state x w+w , w +w 2 W " , at a nonzero, though possibly small, distance from x w . Then, we can move out from any state x(0), such that (x(0); w) is executable for some w 2 W " , to reach asymptotically x w , any w 2 W " , by concatenating a nite number of virtual command sequences by switching from one to another, the last switching taking place at a nite, though possibly large, time. This result, which, by adopting the terminology of 10] will be referred to as a viability property, is summarized in the following Proposition 1.
Proposition 1 (Viability property) Consider the nonlinear dynamic system (1). Let (5) and (23) hold. Let Properties 1-3 be satis ed, and the initial state x(0) of (1) 
Proposition 1 ensures that V (x(t)) non-empty implies V (x(t + 1)) non-empty if (x(t); w) is executable and x(t + 1) = f(x(t); g(t)). Further, the concatenation mechanism embedded in the viability property of Proposition 1 naturally suggests that we can select the actual CG action according to the following:
where w(t) denotes any minimizer as in (26).
Remark As elaborated in some detail in 6], the weighting matrix can be made r(t)-dependent so as to force the direction of the selected vector w(t) to be as close as possible to that of r(t), compatibly with the constraints. This can be a qualitatively important requirement in some MIMO applications.
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A question we wish to address now is whether the foregoing CG yields a stable o set-free control system. Assume that the reference becomes constant, r(t) r for all t t , and V (x(t)) is non-empty at each t 2 ZZ + . Then, for all t t it follows that kg(t + 2) ? rk 2 + k g(t + 2)k 2 ? kg(t + Consequently,(29) holds. It follows at once from (28) and (29) that g(t) ! 0, then, (30) is implied by (9).
We are now ready to prove that the output of the system controlled by the CG converges to the best possible approximation to the reference.
Theorem 1 Consider the nonlinear dynamic system (1) controlled by the CG (26)-(27).
Then, under the same conditions as in Lemma 1, the prescribed constraints are satis ed at every t 2 ZZ + , and the CG output asymptotically converges to the vector w r in W " at the minimum distance from r 
Proof. Let V (1) be as in (29), and V r := kw r ? rk . By contradiction, assume that there is an " > 0, such that V (1) = V r + ". Taking into account (30) and the viability property,there exists t 2 ZZ + and 2 (0; 1) such that, 8t t k w(t)k < ( ) ( + ?)
where ( ) ( ) denotes the minimum (maximum) eigenvalue of = 0 > 0. Further, the pair x(t); g( ) w (t) is executable 8 2 (0; ], for some > 0, where w (t) := (1 ? )w(t) + w r . It is easy to check that, subject to (33) 
Note that the rightmost additive term in (35) is nonnegative by convexity of W " and de nition of w r . The conclusion is that (34) contradicts optimality of w(t). 2
Computability
Eq. (26) embodies an in nite number of constraints. For practical implementation, we must nd out if and how these constraints can be reduced to a nite number of constraints whose time locations be determinable o -line. To this end, it is convenient to introduce some extra notation. We express the response of (1) from initial state x to the constant command sequence g( ) w as follows Proof. To show that Z is nitely determinable, note that lim i!1 x(i; x; w) = x w . Then, by uniform convergence for every executable pair (x; w) 8 > 0; 9i o > 0 such that 8i > i o ; jjx(i; x; w) ? x w jj < . Then, if " is as in (21), there is an integer i o 2 ZZ 1 , such that i i o =) jjx(i; x; w) ? x w jj "; 8c 2 Z 2 It follows that Z is nitely determinable, viz. it su ces to check the constraints over the initial i o time steps in order to ensure constraint ful llment over ZZ + . Such a minimal integer i o will be called the constraint prediction horizon. Consequently, (26) is equivalent to the following nite-dimensional constrained optimization problem at each t 2 ZZ + : w(t) := arg min w2W" J(r(t); g(t ? 1); w) subject to c(i In conclusion, we have found that our initial optimization problem having an in nite number of constraints is equivalent to a constrained optimization problem with a nite number of constraints. iii. The overall system satis es the constraints, and,if the reference becomes constant and equal to r, the CG output asymptotically converges to the vector w r in (31).
Consequently, an o -set free behavior is obtained if (32) holds. The output of the system (solid line) and the CG output (dashed line) are plotted in Fig.3 The evolutions of the torques u 1 ,u 2 are plotted in Fig. 4 . One can see that, though the two torques at some time-steps come very close to, or even equal the constraint bounds, the evolution remains within the allowable region at all time-steps during the speci c task.Other simulations showed that, if i o ,contrary to the foregoing considerations, is set equal to an integer de nitely less than 10, e. g. 5,the prescribed constraints are violated.
Conclusions
The CG problem, viz. the one of on-line selecting a command input in such a way that a primal compensated nonlinear control system can operate with a stable set-point tracking behaviour and no constraint violation, has been addressed by exploiting some ideas originating from predictive control. In this connection, the concept of a \virtual" command sequence is instrumental to synthesize CG's having the stated properties. It has been shown how to use o -line an iterative algorithm so as to restrict to a xed nite integer the in nite number of time-instants over which the prescribed constraints must be checked in order to test admissibility of command sequences. An analysis based on a Lyapunov function argument shows that, if the reference becomes constant, the CG output converges to the closest admissible approximation to the reference.
