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Abstract
Recent experimental results for the ratios of the branching fractions of the decays
B → D(∗)τν and B → D(∗)µν came as a surprise and lead to a discussion of possibility
of testing New Physics beyond the Standard Model through these modes. We show that
these decay channels can provide us with good constraints on New Physics and several
New Physics cases are favored by the present experimental data. In order to discriminate
various New Physics scenarios, we examine the q2 distributions and estimate the sensitivity
of this potential measurement at the SuperKEKB/Belle II experiment.
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1 Introduction
Recently, the BABAR and Belle collaborations observed excess of exclusive semitauonic
decays of B meson, B → Dτν and B → D∗τν. In order to test the lepton universality
with less theoretical uncertainty, the ratios of the branching fractions are introduced as
observables,
R(D(∗)) ≡ B(B → D
(∗)τν)
B(B → D(∗)`ν) , (1)
where ` denotes e or µ. Combining the BABAR [1, 2] and Belle [3] results for R(D) and
R(D∗), we obtain
R(D) = 0.421± 0.058 , R(D∗) = 0.337± 0.025 , (2)
with the correlation to be −0.19. Comparing it to the Standard Model (SM) predictions,
R(D)SM = 0.305± 0.012 , R(D∗)SM = 0.252± 0.004 , (3)
we find a discrepancy of 3.5σ.
From the theoretical point of view, the two-Higgs-doublet model of type II (2HDM-
II), which is the Higgs sector of the minimal supersymmetric Standard Model, has been
studied well in the literature as a candidate of New Physics (NP) beyond the SM that
significantly affects the semitauonic B decays [4]. Using the results of these theoretical
works and the experimental data, the BABAR collaboration shows that the 2HDM-II is
excluded at 99.8% confidence level (C.L.) [1, 2].
This observation has stimulated further theoretical activities for clarifying the origin
of the above discrepancy. Possible structures of the relevant four-fermion interaction are
identified and NP models (other than 2HDM-II) that could induce such structures are
proposed in the literature [5–7].
For further tests and discrimination of the allowed NP models, in Ref. [6] we examined
various correlations among the τ forward-backward asymmetries, the τ polarizations and
the D∗ longitudinal polarization in some favorable cases. However, one has to note that
the measurement of AFB, Pτ and PD∗ is a challenging (but feasible) experimental task
due to the missing energy/momentum of neutrinos in τ decay reconstruction and the
tiny phase space in D∗ → Dpi decay. Therefore, besides the above integrated quantities
R(D(∗)), in this work we study the possibility of discriminating various NP scenarios using
the ratios of differential branching fractions that could be also sensitive to NP.
In Section 2, we introduce the effective Hamiltonian, describing the B → D(∗)τν
decays, and put constraints on the NP Wilson coefficients. In Section 3, we study the NP
effects in the q2 ≡ (pB − pD(∗))2 distributions of the differential branching fractions and
introduce new quantities RD(∗)(q
2). In Section 4, we demonstrate that RD(∗)(q
2) could
be particularly helpful in discriminating between various NP operators. We also examine
the sensitivity of the future measurement at the SuperKEKB/Belle II experiment.
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2 Effective Hamiltonian and New Physics constraints
Assuming the neutrinos to be left-handed, we introduce the most general effective Hamil-
tonian that contains all possible four-fermion operators of the lowest dimension for the
b→ cτντ transition 2,
Heff = 4GF√
2
Vcb [(1 + CV1)OV1 + CV2OV2 + CS1OS1 + CS2OS2 + CTOT ] , (4)
where the operator basis is defined as
OV1 =(cLγµbL)(τLγµνL) ,
OV2 =(cRγµbR)(τLγµνL) ,
OS1 =(cLbR)(τRνL) ,
OS2 =(cRbL)(τRνL) ,
OT =(cRσµνbL)(τRσµννL) ,
(5)
and the neutrino flavor is assumed to be identical to the SM one. In the SM, the Wilson
coefficients are set to zero, C
(SM)
X = 0 (X = V1,2, S1,2, T ). In Ref. [5], all five generic
operators were studied. It was demonstrated that vector OV1,2 , scalar OS2 and tensor OT
operators can reasonably explain the current data, and the scalar OS1 is unlikely.
In Fig. 1 the allowed regions for complex NP Wilson coefficients at the bottom quark
mass scale are shown, obtained from the χ2 fit of the current BABAR and Belle measure-
ments of R(D) and R(D∗) in Eq. (2). We assume the presence of only one NP operator for
(a)-(d); and two operators OS2 and OT for (e) and (f), for which the Wilson coefficients
are related as CS2 = ±7.8CT at the mb scale 3 as written in the figure. These NP types of
scalar and tensor exist in leptoquark models [5, 6, 8, 9]. The star corresponds to the best
fitted values giving the smallest χ2 value. We note that, since B = |1 + CV1|2BSM, the
best fitted value for CV1 is degenerate and represented by the red circle on the left-top
panel of Fig. 1. One can see that Wilson coefficients of O(1) are sufficient to explain the
observed discrepancy in R(D) and R(D∗).
Minimizing χ2 and finding the optimal NP Wilson coefficients, in the following sections
we study various scenarios as benchmarks:
• SM : CX = 0 ,
• V1 : CV1 = 0.16, CX 6=V1 = 0 ,
• V2 : CV2 = 0.01± 0.60i, CX 6=V2 = 0 ,
• S2 : CS2 = −1.75, CX 6=S2 = 0 ,
• T : CT = 0.33± 0.09i, CX 6=T = 0 ,
2In our work, we assume that couplings of NP particles to light leptons are significantly suppressed
(as in the 2HDM-II) and NP effects can be observed only in the tauonic decay modes.
3This ratio is obtained from the renormalization group running of the scalar and tensor operators
from the leptoquark mass scale of 1 TeV, at which one finds CS2 = ±4CT , down to the mb scale [8].
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Figure 1: Constraints on the Wilson coefficients at the mb scale. The constraints are obtained from the
χ2 fit of the measured R(D) and R(D∗). The stars represent the optimal fitted values giving the smallest
χ2.
• LQ1 scenario: CS2 = 7.8CT = −0.17± 0.80i, CX 6=S2,T = 0 ,
• LQ2 scenario: CS2 = −7.8CT = 0.34, CX 6=S2,T = 0 .
3 New Physics effects in the q2 distributions
Using the effective Hamiltonian in Eq. (4) and calculating the helicity amplitudes (for the
details see Ref. [5]), one finds the differential decay rates as follows [6] :
dΓ(B → Dτντ )
dq2
=
G2F |Vcb|2
192pi3m3B
q2
√
λD(q2)
(
1− m
2
τ
q2
)2
×
{
|1 + CV1 + CV2|2
[(
1 +
m2τ
2q2
)
Hs 2V,0 +
3
2
m2τ
q2
Hs 2V,t
]
+
3
2
|CS1 + CS2 |2Hs 2S + 8|CT |2
(
1 +
2m2τ
q2
)
Hs 2T
+ 3Re[(1 + CV1 + CV2)(C∗S1 + C∗S2)]
mτ√
q2
HsSH
s
V,t
− 12Re[(1 + CV1 + CV2)C∗T ]
mτ√
q2
HsTH
s
V,0
}
,
(6)
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Figure 2: The measured background subtracted q2 distributions for B → Dτν and B → D∗τν events,
extracted from the BABAR data [2].
and
dΓ(B → D∗τντ )
dq2
=
G2F |Vcb|2
192pi3m3B
q2
√
λD∗(q2)
(
1− m
2
τ
q2
)2
×
{
(|1 + CV1|2 + |CV2|2)
[(
1 +
m2τ
2q2
)(
H2V,+ +H
2
V,− +H
2
V,0
)
+
3
2
m2τ
q2
H2V,t
]
− 2Re[(1 + CV1)C∗V2 ]
[(
1 +
m2τ
2q2
)(
H2V,0 + 2HV,+HV,−
)
+
3
2
m2τ
q2
H2V,t
]
+
3
2
|CS1 − CS2|2H2S + 8|CT |2
(
1 +
2m2τ
q2
)(
H2T,+ +H
2
T,− +H
2
T,0
)
+ 3Re[(1 + CV1 − CV2)(C∗S1 − C∗S2)]
mτ√
q2
HSHV,t
− 12Re[(1 + CV1)C∗T ]
mτ√
q2
(HT,0HV,0 +HT,+HV,+ −HT,−HV,−)
+ 12Re[CV2C∗T ]
mτ√
q2
(HT,0HV,0 +HT,+HV,− −HT,−HV,+)
}
,
(7)
where λD(∗)(q
2) = ((mB −mD(∗))2 − q2)((mB + mD(∗))2 − q2). The SM distributions for
the light lepton modes can be easily obtained by setting CX = 0 and mτ = 0.
The helicity amplitudes H’s are expressed in terms of hadronic B → D(∗) form factors.
In this work we use the Heavy Quark Effective Theory (HQET) form factors [10] with
parameters extracted from experiments by the BABAR and Belle collaborations [11]. A
detailed description of the matrix elements and form factor parametrization can be found
in Ref. [6].
To estimate the (dis)agreement between the measured and expected q2 spectra, we
extract the experimental numbers of signal events from Fig. 23 in Ref. [2] and compare
them with the expectations of different scenarios listed in the previous section. We present
the extracted experimental data points in Fig. 2. In our study, we merge two last bins in
Fig. 2 in order to satisfy the physical condition q2 ≤ (mB−mD(∗))2 and add corresponding
errors in quadratures. The corresponding theoretical predictions for dB/dq2 distributions
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Figure 3: The differential branching fractions, predicted in the SM (black) and various NP scenarios
listed in Section 2 : S2 (blue), T (red), LQ1 (green) and LQ2 (cyan). The width of each curve is due to
the theoretical errors in the hadronic form factor parameters and the uncertainty of Vcb.
model B → Dτν B → D∗τν B → (D +D∗)τν
SM 54% 65% 67%
V1 54% 65% 67%
V2 54% 65% 67%
S2 0.02% 37% 0.1%
T 58% 0.1% 1.0%
LQ1 13% 58% 25%
LQ2 21% 72% 42%
Table 1: p values for the fit of the BABAR data of dB/dq2 with various models.
are presented in Fig. 3. The width of each curve is due to the theoretical errors in the
hadronic form factor parameters and the uncertainty of Vcb = (41.1± 1.3)× 10−3 [12].
Due to the lack of knowledge about the overall normalization of the spectra, in our
study we test only the shape of the distributions and leave the normalization of the data
to be a free parameter of each fit. This implies that the total efficiency is assumed to be
a free parameter, constant for all q2 bins and dependent on the tested model. The results
on p values are presented in Table 1. One can see from the table that the scalar (tensor)
operator is disfavored by the observed q2 distribution of the B → D(∗)τν decays.
In order to get rid of the dependence on Vcb, reduce theoretical uncertainties of hadronic
form factors and increase the sensitivity of the q2 dependencies to NP, we introduce the
following quantities 4 :
RD(q
2) ≡dB(B → Dτν)/dq
2
dB(B → D`ν)/dq2
λD(q
2)
(m2B −m2D)2
(
1− m
2
τ
q2
)−2
,
RD∗(q
2) ≡dB(B → D
∗τν)/dq2
dB(B → D∗`ν)/dq2
(
1− m
2
τ
q2
)−2
.
(8)
Here for our convenience, to remove zero 5 of dB(B → D`ν)/dq2 at q2max = (mB −mD)2
and the phase space suppression of dB(B → D(∗)τν)/dq2 at q2min = m2τ , we introduced
additional purely kinematic factors above.
4The NP effects in q2 distributions are also studied in Ref. [13].
5In the SM, dB(B → D`ν)/dq2 ∝ (HsV )2 ∝ λD(q2)→ 0 for q2 → q2max.
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Figure 4: The RD(∗)(q2) distributions, predicted in the SM (black) and various NP scenarios listed in
Section 2 : S2 (blue), T (red), LQ1 (green) and LQ2 (cyan). The width of each curve is due to the
theoretical errors in the hadronic form factor parameters
In Fig. 4, for illustration, we show the RD(∗)(q
2) distributions, predicted for the five
scenarios described in Section 2. The width of each curve is due to the theoretical errors
in the hadronic form factor parameters, which are varied within ±1σ ranges. The dis-
tributions for the vector V1,2 NP scenarios (with best fitted values of Wilson coefficients
CV1 = 0.16 and CV2 = 0.01 ± 0.60i respectively) have small theoretical uncertainties as
in the SM, but are practically indistinguishable from the distribution of the tensor (LQ1)
NP scenario for the D(D∗) mode. Therefore we omit plotting them in Fig. 4.
We find that RD(q
2) is very sensitive to the scalar contribution and RD∗(q
2) is more
sensitive to the tensor operator. Moreover, one can easily see from Figs. 3 and 4 that the
theoretical uncertainties in RD(∗)(q
2) are significantly smaller than those of the differential
branching fractions. Hence, the RD(∗)(q
2) distributions provide a good test of NP in
addition to R(D(∗)).
4 Discriminative potential at Belle II
In order to demonstrate the discriminating power of RD(∗)(q
2), we simulate “experimental
data” for the binned RD(∗)(q
2) distributions, assuming one of the scenarios, listed in
Section 2, that can explain the observed deviation in R(D) and R(D∗), and compare
them with other various model predictions by calculating χ2 defined in the following way:
χ2 =
Nbins∑
i,j=1
(Rexpi −Rmodeli )(V exp + V model)−1ij (Rexpj −Rmodelj ) , (9)
where i and j denote the q2-bin indices, V exp and V model are the experimental and the-
oretical covariance matrices of the simulated “experimental data” and the tested model
respectively. Here the binned Ri is defined as Ri = (N
τ
i /N
`
i )f(q
2
i ) with f(q
2
i ) for shortness
denoting purely kinematic factors introduced in Eq. (8), where N τ,`i are the numbers of
signal events in the ith bin for a given luminosity. We evaluate N τ,`i for each benchmark
scenario using the central values of the hadronic parameters.
For model predictions, the uncertainties of the HQET hadronic form factors and the
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quark masses are taken into account in the calculation of V model, defined as
V modelij = 〈(Rmodeli − 〈Rmodeli 〉)(Rmodelj − 〈Rmodelj 〉)〉 . (10)
The HQET form factor parameters are assumed to have the Gaussian distribution, while
mb±mc are varied uniformly in the corresponding±1σ ranges, mb−mc = (3.45±0.05) GeV
and mb +mc = (6.2± 0.4) GeV.
Due to the lack of the detailed detector and background simulation, we simply assume
that (i) V exp is diagonal, (ii) systematic errors are of the same as statistical ones, (iii) to
be more conservative, we add systematic and statistical errors linearly. Accordingly, the
covariance matrix of the “experimental data” is evaluated as
V expij ≈ δij(2δstatRexpi )2 . (11)
Neglecting the error of the number of signal events in each bin for the e, µ modes δN `i
(compared to the τ mode) due to the large expected statistics at SuperKEKB/Belle II,
we estimate δstatR
exp
i as follows:
δstatR
exp
i ≈
δN τi
N `i
ε`i
ετi
f(q2i ) ≈
1√
NBB ε
τ
i
√Bτi
B`i
f(q2i ) , (12)
where NBB = L×σ(e+e− → BB) is the number of produced BB pairs for an integrated lu-
minosity L, Bτ,`i denote the branching fractions integrated over the ith bin. For simplicity,
taking the efficiency ετi to be constant for all bins, we estimate it to be ε
τ
i ≈ ετtot ' 10−4,
using the BABAR result on total number of signal events.
In Table 2 we present our results on luminosities for various sets of simulated “data”
and a tested model, required to exclude the model at 99.9% C.L. using binned RD(q
2) and
RD∗(q
2) distributions. In parentheses, for comparison, we present the required luminosity
using theR(D) andR(D∗) ratios. The cross mark means that it’s impossible to distinguish
“data” and model at 99.9% C.L. due to very small χ2 values (however, the discrimination
at 68% C.L. is still possible for some models). This occurs in the cases when statistical
errors vanish (L → ∞) and theoretical uncertainties remain non-negligible. As one can
see from the table, some cases of “data”-model (e.g. S2-T or S2-V1,2) can be already
tested using the BABAR and Belle statistics (LBABAR = 426 fb−1, LBelle = 711 fb−1). In
order to test the leptoquark scenarios, one needs about 1-6 ab−1, which will be achieved
at the early stage of the Belle II experiment. To discriminate the V1 and V2 NP scenarios
turns out to be practically impossible due to too high required luminosity that cannot be
achieved at near future colliders.
To find out which of two methods, using RD(∗)(q
2) or R(D(∗)), is more effective (i.e.
requires a smaller luminosity) and more sensitive to a particular NP scenario, we illustrate
the results of Table 2 in a simple way in Table 3. Small circles and squares represent the
advantage of RD(∗)(q
2) and R(D(∗)) respectively. Double circles correspond to the case
when only RD(∗)(q
2) is effective. Cross marks denote the impossibility of discrimination
by either of the two methods. As for the SM, we do not need RD(∗)(q
2) since the present
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L [fb−1] model
SM V1 V2 S2 T LQ1 LQ2
V1
1170
(270)
106
(5)
500
(5)
900
(5)
4140
(5)
2860
(1390)
V2
1140
(270)
106
(5)
510
(5)
910
(5)
4210
(5)
3370
(1960)
“
d
a
ta
” S2
560
(290)
560
(13750)
540
(36450)
380
(5)
1310
(35720)
730
(4720)
T
600
(270)
680
(5)
700
(5)
320
(5)
620
(5)
550
(1980)
LQ1
1010
(270)
4820
(5)
4650
(5)
1510
(5)
800
(5)
5920
(1940)
LQ2
1020
(250)
3420
(1320)
3990
(1820)
1040
(20560)
650
(4110)
5930
(1860)
Table 2: Luminosity required to discriminate various simulated “data” and tested model sets at
99.9% C.L. using RD(∗)(q
2) or R(D(∗)) (in parentheses).
model
SM V1 V2 S2 T LQ1 LQ2
V1  8 } } } 
V2  8 } } } 
“
d
a
ta
” S2  ◦ ◦ } ◦ ◦
T  } } } } ◦
LQ1  } } } } 
LQ2    ◦ ◦ 
Table 3: Comparison of two discrimination methods, using RD(∗)(q2) (circle) or R(D(∗)) (square): the
method requiring a smaller luminosity to distinguish “data” and theoretical model at 99.9% C.L. is more
advantageous. Double circle corresponds to the case when only RD(∗)(q
2) is effective and can distinguish
scenarios. Cross marks denote the impossibility of discrimination by either of the two methods.
experimental data of R(D(∗)) have already shown the significant deviation from the SM
as explained in Section 1.
As can been seen from Table 3, for the “data”-model cases LQ2(V1,2)-V1,2(LQ2) and
LQ2(1)-LQ1(2), R(D
(∗)) turn out to be more advantageous quantities to be studied. On
the other hand, if we assume “data” to be e.g. S2 or T , the binned q
2 distributions
become more profitable for discrimination of other NP models. Moreover, only RD(∗)(q
2)
can clearly distinguish the S2-T and T -S2 cases. To summarise, among the 36 cases listed
in Table 3, in 22 cases the study of q2 distributions turns out to be more advantageous
and has a lower luminosity cost, and in 15 cases only RD(∗)(q
2) can discriminate “data”
and models at 99.9% C.L.
To clarify the sensitivity to NP Wilson coefficients in the Belle II experiment, in Fig. 5
we present constraints on the Wilson coefficients, obtained from the χ2 fit of binned RD(q
2)
and RD∗(q
2) for the integrated luminosity of 40 ab−1, assuming the “data” to be perfectly
consistent with the SM predictions. The dark (light) blue regions represent the expected
68% (99.9%) C.L. constraints from RD(q
2) and RD∗(q
2). For comparison, we show the
68% (99.9%) C.L. allowed regions, represented by red solid (dashed) lines, from R(D) and
R(D∗). Due to the large statistics of the B → D(∗)`ν` events at the Belle II experiment, it
will be possible to improve significantly the precision of the HQET form factor parameters.
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Therefore, making Fig. 5, we suppose that the overall theoretical uncertainties of R(D(∗))
and RD(∗)(q
2) will be reduced by factor 2, i.e. the covariance matrix in Eq. (10) is reduced
by factor 4. We verified numerically that this approximation gives practically identical
results to those obtained improving the accuracy of all HQET parameters and quark
masses by factor 2.
Using the obtained constraints on the NP Wilson coefficients CS2(mb) and CT (mb) in
Fig. 5 and performing the renormalization from mb to MNP scale
6, one can study potential
future constraints on NP couplings and masses. Here we assume for simplicity,
CX(MNP) ≈ 1
2
√
2GFVcb
λλ′∗
M2NP
, (13)
where λ and λ′ denote the general couplings of new heavy particles to quarks and leptons
at the MNP scale. Assuming the NP couplings λ, λ
′ ∼ 1, one can probe and constrain new
particle masses as MNP & 5(7), 5(6), 7(10), 5(7), 5(6) TeV for V1,2, S1,2, T , LQ1 and LQ2
NP types respectively, using the constraints from RD(∗)(q
2) (R(D(∗))). Thus, one observes
that if the experimental data is SM-like, R(D(∗)) turn out to be more advantageous
observables to constrain NP scale, implying the statistical benefit of integrated quantities.
5 Conclusions
We studied NP effects in the q2 distributions of the decay rates in B → Dτν and B →
D∗τν considering the generic vector, scalar and tensor operators with Wilson coefficients
of O(1) that can describe the present experimental data quite well. We examined the
currently available differential branching fractions of BABAR and estimated the p values
of the fit for various NP scenarios presented. We found that the scalar (tensor) operator is
disfavored with p =0.1% (1.0%) by the observed differential branching fractions, however,
their combinations that appear in leptoquark models are consistent with the data.
In order to cancel the dependence on Vcb and reduce theoretical uncertainties, we in-
troduced new quantities RD(∗)(q
2) that turned out to be a very good tool for discriminat-
ing different NP scenarios in the future SuperKEKB/Belle II experiment. In particular,
RD(q
2) is very sensitive to the scalar contribution, and RD∗(q
2) is more sensitive to the
tensor operator. Hence, in addition to the R(D(∗)) determination, the study of RD(∗)(q
2)
distributions can can provide a good test of NP (including the leptoquark scenarios).
In order to evaluate the discriminating power of RD(∗)(q
2), we simulated “experimental
data” for the binned RD(∗)(q
2) distributions, assuming one of the NP scenarios consistent
with the observed deviation in R(D) and R(D∗), and compared them with other theoret-
ical model predictions. We estimated luminosities required to exclude the tested models
for various simulated “data” at 99.9% C.L. using binned RD(∗)(q
2) distributions as well as
R(D(∗)). It was found that over 36 possible scenarios listed in Table 3, in 22 cases studying
q2 distributions turned out to be more advantageous and have lower luminosity costs than
R(D(∗)) measurement, and in 15 cases only RD(∗)(q
2) can clearly discriminate “data” and
6The vector and axial vector currents are not renormalized because their anomalous dimensions vanish.
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Figure 5: Constraints on the Wilson coefficients at the mb scale. The constraints are obtained from the
χ2 fit of binned RD(q
2) and RD∗(q
2) assuming the future experimental measurements at Belle II for the
integrated luminosity 40 ab−1 to be perfectly consistent with the SM predictions. The red solid(dashed)
lines correspond to the constraints at 68% (99.9%) C.L. coming from the q2-integrated R(D(∗)).
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models. In addition, if the experimental data is SM-like, R(D(∗)) are more advantageous
observables to constrain NP scale as reasonably understood by the statistical benefits of
the integrated quantities.
Although in the future Belle II experiment statistical and systematic errors will be
significantly reduced, theoretical uncertainties may remain non-negligible or even compa-
rable to experimental ones. Therefore, for precise theoretical evaluation of R(D(∗)) and
RD(∗)(q
2) our knowledge of hadronic form factors (in particular, 1/mb,c corrections) must
be improved. In addition, to determine the scalar and tensor form factors we use equa-
tions of motion that involves the uncertainties related to the quark masses. Thus, new
theoretical calculations using lattice QCD would be very helpful in future.
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