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Ce travail se propose de caractériser thermiquement des composites à microstructures
complexes. Il s’agit de développer des méthodes d’estimation permettant d’identifier les
propriétés thermiques des différentes phases en présence, ainsi que celles associées à
leurs interfaces, à partir de mesures issues de la thermographie infrarouge. Cette esti-
mation paramétrique nécessite la connaissance au préalable de la structure géométrique
de l’échantillon. Le premier objectif concerne donc l’identification de la structure de
l’échantillon testé par la discrimination des différentes phases et interfaces. Une fois la
structure de l’échantillon connue, le second objectif est l’identification des paramètres
thermiques des différents constituants ainsi que ceux de leurs interfaces. On se propose
d’exploiter deux tests spécifiques utilisant le même dispositif expérimental.
Deux méthodes mathématiques différentes ont été développées et utilisées pour exploiter
les mesures de champ issues du premier test et permettre de retrouver la microstructure
de l’échantillon. La première est fondée sur la décomposition en valeurs singulières des
données de températures recueillies. Il est montré que cette méthode permet d’obtenir
des représentations de la microstructure de très bonne qualité à partir de mesures même
fortement bruitées. La seconde méthode permet de raffiner les résultats obtenus à l’aide
de la méthode précédente. Elle repose sur la résolution d’un problème d’optimisation
sous contraintes en exploitant la technique dite Level-Set pour identifier les frontières
des différents constituants de l’échantillon.
L’étape d’identification des propriétés thermiques des constituants et des interfaces ex-
ploite les mesures de champs issues du second test expérimental. La méthode développée,
la SVD-FT combine des techniques de décompositions en valeurs singulières avec des
fonctions tests particulières pour dériver des estimateurs linéaires des propriétés recher-
chées. Cette méthode permet de limiter les effets du bruit de mesure sur la qualité de
l’estimation et de s’affranchir des opérations de filtrage des données.
Mots clés : Thermographie infrarouge, Décompositions en valeurs singulières, Matéri-




This work reports on the thermal characterization of composites with a complex mi-
crostructure. It aims at developping mathematical methods to identify the thermal prop-
erties of the constituants and thoses associate at their interfaces. The first step consists
in discriminating the microstructure of the sample to be tested. Then, when the sample
structure is known, the second step consists in estimating the thermal parameters of the
different phases and those at their interfaces. One experimental device has been set up
to realize those two steps.
Two mathematical methods have been developped and used to discriminate the mi-
crostructure based on the images of the sample recorded bu an infrared camera. The first
method is based on the singular value decomposition of the temperature data. It has been
shown that this method gives a very good representation of the microstructure even with
very noisy data. The second method allows to refine the results obtained by the first one.
This method is based on the resolution of an optimization problem under constraints and
use a Level-Set technic to identify the boundary of each phase.
To estimate the thermal properties of each phase and its interface, the infrared images
of the second experiment have been used. The SVD-FT method developed in this work
combines the singular values decomposition technic with particular tests functions to
derive linear estimator for the thermal properties. As a result, a significant amplification
of the signal/noise ratios is reached.
Keywords : Parameter estimation, Singular value decomposition, Infrared thermogra-
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Chapitre 1 Motivations et objectifs
1.1 Matériaux hétérogènes ciblés
Qu’ils soient naturels ou artificiels, l’étude des matériaux est une problématique aussi
bien scientifique qu’industrielle. Une thématique aussi vaste implique de fixer des bornes
qui jalonneront les travaux à réaliser. Notre travail porte sur la caractérisation ther-
mique de matériaux hétérogènes. Parmi ces matériaux, une distinction peut être faite
entre ceux présentant une variation graduelle de leurs propriétés physiques et les com-
posites, sur lesquels porterons nos efforts, qui sont des milieux composés d’un nombre
fini de phases homogènes non miscibles. Dès lors, au sein d’un composite, les interfaces
délimitant deux phases contiguës se caractériseront par un saut de ces propriétés. Nous
discernerons également les composites dont la structure est simple (de type multicouche,
cf. Figure 1 a), et qui, comme nous le verrons par la suite, ont déjà fait l’objet d’un nom-
bre conséquent de travaux, pour nous consacrer à l’étude des composites à structure
complexe (Cf. Figure 1 b), ces derniers étant constitués de phases aux formes arbitraires
et dont la distribution est aléatoire.
Figure 1.1.1: Deux exemples de composites à structures simple et complexe. a) Multi-
couche Aluminium/GST/SiO2/Si utilisé en microélectronique ; b) béton
[3]
Les multiples combinaisons possibles entre les différents constituants d’un matériau
composite ouvrent la voie à autant d’applications et nous nous proposons d’illustrer
succinctement leur variété au travers de quelques exemples. Lors de la conception de tels
matériaux, les propriétés des différentes phases le constituant sont intentionnellement
associées pour lui conférer des fonctions techniques spécifiques et pour perfectionner
et/ou accéder à des propriétés adaptées à l’application visée.
Les domaines de l’aéronautique, l’aérospatial ou encore le nucléaire sont fortement
demandeurs de matériaux composites. Ceux-ci sont en effet susceptibles d’offrir des
performances supérieures à celles des métaux généralement utilisés tout en assurant un
meilleur rapport résistance mécanique/poids et une résistance à la corrosion supérieure.
C’est par exemple le cas pour des composites carbone/époxy (Cf. Figure 4 a, [66]).
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1.1 Matériaux hétérogènes ciblés
Plus généralement, l’adjonction d’un composé, souvent sous forme de fibres ou de
particules, à une matrice polymère ouvrira la voie à de multiples applications. Citons
à titre d’illustration l’ajout de noir de carbone dans les pneumatiques ou les joints
(résistance aux UV, coloration), de particules de silice dans les composites dentaires
(bio-compatibilité, résistance), de charges ou de fibres pour des matériaux structurels,
d’un autre polymère (association des caractéristiques intrinsèques de chaque polymère
en présence, voir Figure 4 b), d’un principe actif (vectorisation d’un médicament), etc.
Figure 1.1.2: a) Composite carbone/époxy ; b) Mélange de polymères
De part des problématiques très actuelles de gestion de l’énergie, on constate aujour-
d’hui un intérêt croissant porté à son stockage. Ces dernières années ont ainsi vu le
développement de matériaux constitués d’une matrice inerte dont la porosité est rem-
plie d’un matériau stockant (un Matériau à Changement de Phase, MCP, par exemple).
La matrice peut dans ce cas être destinée à assurer la stabilité structurelle de l’ensem-
ble, à contenir la phase « stockante », à gérer son expansion volumique, à améliorer les
propriétés de l’ensemble, etc. A basse température on citera par exemple le développe-
ment de panneaux de fibres de bois imbibés de paraffine, de composites polymère/MCP
obtenus par fusion, puis mélange, d’un polymère et de paraffines ou encore de matériaux
de type placoplâtre ou béton imprégnés/imbibés par le MCP [15]. Quelques illustrations
de ces types de composites sont présentées ci-dessous :
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Figure 1.1.3: a) Composites Panneaux de fibres de bois / paraffines [1] ; b) Composites
graphite/MCP : matrice de graphite infiltrée avec des paraffines [2] ; c)
Intégration de paraffine dans du béton [4]
De même, le développement de matériaux composites carbone/sel, destinés au stock-
age d’énergie thermique à haute température, fait l’objet des travaux de recherche depuis
quelques années ([56, 101]).
Figure 1.1.4: Exemples de matériaux composites graphite/sel élaborés dans le cadre des
projets DISTOR [92] et HTP-STOCK [5] ; (a) par compression uniaxiale ;
(b) par compression isostatique
1.2 Échelles d’analyse, caractérisation thermique
Quelque soit le matériau, son étude passe généralement par une étape de caractérisa-
tion qui peut avoir trait à de multiples disciplines (mécanique, optique, chimie,. . . ). En
adoptant le point de vue du thermicien, cette caractérisation consistera à estimer deux
propriétés fondamentales, à savoir la conductivité thermique (notée k) et la capacité
thermique (notée ρc), voire une combinaison de celles-ci comme la diffusivité thermique




1.2 Échelles d’analyse, caractérisation thermique
La caractérisation peut se faire à différentes échelles spatiales, notamment quand il
s’agit de matériaux hétérogènes. On peut distinguer :
– L’échelle macroscopique, aussi appelée échelle du volume élémentaire représentatif.
C’est l’échelle à laquelle le matériau se comporte comme si il était homogène. On
parle alors de propriétés thermiques effectives, dont la valeur dépend des propriétés
des phases en présence, de leurs fractions volumiques respectives et de leur agence-
ment dans l’espace. Dans la figure 1.2.1 à gauche, le matériau graphite/sel représenté
devient homogénéisable à une échelle de l’ordre de quelques centimètres.
– L’échelle microscopique. A cette échelle les phases du matériaux apparaissent dis-
tinctement (voir figure 1.2.1, centre). L’objectif de la caractérisation thermique est
alors d’estimer les propriétés thermiques de chacune des phases (supposées ho-
mogènes) ainsi que les résistances thermiques aux interfaces. On notera (voir figure
1.2.1, droite) qu’en réduisant encore l’échelle d’observation, les phases qui étaient
en apparence homogènes peuvent s’avérer hétérogènes.
Figure 1.2.1: Images d’un matériau composite carbone/sel à différentes échelles d’ob-
servation : échelle macroscopique à gauche (∼ cm), échelle des phases
homogènes (∼ mm), et échelle micrométrique.
A l’échelle macroscopique, la caractérisation thermique d’un matériau hétérogène ne
diffère en rien de celle d’un matériau homogène et l’on dispose de nombreuses méthodes
qui permettent de mesurer leurs propriétés thermiques. Citons par exemple deux tech-
niques de mesure directe des conductivités et des capacités calorifiques que sont la plaque
chaude gardée [85] et la DSC [31] (Differential Scanning Calorimetry), respectivement.
De par la rapidité des tests et la relative simplicité de mise en œuvre, d’autres dispositifs
reposant sur des sondes à choc ont été développés pour estimer ces propriétés, parfois
simultanément. Le fil chaud [98] sera ainsi adapté à l’estimation de la conductivité ther-
mique d’un matériau tandis que le plan chaud [97] autorisera l’accès à son effusivité,
voire à l’estimation simultanée de k et ρc [101]. Il en va de même pour les techniques
basées sur le ruban chaud ou le disque chaud [47]. Les méthodes photo-acoustiques [62],
[61] permettent quant à elles d’estimer simultanément la diffusivité et l’effusivité du mi-
lieu testé, et par conséquent de parvenir à sa caractérisation complète. Les techniques
photo-thermiques telles que la méthode flash [27], [61] sont également très utilisées pour
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estimer la diffusivité thermique d’un matériau (flash face arrière), voire ses deux pro-
priétés thermiques fondamentales (flash face avant). Ces différents dispositifs trouvent
également une extension intéressante pour la caractérisation de composites à structure
simple, i.e. de type multicouche : un flux de chaleur (un flash [91], un créneau [6], un
échelon [70]) est appliqué sur la surface d’un échantillon dont les bords sont parfaitement
isolés. L’utilisation de la réponse en température du composite à cette sollicitation, as-
sociée à un modèle de transferts ad hoc, permet de détecter les variations de propriétés
thermiques de chaque couche, voire de les estimer.
A l’échelle microscopique, notamment pour des composites à structure complexe, les
possibilités de caractérisation sont plus restreintes et les travaux de recherche effectuées
beaucoup moins nombreux. Les deux sections suivantes décrivent les outils expérimen-
taux à disposition et les méthodes d’estimation qui y sont associées.
1.3 Dispositifs expérimentaux d’intérêt pour la
caractérisation thermique de matériaux hétérogènes
à structure complexe
Les principaux outils expérimentaux disponibles de nos jours pour caractériser ther-
miquement des matériaux hétérogènes complexes sont la microscopie thermique à bal-
ayage, la photoréflectrométrie et la thermographie infrarouge.
1.3.1 Microscopie thermique à balayage
En changeant d’échelle d’observation, c’est-à-dire en abordant la microstructure des
composites complexes, les possibilités de caractérisations sont plus restreintes. L’une
d’elle est la technique SThM (Scanning Thermal Microscopy, « microscopie thermique
à balayage » en français). Elle est dérivée de la microscopie à force atomique (AFM)
[95] et permet de mesurer des champs de température à la surface d’un matériau. La
SThM a ainsi été adaptée à la caractérisation de surface des matériaux [82]. Le montage
est réalisé en remplaçant la sonde AFM par un élément thermorésistif, une sonde de
Wollaston (un fil en argent plié à cœur de platine/rhodium dont l’extrémité est dénudée
par attaque acide pour permettre le contact entre le cœur et la zone étudiée) ou de type
bow-tie.
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Figure 1.3.1: Sondes Wollaston et Bow-Tie [82] ; Image MEB d’une sonde Bow-Tie [55]
Le déplacement de la pointe est effectué par l’intermédiaire d’un module piézoélec-
trique. Une boucle d’asservissement permet de maintenir à température constante la
pointe en contact avec l’échantillon. Ce dispositif, peut ainsi être utilisé de deux manières :
– Par technique dite « de la pointe froide », où la pointe thermique n’est pas alimentée.
La mesure de la tension aux bornes de la sonde permet de mesurer un champ de
température absolue de surface ;
– Par technique dite « de la pointe chaude », où la pointe thermique est maintenue
à température constante grâce à un système d’asservissement. Le signal électrique
correspondant au flux de chaleur est transmis de la sonde au matériau. Une car-
tographie des propriétés thermophysiques à la surface de ce matériau peut ainsi être
établie.
Pour exploiter les données issues de ce dispositif, différentes modélisations des transferts
thermiques survenant lors de son fonctionnement peuvent être envisagées. Une première
approche consiste à étudier la conductance thermique à l’interface entre la pointe et
l’échantillon et permet l’estimation de la conductivité thermique de l’échantillon testé.
Dans [9], les auteurs construisent analytiquement ce modèle de conductance à partir
des dimensions et caractéristiques thermiques de la pointe. La conductance thermique à
l’interface pointe-échantillon et le flux de chaleur, supposé homogène, émis par la pointe
(et reçu par la surface de l’échantillon) sont également considérés. La seconde approche
consiste à utiliser le modèle thermique pour simuler la température de la pointe et à en
confronter les résultats avec la mesure obtenue expérimentalement. La minimisation de
leur écart (généralement en utilisant les moindres carrés linéaires) permet d’identifier les
diffusivités du matériau. [7, 71, 75]
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Figure 1.3.2: Cartographies de variations de conductivités thermiques. Les zones som-
bres présentent les plus faibles conductivités [82] ; a) composite car-
bone/fibre de carbone ; b) mélange de deux polymères
Expérimentalement, il est à noter qu’une calibration de la pointe thermique est néces-
saire. Pour ce faire, des échantillons de conductivités thermiques connues sont polis (pour
éviter toute influence de leur topographie sur le signal thermique) puis mesurés dans des
conditions où la température de la pointe est de 100°C ou sous vide afin d’éviter l’ap-
parition d’un film d’eau entre celle-ci et la surface de l’échantillon. Les dimensions de
la pointe étant de l’ordre du micron avec une résolution latérale comprise entre 10 et
100nm, cette méthode est particulièrement bien adaptée à la métrologie thermique aux
petites échelles. Cependant, l’estimation des propriétés thermophysiques requiert une
certaine maîtrise des paramètres de la sonde thermique (notamment sa géométrie et ses
propriétés thermiques), des paramètres environnementaux et du contact sonde-matériau
(qui implique une résistance thermique de contact difficile à modéliser). Dès lors, si cette
technique offre une bonne résolution spatiale, les résultats obtenus présente une fiabilité
relativement faible.
1.3.2 Photoréflectométrie
Toujours à l’échelle micrométrique, la technique de photoréflectométrie permet d’é-
tudier la réponse d’un matériau à une perturbation ultra-brève (100fs) en mesurant les
variations de réflectivité (proportionnelles à des variations de températures) induites par
celle-ci à sa surface. Un laser produit une impulsion à une longueur d’onde et avec une
fréquence de répétition donnée. Le faisceau laser est ensuite divisé en deux grâce à un
cube polarisant :
– Un faisceau d’une dizaine de microns dit « pompe », chauffe la surface de l’échan-
tillon avec une puissance de quelques Watts. Avant d’arriver sur l’échantillon le
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faisceau pompe traverse un cristal doubleur de fréquence pour diviser par deux sa
longueur d’onde, afin de le différencier du faisceau sonde.
– Un faisceau dit « sonde » est réfléchi par la surface du matériau puis redirigé vers
une photodiode en silicium pour mesurer la variation relative de réflectivité à la
surface de l’échantillon. La sonde est déphasée par rapport à la pompe grâce à une
augmentation de la distance parcourue par le faisceau sonde par rapport à la pompe.
Pour cela, un dispositif de translation mécanique de miroir en coin de cube appelé
« ligne à retard » est utilisé. Faire varier cette distance engendre une variation
proportionnelle du déphasage entre les deux impulsions, ce qui permet de mesurer
l’intégralité de la courbe de relaxation entre deux impulsions en réflectométrie.
Figure 1.3.3: Schéma de principe d’un dispositif de photoréflectométrie [54].
Le matériau étudié est recouvert par une couche conductrice qui joue le rôle de trans-
ducteur thermique. En déplaçant le faisceau pompe en différents points de la surface
de l’échantillon, une cartographie de surface de l’élévation périodique de température
peut être obtenue. L’étape d’estimation consiste alors à minimiser la réponse thermique
théorique obtenue par modélisation et celle provenant de l’expérience pour estimer les
propriétés thermiques du matériau testé [54, 84, 94].
Les inconvénients de cette méthode de caractérisation sont liés à la présence de la ligne
à retard. Celle-ci introduit en effet des vibrations mécaniques importantes. Le temps
d’acquisition étant lié à la vitesse de déplacement de la platine, plus ce déplacement est
rapide plus les vibrations sont grandes. La forme du signal thermique et la stabilité de
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la source laser peuvent s’en trouver affectées. Une autre limitation réside dans le fait
que la photoréflectométrie est surtout adaptée aux surfaces réfléchissantes et de bonne
qualité optique. La plupart des matériaux hétérogènes ne vérifient pas ces propriétés, le
dépôt d’une couche transductrice est alors nécessaire.
1.3.3 Thermographie infrarouge
Appliqué aux mesures des températures, un système de thermographie est composé
d’une caméra thermique et d’une station intégrant un ensemble de fonctions assurant la
transcription en température, l’analyse, le traitement et l’enregistrement des données.
Le système peut être concentré en un seul dispositif. En ce sens, la thermographie est
une extension de la technique de mesure radiométrique des températures.
La thermographie illustre l’échange d’énergie par rayonnement. Ainsi, la thermogra-
phie constate l’état instantané, statique, stationnaire ou transitoire, de la répartition
spatiale des flux en provenance d’une scène thermique. Elle est donc un outil pour le
thermicien ou pour l’opérateur, une technique qui vise à obtenir une carte de luminances
ou un thermogramme en vue de son interprétation [76].
La thermographie infrarouge est une technique expérimentale largement utilisée dans
le domaine de la caractérisation thermique des matériaux. Plusieurs raisons ont contribué
au succès de cet outil :
1. La simplicité et le coût du dispositif expérimental associé. Les éléments princi-
paux du dispositif sont la caméra infrarouge, un microscope optique associé à la
caméra et un dispositif permettant d’exciter thermiquement le matériau à tester.
Les moyens d’excitation peuvent être optiques (i.e. lampes halogènes, lasers, etc.),
électriques (i.e. résistances chauffantes) ou mécaniques (ultrasons, vibrations, etc.).
2. La durée des expériences, qui ne dépasse que très rarement la minute. Un test
visant la caractérisation thermique d’un matériau consiste, généralement, à sol-
liciter thermiquement une des faces d’un échantillon parallélépipédique à faces
parallèles et à observer la réponse thermique de l’échantillon, sur cette même face
ou sur la face opposée, à l’aide de la caméra infrarouge.
3. Le caractère non-intrusif des observations.
Nous rappelons qu’une caméra infrarouge ne mesure pas directement une température
de surface. Les détecteurs des caméras, qu’ils soient uniques (caméras à balayage) ou
matriciel, de type refroidi (détecteurs quantiques) ou non refroidi (détecteurs pyroélec-
triques ou bolométriques), sont sensibles à la luminance émise par la surface étudiée, ils
mesurent des flux photoniques. Selon la quantité de photons reçus, ils renvoient une ten-
sion électrique (volts) exprimée en valeur numérique (DL :Digital Level). Les fonctions de
transfert photons/volts et volts/DL sont des fonctions linéaires croissantes. Par contre,
la fonction de transfert DL/température est non-linéaire et exige d’une étape d’étalon-
nage. Cependant, si l’élévation de température de l’échantillon est modérée (quelques
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degrés), le rapport DL/température reste constant dans la plage de températures de
travail et on pourrait s’affranchir de l’étape d’étalonnage.
La résolution maximale atteignable par thermographie infrarouge est limitée par la
longueur d’onde du rayonnement infrarouge. En pratique, la plus haute résolution que
l’on peut obtenir est de l’ordre de 20µm avec des lentilles optiques conventionnelles. De ce
fait, l’usage de cette technique sera réservé à des matériaux dont la taille caractéristique
des hétérogénéités est de l’ordre de la centaine de micromètres ou supérieure.
Outre l’appareillage expérimental, la caractérisation thermique exige de disposer d’un
modèle de transferts thermiques approprié, tenant compte de la nature du matériau
testé ainsi que des particularités du dispositif expérimental et des conditions du test, et
également d’une méthode d’inversion pertinente, visant à minimiser les écarts modèle-
mesure, pour retrouver la valeur des propriétés thermiques ciblées.
Les méthodes de caractérisation par thermographie infrarouge les plus usitées de nos
jours sont :
– La méthode flash. Cette méthode consiste à exciter par une brève impulsion
photo-thermique la face avant de l’échantillon et à observer et enregistrer les varia-
tions de température de la face arrière ou de la face avant. Elle a été introduite par
Parker en 1961 [96] pour mesurer la diffusivité thermique de matériaux homogènes
isotropes. Dans sa version originale, on se sert d’une lampe halogène pour exciter
uniformément la face avant de l’échantillon et on mesure la température au centre
de la face arrière avec un thermocouple. Le modèle de transferts et la technique
d’estimation associée ont été ensuite améliorés dans les années 70 et 80 par Degio-
vanni et ses collaborateurs [8, 26]. L’idée de remplacer la mesure ponctuelle de tem-
pérature par une mesure non-intrusive de champ à l’aide d’une caméra infrarouge
apparaît dans les années 90 avec les travaux de Phillipi [51, 81]. En combinant la
mesure de champ avec une excitation photo-thermique non uniforme en face avant,
Phillipi et al. prouvent qu’il est possible de déterminer les trois diffusivités ther-
miques de matériaux orthotropes par des simples régressions linéaires dans l’espace
de la transformée de Fourier spatiale. Différentes techniques photo-thermiques (i.e.
lampes associées à des masques, lasers) d’excitation permettant d’enrichir les in-
formations fournies par l’expérience ont ensuite été proposées [53, 57]. La thèse de
doctorat de Ruffio (2006) [83] apporte une description exhaustive des évolutions
de la méthode flash au fil du temps, avec une analyse rigoureuse des modèles de
transferts (et leurs solutions analytiques) et des méthodes d’inversion qui se sont
succédés.
– La méthode periodique. Expérimentalement, cette méthode ne diffère de la
précédente que dans la façon dont l’échantillon est excité. On utilise cette fois-ci
un laser modulé pour exciter localement et de façon périodique l’échantillon en
face avant. En mode synchrone, on observe la réponse thermique en face arrière de
l’échantillon à l’aide d’une caméra infrarouge et on enregistre l’amplitude et la phase
des oscillations de température observées. Un des avantages de travailler en régime
périodique est l’amélioration significative du rapport signal sur bruit que l’on peut
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atteindre. Pour des matériaux homogènes, il a été démontré que les équations qui
relient l’amplitude et la phase des oscillations thermiques observées à la diffusivité
thermique du milieu sont explicites et simples [12, 16, 19, 42]. Elles permettent de
retrouver la valeur de ce paramètre par des simples ajustements linéaires. Cette
méthode a été utilisée pour mesurer la diffusivité thermique d’une large gamme de
matériaux homogènes, isotropes et anisotropes. Les récents travaux de Mendioroz
et al. [11] analysent en détail l’effet des différents facteurs expérimentaux qui peu-
vent affecter la qualité des estimations et établissent les conditions expérimentales
requises pour s’assurer de la précision des résultats.
Ces deux méthodes visent a priori la caractérisation thermique de matériaux homogènes.
Cependant, cette contrainte n’est pas liée à l’outil expérimental et/ou aux conditions
d’essai mais aux modèles de transferts et aux méthodes d’estimation utilisées par la
suite. En effet, de part la nature des matériaux visés (homogènes) et les conditions
expérimentales simples utilisées, les modèles de transferts associés à ces méthodes ont
des solutions analytiques (plus ou moins complexes) qui permettent ensuite d’estimer
les diffusivités thermiques recherchées par une méthode des moindres carrés, souvent
linéaires.
Rien n’empêche donc, si ce n’est la difficulté de la tâche, d’essayer d’élargir le champ
d’application de la thermographie infrarouge et de la mettre au service de la caractérisa-
tion de matériaux hétérogènes. Nous évoquerons dans la section suivante les difficultés
majeures que l’on peut rencontrer et les solutions potentielles que la communauté sci-
entifique, thermiciens et inverseurs de modèles, est en train de proposer.
1.4 Méthodes d’estimation des propriétés thermiques à
partir de mesures de champ
La difficulté majeure à laquelle on est confronté lorsqu’il s’agit de caractériser ther-
miquement des matériaux hétérogènes complexes par thermographie infrarouge con-
cerne l’estimation des paramètres ou des informations recherchées à partir des images
infrarouges enregistrées. Ces difficultés peuvent se résumer comme suit :
– Le temps de calcul. Sauf pour des cas simples (i.e. matériaux formés par un em-
pilement de couches parallèles homogènes), le modèle des transferts thermiques
nécessaire à l’exploitation des données n’aura pas de solution analytique. On sera
donc obligés d’utiliser des méthodes numériques, telles que la méthode des éléments
finis, la méthode des volumes finis ou celle des éléments de frontière, pour approcher
sa solution. Se pose alors un problème de coût de calcul lié à la dimension du sys-
tème d’équations à résoudre. On rappelle qu’une image infrarouge de l’échantillon
comporte souvent des dizaines de milliers de pixels, ce qui donne une idée de la di-
mension du problème mathématique à traiter. Ceci est particulièrement pénalisant
quand les algorithmes d’inversion utilisés ensuite sont itératifs.
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– La nature des inconnues. Pour des matériaux dont les propriétés thermiques varient
régulièrement dans l’espace, l’objectif de la caractérisation est d’estimer la fonction
de variation de ces propriétés. Pour des matériaux dont les propriétés sont con-
stantes par morceaux, l’objectif sera d’estimer les propriétés thermiques de chacune
des phases et, éventuellement, les paramètres définissant les échanges aux interfaces.
Si la structure de l’échantillon (emplacement des phases, localisation des interfaces)
n’est pas connue d’avance, l’identification de l’emplacement des discontinuités à
partir des données de température disponibles sera également nécessaire. Quel que
soit le type de matériau, la nature des inconnues nous fera sortir d’un cadre d’esti-
mation strictement paramétrique. De ce fait, les problèmes classiques d’unicité de la
solution du problème inverse à résoudre, de minima locaux et d’initialisation seront
amplifiés.
– Le bruit de mesure. Les images infrarouges acquises lors des expériences de caractéri-
sation sont souvent fortement bruitées, en autre parce que l’élévation en température
de l’échantillon doit être modérée pour garder la linéarité des transferts thermiques
mis en jeu, ainsi que celle de la fonction de conversion DL/température. Il est bien
connu que les effets du bruit de mesure sur la qualité des estimations sont d’autant
plus difficiles à limiter que le nombre d’inconnues du problème est élevé. On s’attend
donc à avoir plus de problèmes de régularisation de la solution du problème inverse
dans le cas de matériaux hétérogènes que dans celui de matériaux homogènes, où
le nombre d’inconnues se restreint à 2-3 paramètres.
Les travaux de recherche s’attachant à ces problèmes de caractérisation thermique sont
relativement récents (depuis la fin des années 1990) et peu nombreux. On peut distinguer
trois familles d’approches distinctes, ayant chacune des atouts et des inconvénients :
– Approches classiques d’estimation. Cette famille regroupe des méthodes où le prob-
lème inverse se pose comme un problème de minimisation d’une fonction objectif
quantifiant les écarts entre les mesures et les prédictions du modèle de transferts.
Cette fonction objectif est souvent la norme quadratique des écarts mesure/modèle,
avec parfois un terme additionnel de régularisation [20, 21, 22, 34, 41, 46]. Le prob-
lème de minimisation est ensuite résolu par des techniques de moindres carrés or-
dinaires [22], par la méthode du gradient conjugué [20, 41], par des algorithmes
génétiques [34], etc. On pourrait inclure également dans cette famille les approches
Bayésiennes, bien qu’elles soient peu utilisées car très coûteuses en temps de cal-
cul. Pour pallier à cet inconvénient, une méthode combinant l’inférence Bayésienne
avec des modèles directs réduits a été récemment publiée [21]. Outre le temps de
calcul, qui est élevé pour toutes les méthodes citées, l’inconvénient majeur de cette
famille d’approches est la nécessité de leur fournir une solution initiale à laque-
lle les résultats finaux sont particulièrement sensibles. Par ailleurs, elle n’ont été
testées que dans des conditions favorables à l’estimation, avec des bruit de mesure
de faible amplitude (au maximum 1% de la valeur de la température moyenne ou
de la température maximale).
– Estimations pixel-par-pixel. Cette approche est spécifique aux travaux réalisés aux
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TREFLE-I2M [18, 57, 65] et n’est adaptée qu’à la caractérisation thermique de
matériaux dont les propriétés thermiques varient régulièrement dans l’espace. Elle
s’inspire des méthodes couramment pratiquées en mécanique des fluides expérimen-
tale par PIV (Particle Image Velocimetry). L’estimation de la diffusivité thermique
locale du matériau se fait en parcourant les images infrarouges pixel par pixel et
en résolvant à chaque fois un petit problème de moindres carrés linéaires. Si cette
approche est peu gourmande en temps de calcul et permet de traiter des quantités
très importantes de données en un temps record, elle est particulièrement sensible
au bruit de mesure car elle nécessite d’estimer numériquement la dérivée temporelle
et le laplacien des champs de température imagés.
– Estimation sur des bases orthogonales réduites. Les travaux relatifs à cette approche
[37, 38, 39] sont encore plus récents que ceux précédemment cités. Ils s’adressent à
la caractérisation thermique de matériaux à propriétés constantes par morceaux et
utilisent des techniques de décomposition en valeurs singulières. Lorsque la struc-
ture de l’échantillon testé est connue d’avance, les propriétés thermiques des phases
vont pouvoir être estimées à partir de méthodes corrélatoires simples faisant in-
tervenir, non pas les données en température, mais un nombre réduit de fonctions
propres singulières et les coefficients de projection associées. Outre la simplicité des
estimateurs et la rapidité de l’estimation, l’atout majeur de cette approche est sa
robustesse face au bruit de mesure.
1.5 Objectif et positionnement de ce travail
Partant des constats précédents, nous avons choisi d’orienter nos travaux vers la car-
actérisation thermique de composites à microstructures complexes, ici des matériaux
hétérogènes formés par plusieurs phases homogènes agencées dans l’espace de façon plus
ou moins aléatoire. Précisons dès à présent que les échantillons testés seront qualifiés de
minces, c’est-à-dire de dimensions permettant de négliger les gradients thermiques dans
leur épaisseur. L’objectif principal est de développer des méthodes d’estimation perme-
ttant de déterminer les propriétés thermiques des phases de ces matériaux, ainsi que
celles associées aux interfaces, à partir des mesures fournies par des essais reposant sur
l’utilisation de la thermographie infrarouge. Cet outil expérimental est le seul à même
(aujourd’hui) d’imager la température à la surface d’un échantillon en suivant son évo-
lution au cours du temps avec des fréquences d’acquisition adaptées à une large gamme
de problèmes de diffusion.
Nos travaux se placent dans la continuité de ce qui a été déjà fait concernant l’esti-
mation paramétrique sur des bases orthogonales réduites, notamment en utilisant des
techniques de décomposition en valeurs singulières (méthode SVD par la suite). Il a
été prouvé que ces approches sont peu coûteuses en temps de calcul et extrêmement
robustes au bruit de mesure. Elles sont donc bien adaptées au traitement des grands
volumes de données significativement bruitées produits par la thermographie infrarouge.
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Bien évidemment, notre ambition est d’améliorer ces techniques et ce sur ces quelques
points faibles.
Le premier concerne la structure de l’échantillon testé. La méthode SVD suppose
que l’emplacement des phases et la localisation des interfaces dans l’échantillon sont
connues d’avance, le problème d’estimation se réduisant à un problème d’estimation
paramétrique. Cette démarche est séduisante pourvu que l’hypothèse de départ ne soit
pas fausse. Une partie de notre travail va donc s’adresser à l’identification de la structure
de l’échantillon à partir des images infrarouges recueillies lors d’un test spécifique, qui
se déroulera dans le même dispositif expérimental dont on se servira par la suite pour
déterminer les propriétés thermiques du matériau étudié. Nous allons développer deux
techniques mathématiques différentes qui vont s’avérer complémentaires. La première
repose sur l’étude des fonctions propres issues de la décomposition en valeurs singulières
des températures observées, tandis que la deuxième fait appel à des techniques de type
level-set.
Les autres points faibles de la méthode SVD, sur lesquels nous reviendrons plus tard,
sont en rapport avec les estimateurs qui découlent de la méthode. Ils pourraient être
améliorés en évitant de calculer numériquement le laplacien des fonctions singulières,
en estimant les diffusivités thermiques des phases indépendamment les unes des autres,
et si l’estimation des coefficients des échanges thermiques entre l’échantillon et son en-
vironnement se faisait directement à partir des éléments singuliers issus de la réponse
thermique. Nous allons développer une méthode hybride, associant l’approche SVD avec
des fonctions test particulières (méthode SVD-FT par la suite), pour essayer de réussir
ce pari.
La décomposition en valeurs singulières étant à la base de toutes les méthodes dévelop-
pées dans ce travail, le chapitre 2 est dédié à la description succincte de ses fondements
théoriques. Les chapitres 3 et 4 décrivent nos travaux relatifs à la reconstruction de
la microstructure d’un échantillon à partir d’images infrarouges. Enfin, le chapitre 5





Décomposition en valeurs singulières
de fonctions spatio-temporelles
Chapitre 2 Décomposition en valeurs singulières de fonctions spatio-temporelles
2.1 Introduction
La décomposition en valeurs singulières (SVD - Singular Value Decomposition) est un
outil important de l’algèbre linéaire. D’après Klema & Laub [93], elle aurait été introduite
par Eugénie Beltram (1873) et Camille Jordan (1874) à propos de leurs études sur les
formes quadratiques. Elle peut être vue comme une extension de la décomposition en
valeurs propres aux matrices non carrées, ainsi qu’aux matrices non-symétriques. Le
succès de cet outil est en partie lié au problème d’approximation d’une matrice de rang
n par une matrice de rang inférieur r < n. Fan & Hoffman (1955) [43] et Mirsky (1960)
[68] démontrent que la troncature à l’ordre r de la SVD d’une matrice M de rang n est
une approximation optimale de rang r de M au sens de toute norme unitaire de l’erreur
d’approximation. La plupart des ouvrages d’algèbre linéaire comportent aujourd’hui un
chapitre dédié à la SVD. Nous recommandons la lecture de l’ouvrage de Golub & van
Loan (1996) [45] ou celui de Strang (1998) [89].
Tout au long du XX e`me siècle, la SVD a été réinventée à plusieurs reprises dans des
domaines d’application différents et porte alors plusieurs autres noms. Elle réapparaît
d’abord sous le nom d’Analyse en Composantes Principales (PCA - Principal Compo-
nent Analysis) en statistique [49, 80]. L’objectif de la PCA est d’identifier la struc-
ture de dépendances sous-jacentes dans des observations stochastiques multi-variables
et d’obtenir une description compacte de ces observations. Il s’agit d’un outil statistique
qui s’apparente à des techniques de maximisation de la variance ou à des techniques de
moindres carrés. Le lecteur intéressé pourra consulter les ouvrages de Jolliffe (1986) [58]
ou de Dunteman (1989) [33] pour de plus amples informations.
Dans les années 40, Karhunen [60] et Loève [63], indépendamment l’un de l’autre,
travaillent sur le problème d’approximation de processus stochastiques en temps continu
par projection des signaux sur des bases orthogonales. Ils proposent une base orthonor-
mée, connue aujourd’hui sous le nom de base de Karhunen-Loève, qui minimise l’er-
reur moyenne d’approximation linéaire pour des signaux uniformément réguliers. Leurs
travaux constituent en réalité une extension de la PCA aux cas d’espaces de dimension
infinie, tel que l’espace des fonctions continues en temps. La technique d’approximation
proposée reçoit le nom de Décomposition de Karhunen-Loève (KLD - Karhunen-Loève
Decomposition). L’ouvrage de Mallat (2000) [67] décrit les fondamentaux et les pro-
priétés de la KLD tout en la plaçant dans le contexte plus large de la théorie d’approx-
imation des signaux.
Un peu plus tardivement, la SVD réapparaît sous l’acronyme POD (Proper Orthogo-
nal Decomposition) dans les travaux de Lumley [64] sur la turbulence. La POD permet
d’identifier et d’extraire des structures cohérentes, quasi-déterministes, dans des écoule-
ments turbulents et connaîtra dès lors un grand succès dans cette communauté [44, 74].
Outre l’intérêt en tant qu’outil d’analyse, la POD permet de construire, ou du moins
d’espérer construire, des modèles dynamiques de faibles dimensions qui capturent les
mécanismes-clé de la dynamique des écoulements et dont le comportement est « proche »
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de l’écoulement réel. Le nombre de publications relatives à ce sujet est très important
au cours des deux dernières décennies.
Dans les années 90, plusieurs auteurs étudient les équivalences entre SVD, PCA et
POD. L’article de Liang (2002) [100] établi les connexions asymptotiques entre ces trois
outils et montre leur équivalence pour des problèmes de dimensions finies.
La SVD/PCA/POD est largement utilisée aujourd’hui dans les domaines du traite-
ment des signaux et de l’image. Son application à des problèmes de compression de don-
nées, de filtrage, de classification de signaux, de groupement de données, de récupération
d’information, etc. est décrite dans les ouvrages récents de Deprettere [30], de Berry et
al. [69] et de Everitt et al. [17, 40].
Dans de nombreuses disciplines (i.e. mécanique des fluides, vibration et systèmes chao-
tiques, aéronautique, microélectronique, thermique, etc.), la SVD/PCA/POD est util-
isée pour construire des modèles dynamiques de faibles dimensions capables d’approcher
convenablement le comportement dynamique de systèmes décrits par des équations aux
dérivées partielles. Ces modèles réduits sont obtenus par projection des équations aux
dérivées partielles du problème sur le sous-espace engendré par un nombre limité de
fonctions propres obtenues par SVD de données simulées (voir i.e. [44]) ou d’opérateurs
de transfert [29].
En thermique, une méthode s’appuyant sur la SVD est proposée à la fin des années
90 par Ait-Yahia & Palomo [13, 14] pour réduire la dimension des problèmes linéaires
de transfert, puis étendue au cas de transferts non linéaires avec changement de phase
par Dauvergne & Palomo [24, 25]. Sur la même période, Park [78, 79] et Palomo [28]
utilisent la SVD pour résoudre des problèmes inverses dont les inconnues sont des sources
de chaleur. Plus récemment, des méthodes exploitants les propriétés de la SVD ont
été proposées pour estimer les propriétés thermophysiques de matériaux homogènes et
hétérogènes à partir d’images infrarouges retraçant l’évolution thermique d’échantillons
minces [37, 38, 39].
Nous introduisons dans ce chapitre les principes de la décomposition en valeurs sin-
gulières en nous contentant d’eﬄeurer la (riche) théorie mathématique sous-jacente, et
nous décrivons ensuite quelques propriétés essentielles vis-à-vis de l’usage que nous ferons
de la SVD dans les chapitres successifs.
2.2 Décomposition en valeurs singulières du champ de
température
En raison des réinvention successives évoquées précédemment, la SVD peut être présen-
tée sous différents angles. Nous adopterons ici celui qui convient le plus à l’usage que
nous en ferons par la suite et qui consiste à appliquer cet outil mathématique à la réponse
thermique d’un échantillon mince soumis à une sollicitation en flux.
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2.2.1 Décomposition en valeurs singulières du problème de
dimension infinie
Soit T (x, t) une fonction spatio-temporelle réelle représentant l’évolution du champ de
température sur un domaine spatial Ω borné (l’échantillon) au cours du temps. x ∈ Ω
et t ∈ [0, tf ] représentent respectivement les coordonnées spatiales et le temps. On
suppose que T (x, t) est une fonction à carré intégrable, aussi bien en espace qu’en temps.
Autrement dit, elle vérifie :
∀t, 〈T (x, t), T (x, t)〉Ω ≡
ˆ
Ω
T 2(x, t)dω <∞ (2.2.1)
et
∀x, 〈T (x, t), T (x, t)〉t ≡
ˆ tf
0
T 2(x, t)dt <∞ (2.2.2)
Elle appartient donc aux espaces séparables de Hilbert L2(Ω) et L2([0, tf ]).
On définit la fonction d’énergie de T (x, t) comme la correlation spatiale de T :




T (x, t)T (x′, t)dt (2.2.3)
On peut montrer aisément qu’il s’agit d’une fonction symétrique :W (x,x′) = W (x′,x).




W (x,x′)Φ(x)Φ(x′)dxdx′ ≥ 0 (2.2.4)
Wˆ (x,x′) peut être identifié à un opérateur compact, auto-adjoint et positif dans l’es-
pace L2(Ω× Ω), par la suite Wˆ = W pour alléger les notations. Il existe alors une base
complète orthonormale dans L2(Ω) constituée des fonctions propres de W (x,x′), notées
{Vm(x)}m=1,···∞ par la suite. De plus, le spectre de W (x,x′) comporte un nombre infini
mais dénombrable de valeurs propres réelles et positives : σ21 ≥ σ22 ≥ · · · ≥ 0. Les valeurs
et les fonctions propres de W (x,x′) sont définies par l’équation intégrale de Fredholm
du premier ordre :
ˆ
Ω
W (x,x′)Vm(x′)dx′ = σ2mVm(x) (2.2.5)




Vm(x)Vk(x)dx = δmk (2.2.6)
Le théorème de Hilbert-Schmidt permet alors d’écrire :
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Toute fonction appartenant à L2(Ω) peut être projetée de façon unique dans la base
définie par les fonctions propres de W (x,x′). Or ∀t T (x, t) ∈ L2(Ω), on a :




Les coefficients de projection, ensuite appelés états, sont des fonctions de L2 ([0, tf ]) :
zm(t) = 〈T (x, t), Vm(x)〉Ω ≡
ˆ
Ω
T (x, t)Vm(x)dx (2.2.9)
En considérant les équations (2.2.5) et (2.2.8), on peut prouver que les états sont




zm(t)zk(t)dt = δmkσ2m (2.2.10)
L’équation (2.2.8) définie la décomposition en valeurs singulières (SVD) de T (x, t).
Elle résulte de projeter T (x, t) sur les fonctions propres de W (x,x′). Les racines carrées
des valeurs propres de cette dernière sont les valeurs singulières de la fonction T (x, t),
désignées par σ1 ≥ σ2 ≥ · · · ≥ 0. On appelle composantes principales de T (x, t) les
termes Vm(x)zm(t) (m = 1, 2, · · · ) de l’équation (2.2.8).
L’équation (2.2.10) montre que l’énergie de l’état zm(t), qui fournit une mesure de
l’amplitude de ses fluctuations, est donnée par la mie`me valeur propre σ2m. Par ailleurs,
on peut montrer aisément, à partir des équations (2.2.8), (2.2.6) et (2.2.10), que l’énergie


















2.2.2 Décomposition en valeurs singulières du problème de
dimension finie
L’échantillonnage de la fonction T (x, t) sur Ω conduit à un vecteur continu en temps,
noté T(t) = {Ti(t)}i=1···n. Les composantes du vecteur T(t) représentent les valeurs de
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la fonction T (x, t) aux points d’échantillonnage. Par la suite, on supposera que l’échan-
tillonnage est réalisé de telle façon que le vecteur T(t) fournit une bonne représentation
de la fonction T (x, t).
L’équivalent en dimension finie de la fonction d’énergie de T (x, t) est la matrice d’én-





On notera que cette matrice s’apparente à la matrice de covariance de T(t). Les termes
diagonaux représentent l’énergie (au sens de la théorie du signal) des composants du
vecteur T(t), alors que les termes non diagonaux mesurent la ressemblance dynamique
entre composants.
La matrice W (n × n) est symétrique semi-définie positive. Son spectre comporte
alors n valeurs propres réelles et positives, que l’on note : σ21 ≥ σ22 ≥ · · · ≥ σ2n > 0. Les
vecteurs propres associés, vm (m = 1, · · · , n), forment une base orthonormée complète
dans l’espace vectoriel de travail. On note : V = [v1 v2 · · · vn] avec VtV = I, où I
représente la matrice identité de dimension (n × n). La matrice d’énergie peut alors
s’écrire :
W = VΣVt avec Σ = diag[σ21 σ22 · · · σ2n] (2.2.14)
Par ailleurs, les éléments de T(t) peuvent s’exprimer comme des combinaisons linéaires





En utilisant l’écriture matricielle, l’ensemble des équations ci-dessus devient :
T(t) = VZ(t) (2.2.16)
avec Z(t) = [z1(t), z2(t), · · · , zn(t)]t. Comme précédemment, on peut prouver que les
coefficients de décompositions (états) sont orthogonaux. Il vérifient :
ˆ tf
t=0
Z(t)Zt(t)dt = Σ (2.2.17)
L’équation (2.2.16) définit la décomposition en valeurs singulières (SVD) de T(t). On
notera que si l’échantillonnage spatial effectué est approprié, les éléments de la matrice
W = {wij}i,j=1,··· ,n et les vecteurs propres vm (m = 1, · · · , n) fourniront des approxima-
tions numériques de bonne qualité de W (x,x′) et de Vm(x), respectivement.
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2.3 Approximations de dimensions réduites du champ de
température
Le problème d’approximation de fonctions spatio-temporelles ou de signaux multi-
variables par projection sur des bases orthogonales a été et reste encore aujourd’hui un
sujet de recherche d’actualité. La théorie de l’approximation étudie l’erreur introduite
par différentes procédures d’approximation dans une base orthonormée. Une approxima-
tion linéaire projette la fonction (voire le signal) sur r fonctions propres (voire vecteurs
propres) choisies a priori. Dans des bases de Fourier ou d’ondelettes, cette approximation
linéaire est particulièrement précise pour des fonctions/signaux uniformément réguliers
[67]. Cependant, la base qui minimise l’erreur moyenne d’approximation linéaire est la
base issue de la SVD de la fonction ou des signaux étudiés. En effet, un des atouts ma-
jeurs de la SVD est sa capacité à identifier les structures de dépendances sous-jacentes
dans la dynamique des processus étudiés et à fournir des représentations compactes
optimales par rapport à toute norme unitaire de l’erreur d’approximation.
Nous présentons dans cette section l’utilisation de la SVD pour générer des approxima-
tions linéaires optimales et nous montrons, à travers un exemple numérique, sa capacité
à fournir des représentations de très faibles dimensions pour des problèmes semblables
à ceux dont il sera question tout au long du document.
2.3.1 Approximations linéaires optimales du champ de température
La projection de la fonction T (x, t) sur les r premières fonctions propres {Vm(x)}m=1,2,··· ,r
fournit une approximation linéaire de dimension r de cette fonction. Ceci revient à tron-
quer la série (2.2.8) à ses r premiers termes :




L’erreur d’approximation est :




En considérant l’orthogonalité des fonctions propres {Vm(x)}m=1,2,··· ,∞ (voir Eq. 2.2.6)
et des états (voir Eq. 2.2.10), on peut aisément prouver que :
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Comme ‖T (x, t)‖22 <∞, l’erreur d’approximation tend vers zéro : limr→∞ ‖er‖22 = 0.
La preuve de l’optimalité de l’approximation (2.3.1) peut être apportée par différentes
voies. Une d’entre elles, souvent utilisée dans la littérature pour introduire la SVD/POD,
consiste à poser le problème de recherche d’une base orthonormée Φ(x) dans l’espace






T (x, t)Φ(x)dxdt (2.3.4)
Il a été démontré (voir i.e. [44]) que la solution à ce problème de maximisation sous
contrainte est donnée par l’équation intégrale de Fredholm de premier ordre :
ˆ
Ω
W (x,x′)Φm(x′)dx′ = σ2mΦm(x) (2.3.5)
qui n’est autre que l’équation de définition de la base SVD (voir Eq. 2.2.5).
De façon plus générale, le théorème spectrale pour des opérateurs compacts [52], ici
W (x,x′), stipule que :
– toute approximation de dimension r, Wr(x,x′), de l’opérateur W (x,x′) satisfait
l’inégalité ‖W −Wr‖ ≥ ‖σr+1 σr+2 · · · ‖, où σr+i est la (r + i)ie`me valeur singulière
de W (x,x′) et ‖.‖ représente une norme unitaire quelconque de l’erreur d’approxi-
mation ;
– la valeur minimale de ‖W −Wr‖ = |σr+1 σr+2 · · · | est atteinte en tronquant le
développement de Schmidt de W (x,x′) (Eq. 2.2.7) à ses r premiers termes.
Par conséquent, une approximation linéaire de T (x, t) minimisant la norme quadratique





L’équation (2.3.1) fournit donc une approximation optimale de T (x, t) au sens des
moindres carrés.
L’équivalent du théorème d’Allahverdiev en algèbre matricielle a été démontré par
Fan & Foffman (1955) [43] et Mirsky (1960) [68]. Il nous permet d’affirmer que l’approx-
imation linéaire de T(t) (n× 1) qui résulte de projeter les composants de ce vecteur sur
les r premiers vecteurs propres Vr = [v1 v2 · · · vr] :
Tr(t) = VrZr(t) (2.3.7)
avec Zr(t) = [z1(t) z2(t) · · · zr(t)]t, minimise la norme quadratique de l’erreur d’approximation :
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Pour illustrer la capacité de la SVD à compresser l’information, nous allons considérer
le milieu biphasé présenté sur la figure (2.3.1a). Il s’agit d’un échantillon mince (6mm×
6mm× 0.1mm) dont les propriétés thermiques des phases sont :
- conductivité thermique de la phase noire (sous-domaine Ω1), k1 = 0.5W/m/K
- conductivité thermique de la phase blanche (sous-domaine Ω2), k2 = 20W/m/K
- capacité thermique de la phase noire (sous-domaine Ω1), ρc1 = 3.3× 106 J/m3/K
- capacité thermique de la phase blanche (sous-domaine Ω2), ρc2 = 9.9× 105 J/m3/K
On suppose que l’échantillon est excité par un spot laser de 0.75 mm de diamètre
appliqué au centre de l’échantillon pendant 2s. La densité de flux du laser est q =
4000 W/m2. Le coefficient d’échanges convectifs/radiatifs entre l’échantillon et son en-
vironnement est h = 5 W/m2/K. On suppose que l’échantillon est parfaitement isolé
latéralement et qu’il se trouve en équilibre thermique avec son environnement à l’in-
stant initial, ∀x, T (x, 0) = 0. Les équations qui gouvernent l’évolution thermique de
l’échantillon au cours du temps sont :
∂T (x, t)
∂t
= αi∇2T (x, t)− βiT (x, t) + ϕ(x, t) ∀x ∈ Ωi, ∀t > 0 (i = 1, 2) (2.3.9)
avec des conditions adiabatiques aux frontières et des conditions de continuité de tem-
pérature et de flux aux interfaces. αi = ki/ρci représente la diffusivité thermique de la
phase i. Le paramètre βi est donné par βi = h/(eρci), où e représente l’épaisseur de
l’échantillon. La fonction ϕ(x, t) est égale à ϕ(x, t) = q/(eρc1) à l’intérieur du spot laser
pour 0 < t ≤ 2s, et elle nulle ailleurs.
La réponse thermique de l’échantillon sur l’intervalle 0 < t ≤ 10s a été simulée à
l’aide de la méthode des volumes finis appliquée à un maillage quadrangulaire régulier
(taille des mailles = 0.1 mm × 0.1 mm). Les résultats obtenus sont représentés dans la
figure (2.3.1b) où l’on trace l’évolution au cours du temps de la température de chacune
des mailles de discrétisation (une courbe par maille). Les figures (2.3.1c) et (2.3.1d)
montrent le champ de température de l’échantillon aux instants t = 1.245s et t = 9.995s
respectivement.
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a) b)
c) d)
Figure 2.3.1: a) Microstructure du milieu ; b) Évolution thermique de chaque maille ;
c) Champ de température à l’instant t = 1.2 s ; d) Champ de température
à l’instant t = 9.9 s.
La SVD du champ de température, T(t) (3600 × 1), a été calculée par la procédure
décrite dans la section 2.2.2. Les six premières fonction propres, Vm(x) (m = 1, · · · , 6),
sont représentées dans la figure (2.3.2), tandis que la figure (2.3.3) montre la variation
au cours du temps des états associés, zm(t) (m = 1, · · · , 6). Les six premières valeurs
propres de la matrice d’énergie de T(t), qui fournissent une mesure de l’amplitude de
variation des états associés, sont données dans le Tableau (2.1). On constate une forte
décroissance de ces valeurs avec l’indice m : σ21  σ22  · · ·  σ26. Dans le même
tableau apparaît la contribution à l’énergie totale de T(t) des six premières composantes
principales (Eq.2.2.19). On y voit que l’énergie de l’ensemble des signaux est expliquée
à 99.3% par les trois premières composantes principales. Des approximations linéaires
de T(t) ont alors été construites par troncature de la SVD du vecteur de température à
ses trois et six premiers termes.
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Figure 2.3.2: Fonctions propres associées aux 6 premières valeurs singulières.
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Figure 2.3.3: Évolution en temps des états associés aux 6 premières valeurs singulières.
1 2 3 4 5
σm2 2.11× 107 0.345× 107 3.2× 105 1.7× 104 1.38× 103
Γm 0.84 0.14 0.013 7× 10−4 5× 10−5
Table 2.1: Valeurs propres (σm2) de la matrice d’énergie et contribution de la com-
posante principale associée à l’énergie totale de l’ensemble des signaux (Γm).
Les erreurs d’approximation er(t) = T(t) − Tr(t) (r=3, 6 ) sont représentées dans la
figure (2.3.4). Les valeurs observées sont toujours inférieures à 0.5°C pour l’approxima-
tion d’ordre 3, tandis qu’elles restent inférieures à 0.06°C pour l’approximation d’ordre
6. On constate donc qu’une approximation à l’ordre 6 induit des erreurs négligeables
comparées aux valeurs observées de température (Fig. 2.3.1b), ainsi qu’en dessous de la
précision usuelle des mesures. L’ensemble complet des données simulées (3600 variables
x 2000 pas de temps = 7.2 millions de données) peut alors être remplacé, sans perte
significative de précision, par un ensemble bien plus petit correspondant à 6 fonctions
propres (3600 mailles x 6 fonctions = 21600 données) et six états (2000 pas de temps x
6 états = 12000 données). La compression de données atteinte est de plus de 99%.
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Figure 2.3.4: a) Erreurs induites par l’approximation d’ordre 3 ; b) Erreurs induites par
l’approximation d’ordre 6.
2.4 Comportement de la SVD face au bruit de mesure
Le bruit est inhérent à la mesure et peut conduire à des analyses ou des estimations
erronées quand il est significatif. Un autre atout de la SVD est que, tout en compressant
les données, elle agit sur le bruit de mesure en réduisant son poids relatif dans les
observations. La propagation du bruit à travers la SVD est analysée dans la section
2.4.1. L’effet de la troncature de la SVD sur le bruit de mesure est présenté dans la
section 2.4.2 et la section 2.4.3 décrit un filtre optimal reposant sur cet outil. Enfin,
nous illustrons les capacités de la SVD à réduire les effets du bruit de mesure dans la
section 2.4.4.
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2.4.1 Propagation du bruit à travers la SVD
Nous allons tout d’abord considérer un problème de dimension infinie avec des obser-
vations corrompues par un bruit de mesure additif :
T˜ (x, t) = T (x, t) + ε(x, t) (2.4.1)




ε(x, t)T (x′, t)dt = 0 (2.4.2)




ε(x, t)ε(x′, t)dt = σ2εδ(x− x′) (2.4.3)
On notera que la deuxième contrainte n’est pas toujours satisfaite quand on réalise
des observations avec une caméra infrarouge, notamment pour des caméras équipées
de détecteurs bolométriques. Cependant, les tests effectués au TREFLE-I2M avec des
caméras à détecteurs matriciels quantiques [72] montrent que le bruit de mesure ne
présente pas de corrélation spatiale significative.
En considérant les propriétés du bruit énoncées ci-dessus, la matrice d’énergie associée








T (x, t)T (x′, t)dt+ σ2εδ(x− x′) = W (x,x′) +Wε(x,x′)




σ˜2mVm(x)Vm(x′) avec σ˜2m = σ2m + σ2εδ(x− x′) (2.4.5)
ce qui prouve que les fonctions propres ne sont pas affectées par le bruit de mesure. La
décomposition en valeurs singulières du champ de température bruité s’écrit alors :








T˜ (x, t)Vm(x)dx =
ˆ
Ω
T (x, t)Vm(x)dx +
ˆ
Ω
ε(x, t)Vm(x)dx = zm(t) + γm(t)
(2.4.7)
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où γm(t) représente la projection du bruit sur les fonctions propres Vm(x). La compara-




γ2m(t)dt = σ2ε (2.4.8)
Les équations (2.4.7) et (2.4.8) montrent que le bruit de mesure est entièrement reporté
sur les états, chaque état étant affecté par un bruit additif dont l’énergie est égale à celle
du bruit de mesure. On peut définir le rapport signal sur bruit des états comme le
rapport entre l’énergie de l’état non bruité et l’énergie du bruit de mesure : (σ2m/σ2 ).
Bien que tous les états héritent du même bruit, cette expression montre que l’effet du
bruit sera négligeable pour les états où σ2m/σ2  1. En revanche, l’information portée
par les états avec σ2m/σ2 ≈ 1 ou σ2m/σ2 < 1 sera inexploitable.
Des résultats similaires sont obtenus pour des problèmes de dimensions finies dont les
observations seraient :
T˜(t) = T(t) + ε(t) avec Wε = σ2εI (2.4.9)
La matrice d’énergie associée à ces observations est :
W˜ = W + Wε = W + σ2εI = VΣVt + σ2εI = VΣ˜Vt (2.4.10)
avec Σ˜ = diag[σ21 + σ2ε σ22 + σ2ε · · ·σ2n + σ2ε ]. Par conséquent, la SVD de T˜(t) s’écrit :
T˜(t) = VZ˜(t) (2.4.11)
avec Z˜(t) = Z(t) + γ(t) et γ(t) = Vtε(t). On peut à nouveau prouver que l’énergie du
bruit des états est égale à celle du bruit de mesure :
ˆ tf
t=0
γ(t)γ ′(t)dt = σ2εI (2.4.12)
2.4.2 Effet de la troncature de la SVD sur le rapport signal sur bruit
Dès lors que les observations sont bruitées, leur énergie sera la somme de l’énergie des
signaux non bruités plus celle du bruit de mesure. Au point x, l’énergie de la température













V 2m(x)(σ2m + σ2ε)
(2.4.13)
On peut alors évaluer le rapport signal sur bruit au point x par :
31
















On considère maintenant l’approximation de T˜ (x, t) suivante :























































Nous rappelons que les valeurs propres respectent l’inégalité σ21 ≥ σ22 ≥ · · · > 0 et que
la première valeur propre domine souvent largement les autres (σ21  σ22 +σ23 + · · · ). Par
ailleurs les fonctions propres Vm(x) sont O(1). Par conséquent, le premier terme entre













Cette équation montre que le rapport signal sur bruit est amélioré lorsque l’on tronque
la SVD des observations. L’amplification du rapport signal sur bruit est d’autant plus
importante que r est petit. Dans leurs travaux sur l’estimation de la diffusivité thermique
des matériaux à partir d’images infrarouges, Palomo et al. [37, 38, 39] font un usage
intéressant de cette propriété de la SVD qui leur permet de proposer des estimateurs
parcimonieux et non-biaisés des diffusivités tout en réduisant fortement les effets du
bruit de mesure. Nous reviendrons sur ce point au dernier chapitre de ce document.
2.4.3 Filtrage optimal des observations bruitées
Compte tenu des effets de la troncature de la SVD sur le rapport signal sur bruit, il
est évident que l’approximation des observations par :
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permettra de filtrer en partie ce bruit de mesure. L’ordre r de l’approximation devrait
être choisi de façon à trouver un bon compromis entre biais et réduction du bruit. Plus
r est petit, plus on améliore le rapport signal sur bruit. En contrepartie, comme montré
dans la section 2.3.2, en tronquant la SVD des observations, on induit un biais qui
dévient de plus en plus important au fur et à mesure que l’ordre de l’approximation
diminue.
Même si une simple troncature de la SVD des observations permet de filtrer les don-










conduira à de meilleurs résultats. En effet, le théorème de Wiener (voir i.e. [67]) montre
que le filtre ci-dessus minimise le risque
risk ≡
∥∥∥T (x, t)− Tˆr(x, t)∥∥∥2 (2.4.21)
quandW (x,x′) etWε(x,x′) sont diagonalisables dans la même base SVD, comme c’est le
cas pourWε(x,x′) = σ2εδ(x−x′) (bruit spatialement décorrélé). On notera que l’équation
(2.4.20) n’est qu’une version pondérée de la troncature de la SVD. Les états z˜m(t) y sont
pondérés par un facteur qui dépend du rapport signal/bruit (σ2m/σ2ε) dans la direction
Vm(x). Plus le rapport signal sur bruit d’un état est faible, plus le facteur de pondération
est petit et l’état en question perd ainsi du poids dans la reconstruction du signal.
2.4.4 Exemple numérique
On reprend l’exemple de la section 2.3.2 pour illustrer le comportement de la SVD face
au bruit de mesure et pour montrer les avantages que l’on peut en tirer. La réponse ther-
mique de l’échantillon simulée précédemment (voir Fig. 2.3.1) est maintenant perturbée
par un bruit de mesure additif d’amplitude égale à ±0.5°C (Fig. 2.4.1).
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Figure 2.4.1: Signaux de température bruités.
Le bruit généré est gaussien et spatialement décorrélé. La figure (2.4.2) montre la
corrélation statistique entre le bruit de mesure sur un point de l’échantillon arbitraire-
ment choisi, ε(x, t), et le bruit de mesure sur les autres points du domaine, ε(x′, t).
Les lignes en pointillé représentent l’intervalle d’incertitude à 95%. On constate que les
valeurs de corrélation entre ε(x, t) et ε(x′, t) (avec x 6= x′) sont à l’intérieur de cet in-
tervalle. Statistiquement parlant, on peut donc conclure à la décorrélation spatiale du
bruit généré.
34
2.4 Comportement de la SVD face au bruit de mesure
Figure 2.4.2: Corrélation statistique entre le bruit de mesure en un point choisi arbi-
trairement et le bruit de mesure sur les autres points du domaine.
La SVD des observations bruitées a été effectuée. Les six premières fonctions propres,
V˜m(x) (m = 1, · · · , 6), sont représentées dans les figures (2.4.3) et (2.4.4) à gauche. Dans
ces mêmes figures à droite, nous représentons la différence entre les fonctions propres
calculées à partir des signaux non bruités (voir figure 2.3.2) et celle obtenues à partir
des données bruitées : Vm(x)− V˜m(x) (m = 1, · · · , 6). On observe que, contrairement à
ce qui était indiqué dans la section 2.4.1, le bruit de mesure vient perturber les fonctions
propres. L’explication est apportée par la figure (2.4.2), qui montre que la corrélation
spatiale de la réalisation du bruit n’est pas strictement nulle. On note, cependant, que le
bruit sur les trois premières fonctions propres est négligeable. En revanche, il commence
à avoir un impact à partir de la quatrième et devient très significatif pour la sixième.
L’évolution au cours du temps des états associés aux six premières valeurs singulières
est tracée sur la la figure (2.4.5). Les symboles correspondent aux états des observations
bruitées, z˜m(t)(m = 1, · · · , 6), tandis que les lignes continues représentent l’évolution des
états des signaux non bruités, zm(t) (m = 1, · · · , 6). Comme pour les fonctions propres,
on constate que l’effet du bruit de mesure augmente au fur et à mesure que l’amplitude
de variation des états diminue. L’effet du bruit reste négligeable pour les trois premiers
états (ceux qui sont associés aux trois premières valeurs singulières), mais commence à
avoir un impact sur le quatrième état. Il devient très important pour le sixième. Ces
observations sont en complet accord avec les résultats théoriques de la section 2.4.1, où
l’on prévoit que le rapport signal sur bruit des états sera égal à σ2m/σ2ε (σ2ε = énergie du
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bruit de mesure). Les effets du bruit seront donc négligeables sur les états présentant
des variations de fortes amplitudes (σ2m/σ2ε  1), tandis que les états seront noyés dans
le bruit quand σ2m/σ2ε se rapproche de 1 ou est inférieur à 1.
Les filtres linéaires présentés dans la section 2.4.3 ont été appliqués aux données
bruitées de la figure (2.4.1). Il s’agit d’un filtre par troncature simple de la SVD des
observations (Eq. 2.4.19) et d’un filtre par troncature de la SVD après pondération (Eq.
2.4.20). Dans les deux cas, la SVD a été tronquée à l’ordre 3 (r = 3). Les résultats
obtenus sont présentés dans la figure (2.4.6). Les graphiques situés à gauche représen-
tent : a) les données brutes ; b) les données après filtrage par troncature de la SVD à
l’ordre 3 ; et c) les données après troncature à l’ordre 3 de la SVD pondérée. Les bruits
correspondants sont représentés dans les graphiques de droite, où l’on constate des ré-
ductions significatives de l’amplitude du bruit après filtrage. En comparant le graphique
d) au graphique b), on voit que la simple troncature de la SVD permet de diviser par 10
l’amplitude du bruit de mesure. Comme attendu, le filtrage linéaire optimal (Eq. 2.4.20)
améliore encore un peu ces résultats.
Le rapport signal sur bruit des données brutes a été évalué en utilisant l’équation
(2.4.14), qui donne le rapport entre l’énergie du signal en température au point x et
l’énergie du bruit au même point. Les résultats obtenus sont présentés dans la figure
(2.4.7). Les valeurs les plus élevées du rapport signal sur bruit (∼ 1700) apparaissent,
comme attendu, au centre de l’échantillon (là où le spot laser a été placé).
Nous avons également analysé le rapport signal sur bruit des approximations linéaires
obtenues par troncature de la SVD à des ordres allant de 1 à 6 (Eq. 2.4.15, avec r =
1, · · · , 6). Les rapports signal sur bruit ont été calculés en utilisant l’équation (2.4.16) et
les résultats obtenus sont présentés dans la figure (2.4.8). On constate que la troncature
de la SVD conduit à une amplification importante du rapport signal sur bruit. Comme
prévu, cet effet amplificateur est d’autant plus important que l’ordre de la troncature
est réduit. Pour l’approximation à l’ordre 6, les valeurs maximales du rapport signal
sur bruit observées sont trente fois plus élevées que celles des données brutes (de l’ordre
de 60000 face à 1700). Cette propriété de la SVD, déjà exploitée pour l’estimation des
propriétés thermophysiques de matériaux homogènes et hétérogènes dans [37, 39], sera
utilisée au dernier chapitre de ce document.
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Figure 2.4.3: Fonctions propres issues de la SVD des données bruitées et différence avec
celles des données non bruitées : a) V˜1(x) ; b) V1(x)− V˜1(x) ; c) V˜2(x) ; d)
V2(x)− V˜2(x) ; e) V˜3(x) ; f) V3(x)− V˜3(x).
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Figure 2.4.4: Fonctions propres issues de la SVD des données bruitées et différence avec
celles des données non bruitées : a) V˜4(x) ; b) V4(x)− V˜4(x) ; c) V˜5(x) ; d)
V5(x)− V˜5(x) ; e) V˜6(x) ; f) V6(x)− V˜6(x).
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Figure 2.4.5: Evolution temporelle des états associés aux 6 premières valeurs propres.
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Figure 2.4.6: Résultats du filtrage : a) Données brutes ; b) Bruit de mesure ; c) Données
filtrées par simple troncature de la SVD à l’ordre 3 ; d) Bruit après filtrage
par troncature de la SVD à l’ordre 3 ; e) Données filtrées par troncature
à l’ordre 3 de la SVD pondérée ; d) Bruit après filtrage par troncature à
l’ordre 3 de la SVD pondérée.
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a) b)
Figure 2.4.7: a) Données brutes ; b) Rapport signal sur bruit des données.
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Figure 2.4.8: Rapport signal sur bruit des approximations linéaires obtenues par tron-
cature de la SVD des données brutes : a) approximation d’ordre 1 ; b)
approximation d’ordre 2 ; c) approximation d’ordre 3 ; d) approximation
d’ordre 4 ; e) approximation d’ordre 5 ; f) approximation d’ordre 6.
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Chapitre 3
Reconstruction de la microstructure
d’un échantillon par application de la
SVD au champ de température
Chapitre 3 Reconstruction de la microstructure d’un échantillon par application de la
SVD au champ de température
3.1 Introduction
Comme nous l’avons indiqué au premier chapitre, nous visons la caractérisation ther-
mique de matériaux hétérogènes d’une classe particulière. Il s’agit de matériaux com-
posites formés par plusieurs phases homogènes agencées dans l’espace de façon plus ou
moins aléatoire. De tels matériaux sont caractérisés par des changements abrupts des
propriétés thermiques aux interfaces alors que les propriétés sont constantes à l’intérieur
des phases. L’objectif de la caractérisation thermique est de déterminer l’ensemble (ou
du moins une partie) des propriétés thermiques des phases, d’une part, et des interfaces,
d’autre part. Bien que l’on puisse imaginer de parvenir à caractériser ces matériaux sans
avoir une connaissance au préalable de leur microstructure, il est évident que les résultats
de la caractérisation seront sensiblement améliorés si l’on dispose d’une connaissance a
priori de celle-ci.
La microstructure des matériaux composites peut être étudiée par divers moyens ex-
périmentaux. Les plus largement utilisés sont la microscopie optique (MO), la micro-
scopie électronique à balayage (MEB), la microscopie électronique à transmission (MET)
et la tomographie à rayons-X. La MO utilise la lumière visible pour imager de petits
échantillons et permet d’atteindre des résolutions de l’ordre de 0, 2µm avec des systèmes
de lentilles conventionnelles. La MEB et la MET permettent d’obtenir des images à
haute résolution de la surface d’un échantillon (résolution inférieure à 1nm) en utilisant
un faisceau d’électrons. La tomographie X permet de reconstruire des images 3D de
l’intérieur d’un matériau à partir d’une grande série d’images 2D prises autour d’un seul
axe de rotation. La taille des voxels (equivalent 3D du pixel) des images obtenues avec
des tomographes à haute résolution est de l’ordre du micromètre.
Bien évidemment, nous pourrions mettre ces outils expérimentaux au service de notre
objectif. Cependant, on sera confronté à quelques difficultés d’ordre pratique du fait que
l’on ne s’intéresse pas à l’étude de la microstructure du matériau, mais à la détermina-
tion de la microstructure (emplacement des phases et localisation des interfaces) d’un
échantillon concret qui sera ensuite soumis à des tests de caractérisation thermique par
thermographie infrarouge. De ce point de vue, la préparation des échantillons exigée
par quelques uns de ces outils pourrait les rendre inutilisables pour leur caractérisation
thermique ultérieure. Ainsi, la MEB nécessite souvent la métallisation de la surface de
l’échantillon et la MET exige des échantillons en lame ultramince (épaisseur inférieure
au micromètre). Par ailleurs, quelque soit l’instrument utilisé, nous serons dans l’obliga-
tion d’appliquer des transformations mathématiques fastidieuses à l’image fournie par
celui-ci pour produire une image de la microstructure directement exploitable lors de
l’étape de caractérisation thermique de l’échantillon. En effet, l’image requise doit être
définie dans le même repère et avec la même résolution que les images infrarouges qui
seront acquises ultérieurement.
Nous proposons ici une nouvelle méthode qui permet de s’affranchir de ces difficultés.
Elle consiste à imager par thermographie infrarouge l’évolution du champ de tempéra-
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ture à la surface d’un échantillon mince (i.e. que son épaisseur est telle que l’on pourra
négliger les gradients thermiques dans son épaisseur) soumis à une excitation thermique
en flux, puis à reconstruire sa microstructure par une méthode mathématique simple
faisant appel à la SVD des données de température enregistrées. Comparée aux tech-
niques précédentes, la résolution maximale atteignable sera moindre car limitée par la
longueur d’onde du rayonnement infrarouge. En pratique, la plus haute résolution que
l’on peut obtenir par thermographie infrarouge est de l’ordre de 20µm avec des lentilles
optiques conventionnelles. De ce fait, l’usage de cette technique sera réservé à des matéri-
aux dont la taille caractéristique des hétérogénéités est de l’ordre de la centaine de mi-
cromètres ou supérieure. En revanche, lorsque la microstructure de l’échantillon a été
déterminée, le même dispositif expérimental permettra de caractériser thermiquement
l’échantillon aisément. En fait, la détermination de la microstructure et la caractérisation
thermique peuvent être présentées comme faisant partie d’une seule et unique expérience
qui se déroule en deux étapes. Lors de la première étape, on applique un flux de chaleur
uniforme et constant sur une des faces de l’échantillon, on observe l’évolution thermique
de la face opposée à l’aide de la camera infrarouge et on produit une image de la mi-
crostructure de l’échantillon après traitement des données de température enregistrées.
Lors de la deuxième étape, l’échantillon est soumis à une sollicitation photo-thermique
non-uniforme en face avant et on observe avec la caméra infrarouge l’évolution thermique
de cette même face sur une grille de pixels identique à celle de l’étape précédente. On
se sert ensuite de l’image de la microstructure produite lors de la première étape et des
images thermiques issues de la deuxième pour retrouver les propriétés thermiques des
phases et des interfaces de l’échantillon. On notera que, cette fois-ci, la grille de pixels
de l’image de la microstructure est identique à celle des images infrarouges issues de la
deuxième étape.
La section 3.2 de ce chapitre décrit les échantillons, les expériences et le dispositif
expérimental dont il sera question par la suite. Les équations qui gouvernent l’évolution
thermique de l’échantillon sont présentées dans la section 3.3. La section 3.4 introduit
les principes de la méthode mathématique proposée pour déterminer la microstructure
de l’échantillon à partir des images infrarouges enregistrées. Les qualités et les limites
d’application de la méthode sont discutées dans les sections 3.5 et 3.6. Enfin, la section
3.7 présente les résultats d’un test expérimental de reconstruction de la microstructure
d’un échantillon complexe.
3.2 Échantillons, dispositif expérimental et expériences
Comme nous venons de l’indiquer, le test ayant pour but la détermination de la mi-
crostructure d’un échantillon et celui visant sa caractérisation thermique seront réalisés
à la suite l’un de l’autre dans le même dispositif expérimental. L’échantillon doit être
parallélépipédique et thermiquement mince. La surface de l’échantillon qui sera imagée
par la caméra infrarouge est souvent recouverte d’une peinture noire d’émissivité ther-
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mique élevée (> 0.95). Ceci permet d’augmenter le rayonnement infrarouge émis par
l’échantillon, d’une part, et de s’affranchir des éventuels problèmes qui peuvent appa-
raitre quand les émissivités thermiques des phases de l’échantillon sont inconnues et
différentes, d’autre part.
Le test complet d’un échantillon comporte donc deux étapes distinctes :
– Détermination de la microstructure. Lors de la première étape on applique un flux
de chaleur uniforme et constant sur une des deux faces de l’échantillon, et on observe
l’évolution thermique de la face opposée à l’aide d’une caméra infrarouge.
– Caractérisation thermique. Lors de la deuxième étape, l’échantillon est excité ther-
miquement en face avant avec par exemple un laser, et on observe l’évolution ther-
mique de cette même face à l’aide d’une caméra infrarouge. Nous reviendrons sur
cette partie du test au chapitre 5.
Un dispositif expérimental capable de répondre à ces besoins a été développé au TREFLE-
I2M dans le cadre du stage post-doctoral de O. Wellele [72]. Le schéma de la figure (3.2.1)
montre les éléments principaux du dispositif : une caméra infrarouge, un micro-four et
un laser.
La caméra infrarouge (FLIR SC7000) est une caméra matricielle avec 320 × 250 dé-
tecteurs quantiques (InSb) dont la fenêtre spectrale de détection se situe entre 1.5 µm
et 5.1µm. La caméra est équipée d’un microscope optique LO709T (focale : 50mm). La
résolution spatiale maximale atteignable en pratique est d’environ 20 µm. La fréquence
d’acquisition est de 170− 380Hz en mode matrice complète et peut augmenter jusqu’à
11− 30kHz en utilisant des fenêtrages.
Le micro-four (LINKAM TS1200) comporte un porte-échantillon céramique de forme
cylindrique (17mm de diamètre intérieur, 5mm de hauteur), avec une résistance élec-
trique qui permet de chauffer l’échantillon par le bas jusqu’à 1200°C. Le chauffage de
l’échantillon peut être contrôlé de façon à imposer des évolutions thermiques en rampe,
en steps, cycliques, etc. La vitesse de chauffage/refroidissement applicable varie entre
0.01°C/min et 100°C/min. L’enceinte du micro-four est équipée d’un système à bal-
ayage avec des gaz neutres et permet également de travailler sous vide. Dans sa partie
supérieure, l’enceinte est fermée par une fenêtre en ZnSe transparente à l’infrarouge.
Le dispositif est par ailleurs doté d’un laser qui permet de chauffer localement la
face avant de l’échantillon quant il s’agit de faire sa caractérisation thermique. Comme
montré dans la figure (3.2.1), le faisceau laser est réfléchi par un miroir dichroïque (trans-
parent au rayonnement infrarouge émis par l’échantillon) et orienté perpendiculairement
sur l’échantillon. La taille du spot laser, ainsi que le temps d’exposition, peuvent être
contrôlés.
Trois systèmes de translation/rotation complètent le dispositif. Ils permettent d’a-
juster le plan focal de la caméra, de positionner convenablement le miroir dichroïque et
de régler la taille du spot laser. La figure (3.2.2) montre une vue d’ensemble du dispositif.
46
3.2 Échantillons, dispositif expérimental et expériences
Figure 3.2.1: Schéma du dispositif expérimental.
Une expérience ayant pour objectif l’analyse de la microstructure d’un échantillon se
déroule de la manière suivante : 1) on place l’échantillon dans le porte-échantillon du
micro-four, souvent sur un diffuseur thermique pour assurer l’uniformité du chauffage,
et on ferme le four ; 2) on attend que l’équilibre thermique entre l’échantillon et son
environnement s’établisse ; 3) on allume ensuite le système de chauffage de façon à ap-
pliquer un échelon en flux en bas de l’échantillon ; et 4) on suit l’évolution thermique
de la face opposée à l’aide de la caméra infrarouge. La température de l’environnement
reste constante tout au long de l’expérience. Comme nous le verrons plus tard, la durée
de l’expérience est de l’ordre de la seconde. On notera que le laser et le miroir dichroïque
ne sont pas nécessaires dans cette étape.
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Figure 3.2.2: Photographie du dispositif expérimental.
3.3 Évolution thermique de l’échantillon
Nous considérons un échantillon d’un milieu hétérogène comportant p phases ho-
mogènes distinctes (voir figure 3.3.1). Nous rappelons que l’échantillon est un par-
allélépipède de faible épaisseur. La part de l’échantillon occupée par la phase i est
notée Ωi (i = 1, 2, ..., p). Les phases peuvent être connexes ou non-connexes mais elles
ne se recouvrent pas. Le domaine spatial de définition de l’échantillon est donc Ω =
Ω1 ∪ Ω2 ∪ . . . ∪ Ωp. Le périmètre de l’échantillon est noté ∂Ω et l’interface entre deux
phases quelconques i et j du milieu est notée ∂Ωij. On désigne par T (x, t) la température
au point x ∈ Ω de l’échantillon à l’instant t ∈ [0, tf ].
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Figure 3.3.1: Schéma de la vue de face d’un échantillon d’un milieu hétérogène.
3.3.1 Équations gouvernant l’évolution thermique de l’échantillon
Comme nous l’avons déjà signalé, l’échantillon est en équilibre thermique avec son
environnement à l’instant initial : ∀x ∈ Ω, T (x, 0) = T0. Sans perte de généralité, on
considère T0=0 par la suite. Sur l’une des faces de l’échantillon, on applique un flux de
chaleur de densité uniforme et constante sur ]0, tf ]. On suppose que l’échantillon est
thermiquement mince. Autrement dit, on considère que les gradients de température
dans l’épaisseur de l’échantillon sont négligeables (nombre de Biot ≤ 0.1). L’équation
qui gouverne la réponse thermique de l’échantillon s’écrit alors :
∀t > 0, ∀x ∈ Ωi (i = 1, · · · , p) ∂T (x, t)
∂t












ki et ρci sont, respectivement, la conductivité thermique et la capacité thermique de la
phase i. h est le coefficient des transferts thermiques (convection et/ou radiation) entre
le milieu et son environnement. e représente l’épaisseur de l’échantillon et q est la densité
de flux appliquée en bas de l’échantillon.
On suppose que l’échantillon est parfaitement isolé latéralement. On a donc :
∀t > 0, ∀x ∈ ∂Ω − ki∇T (x, t).n = 0 (3.3.3)
où n représente le vecteur unitaire normal à ∂Ω sur x dirigé vers l’extérieur du domaine.
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Si la résistance thermique de contact aux interfaces est nulle (ou négligeable), on écrira
des conditions de continuité en température et en flux sur chaque interface :
∀x ∈ ∂Ωij,∀t > 0
T (x, t)|i = T (x, t)|j−ki∇T (x, t)|i.ni→j + kj∇T (x, t)|j.nj→i = 0 (3.3.4)
Autrement, il y aura un saut de température aux interfaces et la condition de continuité
ne s’applique qu’au flux (condition de type Robin) :
∀x ∈ ∂Ωij,∀t > 0
−ki∇T (x, t)|i.ni→j = −[T (x, t)|i − T (x, t)|j]/rij−kj∇T (x, t)|j.nj→i = −[T (x, t)|j − T (x, t)|i]/rij (3.3.5)
ni→j (resp. nj→i ) est le vecteur unitaire normal à ∂Ωij dirigé de Ωi vers Ωj (resp. de
Ωj à Ωi) et rij représente la résistance thermique de contact sur cette interface. Sans
perte de généralité, on supposera que rij est constante tout au long de l’interface.
3.3.2 Approximation de la réponse thermique aux temps courts
Comme nous l’expliciterons plus tard, la méthode proposée pour reconstruire la mi-
crostructure de l’échantillon reposera sur l’analyse du comportement thermique de l’échan-
tillon aux temps courts, que l’on peut définir comme étant l’intervalle de temps où les
effets des échanges thermiques à travers les interfaces restent négligeables face à l’én-
ergie thermique emmagasinée par les phases. Aux temps courts, on s’attend à ce que
l’échantillon se comporte comme si les résistances thermiques de contact aux interfaces
tendaient vers l’infini (∀∂Ωij, rij → ∞ ). Le flux de chaleur appliqué à l’échantillon
étant uniforme, les points du milieu appartenant à une même phase montreront alors
des évolutions thermiques identiques :
∀x,x′ ∈ Ωi,∀t T (x, t) = T (x′, t) = Ti(t) (3.3.6)
tandis que deux points appartenant à deux phases distinctes, Ωi et Ωj, auront des évo-
lutions différentes : Ti(t) 6= Tj(t). Le champ thermique comportera donc un nombre de
plateaux égal au nombre de phases distinctes qui forment l’échantillon et montrera des
sauts de température aux interfaces.
On peut montrer aisément qu’aux temps courts (∀∂Ωij, rij → ∞ ), les équations
(3.3.1) à (3.3.5) se réduisent à (i = 1, 2, · · · , p) :
∀t > 0, ∀x ∈ Ωi dTi(t)
dt
= −βiTi(t) + ϕi (3.3.7)
dont la solution est :
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Ti (t) = (q/h)(1− exp(−βit)) (3.3.8)
On notera que βi = h/(ρcie). La capacité thermique des phases est donc le seul
paramètre qui permettra de les distingués à partir des évolutions thermiques observées
aux temps courts. Bien évidemment, si le champ de température de l’échantillon est
observé à l’aide d’une caméra infrarouge et que l’échantillon n’a pas été recouvert d’une
peinture noire, l’émissivité des phases dans l’infrarouge pourrait également contribuer
à différentier les phases. Nous rappelons que les caméras infrarouges ne mesurent pas
directement des températures mais détectent le rayonnement infrarouge émis par l’échan-
tillon. Par conséquent, la méthode de reconstruction de la microstructure que nous allons
proposer sera sensible aux capacités thermiques des phases et éventuellement aux émis-
sivités thermiques.
Décider quand les temps courts prennent fin et quand les effets des échanges ther-
miques entre les phases commencent à apparaître sera un problème récurrent tout au
long de ce chapitre. La solution à ce problème n’est pas évidente car elle dépend des
rapports des capacités thermiques entre phases, de leurs diffusivités thermiques, des ré-
sistances de contact aux interfaces, de la taille des hétérogénéités, etc. Nous pouvons
néanmoins tenter d’apporter quelques premiers éléments de réponse à travers une anal-
yse en ordres de grandeur. Raisonnons tout d’abord au travers du nombre de Fourier.
Nous rappelons que ce nombre adimensionnel, défini par :
Fo = αt/l2 (3.3.9)
mesure le rapport entre l’énergie transmise à un corps à un instant donné et l’énergie
stockée par ce corps lorsqu’il est placé dans un milieu à température différente de la
sienne. α représente la diffusivité thermique du corps et l est une longueur caractéristique
définie comme le rapport entre le volume du corps (la surface d’une phase dans notre
cas) et la surface d’échange (ici le périmètre de la phase). Plus Fo est grand, plus les
effets des échanges thermiques à la frontière seront importants à l’intérieur du milieu.
Considérons maintenant un milieu hétérogène dont la longueur caractéristique des phases
est de l’ordre du millimètre (l ≈ 1 mm) et les diffusivités thermiques sont de l’ordre de
α ≈ 1 mm2/s. Au bout d’une seconde (t ≈ 1 s), le nombre de Fourier est égal à 1. Ce
simple calcul montre qu’il faudra des temps très courts (inférieurs à la seconde ou de
l’ordre de la seconde) pour que le poids des échanges thermiques au travers des interfaces
devienne négligeable face à l’énergie stockée (i.e. Fo<0.1).
Analysons maintenant la valeur en ordre de grandeur des paramètres βi = h/(ρcie).
L’ordre de grandeur des paramètres h, ρci et e dans le S.I. est typiquement :
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Pour des temps d’expérience de l’ordre de la seconde, on aura donc βit 1 et l’équa-
tion (3.3.8) peut dès lors être approchée par :




avec une erreur d’approximation de l’ordre deO((βit)2). On imagine alors que l’on pourra
identifier a posteriori l’intervalle de temps correspondant aux temps courts en cherchant
la valeur de temps à partir de laquelle la réponse thermique de l’échantillon observée
commence à s’écarter d’un comportement linéaire en temps.
3.4 Principe de la méthode de reconstruction de la
microstructure
La méthode que nous proposons pour reconstruire la microstructure de l’échantillon
repose sur l’application de la SVD à la réponse thermique de l’échantillon aux temps
courts. On suppose donc que l’échantillon se comporte comme si les résistances ther-
miques aux interfaces étaient infinies. Dans ces conditions, on montre qu’il est possible
de déterminer le nombre de phases distinctes de l’échantillon ainsi que leur emplacement
en analysant, respectivement, le rang de la matrice d’énergie des signaux en température
enregistrés et le signe des fonctions propres de cette matrice.
3.4.1 Identification du nombre de phases
Nous rappelons que la décomposition en valeur singulières (SVD) de T (x, t) est donnée
par (voir chapitre 2) :













zm(t)zk(t)dt = δmkσ2m (3.4.3)
Les fonctions Vm(x) (m = 1, 2, · · · ) et les valeurs σ2m (σ21 ≥ σ22 ≥ · · · ≥ 0) sont, respec-
tivement, les fonctions propres et les valeurs propres de la fonction d’énergie associée au
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Comme nous l’avons déjà signalé, les points de l’échantillon appartenant à une même
phase suivent des évolutions thermiques identiques aux temps courts (∀∂Ωij, rij →∞) :
∀x,x′ ∈ Ωi,∀t < tc T (x, t) = T (x′, t) = Ti(t) (3.4.5)
tc < tf représente la limite supérieure de l’intervalle de temps correspondant aux temps
courts. Il est donc évident que la fonction d’énergie associée à la réponse thermique de
l’échantillon sur [0, tc] vérifie (i, k = 1, 2, · · · , p) :
∀x,x′ ∈ Ωi, ∀x” ∈ Ωk W (x,x”) = W (x′,x”) (3.4.6)
Autrement dit, le nombre de lignes (voire colonnes) linéairement indépendantes dans
la matrice infinie W définie par la fonction W (x,x′) sera égal au nombre de phases
distinctes de l’échantillon. Le rang de la matrice W est donc égal à p et, par conséquent,
le nombre de valeurs propres non nulles pour t ≤ tc se réduit à :
σ21 ≥ σ22 ≥ · · · ≥ σ2p > 0 et ∀m > p, σ2m = 0 (3.4.7)
On notera que lorsque les effets des échanges thermiques à travers les interfaces com-
mencent à avoir un impact significatif (t > tc), les équations (3.4.5) et (3.4.6) ne sont plus
applicables et le nombre de valeurs propres non nulles de W doit forcement augmenter.
L’analyse du spectre des valeurs propres de la fonction W (x,x′) pourait donc nous
aider à décider des temps courts, d’une part, et nous apporter des renseignement précieux
concernant le nombre de phases distinctes qui forment l’échantillon, d’autre part. La
procédure à suivre consiste à calculer W (x,x′) et son spectre σ21 ≥ σ22 ≥ · · · ≥ 0 sur des
plages de temps de plus en plus courtes (i.e. [0, tf ], [0, tf/2], [0, tf/4],[0, tf/8], etc.), et
à repérer le nombre n de valeurs propres non nulles à chaque fois. On s’attend à ce que
n diminue progressivement au fur et à mesure que l’on raccourcit l’intervalle de temps
jusqu’à atteindre la valeur n = p où n se stabilise. Le nombre de phases de l’échantillon
est donné par cette valeur limite de n (n = p) et les temps courts correspondent aux
intervalles de temps où n = p.
En pratique, la procédure décrite ci-dessus ne sera pas sans risque car les données en
température sont toujours bruitées. On a montré au chapitre 2 que les valeurs propres
de la fonction d’énergie calculée à partir de données expérimentales corrompues par un
bruit additif vérifient :
∀m, σ˜2m = σ2m + σ2ε (3.4.8)
où σ2ε représente l’énergie du bruit de mesure. Si σ˜2m/σ2ε  1, il est évident que σ2m > 0.
En revanche, si σ˜2m/σ2ε ≈ 1, il devient impossible de faire la part entre les deux cas de
figure possibles : σ2m = 0 (valeur propre nulle) ou 0 < σ2m  σ2ε (valeur propre non
nulle mais non significative face au bruit de mesure). On risque donc de sous-estimer le
nombre de phases en présence dans l’échantillon.
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3.4.2 Analyse du signe de la première fonction propre
Nous allons considérer l’approximation linéaire de T (x, t) qui résulte de projeter le
champ de température sur la première fonction propre V1(x) :
∀x ∈ Ω, ∀t > 0 T1(x, t) = V1(x)z1(t) (3.4.9)
L’erreur d’approximation est donnée par (voir chapitre 2) :














Dans la section 2.3.1 du chapitre 2, nous avons montré que la troncature à l’ordre r
(ici r = 1) de la décomposition en valeurs singulières de T (x, t) fournit une approxima-
tion (linéaire, r-dimensionnelle) du champ de température qui minimise l’erreur quadra-
tique d’approximation. Par ailleurs, l’erreur quadratique n’est qu’un moment statistique
d’ordre 2 et on sait que le moment d’ordre 2 minimal est le moment d’ordre 2 centré.








où e¯ représente la moyenne spatio-temporelle de l’erreur. A partir des équations (3.4.10)




V mz¯m = 0 (3.4.13)
V m est la moyenne spatiale de la fonction propre Vm(x) et z¯m représente la moyenne
temporelle du coefficient de projection zm(t).
Sachant que les raisonnements précédents sont valables quelque soit l’ordre r ≥ 1 de
l’approximation, on peut alors écrire :
∀m ≥ 2 V mz¯m = 0 (3.4.14)
Revenons maintenant au champ de température T (x, t) et notons qu’il vérifie :
∀x ∈ Ω, ∀t > 0 T (x, t) > 0 (3.4.15)
car l’échantillon est chauffé de façon uniforme et continue en partant d’un état initial
T (x, t) = 0. A partir des équations (3.4.1) et (3.4.14), on peut monter aisément que la




V mz¯m = V 1z¯1 (3.4.16)
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Comme T (x, t) est toujours positif (voir Eq. 3.4.15), on en déduit :
V 1z¯1 > 0 =⇒ sign(V 1) = sign(z¯1) (3.4.17)
Intéressons nous maintenant à la moyenne spatiale du champ de température, T (t), et
à sa moyenne temporelle, T (x). En intégrant l’équation (3.4.1) par rapport à la variable
spatiale et au temps, respectivement, on obtient :









En multipliant à droite et à gauche de l’équation (3.4.18) successivement par z¯2, z¯3, · · ·
et en tenant compte de (3.4.14), on montre que la moyenne temporelle de T (x, t) coïncide
avec celle de l’approximation d’ordre 1, T1(x, t) (voir Eq. 3.4.9) :
T (t) = V 1z1(t) =⇒ T (t) = T 1(t) (3.4.20)
De même, en multipliant l’équation (3.4.19) successivement par V 2, V 3, · · · et en
tenant compte de (3.4.14), on obtient :
T (x) = V1(x)z¯1 =⇒ T (x) = T 1(x) (3.4.21)
Comme T (x, t) est positif en tout point et tout instant, on déduit des deux équations
ci-dessus :
∀t ∈ [0, tf ] T (t) = V 1z1(t) > 0 =⇒ ∀t ∈ [0, tf ] sign[z1(t)] = sign(V 1) (3.4.22)
et
∀x ∈ Ω T (x) = V1(x)z¯1 > 0 =⇒ ∀x ∈ Ω sign[V1(x)] = sign(z¯1) (3.4.23)
Cette dernière équation montre que le signe de la première fonction propre V1(x) est
constant sur Ω (le même sur toutes les phases de l’échantillon) et ce quelque soit la durée
de l’expérience. Nous utiliserons cette propriété au paragraphe suivant.
3.4.3 Emplacement des phases et localisation des interfaces
L’identification de l’emplacement des phases et des interfaces dans l’échantillon se fera
à nouveau aux temps courts. Nous venons de montrer que le nombre de valeurs propres
non nulles de la fonction W (x,x′) aux temps courts est égal au nombre p de phases
distinctes de l’échantillon (voir Eq. 3.4.7). La décomposition en valeurs singulières de
T (x, t) s’écrit alors :
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Sachant que les points de l’échantillon appartenant à une même phase suivent des
évolutions thermiques identiques aux temps courts (∀∂Ωij, rij →∞), il en résulte que :
∀m (m = 1, · · · , p), ∀(x,x′) ∈ Ωi Vm(x) = Vm(x′) = Vmi (3.4.25)
Tout comme le champ de température, les fonctions propres seront uniformes par
morceaux aux temps courts. Elles formeront des plateaux à l’intérieur des phases et
présenteront des sauts de valeurs aux interfaces.
A partir des équations (3.4.2) et (3.4.25), on peut déduire aisément :






SiVmiVki = δmk (3.4.26)
où Si représente la superficie de Ωi, Vmi est la valeur de la mie`me fonction propre sur Ωi
(∀x ∈ Ωi, Vm(x) = Vmi) et Vmi est la valeur de la kie`me fonction propre sur Ωi (∀x ∈
Ωk, Vk(x) = Vki). En divisant l’équation ci-dessus par la surface totale de l’échantillon




fiVmiVki = δmk (3.4.27)
où fi = Si/S > 0 représente la fraction de la surface de l’échantillon occupée par la
iie`me phase. Pour deux fonctions propres distinctes, Vm(x) et Vk(x) avec m 6= k, on aura
donc :
∀m, k/m 6= k
p∑
i=1
fiVmiVki = 0 (3.4.28)
Considérons maintenant une phase quelconque de l’échantillon Ωj, avec ∀x ∈ Ωj, Vm(x) =
Vmj et ∀x ∈ Ωj, Vk(x) = Vkj. En multipliant l’équation (3.4.28) par le produit (VmjVkj)




fi(VmiVmj)(VkiVkj) = 0 (3.4.29)
Le premier terme de cette équation étant positif, il s’en suit que :
p∑
i=1, i6=j
fi(VmiVmj)(VkiVkj) < 0 (3.4.30)
L’inégalité ci-dessus indique qu’il existe au moins un terme négatif dans l’expression
de gauche. Les fractions fi > 0 étant positives, on peut écrire :
56
3.4 Principe de la méthode de reconstruction de la microstructure
∃Ωi/ (VmiVmj)(VkiVkj) < 0 (3.4.31)
ou encore
∃Ωi/ sign(VmiVmj) 6= sign(VkiVkj) (3.4.32)
ce qui signifie qu’un des deux produits, (VmjVmj) ou (VkiVkj), est négatif. Comme le
choix de la phase Ωj a été arbitraire, on en déduit que :
∀(Ωi,Ωj) ∃m/ VmiVmj < 0 (3.4.33)
ou encore
∀(Ωi,Ωj) ∃m/ sign(Vmi) 6= sign(Vmj) (3.4.34)
On vient de démontrer qu’il existe au moins une fonction propre dont le signe permet
de discriminer deux phases quelconques Ωi et Ωj aux temps courts. Autrement dit, il n’y
a pas deux phases dans l’échantillon dont les fonctions propres soient toutes du même
signe dans les deux phases. L’analyse du signe des fonctions propres aux temps courts
va donc nous permettre de retrouver la microstructure de l’échantillon.
La première fonction propre étant du même signe sur tout l’échantillon (voir section
3.4.2), la procédure de reconstruction de la microstructure peut commencer par l’analyse
du signe de la seconde fonction propre. L’ensemble des points de l’échantillon est alors
décomposé en deux sous-ensembles, celui des points où la deuxième fonction propre
est positive et celui des points où elle est négative. La troisième fonction propre est
ensuite analysée sur ces deux sous-ensembles, qui seront à leur tour subdivisés en fonction
du signe de cette fonction. La procédure d’analyse et de création de nouveaux sous-
ensembles est répétée jusqu’à ce que le nombre de sous-ensembles distincts coïncide avec
le nombre de phases de l’échantillon. On notera que pour des milieux biphasés, il suffit
d’analyser le signe de la deuxième fonction propre pour retrouver la microsctructure de
l’échantillon.
3.4.4 Reconstruction de la microstructure en pratique
La thermographie infrarouge permet de générer une série de cartographies de la tem-
pérature de la surface de l’échantillon qui retrace l’évolution thermique de celle-ci au
cours du temps. On note T(t) le vecteur (np× 1) contenant les mesures de température
effectuées au temps t (cartographie à l’instant t). La dimension de ce vecteur est égale
au nombre np de pixels des images infrarouges enregistrées. La résolution spatiale de ces
images est supposée suffisamment élevée pour considérer T(t) comme étant une bonne
approximation de T (x, t). Par ailleurs, les observations sont corrompues par un bruit
de mesure que l’on peut considérer additif. Le vecteur des observations est donc noté :
T˜(t) = T(t) + ε(t). La durée de l’expérience est tf .
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La matrice d’énergie des observations calculée sur l’intervalle de temps [0, t′], avec





et sa décomposition spectrale s’écrit :
W[0,t′] = V[0,t′]Σ[0,t′]Vt[0,t′] (3.4.36)
Σ[0,t′] = diag[σ˜21, σ˜22, · · · , σ˜2n][0,t′] est une matrice diagonale (np × np) contenant les
valeurs propres de W[0,t′] et V[0,t′] = [v1 v2 · · · vn][0,t′] est la matrice (np × np) des
vecteurs propres placés par colonnes. Elle vérifie : Vt[0,t′]V[0,t′] = I.
La première étape de la procédure à suivre pour reconstruire la microstructure de
l’échantillon consiste à sélectionner la plage de temps de travail, que l’on note [0, tc],
et à déterminer le nombre p de phases distinctes de l’échantillon. L’intervalle de temps
de travail doit être suffisamment court pour s’assurer que les échanges thermiques entre
phases à travers les interfaces restent négligeables. D’autre part, il doit être suffisamment
long pour que les signaux de température se distinguent clairement du bruit de mesure.
Deux analyses distinctes pourraient nous aider à décider de [0, tc] :
– Analyse visuelle des données. Cette analyse consiste à observer les données en tem-
pérature recueillies et à repérer visuellement l’instant où l’évolution thermique des
pixels commence à s’écarter d’un comportement linéaire en temps (voir section 3.3.2,
Eq. 3.3.10).
– Analyse du spectre de la matrice d’énergie. On calcule le spectre des valeurs propres
de la matrice W[0,t′] sur des intervalles de temps de plus en plus courts (i.e. t′ = tf
, t′ = tf/2, t′ = tf/4, t′ = tf/8, etc.) et on identifie à chaque fois le nombre n
de valeurs propres significatives par rapport au bruit de mesure. Comme indiqué
dans la section 3.4.1, une valeur propre σ2m est significative quand σ˜2m/σ2ε  1,
σ2 étant l’énergie du bruit de mesure sur [0, t′]. On s’attend à ce que n diminue
progressivement au fur et à mesure que l’on raccourcit l’intervalle de temps [0, t′]
jusqu’à atteindre une valeur n = p où n se stabilise. Cette valeur limite de n (n = p)
indiquerait le nombre de phases présentes dans l’échantillon et suggérerait de fixer
la borne supérieure de l’intervalle de travail au temps t′ où la valeur limite de n est
atteinte en premier.
Comme nous le montrerons plus tard (section 3.5), aucune de ces deux approches ne
donne pleine satisfaction en pratique. Elles ne permettront pas de s’affranchir complète-
ment de la connaissance a priori du nombre de phases de l’échantillon, d’une part, et
nécessiteront une certaine expertise pour leur exploitation, d’autre part.
Lorsque l’intervalle de temps de travail a été fixé et que le nombre de phases de
l’échantillon a été identifié, la deuxième étape de la procédure consiste à discriminer les
phases et à identifier leur emplacement. Pour ce faire (voir section 3.4.3), on analyse
le signe des fonctions propres de la matrice d’énergie W[0,tc] calculée sur l’intervalle de
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temps de travail. On commence par l’analyse du signe de la deuxième fonction propre.
L’ensemble des pixels de l’échantillon est alors décomposé en deux sous-ensembles, celui
des pixels où la deuxième fonction propre est positive et celui des pixels où elle est
négative. La troisième fonction propre est ensuite analysée sur ces deux sous-ensembles,
qui seront à leur tour subdivisés en fonction du signe de cette fonction. La procédure
d’analyse et de création de nouveaux sous-ensembles est répétée jusqu’à ce que le nombre
de sous-ensembles distincts coïncide avec le nombre de phases de l’échantillon.
3.5 Appréciation des limites de la méthode
Nous tenterons dans cette section de donner un premier aperçu des limites de la
méthode proposée pour reconstruire la microstructure d’un échantillon. Pour ce faire,
nous allons utiliser une série d’échantillons simples mais qui vont permettre d’anal-
yser l’effet de différents paramètres (i.e. durée des expériences, taille caractéristique des
hétérogénéités, propriétés thermiques des phases, résolution) sur la qualité des résultats
de la reconstruction. La méthode est appliquée sur des données synthétiques obtenues
par simulation.
3.5.1 Echantillons étudiés
Les échantillons étudiés sont des plaques carrées de dimensions 2L × 2L comportant
deux phases homogènes. Comme montré dans la figure (3.5.1), la microstructure des
échantillons est très simple, avec une phase hôte (en blanc dans les figures) et une
inclusion carrée de dimensions 2l× 2l placée au centre des échantillons. On utilisera par
la suite l’indice 1 pour se référer aux propriétés de l’inclusion et l’indice 2 pour identifier
celles de la phase hôte.
Pour se placer dans des conditions défavorables à la méthode, on considère que la
résistance thermique à l’interface entre les deux phases est nulle. L’évolution thermique
des échantillons lors d’un test de reconstruction de la microstructure est gouvernée par
les équations (3.3.1) à (3.3.4). En considérant les variables adimensionnelles :
τ = α1t
L2
, x¯ = x/L, θ = T
Tmax
− 1 avec Tmax = q
h
les équations d’évolution thermique des phases 1 (inclusion) et 2 (hôte) peuvent se




= ∇2θ(x¯, τ)−Bi∗θ(x¯, τ) ∀x¯ ∈ [−l/L, l/L]× [−l/L, l/L], ∀τ > 0 (3.5.1)
∂θ(x¯, τ)
∂τ
= γ[∇2θ(x¯, τ)−Bi∗θ(x¯, τ)] ∀x¯ /∈ [−l/L, l/L]×[−l/L, l/L], ∀τ > 0 (3.5.2)
59
Chapitre 3 Reconstruction de la microstructure d’un échantillon par application de la
SVD au champ de température
avec des conditions de flux nul sur le périmètre de la plaque, des conditions d’égalité
de température et de flux à l’interface entre les deux phases et θ(x¯, 0) = −1 sur tout
l’échantillon. Pour simplifier l’analyse et la notation, on a supposé que les deux phases
ont la même valeur de conductivité thermique (k1 = k2 = k) et que la température
initiale de l’échantillon est nulle.
On constate dans les équations ci-dessus que le comportement thermique de l’échan-
tillon est complètement déterminé par les trois paramètres suivants :
– Le rapport entre la longueur caractéristique de l’inclusion et celle de l’échantillon,
(l/L)
– Le rapport des capacités thermiques des phases (en supposant k1 = k2 = k), γ =
(α1/α2) = (ρc1/ρc2)
– Le nombre adimensionnel Bi∗ = (hL/k)(L/e), où e représente l’épaisseur de l’échan-
tillon et h est le coefficient d’échanges thermiques plaque-environnement.
Ainsi, nous avons décidé de travailler avec 6 plaques de dimensions identiques mais
présentant des inclusions de tailles différentes (voir figure 3.5.1), les valeurs de (l/L)
allant de 0.0167 à 0.2667. Pour chacune de ces microstructures, nous avons considéré trois
valeurs distinctes de rapport des capacités thermiques : γ = 1/3 (fort contraste), γ = 1/2
(contraste modéré), et γ = 0.95 (faible contraste). La valeur du nombre adimensionnel
Bi∗ a été fixée à Bi∗ = 0.9, ce qui pourrait correspondre à une plaque de 6mm× 6mm
avec 0.1mm d’épaisseur, k = 0.5W/m/K et h = 5W/m2/K. Au total, le nombre
d’échantillon étudiés s’élève à 18.
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Figure 3.5.1: Microstructure des échantillons étudiés. De haut en bas et de gauche
à droite, la valeur du rapport des longueurs caractéristiques inclu-
sion/plaque est l/L = 0.0167, l/L = 0.0333, l/L = 0.0667, l/L = 0.1333,
l/L = 0.2000 et l/L = 0.2667.
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3.5.2 Expériences générées par simulation
Le comportement thermique des 18 échantillons étudiés a été obtenu par intégration
numérique des équations (3.5.1) et (3.5.2), avec les conditions aux limites, les conditions
à l’interface et la condition initiale explicitées au paragraphe précédent. La discrétisation
spatiale de ces équations a été effectuée par la méthode des volumes finis appliquée sur un
maillage quadrangulaire et régulier. La taille des mailles est 1/60×1/60 pour une plaque
de dimensions 1× 1 (unités adimensionnelles). Le nombre total de volumes élémentaires
(pixels par la suite) est donc np = 60 × 60 = 3600. Afin de dissocier les effets de la
diffusion des effets du bruit de mesure, les signaux de température simulés n’ont pas été
bruités. La durée de l’expérience est τf = 0.0833 pour les échantillons à fort contraste des
capacités thermiques des phases (γ = 1/3), τf = 0.0556 pour les échantillons à contraste
modéré (γ = 1/2) et τf = 0.0292 pour les échantillons à faible contraste (γ = 0.95 ).
Les valeurs adimensionnelles de température et de temps (θ, τ) ont été reconverties
en température et temps réels en utilisant une valeur de température maximale égale à
Tmax = h/q = 5/1000 °C, une plaque de côté 2L = 6mm et des valeurs de diffusivité
thermique de la phase 1 (inclusion) faisant en sorte que la durée de l’expérience soit d’une
seconde dans tous les cas (tf = 1 s). Ceci ne change en rien les résultats des analyses
qui suivent, mais les comportements thermiques simulés deviennent plus lisibles et sont
d’autant plus parlants.
Les résultats obtenus sont représentés dans les graphiques de la figure (3.5.2). Chaque
graphique représente l’évolution de la température des pixels (1 courbe/pixel = 3600
courbes) en fonction du temps. Le bloc de six graphiques à gauche correspond aux
échantillons ayant des capacités thermiques fortement contrastés, les graphiques du bloc
central décrivent le comportement des échantillons à contraste modéré et le bloc de
graphiques à droite correspond aux échantillons à faible contraste. Les six graphiques
de chaque bloc sont placés, de haut en bas et de gauche à droite, dans l’ordre croissant
de la taille de l’inclusion (comme dans la figure 3.5.1). On observe que l’élévation de
température est du même ordre de grandeur pour tous les échantillons (4-6°C en fin
d’expérience). Pour les échantillons présentant la plus petite inclusion (1 pixel sur 3600
pixels au total) et les échantillons affichant un faible contraste de capacités thermiques
(γ = 0.95), la température des pixels évolue linéairement avec le temps et les différences
entre pixels sont minimes. Pour les huit autres échantillons, les effets de la diffusion sont
clairement perceptibles. Le cas le plus flagrant est celui de l’échantillon contenant la plus
grosse inclusion (256 pixels sur 3600 pixels au total) et la plus grande valeur du rapport
des capacités thermiques (γ = 1/3). Dans le graphique correspondant (figure 3.5.2 :
3e`me ligne, 2e`me colonne), on constate qu’on est loin d’observer deux comportements
thermiques distincts (2 courbes), l’un qui correspondrait aux pixels de la phase 1 et
l’autre qui représenterait l’ensemble des pixels de la phase 2, comme espéré lorsque les
échanges thermiques entre phases sont négligeables.
Nous avons donc construit un jeu de données qui va nous permettre d’étudier l’influ-
ence de la durée de l’expérience, de la taille caractéristique des phases et du contraste
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des capacités thermiques des phases sur la qualité des résultats de la méthode proposée
en vue de déterminer la microstructure des échantillons.
3.5.3 Reconstruction des microstructures : résultats et discussion
Nous allons commencer par étudier les échantillons composés de phases ayant des
valeurs de capacités thermiques très différentes (γ = 1/3) et dont les réponses thermiques
simulées apparaissent à gauche dans le bloc de six graphiques de la figure (3.5.2). S’agis-
sant de milieux biphasés, l’analyse du signe de la deuxième fonction propre de la matrice
d’énergie des observations devrait suffire à discriminer les deux phases et à trouver leur
emplacement.
Tout d’abord, nous avons calculé la matrice d’énergie des observations W[0,t′] sur toute
la durée de l’expérience (t′ = tf = 1 s). La deuxième fonction propre de cette matrice est
représentée dans la figure (3.5.3a) pour les 6 échantillons considérés. Le signe de cette
fonction, qui donne directement la reconstruction de la microstructure pour des milieux
biphasés, est représenté dans la figure (3.5.3b). Comme précédemment, les échantillons
sont placés dans ces figures par ordre croissant de taille de l’inclusion.
En comparant les résultats de la figure (3.5.3b) avec les microstructures des échantil-
lons de la figure (3.5.1), on constate que seule la microstructure de l’échantillon ayant
la plus grosse inclusion est parfaitement reconstruite. La qualité de la reconstruction se
dégrade au fur et à mesure que la taille de l’inclusion diminue.
Nous avons donc répété la procédure de reconstruction en utilisant des plages de temps
d’analyse [0, t′] de plus en plus courtes, avec t′ = 1 s (cas précédent), t′ = 0.8 s, t′ = 0.5 s
et t′ = 0.2 s. La qualité de la reconstruction de la microstructure est évaluée par l’indice
de qualité suivant :
Iq =
surface de l′inclusion reconstruite
surface de l′inclusion re´elle
Si Iq = 1, la reconstruction est parfaite. Par contre, des valeurs différentes de 1 sig-
naleront des imperfections dans la reconstruction. Plus la valeur absolue de Iq s’éloigne
de 1, plus la reconstruction est mauvaise. Des valeurs de Iq supérieures à 1 indiquent que
l’on surestime la taille de l’inclusion, tandis que des valeurs inférieures à 1 correspondent
à une reconstruction qui la sous-estime.
Les résultats obtenus sont présentés dans la figure (3.5.4). On y représente l’indice
de qualité Iq face au rapport entre la longueur caractéristique de l’inclusion et celle de
l’échantillon, l/L. Les différents symboles de cette figure correspondent aux différentes
plages de temps d’analyse considérées. On remarque que :
1. L’effet de la durée de l’expérience est d’autant plus important que la taille de
l’inclusion est petite.
2. La microstructure de l’échantillon contenant la plus grosse inclusion (l/L = 0.2667)
est toujours parfaitement reconstruite.
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3. La plage de temps d’analyse ne doit pas dépasser 0.5s pour reconstruire correcte-
ment la microstructure de l’échantillon où l/L = 0.2 et elle doit être limitée à 0.2s
pour obtenir une reconstruction sans faille de la microstructure de l’échantillon où
l/L = 0.1333.
4. On ne parvient pas à reconstruire correctement la microstructure des échantillons
avec les plus petites inclusions (l/L = 0.0167, l/L = 0.0333, l/L = 0.0667), la
taille de l’inclusion étant toujours surestimée.
Figure 3.5.4: Indice de qualité, Iq, de la reconstruction de la microstructure des échan-
tillons à fort contraste (γ = 1/3) en fonction du rapport des longueurs
caractéristiques inclusion/plaque, l/L. Les différents symboles correspon-
dent aux différentes plages de temps d’analyse [0, t′] considérées : t′ = 1 s,
t′ = 0.8 s, t′ = 0.5 s et t′ = 0.2 s.
Les analyses ci-dessus ont également été effectuées sur les 6 échantillons présentant un
contraste modéré entre les capacités thermiques des phases (γ = 1/2) et sur les 6 échan-
tillons dont les phases ont des valeurs de capacités thermiques très proches (γ = 0.95
). Les résultats obtenus sont résumés dans les figures (3.5.5) et (3.5.6), respectivement.
Comme précédemment, on constate que l’effet de la durée de l’expérience est d’au-
tant plus important que la taille de l’inclusion est petite et que la microstructure de
l’échantillon où l’inclusion est la plus grosse (l/L = 0.2667) est toujours parfaitement
reconstruite. Quand le contraste entre les capacités thermiques des phases est modéré
(γ = 1/2), les remarques 3 et 4 ci-dessus restent valables, bien que les résultats soient
légèrement améliorés (valeurs de Iq plus faibles). Ces résultats gagnent encore en préci-
sion quand le contraste entre les capacités thermiques des phases est faible (γ = 0.95).
On constate alors que la microstructure des échantillons où l/L = 0.2 et l/L = 0.1333
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est reconstruite correctement si la durée de l’expérience est limitée à 0.5s. En revanche,
l’expérience doit être encore plus courte (0.2s) pour reconstruire sans défaut celle de
l’échantillon où l/L = 0.0667. Enfin, la taille des inclusions est toujours surestimée pour
les deux échantillons dont le rapport l/L ≤ 0.0333.
Figure 3.5.5: Indice de qualité, Iq, de la reconstruction de la microstructure des échan-
tillons à contraste modéré (γ = 1/2) en fonction du rapport des longueurs
caractéristiques inclusion/plaque, l/L. Les différents symboles correspon-
dent aux différentes plages de temps d’analyse [0, t′] considérées : t′ = 1 s,
t′ = 0.8 s, t′ = 0.5 s et t′ = 0.2 s.
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Figure 3.5.6: Indice de qualité, Iq, de la reconstruction de la microstructure des échan-
tillons à faible contraste (γ = 0.95) en fonction du rapport des longueurs
caractéristiques inclusion/plaque, l/L. Les différents symboles correspon-
dent aux différentes plages de temps d’analyse [0, t′] considérées : t′ = 1 s,
t′ = 0.8 s, t′ = 0.5 s et t′ = 0.2 s.
Toutes les expériences étudiées jusqu’ici ont été générées sur une grille de 60 × 60
pixels. Le nombre de pixels dans les inclusions des échantillons étudiés est reporté dans
le Tableau (3.1) (première ligne). Pour étudier l’effet de la taille/nombre de pixels sur
la qualité des résultats, nous avons généré de nouvelles expériences en doublant la réso-
lution. La grille de pixels est maintenant de 120 × 120 et le nombre de pixels dans les
inclusions varie cette fois-ci entre 2 et 512 (voir Tableau 3.1, deuxième ligne). Seul le cas
le plus défavorable à la reconstruction (rapport des capacités thermiques le plus élevé :
γ = 1/3 ; durée de l’expérience égale à t′ = 1 s) a été répété. Les microstructures resti-
tuées par le signe de la deuxième fonction propre de la matrice d’énergie des nouvelles
données sont représentées dans la figure (3.5.7a). En les comparant aux résultats obtenus
précédemment (figure 3.5.7b), on constate une amélioration significative. Les inclusions
où l/L ≥ 0.133 sont maintenant correctement restituées, d’une part, et la surestimation
de la taille des petites inclusions (l/L ≤ 0.0.0667 ) est moindre, d’autre part.
l/L
Résolution 0.0167 0.0333 0.0667 0.1333 0.2000 0.2667
1/60× 1/60 1 4 16 64 144 256
1/120× 1/120 2 8 32 128 288 512
Table 3.1: Nombre de pixels dans les inclusions des différents échantillons étudiés.
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Les conclusions les plus importantes qui ressortent des études effectuées sont :
– La méthode de reconstruction proposée ne sera pas capable de déterminer correcte-
ment les contours et l’étendue de tout petits îlots (quelques pixels), même pour des
temps d’expérience extrêmement courts.
– La durée de l’expérience est un facteur de premier ordre qui perd de son importance
au fur et à mesure que la dimension caractéristique des phases augmente et que les
fractions surfaciques des différentes phases s’équilibrent.
– En l’absence de bruit de mesure, des rapports faibles entre les capacités thermiques
des phases facilitent la reconstruction car le force motrice qui gouverne la diffusion
de chaleur à travers les interfaces (différence de température entre les phases) est
moins importante.
Revenons à présent sur le choix de l’intervalle de temps de travail. Dans la section
3.4.4, nous avons préconisé deux façons distinctes d’approcher ce problème et de décider
des temps courts. La première consiste à repérer visuellement l’instant où l’évolution
thermique des pixels commence à s’écarter d’un comportement linéaire par rapport au
temps, tandis que la deuxième repose sur l’analyse des valeurs propres de la matrice
d’énergie des observations.
Les études effectuées dans cette section montrent que la linéarité dans le comportement
thermique des pixels n’est pas un critère déterminant pour décider de l’intervalle de
temps de travail. En effet, la température des pixels des échantillons avec la plus petite
inclusion (l/L = 0.0167) progresse linéairement avec le temps tout au long de l’expérience
(voir figure 3.5.2, 1e`re ligne de graphiques) et pourtant on ne parvient pas à reconstruire
correctement la microstructure de ces échantillons. A l’inverse, on restitue parfaitement
la microstructure des échantillons contenant la plus grosse inclusion (l/L = 0.2667), en
utilisant l’ensemble des données simulées (durée expérience = 1 s), alors que l’évolution
de la température des pixels au cours du temps n’est plus linéaire.
A son tour, l’analyse du spectre des valeurs propres de la matrice d’énergie des obser-
vations n’est pas sans difficulté. Nous présentons ici l’étude effectuée pour les échantillons
présentant le plus grand contraste de capacités thermiques entre phases (γ = 1/3). La
figure (3.5.8) illustre la difficulté d’identifier le nombre de phases de l’échantillon à partir
du spectre de la matrice d’énergie W des observations. Nous avons représenté dans cette
figure l’évolution des 6 premières valeurs propres σ2m (m = 1, · · · , 6) de W en fonction de
la durée de l’expérience, pour l’échantillon présentant la plus petite inclusion (à gauche)
et pour celui ayant la plus grosse inclusion (à droite). Comme attendu, les valeurs de
σ2m (m = 1, · · · , 6) diminuent en raccourcissant la durée de l’expérience, mais aucune ne
s’annule strictement alors que les échantillons ne comportent que deux phases distinctes.
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Figure 3.5.8: Six premières valeurs propres de la matrice d’énergie en fonction de la
durée de l’expérience. A gauche : échantillon ayant la plus petite inclusion
et présentant un fort contraste de capacités thermiques (l/L = 0.0167,
γ = 1/3) ; A droite : échantillon contenant la plus grosse inclusion et
présentant un fort contraste de capacités thermiques (l/L = 0.2667, γ =
1/3).
Pour les mêmes échantillons, la figure (3.5.9) représente l’évolution du rapport σ2m/σ21
(m = 1, · · · , 6) en fonction de la durée de l’expérience. Cette représentation est plus
appropriée que la précédente puisqu’elle permet de s’affranchir du fait que, par défini-
tion, la valeur de σ2m (quelque soit m) augmente avec la largeur de l’intervalle de temps
d’analyse. Selon l’échantillon et la valeur propre considérés, on observe des tendances
différentes dans la variation du rapport σ2m/σ21 : il peut croître ou décroître progres-
sivement avec la durée de l’expérience et il peut également présenter un maximum. On
note également que pour l’échantillon contenant la plus grosse inclusion (l/L = 0.2667),
et dont la microstructure est bien reconstruite quelque soit la durée de l’expérience, le
rapport σ22/σ21 est supérieur à 10−4. En revanche, σ22/σ21  10−4 (σ22/σ21 ∼ 10−6) pour
l’échantillon présentant la plus petite inclusion (l/L = 0.0167), et dont la microstructure
n’est jamais correctement restituée par le signe de V2(x). Afin d’essayer d’en comprendre
la raison, nous avons représenté dans la figure (3.5.10) le rapport σ22/σ21 en fonction de
la durée de l’expérience pour les 6 microstructures étudiées. On remarque que :
– Pour les trois échantillons où l/L ≥ 0.1333 (plus grosses inclusions - courbes 4 à 6),
σ22/σ
2
1 est toujours supérieur à 10−4. Les courbes correspondant aux échantillons où
l/L = 0.1333 (courbe 3) et l/L = 0.0.2 (courbe 2) présentent un maximum quand la
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durée de l’expérience est d’environ 0.2 s et 0.5 s, respectivement. On notera que ces
valeurs de temps coïncident avec la durée d’expérience nécessaire pour reconstruire
correctement leur microstructure.
– Pour les trois échantillons où l/L ≤ 0.0667 (plus petites inclusions - courbes 1 à 3),
σ22/σ
2
1 est toujours inférieur à 10−4. Il s’agit des échantillons pour lesquels le signe
de la deuxième fonction propre V2(x) ne restitue pas correctement la microstruc-
ture, même pour des temps d’expérience de 0.2 s. On note que seul l’échantillon où
l/L = 0.0667 présente des valeurs de σ22/σ21 proches de 10−4, mais pour des durées
d’expérience inférieures à 0.2 s.
Il semblerait donc que le rapport σ22/σ21 soit le paramètre permettant de décider a pos-
terior i de l’intervalle de temps de travail à utiliser en vue de la reconstruction de la
microstructure de matériaux biphasés.
Figure 3.5.9: Rapports σ2m/σ21 des valeurs propres de la matrice d’énergie en fonction
de la durée de l’expérience. A gauche : échantillon contenant la plus petite
inclusion et présentant un fort contraste de capacités thermiques (l/L =
0.0167, γ = 1/3) ; A droite : échantillon contenant la plus grosse inclusion
et présentant un fort contraste de capacités thermiques (l/L = 0.2667,
γ = 1/3).
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Figure 3.5.10: Rapport σ22/σ21 en fonction de la durée de l’expérience. Les échantil-
lons sont numérotés de (1) à (6) suivant l’ordre croissant de la taille de
l’inclusion.
3.6 Application de la méthode à des milieux
hétérogènes complexes
La méthode proposée pour reconstruire la microstructure d’un échantillon est ici ap-
pliquée à des milieux hétérogènes complexes. L’objectif est de montrer que l’utilisation
de la méthode n’est pas restreinte à des problèmes académiques simples, mais qu’elle
peut également s’appliquer à des matériaux présentant des microstructures complexes.
Nous analyserons par ailleurs l’influence du bruit de mesure sur la qualité des résultats
de reconstruction.
3.6.1 Description des échantillons
Les échantillons étudiés sont deux plaques de 6mm×6mm d’un matériau biphasé dont
la microstructure a été générée par la méthode RMDF (Random Morphology Description
Function, [88]). Cette méthode est capable de produire des microstructures réalistes pour
des matériaux hétérogènes dont les phases sont distribuées aléatoirement dans l’espace.
La morphologie à l’échelle microscopique d’un échantillon 2D (étendu : [0, L] × [0, L])
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d’un matériau biphasé est construite par seuillage d’une fonction aléatoire (RMDF)











où le paramètre ci ∈ [−1, 1] et le centre xi ∈ [0, L]× [0, L] des fonctions gaussiennes sont
choisis aléatoirement. La largeur spatiale des gaussiennes est donnée par wi = L/
√
N . On
notera que plus le nombre N de gaussiennes est élevé, plus la largeur des gaussiennes est
réduite. Le choix de N va donc déterminer la taille des hétérogénéités et, par conséquent,
la complexité de la microstructure. En augmentant la valeur de N on réduira la taille
des hétérogénéités tout en complexifiant la microstructure. Par commodité, la fonction
f(x) et la valeur seuil fo sont normalisées sur l’intervalle [0, 1] comme suit : f(x) ←
(f(x) − fmin)/(fmax − fmin), où fmin et fmax sont les valeurs minimale et maximale
de f(x) respectivement. Une fois que la fonction f(x) a été calculée, on détermine la
microstructure de l’échantillon en utilisant la valeur seuil fo pour discriminer les phases.
Les points du domaine où f(x) > fo sont attribués à l’une des phases du milieu et les
points où f(x) ≤ fo sont assignés à l’autre phase. Le choix de la valeur seuil fo détermine
la fraction surfacique de chacune des phases.
Nous avons appliqué cette méthode pour générer la microstructure des deux échantil-
lons représentés dans la figure (3.6.1). Nous avons utilisé N = 100 fonctions gaussiennes
pour générer la microstructure de gauche et N = 200 pour créer celle qui est placée
à droite. Les deux microstructures comportent une phase noire connexe (ou presque)
et une phase blanche dispersée. Dans les deux cas, la fraction de la surface occupée
par la phase dispersée est égale à 30%. En revanche, la phase dispersée est bien plus
fragmentée dans la microstructure de droite : elle comporte neuf sous-domaines élémen-
taires connexes face à quatre dans la microstructure de gauche. La part de la surface de
l’échantillon occupée par chacun des sous-domaines connexes de la phase dispersée est
renseignée ci-dessous :
– Microstructure située à gauche dans la figure (3.6.1) - Phase dispersée comportant 4
sous-domaines connexes avec des fractions surfaciques de 2.77×10−4, 0.0358, 0.0797
et 0.1844.
– Microstructure située à droite dans la figure (3.6.1) - Phase dispersée comportant
9 sous-domaines connexes avec des fractions surfaciques de 0.0031, 0.0056, 0.0172,
0.0183, 0.0308, 0.0361, 0.0481, 0.0611 et 0.0800.
A l’exception d’un tout petit îlot dans le coin supérieur droit, les sous-domaines connexes
de la phase dispersée dans la microstructure générée avec N = 100 fonctions gaussiennes
sont de plus grandes tailles que ceux de la microstructure générée avec seulement N =
200 fonctions gaussiennes.
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Figure 3.6.1: Microstructure des deux échantillons étudiés.
A partir des microstructures de la figure (3.6.1), nous avons créé 6 échantillons en
faisant varier la capacité thermique de chaque phases comme indiqué dans le Tableau
(3.2). La conductivité thermique des phases (hôte et dispersée) est égale à k = 0.5W/m/K
pour les 6 échantillons. Comme dans la section précédente, nous supposons que la résis-
tance thermique de contact aux interfaces est nulle.
Échantillon N ρchoˆte (J/m3/K) ρcdisperse´e (J/m3/K) ρchoˆte/ρcdisperse´e
N100_C1 100 3× 106 2.85× 106 1.052
N100_C2 100 3× 106 1.5× 106 2.0
N100_C3 100 3× 106 1× 106 3.0
N200_C1 200 3× 106 2.85× 106 1.052
N200_C2 200 3× 106 1.5× 106 2.0
N200_C3 200 3× 106 1× 106 3.0
Table 3.2: Propriétés des échantillons étudiés : ρchoˆte - capacité thermique de la phase
hôte ; ρcdisperse´e - capacité thermique de la phase dispersée.
3.6.2 Expériences générées
Le comportement thermique des échantillons étudiés a été obtenu par intégration
numérique des équations (3.3.1) à (3.3.4). La densité de flux appliquée en bas des échan-
tillons est q = 1000W/m2 et le coefficient d’échanges thermiques entre les échantillons
et l’environnement est h = 5W/m2/K. Les propriétés thermiques des phases ont été
explicitées dans le paragraphe précédent. L’épaisseur des échantillons est e = 0.1mm
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et leur superficie est de 6mm × 6mm. La discrétisation spatiale des équations de con-
servation a été effectuée par la méthode des volumes finis appliquée sur un maillage
quadrangulaire et régulier. La taille des mailles est de 0.1mm × 0.1mm. Le nombre
total de volumes élémentaires (pixels par la suite) est donc np = 60 × 60 = 3600. La
durée de l’expérience est tf = 1 s.
Afin d’émuler la mesure, les signaux de température simulés on été corrompus avec
un bruit gaussien additif. Deux scenarii de bruit ont été considérés :
– Observations modérément bruitées - Amplitude du bruit de mesure égale à ±0.1°C
– Observations fortement bruitées - Amplitude du bruit de mesure égale à ±0.5°C
Au total, 12 expériences ont été générées. Elles résultent de la combinaisons des 6 échan-
tillons du Tableau (3.2) avec les deux scenarii de bruit ci-dessus. Les résultats des sim-
ulations sont présentés dans les figures (3.6.2) à (3.6.7). Dans chacune de ces figures
on représente l’évolution de la température des pixels (3600 au total) en fonction du
temps. Les courbes en bleu correspondent aux pixels de la phase dispersée, tandis que
les courbes en rouge sont celles des pixels de la phase hôte. La qualité des expériences










où Ti(t) représente la température du iie`me pixel, np est le nombre total de pixels et “var”
est la variance du signal. Le Tableau (3.3) contient les valeurs de SN des expériences
étudiées. Le rapport signal sur bruit varie entre SN = 996 et SN = 1925 pour les expéri-
ences avec un bruit de mesure de ±0.1°C, tandis qu’il est significativement réduit quand
l’amplitude du bruit est ±0.5°C. On notera également que, pour la même amplitude du
bruit de mesure ajouté, la qualité des expériences s’améliore en augmentant le rapport
entre les capacités thermiques des phases et/ou la taille des sous-domaines connexes de
la phase dispersée.







Table 3.3: Rapport signal sur bruit SN des expériences générées.
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Figure 3.6.2: Évolutions thermiques des échantillons N100_C1 (à gauche) et N200_C1
(à droite) avec un bruit de mesure de ±0.1°C d’amplitude.
Figure 3.6.3: Évolutions thermiques des échantillons N100_C1 (à gauche) et N200_C1
(à droite) avec un bruit de mesure de ±0.5°C d’amplitude.
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Figure 3.6.4: Évolutions thermiques des échantillons N100_C2 (à gauche) et N200_C2
(à droite) avec un bruit de mesure de ±0.1°C d’amplitude.
Figure 3.6.5: Évolutions thermiques des échantillons N100_C2 (à gauche) et N200_C2
(à droite) avec un bruit de mesure de ±0.5°C d’amplitude.
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Figure 3.6.6: Évolutions thermiques des échantillons N100_C3 (à gauche) et N200_C3
(à droite) avec un bruit de mesure de ±0.1°C d’amplitude.
Figure 3.6.7: Évolutions thermiques des échantillons N100_C3 (à gauche) et N200_C3
(à droite) avec un bruit de mesure de ±0.5°C d’amplitude.
3.6.3 Reconstruction des microstructures
La deuxième fonction propre de la matrice d’énergie des données simulées, ainsi que
la microstructure reconstruite à partir du signe de cette fonction, sont représentées dans
les figures (3.6.8) à (3.6.13).
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Les figures (3.6.8) et (3.6.9) correspondent aux échantillons dont les phases ont des
valeurs de capacité thermique très proches (N100_C1 et N200_C1). On y observe un
effet important du bruit de mesure sur la deuxième fonction propre et sur la qualité
de la reconstruction de la microstructure. Pour les expériences corrompues par un bruit
de mesure d’amplitude égale à ±0.5°C, la deuxième fonction propre est complètement
noyée dans le bruit et il devient impossible de reconstruire la microstructure de l’échan-
tillon. Quand l’amplitude du bruit est réduite à ±0.1°C, les résultats de reconstruction
s’améliorent nettement mais restent de qualité insuffisante. La méthode est capable de
retrouver (non sans faille) l’ensemble des éléments connexes de la phase dispersée, mais
place dans la phase hôte un nombre significatif de petits îlots de phase dispersée qui
n’existent pas dans la vraie microstructure (voir figure 3.6.1).
En revanche, comme on peut le remarquer dans les figures (3.6.10) à (3.6.13), les résul-
tats de reconstruction sont de très bonne qualité pour les échantillons où ρchoˆte/ρcdisperse´e =
2 (N100_C2 et N200_C2) et ρchoˆte/ρcdisperse´e = 3 (N100_C3 et N200_C3). Même avec
des données en température fortement bruitées (amplitude du bruit = ±0.5°C), le signe
de la deuxième fonction propre permet de restituer la microstructure des échantillons à
quelques pixels près. Comme attendu, ce sont les détails les plus fins/petits de la mi-
crostructure des échantillons qui posent des problèmes de reconstruction. Par exemple,
le tout petit îlot au coin supérieur droit de la microstructure représentée à gauche dans
la figure (3.6.1) n’est jamais identifié.
Le Tableau (3.4) fournit le décompte des pixels erronés dans chacune des reconstruc-
tions effectuées. Pour les échantillons où ρchoˆte/ρcdisperse´e ≈ 1 (N100_C1 et N200_C1), le
pourcentage de pixels erronés est de 10% quand les données ont été modérément bruitées
(±0.1°C) et proche de 50% quand le bruit de mesure est porté à ±0.5°C. Par contre, pour
les échantillons où ρchoˆte/ρcdisperse´e = 2 (N100_C2 et N200_C2) et ρchoˆte/ρcdisperse´e = 3
(N100_C3 et N200_C3), l’effet du bruit de mesure est minime. Le pourcentage de pixels
erronés varie entre 0.86% et 2% dans tous les cas de figure considérés.







Table 3.4: Pourcentage de pixels erronés dans les microstructures reconstruites.
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(a)
(b)
Figure 3.6.8: Échantillons N100_C1 (à gauche) et N200_C1 (à droite) : (a) Deuxième
fonction propre de la matrice d’énergie des données bruitées à ±0.1°C ;
(b) Signe de la deuxième fonction propre.
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(a)
(b)
Figure 3.6.9: Échantillons N100_C1 (à gauche) et N200_C1 (à droite) : (a) Deuxième
fonction propre de la matrice d’énergie des données bruitées à ±0.5°C ;
(b) Signe de la deuxième fonction propre.
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(a)
(b)
Figure 3.6.10: Échantillons N100_C2 (à gauche) et N200_C2 (à droite) : (a) Deuxième
fonction propre de la matrice d’énergie des données bruitées à ±0.1°C ;
(b) Signe de la deuxième fonction propre.
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(a)
(b)
Figure 3.6.11: Échantillons N100_C2 (à gauche) et N200_C2 (à droite) : (a) Deuxième
fonction propre de la matrice d’énergie des données bruitées à ±0.5°C ;
(b) Signe de la deuxième fonction propre.
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(a)
(b)
Figure 3.6.12: Échantillons N100_C3 (à gauche) et N200_C3 (à droite) : (a) Deuxième
fonction propre de la matrice d’énergie des données bruitées à ±0.1°C ;
(b) Signe de la deuxième fonction propre.
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(a)
(b)
Figure 3.6.13: Échantillons N100_C3 (à gauche) et N200_C3 (à droite) : (a) Deuxième
fonction propre de la matrice d’énergie des données bruitées à ±0.5°C ;
(b) Signe de la deuxième fonction propre.
3.7 Un exemple de résultats expérimentaux
La méthode de reconstruction proposée a également été testée en exploitant des don-
nées réelles. Nous décrivons dans cette section le matériau utilisé pour l’essai, l’expérience
réalisée et les résultats obtenus.
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3.7.1 Description du matériau et de l’échantillon
Nous avons choisit un matériau présentant une microstructure assez complexe pour
tester la méthode proposée. Il s’agit d’un composite obtenu par infiltration (jusqu’à
saturation) d’une mousse en graphite avec du nitrate de sodium fondu à 310°C. De tels
matériaux, qui combinent un matériau à changement de phase avec une phase à forte
conductivité thermique, sont étudiés au TREFLE-I2M depuis quelques années [35, 36,
56, 101]. L’application visée est le stockage de l’énergie thermique à haute température.
Figure 3.7.1: Image de l’échantillon (3mm× 2.25mm) obtenue par microscopie optique
avec lumière réfléchie.
Un échantillon parallélépipédique mince (épaisseur inférieure à 1mm) de ce matériau
a été préparé pour mener notre étude. La microstructure de l’échantillon a d’abord été
étudiée avec un microscope optique à lumière réfléchie. La figure (3.7.1) montre l’image
de l’échantillon obtenue. La taille de l’image est de 3mm×2.25mm et la résolution est de
l’ordre du µm. La phase en graphite apparaît en noir, tandis que le sel (NaNO3) est en
jaune brillant. Les inclusions en noir que l’on distingue dans la phase sel correspondent
très probablement à du graphite ayant comblé, lors du polissage de l’échantillon, les
crevasses qui se forment dans le sel lorsque celui-ci se solidifie.
3.7.2 Description de l’expérience et des données expérimentales
Le dispositif expérimental utilisé pour tester l’échantillon est celui décrit dans la sec-
tion 3.2. Une fois que l’échantillon a été placé dans le porte-échantillon du micro-four,
le test s’est déroulé en deux étapes consécutives.
1. L’objectif de la première étape est d’évaluer le bruit de mesure. Durant cette partie
du test, l’échantillon demeure à température constante et uniforme (température
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de la pièce). La température à la surface de l’échantillon est observée avec la caméra
infrarouge pendant 60 s avec une fréquence d’acquisition de 50Hz.
2. Lors de la deuxième étape, l’échantillon est chauffé par le bas (100°C/min) à l’aide
de la résistance électrique du micro-four. La réponse thermique de l’échantillon à la
surface est en même temps observée avec la caméra infrarouge pendant 2 s. Comme
précédemment, la fréquence d’acquisition est de 50Hz. Les données recueillies dans
cette partie du test seront ensuite utilisées pour reconstruire la microstructure de
l’échantillon.
Les images infrarouges enregistrées lors des deux étapes comportent 64 × 88 pixels, la
taille du pixel étant 35µm × 35µm. Nous rappelons que les détecteurs de la caméra ne
mesurent pas des températures mais des flux photoniques. Selon la quantité de photons
reçus, ils renvoient une tension électrique (volts) exprimée en valeur numérique (DL :
Digital Level). Les fonctions de transfert photons/volts et volts/DL sont des fonctions
linéaires croissantes. Par contre, la fonction de transfert DL/température est non-linéaire
et exige d’une étape d’étalonnage. Cependant, si l’élévation de température de l’échan-
tillon reste modérée (quelques dégrés), le rapport DL/température restera constant dans
la plage de températures de travail. Dans ces conditions, on peut s’affranchir de l’étape
d’étalonnage et travailler directement avec les signaux caméra en unités DL.
Les signaux (en DL) enregistrés lors de la première étape du test (bruit de mesure)
sont présentés dans la figure (3.7.2). Le graphique contient autant de courbes “signal
vs. temps” que de pixels dans les images infrarouges (64× 88 courbes). On constate que
l’amplitude du bruit de mesure est d’environ 30DL. L’écart type est égal à 3.95DL
(écart type moyen des signaux enregistrés).
Les signaux issus de la deuxième étape du test sont reportés dans la figure (3.7.3).
Comme précédemment, cette figure comporte une courbe “signal vs. temps” par pixel.
On remarquera que les données recueillies sont d’assez mauvaise qualité car fortement
bruitées. Le rapport signal sur bruit des observations, tel que défini par l’équation (3.6.2),
est égal à SN = 4.4. La figure (3.7.4) montre les images infrarouges de l’échantillon aux
instants t = 0.2 s (en haut) et t = 2 s (en bas).
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Figure 3.7.2: Bruit de mesure (1 courbe par pixel) - Signaux camera enregistrés lors
de la première étape.
Figure 3.7.3: Signaux camera enregistrés lors de la deuxième étape (1 courbe par pixel).
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Figure 3.7.4: Images infrarouges de l’échantillon aux instants t = 0.2 s (en haut) et
t = 2 s (en bas).
3.7.3 Reconstruction de la microstructure de l’échantillon
La matrice d’énergie des signaux de la figure (3.7.3) a été calculée. Les cinq premières
valeurs propres σ2m/σ21 (m = 1, · · · , 5) de cette matrice sont reportées dans le Tableau
(3.5). On constate que la première valeur propre est largement dominante, le rapport
σ22/σ
2
1 étant égal à 6.02 × 10−8. Le rapport signal sur bruit des états associés aux cinq
premières valeurs propres est donné dans le même tableau. Il est calculé en divisant la
variance des états par la variance du bruit de mesure. Comme attendu, on remarque une
forte décroissance du rapport signal sur bruit des états. Le rapport signal sur bruit du
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premier état est 8.7 fois plus élevé que celui du deuxième état, qui est à son tour 10 fois
plus élevé que le rapport signal sur bruit du troisième état.
Les première et deuxième fonctions propres de la matrice d’énergie des observations
sont représentées dans la figure (3.7.5). Comparées aux champs de température de la
figure (3.7.4), on remarque une nette amélioration de la qualité des images qui ne fait
que souligner les qualités de la SVD en tant qu’outil pour filtrer le bruit de mesure. En
revanche, la troisième fonction propre est complètement noyée dans le bruit et n’a pas
été représentée. Du fait que seule deux fonctions propres sont exploitables, le nombre
maximal de phases distinctes qui pourront être identifiées est de 2.
La microstructure de l’échantillon restituée par le signe de la deuxième fonction propre
est représentée dans la figure (3.7.6). En comparant cette image à l’image de l’échantillon
obtenue par microscopie optique (figure 3.7.1), on constate que les résultats obtenus
sont d’assez bonne qualité. Les contours extérieurs des sous-domaines de la phase sel
sont bien reconstruits. Par contre, la reconstruction des inclusions de graphite dans la
phase sel n’est pas parfaite. Ceci peut s’expliquer en partie par le fait que ces inclusions
constituent en réalité une troisième phase, qui résulte du remplissage partiel des crevasses
de la phase sel par du graphite lors du polissage de l’échantillon. Malheureusement, la
mauvaise qualité des mesures (3e`me fonction propre noyée dans le bruit) ne permet pas
de vérifier une telle hypothèse.
On peut conclure en disant que, malgré la mauvaise qualité des données recueillies,
les résultats de la méthode de reconstruction proposée sont convaincants.
Enfin, on profite de cet exemple pour revenir sur deux des résultats théoriques d’intérêt
de notre travail. On a montré dans la section 3.4.2 que :
∀t ∈ [0, tf ] T (t) = V 1z1(t) (3.7.1)
et
∀x ∈ Ω T (x) = V1(x)z¯1 (3.7.2)
Autrement dit, l’évolution en temps de la moyenne spatiale du champ de température
(T (t)) est égale à la moyenne spatiale de la première composante principale des données.
Quant à la moyenne temporelle du champ de température (T (x)), elle est égale, à une
constante près, à la première fonction propre issue de la SVD. Les figures (3.7.7) et
(3.7.8) permettent de vérifier ces résultats.
1 2 3 4 5
Valeur propre 1.0518× 1012 6.3315× 104 6.3617× 103 2.1194× 103 2.0900× 103
Signal/Bruit 17730 2023 203 68 65
Table 3.5: Valeurs propres de la matrice d’énergie des observations et rapports signal
sur bruit des composantes principales des observations.
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Figure 3.7.5: Première (en haut) et deuxième (en bas) fonctions propres de la matrice
d’énergie des données.
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Figure 3.7.6: Microstructure de l’échantillon restituée par le signe de la deuxième fonc-
tion propre.
Figure 3.7.7: Variation de la température moyenne (en DL) de l’échantillon au cours
du temps (symboles) et variation en temps de la moyenne spatiale de la
première composante principale (ligne continue).
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Figure 3.7.8: Cartographie de la température moyenne T (x) de l’échantillon (à gauche)
et cartographie du produit V1(x)x¯1 (à droite).
3.8 Conclusion et recommandations
Nous avons proposé une nouvelle méthode qui permet de déterminer la microstructure
d’échantillons minces de matériaux hétérogènes. Elle consiste à imager par thermogra-
phie infrarouge l’évolution du champ de température à la surface de l’échantillon soumis à
une excitation thermique en flux, puis à reconstruire sa microstructure par une méthode
mathématique simple faisant appel à la SVD des données en température enregistrées.
Nous avons montré que, pour des expériences suffisamment courtes (de l’ordre de la
seconde), l’analyse du signe des fonctions propres de la matrice d’énergie des observations
permet de discriminer les phases de l’échantillon et de trouver leur emplacement.
Les tests numériques effectués sur des matériaux biphasés ont permis d’apprécier les
qualités de la méthode, mais aussi de cerner ses limites. Nous avons ainsi pu constater
que :
– La durée de l’expérience est un facteur de premier ordre qui perd de son importance
au fur et à mesure que la dimension caractéristique des phases augmente et que les
fractions surfaciques des différentes phases s’équilibrent.
– La méthode de reconstruction proposée ne sera pas capable de déterminer correcte-
ment les contours et l’étendue de tout petits îlots (quelques pixels) d’une phase,
même pour des temps d’expérience extrêmement courts.
– En l’absence de bruit de mesure, de faibles rapports entre les capacités thermiques
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des phases facilitent la reconstruction de la microstructure. En revanche, l’effet du
bruit de mesure sur la qualité de la reconstruction peut devenir important quand
les phases présentent des valeurs très proches de capacité thermique.
– Quand l’étendue des phases (voire de leurs sous-domaines) est suffisamment grand
(au-delà de quelques pixels), la durée de l’expérience suffisamment courte (de l’ordre
de la seconde) et le rapport des capacités thermiques des phases n’est pas trop proche
de 1, la méthode est capable de fournir des représentations de très bonne qualité
de la microstructure de l’échantillon, même à partir de données de température
fortement bruitées.
Par ailleurs, les résultats obtenus à partir des données expérimentales recueillies lors du
test d’un matériau à microstructure assez complexe sont convaincants.
Comparée aux techniques de microscopie conventionnelles (i.e. optique, MEB, MET),
la résolution maximale atteignable par thermographie infrarouge sera moindre (∼ 20µm
avec des lentilles optiques standard) car limitée par la longueur d’onde du rayonnement
infrarouge. De ce fait, l’usage de cette technique sera réservé à des matériaux dont la
taille caractéristique des hétérogénéités est de l’ordre de la centaine de micromètres
ou supérieure. En revanche, l’image de la microstructure fournie par cet outil (après
traitement des données recueillies) aura l’avantage d’être directement exploitable dans
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Chapitre 4 Amélioration de la reconstruction de la microstructure de l’échantillon par
une méthode de type level-set
4.1 Introduction
La méthode Level-Set (LS, lignes de niveaux), développée par S. Osher [73] et J. A.
Sethian [87] est une méthode initialement introduite pour résoudre des problèmes d’op-
timisation de forme. Elle permet de modéliser et de simuler l’évolution de frontières
en mouvement avec des changements topologiques pouvant fusionner et se diviser na-
turellement en plusieurs endroits. L’application d’une méthode LS conduit à un système
Eulérien d’équations aux dérivées partielles capable de capturer l’évolution géométrique
des interfaces.
Dans les domaines de l’inversion géométrique et de l’optimisation, cette méthode est
fréquemment utilisée pour trouver une géométrie qui minimise une fonction coût tout
en satisfaisant un ensemble de contraintes. On peut ainsi chercher la meilleure forme
et la meilleure position d’un matériau pour un problème donné. Les interfaces entre les
différentes phases sont alors localisées par une succession de petites perturbations, min-
imisant l’écart de la norme entre le champ observé, c’est-à-dire, les données du problème,
et le champ simulé numériquement à chaque itération. La localisation de la taille et de
la forme d’hétérogénéités d’un matériau à partir de mesures sur sa surface ont fait l’ob-
jet de nombreuses études dans les problèmes inverses par diffusion. Ainsi, de multiples
problèmes inverses ont été résolus avec la méthode LS, que ce soit en diffusion electro-
magnétique [10, 32, 50], en tomographie par impédance électrique [59], ou encore en
diffusion acoustique [86]. La méthode LS a également été appliquée pour l’optimisation
topologique de l’interface d’un écoulement gouvernée par les équations de Navier-Stokes
[99, 102]. Une synthèse de l’application de la méthode LS aux problèmes inverses est
présentée dans [32].
A notre connaissance, cette méthode est uniquement appliquée aux problèmes inverses
stationnaires. La nature instationnaire de notre problème nous conduit à proposer une
variante de celle-ci. C’est l’objet de la suite de ce chapitre.
4.2 Du problème dynamique au problème statique
4.2.1 Problème dynamique
Comme nous l’avons déjà signalé dans le chapitre précèdent, l’échantillon constitué
de p phases est en équilibre thermique avec son environnement à l’instant initial :
∀x ∈ Ω, T (x, 0) = T0. Sans perte de généralité, on considère T0 = 0 par la suite. Sur
l’une des faces de l’échantillon, on applique un flux de chaleur de densité uniforme et
constante sur ]0, tf ]. On suppose que l’échantillon est thermiquement mince. Autrement
dit, on considère que les gradients de température dans l’épaisseur de l’échantillon sont
négligeables (nombre de Biot ≤ 0.1). L’équation qui gouverne la réponse thermique de
l’échantillon s’écrit alors :
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∀t > 0, ∀x ∈ Ωi (i = 1, · · · , p) ∂T (x, t)
∂t












ki et ρci sont, respectivement, la conductivité thermique et la capacité thermique de
la phase i. h est le coefficient des transferts thermiques (convection et/ou radiation)
entre le milieu et son environnement. e représente l’épaisseur de l’échantillon et q est la
densité de flux appliquée en bas de l’échantillon.
On suppose que l’échantillon est parfaitement isolé latéralement. On a donc :
∀t > 0, ∀x ∈ ∂Ω − ki∇T (x, t).n = 0 (4.2.3)
où n représente le vecteur unitaire normal à ∂Ω sur x dirigé vers l’extérieur du domaine.
Comme la résistance thermique de contact aux interfaces est nulle (ou négligeable),
les conditions de continuité en température et en flux sur chaque interface sont telles
que :
∀x ∈ ∂Ωij,∀t > 0
T (x, t)|i = T (x, t)|j−ki∇T (x, t)|i.ni→j + kj∇T (x, t)|j.nj→i = 0 (4.2.4)
4.2.2 Transformation en problème statique
La transformation du problème instationnaire (4.2.1)-(4.2.4) en problème statique
permet de s’affranchir d’une intégration temporelle et l’utilisation des fonctions propres
permet une grande robustesse au bruit de mesure. Une première étape d’intégration





dτ = T (x, τ)|t0 = T (x, t)− T (x, 0)
En utilisant le changement de variable :
u(x, t) =
´ t
0 T (x, τ)dτ
l’équation (4.2.1) devient :
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T (x, t)− T (x, 0) = αi∇2u(x, t)− βiu(x, t) + ϕit (4.2.5)
La seconde étape repose sur la décomposition en valeurs singulières (SVD) du terme




u(x, t)u(x′, t)dt (4.2.6)
On rappelle que les propriétés de la fonction d’énergie sont détaillées dans la section
2.2.1 et que la fonction u peut être projetée de façon unique sur la base construite à





Nous rappelons d’autre part que les fonctions propres Vm(x) sont orthonormées et que





xm(t)xk(t) = δmkσ2m (4.2.7)
où σ1 ≥ σ2 ≥ · · · ≥ 0 sont les valeurs singulières de u(x, t).
En remplaçant u par sa décomposition en fonctions propres et fonctions d’états, on
obtient :






Vm(x)xm(t) + ϕit (4.2.8)
Par ailleurs, en multipliant l’équation (4.2.8) par xk(t), en intégrant sur le temps et
en utilisant les propriétés d’orthogonalité, il est possible d’écrire :
〈[T (x, t)− T (x, 0)] , xk(t)〉t = αi∇2Vk(x)σ2k − βiVk(x)σ2k + ϕi 〈t, xk(t)〉t (4.2.9)




Dès lors, le problème instationnaire peut être remplacé par une famille de problèmes
stationnaires telle que :
fk(x) = αi∇2Vk(x)− βiVk(x) (4.2.10)
avec fk(x) = (〈T (x, t)− T (x, 0), xk(t)〉t − ϕi 〈t, xk(t)〉t) /σ2k. On note que les problèmes
stationnaires définis par (4.2.10) sont indépendants et que leur traitement est identique
quel que soit leur rang k.
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4.3 Reconstruction de la microstructure
Dans cette section, nous allons présenter les bases de la méthode LS pour l’identifi-
cation de la microstructure d’un matériau. L’idée est d’initialiser le problème à partir
d’une géométrie choisi a priori pour ensuite la faire évoluer jusqu’à l’identification com-
plète de la microstructure que l’on souhaite retrouver (cf Figure 4.3.1). Pour ce faire,
on fera l’hypothèse que les propriétés physiques des différentes phases constituant le
composite sont connues. Son utilité pratique dépendra donc des possibilités que l’on a
de la combiner avec l’étape ultérieure de caractérisation.
4.3.1 Positionnement du problème
Pour illustrer le rôle de la méthode LS dans la résolution du problème inverse d’iden-
tification de la microstructure d’un composite, on se restreint à l’étude d’un matériau
diphasique occupant le volume Ω (figure 4.3.1), constitué de deux phases Ω1 et Ω2 dont
l’interface est notée ∂Ω12 que l’on notera γ par la suite afin d’alléger les notations.
Figure 4.3.1: Le domaine Ω1 (en pointillé) représente le domaine initial qui sera per-
turbé jusqu’à identifier la microstructure de l’échantillon Ω1(en trait
plein)
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Revenons à la famille de problèmes stationnaires (4.2.10). Pour les raisons déjà ex-
posées au cours du chapitre 3, nous nous limitons au traitement d’un seul mode issu de
la SVD correspondant à la seconde fonction propre V2(x) associée à la seconde valeur
singulière σ2, (notées par la suite V (x) et σ2, respectivement). Dès lors, cette famille de
problèmes est réduite à un seul tel que :
f(x) = α1∇2V1(x)− β1V1(x) dans Ω1
f(x) = α2∇2V2(x)− β2V2(x) dans Ω2
V1(x) = V2(x) sur γ
k1∇V1(x).n = k2∇V2(x).n sur γ
(4.3.1)
où les indices 1 et 2 désignent les phases correspondantes. Ainsi, une seule et unique so-
lution V (Ωi) (à une constante additive près) du problème (4.3.1) est associée au domaine
Ωi (i = 1, 2).
L’identification de la microstructure repose sur la résolution du problème inverse con-
sistant à minimiser une fonctionnelle coût définie comme étant l’erreur quadratique entre
les fonctions propres Vobsi issues des données observées et V (Ωi) de celles simulées :
j(Ωi) =
1
2 ‖V (Ωi)− Vobsi‖
2 (4.3.2)
Les conditions d’optimalité sont alors déterminées par le calcul du gradient de la
fonction coût j(Ωi) (4.3.2) soumis aux contraintes (4.3.1). Une condition nécessaire pour
minimiser une fonctionnelle coût consiste alors à estimer le paramètre Ω = Ω1 ∪ Ω2
annulant la dérivée de la fonction coût.
Soit θ, un champ de vecteurs venant modifier le domaine Ω par une série de petites
perturbations tel que :
Ω (θ) = (Id+ θ) Ω0 := {x + θ (x) , x ∈ Ω}
où Id est l’identité et Ω0 est le domaine Ω initial. Le développement de Taylor de
j ((Id+ θ) Ω) conduit à l’expression suivante :
j ((Id+ θ) Ω0) = j(Ω0) +Dj(Ω0)(θ) + o (θ) (4.3.3)
Dès lors, pour de petites perturbations θ proches de zéro, la dérivée eulérienne de la
fonction coût implique la limite suivante :
Dj(Ω0) = lim
θ→0
j ((Id+ θ) Ω0)− j(Ω0)
θ
(4.3.4)
La fonction coût j(Ω), dont nous voulons calculer la dérivée, n’est pas définie explicite-
ment comme une fonction du domaine Ω mais implicitement comme une fonction de V ,
elle même dépendant de Ω = (x, y) .
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j(V (Ω)) dx (4.3.5)
J est de classe C1. On appelle différentielle de J dans la direction θ, l’application
linéaire 〈J ′(Ω), θ〉 définie par





ce qui conduit à :
〈J ′(Ω), θ〉 =
ˆ
Ω
div(j(V (Ω)))θ dx (4.3.7)
D’après le théorème de la divergence, on se ramène à une intégration sur la frontière :
〈J ′(Ω), θ〉 =
ˆ
γ
j(V (Ω))θ.n ds (4.3.8)
Le problème inverse d’identification de la microstructure d’un composite se ramène
alors à trouver un domaine Ω tel que j(V (Ω)) = 0.
4.3.2 Solution du problème inverse
Pour intégrer les contraintes (équations 4.3.1) au problème de minimisation (équations
4.3.2), on utilise les multiplicateurs de Lagrange. Cet outil va donc nous permettre de
passer d’un problème avec contraintes à un problème sans contrainte.
Pour introduire la formulation Lagrangienne à notre problème, on réécrit les équations
(4.3.1) en les multipliant tout d’abord par ρci à gauche et à droite de l’égalité :
ρc1f(x) = k1∇2V1(x)− heV1(x) dans Ω1
ρc2f(x) = k2∇2V2(x)− heV2(x) dans Ω2
k1∇V1(x).n = k2∇V2(x).n sur γ
(4.3.9)
La formulation Lagrangienne est la somme des fonctions coût associées à Ω1, Ω2 et
des formulations variationnelles correspondantes. Ainsi, pour un problème présentant un
saut de propriétés thermiques à l’interface entre deux phases, le Lagrangien aboutit à
[77] :
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(p2 − p1) ds (4.3.10)
où p1 et p2 sont les paramètres de Lagrange. La théorie de Lagrange montre que la
solution du problème de minimisation avec contrainte J(γ) est alors déterminée par
la solution du problème de minimisation sans contrainte L. Cette solution est obtenue
en annulant successivement les dérivées partielles de L des variables γ, V1, V2 dans la
direction θ. Les conditions stationnaires nécessaires pour obtenir un minimum sont donc :〈









































= 0, permettent de













= 0, donnent quant à elles l’expression de l’état adjoint (cf. An-
nexe B) : 
k1∇2p1 − hep1 = −‖V1 − Vobs1‖ dans Ω1
k2∇2p2 − hep2 = −‖V2 − Vobs2‖ dans Ω2








est nécessaire pour obtenir la minimisation de la
fonction coût (4.3.2), cette expression peut s’écrire de la manière suivante (cf. Annexe
C) :
〈







[− (k1 − k2)∇V.∇p− (ρc1 − ρc2) f.p] θ.ndS (4.3.13)
104
4.3 Reconstruction de la microstructure
En posant 〈








on obtient l’expression de v qui est la vitesse de déformation :
v = − (k1 − k2)∇V.∇p− (ρc1 − ρc2) f.p (4.3.15)
On va alors perturber le domaine Ω jusqu’à faire tendre l’expression de v vers 0.
4.3.3 Représentation du domaine
La mise en œuvre pratique de cette méthode d’inversion par déformation de domaine
implique le choix d’une représentation initiale de celui-ci. Ce choix est essentiel pour
que la méthode s’affranchisse des difficultés liées aux changements topologiques. En
effet, les méthodes de gradient dans lesquelles le formalisme de la dérivation par rapport
au domaine est utilisé présentent comme principal défaut la nécessité de remailler le
domaine quand deux parties de la frontière coalescent. Ce problème a été résolu par une
méthode (Level Set) qui permet de considérer une frontière comme la courbe de niveau
0 d’une fonction. Ceci permet de traiter les frontières des différents domaines sur des
maillages fixes et de changer efficacement la topologie de la frontière.
Figure 4.3.2: Courbe de niveau. L’interface est donnée par φ = 0
Pour mettre en application la méthode LS, on utilise les courbes de niveaux, intro-
duites par [73] et schématisées par la figure 4.3.2. Elles sont définies par une fonction
distance Φ :
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
Φ(x) = −dist (x, γ) si x ∈ Ω1
Φ(x) = dist (x, γ) si x ∈ Ω2
Φ(x) = 0 si x ∈ γ
(4.3.16)
où dist est la fonction distance. La normale n à l’interface γ peut quant à elle être
définie par
n = ∇Φ/|∇Φ|
En utilisant ces expressions, la vitesse de déformation v peut être définie sur tout le
domaine Ω et pas uniquement sur la frontière γ. De plus, si l’interface γ est transportée à
la vitesse −vn, la fonction coût décroit jusqu’à un minimum local. La forme étant décrite
par la fonction Φ, il suffit de transporter chaque ligne de niveau de Φ suivant une vitesse
normale égale à −v. La fonction Φ est alors solution de l’équation de Hamilton-Jacobi :
∂Φ(x, t)
∂t
= v (x, t) |∇Φ(x, t)| (4.3.17)
où t est un temps virtuel. L’évolution de la courbe Level-Set entraîne automatiquement
une variation du domaine [10, 73, 86].
Une autre alternative consiste à créer une extension de la vitesse normale à l’interface
en résolvant l’équation suivante, jusqu’à l’état stationnaire [23]
∂q(x,τ)
∂τ
+ S (Φ) ∇Φ|∇Φ| .∇q(x, τ) = 0
q(x, 0) = ω
(4.3.18)
où ω est égal à v (x, t) sur la frontière γ et 0 partout ailleurs et où S est la fonction
signe. τ est un temps virtuel.
Pour nos problèmes, nous avons constaté que l’utilisation de la méthode de l’extension
de la vitesse normale à l’interface [23], fait converger plus rapidement les calculs, le
nombre d’itérations nécessaires est alors divisé par deux. De ce fait, nous ne présentons
par la suite que les résultats obtenus avec cette méthode.
4.3.4 Réinitialisation
Numériquement, on cherche à garder la fonction Level Set Φ(x, t) proche d’une fonc-
tion distance. En général, il est impossible d’empêcher Φ(x, t) de dévier de la fonction
distance. Des plateaux ou des changements brusques apparaissent aux interfaces, entraî-




+ S (d0) (|∇d(x, τ)| − 1) = 0
d(x, 0) = d0(x) = Φ(x, t)
(4.3.19)
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jusqu’à l’état stationnaire, ce qui donne une approximation de la fonction distance. Cette
méthode entraînant la résolution d’une équation supplémentaire nous ne l’utiliserons pas
dans ces travaux. Pour s’affranchir de ces difficultés, le choix est fait de recalculer la fonc-
tion distance de façon analytique toutes les 30 itérations. En effet, la réinitialisation n’est
nécessaire à chaque itération que lorsque qu’il y a un changement rapide de l’interface
et que la fonction LS Φ(x, t) dévie brutalement de la fonction distance.
4.4 Algorithmes et résultats numériques
Avant de présenter la validation numérique de notre approche pour la reconstruction
de la microstructure de matériaux hétérogènes, nous allons apporter quelques précisions
sur la mise en œuvre et l’implémentation de celle-ci.
4.4.1 Algorithme
L’algorithme utilisé est ici présenté sous la forme d’un pseudo code :
1. Initialisation
– choix du domaine initial
– détermination de l’ensemble des niveaux correspondants :

Φ(x, 0) = −dist (x, γ) si x ∈ Ω1
Φ(x, 0) = dist (x, γ) si x ∈ Ω2
Φ(x) = 0 si x ∈ γ
– calcul du champ V 0k correspondant à l’aide du système (4.3.1)
2. Tant que J (γ) ≤ 10−10 :
– calcul du champ adjoint pt avec les équations (4.3.12)
– calcul de la vitesse d’évolution vt à l’aide des expressions (4.3.15) et (4.3.18)
– déformation de l’ensemble des niveaux pour obtenir Φt+1 à l’itération suivante
(les schémas de discrétisations sont présentés en annexe D)
– détermination de la courbe de niveau 0 et donc du domaine Ωt+1
– calcul du champ total V t+1k
– calcul de la nouvelle fonction coût J (γt+1)
4.4.2 Application de la méthode à un milieu hétérogène complexe
Dans cette section, nous allons présenter quelques exemples numériques afin de valider
notre méthode et d’en apprécier l’efficacité et les limites.
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4.4.2.1 Description de l’échantillon
L’échantillon étudié est une plaque d’un matériau biphasé dont la microstructure
a été générée par la méthode RMDF. Comme présenté au chapitre précédent, cette
méthode est capable de créer un matériau hétérogène dont les phases sont distribuées
aléatoirement dans l’espace. Nous avons pris N = 250 pour le nombre de gaussiennes. La
microstructure comporte une phase blanche connexe, dite phase hôte, et une phase noire
dispersée (figure 4.4.1). La fraction de la surface de la phase dispersée est de 10%. Elle
comporte sept sous-domaines dont les fractions surfaciques sont 0.0033, 0.0056, 0.0144,
0.0211 et 0.0256.
Figure 4.4.1: Microstructure de l’échantillon étudié
Les conductivités thermiques sont pour la phase hôte (blanche), khoˆte = 0.5W/m/K,
et, pour la phase dispersée (noire), kdisperse´e = 20W/m/K. Leurs capacités thermiques
sont, pour la phase hôte (blanche), ρchoˆte = 3.3× 106J/m3/K, et, pour la phase disper-
sée (noire), ρcdisperse´e = 9.9 × 105J/m3/K. Comme dans les chapitres précédents, nous
supposons que la résistance thermique de contact aux interfaces est nulle.
4.4.2.2 Expériences générées
Le comportement thermique de l’échantillon étudié a été obtenu par intégration numérique
des équations (4.2.1) et (4.2.3). La densité de flux appliquée en bas de l’échantillon est
q = 1000W/m2 et le coefficient d’échanges thermiques entre l’échantillon et son environ-
nement est h = 5W/m2/K. Les propriétés des phases ont été données dans le paragraphe
précédent. L’épaisseur de l’échantillon est e = 0.1mm et sa superficie est 6mm×6mm. La
discrétisation spatiale des équations de conservation a été effectuée par la méthode des
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volumes finis appliquée sur un maillage quadrangulaire et régulier. La taille des mailles
est 0.2mm × 0.2mm. Le nombre total de volumes élémentaires (pixels par la suite) est
donc np = 30× 30 = 900. La durée de l’expérience est tf = 1s.
Deux scenarii ont été considérés :
– Observations sans bruit additif (figure 4.4.2 a))
– Observations corrompues avec un bruit gaussien additif correspondant à des données
fortement bruitées - Amplitude du bruit de mesure égale à ±0.5°C (figure 4.4.2 b)).
a) b)
Figure 4.4.2: Evolution thermique de l’échantillon a) sans bruit ; b) avec un bruit de
mesure de ±0.5°C
4.4.2.3 Reconstruction de la microstructure
Comme stipulé dans la section précédente, le Leve-Set necessite d’être initialisé avec
une fonction distance (notée Φ (x, 0)). Deux domaines initiaux sont utilisés avec les
observations sans bruit additif pour en apprécier l’influence. Le premier domaine initial
testé possède une géométrie simple, représentée à la figure 4.4.3.a). Il est constitué d’une
phase hôte (blanche) possédant une inclusion circulaire (noire) de rayon 0.75mm. Le
deuxième domaine initial testé, illustré à la figure 4.4.3.b), est obtenu en utilisant le
résultat d’une identification par la méthode SVD présenté au chapitre précédent. Le
dernier test est réalisé avec les données bruitées pour une géométrie de départ obtenue
à l’aide de la méthode basée sur la SVD (figure 4.4.3.d)). Ce dernier test va également
permettre d’apprécier l’influence du bruit sur le Level-Set.
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a) b) c)
Figure 4.4.3: Représentation du domaine initial ; a) inclusion circulaire de rayon
0.75mm ; b) microstructure déterminée à l’aide du signe de la deuxième
fonction propre sur les données non bruitées ; c) microstructure déter-
minée à l’aide du signe de la deuxième fonction propre sur les données
bruitées
Les figures 4.4.4.a), 4.4.4.b) et 4.4.4.c) représentent les fonctions distances calculées
pour les microstructures illustrées à la figure 4.4.3 et par conséquent les fonctions Level-
Set Φ (x, 0).
a) b) c)
Figure 4.4.4: Fonctions distances Φ (x, 0) ; a) inclusion circulaire de rayon 0.75mm ;
b) microstructure déterminée à l’aide du signe de la deuxième fonction
propre sur les données non bruitées ; c) microstructure déterminée à l’aide
du signe de la deuxième fonction propre sur les données bruitées
Les évolutions des interfaces pour les trois tests à différentes itérations sont présentées
aux figures 4.4.5, 4.4.6 et 4.4.7. On y observe les interfaces de la microstructure de
l’échantillon que l’on cherche à retrouver (en pointillé rouge) ainsi que l’évolution de
la fonction distance en zéro Φ (x, t) = 0 (en noir). La figure 4.4.5 montre l’évolution
thermique sans bruit de mesure pour le domaine initial circulaire de la figure 4.4.3.a).
La figure 4.4.6 décrit l’évolution de l’interface pour le domaine initial de la figure 4.4.3.b).
Enfin, pour les données bruitées, on observe cette évolution à la figure 4.4.7.
On constate que lorsque l’évolution thermique de l’échantillon n’est pas bruitée, on
parvient à une reconstruction parfaite de la microstructure quel que soit le domaine
initial choisi. Néanmoins, le nombre d’itérations pour reconstruire la microstructure est
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de 257 pour la géométrie initiale circulaire et de 109 lorsque l’on initialise la géométrie
avec le signe de la deuxième fonction propre. Cette dernière se révèle être un choix
judicieux pour le domaine initial car elle permet de gagner deux fois plus de temps lors
de la reconstruction de la microstructure. L’effet du bruit est quant à lui plus important.
Une amplitude du bruit de mesure égale à ±0.5°C ne permet pas une reconstruction
exacte de la microstructure. En effet, la figure 4.4.7.f) montre qu’à 300 itérations, la
reconstruction, bien que de très bonne qualité, restitue la microstructure à deux pixels
près.
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Figure 4.4.5: Représentation de l’interface à différentes itérations pour des données
non bruités ; a) 0 itération ; b) 30 itérations ; c) 60 itérations ; d) 120
itérations ; e) 150 itérations ; f) 257 itérations
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Figure 4.4.6: Représentation de l’interface à différentes itérations pour des données non
bruités ; a) 0 itération ; b) 30 itérations ; c) 60 itérations ; d) 90 itérations ;
e) 109 itérations
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Figure 4.4.7: Représentation de l’interface à différentes itérations pour des données
avec un bruit de mesure de ±0.5°C ; a) 0 itération ; b) 30 itérations ; c)




Nous avons proposé une méthode itérative basée sur la résolution d’un problème direct
et d’un problème adjoint, une variante du Level-Set, pour la résolution d’un problème
inverse de thermique testé sur un matériau biphasé. Celle-ci permet de raffiner la re-
connaissance des phases et la localisation des interfaces de la méthode présentée au
chapitre précèdent. Elle repose sur l’utilisation des images obtenues par thermographie
infrarouge de l’évolution du champ de température à la surface de l’échantillon soumis
à une excitation thermique en flux. Un développement mathématique faisant appel à la
SVD des données en température permet de transformer le problème dynamique direct
en un problème statique. Le raffinement de la discrimination de la microstructure est
obtenu en faisant évoluer les lignes de niveaux d’une fonction distance jusqu’à obtenir la
minimisation de la fonction coût, correspondant à l’erreur quadratique entre les données
observées et celles simulées par résolution du problème direct. La vitesse d’évolution
du domaine est définie par la dérivée de la formulation variationnelle par rapport au
domaine et dépend de la résolution des problèmes direct et adjoint.
Les tests numériques effectués sur un matériau biphasé ont permis de constater l’effi-
cacité de la méthode proposée. Le choix d’un domaine initial déterminé par l’analyse du
signe des fonctions propres de la matrice d’énergie des observations permet d’accélérer
la reconstruction des interfaces. Néanmoins, elle requiert la connaissance a priori des
propriétés thermiques.
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Annexe A - Détermination du problème direct
Soit 〈


















































































Ce qui nous donne :〈





















θ dx = 0
α1∇2V1 − β1V1 = f
De même on obtient pour le paramètre de Lagrange p2 :〈









































































































De plus la condition de stationnarité nous donne :〈






α2∇2V2 − β2V2 = f
Dériver la formulation variationnelle par les variables de Lagrange p1 et p2 ramène
alors au problème direct.
Annexe B - Expression de l’état adjoint
Soit
〈
































On pose k1 ∂p1∂n = k2
∂p2




















En utilisant le théorème de Green ci-dessus, on peut écrire :
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〈















































Pour satisfaire à la condition de stationnarité il est necessaire de satisfaire l’égalité
suivante : 〈
















De la même façon, on obtient :
ˆ
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On définit alors le problème adjoint suivant :
k1∇2p1 − hep1 = −‖V1 − Vobs1‖ dans Ω1
k2∇2p2 − hep2 = −‖V2 − Vobs2‖ dans Ω2
k1∇p1(x).n = k2∇p2(x).n sur γ




























div (k1∇V1.∇p1) θ dx +
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Le théorème de Green-Ostrogradski permet d’obtenir une intégrale sur la frontière.
De plus, avec n = n2 = −n1, on peut réécrire l’expression ci-dessus telle que :
〈







−12 ‖V1 − Vobs1‖











































En utilisant les égalités V2 = V1 et p2 = p1 sur γ, on obtient :
〈







[− (k1 − k2)∇V.∇p− (ρc1 − ρc2) f.p] θ.ndS (4.5.3)
Annexe D - Discrétisation de l’équation de
Hamilton-Jacobi
Le schéma numérique que l’on utilise ici est celui proposé par Osher et Sethian [73].





où 4t est le pas de temps. Un schéma numérique de type ENO (cf. [48, 99]) est utilisé
pour approximer le gradient des courbes de niveaux. On se limite ici à la présentation
de certaines expressions utiles à sa mise en œuvre.
– Si vk < 0, alors
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|∇Φij| =
√
(max (Dx−Φij, 0))2 + (min (Dx+Φij, 0))2 + (max (Dy−Φij, 0))2 + (min (Dy+Φij, 0))2
– Si vk ≥ 0, alors
|∇Φij| =
√
(min (Dx−Φij, 0))2 + (max (Dx+Φij, 0))2 + (min (Dy−Φij, 0))2 + (max (Dy+Φij, 0))2
où i, j sont les indices des cordonnées x et y, et où :
Dx−Φij = δx−Φi,j + 4x2 M [δ
x
cΦi,j, δxcΦi−1,j]
Dx+Φij = δx+Φi,j + 4x2 M [δ
x
cΦi+1,j, δxcΦi,j]
Dy−Φij = δy−Φi,j + 4y2 M [δ
y
cΦi,j, δycΦi,j−1]




M [X, Y ] =






























Nous avons utilisé les fonctions développées dans [90] pour le calcul de l’extension de
la vitesse ainsi que le schéma de type ENO.
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Chapitre 5 Estimation des propriétés thermiques des phases et des interfaces d’un
matériau composite
5.1 Introduction
La microstructure de l’échantillon ayant été déterminée (cf chapitres 4 et 3), nous
pouvons passer à l’étape de caractérisation thermique proprement dite. Comme déjà
signalé, l’expérience de caractérisation se déroule dans le même dispositif expérimental
que précédemment. Elle consiste à exciter thermiquement la surface d’un échantillon
mince de façon à établir un champ de température non uniforme et à observer ensuite,
avec une caméra infrarouge, l’évolution du champ de température de la surface lors de
la relaxation thermique de l’échantillon.
Comme indiqué au Chapitre 1, la caractérisation thermique d’un matériau composite
consiste à déterminer les propriétés thermiques des phases constitutives de ce matériau
(ou du moins une partie) ainsi que les paramètres décrivant les échanges thermiques aux
interfaces. Pour attendre cet objectif, il sera généralement nécessaire de disposer de :
– Données expérimentales. Il s’agit dans notre cas des images infrarouges de la surface
de l’échantillon acquises lors du test de caractérisation.
– Un modèle de transferts approprié, qui tient compte de la nature du matériau étudié
(à propriétés constantes par morceaux), des particularités de l’échantillon (mince)
et des conditions d’essai.
– Une méthode d’estimation capable de retrouver la valeur des propriétés recherchées
à partir des observations thermiques réalisées.
Ce chapitre décrit la méthode d’estimation que nous avons développée. Comme déjà
signalé au chapitre 1, le challenge réside ici dans le temps de calcul, d’une part, et
dans la robustesse au bruit de mesure, d’autre part. Nous aurons en effet à traiter des
millions des données souvent significativement bruitées. En ce sens, la méthode SVD
proposée par Palomo et al. [39] est à nos yeux séduisante. S’appuyant sur des techniques
de décomposition en valeurs singulières (SVD), cette méthode propose des estimateurs
linéaires des propriétés thermiques recherchées qui sont à la fois simples et assez robustes
au bruit de mesure. Néanmoins, il nous semble que la méthode SVD peut être améliorée
sur un certain nombre de points d’intérêt vis-à-vis de la qualité des résultats :
– L’estimateur des paramètres décrivant les échanges thermiques entre l’échantillon et
son environnement dépend directement des observations de température réalisées.
De ce fait, l’utilisation de filtres est souvent nécessaire pour limiter l’effet du bruit
de mesure sur la qualité de l’estimation de ces paramètres, qui se répercute ensuite
sur celle des diffusivités thermiques des phases.
– L’estimateur des diffusivités thermiques fait intervenir, entre autre, le laplacien
des fonctions singulières des données de température. Le calcul de ces laplaciens ne
peut se faire que numériquement et il est particulièrement délicat aux proximités des
interfaces, où les fonctions singulières présentent une discontinuité. Par ailleurs, bien
que les fonctions singulières soient peu affectées par le bruit de mesure (du moins les
quelques premières), il n’en sera pas de même pour leurs laplaciens qui sont estimés
par double dérivation numérique des fonctions singulières expérimentales.
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– Enfin, l’estimateur des diffusivités thermiques implique l’utilisation d’autant d’élé-
ments singuliers (fonctions propres et états) qu’il y a des phases dans le matériau
testé. Or l’effet du bruit de mesure sur ces éléments augmente au fur et à mesure
que l’énergie portée par ces éléments diminue, la méthode SVD pourrait être vite
limitée par le nombre de phases présentes dans l’échantillon. Celle-ci n’a cependant
été testée que pour des matériaux biphasés.
L’objectif de notre travail est d’améliorer la méthode SVD sur l’ensemble des points men-
tionnés ci-dessus. Pour ce faire, nous proposons une méthode qui combine des techniques
de décomposition en valeurs singulières avec l’utilisation de fonctions test particulières
et que nous désignerons comme méthode SVD-FT.
Dans la section 5.2, nous rappelons les équations qui gouvernent l’évolution thermique
de l’échantillon ainsi que les objectifs de la caractérisation thermique. Les équations
d’évolution thermique sont ensuite transformées dans la section 5.3 en utilisant des
techniques de décomposition en valeur singulières. Le résultat de ces transformations
sont les équations aux dérivées partielles qui déterminent les fonctions propres de la SVD.
Nous analysons l’avantage de travailler sur ces équations au lieu d’utiliser les équations
d’évolution thermique pour l’estimation des paramètres thermiques. Dans la section 5.4,
nous introduisons une série d’équations (dérivées de celles des fonctions propres de la
SVD) qui servirons ensuite à définir les différents estimateurs des propriétés thermiques
recherchées. La section 5.5 est dédiée à l’estimation des paramètres décrivant les échanges
thermiques entre l’échantillon et son environnement. On y définit l’estimateur de ces
paramètres, on analyse ses propriétés statistiques et on signale les avantages de ce nouvel
estimateur face à celui de la méthode SVD. L’estimation des diffusivités thermiques est
traitée dans la section 5.6. C’est ici que les fonctions test particulières apparaissent. Elles
sont introduites en même temps que l’estimateur des diffusivités proposé. Comme dans la
section précédente, nous analysons les propriétés statistiques de ce nouvel estimateur et
nous en discutons les avantages face à l’estimateur de la méthode SVD. La section 5.7 est
dédiée à l’estimation des paramètres qui décrivent les échanges thermiques entre phases
à travers les interfaces et la section 5.8 résume la méthode SVD-FT en la présentant sous
la forme de pseudo-code. La dernière section contient quelques exemples d’applications
qui illustrent la pertinence et le potentiel de nos développements.
5.2 Positionnement du problème
Comme dans les chapitres précédents, nous allons considérer un échantillon mince
(plaque par la suite) d’un milieu hétérogène formé par p phases homogènes disjointes,
Ω1,Ω2, . . . ,Ωp, qui recouvrent complètement la surface de la plaque, Ω = Ω1∪Ω2∪. . .∪Ωp.
On désigne par ∂Ω le bord de la plaque tandis que l’interface entre deux phases, Ωi et
Ωk, est notée ∂Ωik.
Lors d’une expérience de caractérisation thermique, l’échantillon est d’abord soumis
à une excitation photo-thermique en surface (à l’aide d’un laser ou d’une lampe associée
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à des masques) de façon à établir un champ de température non uniforme sur la plaque,
noté To(x) par la suite. La relaxation thermique de la plaque est ensuite observée à l’aide
d’une caméra infrarouge et les données recueillies sont enregistrées. Les équations qui
gouvernent l’évolution thermique de la plaque lors de l’étape de relaxation sont :
∀t > 0, ∀x ∈ Ωi (i = 1, · · · , p) ∂T (x, t)
∂t









où ki et ρci sont, respectivement, la conductivité thermique et la capacité thermique
de la phase i. h est le coefficient des transferts thermiques (convection et/ou radiation)
entre le milieu et son environnement et e représente l’épaisseur de l’échantillon.
On suppose que l’échantillon est parfaitement isolé latéralement. On a donc :
∀t > 0, ∀x ∈ ∂Ω ∇T (x, t).n = 0 (5.2.3)
où n représente le vecteur unitaire normal à ∂Ω dirigé vers l’extérieur du domaine.
On suppose également que la résistance thermique de contact aux interfaces n’est pas
nulle. Il y aura donc un saut de température aux interfaces et la condition de continuité
ne s’applique qu’au flux (condition de type Robin) :
∀x ∈ ∂Ωij,∀t > 0
−ki∇T (x, t)|i.ni→j = −[T (x, t)|i − T (x, t)|j]/rij−kj∇T (x, t)|j.nj→i = −[T (x, t)|j − T (x, t)|i]/rij (5.2.4)
ni→j (resp. nj→i ) est le vecteur unitaire normal à ∂Ωij dirigé de Ωi vers Ωj (resp.
de Ωj à Ωi) et rij représente la résistance thermique de contact sur cette interface. On
supposera que rij est constante tout au long de l’interface.
La condition initiale est quant à elle telle que :
∀x ∈ Ω T (x, 0) = To(x) (5.2.5)
L’objectif ultime de la caractérisation thermique serait de déterminer les valeurs des
propriétés thermiques de chaque phase (i.e. conductivité et capacité thermiques) et
les résistances de contact aux interfaces à partir des données de température enreg-
istrées. Cependant, les équations (5.2.1) à (5.2.4) montrent que les paramètres ther-
miques recherchés n’agissent pas de façon individualisée sur la réponse thermique de
l’échantillon, mais par groupes. On distingue alors comme paramètres potentiellement
identifiables à partir des observations effectuées :
– Les diffusivités thermiques des phases : αi (i = 1, · · · , p) .
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– Les paramètres décrivant les échanges thermiques de la plaque avec son environ-
nement : βi (i = 1, · · · , p) .
– Les produits des conductivités thermiques par les résistances de contact aux inter-
faces : kiri,j (i, j = 1, · · · , p) .
On notera que si on arrive à estimer αi (i = 1, · · · , p) et βi (i = 1, · · · , p) (Eq. 5.2.2), on
aura également des informations sur :
– Le rapport entre les capacités thermiques des phases : (ρci/ρcj) = (βj/βi).
– Le rapport entre les conductivités thermiques des phases : (ki/kj) = (αi/αj)(βj/βi).
De même, si la capacité thermique d’une des phases est connue par ailleurs (i.e. mesurée
par calorimétrie), on pourra déterminer l’ensemble des conductivités et des capacités
thermiques, ainsi que les résistances de contact aux interfaces, à partir des valeurs es-
timées de αi (i = 1, · · · , p) et βi (i = 1, · · · , p).
5.3 Transformation des équations d’évolution
thermique, analyse des nouveaux observables
Pour améliorer la robustesse des estimations aux bruits de mesure, les équations d’évo-
lution (5.2.1) à (5.2.4) seront soumises à plusieurs transformations. Nous présentons ces
transformations dans la section 5.3.1 et nous en analysons les avantages dans la section
5.3.2. Les estimateurs des propriétés thermiques proposés dans ce travail seront dérivés
des équations transformées.
5.3.1 Équations d’évolution des fonctions singulieres




T (x, τ)dτ (5.3.1)
permet d’écrire les équations (5.2.1) à (5.2.5) comme suit :
S1 :
A l’intérieur des phases : ∆T (x, t) = αi∇2u(x, t)− βiu(x, t)
Sur le bord de la plaque : ∇u(x, t).n = 0
Aux interfaces :
−ki∇u(x, t)|i.ni→j = −[u(x, t)|i − u(x, t)|j]/rij−kj∇u(x, t)|j.nj→i = −[u(x, t)|j − u(x, t)|i]/rij
État initial : u(x, 0) = 0
avec
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la décomposition en valeurs singulières de u(x, t) sur [0, tf ]. Nous rappelons que les
fonctions propres Vm(x) sont orthonormées et que les coefficients de projection zm(t)




zm(t)zk(t) = δmkσ2m (5.3.4)
où σ1 ≥ σ2 ≥ · · · ≥ 0 sont les valeurs singulières de u(x, t).
En remplaçant u(x, t) par sa SVD dans le système d’équations S1, en multipliant
l’ensemble de ces équations par zm(t) et en les intégrant en temps sur [0, tf ], on obtient
(compte tenu de l’équation 5.3.4) :
S2 :
Dans les phases : fm(x) = αi∇2Vm(x)− βiVm(x)
Sur le bord : ∇Vm(x, t).n = 0
Aux interfaces :










4T (x, t) zm(t)dt (5.3.5)
On notera que les équations ci-dessus, qui déterminent les fonctions propres Vm(x),
décrivent un problème statique de conduction thermique avec sources. Elles font in-
tervenir le même ensemble de paramètres physiques que les équations (5.2.1) à (5.2.5)
d’évolution thermique de la plaque. Par conséquent, rien ne nous empêche a priori d’es-
sayer de les utiliser à des fins d’estimation à la place des équations d’évolution thermique.
Les avantages de ce faire sont discutés ci-après.
Les fonctions propres Vm(x) et les fonctions fm(x) associées seront désignées par la
suite comme fonctions singulières et fonctions sources, respectivement.
5.3.2 Avantages des nouveaux observables
Les observables des équations S2, calculables à partir du champ de température
T (x, t), sont les fonctions singulières Vm(x) et les fonctions sources fm(x). Le premier
avantage d’utiliser les équations S2 à la place des équations (5.2.1) à (5.2.5) concerne
donc la réduction du nombre des données à traiter. En effet, on remplacera les données
en température, qui dépendent du point et du temps, par des observables qui ne dépen-
dent que du point. Par ailleurs, on montrera plus tard que le nombre de couples (Vm(x),
fm(x)) requis pour l’estimation des paramètres recherchés est égal au nombre de phases
de l’échantillon. Ainsi, il suffira d’utiliser (V1(x), f1(x)) et (V2(x), f2(x)) pour estimer
les propriétés d’un matériau biphasé.
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Le deuxième avantage est bien plus important et concerne le bruit de mesure. La
façon dont le bruit de mesure se propage à travers la SVD a été présentée et discutée au
Chapitre 2. Nous avons montré que chaque état zm(t) sera affecté par un bruit additif
dont l’énergie est égale à celle du bruit de mesure. En revanche, les fonctions propres
Vm(x) sont en moyenne épargnées par le bruit quand celui-ci est décorrélé spatialement.
Nous analysons ici les effets du bruit de mesure sur les nouveaux observables Vm(x) et
fm(x) à travers une série d’expériences simulées correspondant à 6 échantillons distincts
et deux modes d’excitation thermique différents. La description des échantillons et des
expériences est fournie dans la section 5.9, ce qui nous permet de nous limiter ici à
analyser la qualité des observables Vm(x) et fm(x).
Les données en température simulées ont été corrompues par un bruit de mesure addi-
tif, stationnaire, gaussien, décorrélé et à moyenne nulle. Les observables en température
sont alors notés :
T˜ (x, t) = T (x, t) + ε(x, t) (5.3.6)
Nous avons fait varier l’amplitude du bruit de mesure entre ±0.02°C et ±1◦C. Le
nombre total d’expériences émulées est 96 (6 échantillons x 2 modes d’excitation x 8
amplitudes de bruit). Le bruit induit par le bruit de mesure sur Vm(x) et fm(x) est
noté :
εV m(x) = Vm(x)− V˜m(x) et εfm(x) = fm(x)− f˜m(x) (5.3.7)















où σ2ε représente l’énergie du bruit de mesure (voir chapitre 2, section 2.4).
Nous montrerons plus tard (section 5.9.3) que les bruits εV m(x) et εfm(x) suivent des
distributions Gaussiennes. La moyenne et l’écart type de εV m(x) et εfm(x) ont été ici
calculés et analysés pour chacune des 98 expériences considérées. Les résultats obtenus
sont présentés dans les figures (5.3.1) à (5.3.3).
La figure (5.3.1) montre que les écarts type de εfm(x) ne diffèrent pas significative-
ment d’une expérience à l’autre bien qu’elles correspondent à différents échantillons et
à différents modes d’excitation. On observe également que :
– L’écart type de εfm(x), noté s(εfm), augmente avec l’indicem : s(εf1) < s(εf2) < · · ·
Autrement dit, l’effet du bruit de mesure sur fm(x) est d’autant plus important que
l’énergie de l’état zm(t) (σ2m ) associé est faible.
– Comme attendu, l’écart type de εfm(x) augmente lorsque l’on dégrade la qualité de
l’expérience en diminuant son rapport signal sur bruit (SN = variance des données
en température divisée par la variance du bruit de mesure).
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– Le logarithme de l’écart type de εfm(x) (quelque soit m) varie linéairement avec le
logarithme du rapport signal sur bruit des données de température (figure 5.3.1a).
On peut donc écrire : s(εfm) ∝ SN−p. Quelque soit m, l’exposant p est p ≈ 0.5.
– Le rapport entre l’écart type de εfm(x) et l’écart type de ε(x, t) (bruit de mesure)
est presque indépendant de la valeur de ce dernier (figure 5.3.1b), ce qui permet
d’écrire : ∀m, s(εfm) ∝ s(ε). On note également que l’écart type de εf1(x) est
environ 100 fois plus petit que celui des données de température, l’écart type de
εf2(x) est 50 fois plus petit et celui de εf3(x) est entre 1 et 10 fois inférieur à l’écart
type du bruit des températures observées.
Les remarques concernant le bruit sur les fonctions propres Vm(x) (figure 5.3.2) sont
similaires à celles du bruit sur fm(x), sauf que cette fois-ci l’écart type des bruits εV m(x)
est absolument négligeable face à l’écart type des données de température (1000 fois plus
petit pour V3(x) ). De même, en comparant les figures (5.3.1b) et (5.3.2b), on constate
que le bruit sur les fonctions propres Vm(x) est négligeable face au bruit sur les fonctions
fm(x).
La figure (5.3.3a) montre la moyenne des bruits εV m(x) et εfm(x) pour des valeurs de
m allant de 1 à 4. On constate que le bruit sur les fonctions propres Vm(x) est toujours
à moyenne nulle (symboles en rouge). Par contre, la moyenne statistique du bruit sur les
fonctions fm(x) (symboles en bleu) est différente de zéro à partir de m = 3. L’explication
à ce comportement est donnée par l’équation (5.3.8), où l’on voit que la perturbation des
valeurs propres σ2m due au bruit de mesure introduit un biais dans l’observable f˜m(x), qui
sera d’autant plus significatif que le rapport σ2ε/σ2m (énergie du bruit de mesure/énergie
de l’état) est important. La figure (5.3.3b) montre que le biais commence à avoir un
impact significatif quand σ2ε/σ2m ≥ 1, ce qui correspond à des signaux zm(t) noyés dans
le bruit.
(a) (b)
Figure 5.3.1: Analyse du bruit sur les fonctions fm(x) : (a) Écart type de εfm(x) face au
rapport signal sur bruit des données en température (SN = variance des
températures / variance du bruit de mesure) ; (b) Rapport entre l’écart
type εfm(x) et celui du bruit de mesure ε(x, t) en fonction de l’écart type
de ce dernier.
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(a) (b)
Figure 5.3.2: Analyse du bruit sur les fonctions Vm(x) : (a) Écart type de εV m(x) face au
rapport signal sur bruit des données en température (SN = variance des
températures / variance du bruit de mesure) ; (b) Rapport entre l’écart
type εV m(x) et celui du bruit de mesure ε(x, t) en fonction de l’écart type
de ce dernier.
(a) (b)
Figure 5.3.3: Analyse du biais sur les fonctions fm(x) et Vm(x) : (a) Moyenne statis-
tique de εfm(x) (en bleu) et de εV m(x) (en rouge) pour m = 1, · · · , 4 ;
(b) Moyenne statistique de εfm(x) en fonction de l’erreur relative sur σ2m.
5.4 Équations "maître" pour la construction des
estimateurs
Soit p(x) une fonction test définie sur Ωi, continue et dérivable partout à l’ordre 2.
En multipliant la première équation du système S2 par la fonction test et en intégrant
sur Ωi, on obtient :





− βi 〈Vm(x), p(x)〉Ωi (5.4.1)
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∂Ωi représente la frontière extérieure de Ωi tandis que ∂Ωik est l’interface entre les
phases i et k. En introduisant l’équation ci-dessus dans l’équation (5.4.1), on obtient
(i = 1, 2, ..., n) :
















Nous multiplions maintenant chacune des équations ci-dessus (i = 1, 2, ..., p) par la
capacité thermique de la phase correspondante (ρci, i = 1, 2, ..., n) et nous faisons l’ad-
dition de l’ensemble des résultats :
p∑
i=1






















Cette équation peut se simplifier en tenant compte :
a) des conditions adiabatiques appliquées sur le bord de la plaque
∀x ∈ Ωi ∇Vm(x).n = 0
b) de la condition de continuité de flux aux interfaces
∀x ∈ ∂Ωik − ki∇Vm(x).nik = −kk∇Vm(x).nki
c) des propriétés de continuité et de dérivabilité de la fonction test
∀x ∈ ∂Ωik p(x)|k = p(x)|i et ∇p(x)|k = ∇p(x)|i
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On peut alors aisément montrer que l’équation (5.4.4) devient :
p∑
i=1






















[kk Vm(x)|k − ki Vm(x)|i]∇p(x).nikdγ
Comme nous le montrerons dans les sections suivantes, les équations (5.4.3) et (5.4.5)
seront utilisées pour dériver les estimateurs des paramètres inconnus du problème.
5.5 Estimateur des paramètres d’échange
plaque-environnement
Les paramètres inconnus vont être estimés de façon séquentielle, ce qui a généralement
l’avantage de rendre la tâche plus facile et de réduire l’incertitude des estimations. Ainsi,
on estimera d’abord les paramètres βi (i = 1, 2, ..., p), puis les diffusivités thermiques des
phases αi (i = 1, 2, ..., p) et, enfin, les paramètres kirij (i, j = 1, 2, ..., p) décrivant les
transferts thermiques aux interfaces.
5.5.1 Définition de l’estimateur
Pour l’estimation des paramètres d’échanges βi (i = 1, 2, ..., p) nous utiliseront la
fonction test ∀x ∈ Ω, p(x) = 1. L’équation (5.4.5) devient alors :
p∑
i=1
ρci 〈fm(x)〉Ωi = −(h/e) 〈Vm(x)〉Ω (5.5.1)





〈fm(x)〉Ωi = −〈Vm(x)〉Ω (5.5.2)
On remarque que le nombre d’inconnues dans cette équation est égal au nombre de
phases : β1, β2, · · · , βp. Le nombre minimal d’équations (5.5.2) nécessaires pour l’esti-
mation des inconnues est donc égal à p. L’estimateur au sens des moindres carrés des











 = M˜#y˜ avec : M˜# = (M˜tM˜)−1 M˜t (5.5.3)
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et m ≥ p. Nous avons montré dans la section 5.3.2 que le bruit de mesure induit un biais
sur les fonctions sources fm(x) qui sera d’autant plus important que le rapport σ2ε/σ2m
(énergie du bruit de mesure/énergie de l’état) est élevé, et qui devient significatif quand
σ2ε/σ
2
m ≥ 1. On a également montré que l’écart type du bruit sur fm(x) augmente quand
l’énergie de l’état associé zm(t) (σ2m ) diminue, de sorte que : s(εf1) < s(εf2) < · · · . Dès
lors, les estimations à moindre biais et moindre variance seront obtenues quand le nombre
des fonctions singulières retenues pour l’estimation est égal au nombre d’inconnues. C’est
à dire, pour m = p et donc M# = M−1.
En supposant que la capacité thermique de la phase 1 ait été mesurée par ailleurs,
la capacité thermique des autres phases et le coefficient d’échanges thermiques plaque-
environnement peuvent être estimés par :
∀i 6= 1 ρ̂ci = ρc1(βˆ1/βˆi) et hˆ = ρc1βˆ1e
5.5.2 Propriétés statistiques de l’estimateur
Pour l’analyse des propriétés statistiques de l’estimateur, nous allons considérer que :
1. Le biais et le bruit sur les fonctions singulières expérimentales est négligeable :
V˜m(x) = Vm(x) . En effet, nous avons constaté dans la section 5.3.2 que le bruit
sur ces fonctions était à moyenne nulle et que son écart type était beaucoup plus
petit que celui du bruit sur les fonctions sources fm(x) associées.
2. Le biais sur les fonctions sources fm(x) est négligeable. Nous avons montré dans
la section 5.3.2 qu’il en est ainsi quand l’énergie du bruit de mesure des signaux
en température, σ2ε , est inférieure à l’énergie de l’état zm(t) définissant fm(x), σ2m.
Donc, si σ2ε/σ2m ≤ 1, l’hypothèse est admissible.
3. L’écart type du bruit sur fm(x), comme montré dans la section 5.3.2, est bien plus
petit que l’écart type du bruit des mesures de température et est proportionnel à
celui-ci. Il vérifie s(εfm) ∝ s(ε) (∀m ), ainsi que s(εf1) < s(εf2) < · · · . L’écart type





sera donc s(ε<fm>) = s(εfm)/
√
np ∝
s(ε), où np représente le nombre de pixels de la phase Ωi.
Compte tenu de l’hypothèse 1 ci-dessus, l’équation (5.5.3) peut s’écrire :
y = M˜θ̂ = (M + ∆M)θ̂ (5.5.5)
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où θ̂ est le vecteur des estimateurs des inconnues (1/βˆi) et où ∆M représente les pertur-
bations induites par le bruit de mesure sur la matrice M. Par ailleurs, les vraies valeurs
des paramètres inconnus, notées θo, vérifient :
y = Mθo (5.5.6)
Des hypothèses 2 et 3, on déduit que la matrice des perturbations ∆M vérifie :
E[∆M] = 0 (5.5.7)
E[(∆M)(∆M)t] = Cs2(ε) (5.5.8)
où E représente l’opérateur espérance mathématique et où C est une matrice symétrique
dont les éléments ont tous des valeurs inférieures à 1.
A partir des équations (5.5.5) à (5.5.7), on peut prouver aisément que l’estimateur θ̂
n’est pas biaisé :
E[θ̂] = θo (5.5.9)
En faisant la soustraction des équations (5.5.5) et (5.5.6), on obtient :
M˜(θ̂ − θo) + ∆Mθo = 0 (5.5.10)
En négligeant les moment statistiques d’ordre supérieur à 2 et en tenant compte des
équations (5.5.10) et (5.5.8), on peut prouver aisément que la matrice de covariance de
l’estimateur θ̂ s’écrit :
E[(θ̂ − θo)(θ̂ − θo)t] = [M−1C1/2(θoθto)C1/2(M−1)t] s2(ε) (5.5.11)
Cette équation montre que l’incertitude sur l’estimation des paramètres d’échanges
thermiques entre l’échantillon et son environnement sera proportionnelle à l’incertitude
des mesures de température.
5.5.3 Atouts de l’estimateur
L’atout principal de l’estimateur proposé peut être mis en lumière en le comparant à
l’estimateur utilisé dans la méthode SVD [39]. Ce dernier découle de l’intégration des
équations (5.2.1) à (5.2.4) sur Ω et peut s’écrire :
























































]t 〈u˜(x, t)〉Ω (5.5.14)
Il fait donc intervenir des grandeurs, telles que ∆T˜ (x, t), qui sont nettement plus
bruitées que les fonctions sources f˜m(x) qui interviennent dans la définition de l’esti-
mateur que nous proposons (voir section 5.3.2). Tandis que l’estimation des paramètres
βi (i = 1, 2, ..., p) par la méthode SVD exige souvent d’appliquer des filtres sur ∆T˜ (x, t)
pour limiter les effets du bruit de mesure sur la qualité des estimations [39], aucun filtre
ne sera requis en utilisant ce nouvel estimateur.
5.6 Estimateurs des diffusivités thermiques des phases
Une fois que les paramètres βi (i = 1, 2, ..., p) ont été déterminés, les diffusivités ther-
miques αi (i = 1, 2, ..., p) des p phases en présence pouront être estimées indépendam-
ment les unes des autres, comme nous le montrerons dans cette section, à partir des
informations véhiculées par la première fonction propre V1(x) et la fonction source f1(x)
associée.
5.6.1 Définition de l’estimateur
Pour l’estimation de la diffusivité thermique de la phase i, nous considérons l’équation
(5.4.3) avec la fonction test :
p(x) = p2s(x) (5.6.1)
où ps(x) est une des solutions (s = 1, 2, · · · ) du problème aux valeurs propres et fonctions
propres suivant :
∀x ∈ Ωi ∇2ps(x) + λ2sps(x) = 0
∀x ∈ ∂Ωik,∀x ∈ ∂Ωi ps(x) = 0 (5.6.2)
Nous montrerons plus tard (section 5.9) que parmi le nombre infini de fonctions propres
ps(x) solutions de l’équation ci-dessus, celle qui présente le plus d’intérêt vis-à-vis de
notre objectif d’estimation est la fonction propre associée à la plus petite (en valeur
absolue) valeur propre.
On notera que la fonction test p(x) définie par les équations (5.6.1) et (5.6.2) s’annule
sur le bord de Ωi puisque le problème aux valeurs propres définissant ps(x) est homogène.
On a donc :
∀x ∈ ∂Ωik,∀x ∈ ∂Ωi p(x) = 0 (5.6.3)
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Par ailleurs, on peut montrer aisément que :
∇p(x) = 2ps(x)∇ps(x)
Or ps(x) s’annule sur le bord de Ωi, il en sera de même pour ∇p(x). On a donc :
∀x ∈ ∂Ωik,∀x ∈ ∂Ωi ∇p(x) = 0 (5.6.4)
Compte tenu des propriétés de la fonction test sur le bord du domaine de la phase i
(Eqs. 5.6.3 et 5.6.4), l’équation (5.4.3) devient :





− βi 〈Vm(x), p(x)〉Ωi (5.6.5)
Lorsque le paramètre βi a été déterminé, cette équation permet d’estimer αi. En util-
isant plusieurs couples (Vm(x), fm(x)) à la fois, l’estimateur de la diffusivité thermique
au sens des moindres carrés est :



































Cependant, il n’y a pas d’intérêt à ce faire. En effet, bien que les fonctions propres
Vm(x) soient pratiquement insensibles au bruit de mesure, les fonctions fm(x) se dé-
gradent d’autant plus que la valeur propre σ2m est petite. Comme montré dans la section
5.3.2, les écarts type des bruits des fonctions fm(x) vérifient : s(εf1) < s(εf2) < · · · . Il
en va de même pour le biais. Le meilleur estimateur de αi (moindre biais et variance)
sera donc celui qui fait intervenir uniquement les couples (Vm(x), fm(x)), ordonnés suiv-
ant un ordre décroissant des valeurs de σ2m, qui sont strictement nécessaires pour que le
système d’équations (5.6.6) soit déterminé.
















En supposant que la capacité thermique de la phase 1 ait été mesurée par ailleurs, la
conductivité thermiques des phases peut être estimée par :
∀i k̂i = ρc1(βˆ1/βˆi)αˆi
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5.6.2 Fonction test pour des géométries simples
Considérons un domaine rectangulaire de dimensions Lx × Ly (0 < x < Lx; 0 < y <
Ly). La solution du problème aux valeurs propres (5.6.2) définie sur ce rectangle est
connue et analytique [103] :
ps(x, y) = cxcysin(λxsx)sin(λysy) (5.6.9)








λxs = sxpi/Lx λys = sypi/Ly avec : sx, sy = 1, 2, · · · et λ2s = λ2xs + λ2ys
La fonction test (Eq. 5.6.1) requise pour estimer la diffusivité thermique du rectangle
(supposé homogène) est donc (sx = sy = 1) :
∀x ∈ [0, Lx], ∀y ∈ [0, Ly] p(x, y) = c2sin2(pix/Lx)sin2(pix/Ly) (5.6.10)
avec c2 = (cxcy)2 = 2/(LxLy). On notera (voir Eq. 5.6.8) que la valeur de c n’a pas
d’influence sur l’estimation. On peut donc lui attribuer une valeur arbitraire quelconque
telle que c = 1.
La fonction test ci-dessus, définie sur un rectangle, peut s’avérer de grande utilité en
pratique, spécialement dans les cas de figure suivants :
– Cas n°1. La microstructure du milieu étudié est décomposable en rectangles. Ce
serait le cas de matériaux en couches parallèles, ou ayant une structure en damier,
comme ceux qui seront analysés dans la section 5.9. Considérons une des phases du
milieu et supposons qu’elle est formée par n rectangles disjoints, ωk (k = 1, 2, ..., n),
de dimensions Lxk×Lyk. La fonction test à utiliser pour l’estimation de la diffusivité
thermique de cette phase sera alors :
∀(x, y) ∈ ω1 p(x, y) = c21sin2(pix/Lx1)sin2(piy/Ly1)
∀(x, y) ∈ ω2 p(x, y) = c22sin2(pix/Lx2)sin2(piy/Ly2)
· · ·
∀(x, y) ∈ ωn p(x, y) = c2nsin2(pix/Lxn)sin2(piy/Lyn)
(5.6.11)
– Cas n°2. Les propriétés du milieu varient régulièrement dans l’espace (matériau
fonctionnel). Comme schématisé dans la figure (5.6.1, à gauche), on peut définir un
rectangle de dimensions adéquates (lx× ly ) que l’on fera glisser sur l’échantillon de
façon a estimer localement la valeur de la diffusivité thermique à l’aide de la fonction
test p(x, y) = c2sin2(pix/lx)sin2(pix/ly) définie sur le rectangle. Cette approche n’a
pas été explorée dans le cadre de ce travail, mais fait partie de nos perspectives.
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– Cas n°3. Les phases du matériau composite ont des formes arbitraires. Pour des
milieux complexes, avec des phases à géométrie arbitraire, le problème (5.6.2) n’aura
pas de solution analytique et on devra le résoudre à l’aide d’approximations numériques.
De même, le laplacien de la fonction test, requis pour l’estimation des diffusivités
(voir Eq. 5.6.8), n’est plus analytique et son calcul doit se faire numériquement.
Pour éviter ces opérations, on pourrait se servir de domaines rectangulaires définis
à l’intérieur des phases, comme illustré dans la figure (5.6.1, à droite), qui nous per-
mettraient de tirer bénéfice du caractère analytique de la fonction test associée à
une géométrie rectangulaire. Considérons ainsi une des phases du milieu formée par
n sous-domaines disjoints, ωk (k = 1, 2, ..., n). A l’intérieur de chaque sous-domaine
ωk, on place un rectangle ωrk de dimensions lxk × lyk. L’estimation de la diffusiv-
ité thermique de la phase considérée peut alors se faire sur le domaine défini par
ωr1 ∪ ωr2 ∪ · · ·ωrn en utilisant la fonction test :
∀(x, y) ∈ ωr1 p(x, y) = c21sin2(pix/lx1)sin2(piy/ly1)
∀(x, y) ∈ ωr2 p(x, y) = c22sin2(pix/lx2)sin2(piy/ly2)
· · ·
∀(x, y) ∈ ωrn p(x, y) = c2nsin2(pix/lxn)sin2(piy/lyn)
(5.6.12)
Figure 5.6.1: Estimation de la diffusivité thermique à l’aide de sous-domaines rectan-
gulaires. A gauche : Un petit rectangle glissant est utilisé pour estimer
la valeur locale de la diffusivité thermique d’un milieu dont les propriétés
varient régulièrement. A droite : Les rectangles placés à l’intérieur de la
phase blanche du matériau sont utilisés pour estimer la diffusivité ther-
mique de cette phase.
5.6.3 Propriétés statistiques de l’estimateur
Comme dans la section 5.5.2, nous allons considérer que le biais et le bruit sur les fonc-
tions propres singulières expérimentales est négligeable : V˜m(x) = Vm(x) . L’estimateur
de la diffusivité thermique de la phase i s’écrit alors :
αˆi = M−1y˜ (5.6.13)
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+ βˆi 〈V1(x), p(x)〉Ωi (5.6.14)
De même, nous supposons que σ2ε/σ21  1 (ce qui est généralement le cas, même pour
des expériences de très mauvaise qualité) et donc le biais de f˜1(x) devient négligeable
(voir section 5.3.2). On peut donc écrire : E[f˜1(x)] = f1(x). Par ailleurs, comme mon-
tré précédemment (section 5.5.2), βˆi est un estimateur non biaisé de βi : E[βˆi] = βi.
L’espérance mathématique de y˜ vérifie donc : E[y˜] = y. Par conséquent,
E[αˆi] = αi (5.6.15)
Autrement dit, αˆi est un estimateur non biaisé de αi.
Par ailleurs, la variance de αˆi peut s’écrire :
E[(αˆi − αi)2] = M−2E[(y˜ − y)2] (5.6.16)
Or, comme E[(f˜1(x) − f1(x))2] ∝ s2(ε) (voir section 5.3.2) et E[(βˆi − βi)2] ∝ s2(ε)
(voir section 5.5.2), on s’attend à ce que la variance de αˆi soit, elle aussi, proportionnelle
à la variance du bruit de mesure :
E[(αˆi − αi)2] ∝ s2(ε) (5.6.17)
5.6.4 Atouts de l’estimateur
Comparé à l’estimateur des diffusivités thermiques de la méthode SVD, celui que nous
proposons présente plusieurs avantages. L’estimateur des diffusivités de la méthode SVD











i=1 β̂i 〈V1(x), V1(x)〉Ωi
∆z˜22/σ˜22 +
∑p
i=1 β̂i 〈V2(x), V2(x)〉Ωi...
∆z˜2p/σ˜2p +
∑p
i=1 β̂i 〈Vp(x), Vp(x)〉Ωi
 ; ∆z˜2i =





〈∇2V1(x), V1(x)〉Ω1 · · · 〈∇2V1(x), V1(x)〉Ωp
〈∇2V2(x), V2(x)〉Ω1 · · · 〈∇2V2(x), V2(x)〉Ωp
· · · · · · · · ·
〈∇2Vp(x), Vp(x)〉Ω1 · · · 〈∇2Vp(x), Vp(x)〉Ωp
 (5.6.20)
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On peut donc constater que le nombre de fonctions singulières Vm(x) et d’états z˜m(t)
associés nécessaires à l’estimation des diffusivités thermiques par la méthode SVD est
égal au nombre de phases de l’échantillon (m = p). La méthode SVD-FT proposée
est, quant à elle, capable d’estimer l’ensemble des diffusivités thermiques en utilisant
uniquement la première valeur singulière V1(x) et la fonction source f˜1(x). Comme la
dégradation des états zm(t) induite par le bruit de mesure est d’autant plus importante
que l’énergie de l’état σ2m est faible, l’incertitude dans l’estimation des diffusivités ther-
miques par la méthode SVD ira en augmentant avec le nombre de phases présentes dans
l’échantillon. Au contraire, l’incertitude de l’estimateur que nous avons proposé est in-
dépendante du nombre de phases et sera également plus faible que celle de l’estimateur
de la méthode SVD. En effet l’estimateur de la méthode SVD-FT ne fait intervenir que
les éléments singuliers le moins affectés par le bruit de mesure.
D’autre part, on remarquera que l’estimation des diffusivités thermiques par la méth-
ode SVD nécessite le calcul du laplacien des fonctions singulières (voir Eq. 5.6.20). Ce
calcul ne peut se faire que numériquement et il est particulièrement délicat à proximité
des interfaces où les fonctions singulières présentent une discontinuité. Par ailleurs, bien
que les fonctions singulières soient peu affectées par le bruit de mesure (du moins les
quelques premières), il n’en sera pas de même pour leurs laplaciens, qui sont estimés
numériquement par double dérivation des fonctions singulières expérimentales.
Contrairement à la méthode SVD, l’estimateur des diffusivités thermiques de la méth-
ode SVD-FT ne fait pas intervenir le laplacien des fonctions singulières, mais celui de la
fonction test p(x). Comme nous l’avons déjà expliqué, la fonction test et son gradient
sont continus et s’annulent aux interfaces. Par conséquent, même si on avait à estimer
∇2p(x) numériquement, la tâche serait bien plus aisée que précédemment. Par ailleurs,
p(x) n’étant pas bruitée, les seules erreurs possibles dans le calcul de ∇2p(x) sont d’or-
dre numérique et peuvent être maîtrisées en choisissant l’ordre de l’approximation. Le
problème d’amplification du bruit de mesure par dérivation d’une fonction bruitée ne se
pose donc pas dans la méthode SVD-FT.
5.7 Estimateur des paramètres thermiques aux
interfaces
Les paramètres décrivant les transferts thermiques à travers l’interface ∂Ωij sont les
produits kirij, où ki est la conductivité thermique de la phase i et où rij est la résistance
thermique de contact à l’interface entre les phases Ωi et Ωj. Par rapport à leur estimation,
les travaux réalisés sont moins avancés que pour les autres paramètres thermiques. Aussi,
nous allons considérer uniquement deux cas de figure simples :
– Cas de figure n°1 - rij est constante tout au long de ∂Ωij et est la même pour
toutes les interfaces.
– Cas de figure n°2 - milieu biphasé avec des résistances de contact constantes,
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mais distinctes, sur chacune des interfaces ∂ωk(12) (∂Ω12 =∂ω1(12) ∪ ∂ω2(12) ∪ · · · )
connexes.
Nous commençons par rappeler (voir système d’équations S2, conditions aux interfaces)





où Vm(x)|i et Vm(x)|j représentent les valeurs de cette fonction à l’interface côté phase
i et phase j, respectivement. Ces deux grandeurs n’étant pas observées, on se permettra





où Vm(x)|+ et Vm(x)|− représentent les valeurs de Vm(x) observées aux pixels adjacents
de part et d’autre de l’interface. Le paramètre Rij (voire Rk(12)) est donc défini par :
Rij =
Vm(x)|+ − Vm(x)|−
Vm(x)|i − Vm(x)|j rij (5.7.3)












[Vm(x)|+ − Vm(x)|−]dγ (5.7.4)








[Vm(x)|+ − Vm(x)|−]dγ (5.7.5)





〈fm(x)〉Ωi + βi 〈Vm(x)〉Ωi
]
= Φm (5.7.6)





〈fm(x)〉ωi + βi 〈Vm(x)〉ωi
]
= Φm (5.7.7)
pour le cas de figure n°2.
Lorsque les paramètres βi et αi ont été déterminés, les équations ci-dessus permettent












5.8 Estimation en pratique, pseudo code
Compte tenu des équations (5.7.4) et (5.7.5), l’estimateur du paramètre kiR est alors :
















Pour accéder à une estimation du produit de la conductivité thermique par la résis-
tance de contact à l’interface, kirij, on est obligé d’approcher numériquement le rapport








où ∆l représente la taille des pixels. D’après les équations (5.7.9) à (5.7.11), l’estimateur
du produit kirij s’écrit alors :








Comme nous l’avons souligné à plusieurs reprises, le bruit sur les fonctions fm(x) sera
d’autant plus important que la valeur propre σ2m est petite. Par conséquent, l’estima-
tion des paramètres thermiques aux interfaces se fera en utilisant la première fonction
singulière V1(x) et la fonction source f1(x) associée. L’estimateur des produits kirij est
donc défini par les équations (5.7.8) à (5.7.13) avec m = 1.
5.8 Estimation en pratique, pseudo code
On supposera que la camera infrarouge permet d’obtenir une approximation discrète
appropriée du champ de température. Cette approximation sera notée T(t) et correspond
à un échantillonnage régulier et cartésien de T (x, t) sur Ω à l’instant t. La dimension du
vecteur T(t) est égale au nombre de pixels np des images infrarouges enregistrées, une
image comportant typiquement des dizaines de milliers de pixels. De même, la variable
temps est discrétisée lors des observations avec une fréquence d’acquisition décidée à
l’avance. On note T la matrice de dimensions (np×nt) contenant l’ensemble des données
de température enregistrées, où nt est le nombre d’images infrarouges acquises. Les
observations étant corrompues par le bruit de mesure, on les notera T˜ par la suite.
Nous présentons ici le déroulement de la méthode SVD-FT d’estimation sous la forme
de pseudo-code en utilisant le langage de programmation Matlab. Pour simplifier la
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présentation, on supposera que l’échantillonnage en temps effectué lors de la mesure est
uniforme. On note ∆t le pas d’échantillonnage. Les étapes principales de la méthode
sont :
– Etape n°1. Calcul des variables u˜(x, t) (Eq. 5.3.1) et ∆T˜ (x, t) (Eq. 5.3.2). Elles
sont stockées dans les matrices u˜ (np × nt) et ∆T˜ (np × nt) , respectivement.
– Etape n°2. Calcul des fonctions singulières de u˜ et des états associés. On calcule
d’abord la matrice d’énergie de u˜ : W˜ = u˜u˜t∆t. La décomposition spectrale de cette
matrice est ensuite partiellement effectuée. Pour un milieu composite à p phases,
seuls les p premiers éléments propres sont calculés. On peut utiliser la routine svds
de Matlab pour ce faire : [V,Σ] = svds(W˜, p). La matrice Σ = diag[σ˜21 · · · σ˜2p]
contient les p premières valeurs propres de W˜. Les vecteurs propres associés sont
placés par colonnes dans la matrice V = [v1 · · · vp] de dimensions (np×p). On notera
que si l’échantillonnage spatial effectué par la caméra infrarouge est approprié, les
vecteurs propres vm (m = 1, · · · , p) fourniront des approximations numériques de
bonne qualité des fonctions Vm(x) (m = 1, · · · , p). Les coefficients de décomposition
de u˜ sur le sous-espace défini par V sont ensuite calculés : Z˜ = Vtu˜ (p × nt). Les
états z˜m(t) (m = 1, · · · , p) sont placés par lignes dans cette matrice.
– Etape n°3. Calcul des fonctions sources f˜m(x) (m = 1, · · · , p) (Eq. 5.3.8). Elles
sont stockées dans la matrice F = [f1 · · · fp] de dimensions (np × p).
– Etape n°4. Estimation des paramètres βi (i = 1, 2, ..., p) par la méthode décrite
dans la section 5.5.1, en utilisant l’estimateur défini par les équations (5.5.3) et
(5.5.4) avec m = p. En langage de programmation Matlab, le vecteur y (p × 1) et




sum(f1(i1)) · · · sum(f1(ip))
sum(f2(i1)) · · · sum(f2(ip))
· · · · · · · · ·
sum(fp(i1)) · · · sum(fp(ip))

où i1, · · · , ip désignent les pixels appartenant aux phases 1, · · · , p.
– Etape n°5. Estimation des diffusivités thermiques αi(i = 1, 2, ..., p) par la méthode
décrite dans la section 5.6.1, en utilisant l’estimateur défini par l’équation (5.6.8).
Pour estimer la diffusivité de la phase i, on calcule d’abord la fonction test p(x)
(Eqs. 5.6.1 et 5.6.2) et son laplacien ∇2p(x) sur Ωi. Les valeurs de ces fonctions sur
les pixels appartenant à cette phase sont stockées dans les vecteurs p (npi×1) et Lp
(npi × 1), où npi représente le nombre de pixels de la phase i. En langage Matlab,
le calcul de la diffusivité thermique de la phase s’écrit :
α̂i = [f1(ii)′ ∗ p + β̂i ∗ v1(ii)′ ∗ p]/[v1(ii)′ ∗ Lp]
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– Etape n°6. Estimation des paramètres kirij décrivant les transferts aux interfaces
par la méthode décrite dans la section 5.7. Pour chaque phase (voire sous-domaine
connexe des phases), on calcule d’abord la variable Φ1 en utilisant l’équation (5.7.8)
avec m = 1, on détermine ensuite le produit k̂iR à l’aide de l’équation (5.7.9) ou
(5.7.10), et on calcule enfin le paramètre kirij recherché en utilisant les équations
(5.7.12) et (5.7.13).
5.9 Exemples d’applications
Nous avons testé la méthode d’estimation SVD-FT proposée sur des données syn-
thétiques correspondant à des cas de figure relativement simples mais qui vont nous
permettre de mettre en lumière l’intérêt de nos développements. Les matériaux consid-
érés sont des matériaux biphasés avec des microstructures soit en couches parallèles, soit
en damier.
5.9.1 Description des échantillons
Les échantillons étudiés sont des plaques de 6mm × 6mm de faible épaisseur (e =
0.1mm). Les trois microstructures considérées sont représentées dans la figure (5.9.1). Il
s’agit d’une structure en couches parallèles de 6mm× 0.8571mm et de deux structures en
damier, l’une présentant des carrés de 2mm× 2mm et l’autre des carrés de 0.8571mm×
0.8571mm. Pour les propriétés thermiques des phases (voir Tableau 5.1), deux cas de
figure ont été pris en considération. Le rapport entre les diffusivités thermiques des
phases est égal à 4 (α2/α1 = 4) dans le premier cas, tandis qu’il est égal à 2 dans le second
(α2/α1 = 2). Les six échantillons qui résultent de la combinaison des 3 microstructures
avec les 2 jeux de propriétés thermiques seront désignés par la suite comme indiqué au
Tableau (5.2).
Figure 5.9.1: Structure des échantillons : CP (Couche Parrallèles à gauche), DG
(Damier Grand carrés au centre), DP (Damier Petit carrés à droite).
143
Chapitre 5 Estimation des propriétés thermiques des phases et des interfaces d’un
matériau composite
Cas n°1 Cas n°2
α2/α1 = 4 α2/α1 = 2




ρc1 (J/m3/K) 2.2× 106 2.2× 106
ρc2 (J/m3/K) 1.1× 106 2.2/
√
2× 106
r12 (Km2/W ) 1.4286× 10−5 1.4286× 10−5
Table 5.1: Propriétés thermiques des phases : 1 = phase noire ; 2 = phase grise.
Microstructure Rapport des diffusivités
CP-R4 Couches parallèles de 6mm× 0.8571mm α2/α1 = 4
CP-R2 Couches parallèles de 6mm× 0.8571mm α2/α1 = 2
DG-R4 Damier avec des carrés de 2mm× 2mm α2/α1 = 4
DG-R2 Damier avec des carrés de 2mm× 2mm α2/α1 = 2
DP-R4 Damier avec des carrés de 0.8571mm× 0.8571mm α2/α1 = 4
DP-R2 Damier avec des carrés de 0.8571mm× 0.8571mm α2/α1 = 2
Table 5.2: Description des échantillons étudiés.
5.9.2 Description des expériences numériques
Pour émuler le comportement thermique des échantillons soumis à un test de carac-
térisation thermique, on a résolu le problème ci-dessous :
∀x ∈ Ωi(i = 1, 2), ∀t > 0 ∂T (x, t)
∂t
= αi∇2T (x, t)− βiT (x, t) + ϕi(x, t)
avec des conditions adibatiques sur le périmètre des échantillons (Eq. 5.2.5) et des condi-
tions de type Robin aux interfaces (Eq. 5.2.4). La plaque est initialement à température
uniforme égale à zéro. Le dernier terme dans la partie à droite de l’équation ci-dessus





q(x, t) = q ∀x ∈ ω et 0 < t ≤ to
q(x, t) = 0 ∀x /∈ ω ou t > to
où q(x, t) est la densité de flux appliquée à l’échantillon au point x ∈ ω à l’instant
t ≤ to et où ω représente la surface de l’échantillon qui est sollicitée. On note tf > to la
durée totale de l’expérience. Nous rappelons que dans les expériences de caractérisation
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adoptées, l’excitation en flux ne sert qu’à établir un champ de température non-uniforme
à la surface de l’échantillon. Les données utiles à l’estimation des propriétés sont celles
qui correspondent à l’étape de relaxation thermique : T (x, t > to).
Comme aux chapitres précédents, on a utilisé la méthode des volumes finies pour
résoudre les équations d’évolution ci-dessus. Le maillage de discrétisation est quad-
rangulaire et régulier (le même pour tous les échantillons). La taille des mailles est
47.6µm × 47.6µm. Le nombre total de volumes élémentaires (pixels) est donc np =
126× 126 = 15876.
Deux cas de figure ont été testés sur le domaine ω où s’applique l’excitation en flux : a)
ω est un cercle de 0.75mm de diamètre dont le centre est placé au centre de l’échantillon
(spot par la suite) ; b) ω est un rectangle de 6mm × 0.3mm traversant d’est en ouest
l’échantillon et centré par rapport aux bords supérieur et inférieur de celui-ci (ligne
par la suite). La densité de flux appliquée sur ω est q = 2500W/m2 pour le spot et
q = 3000W/m2 pour la ligne. Le coefficient d’échanges convectif/radiatif entre la plaque
et son environnement est h = 5W/m2/K dans tous les cas de figure.
Quatre scenarii de bruit de mesure (additif, gaussien, spatialement décorrélé, station-
naire et à moyenne nulle) ont été explorés :
– Observations de bonne qualité - Amplitude du bruit de mesure égale à ±0.02°C
– Observations de qualité modérée - Amplitude du bruit de mesure égale à ±0.1°C
– Observations de mauvaise qualité - Amplitude du bruit de mesure égale à ±0.5°C
– Observations de très mauvaise qualité - Amplitude du bruit de mesure égale à ±1°C




– xx = CP (milieux en couches parallèles), DG (damier à gros carrés) ; DP (damier à
petits carrés)
– n = 4 (α2/α1 = 4), 2 (α2/α1 = 2)
– Z = S (sollicitation avec un spot), L (sollicitation sur une ligne)
– yyy = amplitude du bruit de mesure - 002 (±0.02°C), 010 (±0.1°C), 050 (±0.5°C) et
100 (±1°C)
Le champ initial de température (non bruité) correspondant aux expériences réalisées
sur les échantillons où α2/α1 = 4 est représenté dans la figure (5.9.2). Les graphiques à
droite correspondent aux cas où l’excitation thermique en flux a été appliquée sur un
cercle centré sur la plaque, tandis les champs de température à gauche ont été obtenus
en appliquant l’excitation thermique sur une ligne traversant l’échantillon.
Afin d’illustrer la bonne ou mauvaise qualité des données générées, nous avons représenté
dans la figure (5.9.3) l’évolution thermique de l’échantillon au cours du temps (lors de
l’étape de relaxation) pour quelques unes des expériences émulées. L’amplitude du bruit
de mesure ajouté est de ±0.1°C pour les graphiques de gauche et de ±1°C pour les
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graphiques de droite. La qualité de l’ensemble des expériences (voir Tableau (5.3)) a été










où Ti(t) représente la température du iie`me pixel, où np est le nombre total de pixels,
ε(t) est le bruit de mesure ajouté aux simulations et où “var” représente la variance du
signal. Les résultats obtenus sont fournis dans les Tableaux (5.4) à (5.6). On constate
que l’on couvre une large gamme de qualités de mesures simulées, avec des valeurs de
SN allant de 4600 environ, pour les meilleures expériences, à des valeurs inférieures à 1,
pour les plus mauvaises. De même, on remarque que la qualité des données associées à
la phase 1 est légèrement supérieure à celle des données correspondant à la phase 2.
146
5.9 Exemples d’applications
Microstructure α2/α1 Éclairage Bruit
CP-R4-S-B002 ±0.02°C
































DP-R2-S-B010 DP 2 spot ±0.1◦C
DP-R2-S-B050 ±0.5°C
DP-R2-S-B100 ±1°C
Table 5.3: Description des expériences générées. CP = Couches Parallèlles ; DG =
Damier à Grand carreaux ; DP = Damier à Petits carreaux.
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Figure 5.9.2: Champ thermique initial (non bruité) : (a) CP-R4-L ; (b) CP-R4-S ; (c)






Figure 5.9.3: Evolution des températures au cours du temps : (a) CP-R4-S-B010 ; (b)
CP-R4-S-B100 ; (c) DG-R4-S-B010 ; (d) DG-R4-S-B100 ; (e) DP-R4-S-
B010 ; (f) DP-R4-S-B100.
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Bruit de mesure : ±0.02°C ±0.1°C ±0.5°C ±1°C
CP-R4-L 4051.0 162.0 6.5 1.6
DG-R4-L 4036.7 161.2 6.4 1.6
DP-R4-L 4216.1 169.1 6.8 1.7
CP-R4-S 1917.2 76.8 3.1 0.8
DG-R4-S 2210.4 88.4 3.5 0.9
DP-R4-S 2112.8 84.5 3.4 0.8
CP-R2-S 1885.3 75.3 3.0 0.8
DG-R2-S 2097.6 83.9 3.4 0.8
DP-R2-S 2007.2 80.3 3.2 0.8
Table 5.4: Rapport signal sur bruit - Toutes phases confondues.
Bruit de mesure : ±0.02°C ±0.1°C ±0.5°C ±1°C
CP-R4-L 4565.2 182.5 7.3 1.8
DG-R4-L 4595.5 183.5 7.3 1.8
DP-R4-L 4536.1 181.9 7.3 1.8
CP-R4-S 2571.5 103.0 4.1 1.0
DG-R4-S 1057.6 42.3 1.7 0.4
DP-R4-S 2139.8 85.6 3.4 0.9
CP-R4-S 2641.3 105.5 4.2 1.1
DG-R4-S 814.7 28.6 1.1 0.3
DP-R4-S 1976.3 79.0 3.2 0.3
Table 5.5: Rapport signal sur bruit - Phase 1.
Bruit de mesure : ±0.02°C ±0.1°C ±0.5°C ±1°C
CP-R4-L 3665.5 146.7 5.9 1.5
DG-R4-L 3584.8 143.3 5.7 1.4
DP-R4-L 3909.0 156.7 6.3 1.6
CP-R4-S 1425.6 57.1 2.3 0.6
DG-R4-S 3133.1 125.1 5.0 1.3
DP-R4-S 2086.5 83.5 3.3 0.8
CP-R4-S 1318.4 52.7 2.1 0.5
DG-R4-S 3203.9 128.2 5.1 1.3
DP-R4-S 2036.9 81.5 3.3 0.8
Table 5.6: Rapport signal sur bruit - Phase 2.
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5.9.3 Analyse des observables utilisés pour les estimations
Nous allons utiliser l’expérience DG-R4-S-B050 (amplitude du bruit de mesure =
±0.5°C) pour illustrer à nouveau l’avantage d’effectuer l’estimation des paramètres recher-
chés en utilisant les couples d’observables (V˜1(x), f˜1(x)) et (V˜2(x), f˜2(x)) au lieu des
données brutes de température, T˜ (x, t).
Vient en premier lieu la question du nombre des données à manipuler. En travaillant
en température, le nombre total de données est égal à 6350400 (126 pixels x 126 pixels x
400 pas de temps). Ce nombre est divisé par 100 (126 pixels x 126 pixels x 4 observables)
lorsque l’on travaille avec (V˜1(x), f˜1(x)) et (V˜2(x), f˜2(x)) .
Plus important encore est le bénéfice que l’on va pouvoir obtenir en termes d’incerti-
tude dans les estimations. Les figures (5.9.4) et (5.9.5) permettent d’apprécier visuelle-
ment la mauvaise qualité des données de température (figure 5.9.4) et de la comparer
à celle des nouveaux observables (figure 5.9.5). Par ailleurs, nous avons calculé le bruit
induit par le bruit de mesure sur les fonctions Vm(x) et fm(x) (m = 1, 2) :
εV m(x) = Vm(x)− V˜m(x) et εfm(x) = fm(x)− f˜m(x) (5.9.2)
Les histogrammes de fréquence de ces bruits sont représentés dans la figure (5.9.6b).
On constate que εV m(x) et εfm(x) suivent des lois Gaussiennes de distribution. Par
ailleurs, on remarque (comme dans la section 5.3.2) que les fonctions propres Vm(x) sont
à peine affectées par le bruit de mesure. En revanche, le bruit sur les fonctions fm(x)
n’est pas négligeable et sa variance augmente quand σ2m diminue. La qualité de f˜1(x) est
ainsi bien meilleure que celle de f˜2(x). Cependant, comparé à la qualité des données en
température (voir figure 5.9.6a), on constate une réduction significative ( > 97% dans le
pire des cas, fonction f2(x) ) de l’amplitude du bruit.
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Figure 5.9.4: Champ de température de la plaque à différents instants : (a) t = 0 s ;





Figure 5.9.5: Observables pour les estimations : (a) Fonction propre V˜1(x) ; (b) Fonc-
tion propre V˜2(x) ; (c) Fonction f˜1(x) ; (d) Fonction f˜2(x).
(a) (b)
Figure 5.9.6: Histogrammes de fréquences : (a) Bruit des observations en température ;
(b) Bruit des observables V˜1(x), V˜2(x), f˜1(x) et f˜2(x).
5.9.4 Choix des fonctions test
Concernant l’estimation des diffusivités thermiques, nous avons avancé dans la section
5.6.1 notre préférence pour les fonctions test qui découlent des équations (5.6.1) et (5.6.2)
présentant la plus petite valeur propre λ2s. Nous justifions ici ce choix en utilisant comme
153
Chapitre 5 Estimation des propriétés thermiques des phases et des interfaces d’un
matériau composite
exemple le milieu ayant une structure en couches parallèles (figure 5.9.1, à gauche). Nous
allons considérer les fonctions test suivantes sur chacune des couches du milieu :
p(x, y) = sin2(pix/lx)sin2(pix/Ly) (5.9.3)
p(x, y) = sin2(2pix/lx)sin2(2pix/Ly) (5.9.4)
où lx×Ly représente la taille des couches (Ly = 6mm, lx = 6/7mm). Les valeurs propres
solution de la première équation ci-dessus sont λx(s=1) = pix/lx et λy(s=1) = pix/Ly, tandis
que nous avons utilisé λx(s=2) = 2pix/lx et λy(s=2) = 2pix/Ly dans la deuxième équation.
Les deux fonctions test p(x, y), ainsi que leurs laplaciens, sont représentées dans les
figures (5.9.7) à (5.9.9) à travers leurs projections sur différents plans. Dans les figures
(5.9.8) et (5.9.9), les symboles représentent les points de la plaque où les fonctions p(x, y)
et ∇2p(x, y) ont été évaluées et qui sont centrées sur les pixels (126 x 126) des images
infrarouges émulées précédemment.
Nous attirons tout d’abord l’attention sur la façon dont p(x, y) et ∇2p(x, y) sont util-
isés pour estimer les diffusivités thermiques des phases. Comme montré dans l’équation
(5.6.8), nous allons être amenés à calculer les produits scalaires de ces fonctions avec
les observables f˜1(x) et V˜1(x). Pour ce faire, la façon la plus aisée consiste à utiliser
une approximation numérique d’ordre 0, qui s’écrirait dans le cas du produit scalaire de









où V˜1(xk) et p(xk) sont, respectivement, la valeur de l’observable et de la fonction test
au centre du kie`me pixel de la phase considérée. ω représente la superficie d’un pixel.
Au regard de cette méthode de calcul, il est évident (voir figures 5.9.9b et 5.9.9d) que
plus les valeurs propres λxs et λys sont grandes, plus la précision de l’approximation
numérique ci-dessus diminue.
Nous avons complété ces raisonnements par quelques estimations. Les expériences
utilisées sont CP-R4-S-B002, CP-R4-S-B010, CP-R4-S-B050 et CP-R4-S-B100. Les dif-
fusivités thermiques ont été déterminées en utilisant la fonction test donnée par l’équa-
tion (5.9.3) et avec la fonction test décrite par l’équation (5.9.4). Les résultats obtenus
sont compilés dans le Tableau (5.7). On constate que, pour des bruits de mesure de
faibles amplitudes, la qualité des deux estimations se valent. En revanche, la fonction






Figure 5.9.7: Cartographies de la fonction test p(x) (en haut : a & b) et du laplacien
de la fonction test ∇2p(x) (en bas : c & d) correspondant aux valeurs
propres (λx(s=1), λy(s=1)) (à gauche : a & c) et (λx(s=2), λy(s=2)) (à droite :
b & d).
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Figure 5.9.8: Projections de la fonction test p(x) sur les plans OYZ (à gauche) et
OXZ (à droite) : (a & b) fonction test correspondant aux valeurs propres





Figure 5.9.9: Projections du laplacien de la fonction test ∇2p(x) sur les plans OYZ
(à gauche) et OXZ (à droite) : (a & b) laplacien correspondant aux
valeurs propres (λx(s=1), λy(s=1)) ; (c & d) laplacien correspondant à
(λx(s=2), λy(s=2)).
Bruit de mesure : ±0.02°C ±0.1°C ±0.5°C ±1°C
α̂1 0.4558 0.4557 0.4562 0.4546
sx = 1 (± 0.0005) (± 0.0022) (± 0.0113) (± 0.0252)
sy = 1 α̂2 1.7943 1.7869 1.7744 1.4737
(± 0.0196) (± 0.0930) (± 0.4917) (± 3.2118)
α̂1 0.4555 0.4546 0.4514 0.4635
sx = 2 (± 0.0036) (± 0.0182) (± 0.0949) (± 0.1961)
sy = 2 α̂2 1.8104 1.8153 1.9798 2.0627
(± 0.0329) (± 0.1488) (± 1.0397) (± 7.2285)
Table 5.7: Diffusivités thermiques estimées (mm2/s) avec l’intervalle d’incertitude
de 95% entre paranthèse. Valeurs vraies : α1 = 0.4545mm2/s et α2 =
1.8182mm2/s.
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5.9.5 Résultats des estimations
La méthode d’estimation proposée (SVD-FT) a été appliquée à l’ensemble des ex-
périences numériques décrites au Tableau (5.3). Le lecteur soucieux de détails pourra
consulter les Tableaux (5.8) à (5.16) pour obtenir des informations complètes (valeurs
des paramètres et incertitudes) des résultats obtenus. Nous rappelons que les paramètres
estimés sont :
– les paramètres décrivant les transferts thermiques entre la plaque et l’environ-
nement : β1, β2 ;
– la diffusivité thermique de chacune des phases : α1, α2 ;
– et les paramètres décrivant les transferts thermiques aux interfaces : k1r12, k2r12.
La qualité des estimations a été évaluée au travers du biais et de l’incertitude à 95%,
définis comme suit :
Biais = |θˆ − θo|/θo × 100
Incertitude = 1.96 std(θˆ)/θo × 100
où θˆ et std(θˆ) représentent, respectivement, la valeur moyenne estimée et l’écart type
du paramètre θ. La valeur vraie du paramètre est notée θo.
Les résultats de cette analyse sont montrés graphiquement dans les figures (5.9.10)
à (5.9.12), où sont représentées les incertitudes des estimations en fonction du rapport
signal sur bruit (SN, Eq. 5.9.1) des données de température utilisées pour l’estimation.
Seuls les points où Biais ≤ 2% et Incertitude ≤ 20% y sont représentés.
Tout d’abord, nous allons analyser les résultats correspondant aux estimations des
paramètres β1 et β2 (figure 5.9.10) et des diffusivités thermiques α1 et α2 (figure 5.9.11).
Comme prévu dans les sections 5.5.2 et 5.6.3, on observe que l’incertitude dans l’estima-
tion de ces paramètres croît au fur et à mesure que le rapport signal/bruit de l’expérience
diminue en suivant une loi de la forme :
Incertitude ∝ SN−p avec : p ≈ 0.5
Sachant que SN = s2(T )/s2(ε), on peut également écrire :
Incertitude ∝ s(ε)
Les résultats obtenus pour les échantillons ayant une structure en damier formée par
6 carreaux de 2mm × 2mm (DG) sont de très bonne qualité, même pour des données
de température très fortement bruitées (Tableaux 5.8 à 5.10). Dans les figures (5.9.10)
et (5.9.11), on observe que les estimations correspondant aux propriétés de la phase 2
(la plus diffusive) sont légèrement moins bonnes que celles de la phase 1. On constate
également que les résultats sont de meilleure qualité quand le champ initial de tempéra-
ture de l’échantillon est établi en utilisant un spot laser au lieu d’une ligne. De même,
les résultats obtenus pour l’échantillon où α2/α1 = 2 (DG-R2) sont meilleurs que ceux
de l’échantillon où α2/α1 = 4 (DG-R4).
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Les résultats pour les échantillons présentant une structure en couches parallèles de
6mm × 0.8571mm (CP) sont globalement très bons, quoique de qualité inférieure à
ceux des échantillons DG (Tableaux 5.11 à 5.13). Comme précédemment, les propriétés
de la phase la plus diffusive (phase 2) sont estimées avec plus d’incertitude que celles
de la phase 1. Les résultats pour l’échantillon où α2/α1 = 2 (CP-R2) sont de nouveau
meilleurs que ceux de l’échantillon où α2/α1 = 4 (CP-R4). En revanche, cette fois-ci,
l’utilisation d’une sollicitation laser en ligne pour établir le champ initial de température
de l’échantillon conduit à de meilleurs résultats que ceux obtenus par une sollicitation
de type spot.
Les résultats pour les échantillons ayant une structure en damier formée par 49 car-
reaux de 0.8571mm × 0.8571mm (DP) sont de qualité très inférieure aux précédents
(Tableaux 5.14 à 5.16). L’expérience doit être d’assez bonne qualité (SN & 1000) pour
que l’on arrive à estimer les quatre paramètres β1, β2, α1 et α2 avec des incertitudes
inférieures à 10-15%.
Figure 5.9.10: Incertitude (%) dans l’estimation des paramètres β1(à gauche) et β2(à
droite).
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Figure 5.9.11: Incertitude (%) dans l’estimation des paramètres α1(à gauche) et α2(à
droite).
Comme attendu, les estimations des paramètres décrivant les échanges thermiques aux
interfaces (k1r12, k2r12) sont de bien moindre qualité, quoique globalement dans les bons
ordres de grandeur. Comme montré dans la figure (5.9.12), les meilleurs résultats obtenus
correspondent aux échantillons DG (damier à 6 carreaux) : les deux paramètres k1r12 et
k2r12 sont estimés avec des incertitudes inférieures à 10% sur une large gamme de qualité
d’expérience (SN & 1). Les estimations sont de moindre qualité pour les échantillons
CP (couches parallèles), quoique les incertitudes restent en dessous de 10% pour des
expériences présentant des rapports signal/bruit supérieurs à 100. Pour les échantillons
DP (damier à 49 carreaux), les estimations sont correctes en ordre de grandeur mais les
incertitudes dépassent 20% dans tous les cas de figure.




Pour illustrer le potentiel de la méthode à estimer les valeurs des paramètres (k1r12,
k2r12) sur chacune des interfaces connexes séparément, nous montrons dans la figure
(5.9.13) les résultats obtenus lors de l’estimation de ces paramètres pour chacun des 9
carrés de l’échantillon DG. Les expériences utilisées sont DG-R4-L-B010 et DG-R4-L-
B050, avec des amplitudes de bruit de mesure de ±0.1°C (données de qualité modérée)
et ±0.5°C (données de mauvaise qualité) respectivement. Les symboles représentent les
valeurs estimées et les barres les intervalles de certitude à 95%. Les lignes en pointillé
correspondent aux valeurs vraies. On peut constater que les résultats obtenus sont de
très bonne qualité quand les données de température utilisées sont modérément bruitées
(DG-R4-L-B01, graphique à gauche) et de qualité acceptable pour des données fortement
bruitées (DG-R4-L-B050, graphique à droite).
Figure 5.9.13: Résultats de l’estimation des paramètres k1r12 et k2r12 pour chacune des
interfaces connexes de l’échantillon DG. Les résultats à gauche ont été
obtenus avec l’expérience DG-R4-L-B010 et ceux de droite avec l’expéri-
ence DG-R4-L-B050.
Quoique insuffisants en nombre au vu des nombreux facteurs qui peuvent influencer la
qualité des résultats, les tests numériques effectués ont montré la capacité de la méthode
proposée à limiter les effets du bruit de mesure sur la qualité des estimations. Ainsi,
les résultats obtenus peuvent être de très grande qualité même avec des données de
température très fortement bruitées (SN ≈ 1). Par ailleurs, ils ont permis de souligner
l’importance de la structure du matériau sur la qualité des résultats. Les échantillons
présentant des longueurs caractéristiques de phases inférieures au millimètre exigent
des données de bonne, voire très bonne qualité, pour estimer correctement l’ensemble
des paramètres recherchés. Par contre, les résultats des estimations sont de très bonne
qualité, même en utilisant des données de température très fortement bruitées, pour les
échantillons dont la longueur caractéristique des phases est égale à 2mm. Il est proba-
ble que la méthode pourrait être améliorée en utilisant des approximations numériques
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d’ordre supérieur à 0 pour le calcul du produit scalaire de ∇2p(x, y) par V˜1(x) (voir
section 5.9.4). L’autre facteur, de moindre importance, mais qui influence également la
qualité des résultats, est la diffusivité thermique des phases. Nous avons observé que la
qualité de l’estimation des paramètres associés à la phase la plus diffusive est légèrement
inférieure à la qualité des résultats correspondant à la phase la moins diffusive (là où les
gradients de température sont globalement les plus importants). Ceci nous ramène à un
problème plus vaste qui est celui de l’optimisation de l’expérience : comment solliciter
au mieux l’échantillon compte tenu de sa structure et des propriétés thermiques de ses
phases ? A ce propos, nous avons pu constater que l’on obtient parfois de meilleurs résul-
tats en éclairant l’échantillon avec un spot pour établir le champ initial de température,
tandis qu’il est d’autres fois préférable de l’éclairer sur une ligne.
Paramètre Bruit de mesure±0.02°C ±0.1°C ±0.5°C ±1°C
βˆ1(s−1)
0.0227 0.0227 0.0228 0.0227
(±10−4) (±3× 10−4) (±1.4× 10−3) (±2.6× 10−3)
βˆ2(s−1)
0.0455 0.0455 0.0459 0.0457
(±2× 10−4) (±1.1× 10−3) (±5.5× 10−3) (±0.01)
αˆ1(mm2/s)
0.4543 0.4542 0.4542 0.4545
(±3× 10−4) (±1.4× 10−3) (±6.6× 10−3) (±1.3× 10−2)
αˆ2(mm2/s)
1.8227 1.8231 1.8291 1.8244
(±3.6× 10−3) (±0.02) (±0.08) (±0.18)
k̂1r12(mm)
0.01429 0.01428 0.01427 0.01427
(±1× 10−4) (±3× 10−4) (±1.4× 10−3) (±2.2× 10−3)
k̂2r12(mm)
0.0287 0.0287 0.0286 0.0287
(±1× 10−4) (±6× 10−4) (±2.9× 10−3) (±4.7× 10−3)
Table 5.8: Résultats des estimations - Cas DG-R4-L. Valeurs vraies : β1 = 0.0227 s−1,




Paramètre Bruit de mesure±0.02°C ±0.1°C ±0.5°C ±1°C
βˆ1(s−1)
0.0227 0.0227 0.0227 0.0227
(±1× 10−5) (±1× 10−4) (±4× 10−4) (±8× 10−4)
βˆ2(s−1)
0.0455 0.0454 0.0455 0.0455
(±3× 10−5) (±2× 10−4) (±9× 10−4) (±1.9× 10−3)
αˆ1(mm2/s)
0.4545 0.4544 0.4546 0.4541
(±4× 10−4) (±2.2× 10−3) (±0.01) (±0.02)
αˆ2(mm2/s)
1.8180 1.8180 1.8184 1.8116
(±1.6× 10−3) (±7.7× 10−3) (±0.04) (±0.08)
k̂1r12(mm)
0.0143 0.0142 0.0146 0.0170
(±1× 10−4) (±5× 10−4) (±0.0024) (±0.0058)
k̂2r12(mm)
0.0285 0.0285 0.0293 0.0341
(±2× 10−4) (±1.1× 10−3) (±4.7× 10−3) (±0.011)
Table 5.9: Résultats des estimations - Cas DG-R4-S. Valeurs vraies : β1 = 0.0227 s−1,
β2 = 0.0455 s−1, α1 = 0.4545mm2/s, α2 = 1.8182mm2/s, k1r12 = 0.0143mm,
k2r12 = 0.0286mm
Paramètre Bruit de mesure±0.02°C ±0.1°C ±0.5°C ±1°C
βˆ1(s−1)
0.0227 0.0227 0.0228 0.0225
(±3.1× 10−5) (±2× 10−4) (±8× 10−4) (±1.7× 10−3)
βˆ2(s−1)
0.0321 0.0321 0.0322 0.0320
(±1.7× 10−5) (±1× 10−4) (±5× 10−4) (±1× 10−3)
αˆ1(mm2/s)
0.4548 0.4548 0.4548 0.4530
(±3× 10−4) (±1.8× 10−3) (±9.3× 10−3) (±0.019)
αˆ2(mm2/s)
0.9090 0.9091 0.9091 0.9092
(±5× 10−4) (±2.3× 10−3) (±0.01) (±0.023)
k̂1r12(mm)
0.0143 0.0143 0.0143 0.0153
(±1× 10−4) (±3× 10−4) (±1.6× 10−3) (±4.3× 10−3)
k̂2r12(mm)
0.0202 0.0202 0.0202 0.0216
(±1× 10−4) (±4× 10−4) (±2.2× 10−3) (±5.7× 10−3)
Table 5.10: Résultats des estimations - Cas DG-R2-S. Valeurs vraies : β1 = 0.0227 s−1,
β2 = 0.0321 s−1, α1 = 0.4545mm2/s, α2 = 0.9091mm2/s, k1r12 = 0.0143mm,
k2r12 = 0.0202mm.
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Paramètre Bruit de mesure±0.02°C ±0.1°C ±0.5°C ±1°C
βˆ1(s−1)
0.0227 0.0227 0.0227 0.0227
(±3× 10−5) (±2× 10−4) (±1× 10−3) (±1.8× 10−3)
βˆ2(s−1)
0.0455 0.0454 0.0456 0.0456
(±1× 10−4) (±4× 10−4) (±2.1× 10−3) (±3.7× 10−3)
αˆ1(mm2/s)
0.4558 0.4559 0.4561 0.4547
(±2× 10−4) (±1.2× 10−3) (±6.8× 10−3) (±0.011)
αˆ2(mm2/s)
1.8115 1.8120 1.8042 1.8148
(±1.7× 10−3) (±9.4× 10−3) (±0.04) (±0.1)
k̂1r12(mm)
0.0144 0.0145 0.0138 0.0207
(±8× 10−4) (±3.6× 10−3) (±0.018) (±0.032)
k̂2r12(mm)
0.0285 0.0289 0.0271 0.0410
(±1.6× 10−3) (±7× 10−3) (±0.037) (±0.062)
Table 5.11: Résultats des estimations - Cas CP-R4-L. Valeurs vraies : β1 = 0.0227 s−1,
β2 = 0.0455 s−1, α1 = 0.4545mm2/s, α2 = 1.8182mm2/s, k1r12 = 0.0143mm,
k2r12 = 0.0286mm
Paramètre Bruit de mesure±0.02°C ±0.1°C ±0.5°C ±1°C
βˆ1(s−1)
0.0227 0.0227 0.0229 0.0222
(±2× 10−4) (±7× 10−4) (±3.4× 10−3) (±9.2× 10−3)
βˆ2(s−1)
0.0453 0.0454 0.0495 0.0720
(±1.1× 10−3) (±4.7× 10−3) (±0.028) (±0.86)
αˆ1(mm2/s)
0.4558 0.4559 0.4550 0.4553
(±4× 10−4) (±2.4× 10−3) (±0.012) (±0.023)
αˆ2(mm2/s)
1.7964 1.7972 1.7229 1.4448
(±0.02) (±0.1) (±0.5) (±13.86)
k̂1r12(mm)
0.0145 0.0145 0.0165 0.0185
(±3× 10−4) (±1.4× 10−3) (±0.012) (±0.075)
k̂2r12(mm)
0.0286 0.0286 0.0283 0.0306
(±2× 10−4) (±1.2× 10−3) (±5.3× 10−3) (±0.027)
Table 5.12: Résultats des estimations - Cas CP-R4-S. Valeurs vraies : β1 = 0.0227 s−1,




Paramètre Bruit de mesure±0.02°C ±0.1°C ±0.5°C ±1°C
βˆ1(s−1)
0.0227 0.0228 0.0226 0.0231
(±2× 10−4) (±7× 10−4) (±3.8× 10−3) (±9.1× 10−3)
βˆ2(s−1)
0.0321 0.0325 0.0329 0.0436
(±7× 10−4) (±3× 10−3) (±0.016) (±0.06)
αˆ1(mm2/s)
0.4554 0.4553 0.4556 0.4547
(±5× 10−4) (±2.4× 10−3) (±0.012) (±0.027)
αˆ2(mm2/s)
0.9024 0.9002 0.8965 0.8046
(±0.02) (±0.034) (±0.18) (±0.55)
k̂1r12(mm)
0.0144 0.0145 0.0150 0.0199
(±2× 10−4) (±1× 10−3) (±5.4× 10−3) (±0.04)
k̂2r12(mm)
0.0202 0.0201 0.02055 0.019
(±2× 10−4) (±9× 10−4) (±4.6× 10−3) (±0.01)
Table 5.13: Résultats des estimations - Cas CP-R2-S. Valeurs vraies : β1 = 0.0227 s−1,
β2 = 0.0321 s−1, α1 = 0.4545mm2/s, α2 = 0.9091mm2/s, k1r12 = 0.0143mm,
k2r12 = 0.0202mm.
Paramètre Bruit de mesure±0.02°C ±0.1°C ±0.5°C ±1°C
βˆ1(s−1)
0.0227 0.0227 0.0231 0.0230
(±1× 10−4) (±7× 10−4) (±3.1× 10−3) (±6.2× 10−3)
βˆ2(s−1)
0.0455 0.0456 0.0458 -0.01995
(±9× 10−4) (±4.7× 10−3) (±0.022) (±1.25)
αˆ1(mm2/s)
0.4557 0.4560 0.4618 0.4549
(±3.4× 10−3) (±0.02) (±0.09) (±0.2)
αˆ2(mm2/s)
1.8589 1.8800 2.3831 0.7420
(±0.08) (±0.44) (±3.95) (±81.8)
k̂1r12(mm)
0.0147 0.0148 - -
(±9× 10−4) (±5.4× 10−3) - -
k̂2r12(mm)
0.0299 0.0304 - -
(±2.5× 10−3) (±0.014) - -
Table 5.14: Résultats des estimations - Cas DP-R4-L. Valeurs vraies : β1 = 0.0227 s−1,
β2 = 0.0455 s−1, α1 = 0.4545mm2/s, α2 = 1.8182mm2/s, k1r12 = 0.0143mm,
k2r12 = 0.0286mm
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Paramètre Bruit de mesure±0.02°C ±0.1°C ±0.5°C ±1°C
βˆ1(s−1)
0.0227 0.0227 0.0232 0.0237
(±2× 10−4) (±1× 10−3) (±5.1× 10−3) (±9.8× 10−3)
βˆ2(s−1)
0.0455 0.0456 0.0519 0.0166
(±9× 10−4) (±6× 10−3) (±0.05) (±0.7)
αˆ1(mm2/s)
0.4361 0.4420 0.6977 5.8626
(±0.03) (±0.2) (±5.52) (±236.86)
αˆ2(mm2/s)
1.8689 2.2739 1.7044 -9.8368
(±0.3) (±3.8) (±18.21) (±249.04)
k̂1r12(mm)
0.0130 0.0126 - -
(±2.5× 10−3) (±0.013) - -
k̂2r12(mm)
0.0278 0.03432 - -
(±7.6× 10−3) (±0.08) - -
Table 5.15: Résultats des estimations - Cas DP-R4-S. Valeurs vraies : β1 = 0.0227 s−1,
β2 = 0.0455 s−1, α1 = 0.4545mm2/s, α2 = 1.8182mm2/s, k1r12 = 0.0143mm,
k2r12 = 0.0286mm
Paramètre Bruit de mesure±0.02°C ±0.1°C ±0.5°C ±1°C
βˆ1(s−1)
0.0227 0.0229 0.0242 -0.0326
(±3.2× 10−4) (±1.7× 10−3) (±0.012) (±0.87)
βˆ2(s−1)
0.0322 0.0319 0.0515 0.0846
(±9.2× 10−4) (±4.9× 10−3) (±0.31) (±0.84)
αˆ1(mm2/s)
0.4417 0.4561 -2.2213 -1.4593
(±0.038) (±0.23) (±48) (±23)
αˆ2(mm2/s)
0.9263 1.0427 17.7819 -74.6920
(±0.18) (±1.24) (±288) (±1.51× 103)
k̂1r12(mm)
0.0133 - - -
(±3.1× 10−3) - - -
k̂2r12(mm)
0.0199 - - -
(±7.2× 10−3) - - -
Table 5.16: Résultats des estimations - Cas DP-R2-S. Valeurs vraies : β1 = 0.0227 s−1,





Nous avons proposé dans ce chapitre une méthode originale (méthode SVD-FT) pour
estimer les propriétés thermiques de milieux composites, à savoir : les diffusivités ther-
miques des phases, les rapports des capacités thermiques entre phases et les paramétres
déterminant les transferts aux interfaces. Cette méthode s’adresse à des expériences
effectuées par thermographie infrarouge (ou toute autre technique expérimentale per-
mettant d’imager la température d’une surface au cours du temps) sur des échantillons
minces dont la structure est connue d’avance. La méthode combine des techniques de
décomposition en valeurs singulières avec des fonctions test particulières pour dériver des
estimateurs linéaires des propriétés recherchées. Son atout majeur, outre sa simplicité,
est sa robustesse au bruit de mesure.
L’estimation se fait de façon séquentielle en commençant par les paramètres décrivant
les échanges thermiques entre l’échantillon et son environnement et qui donnent accès aux
rapports de capacités thermiques des phases. On estime ensuite la diffusivité thermique
de chaque phase pour finir par l’estimation des paramètres associés aux interfaces.
L’estimation de l’ensemble des paramètres d’échanges thermiques entre l’échantillon
et son environnement s’effectue par l’intermédiaire d’un estimateur qui fait intervenir les
moyennes spatiales des fonctions propres singulières et des fonctions sources associées.
Rappelons également que le nombre requis de ces fonctions pour l’estimation est égal au
nombre de phases distinctes de l’échantillon.
Les diffusivités thermiques des phases sont estimées indépendamment les unes des
autres. L’estimateur de la diffusivité thermique d’une phase fait intervenir les produits
scalaires (sur le domaine spatial de la phase) de la première fonction propre singulière
et de la fonction source associée avec une fonction test simple, qui peut être analy-
tique, ainsi que le produit scalaire de la première fonction singulière avec le laplacien
de la fonction test. A ce stade, le paramètre d’échanges thermiques entre cette phase et
l’environnement, qui est aussi nécessaire à l’estimation de la diffusivité, est déjà connu.
Les paramètres décrivant les échanges thermiques aux interfaces sont estimés en sup-
posant que la résistance thermique de contact aux interfaces connexes est constante.
L’estimateur proposé dépend de la première fonction propre et de la fonction source
associée, ainsi que des paramètres thermiques précédents.
Comparée à la méthode SVD qui a inspiré nos développements, la méthode SVD-FT
présente quelques avantages intéressants :
– L’estimateur des paramètres décrivant les échanges thermiques entre l’échantillon
et son environnement ne dépend plus directement des observations de température
réalisées. De ce fait, l’utilisation de filtres, souvent nécessaire dans la méthode SVD,
n’est plus nécessaire.
– L’estimateur des diffusivités thermiques ne fait plus intervenir le laplacien des fonc-
tions singulières, dont le calcul est particulièrement délicat aux proximités des in-
terfaces et qui est une source d’amplification du bruit.
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– Les diffusivités thermiques des phases sont estimées indépendamment les unes des
autres à partir des seules informations véhiculées par la première fonction singulière
et la première fonction source, contrairement à la méthode SVD qui estime si-
multanément l’ensemble des diffusivités et nécessite autant d’éléments singuliers
(fonctions propres et états) qu’il y a de phases dans le matériau testé.
Ces avantages se traduisent par une amélioration de la précision et par une plus grande
robustesse au bruit de mesure de la méthode SVD-FT. Par ailleurs, la méthode SVD-FT
permet l’estimation des paramètres de transfert associés aux interfaces.
Quoique insuffisant en nombre au vu des nombreux facteurs qui peuvent influencer
la qualité des résultats, les tests numériques effectués laissent présager un bel avenir
à la méthode SVD-FT. Ils ont montré la capacité de la méthode à limiter les effets
du bruit de mesure sur la qualité des estimations, avec des résultats qui peuvent être
de très grande qualité même avec des données de température très fortement bruitées.
Cependant, des tests numériques additionnels sont encore nécessaires pour bien cerner
les limites d’application de la méthode.
Le développement de la méthode SVD-FT n’est pas encore finalisé car il reste quelques
points qui peuvent être améliorés, tel que le calcul numérique du produit scalaire du
laplacien de la fonction test avec la première fonction singulière, et les questions qui ont
été simplement évoquées. Parmi ces dernières, on peut mettre en avant l’utilisation de
la méthode SVD-FT pour la caractérisation de matériaux dont les propriétés varient
régulièrement, d’une part, et le calcul de la fonction test pour des matériaux composites
dont les phases ont des formes arbitraires, d’autre part.
Enfin, la méthode doit être confrontée à des données expérimentales, d’abord sur des




Nous nous sommes intéressés dans le cadre de cette thèse au problème de la carac-
térisation thermique de matériaux hétérogènes à propriétés constantes par morceaux, un
sujet scientifique d’actualité et une thématique d’intérêt au vu des applications multiples
qui sont associées à ce type de matériaux. Notre objectif était de développer des méth-
odes permettant d’estimer les propriétés thermiques de chacune des phases en présence
ainsi que les paramètres décrivant les transferts aux interfaces, sachant que la structure
des échantillons fait partie des inconnues du problème d’inversion qui va se poser.
Nous avons décidé d’orienter nos développements en fonction d’un cadre expérimental
précis, celui de la thermographie infrarouge. Il s’agit en effet de l’outil expérimental le
mieux placé aujourd’hui pour imager la température de la surface d’un échantillon et
pour suivre son évolution au cours du temps avec des fréquences d’observation appro-
priées pour une large gamme de problèmes de diffusion. Il semble cependant important
de noter que nos développement seraient également valables en utilisant un tout autre
outil expérimental à même de fournir des mesures de l’évolution au cours du temps du
champ de température à la surface d’un l’échantillon mince.
Le problème d’inversion qui se pose a été scindé en deux parties. La première vise
à l’identification de la structure de l’échantillon, c’est-à-dire à l’identification de l’em-
placement des phases constitutives de l’échantillon et à la localisation des interfaces. La
deuxième consiste à estimer les propriétés thermiques associées à chacune des phases en
présence ainsi que les paramètres décrivant les transferts aux interfaces. D’un point de
vue expérimental, l’originalité de la procédure proposée réside dans le fait qu’un seul et
unique dispositif expérimental est nécessaire pour réaliser les deux tests qui conduiront,
respectivement, à la reconstruction de la structure de l’échantillon et à sa caractérisation
thermique.
Le test visant à l’identification de la microstructure consiste à chauffer un échan-
tillon mince par le bas de façon uniforme et à observer l’évolution au cours du temps
de son champ de température en face arrière à l’aide d’une caméra infrarouge. Deux
méthodes mathématiques distinctes ont été proposées pour retrouver la microstructure
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de l’échantillon à partir des données en température recueillies :
– La première fait appel à la décomposition en valeurs singulières (SVD) des don-
nées de température enregistrées. Nous avons montré que, pour des expériences
suffisamment courtes (de l’ordre de la seconde), l’analyse du signe des fonctions
propres de la matrice d’énergie des observations permet de discriminer les phases
de l’échantillon et de trouver leur emplacement. Les tests numériques effectués sur
des matériaux biphasés ont permis d’apprécier les qualités de la méthode, mais aussi
de cerner ses limites. Nous avons pu constater que la méthode n’est pas à même de
déterminer correctement les contours et l’étendue de petits ilots (quelques pixels)
d’une phase, même pour des temps d’expérience extrêmement courts. En revanche,
lorsque l’étendue des phases (voire de leurs sous-domaines) est suffisamment grande
(au-delà de quelques pixels), la durée de l’expérience suffisamment courte (de l’or-
dre de la seconde) et le rapport des capacités thermiques des phases en présence
n’est pas trop proche de 1, la méthode est capable de fournir des représentations
de très bonne qualité de la microstructure de l’échantillon et ce même à partir de
données de température fortement bruitées. Par ailleurs, on insistera sur le fait que
les résultats obtenus à partir de données expérimentales recueillies lors du test d’un
matériau à microstructure assez complexe sont convaincants.
– Dans la seconde méthode, le problème se pose comme un problème de minimisa-
tion sous contraintes. Celui-ci est résolu par une méthode de type gradient faisant
appel à la théorie de Lagrange et à des fonctions Level-Set. Si ces approches sont
courantes pour la résolution de problèmes d’optimisation géométrique, nous ap-
portons quelques développements originaux qui permettent de réduire significative-
ment le temps de calcul et d’améliorer les résultats. Tout d’abord, les équations dy-
namiques qui gouvernent l’évolution thermique de l’échantillon sont transformées
en un système d’équations aux dérivées partielles elliptiques qui déterminent les
fonctions propres issues de la SVD des données de température. Ce faisant, nous
avons transformé un problème dynamique en un problème statique, d’une part, et
avons limité les effets du bruit de mesure sur la qualité des résultats, d’autre part.
Par ailleurs, nous avons proposé d’initialiser l’algorithme de minimisation avec la
microstructure qui résulte de l’application de la méthode précédente, ce qui limite
significativement le nombre d’itérations requises et minimise le risque de s’arrêter
sur un minimum local. Les tests numériques réalisés ont montré l’efficacité de cette
technique, qui s’est avérée capable d’améliorer les résultats obtenus précédemment
et d’élargir son champ d’application à des matériaux comportant de petites inclu-
sions. En contrepartie, cette seconde méthode exige la connaissance au préalable des
propriétés thermiques des phases. Son utilité pratique dépendra donc des possibilités
à disposition pour la combiner avec l’étape ultérieure de caractérisation.
Le test de caractérisation thermique se déroule dans le même dispositif expérimen-
tal et consiste à exciter thermiquement l’échantillon en face avant de façon à établir
un champ de température non-uniforme à la surface et à observer ensuite l’évolution
au cours du temps du champ de température de la surface à l’aide d’une caméra in-
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frarouge. L’objectif de la caractérisation est de déterminer les paramètres décrivant les
échanges thermiques entre l’échantillon et son environnement (autant de paramètres que
de phases), la diffusivité thermique de chacune des phases, et les paramètres associés aux
transferts thermiques sur chaque interface connexe. Outre le nombre de paramètres à
estimer, le challenge de l’estimation réside dans le temps de calcul, d’une part, et dans la
robustesse au bruit de mesure, d’autre part. En effet nous avons à traiter des millions des
données, souvent significativement bruitées. La méthode d’estimation proposée (méthode
SVD-FT) combine des techniques de décomposition en valeurs singulières avec des fonc-
tions test particulières pour dériver des estimateurs linéaires des propriétés recherchées.
Ses atouts majeurs sont la simplicité, la rapidité d’estimation et la robustesse au bruit de
mesure. Par rapport à la méthode SVD qui a inspiré nos travaux, le développement pro-
posé permet d’améliorer significativement les résultats en s’affranchissant d’opérations
de filtrage des données de température et du calcul numérique du laplacien des fonctions
propres SVD. Quoique insuffisants en nombre au vu des nombreux facteurs qui peuvent
influencer la qualité des résultats, les tests numériques effectués laissent présager un bel
avenir à la méthode SVD-FT. Ils ont montré la capacité de la méthode à limiter les effets
du bruit de mesure sur la qualité des estimations, avec des résultats qui peuvent être de
très grande qualité même avec des données de température très fortement bruitées.
Les suites et perspectives de ce travail de thèse sont nombreuses et nous les
listons ici suivant l’ordre chronologique qui nous semble le plus pertinent :
1. Cerner les limites de la méthode SVD-FT. Des tests numériques additionnels sont
encore nécessaires pour bien cerner les limites d’application de la méthode. Une
suite des tests permettant de dissocier les effets des différents facteurs d’influ-
ence (structure de l’échantillon, propriétés thermiques des phases, champ initial
de température, intensité des échanges thermiques avec l’environnement, résolu-
tion spatiale des images, fréquence d’acquisition, qualité des mesures, etc.) va être
programmée sous peu.
2. Coupler les étapes de reconstruction de la structure et de caractérisation thermique.
Aucun test couplant l’étape de reconstruction de la structure de l’échantillon avec
l’étape d’estimation n’a été effectué. La question principale qui se pose à cet égard
est celle de la sensibilité des résultats de l’étape d’estimation aux défauts potentiels
de reconstruction de la microstructure.
3. Confronter nos développements à des mesures expérimentales. Un seul test expéri-
mental a été effectué pour tester la méthode SVD de reconstruction de la structure
d’un échantillon complexe, avec des résultats encourageants. Nous nous proposons
de lancer une campagne de mesures qui permettra de confronter nos développe-
ments théoriques à la réalité du monde expérimental. Nous utiliserons d’abord des
milieux modèles pour passer ensuite à des matériaux fonctionnels.
4. Extensions de la méthode SVD-FT. Comme nous l’avons déjà évoqué, l’utilisation
de la méthode SVD-FT pour la caractérisation de matériaux dont les propriétés
varient régulièrement dans l’espace fait partie de nos perspectives. Aussi, nous
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aborderons sous peu le calcul de la fonction test pour des matériaux composites
dont les phases ont des formes arbitraires et qui exigent la résolution numérique
d’un problème aux valeurs et fonctions propres défini sur les phases.
5. Reprise de la méthode level-set pour la reconstruction de la structure de l’échantil-
lon. Cette technique c’est avérée intéressante et plus performante que la méthode
SVD mais exige la connaissance a priori des propriétés thermiques recherchées.
Notre idée est ici d’essayer d’enchaîner l’ensemble d’outils développés de la sorte :
1) On utilise d’abord la méthode SVD pour fournir une première image de la struc-
ture de l’échantillon ; 2) On applique ensuite la méthode SVD-FT sur des rectan-
gles définis à l’intérieur des phases, loin des interfaces, pour faire une première
estimation des propriétés thermiques ; 3) On détermine à nouveau la structure de
l’échantillon mais cette fois-ci par la méthode Level-Set en utilisant les informa-
tions fournies par les étapes précédentes ; et 4) On itèrere enfin sur les étapes 3 et
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