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We investigate which type of diffusion equation is most appropriate to describe the time evolution
of foreign exchange rates. We modify the geometric diffusion model assuming a non-exponential time
evolution and the stochastic term is the sum of a Wiener noise and a jump process. We ﬁnd the
resulting diffusion equation to obey the Kramers–Moyal equation. Analytical solutions are obtained using
the characteristic function formalism and compared with empirical data. The analysis focus on the ﬁrst
four central moments considering the returns of foreign exchange rate. It is shown that the proposed
model offers a good improvement over the classical geometric diffusion model.
© 2013 Elsevier B.V. All rights reserved.1. Introduction
A widely used model to describe the time evolution of ﬁnancial
asset prices is the geometric diffusion model [1], where the price
at a given time t is a realization of a continuous stochastic variable
X(t), assumed to grow exponentially following a Wiener process.
In particular, given a time interval t we have
dX = (μt + σ√t)X, (1)
where dX = X(t + t) − X(t). The random variable  is Gaussian
with zero mean and unit standard deviation. Parameter μ > 0 rep-
resents the mean of the exponential growth rate. Parameter σ > 0
is the volatility, which can be interpreted as a measure of the “ﬂuc-
tuation magnitude” of the exponential growth rate. Let P (X, t) be
the probability density of the random variable X(t) in (1), which
obeys the Fokker–Planck equation:
∂ P (X, t)
∂t
= − ∂
∂ X
[
μX P (X, t)
]+ 1
2
∂2
∂ X2
[
σ 2X2P (X, t)
]
. (2)
Eq. (2) implies that the logarithm of X(t) has a normal distribution
with mean and variance growing linearly in time. Equivalently, the
logarithm returns ln X(t + t) − ln X(t), ∀t , has a Gaussian distri-
bution with normal diffusion.
However, the above properties are not displayed by most ﬁnan-
cial time series: the variance does not follow a normal diffusion
and the log return is not a normally distributed. The Hurst ex-
ponent of price series is different from 1/2, meaning that the
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http://dx.doi.org/10.1016/j.physleta.2013.04.050diffusion cannot be normal [5]. Also, as the time interval t grows,
the log return slowly converges to the Gaussian [6]. This property
can be observed from the time evolution of Kurtosis and Skewness
associated to the log returns, as shown in Section 4. The analysis
of what kind of diffusion equation is appropriate to describe the
price evolution is, in our point of view, an important problem. The
econophysics agenda usually focus on complexity and exotic prop-
erties displayed by econometric time series [2–4]. Our approach
is somewhat correlated to this agenda, as properties such as mul-
tifractality, volatility clustering and other stylized facts seems to
strongly depend on the choice of the variables.
Such features may be explained by the presence of complicated
correlation patterns, which are responsible for the failure of the
geometric model [5,7,8]. This seems to indicate that the Markovian
nature of the stochastic process in (1) should be dismissed.
Here, we follow another approach. We do not focus our at-
tention in the non-Markovian nature of the problem, but we are
interested in to study the basic form of the ﬁrst Chapmann com-
patibility condition [9] of the stochastic process associated to the
price variable X(t). We still keep the basic form of the stochastic
process (1):
dX = D(X)(ηW + η J ). (3)
However we consider: (i) a non-exponential growth rate; (ii) a
noise term which is the sum of a Wiener process and a jump pro-
cess, rather than a simple Wiener noise. The function D(X) is a
regular function of X , ηW is a Wiener process and η J is a jump
process which depends on t .
Jump processes are widely used in the ﬁnance literature. Of-
ten the aim is to measure the effects of the jumps and to deliver
1572 A. Figueiredo et al. / Physics Letters A 377 (2013) 1571–1581methods for volatility estimations. Usually the techniques deal
with statistical estimators that obtain the effects of the jumps and
those caused by the Brownian volatility separately [10–18]. In [19]
we considered a model where the stochastic term was the sum of
a Wiener noise and a jump process. The Kramers–Moyal equation
related to the inﬁnitesimal limit of the stochastic process was ob-
tained and its characteristic function (CF) solved analytically. We
thus compared the CF of returns with its empirical counterpart.
The focus on [19] was to explain how the presence of jumps is
related to the way the distribution of returns converges to the
Gaussian. Here we enlarge the scope of our applications, and the
aim is to introduce a new tool to analyze stochastic processes,
which is based on a canonical form to represent CFs.
The Letter is organized as follows: In Section 2 we develop a
new tool, based on the canonical representation of CFs developed
by Paul Levy [20], to analyze the ﬁrst Chapman compatibility con-
dition, which can be seen as return process associated to a two
point distribution [9]. We show that a process deﬁned by Eq. (3)
implies a diffusion equation of the Kramers–Moyal type [22,9], and
we obtain the partial differential equation obeyed by the CF, al-
lowing us to ﬁnd analytical solutions to our model. In Section 3
we present our model, in Section 4 we compare the model with
exchange rate empirical data by specifying the form of function
D(X) and Section 5 concludes. Finally, Appendices A, B and C clar-
ify some mathematical developments made along this work.
2. The Kramers–Moyal equation for a mixed jump andWiener
process
A stochastic process such as (3) is just a particular case of a
more general one in which the return satisﬁes
dX = X(t + t) − X(t) = θ(X, t,t), (4)
where θ(X, t,t) stands for a random variable with probability
distribution depending on X(t), t and t . An equation like (4)
deﬁnes a true stochastic process if and only if it satisﬁes the Chap-
man compatibility condition [9].
We consider a return process (4) with the restriction that
the random variable θ has mean mθ and ﬁnite variance σ 2θ . Let
ψX (z, t) and ψθ(z, X, t,t) be the CFs of X(t) and θ(X(t), t,t),
respectively. It can be shown that they satisfy (see Appendix A):
∂ψX (z, t)
∂t
=
∞∫
−∞
dX P (X, t)exp{I zX} lim
t→0
{
ψθ(z, X, t,t) − 1
t
}
, (5)
where P (X, t) is the probability density of X , z is a real number
and I2 = −1. The CF of the variable θ can be written as [20] (see
Appendix B):
ψθ(z, X, t,t) = exp
{
Imθ z − σ
2
θ z
2
2
(
1+ ωθ(σθ z, X, t,t)
)}
,
(6)
for an open interval around z = 0 and the function ωθ(σθ z, X,
t,t) is analytical in this interval. If we expand the function
ψθ(z, X, t,t) in power series, the limit of the expression in brack-
ets in Eq. (5) exist if and only if
lim
t→0
mθ
t
= A(X, t), lim
t→0
σ 2θ
t
= B(X, t),
lim
t→0ωθ(σθ z, X, t,t) = Ω(z, X, t), (7)
where A(X, t), B(X, t) and Ω(z, X, t) are arbitrary functions.Let LH be a linear operator which acts on any real function
R(X ′, t) as follows:
LH R = 1
2π
∞∫
−∞
dz
∞∫
−∞
dX ′ H
(
z, X ′, t
)
eIz(X
′−X)R
(
X ′, t
)
, (8)
where H(z, X ′, t) is a complex function. Applying (7) and (8) in (5)
we get
∂
∂t
P = − ∂
∂ X
P A + 1
2
∂2
∂ X2
P B + 1
2
LI2z2Ω P B, (9)
where P is the probability density, A and B are given in Eq. (7)
and we call LI2z2Ω the Kramers–Moyal operator.
If Ω(z, X, t) = 0 then LI2z2Ω = 0 and the diffusion equation (9)
is a Fokker–Planck equation. In this case, the characteristic function
of θ for small t (see Eq. (6)) can be written as
ψθ(z, X, t,t) = eIzA(X,t)te− 12 B(X,t)tz2 . (10)
Yet, for a small t the variable θ has a Gaussian distribution and
when t → 0 the density distribution of θ converges to a Dirac
delta function.
When the function Ω(z, X, t) = 0, the diffusion equation (9) be-
comes a Kramers–Moyal equation [9,22]. From Eqs. (6) and (7),
and considering small values of t , we have that the character-
istic function of θ can be written as:
ψθ(z, X, t,t) = eIzA(X,t)te− 12 B(X,t)tz2(1+Ω(z,X,t)). (11)
The distribution of θ also converges to a Dirac delta distribution,
however it has not the Gaussian form. The main consequence is
that the variable θ cannot be self-similar (meaning they are not
related by any linear transformation [21,24,23]) for different values
of t .
2.1. A mixed Wiener and jump process
We now focus on a model with mixed jump and Wiener pro-
cesses [10,25,26]. Let us consider a stochastic process such that the
random return variable θ is given, for small values of t , as
θ(X, t,t) = θW (X, t,t) + θ J (X, t,t), (12)
where the random variables θW and θ J are supposed to be statisti-
cally independents. If we are interested in obtaining the Kramers–
Moyal operator associated with variable θ , we must obtain the
mean mθ , the standard deviation σθ , the ωθ function.
The variable θW is a Wiener process with mean mθW =
AW (X, t)t and variance σ 2θW = BW (X, t)t , where AW (X, t) and
BW (X, t) are arbitrary functions. For a Wiener process [20], the
function ωθW = 0.
The variable θ J stands for a jump process with probability den-
sity, for small t , given by
Q (θ J |X, t,t)
= (1− a(X, t)t)δθ J + a(X, t)t F (θ J |X, t), (13)
where F (θ J |X, t) is a density distribution and a(X, t) is a function
such that 0 < a(X, t) < 1. The values of the mean and variance of
variable θ J are respectively
mθ J (X, t,t) = a(X, t)ν1(X, t)t,
σ 2θ J (X, t,t) = a(X, t)ν2(X, t)t − a2(X, t)ν21 (X, t)t2, (14)
where νn(X, t) =
∫∞ dθ J F (θ J |X, t)θn . Its CF is be written as−∞ J
A. Figueiredo et al. / Physics Letters A 377 (2013) 1571–1581 1573Fig. 1. The left-hand side panel shows the time evolution of the US dollar price of the Indian rupee. The right-hand side panel shows the log returns for t = 1.ψθ J (z, X, t,t) = 1+ a(X, t)t
(−1+ ψF (z, X, t)),
ψF (z, X, t) = 1+ ν1(X, t)I z − 1
2
ν2(X, t)z
2 + gF (z, X, t), (15)
where gF (z) =∑∞n=3 I znn! νn and the probability density F has ﬁnite
variance. After some algebra we obtain [20]
ωθ J (σθ J z, X, t,t)
= 2I
z
ν1
ν2
− 2
z2
1
ν2
(−1+ ψF (z, X, t))− 1. (16)
As the random variables θW and θ J are independent [27] and
considering t small, thus we can show that (see Appendix C):
Ω(z, X, t) = lim
t→0
σ 2θ J
σ 2θ
ωθ J
= −2a(X, t)
BW (X, t) + a(X, t)ν2(X, t) gF (z, X, t), (17)
and the Kramers–Moyal operator will be given by LI2z2Ω =
L 2a
BW +aν2 gF
. Also from (8) it is easy to show that 12L 2aBW +aν2 gF
(BW +
aν2)(P ) = LgF (aP ).
Then, the ﬁnal form for the Kramers–Moyal equation is
∂
∂t
P = − ∂
∂ X
(AW + aν1) + 1
2
∂2
∂ X2
(BW + aν2)P + LgF aP . (18)
3. A new diffusion equation for complex time series
In this section we present a model which considers the return
variable θ as the mixed jump and Wiener process in Eq. (12). We
restrict ourselves to the case where
θW (X, t,t) = D(X)ηW (t),
θ J (X, t,t) = D(X)η J (t), (19)
with density distributions of ηW and η J given respectively by:
ηW → p(ηW ) = 1√
2πσ
√
t
exp
{
1
2
(ηw − μt)2
σ 2t
}
, (20)
η J → p(η J ) = (1− at)δ(η J ) + at F (η J ). (21)
Parameters σ , μ, and a do not depend on X , t and t , and func-
tion F (η J ) is a probability density distribution with ﬁnite variancewhich does not depend on X , t and t . Using the rescaling prop-
erty valid for CFs it is easy to obtain:
ψθW (z) = ψηW
(
D(x)z
)
= exp
{
I zD(X)t − 1
2
σ 2D2(X)tz2
}
, (22)
ψθ J (z) = ψη J
(
D(x)z
)= 1+ at(−1+ ψF (D(X)z)). (23)
It is straightforward to show that for small t we have:
mθ = μD(X)t + aν1D(X)t,
σ 2θ = σ 2D2(X)t + aν2D2(X)t. (24)
Then, from Eq. (18) we obtain the following diffusion equation:
∂
∂t
P (X, t) = −(μ + aν1) ∂
∂x
D(X)P (X, t)
+ 1
2
(
σ 2 + aν2
) ∂2
∂x2
D2(X)P (X, t)
+ aLgF (D(X)z)P (X, t). (25)
We can show that
LgF (D(X)z) =
∞∑
n=3
(−1)n
n! νn
∂n
∂xn
Dn(X). (26)
The stochastic process deﬁned by Eqs. (19), (20) and (21) with
the corresponding Kramers–Moyal diffusion equation given by (25)
represents the general form of the stochastic model that we use
to describe the time evolution of ﬁnancial prices. The traditional
geometric diffusion model obtains with a = 0 and D(X) = X .
Function D(X) must be speciﬁed in order to compare the model
with empirical data. Let us ﬁrst present the analytical solution
to the diffusion equation. Let deﬁne a new stochastic variable Y ,
given by the following indeﬁnite integral:
Y =
∫
dX
D(X)
. (27)
Since we are interested in verifying if the geometrical grow-
ing model describes the behavior of some foreign exchange rates,
we will consider a more general class of growing model in which
the geometrical model represents a particular case: for instance we
consider D(X) = Xq (the geometrical model corresponds to q = 1).
1574 A. Figueiredo et al. / Physics Letters A 377 (2013) 1571–1581Fig. 2. The panels show the normalized statistical moments of the variable ln X(t + t) − ln X(t) as function of the time interval t . Respectively we have: Mt/M1 (top
left); V 2t/V
2
1 (top right); St/S1 (bottom left); (Kt − 3)/(K1 − 3) (bottom right). The black dots corresponds to the moments calculated from the actual data. The solid
black lines on the top panels correspond to the GFP and GKM which are given in (33). The solid black lines on the bottom panels correspond to the GKM (a = 0). The gray
curves represent the moments of 500 randomly generated trajectories. The region occupied by these ﬁve hundred trajectories can be seen as a measure of the conﬁdence
interval, where we expect to ﬁnd the curve of a statistical moment associated with just one realization of the stochastic process.Then, we test if the statistical properties of a given time series are
better explained by this type of model for some value of q = 1.
For the Y variable the stochastic process is homogeneous and
autonomous, because the random noises ηW and η J does not de-
pend on t and Y and, in that case, Eq. (5) for the CF of Y becomes
∂ψY (z, t)
∂t
= ψY (z, t) lim
t→0
{
ψηW +η J (z,t) − 1
t
}
. (28)
From the convolution property of a sum of two independent ran-
dom variables, expanding the functions ψηW (z,t) and ψη J (z,t)
in powers of t , retaining the terms up to ﬁrst order and taking
the limit in (28) we obtain
∂ψY (z, t)
∂t
= ψY (z, t)
(
I zμ + I
2z2
2
σ 2 + a(−1+ ψF (z))
)
. (29)
The solution of Eq. (29) is given by
ψY (z, t) = ψY (z, t0)exp
{(
I zμ + I
2z2
2
σ 2
+ a(−1+ ψF (z))
)
(t − t0)
}
, (30)
where ψY (z, t0) stands for the CF of Y at initial time t0. If we con-
sider Y (t0 +t) = Y (t0)+Y with t = t − t0, then from Eq. (30)
we conclude that the CF of the return variable Y must beψY (z,t)
= exp
{(
I zμ + I
2z2
2
σ 2 + a(−1+ ψF (z))
)
t
}
. (31)
4. Data analysis
We compare the theoretical model with the empirical data
by considering the statistical moments associated with the return
variable Y . For example, for mean, variance, skewness, and kur-
tosis of the return variable Y it holds true that
Mt = 〈Y 〉, V 2t =
〈
(Y − Mt)2
〉
,
St =
〈(
Y − Mt
Vt
)3〉
, Kt =
〈(
Y − Mt
Vt
)4〉
.
The theoretical values may be calculated directly from the CF
given by Eq. (31). Computation of the third and fourth moments
demands the extra assumption that the CF ψF (z) has a power se-
ries expansion until the fourth order. In that case, the CF ψF (z)
can be expanded as
ψF (z) = 1+ I zν1 + I
2z2
2
ν2 + I
3z3
3! ν3 +
I4z4
4! ν4 + O
(
z4
)
.
Plugging this expansion into Eq. (31) we obtain:
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2
1 (right) as a function of t for different values of q. The returns of Y (t) are obtained
from the original Indian rupee–US dollar rate X(t) through the formula (34).ψY (z,t) = eIz(μ+aν1)t+ I
2z2
2! (σ 2+aν2)t+ I
3z2
3! aν3t+ I
4z4
4! aν4t+···.
Finally, it is straightforward to show that
Mt = (μ + aν1)t, V 2t =
(
σ 2 + aν2
)
t,
St = aν3
(σ 2 + aν2) 32
1√
t
, Kt = aν4
(σ 2 + aν2)2
1
t
+ 3. (32)
In what follows t = 1 corresponds to daily returns. The for-
mulas in (32) can be rewritten as
Mt = M1t, V 2t = V 21t,
St = S1√
t
, Kt − 3 = K1 − 3
t
. (33)
In order to compare statistical moments of stochastic models
with actual data, we must consider that real time series repre-
sent just a single realization of the supposed underlying stochastic
process. Therefore, we must evaluate the uncertainty of measure-
ments made in a single realization. This problem is exacerbated if
the time series has a small number of points.
One way to assess the degree of uncertainty is to generate ran-
dom series having the same basic features of the stochastic process
deﬁned in the theoretical model, allowing to evaluate the ﬂuc-
tuations. The most remarkable feature of our model is that the
random variable Y (t) = Y (t + t) − Y (t), where t = n is an
integer, is nothing more than the sum of n independent and iden-
tical random variables given by the return DY (1) = Y (t+1)−Y (t).
Thus, our method generates N random independent values and
calculates the sums of n consecutive terms, measuring the evo-
lution of statistical moments as a function of n. We have used a
generator that permits to adjust the values of the ﬁrst four mo-
ments measured from the real data obtained for Y (1).
Due the large ﬂuctuation of higher order moments (skewness
and kurtosis) measured in randomly generated series with small
number of terms N , we analyze only the way as the moments
evolve in time and not their absolute values. Thus, we prefer to
study the statistical moments normalized by their initial values.
We now compare the return variable Y with empirical data,
for this purpose we must specify the function D(X) in (19). First
we will assume the linear model D(X) = X . This corresponds
to considering the geometric diffusion model with a non-Wiener
noise. As a result, the diffusion equation is not Fokker–Planck. WeFig. 4. The solid black line represents the diffusion exponent as a function of the
model parameter q. The dashed line is the diffusion exponent h = 1. The solid black
line intercepts the dashed line at the value q ≈ 0.3577.
call this model a geometric Kramers–Moyal model (GKM) as op-
posed to the traditional geometric model with Wiener noise, which
is called the geometric Fokker–Planck model (GFP).
Considering the rationale presented prior to the establishment
of Eq. (31), for both models we choose Y = ln(X) and the return
variable Y represents the log return of the variable X : Y =
ln X(t0 + t) − ln X(t0). In the GFP is recovered by imposing a = 0
in Eq. (31). This implies that the probability distribution of the log
returns must be Gaussian to any time interval t .
The ﬁrst illustration of our analysis is applied to study the daily
India Ruppe × USA dollar foreign exchange rate. In the left-hand
side panel of Fig. 1 we show the time evolution from 2 January
1973 to 29 December 2000 (7017 points). On the right-hand side
panel of Fig. 1 we show the log returns.
Fig. 2 shows the statistical moments from t = 1 to t = 100.
The solid gray lines show the time evolution of statistical mo-
ments corresponding to 500 realizations of the random generator,
as discussed above. From this ﬁgure we can have an idea on the
ﬂuctuations associated with each statistical moment. The disper-
sion of these 500 curves represents the conﬁdence interval, where
1576 A. Figueiredo et al. / Physics Letters A 377 (2013) 1571–1581Fig. 5. The same as in Fig. 2 calculated for the returns Y (t + t) − Y (t), where the function Y (t) is given by Eq. (34) with q = 0.3577. The black dots correspond to the
moments calculated from the actual data. The solid black lines correspond to the GKM given in (33) (a = 0). The gray curves represent the moments of 500 randomly
generated trajectories. The region occupied by these ﬁve hundred trajectories can be seen as a measure of the conﬁdence interval, where we expect to ﬁnd the curve of a
statistical moment associated with just one realization of the stochastic process.we would expect to obtain the measurement of a single realization
of the stochastic process.
A pure Wiener noise can thus be dismissed. The presence of
a jump noise in the model helps to explain why the log return
distributions are not Gaussian, and also the way the distributions
approaches the Gaussian. The GKM is more suitable to explain kur-
tosis behavior than the GFP, but the agreement between the em-
pirical skewness and the GKM is rather unsatisfactory. Both models
fail to explain the time evolution of mean Mt and variance V 2t .
The geometric model can be considered as just an example of a
more general model with D(X) = Xq , q = 1. In such a case function
Y in (27) is given by
Y =
∫
dX
Xq
= X
1−q
1− q . (34)
Then, for a given q and t the variable Y represents the re-
turn of Y in Eq. (34). We call the model with q = 1 as the non-
geometric Kramers–Moyal (NGKM).
Fig. 3 shows the time evolution of mean and variance of the re-
turn variable Y for different values of q. Their behavior strongly
depends on the values of parameter q. Also, for q = 0.3 the agree-
ment with the theoretical model seems to be more accurate. For
all the values of q the time evolution of the variance V 2t roughly
follows a power law V 2t = Cth . Parameter h is known as the dif-
fusion exponent and deﬁnes the kind of diffusion associated withthe return variable. The normal diffusion corresponds to h = 1 and
means that the return variables are linearly uncorrelated. Since the
exponent h depends on the value of q, we address the question
of which value of q makes the diffusion exponent equal to one.
In order to do that we consider several values of q and measure
from the empirical returns of Y in Eq. (34) their respective diffu-
sion exponents. These diffusion (or Hurst) exponents are obtained
from linear ﬁtting of the empirical log–log graph of V 2t as func-
tion of t .
The result is shown in Fig. 4, from which we obtain a Hurst
exponent equal to one for q ≈ 0.3577. Fig. 5 shows the different
statistical moments of the return variable Y associated with this
value of q. The solid gray lines correspond to 500 randomly gen-
erated trajectories. The mean, variance and kurtosis are in better
agreement with the NGKM using q = 0.3577 in comparison with
the GKM previously analyzed. The skewness is also improved, but
it is clearly outside the conﬁdence interval. The non-geometrical
Kramers–Moyal model using q = 0.3577 seems to be more appro-
priate to explain the empirical data than either the Fokker–Planck
or the geometric Kramers–Moyal model.
It is worth to observe that the normalized variance is very sen-
sitive with respect to measures made in a single trajectory: its
ﬂuctuations are relatively higher than the ﬂuctuations observed in
other statistical moments, implying higher incertitude in its mea-
surement. On the other hand, the mean presents a very narrow
A. Figueiredo et al. / Physics Letters A 377 (2013) 1571–1581 1577Fig. 6. The upper left panel shows the time series ln X(t + 1) − ln X(t) (gray line) and its respective mean m (black line). The upper right panel shows the time series ln X(t)
(gray line) and the curve mt (black line). The lower left panel shows the time series Y (t + 1) − Y (t) (gray line) and its respective mean m (black line). The lower right panel
shows the time series Y (t) (gray line) and the curve mt (black line). The function Y (t) is given by Eq. (34) where q = 0.3577.Fig. 7. The solid black line represents the diffusion exponent as a function of the
model parameter q. The dashed line stands for the diffusion exponent h = 1. The
solid black line intercepts the dashed line at two values of q. The values are ap-
proximately q = 0.59 and q = 1.36.
ﬂuctuation around the expected result and is a robust test to eval-
uate the validity of the proposed model.In the left panels of Fig. 6, the trajectory of Y (1) = Y (t + 1)−
Y (t), respectively for q = 1.0 (geometrical model, upper panel) and
q = 0.3577 (non-geometrical model, lower panel). We see that the
non-geometrical model has less clusterization in the volatility and
the effect due the presence of jumps is visible. Also, the geometri-
cal variable has a strong concentration of volatility in the ﬁrst part
of the trajectory: the time interval between t = 0 and t = 2000.
This characteristic disappears in the non-geometrical variable.
In the right panels of Fig. 6, we show the most evident con-
sequence about the stationarity of the mean: the time evolution
of the variable Y . In the upper panel, corresponding to the geo-
metrical model, the evolution of Y = ln X does not correspond to
a linear growing, indeed, if we want to consider this model we
must admit different growing rates for different periods of time.
The lower panel shows the same for the non-geometrical vari-
able Y . We observe that except for the period between t = 1000
and t = 2000, the growing is essentially linear and parallel to
the right mt , where m is the mean calculated for the variable
Y (1) = Y (t + 1) − Y (t) in the right panels. The effects due the
presence of jumps are evident, they translate the linear growing
curve into another parallel linear curve. Let us compare the pe-
riods: (A) 0 < t < 1000, (B) 2000 < t < 4500 and (C) 4500 < t <
7000. An illustration of this kind of effect due the presence of
jumps is given at a time around t = 4500.
We now study the Sri Lanka rupee × USA dollar daily foreign
exchange rate, from 2 January 1973 to 31 October 2001. Fig. 7
1578 A. Figueiredo et al. / Physics Letters A 377 (2013) 1571–1581Fig. 8. (Color online.) The panels show respectively the mean Mt/M1 (top left); the variance V 2t/V
2
1 (top right); the skewness St/S1 (bottom left); the kurtosis (Kt −
3.0)/(K1 − 3) (bottom right). The solid gray line represents the theoretical model. The returns are calculated from the empirical data using function Y in (34) with q = 0.59,
q = 1.0 and q = 1.36 respectively. All the curves are normalized by their respective initial values. The respective values of the initial skewness and kurtosis are shown near
the labels.shows the diffusion exponent as function of the model parame-
ter q for the US dollar price of the Sri Lanka rupee. There are two
values of q that makes the diffusion exponent equal to one. Next,
we consider only such two values of q and compare them with
the geometric model (q = 1). Fig. 8 shows the temporal evolution
of several statistical moments corresponding to three different val-
ues of q. Doing the same analysis of incertitude as given in the
previous case for the Indian rupee we can conclude that: (i) for
q = 0.59 all the moments are in agreement with the NGKM, (ii)
for q = 1 the mean cannot be tracked by the GKM, and (iii) for
q = 1.36 the variance and the kurtosis are in agreement with the
NGKM. For sake of simplicity we show in Fig. 9 only the analy-
sis of incertitude for q = 1 (geometrical model, upper panels), and
for q = 0.59 (non-geometrical model, lower panels). This analysis
is similar to what was done in Fig. 2, with the difference that the
analysis for the skewness and kurtosis is omitted. Finally, Fig. 10 is
obtained in the same way as Fig. 6.
Thus, in order to explain the behavior of the two foreign ex-
change rate studied above we must discard the standard geometric
diffusion model. We consider a non-exponential growth rate given
by function D(X) = Xq using q = 1. Function D(X) determines
the time evolution of the statistical moments associated with the
return variable. Thanks to our proper choice we eliminate someproperties which are normally seen as resulting from correlations
in data.
Moreover, the analysis of the two foreign exchange rates made
above shows the clear interplay between nonlinear growth rates
and the appearance of complicated linear correlations in the time
series of logarithm returns. In this sense, it is worth to empha-
size that our method to adjust the nonlinear model was exclusively
based on the variance, and, in both cases, we have obtained a vari-
able Y with an almost stationary mean. In both cases the time
series of logarithm returns are not compatible with a stationary
mean. This reinforce the case in favor to a non-geometrical model.
5. Final remarks
We put forward a model of the stochastic process followed by
ﬁnancial returns, and illustrate it with empirical data. We assumed
that the return growth rate follows a mixed Wiener and jump pro-
cess and the mean growth rate is a nonlinear function D(X) of
the return. The ﬁrst assumption implies that the diffusion equation
associated with the model has the Kramers–Moyal form and that
returns are not normally distributed. However, there is also asymp-
totic convergence to the Gaussian. The two assumptions match the
properties observed in actual data from exchange rates.
A. Figueiredo et al. / Physics Letters A 377 (2013) 1571–1581 1579Fig. 9. The upper panels show the normalized statistical moments of the variable ln X(t + t) − ln X(t) as function of the time interval t . Respectively we have: Mt/M1
(top left); V 2t/V
2
1 (top right). The lower panels show the normalized statistical moments of the variable Y (t + t) − Y (t) as function of the time interval t . Respectively
we have: Mt/M1 (bottom left); V 2t/V
2
1 (bottom right). The function Y (t) is given in (34) with q = 0.59. The black dots correspond to the moments calculated from the
actual data. The solid black lines correspond to GKM which are given in (33). The gray curves represent the moments of 500 randomly generated trajectories. The region
occupied by these ﬁve hundred trajectories can be seen as a measure of the conﬁdence interval, where we expect to ﬁnd the curve of a statistical moment associated with
just one realization of the stochastic process.If the function D(X) is known, there is a new variable for
which returns are non-Gaussian but converges to the Gaussian in a
very particular way. The time evolution of the statistical moments
associated with the exchange rate “returns” strongly depends on
which function D(X) is speciﬁed. The appropriate D(X) function
corresponds to a new random variable for which most of the cor-
relations are eliminated.
We have applied our methodology in several foreign exchange
rates of developed countries. The obtained results, not shown for
lack of space, point that, in these cases the geometrical model
is better than the non-geometrical model proposed here. Indeed,
the returns logarithm of these foreign exchange rates has not pre-
sented the non-stationarity of the mean.
We are not claiming universality of non-geometrical models.
Our goal is to analyze if the fundamental hypothesis “the growth
rate of a given price is proportional to the price” holds. We did not
present a theory to justify a choice of the function D(X), and,
only by simplicity, we have considered this function as given in
Eq. (34). Nevertheless, the empirical evidence suggests that it is
worth considering a Kramers–Moyal equation as the appropriate
diffusion equation to model ﬁnancial returns. The model with a
noise that is the sum of a Wiener noise and a jump process al-
lows to explain the behavior of the kurtosis of return logarithms
of prices for small time intervals.Acknowledgements
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Appendix A
The characteristic functions of X(t) and θ(X(t), t,t) are given
by
ψX (z, t) =
∞∫
−∞
dX P (X, t)eIzX ;
ψθ(z, X, t,t) =
∞∫
−∞
dθ Q (θ |X, t,t)eIzθ , (A.1)
where Q (θ |X, t,t) is the conditional probability density of θ
with respect to the value of X at time t . From Eqs. (4) and (A.1)
we have
ψX (z, t + t) =
∞∫
dX P (X, t)eIzXψθ(z, X, t,t). (A.2)−∞
1580 A. Figueiredo et al. / Physics Letters A 377 (2013) 1571–1581Fig. 10. The upper left panel shows the time series ln X(t + 1)− ln X(t) (gray line) and its respective mean m (black line). The upper right panel shows the time series ln X(t)
(gray line) and the curve mt (black line). The lower left panel shows the time series Y (t + 1) − Y (t) (gray line) and its respective mean m (black line). The lower right panel
shows the time series Y (t) (gray line) and the curve mt (black line). The function Y (t) is given by Eq. (34) where q = 0.59.If we add −ψX (z, t) to each side of Eq. (A.2), divide it by t and
take the limit t → 0, we obtain Eq. (5).
Appendix B
Let Y be a random variable with mean m and ﬁnite variance
σ 2. The characteristic function of the reduced variable Y¯ = (Y −
mY )/σY may be written as [20]:
ψY¯ (z) = e−
z2
2 (1+ωY (z)), (B.1)
for an open interval around z = 0. The function ωY (z) is continu-
ous in this interval and ωY (0) = 0. The characteristic function of
Y¯ is completely determined by this function ωY (z), which implies
the uniqueness of the function ωY (z) associated to any reduced
variable. The characteristic function of Y can be written as
ψY (z) = eImY ze−
σ2Y z
2
2 (1+ωY (σY z)). (B.2)
Let Y1 and Y2 two independent random variables, with char-
acteristic functions written as in (B.2), then we have for the sum
variable Y1 + Y2:
mY1+Y2 =mY1 +mY2; σ 2Y1+Y2 = σ 2Y1 + σ 2Y2 ; (B.3)
ωY1+Y2(z) =
σ 2Y1
σ 2
ωY1
(
σY1
σY +Y
z
)
Y1+Y2 1 2+ σ
2
Y2
σ 2Y1+Y2
ωY2
(
σY2
σY1+Y2
z
)
. (B.4)
Appendix C
Applying the properties of Appendix B to the random variable
θ in (12) with the following identiﬁcation: Y1 = θW , Y2 = θ J , we
obtain (see Eq. 14):
mθ =mθW +mθ J = AW (X, t)t + a(X, t)ν1(X, t)t, (C.1)
σ 2θ = σ 2θW + σ 2θ J = BW (X, t)t + a(X, t)ν2(X, t)t, (C.2)
and
ωθ(z, X, t,t) =
σ 2θ J
σ 2θ
ωθ J
(
σθ J
σθ
z, X, t,t
)
. (C.3)
Where we have considered the fact that ωθW (z) = 0 for a Gaussian
[20]. Therefore, the limit given in (7) becomes
Ω(z, X, t) = lim
t→0
σθ2J
σ 2θ
lim
t→0ωθ J (σθ J z, X, t). (C.4)
The limits in Eq. (C.4), calculated from Eqs. (14) and (16), are given
by:
A. Figueiredo et al. / Physics Letters A 377 (2013) 1571–1581 1581lim
t→0
σθ2J
σ 2θ
= a(X, t)ν2(X, t)
BW (X, t) + a(X, t)ν2(X, t) , (C.5)
lim
t→0ωθ J (σθ J z, X, t) = −
2
ν2(X, t)
gF (z, X, t)
z2
. (C.6)
Thus, we ﬁnally obtain Eq. (17).
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