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ABSTRACT 
Experimental studies were conducted to qualitatively define the relationships between 
dilution, temperature, and reaction sequence on the polymerization kinetics of neat 
monomers, diluted monomers and during interpenetrating polymer network (IPN) formation. 
The system studied was a thermally initiated cationic polymerization of a difunctional epoxy 
and the photoinitiated free radical polymerization of a difunctional acrylate.  Both reactions 
are autoaccelerating and quickly become diffusion controlled. The effects of increasing 
temperature and dilution on the acrylate polymerization rate profiles are similar, leading to 
reduced polymerization rate and longer polymerization times. The dilution effect on the 
epoxy polymerization is similar to that of the acrylate. However, unlike the acrylate reaction 
the epoxy polymerization rate increases strongly with temperature. The pre-existence of one 
polymer has a significant effect on the polymerization of the second monomer. This effect is 
larger for the acrylate then for the epoxy polymerization. New kinetic models are needed to 
capture these complex behaviors.    
Samples of the same model system were prepared over the range of compositions and 
by varying the reaction sequence for physical property and morphology studies. The 
materials were evaluated by attenuated total reflectance Fourier transform infrared 
spectroscopy, photo differential scanning calorimetry and modulated differential scanning 
calorimetry for conversion. Initial and final sample glass transition temperature was 
estimated from modulated differential scanning calorimetry. Mechanical testing and rheology 
tests revealed information on the strength and hardness of the materials. Morphology and 
phase separation was explored via optical microscopy and scanning electron microscopy. As 
expected, all of the physical properties were dependant on composition. Some of the material 
properties and the morphology were also dependent on reaction sequence. Differences in 
glass transition temperatures as high as 75 °C were observed at the same composition but 
formed by different reaction sequence. Correlations can be made between the morphology 
and material properties with partially phase separated samples exhibiting maximum damping. 
The experiments indicate that the relationships between phase morphology and physical 
properties of IPNs are complex and not readily predictable a priori.      
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Combinatorial methods and informatics were applied to the study of complex 
property – structure - processing relationships during IPN formation in this model epoxy – 
acrylate system. PCA of a dataset covering different compositions and process sequences 
successfully identifies the most unique samples as well as relationships between material 
properties. The relationships between material properties can be exploited in future 
investigations by allowing high throughput screening and as a guide for engineering 
materials. The use of combinatorial methods, high throughput screening, and informatics will 
lead to accelerated material design.   
A new methodology for determining kinetic parameters from thermal analysis has 
been proposed. The new methodology has the advantages of being very computationally 
efficient, allows the use of physically meaningful reaction orders, and retains the 
mathematics of the rate equation. This new methodology is applied successfully to 
polymerizations of two different chemistries with results that are consistent with literature 
values. 
The kinetics of an epoxy-acrylate simultaneous IPN was studied as a function of 
dilution, temperature, and reaction sequence. Reaction orders were estimated for the 
homopolymerizations using a new methodology and were assumed to be constant for the 
diluted systems and IPN formation. To account for the difference in the reaction rate profile 
observed during IPN formation, the kinetic rate equation was modified with a diffusion 
factor, based on both polymer and monomer diffusion. Polymer diffusion is based on point 
source diffusion into an infinite volume and the monomer diffusion is based on diffusion into 
a sphere. The best set of kinetic and mass transfer parameters were determined by modeling 
heat flux during concurrent IPN polymerization and comparing with the observed heat flux. 
It was found that the epoxy polymerization is largely unaffected by the presence of the other 
system. In contrast, prior network formation severely diminishes the acrylate reaction. This 
approach provides a new framework to study diffusion-limited polymerizations during IPN 
formation. 
A roadmap is outlined for developing kinetic models that account for the reacting 
environment during IPN formation. A qualitative and quantitative framework is defined to 
engineering IPNs.    
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CHAPTER 1. INTRODUCTION 
1.1 Definitions 
Interpenetrating polymer networks (IPNs) were first synthesized about the turn of the 
20th century. IPNs were reinvented in the early 1940’s and again in the mid 1950’s.  The 
moniker “interpenetrating polymer networks” was coined in 19601.  Up until 1979, there had 
been about 125 papers written on IPNs2. Today there are about 400 papers published every 
year on this topic.  A large amount of this renewed interest has been on urethane and 
urethane-acrylate systems.  IPNs are made from mixtures of at least two monomers or 
polymers that are usually initially miscible.  The mers cross link with like mers to form the 
IPN.   
1.2 Classification 
IPNs are classified based on the process used to make them and whether both of the 
polymer systems are fully crosslinked.  When both types of polymers are crosslink, a full 
IPN is formed.  Full IPNs are further distinguished as simultaneous and sequential.  
Simultaneous IPNs are formed when the crosslinking or polymerization occurs with 
both polymers at the same time.  The reaction rates are frequently different, so the two phases 
reach different final conversions. This in situ crosslinking results in polymer chains that are 
well interlocked.  
Sequential IPNs are made by first crosslinking one polymer or phase, swelling the 
monomer or polymer into the first phase, and then crosslinking the second phase. This is 
often done in the presence of a solvent for the first step, followed by removal or drying of the 
solvent, and then finally, soaking in the second monomer and crosslinking1.  Further 
classification includes homo IPNs, where the second monomer is the same as the first, and 
gradient IPNs where the second monomer is not allowed to diffuse to equilibrium before 
crosslinking.  
Semi-IPNs are systems in which one polymer is crosslinked and the second is not.  
This differs from a polymer blend due to the crosslinking and entanglement of the two 
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phases.  This has also been referred to as a “pseudo-IPN”2. The full IPNs as well as a number 
of polymer blends can be best shown pictorially (Fig. 1.1)3. 
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Figure 1.1. Cartoon of polymer chain structure and interactions for blends and IPNs. 
Thermoplastic IPNs are polymers that form physical bonds instead of crosslinks.  At 
higher temperatures, these materials flow. Thermal IPNs demonstrate changes in physical 
properties as they undergo temperature cycling4. 
Latex IPNs are core-shell materials, with one polymer in the core and the other 
comprising the shell.  These could also be gradient IPNs.  
1.3 Applications 
IPNs are of interest because they show enhanced properties over the individual 
polymers.  These properties are usually superior to that obtained by just blending the 
polymers together. For example, in IPNs, a very broad glass transition temperature can be 
obtained. If the two homopolymers were simply blended together without any molecular 
entanglement, two distinct glass transition temperatures would be observed. A broad glass 
transition temperature is beneficial for energy absorption and vibration damping5, 6. 
Acrylate–urethane IPNs are much tougher than pure acrylate components and stronger than 
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pure urethane components.  There are also adhesion and shrinkage benefits to using mixtures 
of polymers.  Diffusion can be either enhanced or slowed by using IPNs.  
IPNs have found a number of commercial applications. These include: dental 
composites, damping composites, paintable auto parts, artificial teeth, tires, hoses, wire and 
cable, medical devices7, photoresists, printed circuit boards, thermoplastic tougheners, 
controlled drug delivery, high impact coatings and high-permeability soft contact lenses1.  
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Figure 1.2. Repeat dosage and controlled release versus time cartoon of drug concentration. Lower solid 
line is lowest effective dosage, middle solid line is target dose, and top solid line is toxic limit. Dash line is 
for repeated administration and dash double dot line is a model controlled release system.   
To maximize the therapeutic benefits of a drug or biologically active material a 
controlled release is desirable, Fig. 2. Administration can be general such as by injection or 
targeted such as inhalation. IPNs provide a mechanism for encapsulating the drug and a 
scaffold for delivery. There are a number of techniques employed to control the release rate 
such as, adjustment of the diffusivity of the drug in the matrix, controlling the dissolution and 
or the erosion rate of one or more of the polymers, and controlling the pH and temperature 
sensitivity. These physiochemical properties can be tailored in vivo through selection of the 
materials, composition and crosslink density. A variety of types of IPNs have been 
investigated as controlled release scaffolds including core shell, gradient and hydrogels.     
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IPNs have been used in dental applications as synthetic teeth and cavity fillers. In 
addition to the cosmetic improvement over silver amalgam fillings, Fig. 3, IPNs offer a 
number of advantages. These advantages for the patient include less temperature sensitivity, 
and stonger bonding to the tooth reducing filling replacements. IPNs have an advantage over 
homopolymers or homopolymer composites in these applications as the material properties 
can be tailored to a higher degree at different stages of polymerization. The shrinkage of the 
network can be reduced from homopolymerizations. The polymerization of both mers 
typically goes further to completion compared to homopolymers reducing the risk of free 
monomer leaching from the filling. The IPNs are machineable were homopolymers of the 
same materials typically are not.    
 
 
Figure 1.3. Replacement of silver amalgam with synthetic filling, pictures of before and after. Pictures 
are from http://www.aboutcosmeticdentistry.com/procedures/dental_fillings/photos.html. 
 
IPNs have been recognized as unique materials for 45 years. A large number and 
wide range of commercial applications have been found for these materials. And yet, due to 
the complexity of these systems and multitude of material combinations possible, several 
questions remain unanswered. IPN complexity arises from multiple chemistries, processing 
conditions affecting material properties, kinetics varying from homopolymerizations, 
thermodynamic instabilities driving phase separation. This thesis will focus on the structure-
property-processing relationships of a model system.  
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CHAPTER 2. BACKGROUND 
 
This chapter discusses the literature on full interpenetrating polymer networks (IPNs). 
In Section 2.1, definitions for IPNs are further clarified. Section 2.2 is a review of the 
common materials used in IPNs with an emphasis on the chemistry, reaction conditions, 
properties and kinetic models. Formation methods from the literature are the focus of Section 
2.3 with an emphasis on materials, methods, and characterization. Techniques to characterize 
conversion, kinetics, phase behavior, composition, and micro/nanostructure of IPNs are 
reviewed in Section 2.4. Section 2.5 is an investigation of the effect of IPN formation on 
kinetic models and the different methods used to account for them.  And finally, in Section 
2.6, current models for predicting physical properties are reviewed.  
 
2.1 IPN Classification 
Interpenetrating polymer networks (IPNs) are formed when two or more polymers 
become entangled or interlocked at the molecular level. For interpenetration to occur at least 
one of the polymers has to be formed in the presence of the other polymer1. IPNs are 
classified as sequential or simultaneous depending on the method by which they are made. 
IPNs are classified as sequential when one polymer is formed first, separate from the other 
monomer2. The first polymer is often formed in the presence of a solvent. The solvent is then 
removed and the second monomer added and then polymerized to form the network. In some 
instances this can be the same monomer.    
Simultaneous IPNs are made from a mixture of two or more monomers. The 
polymerizations can occur concurrently or in series to form the network2. To form an IPN 
and not a copolymer, the chemistry of polymerization of the monomers must be different. 
The chemistries should also not interfere which each other. The initiation method and 
polymerization rates for the monomers will typically be different, so one of the polymers will 
be fully formed before the other has completed polymerization.      
IPNs are further classified as semi or full IPNs depending on if one or both polymers 
are crosslinked3. A semi IPN is composed of a linear and crosslinked polymer. Sequential 
semi IPNs usually start with a linear polymer. To this, a difunctional (or higher) monomer is 
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added and polymerized. The linear polymer is either formed in the presence of a solvent to 
allow some mobility or the higher functional monomers can solvate the polymer. Semi IPNs 
can be made as simultaneous IPNs by using a mixture of a mono-functional and difunctional 
(or higher) monomers.  
Full IPNs are formed when at least two difunctional (or higher) monomers are 
polymerized and entangled at the molecular level. The polymerizations must be non-
interfering, so that distinct polymer networks are formed. Figure 1 depicts a cartoon of full 
IPNs1, 3.    
 
 
Simultaneous Sequential
Figure 2.1. A cartoon of full IPNs formed by simultaneous and sequential methods. Solid lines and 
dashed lines are different polymer networks. The small triangles and rectangles represent covalent 
bonds. 
 
In simultaneous IPNs, the polymer networks are formed independent of each other 
and Fig 2.1 depicts these as interweaving polymer chains. In contrast, to make a full 
sequential IPN, the first network is formed usually with a diluent. In Fig. 2.1, the polymer is 
represented by the solid line, then the diluent is replaced with the second monomer and it 
polymerizes in the interstitial space of the first polymer to form the second polymer network, 
which is represented by dashed lines. When making full IPNs sequentially, unless the first 
polymer is very porous or not very highly crosslinked, it will be difficult to achieve very high 
concentrations of the second polymer due to diffusion limitations into the crosslinked 
polymer. In addition to the polymerizations being non-interfering, there must be some phase 
compatibility between components. If complete phase separation occurs, a composite is 
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formed instead of an IPN. Phase compatibility can be overcome if the polymerization rate is 
faster than the rate of phase separation2..    
 
2.2 IPN Materials 
A wide variety of chemistries can and have been used to make IPNs. Urethanes and 
acrylates have been the most widely used. The only limitation to the combinations of the 
chemistries is compatibility of the components: monomers, polymers, initiators, catalyst, and 
byproducts. Semi IPNs can be made with almost any linear polymer. The monomer can 
either solvate the linear polymer or be masticated into the polymer. Examples of chemistries 
used to make semi IPNs are listed in Table 2.1. The Young’s modulus, fracture strength, and 
toughness are also listed. A complete review of all of these chemistries is beyond the scope 
of this work.  
 
Table 2.1. Chemistry and Mechanical Properties of Semi-IPNs 
Components Young’s 
Modulus (MPa) 
Fracture 
Stress (MPa) 
Toughness 
(MPa) 
Reference  
Epoxy/methyl methacrylate 600 to 1200 30 to 80 0.7 to 4.5 4 
Epoxy/polystyrene 800 25 to 45 1 to 1.5 5 
Epoxy/ethyl acrylate 750 to 975 25 to 55 2.5 to 3.0 6 
Epoxy/ethylhexyl acrylate 625 to 750 35 to 45 40 7 
Epoxy/methyl methacrylate 900 to 1600 35 to 55 2 to 3 8 
Epoxy/butyl methacrylate 800 to 1200 25 to 40 3 to 4.5 9 
Epoxy/ethyl methacrylate 950 to 1500 35 to 45 2.5 to 5.0 10 
Epoxy/butyl acrylate 650 to 850 25 to 50 3 to 3.5 11 
Epoxy/ethylene glycol monomethyl 
ether acrylate 
10 to 1000 15 to 70  12 
Epoxy/Urethane 16 24  13 
Epoxy/Rubber 3000 to 3600 45 to 60  14 
Methacrylate/caprolactone 350 to 1550 16 to 55  15 
Phenyl ether/siloxane  0 to 65  16 
Phenyl ether/butadiene  0 to 40  16 
Phenyl ether/methyl methacrylate  25 to 65  16 
Phenyl ether/styrene  25 to 45  16 
Phenyl ether/urethane acrylate  15 to 50  16 
Ethylene terephthalate/urethane 4 to 1300 1 to 55  17 
 
The range of values for each IPN in Table 2.1 reflects changes due to composition of 
the IPN. Maximum and minimum values for each property do not always occur at the 
homopolymer composition.  
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Methacrylate, acrylate, epoxy, vinyl ether, thiol, phenol formaldehyde, urethane, and 
natural products such as natural rubber and chitosan have been used to form full IPN’s. 
Examples of the chemistries and material properties for full IPNs are listed in Table 2.2.  
 
Table 2.2. Chemistry and Mechanical Properties of Full IPNs 
Components Young’s 
Modulus 
(MPa) 
Fracture 
Stress (MPa) 
Toughness 
(MPa) 
Reference  
Epoxy/ethyl acrylate 900 to 975 30 to 55 1.5 to 3.0 6 
Epoxy/ethylhexyl acrylate 625 to 700 30 to 40 40 7 
Epoxy/methyl methacrylate 850 to 950 35 to 45 2 to 4 8 
Epoxy/butyl methacrylate 600 to 900 25 to 45 3 to 4.5 9 
Epoxy/ethyl methacrylate 700 to 900 30 to 45 2.5 to 5.0 10 
Epoxy/butyl acrylate 800 to 950 30 to 50 2 to 3 11 
Urethane/polyester  1.5 to 32  18 
Urethane/methyl methacrylate 7 to 25 25 to 60  13 
Epoxy/urethane 17 28  13 
Methyl methacrylate/carbonate urethane  6 to 33  16 
Vinylpyridine/carbonate urethane  6 to 35  16 
 
For many of the materials listed in Table 2.2, the analogs are also listed in Table 2.1 
where one component was not crosslinked. Full IPN properties are generally slightly higher 
than those of the corresponding semi IPN. Chemistries of the urethanes, (meth)acrylates, 
vinyl ethers, and epoxies will be briefly reviewed as this provides insights into methods of 
characterization. These are also some of the most commonly used chemistries.   
 
2.2.1 Urethanes 
Urethanes are formed by the reaction of isocynates and alcohols, as shown in Scheme 
1. Crosslinked urethanes are made from multifunctional isocynates and polyols as well as 
continued polymerization between urethanes and isocynates to form allophanates, as shown 
in Scheme 219.  
 
O
A N H O R1 O
A N
H
O R1
+
Isocyanate Alcohol Urethane
(1)
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Isocynates also react with wa er t and diamines to form ureas. Continued reaction 
betwee
crosslinking depends on temperature, stoichiometry and catalyst used. Reaction temperatures 
are typically from ambient to 120°C20.  
The formation of polyurethanes is modeled with a simple nth order reaction21 (Eq. 1). 
l.  
n isocynates and ureas form biurets, which provide crosslinks between the polymer 
chains. Isocyanate trimerizations also can occur to form crosslink sites. The amount of 
There are multiple potential side reactions which are not captured by this simple mode
 [ ] [ ] [ ] [ ] [ ]nnban NCOkOHNCOkdt
OHd
dt
O ==−=     (1) 
The reaction rate constant (k
NCd−
A wide range of polymer forms are possible from flexible foams, such as mattress 
ams for insulation to rigid oil and solvent resistant fork truck 
tires. U
2.2.2 (Meth)acrylates 
Reaction of the (meth)acrylates is via propagation through the pendant vinyl double 
bond. T
n) is considered to follow an Arrhenius-type temperature 
dependence.  
cushions, to form in place fo
rethanes exhibit good adhesion and tear resistance, so they find many applications 
where tough and flexible materials are needed20.  
 
he general scheme for (meth)acrylate polymerization is shown in Scheme 320.  
Polymerization can be anionic, cationic, coordination or free radical initiated.  
 
   
  11 
R1
O
O R2
O
R1
*
O R2
*n
 n (3)
(meth)acrylate poly(meth)acrylate     
For the acrylates, R1 is hydrogen. For the methacrylates, R1 is a methyl group. 
Anionic polymerization is carried out at low temperatures (< -60°C). Coordination 
polymerization is carried out at elevated temperatures (< 80°C)22. Free radicals can be 
generated by thermal decom
is very common. Free radical polymerization is very fast, on the order of seconds, with 
acrylate
 from that of the polyurethanes 
 that, with the exception of the coordination polymerization, there is an initiation and 
neral form of the free radical polymerization model is given in Eq. 
2 .  
position or photoinitiation. UV photo generation of free radicals 
s being much faster than methacrylates. Photoinitiation has the advantage of being 
solvent-free and at ambient temperature23. These advantages translate into pollution 
reduction and energy efficiencies.  
The kinetics of (meth)acrylate polymerizations differs
in
termination step. The ge
24
 [ ] [ ]( ) [ ]MIfk
kt 2
k
dt
Md− ip 211=         (2) 
. For 
r 
2.2.3 V
 
rizations for vinyl ethers are cationic (Scheme 
26. 
Here k is the reaction rate constant, with subscripts p for propagation, i for initiation 
and t for termination. f is the initiator efficiency and [I] is the initiator concentration
photopolymerizations (fki[I])1/2 is replaced with Φ1/2Ia1/2. Here, Φ is the quantum yield fo
radical initiation and Ia is the radiation intensity absorbed25.  
 
inyl Ethers 
The chemistry of the vinyl ethers is similar to acrylate as polymerization is through
the pendant double bond. However polyme
4)
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vinyl ether poly(vinyl ether)acid
+
    (4) 
d 
more flexible than the equivalent acrylate polymers.    
 
 be 
The acid can be thermally or photolytically generated. The polymerization rates are 
very fast, faster than that of acrylate polymerizations26. One advantage of cationic 
polymerizations compared to free radical polymerization is the absence of inhibition by 
oxygen. Due to less steric hindrance in the backbone, vinyl ethers are generally softer an
The general kinetic model for vinyl ether polymerization is given in Eq. 327. The form
is very similar to that given in Eq. 2 for the acrylate polymerization. The models could
equivalent if the acid is photo-generated.   
 
[ ] [ ][ ]MMk
dt
Md
p
+=−          (3) 
There can be termination reactions for the active spe ing 
ic or 
 Scheme 528. This is a simplified 
reactio -
d catalysts.  
cies, [M+], depending on the react
medium.  
 
2.2.4 Epoxies 
Epoxy chemistry is a ring opening polymerization. This can be ionic both, anion
cationic. The cationic polymerization scheme is shown in
n scheme as there are intermediate steps to form the oxonium ion before the carbo
cation. This scheme shows use of a Bronsted acid. Lewis acids are also goo
O
R
H
+
O
C
+
R
H
O
R O
R
O
H R
O
+
Rn
 + + n+1
Epoxide
Acid
Carbocation Epoxy Polymer (5) 
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Acid generation can be thermally or photo induced. Ring opening addition is also common 
via amines as shown in Scheme 6. Other ring opening addition agents include thiols, 
diisocyanates, dicyandiamides, and acid anhydrides20.  
 
O
R1
NH2R2
NH
R2OH
R1
+
Epoxy Amine      (6) 
The same reactions apply to cycloaliphatic epoxies. The cycloaliphatic epoxies are generally 
more reactive than the glycidyl ethers. The epoxy reactions are highly temperature-dependent 
and energetic. Polymerizations are typically carried out above ambient temperature (90-
130°C)20. Solvent-free reactions are common. Epoxy polymers are tough and flexible, 
demonstrating good corrosion and chemical resistance.  
The epoxy reaction is autocatalytic, so an autocatalytic kinetic model is used to 
describe the reaction, as shown in Eq. 4. This is a semi-empirical model29. 
 
nm aakk
dt
)1)(( 21 −+=         (4) da
a is the conversion and the k’s are the rate constants. The rate constants 
 
2.3 IP
s 
erties, 
nd that the method of creating the IPN can 
impact 
In this equation 
follow Arrhenius temperature dependence. Bulk polymerizations of acrylates also follow
auto-acceleration models.  
  
N Formation 
There are a variety of materials available to make IPNs. The different material
impart different properties on the finished polymer network. To engineer material prop
in addition to the materials used, it has been fou
the properties. If the sequence of polymer formation is changed while making a 
simultaneous full IPN, one or two phases can be formed as shown in Figure 2.230.  
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Figure 2.2. The tan δ versus temperature for the thermally cured DGEBA/DDSA/CHDCA/DM
photocured DEBPADM/XDT, and IPN after photocuring/thermally curing
BA, 
thermal 
 
operties. 
of polyurethane–polystyrene IPNs were prepared both sequentially and 
simulta e was 
sured. The 
as 
erature 
n 
30. 
 
In Figure 2.2, the peaks in the tan δ curves indicate phase transitions or glass transition 
temperatures. More than one peak indicates more than one phase. The 50:50 IPN (Iso
+ UV) sample has two peaks in the tan δ curve. In contrast, the other three IPN samples only
show one peak.  
Similarly, manipulating relative reaction rates will change final material pr
Due to these aspects, the formation mechanisms are important to understand. Recent 
examples of full IPN formation will be reviewed focusing on formation mechanisms, 
properties, conversions and effect on kinetics. 
A series 
neously31. The polyurethane network was formed first and then the polystyren
photopolymerized. The degree of swelling of the resulting polymers was mea
simultaneously formed network showed entanglement, confirming the formation of an IPN31.  
The effect of network formation on a polyurethane–vinyl ester IPN was studied as a function 
of temperature and concentration by forming the IPN in a FTIR NaCl cell. There was some 
crosslinking between the polymer networks and pure IPN was not made. However, it w
found that the conversion of either network could be controlled by varying the temp
and catalyst concentration. The polymerization of the other network did affect the formatio
of the second network. Whether an IPN was formed or phase separation occurred depended 
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on the relative reaction rates32. This group also studied the polyurethane–
IPN formation as a function of temperature and concentration in a DSC. The reactions were 
separated due to different reaction times and exotherm profiles. It was found that the 
existence of the first network significantly affected the formation of the second
vinyl ester resin 
ries or 
ms. It was found that the storage modulus of the polycarbonate 
was un
 
H 
esence 
of one  
the 
. 
ld 
ined at 
33. A se
polycarbonate and cellulose acetate butyrate semi and full IPNs were formed by thermal 
polymerization of both syste
changed, however, the dampening properties are improved by IPN formation34. 
Aqueous polyvinyl alcohol and acrylic acid IPN hydrogels were formed by heating between 
two glass plates. The drug diffusion characteristics were determined as a function of 
crosslink density and acrylic acid content as a function of the pH. It was observed that with 
time, diffusion was reduced for some drugs due to solute binding with the IPN, depending on
the specific drug, the pH, and the acrylic acid content35. Sequential IPN’s of poly 
(methacrylic acid)/poly(N-isopropylacrylamide) where prepared by photopolymerization 
between glass plates36. The permeability of a series of drugs at different temperatures and p
was determined. The IPN’s acted as size exclusion agents depending on pH and 
temperature36.  
The effect of compatibilizers on the kinetics of network formation and phase 
separation were studied for a polyurethane/polymethacrylate system 37 and a 
polyurethane/polystyrene system 38, 39. The IPNs were simultaneously thermally initiated and 
reacted concurrently. Whether one or two phases were formed as evidenced by the pr
or more relaxation maxima depended on the composition and reaction conditions. A
polyurethane and acrylate IPN was made with various acrylates. The IPNs were both 
sequential and simultaneous prepared by pouring into a silicone rubber mold. The 
polyurethane was thermally initiated and the acrylate photoinitiated. It was found that 
domain size and the number of phases present depended on the sequence of polymerization40
Reaction kinetics and phase behavior of a simultaneous poly(carbonate-
urethane)/poly(methyl methacrylate) IPNs and related materials was studied as a function of 
temperature, concentration and reaction rate. It was found that the phase morphology cou
be controlled by changing the rates of the crosslinking reactions. One phase could be 
obtained if the polymerizations occurred at the same time.  Higher T ’s were obta
higher conversion levels
g
41.  
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In a series of studies of the anionic polymerization of an epoxy resin with a blend of 
free radical polymerized styrene and methacrylate resins, it was found there were interactio
between the initiators used
ns 
 
 styrene as 
e 
acrylate 
t nearly to completion and the epoxy was post cured to completion. The next 
lowest 
oxy 
ermally 
initiate n 
al 
xy 
acted at 
 and 
thereby hology, 
 
as cationically 
42, 43. These interactions resulted in changes in polymerization 
rates that resulted in different final conversion of each phase. For example, in one case, the
styrene polymerization was accelerated resulting in final higher conversion of the
the epoxy acted as a diluent, but the epoxy conversion was reduced due to vitrification43. In a 
further study of a simultaneous epoxy anhydride/methacrylate IPN with different initiators, it 
was found if the acrylate reacted first, phase separation occurred. In contrast, if the epoxy 
was reacted first, a single phase IPN was formed30.  In a related study, epoxy/methyacrylat
IPN’s were formed with a different set of initiators that allowed the order of the 
polymerizations to be controlled. In this case, the highest T  was achieved when the 
was reacted firs
g
Tg was when the two networks were formed concurrently. And the lowest Tg resulted 
when the epoxy reacted first, not allowing the acrylate to reach 100% conversion44.  
An epoxy network was formed by the addition reaction of a tetrafunctional ep
resin with a tetra and hexafunctional amine. Pseudo IPN’s were formed by the th
d free radical polymerization of methyl methacrylate. The final fractional conversio
of the epoxy was about 0.50 with the 10% methacrylate pseudo IPN. The mechanical 
properties of this pseudo IPN increased markedly over the neat epoxy resin45.  A tetrahedr
phase diagram was constructed showing gelation and phase separation lines for an epo
anhydride/poly(n-butyl acrylate)/epoxy/acrylate system. The system was thermally re
120°C. It was proposed that the phase diagram can be used to tailor the morphology
 the physical and mechanical properties of the polymer network46.  The morp
mechanical, and thermal properties of a series of simultaneous epoxy/acrylate or 
methacrylate semi and full IPN’s were studied. The properties varied non-linearly with the
concentration of (meth)acrylate in the IPN. The shape of the property curves also depended 
on the nature of the (meth)acrylate used6-11, 47.  The reaction kinetics and hardness of a full 
simultaneous photoinitiated epoxy/acrylate IPN was studied. The acrylate went to higher 
conversion in the IPN than in the neat polymer and the hardness of the IPN was achieved 
faster and was higher than either homopolymer48. The kinetics of formation of a 
simultaneous photoinitiated epoxy/acrylate full IPN was studied. The epoxy w
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polymerized and the acrylate was free radical polymerized. It was demonstrated that the other 
er. The cationic photoinitiator used 
cationic in
aterials, the reaction sequence during IPN 
mation can result in phase separation or differing material properties. IPNs of intermediate 
show improved properties compared to the homopolymers.  The 
formati e material. 
tes can be 
ict 
monomer acted as a diluent for the polymerizing monom
produced both cations and free radicals upon radiation. The free radicals produced by the 
itiator were able to initiate polymerization. Higher reaction temperatures increase 
the epoxy polymerization rate and reduced the acrylate rate as well as final acrylate 
conversion49.  
Simultaneous semi and full IPNs as well as copolymers of epoxy/methacrylate were 
prepared to study the morphology and properties. Phase separation in the system was reduced 
by crosslinking the acrylate phase and by copolymerization. In all cases, there was a 
synergistic effect on the physical properties at intermediate concentrations50.     
In a series of experiments where epoxy/acrylate simultaneous full and semi IPNs 
were formed, it was found that the reaction rate was reduced for both polymer networks 
during IPN formation. The epoxy (DGEBA) in these systems was thermally cured with a 
diamine. The various acrylates were thermally cured with a number of initiators. The 
reduction in reaction rate and increase in activation energy for the IPNs compared to 
homopolymers was attributed to interlocking between the forming networks12, 51-55. 
In summary, for a wide class of m
for
compositions frequently 
on method can lead to IPNs or phase separation resulting in a composite-lik
Formation of one network or the presence of the other monomer can affect the formation of 
the second network but does not always. The permeability of IPNs to differing solu
engineered by controlling composition, pH, and temperature. Mechanical properties can be 
improved when IPNs are formed. It is clear that composition alone is not adequate to pred
the properties of an IPN. The path to formation of the IPN is also important.  
 
2.4 Characterization Techniques  
Characterization of IPNs takes many forms. Since the physical properties depend on 
the extent of conversion, the degree of polymerization is often of interest. The reaction 
sequence affects the kinetics and conversion of the monomers, so understanding and 
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modeling the kinetics becomes important. The glass transition temperature, Tg, is of interest 
as it signifies a temperature at which the polymer behavior changes and is frequently used in 
redictive models for other material properties. Phase behavior is important to understand as 
erties and can help distinguish a true IPN from a polymer 
 
ition when a chemical bond with characteristic absorption at a distinct wavenumber is 
ither created or consumed. FTIR is used in both transmission and attenuated total 
r the beam path of the 
o the 
ry 
 
ure.  
 
 
p
it determines the material prop
blend. The composition of the IPN and any micro-domain formation is of interest as this also 
influences material properties. The micro/nanostructure of the material can help explain the 
material properties and behavior. Changes in nanostructure due to differences in processing 
can lead to insights into material formation. The strength of the material, its rheology, and 
swelling behavior in solvents can define the end-use application. A review of the techniques 
used to define these characteristics for full simultaneous IPNs with examples from the 
literature follows.   
2.4.1 Composition 
Fourier transform infrared (FTIR) spectroscopy has been used to measure 
compos
e
eflectance (ATR) mode. In transmission mode, the sample is placed in 
spectrophotometer. If the sample is not a solid sheet, it is often sandwiched between salt 
plates. In ATR mode, the sample is placed on a crystal and the beam is reflected int
sample. ATR works well for liquid samples but is problematic with solid samples. In 
addition, Raman spectroscopy has also been used to explore the surface and bulk chemist
of the film.  
Nuclear magnetic resonance (NMR) is also commonly used to determine chemical 
structure. The proximity of different types of neighboring atoms changes the spin energy of 
protons and number of spin states. These differences in energies and number of peaks can be
used to deduce the molecular struct
2.4.2 Final Conversion 
Conversion after polymerization is measured by IR absorbance reduction or increase,
residual heat of reaction, and weight loss during thermal gravimetric analysis. Changes in IR 
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absorbance offer more direct evidence of chemical bond appearance or disappearance as the
wavenumber of absorbance is related to the chemical bond length
 
hods to 
easure residual heat by differential scanning calorimetry (DSC) or weight loss by thermal 
umber that 
presents a chemical bond that is being destroyed or formed during reaction can be 
measured b
Eq. 5. 
23. The thermal met
m
gravimetric analysis (TGA) offer more indirect measures of reaction extent as the heat 
evolved or weight loss is assumed to be due to the reaction of interest29.  
Either the decline or increase in absorbance at a characteristic waven
re
y IR spectroscopy. The change in absorbance is related to conversion as shown in 
 
refto
t
A
A
A
A ⎥⎦
⎤⎢⎣
⎡−= 01α          (5) 
In this equation, α is the conversion, A is absorbance and the subscripts t and o refer to at 
absorbance that represents a bond that did not change during the reaction; this is represented 
nd 
een measured by FTIR. Both reactions 
can be 
 be used in a combinatorial experiment to study the exposure 
me and composition effects on polymerization of a mixture of acrylates56. Real time 
monitorin
post measurement method yields higher conversions. A disadvantage of post measurement is 
loss of the rate profile, however, this measurement is closer to practical applications. ATR 
57. 
time t and initially respectively. Often the absorbance must be normalized with an 
by the [A] in Eq. 5. The peak absorbance and the area under the curve at a characteristic 
wavenumber are commonly used to calculate conversion.   
FTIR has been used to measure final conversion of urethanes, acrylates, epoxies a
vinyl ethers. The final conversion of IPN’s has also b
monitored by FTIR if the absorbances of interest do not overlap. ATR has also been 
used to measure final conversion.  
A FTIR microscope can
ti
g of the polymerization can be compared to post measurement of conversion. The 
has also been used to determine the final conversion of a series of (meth)acrylates
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Final conversion can also be estimated using DSC with two techniques. If the reaction is 
carried   out in the DSC pan, the reaction heat can be measured directly. Conversion is given
by the reaction heat divided by the total reaction heat as shown in Eq. 629.  
 
RxH
H
∆
∆=α           (6) 
Here, α is the conversion, ∆H is the measured reaction heat and ∆HRx is the total heat of 
reaction. If the reaction is done elsewhere, a sample of the material can be placed in the DSC 
and the residual reaction heat can be measured. The conversion is then calculated as shown in 
Eq. 7 .  
 
29
Rx
res
H
H
∆
∆−= 1α           (7) 
In this equation, ∆Hres is the residual heat of reaction. The DSC analysis can be performed in 
isother
 
mal or temperature scanning mode. Isothermal mode is more often used for direct 
reaction heat measurement. Scanning mode is used when the temperature is ramped at a 
specific rate to measure the residual reaction heat.    
If one of the reaction components remains volatile after reaction, TGA can be used to
characterize the extent of reaction. The weight loss is proportional to the amount of residual 
monomer as shown in Eq. 858. 
 
f
t
m
m
∆
∆=α           (8)  
Here, ∆m is the change in mass of the sample, t is time, and f is final time.  
 
2.4.3 Reaction Rate 
Reaction kinetics can be monitored by FTIR, Raman spectroscopy, or DSC. It has 
been suggested that IR techniques are more reliable as they measure direct conversion of 
chemical bonds23. To track the kinetics, the reaction must be monitored in real time. If the 
   
  21 
reactions are photoinitiated, a light source is needed. When a light source is used with the 
DSC, it is referred to as pDSC or photoDSC. An advantage of real time monitoring of the 
reactions is that the reaction profile or shape can be monitored. Unusual reaction profiles 
such as during autoacceleration are readily apparent. If there is a highly volatile component
that easily escapes the reacting mass, TGA can be used to track the reaction.    
The photopolymerization of a series of methacrylates was studied with real time 
FTIR. 10 – 30 um samples were sandwiched between NaCl crystals and placed on a 
 
 
orizontal transmission assembly59. The reaction kinetics of a semi IPN of a multifunctional 
epoxy and methylmethacrylate was studied on a heated stage with samples cast on KBr 
 under a quartz plate on the ATR stage .  
FTIR and pDSC have been used to measure the reaction of a blend of acrylates during 
nts were 
e 
ameters for a carbonate 
rethane/methylmethacrylate IPN were studied isothermally in a DSC41. The reaction 
oxy, vinyl ester and methacrylate was studied separately by scanning 
DSC an 43. 
d by 
e material. This can be evidenced in a DSC by a change in 
the slop
een previously cured as the Tg and residual 
reaction heat can be measured at the same time. This is especially helpful when the Tg and 
h
pellets45. The kinetics of a methacrylate/epoxy IPN was studied with ATR. Both reactions 
were photoinitiated. The sample was placed 49
steady state (constant illumination) and unsteady state experiments60. FTIR experime
performed on a horizontal stage at various light intensities in transmission mode. For the 
pDSC experiment, the incident light intensity was about 5 mW/cm2. Samples were nitrogen 
purged before irradiation. The reaction rates of a blend of photoinitiated methacrylates wer
studied by pDSC61. The reaction kinetic par
u
kinetics of an IPN of ep
d FTIR. Some deconvolution was necessary to resolve individual conversions
Similar techniques were used in a related study of an epoxy/methacrylate IPN44.  
 
2.4.4 Glass Transition Temperature 
The glass transition temperature, Tg, can be determined by DSC or rheology. As the 
glass transition represents a phase change from glassy to rubbery state, it is often signifie
a change in the heat capacity of th
e of the heat flow or the heat capacity curve. In modulated DSC (mDSC) the 
temperature ramp rate is oscillated (modulated) around the set point to separate the reversible 
and irreversible heat flows. The phase transition is characterized by a reversible heat flow. 
This technique is useful for samples that have b
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the reaction occur in the same temperature range. Conversion stops (or slows down 
significantly) in vitrified systems. The Tg(α) for such systems is often close to the reaction 
temperature. An example from the literature of a mDSC thermograph is given in Figure 2.3. 
 
 
Figure 2.3. Modulated DSC thermograph of DGEBA cationically cured with e-beam initiation. The Tg of 
the partially cured system is indicated on the reversible heat flow trace. The residual reaction heat is the 
area under the nonreversible heat flow curve62.  
 
The Tg can also be estimated from rheological measurements. The Tg is taken as the 
temperature at which tan δ peaks.  The tan δ is the tangent of the angle between the loss and 
storage modulus, given by G’’ and G’, respectively. The rheological properties depend on the 
exact63.  
 
ctron (TEM), and 
tomic force (AFM) microscopy. Microscopy techniques are often complementary, so 
frequently more than one technique is used. This sub-section discusses specific examples of 
frequency of oscillation at which they are measured. Correlation between Tg measured by 
heology and other methods is not r
2.4.5 Morphology 
The micro/nanostructure is studied by microscopy or scattering. Microscopy 
techniques include optical, scanning electron (SEM), transmission ele
a
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IPN investigations from the literature. Small angle X-ray scattering (SAXS) techniques and 
Nakanishi et. al studied the morphology of poly(cross-styrene)-inter-poly(cross-
 
e and excited with an Ar+ laser. The micrographs were compiled to form a three 
dimens
findings are also reviewed at the end of this section. SAXS provides information on the 
dimension of phase structures.    
methyl methacrylate) IPNs using optical microscopy. A fluorescein marker was added to the
styrene phas
ional image, as shown in Figure 2.464.  
 
Figure 2.4. Optical micrographs assembled to show morphology of the IPNs obtained by varying
reaction conditions from Nakanishi
 the 
 
64. 
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Phase behavior of simultaneous interpenetrating polymer networks (SIPNs) of po
(carbonate-urethane) (PCU)/poly(methyl methacrylate)(PMMA)were studied by TEM and
SEM. The morphology of pseudo-interpenetrating polymer networks of epoxy resin in 
methyl methacrylate was studied with SEM as shown in Fig. 2.5
ly 
 
45.   
 
 
Figure 2.5. SEM micrographs of pseudo-interpenetrating polymer networks of methyl methacrylate in 
epoxy resin as a function of methacrylate concentration. The methacrylate concentrations are (a) 0, (b) 
0, (c) 20 and (d) 30 % by weight. Micrographs are from Alcantara45.   
formation of spherical domains is evident as the concentration of methacrylate 
increas
ures 
oxy 
 
1
 
The gradual 
es.  
The morphology of blends of DGEBA and PEEK-t cured at different temperat
was studied by SEM 65. To study the morphology of a series of epoxy – acrylate IPNs 
polarized light microscopy and SEM images were examined 9, 10. For SEM, the fracture 
surface of tensile samples was imaged.  
The morphology of blends, a semi IPN, full IPN and copolymer of an aliphatic ep
and acrylate was studied by TEM 50. Samples were prepared by microtoming below the glass
transition temperature. Increasing the epoxy content in the semi and full IPNs led to larger 
and more irregular domains as shown in Fig. 2.6.  
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Figure 2.6. Transmission electron micrographs of the PMMA/epoxy systems: semi-IPNs, (a) 50/50, 
40/60, (c) 30/70, and (d) 20/80; (e-h) same compositions for the full-IPNs; copolymer (i) 50/50, an
20/80, from Jansen
(b) 
d (j) 
 
 
hatic epoxy resin blends and 
IPN’s w -
k 
 and structure of a blend of polyurethane and polymethacrylate 
repolymers was studied at various temperatures between 20°C and 120°C with optical 
opy 70. The objective of the study was to study the 
 the 
50 . 
 
The morphology of blends of polymethyl methacrylate and epoxy resin were studied with 
TEM 66. The morphology and phase behaviour of the IPN PEG600DA and DGEBA was
studied by TEM 67. Blends of poly(phenylene ether) – polystyrene / epoxy (resin) were 
mixed and the epoxy resin cured under different conditions to change the morphology of 
resulting IPN or phase separated blend. The morphology was studied by SEM and TEM 68. In
a similar study polystyrene – polymethyl methacrylate / alip
ere studied also by SEM and TEM. Blends of epoxy resin and Polystyrene-block
polybutadiene-block-poly[(methyl methacrylate)-stat-(methacrylic acid)] (SB(MA)) bloc
copolymers were prepared. TEM was used to determine if there was phase separation 69.  
The phase behavior
p
microscopy and atomic force microsc
phase behavior and crystallinity before polymerization and the effect of those factors on
polymerization rate and final structure. AFM was used in tapping mode to study prepolymers 
with different thermal history. Figure 2.7 is an example of optical and AFM micrographs 
from this study.  
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Figure 2.7. (A) Optical micrograph of the prepolymer (sample A) annealed at 65 °C for 10 h. (B) Optical 
 crystallized at 25 °C after annealing at 65 °C for 10 h. (C) AFM images of 
t 25 °C after annealing at 65 °C for 10 h. The AFM image from the left-hand side 
is height rom 
Jeong70. 
opographic and mechanical property images. AFM, TEM and SEM 
have al
 of a 
ation in 
micrograph of sample A
sample A crystallized a
-contrast and phase-contrast image, respectively. The image size is 10 X 10 µm2. Images are f
 
The AFM offers higher resolution and confirms the morphology due to changes in material 
properties.  
A perfluoroether/epoxy system was studied by SEM and AFM 71. For samples that 
displayed dispersed particles, the micrographs were analyzed with image analysis to 
determine the particle size and distribution. Intermittent contact mode AFM was used to 
simultaneously produce t
so been used to study the morphology of a clay modified vinyl ester – epoxy IPN 72.  
Small angle X-ray scattering (SAXS) can be used to determine the characteristic 
dimensions of a system. In a typical SAXS experiment, the sample is placed in the path
collimated X-ray beam. The X-rays are scattered by interference with electrons. Vari
electron density determines the scattering pattern. By analyzing the scattering intensity and 
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geometries, dimensions over which electron density variation occurs can be calculated. Th
resulting dimensions can be related to phase domain sizes or interfacial widths
e 
SAXS has been used by a number of investigators to study the phase dimensions of 
main sizes of a poly(ethyl methacrylate)/polyurethane IPN was 
74. Microphase formation was studied for a 
polyurethane/poly(butyl m
M, the microstructure morphology was determined76. 
echanism for a series of poly (methyl methacrylate) and cycloaliphatic 
ith the samples under tensile load50, 77. The 
phase s  and after 
 
t 
olystyrene IPNs in which the 
olystyrene crosslink density was varied was studied by SAXS. The microdomain sizes were 
found to dep o ess could not 
e calculated79.  In contrast, SAXS measurements coupled with fractal analysis was used to 
ensions as determined by SAXS are powerful tools for determining 
e nanophase structure.   
 
2.4.6 Mechanica
Polymer strength can be measured in a number of modes including tension and 
ompression using standard test methods 81-86. In addition to tensile strength, the yield strain 
ield 
73.  
various IPNs. The microdo
found to range from 5 to 12 nm
ethacrylate) as a function of concentration and reaction sequence 
by SAXS. It was found that the most homogenous samples were created when the 
components reacted concurrently, not allowing phase separation to occur75. SAXS has also 
been used to study the compatibility of a reactive block copolymer in an epoxy network. 
Using SAXS in conjunction with TE
The deformation m
epoxy blends and IPNs was studied by SAXS w
tructure of an IPN of PPO/PMMA at different ratios was studied initially
swelling in solvent and at different temperatures by SAXS. Initially the samples did not
demonstrate microphase separation, some samples evidenced microphase separation after 
swelling, while samples that did not swell in the solvent demonstrated temperature-dependen
structures78. The morphology of a series of polyurethane/p
p
end n crosslink density. It was claimed that the interfacial thickn
b
determine interfacial thickness in an acrylate/epoxy IPN80.  
A variety of microscopy techniques can be used separately or in combination to 
elucidate the nanoscale morphology of IPN materials. Coupling these observations with 
phase and interface dim
th
l Properties 
c
and Young’s modulus can also be measured. Similarly the compressive modulus and y
compression strain can also be measured. Young’s modulus and tensile strength have been 
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measured for a series of epoxy/methacrylate IPNs6, 8. Mechanical properties were measured 
for an epoxy/acrylate IPN. The properties for the IPN were improved over the homopo
and enhanced compared to simple blends
lymers 
2.4.7 Swelling 
– Higgins interaction parameters. A polymer 
ill swell in a solven 19, 24, 88
 and pH to simulate in vivo conditions35, 36.   
 
.4.8 Rheology 
tan δ versus temperature chart for a 
ries of IPNs formed by different sequences. Two phases are evident by the appearance of 
two peaks in
phase is formed, then there will be one tan δ peak midway between the homopolymer peak 
te  suitability 
polyme
n 
87.  
 
Swelling tests are often performed with different solvents to estimate how the 
polymer will react in different environments. The swelling behavior can also be used to 
ate cohesive energy densities and Flory estim
w t that has similar cohesive energy density . The crosslink density 
 swelling data89. The interaction between or change in the of a network can be calculated from
parameters can indicate if one or more phases are present. This provides insight into the 
nanostructure and phase behavior78. Swelling tests are performed by measuring the 
dimensional change of a sample or by removing the saturated sample from solvent drying the 
surface and recording the weight gain31, 78, 87. Swelling tests can also be performed at 
different temperatures
2
In rheological studies, the tangent of the phase angle (tan δ) between the loss and 
storage modulus can be used to define the Tg. By plotting the tan δ versus temperature the 
number of phases can also be determined. Figure 2.2 is a 
se
 the tan δ curve. If the materials used to make an IPN are compatible and one 
mperatures. Broadening of the tan δ peak is also evidence of compatibility and
for damping materials.   
There are a wide variety of properties that can be measured and used to characterize 
rs and polymer networks. A few of these properties and the measurement techniques 
have been reviewed in the previous pages. Using these techniques or combinations of 
techniques, the effect of composition, reaction sequence, relative reaction rates, and 
temperature on final conversion, Tg, material strength, morphology and rheology on IPNs ca
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be determined. A study of these factors and responses leads to insights on IPN formation 
mechanisms which can be used to engineer new materials with desired properties.  
 
2.5 Kinetic Models 
In order to engineer material properties, mathematical models for the kinetics of 
polymerization an
of polymerization when forming IPNs changes the morphology and final conversion of the 
The polymerization steps and rate equations for an acrylate free radical 
polymerization are used as a representative model for polymerization24. Other types of 
ely modifying these rate equations. The first 
step in 
ither thermally or photoactivated. 
 
2       
d physical properties are needed. The relative reaction rates and sequence 
networks formed. A review of representative kinetic models including modifications to apply 
to IPN formation follows.  
 
2.5.1 General Polymerization Models 
polymerization can be modeled by appropriat
an acrylate polymerization is the decomposition of the initiator (Eq. 9). The initiator 
decomposition can be e
•k [ ]⎯→⎯ RI d [ ]IkddtRd 2=•        (9) 
is 
ith 
ented by M in the 
llowing equations.  
 
The photoinitiator decomposition rate constant is represented by kd in this equation. In th
example initiator (I) decomposes into two free radicals (R). Polymerization is initiated w
the formation of the monomer radical, M1• in Eq. 10. Monomer is repres
fo
 
•• ⎯→⎯+ MMR ik   [ ] [ ][ ]MRkRMd •==•1   iidt
•
    (10) 
+
1
• ⎯→⎯+ 1nkn MMM p    [ ][ ]MMkR npp •=       (11) 
 
Propagation proceeds with the addition of monomer to the growing polymer chain, as 
indicated in Eq. 11. The initiation rate is Ri and polymerization rate Rp, with corresponding 
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rate constants
growing polymer chains are terminated. Termination can occur by many mechanisms 
 of ki and kp. Polymerization ends when all of the monomer is consumed or the 
including combination or disproportionation as shown in Eq. 12. 
 
DeadPolymeMM tkmn ⎯→⎯+ •• r  [ ]22 MkR tt =      (12) 
H
onomer disappearance is given by Eq. 13.  
 
ere Rt is the termination rate and kt the termination rate constant. The overall rate of 
m
 
[ ]
pidt
Md RR +=−          (13) 
Here the initiation rate is negligible compared to the polymerization rate. This is largely due 
to the very low concentr
approach zero compared to the propagation rate and the equation can be simplified as shown 
 
ation of initiator radicals. The initiation rate is generally assumed to 
in Eq. 14. 
 
[ ] [ ][ ]MMkR nppdtMd •==−         (14) 
al to the 
rmination rate. The monomer or macroradical concentration can then be solved for (Eq. 15) 
 
A pseudo steady state assumption can often be used to set the initiation rate equ
te
to obtain the rate of polymerization as shown in Eq. 16.  
 
[ ] ( ) 212 tikRnM =•           (15) 
[ ]( ) [ ]MkR
t
d
k
Ifk
pp
2
1=          (16) 
eri
concentration, termination rate, propagation 
the reaction rate by limiting the amount of 
actant ited once the initial initiator is 
consumed, diffusion of new initiator can change the polymerization rate. As the polymer 
zation rate as a function of initiation efficiency (f), 
rate constant and monomer concentration 20, 24.  
Equation 16 gives the polym
Diffusion can have a significant impact on 
s. During initiation, if the amount of initiator is limre
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chains grow, diffusion of the polymer and monomer in the polymer can become important. 
The termination step can be limited by the mobility of the terminating species; it can also be 
affected by diffusion of
of oxygen into a free radical polymerization. The binary diffusion equation with reaction is 
 a third species that interrupts the polymerization such as the diffusion 
given by Eq. 1790.  
 
iiix
i RcD
t
c +∇=∂
∂ 2          (17) 
In  in x. Except for first 
order re s are 
ion effects in the rate equations for polymerization. Some of the 
chniques used to account for diffusion effects are outlined below.  
 
2.5.2 Diffusion Effects on Initiation 
Diffusion limitations and photobleaching of a photoinitiator during initiation can be 
modeled using Eq. 18. 
 
 this equation Ci is concentration of i, and Dix is diffusivity of species i
actions, analytical solutions of this equation are not possible. Numerical method
often used to solve this equation. In addition, there are many variations on the methods used 
to incorporate diffus
te
( ) Ax AA
AA
CdxtxCa
oAx
C
t
C eIaD ⎥⎦
⎤⎢⎣
⎡−
∂
∂
∂
∂ ∫−= 022
','φ        (18)  
This eq
 the 
t. The 
verall propagation rate constant is given as the harmonic mean of the diffusion rate constant 
uation was transformed to dimensionless units. A closed form solution is not 
available, so integration by parts was used, with and without diffusion, to determine
forms of the solution 91. The quantum yield of the photoinitiator is represented by φ, the 
absorbance by a, and the incident light intensity by Io in this equation.  
 
2.5.3 Diffusion Effects on Propagation 
The propagation constant can be adjusted by adding a diffusion componen
o
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and rea wn in ction rate constant.  This is referred to as the Rabinowitch equation and is sho
Eq. 1965, 92-98. 
 
k
1
dkck
11 +=            (19) 
Here k is the overall rate constant and the subscripts (d) and (c) refer to diffusion and 
chemical reaction, respectively. The diffusion rate constant is frequently related to the 
diffusivity, Eq. 2092, 93, 96, 97.  
 
rDNk Ad π4=    
 
       (20) 
Here NA is Avogadro’s number and r is a characteristic radius. This diffusion rate constant 
can be given by a WLF equation as shown in  Eq. 2192, 96, 97.  
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         (21) 
function of conversion as shown in Eq. 2265. 
cdk 22) 
ter. This m
ual transition is preferred. 
ethod is to add a diffusion factor, f(α), to the rate equation, for example adding a 
diffusion factor to the auto
k
In this equation kd(Tg) is the rate constant at Tg, C1 and C2 are the WLF constants. The 
diffusion rate constant has also been assumed to be proportional to the reaction rate and a 
 
)]([ cCek αα −−=           ( 
 
The chemical rate constant in the preceding equation is kc, αc is the conversion at which the 
reaction switches to conversion control, and C is a parame odel has an abrupt 
transition from chemical to diffusion control whereas a grad
Another m
catalytic rate equation.  
 
( )( ) ( )αααα dnm fkdt −+ 121        (23) kd =
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The diffusion factor takes various forms.  
 
( ) ( )cC αα −          (24)  100  d ef α +1=
1 99,
or 
( ) ( ) 11+ − cCe αα         (25) 
2 −=f αd
he diffusion factor has been set to 1.0 during chemical control and varied as a function of 
 during diffusion control 
as indicated in Eq. 26102.  
101. 
T
modulus of the complex heat capacity (|Cp*|) from modulated DSC
 
)(),( * ,
*
, TCTtC gplp −
The reaction rate constant can b deled as a function of
)(),( * ,
*
),(
TCTtC gppTf
−=α         (26) 
e mo  conversion and free 
olume using a technique similar to the diffusion factor based on excluded volume effects as 
shown in
v
 Eq. 2798.  
 
( ) ( )[ ]αα ++= ' cEEd oKKf         (27)  0e
( ) 112 3 −+= okefkoE eK And ( ) 11' 2' −+= okefkoE eK  1 dc 1 d
 
’ ` zed 
te equation was used for the initial polymerization. The rate 
quation was changed to an nth order equation after the inflection in the rate versus 
concentration chart 103. To account for changes in diffusion during reaction, conversion-
dependent ter
The K’s are global rate constants, KE is the autocatalyzed constant, KE indicates noncataly
constant. The initial concentrations of catalyst and epoxy are given by co and eo. The last 
parameter in these equations is f, which is an excluded volume factor.  
An autocatalytic ra
e
mination and propagation rate constants have been used 104, 105.  The Ozawa-
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Flynn-Wall model free analysis during diffusion control has been found to be inaccurate97, 
106. This model free analysis technique has been demonstrated to be useful for calculating 
activat
sion limitations, a further modification of the 
utocatalytic model can be made by making the kinetic parameters a function of temperature 
ion energies as a starting point for nonlinear regression and model fitting. 
 
Although not considering diffu
a
as shown in Eq. 28.  
 
( ) ( ) ( )( ) ( )TncTm TTkdtd αααα −=         (28) 
Here the reaction orders are modeled as linear functions of temperature. The maximum 
convers del a 
.5.4 Termination 
92-95, 108-113
         (29) 
 
The subscripts have the same meaning as above. The reaction termination rate constants, kt(c), 
92-95, 
ion was a polynomial function of temperature. With this adjustment to the mo
good fit to experimental data was obtained 107 .    
 
2
For free radical polymerizations the termination rate constants are frequently 
modified as conversion – vitrification reduces mobility of reacting species . The 
termination rate constant is often modified by adding a diffusion term such as in Eq. 2992, 93.  
 
)()( ctdtt kkk +=
have been assumed to be proportional to the propagation rate constant such as in Eq. 30
. 
 
[ ]
109, 111
[ ]( )α−== ' kMkkk 1')( oppct Mk        (30) 
stant k` is approximately unif t(d)  
odeled as a function of diffusivity as shown in Eq. 3192, 93, 112. This is analogous to the 
 
The rate con orm. The termination diffusion rate constant, k ,
is m
polymerization rate constant given by Eq. 20.  
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k rDNAdt π4          (31) 
 
In a low concentration free radical polymerization, the diffusivities can be chain 
length dependent as shown in Eq. 32. 
 
i< X
)( =
ts 
and z is a truncation chain length.  
tion 
c :  Di=(Dmon)/(i)a
i>Xi :  Di=(Dmon)(Xc)(b-a)/(i)b        (32) 
i>Z :  Di=0 
 
Here Xc is a critical chain length marking “short” from “long” chains, a and b are exponen
that determine the degree of chain length dependence, 
The constant, kt(d), in Eq. 29 was further modified to translational diffusion limita
with WLF dependence as shown in Eq. 3392. 
 
 ( )
( )( )( )gTTC gTTC
g
ekek Tdtranst
−+
−
−=
1
20
)(
α         (33) 
The translational termination rate constant can be given as a function of WFL dependent 
diffusion and a somewhat arbitrary conversion dependence given by e
2
t
-20α. 
The termination diffusion rate constant can also be modeled as a power law function 
of the chain length, as shown in Eq. 34 .  
 
b0k =
108, 112
t ik           (34) 
 
Here the exponent (b) determines the chain length dependence.  
Combining these developments a chain length and diffusion dependent termination 
rate constant has been proposed, as shown in Eq. 3594, 95.  
 
( )( ) 111121][
110
110
11][
1
−−
−−
⎥⎥⎦
⎤
⎢⎢⎣
⎡
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −++= γγ ji
A
t
p
ttij
ctffte
k
MRk
kk       (35) 
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In this equation, f is free volume and fct is a critical free volume, A is an autoacceleration 
parameter, i and j are chain lengths with γ being typically 1/2. In a further modification, an 
additional term for radical trapping was added. The radical trapping rate constant wa
form given in Eq. 36
s of the 
110.  
 
fv
bA
bb ekk 0=            (36)  
This ra
ring the translational diffusion, phase termination 
rate wa
 
. 38. 
     (38) 
ined for a pair of free radicals. The termination rate 
was cal
te constant is dependent on free volume, vf, and a dimensionless activation volume, 
Ab.  
Another technique is to change the form of the rate constant depending on the phase 
of the polymerization. In one example du
s set to that given in Eq. 37111. 
 
lnkt = lnkt,p + (1 - α)/[A(1 + εα) + B(1 - α)]      (37) 
 
In this equation, ε is a volume expansion factor and A, B, kt,p are adjustable parameters. 
When the reaction became reaction diffusion controlled, Eq. 30 was used for the termination
rate.   
The chain length dependent termination rate constant during the free radical 
copolymerization of styrene and methyl methacrylate was calculated using two different 
models. The combined diffusion controlled termination rate was modeled as shown in Eq
 
2,21,1 ttt kxkxk +=     
 
Both of the termination rates were determ
culated using the two models given in Eq. 39. 
 
[ ] ( )δ−= 322 Mk
pw
p
RP
km
t  and: [ ] δ+= 1 22* 2 Mk pn pRPkt       (39) 
Here, Pw is the weight average degree of polymerization; δ is the disproportionation 
contribution to termination; and Rp is the polymerization rate. Both of the models were found 
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to adequately fit the data when an additional term is added to the rate combining equatio
shown in Eq. 40.  
n, as 
 
 ( ) ( ) ( ) 211.11.1 2,221.11,21 2 xxkkxkxk tttt ψ++=         (40) 
 
Here the param
copolymerization 113.  
e 
xperimentally for each system of interest. Generally, the rate constants are considered to 
h ameters; the 
activation energy, and frequency factor, to be determined for each rate constant. Even for this 
simple system with only limited inclusion of diffusion, the models become complex with 
many parameters to be determined experimentally.     
When a photobleaching photoinitiator is used and the time scale of bleaching is 
similar to diffusion, the photoinitiator concentration becomes a complex function of diffusion 
deled as a 
t at Tg, WLF parameters, 
critical
 for at 
ters have 
eter ψ is related to the mobility improvement of the species in the 
 The treatment of the general polymerization models in Section 2.5.1 resulted in thre
rate constants; kp, kd, and kt, as well as a initiator efficiency, f, that are needed to solve the 
simple kinetic models. If the rate equation is simple, first order or less, diffusion can be 
included in these models with Fick’s second law if the diffusivity is known or can be 
estimated. Some initiator or photoinitiator efficiencies are known or are assumed to be 
constant. The rate constants are generally not known a priori so they must be determined 
e
ave Arrhenius-type temperature dependence. This results in two additional par
and decomposition rate. To include diffusion in the reaction rate equations during 
propagation Fick’s 2nd Law is often abandoned. Diffusion is considered in parallel with 
reaction as indicated in Eq. 27. This diffusion rate constant has been variously mo
function of diffusivity, characteristic radius, diffusion rate constan
 conversion, constants, modulus of the complex heat capacity, other rate constants, 
and excluded volume factors. With this wealth of parameters to be included in models, many 
of which have to be determined experimentally, good fits to the data are often obtained
least some range of the data. Conversion and temperature dependent kinetic parame
also been fitted to the data to generate accurate models.  
The pseudo steady state approximation is often not valid for polymerizations. 
Formation of free radicals and subsequent initiation is often very rapid. Free radicals are 
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formed in pairs. When radicals escape proximity of their pair, initiation and propagation 
occurs rapidly. Termination lags as the radicals have to diffuse together again to terminate. 
This co
to 
d disproportionation 
constan
 
ction 
s 
g of the 
itiation, propagation, and termination. Fick’s second law with a reaction source for 
mption can only be analytically solved in the simplest cases. This results 
 used to add diffusion effects to rate equations. IPN reactions often 
become
ndition of diffusion prior to termination is reflected in Eq. 37 where the diffusion rate 
constant is in series or added to the chemical termination rate constant. The chemical 
termination rate constant has been modeled as proportional to the propagation rate constant. 
One advantage of this approach is that only one additional constant must be determined 
calculate the chemical termination rate constant. The diffusion rate constant has been 
modeled as a function of diffusivity, characteristic radius, chain length with characteristic 
chain lengths and multiple exponents, WLF parameters, Tg, free volume, critical free volume, 
autoacceleration parameter, activation volume parameter, weight average degree of 
polymerization, various empirical constants, volume expansion factor, an
t. Again, similar to the case with propagation, many of these parameters are not 
known a priori and must be determined experimentally. The parameters then become system
specific.   
It is interesting that Tg is used to model the dependence of reaction rate as a fun
of conversion and is also modeled as a function of conversion. For example, conversion i
used to predict Tg 114. In many of the models it is not clear if the Tg is the ultimate T
system or the current Tg at vitrification.  
Diffusion limitations can be present during all three stages of polymerization; 
in
generation or consu
in other techniques being
 diffusion controlled as reaction starts in a liquid phase and proceeds in many cases to 
a solid state reaction. In addition, the initial reaction conditions can be quite different from 
those for homopolymerizations. Most of the models studied above are for 
homopolymerizations and not for IPN formation. If one network is reacted first, it may or 
may not have a significant effect on the formation of the second network. The viscosity and 
phase compatibility can change based on reaction sequence. Most kinetic models do not 
account for the initial environment or changes in environment compared to 
homopolymerization during reaction.  
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2.6 Physical Property Models 
The final material properties are significantly affected by reaction rates and 
sequence115. The reaction order has been observed to effect extent conversion of each 
monom
s 
2.  
er, number of phases formed and physical properties116,40. Ultimately, the physical 
and mechanical properties of an IPN are of interest and not the extent conversion of 
monomers. A model to predict the material properties would be very useful. Most model
that have been developed are either empirical or based on mixture models or related to 
thermodynamics for polymers, blends and semi IPNs.  
The simplest mixture models assume either a series or parallel addition of material 
properties. The parallel addition is given by Eq. 41 and the series addition by Eq. 4
2
2
1
1
AAA
1 φφ +=           (41) 
221 AAA 1 φφ +=          (42) 
Here A is the property of interest and φ is either the mass or volume fraction depending on 
perty, and 1 and 2 refer to the different cthe pro omponents. The series model gives a lower 
sed to 
estimat tion . For modulus estimates, φ is volume fraction, and the 
1, 88, 117  
are giv
bound on the material property, while the parallel model gives an upper bound. When u
e Tg, φ is the mass frac 1
above equations are referred to as the Takayanagi models .  Other modulus estimates
en by the Davis equation1, 117, 118 (Eq. 43) and by the Kerner equation118 (Eq. 44). 
 
5
1
5
1
5
1
2211 GGG φφ +          (43) =
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In thes  
nd 2 refer to the continuous and discontinuous phases respectively. A special case of the 
rner
continu erature are reviewed below.  
⎪⎪
⎫
⎪⎪
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2)1108(1)17(
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)11(15
1
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G
v
φφ
G
e equations G represents modulus, f is the volume fraction, v is Poisson’s ratio and 1
a
Ke  equation is developed by Budiansky which assumes both components are 
ous118. Examples from the lit
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Semi-empirical and empirical models were developed to relate fundamental polymer 
ies such as molecular weight, van der Waals volume, length and number of rotationapropert l 
onds in a repeat unit, and polymer T  to mechanical properties119. Two models were 
o 120
calcula ee energy.  Minima in the 
ibu
propert  
en 122
as developed. The model was found to be useful for systems that obey the Fox equation 
φ  
i IP
experim he 
echan ns. These statistical models were 
 
techniq
Attempts to model the physical properties of polymers, blends and IPNs range from 
mixing
evelop them. Extension to other systems is not always possible. Mixing rule models 
s 
irm
temper ble to determine the nature of the minimum.    
IPN terminology, common chemistries, formation methods, characterization 
techniq  and physical property models have been reviewed in this chapter. 
b g
developed to predict the modulus and yield strength of polymer blends, foams and 
comp sites from values of individual components . Boltzmann statistics were used to 
te conformational statistical distributions of the Helmholtz fr
distr tions correlate well with transitions in polymers and co-polymers121. Mechanical 
ies were predicted as a function of conversion, time, and temperature using finite
elem t analysis .    
A model to estimate the Tg of polymer blends based on changes in entropy on mixing 
w
with as mass fraction, or have positive deviations123. The tensile strength and modulus of a
N was compared to a number of mixing models. None of the models accurately sem
predicted the experimental values through the entire range of composition89. A mixture 
ent was conducted covering a range of compositions for a three component IPN. T
ical property results were fit to polynomial equatiom
used to predict properties of other compositions and optimize performance18. To apply this
ue to other systems, the experiment would need to be repeated.   
empirical or statistical models to models based on thermodynamics to predictions based on 
 rules. Empirical and statistical models work well for the systems that were used to 
d
typically provide an upper and lower bound for the properties of interest. In many cases 
multiple mixing models are fit to the data. Conformance to a model is then used a
conf ation of the micro structure. The thermodynamic model was able to define 
atures that had minimal entropy but not a
 
2.7 Summary 
ues, kinetic models
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IPN formation to high conversions does not follow simple kinetic models. One reason for 
kinetic polymerizations. 
uring 
homop n 
nvironment. Reaction sequence and relative reac n IPN 
morpho
propert
rty 
models ponents are needed for accurate predictions.  
and the
odel bef
useful ly not possible. So the 
n 
kinetic  
 is
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CHAPTER 3. RESEARCH OBJECTIVES 
 
The objective of this research is a comprehensive study of the structure-property-
process ork 
lar 
ical 
d reacting moieties become trapped or frozen in 
ace2. The literature notes a number of effects on material properties due to processing 
collaps y of post processing to excess free volume 
effects during reaction; changes in solubility parameters6-8, interaction parameters and 
diffusiv ts act 
al 
and 
se 
ing relationships in an acrylate–epoxy simultaneous interpenetrating polymer netw
(sim-IPN).  We are specifically interested in how processing conditions affect the molecu
structure of sim-IPN’s and in their interplay with the final physical, chemical and mechan
properties of the material.  IPN’s have been described as micro-regions of quasi-equilibrium 
phases1.  Due to vitrification, the polymers an
sp
conditions1-5: excess free volume generation during reaction, rate of generation, rate of 
e and comparison to reaction rate; similarit
ity with reaction as the composition of the system changes.  Often, these effec
together and it is challenging to delineate the role of the various physical and chemic
processes on a particular observation.  Thus, our overall goal is to mechanistically underst
the kinetics of IPN formation and the role of processing-induced microstructures on end-u
properties.  The specific goals (SG’s) are: 
 
SG1 Obtain a fundamental understanding of the chemistry and kinetics of epoxy–acrylate 
sim-IPN’s at various process conditions.   
SG2 Probe the phase behavior, physical properties, microstructure, and relationships 
between these properties and processing conditions with a view to relate the effect of 
these on mechanical and other end use properties.  
SG3 Use the insights from SG1/SG2 to create an informatics framework for engineering 
IPNs tailored for specific applications.   
 
To unravel the complex structure-property-processing relationships in IPNs, we will 
use a model system consisting of an acrylate-epoxy sim-IPN.  We will choose moieties that 
can either be photopolymerized or polymerized thermally (free radical or cationic).  We will 
also choose monomers with multiple functionality and start with simple difunctional 
monomers.  For all the studies, we will select conditions such that the viscosity at room 
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temperature is reasonable.  One advantage of choosing the acrylate-epoxy system is that data 
on simi and 
ons can 
late 
damental understanding of the chemistry and kinetics of epoxy–
crylate sim-IPN’s at various process conditions. 
 performed with a difunctional acrylate and a difunctional 
epoxy α-phenylacetophenone 
 
ntimo s over the entire range of 
po
om neat acrylate to neat epoxy will be synthesized.  The acrylate phase will be UV-
photoc
atalys  photo or thermal initiation 
t.  
 
SG2 ips 
ns with a view to relate the effect 
imultaneous investigation of multiple phenomena.  The end-use properties of interest are 
hardne s, 
ss modulus, tan delta, and Tg; residual heat of reaction; extent of reaction; and residual 
lar systems is available in the literature9-12.  The advantage of a mixed initiation 
polymerization system is that the sequence and reaction rates of the two polymerizati
be controlled independently.  When the systems are initiated at the same time, the acry
reaction is much faster than the epoxy reaction. The acrylate also goes to much higher 
conversion in the IPN as compared to neat resin.  This is believed to be due to the dilution 
effect of the epoxy13.   
 
SG1 Obtain a fun
a
 
Our initial studies will be
epoxy: polyethylene glycol 200 diacrylate (PEG200DA); bisphenol A-ephichlorohydrin 
resin (DGEBA).  A free radical photoinitiator; α, α-dimethoxy-
(DMPA); and a cationic catalyst thermally initiated will be used, a proprietary ammonium
ny hexafluoride. We will develop processes for making IPNa
com sition and under different processing conditions.  Materials with composition ranging 
fr
ured.  The epoxy phase will be cationically polymerized with a thermally initiated 
t.  The reaction sequence will be studied by doing eitherc
firs
 
To probe the phase behavior, physical properties, microstructure, and relationsh
between these properties and processing conditio
of these on mechanical and other end use properties.  
 
We will also utilize combinatorial methods to design IPN libraries that will enable 
s
ss; scratch resistance; tensile strength; viscoelastic properties such as storage modulu
lo
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stres n films.  The changes in end-use properties will be related to differences in processings i  
itio
reaction
olution electron microscopy to describe the 
hase behavior and on the various microstructures that these condi
studied
behavior and the microstructure of the IPNs. 
 
SG3 Use the insights from SG1/SG2 to create an informatics framework for engineering 
IPNs tailored for specific applications.   
 
We will use the insights gained from SG1 and SG2 and create an informatics 
framework for engineering epoxy–acrylate sim IPN’s with specific properties.  This 
framework will be based on molecular and chemical inputs such as diffusivities, reaction 
rates, monomer properties, and solubility of monomers and polymers, and relate them to 
processing conditions.  This framework will be used to predict physical properties of 
intermediate materials and enable extensions to other material systems.   
 
cond ns and mechanisms will be proposed that connect the chemistry and kinetics of the 
s to end-use properties.  
We will use methods such as high-res
phase behavior in the IPN systems.  The effect of changing processing conditions on the 
p tions produce will be 
.  Finally, observable physical and mechanical properties will be related to the phase 
pDSC Kinetics
Kinetic 
Parameter
Modeling
Kinetic
Parameters
Mechanical
PropertiesTensile Hardness Rheology
pDSC
mDSC
ATR FTIR
SEM Microscopy Morphology
Informatics
Framework Improved UnderstandingGeneralized Application
SG1
SG2 SG3
 
Figure 3.1. Research paradigm describing a fundamental study of the complex structure-property-
processing relationships in interpenetrating polymer networks.  
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ls 
orphology and relationships between ns and processing conditions. SG3 
will culminate in dev ramework 
describing the complex interactions and a s.    
 
Organ
ted 
 
es of Interpenetrating Polymer 
Sperling, and L.A. Utracki, 
Editors. 1994, American Chemical Society: Washington, DC. p. 125-139. 
ccormick, A Kinetic Model for Radical Trapping in Photopolymerization of 
 
. 
g 
: p. 
 
In summary, a paradigm for this research is presented in Fig. 3.1. The specific goa
outlined above are depicted by the larger boxes. SG1 is a study of the chemistry and complex 
kinetics of the model system. SG2 is determining the physical properties, conversions, 
these observatiom
eloping an informatics engine to generate a concise f
llow extension to other system
ization of Dissertation 
This study will result in a fundamental understanding of the structure-property-
processing relationship in sim-IPNs.  This understanding will lead to an informatics 
framework based on monomer properties, solubility of monomers and polymers, and 
processing conditions.  Additionally, phase behavior and IPN microstructure will be rela
to macroscopic (mechanical) properties. The effect of process conditions on phase behavior
and microstructures will be elucidated.  The broad insights gained will enable nano-
engineering of epoxy–acrylate sim-IPNs and lay the foundation for extensions to other 
systems of interest.   
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CHAPTER 4. THE EFFECT OF INTERPENETRATING 
POLYMER NETWORK FORMATION ON 
POLYMERIZATION KINETICS IN AN EPOXY – ACRYLATE 
SYSTEM 
 
A paper published in the journal Polymer 47 (2006) 1108-1118 
Joseph R. Nowers and Balaji Narasimhan 
Abstract 
The kinetics of thermally initiated cationic epoxy polymerization and free r
acrylate photopolymerization were studied using photo-differential scanning calorimetry. 
The reactions of the neat monomers and diluted monomers as well as interpenetrating 
polymer networks (IPNs) were studied as a function o
adical 
f dilution by the other monomer and 
temper  
ed. 
s 
 However, unlike 
the acry ure. The 
me tin
 least 
. When 
ied 
IPN is 
le 
s 3
ature. The reaction sequence was also varied to study its effect on the kinetics of
formation of the simultaneous IPN’s. Both reactions quickly become diffusion controll
The effects of increasing temperature and dilution on the acrylate polymerization rate profile
are similar, leading to reduced polymerization rate and longer polymerization times. The 
dilution effect on the epoxy polymerization is similar to that of the acrylate.
late reaction the epoxy polymerization rate increases strongly with temperat
pre-existence of one polymer has a significant effect on the polymerization of the second 
monomer. This effect is larger for the acrylate then for the epoxy polymerization. New 
kinetic models are needed to capture these complex behaviors.    
4.1. Introduction 
Interpenetrating polymer networks (IPNs) are for d when two dis ct multi-
functional polymers become entangled at the molecular level 1. This is achieved when at
one of the multi-functional monomers is reacted in the presence of the other polymer
one of the monomers is added to an existing polymer and reacted in situ the IPN is classif
as sequential. When the polymerization is started from a mixture of the monomers the 
classified as simultaneous 2. IPNs are used in a wide variety of materials from automobi
parts to contact lenses to controlled drug delivery capsules to vibration damping pad .  
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In a comprehensive review by Suthar et. al. 4 it was found that for a variety of IP
chemistries the morphology and properties of the IPNs were significantly affected by
polymerization kinetics and the presence of the second polymer. The most homogenous IPN
were made when the reaction rates of the two monomers were simultaneous. C
conversion of one monomer could be achieved in an IPN while in contrast it was not rea
during homopolymerization. This was attributed to the second monomer and polymer acting 
as diluents and delaying or preventing the cage effect that occurs at high 
reaction becomes diffusion controlled with high viscosity. Phase separation was found to
begin at low conversions. The kinetics of phase separation is slow because of the viscosity, 
thus the phase separation does not affect the reaction kinetics. Therefore complete phase 
separation does not occur.   
More recent literature supports these observations. For a polyurethane – poly(butyl 
methacrylate) IPN the reaction kinetics was demonstrated to control the final morph
N 
 the 
s 
omplete 
ched 
conversion when the 
 
ology 
due to 
 
ted in one phase. This suggests that the amine was acting both as a 
ompatibilizer and as a crosslinking agent. In a series of experiments with IPNs and semi-
f acrylate-bisphenol A epoxies, the reaction rate of both monomers 
was reduced and the activation energy increased during IPN formation 9-13. Similar 
ade during IPN formation of bisphenol A acrylate and bisphenol A 
epoxy n
e 
g 
 a 
 IPN 
y the 
microphase separation 5. For a similar system the reaction kinetics was affected by the 
addition of a “compatibilizer” 6. Depending on the chemistry of the compatibilizer the IPN
could be formed in one phase or driven to rapidly separate into two distinct phases. The 
addition of a compatibilizer to incompatible polyurethane-polystyrene IPN resulted in the 
formation of one phase 7.  
Depending on the amine used in the formation of a methacrylate and bisphenol A 
epoxy semi-IPN, either one or two phases were formed 8. Interestingly, the slowest amine in 
this study resul
c
IPNs based on a variety o
observations were m
etworks. The reaction rates were slow due to dilution in the other monomer. The final 
acrylate conversion was observed to be higher due to plasticization by the epoxy, and th
epoxy final conversion was reduced due to mobility restrains caused by the quicker formin
acrylate network 14, 15. In contrast, when a diacrylate was photopolymerized together with
cycloaliphatic epoxy the acrylate polymerization went to higher conversion in the
compared to homopolymerization. In addition the epoxy conversion was not affected b
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more rapidly formed acrylate network 16, 17. With an IPN formed from a butyl acrylate and 
epoxy anhydride, the polymerization rate decreased with increased dilution. The kinetics wa
affected by the gelation of each phase and by phase separation. The phase behavior and the 
composition is also a function of the relative reaction rates and the reaction path 
s 
ation has also been demonstrated to 
affect the final materials properties of an epoxy-methacrylate IPN 18. In addition to changing 
the reaction sequence, the monomers can also be reacted simultaneously. It is known that the 
final properties of the material would then depend on the relative polymerization rates, 
particularly if phase separation occurs 2. A phase inversion was suggested from transmission 
electron microscopy images between IPNs formed with ratios of 50/50 and 25/75 
polyethylene glycol 600 diacrylate/bisphenol A epoxy as the continuous phase changed from 
acrylate to epoxy 19. Differential scanning calorimetry was used to study formation of an 
acrylate – epoxy IPN for use in powder coatings 20.   
The reaction kinetics during IPN formation plays an important role in the final 
properties of the IPN. Reaction rates are affected by catalyst concentration, viscosity, 
reaction sequence and concentrations. The morphology, phase separation, and composition 
 final material properties.   
The objective of this study is to investigate the polymerization kinetics of a 
during IPN formation. The reaction sequence is controlled 
by usin
 effect of 
n 
tudied 31, 32. Epoxy polymerizations have been widely studied, with cationic epoxy 
nic polymerizations. However cationic 
d interest due to several 
reasons
2. The 
reaction sequence of the monomers during IPN form
are determined by the reaction kinetics and chemical compatibility. Thus, understanding the 
reaction kinetics becomes important to engineer
difunctional acrylate and diepoxy 
g a free radical polymerization for the acrylate and a thermally initiated cationic 
polymerization for the epoxy. The photopolymerization kinetics of multifunctional 
monomers and coating systems has been recently reviewed 21, 22 and the kinetics of 
multifunctional (meth)acrylates continues to be studied 23-26 and modeled 27-30. The
dilution or solvent on the propagation kinetics of radical polymerizations has also bee
s
polymerizations receiving less attention than anio
polymerizations that are photoinitiated are generating renewe
; the reactions are solvent free, there are no residual amines, and the reaction is 
carried out at low temperature. Recent investigations have evaluated rate constants 33-35, the 
effects of different catalyst and catalyst concentration on physical properties and reaction 
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rates 36-41, different initiation methods 42, reaction mechanisms 43, and the reactivity of 
different epoxide monomers 44. Hybrid cationic/free-radical polymerization using a 
photosensitizer, electron donor and diaryliodonum salt to sequentially cure first an acrylate 
and the
 
s studied 
during 
on 
poxy – 
ally a concurrent polymerization is studied. The effects of monomer concentration, 
reaction
N formation 
is prop
 epoxy resin (DGEBA), a multifunctional epoxy (marketed 
under t
trade 
n an epoxy have also been recently investigated 45. The formation of a 
methacrylate/epoxy IPN was studied using photoinitiated free radicals and cations. The 
presence of the nonreacting monomer was found to plasticize the polymerization. It was also
found that the use of a photoinitiator was not necessary 46. The effect of 
poly(methylmethacrylate) on the polymerization of a tetrafunctional epoxy wa
pseudo-IPN formation. It was found that the presence of the methacrylate reduced the 
reaction rate 47. By using different azo initiators the reaction sequence in the simultaneous 
dimethacrylate/epoxy IPN formation was controlled. Reaction rates during IPN formati
were lower than neat resins. The initial conversions were also lower when compared to neat 
resins, after post curing the final conversion were very close to the neat resins 48.    
In this paper we explore the complex reaction kinetics during formation of an e
acrylate IPN. These reactions are studied first by diluting the reacting monomer with the 
other monomer and reacting. Next sequential polymerization of the monomers is explored 
and fin
 temperature, reaction sequence and dilution with unreacted monomer are studied. 
The effects of these different reaction sequences, dilution, and temperature will be discussed 
as they relate to reaction mechanisms. Based on these studies, a mechanism of IP
osed.    
 
4.2. Experimental 
4.2.1. Materials 
Polyethylene glycol 200 diacrylate (PEG200DA) a multifunctional acrylate (marketed 
under the trade designation “SR-259”) was purchased from Sartomer (Exton, PA) and 
bisphenol A-ephichlorohydrin
he trade designation “EPON 828”), was purchased from Resolution Performance 
Products (Houston, TX). The acrylate was polymerized using α, α-dimethoxy-α-
phenylacetophenone (DMPA), a free radical photoinitiator (marketed under the 
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designation “Irgacure 651”), from Ciba Specialty Chemicals (Basel, Switzerland). The epo
was reacted using a thermal ac
xy 
tivated cationic catalyst, a proprietary ammonium antimony 
hexaflu
 
oride (marketed under the trade designation “XC-7231”) from King Industries 
(Norwalk, CT). The chemical structures of the acrylate, epoxy, and photoinitiator are shown
in Figure 4.1. All materials were used as received.  
 
Figure 4.1. Chemical structures of: the acrylate, polyethylene glycol 200 diacrylate (PEG200DA), SR-259; 
e epoxy, 
Samples were weighed and mixed at room temperature. The photoinitiator is miscible 
with the diacrylate, and was added in a darkened room conditions.  The XC-7231 was stirred 
into the
 
 
the photoinitiator, α, α-dimethoxy-α-phenylacetophenone (DMPA), Iragacure 651; and th
diglycidal ether of bisphenol-A (DGEBA), Epon 828. 
 
4.2.2. Sample Preparation 
 DGEBA and readily dissolved. Blends of epoxy and acrylate were also miscible. 
Samples were stored in dark bottles. For differential scanning calorimetry (DSC) 
experiments, samples weighing 1-5 mg were micropipetted into standard DSC pans.  
 
4.2.3. Reaction Measurements 
A thermal analyzer marketed under the trade designation “DSC Q1000” from TA
Instruments (New Castle, DE) with a PCA UV light accessory was used to react the samples
and study the kinetics and physical properties. In order to accurately track the heat evolved it 
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was necessary to develop a test method for reacting the acrylate. It was found for a sam
weighing less than 10 mg, that a light intensity of 3 mW/cm
ple 
 
n 
 
ated at 
 
s was followed by raising the 
mperature to the reaction temperature a second time, holding for reaction time, and 
his method is similar to Isothermal Method 1 described by Prime 
 function of reaction 
ed for he acr ization diluted in epoxy 
ith the exception that the UV light source was unshuttered after the sample had equilibrated 
at the r    
n 
ture for the epoxy reaction 
to occu
 
2 with a nitrogen purge of 15 
ml/min is needed so that the DSC can track the reaction heat during the acrylate reaction.  
It is difficult to study the epoxy reaction isothermally. The two techniques commonly
used are either to preheat the DSC cell to the isothermal temperature and then rapidly ope
the cover and place the sample in the cell or to rapidly ramp the DSC to the temperature of
interest 49. Both of these methods were explored. It was determined that the rapid ramp to the 
final temperature retained more of the reaction profile than the other method. 
In order to track the epoxy reaction isothermally, the sample was first equilibr
25oC, and then the temperature was rapidly ramped up to the reaction temperature, followed 
by holding the temperature for the reaction period (15 min). Then the temperature was 
ramped down to –50oC at 20oC/min. After holding at this temperature for 2 min, the sample
was returned to the equilibration temperature for 5 min. Thi
te
ramping down to –50oC. T
49.  The heat generation and the reaction temperature were recorded as a
time.  
A similar procedure was follow  t ylate polymer
w
eaction temperature and the reaction period was reduced to 10 minutes. 
These techniques were applied to study kinetics of IPN formation when the 
monomers were reacted sequentially. The IPN samples were made at 100oC and 130oC. I
the first sequence the acrylate reaction was carried out in the presence of light at 25oC for 10 
minutes, followed by a jump to the isothermal temperature for 15 minutes and a ramp down 
to -50°C. As before, a re-jump sequence was used to determine the baseline. In the second 
sequence the sample was heated to the isothermal reaction tempera
r, and after 15 minutes the light was turned on for 10 minutes, followed by the ramp 
down to -50°C and retraced.  
IPNs with concurrent polymerization were made by heating the sample to the reaction 
temperature. Thirty seconds after the jump, the UV exposure was started. The reactions that
depend on UV radiation for initiation then occur concurrently with the thermal 
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polymerization. The sample temperature was then ramped down to -50°C and the process 
repeated to create a baseline.  
The DSC traces were further processed using the program marketed under the trade 
designa
 heat 
 PEG200DA 50 and 502 J/g for DGEBA 43, 51 respectively. The 
tal conversion was calculated by integrating the conversion rate. A linear or extrapolated 
n the shape of the curve. A running integral 
 
n 
R• + PE
n 
uch as 
oxygen
oating 
 
tion “Universal Analysis” from TA Instruments, New Castle, DE. The heat evolved 
during the second isothermal period was used as a base line and subtracted from the
evolved during the first isothermal period. The baseline was corrected to zero. The 
conversion rate was calculated by dividing the heat flow by the total heat of reaction. The 
heat of reaction is 532 J/g for
to
baseline was used for the integration depending o
of the conversion rate curve was used to create profiles of conversion vs. time.  
4.3. Results and Discussion 
4.3.1. Reaction Mechanisms  
 
Acrylate Reaction Scheme 
PI + hυ → 2R•       Activatio
G(200)DA → PEG(200)DA•    Initiation 
(PEG(200)DA)n• + PEG(200)DA → PEG(200)DAn+1•  Propagation 
R• + R• → R-R       Termination 
 
The acrylate polymerization is a fast photo-initiated free radical polymerization. I
the reaction scheme above PI stands for photoinitiator, R• is a free radical, and 
(PEG(200)DA)n• is a macroradical.  The reaction rate quickly falls off when the photo-
initiation stops as the free radicals are rapidly scavenged and no more are generated. This 
scheme shows one of many termination mechanisms 51, 52. Free radical scavengers s
 can also hinder the start of the initiation or reduce the propagation. 
Neat acrylate and methacrylate polymerizations have been widely studied 21-32. 
Acrylates are commercially important as they are converted from a liquid to a solid c
rapidly without the use of solvents. Methacrylates are used in place of acrylates, even though
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reaction rates for methacrylates are much slower, because of the lower toxicity of the 
methacrylates. Acrylate photopolymerizations are characterized by autoacceleration. Th
autoacceleration is attributed to a reduction in radical termination rate as termination quickl
becomes diffusion controlled. The two radicals formed during initiation rapidly move away 
from each other by polymerizing with available monomer to become macroradicals. The 
reaction peaks and begins to decelerate. The propagation reaction also becomes diffusion
controlled as polymerization proceeds and the monomer concentration drops. The change
diffusion con
e 
y 
 
s to 
trol for both termination and propagation are due to both the reduction in 
elative concentrations but also more importantly due to the rapid increase in system 
talytic models are frequently used to describe 
 Initiation 
DGEBA
d 
exafluoroantimonate, SbF6-. The super acid attacks the epoxide to initiate polymerization. 
Impurities such as hydroxyls or water act as chain transfer agents. This has the effect of 
speeding the reaction, depending on how the polymerization is measured, but decreasing the 
ultimate crosslink density, glass transition temperature (Tg) and mechanical properties 54. The 
polymer chain remains as an active cation (i.e. “living” polymer) after vitrification 52. If the 
temperature is raised above the Tg the propagation will continue.  
Neat epoxy polymerizations are frequently autocatalytic due to the liberated heat and 
the high temperature sensitivity of the reaction. The rate profiles are often fit to an 
autocatalytic model with an Arrhenius temperature dependence 39, 40, 49. Recently acceleration 
in the cationic polymerization rate of glycidyl ethers has been observed when polymerized 
with a free radical donor44. A delayed reacceleration of the polymerization has also been 
r
viscosity in these solvent-free systems. Autoca
acrylate polymerizations. Autocatalytic models are usually not sufficient to completely 
describe the reaction profiles and conversion 53 so chain length dependent termination and 
propagation rate constants are also commonly used 24-26 .    
 
Epoxy Reaction Scheme 
XC + ∆ → SA+ + SbF6-    Activation 
SA+ + DGEBA → DGEBA+   
n
+ + DGEBA→ DBEBAn+1+   Propagation 
 
The XC-7231, XC, thermally disassociates into a super acid, SA+, an
h
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reported when the viscosity of the system becomes high enough for the propagating cation to 
escape from the anion by reaction diffusion. This escape results in a more active cation and 
an increase in the polymerization rate 33.  
Autocatalytic models fit both the epoxy and acrylate reaction profiles. Barring large 
viscosity effects due to temperature, the acrylate polymerization has relatively low 
temperature dependence. In contrast, the epoxy reaction is very temperature sensitive. The 
autocatalytic model fits these reaction profiles but the reasons for the profile shapes arise 
from different mechanisms.  
 
4.3.2. Acrylate Reaction and Kinetics  
The acrylate reaction was studied by reaction blends of acrylate and photoinitiator 
with epoxy resin. These reactions were carried out at 25°C, 100°C and 130°C. The 
composition of the blends ranged from 25% to 100% (by mass) of acrylate. The 
From Figure 4.2(a), at a given temperature as the acrylate fraction decreases the 
autoacceleration decreases slightly. More significantly, the deceleration declines sharply.  
The ma um polymerization rate is much lower at lower acrylate fractions but the final 
 
allows monomer and macroradical mobility to be maintained allowing for more complete 
ues as the monomer concentration remains relatively high 
adicals. The final conversion peaks at a mass fraction of 
0.75.  T
e in which the acrylate mass fraction is 0.50 and 
the reac
conversion at this mass fraction (88% - 89%) did not vary with temperature. This mechanism 
photoinitiator concentration was kept constant at 1% (by mass) to acrylate. To compare the 
reaction profiles the heat flow from the DSC was converted to reaction rate by dividing by 
the heat of the acrylate reaction and mass fraction of acrylate. A typical reaction rate profile 
as a function of acrylate concentration at 130°C is shown in Figure 4.2(a).  
xim
conversion is higher, increasing from 85% for neat acrylate to 89% - 91% for diluted 
acrylates. The higher conversion is due to the lower viscosity in the dilute system which
reaction. Propagation contin
compared to the propagating macror
he trends due to acrylate mass fraction were consistent at 25°C and 100°C. 
The reaction profiles for the same acrylate fraction were also compared at different 
temperatures. Figure 4.2(b) shows an exampl
tion has been carried out at temperatures of 25°C, 100°C and 130°C. As the 
temperature increases, the peak reaction rate declines and the rate profile flattens. The final 
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is similar to the dilution effect described above. At higher temperatures, monomer and 
macroradical mobility is retained allowing for continuing propagation. As the acrylate 
fraction increases the temperature effect decreases. For example, at an acrylate fraction of 
0.75 there is no difference between the rate profiles at 25°C and 100°C. This trend continues 
to the pure acrylate polymerization where very little temperature effect is observed. This is 
consistent with previous observations where it was shown that the temperature has little 
effect on the reaction rate, however, a reduction in viscosity allows greater diffusion and 
mobility 55.  
 
4.3.3. Epoxy Reaction and Kinetics 
The epoxy reaction was explored by blending the epoxy resin with acrylate and 
catalyst. Blends of 0.0, 0.25, 0.50 and 0.75 acrylate fraction were studied. The samples were 
reacted in the DSC at 100°C and 130°C. The catalyst concentration was kept constant at 1% 
to epoxy. The DSC heat flow curves were converted to reaction rate profiles by dividing by 
the heat of reaction weighted by the appropriate mass fraction.  Contrasted with the acrylate 
polymerization, the epoxy reaction is slow.  
The epoxy reaction profiles with different acrylate mass fractions at 130°C are shown 
nal conversion declines as the acrylate concentration increases. There is also indication of a 
in Figure 4.3. The peak reaction rate is highest for the pure monomer. The reaction rate and 
fi
second peak in the neat rate profile, which may be due to ion separation 34.  
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Figure 4.2. Reaction rate profiles for the acrylate polymerization diluted with epoxy resin at 130°C and
different acrylate mass fractions.  X
0.75 +, 0.5 □, and 0.25 ●. Arrow indic
 
a is acrylate fraction; different fractions are represented by 1.0 ■, 
ates direction of increasing acrylate fraction. Figure 2b. Diluted 
acrylate polymerization reaction rate profiles at different temperatures and an acrylate mass fraction of 
0.50. Different temperatures are denoted by ♦ for 25°C, ■ for 100°C, and  for 130°C. Arrow indicates 
direction of increasing temperature. There was little difference between two experimental trials at 100°C. 
The large of the two profiles is shown. 
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Figure 4.3. Epoxy reaction rate profiles diluted in acrylate resin at 130°C and different acrylate m
fractions, □ 0, ■ 0.25, ○ 0.50, and  0.75. Arrow indicates direction of increasing acrylate fraction. 
   
4.3.4. IPN Formation 
4.3.4.1. Sequential Polymerization 
Sequential polymerizations with either the acrylate reacting first or the epoxy reacting 
first were studied at 100°C and 130°C at acrylate mass fractions of 0.25, 0.50, and 0.75. For 
ass 
each sample there are two reaction profiles.  
ple at 25°C for 10 
minutes and then rap
reaction. The epoxy reaction rate profiles followi
The acrylate polymerization first was done by irradiating the sam
idly ramping to the final temperature.  The acrylate reaction followed 
the same pattern as the diluted acrylate polymerization discussed above. As the acrylate is 
diluted with epoxy the reaction peak declines and the rate profile broadens. The main interest 
in this reaction sequence is the effect of the previously formed acrylate network on the epoxy 
ng the acrylate polymerization at 130°C and 
different acrylate fractions are shown in Figure 4.4.  
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Figure 4.4. Epoxy reaction rate profiles following the acrylate polymerization at 130°C and acrylate 
fraction
 
 
 
 to the 
ied 
were 
s of 0.25 □, 0.5 ■ and 0.75 ●. The median of three trials is shown for the 0.5 acrylate fraction. 
The peak reaction rate and final conversion decreases with acrylate concentration. The final 
conversion is the area under the rate curve. The peak time also increases with the acrylate
concentration. The presence of the acrylate network slows the epoxy reaction and reduces the
final conversion. The mobility of the propagating cation and monomer are reduced due
presence of the acrylate gel.  
The effect of a preexisting epoxy network on the acrylate polymerization was stud
by reacting the epoxy for 15 minutes and then irradiating the sample. The initial epoxy 
reactions in this case would be the same as the diluted epoxy reactions. The reactions 
conducted at 100°C and 130°C with acrylate fractions of 0.25, 0.50 and 0.75. The epoxy 
reactions in this case followed the same patterns as the diluted epoxy reactions. The acrylate 
reaction profiles at 130°C and at different acrylate fractions are shown in Figure 4.5. 
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Figure 4.5. Acrylate reaction rate profiles at a temperature of 130°C and acrylate fractions of 0.25 □, 0.5 
■ and 0.75 ●. These rate profiles are after the epoxy has polymerized. The larger of two trials is shown 
for the 0.25 acrylate fraction and the median of five trials for the 0.75 acrylate fraction are shown. 
 
The peak reaction rate is highest for an acrylate fraction of 0.75. The lowest peak rate is for 
the 0.50 acrylate fraction and then increases for the 0.25 acrylate fraction. The reaction 
deceleration follows this same pattern. The 0.75 acrylate fraction decelerates most steeply 
followed by the 0.25 and 0.50. The higher reaction rates for the 0.25 and 0.75 fractions may 
be due to mobility constraints. In the 0.25 acrylate fraction sample, the epoxy has 
polymerized extensively forming a high viscosity network. After a brief autoacceleration due 
le temperature, stabilizing for 30 s, and then beginning 
to a reduction in the termination rate, the reaction decelerates due to a reduction in the 
diffusion rate in the gel or solid environment on propagation. Similarly, with the 0.75 
acrylate, the diffusion limitations are partially due to the previous epoxy reaction but more 
significantly due to the acrylate polymerization.  
 
4.3.4.2. Concurrent IPN Formation  
Even with different initiation methods for the epoxy and acrylate polymerizations it is 
not possible to have these reactions occur simultaneously. A concurrent reaction was 
achieved by rapidly raising the samp
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the UV  
 on.  
 irradiation. The epoxy reaction begins at about 80°C. At 100°C the epoxy reaction is
still fairly sluggish. The acrylate reaction begins as soon as the UV light source is turned
The reactions after the light is turned on cannot be separated. It appears that the 
majority of the exotherm after the light is turned on is due to the acrylate polymerization. 
There is the possibility of synergy with the free radical formation and enhancement of the 
epoxy reaction 44. The reaction rate profiles were determined by dividing the heat flow 
curves for each reaction separately by the appropriately weighted reaction enthalpy. These 
reactions were studied at 100°C and 130°C and acrylate fractions of 0.25, 0.50 and 0.75, and 
the data is shown in Figure 4.6.  
 
Figure 4.6. Acrylate reaction rate profiles during irradiation at 100°C (dotted line) and 130°C (solid line) 
and acrylate mass fractions of 0.25 □, 0.5 ■ and 0.75 ● during concurrent polymerization. The larger of 
duplicat ials is shown for all acrylate fractions at 100°C.  
  
the concurrent polymerization as the temperature is increased the 
e tr
From Figure 4.6, during 
reaction curve broadens and the peak reaction rate is reduced. A severe reduction in reaction 
rate is shown for the 0.25 acrylate at 130°C. At high temperature and dilution 
autoacceleration declines as termination remains high due to retained mobility. This higher 
termination rate at higher temperature and dilution limits the peak propagation rate. 
Propagation also continues for a longer due to the lower viscosity at higher temperatures and 
dilution. The result is that the reaction profile is flat and broadened.  
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ame 
te 
sed 
 as large as or larger than the diluted acrylate monomer 
olymerization.  
reaction profiles are expected from the reaction sequences: diluted 
concurrent polymerization before the light is turned on. The epoxy polymerization is 
During
states o
e tem
onomer reaction has the highest peak reaction rate. This is followed by the concurrent 
polyme  
lready e. Even for the concurrent 
autoacceleration has not been greatly affected. Reaction rate profile behavior was similar at 
te 
oncent
4.3.4.3. Comparisons of Reaction Profiles between Reaction Sequences 
In this section, the same reactions, either acrylate or epoxy, are reviewed at the s
mass fraction and temperature yet with different reaction sequences. The only difference 
between reaction profiles is the sequence. It is expected that when the other monomer has 
been polymerized previously, the reaction profile would be reduced.  
The acrylate reaction sequences that are expected to be similar are the diluted acryla
and acrylate first IPN. For the sequence when the epoxy was reacted first the acrylate 
reaction is expected to be reduced due to the presence of the epoxy polymer. During the 
concurrent reaction, the epoxy reaction has been started before the light is turned on. If the 
light reaction is solely the acrylate, it is expected that this would be hindered by the increa
viscosity of the initial epoxy polymerization. If this reaction included an epoxy portion the 
reaction rate profile could be
p
Similar epoxy 
epoxy polymerization, the epoxy reacted befor  the acrylate, and the beginning of the e
expected to be significantly hindered when it occurs after the acrylate reaction. 
 the acrylate polymerization the epoxy can be either a diluent or may have already 
formed a polymer network or be in the process of polymerizing. The effect of the different 
f epoxy on the acrylate polymerization profiles is directionally the same regardless of 
perature or acrylate concentration. th
From Figure 4.7, the acrylate reaction profiles follow the expected order. The diluted 
m
rization and the case when the epoxy is prepolymerized. With the epoxy network
 in place the reaction peak is broad and peaks at a later tima
sequence the deceleration after the peak is less than that of the monomer although the 
0.25 and 0.75 acrylate fraction. The relative magnitude of the effect at the lower acryla
ration is not nearly as large. The acrylate reaction in this case is already severely c
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reduced due to the low concentration. At this temperature the epoxy reaction has not 
sed very far but is already having a measurable effect on thprogres e acrylate polymerization. 
 
4.7. Acrylate reaction profiles by different reaction sequences at a mass fraction of 0.50 a
ture of 100°C. The reaction sequen
Figure nd a 
a ces and the symbols and line style used to denote them are: 
ed a  
y 
similar to those at 100°C.  The acrylate polymerization first has the highest reaction rate. 
poxy n rst reactions are similar. 
 on 
e concurrent rate profile is much larger at 130°C. This is due to a more substantial build up 
in the e pared to 100°C.    
igure  harder to follow due to a 
eneral
 the 
poxy 
temper
dilut crylate reaction ● and solid line, concurrent polymerization ■ and dotted line, and epoxy reacted
first b | and dashed line. The larger of duplicate trials is shown for all acrylate fractions. 
  
The order of the acrylate rate profiles for concurrent polymerization at 130°C is 
This is followed by the concurrent polymerization and then the reaction in the preexisting 
etwork. The autoacceleration for the concurrent and epoxy fie
However, the concurrent polymerization during irradiation decelerates faster. The impact
th
poxy network at this temperature com
The epoxy reaction profiles at an acrylate fraction of 0.25 and 130°C is shown in 
4.8. The epoxy reactions at higher acrylate mass fractions areF
much reduced rate compared to the acrylate reaction. The trends for the reactions are 
ly the same.  The epoxy reaction profiles at 0.25 acrylate fraction and 130°C, Figure g
4.8, appear to be nearly identical. The presence of the acrylate network has little effect on
polymerization.   e
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Figur 4.8. Epoxy reaction rate profiles at 130°C and an acrylate mass fraction of 0.25 by di
 sequences. The reaction sequences and the symbols and line style use
e fferent 
reaction d to denote them are: 
iluted epoxy reaction ● and solid line, concurrent polymerization ■ and dashed line, and epoxy reacted 
y 
trials is 
 
The rea the 
rst pa he same concentrations for both 
 
is expe  would hinder the epoxy reaction but 
 the 
tion
species  
action
 
s force viscosity of the system increases. 
llowin perature 
t 
creases the reaction species mobility for an extended time allowing for further 
d
first b | and dashed line, acrylate reacted first by  and dot dash line. The larger of two experimental 
shown for the concurrent and epoxy reacted first sequences. 
ction profiles for the epoxy first and concurrent reactions should be the same for 
rt of the reaction. There are the same components in tfi
reactions. The diluted monomer reaction profile is also expected to be similar to the others. It
cted that the preexistence of the acrylate network
this does not appear to be the case.  
Based on the above experimental observations, the following picture emerges of
reac  mechanisms during IPN formation. Changes in molecular mobility of reaction 
 during polymerization determine the reaction rates. During polymerization, the
 environment is constantly changing. Hence a species may become incompatible with re
the phase in which it is present. When this happens, the diffusivity increases as the molecule
d to another phase. As the polymer chain grows, the i
If a diluent is present, the mobility of the reacting species can be extended for longer time 
g higher conversion when compared to the neat monomer. Increasing the tema
has a similar effect on the free radical polymerization – it reduces the autoacceleration, bu
in
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poly rization and more complete conversion. During sequential IPN formation the prior 
ce of a polymer network, which causes higher viscosity, reduces the reacti
me
xisten on rate of 
y the e current IPN formation has a similar effect on the 
poxy reacts completely first. A kinetic m
would e similar impact on the 
pro
olyme need to account for the 
me 
complex as the viscosity rapidly increases due to both polymerizations and the dilution effect 
se 
observa
4.4. C
otoinitiated 
free rad
onomers, and concurrently reacting monomers polymerized to form homopolymers and 
IPN’s b SC. The reactions were studied at 
ns.  
ntrolled, the reaction kinetics during 
ting the 
educed ation continues longer as monomer mobility is retained at higher 
er , 
ut in contrast, the epoxy polymerization strongly increases with temperature. If one polymer 
subsequ
tion pro tion rate 
versus  
e
the subsequent polymerization. The epoxy polymerization is less hindered than the acrylate 
xistence of a network. The conb
acrylate reaction as the pre-epoxy polymerization. The effect is not as large as when the 
e odel to fully describe all of these phenomena 
need to include effects of temperature and dilution, which hav
rate files, as well as allow for the pre-existence of a higher viscosity at the onset of 
rization. For the concurrent polymerization, a model would p
continuously changing environment as both monomers polymerize. This will quickly beco
on both polymerizations declines. We are currently developing models to explain the
tions.      
   
onclusions 
The thermally initiated cationic polymerization of a diepoxy and the ph
ical polymerization of a diacrylate were studied as pure monomers, diluted 
m
y various reaction sequences with photoD
isothermal temperatures of 25°C, 100°C and 130°C and a series of acrylate mass fractio
When one or both reactions become diffusion co
simultaneous IPN formation is very complex. Increasing the temperature and dilu
monomer have similar effects on the acrylate reaction profiles. The autoacceleration is 
, but the polymerizr
temp atures or with dilution. A similar dilution affect is seen for the epoxy polymerization
b
is formed before the other, the presence of the first polymer has a significant effect on the 
ent polymerization. If both monomers are polymerized together, or nearly so, the 
reac files are typically reduced. Reaction profiles refer to the shape of the reac
time curve. A reduced reaction profile means the peak reaction rate and the reaction
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rate at other times is reduced. A kinetic model to capture this complex behavior needs to 
account for different initial viscosities and changes in dilution and viscosity with conversion 
one or both monomers.   of 
 
4.5. References
(1) Sperling, L w York: Plenum 
Press. 265. 
(2) Baidak, A.A., J.M. Liegeois and L.H. Sperling, Simultaneous Interpenetrating Polymer Networks 
on Epoxy–Acrylate Combinations. Journal of Polymer Science: Part B: Polymer Physics, 1997. 
 1973-1984. 
 
of 
ting 
: 
ymer 
48: p. 1237-1243. 
2) Lin, M.-S. and K.-T. Jeng, Optically Clear Simultaneous Interpenetrating Polymer Networks Based on 
Poly (Ethylene Glycol) Diacrylate and Epoxy, I, Preparation and Characterization. Journal of 
art A: Polymer Chemistry, 1992. 30: p. 1941-1951. 
(13) 
urnal of 
 
.H., Interpenetrating Polymer Networks and Related Materials. 1981, Ne
 
Based 
35: p.
(3) Sperling, L.H., Recent Developments in Interpenetrating Polymer Networks and Related Materials, in 
Multicomponent Polymer Materials, D.R. Paul and L.H. Sperling, Editors. 1984, American Chemical 
Society: Philadelphia, Pennsylvania. p. 21-56. 
 
(4) Suthar, B., H.X. Xiao, D. Klempner and K.C. Frisch, A Review of Kinetic Studies on the Formation 
Interpenetrating Polymer Networks. Polymers for Advanced Technologies, 1996. 7: p. 221-233. 
 
(5) Lipatov, Y.S. and T. Alekseeva, Interpenetrating Polymer Networks Based on Polyurethane and 
Poly(Buty1 Methacrylate): Interrelation between Reaction Kinetics and Microphase Structure. 
Polymers for Advanced Technologies, 1996. 7: p. 234-246. 
 
(6) Alekseeva, T., Y.S. Lipatov and N. Babkina, Effect of Compatibilizers on Kinetics of Interpenetra
Polymer Networks Formation and Their Microphase Structure. Macromolecule Symposia, 2001. 164
p. 91-104. 
 
(7) Alekseeva, T., Y. Lipatov, S. Grihchuk and N. Babkina, Reactive Compatibilization in Phase 
Separated Interpenetrating Polymer Networks. Macromolecule Symposia, 2004. 210: p. 291-299. 
 
(8) Ritzenthaler, S., E. Girard-Reydet and J.P. Pascault, Influence of Epoxy Hardener on Miscibility of 
Blends of Poly(Methyl Methacrylate) and Epoxy Networks. Polymer, 2000. 41: p. 6375-6386. 
 
(9) Lin, M.-S. and S.-T. Lee, Curing Behaviour of Fully and Semi-Interpenetrating Polymer Networks 
Based on Epoxy and Acrylics. Polymer, 1995. 36(24): p. 4567-4572. 
 
(10) Lin, M.-S. and C.-C. Liu, Semi-IPNs Formed from Poly(Ethylene Glycol Monomethyl Ether Acrylate) 
and an Epoxy Thermoset. Polymer International, 1999. 48: p. 137-142. 
 
(11) Lin, M.-S. and M.-W. Wang, Kinetic Study on Epoxy Bisphenol-A Diacrylate IPN Formation. Pol
International, 1999. 
 
(1
Polymer Science: P
 
Lin, M.-S., K.-T. Jenc, K.-Y. Huanc and Y.-F. Shih, Optically Clear Simultaneous Interpenetrating 
Polymer Networks Based on Poly (Ethylene Glycol) Diacrylate and Epoxy. II. Kinetic Study. Jo
Polymer Science: Part A: Polymer Chemistry, 1993. 31: p. 3317-3325. 
   
  75 
 
(14) Dean, K., W.D. Cook, L. Rey, J. Galy and H. Sautereau, Near-Infrared and Rheological Investigation
of Epoxy - Vinyl Ester Interpenetrating Polymer Networks. Macromolecules, 2001. 34: p. 66
 
(15) Dean, K., W. Cook, P. Burchill and M. Zipper, Curing Behaviour of IPNs Formed from Model VER
and Epoxy Systems Part II. Imidazole-Cured Epoxy. Polymer, 2001. 42: p. 3589-3601. 
 
(16) Decker, C., Chapter 8 Photoinitiated Cross-Linking Polymerization of Monomer Blends, in 
Photoiniated Polymerization, K.D. Belfield and J.V. Crivello, Editors. 2003, American Chem
Society: Washington DC. p. 92-104. 
 
(17) Dec
s 
23-6630. 
s 
ical 
ker, C., T.N.T. Viet, D. Decker and E. Weber-Koehl, UV Radiation Curing of Acrylate / Epoxide 
 
g 
. 
s 
ic 
 
 in 
Systems. Polymer, 2001. 42: p. 5531-5541. 
(18) Dean, K. and W.D. Cook, Effect of Curing Sequence on the Photopolymerization and Thermal Curin
Kinetics of Dimethacrylate/Epoxy Interpenetrating Polymer Networks. Macromolecules, 2002. 35: p
7942-7954. 
 
(19) Tan, S.-S. and D.-H. Zhang, Synthesis and Characterization of Interpenetrating Polymer Network
Based on Polyacrylate and Epoxy. Acta Polymer, 1996. 47: p. 219-223. 
 
(20) Lu, S.P., H.X. Xiao and K. C. Frisch, Crosslinking Kinetics Studies on Interpenetrating Polymer 
Network Powder Coatings. Polymers for Advanced Technologies, 1996. 7(4): p. 323-328. 
 
(21) Andrzejewska, E., Photopolymerizaion Kinetics of Multifunctional Monomers. Progress in Polymer 
Science, 2001. 26: p. 605-665. 
 
(22) Dusek, K. and M. Duskova-Smrckova, Network Structure Formation During Crosslinking of Organ
Coating Systems. Progress in Polymer Science, 2000. 25: p. 1215-1260. 
 
(23) Ward, J.H., K. Furman and N.A. Peppas, Effect of Monomer Type and Dangling End Size on Polymer
Network Synthesis. Journal of Applied Polymer Science, 2003. 89: p. 3506-3519. 
 
(24) Burdick, J.A., T.M. Lovestead and K.S. Anseth, Kinetic Chain Lengths in Highly Cross-Linked 
Networks Formed by the Photoinitiated Polymerization of Divinyl Monomers: A Gel Permeation 
Chromatography Investigation. Biomacromolecules, 2003. 4: p. 149-156. 
 
(25) Berchtold, K.A., T.W. Randolph and C.N. Bowman, Propagation and Termination Kinetics of Cross-
Linking Photopolymerizations Studied Using Electron Paramagnetic Resonance Spectroscopy
Conjunction with near Ir Spectroscopy. Macromolecules, 2005. 38: p. 6954-6964. 
 
(26) Lovestead, T.M., K.A. Berchtold and C.N. Bowman, An Investigation of Chain Length Dependent 
Termination and Reaction Diffusion Controlled Termination During the Free Radical 
Photopolymerization of Multivinyl Monomers. Macromolecules, 2005: p. H. 
 
(27) Goodner, M.D. and C.N. Bowman, Development of a Comprehensive Free Radical 
Photopolymerization Model Incorporating Heat and Mass Transfer Effects in Thick Films. Chemical 
Engineering Science, 2002. 57: p. 887-900. 
 
(28) Assche, G.V., S. Swier and B.V. Mele, Modeling and Experimental Verification of the Kinetics of 
Reacting Polymer Systems. Thermochimica Acta, 2002. 388: p. 327-341. 
 
(29) Elliott, J.E. and C.N. Bowman, Effect of Primary Cyclization on Free Radical Polymerization 
Kinetics: Modeling Approach. Macromolecules, 2002. 35: p. 7125-7131. 
   
  76 
 
(30) Lovestead, T.M. and C.N. Bowman, A Modeling Investigation of Chain Length Dependent 
Termination During Multivinyl Free Radical Chain Photopolymerizations: Accounting for the Gel. 
Macromolecules, 2005: p. 8.5. 
 
(31) Beuermann, S. and N. Garcia, A Novel Approa
Radical Polymerization Propagation Kinetics.
ch to the Understanding of the Solvent Effects in 
 Macromolecules, 2004: p. 7.7. 
 
(32) re 
 
 Constants for Iodonium Photoinitiators. Journal of Photochemistry 
 
: 
y Resins Cured by Cationic Latent 
d Resins 
c
(38) mal 
l 
ationic Polymerization of Epoxides. Polymer 
 
ationic 
Elliott, J.E. and C.N. Bowman, Effects of Solvent Quality During Polymerization on Network Structu
of Cross-Linked Methacrylate Copolymers. Journal of Physical Chemistry, 2002. 106: p. 2843-2847. 
 
(33) Sipani, V., A. Kirsch and A.B. Scranton, Dark Cure Studies of Cationic Photopolymerizations of
Epoxides: Characterization of Kinetic Rate Constants at High Conversions. Journal of Polymer 
Science: Part A: Polymer Chemistry, 2004. 42: p. 4409-4416. 
 
(34) Sipani, V. and A.B. Scranton, Kinetic Studies of Cationic Photopolymerizations of Phenyl Glycidyl 
Ether: Termination/Trapping Rate
and Photobiology A: Chemistry, 2003. 159: p. 189-195. 
(35) Sipani, V. and A.B. Scranton, Dark-Cure Studies of Cationic Photopolymerizations of Epoxides
Characterization of the Active Center Lifetime and Kinetic Rate Constants. Journal of Polymer 
Science: Part A: Polymer Chemistry, 2003. 41: p. 2064-2072. 
 
(36) Park, S.-J., M.-K. Seo, J.-R. Lee and D.-R. Lee, Studies on Epox
Thermal Catalysts: The Effect of the Catalysts on the Thermal, Rheological, and Mechanical 
Properties. Journal of Polymer Science: Part A: Polymer Chemistry, 2001. 39: p. 187-195. 
 
(37) Park, S.-J., G.-Y. Heo an  D.-H. Suh, Thermal Properties and Fracture Toughness of Epoxy 
Cured by Phosphonium and Pyrazinium Salts as Latent Cationic Initiators. Journal of Polymer 
Scien e: Part A: Polymer Chemistry, 2003. 41: p. 2393-2403. 
 
Park, S.-J., M.-K. Seo and J.-R. Lee, Studies on Epoxy Resins Cured by Cationic Latent Ther
Catalyst at Elevated Temperature. Polymer International, 2004. 53: p. 1617-1623. 
 
(39) Boey, F., S.K. Rath, A.K. Ng and M.J.M. Abadie, Cationic UV Cure Kinetics for Multifunctiona
Epoxies. Journal of Applied Polymer Science, 2002. 86: p. 518-525. 
 
(40) Abadie, M.J.M., N.K. Chia and F. Boey, Cure Kinetics for the Ultraviolet Cationic Polymerization of 
Cycloliphatic and Diglycidyl Ether of Bisphenol-A (DGEBA) Epoxy Systems with Sulfonium Salt Using 
an Auto Catalytic Model. Journal of Applied Polymer Science, 2002. 86: p. 1587-1591. 
 
(41) Decker, C., T.N.T. Viet and H.P. Thi, Photoinitiated C
International, 2001. 50: p. 986-997. 
(42) Boey, F.Y.C., N.K. Chia, S.K. Rath and M.J.M. Abadie, Low-Energy Electron Beam-Induced C
Polymerization with Onium Salts. Journal of Applied Polymer Science, 2001. 82: p. 3099-3108. 
 
(43) Crivello, J.V. and S. Kong, Photoinduced and Thermally Induced Cationic Polymerizations Using 
Dialkylphenacylsulfonium Salts. Macromolecules, 2000. 33: p. 833-842. 
 
(44) Bulut, U. and J.V. Crivello, Investigation of the Reactivity of Epoxide Monomers in Photoinitiated 
Cationic Polymerization. Macromolecules, 2005. 38(9): p. 3584-3595. 
 
   
  77 
(45) Oxman, J.D., et al., Evaluation of Initiator Systems for Controlled and Sequentially Curable Free-
Radical/Cationic Hybrid Photopolymerizations. Journal of Polymer Science: Part A: Polymer 
p. 1747-1756. 
Pavillon, P. Lebaudy and C. Bunel, Influence of Temperature and Nature of 
n the Formation Kinetics of an Interpenetrating Network Photocured from an 
 
53(9): p. 
or. 
ineering. 2nd ed. Vol. 1. 1999, San Diego, CA: 
Academic Press. 509. 
 
4) Crivello, J.V. and K. Dietliker, Photoinitiators for Free Radical Cationic & Anionic 
sation. 2nd ed. Chemistry & Technology of UV & EB Formulation for Coatings, Inks & 
 G. Bradley. Vol. III. 1998, Chichester, West Sussex, England ; New York: J. Wiley in 
 
Chemistry, 2005. 43: 
 
(46) Lecamp, L., C. 
Photoinitiator o
Epoxide/Methacrylate System. European Polymer Journal, 2005. 41(1): p. 169-176. 
(47) Alcantara, R.M., A.T.N. Pires, G.G.D. Barros and L.A. Belfiore, Pseudo-Interpenetrating Polymer 
Networks Based on Tetrafunctional Epoxy Resins and Poly(Methyl Methacrylate). Journal of Applied 
Polymer Science, 2003. 89: p. 1858-1868. 
 
(48) Dean, K.M. and W.D. Cook, Azo Initiator Selection to Control the Curing Order in 
Dimethacrylate/Epoxy Interpenetrating Polymer Networks. Polymer International, 2004. 
1305-1313. 
 
(49) Prime, R.B., Thermosets, in Thermal Characterization of Polymeric Materials, E.A. Turi, Edit
1997, Academic Press: San Diego. p. 1380-1766. 
 
(50) Pappas, S.P., Radiation Curing : Science and Technology, in Topics in Applied Chemistry, S.P. 
Pappas, Editor. 1992, Plenum Press: New York. p. 1-55. 
 
(51) Odian, G.G., Principles of Polymerization. 3rd ed. 1991, New York: Wiley. xxii, 768 p. 
 
(52) Rudin, A., The Elements of Polymer Science and Eng
 
(53) Maffezzolia, A. and R. Terzi, Effect of Irradiation Intensity on the Isothermal Photopolymerization
Kinetics of Acrylic Resins for Stereolithography. Thermochimica Acta, 1998. 321: p. 111-121. 
 
(5
Photopolymeri
Paints V. 3, ed.
association with SITA Technology. ix, 586 p. 
(55) Scherzer, T. and U. Decker, The Effect of Temperature on the Kinetics of Diacrylate 
Photopolymerizations Studied by Real-Time FTIR Spectroscopy. Polymer, 2000. 41: p. 7681-7690. 
 
   
  78 
CHAPTER 5. STRUCTURE-PROPERTY RELATIONSHIPS IN 
ACRYLATE/EPOXY INTERPENETRATING POLYMER 
 EFFECTS OF THE REACTION SEQUENCE 
tal 
o differential scanning calorimetry 
scanning calorimetry for conversion. Initial and final sample glass 
transiti
Some of the material properties and the morphology were also dependent on 
sition temperatures as high as 75 °C were 
ut formed by different reaction sequence. Correlations 
can be d 
e complex and not readily 
predict
Interpenet
least one of the multifunctional monomers is polymerized in the presence of the other 
NETWORKS:
AND COMPOSITION 
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Abstract 
Interpenetrating polymer networks of polyethylene glycol (200) diacrylate and 
diglycidyl ether of bisphenol A were formed over a range of compositions and with different 
reaction sequences. The reaction sequence was controlled by thermally initiating the cationic 
polymerization of the epoxy and by photoinitiating the free radical polymerization of the 
acrylate and changing the processing order. The materials were evaluated by attenuated to
reflectance Fourier transform infrared spectroscopy, phot
and modulated differential 
on temperature was estimated from modulated differential scanning calorimetry. 
Mechanical testing and rheology tests revealed information on the strength and hardness of 
the materials. Morphology and phase separation was explored via optical microscopy and 
scanning electron microscopy. As expected, all of the physical properties were dependant on 
composition. 
reaction sequence. Differences in glass tran
observed at the same composition b
made between the morphology and material properties with partially phase separate
samples exhibiting maximum damping. The experiments indicate that the relationships 
between phase morphology and physical properties of IPNs ar
able a priori.      
 
5.1. Introduction 
rating polymer networks are formed from two or more polymers when at 
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crosslin  
ide range and variety of applications. Full and semi IPNs 
o radable polymer networks 
4, 5 lamide and methacrylate6 and 
omechanical applications. The 
crosslinked structure of the IPN slows diffusi  
. Cellulose acrylate was added to a polycarbonate to form 
IPNs th e 
 
 the 
nd 
compatible when the epoxy content was greater than 
50%. T  
e 
emi 
In 
es 
at 
exhibited two phases when the methacrylate was cured first but one phase when the epoxy 
ked polymer1. To form a single phase either the solubilities of the components must
be compatible over the range of the compositions and monomer conversions or the 
polymerization rate must be faster than the dissolution rate2. More homogenous IPNs are 
formed with faster reaction rates and when the reactions are close to simultaneous3. If the 
system completely phase separates, a polymer composite is formed. If partial phase 
separation occurs, which is more likely, a series of phases of varying composition are 
formed.   
IPNs have been used in a w
f modified gelatin - acrylate have been studied to create biodeg
for controlled release of drugs . IPNs made from acry
acrylates7 have been investigated for biological and chem
on of solutes from the matrix making them
useful for controlled release applications.  Urethane – acrylate systems have been extensively 
studied and are commonly used in vibration damping applications. The morphology and 
phase domain sizes of urethane – acrylate IPNs has been studied as a function of the reaction 
sequence8. Larger domains were formed when the acrylate was reacted first. The reaction 
sequence was controlled in this study by thermally polymerizing the urethane and 
photopolymerizing the acrylate
at remained transparent and had improved damping properties over the polycarbonat
homopolymer9. An extensive study on a urethane – polyester network allowed modeling and
attainment of a variety of material properties10. The complex nature of the model reflects
complexity of the interactions in the network. A number of epoxy amine – acrylate11-14 a
epoxy anhydride – acrylate15 systems have been studied. In one study, optically clear 
networks were formed that were fully 
his was evidenced by single peaks in rheological studies (i.e., tan δ plots)12. In another
study, maxima in the energy absorbed and Young’s modulus were observed at intermediat
compositions. Full IPNs had improved properties relative to semi IPNs. The decline in s
IPN material properties at some compositions was attributed to microphase separation13. 
all these studies, the polymerization rate decreased for both polymers and activation energi
increased during full IPN formation. Dean and Cook15 performed mechanical analysis th
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was cured first. The curing sequence was controlled by photopolymerizing the methacryla
and thermally reacting the epoxy anhydride.  The fi
te 
nal conversions of each monomer in these 
d on reaction sequence. This dependence was attributed to vitrification, 
us, compressive modulus, storage modulus22, 
ness10, and swelling24.  
ing 
 
standing of the relationships between microstructure, phase 
ehavior, processing conditions, composition, and physical properties is required to provide a 
framew
ed over a range of compositions and by 
ence. The conversion is estimated by modulated differential 
scanning calorim
systems also depende
topological constraints, or phase separation.   
In a series of studies of a methacrylate – styrene, vinyl ester resin blend, thermally 
cross-linked concurrently with epoxy – amines to form graft copolymer IPNs, the mechanical 
properties and morphology was examined16-20.  It was found that many of the material 
properties peaked at intermediate compositions. Scanning electron micrographs and atomic 
force micrographs revealed that the gels formed by the vinyl ester copolymer become more 
continuous during IPN formation.   
The physical properties of IPNs are often enhanced over those of the individual 
polymers and blends of the polymers21. Examples of properties that have been studied 
include tensile yield stress, Young’s modul
glass transition temperature15, 23, hard
The morphology of IPNs has been characterized by optical microscopy25, scann
electron microscopy (SEM)26, transmission electron microscopy27, and atomic force 
microscopy28. These studies also show that reaction conditions and sequence impact the final
microstructure of IPNs.  
To engineer IPNs with specific properties, a detailed understanding of the 
relationships beyond the effect of composition during IPN formation is required. The 
reaction sequence and reaction rates of the network impact the morphology and material 
properties. A fundamental under
b
ork for engineering material performance.    
In this study, epoxy-acrylate IPNs are form
changing the reaction sequ
etery (mDSC) and attenuated total reflectance Fourier transform infrared 
spectroscopy (ATR FTIR). Mechanical and rheological properties are measured as a function 
of temperature. Morphology of the IPNs at different composition and reaction sequence is 
studied by optical microscopy and SEM. The relationship between the morphology, physical 
properties, composition and processing conditions is explored.      
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tion “SR-259”), was purchased from Sartomer (Exton, PA) 
phichlorohydrin epoxy resin (DGEBA), a multifunctional epoxy (marketed 
under t
 
C-7231”) from King Industries 
(Norwalk, CT). The chemical structures of the acrylate, epoxy, and photoinitiator are shown 
in Figure 5.1. All materials were used as received.  
5.2. Experimental 
5.2.1. Materials 
Polyethylene glycol 200 diacrylate (PEG200DA), a multifunctional acrylate 
(marketed under the trade designa
and bisphenol A-e
he trade designation “EPON 828”), was purchased from Resolution Performance 
Products (Houston, TX). The acrylate was polymerized using α, α-dimethoxy-α-
phenylacetophenone (DMPA), a free radical photoinitiator (marketed under the trade 
designation “Irgacure 651”), from Ciba Specialty Chemicals (Basel, Switzerland). The epoxy
was reacted using a thermal activated cationic catalyst, a proprietary ammonium antimony 
hexafluoride (marketed under the trade designation “X
 
Figure 5.1. Chemical structures of: the acrylate, polyethylene glycol 200 diacrylate (PEG200DA), the 
photoinitiator α, α-dimethoxy-α-phenylacetophenone (DMPA); and the epoxy, diglycidal ether of 
bisphenol-A (DGEBA). 
 
5.2.2. Methods 
The materials were weighed and mixed at room temperature. The photoinitiator is 
miscible with the diacrylate and was added in darkened room conditions at 1 percent by 
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weight  
of 
 D 
o a 
ple 
through the test stand at 25 fpm at 25% power 20 times, then at 50% power 5 times and then 
once at 100% power. The samples were removed from the molds. Samples were placed back 
in the oven at 125°C for 95 minutes and then at 160°C for 120 minutes to complete the epoxy 
reaction. The pure epoxy samples were made in a similar manner except that the samples 
were removed from the mold after 60 minutes at 100°C. 
5.2.4. Acrylate First  
at the order was reversed. The mold cavities were filled with the blends and passed through 
the test
°C 
of the diacrylate. The DGEBA epoxy was heated in a water bath to 50°C before
adding the catalyst. The XC-7231 was added at 1 percent by weight of the epoxy.  Blends 
epoxy and acrylate were made at acrylate weight fractions of 0.25, 0.50, and 0.75 and were 
miscible. The materials were stored in dark bottles.  
Rectangular stainless steel molds were fabricated following ASTM D 5279 with ten 
columns and four rows for rheometric analysis29. The rectangle size was reduced to 60.325 x 
12.5 x 3.175 mm3. Dogbone-shaped stainless steel molds were fabricated following ASTM
638 Type IV with ten columns and four rows for tensile testing30. The molds were bolted t
steel plate. Between the plate and the mold, a foam spacer and a silicone release coated liner 
was added. The molds were sprayed with a fluorocarbon mold release agent prior to sam
preparation. Pure acrylate samples were made at slightly thinner dimension to cure the 
acrylate and to prevent stress fracturing during curing. 
5.2.3. Epoxy First 
Samples were prepared by two reaction sequences; epoxy first and acrylate first. For 
the epoxy first reaction sequence, the mold cavities were filled with blends containing 25%, 
50% and 75% (by weight) of acrylate. The molds were placed in an oven at 100°C for 60 
minutes. The temperature was then raised to 125°C for 25 minutes. The molds were removed 
from the oven and passed under a Fusion Systems test stand configured with a VPS 6 power 
pply and irradiator with a “D” bulb. To minimize stress fracture, the samples were passed su
The acrylate first reaction samples were made similarly to the epoxy samples, except 
th
 stand at the same speed and power sequence as above. Samples were removed from 
the molds and then baked in the oven at 100°C for 1 hour, at 120°C for 2 hours, and at 160
for 2 hours.  
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5.2.5. Conversion by FTIR  
A FTIR spectrophotometer with a diamond ATR (Thermo Nicolet,Waltham, MA)
was used to measure IR absorption. A smooth spot was created on the samples by scra
or by polishing to ensure good contact with the ATR crystal.  
Acrylate conversion was determined by measuring the absorbance at 1635 cm
 
pping 
 
 
-1. To
standardize the measurements, a baseline from 1554 cm-1 to 1658 cm-1 was used. Fractional
conversion (a) was estimated as shown in Eq. 1.  
635
6351
monomer
sample
I
I−=α          (1) 
A similar approach was used to estimate epoxy conversion. The absorbance at 914 
cm-1 was used to indicate ring opening polymerization. A baseline from 883 cm-1 to 927 cm-1 
was used in most cases. In a few instances, the baseline was adjusted to prevent negative 
absorbances. A correction factor was added to the absorbances to account for instrument 
and variability in measurements. The peak for c
drift 
orrection was at 1508 cm-1, which is due to 
the abs
ncludes the 
orbance of the aromatic ring. A baseline from 1328 cm-1 to 1554 cm-1 was used to 
adjust the peak height. The conversion was calculated according to Eq. 2, which i
reference absorbance correction.  
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟
or 
 
s. 
The DSC was used in modulated mode (mDSC) for further thermal analysis of post 
reacted samples. A 2-5 mg sample was removed from the physical property specimens and 
placed into a standard DSC pan and sealed. The sample was equilibrated at -50 °C. The 
⎠
⎞
⎜⎜⎝
⎛−=
1508
1508
914
9141
sample
monomer
monomer
sample
I
I
I
Iα        (2) 
5.2.6. Acrylate Conversion by Photo DSC  
Samples (~2-5 mg) were removed from the dogbone or rectangle specimens f
photo-differential scanning calorimetry (pDSC) measurements and placed in standard DSC
pans. A thermal analyzer (DSC Q1000, TA Instruments, New Castle, DE) with a PCA UV 
light accessory was used to react the samples and study the kinetics and physical propertie
To check for residual photo reaction, which is assumed to be due to the acrylate, the sample 
was stabilized at 30°C and then irradiated with 50 mW/cm2 for three minutes.  
5.2.7. Modulated DSC  
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temperature was ramped at 10° C/min to 300 °C while modulated at 1 °C/min every 30 
seconds. The sample was held at 300 °C for 30 seconds and ramped back down to -50 °C at 
the same ramp and modulation rate.   
The DSC traces were further processed using the “Universal Analysis” program (TA 
Instruments, New Castle, DE). Inflections in the reversible heat flow curves were used to 
estimate the glass transition temperatures (Tg). Typically an initial Tg was found on the 
upward temperature ramp and the final or ultimate Tg was found on the return. Residual 
reaction heat was estimated from the nonreversible heat flow curve. The residual reaction 
heat was assumed to be due to epoxy reaction. The conversion was calculated from the 
DGEBA
 
C 
ology traces were processed using the “Rheology Advantage Data Analysis” 
rogram from TA Instruments. The storage modulus (G’), the loss modulus (G”), and tan δ 
lass transition temperature was estimated from the peak in the tan δ 
curve. S er 
n distance of 19.05 mm. A crosshead speed of 1.27 mm/min 
was used to pull the sample to failure.  
ed by an 
“Instro
ilure 
residual heat flow divided by the total heat of reaction. The heat of reaction is 502 J/g for 
31, 32 and that of PEG200DA is 532 J/g33.  
5.2.8. Rheology 
The rheological properties of the rectangular specimens were determined in a TA
Instruments AR2000 (New Castle, DE) rheometer. The temperature was reduced to -10°
and ramped to 200°C at 5 °C/min. The strain was controlled at 0.02 % and the angular 
frequency was set at 6.284 rad/s during the test.  
The rhe
p
were measured. The g
torage modulus and tan δ at the glass transition temperature were recorded for furth
analysis.    
5.2.9. Mechanical Properties 
Tensile properties of the dogbone specimens were determined by testing in an 
“Instron 4411” universal testing machine (Instron Corporation, Norwood, MA) by clamping 
the sample with a jaw separatio
Data collection and analysis and control of the testing machine was perform
n Series IX Automated Materials Tester – Version 8.15.00” program by Instron 
Corporation (Norwood, MA). This program calculates Young’s modulus, yield and fa
stress and strain for each trial.  
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Shore A hardness of the tensile samples was measured with a Pacific Instruments 
os Angles, CA) Model 306 hardness tester.     
5.2.10. Morphology 
Digital photographs of the specimens were taken with a Nikon CoolPic 3100 camera. 
The rupture surfaces of the tensile samples were examined with an optical stereo microscope 
(Nikon SMZ 1500). A digital camera (Diagnostic Instruments, Inc., 11.2 Color Mosaic) was 
used to create image files for further analysis.   
ed on a stub and sputter coated with 200 Å of gold before imaging. 
A JEOL . 
F 
y. 
d to be the 
case for all the samples with the exception of the acrylate first samples for rheometry, which 
an expected.   
(L
Samples for SEM were prepared by freezing in liquid nitrogen and then fracturing. 
The samples were mount
 Limited SEM model 840A (Tokyo, Japan) operated at 20 kV was used for imaging
A series of images were captured at magnifications from 500X to 15000X using the IXR
program.  
5.3. Results  
The use of ATR FTIR, pDSC and mDSC allowed independent measurements of 
conversion, and initial and final Tg by composition, reaction sequence and sample geometr
The methods of preparing the samples were the same regardless of sample geometry, so it 
was anticipated that sample geometry would not affect the results. This was foun
resulted in lower epoxy conversions th
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Figure 5. 2. (a) Acrylate conversion by FTIR as a function of mass fraction of acrylate and reaction 
sequence. (b) Epoxy conversion by FTIR as a function of acrylate mass fraction, reaction sequence and
sample geometry. A denotes acrylate first samples, E is epoxy first samples. DB (dogbone) and RT 
(rectangular) refer to sample geometry. 
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The ATR FTIR data indicate that the acrylate conversion peaks at intermediate 
concentrations as shown in Fig. 5.2.a. In this and subsequent figures, the error bars represent 
a 95% confidence interval for the mean. When the acrylate was reacted first, the conversion 
is consistently slightly higher than when the epoxy was reacted first. The dilution of the 
acrylate extends the mobility allowing the reaction to go to higher conversion. The decline in 
conversion at the lowest acrylate fraction represents a further shift, as time for diffusion and 
propagation approaches the free radical life time. In contrast, the conversion of the pure 
Similar to the acrylate conversion, there is slightly higher epoxy conversion at 
intermediate concentrations, with th
ed. This higher conversion of both components in the 
IPN is in co
ine and epoxy anhydride 
systems. The exten
olecular coordination is needed in these systems than that in the addition reactions of 
epoxy am
easurably 
slow polymerization rates, or consumption of the free radical initiator.   
acrylate is limited by mobility as it cross-links.  
e exception of the “acrylate first” rheometry samples 
(Fig. 5.2.b). The decline in conversion for the epoxy homopolymer is not as large as that of 
the acrylate homopolymer. The living nature of the propagating cation may be the source of 
the extended polymerization of the epoxy. Like the acrylate, the epoxy also typically goes to 
higher conversion when an IPN is form
ntrast to previous studies14, 15. However these findings are consistent with our 
previous study, in which lower reaction rates and higher final conversions were observed 
during IPN formation with this model system34. The epoxy polymerization mechanism in this 
system is different than that in previous studies with epoxy am
t of reaction in living cationic epoxy polymerizations could depend on the 
time after initiation even after samples are cooled to room temperature. Propagation by 
activated chain end requires diffusion of monomer to the active end of the polymer chain31. 
Less m
ine and epoxy anhydride systems.  
To check for residual acrylate reaction, the samples were evaluated by photoDSC and 
no appreciable reaction was observed upon illumination at 30 °C. This would suggest 
com lete acrylate conversion but could also be so due to sample vitrification, immp
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Figure 5.3. Epoxy conversion from mDSC as a function of acrylate fraction and reaction sequence. 
 
Epoxy conversion from residual reaction heat estimated from nonreversible heat flow 
in the mDSC thermograph is shown in Fig. 5.3 as a function of acrylate mass fraction and 
reaction sequence. The trends correlate well with the epoxy conversion by FTIR (Fig. 5.2.b), 
although small quantitative discrepancies are present. The observed discrepancy may be 
partly due to the assumption that the residual heat represents complete conversion of the 
epoxy monomer to polymer. In some cases, the DSC overestimates conversion when 
compared to the FTIR. This could be due to vitrification reducing the residual reaction heat.  
Most of the overestimated conversions compared to FTIR are for the pure epoxy samples. 
The lower epoxy conversions occur at various acrylate concentrations when the acrylate is 
reacted first. In these cases, the preformed acrylate network is either hindering the complete 
epoxy polymerization or segregating the epoxy into isolated domains so complete conversion 
nd residual reaction 
enthalp
 
Using mDSC, an initial and final Tg can be determined from the reversible heat flow 
ion points. The epoxy polymerization is autocatalytic and 
thermo s the 
cannot be achieved.   
In contrast to the correlation between epoxy conversion by FTIR a
y, the correlation of conversion from residual reaction enthalpy to acrylate conversion 
by FTIR is poor. As noted above, the reaction heats for the monomers are very close to each
other. If the residual reaction heat was due to acrylate polymerization, there should be a 
correlation to the FTIR measured conversion.  
or heat capacity inflect
setting. Modulated DSC has an advantage over conventional DSC in these cases a
reversible (phase transition) heat flows can be separated from the nonreversible (residual 
reaction) heat flows. Here the initial Tg is determined from an inflection in the reversible heat 
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flow as the temperature is modulated and ramped to the final test temperature (300 °C). The
final T
 
 
so 
xy in domains so that complete conversion is not possible.  
 
g is estimated from an inflection in the reversible heat flow during the cool down ramp 
and modulation. This final Tg should be representative of the ultimate Tg as the high 
temperature will allow complete reaction. Initial Tg increases with epoxy concentration as
shown in Fig. 5.4.a. The initial Tg is higher when the epoxy is reacted first.  The final Tg al
increases sharply with epoxy content as shown in Fig. 5.4.b. The samples with the epoxy 
reacted first have higher final Tg’s. The lower Tg’s for the acrylate first polymerizations are 
indicative of incomplete polymerization of the epoxy. This maybe due to vitrification or 
isolation of the epo
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Figure 5.4. (a) Initial and (b) final Tg from mDSC as a function of acrylate mass fraction and react
sequence. 
Initial and final Tg values were compared to conversion determined by FTIR. With 
the exception of the pure epoxy samples, the initial Tg increases with epoxy conversion. 
Initial Tg is a stronger function of acrylate mass fraction than acrylate conversion. The 
relationship of final Tg to conversion is less clear. The final Tg appears to be a stronger 
function of composition than conversion. This is to be expected as the measured final Tg is 
after the additional conversion has occurred. Regression analysis confirms these 
observations.  
 
5.3.1. Rheology  
The tan δ at peak value is higher when the acrylate is reacted first as shown in Fig. 
5.5. The peak is also h gher at intermediate compositions between the homopolymers. 
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Maximum damping occurs with the 0.25 acrylate fraction sample when the acrylate is reacted
first. This is in contrast to the epoxy reacted first sample of the same composition which 
shows nearly the same damping as the epoxy homopolymer, indicating little synerg
the inclusion of the acrylate.    
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Figure 5.5. The value of tan δ at peak as a function of composition and reaction sequence. 
 
The storage modulus at tan δ peak is insensitive to reaction sequence and composition
and is uniform at about 40 MPa except for the pure epoxy samples (data not shown). 
Acrylate-modified systems have lower modulus at tan δ peak than the epoxy homopo
This corresponds to a more rubbery system, which is in qualitative agreement with the T
 
lymer. 
g 
estimates.  
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Figure 5.6. Glass transition temperature determined by rheometry as a function of acrylate mass fraction 
and reaction sequence. 
 
The peak in the tan δ curve from rheology measurements was also used to estimate 
the Tg (Fig. 5.6). Similar to the mDSC estimates, the Tg for epoxy reacted first is much 
gher than that of the acrylate reacted first. This provides further evidence of differences in 
the microstructure of the IPN due to reaction sequence.  
hi
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Initial and final Tgs from mDSC were compared to the Tg estimated from rheometry. 
y is much closer to the final Tg by mDSC. In both of these cases the 
epoxy reaction is continued as the temperature is ramped. The T  estimates from rheometry 
are mo
 
 
The Tg from rheometr
g
re consistent when compared to mDSC estimates and generally higher.   
5.3.2. Mechanical properties  
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.7. Composition and reaction sequence effects on Young's modulus. Figure 5
 
sults indicate that the addition of epoxy strengthens the material. The modulus quickly 
increas  epoxy) with slight addition of epoxy. The 
he 
crylate late first 
ple ital 
photography) and had the highest tan δ peak value.  
 
From the tensile test, Young’s modulus (E) was calculated as shown in Fig. 5.7. The
re
es to the limiting value (i.e., that of pure
modulus is relatively independent of the reaction sequence. Up to 0.25 acrylate fraction, t
 first samples had slightly lower E than the epoxy first samples. The acrya
sam s at 0.25 acrylate fraction are also the most opaque samples (as observed by dig
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Figure 8. Acrylate mass fraction and reaction sequence effects on yield stress. 
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The yield stress shows a maximum with IPN formation at intermediate concentrations 
epic
additio  
ield st 5 acrylate fraction when the acrylate is reacted first. This is the 
m
s i Tg reaches 
that of 
 reacted first (data not shown). The increase is not as linear for the “acrylate first” samples, 
 a d at 
.  
 
data not shown). The reaction sequence does not have a significant effect on the hardness. 
nes
.3.3. Morphology 
as d ted in Fig. 5.8. The peak position is weakly dependent on reaction sequence. The 
n of the acrylate results in a rubbery phase which toughens the epoxy. The peak in the
ress occurs at 0.2y
maxi um toughness of the network.  
There is no clear relationship between the yield stress and the initial Tg. The yield 
stres ncreases with final Tg to the peak yield stress and then declines as the final 
the epoxy homopolymer. This may be due to the dependence of yield stress and final 
Tg on composition and reaction sequence.  
The yield strain increases monotonically with acrylate concentration when the epoxy 
is
with eviation at 0.75 acrylate fraction. The epoxy homopolymer has the lowest strain 
yield
The surface hardness of the material decreases monotonically with acrylate fraction
(
Since hardness is a surface property, it may not affect the bulk material properties. The 
hard s increases with initial Tg and approaches a limiting value.  
 
5
 
 
Figure 5
to right,
samples,  1.0 acrylate fraction. The actual image size is approximately 2.5 by 2.5 mm.  
 
.9. Rupture surfaces of tensile samples at 8.4X. Top row is epoxy reacted first samples, from left 
 the acrylate mass fractions are 0, 0.25, 0.50 and 0.75 respectively. Bottom row is acrylate first 
 from 0.25 to
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Microscopic evaluation of the rupture surface of the tensile samples reveals 
ingly brittle material asincreas  the samples progress from pure acrylate to pure epoxy as 
ture 
h acrylate 
d 
stress r
shown in Fig. 5.9. Brittleness is indicated by the density of the crack lines on the rup
surface. The brittleness of the samples also depends on the reaction sequence, wit
first samples being less brittle. This is consistent with the lower Young’s modulus and yiel
eported earlier.     
 
E25 E50 E75
A25 A50 A75
00 1.0
 
Figure 5.10. SEM images of IPN and homopolymer samples by composition and reaction sequence. 
Reaction sequence is denoted by the first letter, with E for epoxy first, and A for acrylate first. The 
numbers refer to the acrylate percent with the exception that 1.0 is 100% acrylate. 
 
The SEM images exhibit increasing coarsening with acrylate first samples up to 0.25 
acrylate fraction as shown in Fig. 5.10. No apparent microstructure is visible for the epoxy 
first samples or the homopolymers. The initial and final Tg from mDSC supports a different 
microstructure for the acrylate first samples when compared to the epoxy first samples.  
5.4. Discussion 
Polymer material properties are often modeled as functions of conversion or Tg. 
Comparisons were made between the different conversion estimates and between the initial 
and final Tg and material properties. The conversion estimated by residual reaction heat from 
mDSC correlated well with the epoxy conversion estimated by ATR FTIR, but did not 
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correlate oxy 
conver metry 
co
to
final Tg. These apparent relations dence of the Tg on acrylate 
f
of spread in the data. During these experim ples were reacted under conditions to 
achieve ull con d subsequent 
sample T s.          
ffect of two variables, acrylate fraction and reaction sequence, on conversion, 
Tg, rheo
n 
ersions 
tion 
ion of the monomer to the active chain ends. The Young’s modulus and 
the loss modulus displayed limiting value behavior at intermediate compositions. The 
ly approaches that of the epoxy homopolymer. The presence of an 
epoxy n g’s 
te 
d 
 
omposition were Tg, tan δ 
peak, y
 
 with the acrylate conversion by ATR FTIR. The initial Tg correlates to the ep
sion, but neither Tg correlates to acrylate conversion. The Tg estimated from rheo
rrelated well with the final Tg by mDSC and somewhat weakly to initial Tg. There appears 
 be a relationship between Young’s modulus, yield stress, and hardness with initial and 
hips may be due to the depen
raction. The lack of clear correlations between these variables could also be due to the lack 
ents, the sam
 f version. Therefore there is limited spread in the conversions an
g
The e
logical properties, and mechanical properties, was explored. The responses can be 
separated into those that are only dependent on composition and those that are dependent o
both variables. A number of responses were dependent only on composition. The conv
of acrylate and epoxy, whether measured by ATR FTIR or DSC, show maxima at 
intermediate compositions when IPNs were formed. This can be attributed to the “dilu
effect” allowing continued mobility of reacting species. This is the case even though the 
reaction mechanisms are different. At high conversions, both polymerizations become 
dependent on diffus
Young’s modulus quick
etwork, regardless of how complete or uniform, immediately increases the Youn
modulus. In contrast, the storage modulus at tan δ peak remains close to that of the acryla
polymer and is lower than that of the epoxy polymer. The acrylate network dominates the 
storage modulus. The acrylate network absorbs energy and dissipates it as heat, thus limiting 
the energy storage capacity. Hardness and yield strain change monotonically in opposite 
directions with composition. Hardness increases with epoxy concentration, while the yiel
strain increases with acrylate fraction, suggesting that the acrylate network is elongating to
relieve the stress.  
Responses that changed with both reaction sequence and c
ield stress, and morphology. The Tg increases linearly with acrylate fraction. There is 
a large difference in Tg by reaction sequence. The largest difference, 75 °C, is at 0.25 acrylate
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fraction. This large Tg separation is consistent with the largest degree of phase separation 
evidenced by coarsening in SEM micrographs and the opacity of acrylate first samples at low
acrylate mass fraction. The acrylate network disrupts the formation of a uniformly 
continuous epoxy network. The acrylate first samples also deviate from a simple linear 
mixing rule. This suggests the formation of a different phase or at least a change in the 
composition of the continuous phase. The tan δ at peak is a complex function of composition 
and reaction sequence. The tan δ at peak 
as 
 
is larger for IPN’s than the homopolymers because 
the syn the 
e 
 
acrylate first samples in most cases. This suggests that the 
morpho
oxy IPN samples were formed over a range of compositions and with 
different reaction sequences. The conversion, physical properties, and morphology of these 
d using a variety of techniques. The relationships between the 
morpho
g 
ergy from IPN formation aids in damping. In addition to the peaks being higher, 
peaks are broader indicating energy absorption over a wider temperature range. The yield 
stress peaks with IPN formation due to maximum entanglement of networks and higher 
conversions and is weakly dependent on reaction sequence. Higher conversions result in a 
higher network crosslink density. In the IPNs, the acrylate network toughens the epoxy, 
increasing yield strength. The maximum yield stress and tan δ peak are consistent with th
electron microscopy studies for the acrylate first samples at 0.25 acrylate fraction. However, 
the epoxy first IPNs also show improved properties relative to the homopolymers and not
largely different from the 
logy plays a key role in final properties. However, IPN formation, with or without 
evident morphology, is also important for final properties.   
 
5.5. Conclusions 
Acrylate/ep
samples were investigate
logy and material properties of acrylate/epoxy IPNs at different compositions and 
reaction sequences are complex and non-linear. The makes the a priori prediction of phase 
morphology and physical properties of IPNs very difficult.  New modeling approaches that 
account for these complexities are necessary to understand IPN structure-property-processin
relationships. 
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CHAPTER 6. COMBINATORIAL METHODS AND 
INFORMATICS PROVIDE INSIGHT TO PHYSICAL 
PROPERTIES AND STRUCTURE RELATIONSHIPS WITH 
IPN FORMATION 
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n 
Rajan, Balaji Narasimhan 
erty 
f 
ting polymer networks (IPNs) when two or more of at least difunctional 
monomers are reacted together1. In contrast to simple blends, the material properties of IPNs 
4
Abstract 
Combinatorial methods and informatics are applied to the study of complex prop
– structure - processing relationships during IPN formation in an epoxy – acrylate system. 
PCA of a dataset covering different compositions and process sequences successfully 
identifies the most unique samples as well as relationships between material properties. The 
relationships between material properties can be exploited in future investigations by 
allowing high throughput screening and as a guide for engineering materials. The use o
combinatorial methods, high throughput screening, and informatics will lead to accelerated 
material design.     
 
6.1 Introduction 
Linear polymers can be blended together to form alloys with differing material 
properties. Crosslinked polymers are formed when difunctional or higher monomers are 
polymerized. An additional advantage in material properties over blends can be achieved by 
forming interpenetra
are usually not described by linear mixing rules and are often enhanced over blends2. In 
addition to composition, the reaction sequence and conditions have been demonstrated to 
affect reaction kinetics3 and IPN properties and structure formation .  Thus, the structure-
property relationships in IPNs are often complex and non-linear. 
To accelerate materials development, combinatorial methods have been widely used. 
Combinatorial techniques generate a large number of samples rapidly for further evaluation. 
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These methods offer advantages including coverage of large design spaces as well as t
possibility for repetition which is useful for error estimation
he 
ique is 
st and 
ge datasets are created that 
describe the samples and material properties. Informatics offers techniques for data mining 
these datasets9-14. One tool in the informatics toolbox is principal component analysis (PCA) 
15-19. PCA normalizes the dataset and reduces it to descriptive vectors, which are components 
that describe the variability in the dataset. From an information standpoint, reducing the data 
in a dataset to a description of the variation in the dataset completely describes the data. 
From a practical standpoint, this approach shows quickly which materials are most different, 
what most successfully describes these differences, and how little testing can be done to 
quantify the differences.  
PCA has been applied to various materials to study property-structure relationships20-
25.  This paper will build on the previous work by combining the elements of experimentation 
on IPN structure–property–processing relationships, combinatorial methods, and informatics 
to develop additional insights into the development and characterization of these complex 
materials.    
 
6.2 Experimental 
IPNs were synthesized using a photoinitiated free radical polymerization of a 
rgacure 651, 
Ciba Sp n 
onic 
5, 6. Usually with combinatorial 
methods and the large number of samples created, a high throughput screening techn
desired to reduce the time to characterize the samples. High throughput techniques typically 
provide a method for rapidly testing a sample for a material property. The property may not 
be the one of immediate interest but one that can be correlated to the property of intere
one which can be evaluated quickly7, 8.   
With the evaluation of large numbers of samples, lar
diacrylate and a thermally initiated cationic difunctional epoxy polymerization. The materials 
for the acrylate polymerization were poly(ethylene glycol) 200 diacrylate (SR-259, Sartomer, 
Exton, PA) and free radical initiator α, α-dimethoxy-α-phenylacetophenone (I
ecialty Chemicals, Basel, Switzerland). The materials for the epoxy polymerizatio
were a multifunctional epoxy, bisphenol A-ephichlorohydrin epoxy resin (EPON 828, 
Resolution Performance Products, Houston, TX) and a proprietary thermal activated cati
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catalyst, ammonium antimony hexafluoride (XC-7231, King Industries, Norwalk, CT). T
photoinitiator and catalyst were added at a ratio of 1% to the base resin. Samples of differen
composition were formed simu
he 
t 
ltaneously in two different 4 X 10 batteries of stainless steel 
molds, one set for tensile testing and one set for rheology testing. In addition, the reaction 
m photo to thermal and then from thermal to photo. This effectively 
first to epoxy first. The photopolymerization 
was conducted by passing the sam
tional details of the sample preparation and 
evaluation are described elsewhere4.  
atabase of material properties to confirm previous 
conclus  main 
 The most significant findings 
re discussed here, while a more in depth description and the implications of PCA will be 
k26.    
 
.3 R ts and Discussion 
classifi
oes th In this analysis, four PCs were calculated for 
 in 
e dataset. The value of the PCs also provides insight to the relationships between 
ract
sequence was varied fro
changed the polymerization order from acrylate 
ples on a conveyor under a high intensity UV light source 
multiple times. The thermal polymerization followed a thermal cycle for 1 hour at 100°C, 2 
hours at 120°C and 2 hours at 160°C in a laboratory oven. The impact of these variables on 
physical properties such as tensile strength and rheology, as well as the IPN morphology was 
investigated. Summary data from these evaluations as well as relevant information for each 
sample (a total of 41 variables) were compiled into a database for subsequent PCA. An 
example of relevant sample information would be the width and thickness of the neck section 
of the dogbone specimen for tensile testing. Addi
PCA was applied to this d
ions and discover additional relationships. In order to fully analyze the data, the
database was divided into a database containing rheology data, tensile data and a database 
comprised of properties to be considered most important.  PCA was applied to all of these 
databases so that a full description of the system was obtained. 
a
presented in other wor
6 esul
There are two main tools used in PCA – scores and loads plots. The scores plot 
es the inherent variability in the data set by the controlled variables. The loads plot 
e same for the responses in the dataset. d
both the scores and loads. In all cases, this accounted for more than 90% of the variability
th
cha eristics. If the PC values are very close together, a high degree of correlation is 
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suggested; if the values are diagonally located in different quadrants, an inverse correlation is 
ed. indicat
The arr
learly grouped. There is a sequential progression for each sequence by acrylate fraction. In 
additio ated coarsening of the 
acrylat
A scores plot for all 41 responses and sample characteristics is shown in Figure 1. 
ows in the plot are added as a guide to the eye. The different reaction sequences are 
c
n, this trend is consistent with our previous work, which indic
nanostructure for the acrylate first samples as the acrylate concentration decreased, with the 
e first at 0.25 fraction acrylate sample having the most distinct morphology4. 
 
Figure 6.1. Scores plot from PCA with 41 variables including acrylate fraction showing the first two PC
ur. Percentage in the axis labels indicates amount of variability acco
s 
out of fo unted for by that component. 
he labels indicate reaction sequence A first and E for epoxy first as well as acrylate fraction. 
xc
first qu presented by crosses, are grouped. 
e 
lower r e estimates of the epoxy conversion are 
T
A loads plot for all 41 parameters is shown in Figure 2. The common symbols, with 
the e eption of the filled squares, indicate parameters with high correlation. Starting in the 
adrant (top right), all of the estimates of the Tg, re
This includes Tg estimated by mDSC and rheometry. The second evident grouping is in th
ight of the first quadrant where most of th
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grouped and represented by open squares. These estimates are from FTIR absorbance and 
l reaction heat by mDSC. The grouping indicated in the second quadranresidua t (bottom 
 
quadra
DSC are grouped and shown as open triangles. The last grouping in the fourth quadrant is 
of the s ’s 
odulu ds. 
right) by open circles represents the acrylate conversion and acrylate fraction. In the fourth
nt, a number of parameters related to the residual reaction exotherm determined by 
m
ample thickness in the neck of the dogbone section, the hardness, and the Young
s; these are represented as open diamonm
 
Figure 6.2. Loads plot from PCA with 41 variables including acrylate fraction showing the first two PCs 
out of four. Percentage in the axis labels indicates amount of variability accounted for by that component. 
Open symbols and crosses indicate groups of properties that are correlated. The crosses, +, are a 
grouping of Tg estimates. Conversions are represented by open squares, □, for epoxy; and open circles, ○, 
for acrylate. The open triangles, ∆, are related to residual reaction heats; and the open diamonds, ◊, a 
grouping of physical properties. The large open squares connected with a line indicate an inverse 
relationship between yield stress and strain. 
An expected inverse correlation is highlighted by the two filled squares connected by 
a line and open boxes. The parameters are the yield stress in quadrant 4 and the yield strain in 
quadrant 2. Inverse correlations are also indicated between the Young’s modulus, sample 
 
  103 
har
c
a
stee  
in contact with the mold. H ple shrinks 
during polymerization. The acr ontraction upon 
polymerization. The result is that with high acrylate concentration, the sample thickness 
ng with the yield stress, Young’s modulus and hardness. The reference 
absorba r 
 increasing the 
 quadrant) would not be effective; however, reducing the acrylate 
fraction (second quadrant) will increase the modulus.    
o combinatorial methods is to reduce the number of 
parame
ghput 
nd 
 modulus 
 with hardness, hardness could be used on 
subsequent sam ed on only 
fourteen pro
 two 
the variability in this reduced data set than the first two PCs in the 
previou
dness, and thickness of the neck with acrylate conversion and concentration. The 
orrelation of the sample thickness to hardness and modulus, and the inverse correlation to 
crylate conversion and concentration is a new discovery. The sample is made in a stainless 
l mold, and the width of the sample is fixed as long as the polymerizing monomer stays
owever the thickness is free to change as the sam
ylate monomer has significant volume c
decreases alo
nces for the epoxy, tan δ and loss modulus are located in the third quadrant (lowe
left) and are inversely correlated with the epoxy conversion. In Figure 2, the IPN parameters 
of composition and conversion of each component are summarized and relationships to 
material properties are mapped. This figure could be used for additional materials 
development. For example to maximize Young’s modulus, fourth quadrant,
epoxy conversion (first
One goal of informatics related t
ters that are needed to characterize materials. Thus, an initial objective is to find 
correlations between parameters. These correlations can be exploited by using easier to 
measure or more rapid test methods to characterize materials. This leads to high throu
screening techniques for new materials. One example of a possible data reduction would be 
to only measure the hardness of the sample. The hardness measurement is rapid and easy a
is highly correlated with the Young’s modulus and yield stress. After measuring the
for a few samples to develop the correlation
ples as a high throughput screening tool. An analysis was perform
perties, which were selected based on their anticipated significance. 
Figure 3 is a scores plot of the reduced dataset. The general shape of the data is 
retained when compared to Figure 1, with groupings for the reaction sequence and a 
sequential progression with acrylate concentration as indicated by the arrows. These first
PCs account for more of 
s dataset. This is significant when considering model development to describe these 
complex materials.  
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Figure 6.3. Scores plot of reduced dataset using 14 of the variables considered to be most importa
showing the first two PCs out of four. Percentage in the axis labels indicates amount of variabil
accounted for by that component. The labels indicate reaction sequence A for acrylate first and E 
epoxy first as well
nt 
ity 
for 
 as acrylate fraction. 
), 
 
 modulus. From this plot, the different estimates of 
epoxy 
 
nly 
 
A loads plot for the reduced dataset is given in Figure 4. The two groupings are for 
the acrylate conversion (aA and aA Rh), acrylate fraction (xa) and storage modulus (G’
shown as open circles in quadrant one, and the epoxy conversion as measured by FTIR (aE
wavenumber), represented as open squares in the second quadrant. The material hardness 
(H), Young’s modulus (E), and yield stress (s) are inversely correlated to the acrylate 
conversion, acrylate fraction, and storage
conversion by FTIR using different reference bands are not contributing any 
significant new information, indicating that one estimate could be chosen. As in the previous
loads plot (Fig. 2), the hardness and Young’s modulus are highly correlated, suggesting o
one of these measurements are needed. Similar to the findings from Figure 2, the IPN 
composition and acrylate conversion dominate the material properties. This loads plot can be
used as a guide for further engineering material properties. 
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Figure 6.4. Loads plot of 14 variables showing the first two PCs out of four. Percentage in the axis labe
indicates amount of variability accounted for by that component. Open symbols indicate groups
properties that are correlated. The cross, +, is a Tg estimate. Conversions are represented by op
squares, □, for epoxy; and open circle
properties. Properties are indicated by 
ls 
 of 
en 
s, ○, for acrylate. The open diamonds, ◊, are a grouping of physical 
text next to symbols; refer to text for definitions 
t 
d can be 
used as a guide to engineer material properties. This has been demonstrated using a full 
dataset, includin
included in the data analysis, and with a reduced dataset, including only parameters that 
would normally be cataloged. The risk in using 
 
s been demonstrated to be a useful tool for identifying structure-property 
correlations in IPNs. Using scores plots, samples can be grouped and those that are most 
The scores plot has been demonstrated as a powerful tool for identifying the mos
unique samples in a set. The loads plot defines relationships between parameters an
g various parameters from the evaluation process that would not usually be 
only the reduced dataset is that unexpected 
relationships can be missed.   
6.4 Conclusions 
PCA ha
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differen ts can 
 
 guide for 
 NSF grant 
number DMR 0603644. J. Nowers and B. Narasi
 
6.6 R
. 
nd L.A. Utracki, Editors. 1994, American Chemical Society: Washington, 
DC. p. 305-331. 
t of Interpenetrating Polymer Network Formation on 
 
xy 
n? 
 
(6) r 
lms 
t from the population can be identified for further investigation. Loadings plo
be used to confirm the integrity of a dataset by investigating the expected relationships. 
Loadings plots can also be useful to determine properties that are highly correlated. These
correlations can be exploited in subsequent evaluations to allow high throughput screening, 
thereby leading to accelerated materials design. The loads plot can also be used as a
engineering material properties.  
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CHAPTER 7. A NEW COMPUTATIONALLY EFFICIENT 
METHODOLOGY FOR DETERMINING AUTOCATALYTIC  
KINETIC PARAMETERS FROM THERMAL ANALYSIS 
 
A paper to be submitted to the journal Polymer 
Joseph R. Nowers, Balaji Narasimhan 
Abstract 
A new methodology for determining kinetic parameters from thermal analysis is 
proposed. The new methodology has the advantages of being very computationally efficient, 
allows the use of physically meaningful reaction orders, and retains the mathematics of the 
rate equation. This new methodology is applied successfully to polymerizations of two 
7.1 Introduction 
7.1.1. 
declini
different chemistries with results that are consistent with literature values.  
Autocatalytic Reactions 
Many polymerization reactions, including autocatalytic reactions1, do not follow 
simple nth order reaction rate profiles. Deviations from nth order kinetics can come from 
many factors including differences in termination and polymerization rates, gelation, 
vitrification, diffusion limitations, and consumption of inhibitors. The autocatalytic reaction 
rate profile starts at zero or a very slow rate and then rapidly accelerates to a peak before 
ng. Polymerizations of acrylate2, 3 and epoxy4 resins are often modeled with 
autocatalytic rate equations such as Eq. 1.  
 
npkd )1( αα
dt
α −=             (1) 
 
 
Here k is a rate constant, p and n are reaction orders and α is the fractional conversion
of monomer to polymer. The rate constant is typically assumed to follow Arrhenius behavior.
The acceleration occurs as the reaction rate is dependent upon both the concentration of 
monomer and polymer.  
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To solve this rate equation, conversion rate and conversion as a function of time are 
needed so that the rate constant and reaction orders can be determined. A number of 
techniques can be used to estimate the conversion rate including Fourier transform infrared 
spectroscopy5 (FTIR), thermo gravimetric analysis6-8 (TGA), and differential scanning 
calorimetery9, 10 (DSC). The spectroscopic techniques have the advantage of monitori
actual change 
ng the 
in concentration of the components of interest. Assumptions are made with the 
thermal techniques that ascribe the change in m ss or heat flow to a specific reaction. The 
co ing by the 
total th
 
of techniques  
of the first decisions is whether to study the reaction dynamically with a temperature ramp or 
is
A dynamic differential method was developed by Kissinger . To use this method, the 
inverse
ope of the 
ive of the conversion dependent terms in the 
rate equ
 
inverse 
reaction
er 
differential isothermal technique, the natural logarithm of the peak reaction rate is plotted 
versus the inverse temperature. The slope of the line through these points is proportional to 
a
nversion rate and conversion are calculated from these observations by divid
eoretical mass change or reaction heat.    
7.1.2. Analysis Methods 
Once the conversion rate and conversion data have been obtained, there are a number
used to determine the kinetic parameters. Regardless of the technique used, one
othermally. These methods are summarized below. 
6
 of the natural logarithm of the rate of temperature change divided by the peak 
temperature squared is plotted versus the inverse peak reaction temperature. The sl
line through this data is the activation energy with the intercept being a collection of terms 
including the frequency factor and the derivat
ation.   
Ozawa developed a dynamic integral method for estimating the kinetic parameters11,
12. In this method the natural logarithm of the heating rate is plotted versus the 
 peak temperature. The slope of the line through these points is proportional to the 
activation energy and the intercept is a function of the frequency factor, activation energy 
and the integral of the form of the conversion dependent terms of the rate equation. This 
method is a standardized test method13.  
Isothermal techniques are also used to estimate kinetic parameters. Isothermal 
methods are generally considered more accurate but have the disadvantage of taking long
and requiring more trials than dynamic techniques to estimate kinetic parameters. In the 
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the activation energy and the intercept is a function of the rate equation and frequency factor. 
This method is also a standardized test method14. An integral isothermal technique has also 
been developed15. The natural logarithm of the peak reaction time is plotted versus the 
inverse reaction temperature. The slope of the line through these points is proportional to the 
activation energy and the intercept is a function of the integral of the rate equation and 
frequency factor. 
All of these techniques have been converted to iso-conversional approaches by using 
the argument that the activation energies at equal conversions are equivalent. For example, in 
the iso-conversional Kissinger method, a plot of the natural logarithm of the temperature 
ramp rate divided by the square of the temperature is plotted versus the inverse temperature 
at fixed conversions. Then activation energy and potentially a frequency factor can be 
determined at each conversion16. It is interesting to note that the activation energy calculated 
with peak values may be different from that estimated using the iso-conversional approach as 
dynami he 
e 
 
h has been extended to other 
methods in a similar manner19.   
chnique assumes that the rate equation can be separated into a 
temper
the conversion at the peak for different heating rates is often not the same. A variant of the 
c differential method is the Friedman method, in which the natural logarithm of t
change in conversion is divided by the change in temperature and multiplied by the 
temperature ramp rate. This is regressed versus inverse temperature at equal conversions. Th
slope yields the activation energy and the intercept is a function of the frequency factor and
the reaction model17, 18. A simplified variation of this method is to regress the reaction rate 
versus the inverse temperature. The iso-conversional approac
The model free te
ature dependent term and a conversion-dependent term as shown in Eq. 2.  
 
)()( αα fTk
dt
d =          (2) 
rate constant, which exhibits Arrhenius 
 f(α) is the concentration or conversion dependent term or reaction 
model
te rate 
Here k(T) is the temperature dependent 
behavior. The term
20, 21. Assuming this separation allows determination of the rate constant and 
subsequent activation energy and frequency factor independently of solving the comple
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equation.  This model free approach has also been combined with iso-conversional 
methods22-24.  
Multivariate nonlinear regression has also been used to solve for the kinetic 
parame rs in Eq. 125-27. In many of these cases the sum of the reaction order or one of the 
reaction orders is fixed. Multivariate nonlinear regression works by minimizing the error 
ely solved 
or to minimize the error using a number of different algorithms. One weakness of 
near regression is that more than one local minimum is possible. In addition 
there is
ten 
m 
ing the autocatalytic or 
possibly other reaction model profiles using a series of simple calculations. This new 
g the integrity of the mathematical relations 
tion model and allows for the solution of the rate equation with physically 
meanin
n one of more peaks in the plots of conversion rate 
version curves. At these peaks, the first derivative of the rate equation 
vanishe  
t 
posed 
te
between the estimated model and the data. The values of the parameters are iterativ
f
multivariate nonli
 no limitation on the magnitude of the values being solved for. This can lead to values 
for the variables that are not physically meaningful. The local minimum that is found of
depends on the initial values of the parameters at the start of the regression and the algorith
used. The best values are typically chosen as those that fit the data28.  
There have been a number of reviews of these different analysis methods18, 29-31 as 
well as questions about the accuracy32 and utility33 of thermal analysis to kinetic 
investigations. In addition, several works have addressed the applicability and uniqueness of 
different methods34-36.  
The goal of our work is to outline a new methodology for solv
methodology has the elegance of maintainin
inherent in the reac
gful reaction orders.   
7.2 Methodology Development 
DSC thermographs often contai
versus time or con
s. For autocatalytic reactions, this could be described by Eq. 1. This equation reflects
the dependence of the reaction rate on both the monomer (1-α) and polymer (α) fractions. 
The rate constant is k and reaction orders are p and n. The reaction rate is dα/dt.  
In addition to the techniques described above, a number of techniques have been 
developed that use information about the peak in the reaction rate and the first derivative a
this point being zero. A rapid technique for autocatalytic parameter estimation was pro
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by Ryan and Dutta.37 In this case the overall reaction order was assumed to be 2. A
extension to this method was made that related the conversion at peak of the reaction
ratio of reaction orders
n 
 to a 
uire 
 
s set 
 was determined by solving a series of equations40. At 
higher 
s 
 
38. A further extension of this technique was made that did not req
any assumptions about the reaction order and resulted in a series of equations that were 
numerically solved for the kinetic parameters39.  In all of these cases reaction order p was
found to be temperature dependent. Using a similar methodology the reaction order p wa
to 1.0 and an additional parameter
temperatures, this technique resulted in sharply increasing reaction order n. An 
iterative graphical method was proposed that does not make any assumptions about the 
values of the kinetic parameters41. Our new methodology builds on and significantly extend
these works.   
At the peak or the maximum, the derivative of Eq. 1 with respect to conversion would
vanish37 and yield the following equation for the peak reaction conversion38, αm: 
 
np
p
m +=α           (3) 
The significance of this equatio
can only be one peak conversion. If the reaction orders are fi
n is that for a reaction with given reaction orders there 
xed, the position of the peak 
conversion is also fixed. If this peak conversion is substituted back into the rate equation, Eq. 
1, the rate equation can be solved for the rate constant, as shown in Eq. 4.  
 
( ) ( )( )nnp ppnp p m
dt
d
k
++ −
=
1
α
         (4) 
Thus, the rate constant (k) is dependent upon the peak reaction rate and the reaction 
orders. One of the limitations of the autocatalytic model and other semi-empirical models 
that the determined reaction orders often do not support elementary reactions. If the reaction 
orders are limited to integers or integer fractions, Eq. 3 limits the number of acceptable 
reaction orders for any peak conversion. For example, if the reaction orders are limited t
integer fractions or integers from 1/3 to 3, the peak conversions would be restricted to the 
is 
o 
values in Table 7.1. We add that in principle, depending upon the chemistry of the system 
being studied, suitable limitations can be placed on the reaction orders. 
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Table 7.1. Catalog of permissible peak conversions for autocatalytic rate equation based on integer 
fraction and integer reaction orders between 1/3 and 3. 
n\p 1/3 1/2 2/3 1 3/2 2 3 
1/3 0.5 0.6 0.667 0.75 0.818 0.857 0.9 
1/2 0.4 0.5 0.571 0.667 0.75 0.8 0.857 
2/3 0.333 0.429 0.5 0.6 0.692 0.75 0.818 
1 0.25 0.333 0.4 0.5 0.6 0.667 0.75 
3/2 0.182 0.25 0.308 0.4 0.5 0.571 0.667 
2 0.143 0.2 0.25 0.333 0.429 0.5 0.6 
3 0.1 0.143 0.182 0.25 0.333 0.4 0.5 
 In a similar manner, if the rate constant in Eq. 4 is set to 1.00, a maximum reaction 
rate can be calculated (i.e., the denominator in Eq. 4). For the reaction orders listed in Table 
7.1, the maximum peak reaction rates can be calculated using Eq. 4 and are listed in Table 
7.2.  
Table 7.2. Possible peak reactio  rates, ( ) ( )( ) e n e tegern nnppnpp ++ −1 a d   in action and integer 
reaction orders between 1/3 and 3. 
p , b s  o th  fr
n\p 1/3 1/2 2/3 1 3/2 2 3 
1/3 0.63 0.571 0.529 0.472 0.419 0.384 0.338 
1/2 0.571 0.5 0.451 0.385 0.325 0.286 0.238 
2/3 0.529 0.451 0.397 0.326 0.263 0.223 0.176 
1 0.472 0.385 0.326 0.25 0.186 0.148 0.105 
3/2 0.419 0.325 0.263 0.186 0.125 0.092 0.057 
2 0.384 0.286 0.223 0.148 0.092 0.063 0.035 
3 0.338 0.238 0.176 0.105 0.057 0.035 0.016 
Using the values from Table 7.2, the actual rate constant would then be the ac
peak reaction rate divided by this maximum rate. Figure 7.1 shows a plot of the peak 
conversion values in Table 7.1 vs. the maximum reaction rate in Table 7.2. 
 
tual 
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reactions and particularly cross-linking reactions often do not go to completion. When th
occurs, there is an issue with the autocatalytic model as 1 – α stops at a constant value 
is 
 results in a finite reaction rate when the reaction stops before instead of going to zero. This
complete conversion. This can be compensated for by setting the monomer conversion equal 
to the actual final or ultimate conversion minus the actual conversion.29 Eq. 1 is thus 
modified to:  
 
n
u
p
dt
d k )( αααα −=          (5)
Here α
 
 
 the reaction rate to zero when the ultimate 
conversion is reached. Using the same derivations as above, the peak conversion becomes:  
u is the final or ultimate fractional monomer conversion. This modification to
the rate equation has the effect of driving
np
p
um += αα           (6) 
The expression for the rate constant becomes:  
( ) ( )( ) ( ) npunnpppnpp
mdt
d
k +
++ −
= α
α
1
        (7) 
To use these equations, the theoretical heat of reaction should be used to estimate 
7.3 A
The rat
 3 a 
 
 possible. In addition to the peak, information about the shape of the reaction rate 
versus conversion profile is needed. For example, the rate profile flattens as the reaction 
order increases. As n increases, the peak shifts to lower conversions. As p increases, the peak 
conversion. This has the added benefit of allowing realistic comparisons between 
experiments by different laboratories by having a common measure of the final conversion.  
pplication of Methodology  
To apply the new methodology to an autocatalytic reaction, initially three parameters 
are needed: the peak reaction rate, the conversion at the peak and the ultimate conversion. 
io of the conversion at peak to ultimate conversion is then calculated.   
When the reaction orders are limited to integers or integer fractions from 1/3 to
table of possible ratios such as Table 7.1 is used to determine possible reaction orders. For 
example, if the ratio was 0.308 the only possible reaction orders would be p = 2/3 and n =
3/2. If the ratio of peak to ultimate conversion is 0.5, any reaction order where p and n are 
equal is
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shifts to higher conversion. For peaks that occur at less than 50% conversion, n is larger than 
p, as shown in Figure 7.2. 
0.6
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0 0.2 0.4 0.6 0.8
0
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α
d
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α/d
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s-
1
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d
Figure 7.2. Influence of reaction order pairs on the reaction rate profile. Reaction order pairs (p, n) are
indicated next to the rate profiles on the chart. 
The reaction orders can come from prior knowledge about the stoichiometry. A
comparison should be made with Eq. 6 to determine how closely the reaction order pair 
matches the reaction peak from the therm aph. Once the reaction orders are dete
the rate constant can be calculated from the peak reaction rate and Eq. 7. The temperature 
α/d
 
 
 
ogr rmined, 
dependence of the rate constants can then be determined from Arrhenius plots. The procedure 
9, 
t, 
s-
1
for determining the kinetic parameters is shown in Fig. 7.3.  
7.4 Experimental 
The utility of this methodology will be demonstrated by analysis of two different 
types of common autocatalytic polymerization reactions, the free radical polymerization of a 
di-acrylate and the cationic polymerization of a di-epoxy. Complete details of the 
experimental techniques are provided elsewhere43.  
7.4.1. Acrylate Homopolymerization 
7.4.1.1. Materials 
Polyethylene glycol 200 diacrylate (PEG200DA), a multifunctional acrylate (SR-25
Sartomer, Exton, PA), was polymerized using α,α-dimethoxy-α-phenylacetophenone 
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(DMPA), a free radical photoinitiator (Irgacure 651, Ciba Specialty Chemicals, Basel, 
Switzerland). The photoinitiator was added to the acrylate at one percent by weight.  
 
 
 
Figure 7.3. Flowchart depicting the procedure for determining kinetic parameters from DSC 
thermographs. 
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7.4.1.2
ighed and mixed at room temperature. The photoinitiator is miscible 
scanning calorimetry (pDSC) experi p  w hing 1-5 mg were micropipetted 
into standard DSC pans. A thermal analyzer (Q1000, TA Instruments, New Castle, DE) with 
a PCA UV light accessory was used to react the samp and study the kinetics and physical 
properties. A light intensity of 3 mW/cm ith a og  purge of 15 ml/min was used. In 
the first seq o
mal 
XC-
amples were weighed and mixed at room temperature. The XC-7231 was added at 
one percent by weight to the DGEBA stirred and readily dissolved. Samples weighing 1-5 
mg were micropipetted into standard DSC pans. In order to track the epoxy reaction 
isothermally, the sample was first equilibrated at 25oC, and then the temperature was rapidly 
ramped to the reaction temperature, followed by holding the temperature for the reaction 
period (15 min). Then the temperature was ramped down to –50oC at 20oC/min. After 
holding at this temperature for 2 min, the sample was returned to the equilibration 
temperature for 5 min. This was followed by raising the temperature to the reaction 
temperature a second time, holding for reaction time, and ramping down to –50oC. This 
method is similar to Isothermal Method 1 described by Prime 1.  The heat generation and the 
reaction temperature were recorded as a function of reaction time. In a similar manner, a 
number of dynamic DSC runs were performed at different temperature ramp rates for a 
. Methods 
Samples were we
with the diacrylate and was added in darkened room conditions. For photo-differential 
ments, sam les eig
les 
2 w  nitr en
uence the acrylate reaction was carried out in the presence of light at 25 C for 10 
minutes, followed by a jump to the isothermal temperature for 15 minutes and a ramp down 
to -50°C. The first sequence was repeated to determine the baseline.  
7.4.2 Epoxy Homopolymerization 
7.4.2.1. Materials 
Bisphenol A-ephichlorohydrin epoxy resin (DGEBA), a multifunctional epoxy 
(EPON 828, Resolution Performance Products, Houston, TX), was reacted using a ther
activated cationic catalyst, which was a proprietary ammonium antimony hexafluoride (
7231, King Industries, Norwalk, CT). 
7.4.2.2. Methods 
S
comparison to dynamic analysis. 
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The DSC traces were further processed using the “Universal Analysis” program (TA 
Instruments, New Castle, DE). The heat evolved during the second isothermal period was 
used as a baseline and subtracted from the heat evolved during the first isothermal period
The baseline was corrected to zero. The conversion rate was calculated by dividing the heat 
flow by the total hea
. 
t of reaction. The heat of reaction is 532 J/g for PEG200DA 44 and 502 
J/g for DGEBA 45, 46 respectively. The total con ersion was calculated by integrating the 
 on 
 
functio
done 
paring a model fit to the experimental data, equal weight is given to the 
beginni  
 a lot of 
.     
tion is autocatalytic, rapidly increasing to a 
peak re
v
conversion rate. A linear or extrapolated baseline was used for the integration depending
the shape of the curve. The result of these calculations is the reaction rate and conversion as a
n of time at equal time intervals.  
7.5 Results and Discussion 
To model the reaction rate profile and the reaction rate versus conversion, the equal 
time step based reaction rate and conversion profiles are converted to nearly equal 
conversion step based profiles. This is done by determining the number of data points at 
equal time steps up to the first inflection point after the peak conversion in the conversion 
versus reaction rate profile. The conversion at this point is determined and an average 
conversion step size is calculated. The initial data up to the inflection point is retained and 
the reaction rates at equal conversion steps up to the final conversion are added. This is 
so that when com
ng and end of the reaction. Otherwise, at long reaction times, the conversion does not
change vary rapidly and by definition, the conversion rate is close to zero and there is
data. If a statistical measurement of goodness of fit, such as a sum of squares error or a 
variance, is being used to compare a model to the data and equal time based data is used, the 
wealth of data at long times becomes controlling for the model fit. This will potentially skew 
the model to long reaction times and result in poor fits for the early and rapid conversion
7.5.1. Acrylate Reaction 
The reaction rate profiles of the di-acrylate photo-polymerization at four different 
temperatures are shown in Figure 7.4. The reac
action rate. The reaction displays very little temperature dependence, which means the 
reaction orders should not change with temperature. The rate constant in this case is a lumped 
term including initiation and termination rate constants5.  
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Figure 7.4.  Reaction rate profiles plotted as a function of time (a) and conversion (b) at different 
temperatures. The temperatures are denoted by symbols, □ for 25°C, + for 100°C, ○ for 130°C, and • fo
150°C. 
Using the peak conver
0.10
0.90 1.00
n 
R
at
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r 
sion (αm) and the ultimate conversion (αu) for each reaction 
profile, the ratio was calculated. These conversions and ratios are cataloged in Table 7.3. 
erage ratio is 0.343. Using this ratio, the possible reaction orders can be 
obtained from Table 7.1. From Table 7.1, the possible values are 0.308, 0.333 and 0.4.  The 
). 
or this study, based on the shape of the reaction rate profile, the middle reaction order pair 
 cho erage 
vers
calcula tic model 
ore d
sed fo  basis of qualitative and semi-quantitative comparisons to reactions under 
Once the reaction orders have been determined, they can be used with the peak 
tio
 
From the table, the av
corresponding reaction order pairs (n, p) are (1, 1/2), (1, 2/3), (3/2, 2/3), (3/2, 1), and (2, 1
F
was sen (3/2, 2/3). This reaction order pair does not represent an exact fit to the av
con ion ratio. This discrepancy could be due to many sources including errors in 
tion of both the peak and ultimate conversion. Also, this simple autocataly
does not capture all of the reactions occurring in this system. However, in the absence of 
etailed models, which would have additional parameters to be fit, this methodology m
allows for rapid determination of physically meaningful reaction order pairs. This can be 
r theu
different conditions.  
reac n rate to calculate the rate constant using Eq. 7. The kinetic parameters are tabulated 
and summarized for a number of trials in Table 7.3.   
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Table 3. Experimental values and calculated kinetic parameters are listed for the diacrylate 
lymerization. The reaction temperature, peak conversion α
 7.
photopo eak 
eaction rate dα/dt|  are taken from the reaction rate profile. The reaction rate constant, k, is calculated. 
T,°C m/αu k, s R
m, ultimate conversion, αu, and p
r p
For each rate profile the R2 is calculated from comparison of the model to the experimental data.      
αm αu dα/dt|P, 1/s α 2
25 0.289 0.826 0.150 0.350 0.864 0.993
25 0 1.024 0.993.282 0.798 0.165 0.353 
25 0.279 0.805 0.167 0.347 1.016 0.990
25 0.287 0.785 0.148 0.366 0.954 0.994
25 150 0.350 0.864 0.9930.289 0.826 0.
100 0.263 0.849 0.195 0.310 1.061 0.997
100 0.325 0.900 0.172 0.361 0.822 0.996
100 .321 0.877 0.156 0.366 0.790 0.9920
130 0.260 0.847 0.138 0.307 0.751 0.929
130 0.300 0.874 0.152 0.343 0.774 0.943
130 0.239 0.857 0.139 0.279 0.741 0.960
150 0.296 0.793 0.172 0.373 1.084 0.985
150 87 0.155 0.342 0.996 0.9790.269 0.7
150 0.277 0.774 0.160 0.358 1.06 0.984
   Average 0.343 0.914 0.981
Using the calculated kinetic parameters, the goodness of fit of the resulting model 
each m  data comparison. As can be see in Table 7.3, the correlation to the derived 
n=3/2)
 
for the ate profile in Figure 7.5, which is an isothermal trial at 
ugges ofile at 140°C 
was compared to the experimental data. The correlation coefficient, R2, was calculated for 
odel to
models is good. The lumped rate constant is 0.914 s with reaction order pair of (p=2/3, 
. This is in good agreement with the combined rate constants reported by others44. 
7.5.2. Epoxy Reaction 
The thermally initiated cationic polymerization of the diepoxy is more interesting 
than the diacrylate polymerization as there are many more features present in the rate profiles
epoxy reaction. Inspecting the r
130°C, there is a shoulder in the reaction rate profile after the reaction peaks. This is 
tive of an additional reaction. The shoulder is not as evident in the prs
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and has almost disappeared at 150°C. At longer times there is an additional shoulder in the 
rate profile suggesting a later reaction.  
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re 7.5. Re
and 
or 15
an th n and the 
sed.  
quential reactions the best fits are obtained when the 
47
experim fit for the middle reaction and so 
conver
Eq. 8. 
Figu action rate profiles for the cationic epoxy polymerization at different temperatures as a 
function of time and conversion. The temperatures are denoted by symbols, □ for 130°C, • for 140°C, 
0°C. + f
As the temperature increases, the initially slower middle reaction accelerates faster 
e initial reaction. The middle reaction eventually overtakes the initial reactioth
peaks merge into one. To model these reactions, a series of sequential reactions can be u
It has been suggested for se
reaction at highest conversion is fit first.  The rate profile is then subtracted from the 
ental reaction rate. This becomes the rate profile to 
on. Each progressive reaction ends at the peak of the previous reaction, i.e. the ultimate 
sion for the middle reaction is the peak conversion of the initial reaction, as shown in 
 
3
33
32
22
21
1
1 )(3)(2)( nu
pn
u
pn
u
p kk ααααααααα −+−+−    (8) 
The k’s in the reaction are the rate constants for the success
1dtd kα =
ive reactions. The ultimate 
conver
action m2 α2) go from 0 to αu2, and 
cheme, 
e initial reaction is reaction 3, the middle reaction is reaction 2, and the later reaction is 
fractional conversions for each reaction are αu1, αu2, αu3, where αu2 is the fractional 
sion at the peak of reaction 1, αm1, and αu3 is the fractional conversion at the peak of 
 2, α . The fractional conversions for reaction two (re
likewise for reaction three, the fractional conversion (α3) varies from 0 to αu3. In this s
th
reaction 1.  
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A different technique for determining the end point of the sequential reactions could 
be selected. If the second reaction continued after the peak of the first reaction, the reactions 
would 
ould  the peak of the first reaction. This would be needed so that the rate 
 
e application of the sequential reactions applied to the epoxy polymerization is given in 
represent the first, second, and third reactions respectively. The bulk of the reaction is 
ay 
e the c
50.   
 
become coupled in that an estimate of the reaction rate due to the second reaction 
be required atw
constant for the first reaction could be calculated using the peak reaction rate. An example of
th
Figure 7.6. The bold line is the experimental data. The long dash, dot dash, and grey lines 
captured by the second reaction. There is an early initial reaction, reaction three, which m
onsumption of water or alcohols.48, 49 The last reaction could be due to the b
acceleration of the cation away from the larger anion as the network becomes more rigid
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e 7
bold lin
line is re ck line the combined reaction rate 
rofile.  
In a manner similar to that for the acrylate reaction, the kinetic parameters for Eq. 8 
were determined for the epoxy polymerization. These reactions were solved sequentially 
starting with the reaction at highest conversion first. The ratio of the peak to ultimate 
conversion was calculated. These ratios as well as the conversions and peak reaction rates for 
Figur .6.  Sequential reactions during the cationic epoxy polymerization at 140°C are depicted. The 
e is the experimental data from DSC thermograph, long dash line is reaction one profile, dot dash 
action two profile, grey line is reaction three profile and bla
p
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the first reaction and subsequent reactions are listed in Table 7.4. The average ratio of 
conversions for the first reaction is 0.797. Using Table 7.1, the closest reaction order pair is 
(p=1/2, n=2). The ratios of conversion at 130°C and 140°C are slightly above 0.800 so the 
next closest reaction order pairs are (1/3, 3/2), and (2/3, 3). The reaction rate profiles become 
flatter as the reaction order pairs move to the left in Table 7.1. For this reason, the reaction 
order pair of (p=2/3, n=3) was chosen to model this reaction.  
The reaction rate constant for this first reaction was then calculated using the peak 
reaction rate and the reaction order pair with the aid of Eq. 7. The determined rate constants 
for the first reaction are cataloged in Table 7.4. This determines all of the kinetic parameters 
necessary to model the first reaction as an autocatalytic reaction and calculate the reaction 
rate profile.  
The calculated profile for the first reaction is subtracted from the experimental profile 
to generate a new profile for the second and third reaction. The second peak is taken as the 
local maximum after the peak in this new rate profile. The ratio of this maximum to the 
ultimate conversion for this reaction (i.e., the first reaction peak conversion) is calculated. 
These ratios are cataloged in Table 7.4. The average ratio is 0.301. Possible reaction order 
pairs from Table 7.1 are: (3/2, 1/2), (3/2, 2/3), and (2, 2/3). Based on the shape of the rate 
profile, the reaction order pair of (p=2, n=2/3) was chosen. With the reaction orders and the 
peak reaction rate at the peak conversion, Eq. 7 was used to estimate the reaction rate 
constant. This second reaction accounts for the bulk of the polymerization in terms of heat 
evolved and conversion.  
The determined parameters for the second reaction are used to calculate a rate profile 
for this second reaction. This new rate profile is subtracted from the second and third reaction 
profile to yield the third reaction rate profile. The peak conversion for this third reaction is 
achieved at the maximum reaction rate in this third rate profile. The ratio of conversions is 
calculated and tabulated in Table 7.4. The average ratio not including the reaction at 150°C is 
0.416. The possible reaction order pairs from Table 7.1 are (1, 2/3) and (3/2, 1). The last pair 
was chosen as it offered a slightly flatter rate profile. Using this reaction order pair and the 
peak reaction rate a rate constant was calculated for each rate profile.  
It was mentioned above that the conversion ratios at 150°C were different for this last 
reaction when compared to the lower temperatures. As the temperature increases, the peaks 
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for the second and third reaction merge. This can be seen in Figure 7.5. At 130°C, there are 
clearly two peaks below 50% conversion. At 140°C, the second peak is a shoulder on the rate 
nd there is perhaps a sprofile. At 150°C, the peaks merge a light broadening of the peak.   
The determined rea d rate constants 
are listed in Table 7.4.  
rmined reaction orders for the sequence of reactions during the epoxy polymerization. 
ction orders are listed in Table 7.5. The calculate
 
Table 7.5. Dete
Reaction n p 
1 2/3 3 
2 2 2/3
3 3/2 1 
The activation energy and frequency factor for the second reaction are obtained b
regressing the natural logarithm of the rate constant versus the reciprocal of the absolute 
temperature, Fig. 7.7.  From this analysis, the activation energy is 113 kJ/mol, with a 
frequency factor of 3.9 x 1013 s
y 
n15. For autocatalytic models, the activation energy was found to range from 60 
 on catalyst concentration, analysis method and total reaction order.  
-1, and reaction orders of p = 2/3 and n = 2. Other authors 
have reported activation energies of 81 kJ/mol9, two reactions with activation energies of 90 
and 30 kJ/mol49, and 65-84 kJ/mol depending on conversion51. The activation energy for the 
cationic polymerization of DGEBA has been reported to range from 18 to 200 kJ/mol 
depending on the analysis method, the form of the reaction rate model and the catalyst 
concentratio
to 130 kJ/mol depending
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Figure 7.7. Arrhenius plot for the epoxy reaction.  
As a check on the prediction of the activation energy, the activation energy as a 
functio ds 
s 
n of conversion was also calculated using the model-free iso-conversional metho
described above using both dynamic and isothermal DSC trials. The resulting activation 
energies vary from 20 kJ/mol to 120 kJ/mol depending on conversion and analysis method a
shown in Fig. 7.8.   
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Figure 7.8. Activation energy determined from dynamic and isothermal data calculated by various 
methods versus conversion. The diamonds are estimates from the isothermal integral method, the 
squares isothermal derivative method, triangles the dynamic differential Ozawa method, the crosses 
stars are variations of the Freidman method.    
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One advantage of the new methodology is that the reaction orders can be limited to 
only those reaction orders that are physically meaningful. This reaction order pair can be 
obtained from empirically fitting the reaction model, from theory, or from prior experimental 
work. A
er 
reaction order pairs 
at diffe
red 
c 
e 
n effects. The 
simple 
tically 
r 
ethodology has been developed for determining the 
inetic parameters for any reaction rate model that has a first derivative and for reactions that 
shows one or more peaks. This methodology is applicable to any kinetic data expressed as 
reaction rate versus time. This method has been demonstrated for two very different 
n additional possible extension is, for example, to fix the reaction order pair based on 
one temperature and then using that reaction order pair to model the reaction at a different 
temperature. The deviation from the model at the second temperature can be treated as an 
excess reactivity, which could be less than one and due to diffusion constraints. Anoth
strategy for a reaction that is diffusion limited could be to calculate new 
rent conditions and use the difference in the reaction order pairs to quantify this 
diffusion effect.  
Another advantage of this methodology is the simplicity of the calculations requi
to fit the model. Only three parameters are needed: αm, αu, dα/dt|m, to fit the kinetic 
parameters of the autocatalytic model. The reaction order pair is determined from a simple 
ratio of conversions (Eq. 6) and the rate constant then is determined from a simple algebrai
relationship (Eq. 7). Indeed, more computational power is needed to calculate the correlation 
coefficient, R2, than to fit the kinetic model. In addition, the pitfalls of other potentially 
computationally intensive techniques, such as nonlinear regression, which may have multipl
solutions, are avoided. The parameters estimated from this method could be used as the 
starting point for multivariate nonlinear regression or for estimating diffusio
elegance of this approach is attractive.  
This methodology is applicable to reactions that exhibit a peak in the reaction rate and 
are described by rate equations with a first derivative. The first derivative can be analy
or numerically determined. The derivative of the rate equation is solved for the reaction orde
pair such as in Eq. 6. This expression for the peak conversion is then substituted back into the 
rate equation to define an expression for the rate constant such as in Eq. 7.   
7.6 Conclusions 
A computationally efficient m
k
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polymerization chemistries. The resulting computations are simple and the method allows 
tegrity of the rate equation as well as the use of physically 
meanin
(1) Prim r. 
 Ether 
3-
. 
 
(7) atm
1. 
or 
(12) alysis 
(13) ASTM, Standard Test Method for Arrhenius Kinetic Constants for Thermally Unstable Materials. 
ASTM, 1993. E 698-79: p. 470-476. 
 
(14) ASTM, Standard Test Method for Arrhenius Kinetic Constants for Thermally Unstable Materials. 
2001. E 2070 - 03: p. 1-9. 
retention of the mathematical in
gful reaction orders.  
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CHAPTER 8. COMPLEX KINETIC MODELING DURING IPN
FORMATION 
 
n of 
ated for the 
homopolymerizations using a new methodology and were assumed to be constant for the 
diluted system
observed during IPN formation, the kinetic rate equation was modified with a diffusion 
factor, t 
 
odeling 
r 
 
 
re 
en compared 
to hom  
s 
the polymerizations of the homopolymer may o r one after the other or concurrently, the 
in 
A paper to be submitted to the journal Polymer 
Joseph R. Nowers, Balaji Narasimhan 
Abstract 
The kinetics of an epoxy-acrylate simultaneous IPN was studied as a functio
dilution, temperature, and reaction sequence. Reaction orders were estim
s and IPN formation. To account for the difference in the reaction rate profile 
based on both polymer and monomer diffusion. Polymer diffusion is based on poin
source diffusion into an infinite volume and the monomer diffusion is based on diffusion into
a sphere. The best set of kinetic and mass transfer parameters were determined by m
heat flux during concurrent IPN polymerization and comparing with the observed heat flux. 
It was found that the epoxy polymerization is largely unaffected by the presence of the othe
system. In contrast, prior network formation severely diminishes the acrylate reaction. This
approach provides a new framework to study diffusion-limited polymerizations during IPN
formation.  
8.1. Introduction 
Interpenetrating polymer networks (IPNs) are formed when two or more polymers a
entangled at the molecular level1. IPNs are used in a wide variety of applications. The 
reasons for the use of IPNs are improved and engineered material properties wh
opolymers or blends. In addition to being described by the chemistry of the polymers
used to form an IPN, the reaction path is also used to describe the system. IPNs are 
characterized as sequential when one polymer is formed and then the second monomer i
added to, or swollen into, the first polymer and reacted2. Simultaneous IPNs are those where 
ccu
distinction from sequential IPNs being that both monomers are present from the beginning 
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the sim
formation can be affected by dilution, gelation, 
vitrifica
ere 
d 
, the phase separation and final conversion was controlled by 
the reaction kinetics and reaction sequence4. In a study of the effect of increasing 
polyethersulfone content in a semi-IPN on the kinetics of a dicyanate polymerization, it was 
found that the rate of polymerization is reduced with increased PES concentration9. The 
temperature of reaction for a simultaneous methacrylate – epoxy IPN was found to determine 
the final material structure10.    
In this work, the effects of dilution and prior network formation on the reaction 
kinetics of the polymerization of each component in a simultaneous IPN are studied. Kinetic 
parameters for the dilute systems and systems with prior network formation are determined 
using the respective homopolymerizations as a baseline. In addition, in order to compensate 
founda  
he acrylate polymerization is a 
photoin
 (EPON 828), was purchased from Resolution 
Performance Products (Houston, TX). The free radical photoinitiator α, α-dimethoxy-α-
phenylacetophenone (DMPA), (Iragacure 651), from Ciba Specialty Chemicals (Basel, 
ultaneous IPNs. The reaction path has been shown to affect the kinetics3-5 and the 
final material properties6, 7.  
The reaction kinetics of IPN 
tion, diffusion limitations, viscosity changes, temperature, and prior network 
formation. In a study in which the kinetics of an unsaturated polyester and epoxy resin w
fit to autocatalytic rate equations8, the rate constant for the epoxy polymerization was found 
to change during IPN formation. During the study of IPN formation from methacrylate an
epoxy with identical backbones
for the differences between the homopolymerization and the conditions during IPN 
formation, the kinetic rate equation has been modified using a diffusion factor.  With this 
tion, a kinetic model for concurrent network formation is developed. Comparisons of
the model with experiment are reviewed and discussed.   
8.2. Experimental 
8.2.1 Materials and Methods 
The IPN studied is a simultaneous epoxy – acrylate. T
itiated free radical reaction and the epoxy polymerization is a thermally initiated 
cationic reaction. Polyethylene glycol 200 diacrylate (PEG200DA) a multifunctional acrylate 
(SR-259) was purchased from Sartomer (Exton, PA) and bisphenol A-ephichlorohydrin 
epoxy resin (DGEBA), a multifunctional epoxy
 
  136 
Switzer
ic epoxy reaction. All materials were used as received.  
d and mixed at room temperature. The photoinitiator is miscible 
 
13, 
 the 
curve. A running integral of the conversion rate cur
conversion versus tim
 
land) was used to initiate the acrylate reaction. A proprietary ammonium antimony 
hexafluoride (XC-7231) from King Industries (Norwalk, CT) was used to thermally activate 
the cation
Samples were weighe
with the diacrylate, and was added in low light conditions.  The XC-7231 was stirred into the 
DGEBA and readily dissolved. Blends of epoxy and acrylate were also miscible. Samples 
were stored in dark bottles. For differential scanning calorimetry (DSC) experiments, 
samples weighing 1-5 mg were micropipetted into standard DSC pans.  
A TA Instruments DSC Q1000 (New Castle, DE) with a PCA UV light accessory was 
used to react the samples and study the kinetics and physical properties. The acrylate reaction 
conditions were a light intensity of 3 mW/cm2 with a nitrogen purge of 15 ml/min. The 
epoxy reaction was tracked isothermally, the sample was first equilibrated at 25oC, and then 
the temperature was rapidly ramped up to the reaction temperature, followed by holding the 
temperature for the reaction period (15 min). Then the temperature was ramped down to –
50oC at 20oC/min. After holding at this temperature for 2 min, the sample was returned to the 
equilibration temperature for 5 min. This was followed by raising the temperature to the 
reaction temperature a second time, holding for reaction time, and ramping down to –50oC. 
This method is similar to Isothermal Method 1 described by Prime 11.  The heat generation 
and the reaction temperature were recorded as a function of reaction time.  
The DSC thermographs were further processed using the Universal Analysis program
(TA Instruments, New Castle, DE). The second isothermal period was used as a baseline and 
subtracted from the heat evolved during the first isothermal period. The baseline was 
corrected to zero. The conversion rate was calculated by dividing the heat flow by the total 
heat of reaction. The heat of reaction is 532 J/g for PEG200DA 12 and 502 J/g for DGEBA 
14 respectively. The total conversion was calculated by integrating the conversion rate. A 
linear or extrapolated baseline was used for the integration depending on the shape of
ve was used to create profiles of 
e.  
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8.3. Results and Discussion 
8.3.1. Acrylate Reaction 
The acrylate reaction is a photo-initiated free radical polymerization. Gelation and
diffusion limitations are important during these reactions. An autocatalytic rate equation
as Eq. 1 is often used to model these reactions.  
 
 such 
)()( ααααα dnup fdt −         (1) 
In this equation k is the reaction rate constant, α is the fractional conversion of 
monomer to polymer, dα/dt is the fractional conversion rate or reaction rate, p is the reaction 
order for polymer, n is the reaction order for monomer, and α
kd =
.0. 
e 
m the integration. For diluted reactions, the reaction 
y multiplying by the acrylate mass fraction.  
By expanding on previous work 15-18 a new methodology for determining the kinetic 
 and 
 
and for rate equations with a first derivati
as the reaction order pairs become more dissimilar.  
ined above, the reaction rate constant (k) is 
u is the final fractional 
conversion. The diffusion factor is fd(α), and its origin and role will be discussed in more 
detail below. For homopolymerizations at a reference temperature, the diffusion factor is 1
Experimentally, the reaction rate is determined by dividing the area under the DSC 
thermograph by the heat of reaction for the acrylate. The heat of reaction for the acrylate is 
532 J/g12. The conversion is obtained from the integral of the reaction rate. The ultimat
conversion is the final conversion fro
heat is adjusted appropriately b
parameters from the peak reaction information and final conversion has been developed
described elsewhere, Chapter 7. It works for reaction rate profiles that exhibit a maximum
ve. The methodology restricts the reaction order 
pairs (p, n) to be integers or integer fractions between 1/3 and 3. With these criteria, the ratio 
of the peak conversion to ultimate conversion is calculated. This ratio is related to the ratio of 
reaction orders. By comparing the ratios of reaction order pairs to the shape of the reaction 
rate profile, a reaction order pair is selected. The shape of the rate profile is needed because 
higher reaction orders result in flatter profiles. In addition, the rate of deceleration increases 
Using the reaction order pair determ
calculated from Eq. 2.  
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dα/dt|m er sym
The reaction  selec v ate con ersion and 
eption of
o ns. The reaction ord ) for the acry
p yme at f e a ti s ) e
 p  wa t u  s u  is n
p n b u o re d  t i  o
eting chemi h o r should not vary during IPN forma  
ta e re  r  
urin ation, depending on the c ra d n 
r les  n i  s  reaction order pair. This deviation is due to 
a rs: r y a ion rate and diffusion limi f
nd if e m h o te 
 t ow n s io  ct r  b  r 
eak conversion. The smaller conversion at peak in these cases is due to the reaction being 
diminis w 
ng Eq. 
a 
 equation, the resulting model is in agreement with 
experim
pox tial 
added to the autocatalytic rate equation20-23. This is similar to the correction to the rate 
constant from the Rabinowitch equation where the diffusion coefficient becomes dependent 
dt
dα
n
p
+ p
p
+
 is the peak reaction rate and the ot
 orders wer
h bols are as described before.  Here 
e ted by the peak con ersion and ultim v
fit to the rate profiles for all rate profiles studied in this work with the exc  the 
concurrent p lymerizatio er pair (p, n late 
homo ol riz ion and many o the oth r acryl te reac ons wa (2/3, 3/2 . This r action 
order air s kept cons ant and sed for ubseq ent IPN formation. This  a reaso able 
assum tio eca se the reaction rders a  depen ent on he chem stry and with tw  non-
tion19. The ratecomp stries, t e reacti n orde
cons nts were calculated from th  peak action ate and Eq. 2.  
D g IPN form oncent tion an reactio sequence, the 
rate p ofi did ot match well w th this tandard
two f cto an a tificiall  low pe k react tations o  the growing 
polymer a  monomer in these d fering nviron ents. T e positi n of the peak reaction ra
shifts o l er conversio  for the e react ns, yet the rea ion orde  pair is ased on a highe
p
hed by dilution or prior network formation. To compensate for this artificially lo
peak reaction rate, the rate constant was calculated for all data points up to the peak usi
2. The mean reaction rate was chosen to represent the acrylate reaction. This results in a 
larger reaction rate constant than that predicted by Eq. 2 at the peak. The model fit to the dat
from the start of the reaction to the peak improves significantly and when a diffusion factor 
(see below) is added to the rate
ental observations.   
The diffusion limitations arise due to changes in the reaction environment from 
differences in the acrylate fraction and/or temperature. The initial viscosity of the system is 
higher than that for the homopolymerization. In the case of the e y reacted first, the ini
viscosity is much higher. To account for this, a conversion-dependent diffusion factor can be 
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on conversion, diffusivity, or glass transition temperature, which ultimately depends on 
reaction conditions or the conversion of the system under study24-28.  
A diffusion factor, fd(α), was added to the rate equation by multiplying with the other 
terms to account for these differences as in Eq. 2. The form of the diffusion factor is: 
 
ααα 21*)( LLd BeAef −− +=           (3) 
 
nfinite volume29 between two states. 
The fir  
 with 
 
nd is a function of initial viscosity and temperature for the two 
states. 
 inversely related to A. 
The parameter L2 is similar to L1, but the relationships are reversed and different 
characteristic lengths are used. If diffusion effects are not important, L1 and L2 are close to 
zero and A and B are both equal to ½ and the diffusion factor reduces to 1.0.  
An excess reaction rate ratio is calculated from the ratio of the observed reaction rate 
to that predicted by Eq. 1 with the kinetic parameters estimated as described above and with 
the diffusion factor set to one. To determine the parameters of Eq. 3, multivariate nonlinear 
regression is used to minimize the sum of squares error between the excess reaction rate ratio 
and Eq. 3.  
 
 
 
The diffusion factor contains two terms based on polymer (A) and monomer (B) 
diffusion respectively. The first term in Eq. 3 is related to the polymer and is based on the 
ratio of instantaneous diffusion of a point source on an i
st state is a reference state, which, in this case is the acrylate homopolymerization, and
the second state is the reaction rate profile that deviates from the standard reaction order pair. 
The second term in Eq. 3 is related to the ratio of monomer diffusion rates into a sphere
a constant surface concentration around the growing polymer chain end29. The derivation of
Eq. (3) is shown in Appendix A.  
To convert the diffusion coefficients to conversion, the Rouse model30 is used by 
relating conversion to number of monomers reacted. The coefficient A is related to the ratio 
of initial concentrations a
L1 is related to two characteristic length scales and the difference between the initial 
viscosities divided by the initial temperature. The coefficient B is also related to a ratio of 
concentrations, temperature, and initial viscosity and is approximately
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Table 8.1. Average reaction values and kinetic parameters are listed for the autocatalytic polymerization 
of PEG200DA as a function of temperature, reaction sequence and acrylate fraction during 
homopolymerization and IPN formation. The reaction sequences, A, E, and M denote acrylate reacted 
first, epoxy reacted first, and diluted monomer reaction respectively. The other symbols are T for 
temperature; xA is acrylate fraction; αp is conversion at reaction peak; dα/dtP is peak reaction rate; αu is 
ultimate conversion; k is rate constant; A, B, L1 and L2 are diffusion parameters.    
Seq T, °C xA  αp  dα/dtP, s-1  αu  k, s-1  A  B  L1  L2
A 25 25 0.303 0.073 0.877 0.371 0.50 0.50 0.00 0.00000 
A 25 50 0.253 0.093 0.815 8 0.50 0.50 0.00 0.00000 
A 25 75 0.279 0.102 0.836 0.571 0.50 0.50 0.00 0.00000 
E 100 25 0.168 0.041 0.876 0.375 1.06 0.46 14.54 -0.00006 
E 100 50 0.224 0.032 0.801 0.296 1.92 0.90 19.07 0.09250 
E 100 75 0.320 0.079 0.897 0.464 1.82 1.03 19.12 0.05500 
E 130 25 0.081 0.011 0.723 0.379 0.91 0.26 10.74 0.06807 
E 130 50 0.105 0.022 0.661 0.387 0.99 0.36 10.55 0.03294 
E 130 75 0.167 0.034 0.658 0.449 0.62 0.67 19.92 -0.00582 
M 25 25 0.277 0.096 0.870 0.494 0.50 0.50 0.00 0.00000 
M 25 50 0.244 0.132 0.876 1 0.50 0.50 0.00 0.00000 
M 0.800 0.564 0.72 0.61 11.32 -0.00134 
0.633 0.55 0.82 13.19 0.00017 
M 1
 
3 0.75 0.46 8.91 -0.00562 
M 150 75 0.221 0.090 0.907 0.601 0.61 0.63 9.00 -0.00434 
M 150 100 0.281 0.162 0.785 1.047 0.50 0.50 0.00 0.00000 
 
0.54
0.67
M 25 75 0.272 0.130 0.839 0.723 0.50 0.50 0.00 0.00000 
M 25 100 0.285 0.156 0.808 0.944 0.50 0.50 0.00 0.00000 
100 25 0.176 0.063 
M 100 50 0.239 0.107 0.887
00 75 0.267 0.131 0.829 0.746 0.50 0.50 0.00 0.00000 
M 100 100 0.303 0.174 0.875 0.891 0.50 0.50 0.00 0.00000 
M 130 25 0.170 0.054 0.880 0.452 0.83 0.50 10.70 -0.00223 
M 130 50 0.204 0.095 0.911 0.606 0.80 0.67 11.95 0.00032
M 130 75 0.250 0.104 0.913 0.560 0.52 0.46 0.65 -0.00464 
M 130 100 0.266 0.143 0.859 0.755 0.50 0.50 0.00 0.00000 
M 150 25 0.119 0.041 0.929 0.389 0.90 0.29 8.47 -0.00396 
M 150 50 0.158 0.062 0.888 0.52
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The kinetic paramete
and cataloged in Table 8.1. The diffusion factors were calculated for the epoxy reacted first 
reactio  
hat 
sion 
rs were calculated as described above for the acrylate reactions 
n sequence and diluted monomer reaction sequences at higher temperatures. For all of
the other reaction sequences, the diffusion factor was set to 1.0. The average diffusion 
parameters are also listed in Table 8.1. The correlation coefficients for those reactions t
did not use the diffusion factor and for the remaining reaction sequences with the diffu
factor were ~0.98. 
 
8.3.1.1. Reaction Order Pair and Rate Constant 
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increasing the effect of the polymer, as indicated by diffusion of the polymer from a point 
source. 
       
 
Figure 8.1. Peak acrylate reaction rate is plotted versus the ratio of peak to ultimate conversion and by
temperature and reaction sequence. The solid symbols denote monomer reactions, open symbols are 
epoxy reacted first, and crosses for acrylate reacted first. The symbols are • for 25°C, ♦ for 100°C, ■ for 
130°C, ▲ for 150°C, and X for 25°C. 
For the homopolymerization, the reaction order pair of (2/3, 3/2) for p and n was 
chosen to fit the autocatalytic model. The αp/αu ratio for this pair is 0.308. The sam
st region of the figure match this reaction order pair well. As indicated by the 
symbols, the upper region to the left in Figure 8.1 is decreasing acrylate fraction and higher 
temperature. The fit with this reaction order pair is progressively worse with temperatur
dilution. The lower region represents IPN formation with the epoxy reacted first. The fit of 
this reaction order pair to samples made from this reaction sequence also is progressively 
worse with dilution and temperature. The direction the reaction order pair needs to move to 
improve the fit is toward smaller p and larger n, decreasing th
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Figure 8.2. Reaction rate constants for neat acrylate polymerization are plotted versus tem
circles are mean values and the intervals are a 95% confidence interval for the mean. 
Using the fixed reaction order pair of p=2/3 and n=3/2, the rate constants for the 
homopolymerizations at different temperatures were calculated using Eq. 1 with the diffusion
factor set to one. The resulting individual rate constants with confidence intervals at differen
temperatures are shown in Fig. 8.2. Th
perature. The 
 
t 
ere is no statistical difference in the rate constants at 
different temperatures. The rate constant for the acrylate photopolymerization is a 
combination of initiation, termination, and propagation rate constants.  
pk
tk
Ikk ⎟⎠
⎞⎜⎝
⎛=
2
1
         (4) 
In this equation, kI is the initiation rate assumed to be constant and dependent on 
initiator concentration, light intensity and quantum yield. The other rate constants are kt a
k
nd 
e 
 
ove. 
 
ted and added to the rate equation and the subsequent parameters 
determined. The rate constants from these calculations are shown in Fig. 8.3.    
p which are the termination rate and propagation rate constants respectively31. The 
termination rate is larger than the propagation rate, but also more strongly dependent on the 
viscosity of the system. The acceleration of the acrylate polymerization is attributed to th
gel effect, thus reducing the termination rate. The lack of temperature dependence may be 
due to differences in the temperature dependence of the termination and propagation rate
constants.  
Using the reaction order pair (p=2/3, n=3/2), the reaction rate constants for the 
remaining reaction sequences at different temperatures were calculated as described ab
When the correlation coefficient of the resulting model to the data did not exceed 0.95, the
diffusion factor was calcula
 
  143 
The reaction rate constant decreases with dilution and temperature as shown in Fig. 
8.3. Th n 
much more 
   
e decrease with dilution could be attributed to a viscosity effect32 and a reduction i
intermolecular interactions between the acrylate monomers.33 The epoxy is 
viscous than the acrylate and so the mixtures are more viscous than the acrylate monomer.
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Figure 8.3.  Acrylate reaction rate constan
0.800
1.000
1.200
 s
-1
ts plotted at different dilutions and temperatures. The solid 
symbols
reacted 
e 
s are reduced by 50% or more if the epoxy is reacted first as 
shown 
 denote monomer reactions, open symbols are epoxy reacted first, and crosses for acrylate 
first. The symbols are • for 25°C, ♦ for 100°C, ■ for 130°C, ▲ for 150°C, and X for 25°C. 
It is interesting to note that the rate constants decline with temperature at the sam
dilutions. As mentioned previously, this is a “lumped” rate constant and the result is a 
combination of competing effects.  
The reaction rate constant
in Fig 8.3. This is possibly due to the increase in initial viscosity for the acrylate 
polymerization. Hydrogen bonding has also been demonstrated as a mechanism for reduced 
polymerization rate with temperature in acrylate systems34 and has been demonstrated to 
occur during IPN formation.35 
 
  144 
0.00
0.50
1.00
1.50
2.00
2.50
0
D
iff
us
i
ra
m
et
er
 
0.00
10.00
.00
20.00
25.00
D
iff
us
m
et
er
 L
1A
15
io
n 
Pa
ra
on
 P
a
5.00
25 50 75 100
Acrylate fraction * 100
0 25 50 75 100
Acrylate fraction * 100  
0.00
0.20
0.40iff
us
i
0.60
0.80
1.00
1.20
0
D
on
 P
ar
am
et
er
 
0.10000
0.06000
0.08000
te
r  
L2 B
25 50 75 100
Acrylate fraction * 100  
-0.02000
0 25 50 75
0.00000
0.04000
100
Acrylate fraction * 100
am
e
 
re 8
pera
epoxy re
r 100° C, ▲ for 150°C, and X for 25°C.  
parame
ximu
high co ith 
er reases 
as acry
The parameters B and L2 are coupled and are related to monomer diffusion. For a 
represe
e term. The 
nd 
Fig. 8.4
0.02000
D
iff
us
io
n 
Pa
r
Figu .4. Diffusion parameters for the acrylate reactions are plotted versus acrylate fraction, 
tem ture, and reaction sequence. The solid symbols denote monomer reactions, open symbols are 
acted first, and crosses for acrylate reacted first. The symbols for temperatures are • for 25°C, ♦ 
C, ■ for 130°fo
As indicated by Eq. 3, the polymer diffusion parameters A and L1 are coupled. The 
ter A sets the upper bound on the effect of this term on the rate equation. This 
ma m effect occurs at low conversions. If L1 is greater than 5, the term goes to zero at 
nversion. The coefficient A increases as acrylate fraction declines and increases w
temp ature (Figure 8.4). The coefficient also changes with reaction sequence. L1 inc
late fraction declines and quickly becomes “large”.   
given reaction sequence and temperature, B increases with acrylate fraction (Figure 8.4). For 
the epoxy first reaction sequence, L2 is close to zero. It is instructive to note that L1 and L2 
nt differences in transport properties.   
The first term in the diffusion factor dominates the overall magnitude of th
seco term tends to affect the factor towards the end of reaction.  These effects are shown in 
. 
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8.3.2. Epoxy Reaction 
The epoxy polymerization is a thermally initiated cationic polymerization. Kinetic 
sequen action was determined solely with 
conver
e rate equation was numerically integrated. Another difference is that the diffusion factor 
us
ee
and dif
differe  
SC traces. At 100°C the epoxy reaction rate is very slow; however, two exotherm peaks are 
en
are clea ened. There are a 
be
all a  reaction 
iffusio 38. The epoxy reaction was modeled as two 
parameters for the epoxy reactions were determined as described above. One difference 
between the kinetic parameter determination for acrylate reaction and epoxy reaction 
ces is that the rate constant for the main epoxy re
Eq. 2. The rate constant for the initial minor reaction was determined by setting the 
sion for this reaction as a fixed percentage of the total and using fixed reaction orders 
th
was ed for all reaction sequences for the main reaction. The average correlation coefficient 
betw n the determined models to observations exceeds 0.91. The average kinetic parameters 
fusion factors are cataloged in Table 8.2.  
The epoxy reaction shows more than one peak in the reaction rate profile. The 
nt reaction exotherms are clearly present in the thermograph at 130°C and in dynamic
D
evid t. At 140°C there are three peaks although the two at lower conversions are almost 
merged. And finally at 150°C the low conversion peaks merge together and only two peaks 
rly visible. However, the low conversion peak appears to be broad
num r of possible reasons for the different reactions. The initial reaction could be due to 
mounts of hydroxyl groups reacting with the epoxide groups. The epoxidesm
with hydroxyl is preferential to the homopolymerization36, 37. Other possible effects are 
n, or melting of the epoxy catalystd
sequential reactions with the following equation.   
2
22221111 ududt
d 211 )()(*)( npnp kfk αααααααα −+−=
In this equation the fractional conversion is α, the rate constant k, and reaction order p 
and n w
ighest  and covers the tail of the reaction profile. The ultimate conversion for this 
he first 
actio ally seen with DGEBA 
     (5) 
ith the numerical suffix indicating reaction one or two. The first reaction is at the 
 conversionh
reaction, αu1, is the final conversion for the overall reaction. The conversion for t
reaction, α1, goes from 0 to αu1.This reaction covers the bulk of the reaction profile. The last 
n accounts for the small peak at low conversion that is typicre
polymerizations. The ultimate conversion for the second reaction is set to the 25% of the 
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ultim e conversion. The conversion for reaction two, αat
diffusio   
convers
oncentrations. If this is not the case, one option is to allow the previous reactions to continue 
at a low  would change the estimates for the reaction 
 This 
would 
eeded to solve for the system. Other schemes could be employed such as solving for the 
polyme
r the other polymer has on the kinetics of IPN formation. So the interest is in how to 
8.3.2.1
2, goes from 0 to 0.25*αu1. The 
n factor fd(α) is the same as that used for the acrylate polymerization. 
Having two sequential reactions where one stops abruptly at an intermediate 
ion could be an indication of consumption of contaminant or co-reactant at trace 
c
 rate up to the ultimate conversion. This
order pairs and require the low conversion level be accounted for during prior reactions.
couple the solution of these equations, as rate equations for all reactions would be 
n
bulk of the polymerization and then solving for the pre reaction not fit with the bulk 
rization. In this work we are interested in what effect the other monomer as a diluent 
o
describe the impact on the kinetics.  
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Figure 8.5. Epoxy conversion ratios are plotted versus peak reaction rate. The filled symbols represent 
monomer polymerizations, open symbols denote acrylate first reaction sequence and X epoxy first 
reaction sequence. Temperatures are denoted by ■ and X for 130°C, • for 140°C, and ▲ for 150°C.  
The first reaction with the homopolymerization starts at a peak to ultimate conversion 
ratio of about 0.25 as shown in Fig. 8.5. The reaction order pair that corresponds to this peak 
to ultimate conversion ratio and the shape of the reaction rate profile is (p=2/3, n=2). This 
reaction order pair was held constant for all of the epoxy reaction sequences. The general 
trend for this reaction is toward smaller p and increasing n as the system is diluted. To 
compensate for this effect, the diffusion factor was applied to all trials.  
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Table 8.2. Kinetic paramete reaction sequence and 
acrylate fraction. The react t, epoxy reacted first, 
and diluted monomer reaction respectively. The other symbols are T for temperature; xA is acrylate 
 reaction peak; dα/dtP is peak reaction rate; αu is ultimate conversion; k is 
 L2 are diffusion parameters. 
T, °C  k2 
0.707 
4 
5.677
130 
.791 
 
nd reaction was set to 25% of the ultimate 
conversion f
ol for reactions one and two respectively. The activation energy 
rs for the epoxy reaction are listed by temperature, 
ion sequence A, E, and M denote acrylate reacted firs
fraction; αp is conversion at
rate constant; A, B, L1 and
Seq xA  αp1 dα/dtp  αu1  k1  A  L1  B  L2 
130 A 25 0.084 0.0023 0.501 0.041 1.469 5.261 10.000 1.167 
130 A 50 0.048 0.0015 0.220 0.240 1.582 15.131 10.000 0.513 4.115 
130 A 75 0.030 0.0008 0.194 0.285 1.742 13.796 6.678 0.256 5.643 
130 E 25 0.103 0.0039 0.429 0.095 1.647 7.506 3.173 3.784 1.68
130 E 50 0.028 0.0014 0.108 0.664 1.308 10.049 5.175 1.667 1
M 0 0.126 0.0037 0.648 0.038 1.707 4.739 0.469 0.126 0.654 
130 M 25 0.054 0.0018 0.262 0.128 1.736 16.793 0.362 0.000 2
130 M 50 0.076 0.0013 0.331 0.056 2.695 13.581 10.000 0.653 1.474 
140 M 0 0.174 0.0069 0.711 0.056 1.440 2.378 0.000 0.000 0.839 
150 A 25 0.097 0.0087 0.507 0.144 1.353 5.233 0.000 0.000 1.290 
150 A 50 0.052 0.0063 0.654 0.060 1.825 8.335 1.060 0.685 0.853 
150 M 0 0.158 0.0163 0.609 0.184 1.111 2.947 0.144 4.486 1.828 
150 M 25 0.035 0.0031 0.306 0.151 2.023 13.693 10.000 0.877 3.528 
150 M 50 0.020 0.0024 0.381 0.073 3.597 31.976 0.829 0.164 1.167 
150 M 75 0.067 0.0009 0.308 0.045 8.383 83.763 0.969 0.000 1.340
 
The ultimate conversion for the seco
or the total reaction. The peak conversion was set to 40% of this ultimate 
conversion. This ratio corresponds to a reaction order pair of (p2=1, n2=3/2) in Eq. 5. These 
percentages were determined by examining the homopolymerizations at 130°C and 140°C. 
From the homopolymerizations the fraction of the total conversion account for by this initial 
reaction was fixed at 0.098.    
As discussed elsewhere, the rate constants for the epoxy homopolymerization 
reactions follow Arrhenius type temperature dependence, Chapter 7. The activation energies 
are 105 kJ/mol and 69 kJ/m
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for the 
.  
main reaction is higher than most estimates (~80 kJ/mol)37, 39, but well within the 
range of other estimates which depend on the form of the rate equation and reaction orders40
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6. Rate constants for the epoxy sequential reaction are plotted versus acrylate mass fraction, 
temperature and reaction sequence. The filled symbols represent monomer polymerizations, open 
symbols denote acrylate first reaction sequence and X epoxy first reaction sequence. Temperatures are
denoted by ■ and X for 130°C, • for 140°C, and ▲ for 150°C.  
The reaction rate constants are plotted as a function of acrylate fraction, temperature, 
and reaction sequence in Fig. 8.6. The rate constants increase with dilution when the epoxy is
reacted first, as indicated by the “X”. This should be the same as the diluted monomer 
reaction. The only difference is that the photoinitiator is added at 1% of the acrylate in the
epoxy first reaction. In this case, the photoinitiator is hindering the epoxy reaction.   
When the acrylate is reacted first, the calculated rate constants are the same as the 
diluted monomer reaction. The prior formation of the acrylate network has little effect 
epoxy polymerization.  
The diffusion parameters A and L1 follow a similar pattern, increasing with diluti
and temperature, as shown in Figs. 8.7a and b. The coefficient for monomer diffusion (B) 
also increases with dilution. In contrast, L2 decreases with dilution.  
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Figure 8.7. Diffusion parameters for the epoxy reaction are plotted versus acrylate fraction, temperature
and reaction sequence. The filled symbols represent monomer polymerizations, open symbols denote
acrylate first reaction sequence and X epoxy first reaction sequence. Temperatures are denoted by ■
X for 130°C, • for 140°C, and ▲ for 150°C. 
, 
 
 and 
8.3.3. 
tics 
2 
 kinetic and 
diffusion parameters for each of the three reaction sequences. This results in nine 
combinations of reaction sequences. For example, one combination would be acrylate 
reaction with reaction sequence acrylate reacted first and epoxy reaction with reaction 
sequence epoxy monomer. These nine kinetic models were used to estimate the rate of heat 
released during IPN formation as shown in Eq. 6.  
 
Concurrent Polymerization  
To quantify the effect of prior network formation on the polymerization kine
during IPN formation, the kinetic parameters estimated above and listed in Tables 8.1 and 8.
were used to model a concurrent IPN polymerization. For each reaction, there are
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E
E
A
A dtdt dt
dddh αα ∆Η+∆Η=         (6) 
of reaction for the acrylate (A) and epoxy (E) and dα/dt is 
the  and that for the epoxy 
reac
numbe ient was 
calc a To allow some separation in the 
reac  minutes 
allo n te 
reactio
Here, ∆H is the total heat 
reaction rate. The reaction rate for the acrylate is given by Eq. 1
tion by Eq. 5. The model heat released was compared to actual heat released for a 
r of experimental trials. To determine the best fit, a regression coeffic
ul ted for each model and set of experimental data. 
tions, the sample was rapidly raised to the reaction temperature, held for 2
wi g the epoxy reaction to start and then irradiated with UV for the start of the acryla
n.    
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Figure 8.8.  Rate of heat release from concurrent polymerization model is compared to experimental 
observations. The acrylate mass fraction was 0.75 and the temperature was 130°C. Nine models 
depending on kinetic and diffusion parameters from different reaction sequences are compared to the 
observed heat flow, ○. The model with the best fit to the observations is denoted with the symbol ■. This 
model was the epoxy reacted first acrylate parameters with the acrylate reacted first epoxy parameters.  
 
A comparison is made between the different models and observations in Figure 8.8 
for an acrylate fraction of 0.75 and at a temperature of 130°C. The reaction sequences with 
the best fit to the experimental data were the ones using acrylate parameters from reaction 
sequence epoxy reacted first and epoxy parameters from reaction sequence acrylate reacted 
first. Although the epoxy reaction model chosen did not significantly impact the fit, all 
regression coefficients were within 3% of each other. The average correlation coefficients for 
all of these epoxy models are in the upper 80%s.   
The acrylate reaction is much faster than the epoxy under these conditions. However 
the acrylate reaction is diminished by prior epoxy network formation. To accurately model 
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the concurrent polyme rylate from the 
reaction sequence with rrent polymerization, 
the epoxy network has not been allowed to fully form, yet, the acrylate reaction is still 
tion is strongly influenced by the environment. The epoxy 
reaction
autocat  
se 
 
t the epoxy polymerization is largely unaffected by reaction sequence. These 
environ
ly be 
ylate 
xy polymerization and was virtually independent of 
e epoxy reaction sequence chosen. The prior epoxy network acrylate parameters tended to 
merization slightly, but were much better predictors than the 
diluted m
ent 
rization, the reduced kinetic parameters for the ac
 epoxy reacted first are needed. During the concu
diminished. The acrylate reac
 is much less influenced by the environment.    
8.4. Discussion 
Modeling the kinetics of IPN formation across concentrations and reaction paths is 
complex. For both the acrylate and epoxy polymerizations, the simple, yet empirical, 
alytic rate equation does not adequately capture the reaction rate profiles without the
addition of a diffusion factor.  
The acrylate polymerization is much more sensitive to reaction environment. The
effects are not inherently present in most rate equations. For example, the diluted acrylate 
polymerizations start at a higher viscosity and end at a lower viscosity than the 
homopolymerization. The formation of an epoxy network prior to the acrylate polymerization
which results in a very high initial viscosity significantly reduces the acrylate polymerization 
rate. In contras
mental effects are not accounted for in typical rate equations, except by changes in 
the rate constant or reaction orders.   
An accurate model for concurrent polymerization and IPN formation can on
developed after studying the effects of reaction sequence on each reaction separately. The 
best model in this system was found when using the reduced reaction rate for the acr
polymerization caused by the prior epo
th
underestimate the acrylate poly
onomer or acrylate reacted first parameters. This underestimation is due to the 
epoxy network not forming as completely during the concurrent polymerization as when the 
epoxy is reacted first. It is reasonable that the acrylate reaction is not as hindered during the 
concurrent polymerization compared to the epoxy reacted first sequence. To accurately 
model concurrent polymerizations, rate equations that account for the reaction environm
are needed. This was attempted in this work by using kinetic parameters based on prior 
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network formation and by including a diffusion factor in the rate equation which changes 
with starting conditions and as the reaction progresses. Ideally, kinetic parameters based on 
the homopolymerization could be used and the rate equations modified to account for 
differing starting environments and changing conditions during reaction, such as with the 
propose
 the 
nversion as well as the shape of 
the reaction rate p
er 
ated by multivariate 
nonlinear regression using the difference between the autocatalytic model reaction rate and 
 the polymer diffusion term was the dominant 
compon
 
d 
e 
ior 
nitial 
 minor reaction and the main reaction including a diffusion factor term. The 
rate co
d diffusion factor. 
8.5. Conclusions 
 The kinetics of the polymerization of PEG200DA and DGEBA was studied and 
modeled with autocatalytic rate equations. These reactions were studied as 
homopolymerization and diluted monomer reaction, and prior to and after reaction of
other component during IPN formation. The reaction orders were estimated from the 
homopolymerization and the ratio of the peak to ultimate co
rofile. The rate constants were estimated from the peak reaction rate, 
reaction orders, and ultimate conversion.   
A diffusion factor was added to the autocatalytic rate equation to more effectively 
model these reactions and allow the use of consistent reaction orders across all reaction 
paths. This diffusion factor is based on polymer diffusion from a point source and monom
diffusion into a circle of lower concentration. The parameters for the diffusion factor, a 
coefficient and exponential parameter for both terms, were estim
the actual reaction rate. For both reactions
ent of the diffusion factor.   
The rate constant for the acrylate polymerization was not found to be temperature
dependent. This rate constant is a lumped term that includes initiation, termination an
propagation terms and has been demonstrated previously to not follow Arrhenius temperatur
dependence. The acrylate reaction rate was strongly influenced by dilution and the pr
formation of an epoxy network.  
The epoxy polymerization was modeled as two sequential reactions with the i
reaction being a
nstants from the homopolymerization followed Arrhenius temperature dependence and 
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had activation energies of 69 kJ/mol and 105 kJ/mol. These activation energies were withi
reasonable agreement with the literature.  
Using the kinetic parameters for both reactions, models were developed for all the 
possible reaction sequences for comparison to the thermographs of concurrent 
polymerization. The best fit was found using the kinetic parameters for the acrylate that w
determined when the epoxy was reacted first. The model was not sensitive to the epoxy 
reaction sequence. 
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CHAPTER 9. CONCLUSIONS 
9.1. Conclusions 
In Chapter 4, the kinetics of an epoxy/acrylate IPN system was thoroughly 
investigated. The thermally initiated cationic polymerization of a diepoxy and the 
photoinitiated free radical polymerization of a diacrylate were studied as pure monom
diluted monomers, and concurrently reacting monomers polymerized to form homopolymers 
and IPN’s by various reaction sequences with photoDSC. The reactions were studied at 
temperatures of 25°C, 100°C and 130°C and for a series of acrylate mass fractions.  
When one or both reactions become diffusion controlled, the reaction kinetics du
simultaneous IPN formation is complex. Increasing the tem
ers, 
ring 
perature and diluting the 
monom  
r 
 
rsion 
ions 
nces. The conversion, physical properties, and morphology 
ated using a variety of techniques. The relationships between 
the morphology and m
er have similar effects on the acrylate reaction profiles. The autoacceleration is
reduced, but the polymerization continues longer as monomer mobility is retained at higher 
temperatures or with dilution. A similar dilution effect is seen for the epoxy polymerization, 
but in contrast, the epoxy polymerization strongly increases with temperature. If one polyme
is formed before the other, the presence of the first polymer has a significant effect on the 
subsequent polymerization. If both monomers are polymerized together, or nearly so, the 
reaction profiles are typically reduced. Reaction profiles refer to the shape of the reaction rate
versus time curve. A reduced reaction profile means the peak reaction rate and the reaction 
rate at other times is reduced. A kinetic model to capture this complex behavior needs to 
account for different initial viscosities and changes in dilution and viscosity with conve
of one or both monomers.   
In Chapter 5, acrylate/epoxy IPN samples were formed over a range of composit
and with different reaction seque
of these samples were investig
aterial properties of acrylate/epoxy IPNs at different compositions and 
reaction sequences are complex and non-linear. This makes the a priori prediction of phase 
morphology and physical properties of IPNs very difficult.  New modeling approaches that 
account for these complexities are necessary to understand IPN structure-property-processing 
relationships. 
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In Chapter 6 and Appendix A, combinatorial methods and informatics are applied to 
the study of complex property – structure - processing relationships during IPN formation. 
Principal component analysis (PCA) of a dataset covering different compositions and process 
sequences successfully identifies the most unique samples as well as relationships between 
material properties. The relationships between material properties can be exploited in future 
investigations by allowing high throughput screening and as a guide for engineering 
materials. This chapter builds on the previous work by combining the elements of 
experimentation on IPN structure–property–processing relationships, combinatorial method
and informatics to develop additio
s, 
nal insights into the development and characterization of 
these complex materials. 
PCA was used for two purposes in this study of IPNs of acrylate and epoxy.  The first 
was to explore the effect of composition and reaction sequence.  Using scores plots, samples 
can be grouped and those that are most different from the population can be identified for 
further investigation. This analysis was successful in showing a large difference by reaction 
sequence.  Composition also showed a clear effect, as expected, although not as large as the 
effect of reaction sequence. The other use of PCA was to reduce the number of parameters 
required to describe the system.  Loadings plots can be used to confirm the integrity of a 
dataset by investigating the expected relationships. Loadings plots can also be useful to 
determine properties that are highly correlated. The samples were adequately described by 19 
properties, instead of the original 40 properties.  This 50% reduction in the number of 
properties necessary to describe this IPN system can be exploited in subsequent evaluations 
uced dataset is that unexpected relationships can be missed. The success of both 
objectiv
ed 
 
to allow high throughput screening, thereby leading to accelerated materials design. The 
loads plot can also be used as a guide for engineering material properties. A risk in using 
only the red
es shows the versatility of PCA.  In addition, it has been demonstrated that PCA 
allows for a quick analysis in a format that is very easy to observe the differences between 
samples and correlations between properties.  The sample that was previously demonstrat
to be most structurally different was also readily separated from other samples, further 
underlying the utility of PCA.  
In Chapter 7, a new computationally efficient methodology for determining kinetic 
parameters from thermal analysis is described. This methodology is applicable to any kinetic
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data expressed as reaction rate versus time. This methodology has been developed for 
determining the kinetic parameters for any reaction rate model that has a first derivative and 
for reactions that shows one or more peaks. The new methodology has the advantages of 
being c rs, 
his 
 reaction sequence. Reaction orders were estimated for 
ns using the methodology described in Chapter 7 and were assumed to 
s and IPN formation. To account for the difference in the 
reaction rate profile observed during IPN for
of kinetic and m
omputationally efficient, allowing the use of physically meaningful reaction orde
and retaining the mathematics of the rate equation. The reaction orders can be determined 
from the new methodology or fixed a priori based on stoichiometry or prior knowledge. T
new methodology is applied successfully to polymerizations of two different chemistries 
(i.e., acrylate and epoxy) with results that are consistent with literature values.  
In Chapter 8, the kinetics of an epoxy-acrylate simultaneous IPN was studied as a 
function of dilution, temperature, and
the homopolymerizatio
be constant for the diluted system
mation, the kinetic rate equation is modified 
with a diffusion factor. The diffusion factor is derived in Appendix B and is based on both 
polymer and monomer diffusion. Polymer diffusion is based on point source diffusion into an 
infinite volume and the monomer diffusion is based on diffusion into a sphere. The best set 
ass transfer parameters were determined by modeling heat flux during a 
concurrent IPN polymerization and comparing with the observed heat flux.  
To accurately model concurrent polymerizations, rate equations that account for the 
reaction environment are needed. This was attempted in this work by using kinetic 
parameters based on prior network formation and by including a diffusion factor in the rate 
equation which changes with starting conditions and as the reaction progresses.  
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9.2. Summary 
This dissertat n: 
• A new t  modeling of simultaneous IPN formation;  
• An info mework that includes differences in chemistry and kinetic methods between 
compon l properties of IPNs; 
• A new ; 
A new on limitations; and 
• A mode nts for dilution and prior network 
formation.  
ramewo ineered and will serve as a 
e for n t.  
ion has resulted i
echnique for kinetic
rmatics fra
ents of an IPN that will allow predictions of physica
methodology for determining kinetic parameters
• diffusion factor describing polymer and monomer diffusi
l describing the kinetics of IPN formation which accou
This f rk will allow material properties to be efficiently eng
templat ew first principles-based model developmen
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CHAPTER 10. FUTURE WORK 
 
10.1. 
 
 
 
 kinetic data expressed as reaction rate versus time. To further demonstrate 
this, re d with this 
at 
ng 
Kinetic Models 
We have proposed that the new methodology for modeling kinetics is applicable to 
reaction rate models that have a first derivative and for reactions that show one or more 
peaks. In this work the autocatalytic model with one rate constant is the rate equation. 
Evaluation of the autocatalytic model with two kinetic parameters is a natural extension. A
first extension of the new methodology would be to other forms of the rate equation.  
The kinetic parameters in this work were all determined by isothermal DSC scans. 
There was some comparison between the activation energies determined isothermally and 
using dynamic methods in Chapter 8. This comparison should be expanded and the new
methodology also expanded to include dynamic DSC thermographs. The advantage of 
dynamic DSC scans is the speed of evaluation. We have also proposed this methodology is
applicable to any
action rate data from other sources such as TGA or FTIR should be evaluate
new method.  
 In this work, cationic epoxy polymerization and free radical acrylate polymerization 
were studied. A logical next step for this methodology is to apply it to other chemistries th
exhibit autocatalytic behavior. Separation of the lumped parameters in the acrylate 
polymerization is needed. Using the change in kinetic parameters due to dilution and 
temperature to separate the components of the lumped rate constant for the acrylate 
polymerization should be evaluated.   
 
10.2. Diffusion Factor 
The diffusion factor was applied to the rate equation to account for the differences in 
reaction rate profile between the homopolymerizations and observed reaction rates for 
diluted reactions or during IPN formation. The components of the diffusion factor chosen in 
this work were the point source expansion into an infinite volume to represent the polymer 
diffusion and the diffusion into a sphere where the surface of the sphere has a constant 
concentration to represent the monomer diffusion. Other models of the diffusions occurri
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should be evaluated to determine the best representation of the physics. Additional ter
could also be considered but with the caveat that the additional terms should be evaluated to 
determine if they contribute to describing the diffusion or just add additional parameters that
allow improved fitting to observations.    
As can be seen in the derivation of the diffusion factor in Appendix B, the 
coefficients and exponential factors of the diffusion factor are related through characteri
rheological, thermal, and physical parameters of the system being studied. Further modeling
to exploit these relationships and reduce the number of parameters should be conducted. In 
addition, the estimation of the kinetic parameters from monomer, homopolymer, or pri
network properties should be strengthened. The ultimate objective is to use kinetic 
parameters from the homopolymerization and characteristic parameters of the monomers to 
describe the diffusion limited kinetics of IPN formation.   
ms 
 
stic 
 
or 
Molecular simulations to evaluate diffusion models and determine characteristic 
parameters would be beneficial. Simulations could also provide insights into the 
intermolecular structure and morphology development during IPN formation. For instance, 
aromatic ring stacking and hydrogen bonding have been proposed as additional mechanisms 
for reduction in reaction rates with dilution237. It would be useful to check if molecular 
simulations can describe the reduction in acrylate polymerization rates when a prior network 
is present and the insensitivity of the epoxy to a prior network.  
10.3. Informatics Framework  
Informatics has received new interest in chemical engineering and materials 
science240, 241. This interest is due to advances in combinatorial methods and computing 
power. Informatics uses a series of computational tools that can provide insight into 
relationships in large data sets and generate models that define the datasets242. The tools are 
effective by reducing the data sets to fewer variables and creating variables without 
covariance243. The data set is reduced to these key observations. This distillation allows for 
development of a concise framework describing the system or first principles m
tional 
odel 
development.  
In our work, we showed how data dimensionality reduction techniques can be used on 
large spectral libraries to identify trends in structural changes associated with composi
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arrays that otherwise cannot be detected by visual inspection. The power of these tools in 
these cases would be expansion of the knowledge extraction from the data set. For instance, 
shifts in the absorbance to different wave numbers for a specific bond have been variously 
attributed to changes in temperature and changes in viscosity of the microenvironment. The 
wave numbers that contain this information are typically not the ones related to reacting 
bonds i ted 
e 
eloped. This framework could be expanded upon by application 
of nonl for 
s of 
aset 
 
   
 These methods should be extended to other chemistries. A 
further extension is to move 
n the system being studied, so they would not normally be studied. The data extrac
from a FTIR trace is typically a fraction of that which is available. The multivariate 
techniques can easily multiply the knowledge extracted from these common techniques. W
have demonstrated that the differences in IPN samples formed from different reaction 
sequences can be detected by PCA analysis of the FTIR spectra of the samples.  
Using PCA analysis of a database of physical properties, a framework for engineering 
material properties was dev
inear partial least squares to this dataset. This would result in a predictive model 
physical properties based on composition and reaction sequence.  
A closer integration of the kinetics of IPN formation and all of the dependencie
the kinetics with the resulting physical properties is needed. A first step here would be to add 
the dilution, temperature, and reaction sequence dependent kinetic parameters to the dat
and reapplying informatics techniques such as PCA to estimate the relationships between the
kinetic parameters and the physical properties. If this evaluation could be extended to 
creation of predictive models, the utility of the predictive models could be assessed by 
creation and evaluation of new samples and comparison of properties to model predictions.  
10.4. Combinatorial and High Throughput Methods 
Discrete combinatorial methods were used in this work to create batteries of samples 
for material property evaluation.
to continuous combinatorial methods for physical properties by 
creating a film of continuously varying composition and with varying reaction conditions. 
Application of combinatorial methods to the study of kinetics is a fertile area for 
investigation as kinetic evaluations are time consuming and require repetition for accuracy.  
The possibility of applying high throughput techniques to physical property 
evaluations was demonstrated in this work. The actual application should be demonstrated. 
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One of the fears with high throughput techniques is the amount of information “lost” due
not completing a complete battery of testing and evaluation. An evaluation can be designe
to compare conclusions from high throughput evaluations to traditional techniques. The 
potential benefits of high throughput techniques to speed materials design are enormous
 to 
d 
.  
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APPENDIX A. INFORMATICS-BASED SCREENING FOR 
DIVERSITY IN KNOWLEDGE EXTRACTION IN 
COMBINATORIAL POLYMER LIBRARIES 
 
A paper submitted to the journal Quantitative-Structure-Activity Relationships and 
Combinatorial Science 
Scott R. Broderick, Joseph R. Nowers,  Balaji Narasimhan, Krishna Rajan 
Abstract 
“Discovery” in combinatorial libraries is often associated with visual identification of 
a given property to a specific chemistry in a compositional array. However to fully exploit 
the value of screening compositional arrays, one needs to find methods to search and track 
“hidden” information derived from combinatorial experiments. In this paper we demonstrate 
how informatics techniques can serve as a knowledge extraction tool for analyzing high 
dimensional data sets from combinatorial polymer libraries. For instance, we show 
how principal component analysis can be used to quickly detect the effect of reaction 
sequence of multicomponent libraries on properties. We also show how data dimensionality 
reduction techniques can be used on large spectral libraries to identify trends in structural 
A.1. I
. 
f 
rge 
in materials design that would be unnoticed otherwise. From the informatics tool set, 
changes associated with compositional arrays that otherwise cannot be detected by visual 
inspection 
ntroduction 
Informatics has been used frequently in drug discovery1-4 among other fields, but has 
been slow to be realized in materials science problems. The extension of informatics to 
materials science, including studies of structure effects of polymers on properties, has 
recently received increased interest. Materials informatics involves using multivariate data-
mining of materials science data. Data-mining provides a method to examine the trends and 
patterns in a database5. These trends can be utilized in the evaluation and design of materials
With a sufficient amount of relevant data, informatics can be used to avoid the limitations o
traditional materials design6. These limitations include the difficulty in finding trends in la
data sets in an efficient manner. Informatics utilized properly can provide information to aid 
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principal component analysis (PCA) has been applied to a variety of materials science 
problems7-11. This paper will build on these works by demonstrating its value to 
underst
  
 
.  With 
ton 
 
structure-property relationships are complicated by the possibility of phase 
rmation27. Whether phase separation will occur depends not only on 
atibility of the monomers and polymers but also the reaction 
kinetics of polym
ere 
eaction sequence 
was controlled by photo-initiating the free radical polymerization of the acrylate and 
anding processing – property relationships in materials science problems.   
Informatics has been underutilized for polymer design.  PCA has been used to 
examine polymers for suitability for use in gas sensors12-16.  The focus of these studies was 
on how a polymer reacts to a certain gas and not why the polymer has these sensing 
characteristics.  Use of PCA to understand the properties of polymers has not been realized.
By using PCA to explore the complex relationships between material properties, a greater 
understanding of polymers can be achieved.  PCA along with other informatics methods can
be exploited to define a connection between complex structure – property – processing 
relationships commonly observed with polymer systems.   
Interpenetrating polymer networks (IPNs) are created when a multifunctional 
monomer is polymerized in the presence of another polymer. The polymerization results in 
permanent entanglement or interpenetration between the different polymer networks
true IPNs there are no chemical bonds between the polymers17-19. IPNs have been used in a 
wide variety of materials including carriers for the controlled release of drugs20-23, pro
conducting membranes for fuel cells24, and gas separation membranes25, 26.  A benefit of 
IPNs is that material properties are often enhanced over that of the homopolymers or blends
of polymers. The 
separation during IPN fo
the thermodynamic comp
erization. The pre-existence of one polymer network can affect the 
polymerization rate of the second polymer28. If phase separation occurs the mechanical 
properties will be affected27, 29. 
A.2. Data Description 
Two sets of IPN samples, one set rectangular in shape and the other dogbone shaped, 
were made with varying composition and with different reaction sequences. The IPNs w
formed from acrylate and epoxy resins. Solutions of differing compositions were prepared 
and poured into stainless steel batteries for simultaneous processing. The r
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thermally activating the cationic epoxy polymerization. The rectangular shaped samples were 
used fo
 
ared 
 FTIR), photo differential scanning calorimetry (pDSC), and modulated 
differential scanning calorimetry (mDSC).  A flow chart of the evaluation techniques with 
example spectra is given in Figure A.1. The properties measured by each technique are also 
shown in Figure A.1. A full description of the methods and equipment used to measure the 
where30.   
r rheology measurements and the dogbone shaped samples for tensile properties and 
hardness evaluation. In addition, small sections of the samples were evaluated for conversion
and residual heats of reaction through attenuated total reflectance Fourier transform infr
spectroscopy (ATR
properties is given else
 
.1. Flow chart and sample spectra of evaluation techniques applied to combinatoriFigure A al samples 
reated simultaneously from batteries of varying composition. Some of the properties and parameters 
parame
s of the determined physical properties were collated into two databases. 
ontain rom tensile testing. Each of these databases also contained data on 
atabase of reaction sequence and composition was also created using the data from the first 
da d 
irst, an y reacted first.  The number of samples used 
c
determined by each technique are indicated in the chart; see Table 1 for a full description of each 
ter. 
The value
The first database was comprised of the results from rheological measurements; the second 
ed the results fc
conversion and residual reactions as well as information about the samples. A combined 
d
two tabases.  The compositions include 25, 50, 75 and 100% acrylate with acrylate reacte
d 0, 25, 50 and 75% acrylate with epoxf
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for each composition varied from 3 to 7. The rheological database is comprised of 41 
samples and 22 parameters; the tensile database has 34 samples and 20 parameters; and the 
combin
ever, 
acrylate on 
as not included in the analysis to prevent skewing the results. In a related work acrylate 
oes not significantly impact the results as the composition information is embedded in some 
of the o
bbrev
A.3. D
 
chieve and combined datasets. All of the 
r 
spread, which could be caused by differences in units. 
charact
omes from
the com  of the variation in 
s 
analysi
ubstantially more information, and therefore do not need to be included in this discussion.  
e s lysis. 
 (labeled “A”) and 
ences 
can be 
  
 
ed database has 24 samples and 41 parameters.   
The database is organized by acrylate fraction and reaction sequence. How
 fraction is not included in any of the analyses described herein.  The acrylate fracti
w
fraction is included and discussed31.  In the end, whether acrylate fraction is included or not 
d
ther properties. Descriptions of the 41 parameters in the combined dataset as well as 
iations are listed in Table 1.  a
iscussion 
Performing PCA on the data from the IPNs, several significant discoveries have been
d.  The analysis was performed on the individual a
data was normalized so that no unwarranted weight would be given to samples with a large
The first analysis focused on exploring the effects of the reaction sequence on the 
eristics of the IPNs.  Figure A.2 is the scores plot from the PCA analysis. The data 
 a combination of the rheology and tensile data without including the FTIR data.  c
A scores plot represents the combined effects of the properties on the samples.  In this case 
bined effects of the properties that comprise PC1 explain 37.28%
the data, while PC2 represents 20.44% of the variation.  A total of four PCs were used in thi
s, but the last two PCs, which are not shown in the figure, did not provide 
s
Thre amples for each reaction sequence and composition pair were included in the ana
The two reaction sequences are acrylate reacted before epoxy
epoxy reacted prior to acrylate (labeled ”E”).  The difference between the reaction sequ
clearly seen in Figure A.2, as the sequences appear in different positions in the plot. 
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Table 1. List of parameters and abbreviations in combined dataset. 
ation Description 
 A.
Abbrevi
xa Acrylate fraction 
E Young’s modulus 
e Strain at peak (%) 
s Stress at peak (MPa) 
H Hardness 
M Mass of sample for mDSC from tensile specimens 
TgI Tensile sample initial Tg during ramp up, oC 
TgF gTensile sample final T  during ramp down, oC 
∆HR Tensile sample residual nonreversible reaction heat, J/g 
TI Tensile sample reaction initiation temperature,  oC 
TP mple reaction peak temperature, oC Tensile sa
dh/d Tensile sample peak reaction rate, W/g tP
αE Tensile sample epoxy conversion from residual reaction heat  
IE 914 sile sample IR absorbance of epoxy at  914cm-1Ten
IE 1606 Tensile sample IR absorbance at 1606 cm-1. This is a reference band for epoxy.  
IE 1508 Tensile sample IR absorbance at 1508 cm-1. This is a reference band for epoxy.  
IA Tensile sample absorbance of the acrylate peak at 1635 cm-1
aE 1606 1606 cm-1 as a reference.   Tensile sample conversion of epoxy using absorbance at 
aE 1508 Tensile sample conversion of epoxy using absorbance at 1508 cm-1 as a reference.  
aA Tensile sample acrylate conversion based on absorbance at 1635 cm-1.  
L  Thickness of the tensile sample at the dogbone neck (mm) 
W Width of the tensile sample at the dogbone neck (mm) 
Tg Glass transition temperature determined by rheometry (°C) 
tan δ tan delta 
G' Storage modulus determined by rheometry 
G" Loss modulus determined by rheometery 
mRh Mass of the sample used for mDSC taken from the rheology sample (mg) 
TgI Rh Rheology sample initial Tg during ramp up, oC 
TgF Rh Rheology sample final Tg during ramp down, oC 
∆HR Rh Rheology sample residual nonreversible reaction heat, J/g 
TI Rh Rheology sample reaction initiation temperature, oC 
TP Rh Rheology sample reaction peak temperature, oC 
dh/dtP Rh Rheology sample peak reaction rate 
aE Rh Rheology sample epoxy conversion from residual reaction heat 
IE 914 Rh Rheology sample IR absorbance of epoxy at 914 cm-1
IE 1606 Rh Rheology sample IR absorbance at 1606 cm-1. This is a reference band for epoxy. 
IE 1508 Rh Rheology sample IR absorbance at 1508 cm-1. This is a reference band for epoxy. 
IA Rh Tensile sample absorbance of the acrylate peak at 1635 cm-1
aE 1606 Rh Rheology sample conversion of epoxy using absorbance at 1606 cm-1 as a reference 
aE 1508 Rh Rheology sample conversion of epoxy using absorbance at 1508 cm-1 as a reference 
aA Rh Rheology sample acrylate conversion based on absorbance at 1635 cm-1
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Figure A.2. PCA scores plot of IPN sample using descriptors acquired through rheological 
ments with varying acrylate and epoxy contents, as well as different reaction sequences.  
t 
e 
orrelations with PCA can be identified by either proximity of the responses or 
inverse
inate 
sing acrylate concentration. PC2 captures the 
differences between reaction sequences, with reaction sequence A, acrylate first, having a 
ies in PC2 are residual reaction heat, tan δ peak 
value, Y
er conversion was noted for the acrylate 
first rheo
IPN formation.  
s 
measure
Variation with both composition and reaction sequence is evident. The percentages labeled are percen
acrylate.  Reaction sequence A signifies that acrylate was reacted prior to epoxy, while reaction sequenc
E indicates that epoxy was reacted first. 
C
 correlations, which are signified by responses appearing in opposite quadrants.  The 
two reaction sequences in the figure are nearly perpendicular to each other.  PC1 in Figure 
A.2 primarily reflects the acrylate concentration of the samples. The properties that dom
PC1 are the mass of the sample for DSC, yield strain, and various Tg estimates. The yield 
strain increases and the Tg decreases with increa
stronger effect than E. The dominant propert
oung’s modulus, loss modulus, and yield stress. The residual reaction heat is a 
measure of the extent of epoxy conversion, and a low
logy samples30. The Young’s modulus, tan δ, and yield stress exhibit peaks with 
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PCA summarizes the differences in the samples by reaction sequence and 
composition clearly. While the finding that reaction sequence can change the material
properties is not unexpected, this analysis confirms the power of PCA i
 
n analyzing material 
behavior.  More specifically, changes in reaction sequence that result in significant phase 
separation have been demonstrated to im
shown  
rge. 
cluding FTIR data is shown in Figure A.3.  
The loads plot shows the correlations of the pr
ple 
(L) and Young’s modulus (E) by close proximity are shown to have nearly the same effect on 
PC1 and PC2.  
were cast in stainless steel molds. The width of the samples at the dogbone neck did not 
change  
tion 
ghly correlated to the 
composition. By extrapolation, thickness and Young’s modulus are highly correlated. Once 
these ty
ents needed to characterize the samples can be greatly reduced. These types 
d to move to measurements that are very rapid and 
adaptab
. 
pact material properties; however, this system has 
little phase separation and significant differences in properties .  Analyzing the same 
data with traditional techniques is more time consuming and does not yield findings as 
clearly as PCA.  The change in the sample properties due to the composition is not 
unexpected.  However, the difference between samples of the same composition, but 
different reaction sequence, is la
A loads plot from the combined dataset in
operties based on their relative effects on the 
samples.  For example, in the fourth quadrant, thickness of the neck of the dogbone sam
At first, this correlation appears to be completely unexpected.  The samples 
 substantially. However, there is considerable shrinkage of the acrylate during
polymerization. The liquid in contact with the surface is constrained so all of the contrac
occurs at the top surface. This results in a reduction in sample thickness that is proportional 
to lso hi the acrylate concentration. The Young’s modulus is a
pes of correlations are understood for a system one of these properties could be 
eliminated, preferably the property that is more difficult to measure.  Then the number and 
type of measurem
of correlations can also be exploite
le to high throughput techniques.  Figure A.3 contains 40 properties.  These 
properties have initially been well chosen as the magnitude of the PCs is not near the origin
PCs near the origin would indicate that the property does not describe the samples.   
 
  171 
 
Figure A.3. Loads plot using a combined data set from rheological and tensile testing.  This plot explores 
perties. 
shows 
rties have the largest effect on the scores plot.  The properties with large 
m 1 values have more relevance in determining the PC1 values in the scores 
plot.  T
plot. 
ts 
s for 
the correlation of 40 different pro
In addition to showing the correlations between descriptors, the loads plot also 
which prope
agnitudes in PC
he properties discussed previously as having the largest effect in creating Figure A.2 
do not always match up with property locations in Figure A.3.  The difference between the 
data is that Figure A.3 includes FTIR data and no homopolymer information.  Ongoing work 
is underway to understand the overall effect each individual property has on the loads 
In addition to composition and reaction sequence, the monomer conversion has a 
significant impact on material properties. For the types of evaluations in this study two se
of samples were made: rectangular samples for rheology and dogbone shaped sample
tensile property evaluation. Photo-DSC, modulated DSC, and ATR-FTIR measurements 
were used to estimate acrylate and epoxy conversion of all the samples. The average 
measurements, average estimated conversions, and average sample properties were compiled 
in the combined database. 
 
  172 
The benefit of performing some of the same measurements for both tensile and 
rheological samples is evident in Figure A.3.  For example, mass used for modulated DSC
from the tensile sample has a positive PC2 (quadrant 2) value while the mass used for 
modulated DSC from the rheology sample has a negative PC2 v
 
alue (quadrant 3).  Ideally the 
masses
ld be expected to 
be completely random so any correlations found are somewhat unexpected and possibly 
coincidental. Finding such a large difference warrants an investigation to de
were differences in sample preparation that could affect the results of the analysis. In this 
case the average sam
e analysis of 
the test results.  
The epoxy reference absorbances for the rheology samples (IE 1606 Rh, IE 1508 Rh) and the 
acrylate absorbance at 1635 cm-1 of the rheology sample (IA Rh) are clustered in quadrant 3, 
while the epoxy conversi ple using the absorbance at 1508 cm-1 (aE 
1508 Rh), the acrylate conversion of the rheology sample (aA Rh), and the reference 
absorbance for the tensile sample at 914 cm-1 (IE 914 Rh) are clustered in quadrant 1 and 
inversely correlated to the cl er in q adrant 3 d 
calcula
nce absorbances are inversely correlated to the absorbance. The tensile samples are at 
high conversion, and the conversions calculated from the FTIR absorbance and reference 
absorba
ts of 
ure 
 of the modulated DSC samples would be the same. In Figure A.3 it appears the 
masses used for modulated DSC are correlated with other properties as can be seen through 
the proximity to other properties.  The masses used for modulated DSC wou
termine if there 
ple size was about 1 mg larger for the tensile samples than the rheology 
samples. This accounts for the differences in the figures but should not affect th
The FTIR absorbances of the rheological samples show a great deal of correlation. 
on of the rheology sam
ust u .  In contrast, the FTIR absorbances an
ted conversions for tensile samples are located in quadrants 1, 2 and 4 and do not 
show strong correlations to each other.  This is explained by the rheometry samples being 
under-converted for epoxy. The conversions calculated from the FTIR absorbance and 
refere
nce are randomly related to the absorbance and reflect the noise at high conversion. 
The low conversion of the epoxy in the rheology samples did not affect the measuremen
rheology properties as the epoxy conversion continued in the rheometer as the temperat
was ramped. This was confirmed by comparing the Tg from rheometry to the final Tg 
determined by mDSC30.   
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Another use of PCA is to reduce the number of variables needed to describe a system
To do this, the PCs are comp
. 
ared for each property. When two properties have similar PCs 
one of them can be eliminated from the analysis. Using this technique the number of 
propert
oung’s modulus was retained instead of thickness, the result would be the same.  
lthough some of the retained properties appear in close proximity in Figure A.3, both 
due to large differences between the properties in PC3 or PC4. To 
 dataset both properties must be retained. 
lity 
ropert amples are described 
ilarly.  For comparison Figure A.4a is the scores plot with 40 properties while Figure 
A.4b is the scores plot with 19 properties.  The graphs each contain the six IPN samples—
25%, 50% and 75% acrylate for both reaction sequences.  The homopolymers were not 
included in this portion of the analysis. The reaction sequences have opposite signs by PC1, 
indicating that PC1 is predominantly determined by reaction sequence.  Similarly, PC2 is 
dominated by amount of acrylate, as for both reaction sequences the 25% acrylate samples 
have the most positive PC2 value and the 75% acrylate samples have the most negative 
value.  With 40 variables, PC1 explains 43.44% of the variance of the data, while PC2 
explains 24.06% of the variance.  Similarly, the values for 19 properties are 46.98% for PC1 
and 28.35% for PC2.  The closeness in variability explained by the first two principal 
components is a positive outcome as it indicates the ratios of the PCs are still approximately 
the same.  The combined dataset was used to calculate the PC in Figure A.4.  The results are 
displayed as averages so that it is easier to perceive differences with less cluttering. 
ies required to describe this dataset was reduced to nineteen.  The properties retained 
are: m, ∆HR Rh, tan δ, IA, Tg, IE 1508 Rh, IE 914 Rh, TI, aA, G’, G’’, L, aE 1606 Rh, aA 
Rh, aE Rh, dh/dtP Rh, H, IE 914 and dh/dtP.  The properties chosen are not concrete; for 
example a choice is made between Young’s modulus and thickness and thickness was 
retained. If Y
A
properties are retained 
completely describe the
Validation that the necessary information is retained after the dimensiona
reduction is achieved through examination of the scores plots.  If the scores plot based on 19 
ies is similar to the scores plot with 40 properties, then the sp
sim
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Figure A.4. Scores plot using 40 properties on the left.  This scores plot corresponds with the loads plot in
Fig. 3.  As in Fig. 2, the re
right is the corresponding
 
sult is very different depending on reaction sequence and composition.  On the 
 scores plot with only 19 properties.  The similarity between the two plots is 
easily een. 
The two scores plot in Figu e A.4 are very similar. While they are not identical, the 
loseness of the two plots is acceptable.  The points all appear in the e quadrants in both 
lots and the relative locations of the points are reasonably close. The slight skewing in the 
ccurring for PC1 or PC2 so the explanation for any changes is not simple.  
hile more properties could be added so that the two graphs are more alike, the benefit of 
reducing the number of necessary properties by half outweighs the costs of lost information.  
More properties could be taken out of the analysis, but the amount of information lost from 
further reduction in the number of properties is more substantial.  With the removal of any 
dditional properties, th m Figure A.4a indicating that the 
ation retained is changed drastically. A new property might add important information 
at is missing from the analysis, and if the property does not provide useful information then 
the property may be removed, as has been done in this case with 21 properties. 
These same datasets were analyzed using more traditional techniques previously30.  
The more traditional methods included looking at properties by composition and reaction 
sequence individually by charting and analysis of variance.  While the same conclusions may 
be reached, the time and effort involved is greater.  Also, the correlations between properties 
must be examined one at a time and are not as clear.  Using PCA all of the correlations are 
easily visible quickly.  Additionally as the size of the dataset increases, the time to examine 
 s
s r
c  sam
p
data is not solely o
W
a e scores plot changes greatly fro
inform
th
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connections using traditional methods also increases.  By reducing the amount of necessary 
data to half of the original data, PCA does an excellent job.  The analysis presented here is 
easier and less time consuming than traditional techniques.  
Future work will examine the connection between the properties and molecular 
structure.  For example, in Figure A.4, the 25% acrylate sample with the acrylate reacted first 
was the only sample in quadrant 2.  In previous work, SEM and optical microscopy 
easurements indicated this sample exhibited unique microstructure . This finding that the 
ructure may be embedded in the PCA analysis.  PCA has identified 
 is a powerful tool for identifying samples for 
urther scrutiny.  
 analyzed 
  We demonstrated how PCA can quickly 
position and reaction sequence not easily seen 
describe the system by more than half.  This 
descriptor reduction will aid in accelerating future experiments.  PCA also isolated the 
sample that has been shown to be most structurally unique.  Informatics is a necessary tool 
 combinatorial libraries. 
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m
sample with unique microstructure is also most different in the scores plots suggests 
information about the st
and singled out the most unique sample. This
f
A.4. Conclusions 
In this work, we have demonstrated how informatics techniques can serve as a 
knowledge extraction tool for analyzing high dimensional data sets.  The system
was an IPN comprised of acrylate and epoxy.
extract information on the effect of com
through visual inspection.  Furthermore, using data dimensionality reduction techniques we 
reduced the number of descriptors necessary to 
for finding structure--property relationships from
p
l support. 
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APPENDIX B. DIFFUSION FACTOR DEVELOPMENT 
 
Polymerization rates become limited when either the growing polymer chain is not 
free to move (polymer diffusion limited) or the monomer is not able to reach the polymer 
(monomer diffusion limited) as shown in Figure B.1. 
  
 Figure B.1. Schematic showing diffusion of polymer through a reaction medium (a) and diffusion of 
monomer to the growing polymer chain end. The short black line represents monomer and the colored 
lines are the polymer chain.  
 
The polymer chain end sweeps a radius related to the length of a monomer (circle in 
Fig. 1) and a repetition radius of up to 20 monomer lengths (arrows in Fig.1). The dashed line 
segment represents the next monomer to be added to the polymer chain. In Fig. 1b the 
monomer is depicted as diffusing to the end of the polymer chain, starting on the left side 
with progressive steps denoted by the arrows.   
B.1. Polymer Diffusion 
lymer diffus n is considered to start at a point source and radiate outward, 
ntration1. 
If the p oo i
Eq. 1 describes the time-dependent conce
Dt
r
e
Dt
MtC 4
2
2
3)(8
)(
−
= π          (1) 
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In Eq. 1, M is initial amount of material deposited or initial number of reaction sites, 
D is the diffusivity, t is time and r is the expanding radius. To convert Eq. 1 to a rate 
equation, it is differentiated with respect to time as shown in Eq. (2).   ( )
( ) tDB
r
e
tDπ B32
rtDBMBtdCB *
*
4
1
2/72/5
2 2*6*1)(
−−−=
      (2) 
Considering the diffusion actor to be the ratio of diffusion rates between two states 
results in Eq. 3. The diffusion f or w l be added to the reaction rate equation to model the 
effects of diffusion on the reaction. Where the stoichiometry of the rate reaction was 
determined from the homopolymerization or some other reference state, this reference state is 
used for the diffusion factor.     
 f
act il
( )( )
⎟⎠
⎞⎜⎝
⎛ −−
−
−⎟⎠⎜⎝=
DADBt
r
e
rtDAMA
r
DBdCA
11
4
2
2
2
*6      (3) 
It is assumed that 6*D*t >> r2. Furthermore, the Stokes Einstein equation for 
diffusivity (Eq. 4) is substituted for the diffusivity2.  
⎞⎛ tDBMBDAdCB 2/5 *6
BaN
TBkDB B ηπ6=          (4) 
In Eq. 4, kB is the Boltzmann constant, T is the temperature, N is number of 
monomers in chain, η is initial viscosity and “a” is polymer path length or coordinated 
movement length. Assuming the lengths (a) and (r) are the same between the two states, the 
ratio of the diffusion rates is simplified as shown in Eq. (5).  
⎟⎠
⎞⎜⎝
⎛ −−
⎟⎟⎠
⎞⎜⎜⎛= TAMBdCB ⎝
TA
A
TB
BN
tk
ar
Be
ATB
B
MAdCA
ηηπ
η
η 232/3
2
*
*       (5) 
This ratio of diffusion rates is a function of initial amount of material, temperature, 
initial viscosity, conversion, and time. This model for diffusivity follows Rouse-like polymer 
dynamics2.  
B.2. Monomer Diffusion 
After an initial fast reaction in the reaction radius, the monomer concentration inside 
e radius is less than the bulk concentration. After this initial time, monomer diffuses into th
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the sphere surrounding the active polymer chain end. The monomer concentration profile for 
diffusion into a sphere with constant surface concentration is given as shown in Eq. 61. 
 
( )
⎥⎦⎢⎣ ⎥⎦⎢⎣
⎥= ⎤⎡ ⎤⎡⎢ ⎥⎢ −−−+ ∑ 2121)10(1( an eCCCC ∞
=
)t      (6) 
n at the surface of the sphere, CI is 
 is the radius of the sphere. To 
convert this to a rate equation, Eq. 6 is differentiated with respect to time.  
− 22 tDn π
1n
In this equation, C0 is the monomer concentratio
the ial monomer concentration inside the sphere, and “a” init
( ) ( )∑∞
=
−
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −−−−=
1
2
22 2
22
1)10(2)(
n
a
tDnn e
a
DnCCtdC
ππ     (7) 
Ignoring the higher order term  sub ti ting for the diffusivity using Eq. 4, taking the 
ratio with a reference state, combining like terms and making similar assumptions as for the 
polymer diffusion factor, we can shown that:  
s, s tu
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −
−
−= B
TB
A
TA
Nra
tkB
e
BTABCBC
ATBBCBC
dCA
dCB ηη
π
η
η 16 22
*)10(
*)10(
    (8) 
 
Equation 8 shows the monomer diffusion factor term. If the temperatures and initial 
viscosities were the same, only the ratio of concentrations would remain.  
B.3. Diffusion Factor 
From he above arguments, an expression for the diffusion factor, fd(α) can be 
derived as: 
 t
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −⎟⎠ +NtkB2
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⎛ −−
−
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η 122632/3 22
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*)10(
2
1
*
*
2
1  (9) 
In this equation there a n the length terms between the two parts of the 
h length or coordinated movement length, r is the distance from 
point source, r2 is the monomer radius or the radius of molecular "sphere", a2 is the radius of 
the diffusing sphere or reaction radius of diffusion. Here MB or MA is the amount of 
material present initially, this is proportional to the mass fraction (x). The parameter N is the 
re differences i
equation, a is the polymer pat
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number of monomers in the polymer chain, and η is the initial viscosity and is related to 
diffusional friction. In the second part of Eq. 9 the concentration gradient (C0-CI) is 
responsible for monomer diffusion. This is the difference between the concentration on the 
surface of the sphere C0 and the initial concentration of the sphere CI. Here A and B refer to 
the different states. Initially the monomer concentration is uniform but after some time there 
is region which has been swept by the growing polymer chain resulting in lower monomer 
concentration. The initial monomer concentration (C0) is proportional to the mass fraction. 
mption will be made that (1-CI/C0) is constant between 
tates. The conversion (α)  is related to the number of monomers in the polymer chain by 
otal number of monomers present.    
s (i.e., t e is changing slowly compared to α), t can be grouped with 
g ors and made dimensionless.  After substituting into Eq. 9 for concentrations 
er chain, the result is shown as Eq. 10.  
To simplify the equations an assu
s
α=N/NT where NT is the t
For long time im
eometric fact
a ers in polymnd number of monom
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 to Eq.  by grouping terms representing 
nd temperature to result in Eq. 11.  
2
⎟⎟⎜⎜= NTtkd BeAf
*2
2
A further simplification can be made 10
concentration, rheology, geometry, a
αα 1L BeAefd − +=    
2L−
      (11) 
The parameters A, B, L1 and L2 are defined as follows.  
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The diffusion factor is an indication of the relative ratio of diffusion effects on the 
 chosen so the reaction order 
pair is “standard”. To further simplify, homopolymerization should be chosen so x = 1.0 or 
reaction in two environments. The first environment should be
0.0.  
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The path length (a) in the first term is not constant initially. Some derivations have it 
proportional to N. However these derivations are for linear polymers. In a network the 
“length” of coordination would quickly become constant, i.e. after gelation. The other 
assumptions center around setting the relevant lengths in the two environments and keeping 
the ratio of concentrations he same. A way to address this would be to use two constants in 
the exponents that lump the factors for each environment or one constant that is the 
difference between the two environments. This would allow more flexibility to define what 
the constants are related to.  
   
Modeling the polymer as an expanding point source represents the initiation of many 
e, these chains or spheres run into 
other spheres and react together to form a network. These are not linear chains, so the sphere 
of one “chain” can react through the sphere of the second as long as there are reaction sites 
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APPENDIX C. EXAMPLES OF PROGRAMMING CODE FOR 
KINETIC MODELING  
 
The application MathCad was used for kine c modeling. The input for this program was a text file 
te  converted to reaction rate. The 
DSC of ti e in the first column, reaction rate in the second column, temperature in the 
third column and conversion in the fourth column.   
ram to Generate Tables to Select Reaction Order and 
 
Calculation of peak co ion d aximum reaction rates based on integers and interger 
fractions from 1 to 3.  
 
  
 
 
 
ers
 
 
ti
genera d from the DSC thermographs. The DSC files had been previously been
files have the layout m
C.1. Prog
Factor for Calculating Rate Constant 
nvers s an  m
i j:=  
 j 0 6..:=  
n
1
3
1
2
2
3
1
3
2
2 3⎛
Conv ion at peak 
 
 
 
 
 
Max reaction rate at peak, k=1. 
a_p
0.5
0.4
0.333
0.25
0.182
0.143
0.1
0.6
0.5
0.429
0.333
0.25
0.2
0.143
0.667
0.571
0.5
0.4
0.308
0.25
0.182
0.75
0.667
0.6
0.5
0.4
0.333
0.25
0.818
0.75
0.692
0.6
0.5
0.429
0.333
0.857
0.8
0.75
0.667
0.571
0.5
0.4
0.9
0.857
0.818
0.75
0.667
0.6
0.5
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞
⎟⎟⎟⎟⎟⎟
⎠
=  
 
 
 
 
 
 
p
3
1 1
2
2
3
1
2
3
2 3⎛⎜⎝
⎞
⎠:=  ⎜⎝
⎞
⎠:=  
+
da_dt_maxi j,
p0 j,
nT( )i p0 j,
⎡⎢⎢⎣
⎤⎥⎥⎦ n i
p0 j,
1
p0 j,
T( ) p0 j,+−
⎡⎢⎢⎣
⎤⎥⎥⎦
n
T( )
i
⋅:=  
p j i,
p0 i,
T( )
j
a_
n⎡⎣ ⎤⎦ p0 i,( )+
:=
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da_dt_max
0.63
0.571
0.529
0.472
0.419
0.384
0.338
0.571
0.5
0.451
0.385
0.325
0.286
0.238
0.529
0.451
0.397
0.326
0.263
0.223
0.176
0.472
0.385
0.326
0.25
0.186
0.148
0.105
0.419
0.325
0.263
0.186
0.125
0.092
0.057
0.384
0.286
0.223
0.148
0.092
0.063
0.035
0.338
0.238
0.176
0.105
0.057
0.035
0.016
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞
⎟⎟⎟⎟⎟⎟
⎠
=  
0 0.2 0.4 0.6 0.8
0
0.2
0.4
0.6
0.8
da_dt_max
a_p  
 
C.2. Program to Fit Acrylate Reaction to Autocatalytic Model and 
Diffusion Factor 
Autocatalytic_Acrylate_Diffusion_Fit.xmcd 
 
W rksheet file to comp c t lytic model with diffusion to data from a DSC file. The 
d D e is redu ed aft r the peak reaction to equal conversion steps. This is 
done to give equal weighting to the initial and late reaction. Autocatalytic model with 
diffusion is then fit using the following procedure. 
      1.  Reduce DSC file to equal conversion steps. 
        2. Fix reaction order pair to (2/3, 3/2) 
        3.  Adjust k1 to fit first part of reaction 
        3. Calculate excess reaction quantities Excess=Data - ka^p(au-a)^n 
        4.  Fit A*exp(-a*L1)+B*exp(-L2/a) to excess data NLR 
        5.  Compare Combined model to data. 
        6.  Calculate R2  
o are auto a a
ata from the SC fil c e
RawData :=  
1. Reduce DSC file to equal conversion steps. 
  t RawData
0〈 〉:= da_dt RawData 1〈 〉:=  a RawData 3
〈 〉:=  median RawData 2
〈 〉( ) 130.02=  
l length t( ) 1−:=  
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t0 1=    
 
dadt_max max da_dt( ):=  a_max max a( ):=  
RawData
0 1 2 3
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
1 -52.474·10 108.85 -51.244·10
1.005 -52.954·10 109.21 -51.793·10
1.01 -53.517·10 109.56 -52.485·10
1.015 -54.253·10 109.9 -53.391·10
1.02 -54.98·10 110.24 -54.495·10
1.025 -55.903·10 110.58 -55.873·10
1.03 -56.829·10 110.9 -57.494·10
1.035 -57.886·10 111.22 -59.439·10
1.04 -59.068·10 111.54 -41.169·10
1.045 -41.047·10 111.85 -41.437·10
1.05 -41.194·10 112.15 -41.743·10
1.055 -41.342·10 112.45 -42.099·10
1.06 112.74 -42.493·10
1 5 -439·10
1.07 1.831·10 -4
2. 1 .58 3.983·1
=  
  
=  
Derivative of da/dt 
0
-41.487·10
1.6.065 -41·10 113.03 2.9
-4 113.31 3.43·10
1 0.075 -48·10 113 -40
17.5= 1   =a_max 0.63 l 3.3 103×tl
k 1 l 2000−..:=  j 1 l 5−..:=     
d2a_dt2
da_dt j da_dt j 1−−
j 1− t j t j 1−−
:=
da_dt k da_dt k 1−−
  
k 1−d2a_dtda ak ak 1−−
:=  
a_max
sclr2
a_max
d2a_dt2_max
:=  sclr1 dadt_max
:=
   
min d2a_dtda( ) 0.047−=  
d2a_dt2_max max d2a_dt2( ):=   
Inflection Point in da/dt vs a 
 
d2a_dtda_max max d2a_dtda( ):=  
0 0.5 1
0.002
0
0.002
0.004
0.006
da_dt
sclr3 d2a_dtda⋅
a
 
0 5 10 15 20
1
0.5
0
1
0.5
sclr1 da_dt
a
sclr2 d2a_dt2
t
2nd time derivative    a derivative as a function of time and a 
l min match min d2a_dtda( ) d2a_dtda,( )( ):=  
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C flection point
max a( ) a
onversion at in . 
l 134=  al 0.108=   
Avg_step
al
l
:=
 
Avg_step 8.03 10 4−×=  delta_a l−:=  
delta_a 0.523=   
Average step size at inflection point. 
N mber of additional data points to add 
e ween inflection and final conversion 
step_size Avg_step:=  
u
tb
q trunc
delta_a
step_size
⎛⎜⎝
⎞
⎠:= q 651=    
t l q+:=      i 0:= t 785=  
Total points in new reduced matrix 
astep al step_size+←
1
astep aj>while
a2i 1, aj←
astep astep step_size+←
 new_a j l←
i 0 q 1−..∈for
j j +←
a2i 0, da_dt j←
a2i 2, j←
a2
:=
et value w
ontinue th ne
ind earliest row 
(
New conversion to find in vector 
While new conversion, astep >aj, keep indexing counter 
S s for ne  matrix 
C  wi w conversion 
F with the final (max) conversion.  
,:=  mcount m tch a_max a( ))in ma
lastrow mcount amcount mcountda_dt( ):=  
lastrow 7.694 10 5−× 0.631 3.251 103×( )=  
da_dt_start submatrix da_dt 0, l,(:= 0, 0, ) 
Initial data up to inflection point. 
Combine with sparse matrix at average conversion step size. 
a_start submatrix a 0, l, 0, 0,( ):=  
red_da_dt stack da_dt_start new_a 0
〈 〉, lastrow 0〈 〉,( ):=  
red_a stack a_ lastrsta t new_a 1
〈 〉, ow 1〈 〉,r( ):=  
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0 0.5 1
0
0.002
0.006
0.004
red_da_dt
 
ata set. 
 
2. Fix Reaction Order Pair 
red_a
Chart of reduced d
p1
2
3
:=
  
2.2. Identify peak conversion and corresponding reaction rate.  
  
    
n1 2:=  
r1p min match da_dtP1 red_da_dt,( )( ):=  ap1 red_ar1p:= da_dtP1 max red_da_dt( ):=  
r1p 116= ap1 0.082=   da_dtP1 4.902 10 3−×=  
j 0 1, r1p..:=  
   
 
2.3. Identify ultimate conversion for this reaction. 
 a1 0 0.005, round au10.005
⎛⎜⎝au1 a_max:=     au1 310.6=
⎞
⎠ 0.005⋅  
=k01. 
..:=
2.4.  Calculate-determine possible n's, p's, and da/dt|p
np_ratio
au1
ap1:=  
np_ratio 0.13=     
k0 p n,( ) p
n p+
target 0.308 
⎛⎜⎝
⎞
⎠
p
1
p
n p+−
⎛⎜⎝
⎞
⎠
n
:=  
i 0 1, t 1−..:=  k0 p1 n1,( ) 0.223   =  
k1
da_dtP1
k1 0.075=  :=
k0 p1 n1,( ) au1n1 p1+⋅   
2.5  Revised Estimate of k1 from early reaction 
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0
0
1
2
3
red_a
4
5
6
10
11
12
13
14
15
7
8
9
0
0
1
2
3
4
5
-51.244·10
-51.793·10
-52.485·10
-53.391·10
5.873·10
-57.494·10
1.743·10
-42.099·10
-42.493·10
-42.939·10
-43.43·10
-43.983·10
=
-54.495·10
-5
6
-59.439·10
-41.169·10
red_da_dt
-41.437·10
-4
7
8
9
10
11
12
13
14
15
-52.474·10
-52.954·10
-53.517·10
-54.253·10
-54.98·10
-55.903·10
-56.829·10
-41.047·10
-41.194·10
-41.342·10
-41.487·10
-41.651·10
-41.831·10
-42.018·10
=  -57.886·10
-59.068·10
da_to_P submatrix red_da_dt 0, r1p, 0, 0,( ):=  
Reaction rate and conversion from start to pe
a_to_P submatrix red_a 0, r1p, 0, 0,(  
ak. 
au1 a_to_P j−( ) n1−⋅  
)
) p1−
:=
k1_1j da_to_P j a_to(⋅:= _P j
mean k1_1( ) 0.098=  median k1_1( ) 0.099=  
k1 mean k1_1( ):=  
match median k1_1( ) k1_1,( ) ( )=  28
k1 0.098=  
New k1 from mean of k1_1. 
Calculate Indices for Diffusion Fit 
a2 j←
new_end j 0←
min_rat 0.10 da_dtP1⋅←
j j 1+←
min_rat new_a j 0,<while
a2
:=  
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k1_1
0
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
new_a 0
〈 〉
0
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
-34.538·10
-34.482·10
-34.482·10
-3
0.116
0.108
104
0.099
0.098
0.097
0.096
0.095
0.096
0.096
0.096
0.094
0.094
0.094
0.094
=
0.
4.441·100.102
-34.441·10
-34.405·10
-34.371·10
-34.371·1
4.337·1
-34.304·10
-34.304·10
-34.272·10
-34.272·10
-34.239·10
-34.208·10
-34.208·10
=  
0.1 da_dtP1⋅ 4.902 10 4−×=  
0
-30
nstart min match median k1_1( ) k1_1,( )( ) 2−:=   nstart 26=  
1.5.  Model Equation with new k1 and set reaction order pair. 
1.6. Ratio of original data to model 
r a( ) k1 ap1⋅ au1 a−( )n1:=  
excess_da_dt i
red_da_dt i
r red_a i( )→⎯⎯⎯
:=  
min excess_da_dt( ) 0.391=  max excess_da_dt( ) 1.244 103×=  
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0
0.005red_da_dt
r a
0.001excess_da_dt
red_a a1, red_a,
 
1( )
match max excess_da_dt( ) excess_da_dt( ),[ ] 784( )=  
nstart min match max excess_da_dt( ) excess_da_dt( ),[ ][ ]:=  
nstart 784=     nstart 50:=  
new_end 522=  i nstart nstart 1+, new_end..:=   
Initial Guesses for Diffusion Parameters 
A 0.5:= B 0.5:=  L1 1:=  L2 2:=  
Initial augment A B, L1, L2,( ):=  
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fd A B, L1, L2, a,( ) A e a− L1⋅⋅ B e
L2−
a⋅+:=  
Nonlinear regression Optimization 
SST excess_da_dt mean excess_da_dt( )−( )2∑:=  
SSE A B, L1, L2,( )
i
excess_da_dt i fd A B, L1, L2, red_ai,( )−( )2∑:=  
Given 
SSE A B, L1, L2,( ) 0 
Solve SSE to drive to zero. 
A
B
L1
L2
⎛⎜⎜⎜⎜⎝
⎞
⎟⎟
⎠
Minerr A B, L1, L2,( ):=  
A 1.159=  B 0.753=  L1 4.462=  L2 0.419=  
A2 0.813:=  B2 0.671:=  L12 13.0:=  L22 0:=  
SSE A B, L1, L2,( ) 0.585=  Final augment A B, L1, L2,( ):=  
R2 1
SSE A B, L1, L2,( )
SST
−:=  
0 0.1 0.2 0.3 0.4 0.5 0.6
0
0.5
1
1.5
2
excess_da_dt
fd A B, L1, L2, red_a,( )
fd A2 B2, L12, L22, red_a,( )
red_a
 
R2 1=   ERR 0
.  Compare f
.585=  
5 its to data 
r1 a( ) k1 ap1⋅ au1 a−( )n1 A e a− L1⋅⋅ B e
L2−
a⋅+
⎛⎜⎝
⎞
⎠⋅:=  
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reactionrate_2 t( )
ri r1 red_ai( )←
i 1 t 1+..∈for
r
:=
0 0.2 0.4 0.6 0.8
0
0.002
0.006
0.004
red_da_dt
reactionrate_2 t( )
red_a
 
6. Calculate R2 
SSE red_da_dt reactionrate_2 t( )−( )2∑:=  
SST red_da_dt mean red_da_dt( )−( )2∑:=  
SSE
SST
−  RSquared 1.0:=
n1 2=   p1 0.667=  au1 0.631=  
5−2.37 10×=  corr red_da_dt reactionrate_2 t( ),( ) 0.994=  SSE
A  B  L1  L2 
0.5 2( )  Initial 0.5 1=
0.098=  
C.3. Program to Fit a Series of Sequential Autocatalytic Reactions  
Worksheet file to fit sequential autocatalytic models to data from a DSC file. The data from the DSC file is 
reduced after the peak reaction to equal conversion steps. This is done to give equal weighting to the initial and 
late reaction. Autocatalytic models are then fit sequentially using the following procedure. 
      1.        Start 
2 Identify peak conversion and corresponding reaction rate.  
3. ntify ultimate conversion for this reaction.  
4. Calculate  determine possible n's, p's, and da/dt|p. 
5. Calculate possible k's.  
6. Compare fits to data from 1st peak to end, select best fit.  
7. Subtract fit from original data 
8. Use peak conversion as ultimate conversion for next reaction 
      9.          Repeat from start for successive reactions.  
Final 1.159 0.753 4.462 0.419( )=  
k1
ERR 0.585=  RSquared 0.986=  
 
. 
Ide
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RawData :=  
model_step 0.0005:=  
da_dt RawData 1
〈 〉:=  a RawData 3
〈 〉:=  median RawData 2
〈 〉( ) 129.93=  t RawData 0〈 〉:=   
0 5 10 15
0
0.1
0.2
100 da_dt⋅
a
t
 
l length t( ) 1−:=  l 2.168 103×=  
t0 1.15=  tl 11.99=  
 
0 1 2 3
RawData
0
1
2
3
4
5
8
9
10
11
12
13
14
15
6
7
1.15 -41.731·10
1.155 -42.265·10
124.08 -51.259·10
124.15 -54.166·10
1.16 -42.763·10 124.22 -58.454·10
1.165 3.2·10 124.3 -41.43·10
1.17 -43.624·10 124.37 -42.128·10
1.175 -44.04·10 124.44 -42.966·10
-4 -43.912·10
-4
1.19 -45.115·10 124.66 -46.148·10
1.195 -45.426·10 124.73 -47.416·10
1.2 -45.727·10 124.8 -48.765·10
1.205 -46.01·10 124.87 -31.021·10
1.21 -46.248·10 124.94 -31.173·10
1.215 -46.538·10 125.01 -31.333·10
1.22 -46.785·10 125.08 -31.501·10
1.225 -47.039·10 125.15 -31.677·10
 
Derivative of da/dt 
  
-4
1.18 4.43·10 124.52
1.185 -44.795·10 124.59 4.986·10=
a_max max a( ):= j 1 l 3−..:=  
a_max 0.113=  
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0 0.05 0.1
0
0.001
0.002
da_dt
a
 
d2a_dt2 j 1−
da_dt j da_dt j 1−−
t j t j 1−−
:= k 1 l 1600−..:=  
   
d2a_dtda k 1−
da_dt k da_dt k 1−−
k ak 1−−
min d2a_dtda( ) 0.118−=  
a
:=
  
Inflection Point in da/dt vs a 
1 2 3
0.1
0
0.1
0.2
50da_dt
a
10d2a_dt2
t
0 0.05 0.1
0.2
0.1
0
d2a_dtda
a
 
2nd time derivative 
a derivative as a function of time and a 
 
l min match min d2a_dtda( ) d2a_dtda,( )( ):=  
Conversion at inflection point. 
 
delta_a max a( ) a
l 157=  al 0.051=   
delta_a 0.061=  l−:=   
Avg_step
al
l
:=
   
 
step_size Avg_step:=  
Average step size at inflection point. 
Number of additional data points to add 
between inflection and final conversion 
Avg_step 3.264 10 4−×=  
q trunc
delta_a
step_size
⎛⎜⎝
⎞
⎠:=   q 187=  
t l q+:=    i 0:=   t 344=  
Total points in new reduced matrix 
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new_a j l←
astep al step_size+←
j j 1+←
astep aj>while
a2i 0, da_dt j←
a2i 1, aj←
a2i 2, j←
astep astep step_size+←
i 0 q 1−..∈for
a2
:=  
New conversion to find in vector 
While new conversion, astep >aj, keep indexing 
counter 
Set values for new matrix 
Continue with new conversion 
Find earliest row with the final (max) conversion.  
mcount min match a_max a,( )( ):=  
lastrow da_dt mcount amcount mcount( ):=  
lastrow 1.577 10 4−× 0.113 1.775 103×( )=  
da_dt_start submatrix da_dt 0, l, 0, 0,( ):=  
a_start submatrix a 0, l, 0, 0,( ):=  
Initial data up to inflection point. 
red_da_dt stack da_dt_start new_a 0
〈 〉, lastrow 0〈 〉,( ):=  
red_a stack a_start new_a 1
〈 〉, lastrow 1〈 〉,( ):=  
Combine with sparse matrix at average conversion step size. 
 
0 0.05 0.1
0
0.001
0.002
red_da_dt
red_a
 
Chart of reduced data set. 
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0
0
1
2
3
4
5
6
7red_a
8
9
10
11
12
13
14
15
-51.259·10
-54.166·10
-58.454·10
-41.43·10
-42.128·10
-42.966·10
-41 0
-4
-31.333·10
-31.501·10
-31.677·10
=
0
0
1
2
3
4
5
6
7
13
14
15
3.9 2·1
4.986·10 da_dt
-46.148·10
-47.416·10
-48.765·10
-31.021·10
-31.173·10
red_
8
9
10
11
12
-41.731·10
-42.265·10
-42.763·10
-43.2·10
-43.624·10
-44.04·10
4.43·10
4.795·10
-47·10
-46.538·10
-46.785·10
-47.039·10
=  
1.1.  Start 
1.2. Identify peak conversion and corresponding reaction rate.  
-4
-4
-45.115·10
-45.426·10
5.72
-4
-46.248·10
6.01·10
r1p 280:=  
da_dtP1 red_da_dt r1p:=  ap1 red_ar1p:=   
ap1 0.091=   
1.3. Identify ultimate conversion for this reaction. 
da_dtP1 3.213 10 4−×=  
au1 a_max:=   
1.4.  Calculate-determine possible n's, p's, and da/dt|p=k01. 
au1 0.113=  
np_ratio
ap1
au1
:= j 0 1, r1p..:=  
   
np_ratio 0.812=  
p1
2
3
:=
  
n1
1
3
:=  
From Table 
k0 p n,( ) p
n p+
⎛⎜⎝
⎞
⎠
p
1
p
n p+−
⎛⎜⎝
⎞
⎠
n
:=  
a1 0 model_step, round au1
model_step
⎛⎜⎝
⎞
⎠ model_step⋅..:=  
k1
da_dtP1
k0 p1 n1,( ) au1n1 p1+⋅
:=
 
k1 5.393 10 3−×=  
k0 p1 n1,( ) 0.529=  
1.5.  Compare fits to data from 1st peak to end, select best fit. 
1.6. Subtract fit from original data 
r1 a( ) k1 ap1⋅ au1 a−( )n1:=  
red23_da_dt j red_da_dt j r1 red_a j( )→⎯⎯⎯⎯−:=  
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0 0.02 0.04 0.06 0.08 0.1 0.12
0
5 .10 4
0.001
0.0015
red_da_dt
r1 a1( )
red23_da_dt
red_a a1, red_a,
 
1.7. Use peak conversion as ultimate conversion for next reaction 
2.2. Identify peak conversion and corresponding reaction rate.  
au2 ap1:=  
l length red23_da_dt( ):=   l 281=   k 1 l 2−..:=   
red_23_d2a_dtda k 1−
red23_da_dt k 1+ red23_da_dt k 1−−
red_ak 1+ red_ak 1−−
:=  
0 0.05 0.1
0.15
0.1
0.05
0
red23_da_dt
red_23_d2a_dtda
red_a
 
r2p 110:=  ap2 red_ar2p:=  da_dtP2 red23_da_dt r2p:=  
ap2 0.034=  da_dtP2 1.188 10 3−×=  
2.4.  Calculate-determine possible n's, p's, and da/dt|p=k01. 
np_ratio
ap2
au2
:= j 0 1, r2p..:=  
  
np_ratio 0.373=  
p2
2
2
:=
  
n2
4
2
:=  
From Table 
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k2
da_dtP2
k0 p2 n2,( ) au2n2 p2+⋅
:= k2 10.487=  
  
a2 0 model_step, round au2
model_step
⎛⎜⎝
⎞
⎠ model_step⋅..:=  
2.5.  Compare fits to data from 1st peak to end, select best fit. 
r2 a( ) k2 ap2⋅ au2 a−( )n2:=  
2.6. Subtract fit from original data 
red3_da_dt j red23_da_dt j r2 red_a j( )→⎯⎯⎯⎯−:=  
2.7. Use peak conversion as ultimate conversion for next reaction 
au3 ap2:=  
3.2. Identify peak conversion and corresponding reaction rate.  
ap3 3.309 10 3−×=  
3.4.  Calculate-determine possible n's, p's, and da/dt|p=k01. 
r3p min match da_dtP3 red3_da_dt,( )( ):=  
da_dtP3 max red3_da_dt( ):=  r3p 23=  ap3 red_ar3p:=   
au3 0.034=  da_dtP3 5.399 10 4−×=  
np_ratio
ap3
au3
:= j 0 1, r3p..:=  
  
np_ratio 0.097=  
p3
1
3
:=
  
n3
6
2
:=  
From Table 
k3
da_dtP3
k0 p3 n3,( ) au3n3 p3+⋅
:= k3 124.344=  
  
a3 0 model_step, round au3
model_step
⎛⎜⎝
⎞
⎠ model_step⋅..:=  
3.5.  Compare fits to data from 1st peak to end, select best fit. 
3.6. Subtract fit from original data 
r3 a( ) k3 ap3⋅ au3 a−( )n3:=  
red4_da_dt j red3_da_dt j r3 red_a j( )→⎯⎯⎯⎯−:=  
 
  199   
0 0.02 0.04 0.06 0.08 0.1 0.12
0
5 .10 4
0.001
0.0015
red_da_dt
r1 a1( )
red23_da_dt
r2 a2( )
red3_da_dt
r3 a3( )
red4_da_dt
red_a a1, red_a, a2, red_a, a3, red_a,
 
 
reactionrate_2 r2p r1p, t,( )
ri r1 red_ai( ) r2 red_ai( )+ r3 red_ai( )+←
i 0 r2p 1−..∈for
ri r1 red_ai( ) r2 red_ai( )+←
i r2p r1p 1−..∈for
ri r1 red_ai( )←
i r1p t 1+..∈for
r
:=  
x round
au1
model_step
⎛⎜⎝
⎞
⎠:= z round
au2
model_step
⎛⎜⎝
⎞
⎠:=   q round
au3
model_step
⎛⎜⎝
⎞
⎠:=     
0 0.02 0.04 0.06 0.08 0.1 0.12
0
5 .10 4
0.001
0.0015
red_da_dt
reactionrate_2 r2p r1p, t,( )
red_a
l 0 1, q..:=  i 0 1, x..:= j 0 1, z..:=    
a3l l model_step⋅:=  a1i i model_step⋅:=  a2j j model_step⋅:=  
x 225=    z 183=  q 68=  
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reactionrate q z, x,( )
ri r1 i model_step⋅( ) r2 i model_step⋅( )+ r3 i model_step⋅( )+←
i 0 q 1−..∈for
ri r1 i model_step⋅( ) r2 i model_step⋅( )+←
i q z 1−..∈for
ri r1 i model_step⋅( )←
i z x..∈for
r
:=  
SSE red_da_dt reactionrate_2 r2p r1p, t,( )−( )2∑:=  
0 0.02 0.04 0.06 0.08 0.1 0.12
0
5 .10 4
0.001
0.0015
da_dt
reactionrate q z, x,( )
a a1,
 
SST red_da_dt mean red_da_dt( )−( )2∑:=  
RSquared 1.0
SSE
SST
−:=  
k1 5.393 10 3−×=   k2 10.487=   k3 124.344=  
n1 0.333=    n2 2=    n3 3=  
p3 0.333=  p1 0.667=    p2 1=    
au3 0.034=  au1 0.113=    au2 0.091=   
ap3 3.309 10 3−×=  ap1 0.091= ap2 0.034=     
da_dtP1 3.213 10 4−×=   da_dtP2 1.188 10 3−×= da_dtP3 5.399 10 4−×=  
SSE 6.579 10 7−×=  
RSquared 0.991=  corr red_da_dt reactionrate_2 r2p r1p, t,( ),( ) 0.995=  
 
C.4. Program to Calculate k2 for Sequential Epoxy Reaction 
 
0.0 Data Input and Conditioning 
RawData :=  
t RawData 0
〈 〉:= 3  a RawData
〈 〉
da_dt RawData 1
〈 〉:=  model_step 0.005:=  :=   
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l length t( ) 1−:=   
  
:=a_m ax a( )  ax m median RawData 2
〈 〉( ) 129.96=  l 3.247 103×=  t0 1.2=
tl 17.435=     
 
a_max 0.293= dadt_max max da_dt( ):=  
RawData
0 1 2 3
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
1.2 -64.057·10 124.77 -57.965·10
1.205 -53.758·10 124.84 -41.28·10
1.21 -57.686·10 124.91 -41.857·10
1.215 -41.14·10 124.98 -42.565·10
1.22 -41.481·10 125.04 -43.367·10
1.225 -41.848·10 125.11 -44.288·10
1.23 -42.15·10 125.17 -45.298·10
1.235 -42.437·10 125.24 -46.404·10
1.24 -42.698·10 125.3 -47.585·10
1.245 -42.957·10 125.36 -48.849·10
1.25 -43.144·10 125.42 -31.018·10
1.255 -43.34·10 125.47 -31.157·10
1.26 -43.446·10 125.53 -31.3·10
1.265 -43.577·10 125.59 -31.447·10
1.27 -43.693·10 125.64 -31.597·10
1.275 -43.821·10 125.69 -31.751·10
=  
 
   p2 1:= n2
3
2
:=  
au2 a_max 0.25⋅:=  ap2 0.4 au2⋅:=  
ap2 0.029=  au2 0.073=   
tip2 j 0←
j j 1+←
au2 aj>while
j
:=  
    tip2 289= i tip2 1−:= ti 2.64=  
 
rka a( ) ap2 au2 a−( )n2:=  
 
tl t0−
l 1− 5.002 10
3−×=
 
delta_t 60
tl t0−
l 1−
⎛⎜⎝
⎞
⎠⋅:=  
delta_t 0.3=  
 
k2af
0.033
delta_t
0
i
n
rka an( )∑
=
⋅
:=    k2ap 0.0485a_max⋅
delta_t
0
i
n
rka an( )∑
=
⋅
:=  
k2af 2.56=      k2ap 1.102=  
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k2 k2af:=  
 
r2 a( ) k2 ap2⋅ au2 a−( )n2:=    Output augment ap2 au2, k2af, k2ap,( ):=  
delta_t
0
i
n
r2 an( )∑
=
⋅ 0.033=
   
Output 0.029 0.073 2.56 1.102( )=  
 
C.5. Program to Fit Two Sequential Reactions, One with a Diffusion 
Factor 
 
Program to sort for local maximum. 
Max_Prog M( ) count 0←
Before Mi 1− 1,←
Num Mi 1,←
After Mi 1+ 1,←
Valcount 0, Mi 0,←
Valcount 1, Mi 1,←
count count 1+←
Before Num<( ) After Num<( )⋅if
i 1 rows M( ) 2−..∈for
Val
:=  
 
Worksheet file to fit two sequential autocatalytic models to data from a DSC file. The first model includes terms 
to describe the diffusion limitations. The data from the DSC file is reduced after the peak reaction to equal 
conversion steps. This is done to give equal weighting to the initial and late reaction. Autocatalytic models are 
then fit sequentially using the following procedure. 
 1.        Identify inflection pt after reaction peak.  
 2. Find maximum after inflection point. This is the peak for the 1st Rx. 
 3. Calculate n1, p1 and k1.  
 4. Determine model fit. Ratio data to model, "excess". 
 5. Solve Diffusion factor for "excess" quantities from inflection pt. to au1.  
 6. Subtract data from 0 to au1.  
 7. Solve for 2nd reaction from 0 to ap1.  
 
0.0 Data Input and Conditioning 
RawData :=  
t RawData 0
〈 〉:=   a RawData 3
〈 〉:=   da_dt RawData 1
〈 〉:=  
model_step 0.005:=  
l length t( ) 1−:=   t0 2.09=   a_max max a( ):=  median RawData
2〈 〉( ) 130.07=  
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l 3.277 103×=   tl 18.475=   a_max 0.268=  
dadt_max max da_dt( ):=  
RawData
0 1 2 3
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
2.09 -41.968·10 123.69 -41.172·10
2.095 -42.379·10 123.84 -41.763·10
2.1 -42.712·10 123.97 -42.467·10
2.105 -42.987·10 124.09 -43.263·10
2.11 -43.212·10 124.19 -44.133·10
2.115 -43.481·10 124.29 -45.077·10
2.12 -43.724·10 124.37 -46.096·10
2.125 -43.901·10 124.45 -47.179·10
2.13 -44.103·10 124.52 -48.318·10
2.135 -44.304·10 124.59 -49.518·10
2.14 -44.498·10 124.65 -31.078·10
2.145 -44.654·10 124.71 -31.209·10
2.15 -44.899·10 124.76 -31.346·10
2.155 -45.152·10 124.82 -31.49·10
2.16 -45.42·10 124.87 -31.643·10
2.165 -45.697·10 124.92 -31.803·10
=  
0.1 Derivatives of Reaction Rates. 
Derivative of da/dt   Derivative of d2a/dtda 
j 1 l 3−..:=     k 1 l 3000−..:=  
d2a_dt2 j 1−
da_dt j da_dt j 1−−
t j t j 1−−
:=
  
d2a_dtda k 1−
da_dt k da_dt k 1−−
ak ak 1−−
:=  
min d2a_dtda( ) 0.035−=  
Inflection Point in da/dt vs a 
d2a_dt2_max max d2a_dt2( ):=   d2a_dtda_max max d2a_dtda( ):=  
Scalers for charting. 
sclr1
a_max
dadt_max
:=
 
sclr2
a_max
d2a_dt2_max
:=
 
sclr3
dadt_max
d2a_dtda_max
:=  
2 2.5 3 3.5
0.2
0
0.2
sclr1 da_dt
a
sclr2 d2a_dt2
t
0 0.05 0.1
0.05
0d2a_dtda( )
a
 
2nd time derivative    a derivative as a function of time and a 
 
0.2 Reducing Data Set to equal conversion steps 
l min match min d2a_dtda( ) d2a_dtda,( )( ):=  
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Conversion at inflection point. 
al 0.073=   l 136=  
delta_a max a( ) al−:=  
Avg_step
al
l
:=
  
Avg_step 5.361 10 4−×=  
delta_a 0.195=   step_size Avg_step:=  
Average step size at inflection point. 
Number of additional data points to add 
between inflection and final conversion 
q trunc
delta_a
step_size
⎛⎜⎝
⎞
⎠:=  
q 363=  t l q+:=  i 0:=  t 499=  
Total points in new reduced matrix 
new_a j l←
astep al step_size+←
j j 1+←
astep aj>while
a2i 0, da_dt j←
a2i 1, aj←
a2i 2, j←
astep astep step_size+←
i 0 q 1−..∈for
a2
:=  
New conversion to find in vector, from inflection point to end. 
While new conversion, astep >aj, keep indexing counter 
Set values for new matrix 
Continue with new conversion 
Find earliest row with the final (max) conversion.  
mcount min match a_max a,( )( ):=  
lastrow da_dt mcount amcount mcount( ):=  
lastrow 1.152 10 4−× 0.268 3.26 103×( )=  
da_dt_start submatrix da_dt 0, l, 0, 0,( ):=  
a_start submatrix a 0, l, 0, 0,( ):=  
Initial data up to inflection point. 
red_da_dt stack da_dt_start new_a 0
〈 〉, lastrow 0〈 〉,( ):=  
red_a stack a_start new_a 1
〈 〉, lastrow 1〈 〉,( ):=  
Combine with sparse matrix at average conversion step size. 
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0 0.05 0.1 0.15 0.2 0.25
0
0.001
0.002
0.003
red_da_dt
new_a 0
〈 〉
red_a new_a 1
〈 〉,
 
Chart of reduced data set. 
1
t 1+
i
red_da_dt i red_ai red_ai 1−−( )⋅⎡⎣ ⎤⎦∑
=
2.71 10 4−×=  
step_size
0
t 1+
i
red_da_dt i( )∑
=
⋅ 2.519 10 4−×=  
 
0.5 Defining the Initial Reaction Model 
2.3  Set ap2, au2, n's, p's, and k1. 
ap2 0.027:=    au2 0.067:=  
Fixed for all reactions. 
nr1u j 0←
j j 1+←
a2 j←
red_a j au2<while
a2
:=  
l length red_da_dt( ):=  r2u nr1u 1−:=  nr1u 126=  
np_ratio
ap2
au2
:=
  
np_ratio 0.403=  
j 0 1, r2u..:=  p2 1:=  n2 32:=  
From Table 
i r2u 1+ r2u 2+, l 1−..:=    
k2 1.275:=   Fixed at 130C at 0.7845 
2.4  Compare fits to data from 1st peak to end, select best fit. 
a2 0 model_step, round au2
model_step
⎛⎜⎝
⎞
⎠ model_step⋅..:=  
r2 a( ) k2 ap2⋅ au2 a−( )n2:=   
0
au2
a2r2 a2( )
⌠⎮⌡ d 1.134 10
5−×=  
2.5 Subtract fit from original data 
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red2_da_dt j red_da_dt j r2 red_a j( )→⎯⎯⎯⎯−:=  
red2_da_dt i red_da_dt i:=   length red_a( ) 501=  
0 0.05 0.1 0.15 0.2 0.25
0
0.001
0.002
0.003
red_da_dt
red2_da_dt
r2 a2( )
red_a red_a, a2,
 
 
1.0 First Reaction: Identify peak conversion and corresponding reaction rate.  
k0 p n,( ) p
n p+
⎛⎜⎝
⎞
⎠
p
1
p
n p+−
⎛⎜⎝
⎞
⎠
n
:=  
l length red2_da_dt( ):=   l 501=  
i 0 1, t 1−..:=    k 1 l 2−..:=   red_indexi i:=  
red_d2a_dtda k 1−
red2_da_dt k 1+ red2_da_dt k 1−−
red_ak 1+ red_ak 1−−
:=  
r_shrt_a submatrix red_a 0, t 1−, 0, 0,( ):=  
r_shrt_dadt submatrix red2_da_dt 0, t 1−, 0, 0,( ):=  
red_set augment red_index red_d2a_dtda, r_shrt_dadt, r_shrt_a,( ):=  
Maxima Max_Prog red_set( ):=  
0 0.075 0.15 0.23 0.3
0.005
0.0038
0.0025
0.0013
0
0.0013
0.0025
0.0037
red2_da_dt
0.1red_d2a_dtda
red_a
 
  207   
 
red2_da_dt
0
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
-41.942·10
-42.34·10
-42.658·10
-42.915·10
-43.121·10
-43.37·10
-43.591·10
-43.745·10
-43.922·10
-44.098·10
-44.265·10
-44.394·10
-44.61·10
-44.833·10
-45.07·10
-45.314·10
= red_da_dt
0
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
-41.968·10
-42.379·10
-42.712·10
-42.987·10
-43.212·10
-43.481·10
-43.724·10
-43.901·10
-44.103·10
-44.304·10
-44.498·10
-44.654·10
-44.899·10
-45.152·10
-45.42·10
-45.697·10
=  
match max red2_da_dt( ) red2_da_dt,( ) 102( )=  
1.1 Select Peak for Rx 1. Using table of local maximum or zero. 
r1p 113:=     
ap1 red_ar1p:=    au1 a_max:=  da_dtP1 red2_da_dt r1p:=    
ap1 0.059=    au1 0.268=  da_dtP1 2.216 10 3−×=  
Maxima
0 1
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
7 0.151
11 0.156
15 0.176
18 0.179
41 0.057
48 0.04
50 0.04
53 0.033
56 0.034
62 0.027
67 0.024
71 0.019
75 0.014
79 0.013
82 -39.947·10
87 -39.375·10
= red_d2a_dtda
0
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
0.553
0.383
0.278
0.251
0.239
0.178
0.149
0.151
0.139
0.115
0.129
0.156
0.155
0.154
0.163
0.176
=
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red_a
0
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
-41.172·10
-41.763·10
-42.467·10
-43.263·10
-44.133·10
-45.077·10
-46.096·10
-47.179·10
-48.318·10
-49.518·10
-31.078·10
-31.209·10
-31.346·10
-31.49·10
-31.643·10
-31.803·10
=  
1.2  Calculate-determine possible n's, p's, and da/dt|p=k01. 
i 0 1, t 1−..:=   j 0 1, r1p..:=  
np_ratio
ap1
au1
:=
  
np_ratio 0.22=  
 
p1
2
3
:=
  
n1
3
2
:=  
From Table 
k1
da_dtP1
k0 p1 n1,( ) au1n1 p1+⋅
:=  
k1 0.147=  
 
1.3  Model for first Rx 1st peak to end. 
r1 a( ) k1 ap1⋅ au1 a−( )n1:=  
reactionrate_1 t( )
ri r1 red_ai( )←
i 1 t 1+..∈for
r
:=  
1.4  Reaction rate is the same as the model up to the peak then actual. 
newrate stack submatrix reactionrate_1 t( ) 0, r1p, 0, 0,( ) submatrix red_da_dt r1p, t, 0, 0,( ),( ):=  
1.5 Diffusion factor: Ratio of reaction rates for excess 
excess_rate i
red2_da_dt i
r1 red_ai( ):=  
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0 0.05 0.1 0.15 0.2 0.25
0
0.002
0.004red2_da_dt
reactionrate_1 t( )
0.001excess_rate
newrate
red_a
 
1.6 Calculate end point Indices for Diffusion Fit 
new_end j r1p←
min_rat 0.10 da_dtP1⋅←
j j 1+←
a2 j←
min_rat newrate j<while
a2
:=
 
new_start j 0←
min_rat 0.10 da_dtP1⋅←
j j 1+←
a2 j←
min_rat newrate j>while
a2
:=  
0.1 da_dtP1⋅ 2.216 10 4−×=  
new_start 11=   new_end 424=  
i new_start new_start 1+, new_end 1+..:=  
Indice for what the NLR is to be done over.  
 
1.7 Initial Guesses for Diffusion Parameters & Diffusion Factor Model 
A 0.9:=   B 0:=   L1 0.5:=   L2 0.5:=  
Initial augment A B, L1, L2,( ):=  
fd A B, L1, L2, a,( ) A e a− L1⋅⋅ B e
L2−
a⋅+:=  
1.8 Nonlinear regression Optimization 
SST excess_rate mean excess_rate( )−( )2∑:=  
SSE A B, L1, L2,( )
i
excess_rate i fd A B, L1, L2, red_ai,( )−( )2∑:=  
Given 
SSE A B, L1, L2,( ) 0 
B 10<  
A 10<  
B 0.05−>  
A 0.05−>  
Solve SSE to drive to zero. 
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A
B
L1
L2
⎛⎜⎜⎜⎜⎝
⎞
⎟⎟
⎠
Minerr A B, L1, L2,( ):=  
A 1.89=  B 0.24=  L1 15.219=  L2 0.022=  
A2 1.149:=  B2 0:=   L12 2.452:=  L22 0:=  
SSE A B, L1, L2,( ) 1.645=  Final augment A B, L1, L2,( ):=  
R2 1
SSE A B, L1, L2,( )
SST
−:=
 
R2 1=   ERR 1.645=  
0 0.05 0.1 0.15 0.2 0.25
0
0.5
1
1.5
2
excess_rate
fd A B, L1, L2, red_a,( )
fd A2 B2, L12, L22, red_a,( )
red_a
 
1.9  Calculate first reaction model 
rd a( ) k1 ap1⋅ au1 a−( )n1 A e a− L1⋅⋅ B e
L2−
a⋅+
⎛⎜⎝
⎞
⎠⋅:=  
reactionrate_2 t( )
ri rd red_ai( )←
i 1 t 1+..∈for
r
:=  
2.0 Subtract fit from orginal data up to r1p 
a1 0 model_step, round au1
model_step
⎛⎜⎝
⎞
⎠ model_step⋅..:=  
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0 0.05 0.1 0.15 0.2 0.25
0
0.001
0.002
0.003
red_da_dt
reactionrate_2 t( )
red2_da_dt
red_a
 
 
a2 0 model_step, round au2
model_step
⎛⎜⎝
⎞
⎠ model_step⋅..:=  
3.0 Combine Reaction rate profiles 
reactrate_2 r2u t,( )
ri rd red_ai( ) r2 red_ai( )+←
i 0 r2u 1−..∈for
ri rd red_ai( )←
i r2u t 1+..∈for
r
:=  
0 0.05 0.1 0.15 0.2 0.25
0
0.001
0.002
0.003
red_da_dt
reactrate_2 r2u t,( )
red_a
 
3.1 Final Error and Correlation & Parameter Summary 
SSE red_da_dt reactrate_2 r2u t,( )−( )2∑:=  
SST red_da_dt mean red_da_dt( )−( )2∑:=  
RSquared 1.0
SSE
SST
−:=  
k1 0.147=  k2 1.275=  A 1.89=  
n1 1.5=  n2 1.5=  L1 15.219=  
p1 0.667=  p2 1=   B 0.24=  
au1 0.268=  au2 0.067=  L2 0.022=  
ap1 0.059=  ap2 0.027=   
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da_dtP1 2.216 10 3−×=  
SSE 4.408 10 6−×=  RSquared 0.985=  
corr red_da_dt reactrate_2 r2u t,( ),( ) 0.993=  
summary augment k1 ap1, da_dtP1, A, L1, B, L2, SSE, RSquared,( ):=  
summary 0.147 0.059 2.216 10 3−× 1.89 15.219 0.24 0.022 4.408 10 6−× 0.985( )=  
 
C.6. Program to Estimate Heat Evolution during IPN Formation and 
Compare to Observations. 
Based on input kinetic parameters and autocatalytic model calculates heat evolved as a function of time for 
simIPN.  
RawData :=  
rtime RawData 0
〈 〉:=  dh_dt RawData 1
〈 〉:=  Heat RawData 3
〈 〉:=   median RawData 2
〈 〉( ) 129.96=  
tim rtime
→⎯⎯
rtime0−:=  tacrylate 3.085 rtime0−:=  
RawData
0 1 2 3
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
1.035 0.024 121.14 0.157
1.04 0.062 121.43 0.226
1.045 0.097 121.7 0.307
1.05 0.13 121.96 0.398
1.055 0.162 122.19 0.499
1.06 0.193 122.4 0.608
1.065 0.223 122.59 0.728
1.07 0.25 122.77 0.855
1.075 0.273 122.93 0.991
1.08 0.289 123.08 1.131
1.085 0.297 123.2 1.276
1.09 0.3 123.32 1.422
1.095 0.301 123.42 1.569
1.1 0.299 123.52 1.716
1.105 0.291 123.61 1.861
1.11 0.278 123.69 2.003
=  
f tim1 tim0−:=  fcheck
max tim( ) min tim( )−
length tim( ) 1−:=  
acrylatestart
tacrylate
f
:=  
f 5 10 3−×=   fcheck 5 10 3−×=  acrylatestart 410=  
last tim( ) 3.473 103×=  maxtime timlast tim( ):=  maxtime 17.365=  
n
maxtime
f
:=
  
n 3.473 103×=   DHRxa 532.4:=  t0 0:=  
Integration steps and index. 
DHRxe 502.7:=  
i 0 n..:=  
aam0 0.001:=  
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ti i f⋅:=  
Constants or Starting Values 
aae0 0.001:=  aaa0 0.001:=  
Inputs, System constants and Kinetic Parameters 
pe1
2
3
:=
 
ne1 2:=   aem0 0.001:=  xa 0.750:=  
Acrylate mass fraction. 
pa
2
3
:=
   
na
3
2
:=
  
aee0 0.001:=  xe 1 xa−:=  
Epoxy mass fraction. 
pe2 1:=    ne2 32:=  
aea0 0.001:=  
Kinetic Parameters Autocatalytic Model 
Acrylate 
Monomer 
k2am 0.560:=   Aam 0.52:=   Bam 0.46:=   L1am 0.65:=   L2am 0.0:=   aum 0.913:=   
Epoxy 1st 
k2ae 0.449:=   Aae 0.62:=   Bae 0.67:=   L1ae 19.92:=   L2ae 0.0:=   aue 0.658:=   
Acrylate 1st 
k2aa 0.571:=   Aaa 0.5:=   Baa 0.5:=   L1aa 0:=   L2aa 0:=   aua 0.836:=  
Epoxy 
k1em 0.008:=   k2em 0.185:=   Aem 3.861:=   Bem 10.0:=   L1em 8.238:=   L2em 1.067:=   auem 0.829:=  
k1ee 0.664:=   k2ee 15.677:=  Aee 1.582:=   Bee 10:=   L1ee 15.131:=   L2ee .513:=   auee 0.0021:=  
k1ea 0.285:=   k2ea 5.643:=    Aea 1.742:=   Bea 6.678:=   L1ea 13.796:=  L2ea 0.256:=  auea 0.194:=  
 
This worksheet calculates the heat released during simultaneous IPN formation and compares it to data. Three 
sets of kinetic parameters are used to estimate heat liberated. Straight monomer, epoxy reacting first and 
acrylate reacting first are the kinetic parameter sets.  
This file is specific for a mass fraction and temperature.  
The estimated heat flux and total heat evolved from the three models is saved to an output file.  
r k p, n, αu, α,( ) k αp⋅ αu α−( )n:=  
fd A L1, B, L2, α,( ) A e α− L1⋅⋅ B e
L2−
α⋅+:=  
rd k p, n, αu, A, L1, B, L2, α,( ) k αp⋅ αu α−( )n A e α− L1⋅⋅ B e
L2−
α⋅+
⎛⎜⎝
⎞
⎠⋅:=  
Acrylate Reaction 
Acrylate Conversion  
da_dtam aam( ) r k2am pa, na, aum, aam,( ) fd Aam L1am, Bam, L2am, aam,( )⋅:=  
aami 1+ aami da_dtam aami( ) f⋅ 60⋅+:=  
da_dtae aae( ) r k2ae pa, na, aue, aae,( ) fd Aae L1ae, Bae, L2ae, aae,( )⋅:=  
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aaei 1+ aaei da_dtae aaei( ) f⋅ 60⋅+:=  
da_dtaa aaa( ) r k2aa pa, na, aua, aaa,( ) fd Aaa L1aa, Baa, L2aa, aaa,( )⋅:=  
aaai 1+ aaai da_dtaa aaai( ) f⋅ 60⋅+:=  
Numerical Integration. 
Heat Evolved 
Hami aami DHRxa⋅ xa⋅:=  
dhdtami da_dtam aami( ) DHRxa⋅ xa⋅:=  
Haei aaei DHRxa⋅ xa⋅:=  
dhdtae i da_dtae aaei( ) DHRxa⋅ xa⋅:=  
Haai aaai DHRxa⋅ xa⋅:=  
dhdtaa i da_dtaa aaai( ) DHRxa⋅ xa⋅:=  
Epoxy Reaction 
Minor Reaction Parameters 
auem2 0.25auem:=  ape2m 0.25 0.4⋅ auem:=  aem20 0:=  
auee2 0.25auee:=  ape2e 0.25 0.4⋅ auee:=  aee20 0:=  
auea2 0.25auea:=  ape2a 0.25 0.4⋅ auea:=  aea20 0:=  
 
Epoxy Conversion 
Epoxy with monomer parameters 
da_dtem1 aem( ) r k1em pe1, ne1, auem, aem,( ) fd Aem L1em, Bem, L2em, aem,( )⋅:=  
da_dtem2 aem( ) r k1em pe1, ne1, auem, aem,( ) fd Aem L1em, Bem, L2em, aem,( )⋅ r k2em pe2, ne2, auem2, aem,( )+:=  
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em i 0←
na0 0.001←
dadt i da_dtem2 nai( )←
ai nai←
nai 1+ nai dadt i f⋅ 60⋅+←
i i 1+←
nai auem2<while
dadt i da_dtem1 nai( )←
ai nai←
nai 1+ nai dadt i f⋅ 60⋅+←
i i 1+←
nai auem 0.001−<while
dhdt n dadt n DHRxe⋅ xe⋅←
Hn an DHRxe⋅ xe⋅←
tn f n⋅←
n 0 i 1−..∈for
out augment t dadt, a, dhdt, H,( )←
out
:=  
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Epoxy first parameters 
da_dtee1 aee( ) r k1ee pe1, ne1, auee, aee,( ) fd Aee L1ee, Bee, L2ee, aee,( )⋅:=  
da_dtee2 aee( ) r k1ee pe1, ne1, auee, aee,( ) fd Aee L1ee, Bee, L2ee, aee,( )⋅ r k2ee pe2, ne2, auee2, aee,( )+:=  
Acrylate first parameters 
da_dtea1 aea( ) r k1ea pe1, ne1, auea, aea,( ) fd Aea L1ea, Bea, L2ea, aea,( )⋅:=  
da_dtea2 aea( ) r k1ea pe1, ne1, auea, aea,( ) fd Aea L1ea, Bea, L2ea, aea,( )⋅ r k2ea pe2, ne2, auea2, aea,( )+:=  
ee i 0←
na0 0.001←
dadt i da_dtee2 nai( )←
ai nai←
nai 1+ nai dadt i f⋅ 60⋅+←
i i 1+←
nai auee2<while
dadt i da_dtee1 nai( )←
ai nai←
nai 1+ nai dadt i f⋅ 60⋅+←
i i 1+←
nai auee 0.001−<while
dhdt n dadt n DHRxe⋅ xe⋅←
Hn an DHRxe⋅ xe⋅←
tn f n⋅←
n 0 i 1−..∈for
out augment t dadt, a, dhdt, H,( )←
out
:= ea i 0←
na0 0.001←
dadt i da_dtea2 nai( )←
ai nai←
nai 1+ nai dadt i f⋅ 60⋅+←
i i 1+←
nai auea2<while
dadt i da_dtea1 nai( )←
ai nai←
nai 1+ nai dadt i f⋅ 60⋅+←
i i 1+←
nai auea 0.001−<while
dhdt n dadt n DHRxe⋅ xe⋅←
Hn an DHRxe⋅ xe⋅←
tn f n⋅←
n 0 i 1−..∈for
out augment t dadt, a, dhdt, H,( )←
out
:=  
 
Adding heat fluxes of epoxy and acrylate reaction 
dhmm
dhi emi 3,←
i 0 acrylatestart 1−..∈for
dhi emi 3, dhdtami acrylatestart−+←
i acrylatestart n..∈for
dh
:=  
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dhme
dhi eei 3,←
i 0 acrylatestart 1−..∈for
dhi eei 3, dhdtami acrylatestart−+←
i acrylatestart n..∈for
dh
:=
 
dhma
dhi eai 3,←
i 0 acrylatestart 1−..∈for
dhi eai 3, dhdtami acrylatestart−+←
i acrylatestart n..∈for
dh
:=  
dhem
dhi emi 3,←
i 0 acrylatestart 1−..∈for
dhi emi 3, dhdtae i acrylatestart−+←
i acrylatestart n..∈for
dh
:=  
dhee
dhi eei 3,←
i 0 acrylatestart 1−..∈for
dhi eei 3, dhdtae i acrylatestart−+←
i acrylatestart n..∈for
dh
:=
 
dhea
dhi eai 3,←
i 0 acrylatestart 1−..∈for
dhi eai 3, dhdtae i acrylatestart−+←
i acrylatestart n..∈for
dh
:=  
dham
dhi emi 3,←
i 0 acrylatestart 1−..∈for
dhi emi 3, dhdtaa i acrylatestart−+←
i acrylatestart n..∈for
dh
:=  
dhae
dhi eei 3,←
i 0 acrylatestart 1−..∈for
dhi eei 3, dhdtaa i acrylatestart−+←
i acrylatestart n..∈for
dh
:=
 
dhaa
dhi eai 3,←
i 0 acrylatestart 1−..∈for
dhi eai 3, dhdtaa i acrylatestart−+←
i acrylatestart n..∈for
dh
:=  
 
Chart of calculated heat flux versus actual. 
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0 1 2 3 4 5 6
0
10
20
30
40
50
dh_dt
dhmm
dhme
dhma
dhem
dhee
dhea
dham
dhae
dhaa
tim
 
 
Calculation of regression coefficients for each model. 
 
SST dh_dt mean dh_dt( )−( )2∑:=
 
SST 1.231 104×=  mean dh_dt( ) 0.348=  
SSEmm dh_dt dhmm−( )2∑:=
 
SSEme dh_dt dhme−( )2∑:=
 
SSEma dh_dt dhma−( )2∑:=  
SSEmm 1.148 104×=   SSEme 1.144 104×=   SSEma 1.145 104×=  
RSqu0 0, 1
SSEmm
SST
−:=
  
RSqu0 1, 1
SSEme
SST
−:=
  
RSqu0 2, 1
SSEma
SST
−:=  
RSqu0 0, 0.068=   RSqu0 1, 0.071=   RSqu0 2, 0.07=  
SSEem dh_dt dhem−( )2∑:=
 
SSEee dh_dt dhee−( )2∑:=
 
SSEea dh_dt dhea−( )2∑:=  
SSEem 783.006=   SSEee 822.023=   SSEea 789.756=  
RSqu1 0, 1
SSEem
SST
−:=
  
RSqu1 1, 1
SSEee
SST
−:=
  
RSqu1 2, 1
SSEea
SST
−:=  
RSqu1 0, 0.936=   RSqu1 1, 0.933=   RSqu1 2, 0.936=  
SSEam dh_dt dham−( )2∑:=
 
SSEae dh_dt dhae−( )2∑:=
 
SSEaa dh_dt dhaa−( )2∑:=  
SSEam 9.859 103×=   SSEae 9.836 103×=   SSEaa 9.839 103×=  
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RSqu2 0, 1
SSEam
SST
−:=
  
RSqu2 1, 1
SSEae
SST
−:=
  
RSqu2 2, 1
SSEaa
SST
−:=  
RSqu2 0, 0.199=   RSqu2 1, 0.201=   RSqu2 2, 0.201=  
RSqu
0.068
0.936
0.199
0.071
0.933
0.201
0.07
0.936
0.201
⎛⎜⎜⎝
⎞
⎠
=  
 
