Building reservoir geological models that are consistent with all available information is necessary to reduce uncertainties in production forecasts. The stochastic/geostatistical approach is the only feasible way of integrating all kinds of data ranging from the geological knowledge to the production history. A stochastic model is chosen that accounts for geological knowledge, and geostatistical simulation provides realizations of the stochastic model. These realizations can be conditioned to static data at well locations to reduce the model uncertainty in the area where data are available.
Introduction
Geostatistics, originally developed for mining industry [1] [2] [3] [4] [5] , has been increasingly gaining success in the petroleum industry for the last twenty years [6] [7] [8] [9] . This is mainly because geostatistics provides the potentiality of consistently integrating various sources of information at different scales and also the possibility of efficiently generating multiple realizations for uncertainty evaluation. Several methods and algorithms have been developed for building reservoir models in a wide range of geological environments 10, 11 . Although geostatistical models help geologists doing better 3D interpretation of geological phenomena, reservoir engineers still not commonly use them for performing history matching and production forecasting. The main obstacles for the use of geostatistics by reservoir engineers are the huge number of parameters in a geostatistical model and the lack of an efficient tool for consistent modification of geostatistical realizations.
This led us to develop the gradual deformation method 12 . In this paper, we first present the principle of the gradual deformation of geostatistical models. Then, we review the most widely used geostatistical algorithms for generating reservoir geological models. We focus on the applicability of gradual deformation method to these simulation algorithms. Finally, we describe the inverse approach 13 that combines an optimization method and the gradual deformation method for constraining or updating geostatistical reservoir models.
Gradual deformation methods
Geostatistical simulation can provide independent realizations of a stochastic reservoir model, which are consistent with geological and geophysical information. However, in most cases, these realizations do not reflect the dynamic behavior observed on the real field. Reservoir engineers need to modify these realizations for matching well-test data and production history. Traditional practice of history matching, by zonation, multiplication, adding permeability barriers etc., destroys the consistency and the spatial continuity of the initial stochastic model. This often leads to reservoir models with low predictability. Consequently, this prevents geostatistics from The basic idea of the gradual deformation method is to modify realizations by changing parameter t . Figure 1 shows an example of a continuous train of realizations. By gradually deforming a Gaussian realization, we gradually deform all Gaussian-related models (e.g. lognormal model, truncated Gaussian model etc.). Moreover, instead of using two independent realizations, it is possible to create a multidimensional process of realizations by using several independent realizations. This provides more flexibility for deforming realizations 12, 14. Gradual structural deformation. In many cases, there is not enough data to infer accurately the structural parameters of a stochastic model (e.g. its mean, variance, covariance function etc.). These structural parameters are often given in terms of intervals or a priori distributions. Therefore they must also be considered as fitting parameters. This involves the deformation of a stochastic model with respect to its structural parameters. Most of the stochastic simulation algorithms require at least the specification of the covariance before generating realizations. In order to deform a realization while modifying simultaneously its structural parameters, it is necessary to use a stochastic simulation algorithm that separates the generation of random numbers from the imposition of a structure 12, 15. Denote by X a standard Gaussian white noise and L the covariance operator, then
is a Gaussian field with the required covariance. In this form, it is clear that we can gradually deform the Gaussian white noise X by using the above method and modify at the same time the covariance function. Figure 2 shows an example of structural deformation.
Gradual local deformation. When the observations are scattered in different zones of the studied field, the calibration using global deformation may be inefficient, because improving the fitting in one zone may deteriorate the fitting in another one. This led us to consider the gradual deformation zone by zone. Consider a partition of the field into n zones. Let X be a Gaussian white noise in the whole field and X X X n 1 2 , ,..., the partition of X in the n zones. As X X X n 1 2 , ,..., are mutually independent, it is then possible to perform their gradual deformation individually. By applying the covariance operator L on these independent white noises, we obtain a consistent correlated model Y 12 . Figure 3 illustrates the consistent deformation of a truncated Gaussian realization in the local domain.
The idea of local deformation is inspired by the traditional practice of zonation for history matching in petroleum engineering and for model calibration in subsurface hydrology. The traditional zonation method consists in dividing the whole reservoir field in several zones and performing data calibration separately in each zone. This practice does not guaranty the spatial continuity of the reservoir model between zones. However, instead of directly changing the model property like the traditional method, the local deformation method proposed in this paper intervenes in the underlying Gaussian white noise of the reservoir model. Thus, by applying the covariance operator on the modified Gaussian white noise, the spatial continuity of the stochastic model is preserved. Therefore, this method avoids the drawback of the traditional method.
Another attractive feature of the local deformation method is its applicability to the updating of an existing reservoir model when new data are available. For instance, when a new well is drilled, only a limited zone around the well need to be updated to fit the new data, while preserving the other parts of the existing model 16 .
Extension to non-Gaussian-related models. Furthermore, the above gradual deformation method can be extended to nonGaussian models. As a matter of fact, from the viewpoint of numerical simulation, any stochastic simulation procedure can be regarded as an operation that transforms a series of pseudo uniform numbers (generated by a pseudo random number generator) into a set of numbers distributed according to the underlying stochastic model. A 0-1 uniform variable U can be transformed to standard Gaussian variable Y by
where G denotes the standard Gaussian distribution function.
Therefore in principle, the gradual deformation algorithm for Gaussian models can be used to deform gradually any kind of stochastic models 17 .
Geostatistical simulation algorithms
Unlike the geostatistical estimation (different types of kriging), the geostatistical simulation preserves the spatial variability of the stochastic model and can provide multiple realizations for evaluating uncertainties 4 . The commonly used simulation methods can be classified into pixel-based methods and objectbased methods 18 . Most of pixel-based simulations are derived from simulations of a multi-Gaussian random function. Several methods are available for simulating Gaussian random functions on a regular or irregular grid 10, 11 . Here, we review the commonly used pixel-based simulation algorithms with emphasis on their adaptability to gradual deformation.
LU decomposition.
The covariance matrix decomposition is based on an LU or Cholesky decomposition of the covariance matrix 19 . This method is rigorous but limited to small simulation grid (say < 1000 grid nodes). The generation of random numbers and the imposition of a covariance function are completely separated. Thus, it is possible to modify simultaneously the random numbers and the structural parameters. Moreover, as the random numbers are located on the simulation grid, it is also possible to perform local deformation. Conditioning to well data can be performed simultaneously with the generation of realizations or posteriorly by kriging.
Turning bands. Rather than a simulation method, the turning bands method is a stereological device designed to reduce a multidimensional simulation into one-dimensional ones 20 . One-dimensional simulations are generated on lines uniformly spaced in two-or three-dimensions. These one-dimensional simulations are then projected onto the grid nodes and averaged to generate higher dimensional realizations. An attractive feature of the turning bands method is that onedimensional simulations can be projected onto all kinds of (regular or irregular) grids. Thus, it is possible to modify the grid system without changing the realization of the random function model 21 . Conditioning of tuning bands simulations to well data is performed by kriging.
If one-dimensional simulations are performed by using an algorithm that separates the generation of random numbers and the imposition of a covariance function, it is then possible to modify simultaneously the random numbers and the structural parameters. However, it is impossible to perform local deformation using the turning bands algorithm.
Spectral decomposition. Spectral methods are based on the spectral decomposition of the covariance function. The continuous spectral method 20, 22 does not require the definition of a grid system before generating realizations, while discrete spectral method 23 is operational only on regular grid system. Like the turning bands method, spectral methods provides nonconditional simulations and the conditioning to well data is performed by kriging. As for the applicability of the gradual deformation method, it is possible to modify simultaneously the random numbers and the structural parameters, but impossible to perform local deformation.
Sequential (Gaussian or indicator) simulation.
Sequential simulation method reduces the problem of an N-dimensional random vector into a series of N univariate generation problem 24 . The major task of this method is the estimation of the local conditional distributions. This is performed sequentially as the simulation goes on from one pixel to the next. The sampling of these local distributions is realized using independent uniform numbers. The gradual deformation is applied to the uniform numbers 17 . Because these uniform numbers are independent and located on the simulation grid, gradual local or structural deformation can be applied. Conditioning to well data can be performed simply by considering these data as the first generated values.
Moreover, although the sequential method is particularly suited for the simulation of Gaussian vectors, it does not require, in principle, the multi-Gaussian assumption. For instance, the sequential indicator simulation (SIS) 11 is an nonGaussian-related algorithm for building facies model. However, this method does not specify the underlying random function model.
FFT moving average.
The FFT moving average method 15 combines the moving average method 4, 25 with the fast Fourier transformation. It consists in performing the convolution product of the moving average method in Fourier space, and this makes the moving averaging computationally easy and fast. This method can generate efficiently large Gaussian realizations of any stationary covariance function. The conditioning to well data is performed by kriging. Because the generation of random numbers and the imposition of a covariance function are separated, and the random numbers are located on the simulation grid, the FFT moving average method suits well with structural and local gradual deformation algorithms.
Probability field. Strictly speaking, the probability field method 26 is a device for conditioning a uniform simulation to well data. In practice, a uniform simulation is derived from a Gaussian simulation that can be generated by any Gaussian simulation algorithm. If the Gaussian simulation is generated using the FFT moving average method, it is then possible to perform gradual structural or local deformation of realizations generated by the probability field method.
Truncated Gaussian simulation. The truncated Gaussian simulation consists in defining an indicator random function
by truncating a Gaussian random function 27 . This method can be easily extended to the case of several thresholds in order to build models with several facies. Another extension of this method is the pluri-Gaussian model where several Gaussian random functions are combined to generate a great variety of facies models 28 . The truncation thresholds are determined by facies proportions in a given area (support). The proportion support can vary from point support to the whole field. When the proportion support is reduced to the point support, the truncated Gaussian method becomes equivalent to the probability field method for simulating facies. As a matter of fact, the local distributions of the probability field method are equivalent to the local facies proportions, and in practice the probability field used for sampling local distributions is obtained by transforming a Gaussian field into a uniform field.
Gradual deformation of a truncated Gaussian simulation consists in deforming the continuous Gaussian simulation. Similarly to the probability field method, it is possible to perform gradual structural or local deformation, if the Gaussian simulation is generated using the FFT moving average method. As for conditioning to well data, except for the extreme case of point proportion support where the conditioning to well data is automatically achieved, it is necessary to use algorithms for conditioning Gaussian simulations to interval data 29, 30. Summary. Table 1 summarizes the above pixel-based geostatistical simulation algorithms and the applicability of the global, local and structural deformation methods. We insist here that the conditioning to well data is always applied to the stochastic process Y t ( ) but never to the independent random function Y 1 and Y 2 .
Stochastic optimization approach
Constraining stochastic reservoir models to dynamic data can be formulated as an optimization problem. This involves the definition of an objective function that measures the misfit between the data observed on the actual field and the corresponding responses calculated on the realizations of the stochastic model, and then the minimization of this objective function in the realization space of the stochastic model.
Objective function.
We define the objective function as the sum of the weighted squares errors between the simulation results and the observed data:
( ) d sim are simulated production results, d obs are measured production data, w are weighting coefficients, n obs is the total number of measurements.
Deforming gradually the model realization results in gradual variations of production responses obtained by numerical fluid flow simulation. Therefore, the objective function varies also smoothly. This makes it possible to apply a gradient-based optimization algorithm to efficiently search for the optimal realization. Figure 4 illustrates the smooth behavior of an objective function with respect to the parameter variations. More details concerning this example were presented in Roggero and Hu 14 .
Iterative optimization. In the simplified case where all the structural parameters of the stochastic model are considered known, the following iterative procedure can be used for constraining realizations to dynamic data. 4. If the value of the objective function is not low enough, then update the initial realization by the realization corresponding to the above linear combination and go back to step 2. Otherwise stop the procedure. Figure 5 shows schematically the above iterative optimization procedure. This procedure can be generalized to the inversion of several parameters. For instance, after defining an initial realization, several independent realizations can be generated in order to introduce several search directions. This provides more flexibility for improving the initial realizations 14 . Furthermore, using structural deformation and local deformation will also introduce several parameters which can be inverted simultaneously with the inversion of the realization itself (random numbers) 16 . There are several efficient classic algorithms for minimizing a smooth objective function 31 . These algorithms require the computation of the gradients of the objective function with respect to the deformation parameters. This can be performed using the finite difference method or derived from the sensitivity coefficients 32 .
Conclusions
Building reservoir geological models that are consistent with all available information is necessary to reduce uncertainties in production forecasts. The stochastic/geostatistical approach is the only feasible way of integrating all kinds of data ranging from the geological knowledge to the production history. The use of geostatistics in reservoir engineering requires not only efficient algorithms for the generation of realizations on large grid, but also flexible tools for the consistent deformation of realizations to match dynamic data (well-tests and production history). The conventional approach with the generation of independent realizations of a stochastic model is not efficient for the integration of dynamic data. The method summarized in this paper allows us to gradually deform realizations of Gaussian and non-Gaussian pixel-based stochastic models while preserving their spatial variability (reproducing histogram, covariance etc.). The gradual deformation of a realization yields in general a smooth (or smooth by-segments in the case of facies models) objective function that can be minimized with an efficient optimization algorithm (for instance a gradient based algorithm). An iterative procedure is used to progressively reach a satisfactory calibration to dynamic data. The deformation can be global or local. Local (or regionalized) deformation may significantly improve calibration speed in the case where observations are scattered in different zones of a field. Also the deformation of a realization can be performed with modification of structural parameters of the stochastic model (in particular the mean and the covariance). In other words, calibration can be performed simultaneously with respect to the random numbers and the structural parameters of the stochastic model. By repeating the gradual deformation procedure from a set of independent initial realizations, one obtains a set of calibrated realizations that can be used to evaluate the uncertainty on the production forecast.
Finally, we note that the principle of the gradual deformation algorithm can be applied to deform gradually any kind of stochastic models. Our ongoing research has been focusing on the gradual deformation of object-based models and hierarchic models that combine object-based models with pixel-based models. 
