Abstract
Introduction
The relation between computational complexity and linear algebra is an important research direction with two main avenues. On one hand, algebraic techniques were used to prove lower bounds in combinatorics [BF92, GR01, Juk01] and complexity, e.g., [Smo87, MS82, Raz90] . On the other hand, algebraic computational models, which capture the essence of linear algebra, were defined. Such models include, for example, arithmetic circuit, Boolean circuits with Å Ç Ô gates, and the Blum-Shub-Smale model of computation [BSS89] .
In this paper we discuss the algebraic computational model of span programs, introduced by Karchmer and Wigderson [KW93] . Intuitively, span programs capture the power of basic linear algebraic operations -the rank and dependency of a set of vectors. More specifically, a monotone span program is presented as a matrix over some field, with rows labelled by variables. The span program accepts an input if the rows whose variables are satisfied by the input span a fixed nonzero vector. The size of a span program is its number of rows. A detailed definition is given in Section 2. This paper deals with the role of the field in algebraic models of computation. Part of the specification of algebraic models of computation, in particular span programs, is the field in which the arithmetic operations are performed. A fundamental question is how the choice of the field, and especially its characteristic, effects the power of the model. As different fields may differ substantially in their structure, especially when the characteristics of the fields are different, it would be natural to expect computational models defined over different fields to differ significantly in their power. The major result separating the power of algebraic models of computation over different fields was the seminal paper by Smolensky for bounded depth circuits with Å Ç Ô gates [Smo87] . Lower bounds related to the characteristic of the field are also known for polynomial calculus proofs [BI99] . However, the power of the field in algebraic models of computation is yet to be fully understood.
known super-polynomial lower bounds were for functions in AE È , not known to be in È. We show a lower bound of Ò ª´ÔÐÓ Òµ for a function in ÙÒ ÓÖÑ AE ¾ (and therefore in È), thus answering an open problem of [BGW99] . 2 Our third contribution concerns secret sharing schemes, which are an important tool in cryptography, introduced by Blakley [Bla79] , Shamir [Sha79] , and Ito, Saito, and Nishizeki [ISN87] . A secret sharing scheme enables a dealer to share a secret among a set of parties, such that only some pre-defined authorized subsets will be able to reconstruct the secret from their shares. The authorized sets correspond to a monotone Boolean function ¼ ½ Ò ¼ ½ , where Ò is the number of parties and the authorized subsets are the subsets with their characteristic vectors in ½´½ µ. The efficiency of a secret sharing scheme is the overall size of the shares given to the parties. Monotone span programs are equivalent to a subclass of secret sharing schemes called "linear secret sharing schemes." Monotone span programs were also used in other cryptographic applications, e.g., [NPR99, CDM00] . Beimel and Ishai [BI01] showed functions that, under plausible assumptions, have no efficient linear secret sharing scheme but yet have an efficient non-linear secret sharing scheme. Furthermore, they introduced the class of quasi-linear secret sharing schemes. In this paper we show that quasi-linear schemes are stronger than linear schemes. In particular, this proves, without any assumptions, that non-linear schemes are more efficient than linear schemes.
Highlights of the Techniques. Proving a separation between the power of two models of computation requires a function with both a lower bound for one model, and an upper bound for the other. To get the lower bound for monotone span program over a certain field, we use the method of [Gál98] , which is based on [Raz90] . In the center of Gál's method is a matrix whose rank over this field is much larger than its combinatorial cover number. To get the upper bound for the same function for monotone span programs over another field, we require the cover to have an additional property which is related to the characteristic of the field. As an example, for GF´¾µ we require that each entry of the matrix is covered by an odd number of rectangles. Our use of combinatorial covers and their properties is borrowed from communication complexity (see [KN97] for background on communication complexity). In particular, we use ideas similar to [DKMW03] , where they considered the model of counting communication complexity.
The main technical contribution of this paper is in constructing such a matrix and in proving that it satisfies the desired properties. In particular, the matrix we construct checks whether two linear subspaces over GF´Ôµ have nontrivial intersection. Not surprisingly, the matrix reflects linear algebraic computations over GF´Ôµ, which are difficult to simulate over fields with characteristics different than Ô. 2 We note that every function which has a polynomial monotone AE ½ circuit has a polynomial monotone span program, and every function which has a polynomial span program over a small field has a polynomial AE ¾ circuit.
Organization. In Section 2 we supply some preliminaries. In Section 3 we give a general method for proving a separation between the power of monotone span programs over fields with different characteristics. Next, in Section 4 we apply this general method to achieve a separation of Ò ª´ÔÐÓ Òµ for an explicit function. Finally, in Section 5, we use this separation to exhibit a monotone function in ÙÒ ÓÖÑ AE ¾ that has no polynomial monotone span program, and to prove that there exist secret sharing schemes stronger than the linear secret sharing schemes.
Preliminaries
We start with the definition of our main computational model -span programs. We will denote by the th unit vector, that is, the vector that is ½ in the th coordinate, and ¼ in all the others. We say that a non-zero vector has a leading ½, if the first non zero coordinate in the vector is ½. Let Ô be a prime, be a positive integer, and Í be a subspace of dimension over GF´Ôµ. Then, the number of vectors with a leading ½ in Í is Ô ½ Ô ½ . We will denote by Ö´ µ the characteristic of the field .
The General Method for Separation
We want to construct a function that is hard for monotone span programs over fields with characteristic different than Ô, and easy for monotone span programs over GF´Ôµ, where Ô is a prime. We use the method of [Gál98] to get the lower bound for monotone span programs over fields with characteristic different than Ô. In the center of this method is a matrix with a large gap between its rank and the size of its monochromatic cover. To get a small upper bound for monotone span programs over GF´Ôµ, we shell require the cover to have an additional property which we call ½-ÑÓ -Ô, that is, for every entry of the matrix, the number of rectangles covering it is equivalent to ½ modulo Ô. Generally speaking, the number of variables in , the function we prove the separation for, is equal to the number of rectangles in a cover. A detailed description is given below.
The Lower Bound
Let Å be a matrix, and let Ê be a monochromatic cover of Å . Recall that Ê is a set of rectangles. The lower bound is achieved using the following theorem which is implicit in [Gál98] That is, we get the lower bound for every function accepting , and rejecting Ê . Note that there are no requirements concerning inputs Þ ¾´ Ê µ, except for monotonicity.
The Upper Bound
To prove a gap between the power of monotone span programs over the different fields, we need the cover Ê to be a 
Proof:
We first prove that È accepts every Ü ¾ . Specifically, we will show that since Ê is a ½-ÑÓ -Ô cover, the sum of the rows labelled by the rectangles of Ü is the vector ½, and thus Ü is accepted by È . That is, we show that for every column of È , the rows labelled by Ü sum to ½ in this column. Towards this goal, fix a column Ý . Since Ü ¾ , there exists a row Ö Ü in Å , such that Ü is the characteristic vector of the set of rectangles covering Ö Ü .
According to the definition of È , for every rectangle Ê ¾ Ü, the entry Ê Ý of È is ½ if and only if Ê covers Ý .
On the other hand, Ê ¾ Ü if and only if Ê covers the row Ö Ü . Thus, the sum over the rows of È associated with Ü in the column Ý is exactly the number of rectangles covering both Ý and Ö Ü , that is, the number of rectangles covering the entry Ö Ü Ý in Å . Since Ê is a ½-ÑÓ -Ô cover, this number is ½ modulo Ô. Thus, the sum of the rows labelled by Ü is the vector ½, and Ü is accepted by È .
Let Ý ¾ Ê . We show that there is no linear combination of the rows labelled by the rectangles of Ý that give the vector ½. Since Ý ¾ Ê , there is a column Ý of Å that is not covered by any of the rectangles in the subset of Ê associated with Ý. Hence, all the rows of È corresponding to rectangles from Ý are ¼ in the column associated with Ý . Therefore, every combination of the rows labelled by Ý is ¼ in this column. Thus, the vector ½ is not a linear combination of these rows, and Ý is rejected by È . 
Denote by È the function computed by È . By Lemma 3.3, È accepts and rejects Ê , and thus by Theorem 3.1 mSP ´ È µ Ö Ò ´Å µ. On the other hand, × Þ ´ È µ Ò and thus mSP GF´Ôµ´ µ Ò.
¾ 4 The Linear Subspaces Zero Intersection Function
In this section we show an explicit matrix, with a high rank over fields with characteristic different than Ô, and a small monochromatic ½-ÑÓ -Ô cover. Thus, by Theorem 3.4 we get a function with a super-polynomial gap between mSP GF´Ôµ´ µ and mSP ´ µ where is a field such that Ö´ µ Ô. We define the desired matrix in two steps: in the first step we define the matrix Å Á , and prove it has full rank over fields with Ö Ô. In the second step we use Å Á to define another matrix, Å Ä Á , which has both a high rank over fields with Ö Ô, and a small monochromatic ½-ÑÓ -Ô cover.
Let be a positive integer and Ô be a prime. 4 The Zero Intersection ( Á) function determines whether the intersection of two -dimensional linear subspaces of GF´Ôµ 
Analyzing the Rank of Å Á
The next theorem shows that Å Á has full rank over any field with Ö Ô. 
Proof:
To prove that the matrix has full rank, it is sufficient to show that any unit vector is spanned by the rows of the matrix. Recall that the columns of the matrix are labelled by subspaces from Î ¾ ´Ôµ. For every Í ¾ Î ¾ ´Ôµ we consider the unit vector Í ¾ GF´Ôµ Ú ¾ ´Ôµ and show that it is spanned by the rows of Å Á . Specifically, we show a combination of the rows of the matrix spanning Í having a special structure: The coefficient of Ö , the row labelled by ¾ Î ¾ ´Ôµ, depends only on the dimension of the sub- 
¼ ¼ ½
We show that À is invertible over , and thus we can find « ¼ « using À ½ as follows.
In the next two claims, we show that À is upper-left triangular, where the numbers on the secondary diagonal are non-zero in , thus À has full rank over . 
Claim 4.3 Let be a positive integer, and be nonnegative integers,

A Small ½-ÑÓ -Ô Cover for the Zeros of Å Á
To apply Theorem 3.4 on an explicit matrix, we need this matrix to have a small monochromatic ½-ÑÓ -Ô cover. We next show that there is a small ½-ÑÓ -Ô cover for the ¼'s of Å Á . We do not know if there exists a small ½-ÑÓ -Ô cover for the ½'s of Å Á . Thus, we are not able to use Å Á directly, and we use it in Section 4.3 to build the matrix Å Ä Á , which has a small ½-ÑÓ -Ô cover for both the ½'s and the ¼'s.
To give some intuition on the cover of Å Ä Á we show a ½-ÑÓ -Ô cover for the ¼'s of Å Á of size less than Ô ¾ . This should be compared to the number of rows in Å Á which is Ô ¢´ ¾ µ . Define the cover Ê as follows: Let Ú ¾ ´Ôµ ¾ be a vector with a leading ½, that is, the first nonzero coordinate of Úis ½. We add the rectangle Ê Ú Ú ¢ Ú to the cover Ê, where:
That is, Ê Ú contains the rows and the columns of Å Á labelled by subspaces that contain the vector Ú. The rectangle Ê Ú is a ¼-rectangle, since for each Í ¾ Ú and Ï ¾ Ú it holds that Ú ¾ Í Ï, hence Ñ´Í Ïµ ¼, and thus Á´Í Ïµ ¼. We claim Ê is a ½-ÑÓ -Ô cover of the ¼'s of Å Á . Let Í Ï be an entry of Å Á , such that Á´Í Ïµ ¼. Then Ñ´Í Ïµ ¼. Therefore, the entry Í Ï is covered by any rectangle Ê Ú such that Ú ¾ Í Ï. Since Í Ï is a linear subspace of ´Ôµ ¾ , it has Ô ½ Ô ½ vectors with a leading ½, where Ñ´Í Ïµ ½.
½´ÑÓ Ôµ, the number of rectangles covering the entry Í Ï is equivalent to ½ modulo Ô.
Since there are Ô ¾ ½ Ô ½ different vectors with a leading ½ in GF´Ôµ ¾ , the size of the ¼-cover is Ô ¾ ½ Ô ½ .
The List Version of the Zero Intersection Function
To get a matrix with a high rank over fields with characteristic different than Ô, and a small monochromatic ½-ÑÓ -Ô cover, we define the function Ä Á, the list version of the Zero Intersection function. The idea of using the list version of functions has been used in communication complexity [MS82] (see, e.g., [KN97] ). Define Ä Á Ô Î ¾ ´Ôµµ ¢´Î ¾ ´Ôµµ ¼ ½ as follows:
That is, Ä Á Ô gets instances of Á Ô , and outputs the value ½ iff Á Ô outputs ½ on at least one of the given instances.
The matrix Å Ä Á , representing Ä Á, is defined in a similar way to Å Á . The next two lemmas show that Å Ä Á has a small ½-ÑÓ -Ô cover. 
Proof:
We build the ¼-cover Ê ¼ of the ¼'s of Å Ä Á in a similar way to the ¼-cover for Å Á built in Section 4.2. Let Ú ½ Ú 3GF´Ôµ ¾ µ be a tuple of vectors from GF´Ôµ ¾ , each with a leading ½. 
¾ ½
is equivalent to ½ modulo Ô, the number of such rectangles is equivalent to ½ modulo Ô as well.
The size of Ê ½ is smaller than the number of ways to choose vectors with a leading ½ from GF´Ôµ ¾ , and a subspace from Î ¾ ´Ôµ, and thus is smaller than Ô ¾ ¾ ¡Ú ¾ ´Ôµ Ô ¾ .
By taking the union of the ¼-cover from Lemma 4.5 and the ½-cover from Lemma 4.6 we get the following corollary. We analyze the rank of Å Ä Á over , given Ö Ò ´Å Á µ.
The following lemma is implied by the properties of the Kronecker product. We are ready to prove our main result: 
Reducing the Number of Columns
In Theorem 4.9 we introduced a function È such that mSP GF´Ôµ´ Ò µ Ò and mSP ´ Ò µ Ò ª´ÔÐÓ Òµ . In this section we want to construct a family of uniform-AE ¾ circuits for È .
It is known that any function that has a polynomial monotone span program has a family of AE ¾ circuits. Since any monotone span program with Ñ rows that computes a function has an equivalent monotone span program with no more than Ñ columns, we can deduce the existence of a family of AE ¾ circuits that computes . However, we want a uniform family of circuits. Since any transformation from a monotone span program with an arbitrary number of columns to an equivalent program with a smaller number of columns has to go over all the columns of the big original program, we cannot use the generic span program for È , as presented in Section 3.4. In this section we show a monotone span program with a linear number of both rows and columns, that accepts and rejects Ê . We show that the span program can be generated in space Ç´ÐÓ Òµ, and by this we ensure the uniformity of the AE ¾ circuits.
Let Ê Ä Á be the monochromatic ½-ÑÓ -Ô cover of Å Ä Á Every rectangle is assigned a row in Ë. Let Ê be a rectangle in Ê Ä Á , and let be a column in Ë labelled with the tuple Ú ½ Ú . Then the value of the entry Ë Ê is defined as follows: 
Span Programs and Secret Sharing Schemes
Secret sharing schemes, introduced by Blakley [Bla79], Shamir [Sha79] , and Ito, Saito, and Nishizeki [ISN87] , are a cryptographic tool allowing a dealer to share a secret between a set of parties such that only some pre-defined authorized subset of parties can reconstruct the secret from their shares. The reader is referred to [Sim92] and [Sti92] for a more formal and detailed discussion on secret sharing schemes.
The authorized sets in a secret sharing scheme are described by a monotone Boolean function [BI01] showed functions that, under plausible assumptions, have no efficient linear secret sharing scheme but yet have an efficient non-linear secret sharing scheme. However, prior to this work, no secret sharing schemes were proved more powerful than linear schemes, without any assumptions.
A quasi-linear secret sharing scheme [BI01] is obtained by composing a finite number of linear secret sharing schemes, possibly over different fields. Beimel and Ishai [BI01] have shown that under the assumption that the power of monotone span programs over different fields is incomparable, quasi-linear schemes are super-polynomially stronger than linear schemes. Their proof is very similar to the proof of Theorem 5.1. That is, the functions described in Theorem 5.1 have, by definition, a small quasi-linear secret sharing scheme but cannot have a small linear scheme.
Theorem 5.3 There is an explicit family of functions
Ò Ò¾AE such that the complexity of every linear secret sharing scheme for the family is Ò ª´ÔÐÓ Òµ , and yet the family has a polynomial quasi-linear secret sharing scheme.
