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ON THE INTEGRAL APPROACH TO MEANS AND THEIR HARDY
PROPERTY
PAWEŁ PASTECZKA
Abstract. Classical (integral) Hardy inequality can be written in the formˆ
∞
0
Pp
(
f |[0,x]
)
dx ≤ (1 − p)−1/p
ˆ
∞
0
f(x) dx for p ∈ (0, 1) and f ∈ L1 with f ≥ 0,
where Pp stands for the p-th power mean. One can ask about possible generalizations of
this property to another families (with sharp constant depending on the mean).
Adapting the notion of Riemann integral, for every weighted mean we define the lower
and the upper integral mean. We prove that every symmetric, monotone, R-weighted mean
on I which is continuous in its entries and weights has at most one continuous extension to
the integral one. Moreover this extension preserves the Hardy constant. This result allows
to extend the latter inequality to the family of homogeneous, concave deviation means.
1. Introduction
Classical Hardy inequality [6] is expressed in two forms (see also Landau [11])
∞∑
n=1
(a1 + · · ·+ an
n
)p
≤
( p
p− 1
) 1
p
∞∑
n=1
apn for p > 1 and a ∈ ℓ
p with an ≥ 0;
ˆ ∞
0
(1
x
ˆ x
0
f(t) dt
)p
dx ≤
( p
p− 1
) 1
p
ˆ ∞
0
f(x)p dx for p > 1 and f ∈ Lp with f ≥ 0.
Knopp [9] extend inequalities above to the case p < 0. With suitable substitution we can
redefine these inequalities in term of power means, that is
∞∑
n=1
Pp(a1, . . . , an) ≤ Cp
∞∑
n=1
an for a ∈ ℓ
1 with an ≥ 0;(1.1a)
ˆ ∞
0
Pp
(
f |[0,x]
)
dx ≤ Cp
ˆ ∞
0
f(x) dx for f ∈ L1 with f ≥ 0,(1.1b)
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where Pp is a (discrete) p-th Power mean and Pp is its integral counterpart. The value of Cp
equals
Cp :=
{
(1− p)−1/p p ∈ (−∞, 0) ∪ (0, 1),
e p = 0,
and these constants are sharp (in the limit case p = 0 it is a result due to Carleman [2]). For
the detailed history of this inequality we refer the reader to the book of Kufner-Maligranda-
Persson [10]. This approach was generalized by Páles-Persson [20] who introduced the notion
of (discrete) Hardy means by replacing the power mean in (1.1a) by an arbitrary mean M
and constant Cp by a constant depending on M, so-called Hardy constant H(M) ∈ (1,+∞]
(this value is sharp by the definition). We say that M is a Hardy mean if its Hardy constant
is finite. In the paper [15] it was proved that
H(M) = lim
n→∞
M
(
n,
n
2
, , . . . ,
n
n− 1
,
n
n
)
for every monotone, homogeneous, concave and repetition-invariant mean M on R+.
In the present paper we are going to generalize (1.1b) in the same way. To this end,
we are going to define integral means as a generalization of weighted mean and deliver
some extension-type results. Important intermediate step is the weighted Hardy property,
introduced recently in [19]. This issue can be sketched in the following way
discrete Hardy
established in 2019
−−−−−−−−−−−→ weighted Hardy
aim of this paper
−−−−−−−−−−→ integral Hardy .
In what follows, we recall the notion of the weighted means. Later we introduce the new
definition of the integral means as the generalization of weighted ones.
At the very end we study another property of means (i.e. distance between means) and
prove that the (abstract) generalization of Deviation means coincides with the natural one.
These results are also applied to the important subset of deviation means – Gini means.
2. Weighted means
Definition of weighted mean first appeared in [16] in the context of so-called Kedlaya
inequality (see also [7, 8]). It generalizes several particular cases of weighted means. We are
going to recall a brief form of this definition. From now on I ⊂ R stands for an arbitrary
interval and R is an arbitrary subring of R. For n ∈ N define the set of n-dimensional weight
vectors
Wn(R) := {(λ1, . . . , λn) ∈ R
n | λ1, . . . , λn ≥ 0, λ1 + · · ·+ λn > 0}.
An R-weighted mean on I is a function M :
⋃∞
n=1 I
n × Wn(R) → I which sattisfies four
axioms: nullhomogeneous in the weights, reduction principle, mean value property and elim-
ination principle. Following [16], let us introduce elementary properties of these means. A
weighted mean M is said to be symmetric, if for all n ∈ N, x ∈ In, λ ∈ Wn(R), and a permu-
tation σ ∈ Sn we have M(x, λ) = M(x◦σ, λ◦σ). Mean M is monotone if it is nondecreasing
in each of its entry. Furthermore M is convex if for every n ∈ N and λ ∈ Wn(R) the mapping
In ∋ x 7→ M(x, λ) ∈ I is convex (or equivalently, by Bernstein-Doetsch theorem [1], Jensen
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convex). Similarly we introduce the definition of concavity. Finally we say that M is con-
tinuous in weights if for all n ∈ N and x ∈ In the mapping M(x, ·) is continuous on Wn(R).
Analogously M is continuous in entries is for all n ∈ N and λ ∈ Wn(R) the mapping M(·, λ)
is continuous on In. Naturally M is continuous in entries and weights if it is continuous on
each In ×Wn(R) (as a multivariable function).
In fact in can be proved that every R-weighted mean admit a unique extension to R∗-
weighted mean (R∗ stands for the quotient field, i.e. the smallest field generated by R).
Moreover this extension preserves few important properties (cf. [16, Theorems 2.2–2.5]).
Thus from now on we always assume that weighted means are defined on the fields. Therefore
every repetition invariant mean (being a Z-weighted mean) can be extend to Q-weighted
mean and, whenever there exists a continuous extension, to R-weighted mean. What is
more, these extensions are uniquely determined and in most cases they coincide with already
known generalizations.
2.1. K-simple functions. Sum-type and integral-type notation. Let us introduce few
useful notions from [16]. Let M be a K-weighted mean on I (here an below K is an arbitrary
subfield of R), n ∈ N and (x, λ) ∈ In ×Wn(K), then
n
M
i=1
(xi, λi) := M
(
(x1, . . . , xn), (λ1, . . . , λn)
)
.
Let us now define so-called K-intervals. We say that D ⊆ R is a K-interval if D is of
the form [a, b) for some a, b ∈ K. For a given K-interval D = [a, b), a function f : D → I
is called K-simple if there exist a partition of D into a finite number of K-intervals {Di}
n
i=1
such that:
(i) supDi = infDi+1 for all i ∈ {1, . . . , n− 1}
(ii) f is constant on each Di.
Then, for a K-weighted mean M on I and K-simple function f like above, we define
(2.1) M f(x)dx :=
n
M
i=1
(
f |Di, |Di|
)
= M
(
(f |D1, . . . , f |Dn), (|D1|, . . . , |Dn|)
)
.
Then M is monotone if and only if for every pair of K-simple functions f, g : D → I with
f ≤ g the inequality Mf(x)dx ≤Mg(x)dx is valid. Similarly M is symmetric if Mf(x)dx =
Mg(x)dx for every pair of equidistributed K-simple functions f, g : D → I. Moreover we
keep the definite-integral-type convention, i.e. M
b
a f(x)dx :=M f |[a,b)(x)dx.
3. Functional and integral means
First, we need to adapt the mean value property to the integral setting. Hereafter whenever
we say about measure without further specifying, we refer to the Lebesgue measure. For
two intervals I, J ⊂ R let L(J, I) be a family of all integrable functions f : J → I. We
abbreviate this notion to L(I) :=
⋃
J bounded L(J, I). Now for all f ∈ L(R) define RG(f) :=
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[inf f, sup f ]. Then a functional mean on I is a function M : X → I such that X ⊂ L(I),
and M(f) ∈ RG(f) for every f ∈ X.
In what follows we introduce few properties of functional means. They are all adapted
from the weighted counterpart. Functional mean M is monotone if for all f, g ∈ X such
that f ≤ g we have M(f) ≤ M(g). We say that M is convex if X is convex and for all
f, g ∈ X and α ∈ [0, 1] we have M(αf + (1 − α)g) ≤ αM(f) + (1 − α)M(g); if the latter
inequality is reversed then M is concave.
Let us now specify two more properties. They are slightly different then the one which were
introduced in a weighted setting. We say thatM is an integral mean (or integral-type mean)
if for all f, g ∈ L(I) such that f = g almost everywhere we have M(f) = M(g). Integral
mean M : X → I is symmetric if for every pair of equidistrubuted functions f, g ∈ L(I) we
have f ∈ X if and only if g ∈ X and M(f) = M(g) (whenever these functions belong to
X).
To show the difference between the functional- and integral-type means let us mention
that sup and inf are function-type while esssup and essinf are integral-type (obviosly they
are functional-type too).
Now we are heading towards the following problem. Let M be a K-weighted mean on
I. Then, as we already proved, M generates an integral mean on a family of all K-simple
functions. We intent to extend this domain. To this end, we modify the definition of the
Lebesgue integral.
Let K be a field, ε ∈ (0,+∞) and f : J → I (I is an interval, J is a bounded interval) be
a Lebesgue measureable function. For ε > 0 we define a neighbourhood of the function
Bε(f) :=
{
g : J → I : g is a K-simple function, |RG g \ RG f | < ε, and ‖f − g‖1 < ε
}
.
Then for a given measureable function f we define the neighbourhood system B(f) :=
({f} ∪ Bε(f))ε>0. This system determines a topology τ on a family of all measureable
functions on J .
Then for a K-weighted mean M on I we define ML, MU : L(I)→ I by
ML(f) := lim inf
g−→
τ
f
Mg(x)dx = lim
ε→0
inf
{
Mg(x)dx : g ∈ Bε(f)
}
,
MU(f) := lim sup
g−→
τ
f
Mg(x)dx = lim
ε→0
sup
{
Mg(x)dx : g ∈ Bε(f)
}
.
Then both ML and MU are functional means on I.
Observe that whenever f is a K-simple function then f ∈ Bε(f) for all ε > 0, thus
ML(f) ≤ Mf(x)dx ≤ MU(f). Therefore whenever ML(f) = MU(f) for some function
f ∈ L(I) then we say that M is well-defined for a function f , and denote it by M0(f). Then
M0(f) = Mf(x)dx for every K-simple function f such that M0(f) is well-defined.
Obviously M0 is continuous in the topology τ in its domain. It implies that if M0 is
integral-type then it is also continuous in L1 ∩ L∞.
Let us now show few preliminary results concerning functional means
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Lemma 3.1. Let I, J be bounded intervals and f : I → J be a Lebesgue integrable function.
Then for every ε > 0 the set Bε(f) is nonempty.
Proof. First, we may assume that I is closed (taking for example lower one-sided limit
whenever necessary). Next, we may assume that K = Q as every K-simple function is also
Q-simple one. Next, as f is Lebesgue integrable, there exists a bounded function f0 : I → R
such that ‖f − f0‖1 <
ε
4
and RG(f0) ⊆ RG(f). Define M := sup{|x| : x ∈ J} + ‖f0‖∞.
Now, by Luzin’s theorem there exists a set E ⊂ I such that |E| < ε
4M
(|E| stands for
a Lebesgue measure of E), I \ E is compact, and f0|I\E is continuous. Then, by Tietze
(Urysohn-Brouwer) extension theorem, there exists a continuous function f1 : I → R such
that:
(1) f0(x) = f1(x) for all x ∈ I \ E,
(2) RG(f1) = RG(f0|I\E) ⊆ RG(f0).
Now, as f1 is continuous, bounded, and defined on a bounded interval, there exists a partition
of I to finitely many Q-simple intervals (Ai)
M
i=1 such that
sup
x∈Ai
f1(x)− inf
x∈Ai
f1(x) <
ε
4|I|
(i ∈ {1, . . . ,M}).
Define g : I → R by g(x) = f1(inf Ai) for all x ∈ Ai and i ∈ {1, . . . ,M}. Then g is a
Q-simple function, RG(g) ⊆ RG(f1), and ‖f1 − g‖∞ <
ε
4|I|
. Then
‖f − f0‖1 ≤
ε
4
,
‖f0 − f1‖1 ≤ |E| · (‖f0‖∞ + ‖f1‖∞) ≤ 2M |E| <
ε
2
,
‖f1 − g‖1 ≤ |I| ‖f1 − g‖∞ <
ε
4
.
Thus, by the triangle inequality,
‖f − g‖1 ≤ ‖f − f0‖1 + ‖f0 − f1‖1 + ‖f1 − g‖1 < ε.
Moreover RG(g) ⊆ RG(f1) ⊆ RG(f0) ⊆ RG(f), which shows that g ∈ Bε(f), in particular
Bε(f) 6= ∅. 
This lemma has an important corollary
Corollary 3.2. For every K-weighted mean M on I both ML and MU are functional means
on I and ML ≤MU .
Indeed, by the previous lemma we know that Aε :=
{
Mg(x)dx : g ∈ Bε(f)
}
is a nonempty
set contained in RG(f) for all ε > 0. Therefore inf RG(f) ≤ inf Aε ≤ supAε ≤ supRG(f).
In the limit case ε→ 0 we obtain desired inequality.
Theorem 3.3. Let M be a K-weighted, convex (or concave) mean on I. Then M0 a
functional-type mean which is well-defined for all Lebesgue measureable functions f with
RG(f) ⋐ I. Moreover M0 is convex (or concave), respectively.
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Proof. Assume to the contrary that there exists a Lebesgue measureable function f : J → I
such that Y := RG(f) ⋐ I and δ := MU(f) − ML(f) > 0. For ε > 0 let Yε be the
ε-neighbourhood of Y , that is Yε := [inf f − ε, sup f + ε].
Take ε0 > 0 such that Y3ε0 ⊂ I and a number C0 ∈ (2,∞) such that{Cp− q
C − 1
: p, q ∈ Yε0, C > C0
}
⊂ Y2ε0.
Fix ε ∈ (0, ε0) arbitrarily. Then, in view of the definition of M
L and MU , there exist
K-simple functions lε, uε ∈ Bε(f) such that |M(lε)−M
L(f)| ≤ ε and |M(uε)−M
U(f)| ≤ ε.
Then RG(lε) ⊆ Yε and RG(uε) ⊆ Yε. Moreover, in view of triangle inequality M(uε) −
M(lε) ≥ δ − 2ε.
Define mε,C :=
1
C−1
(Cuε − lε). Then for all C > C0 we have RG(mε,C) ⊂ Y2ε0 and, by
Jensen’s inequality,
(C − 1)M(mε,C) +M(lε) ≥ CM(
C−1
C
mε,C +
1
C
lε) = CM(uε) ≥ CM(lε) + C(δ − 2ε).
Thus
M(mε,C)−M(lε) ≥
C
C−1
(δ − 2ε) for all C > C0.
On the other hand for every (fixed) C > C0 we have
lim
ε→0
RG(mε,C) = RG(f) and lim
ε→0
‖mε,C − f‖1 = 0,
thus lim
ε→0, τ
mε,C = f . In particular lim sup
ε→0
M(mε,C) ≤M
U(f). Finally
δ = MU(f)−ML(f) ≥ lim sup
ε→0
M(mε,C)−M(lε)− ε ≥ lim
ε→0
C
C−1
(δ − 2ε)− ε = C
C−1
δ > δ,
which leads to a contradiction and ends the proof.
To prove the moreover part let c ∈ (0, 1) and f, g : J → I be two measureable functions,
RG(f) ∪ RG(g) ⋐ I. Then for all ε > 0 there exists fε ∈ Bε(f) and gε ∈ Bε(g) such that
M(fε) < M(f)+ε and M(gε) < M(g)+ε. Thus, as M is convex and both fε, gε are R-simple
functions we have, for all ε > 0,
M(cfε + (1− c)gε) ≤ cM(fε) + (1− c)M(gε) < cM(f) + (1− c)M(g) + ε.
But cfε + (1 − c)gε −→
τ
cf + (1 − c)g so if we take the limit as ε → 0 side-by-side we obtain
M0(cf + (1 − c)g) ≤ cM0(f) + (1 − c)M0(g), which implies that M0 is convex. The case
when M is concave is completely analogous. 
This theorem has an important corollary
Corollary 3.4. Let M be a convex (or concave) K-weighted mean on I. Then the mapping
In ×
(
K ∩ (0,+∞)
)n
∋ (x, λ) 7→M(x, λ) is continuous for all n ∈ N.
Remarkably, this corollary is not necessary true for in In ×Wn(K). For example max is a
convex mean on R which is not continuous in its weights.
Let us now prove semicontinuouity of ML and MU
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Theorem 3.5. Let M be a symmetric, monotone, K-weighted mean on I which is continuous
in its entries and weights. Then
(1) whenever fn ր f then limn→∞M
L(fn) = limn→∞M
U(fn) = M
L(f);
(2) whenever fn ց f then limn→∞M
L(fn) = limn→∞M
U(fn) = M
U(f).
Proof. Assume that I is bounded. As M is symmetric we can assume without loss of gener-
ality that f : [0, 1]→ I is a nondecreasing function. Define
N− :=
{
χ : [0, 1]→ I
∣∣ χ ≤ f and χ is K-simple and nondecreasing};
N+ :=
{
χ : [0, 1]→ I
∣∣ χ ≥ f and χ is K-simple and nondecreasing}.
Then ML(f) = supN− M and M
U(f) = infN+ M. Let θ ∈ (0, 1) and let
N θ :=
{
χ : [0, 1]→ I
∣∣ f(θx) ≤ χ(x) ≤ f(x
θ
) and χ is K-simple
}
.
Define N θ− := N
θ ∩ N− and N
θ
+ := N
θ ∩ N+. Observe that for every χ ∈ N− where exists
χ0 ∈ N
θ
− such that χ ≤ χ0 ≤ f . Thus M
L(f) = supNθ
−
M and MU(f) = infNθ
+
M for all
θ ∈ (0, 1).
But M
θ2
0 χ(x)dx = M
θ
0 χ(xθ)dx ≤ M
L
(
f |[0,θ)
)
for all θ ∈ (0, 1) and χ ∈ N θ. Similarly
M
θ
0 χ(x)dx ≥M
U
(
f |[0,θ2)
)
. Therefore, for all χ ∈ N θ,
θ4
M
0
χ(x)dx ≤ML
(
f |[0,θ2)
)
≤MU
(
f |[0,θ2)
)
≤
θ
M
0
χ(x)dx.
Thus
sup
χ∈Nθ
θ4
M
0
χ(x)dx ≤ML
(
f |[0,θ2)
)
≤MU
(
f |[0,θ2)
)
≤ inf
χ∈Nθ
θ
M
0
χ(x)dx.
Therefore
M
U(f |[0,θ4)) ≤M
L(f |[0,θ2)) ≤M
U
(
f |[0,θ2)
)
≤ML
(
f |[0,θ)
)
.
As f and M are monotone we know that all parts of the above inequality are monotone
functions of θ. Thus, by squeeze theorem,
lim
θ→1
ML
(
f |[0,θ)
)
= lim
θ→1
MU
(
f |[0,θ)
)
.
Therefore, as M is nullhomogeneous we can repeat the same consideration for every ξ ∈
(0, 1) to define m : (0, 1]→ R by
m(ξ) := lim
θրξ
ML
(
f |[0,θ)
)
= lim
θրξ
MU
(
f |[0,θ)
)
.
Then, as f is nondecreasing and M is monotone and continuous it its weights we obtain that
m is nondecreasing (compare Lemma 4.3 below) and
m(ξ) = sup
θ∈(0,ξ)
χ∈N−
θ
M
0
χ(x) dx = sup
χ∈N−
sup
θ∈(0,ξ)
θ
M
0
χ(x) dx = sup
χ∈N−
ξ
M
0
χ(x) dx = ML
(
f |[0,ξ)
)
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It implies that the mapping ξ 7→ML(f |[0,ξ)) is lower semicontinuous. Thus for all sequences
(gn : (0, 1] → I)
∞
n=1 of nondecreasing functions which preserve a plateau (i.e. whenever f is
constant on some interval J then gn|J = f |J for all n ∈ N) such that gn ր f we have
ML(gn)→ M
L(f). Indeed, then there exists a sequence (θn) ր 1 such that f(θnx) ≥ gn(x)
for all n ∈ N and x ∈ (0, 1).
By squeeze theorem it implies thatML(fn)→M
L(f) for every sequence (fn) with fn ր f .
Now observe that if n 7→ fn is strictly increasing that there exists a K-simple function η
with fn ≤ η ≤ fn+1, thus M
L(fn) ≤M
U(fn) ≤Mη(x) dx ≤M
L(fn+1) this implies that
lim
n→∞
ML(fn) = lim
n→∞
MU(fn) = M
L(f).
Proof of the second assertion is analogous. 
This theorem allows to establish a sufficient condition to verify if ML = MU . It is useful
in a several particular cases.
Corollary 3.6. Let M be a symmetric, monotone, K-weighted mean on I which is continuous
in its entries and weights. Assume that there exists an integral mean N on I such that
(1) N(χ) =Mχ(x) dx for every K-simple function χ,
(2) The sequence (N(fn))n∈N is convergent for every uniformly convergent sequence (fn : J →
I)n∈N of monotone functions.
Then ML = MU = N. Moreover this function is continuous in L∞.
4. Applications
4.1. Deviation means. At the moment we apply our results to the family of deviation
(Daróczy) means [3, 4]. They are parametrized by a bivariate function. More precisely a
function E : I × I → R is said to be a deviation if
(a) E(x, x) = 0 for all x ∈ I,
(b) for all x ∈ I, the map y 7→ E(x, y) is continuous and strictly decreasing.
Then, for a deviation E, a number n ∈ N, and a pair (x, λ) ∈ In ×Wn(R), we define a
(weighted) deviation mean DE(x, λ) as the unique solution y of the equation
λ1E(x1, y) + · · ·+ λnE(xn, y) = 0.
We restrict our consideration to continuous deviations only (i.e. E is continuous as a
bivariate function). Then DE is the R-weighted mean on I which is continuous in entries
and weights.
Theorem 4.1. Let E : I × I → R be a continuous deviation. Then D0E is well defined for
every measureable function f : J → I with f(J) ⋐ I. Moreover D0E(f) is the unique solution
y of the equation ˆ
J
E(f(t), y) dt = 0.
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Proof. Let I0 be a compact interval with f(J) ⋐ I0 ⋐ I. We use Corollary 3.6. The first
condition is obvious by the definition. Now let (fn : J → I0) be a family of monotone
functions which are uniformly convergent to f =: f0. Define a function en : I
0 → R (n ∈
N ∪ {0}) by
en(y) :=
ˆ
J
E(fn(x), y) dx
As y 7→ E(x, y) is strictly decreasing, then en is strictly decreasing too. Moreover en is
continuous for every n ∈ N∪{0}. Thus there exists exactly onemn ∈ I such that en(mn) = 0.
Moreover, as (fn) converges uniformly to f0 and E is uniformly continuous on I
2
0 we have
en → e0 uniformly.
Let l := lim infmn and u := lim supmn. Take a subsequence (nk) such that l = limmnk .
Now, for all y0 > l there exists k0 ∈ N such that enk(y) < 0 for all y > y0 and k > k0.
Therefore e0(y) ≤ 0 for all y > l. As e0 is strictly decreasing we get e0(y) < 0 for all y > l.
Similarly e0(y) > 0 for all y < u.
Finally as l ≤ u, and e0 is continuous and strictly decreasing, we obtain that y = l = u
is the unique solution of the equation e(y) = 0. It also implies that the sequence (mn) is
convergent to y. Therefore by Corollary 3.6 we obtain that D0E is well-defined for every
measureable function (satisfying the mentioned additional condition). 
4.2. Comparability. In this short section we present a single result concerning compara-
bility of the integral means. By comparability we understand the conditional comparability.
More precisely for X, Y ⊂ L, two means M : X → R and N : Y → R are comparable
(say M ≤ N) if M(f) ≤ N(f) for all f ∈ X ∩ Y . It is important to stress that this property
is not transitive in general (see [14] for details).
Let us state the easy lemma. Its proof is a direct consequence of the definition of integral
means.
Lemma 4.2. Let M,N be two K-weighted means on I with M ≤ N. Then ML ≤ NL and
MU ≤ NU .
4.3. Hardy property. In this section we deliver a brief introduction to the Hardy property
and its extension to integral means. This introduction is inspired by [18], especially Theorem
2.8 therein. Let M be a symmetric and monotone K-weighted mean on I with inf I = 0. We
define a Hardy constant H(M) as the smallest extended real number such that
∞∑
n=1
λnM
(
(x1, . . . , xn), (λ1, . . . , λn)) ≤ H(M)
∞∑
n=1
λnxn
for every all-positive-elements sequences (xn)
∞
n=1 and (λn)
∞
n=1 of elements in I and K, respec-
tively.
Now we can introduce the integral counterpart of this notion. Namely, for a functional
meanM on I we define a Hardy constant H(M) as the smallest extended real number such
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that ˆ ∞
0
M
(
f
∣∣
[0,t)
)
dt ≤ H(M)
ˆ ∞
0
f(t) dt
for every integrable function f : [0,+∞)→ I. First, let us recall one lemma
Lemma 4.3 ([19], Lemma 5.1). Let M be a K-weighted, monotone mean on I and a ∈
K ∩ (0,∞). Then, for any nonincreasing K-simple function f : [0, a) → I, the mapping
F : K ∩ (0, a]→ I given by F (u) :=M
u
0 f(t) dt, is nonincreasing.
Now we are in the position to prove the main result of this section.
Theorem 4.4. Let M be a symmetric and monotone K-weighted mean on I with inf I = 0.
Then H(ML) = H(MU) = H(M).
Proof. By ML ≤ MU we have H(ML) ≤ H(MU). We prove two remaining inequalities:
(i) H(M) ≤ H(ML) and (ii) H(MU) ≤ H(M).
Part (i). Fix H ∈ [1,H(M)). By the definition (see [18, Theorem 2.8]) there exists a
sequence (λn) with
∑∞
n=1 λn =∞ and (xn) ∈ ℓ
1(λ) such that
(4.1)
∞∑
n=1
λn
n
M
i=1
(xi, λi) ≥ H
∞∑
n=1
λnxn.
By Lemma 4.3 we can assume that (xn) is nonincreasing. Define ΛN :=
∑N
n=1 λn for N ∈ N,
Λ0 := 0, and χ : [0,∞)→ I by
χ(t) = xn for t ∈ [Λn−1,Λn) where n ∈ N.
Thus we can rewrite (4.1) as
∞∑
n=1
λn
Λn
M
0
χ(t) dt ≥ H
ˆ ∞
0
χ(t) dt.
As χ is K-simple we have
∞∑
n=1
λnM
L
(
χ|[0,Λn)
)
≥ H
ˆ ∞
0
χ(t) dt.
But as χ is nonincreasing and ML is monotone for all u > u′ we have
ML
(
χ|[0,u)
)
= ML
(
χ( u
u′
· )|[0,u′)
)
≤ML
(
χ|[0,u′)
)
,
i.e. the mapping u 7→ML(χ|[0,u)) is nonincreasing. Therefore
∞∑
n=1
λnM
L(χ|[0,Λn)) ≤
ˆ ∞
0
ML(χ|[0,u)) du.
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This implies
H
ˆ ∞
0
χ(t) dt ≤
∞∑
n=1
λnM
L(χ|[0,Λn))
≤
ˆ ∞
0
ML(χ|[0,u)) du ≤ H(M
L)
ˆ ∞
0
χ(t) dt,
which simplifies to H ≤ H(ML). Therefore, as H ∈ [1,H(M)) was taken arbitrarily, we
obtain H(M) ≤ H(ML).
Part (ii). Fix M, K ∈ N and let fM : [0,M)→ I be a measureable function. Then there
exists a function g ∈ B1/K(fM) with g ≥ fM . Let h be a nonincreasing rearrangement of g.
Then, in view of Lemma 4.3 we have M
t
0 g(u) du ≤M
t
0 h(u) du for all t ∈ K+. Thus, for
all u ∈ K+ ∩ [0,M),
MU
(
fM
∣∣
[0,u)
)
≤
u
M
0
g(t) dt ≤
u
M
0
h(t) dt .
If we take the upper-Riemann integral side-by-side we get
ˆ M
0
MU
(
fM
∣∣
[0,u)
)
du ≤
ˆ M
0
u
M
0
h(t) dt du .
But as h is nonincreasing, so is u 7→ M
u
0 h(t) dt. Define hK : [0,M) → I by hK |[ i−1
K
, i
K
) =
h( i−1
K
) for all i ∈ {1, . . . , KM}. Then h ≤ hK . Consequently
ˆ M
0
MU
(
fM
∣∣
[0,u)
)
du ≤
ˆ M
0
u
M
0
h(t) dt du =
KM∑
n=1
ˆ n
K
n−1
K
u
M
0
h(t) dt du
≤
1
K
KM∑
n=1
M(hK(0), hK(1), . . . , hK(n)) ≤
H(M)
K
KM∑
n=1
hK(n)
≤ H(M)
(hK(0)
K
+
ˆ M
0
h(x)dx
)
= H(M)
(hK(0)
K
+
ˆ M
0
g(x)dx
)
But as g ∈ B1/K(fM) we have ‖fM − g‖1 ≤
1
K
. Moreover hK(0) = h(0) for all K ∈ N,
whence ˆ M
0
MU
(
fM
∣∣
[0,u)
)
≤ H(M)
(h(0) + 1
K
+
ˆ M
0
fM(x)dx
)
.
If we take a limit K →∞ we get
ˆ M
0
MU
(
fM
∣∣
[0,u)
)
≤ H(M)
ˆ M
0
fM(x)dx.
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For M → ∞ we can consider fM to be a restriction of f to the interval [0,M). Then we
obtain ˆ ∞
0
MU
(
f |[0,u)
)
≤ H(M)
ˆ ∞
0
f(x)dx,
which implies H(MU) ≤ H(M). 
Let us now show the important corollary. Namely, for p, q ∈ R we can define the function
χp,q : R+ → R by
χp,q(x) :=


xp − xq
p− q
if p 6= q,
xp ln(x) if p = q.
Then for every p, q ∈ R, function Ep,q : R
2
+ → R defined by
Ep,q(x, y) := y
pχp,q
(x
y
)
is a deviation function on R+. The weighted deviation mean generated by Ep,q will be
denoted by Gp,q and called the Gini mean (of parameter p, q) (cf. [5]). Mean Gp,q has the
following explicit form:
(4.2) Gp,q(x, λ) :=


(
λ1x
p
1 + · · ·+ λnx
p
n
λ1x
q
1 + · · ·+ λnx
q
n
) 1
p−q
if p 6= q,
exp
(
λ1x
p
1 ln(x1) + · · ·+ λnx
p
n ln(xn)
λ1x
p
1 + · · ·+ λnx
p
n
)
if p = q.
Clearly, in the particular case q = 0, the mean Gp,q reduces to the pth power mean Pp. It
is also obvious that Gini means are continuous in their entries and weights and Gp,q = Gq,p.
According to Losonczi [12, 13], Gini mean Gp,q is monotone for all (p, q) with pq ≤ 0.
Moreover it is known [15, Corollary 4.2] that
(4.3) H(Gp,q) =


(
1− q
1− p
) 1
p−q
p 6= q and min(p, q) ≤ 0 ≤ max(p, q) < 1,
e p = q = 0,
+∞ min(p, q) > 0 or max(p, q) ≥ 1.
In the case max(p, q) < 0 the value of H(Gp,q) is unknown (but finite). Then by Theorem 4.1
Gini means admit unique extensions to integral means. By Corollary 3.6 it is easy to verify
that for every p, q ∈ R, the mean G0p,q is given by
G0p,q(f) :=


(´
f(t)p dt´
f(t)q dt
) 1
p−q
if p 6= q,
exp
(´
f(t)p ln f(t) dt´
f(t)p dt
)
if p = q,
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where f : J → R+ is a measureable function such that this means are well defined, i.e.
G0p,q : L(R+) ∩ L
p ∩ Lq → R+ for p 6= q,
G0p,q : L(R+) ∩ L
p ∩ (Lp log+ L)→ R+ for p = q.
By Theorem 4.4, we obtain H(G0p,q) = H(Gp,q) whenever pq ≤ 0. Applying test function
f(t) = e−t we can check that this equality is also valid for min(p, q) > 0. Therefore (4.3)
remains valid with H(Gp,q) replaced by H(G
0
p,q). If max(p, q) ≤ 0 then, as G
0
p,q is nondecreas-
ing in p and q we get H(G0p,q) ≤ H(G
0
0,0) = e. In particular these integral means are Hardy.
This is a solution of the problem posted in [10, Problem 4, p. 89].
At the very end, let us mention the following theorem related to deviation means
Theorem 4.5 ([17], Theorem 3.4). Let f : R+ → R be a strictly increasing concave function
with f(1) = 0. Then E(x, y) := f(x
y
) is a deviation, corresponding mean DE is a Hardy
mean if and only if ˆ 1
0
f
(1
t
)
dt < +∞
and, if the above inequality holds, then its Hardy constant is the unique positive solution c
of the equation ˆ c
0
f
(1
t
)
dt = 0.
Applying Theorems 4.1 and 4.4 above, we obtain that this theorem remains valid for the
integral deviation means D0E, too.
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