where (ri) and 2 i are the measured values of the correlation function and its variance (e.g., from bootstrap resampling) at a separation ri.
Strictly speaking, the process of 2 minimization is valid only if the errors of the correlation function at a xed separation are Gaussian distributed and if the values at dierent separations are uncorrelated. The power law model is usually t to the data for r < 20 h 01 Mpc; since these separations are typically much smaller than the size of the sample, the central limit theorem ensures that the distribution of errors will be approximately Gaussian. In order to check this, we computed the correlation function for 100 mock IRAS observers for the CDM simulations discussed in x 2.2. The skewness in the distribution of the 100 correlation functions was consistent (within the expected 1 errors) with zero for scales s > 2 h 01 Mpc, although on smaller scales the distributions showed signicant positive skewness. Thus, the assumption of Gaussian errors in the correlation function is reasonable.
However, because of the correlation between values of (r) at dierent separations, the probability that a set of measured values will be consistent with a given power-law model will not be described by the product of the individual probabilities of measuring each point, but rather by a ND dimensional multivariate Gaussian, where ND is the number of data points.
Here, we use principal component analysis (e.g., Kendall 1975) to derive a set of linear combinations of the measured values which are statistically independent, by nding the matrix which diagonalizes the covariance matrix of the measured values. Let us assume that we have measured the correlation function at ND dierent separations and that at each separation, r, we have N dierent estimates of (r) obtained by bootstrap realizations of the correlation function; these estimates will be denoted by (j) (ri) for the j th estimate at a separation ri. For convenience, these variables can be made to have zero mean and unit variance, 
Because the points are correlated, the covariance matrix has nonvanishing o-diagonal elements. However, if the covariance matrix has non-vanishing determinant, its symmetry guarantees the existence of a diagonalizing matrix, R. The columns of matrix R are composed of the eigenvectors of the covariance matrix. Thus the covariance matrix is diagonalized by a unitary transformation. Given the matrix R, one can dene the linear combinationsx (m) i R T ik x (m) k , which are linearly independent, and thus can be used in a simple 2 statistic, which we call L.
If the residuals in the correlation function and the power law model with parameters r and have Gaussian distributions, then L will be distributed like 2 with = ND 0 2 degrees of freedom about its minimum value. The absolute goodness of t of the model is given by the probability, Q( 2 j), that a 2 distribution with degrees of freedom will exceed the observed value 2 by chance. Q( 2 j) is given by the incomplete gamma function (cf. 
Values of Q near unity indicate the model is an adequate representation of the data.
The joint condence intervals for r and can be determined by computing L for a grid of values of r and . The 68, 90, and 99% condence intervals for the model parameters measured jointly are the areas enclosed by the contours 1L = 1:15; 2:305, and 4.605, corresponding to the 1 2 condence intervals for a model with two parameters (cf., Press et al. 1992 ). The condence interval for each parameter can be derived by projecting the condence intervals appropriate for one degree of freedom (e.g., 1 2 = 1 for the 68% level) onto the axis that corresponds to the desired parameter. Figure 12 ; their results are consistently higher than those determined from the 1.2 Jy survey but the 1.2 Jy 2 (l) are within their quoted 1 errors for all reported cell sizes (cf., Table 4 ). The open squares in Figure 12 represent the values of 2 (l) derived here from the IRAS 1.2 Jy (s). The triangles in Figure 12 show the variances in cubical cells in volume limited subsamples of the QDOT survey (Efstathiou et al. 1990b; hereafter E90); the error bars on the triangles shown in Figure 12 are their quoted 95% condence intervals. The closed stars in Figure 12 show an estimate of the variances in the QDOT survey derived from a Gaussian smoothed galaxy density eld (Saunders et al. 1991) along with the corresponding 2 errors. Also shown as the open stars in Figure 12 (and in Table 4 ) are the variances derived directly from the 1.2 Jy survey by computing the number counts in spheres randomly placed within volume limited subsamples (Bouchet et al. 1993 ). We have used the approximation given in Bouchet et al. to scale their variances to the corresponding variances in cubical cells. In Fisher et al. (1993a), we derive the Fourier conjugate of the correlation function, the power spectrum, P(k), for the 1.2 Jy IRAS survey. The variances derived from the power spectrum are listed in Table 4 and are shown as the open circles in Figure 12 .
The agreement between the 1.2 Jy variances derived from (s), P(k), and direct counts is striking. The error-weighted mean variances over the determinations from the 1.2 Jy sample are shown in Table 4 . The 1.2 Jy IRAS variances, however, appear discrepant (at greater than the 95% condence level) with the results of E90 for the 20, 30, and 40 h 01 Mpc cell sizes. It has been suggested that the QDOT estimate of the variance at 40 h 01 Mpc could be a statistical uke (Park 1991); the disagreement between the two samples on smaller scales, however, seems to suggest an underestimation of the errors in the QDOT 2 (l) by E90.
We have begun a collaboration with George Efstathiou to compare the 1.2 Jy and QDOT survey density elds point by point to resolve the discrepancies found in Figure 12 ; the results of this work will be presented at a later date. the inherent problems of normalizing models to the data due to uncertainties in redshift distortions and non-linear eects, the measured (s) appears to favor cosmological models with more power on large scales than predicted by the standard CDM model. This result is in agreement with our analysis of the 1.2 Jy power spectrum (Fisher et al. 1993a ) and indicates that the shape of the IRAS power spectrum (or (r)) diers from that predicted by the standard CDM model. A quantitative statement, however, is not possible without accounting for non-linear eects, redshift space distortions, and the possible biases in dening error bars with bootstrap resampling. We see clear evidence for redshift distortions in our maps of the full correlation function (rp; ): an elongation along on small scales due to nonlinear clustering and a compression along rp due to the large scale coherent motion of the galaxies. By projecting out the redshift distortions, we have recovered the real space correlation function, (r), which, over the scales over which it can be reliably determined, is in excellent agreement with the previous work of Saunders et al. (1992) . The small scale \Finger of God" distortion has been seen clearly in previous investigations of optical catalogs, but this is the rst redshift survey with the combination of sampling and volume to reliably detect the attening of the (rp; ) contours on large scales (cf., Hamilton et al. 1991). The distortions seen in the (rp; ) contain useful information about the nature and coherence of the peculiar velocity eld. The results of our modeling of (rp; ) can be found in the second paper of this series (Fisher et al. 1993b ).
The real and redshift space correlation functions give accurate values for the overall normalization (8) of the density elds in both real and redshift space. The real space normalization, 8 = 0:69 6 0:04, is 30% lower than the equivalent normalization for optical galaxies (8 = 1); this dierence should be kept in mind when comparing theoretical models to results from the IRAS database. While the two-point correlation functions provide robust and easily interpreted measures of galaxy clustering they discard information, such as phases, about the galaxy distribution. In particular the redshift space correlation function (s) is merely the rst moment of the full two dimensional correlation function, (rp; ). By modeling the full structure seen in the (rp; ), one can gain insight about the nature of the peculiar velocity eld; this is the goal of the second paper in this series. Table 4 . the optical to IRAS bias ratios. For the real space IRAS (r) listed in Table 1 The 8 subscript is given on the bias ratio in the above equation to emphasize the fact that it is determined on scales which could be contaminated by nonlinear evolution. The optical to IRAS bias ratio given above is consistent with that reported by from an analysis of the correlation functions of optical and IRAS galaxies in redshift space.
We can also compute the variances directly from the redshift space correlation function by integrating a spline t to (s) in Equation 17. Table 4 gives the results for 2 (l), dened as the variance of counts in cubical cells with sides of length l h 01 Mpc. The error estimates for 2 (l) given in Table 4 are one half the dierence of the variances obtained with all the points in the spline t to (s) perturbed up and down, respectively, by their 1 bootstrap errors (cf., x 2.2). These errors are undoubtedly overestimates since the bootstrap errors overestimate the true errors (cf., Figure 2 ) and because the individual bins in (s) are not 100% correlated. Therefore, one should exercise caution in drawing rigorous conclusions from these error estimates.
In Figure 12 , we compare the values of 2 (l) inferred from our correlation function with previous results in the literature as well as with other determinations from the 1.2 Jy survey. The precise numbers and error estimates for the data in Figure 12 are given in Table 4 . Our results for 2 (l) determined from (s) can be directly compared with the results of Moore et IRAS bias factors may be partly explained by the underrepresentation of IRAS galaxies in cluster cores; however, Strauss et al. (1992a) show that optical galaxies are more strongly clustered than IRAS galaxies outside of clusters.
COUNTS
A very useful moment of the correlation function is given by the separation averaged value of (r) in a volume, V ,
2 has the simple physical interpretation as the variance of counts (in excess of Poisson) in the volume, i.e., h(N 0 nV ) 2 i = nV + n 2 V 2 2 ; 
The integrand in the second expression for wp(rp) is the correlation function in real space. If we model (r) as a power law, the integral for wp(rp) can be performed analytically to give wp(rp) = rp r rp 
where 0(x) is the usual Gamma function. We have constructed wp(rp) from the map of (rp; ) given in Figure 10 by numerically performing the integration in Equation 13 ; the resulting wp(rp) is shown in Figure 11 . We then t a power law to wp(rp) using Equation 15 and the method described in Appendix A. We use a set of 25 bootstrap resamplings to provide an error estimate for the t. The recovered real space correlation function is (1 errors 
The condence intervals for (r; ) are shown in the left hand panel of Figure 8 . The power law wp(rp) for the best t Figure 8 . 68, 90, and 99% condence intervals for optimal weighted ux limited samples. The left hand panel is the correlation function in real space, (r), derived from the deprojection of (rp; ). The right hand panel corresponds to the redshift space correlation function, (s). Overestimation of errors by the bootstrap process may mean that these condence intervals are too wide.
we can dene both a separation in redshift space and observer's line of sight by s = v1 0 v2 and l = 1 2 (v1 + v2) respectively.
We then dene separations which are parallel () and perpendicular (rp) to the line of sight, 
where NDD(rp; ) and NDR(rp; ) refer to data-data and data-random pairs with separations and rp respectively. Figure 10 shows (rp; ) for the full 1.2 Jy IRAS sample. The (rp; ) in Figure 10 was computed using all the galaxies in the ux-limited sample in the redshift range 500 < cz < 30; 000 km s 01 using the minimum variance weights given in Equation 4 , with bin widths and separations of 1 h 01 Mpc. The contours are linear with 1(rp; ) = 0:1 for (rp; ) < 1 and logarithmic (0.1 in dex) for (rp; ) > 1; the heavy contour denotes (rp; ) = 1 while the dashed curves denotes negative contours, (rp; ) < 0. The dotted concentric curves correspond to the redshift space correlation function, (s), at (s)= 1.0, 0.5, and 0.25. For graphical clarity, the map has been twice smoothed by a 1-2-1 boxcar in each direction. The small scale distortion discussed above is evident as the stretching of the (rp; ) contours along the direction for values of rp < 2 h 01 Mpc.
The weak compression of the contours along the axis for rp > 5 h 01 Mpc is the signature of the large scale redshift distortion.
In a companion paper (Fisher et al. 1993b) we present a detailed study of the redshift distortions using (rp; ). In this paper, however, we limit our analysis of (rp; ) to a recovery of the correlation function in real space. Following Davis & The long dashed curve in Figure 9 shows the correlation function for a hybrid universe containing both CDM and HDM. The correlation function was computed from the power spectrum given in Holtzman (1989) corresponding to a universe with 70% of its mass in the form of CDM and 30% in the form of a massive neutrino. The curve shown is for a Hubble constant, h = 0:5. This model seems to t the IRAS (s) reasonably well; it has also been noted (Wright et al. 1992 ) that this model is in good agreement with the COBE measurements, and has the potential to solve a number of other cosmological puzzles Up to now, we have been measuring the correlation function in redshift space, (s). The redshift space correlation function diers from the correlation function in real space on both small and large scales. On small scales, internal random motions in bound groups of galaxies lead to structures elongated along the line of sight in redshift space (the so-called \ngers of God"). On large scales, the peculiar velocities of galaxies also lead to a distortion of the correlation function, now due to coherent motions of galaxies rather than the randomized velocities characteristic of virialized groups. Imagine an overdense region of space which induces the coherent infall of nearby galaxies. When viewed in redshift space, galaxies in the foreground of the overdensity will have redshifts in excess of their distances because their velocities will be owing away from the observer and towards the overdensity. Conversely, objects behind the overdensity will have peculiar velocities directed towards the observer and will thus have redshifts which are less than their actual distances. The combined eect is to compress the structure along the observer's line of sight (cf., Kaiser (1987) for a quantitative discussion of this eect within the context of linear theory). We quantify the eects of the redshift space distortions by computing the correlation function as a function of separations parallel and perpendicular to the observer's line of sight. Explicitly, given a pair of galaxies with redshift positions, v1 and v2, The dotted curve in Figure 9 shows the CDM spectrum for = 0:2 and h = 1:0 and with a cosmological vacuum energy density of 3 = 0:8. This model has signicantly more power than does standard CDM; Efstathiou et al. (1990a) have shown that this model nicely ts the angular correlation function from the APM galaxy survey. This model provides a much better t to the IRAS 1.2 Jy (s) than does standard CDM, as it does for the IRAS power spectrum (Fisher et al. 1993a) .
We also show the correlation function for three models based on structure formed by topological vacuum defects in the early universe. The short dashed-dotted curve corresponds to a CDM universe seeded with cosmic strings (Albrecht & Stebbins 1992a). This model produces excessive small scale power and insucient correlations on large scales to be consistent with the IRAS results. The short dashed curve in Figure 9 shows the correlation function for another string model; in this case the mass density of the universe is dominated by Hot Dark Matter (HDM) in the form of a massive neutrino (Albrecht & Stebbins 1992b). The free streaming HDM tends to suppress small scale uctuations. Consequently, when normalized to galaxy scales, the eect of HDM is to boost the amount of large scale power relative to the CDM+strings model. The HDM+strings (s), however, still lacks sucient amplitude on scales > 10 h 01 Mpc to be consistent with the IRAS (s).
The long dashed-dotted curve in Figure 9 corresponds to a CDM universe seeded by textures with h = 0:5 and = 1 (cf., Gooding, Spergel, & Turok 1991). The curve shown was derived from the power spectrum of Turok (1991) as quoted A, we derive a best t correlation function for 1 < s < 13 h 01 Mpc of s = 4:53 +0:21 00:22 and = 1:28 +0:06 00:02 (where the errors are 1 , cf., Table 1 ). On larger scales, (s) begins to deviate from a simple power law. Bouchet et al. (1993) found a steeper power law on small scales, = 1:59. As they discuss, this discrepancy is probably due to a weak luminosity segregation eect: the optimally weighted correlation function on the smallest scales is largely determined by nearby pairs of low luminosity, which show weaker correlations than do the bulk of the galaxies, slightly decreasing the derived .
The condence intervals for (s; ) using the minimum variance weighting scheme are shown in the right-hand panel of Figure 8 . The constraints on the model parameters are much tighter than for the volume limited subsamples (cf., Figure 4) , due both to the larger number of galaxies and to the use of the minimum variance weights. (1992) . This approach relies on the proper modeling of the peculiar velocity eld and redshift errors; these points are addressed in the second paper of this series (Fisher et al. 1993b ).
In Figure 9 , we compare the IRAS 1.2 Jy (s) with a variety of linear theory models. The linear theory models have been normalized so that the variance in a sphere of radius 8 h 01 Mpc matches the observed variance of IRAS galaxies when measured in redshift space, 8 = 0:8 (cf., x 5 below). Figure 9 should not be used as a basis for quantitative comparisons between dierent models, for at least three reasons: the models do not include non-linear eects, redshift distortions change the shape of (s) in the transition regime where (s) 1, and the bootstrap errors on the derived (s) are probably overestimated We extracted four dierent subsamples from the 1.2 Jy survey, which were volume-limited at 60, 80, 100, and 120 h 01 Mpc and contained 876, 766, 704, and 575 galaxies, respectively. For each subsample, we created a random catalog of 5000 points uniformly distributed in the volume of space outside the IRAS catalog's excluded zones. Error estimates were made from 50 bootstrap resamplings of the data (cf., x 2.2 above). The resulting correlation functions, (s), and the associated bootstrap errors are shown in Figure 5 .
We have performed power law ts to the correlation functions, (s) = (s=s) , for separations 1 < s < 13 h 01 Mpc. The results are shown in Table 1 . The values of (s) at dierent separations are not statistically independent; Appendix A describes a method to t power laws taking this covariance into account. The 68, 90, and 99% condence intervals for the (s; ) for each volume limit are shown in Figure 6 . Table 1 We see no evidence for a correlation between s and the depth of the sample in the 1.2 Jy survey as might be expected if the galaxy distribution on these scales were a pure fractal (e.g., Pietronero 1987). The same conclusion was reached by Davis et al. (1988) in an analysis of volume limited subsamples of all galaxies in the current sample with uxes greater than 1.936 Jy (Strauss et al. 1990 (Strauss et al. , 1992a . Bouchet et al. (1993) did in fact nd a weak correlation between clustering strength in the IRAS 1.2 Jy sample and the volume limiting radius, which they interpreted as a luminosity eect. However, it was largely limited to smaller volumes than those probed in Figure 5. 
Optimal Weighting: (s) on Large Scales
In an eort to make full use of the data, we have also computed (s) from the entire ux-limited survey using the minimum variance weights described in x 2.1. We use all the data with redshifts in the interval 500 km s 01 < s < 30,000 km s 01 and a random background catalog containing 50,000 points. The resulting correlation function is shown in Figure 7 and listed in Table 2 . The errors shown in Figure 7 are the bootstrap errors over 25 resamplings of the data (cf., x 2.2). The correlation function is described quite well by a power law correlation function on scales < 20 h 01 Mpc. Using the method in Appendix As our rst check, we extracted subsamples volume-limited to 60 h 01 Mpc from the mock catalogs; the average of the resulting (r) over the ten realizations is shown in Figure 3 (dots) along with the linear theory prediction (solid line) and that calculated from pair counts of the full N-body simulation (dashed line). The mean correlation function from the ten observers recovers the true (r) in an unbiased way on all scales. However, the statistical uncertainties in (r) become very large when (r) 1. We then proceeded to compute (r) using ux-limited subsamples and the minimum variance weights given in Equation 4 ; we used the linear theory CDM (r) to compute the J3(r) needed in the weighting function. The results of this test are shown in Figure 4 . We found that the inferred (r) was once again consistent with the true (r) on all scales. Notice in particular that the scatter in the estimates of (r) (the error bars in Figures 3 and 4) is greatly reduced when (r) is computed from the full ux limited catalog rather than from volume limited subsamples; although the intrinsic sample to sample variations are identical in the two cases, the statistical uncertainties in the estimates of (r) are reduced signicantly both by the optimal weighting strategy and by the increased number of galaxies in the ux limited catalog. 3 THE IRAS REDSHIFT SPACE CORRELATION FUNCTION
Volume Limited Subsamples
The use of volume limited subsamples to compute (s) is very straightforward via Equation 2; the results are easy to interpret because the galaxies used are selected from a relatively narrow range of luminosities. As we saw in the previous section, however, the volume limiting procedure discards a large portion of the available data and hence information on the correlation function. The reduced number of galaxies in the volume limited samples increases the uncertainty in the background density estimate, making it dicult to determine (r) on scales > 20 h 01 Mpc.
The subsample volume-limited to a depth R contains all those objects in the full ux limited sample with redshift < R and whose luminosity is greater than that of an object at the ux limit at redshift R. We compute the luminosity of each galaxy using the full relativistic and color correction machinery described in Fisher et al. (1992) ; in practice, these corrections make little dierence for analyses made in this paper. We use uniform weights, w = 1, to compute the redshift space correlation function, (s). The mean densities nR and nD are merely the total number of real galaxies and random galaxies, respectively, divided by the volume (accounting for the excluded regions) of the volume-limited subsamples. . For each catalog, we compute the redshift space correlation function using the optimal weighting scheme described in the previous section. In addition, we perform 100 bootstrap resamplings for each of the ten mock samples.
The standard deviation of the determined correlation function from each mock IRAS sample is a measure of the ensemble error; it is given by the solid curve in Figure 2 . The bootstrap error averaged over the ten samples is shown in Figure 2 by the dotted curve; it is much smoother than the ensemble errors because it is based on 100 times more realizations. Finally, the \weighted Poisson" error at separation is dened as WP() (1 + ())(NDD()) 01=2 , where NDD() is the weighted number of pairs at that separation (cf., Equation 3); this is shown as the dashed curve in the gure. The lower panel shows ratios of the bootstrap and weighted Poisson errors to the ensemble errors. The bootstrap and weighted Poisson errors agree very well on large scales, but both overestimate the ensemble error by roughly a factor of two. The realizations from which the ensemble errors were derived were drawn from a single N-body realization of the CDM power spectrum, which will cause the ensemble errors to be somewhat underestimated (Fisher et al. 1993a ). Ideally one would like to compute the ensemble errors with an ensemble of independent simulations but this is computationally impractical. However, the bulk of the discrepancy between the ensemble and bootstrap errors is due to the bias of bootstrap methods for errors in correlation statistics.
Given this, our ideal approach would be to do a large series of N-body simulations of a model with power spectrum well matched by the real data, and use them to dene errors and covariances in the correlation functions (cf., Fisher et al. 1993a). This is computationally infeasible, and thus we use bootstrap errors and covariances (cf., Appendix A) throughout this paper (except in x2.3 below), keeping in mind that they are probably overestimates of the true error.
Tests of the Method
We now test our technique, and search for possible systematic errors, by determining the correlation function in a sample for which we know the correct correlation function, namely one drawn from an N-body simulation. We use the mock IRAS simulations drawn from CDM simulations discussed in the previous section. In these catalogs, the full nonlinear real space correlation function is accurately known from pair counts using the full simulation. For this test, the mock catalogs were in real space and therefore not distorted by redshift space eects. 
Estimation of Statistical Errors
In order to perform ts to the correlation function , we need to assess errors on as a function of position; moreover, because the values of at dierent separations are correlated, we also need the o-diagonal terms in the covariance matrix (Appendix A). The standard method for computing correlation function errors is through the technique of bootstrap resampling (Ling, Frenk, & Barrow 1986) . With this technique, one creates a series of N bootstrap data sets of the same size as the original data set by randomly assigning positions to the bootstrap galaxies from the list of positions in the original data (sampling with replacement); consequently some of the galaxy positions in the original data set will occur several times in a given bootstrap data set while others will not be represented. Since the assignment of positions in the bootstrap data sets is performed randomly, the mean of the correlation functions determined from the series of bootstrap data sets will approach the correlation function of the original data set. However, although the bootstrap method gives an unbiased estimator of the underlying distribution of any point process in the limit of large N (Efron 1981; Lupton 1993), there are certain statistics for which the bootstrap will not properly estimate the variances (e.g., Rubin 1981; Press et al. 1992). For correlation statistics, there are two problems. First, if the correlation function is computed in a small volume, then it may be very dierent from the global or ensemble mean value of the correlation function predicted by a given theory, simply because the volume of space probed may not be representative of the universe as a whole. This component of the error can be calculated given a model for the underlying power spectrum, either analytically (in which case, one needs to know the three and point correlation functions as well; Mo, Jing, & B orner 1992), or from an N-body simulation; see below. In any case, this ensemble error, arising from the nite computational volume, is not reected in the bootstrap error, and the bootstrap error is an underestimate. The second problem is due to the sparse sampling by galaxies of the underlying density distribution which we assume the galaxies trace. The problem can best be illustrated by imagining using bootstrap methods to assess the statistical signicance of a void seen in the galaxy distribution. No matter how many bootstrap realizations are done, the void will remain empty, thus underestimating the error associated with the density estimate (Santiago & Strauss 1992). A similar argument shows that discreteness eects cause bootstraps to overestimate the variance in the density eld estimate in overdense regions, and as the derived correlation function is heavily weighted by the densest regions, we predict that the bootstrap errors will be an overestimate of the true errors.
This point can be illustrated as follows. ; (4) where (r) is the selection function of the sample with redshifts (such that for a homogeneous distribution of galaxies, the number density of objects in the sample is nD(r)), and J3() R 0 dr r 2 (r). Equation 4 has reasonable properties. In the limit of galaxy pairs at small distances, r, we have 4nDJ3()(r) > 1, so w / 1=(r), giving equal volume weighting to the pairs; this is desirable since these galaxies are well sampled and most pairs are not independent. On the other hand, distant galaxies have (r) 1, and structures are not well sampled. Consequently, in this limit, each galaxy is assigned equal weight, i.e, w ! 1, in order to avoid excessive weighting of undersampled zones. 
Ideally one should compute (r) iteratively, i.e., assume an initial guess for (r), then compute (r), update the weights and repeat until convergence is reached. We do not do this for two reasons: rst, the estimator of the correlation function in 
The density n which appears in the expression for w again ideally should be calculated iteratively; we simply calculate n = 1 . The eective window function gives more weight to distant particles as increases, as is desirable, since large scale correlation estimates require large volumes and are not as aected by dilute sampling. For all values of , the window function declines for large values of r, minimizing the statistical noise arising from the dilute sampling of galaxies at large distances in a ux limited catalog. The dashed lines in Figure 1 indicate the value of r at which the window function is half its maximum value. This \half power" point is indicative of the eective depth of the weighted sample. The half power point of the window function is limited to < 120 h 01 Mpc, even when the pair separation, , is as large as 30 h 01 Mpc.
In order to avoid objects whose redshifts are dominated by their peculiar velocities, we omit objects in the sample with redshifts < 500 km s 01 . The analysis of the optimally weighted correlation function is computed for all galaxies with redshifts < 30; 000 km s 01 . We have used random catalogs with 50,000 articial galaxies in calculations involving the full ux limited catalog and catalogs with 5000 articial galaxies for calculations involving volume-limited subsamples of the data. These numbers are suciently large to ensure that this is a negligible source of errors in the inferred (r), while small enough to make the calculations computationally feasible. amplitudes below the fractional uncertainty in the mean density of the galaxy sample (roughly speaking, with the standard estimator for the correlation function (e.g., Davis and Peebles (1983)) an error in the mean density, 1n, translates directly into an error in the correlation function, with 1 1n=n; cf., the discussion in Fisher et al. 1993a although see Hamilton (1993) for a discussion of estimators which are less sensitive to density errors).
Redshift surveys extracted from the IRAS database are well suited for the determination of the correlation function on large scales because they cover a large, near full sky, volume with uniform selection criteria, allowing an accurate determination of n. In this paper, we investigate clustering via correlation statistics in a sample of 5313 IRAS galaxies complete to a ux limit of 1.2 Jy at 60 m. This paper is the rst of a two part series investigating the clustering in the 1.2 Jy sample using correlation statistics and is the fth paper based on the analysis of the 1. Galaxy candidates were chosen from the IRAS Point Source Catalog, Version 2, (1988) using the selection criteria described in Strauss et al. (1990) and Fisher (1992) . The data for the brighter half of the sample can be found in Strauss et al. (1992b) . At present, thirty objects (0.5% of the sample) remain unobserved. Sky coverage is complete for jbj > 5 with the exception of a small region of the sky which IRAS failed to survey and regions limited by confusion; our sample covers 87.6% of the sky. All heliocentric redshifts are converted to the Local Group reference frame using the transformation of Yahil, Tammann, & Sandage (1977). In the remainder of this Paper, the term \redshift" will refer to recession velocities as measured in the rest frame of the Local Group, and no further corrections for peculiar motions will be made to individual peculiar velocities. This paper is organized as follows. In x 3, we present the IRAS correlation function in redshift space (s) using the methods discussed in x 2, and then give a qualitative comparison of the results with various models of structure formation. We examine in x4 redshift space distortions by computing the correlations as a function of both radial () and tangential (rp) separations, (rp; ); we obtain the real space correlation function from a projection of (rp; ). In x5 we compute the variance of the galaxy counts inferred from the correlation function, and compare the results with previous determinations from IRAS and optically selected samples of galaxies. We conclude in x6.
We have included an appendix that discusses a method for tting models to (r) which correctly accounts for the covariance between the estimated values at dierent separations. The two point correlation (or equivalently the autocorrelation) function, (r), is dened as the probability in excess of Poisson of nding a galaxy in a volume V a distance r, away from a randomly chosen galaxy, P = nV [1 + (r)] ; (1) where n is the mean number density of galaxies. In order to calculate (r), one rst generates in the computer a sample of points (the random sample) from a uniform distribution, with the same selection criteria as the galaxy sample. A reliable and robust estimator for (r) which is unaected by the boundaries of the sample is then given by (e. 
where NDD and NDR refer to the number of data-data and data-random pairs, respectively, in a narrow interval of separations centered on r. nD and nR denote the mean densities of the real and random catalogs, respectively. The estimator in Equation 2 can be generalized to include an arbitrary weighting function, NDD or NDR() = X 01=2<jr i 0r j j<+1=2 w(ri; ) w(rj; ) ;
where the weight w(ri; )w(rj; ) can depend both on the distance of the objects from the the origin (ri; rj), and the distance of the two objects from each other ( jri 0 rj j). The simplest choice of weights in Equation 3 is to set w(ri; ) = 1; this is the choice we adopt for the analysis of volume limited subsamples described in the next section. Saunders et al. (1992) have shown that for ux limited samples, the variance in the estimate of (r) on large spatial scales is minimized if w(ri; ) in Equation 3 is
