Abstract.
Introduction
The Cramér-Rao lower bound for the mean square error of an estimator is well known, and its use in statistical inference has been extensively discussed. Extensions of Cramér-Rao-type inequalities are relatively new. These extensions consider integral versions of the mean square error (MSE). The first and most famous one is known as the van Trees inequality, obtained independently by Shutzenberger (1959) and van Trees (1968) . Other generalizations of the Cramér-Rao bound and detailed discussions of their features have been considered by Borovkov and Sakhanenko (1980) , Borovkov (1984) , Shemyakim (1987) , Bobrovsky, Mayer-Wolf, and Zakai (1987) , Prakasa Rao (1990) , and recently by Gill and Levit (1995) .
A first application of the van Trees inequality in the minimax context has been considered by Prakasa Rao (1992 Rao ( , 1996 for the construction of local asymptotic minimax lower bounds in different parametric inference problems. Gill and Levit (1995) apply this tool to determine the rate of convergence in some nonregular semiparametric problems without providing the exact lower bounds. They also obtain a lower bound for the integrated MSE for estimators of the distribution function in the independent and identically distributed case. Kutoyants (1998) also used the van Trees inequality to derive the so-called Pinsker's constant in the problem of nonparametric estimation of the intensity function of a Poisson process. Here I would like to show some fruitful applications of the van Trees inequality in the construction of local asymptotic minimax lower bounds for the quadratic risk and for the L 2 -norm risk in a semiparametric inference problem.
The aim of this article is to present a clear and easy way to obtain local asymptotic lower bounds via the van Trees inequality. The reader will see that no knowledge on LAN (local asymptotic normality) and Hájek-Le Cam theory is needed in the proofs of the bounds, though LAN can simplify the necessary calculations. For this reason I explain the technique developed here in detail and for a simple and widely known model.
In this note, I will consider the simple case of state estimation for dynamic systems with small noise. This problem is in the framework of statistical inference for diffusion processes with small dispersion asymptotic (small noise), which is a well-developed domain of mathematical statistics. For parametric models in continuous time one can look, for example, at Kutoyants 1984 and 1994 ; for discretely observed processes, to Bibby and Sørensen 1996 . For probabilistic aspects, complete treatises are Freidlin and Wentzell 1984 , Azencott 1982 , and Freidlin 1996 . Here I consider a semiparametric inference problem for this model. For the definition of semiparametric models we refer to Bickel et al. 1993 and van der Vaart 1995 . The simplicity of the model considered allows the reader to extend the technique to general models.
In Section 2 I recall the form of the van Trees inequality for parametric diffusion processes with small dispersion and under what conditions it holds for this model. In Section 3 I show how to construct local asymptotic minimax lower bounds (for risks based on quadratic loss functions) in semiparametric models applying the van Trees inequality. I also give the exact constants, not only the rates of convergence. This result, for generic polynomial loss functions, has been obtained previously using Hájek-Le Cam inequality (see Iacus 1998) but not yet published. In Section 4 I give some extensions of the previous semiparametric result by considering maximum and global (L 2 ) versions of the minimax bounds given in Section 3. These results are presented the first time here.
I want to stress that this technique is an alternative to the classical approach of using the Hájek-Le Cam inequality and does not require the use of LAN theory. This means that one does not need to ask for too many conditions of regularity for the model involved, as in the Hájek-Le Cam theory, which sometimes are difficult to check. Moreover, Hájek-Le Cam bounds for L 2 -norm risk cannot be obtained using the standard Hájek-Le Cam theorem but must be solved via the abstract version of the same theorem, as explained in Millar 1979 , where, to establish the result, one has to construct abstract Wiener spaces and prove convergence of experiments, a somewhat technical method compared with the elementary van Trees inequality.
It is also important to point out that the technology based on the van Trees inequality gives an easy way to establish lower bounds but lacks the power of the general Hájek-Le Cam theory of characterizing asymptotically efficient estimators. In any case, nowadays the L 2 analysis is also the preferred way to study the second-order efficiency of estimators, and van Trees inequality seems to be a natural tool of investigation, as pointed out by Golubev and Levit (1996) .
The van Trees Inequality
Let us consider a diffusion process of small noise type (i.e. the diffusion coefficient is small) satisfying the following stochastic differential equation:
where {W t , 0 ≤ t ≤ T } is the Wiener process, S is the drift coefficient assumed to be known up to a parameter θ, where θ is in some set = [α, β], with −∞ < α < β < +∞. The diffusion coefficient ε 2 σ 2 is assumed to be completely known, with σ > 0 a smooth function and ε ∈ (0, 1]. The initial condition x 0 is a deterministic value.
For the existence and the uniqueness of the solution of Equation (1) it is sufficient (see for example Liptser and Shiryayev 1977) to require that the functions S θ : [0, T ] × R→R and σ : [0, T ] × R→R are measurable functions and that there exists a positive constant K 0 such that for any x, y ∈ R
uniformly in t ∈ [0, T ] and θ ∈ . In order to avoid heavy notation I use P θ instead of P (ε) θ to denote the law of the process in Equation (1), and with E θ I indicate the mathematical expectation with respect to this measure.
The Fisher information for this model is given by (see, e.g., Kutoyants 1994)
where the dot indicates the derivative with respect to θ. Suppose that we want to estimate a function ψ(θ) of the unknown parameter θ and we have some prior statistical knowledge on the parameter to be estimated. Regardless of which estimatorψ ε of ψ(θ) we use, we have the following result on the quadratic risk.
Theorem 1 (van Trees inequality
, be an absolute continuous probability density such that p(α) = p(β) = 0. Let the information quantity associated with p(θ) be
Let the Fisher information I ε (θ ) < ∞ be continuous in θ and suppose that
Then for any estimatorψ ε of the function ψ(θ), with ψ(θ) absolutely continuous in θ, we have
Proof. In the derivation of Equation (4), we follow Gill and Levit (1995) with adaptation to diffusion processes. Recall that, for this model, the likelihood ratio has the form
where P 0 is the law of the process
and let C T be the space of continuous functions on [0, T ]. Taking into account the equalities
we can write
using Cauchy-Schwarz inequality. Summarizing, we have
Thus, we can write
where we have used the fact that, under the condition imposed, the score function has expected value identically zero. Further,
and by Equation (3)
Concluding, we have (p) and this completes the proof.
Remark 1. It should be stressed that the right-hand side of the van Trees inequality (Equation (4)) does not depend on the properties of the estimators, as, for example, in the Cramér-Rao case, but of course it does depend on the prior knowledge on θ . Anyway, this bound is uniform with respect to all the estimators and all the values of the parameter.
The van Trees inequality, as pointed out by Gill and Levit (1995) , is a powerful tool that allows one to give simplified proofs of classical results concerning the variance of the limiting distribution of uniformly "regular" estimators (see, e.g., Bickel et al. 1993 for the definition). In particular, it can be shown that for this class of estimators a particular version of Hájek's (1970) convolution theorem holds under minimal regularity conditions.
Asymptotic Efficiency in a Semiparametric Problem
Let us now consider the problem of observations from a process that satisfies the following stochastic differential equation
where, in this case, the function S is supposed to be unknown up to an infinite dimensional parameter, so we have a nonparametric model. The functions S and σ are supposed to be sufficiently smooth such that Equation (2) holds. The diffusion process {X t , 0 ≤ t ≤ T } converges under Equation (2), as ε → 0, to the deterministic function {x t , 0 ≤ t ≤ T }, the solution of the following ordinary differential equation (see, for example, Kutoyants 1994):
The function x = {x t , 0 ≤ t ≤ T } constitutes a nonlinear dynamic system, and the value x τ of the function x at the point τ ∈ [0, T ] is usually called the state of the dynamic system at time τ . Estimation of the state of a dynamic system is of statistical interest. Although the model is nonparametric, the statistical problem we wish to consider is semiparametric, because it is that of estimating the function x at a single point only. This case is very similar to the one of pointwise estimation of the distribution function in the i.i.d. case. The problem of the estimation of the whole function has been considered by Apoyan and Kutoyants (1988; see as well Kutoyants 1994 , Section 4.3). We now establish a local asymptotic minimax lower bound on the quadratic risk in the problem presented above by applying the result of Theorem 1. This way of deriving information bounds for estimates was first introduced by Stein (1956) and was formalized by Levit (1973) and Koshevnik and Levit (1976) . Roughly speaking the idea is to consider an arbitrary parametric family of regular models passing through the point P 0 assumed to be the true underlying model. Then, for each parametric family, the construction of information bounds is considered. Finally, the worst parametric model with maximal information bound (e.g., minimal Fisher information) is chosen as the best achievable semiparametric information bound (see also Bickel and Ritov 1990 ). Here we apply this methodology to the state estimation of the dynamical system considered above. Moreover, for all t ∈ [0, T ] and x ∈ R,
where by f (t, x) we denote the partial derivative of the function f (t, x) with respect to the second variable.
If we suppose that S belongs to the class G(K ) and we take σ > 0 in the class G(K ), the Lipschitz condition (Equation (2)) is fulfilled with K 0 = 2K , and we have the uniqueness and existence of the solution of the stochastic differential equation (Equation (5)).
Fix a function S 0 in G(K /2) and define the neighborhood of functions V δ (S 0 ) of S 0 as follows:
where x max is the maximum value achievable by the dynamic system in the time interval [0, T ] that depends only on the constants K , T , and x 0 and not on the particular choice of the function S ; that is,
This can be proved using Gronwall's inequality and the properties of the coefficient S . Recall that
Let us introduce the quadratic risk associated with any estimatorx
where with E S we indicate the expectation with respect to the measure P S induced by Equation (5).
Theorem 2. Suppose that S belongs to the class G(K
where the inf is taken over all the estimatorsx
Proof. First of all we need to construct a parametric vicinity of the model. We will write x 0 t for x t (S 0 ). Let us consider the functions
because sup 0≤t≤T |σ (t, x t )| ≤ K (1 + 2x max ). Thus Equation (7) is less than δ if and only if
For such S θ we have a family of parametric diffusion processes {X θ t , 0 ≤ t ≤ T } θ∈ satisfying the stochastic differential equations
with the initial condition X θ 0 = x 0 . We denote by {P θ , θ ∈ } the family of measures induced by the processes solution of Equation (8) and by E θ the expectation with respect to this measure. The Fisher information for this family is given by
The limit deterministic systems associated with Equation (8) are of the following form:
It is clear that the following relationship holds:
Let us now introduce a prior density p(θ) on the set satisfying the hypotheses of Theorem 1. By the properties of the supremum we have further
For the last term we can apply the van Trees inequality (Equation (4)) because Equation (3) is satisfied for the model (Equation (8)). Thus we obtain
This term does not depend on a particular estimatorx ε τ of x τ , and so we can apply the infimum over the class of all the estimators. Now putting all together and letting ε → 0, we have
The last step is to show that the second term of Equation (10) converges to σ 2 τ (S 0 ) as δ → 0. In fact, by direct calculation, we have thatẋ
Moreover, when δ → 0, the set shrinks to {θ 0 } so, by absolute continuity, what remains in the end is just
So it is clear that taking
which gives us the statement of the theorem by Equation (11). It remains to be checked that |ϕ| < K /2δ √ γ . In fact, we have that |ϕ(t)| ≤ e LK L(1 + 2x max )σ 2 (1 + 2x max ) 2 . Taking into account the other constraints on γ , and keeping in mind that in the proof we consider the limit as δ → 0, it is clear that there exists a δ 0 such that if δ < δ 0 the value of γ (δ) < δ 4 (2/K 2 (1 + 2x max )) 2 should be chosen. And this completes the proof.
Remark 2. In the proof of Theorem 2 the idea of finding the worst parametric approximation is present, even if a little bit masked. One can see that the particular choice of ϕ that we made corresponds to the equality in the Cauchy-Schwarz inequality used in the proof of the van Trees lower bound. Thus the lower bound given by σ 2 τ (S 0 ) is the highest for this semiparametric model. Another way of thinking about this is that this particular choice of ϕ is such that the derivative of the functional we want to estimate,ẋ θ τ , should be asymptotically the same (as θ → θ 0 ) as the Fisher information for the model with this particular choice of ϕ. As before this gives us the equality in the lower bound of van Trees. This is a constructive way of finding the worst ϕ. One can even characterize these facts or find in another way the good form of ϕ, for example, by direct maximization of Equation (11) with respect to ϕ. Remark 3. As usual when a lower bound is presented it must be checked to determine that it is not too sharp. For the class of polynomial loss functions it is known (Iacus 1998) 
• asymptotically normal (in probability) uniformly on S and on t ∈ [0, T ], that is, for any ν > 0 the following probability
converges to zero, where
is a Gaussian random variable with zero mean and variance σ 2 t (S) and satisfying the stochastic differential equation
The results in Proposition 1 have been obtained (see Iacus 1998) by constructing parametric subfamilies of models with the LAN property and applying the Hájek-Le Cam inequality, a somewhat more difficult approach to the solution of the same problem, but of course one with more general risks than the quadratic one.
It is evident that all the lower bounds for semiparametric models, obtained using the approach based on the Hájek-Le Cam inequality, can be obtained easily for the MSE case by means of the van Trees inequality. Of course this is just a way of finding asymptotic lower bounds and does not have the power of the Hájek-Le Cam's general theory, as, for example, in characterizing asymptotically efficient estimators.
Different Types of Risk
In this section we will use the results obtained in the previous one to obtain an asymptotic lower bound for the risk of the form where K 2q = K 2q (K , T , x 0 ) > 0, and we also have the inequality in Equation (13). Now, with the help of Equation (13), we can show the uniform integrability. Let us define
Further, for r > 1 Choosing q > r /2 we obtain the last inequality and the uniform integrability.
