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Povzetek
V diplomskem delu opisujemo zasnovo in izvedbo aplikacije, ki na heteroge-
nem racˇunalniˇskem sistemu razdeli, izracˇuna in zdruzˇi vzporeden racˇunski
problem. Za izracˇun aplikacija izrabi vse racˇunske naprave, ki so ji dose-
gljive. Nasˇ cilj v delu je ugotoviti, kako najbolje razdeliti racˇunski problem
med naprave tako, da je izkoriˇscˇenost sistema cˇim vecˇja. Predstavimo mozˇne
nacˇine delitve problema, njihove prednosti in slabosti. Resˇitve so testirane
in med seboj primerjane. Testiranje je opravljeno z racˇunanjem Mandelbro-
tove mnozˇice. Za dostop do naprav na sistemu aplikacija uporablja ogrodje
OpenCL. Ugotovili smo, kako najbolje dodeljevati delo procesnim enotam in
kako nastaviti velikosti delovnih skupin za cˇim boljˇsi izkoristek naprav.
Kljucˇne besede: heterogeni sistemi, OpenCL, vzporedno racˇunanje, visoko
zmogljivo racˇunanje.

Abstract
The thesis explores the formulation and implementation of an application
that divides, computes and merges a parallel computing problem on a het-
erogeneous system. The application uses all available compute devices. The
goal is to determine how to divide a computing problem between devices
to maximise the system’s utilisation. The thesis presents possible solutions
to the problem, their strengths, and weaknesses. Some of the solutions are
benchmarked and compared. For benchmarking the Mandelbrot set was
generated. Processing units are accessed and managed using the OpenCL
framework. We found out how best to divide and allocate work, and how to
set the size of work groups to imporve device utilisation.
Keywords: heterogeneous systems, OpenCL, parallel computing, high per-
formance computing.

Poglavje 1
Uvod
Zaradi fizikalnih omejitev pri razvoju sodobnih procesorjev se je moderno
racˇunalniˇstvo, namesto poviˇsevanja procesorskega takta, usmerilo v parale-
lizem. S porastom graficˇnih procesnih enot in njihovim razvojem iz fiksnih
graficˇnih cevovodov preko programirljivih sencˇilnikov (ang. programmable
shaders) do splosˇno-namenskih procesnih enot, so programerji dobili veliko
paralelne procesne mocˇi. Moderni sistemi danes ne vkljucˇujejo le vecˇ-jedrnih
procesorjev, ampak ponavadi tudi vsaj en ali vecˇ graficˇnih procesorjev, ne-
kateri pa celo dodatne koprocesorje in racˇunske pospesˇevalnike.
Toda ucˇinkovita izraba takih heterogenih sistemov je zelo tezˇka. Pri-
stopi za programiranje razlicˇnih vrst procesnih enot so povsem razlicˇni. Za
programiranje na centralnih procesnih enotah obstaja mnogo programskih
jezikov in razvojnih okolij in za mnoge od njih obstajajo odprtokodni in
prosto dostopni prevajalniki. Centralne procesne enote obicˇajno uporabljajo
nekaj visoko zmogljivih jeder, ki imajo velik nabor ukazov namenjenih arit-
meticˇno-logicˇnim operacijam in upravljanju z zunanjimi napravami, navide-
znim pomnilnikom ter prekinitvami [13]. Za razliko, graficˇne procesne enote
obicˇajno tecˇejo z nizˇjim taktom in imajo veliko vecˇ jeder, ki so preprosta
in namenjena le aritmeticˇno-logicˇnim operacijam. Prav tako nimajo pod-
pore za navidezni pomnilnik. Njihov pomnilnik je razdeljen v hierarhicˇno
arhitekturo, kjer imajo jedra poleg glavnega tudi svoj lokalni pomnilnik [25].
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Kot konkurenco graficˇnim procesnim enotam je Intel predstavil arhitek-
turo MIC (ang. Many Integrated Core), ki s pomocˇjo manjˇsega sˇtevila, bolj
zmogljivih jeder lahko dosezˇe podobne ali celo boljˇse rezultate kot visoko
zmogljive graficˇne procesne enote. Poleg teh naprav obstaja sˇe vrsta drugih,
kot so programirljiva vezja (ang. field programmable gate array, FPGA) in
mikroprocesorji za obdelavo signalov (ang. digital signal processor, DSP).
Programiranje zunanjih naprav navadno zahteva uporabo zaprte pro-
gramske opreme izdelovalca naprave. Arhitektura in programska oprema se
med tipi procesnih enot in proizvajalci zelo razlikujejo, kar dodatno otezˇuje
njihovo ucˇinkovito izrabo. Za poenoteno uporabo procesnih enot je leta 2009
Apple predstavil OpenCL [1]. Danes za njegovo specifikacijo skrbi skupina
Khronos.
V tem delu smo zˇeleli predstaviti zasnovo in izdelavo aplikacije, ki bi
dolocˇen problem izracˇunala z ucˇinkovito izrabo poljubnega heterogenega sis-
tema. Taki sistemi so zelo razsˇirjeni, vendar je uporaba celotnega sistema za
racˇunanje tezˇavna. Za polno izrabo sistema je potrebno uporabiti vecˇ orodij
in vmesnikov hkrati ali pa uporabiti splosˇno ogrodje, kot je OpenCL. Tezˇave
imamo tudi z delitvijo problema na podprobleme za razlicˇne procesne enote,
saj le te niso enako zmogljive in ucˇinkovite pri racˇunanju razlicˇnih problemov.
V sledecˇih poglavjih najprej predstavimo heterogene sisteme in nekatere
bolj znane arhitekture koprocesorjev, nato predstavimo OpenCL, ki smo ga
uporabili za upravljanje s heterogenim sistemom. V cˇetrtem poglavju pred-
stavimo delitve dela na heterogenem sistemu in njihove lastnosti. V nasle-
dnjih dveh poglavjih predstavimo implementacijo aplikacije za delitev dela
na sistemu ter meritve njene ucˇinkovitosti.
Poglavje 2
Heterogeni sistemi in
prenosljiva zmogljivost
Heterogeni racˇunalniˇski sistemi so sistemi, ki uporabljajo vecˇ razlicˇnih pro-
cesnih enot za racˇunanje [11]. Taki sistemi so danes zelo razsˇirjeni na veliko
podrocˇjih. Vecˇina danasˇnjih osebnih racˇunalnikov je heterogen sistem z eno
centralno procesno enoto (CPE) in eno graficˇno procesno enoto (GPE). Ve-
lika vecˇina super-racˇunalnikov na spisku super-racˇunalnikov top500.org upo-
rablja pospesˇevalnike ali koprocesorje, velikokrat Xeon Phi ali Nvidia Tesla
[24]. Za programiranje koprocesorjev in pospesˇevalnikov obstaja vecˇ razlicˇnih
programski ogrodij, kot so C++AMP, CUDA in OpenCL [5, 17, 7]. Vendar
vecˇina ogrodij ni prenosljivih ali niso primerna za programiranje heteroge-
nih sistemov, kjer uporabljamo vecˇ raznolikih naprav. Izjema je OpenCL,
ki omogocˇa izrabo vecˇine bolj poznanih koprocesorjev in pospesˇevalnikov.
Druga ogrodja pestijo problemi s prenosljivostjo med operacijskimi sistemi
(C++AMP), prenosljivostjo med razlicˇnimi arhitekturami pospesˇevalnikov
(CUDA, OpenMP) ali pa pomanjkanje podpore prevajalnikov (OpenACC).
Najbolj razsˇirjeni koprocesorji so danes brez dvoma GPE [18]. V zadnjem
cˇasu je prav tako narasla popularnost arhitekturi MIC proizvajalca Intel
[24, 2].
3
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2.1 Racˇunanje na GPE
Moderne graficˇne procesne enote (GPE) so visoko zmogljive in specializirane
procesne enote [6, 19, 12, 4]. Zaradi njihove uporabe v namiznih aplikacijah
in racˇunalniˇskih igrah so postale izjemno razsˇirjene in eno od glavnih po-
drocˇij razvoja racˇunalniˇske strojne opreme. Cˇeprav je vecˇina GPE usmerjena
v racˇunanje s plavajocˇo vejico v enojni natancˇnosti, kar povsem zadostuje
za potrebe racˇunalniˇske grafike, so za potrebe racˇunstva veliki proizvajalci
zacˇeli izdelovati tudi GPE z zmozˇnostjo racˇunanja v dvojni natancˇnosti. Za-
radi njihovega specializiranega namena, manjˇse potrebe po nizki zakasnitvi
in namesto velikih kolicˇin predpomnilnika imajo lahko GPE vecˇji delezˇ vezja
namenjen aritmeticˇno logicˇnim enotam [8]. Z velikim sˇtevilom vektorskih
aritmeticˇno logicˇnih enot lahko na GPE tecˇe veliko sˇtevilo vzporednih in pov-
sem neodvisnih niti. Zato so moderne GPE sposobne dosecˇi vecˇ kot 5 milijard
operacij v plavajocˇi vejici na sekundo (ang. floating point operations per se-
cond, FLOPS ) v enojni natancˇnosti in cˇez 2 TFLOPS v dvojni natancˇnosti.
Za primerjavo, moderni CPE so zmozˇni dosecˇi le okoli 0,1 TFLOPS.
Racˇunanje na graficˇnih procesorjih (ang. General purpose computing on
GPU, GPGPU ) se je zacˇelo zˇe pred razvojem posebnih orodij zanj [18]. Prvi
poskusi izrabe njihove mocˇi so bili izvedeni zˇe na GPE s fiksnim cevovodom.
Ti cevovodi so dopusˇcˇali le zelo omejene operacije namenjene prikazovanju
slik, zato njihova izraba za splosˇno racˇunstvo ni bila zelo zanimiva. Z ra-
zvojem in popularizacijo graficˇnih sencˇilnikov in strojne opreme, ki jih je
podpirala, je med leti 2000 do 2005 nastala zˇelja po izrabi programirljivih
graficˇnih cevovodov. Programer je moral razpon svojih vhodnih podatkov
predstaviti kot geometrijo, vhodne podatke zakodirati v teksture, nato pa je
GPE za vsak fragment pognal sencˇilnik fragmentov. Ta sencˇilnik je nato re-
zultate izrisal na teksturo, iz katere je moral programer dekodirati rezultate.
Pospesˇitve so bile mogocˇe predvsem pri problemih z vektorji in matrikami,
nad katerimi so operacije na GPE tekle hitro. Z razvojem novejˇsih pristo-
pov lahko programer direktno dolocˇi razpon problema, vhodne in izhodne
podatke pa zapiˇse direktno v pomnilnik GPE.
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2.2 Intel MIC
Trenutno najmocˇnejˇsi super racˇunalnik na svetu Tianhe-2 za pospesˇevalnike
uporablja multiprocesorje Xeon Phi [26]. Xeon Phi pripada Intelovi arhi-
tekturi MIC, ki je bila razvita kot alternativa zmogljivim GPE, namenjenim
predvsem za racˇunske naloge in je dosti bolj podobna arhitekturi CPE. Xeon
Phi za razliko od GPE uporablja manjˇse sˇtevilo bolj zmogljivih jeder. Vsako
jedro Xeon Phi vsebuje 512 bitno vektorsko enoto, ki je zmozˇna vseh osnov-
nih matematicˇnih operacij, podpira pa tudi operacijo socˇasnega sesˇtevanja in
mnozˇenja naenkrat (ang. fused multiply-add, FMA) [21, 20]. Xeon Phi ima
velike kolicˇine predpomnilnika. Vsako jedro ima 64 kB predpomnilnika na
nivoju L1 in 512 kB predpomnilnika na nivoju L2. Xeon Phi lahko z uporabo
tehnologije hyper-threading naenkrat izvaja sˇtiri niti na enem jedru, vendar
se v eni urini periodi izvedejo ukazi le iz ene niti. Za razliko od GPE je Xeon
Phi dosti bolj ucˇinkovit pri racˇunanju, kadar se v programih pojavijo pogojni
skoki.
2.3 Prenosljiva zmogljivost
Pri prenosljivih programih tezˇko dosezˇemo dobro izkoriˇscˇenost heterogenega
sistema. Programska ogrodja, kot so OpenCL, nam omogocˇajo, da programe
izvajamo na raznolikih napravah, a ne zagotavljajo, da bodo ti programi na
vseh napravah tekli dobro [22]. Zaradi raznolikosti arhitektur programi, ki
na nekateri napravah tecˇejo dobro, na drugih delujejo pocˇasi, saj ne izra-
bljajo vseh zmogljivosti strojne opreme. Pri pisanju kode, ki bo tekla na vecˇ
razlicˇnih procesnih enotah, se morajo programerji odlocˇiti, kako naj svojo iz-
vorno kodo napiˇsejo. Lahko napiˇsejo preprosto kodo, ki na vseh arhitekturah
tecˇe dobro, a na nobeni odlicˇno, lahko pa jo specializirajo za vse naprave, ki
so jim na voljo. Prva resˇitev je prenosljiva, a slabsˇe izkoristi naprave. Pri
drugi resˇitvi, ki dobro izkoristi naprave, pa trpi prenosljivost, saj je pri za-
menjavi ali nadgradnji sistema potrebno ponovno dopisati specializacije za
nove naprave. Srednja pot je, da za najmocˇnejˇse naprave pripravimo osnovne
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specializacije, saj tako najhitreje dobimo vecˇje pohitritve.
Poglavje 3
Izbrana tehnologija
3.1 OpenCL
Za izrabo heterogenih sistemov smo uporabili OpenCL (ang. Open Compu-
ting Language). OpenCL je odprt standard za izdelavo paralelnih progra-
mov, ki tecˇejo na heterogenih platformah in sistemih. Omogocˇa izrabo vseh
procesnih enot v sistemu prek enotnega vmesnika. Implementacije OpenCL
obstajajo za sˇirok nabor racˇunalniˇskih arhitektur, od vgrajenih sistemov do
visoko zmogljivih CPE in GPE. Programsko ogrodje OpenCL sestavljajo pro-
gramski vmesnik (ang. OpenCL API ), programski jezik OpenCL C, knjizˇnice
in gonilniki za razvoj programske opreme. [9] [7] [23] [15]
Namen OpenCL je, da lahko programerji piˇsejo ucˇinkovito kodo, ki je pre-
nosljiva tudi med napravami s povsem razlicˇno arhitekturo. Tako lahko izva-
jamo isti program socˇasno na vecˇ napravah in polno izkoristimo racˇunalniˇski
sistem. Ukazi vmesnika OpenCL so pri zunanjih procesnih enotah ukazi
gonilnikom naprav, na CPE, kjer pozˇenemo aplikacijo, pa so ukazi le klici
funkcij v knjizˇnici, s katero je aplikacija povezana. Kadar v tem besedilu
omenjamo ukaze vmesnika, se na njih sklicujemo z imeni iz vmesnika za C.
Jezik OpenCL C je prilagojen za uporabo podatkovnega paralelizma in
nam olajˇsa eksplicitno uporabo vektorskih ukazov, saj so vgrajeni v jezik. Pri
navadnih prevajalnikih za CPE je potrebno za eksplicitno uporabo vektorskih
7
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ukazov uporabiti zbirni jezik, ki ni prenosljiv med razlicˇnimi arhitekturami.
Prevajalniki za OpenCL C so prilagojeni za uporabo na paralelnih arhitek-
turah in tako programsko kodo prevajajo drugacˇe kot navadni prevajalniki
za CPE. [14]
Heterogene sisteme OpenCL opiˇse s sˇtirimi glavnimi modeli:
• model racˇunskih naprav,
• model izvajanja,
• pomnilniˇski model,
• programski model.
3.1.1 Model racˇunskih naprav
Model racˇunskih naprav OpenCL je sestavljen iz gostitelja (ang. host), po-
vezanega na eno ali vecˇ racˇunskih naprav (ang. device). Vsaka naprava je
nadalje razdeljena na vecˇ racˇunskih enot (ang. compute units), ki vsebu-
jejo procesne elemente (ang. process element), glej sliko 3.1. Aplikacija, ki
uporablja OpenCL, tecˇe na gostitelju in napravam posˇilja ukaze, ki naj se
izvedejo.
3.1.2 Model izvajanja
Model izvajanja OpenCL je razdeljen na dva dela: na sˇcˇepce (ang. kernels)
in gostiteljski program (ang. host program). Sˇcˇepec je program, ki ga na-
meravamo izvajati na racˇunskih napravah. Napisan je v programskem jeziku
OpenCL C.
N-dimenzionalni razpon (ang. NDRange) je koncept, ki ga OpenCL upo-
rablja za predstavitev problemskih prostorov. Vsak N-dimenzionalni razpon
ima N dimenzij, kjer je N med 1 in 3. Za predstavitev problema moramo v
vsaki dimenziji dolocˇiti tudi velikost razpona. Kadar v tem delu opisujemo
velikosti N-dimenzionalnih razponov uporabimo notacijo A x B x C, kjer so
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Slika 3.1: Model racˇunskih naprav OpenCL
A,B in C velikosti razpona v posamezni dimenziji. Cˇe razpon ni tridimen-
zionalen, lahko velikost neuporabljene dimenzije izpustimo, na primer A x
B.
Za vsak sˇcˇepec se ob zagonu vzpostavi problemski prostor, ki mu pravimo
globalni razpon (ang. global range). Globalni razpon je N-dimenzionalni raz-
pon. Sˇcˇepec se izvede na vsaki tocˇki tega razpona. Vsaka nit, ki izvaja sˇcˇepec,
se imenuje delavec (ang. work-item) in se izvaja na procesnem elementu.
Delavci so razdeljeni v delovne skupine (ang. work-group), ki se izvajajo na
racˇunskih enotah. Velikost delovne skupine je tudi N-dimenzionalni razpon,
ki mu pravimo lokalni razpon (ang. local range). Velikosti lokalnega raz-
pona v vsaki od dimenzij morajo deliti velikosti globalnega razpona v vsaki
istolezˇni dimenziji.
Vsak sˇcˇepec, ki se izvaja, ima tako globalno in lokalno identifikacijsko
sˇtevilko ter sˇtevilko delovne skupine (ang. global ID, local ID, work-group
ID).
Gostiteljski program, ki ga pozˇenemo na CPE, upravlja z vmesnikom
OpenCL, pripravi naprave, prevede in poganja sˇcˇepec. Prevajalnik za OpenCL
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C mora zagotoviti izdelovalec gonilnika naprave, na kateri se bo izvajal
sˇcˇepec. Sˇcˇepce prevajamo za vsako napravo posebej, ko zazˇenemo gostitelja
(ang. run-time compilation).
Priprava naprave zahteva nekaj korakov. Gostitelj iz datoteke najprej
prebere izvorno kodo sˇcˇepca. Nato je potrebno pridobiti vse obstojecˇe plat-
forme (ang. platform). Vsaka platforma predstavlja drugo implementacijo
ogrodja OpenCL na nasˇem sistemu. Vsaka platforma vsebuje eno ali vecˇ
naprav (ang. device). Naprava je objekt, ki v vmesniku OpenCL predstavlja
fizicˇne naprave na nasˇem sistemu, na gostitelju pa dobimo le njeno identifi-
kacijsko sˇtevilko. Preden lahko naprave uporabimo, moramo za njih ustvariti
kontekst (ang. context). Vse naprave, ki se nahajajo v isti platformi, lahko
vkljucˇimo v en kontekst. Za nadaljnje izvajanje moramo v kontekstu ustvariti
nekaj objektov OpenCL. Naprave v istem kontekstu si lahko delijo nekatere
objekte OpenCL iz tega konteksta. Na primer: v sklopu konteksta izvorno
kodo, ki jo je nalozˇil gostitelj, prevedemo in s tem v njem dobimo programski
objekt (ang. program object), ki ga lahko za izvajanje uporabijo vse naprave
v kontekstu.
3.1.3 Objekti OpenCL
Vsi objekti OpenCL so narejeni v kontekstu in so vezani nanj, lahko so vezani
tudi na specificˇno napravo. Uporabili smo naslednje objekte OpenCL.
Ukazna vrsta
Ukazna vrsta (ang. command queue) je objekt, s katerim dajemo ukaze
napravi. Ukazna vrsta je vezana na napravo. V vrsto lahko uvrstimo tri
glavne vrste ukazov:
• ukaze za izvedbe sˇcˇepca,
• ukaze za upravljanje s pomnilnikom,
• ukaze za sinhronizacijo.
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Cˇe ne zahtevamo drugacˇe, ukazna vrsta izvaja ukaze v istem vrstnem redu,
kot so uvrsˇcˇeni v vrsto.
Programski objekt
Programski objekt (ang. program object) je objekt, ki predstavlja prevedeno
izvorno kodo sˇcˇepca. Vsak programski objekt lahko vsebuje prevedeno kodo
za vecˇ kot eno napravo.
Objekt sˇcˇepca
Vsak sˇcˇepec, ki ga zˇelimo zagnati na napravi, mora biti predstavljen z objek-
tom (ang. kernel object) na gostitelju. S pomocˇjo tega objekta lahko sˇcˇepcu
dolocˇimo argumente. Ta objekt nato uvrstimo v ukazno vrsto skupaj z uka-
zom za zagon sˇcˇepca.
Dogodkovni objekt
Dogodkovni objekt (ang. event object) je objekt za sledenju dogodkov, na
primer za spremljanje stanja ukazov v ukazni vrsti. Cˇe zˇelimo slediti do-
godkom, moramo dogodkovni objekt povezati z ukazom v ukazni vrsti. S
pomocˇjo dogodkov lahko ugotovimo stanje ukaza, izmerimo njegov cˇas izva-
janja in ga sinhroniziramo z drugimi ukazi.
Pomnilniˇski objekt
Pomnilniˇski objekt (ang. memory object) je objekt za upravljanje s pomnil-
nikom. Pomnilniˇski objekt je dostopen vsem napravam v kontekstu. Za vsak
pomnilniˇski objekt lahko prepovemo pisalne ali bralne dostope. Cˇe zˇelimo da
naprava piˇse ali bere iz pomnilnika, moramo ta objekt podati kot argument
sˇcˇepcu.
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Slika 3.2: Pomnilniˇski model OpenCl
3.1.4 Pomnilniˇski model
Pomnilniˇski model locˇi sˇtiri vrste pomnilnika, do katerega lahko dostopajo
sˇcˇepci: globalni pomnilnik, pomnilnik konstant, lokalni pomnilnik in zasebni
pomnilnik. Pomnilnik konstant je del pomnilnika, ki se med izvajanjem
sˇcˇepcev ne spreminja in je dostopen vsem delavcem. Globalni pomnilnik
je prav tako dostopen vsem delavcem, ki lahko vanj piˇsejo in iz njega be-
rejo. Vsaka delovna skupina ima svoj lokalni pomnilnik, vsak delavec pa
ima sˇe svoj zasebni pomnilnik. Gostitelj lahko dostopa samo do globalnega
pomnilnika in pomnilnika konstant. Shemo modela prikazuje slika 3.2.
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3.1.5 Programski jezik OpenCL C
Programski jezik OpenCL C je jezik v katerem piˇsemo sˇcˇepce. Njegova osnova
je programski jezik C, bolj natancˇno standard C99. Vsebuje dolocˇene ome-
jitve in razsˇiritve. Omejitve vsebujejo:
• omejeno delo s kazalci,
• kazalci na funkcije so prepovedani,
• ni bitnih polj,
• ni tabel s spremenljivo velikostjo,
• nekatere kljucˇne besede in zaglavja iz standarda C99 niso dostopna,
• rekurzija ni dovoljena,
• brez razsˇiritev se v polja z elementi manjˇsimi od 32 bitov ne sme pisati.
Tipi
Za razliko od standarda C99, kjer imajo celosˇtevilski tipi dolocˇeno le spodnjo
mejo velikosti, imajo osnovni tipi OpenCL C natancˇno dolocˇeno velikost.
OpenCL C podpira vecˇino standardnih osnovnih tipov: char, short, int, long
in float. Vsi celosˇtevilski tipi imajo tudi nepredznacˇene oblike. Tip long
long ne obstaja zaradi spremenjenih omejitev velikosti. OpenCL C dodatno
pozna naslednje osnovne tipe:
• bool - logicˇni tip,
• half - tip za 16 bitno plavajocˇo vejico po standardu IEEE 754.
Poleg teh ima OpenCL C sˇe nekaj osnovnih tipov, ki nimajo dolocˇene
velikosti: size t, intptr t, uintptr t, void. Opcijsko lahko implementacije pod-
pirajo tudi tip double.
Poleg tega ima dodane sˇe vektorske tipe, ki so lahko velikosti 2, 4, 8, 16,
na primer: char2, float4, int8, short16. Vse tabele, ki niso v zasebnem
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pomnilniku, morajo imeti tudi specificirano dostopnost: globalno, konstan-
tno ali lokalno s kljucˇnimi besedami global, constant, local.
Vgrajene funkcije
OpenCL pozna veliko vgrajenih funkcij, ki omogocˇajo uporabo sˇcˇepcev in
olajˇsajo racˇunanje. Najprej so tu funkcije za lociranje sˇcˇepca v racˇunskem
prostoru in so opisane v tabeli 3.1. Standard nadalje vsebuje funkcije za
sinhronizacijo, delo s pomnilnikom, delo s celimi sˇtevili, delo s prostorskimi
vektorji, primerjave med vektorji in funkcije za matematicˇne operacije nad
tipi float in half, podobne tistim, ki se nahajajo v zaglavju <math.h> stan-
darda C99, le da podpirajo tudi vektorske tipe. Veliko matematicˇnih funkcij
se lahko na primernih napravah prevede direktno v en strojni ukaz.
Opcijsko lahko implementacije OpenCL vkljucˇujejo tudi funkcije za ato-
marne operacije in matematicˇne operacije za plavajocˇo vejico z dvojno na-
tancˇnostjo.
Tabela 3.1: Funkcije za osnovno delo s sˇcˇepci
Funkcija opis
get work dim() Vrne sˇtevilo dimenzij
get global size(D) Vrne velikost dimenzije D
get global id(D) Vrne ID sˇtevilko sˇcˇepca v dimenziji D
get local size(D) Vrne velikost dimenzije D delovne skupine
get local id(D) Vrne lokalno ID sˇtevilko sˇcˇepca v dimenziji D
get num groups(D) Vrne sˇtevilo delovnih skupin v dimenziji D
get group id(D) Vrne ID sˇtevilko skupine v dimenziji D
Preprost primer za ilustracijo delovanja OpenCL C in primerjava s C na
primeru sesˇtevanja vektorjev vidimo v izsekih 3.1 in 3.2.
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void vecAdd(int* a,
int* b,
int* c,
int size) {
for(int i=0;i < size; i++){
c[i] = a[i] + b[i];
}
}
Izsek kode 3.1: Sesˇtevanje vektorjev v C
__kernel void vecAdd(__global int* a,
__global int* b,
__global int* c) {
int i = get_global_id (0);
c[i] = a[i] + b[i];
}
Izsek kode 3.2: Sesˇtevanje vektorjev v OpenCL C
3.2 Programski jezik C++
Gostiteljski program
Za razvoj gostiteljskega programa smo uporabili programski jezik C++.
Vmesnik OpenCL je v osnovi zasnovan za programski jezik C, vendar ob-
stajajo ovojnice za vecˇino popularnih jezikov. Odlocˇili smo se za C++, ker
je jezik dovolj nizko-nivojski, da dosezˇemo visoke hitrosti pri razdeljevanju
dela na naprave, a dopusˇcˇa lazˇje delo z objekti OpenCL, ki jih lahko upo-
rabljamo kot prave programske objekte. Ker je nasˇ program uporabljal vse
dosegljive naprave, je bilo pomembno, da je bil jezik programa na gostitelju
dovolj varcˇen s procesorskim cˇasom in s pomnilnikom, saj bi drugacˇe oviral
izvajanje sˇcˇepcev.
Prevajali smo s prevajalnikom gcc, natancˇneje z verzijo 4.4.7 20120313,
ki je bila namesˇcˇena na razvojnem okolju. Ukaz za prevajanje lahko vidimo
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g++ -O3 -std=c++0x -Lpath -OpenCL -include
-Lpath -OpenCL -libdir -lOpenCL -o Main.out
Main.cpp lodepng.cpp
Izsek kode 3.3: Ukaz za prevajanje
v izseku 3.3. Pri prevajanju smo eksplicitno uporabili prevajalnik za C++
g++, ki po prevajanju avtomaticˇno povezˇe sˇe libstdc++, kar je enako kot cˇe
bi gcc podali zastavico -lstdc++. Sledita mu zastavici za vklop optimiza-
cij in dolocˇitev verzije C++ standarda. Zastavica -std=c++0x specificira
najnovejˇso verzijo standarda za nasˇ prevajalnik. Naslednje trije argumenti
se uporabljajo za povezovanje s knjizˇnicami za OpenCL. Prvi dva dodata
imenike, ki jih preiˇscˇe povezovalnik, -lOpenCL pa dolocˇi s katero knjizˇnico
naj se program povezˇe. Na koncu sˇe dolocˇimo izhodno datoteko s koncˇnim
programom in vhodni datoteki z izvorno kodo.
Lodepng
Lodepng je odprtokodna in prosto dostopna knjizˇnica za branje in pisanje
slikovnih datotek. Programska koda se zanasˇa le na standardno knjizˇnico in je
zato zelo prenosljiva. Uporabljena je le za preverjanje rezultatov,natancˇneje
ali vse naprave pravilno racˇunajo in pravilno zapisujejo v pomnilnik.
3.3 Uporabljena strojna oprema
Razvoj in meritve so potekale na racˇunskem strezˇniku, ki se nahaja na FRI.
Strezˇnik tecˇe na dveh Intel Xeon E5-2620. Poleg tega ima vgrajen ko-procesor
Xeon Phi 5110P in dve GPE Tesla K20m.
3.3.1 Intel Xeon E5-2620
Xeon E5-2620 je CPE s 6 fizicˇnimi jedri, ki z vklopljeno tehnologijo hyper-
threading predstavljajo 12 navideznih jeder. Nasˇ testni strezˇnik je imel na
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voljo dva taksˇna procesorja, tako da smo imeli na voljo 24 navideznih jeder.
Vsakicˇ ko je v besedilu omenjen ta procesor, sta v resnici miˇsljena oba pro-
cesorja skupaj. Njegova teoreticˇna zmogljivost pri enojni natancˇnosti je 96
GFLOPS. Pri testiranju je bil uporabljen kot naprava gostitelja ter kot manj
zmogljiva racˇunska naprava.
3.3.2 Nvidia Tesla K20m
Nvidia Tesla K20m je GPE, namenjena za racˇunska opravila. Tesla ima
2496 jeder CUDA - Compute Unified Device Architecture. Odlikuje jo, da je
zmozˇna dela v plavajocˇi vejici z dvojno natancˇnostjo. Pri dvojni natancˇnosti
je najvecˇja teoreticˇna zmogljivost 1,17 TFLOPS, pri enojni natancˇnosti pa
3,5 TFLOPS [16]. Pri testiranju smo uporabili dve Tesli, ki sta sluzˇili kot
primer normalne arhitekture uporabljene v HPC.
3.3.3 Xeon Phi 5110P
Xeon Phi 5110P je multiprocesor Intelove arhitekture MIC (Many Integra-
ted Core). Arhitektura je podrobneje predstavljena v razdelku 2.2. Ima 60
jeder, vsak od njih ima zmogljivo vektorsko procesno enoto. Z vklopljeno
tehnologijo hyper-threading ima na voljo 240 navideznih jeder. Pri enojni
natancˇnosti ima teoreticˇno zmogljivost 2,0 TFLOPS [3]. Pri testiranju je bil
uporabljen kot zmogljiva alternativa arhitekturi graficˇnih kartic.
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Poglavje 4
Delitev dela v heterogenem
sistemu
Heterogene sisteme sestavljajo razlicˇno mocˇne naprave, zato je pri racˇunanju
na njih glavni problem ucˇinkovita delitev dela. V nadaljevanju so predsta-
vljene nekatere mozˇne delitve dela.
Glavni cilji delitve so:
• da se delo razdeli uravnotezˇeno med naprave,
• da se naprave cˇim bolje izkoristi,
• da zasedenost naprav z drugim delom cˇim manj vpliva na nasˇo aplika-
cijo,
• da pri racˇunanju ves cˇas sodelujejo vse naprave.
4.1 Enakomerna delitev
Najpreprostejˇsi tip delitve je enakomerna delitev na D enakih delov, kjer D
predstavlja sˇtevilo naprav. Glavna prednost take delitve je, da je program na
gostitelju najbolj preprost in najhitreje pripravljen. Gostitelj mora namrecˇ
samo razdeliti celotno nalogo na enake dele in nato pocˇakati do konca izvaja-
nja. Kriticˇna slabost je, da bo program tekel tako dolgo, kot bo potrebovala
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najpocˇasnejˇsa naprava. Medtem hitrejˇse naprave stojijo. Pri nekaterih pro-
blemih, ki so zelo primerni za racˇunanje na GPE, kot je tudi Mandelbrotova
mnozˇica, se lahko zgodi, da v konfiguraciji ene CPE in ene GPE, GPE za-
kljucˇi z racˇunanjem tudi vecˇ kot desetkrat hitreje od CPE.
4.2 Utezˇena delitev
Naslednji tip delitve dela je podoben kot prejˇsnji, kjer delo razdelimo na N
delov, le da te dele otezˇimo s utezˇmi. Utezˇi naprav dolocˇimo glede na njihov
tip. Nas v OpenCL zanimajo le trije tipi naprav:
• CPE,
• GPE,
• pospesˇevalniki.
Vsakemu tipu naprave pripiˇsemo utezˇi kot konstanto v gostitelju. Utezˇi
dolocˇimo tako, da ocenimo kako primerne so arhitekture naprav za nasˇ pro-
blem. Ta delitev ima zopet prednost preprostega programa na gostitelju. Cˇe
nastavimo ugodne utezˇi, lazˇje dosezˇemo vecˇjo hitrost in izkoristek naprav.
Cˇe utezˇi nastavimo nepravilno, se pri daljˇsih izracˇunih zelo lahko zgodi, da
hitrejˇse naprave koncˇajo opazno pred pocˇasnejˇsimi. Problem je tudi pravilno
oceniti utezˇi, sˇe posebej cˇe nismo dobro seznanjeni s strojno opremo na kateri
delujemo.
4.2.1 Utezˇena delitev s preizkusom
Preproste delitve niso zadovoljive, saj temeljijo na ugibanjih o zmogljivo-
sti strojne opreme ali pa je sploh ne uposˇtevajo. Najboljˇsa resˇitev se zdi,
da zmogljivost naprav sami preizkusimo in se nato na podlagi rezultatov
odlocˇimo o delitvi dela. Strojno opremo preizkusimo na majhnem delezˇu
problema. Ko je preizkus koncˇan, pridobimo cˇas dela naprave. S primerjavo
teh cˇasov napravam dolocˇimo utezˇi, nato pa glede nanje razdelimo preostalo
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delo. Taka porazdelitev je zadovoljiva, dokler vsi sˇcˇepci potrebujejo priblizˇno
enako ukazov, da dokoncˇajo svoje delo in dokler je nasˇ program edini, ki tecˇe
na sistemu. Cˇe poleg nasˇega programa tecˇe sˇe kak drug zahteven program,
ki uporablja katero od izbranih naprav, se lahko zgodi, da je izracˇunana utezˇ
zanjo povsem napacˇna. Utezˇ prav tako lahko napacˇno dolocˇimo v primeru,
da vsi sˇcˇepci niso enako zahtevni. V tem primeru se lahko zgodi, da katera
od naprav dobi znatno lazˇje delo od ostalih in tako dobi utezˇ, ki ne odrazˇa
dejanskega stanja naprave. Paziti moramo, da zacˇetni preizkus traja tako
dolgo, da polno izkoristi naprave, a je dovolj kratek, da naprave ne cˇakajo
predolgo, da ostale naprave koncˇajo s testiranjem.
4.3 Dinamicˇna delitev blokov
Resˇitev, ki omili probleme pri delitvi dela napravam, je dinamicˇna delitev
dela. Kot pri prejˇsnji resˇitvi, na zacˇetku dodelimo majhen del potreb-
nega dela vsem napravam. Ko naprave koncˇajo, s pomocˇjo njihovih cˇasov
racˇunanja, dodelimo napravam novo delo. Za razliko od ostalih pristopov
tu dodelimo napravi le delezˇ celotnega dela, ki mu pravimo blok. Vsakicˇ
ko naprava koncˇa s svojim delom, jo ponovno ocenimo in ji dodelimo nov
primerno velik blok. Tako se izognemo problemom z napacˇno ocenjenimi
utezˇmi zaradi ostalih aplikacij.
Taka oblika dodeljevanja dela potrebuje spremembo preverjanja in ravna-
nja z dogodki. Pri ostalih nacˇinih dodeljevanja smo lahko na dogodke cˇakali
tako, da smo uporabili funkcijo clWaitEvents(). Ta ukaz blokira izvajanja
gostiteljskega programa, dokler se vsi dogodki, ki jih podamo funkciji, ne
izvedejo. To sprosti CPE, ki izvaja gostiteljski program, za izvajanje sˇcˇepca.
Zˇal pa OpenCL ne podpira funkcije, ki bi blokirala izvajanje le do sprozˇitve
prvega dogodka. Zato je potrebno, da se gostitelj vrti v zanki in pregleduje
stanje dogodkov. Ko opazi, da se je na neki napravi izracˇun zakljucˇil, ji lahko
dodeli novo delo.
Alternativa utezˇem je lahko tudi, da velikost blokov dolocˇimo s pomocˇjo
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cˇasovnih intervalov. Na zacˇetku programa dolocˇimo nek cˇasovni interval T ,
ki se lahko v teku programa tudi zviˇsuje. Vsakicˇ, ko naprava obdela svoj blok,
izracˇunamo koliko dela potrebuje, da bo naslednji blok izracˇunala priblizˇno
v cˇasu T . To nam dovoljuje, da dolocˇimo cˇasovne intervale po katerih se
naprave zopet ocenijo.
Pri tej delitvi dela je velika slabost to, da v primeru da tezˇavnost pro-
blemske funkcije ni enakomerno porazdeljena, nasˇe ocene ne temeljijo samo
na hitrosti opravljenega dela, ampak tudi na tezˇavnosti dela, ki pa nam je
med tekom programa neznana. Zato ocene naprav in njihovih utezˇi postanejo
nezanesljive.
4.4 Preprosta delitev blokov
Podobna resˇitev kot dinamicˇna delitev blokov je preprosta delitev blokov.
Pri taksˇni delitvi razdelimo bloke med naprave. Vsakicˇ, ko naprava koncˇa,
ji dodelimo nov blok dela. Vendar za razliko od dinamicˇne delitve tu ve-
likosti blokov ne spreminjamo, ampak jo dolocˇimo na zacˇetku in je enaka
za vse naprave. Delo se porazdeli enakomerno, saj hitrejˇse naprave vecˇkrat
prevzamejo bloke in tako opravijo vecˇ dela. Tako se izognemo problemom,
ko naprave dobijo razlicˇno tezˇko delo in nato dobijo neprimerne velikosti
dela. Cˇe na koncu najpocˇasnejˇsa naprava sˇe vedno zaostaja, lahko njeno
delo dodelimo prosti hitrejˇsi napravi. Tista, ki koncˇa prej, zapiˇse podatke
v pomnilnik, nato pa obe napravi zakljucˇita z delom. To pomaga le, cˇe so
hitre naprave nekajkrat hitrejˇse od pocˇasnih. Taka delitev je lahko uporabna
tudi, cˇe zˇelimo da gostitelj opravi manj dela. V nasˇem primeru to ni bilo
tako pomembno, saj je bila naprava gostitelja vecˇ kot desetkrat sˇibkejˇsa od
ostalih naprav.
Poglavje 5
Implementacija aplikacije
5.1 Potek programa
5.1.1 Priprava gostitelja
Pred delitvijo dela med napravami je potrebno vzpostaviti ogrodje za delo.
Delitev dela opravljamo na CPE. Poleg tega, da razdeljuje delo, je CPE prav
tako racˇunska naprava, ki sama sebi dodeli delo.
Najprej pridobimo vse platforme, ki nam jih OpenCL ponudi. Nalozˇimo
tudi izvorno kodo sˇcˇepca iz datoteke. Nato je potrebno iz vsake platforme pri-
dobiti vse naprave, ki so na voljo. Na tem koraku lahko poimensko izlocˇimo
naprave, za katere ne zˇelimo, da sodelujejo pri racˇunanju. To je uporabno,
cˇe vemo, da je kaksˇna naprava zasedena z drugimi opravili zunaj nasˇega pro-
grama in ne zˇelimo, da to ovira delovanje programa. Pri izlocˇanju naprav je
potrebno tudi preveriti, ali med napravami na razlicˇnih platformah obstajajo
duplikati, in jih odstraniti. Standard OpenCL zagotavlja, da se ista naprava
ne pokazˇe vecˇ kot enkrat na eni platformi. Cˇe se naprava pojavi v dveh
platformah, jo lahko zaznamo tako, da njeno ime primerjamo z imeni ostalih
naprav. Cˇe je ime enako, je naprava duplikat.
Za vsako platformo ustvarimo kontekst z napravami, ki ji pripadajo, za
vsak kontekst pa ustvarimo tudi programski objekt, ki ga prevedemo in
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povezˇemo.
Za vsako napravo, ki jo uporabljamo, ustvarimo objekt imenovan delovna
naprava (ang. working device). Ta objekt vsebuje identifikacijsko sˇtevilko na-
prave, trenutne ukaze naprave, ukazno vrsto, programski objekt, pomnilnik,
sˇcˇepec, kazalec na njen kontekst in podatke o napravi sami. Ko ustvarimo
ta objekt, nam ni vecˇ treba skrbeti v kateri kontekst ali platformo spada
naprava. Vse naprave lahko od tu naprej obravnavamo enako.
V nasˇih testnih primerih, ko smo imeli na voljo dve Tesli, Xeon Phi in
Xeon E5-2620, nam je sistem ponudil dve platformi, eno proizvajalca Nvidia,
ki je vsebovala obe Tesli in eno proizvajalca Intel, ki je vsebovala Xeon Phi
in Xeon E5-2620. Zato je bilo potrebno ustvariti dva konteksta.
Ko je ogrodje pripravljeno, izracˇunamo zacˇetne parametre za racˇunske
ukaze. Racˇunski ukazi so podatkovna struktura na gostitelju, ki smo jo
ustvarili za lazˇje upravljanje z nalogami, ki jih izvajajo naprave. Ta struktura
je drugacˇna za vsak algoritem. V splosˇnem vsebuje podatke o delu, ki je
dodeljeno napravi, ter kazalce na vhodne podatke in kazalce na pomnilnik
za izhodne podatke.
5.1.2 Delitev dela
Za vsako napravo je za zacˇetek delitve dela potrebno pripraviti naslednje
strukture OpenCL:
• ukazno vrsto,
• sˇcˇepec,
• dva dogodkovna objekta,
• pomnilniˇski objekt.
Pred zacˇetkom izvajanja moramo dolocˇiti zacˇetne argumente za sˇcˇepec. Ti
veljajo za vse niti, ki se izvajajo na napravi.
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Pri enakomerni delitvi dela razdelimo nasˇ problem na D kosov, kjer D
predstavlja sˇtevilo naprav v sistemu, nato pa vsaki napravi v ukazno vrsto
uvrstimo ukaz za izvajanje sˇcˇepca s funkcijo clEnqueueNDRangeKernel().
Po zagonu sˇcˇepcev moramo v vrsto uvrstiti sˇe ukaz za branje iz medpomnil-
nika na napravi v glavni pomnilnik s funkcijo clEnqueueReadBuffer(). Ta
dva ukaza povezˇemo z dogodkovnima objektoma, ki ju uporabimo zato, da
lahko ugotovimo, kdaj je naprava koncˇala z delom in koliko cˇasa je za delo po-
rabila. Prvi dogodkovni objekt je namenjen sledenju izvajanja sˇcˇepcev, drugi
pa sledenju prenosa podatkov v glavni pomnilnik. Ko so ukazi uvrsˇcˇeni v
vrstah, moramo pocˇakati na konec njihovega izvajanja. To storimo z ukazom
clWaitForEvents(), ki povzrocˇi, da gostitelj zaspi, dokler se ne sprozˇijo do-
godki, ki sledijo ukazom. Ko se vsi ukazi izvedejo do konca, izmerimo cˇas
izvajanja in zakljucˇimo.
Cˇe delo delimo s pomocˇjo utezˇi, se moramo odlocˇiti za velikost dela, na
katerem bomo testirali naprave. Temu delu pravimo testni blok. Testni blok
ponavadi obsega od 1 do 5 procentov celotnega dela. Testni blok razdelimo
na D enakih delov, ki jih dodelimo napravam. Nato z ukazom za cˇakanje
dogodkov pocˇakamo, da vse naprave zakljucˇijo z delom. Tedaj iz dogod-
kovnih objektov dobimo podatke o cˇasu racˇunanja in pisanja v pomnilnik.
Za vsako napravo nato kolicˇino opravljenega dela delimo s cˇasom racˇunanja.
Izracˇun predstavlja hitrost naprave, ki jo uporabimo kot utezˇ. Z utezˇmi na-
prav lahko dolocˇimo porazdelitev preostalega dela. Preden uvrstimo nove
ukaze je potrebno obnoviti dogodkovna objekta in preveriti, ali pomnilniˇski
objekt dovolj velik za preostalo delo. Nato v ukazne vrste uvrstimo ukaze za
izracˇun preostalega dela. Nato zopet pocˇakamo, da se sprozˇijo vsi dogodki,
izmerimo cˇas in zakljucˇimo.
Diagram poteka delitve dela z bloki vidimo na sliki 5.1. Pri takih delitvah
program ne more cˇakati na naprave s preprostimi ukazi, ampak mora pro-
gram uporabiti povprasˇevanje. Zato moramo delujocˇim napravam dodeliti
zastavice, ki nam povedo, ali so naprave zakljucˇile z delom. Naprava zakljucˇi
z delom, ko nima dodeljenega bloka, hkrati pa ni vecˇ dela, ki bi ga bilo po-
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Slika 5.1: Diagram poteka delitve dela z dodeljevanjem blokov
trebno opraviti. Ko program razposˇlje ukaze za zacˇetek dela, cˇaka v zanki,
da vse naprave zakljucˇijo z delom. V tej zanki s funkcijo clGetEventInfo()
pregleduje dogodke vseh naprav in za vsako napravo preveri, ali je zˇe za-
kljucˇila z delom. Ko funkcija vrne vrednost CL COMPLETE, program ve, da je
delo koncˇano. Iz naprave prebere podatke in, cˇe je potrebno opraviti sˇe kaj
dela, vstopi v funkcijo za dodelitev dela.
Cˇe delimo delo s preprostim dodeljevanjem blokov, je funkcija za dodelitev
dela preprosta. Napravi dodeli tako velik blok, kot je dolocˇeno na zacˇetku
programa. Cˇe je blok vecˇji od preostalega dela, dodelimo celoten preostanek.
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Cˇe delimo delo na bloke dinamicˇne velikosti, je potrebno dolocˇiti velikost
bloka. Najprej je potrebno iz dogodkov pridobiti podatke o cˇasu izvajanja
prejˇsnjega bloka in nato, kot pri delitvi z utezˇmi, izracˇunamo hitrost naprave.
Pred zacˇetkom izvajanja programa dolocˇimo cˇasovni interval T . Velikost
naslednjega bloka dolocˇimo tako, da s pomocˇjo hitrosti naprave izracˇunamo
potrebno velikost bloka, da bo naprava zaposlena za T sekund.
Po izstopu iz funkcije za dodelitev dela mora program najprej obnoviti
dogodkovne objekte, preveriti, da ima dovolj rezerviranega pomnilnika za
delo na napravi, nato pa dodeliti delo napravi. Zatem se vrne na cˇakanje
v zanki. Zanka na koncu vsake iteracije zaspi za nekaj milisekund, zato
da gostiteljski program ne preobremenjuje CPE z nepotrebnim delom. Ko
vse naprave zakljucˇijo z delom, se zanka prekine in zakljucˇimo z izvajanjem
programa.
5.2 Upravljanje s pomnilnikom
Pomnilniˇski objekti na gostitelju predstavljajo pomnilnik, ki ga uporabljajo
racˇunske naprave. Vsaka naprava ima dodeljen svoj pomnilniˇski objekt. Ker
vsak tak objekt predstavlja fizicˇni pomnilnik, to pomeni, da ustvarjanje no-
vih pomnilniˇskih objektov sprozˇi postopke dodeljevanja pomnilnika aplika-
ciji. Cˇe ob vsakokratni dodelitvi dela sprostimo star pomnilnik in dodelimo
novega, lahko pride do upocˇasnitev gostiteljskega programa. Dodeljevanje
in sprosˇcˇanje pomnilnika aplikacijam je namrecˇ na nekaterih napravah draga
operacija, ki je ne zˇelimo ponavljati. Cˇe je pomnilnika na napravi veliko,
lahko na zacˇetku programa napravi dodelimo veliko pomnilnika, ki ga nato
uporablja do konca programa. Vendar to ni dobra strategija v primeru, da
aplikacija potrebuje veliko pomnilnika in si naprave deli z drugimi aplika-
cijami. Cˇe je namrecˇ na napravi dodeljenega prevecˇ pomnilnika, se lahko
pomnilnik zacˇne preslikovati na disk, ali pa naprava ne pusti vecˇ dodeljeva-
nja spomina in postane neuporabna. V takih primerih moramo omejiti veli-
kost dela, ki ga dodelimo napravam, kar lahko posledicˇno pomeni pocˇasnejˇse
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racˇunanje.
5.3 Velikost globalnega razpona in delovnih
skupin
V splosˇnem moramo nasˇ problem razdeliti na veliko sˇtevilo tocˇk v eno ali
vecˇdimenzijskem prostoru. Za vsako tocˇko nasˇega problema moramo zagnati
svojo nit. Cˇe zˇelimo sami izbrati velikost delovnih skupin, je mozˇno, da mo-
ramo zagnati kaksˇno nit vecˇ, zaradi omejitev pri velikost lokalnega razpona.
Velikost delovnih skupin je predvsem pomembna na GPE, saj so delovne
skupine implementirane v strojni opremi.
V pomnilniku so tocˇke razvrsˇcˇen tako, da so si sosednje, cˇe so njihove
realne komponente sosedne. To je pomembno na napravah kot je Xeon Phi, ki
za hitro delovanje uporablja predpomnilnik. Na to GPE ni tako pomembno,
saj GPE navadno ne uporabljajo veliko predpomnilnika.
Cˇe zˇelimo dolocˇiti velikost delovnih skupin, potrebujemo nekaj podatkov
o napravah. S funkcijama clGetKernelWorkGroupInfo() in
clGetDeviceInfo() lahko pridobimo nekaj predlogov. Prva funkcija nam
pri pravih argumentih vrne vrednost M . Velikost delovne skupine na izbrani
napravi mora biti mnogokratnik vrednosti M . Cˇe velikost globalnega raz-
pona ni deljiva z velikostjo nasˇe delovne skupine, lahko velikost globalnega
razpona v dimenziji, ki je neustrezna, povecˇamo za toliko, da postane de-
ljiva. Vse dodatne niti, ki jih s tem ustvarimo, problema ne racˇunajo ampak
iz programa takoj izstopijo.
Velikost delovnih skupin navadno ne sme biti enaka M . To sˇtevilo je
namig, ki na razlicˇnih naprava pomeni razlicˇne stvari. Na primer: na na-
pravah proizvajalca Nvidia ta funkcija skoraj vedno vrne 32. To je v CUDA
velikost snopa (ang. warp), kar je sˇtevilo niti, ki se hkrati izvajajo na eni
racˇunski enoti GPE, ki pa ni nujno enaka racˇunski enoti OpenCL. Na GPE
proizvajalca AMD je ekvivalent snopa wavefront, in normalno sestoji iz 64
niti. OpenCL ekvivalenta temu konceptu nima, vendar se morajo progra-
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merji kljub temu zavedati te lastnosti, saj lahko le tako dosezˇejo dobro izrabo
naprav.
Dejanska primerna velikost delovne skupine je na GPE nekajkrat vecˇja kot
M , ponavadi vsaj 128, lahko pa tudi vecˇ. Na CPE velikost delovnih skupin
ni tako pomembna, saj arhitekture CPE niso tako podobne modelu OpenCL
kot arhitekture GPE. Za velikost delovnih skupin na Xeon Phi proizvajalec
svetuje, da so mnogokratnik sˇtevila 16, ali pa da to odlocˇitev prepustimo
gonilniku [10].
Iz naprav lahko tudi izvemo sˇtevilo njihovih racˇunskih enot. Vendar nam
to zopet ne pove veliko, saj racˇunske enote pri razlicˇnih proizvajalcih po-
menijo razlicˇne stvari. Na primer: na napravah proizvajalca Intel je sˇtevilo
racˇunskih enot enako sˇtevilu navideznih jeder, ki so na voljo; na GPE proizva-
jalca Nvidia pa nam to sˇtevilo pove, koliko procesorjev SP (ang. Streaming
Multiprocesor) je dostopnih. Na vsakem procesorju SP lahko tecˇe vecˇ sto
niti naenkrat. Iz sˇtevila racˇunskih enot lahko ocenimo, koliko delovnih sku-
pin najmanj potrebujemo, saj zˇelimo, da na GPE vsaka racˇunska enota dobi
vsaj 4 do 8 delovnih skupin. To sˇtevilo skupin ponavadi z lahkoto presezˇemo,
zato ta podatek ni tako uporaben.
Cˇe velikosti delovnih skupin ne dolocˇimo, jih pred zagonom sˇcˇepca dolocˇi
gonilnik sam. Gonilnik velikosti delovnih skupin izbere le glede na arhitek-
turo, kar ponavadi prinese zadovoljive rezultate. Vendar se na gonilnik ne
smemo prevecˇ zanasˇati, saj lahko zaradi nepoznavanja nasˇega sˇcˇepca, ali pa
zaradi neprimernosti nasˇega globalnega razpona, izbere povsem neustrezne
velikosti, kar pripelje do slabe izrabe naprav. Cˇe se na primer zgodi, da sta
velikosti obeh dimenzij globalnega razpona prasˇtevili in pustimo odlocˇitev o
velikosti delovnih skupin gonilniku, ta velikosti delovnih skupin nastavi na
1. V tem primeru je izkoristek GPE zelo slab.
Cˇe zˇelimo GPE cˇim bolje izrabiti, je bolje, da izbire velikosti delovnih
skupin ne prepustimo gonilniku. Pomembno je, da je velikost delovnih skupin
res mnogokratnik vrednosti M .
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5.4 Problemi pri razvoju splosˇne delitve
Cˇe na nasˇem sistemu aplikacija ni sama, ampak si rabo naprav deli z drugimi
aplikacijami, moramo poskrbeti, da nasˇa aplikacija naprave sˇe vedno cˇim bo-
lje izkoristi. Tak problem je tezˇko resˇiti v splosˇnem. Nekatere naprave imajo
gonilnike, ki dopusˇcˇajo deljenje procesorske mocˇi med programi. To pona-
vadi velja za vse CPE. Vecˇ tezˇav imamo z gonilniki za GPE, saj nekateri
ne dopusˇcˇajo socˇasnega izvajanja sˇcˇepcev iz razlicˇnih kontekstov. Na pri-
mer: OpenCL je na GPE proizvajalca Nvidia implementirana kot ovojnica
okoli platforme CUDA, ki pa po standardu ne dopusˇcˇa socˇasnega izvaja-
nja sˇcˇepcev iz razlicˇnih racˇunskih kontekstov [17]. Ko zˇelimo ustvariti nov
kontekst na taki GPE, funkcija clCreateContext() cˇaka, dokler naprava
ni prosta. OpenCL ne omogocˇa zaznavanja takih situacij, zato je potrebno
pred zaganjanjem aplikacije preveriti trenutno stanje naprav z orodji kot so
nvidia-smi, torej zunaj aplikacije.
Razvoj splosˇnih resˇitev otezˇuje tudi to, da imajo razlicˇni gonilniki po-
manjkljivosti v svojih implementacijah OpenCL. Nasˇ razvoj je predvsem ovi-
ralo to, da gonilnik Tesle K20m ne podpira asinhronega branja iz pomnilnika.
Pri funkciji clEnqueueReadBuffer(), tudi ko ima blocking read vrednost
CL FALSE, lahko gonilnik Tesle funkcijo vseeno izvede sinhrono. To pomeni,
da je potrebno v vrsto uvrstiti ukaz branja sˇele po koncu izracˇuna na napravi.
To upocˇasni delovanje, saj bi drugacˇe lahko gostitelja zbudili sˇele, ko bi bili
podatki zˇe prepisani.
Poglavje 6
Rezultati
Nasˇo aplikacijo smo testirali z racˇunanjem pripadnosti Mandelbrotovi mnozˇici.
Mnozˇica je ugodna za testiranje, saj je preprosta za izracˇun, izracˇun mnozˇice
pa lahko poteka na vseh tocˇkah povsem neodvisno.
6.1 Mandelbrotova mnozˇica
Mandelbrotova mnozˇica je mnozˇica sˇtevil c v kompleksni ravnini, za katere
velja, da je neskoncˇno zaporedje, podano kot zn+1 = z
2
n + c omejeno (n ∈
N, z0 = 0) . Izkazˇe se, da zaporedje divergira, cˇe je element zaporedja |zn| >
2, zato v tem primeru c ni element Mandelbrotove mnozˇice.
Algoritem 1 prikazuje psevdokodo za dolocˇanje pripadnosti mnozˇici.
Racˇunanje cˇlenov zaporedja ponavljamo toliko cˇasa, da z presezˇe 2. Pri
elementih mnozˇice bi to pomenilo, da bi racˇunanje teklo v nedogled. S kon-
stanto sˇtevilo iteracij, ki se pojavi v algoritmu, dolocˇimo, kolikokrat
najvecˇ bomo ponovili racˇunanje. To pomeni, da lahko pri nekaterih tocˇkah
iz zanke izstopimo veliko hitreje kot pri drugih, kar posledicˇno pomeni, da se
cˇas racˇunanja na razlicˇnih tocˇkah lahko zelo razlikuje.
Kot lahko vidimo iz definicije, je vsaka tocˇka povsem neodvisna od dru-
gih. To pomeni, da je problem trivialno paralelen, saj lahko za vsako tocˇko
neodvisno pozˇenemo izracˇun in da lahko izracˇuni potekajo v nakljucˇnem vr-
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Algoritem 1 Pripadnosti tocˇke mandelbrotovi mnozˇici
c← trenutna tocˇka
z ← 0
iter ← 0
for iter < sˇtevilo iteracij do
z ← z2 + c
if |z| > 2 then
return true
end if
end for
return false
stnem redu, cˇe je to potrebno. Ker smo pri nalogi imeli na razpolago razlicˇno
hitre naprave, je to zelo pomembna lastnost.
6.1.1 Implementacija algoritma
Mnozˇico smo racˇunali na dvodimenzionalnem kvadratnem razponu od -2,0
do 2,0 in od -2,0i do 2,0i. V smeri realne osi smo ga razdelili na X delov, v
smeri imaginarne osi pa na Y delov in izracˇunali pripadnost mnozˇici na vseh
ogliˇscˇih te mrezˇe x + iy. Tu x predstavljajo realne, y pa imaginarne kom-
ponente kompleksnih sˇtevil pri katerih tecˇe racˇun. Pri risanju slike mnozˇice
vsaka tocˇka predstavlja en piksel izhodne slike, barvo piksla pa dolocˇa sˇtevilo
iteracij, potrebnih za izstop iz zanke. Primer mnozˇice, naslikan z programom
vidimo na sliki 6.1. Za vsako tocˇko razpona smo zagnali svojo nit.
Pri testiranju aplikacije se je pokazalo, da s povecˇevanjem sˇtevila tocˇk za
izracˇun, ozko grlo postane prepustnost pomnilnika. Ker smo zˇeleli, da so testi
racˇunsko dovolj zahtevni, smo vsako izbrano tocˇko v mnozˇici nadalje razdelili
sˇe na vecˇ tocˇk, ki smo jih nato povprecˇili. Ta povprecˇja so tako dolocˇila ali
tocˇka pripada mnozˇici ali ne. Vsaka nit je tako izracˇunala vrednosti vecˇ tocˇk
in barvo le enega piksla. Tak postopek racˇunanja v nadaljevanju imenujemo
normalen.
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Slika 6.1: Izris Mandelbrotove mnozˇice
Ker smo zˇeleli testirati nasˇo aplikacijo tudi na problemu, kjer je tezˇavnost
racˇunanja porazdeljena enakomerno, smo poleg normalne verzije implemen-
tirali tudi ne-optimiziran algoritem, ki tudi v primeru, da je kriterij za diver-
genco izpolnjen, izvede vse iteracije do konca. Takemu postopku racˇunanja
v nadaljevanju imenujemo enakomeren.
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6.2 Meritve
Meritve smo opravili s 100.000.000 nitmi, kar predstavlja dvodimenzionalni
globalni razpon 10.000 x 10.000. Merili smo na obeh verzijah postopka
racˇunanja. Opravljena je bila tudi daljˇsa meritev pri normalnem postopku za
testiranje dinamicˇne in preproste delitve blokov na tezˇjem problemu. Testni
parametri vseh testiranj so zapisani v tabeli 6.1.
Tabela 6.1: Parametri testov
parameter normalen enakomeren daljˇsa meritev
sˇtevilo iteracij 1000 1000 1000
sˇtevilo tocˇk na sˇcˇepec 1600 (402) 324 (182) 10000 (1002)
Za primerjavo hitrosti naprav so v tabeli 6.2 cˇasi racˇunanja celotnega pro-
blema na samo eni napravi. Razmerje med hitrostmi naprav je podobno kot
razmerje med njihovimi optimalnimi FLOPS, ki so zapisani v razdelku 3.3.
Iz te tabele lahko ocenimo najvecˇjo racˇunsko hitrost sistema, ki pove koliko
cˇasa bi bilo potrebno za resˇitev problema, cˇe bi problem razdelili idealno. To
izracˇunamo tako, da izmerimo hitrost izracˇuna ene vrstice razpona, nato iz
hitrosti dolocˇimo idealno razdelitev dela, nato pa od tu potreben cˇas dela.
Rezultati izracˇunov so predstavljeni v tabelah 6.3 in 6.4.
Tabela 6.2: Cˇasi racˇunanja mandelbrotove mnozˇice s samo eno napravo
naprava normalen [s] enakomeren [s]
Tesla K20m 393,0 605,3
Xeon Phi 814,4 1114,3
Xeon E5-2620 6075,8 5422,5
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Tabela 6.3: Optimalna razdelitev dela, normalen postopek
naprava sˇtevilo vrstic na sekundo velikost dela [%] pricˇakovan cˇas [s]
Tesla K20m 25,44 39,2 154,3
Tesla K20m 25,44 39,2 154,3
Xeon Phi 12,28 18,9 154,3
Xeon E5-2620 1,64 2,5 154,3
Tabela 6.4: Optimalna razdelitev dela, enakomeren postopek
naprava sˇtevilo vrstic na sekundo velikost dela [%] pricˇakovan cˇas [s]
Tesla K20m 16,52 37,7 228,0
Tesla K20m 16,52 37,7 228,0
Xeon Phi 8,97 20,5 228,0
Xeon E5-2620 1,84 4,2 228,0
Tabela 6.5: Cˇasi racˇunanja Mandelbrotove mnozˇice glede na delitev
porazdelitev naprave normalen [s] enakomeren [s]
Enakomerno Tesli 197,6 284,9
Enakomerno Tesli in Xeon Phi 368,8 355,3
Delitev s preizkusom vse 210,7 243,1
Dinamicˇno vse 186,2 232,7
Dinamicˇno Tesli in Xeon Phi 181,7 233,7
Dinamicˇno Tesli 198,6 290,0
Preprosti bloki vse 233,0 260,6
Preprosti bloki Tesli in Xeon Phi 183,7 236,8
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Slika 6.2: Graf cˇasov racˇunanja Mandelbrotove mnozˇice, normalen postopek,
glede na delitev
6.3 Komentar rezultatov
6.3.1 Enakomerni postopek
Cˇe v tabeli 6.5 primerjamo rezultate testov, ki uporabljajo samo Tesli, vi-
dimo, da je dinamicˇno porazdeljevanje blokov le nekoliko pocˇasnejˇse od ena-
komerne delitve na dva dela. To je zelo ugoden rezultat, saj pokazˇe, da di-
namicˇna delitev blokov deluje zelo ucˇinkovito in je v dolgotrajnih izracˇunih
zelo uporabna.
Cˇe je problemska funkcija enakomerna, nasˇe naprave pa imajo razlicˇne
mocˇi, lahko iz rezultatov na sliki 6.3 vidimo, da je dinamicˇno dodeljevanje
blokov zelo ucˇinkovito, saj se zelo priblizˇa idealni delitvi. Ta nacˇin dodelje-
vanja deluje dobro tudi, kadar eno od naprav vmes obremeni drug program.
Pri njej je potrebno dolocˇiti priblizˇno trajanje blokov, torej interval T . Ka-
dar pricˇakujemo, da bo izracˇun celotnega problema trajal nekaj minut, je
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ugoden cˇas T nekje od 10 do 20 sekund, za daljˇse izracˇune pa lahko tudi vecˇ
minut. Ker je opravilo razdeljevanja blokov v vsakem primeru zelo kratko,
je dobro, da bloki ne trajajo predolgo, saj zˇelimo cˇim prej opaziti napake v
utezˇeh naprav.
Idealni delitvi se priblizˇa tudi utezˇena delitev s preizkusom. Vendar je
pri interpretaciji teh rezultatov treba biti previden, saj so lahko zavajajocˇi.
Implementacija delitve, ki smo jo testirali, je prevecˇ prilagojena testni strojni
opremi. Izkusˇnje iz testiranja kazˇejo, da ima GPE Tesla K20m pocˇasnejˇsi za-
gonski cˇas in da deluje hitreje na vecˇjih problemih. Meritve cˇasa iz zacˇetnega
testiranja so zato Teslam namenile premajhen kos dela. To smo popravili
tako, da smo namesto cˇasov pri racˇunanju, uposˇtevali kvadrate cˇasov. Tako
hitre naprave dobijo sˇe vecˇ dela v primerjavi s pocˇasnimi. Te spremembe
so prevecˇ specificˇne in bi lahko sˇkodovale v splosˇnem primeru. V splosˇnem
je ta problem tezˇko resˇljiv, saj ne moremo napovedati, kaksˇne so razlike v
zmogljivosti naprav, glede na velikost problema.
Od delitev, ki ne uposˇtevajo zmogljivosti strojne opreme, ampak sˇe vedno
uporabijo vse naprave, je najboljˇsa preprosta delitev z bloki. Ostale delitve
so neprimerno pocˇasnejˇse, saj hitrejˇse naprave vedno cˇakajo na pocˇasnejˇse.
Vendar je tudi ta delitev slabsˇa od dinamicˇne delitve blokov. Pri tej deli-
tvi je sˇe bolj pomembno, da pravilno dolocˇimo velikost blokov. Pri krajˇsih
racˇunanjih se velikokrat zgodi, da hitre naprave na koncu cˇakajo pocˇasnejˇse,
cˇe so bloki preveliki. To ni tako velik problem ko je razmerje med velikostjo
izracˇuna in velikostjo bloka veliko. Bloki tudi ne smejo biti premajhni, saj
to pomeni, da naprave niso dovolj izkoriˇscˇene.
6.3.2 Normalni postopek
Pri neenakomerni problemski funkciji iz tabele 6.5 vidimo glavno slabost
enakomerne porazdelitve. Razlika med uporabo samo dveh Tesel, ki si ena-
komerno razdelita problem in uporabo Tesel in Xeon Phi, kjer je problem
neenakomerno porazdeljen med neenake naprave, je ogromna. Na sliki 6.2
vidimo tudi, da se delitve dosti manj priblizˇajo idealni delitvi problema, kot
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Slika 6.3: Graf cˇasov racˇunanja Mandelbrotove mnozˇice, enakomeren posto-
pek, glede na delitev
pri enakomerni funkciji.
Pri taki problemski funkciji se zaradi variacij v tezˇavnosti funkcije ve-
likokrat zgodi, da dobimo boljˇse rezultate, cˇe ne uporabimo zelo pocˇasnih
naprav. Lahko se namrecˇ zgodi, da naprava dobi preveliko utezˇ in jo nato
druge naprave cˇakajo zelo dolgo cˇasa. Tak primer vidimo v rezultatih pri
obeh delitvah blokov. Cˇe primerjamo dinamicˇno dodeljevanje brez uporabe
CPE in tisto brez CPE in Xeon Phi, vidimo da s Xeon Phi pridobimo le
20 sekund, kar je okoli 10%. Primerjavo med dinamicˇnim in preprostim do-
deljevanjem blokov, prikazuje tabela 6.6. V njej vidimo, da se pri daljˇsih
racˇunanjih bolj obnese dinamicˇno porazdeljevanje z vsemi napravami. Pri
porazdeljevanju preprostih blokov vidimo, da CPE tudi pri daljˇsih izracˇunih
upocˇasni delo.
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Tabela 6.6: Cˇasi racˇunanja Mandelbrotove mnozˇice, daljˇsa meritev
porazdelitev naprave normalen [s]
dinamicˇno vse 1046,7
dinamicˇno Tesli in Xeon Phi 1091,0
preprosti bloki vse 1261,7
preprosti bloki Tesli in Xeon Phi 1171,2
6.3.3 Velikosti delovnih skupin
Tabela 6.7: Cˇasi dinamicˇne porazdelitve z enakomernim postopkom, glede
na velikost delovnih skupin, vse naprave
razpon enakomeren [s]
32x1 340,1
64x1 339,8
128x1 227,8
192x1 227,8
256x1 227,8
512x1 228,4
Ni nastavljen 232,2
Tabeli 6.7 in 6.8 prikazujeta hitrosti izracˇuna pri dinamicˇni porazdelitvi
pri enakomernem postopku glede na velikost in obliko delovnih skupin na
GPE. Rezultate vidimo tudi na sliki 6.4. Iz tabele 6.7 lahko sklepamo, da
je zelo pomembno, da so delovne skupine dovolj velike, da ucˇinkovito izkori-
stijo GPE. Pri GPE proizvajalca Nvidia je zaradi zasnove, ki dopusˇcˇa viˇsjo
zakasnitev pri pomnilniˇskih dostopih, pomembno, da je v vsaki skupini na
cˇakanju zadostno sˇtevilo niti, cˇeprav se jih socˇasno iz ene skupine izvaja le 32.
Iz testov vidimo, da zadostuje, da je velikost delovne skupine vsaj 128 niti.
Navodila proizvajalca Nvidia omenjajo, da je priporocˇena velikost delovnih
skupin 128-256 za polno zasedenost blokov in nad 192 za zakritje zakasnitve
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Tabela 6.8: Cˇasi dinamicˇne porazdelitve z enakomernim postopkom, glede
na obliko delovnih skupin
razpon enakomeren [s]
128x1 227,8
64x2 238,5
32x4 237,8
16x8 238,4
8x16 228,7
4x32 231,7
2x64 234,0
1x128 242,5
20x10 248,4
43x13 239,0
257x1 255,5
pri dostopih do pomnilnika. Ker nasˇ sˇcˇepec dostopa do pomnilnika le na
koncu izvajanja, ta vrednost za nas ni tako pomembna. Vidimo tudi, da
je v teh primerih rocˇno nastavljanje velikosti delovnih skupin boljˇse kot cˇe
pustimo, da velikost dolocˇi gonilnik.
Sˇe huje je v nekaterih posebnih primerih. Na primer: cˇe je velikost obeh
dimenzij globalnega razpona prasˇtevilo, gonilnik nima druge mozˇnosti, kot
da velikost delovnih skupin nastavi na 1. Takrat postanejo GPE povsem
neuporabne, saj je nasˇa aplikacija na istem problemu z razponom 10.007
x 10.007 potrebovala 5025 sekund, kar je priblizˇno dvajsetkrat dlje od cˇasa,
potrebnega za delo na razponu 10.000 x 10.000. To je seveda preprosto resˇljiv
problem, saj lahko globalni razpon v takem primeru razsˇirimo, podobno kot
je to opisano v razdelku 5.3.
V tabeli 6.8 so predstavljeni rezultati glede na obliko delovnih skupin.
Opazimo, da so razlike med enako velikimi skupinami zelo majhne, le okoli
5%. Vidimo pa tudi, da izracˇun traja dlje, kadar velikost delovnih skupin ni
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deljiva z 32.
Iz teh rezultatov vidimo, da je za delo GPE potrebno, da med dodeljeva-
njem, odlocˇitev o velikosti delovnih skupin ne prepusˇcˇamo gonilniku ampak
jo dolocˇimo sami. Rezultati kazˇejo, da je primerna velikost za delovne sku-
pine 192 ali 256. Iz rezultatov se tudi kazˇe, da je najboljˇsa oblika delovne
skupine enodimenzionalna in vsebuje tocˇke, ki so v pomnilniku sosednje, torej
velikost 256x1.
Slika 6.4: Graf cˇasov dinamicˇne porazdelitve z enakomernim postopkom,
glede na velikost delovnih skupin na GPE.
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Poglavje 7
Zakljucˇek
V delu smo zasnovali in razvili aplikacijo za delitev dela na heterogenih siste-
mih. Omogocˇa ucˇinkovito izrabo poljubnih heterogenih sistemov. Aplikacijo
bi bilo preprosto pretvoriti za resˇevanje drugih vzporednih problemov, saj je
napisana modularno, ne pa specificˇno za nasˇ testni primer.
Prikazali smo nekaj mozˇnih nacˇinov deljenja dela, ki bi bili uporabni za
razlicˇne vrste problemov. Ugotovili smo, da je najboljˇse deliti problem z
dinamicˇno delitvijo, ki napravam dodeli manjˇse kose dela, nato pa jim na
podlagi njihovih cˇasov racˇunanja dodeli novo delo. Taka delitev je izboljˇsala
hitrost delovanja tudi za vecˇ kot 25 % v primerjavi z drugimi delitvami. Re-
zultati so pri problemih, kjer tezˇavnost ni enakomerna, pokazali tudi, da upo-
raba pocˇasnih naprav velikokrat upocˇasni delo, namesto da bi ga pohitrila.
Ugotovili smo tudi, da odlocˇitve glede velikosti delovnih skupin ni pametno
prepustiti gonilniku temvecˇ je bolje, da jih nastavimo sami. Pokazali smo
primerne velikosti delovnih skupin za graficˇne procesne enote proizvajalca
Nvidia. Pregledali smo tudi, kaksˇne oblike delovnih skupine so primerne in
ugotovili, da so najboljˇse delovne skupine enodimenzionalne ter vsebujejo
tocˇke, ki piˇsejo v sosednje naslove v pomnilniku.
Kljub temu, da je nasˇe orodje namenjeno splosˇni uporabi na kateremkoli
heterogenem sistemu, bi bilo potrebno izvesti vecˇ testiranj na razlicˇnih hete-
rogenih sistemih. Tega nismo storili, saj smo imeli dostop le do enega sistema,
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ki je vseboval vecˇ kot le centralno procesno enoto in eno graficˇno procesno
enoto. Dodatno bi bilo potrebno implementirati in testirati mozˇne optimiza-
cije za Xeon Phi kot so prilagoditev globalnih in lokalnih razponov, ter oblike
delovnih skupin. Prav tako bi bilo potrebno testirati sˇe graficˇne procesorje
drugih proizvajalcev in prilagoditi pripravo naprav, da bi uposˇtevala tudi
njihove lastnosti in prednosti. Ni mogocˇe, da bi nasˇa aplikacija pokrila vse
naprave, lahko pa bi bolj podrobno poznala in uposˇtevala lastnosti vsaj sˇe
nekaj bolj razsˇirjenih arhitektur.
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