We study the asymptotic behaviour of solutions to the porous media equation in an exterior domain, Ω, which excludes one or several holes, with zero Dirichlet data on ∂Ω. We prove that, when the space dimension is three or more, this behaviour is given by a Barenblatt function away from the fixed boundary ∂Ω and near the free-boundary. On the other hand, if we scale the solution according to its decay factor, away from the free boundary and close to the holes it behaves like a function whose m-th power, H, is harmonic and vanishes at ∂Ω. The height of such a function is determined by matching with the Barenblatt solution representing the outer behaviour.
Introduction
Let G ⊂ R N be a bounded open set with smooth boundary and let Ω = R N \ G. We do not assume G to be connected, so that it may represent one or several holes in an otherwise homogeneous medium. Our goal is to study the large-time behaviour of the solution to the porous media equation (PME for short) in that exterior domain with zero data on the boundary,    u t = ∆u m , (x, t) ∈ Ω × (0, ∞), u(x, t) = 0, (x, t) ∈ ∂Ω × (0, ∞), u(x, 0) = u 0 (x),
x ∈ Ω, (1.1)
where m > 1. We assume that the initial data u 0 are in L 1 (Ω), nonnegative in Ω and compactly supported in Ω. The last assumption implies that the support of u(·, t) remains bounded for any later time, t > 0 (finite propagation property, that follows easily by comparison with the solution of the problem in the whole space). This allows us to study the behaviour in time of the free boundary, Γ(t) = ∂{x ∈ Ω : u(x, t) > 0} \ ∂Ω, which is an important topic in porous media flows. Due to the L 1 − L ∞ regularizing effect, [4] , [20] , [21] , we may assume without loss of generality that u 0 ∈ L ∞ (Ω).
The asymptotic behaviour of the solution to the present problem (1.1) was studied by King in [15] , both for N > 2 and N = 2. However, his calculations are formal and restricted to radially symmetric solutions. The aim of this paper is to perform a complete analysis of the issue when N > 2 for general domains and data. The restriction on the dimension will be assumed hereafter, since the situation for N = 1, 2 is different. As a first step, in Section 2 we construct suband supersolutions that will allow us to identify the decay and expansion rates of the solution. We will see that u decays as O(t −α ) while its support expands like O(t β ), where
2) turn out to be the self-similarity exponents corresponding to the source-type solutions of the PME, also known as Barenblatt solutions. We scale the solution according to these rates, v out (y, τ ) = t α u(yt β , t), τ = log t, and prove that v out converges as τ → ∞ to the profile F C of a particular Barenblatt solution, B C (x, t) = t −α F C (xt −β ). The constant C is determined from the initial data thanks to an explicit conservation law that takes into account how much mass is lost through the boundary ∂Ω due to the homogeneous Dirichlet conditions. Convergence is uniform in sets |y| ≥ δ, i.e., in a wide exterior region up to the free boundary, what is called in Matched Asymptotics the outer limit, see Theorem 3.1.
As a consequence of this convergence result, we prove that the free-boundary of u behaves as the free-boundary of the Barenblatt function B C (the one that gives the outer behaviour), see Corollary 3.2. The amount of mass that is lost through the boundary is given by the projection of the initial data on a function Φ which is the normalized harmonic function that measures the capacity of G, see formula (3.5) . This is the only influence of the hole structure on the outer asymptotic behaviour in first approximation. Such information is one of the main conclusions of this paper.
In order to complete the study we must also consider what happens in the region near the holes (so-called inner limit). The scaling in this case is simpler: we only have to amplify the solution, keeping the space variable fixed (i.e., a quasistationary situation). We prove that the rescaled function v in (x, t) = t α u(x, t) converges to a stationary state,
, where H = (1 − Φ) is the unique solution, see for instance [10] , of
The free constant C is adjusted through matching with the Barenblatt function which gives the outer behaviour. It turns out that C = C . See Section 4 for complete details. Combining the inner and outer descriptions allows us to write a global uniform approximation for the large-time behaviour of the solution, cf. Theorem 5.1.
In order to illustrate the theory, in Section 6 we show some numerical computations for a radial example. We present some conclusions and comments in the last section, Section 7.
Let us review some precedents: in [17] , two of the authors study the same exterior problem, but with nontrivial boundary data, g. Assuming that g is time independent, the inner limit of the solution stabilizes to H 1/m , where H is a harmonic function in the exterior domain, decaying at infinity with boundary data g. The outer behaviour is given by a self-similar solution of the PME which is singular at x = 0. In contrast with the case of zero boundary data, in this case the inner limit is completely determined by g and the matching is needed in order to properly describe the outer limit. In other words, the sense of the implications in the matching process is reversed.
Let us also recall that the one-dimensional problem has been studied by Kamin and one of the authors in [14] . After an antisymmetric extension, the problem is identified as the PME equation with changing-sign initial data with zero mass, R u 0 = 0. The solution is shown to converge uniformly to a self-similar antisymmetric profile, a so-called dipole solution, introduced by Barenblatt and Zel'dovich in [3] . More precisely,
Notice that for N = 1 there is no need to consider the outer and the inner region separately, since the dipole is already a global approximation. Besides, these scaling exponents do not match the exponents in (1.2), thus showing the different effect of the hole in one and more than two dimensions. The main physical difference is reflected on the fact that for N ≥ 3 the asymptotic mass is not zero, while for N = 1 it goes to zero like a power of time,
Dimension N = 2 studied in [9] exhibits a transition behaviour where the mass goes to zero at a logarithmic rate.
Throughout the paper c denotes a positive constant that may change from one line to another, or even in the same line. With B r (x 0 ) we denote the open ball with radius r and center at x 0 .
Note. After completion of this work, and during a conference held in Bedlewo (Poland), we were informed of the paper by Profs. Gilding and Goncerzewicz on the same subject, [9] . In comparison, the results for the outer analysis of the N -dimensional case, N ≥ 3, are similar, but the methods are completely different. With respect to their paper, ours also contains the description of the inner behaviour, see Section 4, and the global approximation. The exterior domain we consider is quite general and may contain several holes. On the other hand, they perform the analysis of the case N = 2, where the rates include extra logarithmic terms that make the analysis quite long; in view of their results, we have decided to drop that part.
Preliminaries
. By translation, we may assume without loss of generality that 0 ∈ G.
We say that u is a weak solution of (1.1) on [0, ∞) if it is a solution, in the previous sense, on any [0, T ]. We define sub-and supersolutions as usual; i.e, by replacing in the definition of solution the equality by a ≤ or ≥, respectively.
Conservation law
The role of the standard mass conservation is played here by a modification in the form of a weighted mass conservation. Let f be a harmonic function in Ω such that f = 0 on ∂Ω. As in [15] , we introduce
Integrating by parts in Ω and using that u has compact support, we get that
Since u m and f are zero on ∂Ω, we conclude that I is an integral invariant,
2.2 Sub-and supersolutions i. Supersolutions. As supersolutions we will use the Barenblatt functions
with C > 0 and ξ = xt −β , which are source-type solutions of the PME in the whole space. Parameter C is a function of the total mass of B C , more precisely, the mass
see [19] . Given any positive timet, we choose C large so that B C (·,t) lies above u(·,t). Recall that u(·,t) is bounded and compactly supported. ii. Subsolutions. The Barenblatt functions cannot be used as subsolutions of the problem: though a suitable translation allows to put them below u at some time for C small, they will eventually become positive at the fixed boundary ∂Ω. To avoid this difficulty with the boundary condition, we may consider
It has the expected decay factor and its m-th power is harmonic in its support.
Hence it is a subsolution of the PME. However, it is impossible to put it below u at any time, because its does not have compact support. The idea is then to take a combination of both subsolutions. But they intersect with the "wrong angle". Therefore, we have to modify H A slightly before "gluing" them. We take a delay τ > 0 and consider
where R − , r 1 , a, C 0 , and γ are positive constants, with γ < β. For σ > 0, we set
, so that the maximum of H A(t),τ is always bigger than the maximum of B C 0 ,τ . Let R + (t) be the radius of the outer interface of H A(t),τ and B + (t) the radius of the interface of B C 0 ,τ . We will see that, if the parameters are selected appropriately, then H A(t),τ and B C 0 ,τ intersect at a distance r (t), that verifies R + (t) < r (t) < B + (t), with the correct angle, as in Figure 1 .
Hence, we define
which turns out to be the needed subsolution. 
Proof. We perform the proof in three steps. We first show that there is a timet such that ϕ C 0 ,τ is a subsolution to the PME for t ≥t. Then, that there exist a time t 0 ≥t, a delay τ and constants R − , r 1 , a and C 0 such that u(x, t 0 ) is above
is well defined for t ≥ t 0 .
Step 1 Since B C 0 ,τ and H A(t),τ are subsolutions of the PME, by definition of H A(t),τ we only have to prove that it is a subsolution if r 1 < |x| < r and t ≥t; i.e., defining r = |x| andĤ(r, t) =Ĥ A(t),τ (x, t) we have to show that
Since σ < 4γ − 1, this inequality is satisfied ift is large.
Step 2 Let A = B A + (0) \ B A − (0) be an annulus, such that for a fixed time t 0 ≥t, large enough, A ⊂ Int(supp(u(·, t 0 ))), see [2] . We choose R − = A − and A − < r 1 < A + and then select C 0 , which measures the hight of ϕ C 0 ,τ in order to have u 0 above ϕ C 0 ,τ at t 0 ; i.e we want A(t) < min u(·, t 0 ) inside A. We still have two free parameters, namely a and τ . Since we want supp(
This determines the value of τ . The next step consists in determining a. To this aim we use that R + (t) verifies
Hence, since we need R + (t 0 ) < B + (t 0 ), it is enough to choose the free parameter a such that r 1 + (t 0 + τ ) γ /a 1/4 < B + (t 0 ).
Step 3 The construction of ϕ C 0 ,τ requires that R + (t) < B + (t) in order to have the right intersection angle at r . Let us see then that r 1 + (t + τ ) γ /a 1/4 < B + (t). Define
. From the previous step we know that F (t 0 ) < 0. Assume that there is a first time t 1 where F (t 1 ) = 0. Then, since γ < β,
which is a contradiction. Since u and ϕ C 0 ,τ are ordered at t 0 , comparison implies that they are ordered at any time t ≥ t 0 .
Outer limit
The asymptotic behaviour of u near the free boundary is given by a Barenblatt function with a constant C which can be determined in terms of the initial data u 0 .
Theorem 3.1 Let N > 2 and
If u is a weak solution of (1.1), then
Proof. We perform the proof in several steps. By a scaling argument, we show that Theorem 3.1 is valid for subsequences. Then we prove that the limit along any subsequence coincides with B C . This implies that the validity of the limit for u is not restricted to subsequences.
Step 1 Scaling and compactness. We define
where α and β are given in (1.2). The Barenblatt functions are invariant under this scaling. Therefore, the family {u λ } is uniformly bounded by some Barenblatt. Thus, thanks to the results on compactness for the PME, [7] , [22] , there is a subsequence {λ k } and a function u ∞ such that
uniformly on compact subsets of R N \{0} × (0, ∞). Moreover, u ∞ is a weak solution of the PME in R N \{0} × (0, ∞).
Step 2 The limit is a Barenblatt. We show now that u ∞ is a Barenblatt solution. We know from the previous section that there exists a constant C such that
If we re-scale this expression and then pass to the limit as λ k → ∞, we get that u ∞ is bounded, both from above and below, by Barenblatt solutions
Thus, u ∞ is a nontrivial solution of the PME in R N \{0}, t > 0, which is bounded for all positive times. Hence, since N > 2, the singularity can be removed. Here is a standard proof: take a smooth cutoff function 0 ≤ ψ ≤ 1 that vanishes near x = 0 and is 1 for |x| ≥ 1 and put ψ r (x) = ψ(x/r). We now write the weak formulation of the PME with respect to a test function ϕ(x, t) = ζ(x, t)ψ r (x) where ζ ∈ C ∞ c (R N × (0, ∞)). Since ϕ = 0 near x = 0, this test function is admissible for the solution with a bounded singularity. Since u ∞ is bounded, the limit r → 0 shows that it is a solution of the PME for all t > 0, x ∈ R N . Relation (3.2) also implies that
and hence, at t = 0, we have that supp(u ∞ (x, 0)) = {0}. Since the initial trace is a finite measure [5] , we conclude that it is a multiple of the delta function. Therefore u ∞ is a Barenblatt solution, B C with a constant C that verifies
Step 3 Convergence along subsequences. Using the invariance of Barenblatt functions under this scaling, we have that
for λ k large, where x = λ β k y. Thus, the uniform convergence of u λ k to B C as λ k → ∞ in sets of the form {|y| ≥ δ} implies, taking λ k = t k , the result stated in Theorem 3.1 for a subsequence.
Step 4 Conclusion. The final step consists in showing that, no matter the subsequence, the parameter C of the limit function is given by (3.1) . Let H be a solution of (1.3). Using the conservation law (2.1) we obtain
where the first integral can be computed explicitly. For the one on the right we have,
for any δ > 0 and t k big enough. If we bound u by a Barenblatt, and use that H ≤ 1, we get
where F C is the profile of the Barenblatt with constant C. Thus, lim
be made as small as desired by taking δ small. In order to compute I 2 we do again the change of variables x = ξt β k and pass to the limit as t k → ∞ using the uniform convergence result stated before. Since α = N β, we obtain
Passing to the limit in (3.3), and then letting δ → 0,
where c(m, n) is given by (2.2). This result does not depend on the particular sequence {t k }.
Remark 1 (Loss of mass)
The asymptotic mass of u coincides with the mass of the Barenblatt solution with limit constant C . This can be checked performing computations analogous to that of Step 4 in the above proof. Thus, the amount of mass, M L (u), lost in the evolution is given by
In terms of the function Φ(x) = 1 − H(x) we have
Therefore, the influence of the hole structure is felt at the asymptotic level through the projection of the initial data on Φ, which represents in this way the dissipation capacity of G. Indeed, this connection is justified by standard potential theory, since Φ is the harmonic function defined in Ω that takes value 1 on ∂Ω and 0 at infinity. In other words, Φ measures the capacity of G by means of the formula
The fact that there is a remaining asymptotic mass is a non-trivial property that is not true for N = 1, 2.
To end this section, we consider the behaviour of the free boundary of u as t becomes large. To this purpose, we define
|x|.
Corollary 3.2 Let N > 2 and let u be a weak solution of (1.1). Then
Proof. As an immediate consequence of Theorem 3.1, written in re-scaled variables, we get
for any ε, with t large enough. The upper bound requires more effort. For any ε > 0 and τ > 0 we define
It is easy to see that u is a supersolution of the PME. On the other hand, Theorem 3.1 implies that
for t larger than some t 0 which does not depend on τ . Moreover, by taking τ big enough we get u(
, from where we get that
Inner limit. Matching
We know that u decays as O(t −α ), since u is bounded both above and below by functions with such a decay. What asymptotic profile do we get in the inner layer if we scale the solution according to this size factor? In order to guess an answer we do some formal computations. Let v = t α u. Then v verifies the equation
in Ω × (0, ∞), with the same boundary condition as u, i.e., v = 0 on ∂Ω. Assume for a moment that t −2β+1 v t → 0 as t → ∞. Then, the limit of v m is expected to be a nontrivial solution of the Laplace equation in Ω with zero Dirichlet boundary data. There is a whole family of solutions to this problem. They are all a constant factor of the solution H of (1.3), hence they are determined by their height at infinity. In order to determine this height we use matched asymptotics: the outer limit of the inner expansion should coincide with the inner limit of the outer development.
Theorem 4.1 Let N > 2 and let u be a weak solution of (1.1). Then the inner asymptotic behaviour of u is given by the stationary state H C , where
More precisely, given ε > 0 there exist δ = δ(ε) and t in = t in (ε, δ) such that
for all |x| ≤ δt β and t > t in .
Remark 2 In particular, convergence is uniform on sets of the form |x|t −β ≤ λ(t), for any positive function λ(t) such that lim t→∞ λ(t) = 0.
Let us first show that there is convergence in time average. In order to simplify the notation we write
where w(x, τ ) = t αm u m (x, t) with τ = log t.
Lemma 4.2 Given ε > 0 and T > 0 there exist
for all |x| ≤ δe βτ and τ > τ in .
Proof. Given ε > 0 we know from the previous section that, for any δ > 0, there exists a time t 0 = t 0 (δ) such that
where
The restriction, g, of w to ∂B R(τ ) , verifies
We want to use Green's function, G, for Ω τ , regarding τ as a frozen coefficient. Namely, given x 0 ∈ Ω τ , we write
where δ x 0 denotes the Dirac measure that gives unit mass to the point x 0 . Then w can be represented as
We claim that, for T > 0 fixed and |x| ≤ δe βτ ,
Indeed, we have that
We start by getting a bound for I 1 in terms of T , δ and ε. Since ∂G ∂ν is negative on ∂B R(τ ) (0), for τ ≥ τ 0 we have
where H verifies the Laplace equation in Ω τ , H = 0 on ∂Ω and
An analogous computation yields
Finding an estimate for I 2 is a little more involved. It is based on the well-known semiconvexity property
see for example [18] , which in terms of v reads v τ ≥ −2βv/(m − 1). Since v is bounded,
Let R 0 be the radius of a ball strictly contained in G, B R 0 (0), and consider the annulus
As
Using the explicit expression for G A ,
and hence
Summarizing, if |x| ≤ δe βτ and τ is large enough, then
which proves the claim (4.4), and hence the lemma.
Proof of Theorem 4.1. This is a simple calculus lemma. We argue by contradiction. Assume that there is a sequence of points {(x n , τ n )} such that |x n | ≤ δe βτn and w(x n , τ n ) ≥ H C (x n ) + 2ε. Since w τ ≥ −Cw, with C a positive constant, integrating this expression between τ n and τ n + h we get
We arrive at a contradiction with the conclusion of Lemma 4.2. Therefore,
for |x| ≤ δt β .
Global formulation
Theorems 3.1 and 4.1 allow us to write a unified formulation of the asymptotic behaviour of u in terms of a global approximation, U G . This global approximation equals zero at the fixed boundary and has compact support. Its outer interface behaves for t large as the free boundary of B C , and hence as the outer interface of u.
Theorem 5.1 Let C be the constant given in (3.4) . Let u be a solution of (1.1),
Proof. Since
Theorem 4.1 implies that, given ε > 0, there exist δ = δ(ε) > 0 and t in such that
On the other hand,
It follows from Theorem 3.1 that for any δ > 0, and in particular for δ(ε), there exists a value t out such that t α |u(
Remark 3 There is a big overlapping region, see Figure 2 ,
if |x| > 1/δ and δ small. Hence we get that
if |x| belongs to the overlapping region, (1/δ, δt β ) for δ small. Analogous computations show that, if |x| belongs to the overlapping region, δ is small and t is large enough, then the inner and the outer behaviour hold simultaneously in that region. 
Proof. There is a constant C such that both u and U G vanish for |x| ≥ Ct β . Hence, using the previous convergence result, we get
for t large enough.
Remark 4
The L 1 convergence result can be extended from compactly supported initial data to the whole class of data u 0 ∈ L 1 (Ω) by a standard density argument, see [19] .
A radial example
Let the hole G be the ball with radius 1 centered at 0, B 1 (0), and u 0 a radial initial data. Since both the domain and the initial data have radial symmetry, the solution u is radial and the original problem (1.1) can be rewritten as
We use a numerical scheme to approximate the solution to this problem. The method has three steps: front tracking, space discretization and time discretization. For the first step we use an algorithm based on ideas from [6] , [12] . Then we discretize the r variable with a finite difference scheme and keep t continuous. We solve the resulting ODE with the ODE solver ODE15s provided by Matlab .
Let us take u 0 (r) = ((1 − r)(r − 10)) + , N = 3 and m = 2. Then β = 0.2 and α = 0.6. We compute the asymptotic constant C using formula (3.4): Next we run the method until time t = 10 4 and plot the solution in the scales that correspond to the inner and the outer limit.
In Figure 4 we plot the solution multiplied by t α . As expected, it converges to the stationary solution H From Corollary 3.2 we have that the free-boundary grows as x ∼ t β , for t big enough. More precisely, it behaves as t β multiplied by an explicit constant. In our case this constant equals 13.932. This behaviour can be observed in Figure 6 : if we plot the free-boundary in logarithmic scale, we see that it converges to a line with slope β = 0.2 and value K = log(13.932) at the origin. In view of Corollary 3.2, this is the expected result. It is worth noticing that the free boundary of the solution accommodates to its asymptotic limit much earlier than the solution itself.
In order to compute the asymptotic mass explicitly, one is tempted to try the same technique used for the PME to prove a conservation law. Hence we define
for a certain f that should be determined. Integrating by parts in Ω and using that u has compact support, we get that
We cannot go further. The main difficulty is that the p-Laplacian operator is not self-adjoint.
Hot spots
A possible extension to this paper consists of determining the hot spots, H(t), for problem (1.1); i.e. we want to study the movement of H(t) = {x ∈ Ω : u(x, t) = max 
Boundary data with fast decay
If we replace the boundary data by 0 ≤ u(x, t) ≤ ct −σ for x ∈ ∂Ω, σ ≥ α, the convergence results still hold, and the free boundary is O(t β ). The key point is that we still may use Barenblatt functions as supersolutions. On the other hand, if u(x, t) = ψ(x)t −σ , x ∈ ∂Ω, with ψ nontrivial, nonnegative and bounded, and σ ∈ (−∞, 1/m), the interface is O(t βm (1−σ(m−1)) ), see [17] . There is still a gap to be covered, σ ∈ [1/m, α).
Heat equation and Fast diffusion. Other classes of initial data
Results similar to those contained in this paper (except the ones concerning the free boundary) were obtained by Herráiz, [11] , for the heat equation (m = 1) with initial data u 0 ∼ C|x| −γ , γ > N . Our techniques may be used to extend the results to general data in L 1 (Ω). Moreover, they may also be applied to the fast diffusion case (m < 1).
The case m = 1, u 0 ∼ C|x| −γ , γ ≤ N is also considered in [11] . The proofs depend strongly on the linearity of the problem and do not apply to the case m = 1. On the contrary, our techniques might be used to deal with this problem. The outer behaviour will be given by a self-similar solution of the PME in the whole space with the right decay at infinity. These self-similar solutions, constructed in [1] , are then matched with a quasistationary solution to give the inner behaviour. The hole has no effect on the outer development, since it is negligible, compared with the 'big' size of the solution at infinity. Details will be given elsewhere.
