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21. Introduction
Let G be a connected real semi-simple Lie group and P = MAN a
minimal parabolic subgroup. Let H < G be a closed and connected
subgroup. We call Z = G/H real spherical provided that there is
an open P -orbit on Z. In [12] we have shown that this condition
implies that there are only finitely many P -orbits on Z. The purpose
of this paper is to explore the representation theoretic significance of
real sphericity.
This paper relies in part on the forthcoming article [11] on the local
structure of real spherical spaces, which forces us to assume that the
Lie algebra of H is an algebraic subalgebra of the Lie algebra of G.
For a Harish-Chandra module V with smooth completion V ∞, we
show that if G/H is real spherical with PH open then
(1.1) dimHomH(V
∞,C) ≤ dim(V/n¯V )M∩H ,
with n¯ = Lie(N¯) corresponding to an opposite parabolic subgroup.
In this context we recall that V/n¯V is finite dimensional, a con-
sequence of the Casselman-Osborne lemma (see [14], Sect. 3.7). For
symmetric spaces (which are real spherical) finite dimensionality of
HomH(V
∞,C) was originally established by van den Ban in [2], Cor. 2.2.
Finally we remark that certain bounds on dimHomH(V
∞,C) were ob-
tained with a different technique by Kobayashi and Oshima in [10],
Thm. 2.4.
The bound in (1.1) is essentially sharp as equality is obtained forH =
N¯ and generic irreducible representations V . However, a statement is
presented in Thm. 3.2 which in general can be stronger than (1.1).
The main part of the proof of (1.1) is elementary in the sense that it
only invokes simple methods of ordinary differential equations, applied
to generalized matrix coefficients on Z (cf. the proof of the subrepre-
sentation theorem in [14], Sect. 3.8). However these methods typically
result in asymptotic expansions only. To prove that a matrix coefficient
which is asymptotically zero (i.e. of super-exponential decay), is in fact
vanishing, we need more elaborate analytic methods. This is done in
the end of the paper where we adapt some results from [5] and [1] to
show that the relevant system of differential equations has a regular
singularity at infinity.
Suppose that PH is open. According to [11] there exists a parabolic
subgroup Q ⊃ P with a Levi decomposition Q = LU such that Q∩H ⊂
L and L/(Q ∩H)Z(L) is compact.
In case that V is irreducible and H-spherical, i.e. HomH(V
∞,C) 6=
{0}, we prove the spherical subrepresentation theorem which asserts
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that V is a submodule of an induced module IndGQ¯τ , where τ is an irre-
ducible finite dimensional representation of L which is L∩H-spherical.
This was established for symmetric spaces by Delorme in [6]. For the
group, it is the subrepresentation theorem of Casselman [4].
2. Some structure theory for real spherical spaces
Let G be a real reductive group and H < G a closed subgroup with
finitely many connected components. In what follows Lie algebras are
always denoted by corresponding lower case German letters, i.e. g is
the Lie algebra of G, h the Lie algebra of H etc.
Let P < G be a minimal parabolic subgroup of G. The homogeneous
space Z = G/H is called real spherical, provided that P admits open
orbits on Z. This means that by replacing P with a conjugate we can
obtain that PH is open, that is
g = p+ h .
If l is a reductive Lie algebra, then we denote by ln the sum of all
simple non-compact ideals of l. We recall the following result from [11].
Proposition 2.1. Let H ⊂ G be algebraic groups over R, and assume
Z = G/H is real spherical. Let P be a minimal parabolic subgroup such
that PH is open. Then there exists a parabolic subgroup Q such that
(1) Q ⊃ P .
(2) There is a Levi-decomposition Q = LU such that
ln ⊂ q ∩ h ⊂ l ,
and in particular, L/(L∩H)Z(L) is compact (here Z(L) denotes
the center of L).
(3) L ∩H has finitely many components.
(4) QH = PH
Through most of the paper we only need the properties (1)-(2), and
for that it clearly suffices to assume that Z is real spherical and locally
algebraic, that is, there are real algebraic groups H1 ⊂ G1 with Lie
algebras h and g. We assume throughout that Z is locally algebraic,
but emphasize that this assumption is only used to obtain (1)-(2) above.
In Remarks 3.3 and 4.3 we need also (3), which is a consequence if G
and H are algebraic since then L is algebraic. The last property (4) is
important for [11] but will not be needed here.
Note that in case H is symmetric, then the minimal σθ-stable para-
bolic subgroups ([3] Sect. 2) satisfy (1)-(4). Here θ is a Cartan involu-
tion which commutes with the involution σ which defines h.
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If G/H is real spherical and P ⊂ Q = LU is as above, we let θ
be a Cartan involution of G which leaves L stable. The existence of
θ follows since L is a reductive subgroup of G. Let g = k + s be the
Cartan decomposition andK ⊂ G the corresponding maximal compact
subgroup, then KL = L ∩ K is maximal compact in L. Let a be a
maximal abelian subspace in l ∩ s. We may assume A is contained in
L∩P , since this intersection is a minimal parabolic subgroup in L. Let
L = KLANL be an Iwasawa decomposition of L and put N = NLU .
Note that a is maximal abelian in s as well. Let M be the centralizer
of A in K. Then P = MAN , and it follows from (2) above that
a = a∩ z(l) + a∩ h. Let aZ ⊂ a∩ z(l) be a vector space complement to
a ∩ h,
a = aZ ⊕ (a ∩ h),
and mZ ⊂ m a subspace such that aZ + mZ complements (a + m) ∩ h
in a+m, then we arrive at the direct sum decomposition
(2.1) g = h⊕ aZ ⊕mZ ⊕ u .
Let Ln be the analytic subgroup of L with Lie algebra ln. Since
l = m + a + ln and ln ⊂ h, and since M meets every component of L
(see [9], Prop. 7.33), we conclude
L =MALn
and Ln ⊂ H . For any Lie group J we denote by J0 its identity compo-
nent.
Lemma 2.2. There exists a vector subgroup Ah ⊂MA such that
(2.2) (L ∩H)0 = (M ∩H)0AhLn.
Moreover, if L ∩H has finitely many connected components, then
(2.3) L ∩H = (M ∩H)AhLn,
In this case L∩H is a real reductive group and L∩H∩K is a maximal
compact subgroup.
Proof. We have L ∩H = (MA ∩H)Ln. Since the Lie algebra m+ a is
compact, then so is its intersection with h. It follows that (MA ∩H)0
is the direct product of a compact group S and a vector group Ah. The
compact group projects trivially to A along M , hence S ⊂ M (whereas
it need not be the case that Ah ⊂ A). This implies (2.2). The argument
for (2.3) is the same. The last statement follows from (2.3). 
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3. Finite multiplicity
We assume throughout this section that G/H is spherical with PH
open, and that a Cartan involution θ of G has been chosen as de-
scribed in the preceding section. Accordingly we write P =MAN . Let
Σ+(g, a) be the set of positive roots of a in g, and let P¯ = θ(P ) = MAN¯
be the opposite parabolic subgroup.
For a Harish-Chandra module V we denote by V ∞ its unique smooth
moderate growth Fre´chet completion. Note that V ∞ is a G-Fre´chet
module and we set V −∞ := (V ∞)′ for its strong dual. Our goal is to
provide a bound for the dimension of the space of H-invariants
(V −∞)H := HomH(V
∞,C)
where Hom stands for continuous linear homomorphisms.
For v ∈ V ∞ and η a continuous H-invariant functional on V ∞ we
form the matrix coefficient
mv,η(g) := η(π(g
−1)v) (g ∈ G) .
Note that mv,η is a smooth function on G, even analytic for v ∈ V . We
start with a general lemma which we prove later. We shall say that
f : R→ C is of super exponential decay for t→∞ if f(t) = O(eλt) for
all λ ∈ R.
Lemma 3.1. Let V be a Harish-Chandra module. Let X ∈ a be any
element which is strictly anti-dominant with respect to P and for which
α(X) ∈ Q for each α ∈ Σ(g, a). Fix η ∈ (V −∞)H . Suppose that for all
v ∈ V the function
R ∋ t 7→ mv,η(exp(tX)) ∈ C
is of super exponential decay for t→∞. Then η = 0.
Proof. Let v ∈ V and set Fv(t) = mv,η(exp(tX)). We may assume that
α(X) is an integer for each root α. With the new variable z = e−t we
will show in Section 5 that then Fv admits an expansion
(3.1) Fv(t) =
N∑
j=1
M∑
k=0
zλj (log z)kfj,k(z), (t≫ 0),
where λj ∈ C and the fj,k are holomorphic functions in a neighborhood
of z = 0 in C. The fact that Fv is of superexponential decay then forces
Fv = 0 (this follows for example from [14], Lemma 4.A.1.2). Then
Fv(0) = η(v) = 0, and hence η = 0 since v ∈ V was arbitrary. 
For a Harish-Chandra module V we recall that V/n¯V is a finite
dimensional module for P¯ = MAN¯ with N¯ acting trivially. Recall from
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Proposition 2.1 the parabolic subgroup Q = LU and its subalgebra
q = l+ u ⊃ p. Let q¯ = θ(q) = l+ u¯ and define a subalgebra q¯1 of q¯ by
(3.2) q¯1 := (l ∩ h) + u¯ ⊂ h+ n¯.
Note that n¯ ⊂ ln + u¯ ⊂ q1. Hence the quotient V/q¯1V is finite dimen-
sional. Moreover, it carries a natural action of L ∩ K ∩ H since q¯1 is
L ∩H-invariant.
Theorem 3.2. Let V be a Harish-Chandra module and V ∞ its unique
smooth Fre´chet completion. Then
dimHomH(V
∞,C) ≤ dim(V/q¯1V )
L∩K∩H .
In particular (1.1) from the introduction is valid.
Remark 3.3. If L ∩ H has finitely many components then it follows
from Lemma 2.2 that the trivial action of l ∩ h on V/q¯1V lifts to an
action of L∩H which agrees with the natural action of L∩H ∩K. In
this case then (V/q¯1V )
L∩K∩H = (V/q¯1V )
L∩H for this action.
Proof. Set Υ = (V −∞)H . It is almost immediate from the definitions
(see [13] eq. (3.7)) that there exists δ ∈ a∗ such that for all v ∈ V ∞, η ∈
Υ there is a constant Cv,η > 0 such that
(3.3) |mv,η(a)| ≤ Cv,ηa
δ (a ∈ A−) .
Fix an element X ∈ a as in Lemma 3.1. After rescaling, we may
assume that minα∈Σ−(g,a) α(X) = 1. For all v ∈ V
∞ and η ∈ Υ we
define
Fv,η(t) := mv,η(exp(tX)) (t ≥ 0) .
We say that Λ ∈ R ∪ {−∞} bounds η ∈ Υ, provided for all Λ′ > Λ
and all v ∈ V ,
(3.4) sup
t≥0
e−tΛ
′
|Fv,η(t)| <∞ .
Let ΥΛ ⊂ Υ denote the space of elements bounded by Λ, then ΥΛ1 ⊂
ΥΛ2 for Λ1 ≤ Λ2. It follows from (3.3) that
(3.5) Υ = ∪ΛΥΛ,
and from Lemma 3.1 that
(3.6) Υ−∞ = ∩ΛΥΛ = {0}
The element X acts on the space (V/q¯1V )
L∩K∩H . First note that
l ∩ h = ln + ((m+ a) ∩ h) is normalized by a. Hence so is q¯1 and thus
X acts on V/q¯1V . Likewise, since a = a ∩ z(l) + a ∩ h we find that
Ad(l)X = X mod l∩ h for l ∈ L∩K ∩H , and hence X preserves the
space of L ∩K ∩H-invariant vectors in the quotient.
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We denote by Ξ the set of values −Reλ where λ ∈ C is an eigenvalue
for X on (V/q¯1V )
L∩K∩H, and write Ξ = {µ1, . . . , µl} where
µl+1 := −∞ < µl < · · · < µ1 < µ0 := +∞.
Let m1, . . . , ml denote the sums of the algebraic multiplicities of the
corresponding eigenvalues λ. Then
m1 + · · ·+ml = n0 := dim(V/q¯1V )
L∩K∩H .
We shall prove:
(1) ΥΛ = Υµk+1 for µk+1 ≤ Λ < µk and k = 0, . . . , l
(2) The codimension of Υµk+1 in Υµk is at most mk (k = 1, . . . , l).
It is easily seen that these statements together with (3.5) and (3.6)
imply the theorem. Before proving (1) and (2) we need some prepara-
tions.
Let w¯1, . . . , w¯n0 be a basis for (V/q¯1V )
L∩K∩H and let B denote the
corresponding n0 × n0-matrix defined by
Xw¯j =
∑
k
bjkw¯k
for j = 1, . . . , n0. We choose a representative wj ∈ V for each w¯j and
define
uj = Xwj −
∑
k
bjkwk ∈ q¯1V.
We can arrange that B consists of block matrices B1, . . . , Bl along
the diagonal, such that each Bk is an mk × mk matrix all of whose
eigenvalues have real part −µk. In the following we shall make the
identification
Cn0 = Cm1 × · · · × Cml
and write elements x ∈ Cn0 accordingly as x = (x1, . . . , xl).
For a given η ∈ Υ let
F (t) = (F1(t), . . . , Fl(t)) ∈ C
n0
where Fk(t) ∈ C
mk is the mk-tuple with entries Fwj ,η(t), corresponding
to the k-th block of B. Likewise we put
R(t) = (R1(t), . . . , Rl(t)) ∈ C
n0
where Rk(t) has entries Fuj ,η(t). Then for each k,
F ′k(t) = −BkFk(t)− Rk(t).
Hence
(3.7) Fk(t) = e
−tBkc0 − e
−tBk
∫ t
0
esBkRk(s) ds
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where c0 = Fk(0).
Next we recall from [13], proof of Thm. 3.2 (with a+, n¯ interchanged
by a−, n), that the elements in n¯V satisfy improved bounds as follows.
Assume η ∈ ΥΛ and Λ
′ > Λ. Then (3.4) is valid for all v ∈ V , and it
follows for all u ∈ n¯V that
(3.8) sup
t≥0
e−t(Λ
′−1)|Fu,η(t)| <∞.
The bound (3.8) is valid for u ∈ q¯1V as well. To see this we note
first that since a = a ∩ z(l) + a ∩ h we have
(3.9) mv,η(exp(tX)) = mv,η(exp(tY )), (v ∈ V ),
for some Y ∈ a which centralizes l. Then u =
∑
j Xjvj + u
′ with Xj ∈
l ∩ h, vj ∈ V and u
′ ∈ n¯V , and it follows that Y Xjvj = XjY vj ∈ hV .
Hence mu,η(exp(tY )) = mu′,η(exp(tY )). We conclude that
Fu,η = Fu′,η
and hence (3.8) is valid as claimed. We conclude the existence of a
constant such that
(3.10) |Rk(t)| ≤ Ce
t(Λ′−1).
Based on (3.10) we shall provide the following two estimates for
Fk(t):
(3.11) sup
t≥0
e−tγ |Fk(t)| <∞, ∀γ > max{µk,Λ− 1}
for all k = 1, . . . , l, and
(3.12) sup
t≥0
e−tγ |Fk(t)| <∞, ∀γ > Λ− 1
for those k = 1, . . . for which µk > Λ.
Let γ > max{µk,Λ−1} and let Λ
′ ∈ (Λ, γ+1). It is clear that the first
term in (3.7) is bounded by a polynomial times etµk . Applying (3.10)
we see that the integrand esBkRk(s) of the second term is dominated by
a polynomial times es(−µk+Λ
′−1). It follows that |Fk(t)| is is dominated
by a polynomial times etmax{µk ,Λ
′−1}, and this implies (3.11).
Before we prove the second estimate we note the following fact. If
µk > Λ
′−1 then esBkRk(s) is integrable to infinity. Hence if µk > Λ−1,
we can replace the solution formula (3.7) by
(3.13) Fk(t) = e
−tBkc∞ + e
−tBk
∫ ∞
t
esBkRk(s) ds
where c∞ = lims→∞ e
sBkFk(s). Note that with (3.10) the equation
(3.13) implies (3.12) for every k for which the limit c∞ vanishes.
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For the proof of (3.12) we assume µk > Λ. Then it follows from (3.4)
with Λ < Λ′ < µk that lims→∞ e
sBkFk(s) = 0. Hence c∞ = 0 and (3.13)
implies (3.12).
We are now ready to prove our claims (1) and (2). Let Λ ∈ R and
let µΛ = maxΞ∩R≤Λ (with max ∅ = −∞). Let η ∈ ΥΛ. We will show
(3.14) η ∈ Υmax{µΛ,Λ−1}.
By iteration this will then imply that ΥΛ = ΥµΛ as stated in (1).
Indeed, if Λ− 1 ≤ µΛ then this follows immediately. Otherwise (3.14)
implies ΥΛ = ΥΛ−1. Since Λ was arbitrary we reach ΥΛ = ΥµΛ after
finitely many steps.
Let λ′ > max{µΛ,Λ− 1}. We need to prove
(3.15) sup
t≥0
e−tλ
′
|Fv,η(t)| <∞
for all v ∈ V .
Note that for m ∈ L ∩K ∩H we have Fmv,η = Fv,η (see (3.9)) and
hence Fv,η = Fv0,η, where v0 is the projection of v to V
L∩K∩H . Hence
for every v ∈ V we have that Fv,η is a linear combination the functions
Fwj ,η plus Fu,η for some u ∈ q¯0V . Thus it follows from (3.8) that it
suffices to establish (3.15) for v = wj for all j, and hence it suffices to
show
(3.16) sup
t≥0
e−tλ
′
|Fk(t)| <∞
for k = 1, . . . , l. If µk ≤ µΛ then this is clear from (3.11). On the other
hand, if µk > µΛ then µk > Λ and (3.16) follows from (3.12).
Next we show (2). Let 1 ≤ k0 ≤ l and η ∈ ΥΛ where Λ = µk0. Then
µk0 > Λ − 1 and according to (3.13) the limit lims→∞ e
sBkFk(s) exists
for every k ≤ k0. Moreover, for k < k0 we have µk > Λ and the limit
vanishes as seen in the proof of (3.12) above. If we assume that this
limit is zero also for k = k0, then (3.12) is valid for all k ≤ k0, from
which we conclude as above that (3.14) holds, with µΛ now replaced
by µk0+1. By step (1) this implies that η ∈ Υµk0+1. Hence
Υµk0+1 = {η ∈ Υµk0 | lims→∞
esBk0Fk0(s) = 0}
and as η 7→ lims→∞ e
sBk0Fk0(s) is linear into C
mk0 , (2) follows. 
4. The spherical subrepresentation theorem
Let Z = G/H be real spherical with PH open, and recall the def-
inition (3.2) of the subalgebra q¯1 ⊂ q¯. The algebraic version of the
subrepresentation theorem is:
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Corollary 4.1. Let V be a Harish-Chandra module and assume that
HomH(V
∞,C) 6= {0}. Then (V/q¯1V )
L∩K∩H 6= {0}.
Proof. Immediate from Theorem 3.2. 
Let Q¯ = θ(Q) denote the parabolic subgroup opposite to Q, with
Levi decomposition Q¯ = LU¯ . If τ is a finite dimensional representation
of Q¯, then we write IndGQ¯ for the induced (g, K)-module of K-finite
smooth sections of the G-equivariant vector bundle τ ×Q¯ G→ Q¯\G.
Theorem 4.2. Let V be an irreducible Harish-Chandra module such
that HomH(V
∞,C) 6= {0}.
Then there exists a finite dimensional irreducible representation τ of
Q¯, trivial on U¯ , such that Hom(l∩h,L∩H∩K)(τ,C) 6= {0}, and an embed-
ding
V →֒ IndGQ¯τ .
Remark 4.3. Assume that L ∩ H has finitely many connected com-
ponents, and recall (see Proposition 2.1) that this assumption is valid
for example when G and H are algebraic. Then it follows from Lemma
2.2 that HomL∩H(τ,C) 6= {0} for the representation τ above.
Proof. Let q¯0 = ln + u¯, then q¯1 = q¯0 + (l ∩ h). The space V/q¯0V is
finite-dimensional since n¯ ⊂ q¯0, and it carries compatible actions of q¯
and L∩K since q¯0 is an L∩K-invariant ideal in q¯. Since L is reductive
the action of the pair (l, L ∩ K) lifts uniquely to a representation of
L on V/q¯0V . We can then extend to an action of Q¯ = LU¯ , which is
trivial on U¯ and compatible with the action of q¯.
The quotient map V/q¯0V → V/q¯1V is clearly a homomorphism for
the pair (l ∩ h, L ∩H ∩K). By Corollary 4.1 the module V/q¯1V has a
non-zero vector fixed by the compact group L∩K ∩H . Hence also its
dual admits such a vector, and by composing with the quotient map
we obtain that Hom(l∩h,L∩H∩K)(V/q¯0V,C) 6= {0}.
Let τ be an irreducible Q¯-subrepresentation of V/q¯0V for which
Hom(l∩h,L∩H∩K)(τ,C) 6= {0}. Since the quotient map V/u¯V → V/q¯0V
is L-equivariant, we have
HomL(V/u¯V, τ) 6= {0}.
As V is irreducible, the desired embedding follows by Frobenius reci-
procity (see [7], Theorem 4.9, and note that our induction is not nor-
malized). 
5. Regular singularities
The goal of this section is to provide a proof for the expansion (3.1).
To begin with let us first recall that matrix coefficients on Z satisfy
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certain systems of differential equations. For that we fix a Harish-
Chandra module V and a K-type τ occurring in V . We denote by V [τ ]
the τ -isotypical part of V , and consider for η ∈ (V −∞)H and v ∈ V [τ ]
the matrix coefficient
f(a) = mv,η(a) = η(π(a
−1)v)
on A (where A originates from the Iwasawa decomposition G = KAN
chosen in Section 2).
For simplicity we assume that V is irreducible and obtain that the
center Z(g) of U(g) acts by scalars on V (otherwise we replace the
annihilating ideal of V in Z(g) with an ideal of finite co-dimension,
and proceed as before). The theory of τ -radial parts (see Remark 5.4
below) then gives a system of differential equations for f on a subcone
of A.
Let R1, . . . , Rn be a basis of root vectors of u, say Rj ∈ g
αj corre-
sponds to the root αj . Set Qj := θ(Rj) ∈ g
−αj . For t ∈ R we let
at = {X ∈ a | αj(X) < −t, j = 1, . . . , n}
and At := exp(at). Let Dǫ := {|z| < ǫ}
n ⊂ Cn for ǫ > 0, and define
(5.1) ι : At → C
n, a 7→ ι(a) = (aαj )j=1,...,n
where aαj = eαj(X) for a = exp(X), then ι(At) ⊂ De−t.
Lemma 5.1. There exists t ≥ 0 such that for all a ∈ At one has
(5.2) g = Ad(a−1)k+ aZ + h
For symmetric spaces this is obtained with t = 0 in [2] Lemma 1.5.
Proof. Recall the decomposition (2.1). As mZ is centralized by A, we
have mZ ⊂ Ad(a
−1)k for every a ∈ A. Hence it suffices to show that
each Rj ∈ u decomposes according to (5.2). For all 1 ≤ j ≤ n we
obtain from (2.1)
(5.3) Qj = Xm,j +Xa,j +Xh,j +
n∑
i=1
cijRi
with Xm,j ∈ mZ , Xa,j ∈ aZ and Xh,j ∈ h. For a ∈ A we have
(5.4) Rj = a
αj Ad(a−1)(Qj +Rj)− a
2αjQj ,
and inserting (5.3) for the last term in (5.4) we obtain
(5.5)
Rj + a
2αj
n∑
i=1
cijRi
= aαj Ad(a−1) (Qj +Rj)︸ ︷︷ ︸
∈k
−a2αj (Xm,j +Xa,j +Xh,j)
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Consider the n× n-matrix
1+ (cija
2αj )ij.
It is invertible for a ∈ At for sufficiently large t. This proves (5.2). 
In fact, a more precise version of the decomposition (5.2) is obtained
as follows. Let (Xj)j, (Yk)k and (Zl)l be fixed bases for k, aZ and h,
respectively. Then the previous proof shows (see (5.1) and (5.5))
Lemma 5.2. There exists t > 0 such that for every X ∈ g there exist
holomorphic functions fj , gk, hl ∈ O(De−t) such that for all a ∈ At one
has
X =
dim k∑
j=1
fj(ι(a)) Ad(a
−1)Xj +
dim aZ∑
k=1
gk(ι(a))Yk +
dim h∑
l=1
hl(ι(a))Zl.
Moreover, if X ∈ u, then this can be attained with
fj, gk, hl ∈ O0(De−t) = {ϕ ∈ O(De−t) | ϕ(0) = 0}.
Let (Uj)j be a fixed homogeneous basis of U(k), (Vk)k one of U(aZ)
and (Wl)l of U(h). We then obtain the following from Lemma 5.1 and
Lemma 5.2.
Lemma 5.3. There exists t > 0 such that for every u ∈ U(g) there
exist fj,k,l ∈ O(De−t) such that
(5.6) u =
∑
j,k,l
fj,k,l(ι(a))(Ad(a
−1)Uj)VkWl,
for all a ∈ At, where j, k, l extend over all sets of indices with
deg(Uj) + deg(Vk) + deg(Wl) ≤ deg(u).
Proof. Let t be as in Lemma 5.2. We proceed by induction on deg(u),
the case of degree zero being clear. Let u ∈ U(g) and assume u = Xv
with X ∈ g and v ∈ U(g) of degree one less. Applying Lemma 5.2 to
X , we see that it suffices to treat the case where X ∈ aZ +h. We write
Xv = [X, v] + vX and apply the induction hypothesis to [X, v]. For
the term vX we apply the induction hypothesis to v and write it as
a linear combination of elements (Ad(a−1)Uj)VkWl with holomorphic
coefficients and deg(Uj) + deg(Vk) + deg(Wl) ≤ deg(v). Next we write
(Ad(a−1)Uj)VkWlX = (Ad(a
−1)Uj)Vk([Wl, X ] +XWl).
The induction hypothesis applies to Vk[Wl, X ]. The terms with VkXWl
already have the form asserted in (5.6). 
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Remark 5.4. The decomposition (5.6) allows one to define the τ -radial
part of an element u ∈ U(g)M∩H . This goes as follows: We let U(g)
act on C∞(G) by right differentiation:
(X · f)(g) =
d
dt
∣∣∣
t=0
f(g exp(tX)) (f ∈ C∞(G), g ∈ G,X ∈ g) .
Henceforth we regard smooth functions on Z as right H-invariant func-
tions on G. For a K-type (τ,Wτ ) we denote by C
∞(Z)τ the space of
functions which are of left K-type τ , for example the matrix coefficients
mv,η with v in V [τ ].
It is easily seen from the Peter-Weyl theorem that for every f ∈
C∞(Z)τ there exist a unique Φ ∈ C
∞(Z,Wτ ⊗Wτ∗) such that
f(gH) = Tr(Φ(gH)), gH ∈ Z,
where Tr stands for contraction Wτ ⊗Wτ∗ → C. Moreover Φ(kgH) =
(1⊗ τ ∗(k))Φ(gH) for k ∈ K. In particular, Φ(aH) ∈ Wτ ⊗W
M∩H
τ∗ for
a ∈ A. Hence we have a finite sum
(5.7) f(gH) =
∑
j
〈Fj(gH), wj〉,
with Fj ∈ C
∞(Z,Wτ∗) and wj ∈ Wτ . Moreover, Fj(kgH) = τ
∗(k)(gH)
for all k ∈ K, g ∈ G.
Let u ∈ U(g)M∩H and let t > 0 be as above. According to (5.6) we
can write u as a sum of (Ad(a−1)U)VW with U ∈ U(k)M∩H , V ∈ U(aZ)
and W ∈ U(h) and coefficients depending holomorphically on ι(a) for
a ∈ At. In order to compute u · f |At we may assume that W = 1 as f
is right H-invariant. For u = (Ad(a−1))UV we then have
(u · f)(a) =
∑
〈(V · Fj)(a), U
t · wj〉
We finally arrive at an action of U(g)M∩H on C∞(At,W
M∩H
τ∗ ) given by
rad(u)(F )(a) :=
∑
τ ∗(U)(V · F )(a) ,
a differential operator with End(WM∩Hτ∗ )-valued coefficients. With this
definition we find
uf(a) =
∑
j
〈rad(u)(Fj)(a), wj〉
when f is given by (5.7).
In particular for f = mw,η the functions Fj ∈ C
∞(At,W
M∩H
τ∗ ) ob-
tained as above satisfy the system of differential equations
rad(z)(F ) = χV (z)F (z ∈ Z(g))
with χV : Z(g)→ C the infinitesimal character of V .
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In the decomposition (5.6) of u ∈ U(g) we would like to restrict the
middle parts Vk from U(aZ) to a fixed finite set of elements, independent
of u. This will be done at the cost of enlarging the product with an
extra factor from Z(g) (which act by scalars on V ).
For that we need to recall parts of the construction of the Harish-
Chandra homomorphism. The decomposition g = n+a+m+ n¯ results
in a direct sum decomposition
U(g) = (nU(g) + U(g)n¯) + U(a+m)
and allows for a linear projection
µ1 : U(g)→ U(a+m) .
Recall ([1] Lemma 3.6) that µ1 restricts to an algebra homomorphism
Z(g)→ Z(m+ a) and that for z ∈ Z(g) of degree d one has
z − µ1(z) ∈ nU(g)d−1,
(where U(g)d−1 signifies elements of degree ≤ d − 1). It follows from
the Harish-Chandra isomorphism theorem that Z(m + a) is finitely
generated over µ1(Z(g)). More precisely (see [1], Lemma 3.7), there
exist elements v1, . . . , vr ∈ Z(m+ a) such that every v ∈ Z(m+ a) can
be written as
(5.8) v =
r∑
j=1
µ1(zj)vj
with zj ∈ Z(g) and deg(zj) + deg(vj) ≤ deg(v) for each j.
Further, as a and m commute and as a = aZ + (a∩ h), we obtain an
algebra homomorphism
p : U(m+ a)→ U(aZ)
with kernel (m+ (a ∩ h))U(m+ a). We compose with µ1 and obtain a
linear map
µ2 : U(g)→ U(aZ) .
The restriction to Z(g) is an algebra homomorphism and will be de-
noted by µ. It follows from the above that
(5.9) z − µ(z) ∈ nU(g)d−1 + (m+ (a ∩ h))U(m+ a)d−1
for z ∈ Z(g). Furthermore by applying p to (5.8) we see that U(aZ) is
finitely generated over µ(Z(g)) with generators p(vj) ∈ U(aZ). Let Y
denote the finite set
Y = {p(v1), . . . , p(vr)} ⊂ U(aZ).
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Lemma 5.5. For all n ∈ Z≥0 there exists t = tn > 0 such that for all
u ∈ U(g) with deg(u) ≤ n there exist
Uj ∈ U(k), Vj ∈ Y ⊂ U(aZ),Wj ∈ U(h), zj ∈ Z(g)
with
degUj + deg Vj + degWj + deg zj ≤ n,
and holomorphic functions fj ∈ O(De−t) such that
(5.10) u =
p∑
j=1
fj(ι(a))(Ad(a
−1)Uj)VjWjzj
for all a ∈ At.
Proof. Note the dependence of t on the degree of u, contrary to what
was the case in Lemma 5.3. The proof will again be by induction on
n, and the case n = 0 is again clear. Furthermore, we see from Lemma
5.3 that it suffices to establish the decomposition for u ∈ U(aZ)n, since
if deg(Uj) > 0 or deg(Wl) > 0 in (5.6) then deg(Vk) < n and the
induction hypothesis applies.
Using (5.8) we write u =
∑
µ(zi)Yi with zi ∈ Z(g) and Yi ∈ Y , such
that deg(zi) + deg(Yi) ≤ n for all 1 ≤ i ≤ r. With n = u + nL and
nL ⊂ h we obtain from (5.9) for each i,
µ(zi) = zi +
∑
m
Rm︸︷︷︸
∈u
umi +
∑
m′
Sm′︸︷︷︸
∈m
u′m′i +
∑
m′′
Tm′′︸︷︷︸
∈h
u′′m′′i
with umi, u
′
m′i, u
′′
m′′i ∈ U(g) all of degree < deg zi. Hence
u =
∑
i
ziYi +
∑
i,m
RmumiYi +
∑
i,m′
Sm′u
′
m′iYi +
∑
i,m′′
Tm′′u
′′
m′′iYi.
The terms in the first sum already have the desired form. The terms
with Sm′ are dealt with directly by the induction hypothesis, and the
terms with Tm′′ are dealt with similarly after commuting Tm′′ and
u′′m′′iYi. Hence only the second sum remains, which is a sum of terms
Rv with R ∈ u and v ∈ U(g)n−1.
We use Lemma 5.2 to decompose R as a linear combination of terms
Ad(a−1)X , with X ∈ k, and basis vectors of az or h, and with co-
efficients from O0(De−s) (for some fixed s > 0). By the induction
hypothesis applied to v, the terms (Ad(a−1)X)v again have the desired
form (5.10). Here a ∈ Atn−1 . We thus reach the conclusion that for
each such a, our element u ∈ U(aZ)n is of form (5.10) plus elements of
the form g(ι(a))w with g ∈ O0(De−s) and w ∈ U(g)n independent of
a. The same conclusion then applies to every element u ∈ U(g)n, as
observed in the beginning of the proof.
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We do the above for a basis u1, . . . , uN of U(g)n and finally use the
fact that anN×N -matrix of the form 1N×N+F (z) with F holomorphic
and F (0) = 0 is invertible for sufficiently small z. 
We can now give the proof of (3.1). For v ∈ V [τ ] we consider the
matrix coefficient f(gH) = mv,η(gH) = η(π(g)
−1v), which we recall
is a joint eigenfunction for Z(g). As explained in Remark 5.4, f is a
sum of functions of the form 〈F (gH), w〉 where w ∈ Wτ and where
F ∈ C∞(Z,Wτ∗) is τ
∗-spherical, that is, F (kgH) = τ ∗(k)F (gH) for
all k ∈ K, g ∈ G. Note that this implies F (aH) ∈ WM∩Hτ∗ for a ∈ A.
Furthermore, the action of elements from U(g)M∩H is computed by
taking radial parts, and F is a joint eigenfunction for Z(g).
Let Π ⊂ a∗ denote the set of simple roots. For simplicity we assume
g = [g, g] in the remainder of this section, so that Π is a basis for a∗.
Extension to the reductive case is elementary. Let d = |Π| = dim a.
Proposition 5.6. Let F ∈ C∞(Z,Wτ∗) be a τ
∗-spherical joint eigen-
function for Z(g). There exist a neighborhood D of 0 in Cd, a number
M ∈ N, a finite set S ⊂ Cd, and for each s ∈ S and each multiindex
0 ≤ |m| ≤ M a holomorphic WM∩Hτ∗ -valued function hs,m on D such
that
(5.11) F (aH) =
∑
s∈S
∑
0≤|m|≤M
zs(log z)mhs,m(z),
for all a ∈ A such that z = (aα)α∈Π ∈ D.
Proof. LetX1, . . . , Xd be the basis for a which is dual to Π, and letD be
the maximal degree of the the finite set of operators from Y ⊂ U(aZ).
For each multi-index k = (k1, . . . , kd) with |k| ≤ D we define
Fk(gH) = X
k1
1 · · ·X
kd
d F (gH), gH ∈ Z,
a Wτ∗-valued function. For each j = 1, . . . , d and each multiindex l
with |l| ≤ D, the function XjFl can then be determined by giving
the monomial XjX
k1
1 · · ·X
kd
d ∈ U(a) an expression (5.10) according to
Lemma 5.5 with t = tD+1, and applying the theory of radial parts, as
explained in Remark 5.4. It follows that on At, the function XjFl is
a combination of the Fk’s, with |k| ≤ D and with End(W
M∩H
τ∗ )-valued
coefficients depending on a ∈ At.
We thus see that the vector-valued function F(a) = (Fk(aH))k sat-
isfies a first order ordinary differential system
XjF(a) =M(a)F(a)
on At with an operator M(a). Furthermore, it follows from (5.10) that
M(a) extends to a holomorphic function of z = (aαj )j=1,...,n ∈ C
n in a
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neighborhood of 0. In particular, M(a) is then a holomorphic function
of the smaller tuple (aα)α∈Π ∈ C
d in a neighborhood of 0, since every
positive root is a sum of simple roots. With coordinates on A given by
(aα)α∈Π ∈ C
d we thus obtain a system of equations, which has a simple
singularity at 0 according to [8], p 702, Example 2. The proposition
now follows from [8], Thm. B.16. 
By taking inner products with elements fromWτ we obtain a similar
expansion of the matrix coefficients mv,η(a) for a ∈ At, for all v ∈ V [τ ].
Corollary 5.7. Let η ∈ (V −∞)H and v ∈ V [τ ]. There exist a neigh-
borhood D of 0 in Cd, a number M ∈ N, a finite set S ⊂ Cd, and for
each s ∈ S and each multiindex 0 ≤ |m| ≤ M a holomorphic function
fs,m on D such that
(5.12) mv,η(a) =
∑
s∈S
∑
0≤|m|≤M
zs(log z)mfs,m(z),
for all a ∈ A such that z = (aα)α∈Π ∈ D.
Let now X ∈ a be such that α(X) ∈ Z− for each α ∈ Π and consider
mv,η(as) for s → ∞, where as = exp(sX). Note that (a
α
s )α∈Π ∈ D for
s ≫ 0 and that aαs is a positive integral power of e
−s for each α ∈ Π.
Hence fs,m((a
α
s )α∈Π) extends to a holomorphic function of ζ = e
−s.
This completes the proof of (3.1) and hence of Lemma 3.1.
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