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Abstract 
In this study, a compartmental population balance model (CPBM) is developed as a predictive 
tool of particle size distribution (PSD) for wet granulation in co-rotating twin-screw granulator 
(TSG). This model is derived in terms of liquid to solid ratio (L/S) and screw speed representing 
the main process parameters of the TSG. The mathematical model accounts for aggregation 
and breakage of the particles occurring in five compartments of the TSG with inhomogeneous 
screw configurations (3 conveying zones and 2 kneading zones). Kapur’s aggregation kernel 
is implemented in granulation and finite volume numerical method is adapted for solving the 
mathematical model. The results show a dramatic improvement in solution accuracy compared 
to the cell average numerical method. Moreover, Kriging interpolation is used to interpolate 
for new values of empirical parameters at different L/S and screw speeds. Finally, the CPBM 
model is calibrated and validated using the experimental data. 
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1. Introduction  
Pharmaceutical industry is trying to shift from batch to continuous manufacturing due to the 
advantages that continuous drug manufacturing brings with ease in scale up, reduction of 
production time, more flexibility in powder production and, most importantly, better quality 
control. In order to develop a continuous manufacturing with better quality by design control, 
the continuous units should be designed and accurately inter-connected to ensure optimum drug 
quality without the need for corrective processes. This can only be achieved with an accurate 
understanding and modelling of the continuous manufacturing processes [1], [2],[3], [4].  
Twin-screw granulation is a continuous granulation process that provides superior efficiency 
in granulating powders with short residence time, efficient use of binder, better control of 
granule properties, and effective mixing of active pharmaceutical ingredients (APIs) and 
excipients [5], [6]. Because of these properties, TSG is gaining more popularity in continuous 
granulation of pharmaceutical powders. In order to operate the twin-screw granulator 
effectively on quality by design (QbD) production standards, a model should be derived for the 
continuous granulation in twin-screw based on the mechanistic understanding of the processes 
occurring. In this way, the model can quantitatively describe the effect of the process, material 
or design parameters on the critical quality attributes of the granules produced. This type of 
mechanistic modelling is crucial to facilitate the QbD approach that states ‘‘quality cannot be 
tested into products; it should be built-in or should be by design’’[7] and is needed for 
continuous granulation of pharmaceutical powder in a co-rotating twin screw. 
Mechanistic models that describe wet granulation are either on microscale like discrete 
elemental modelling (DEM) or macro-scale like population balance modelling (PBM). DEM 
is based on solving Newton’s laws of motion and kinetic interactions for each individual 




acceleration, spatial coordinates and size. DEM is computationally very expensive since it 
solves all of these equations for each particle at each time interval, thus it is usually applied on 
a small portion of the system or when the particles under investigation are few [8]. PBM is 
used to study a large population of particles by tracking the change in their properties such as 
size, shape and velocity over time by accounting for the mechanisms occurring in the process 
such as nucleation, growth, aggregation and breakage [9], [10],[11], [12],[13], [14] . Recently 
some hybrid models have been created by combining DEM and PBM  to utilise the advantages 
of both modelling approaches [15], [16]. 
PBM is a powerful tool that is very popular in modelling particulate processes including 
granulation. PBM is commonly used for modelling wet granulation where nucleation, growth 
aggregation, attrition and breakage of particles can occur simultaneously [9]. PBM for wet 
granulation is used in batch and continuous operating units [17]–[20] including co-rotating 
twin screw and the most important factors are the kinetics of the mechanisms considered and 
which represents the rate at which these mechanisms occur based on statistical probability or 
empirical equations. Aggregation and breakage are usually considered as the dominant 
mechanisms in TSG as reported by Lui et al. [21]. PBM is an integro-partial differential 
equation that requires discretization using numerical methods in order to obtain the solution, 
thus many numerical techniques were developed to solve this equation including Hounslow 
discretization [22], fixed pivot method [23], and cell average (CA) [24] with the latter being 
effective in minimizing mass loss in the system. The sectional method such as cell average 
technique has a very complex mathematical formulation and large number of bins are required 
to predict the mass conservation property accurately due to the distribution of the particles to 
the neighbouring nodes.  In order to overcome this issue, recently developed finite volume 
scheme used by Saha et al., Tsotsas et al. and Singh et al.  [25], [26], [27] is mathematically 




numerical method (FVNM) is used for the first time to solve a 1-D CPBM of wet granulation 
in TSG.  
Aggregation and breakage processes are the dominant mechanisms in twin-screw wet 
granulation. In order to model the aggregation kinetics, earlier studies [17], [21] used the sum 
kernel in granulation of pharmaceutical powders  due to its simplicity. However, it does not 
provide enough flexibility in controlling the aggregation rate. Whereas, due to the additional 
denominator term, Kapur’s kernel provides a mathematical flexibility for controlling the 
kinetics [28]. Therefore, in this article Kapur’s kernel is used as the aggregation rate for the 
first time in the CPBM of TSG. 
Aggregation and breakage kernels depend on empirical parameters that are calculated by fitting 
the predicted PSD of the PBM and the experimental PSD obtained from experiments [17], [21]. 
These empirical parameters change for each run corresponding to the experimental conditions 
(material, process or design parameters) as reported by Lui et al. [21]. In his work Lui et al. 
[21] used the sum and binary breakage kernel while Van Hauwermeiren et al.[17] used a lumped 
hypergeometric for describing the aggregation frequency in combination with breakage (combination 
of binary breakage and attrition). In this work, Kapur kernel is tested against sum kernel for 
aggregation mechanism and a binary breakage is considered. The empirical parameters in the 
kernels were fitted for polynomial equations form in terms of screw configuration, screw speed 
and throughput. Moreover, Dhenge et al. and Meng et al. [29], [30] have experimentally shown 
that liquid to solid ratio (L/S) is the main process parameters that affect the PSD in twin-screw 
granulation. Therefore, in this article, a CPBM will be derived to predict the PSD in terms of 
L/S ratio, screw speed and spatial inhomogeneity of the screw configurations (conveying and 
kneading elements). 




In this work PBM is used for modelling the particle size distribution of the granules produced 
from the twin-screw granulator. The PBM for tracking the change of the granule size number 
distribution due to aggregation and breakage at steady state is expressed as follows: 
𝑑𝑛(𝑢,𝑡)
𝑑𝑡
= 𝐵(𝑢, 𝑡) − 𝐷(𝑢, 𝑡).                                        (1) 
Here, n represents the number density function of particles of volume u at time t. Since, 
aggregation and breakage are the dominant mechanisms in twin-screw granulation [21], [5], 
[31] therefore, the B and D terms in equation (1) refer to birth and death rates of particles due 
to aggregation and breakage mechanisms. Birth due to aggregation can be expressed by 
Ramkrishna [32] as follows: 
𝐵𝑎𝑔𝑔(𝑡, 𝑢) = 1/2 ∫ 𝛽(𝑡, 𝑢 − 𝜖, 𝜖)𝑛(𝑡, 𝑢 − 𝜖)𝑛(𝑡, 𝜖) 𝑑𝜖
𝑢
0
,             (2) 
which gives the birth rate of particle of size 𝑢 due to aggregation of particles of sizes 𝑢 − 𝜖 and 
𝜖 respectively. Moreover, 𝛽(𝑡, 𝑢, 𝜖) is the aggregation kernel which is symmetric in nature. 
Similarly, death rate due to aggregation mechanism can be expressed as: 
𝐷𝑎𝑔𝑔(𝑡, 𝑢) = 𝑛(𝑡, 𝑢) ∫ 𝛽(𝑡, 𝑢, 𝜖)𝑛(𝑡, 𝜖) 𝑑𝜖
∞
0
     (3) 
where 𝐷𝑎𝑔𝑔(𝑡, 𝑢)  denotes death rate of particle of size 𝑢 at time 𝑡 due to the aggregation with 
particle 𝜖.  
In addition, the birth and death rates due to breakage mechanism given by Ramakrishna [32] 
can be written as: 
𝐵𝑏𝑟(𝑡, 𝑢) = ∫ 𝑏(𝑢, 𝜖)𝑆(𝜖)𝑛(𝑡, 𝜖) 𝑑𝜖
∞
𝑢
,                         (4) 




Here 𝑏(𝑢, 𝜖) is the probability density function of the formation of particles of size 𝑢 from 
breakage of particles of size 𝜖 and 𝑆(𝜖) is the selection function. 
Therefore, the birth and death rates in equation (1) are written as: 
𝐵(𝑢, 𝑡) = 𝐵𝑎𝑔𝑔(𝑡, 𝑢) + 𝐵𝑏𝑟(𝑡, 𝑢),                                                 (6) 
𝐷(𝑢, 𝑡) = 𝐷𝑎𝑔𝑔(𝑡, 𝑢) + 𝐷𝑏𝑟(𝑡, 𝑢).                                      (7) 










𝑛(𝑡, 𝑢) ∫ 𝛽(𝑡, 𝑢, 𝜖)𝑛(𝑡, 𝜖) 𝑑𝜖
∞
0
+ ∫ 𝑏(𝑢, 𝜖)𝑆(𝜖)𝑛(𝑡, 𝜖) 𝑑𝜖
∞
𝑢
− 𝑆(𝑢)𝑛(𝑡, 𝑢).                (8) 
The most important terms in above equation are the aggregation and breakage kernels 𝛽 and 𝑆 
that represent the rate of aggregation and breakage of the particles, respectively. For this work, 
Kapur and sum aggregation kernels are implemented and compared whose mathematical 





𝑏  ,                                      (9) 
𝛽 =  𝛽0(𝑢𝑖 + 𝑢𝑗)
𝑎
,                                                   (10) 
where, 𝑢𝑖  and 𝑢𝑗  are the volumes of two aggregating particles. 𝛽0, 𝑎 and 𝑏 are empirical 
parameters need to be calibrated for certain experimental conditions. In this work, 𝛽0, 𝑎 and 𝑏 
will be represented in terms of the twin screw process parameters (L/S ratio and screw speed).  




                                           𝑆(𝑣) =  𝑆0𝑢
𝑘                        (11) 
where 𝑆0 is the selection constant and k is a power exponent, and they will be calibrated 
according to the experimental conditions. Moreover, 𝑆0 and k will also be represented in terms 
of L/S and screw speed. 
Binary breakage distribution of the following form will be implemented as given below: 
𝑏(𝑢, 𝜖) = 2/𝜖,                                                                    (12) 
where 𝜖 is volume of the mother particle that is broken equally into two particles with size 𝑢. 
The model assumes a spherical morphology of the powder. All the empirical parameters (𝛽0, 
𝑎, 𝑏, 𝑆0 and 𝑘) in both aggregation and breakage kernels will be represented in terms of the 
process parameters.    
In this work, two screw configurations (conveying and kneading) are used in twin screw 
granulation. These configurations consist of 3 conveying (CZ) and 2 kneading zones (KZ) (as 
shown in Figure 1), each screw configuration is described by a rate of aggregation and 
breakage. In this study two types of screw configurations are considered and can be 
differentiated based on the rates in each zones as they depend on empirical parameters in the 
aggregation and breakage kernels.  To account for this spatial inhomogeneity in the system, the 
PBM model will be applied on the 5 zones of the twin screw and the granules at the end of each 
zone are considered as the input for the following zone. It is also assumed that the liquid is 
uniformly distributed over the particles in all zones, and no mixing of material between the 
zones occur. 
In other words, the CPBM accounts for aggregation and breakage in each compartment 




configuration (conveying screw configuration has different parameters than the kneading screw 
configuration). 
 
Figure 1: Schematic representation of compartmental model for TSG. 
For building a predictive CPBM in terms of L/S and screw speed, first nine experimental runs 
are conducted at various L/S and screw speed, and the PSD is measured for each run. Then, the 
values of the empirical parameters (𝛽0(CZ), 𝑎(CZ), 𝑏(CZ), 𝑆0(CZ), 𝐾(CZ), 𝛽0(KZ), 𝑎(KZ), 
𝑏(KZ), 𝑆0(KZ) and 𝐾(KZ)) are determined by fitting the experimental and predicted PSD for 
eight runs. This is done by minimizing the SSE between the experimental and predicted PSDs 
using Genetic Algorithm (GA) in Matlab.  
Second, the kriging interpolation is used to increase the number of data points for the empirical 
parameters at new process parameter points, and then the empirical parameters are fit in terms 
of the process parameters using polynomial structures.   
Finally, the predicted PSD from the CPBM is validated against the experimental PSD.  The 




















































































3. Experimental procedure  
Microcrystalline cellulose (MCC-101, Avicel PH 101, obtained from Pharmatrans, 
Switzerland) was granulated with water in a twin-screw extruder, ZE12 (ThreeTec, 
Switzerland) having screw diameter 12 mm and length-to-diameter ratio 40:1. The screws were 
configured with two kneading blocks angled at 60º facing forward (refer to Figure 3), with 6 
and 5 kneading elements in the first and second blocks, respectively. A syringe pump was used 
for feeding water as binder and a gravimetric feeder (Three-Tec, Switzerland) for feeding the 
powder. The experimental setup is shown below in Figure 4. 
 
Figure 3: Screw configuration used in the wet granulation experiments. 
 
 




The liquid to solid ratio (L/S) was varied from 0.9 to 1.3 by adjusting liquid feed rates, while 
keeping the powder feed rate constant at 100 g/h, and the screw speed was also varied from 50 
to 200 rpm (see Table 1). The obtained granules were collected at the outlet of the twin screw 
for analysis after the extruder reached steady state, which was determined by monitoring the 
torque measured by the apparatus [33]. 
Table 1: DOE of the Experimental runs done at various L/S ratio and screw speed. 
Runs Liquid feed rate 
(g/h) 
Powder feed rate 
(g/h) 
L/S ratio Screw speed (rpm) 
1 90 100 0.9 50 
2 90 100 0.9 100 
3 90 100 0.9 200 
4 110 100 1.1 50 
5 110 100 1.1 100 
6 110 100 1.1 200 
7 130 100 1.3 50 
8 130 100 1.3 100 
9 130 100 1.3 200 
 
In additional to the nine runs conducted in the DOE (Table 1) two runs (run 10 and 11) are also 
conducted with random L/S and screw speeds chosen to be 1.05, 1.15 and 170 and 150 rpm 
respectively at the same powder flow rate of 100 g/hr. Runs 10 and 11 are later used in addition 
to one run from the DOE for validating the developed CPBM.  
The resultant mixtures of fines and granules were dried for 15 hours in an oven at 40 ºC and 
then characterized using dry powder dispersion laser diffraction (Microtrac S3500), the 
granules were first sieved and all the particles were less than 1400 microns before entering the 
Microtrac. 
The mean residence time of particles inside the barrel of the granulator was determined from 




based on previous work [34]. The derived model for the mean residence time of particles is 
linearly dependent on the L/S ratio and screw speed as given below: 
𝜆 = 162.2 + 55.1
L
S
− 0.1179SS − 0.0822ϕ,                             (13) 
where 𝜆 is the predicted mean residence time (s), L/S is the liquid to solid ratio, SS is the screw 
speed (rpm), and 𝜙 is the powder flow rate (g/h). The mean residence time in the twin screw 
which is used as limits to integrate the time domain in equation 8. 
4. Numerical approximation 
In this article, the finite volume numerical method (FVNM) as developed by developed finite 
volume scheme used by Saha et al., Tsotsas et al. and Singh et al.  [25], [26], [27]  is adapted 
for solving the CPBM in TSG. Also, the existed cell average numerical method (CANM) was 
implemented and compared with FVNM for demonstrating the advantage of FVNM over 
CANM. For detailed explanation of CANM (refer to Appendix A). 
For discretizing the internal coordinate, a finite one-dimensional computational domain with 
upper limit 𝑢𝑚𝑎𝑥 <  ∞   is taken and divided into I number of smaller cells having 𝑢𝑖 as 
representative volume, for 𝑖 = 1, 2, 3, … , 𝐼  (as shown in Figure 5). Indeed, the representative 
volume in each cell equals the arithmetic average of two cell boundaries. The main idea of 
the FVNM is to convert the continuous eq. (8) into a set of I ordinary differential equations 
(ODEs).  
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                                  Figure 5: One dimensional domain discretization. 
We denote the number of particles in the ith cell by 𝑁𝑖, 









                                                     (14) 
The distribution is then represented by a series of delta functions, 
                                   𝑛(𝑡, 𝑢) =  ∑ 𝑁𝑖 𝛿(𝑢 − 𝑢𝑖)
𝐼
𝑖=1 .                                                 (15)                        
Substituting this form into equation (8) we obtain a set of ODE's given by 
                                               
𝑑𝑁𝑖
𝑑𝑡
 = 𝐵𝑖 − 𝐷𝑖.                                                          (16) 
In the FVNM, the birth and death terms for ith cell in equation (16) corresponding to 
simultaneous aggregation and breakage mechanisms are given as follows: 
𝑑𝑁𝑖
𝑑𝑡 




𝑏 −  ∑ 𝛽(𝑢𝑖 , 𝑢𝑗) 𝑁𝑖𝑁𝑗∆𝑢𝑗 𝜔𝑗,𝑘
𝑑 +𝐼𝑗=1
 ∑ 𝑆𝑘𝑁𝑘 𝜃𝑘
𝑏𝐼







.                                     (17) 
The first summation on the right-hand side is taken over all pairs (𝑗, 𝑘) such that the sum of 
midpoints 𝑢𝑗 + 𝑢𝑘 falls in interval 𝑖. This condition may be expressed formally as: 




≤ (𝑢𝑗 + 𝑢𝑘) < 𝑢𝑖+1
2





𝑑 are the weights responsible for the conservation of total mass 
in the system and preservation of the total number in the system which are given below: 













                𝜃𝑘
𝑏 =  
𝑢𝑘[𝑣(𝑢𝑘)−1]
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𝑘       (21-22) 
where 𝑝𝑘
𝑖 = {
𝑢𝑘, 𝑖 = 𝑘
    𝑢𝑘+1/2, otherwise.  
 
The detailed formulation of the finite volume scheme can be found in Saha et al., Tsotsas et al. 
and Singh et al.  [25], [26], [27]. It is very important to notice that for the cell average technique, 
there is always the possibility of numerical diffusion when the particles properties are 
distributed to the neighbouring nodes after averaging of the particles properties, as reported by 
Kumar et al. 2009 [35]. However, for the finite volume scheme, no such distribution is required 
as only correction factors are added to the formulation to ensure the mass conservation and 
number preservation property. Hence, the possibility of losing mass from the system is less in 
FVNM than the CANM. 
A 20 nonlinear grid was used for discretizing the given domain in the following way: 
𝐼 (𝑖) =  𝐼 (𝑖 − 1)  × log(𝑖)  𝑓𝑜𝑟 𝑖 > 2    (23) 
where 𝐼 represents the boundary of each cell, and i is the cell number. The particle volume in 
the first bin boundary, that is, I (1) and I (2) were assumed 1 x 10-17 m3 and 4 x 10-16 m3 
respectively and 20 size bins were used.  
5. Parameter estimation and Kriging interpolation 
The empirical parameters in the aggregation and breakage kernels are determined by 
minimizing the sum of squared error (SSE) between the experimental and predicted PSD as in 
equation (24). Eight out of nine experimental runs are used to determine the values of the 




replacing the empirical parameters by their equations in terms of the process parameters (L/S 
and screw speed).  
Different coefficients are used for different screw configurations (CZ and KZ). The full CPBM 
comprised of eight empirical parameters when a sum kernel is used and ten empirical 
parameters when a Kapur kernel is considered. Least square method of optimisation is used 
given as follows: 
𝑂𝐹𝑗  (𝑋) =  ∑ (𝑛𝑖(𝑋) − 𝑦𝑖)
2,𝑃𝑖=1                                              (24) 
where OF is the objective function SSE at run 𝑗 which is a function of empirical parameters X, 
𝑛𝑖(𝑋) is the predicted volume density in ith bin calculated from the PBM at value of X. 
Additionally,  𝑦𝑖 is the measured density at size bin 𝑖 from experimental run 𝑗, and p is the 
number of discretized bins used for the granule size distribution. It is important to note that the 
values in the objective function are the volume percentage varying between 0 to 100 rather than 
between 0 to 1 to prevent impairing the optimisation. Moreover, to observe the ability of the 
model in predicting of the shape of PSD, the experimental data are fitted in the PSD rather than 
fitting on the d-values of PSD. 
Genetic algorithm method is used to minimise the objective function which can be defined as 
squares of difference between observed and simulated data points. The optimisation is 
conducted using MATLAB 2015b, Mathworks software via Genetic Algorithm (GA) 
optimisation tool. Given that GA is not dependent on an initial guess, the global minimum is 
obtained for the objective function. Sum of squared errors (SSE) and the coefficient of 
determination (R2) were used to indicate the accuracy of the fitting. 
Ordinary kriging interpolation is used to increase the number of data points for fitting by 




speed) points. Nelder-Mead simplex direct search optimization is used for obtaining the 
variogram for ordinary kriging interpolation.  
Ten two-dimensional kriging interpolations are conducted on the empirical parameters 
calibrated from eight experimental runs obtained from twin screw granulation at various L/S 
and screw speed (Table 1) to predict the empirical parameters at new process parameters (L/S 
and screw speed). The mathematical description of the ordinary Kriging interpolation is 
provided in Appendix F. 
Kriging is performed in Matlab 2015b, Mathworks where L/S ratio and screw speed are used 
as input parameters and the empirical parameters as output parameters. Interpolation is 
conducted at five new points for each dimension in which 36 points were obtained after 
applying kriging in a 2-D numerically meshed system. The interpolated kriging data are used 
to fit the empirical parameters in terms of L/S and screw speed (rpm) in a polynomial form. 
Interpolated data are provided in the supplement excel sheet in Appendix B. 
7. Results and discussion 
7.1. Experimental results  
The experimental results collected for the PSD for each run are presented in Figures 6 (b), (c) 
and (d) for L/S ratio 0.9, 1.1, and 1.3 respectively and for each screw speed of 50, 100, and 200 
rpm represented with the dotted, dashed and solid lines, respectively. Figure 6 (a) also shows 
the initial particle size distribution of MCC-101 before granulation; this is used as the initial 









Initial PSD of MCC-101 PSDs for runs 1, 2, and 3 with L/S ratio of 0.9  
(c) (d) 
  
PSDs for runs 4, 5 and 6 with L/S ratio1.1  PSDs for runs 7, 8 and 9 with L/S ratio of 1.3  
Figures 6: PSDs of MCC-101 before granulation and after granulation at various L/S ratios 
and screw speeds 50, 100, and 200. 
The results show that increasing the L/S ratio increases the granule size significantly where the 
particle size distribution is shifted more to larger size bins as the L/S ratio moves from 0.9 to 
1.1 and 1.3, as can be seen in Figures 6 (b), (c), and (d), respectively. On the other hand, screw 
speed does not show a monotonic effect on granule size throughout the whole L/S ratio range, 
where at low and medium L/S ratio (0.9 and 1.1) the lowest screw speed produces the biggest 
granules while at higher L/S ratio (1.3) the screw speed seems to have less effect on 
determining the granule size (Figure 6 (d)). The L/S ratio is the dominant parameter in 
determining the granule size and this is mainly due to the aggregation mechanism which 




more liquid content, and with the aggregation being dominant the breakage is masked out and 
the granules grows faster. 
Two random runs at L/S ratio and screw speed of 1.05, 1.15 and 170 and 150 rpm respectively 
where conducted and used later for validating the CPBM. The experimental PSDs obtained for 
these two runs are given in the figures a and b of Table 2. 
Table 2: Experimental PSDs for the two additional runs used for model validation. 
(a)  (b) 
  
Run 10 : PSD at L/S ratio of 1.15 and SS 
150 rpm 
Run 11 : PSD at L/S ratio of 1.05 and SS = 
170 rpm 
Eight of the nine experimental data of particle size distributions shown in Figures 6 (a), (b), 
(c), and (d) are used in calibrating the empirical parameters in the aggregation and breakage 
kernels and one is used for validation in additional to runs 10 and 11.  
7.2. Effect of Aggregation Kernel 
Choosing the right kernels is very important in calibrating the empirical parameters. A Kapur 
kernel is implemented and compared with a sum kernel to determine the best fit of the 




parameters. The importance of the Kapur’s kernel over the sum kernel is provided in section 
1.  
The developed PBM is calibrated using the experimental data collected by minimizing the 
SSEs between the experimental PSD collected and the PSD predicted by the PBM for eight 
runs by calibrating the empirical parameters in the aggregation and breakage kernels. Kapur 
and sum kernels are incorporated in the CPBM, where Kapur kernel has three empirical 
parameters (𝛽0, 𝑎 and 𝑏) and sum kernel has two empirical parameters (𝛽0 and 𝑎) and the 
breakage kernel has two empirical parameters (𝑆0 and k). Thus, when using the Kapur kernel 
an overall of ten empirical parameters should be calibrated in the CPBM for two screw 
configurations. However, for the sum kernel, eight empirical parameters are calibrated. FVNM 
is implemented in solving the CPBM equations as explained in section 5. 
The SSEs are minimized using Genetic Algorithm in Matlab, and the values of the empirical 
parameters after optimization are given in Appendix C. The experimental PSDs and predicted 
PSDs from the calibrated CPBM for eight runs are presented graphically in Figures 7 and 8 for 
Kapur and sum kernels, respectively. 
Table 3: SSE between the experimental and predicted PSDs after calibration using FVNM. 
 
  Runs Kapur kernel Sum kernel  
1 0.00979 0.029312 
2 0.004154 0.004261 
3 0.00821 0.00281 
4 0.006215 0.0108 
5 0.002098 0.002634 
6 0.001605 0.001653 
7 0.005147 0.0063 




Kapur’s kernel shows a more accurate prediction of the PSDs compared to the sum kernel as 
the average SSE obtained using the sum kernel’s is 1.58 times higher than Kapur’s kernel 
(Table 3). This is due to the fact that Kapur’s kernel has a denominator term, dependent on the 
multiplication of the particles’ volumes and an empirical power constant (b) that gives more 
flexibility in controlling the aggregation rate even when particles grow bigger. However, for 
sum kernel no such denominator term is present which controls aggregation. This flexibility in 
Kapur’s kernel conquer certain rates that the sum kernel cannot reach which gives a better 
estimation of the empirical parameter. 
Calibration 




















Figure 7:  Experimental vs. predicted PSDs for calibrating the empirical parameters using 



























Figure 8:  Experimental vs. predicted PSDs for calibrating the empirical parameters using 
sum kernel with FVNM. 
Figures 7 and 8 provide the comparison of experimental and predicted PSDs for Kapur’s and sum 
kernels, respectively. The results reveal that Kapur’s kernel shows better fitting than sum kernel 
corresponding to various L/S ratios and screw speeds. Also it shown that the 1-D PBM 
prediction has difficulty in capturing bimodality distributions very accurately, since the liquid 
particle distribution plays also a role in the aggregation and breakage mechanisms. Still 
Kapur’s kernel provided a better accuracy compared to sum kernel. For tracking bimodality 
behaviour more accurately higher dimensional PBM is required to account for liquid 





7.3. Effect of numerical solution 
Choosing the appropriate numerical method to solve the CPBM is very important in predicting 
the numerical solutions with high accuracy. The effect of the mass conservation property 
corresponding to different numerical methods is discussed in detail in this section. FVNM and 
CANM are used to solve the CPBM using the Kapur’s kernel. For the comparison, 20 particle 
size bins are considered for both methods. 
Figure 9 shows the comparison of the experimental and predicted PSDs for Kapur’s using the 
CANM. It is observed that PSDs predicted by the CANM show large deviation from the 
experimental results for each run, whereas the FVNM performs much better than the CANM 
as shown in Figure 7 where it show less deviation from the experimental results. The effect of 
deviation can also be seen in the mass conservation property which can be calculated by 
∑ 𝑢𝑖𝑁𝑖
𝑝
𝑖=1 . Table 4 shows that more mass is lost from the system when the CPBM is solved 
using the CANM whereas less mass is lost from the system when the CPBM is approximated 
using the FVNM. This is due to the fact that the CANM is based on the distribution of the 
particles to the neighbouring nodes when the average of the particle’s properties is not matched 
with the representative to ensure the conservation of the required properties. However, in case 
of the FVNM, no distribution of the particles is required as the conservation of the required 
properties are achieved by introducing the weight functions. Table 3 shows that the CANM has 
a mass loss range between 2.5 – 25 % with an average of 14 %, while FVNM has a mass loss 
range between 0- 3% with an average of 1.5%. The values for the empirical parameters of 
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Figure 9:  Experimental vs. predicted PSDs using Kapur’s kernel using CANM. 
Table 4: First moment (∑ 𝑢𝑖𝑁𝑖
𝑝
𝑖=1 ) for FVNM and CANM respectively. 
Run FVNM CANM 
1 0.9832 0.9776 
2 1 0.8094 
3 0.9889 0.7507 
4 0.9751 0.963 
5 0.9999 0.8274 
6 0.9976 0.9306 
7 0.9846 0.9453 




7.4. Deriving and validating the CPBM  
 
7.4.1. Calibration and fitting 
Kapur and linear power selection kernels are used as aggregation and breakage kernels, 
respectively and FVNM is used for solving the CPBM. In calibrating the PBM, ten empirical 
constants in the aggregation and breakage kernels are calibrated using GA optimization in 
Matlab with 8 of the 9 experimental runs of the DOE. The obtained values of the empirical 
parameters are provided in Table 5. 




𝑏  in the conveying zone is higher 
than for the kneading zone in runs 1 to 6 where L/S ratio is 0.9 and 1.1, while the aggregation 
rate is lower for runs 7 and 9 where the L/S ratio is 1.3. This shows that there is more 
aggregation in the conveying zone at low and medium liquid content while more aggregation 
in the kneading zone at higher liquid content. At low and medium liquid content in the kneading 
zone, the high shearing will keep preventing the particles from aggregating and prone to more 
breakage. While at high liquid content, high shearing in the kneading zone will better mix the 
powder and liquid than the conveying zone, which in turn improve the aggregation rates. 
Moreover, high shearing in kneading zones will cause the breakage rate 𝑆0𝑢𝑖
𝑘 to be higher in 
the kneading zones than the conveying zones for all runs (See Table 5). 




1 2 3 4 5 6 7 9 
𝜷𝟎(CZ) 40.708 99.764 68.376 35.967 39.09 28.432 85.212 33.483 
a(CZ) 3.947 2.254 2.434 3.394 3.813 1.97 3.986 7.419 
b(CZ) 1.078 0.4 0.354 0.947 0.926 0.317 1.173 1.908 




k(CZ) 1.097 2.506 0.364 0.204 2.537 2.405 0.149 1.908 
𝜷𝟎(KZ) 26.533 99.771 40.965 33.363 26.062 29.207 63.665 33.398 
a(KZ) 2.413 1.325 5.054 5.541 1.352 2.903 5.682 3.941 
b(KZ) 0.543 0 1.677 1.809 0.066 0.567 1.949 1.207 
S0(KZ) 11.643 41.834 10.588 99.004 22.655 36.091 56.128 24.517 
k(KZ) 0.104 2.5 0.045 0.256 0.23 0.198 0.254 0.252 
Since the empirical constants are changing for each run with different process parameters (L/S 
ratio and screw speed) and thus giving a different PSD, an equation can be obtained to represent 
the empirical parameters in terms of the process parameters in such a way that each empirical 
parameter is replaced by an equation in terms of L/S ratio and screw speed. Since the number 
of experimental points of the empirical parameters are not enough to fit an accurate model for 
the empirical parameters, Kriging interpolation is used to interpolate for empirical parameters 
data points at new process parameters (L/S ratio and screw speed) using additional 36 
experimental points (refer to Appendix B). The kriging interpolation was cross-validated for 
all the 8 experimental data points used, where cross-validation omits a data point and then 
interpolates this value using the remaining data points, the interpolated and actual values are 
then compared and if the error is high a new variogram is optimized. Also, to account for the 
nonlinearity of the relations with the optimum number of constants in the equations, fifth order 
polynomial equations are used as the functions which can best fit the empirical parameters from 
the kriging model in terms of the process parameters. 
The 36 interpolated points were split with 30 being used to fit the polynomial curve to the data 
points with a 95% confidence interval and 6 being used for validating the fitting.  
The general form of the fitted polynomial equations of the empirical parameters in terms of the 
process parameters is given in equation (31), where 𝑓(𝑆𝑆, 𝐿/𝑆) represents the empirical 




and 𝑝𝑖𝑗s are the polynomial constants. The values of 𝑝𝑖𝑗s are given in Table 6 after fitting the 
polynomial equations with the 95% confidence interval of 𝑝𝑖𝑗s given in Appendix E.  
𝑓(𝑆𝑆, 𝐿/𝑆)  =  𝑝00  +  𝑝10 ∗ 𝑆𝑆 +  𝑝01 ∗
𝐿
𝑆
 +  𝑝20 ∗ 𝑆𝑆
2  +  𝑝11 ∗ 𝑆𝑆 ∗
𝐿
𝑆






 𝑝30 ∗ 𝑆𝑆
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 + 𝑝50 ∗ 𝑆𝑆



























                         (31)                 
where 𝑓(𝑆𝑆, 𝐿/𝑆) is the fitted empirical parameters. 
Table 6: Fitting and validation of the polynomial model fitted for the empirical parameters in 





SSE R2 RMSE SSE RMSE 
𝜷𝟎(CE) 120.0327 0.964 3.4645 533.35 10.3281 
a(CE) 0.11156 0.998 0.1056 0.0810 0.12730 
b(CE) 0.00680 0.999 0.0260 0.0080 0.04006 
S_0(CE) 67.0594 0.995 2.5895 26.108 2.28508 
K(CE) 0.30726 0.941 0.1752 0.1286 0.16037 
𝜷𝟎(KZ) 97.7606 0.958 3.1266 713.719 11.9475 
a(KZ) 0.13208 0.998 0.1149 0.02917 0.07638 
b(KZ) 0.015836 0.998 0.0398 0.00471 0.03069 
S_0(KZ) 134.7831 0.954 3.6712 34.167 2.61410 





























Figure 10: Fitting the empirical parameters to the process parameters in a polynomial 


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Table 7: Values of polynomial equations constants after fitting the empirical parameters in 





Table 6 shows the goodness of the fit based on SSE, R2 and root mean squared error (RMSE) 
in the training and validation phases, respectively. The fitted fifth order polynomial equations 
show a very good fit with R2 whose values lies between 0.941 and 0.998 with an average of 
0.990 in the training phase. Also, the validation of the model shows a very good RMSE between 
1- 5% of the mean. Figure 10 shows graphically the polynomial fitting where some of the 
curves show a high nonlinear relationship between the empirical parameters and the process 
parameters and Table 7 gives the values of the polynomial constants with 95% confidence. The 
points used for training are the blue dots and the ones used for validation are the white dots. 
After validating the model, the polynomial equations are substituted for the empirical 
parameters in the aggregation and breakage kernels of the CPBM. 
7.4.2. Model validation 
By replacing the empirical parameters in the aggregation and breakage kernels with the 
polynomial functions obtained, the CPBM can now predict the PSD based only on the process 
parameters: L/S ratio and screw speed of the twin screw.  
To validate the accuracy of the developed CPBM, the experimental PSD obtained from runs 8, 
10 and 11 are used to compare with the predicted PSD from the CPBM in terms of L/S ratio 
and screw speed. Runs 8, 10 and 11 are conducted using MCC-101 at L/S ratio of 1.3, 1.15 and 
1.05 respectively and screw speeds 100, 150 and 170 rpm respectively. These values are 
replaced in the developed model and the predicted versus the experimental PSDs for runs 8, 10 
and 11 are shown in Figures 11, 12 and 13 respectively. The model gives a very good prediction 
for runs 8, 10 and 11 with R2 = 0.895, 0.9578, and 0.886 respectively and SSE = 0.0282, 0.0083 
and 0.0148 respectively and mass conservation (∑ 𝒖𝒊𝑵𝒊
𝒑






Figure 11: Experimental vs. predicted PSD for run 8. 
 
Figure 12: Experimental vs. predicted PSD for run 10. 
 




The developed CPBM model will be used in further work as a simulation plant (predictive 
model) to derive a state space for a model predictive controller (MPC). The MPC can be applied 
to control the PSD in TSG by the L/S ratio and screw speed. 
8. Conclusion 
Continuous wet granulation in twin screw has been modelled using CPBM. The predictive 
CPBM calculates the PSD based on twin screw process parameters (L/S ratio and screw speed 
(rpm)) and has been calibrated and validated from experimental PSD obtained at various L/S 
ratios and screw speeds. The current model accounts for the spatial inhomogeneity of the screw 
configurations by representing them in terms of different aggregation and breakage kernels. 
Results show that aggregation is higher in the conveying zones than kneading zones at low and 
medium L/S ratio while breakage is higher in the kneading zones for all L/S ratios and screw 
speeds. It has been also shown that Kapur’s kernel provides better flexibility compared to the 
sum kernel. Moreover, the finite volume numerical method showed a better accuracy in solving 
the CPBM compared to cell average.  
Appendix A 
Cell Average Numerical Method (CANM) 
The mathematical formulation of the cell average numerical method can be derived by 
substituting equation (14) in equation (8) and integrating over each cell, the following set of 




 = 𝐵𝑖 − 𝐷𝑖 ,                                                            
where the birth term for CANM given by 


















   (32) 




                                              𝐷𝑖 = ∑ 𝛽(𝑢𝑖 , 𝑢𝑗) 𝑁𝑖𝑁𝑗 + 𝑆𝑖 𝑁𝑖 .
𝐼
𝑗=1                                          (33) 
The CANM is based upon the concept of averaging all properties of the particles in a cell and 
distributing the property between the two nodes that bracket the cell. Accordingly, the mass of 
new particles that are formed inside the ith cell is re-distribute between nodes 𝑖 and 𝑖 + 1 by 
the respective factors 𝑎 and 𝑏 whose values are determined such that the zeroth and first 
moments of the population are strictly conserved. These factors are obtained by solving 
                                           𝑎𝑢𝑖 + 𝑏𝑢𝑖+1 = 𝐵𝑖?̅?𝑖      𝑎 + 𝑏 = 𝐵𝑖.                                           (34)                                         
Here, ?̅?𝑖  is the mean size of new particles that ow by aggregation in the ith cell, 
                                              ?̅?𝑖 =
𝑉𝑖
𝐵𝑖
,                                                                                    (35)  
and 𝑉𝑖 is the flux of particle mass into the cell, 






 𝛽(𝑢𝑗 , 𝑢𝑘) 𝑁𝑗𝑁𝑘 (𝑢𝑗 + 𝑢𝑘) +







                                                                                          (36) 
Solving the system of equations (7), we get 
                                                 𝑎 = 𝑏𝑖𝜆𝑖
+(?̅?𝑖),     𝑏 = 𝑏𝑖𝜆𝑖+1
− (?̅?𝑖),                                         (37) 
where the functions 𝜆𝑖
+and 𝜆𝑖
− are given by 
                                        𝜆𝑖
±  = (𝑢 − 𝑢𝑖±1)/(𝑢𝑖 − 𝑢𝑖±1).                                                     (38) 
In summary, after collecting all contributions to the birth at 𝑢_𝑖 and the modified birth takes 
the following form 
          𝐵𝑖
𝑚𝑜𝑑 = 𝐵𝑖−1𝜆𝑖
−(?̅?𝑖−1)𝐻(?̅?𝑖−1 − 𝑥𝑖−1) + 𝐵𝑖𝜆𝑖
−(?̅?𝑖)𝐻(𝑥𝑖 − ?̅?𝑖) + 
                                           𝐵𝑖𝜆𝑖
+(?̅?𝑖) 𝐻(?̅?𝑖 − 𝑥𝑖) + 𝐵𝑖+1𝜆𝑖+1
+ (?̅?𝑖+1)𝐻(𝑥𝑖+1 − ?̅?𝑖+1)                (39) 
Putting the above expression in equation (4), the final set of ODE's formed are 
𝑑𝑁𝑖
𝑑𝑡
=   𝐵𝑖−1𝜆𝑖
−(?̅?𝑖−1)𝐻(?̅?𝑖−1 − 𝑥𝑖−1) + 𝐵𝑖𝜆𝑖
−(?̅?𝑖)𝐻(𝑥𝑖 − ?̅?𝑖) +    𝐵𝑖𝜆𝑖
+(?̅?𝑖)𝐻(?̅?𝑖 − 𝑥𝑖) +
                        𝐵𝑖+1𝜆𝑖+1
+ (?̅?𝑖+1)𝐻(𝑥𝑖+1 − ?̅?𝑖+1) − ∑ 𝛽(𝑢𝑖 , 𝑢𝑗) 𝑁𝑖𝑁𝑗 .
𝐼




where the Heaviside step function is defined by 
                                    𝐻(𝑢 − 𝑢𝑖) =  {
1, 𝑢 − 𝑢𝑖 > 0  
1
2
, 𝑢 − 𝑢𝑖 = 0
0, 𝑢 − 𝑢𝑖 < 0.
                                                             (41) 
The detailed formulation of the cell average technique can be found in Kumar et al. 
(2006)[24]. 
Appendix B 
Empirical parameters interpolations after kriging interpolation given in supplementary excel 
sheet 1. 
Appendix C 
Values of the empirical parameters after calibration using sum and Kapur kernels given in 
supplementary excel sheet 2. 
Appendix D 
Values of the empirical parameters after calibration using FVNM and CANM given in 
supplementary excel sheet 3. 
Appendix E 
Interval of confidence for the polynomial constants obtained after fitting the polynomial 
equations are given in supplementary excel sheet 4. 
Appendix F 
Kriging interpolation is based on the nearest neighbourhood method, where it predicts a 
response yk at an interpolated point xk using the weighted sum of the known responses (y1, y2, 
…, yn) in which xk falls in the neighbourhood of their corresponding sampling points (x1, x2, 
x3…, xn) [35],  where:  
𝑦𝑘 = 𝑓(𝑥𝑘) =  ∑ 𝑤𝑖𝑓(𝑥𝑖)
𝑝
𝑖=1                                                   (25) 
𝑤𝑖 is the weighted sum (kriging weights) that depends on the Euclidian distance ℎ where  




Kriging algorithm determines the kriging weights for each group of p clustered points in the 
neighbourhood of 𝑥𝑘, where the obtained variogram model forces the sum of the kriging 
weights to unity. In calculating 𝑓(𝑥𝑘), 𝑓(𝑥𝑖)′𝑠 corresponding to 𝑥𝑖′𝑠 in the neighbourhood of  
𝑥𝑘 and nearer to 𝑥𝑘 will have more weight towards determining 𝑓(𝑥𝑘). Also, with the higher 
number of neighbouring points and the nearer they are to 𝑥𝑘, the better 𝑓(𝑥𝑘) can be predicted 
with more confidence. 
The kriging variogram is derived from the data point observations to statistically quantify the 
dataset roughness that complements histograms and other descriptive statistics (exponential, 
Gaussian, cubic, etc.). The variogram depends on the Euclidian distance h, at each variance 




[𝑣𝑎𝑟(𝑦𝑖 − 𝑦𝑗)]                                                               (27) 
After fitting the derived variogram to a variogram model the covariance at each h is calculated 
by: 
𝐶𝑜𝑣(ℎ) =  𝜎𝑚𝑎𝑥
2 − 𝛾(ℎ)                                                                (28) 
𝜎𝑚𝑎𝑥
2  is the maximum variance of the variogram function. The covariance is then used to 
calculate the kriging weight at each point by solving the following system: 
[
𝐶𝑜𝑣(𝑑1,1) …





𝐶𝑜𝑣(𝑑𝑁,1) … 𝐶𝑜𝑣(𝑑𝑁,𝑁) 1











]                          (29) 
where 𝐶𝑜𝑣(𝑑𝑖,𝑗) and 𝐶𝑜𝑣(𝑑𝑖,𝑘) are the covariances of the distance 𝑑𝑖,𝑗 and 𝑑𝑖,𝑘 between 
sampling points 𝑥𝑖 - 𝑥𝑗 and  𝑥𝑖 - 𝑥𝑘 (interpolated point). At each interpolated point 𝑥𝑘 the 






2 − ∑ 𝑤𝑖𝐶𝑜𝑣(𝑑𝑖,𝑘)
𝑁
𝑖=1 − 𝜆                                                    (30) 
Symbols and Abbreviations 
Symbols 
agg                                                       aggregation 
β                                                           aggregation rate 
B                                                          birth rate of particles 
br                                                         breakage 
𝑆                                                          breakage rate  
i                                                           bin number 
𝐼                                                           boundary of each bin 
p                                                          constant 
D                                                         death rate of particles 
ℎ                                                          Euclidian distance 
𝛽0                                                       empirical parameter  
𝑎                                                         empirical parameter 
𝑏                                                         empirical parameter 
𝑆0                                                        empirical parameter 
k                                                          empirical parameter 
X                                                          empirical parameters dummy variable 
yk                                                                                    interpolated point 
𝑤𝑖                                                        kriging weight 
𝜎𝑚𝑎𝑥
2                                                     maximum variance 
𝑦𝑖                                                         measured volume density at size bin 𝑖 
𝜆                                                          mean residence time (seconds) 
𝑁                                                          number of particles 




1-D                                                       one dimension 
v , 𝜖 and 𝑢                                           particle volume 
𝑏                                                         probability density function 
𝜙                                                          powder flow rate (g/s) 
𝑓𝑖(𝑋)                                                   predicted volume density at size bin 𝑖 
n                                                           represents density of particles population 
t                                                           time 





𝑑                            weight factors 
Abbreviations 
APIs                                                     active pharmaceutical ingredients 
ANN                                                   artificial neuron network 
CPBM                                                 compartmental population balance model 
CANM                                                 cell average numerical method 
CZ                                                       conveying zone 
CA                                                       cell average 
CE                                                       conveying elements 
Cov                                      covariance 
DOE                                                    design of experiment 
DEM                                                    discrete elemental modelling 
FVNM                                                 finite volume numerical method 
GA                                                      Generic Algorithm 
KZ                                                       kneading zone 
KE                                                       kneading elements 
L/S                                                      liquid to solid ratio 
MPC                                                    model predictive controller 




ODEs                                                  ordinary differential equations 
PBM                                                    population balance model 
PSD                                                     particle size distribution 
QbD                                                     Quality-by-Design 
RMSE                                                 root mean squared error 
R2                                                        root squared error  
SSE                                                      sum of squared error 
SS                                                        screw speed (rpm) 
TSG                                                    twin screw granulator 
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