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Abstract 
Due to increased calls for environmentally benign machining processes, there has been focus and interest in making 
processes more lean and agile to enhance efficiency, reduce emissions and increase profitability. One approach to 
achieving lean machining is to develop a virtual simulation environment that enables fast and reasonably accurate 
predictions of various machining scenarios. 
Polynomial Classifiers (PCs) are employed to develop a smart data base that can provide fast prediction of cutting 
forces resulting from various combinations of cutting parameters. With time, the force model can expand to include 
different materials, tools, fixtures and machines and would be consulted prior to starting any job. In this work, first, 
second and third order classifiers are used to predict the cutting coefficients that can be used to determine the cutting 
forces. Predictions obtained using PCs are compared to experimental results and are shown to be in good agreement.  
© 2013 The Authors. Published by Elsevier B.V. 
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1. Introduction 
Knowledge of cutting forces beforehand is valuable as it leads to an efficient and automated process 
through the proper selection of machining parameters, fixture design and appropriate machine and tools 
used. The challenge in accurately modelling the cutting forces in face milling lies in the fact that the 
process is very complex due to the many variables influencing these forces. These variables are highly 
interlinked and a change of a single parameter will result in different cutting forces [1]. In addition, the 
machining process is nonlinear and time-dependent. 
Different techniques have been used to predict cutting forces. These vary in their generality, accuracy 
and amount of data required as input into the model. Analytical methods are hindered by their low 
accuracy in predicting forces and by their lack of generality as well as the large amount of experimental 
data needed for each work piece and tool material under various cutting conditions [2]; this renders their 
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use expensive and time consuming. Whereas, mechanistic methods have a high accuracy of predicting 
cutting forces; their main drawback is their lack of generality [2]. 
In mechanistic modeling of the cutting forces, the underlying assumption is that the cutting forces are 
proportional to the uncut chip area. The constant of proportionality depends on the cutting conditions, 
cutting geometry and material properties. The literature includes many research papers on mechanistic 
force modeling. Following are a few examples of these published studies: Ehmann et al. [2] traced the 
historical evolution of research in process modeling and have found that in general, the analytical models 
do not accurately predict the dynamic forces. The empirical method were investigated and it was found 
that deriving the dynamic cutting force coefficients, although not trivial, delivers values close to 
experimental results. Mechanistic and numerical methods are of more recent origin and rely on empirical 
models and computer simulation techniques; the latter include both mechanistic and finite element 
methods. The authors concluded that a combination of the above listed methods is typically needed to 
obtain a working model and stated that the mechanistic models showed the most predictive power 
compared to other methods. For this reason, most current research is steered towards the mechanistic 
force models. 
Koeringsberger et al. [3] presented a method in which the cutting forces are assumed to be 
proportional to the chip cross sectional area with the constants of proportionality called the specific 
cutting pressures. These pressures depend on the cutter geometry, cutting conditions, insert grade and 
work piece material properties. Calibration was performed by running tests at different combinations of 
spindle speed, feed rate and depth of cut. In face milling, these tests were conducted using a single cutting 
insert to avoid the effect of run out. In addition, these tests are conducted on a work piece with no surface 
discontinuities to simplify the correlation between the cutting forces and the angular position of the 
cutting insert.  
Coelho [4] used an end mill fitted with a single point indexable insert to perform an orthogonal 
milling operation. An average curve of force was obtained using five consecutive rotations. A simple 
force model as a function of the undeformed chip thickness was fitted into the force data. Although his 
results agreed with experimental data, huge differences were observed between the specific cutting 
coefficient and friction coefficient, depending on cutting speed, feed rate and cutting width.  
Jayaram [5] presented a method for estimating the specific cutting pressures for mechanistic cutting 
force models in face milling. His research is considered untraditional because it uses multiple cutting 
inserts. Moreover, the specific cutting pressures were estimated from data collected during actual 
production and hence there was no production interruption. Results obtained using both the traditional 
method and the author’s method were validated through simulation and experimental tests carried out on 
a rigid 2024 aluminum work piece using an uncoated carbide insert. These results have shown that both 
the traditional method and the authors’ proposed method are of similar accuracy.  
Wan [6] proposed a new and simplified mechanistic method for the calibration of cutting force 
coefficients and cutter run out for cylindrical end milling using the instantaneous cutting forces measured 
instead of the average ones. A simplified method for calibrating the cutting force coefficients was 
proposed. This method was shown to be valid over a wide range of cutting conditions. The cutting force 
coefficients were expressed as power functions of the instantaneous uncut chip thickness. The method 
was achieved by following two steps: first, mathematical relationships between the instantaneous cutting 
forces and the uncut chip thickness were established. Then, nonlinear algorithms were used to solve the 
established non linear contradiction equations. The method has been validated and was found to be in 
good agreement with the measured results in both shape and magnitude of the force signal. 
An alternative approach to using mechanistic force modelling is using numerical finite element 
method to model the cutting process. For example, Saffar [7] has proposed a finite element method based 
model to simulate the cutting force components as well as tool deflection in the end milling operation. An 
advantage of this model is that the material properties are defined based on the Johnson Cook theory 
whereas in theoretical relationships the material properties are constant. Another accuracy enhancer is 
that the simulation allows for the use of non linear geometric boundaries. The author concluded that using 
a finite element based simulation gives more accurate results than theoretical relationships. 
The polynomial classifiers (PCs) are learning algorithms proposed and adopted in recent years for 
classification, regression, and recognition with remarkable properties and generalization ability (see for 
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example [8-10]) but only recently have these classifiers been used in the area of predicting machining 
parameters. Deiab et al. [11] employed polynomial classifiers and artificial neural networks (ANN) to 
predict cutting tool wear. They have demonstrated the effectiveness of both models and found that the 
predicted experimental test results and the measured tool wear are in good agreement and that the 
prediction accuracies of the two approaches are comparable. However, polynomial classifiers have shown 
lower training times and better consistent predictions over neural networks.  
Based on the published work, it seems like traditional identification methods fail to provide a general 
and accurate force prediction using minimal data. For the above reasons, PCs can be an alternative option 
to use as a substitute or as a supporting tool for the prediction of the cutting forces through cutting 
coefficients and shall be investigated here. The current study is aimed at investigating the optimum 
polynomial classifier to provide a fast and reasonably accurate estimate of the cutting forces needed in 
simulating different aspects of the machining process. Forces are predicted via predicting the cutting 
coefficients; these coefficients can be used to obtain the cutting forces through established relationships. 
This will greatly cut down cost and calibration time needed to find the cutting coefficients for each 
different set of cutting parameters. The PC-based force prediction model will however be more global 
than the mechanistic models, as it will be able to predict forces for cutting parameters it has not seen. The 
predicted results obtained are finally compared to experimental results. 
2. Methodology 
As mentioned earlier, although mechanistic methods have a high degree of accuracy in predicting 
cutting forces, their main drawback is their lack of generality. To increase their generality, PCs will be 
used to predict the cutting coefficients. The current investigation is performed to investigate the effect of 
varying PC coefficients and orders on the prediction accuracy and to determine the optimum PC for 
predicting the cutting coefficients.  
The experimental data used in this study was taken from [12]. The workpiece material used is 
Aluminum 6061 and the cutter is a four-inch diameter and four insert face milling cutter, uncoated 
carbide H10. Pilot runs were carried out at different combinations of machining parameters. The four 
machining parameters (revolution per minute, depth of cut feed, chipload, and feed) are set to 
accommodate for a wide variety of manufacturing setups. The sampling frequency of the dynamometer 
used is 2005 Hz. Calibration cutting tests were carried out with one insert. Force data files used for 
training of the PC are the average of five revolutions of the same insert at the same cutting conditions to 
accommodate for any experimental error due inhomogeneous workpiece material and tool wear. Data was 
pre-processed by taking the average of the first five cutting cycles.  
To predict the cutting forces, the use of first, second and third order classifiers will be investigated. For 
each case, the predictions obtained will be compared to experimental data and the normalized mean 
square error (NMSE) will be used to gauge the effectiveness of the polynomials used. 
3. Results and discussion 
To predict the cutting force coefficients, PCs with the following input parameters were used: 
revolution per minute (RPM), depth of cut (DOC), chipload (Ac), and feed (F). A parametric study 
varying PC coefficients and orders was conducted for the purpose of finding an optimum PC for this 
application. At first, the most influential machining parameter is to be determined to enable the design of 
emphasized different order PCs. Moreover, second and third full order polynomial classifiers are 
investigated. The details of the results obtained are explained in the following sections.  
3.1. First order PC 
Using the four aforementioned input parameters results in a full first order PC of the form: 
P1(X) = [1, RPM, DOC, Ac, F]     (1)
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The outputs of the logarithm are Kr (radial pressure coefficient) and Kt (tangential pressure coefficient). 
The predictions obtained using the first order PC were compared to the experimental data and a NMSE of 
the order of 18% was obtained. Figure 1 shows the output of the full first order PC for predicting Kr and 
Kt for a selection of cutting conditions. The figure also shows the experimental results and the predictions 
obtained when a first order polynomial classifier was used with only one parameter (in order to determine 
the most influential parameter). As shown in Fig. 1, DOC has the most influence and hence it could be 
emphasized in higher order PCs in an attempt to get a more accurate prediction.  
3.2. Second order PC 
Since the first order PC gave a NMSE of 18%, a second order PC was attempted to reduce the error. In 
this case, the input parameters include the first order terms used in the first order classifier in addition to 
the square of each of these terms and the cross multiplication of each two of these terms to give the full 
second order as shown: 
P2(X) = [1, RPM, DOC, Ac, F, RPM2, DOC2, AC2, F2, RPM*DOC,    
RPM*Ac, RPM*F, DOC*Ac, DOC*F, Ac*F]     (2) 
The predicted values of Kr and Kt obtained using the second order PC were compared to the 
experimental data and resulted in a NMSE of 11.7%. Figure 2 shows the predictions obtained using the 
full first and second order PC for a selection of cutting conditions compared to the experimental results. It 
should be noted that emphasizing the DOC terms to obtain a second order PC of the form: 
P2(X) = [1, DOC, (DOC)2, RPM*DOC, DOC*Ac, DOC*F], 
yielded a best NMSE of 8.85% compared to 11.7% obtained with the full second order PC. 
3.3. Third order PC 
In an attempt to lower even further the NMSE, higher order terms of the third order will now be added 
to the polynomial classifier. The classifier including the third order terms takes the form:  
Fig.1. Comparison between predicted results using separate and full first order PC and experimental results 
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Fig.2. Comparison between predicted results using full first and second order PC and experimental results 
P3(X) = [1, RPM, DOC, Ac, F, RPM2, DOC2, AC2, F2, RPM*DOC,    
RPM*Ac, RPM*F, DOC*Ac, DOC*F, Ac*F, RPM3, DOC3, Ac3, F3,   
RPM2*DOC, RPM2*AC, RPM2*F, DOC2*RPM, DOC2*Ac, DOC2*F,   
    AC2*RPM, AC2*DOC, AC2*F, F2*RPM, F2*DOC, F2*Ac]   (3) 
The predicted values of Kr and Kt obtained using the third order PC were compared to the 
experimental data and resulted in a NMSE of 6.45%. Figure 3 shows the predictions obtained using the 
full first, second and third order PC for a selection of cutting conditions compared to the experimental 
results.  
Fig.3. Comparison between predicted results using full first, second and third order PC and experimental results 
The previous results show that PC provides a possible alternative to predict the cutting pressures and 
consequently the cutting forces with reasonable accuracy. This could also lead to reduce the number of 
cutting tests needed to calibrate cutting force models. 
4. Conclusion 
In this paper, PCs were used to estimate the cutting force pressure usually obtained from mechanistic 
force model calibration. It can be claimed that the comparison of the predictions obtained from the PCs 
with the experimental results confirms the potential of the model to predict both cutting coefficients. 
The approach ensures estimation of the cutting coefficients in real time which is needed for simulation 
of different aspects of the machining process such as fixture configuration selection and optimization of 
cutting parameters which would enable leaner and more efficient machining process. For the cutting 
conditions considered, the best cutting coefficients predictions were obtained using the full third order 
PC. This PC produced a NMSE of 6.45% compared to experimental results. 
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