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For a tree language L, a ﬁnite set Z of regular -path languages, and a set S of Z-preﬁx 
constrained linear monadic term rewriting rules over , the position cutting descendant of 
L for S is the set S∗↑(L) of trees reachable from a tree in L by rewriting in S by position 
cutting strategy. If L is recognizable, then S∗↑(L) is recognizable as well. Moreover, if S is 
ﬁnite, then we can construct a tree automaton recognizing S∗↑(L). For a recognizable tree 
language L and a ﬁnite set Z of regular -path languages, we study the set DZ,↑(L) of 
position cutting descendants of L for all sets of Z-preﬁx constrained linear monadic term 
rewriting rules over . We show that DZ,↑(L) is ﬁnite, and that if L is given by a tree 
automaton A and each element of Z is given by an automaton, then we can construct 
a set { R1, . . . , Rk } of Z-preﬁx constrained linear monadic term rewriting systems over 
such that DZ,↑(L) = { R∗1↑(L), . . . , R∗k↑(L) }.
© 2018 Elsevier B.V. All rights reserved.
1. Introduction
For a tree language L and a set S of term rewriting rules over a ranked alphabet , S∗(L) = { s | t →∗S s for some t ∈ L }
is the set of descendants of trees in L. We also call S∗(L) the descendant of L for S . Salomaa [17] showed that for any 
(possibly inﬁnite) set S of linear monadic term rewriting rules and any recognizable tree language L, the descendant S∗(L)
of L for S is recognizable. Furthermore, if S is ﬁnite and L is recognized by a given tree automaton A, then we can construct 
a tree automaton B recognizing S∗(L). This result started a new line of research on term rewriting systems and recognizable 
tree languages, see [3,4], [6–12], [15,16,19,20,22].
For a tree language L over a ranked alphabet , D(L) denotes the set of descendants of L for all sets of linear 
monadic term rewriting rules over . That is, D(L) = { S∗(L) | S is a set of linear monadic term rewriting rules over  }. 
Vágvölgyi [22] completed the pioneer result of Salomaa [17] showing that D(L) is ﬁnite for any recognizable tree lan-
guage L, and one can construct a set { R1, . . . , Rk }, k ≥ 1, of linear monadic term rewriting systems over  such that 
D(L) = { R∗1(L), . . . , R∗k (L) }.
A position α of a term t yields a -path from the root of t to the node at α as follows. For each proper preﬁx β of α, 
we attach to the label of the node at β the consecutive member of α. Jacquemard et al. [14] extended a term rewriting rule 
with a context constraint restricting the application of the rewriting rule to positions which yield -paths belonging to a 
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preﬁx constrained right-shallow term rewriting systems. In fact, right-shallow term rewriting systems are a generalization 
of monadic term rewriting systems. They [14] showed that for any preﬁx constrained linear right-shallow term rewriting 
system S and any recognizable tree language L, the bottom-up descendant of L for S is recognizable.
For a set S of preﬁx constrained term rewriting rules, we introduce the notion of position cutting rewriting. It means 
that S does not rewrite at a proper extension of a position where a previous rewrite step took place. We show that for sets 
of preﬁx constrained monadic term rewriting rules, position cutting rewriting is more general than bottom-up rewriting. 
However, for every set S of preﬁx constrained strictly monadic term rewriting rules, the position cutting reduction sequences 
and the bottom-up reduction sequences are the same.
For a tree language L, a ﬁnite set Z of regular -path languages, and a set S of Z-preﬁx constrained linear monadic 
term rewriting rules over , the position cutting descendant of L for S is the set S∗↑(L) of trees reachable from a tree in L by 
rewriting in S by position cutting strategy. We show that if L is recognizable, then S∗↑(L) is recognizable as well. Moreover, 
if S is ﬁnite, then we can construct a tree automaton recognizing S∗↑(L). For a tree language L over a ranked alphabet  and 
a set Z of regular -path languages, DZ,↑(L) denotes the set of position cutting descendants of L for all sets of Z-preﬁx 
constrained linear monadic term rewriting rules over . For any recognizable tree language L over a ranked alphabet  and 
any ﬁnite set Z of regular -path languages, we characterize the set DZ,↑(L). We show that DZ,↑(L) is ﬁnite. If L is given 
by a tree automaton A and each element of Z is given by an automaton, then one can construct a set { R1, . . . , Rk }, k ≥ 1, 
of Z-preﬁx constrained linear monadic term rewriting systems over  such that
DZ,↑(L) = { R∗1↑(L), . . . , R∗k↑(L) }
and for any 1 ≤ i < j ≤ k, R∗i ↑(L) = R∗j↑(L).
2. Preliminaries
In this section we present a review of the notions, notations and preliminary results used in the paper.
Sets and relations. N stands for the set of all nonnegative integers. For each k ≥ 1, Nk denotes the k-fold Cartesian product 
of the set N. We deﬁne the mirror-lexicographic order ≺k on Nk , k ≥ 1, by
(i1, i2, . . . , ik) ≺k ( j1, j2, . . . , jk) if and only if there is an 1 ≤m ≤ k such that ik = jk, . . . , im+1 = jm+1 and im < jm .
The power set of a set A is denoted as 2A . Let ρ be an equivalence relation on A. Then for every a ∈ A, we denote by 
[a]ρ the ρ-class containing a, i.e. [a]ρ = { b | aρb }. We say that ρ is of ﬁnite index if the set [A]ρ = { [a]ρ | a ∈ A } is ﬁnite. 
We say that B ⊆ A is a set of representatives for ρ if for every ρ-class C , B ∩ C is a singleton set.
Words. For any set A, A∗ stands for the free monoid generated by A with empty word λ as identity element. The reverse wr
of a word w ∈ A∗ is deﬁned as follows: λr = λ, and the reverse of wa is awr , where a ∈ A. The reverse of a language L ⊆ A∗
is denoted by Lr and deﬁned as Lr = { wr | w ∈ L }. For each word α ∈ A∗ , length(α) stands for the length of α. Consider 
the words α, β, γ ∈ A∗ such that α = βγ . Then we say that α is an extension of β and β is a preﬁx of α. Furthermore, if 
α = β , then α is a proper extension of β and β is a proper preﬁx of α. We say that words α, β ∈ A∗ are incomparable if α
is neither a preﬁx nor an extension of β .
Let  be an alphabet. Then
1. ∅, λ, and a ∈  are regular expressions. We call them primitive regular expressions.
2. If w1 and w2 are regular expressions, so are (w1 + w2), (w1 · w2), and (w∗1).
3. A string w over the alphabet  ∪ { ∅, λ, (, ), +, ·,∗ } is a regular expression if and only if it can be derived from the 
primitive regular expressions by a ﬁnite number of applications of the rules in 2.
For a regular expression w , let |w| denote the language associated with w [18]. We may omit parentheses in a regular 
expression, then evaluation is done in the precedence order: star, then concatenation, and then union.
A semiautomaton over an alphabet  is a system (P , , δ), where P is a ﬁnite nonempty set of states,  is an input 
alphabet, and δ is the transition mapping δ : P ×  → P . We extend the mapping δ to the mapping δ∗ : P × ∗ → P
as follows. For all p ∈ P , δ∗(p, λ) = p, and for all w ∈ ∗ and a ∈ , δ∗(p, wa) = δ(δ∗(p, w), a). A deterministic ﬁnite 
automaton (DFA) D over an alphabet  is a system (P , , δ, p0, F ), where (P , , δ) is a semiautomaton, p0 is the initial 
state, and F ⊆ P is the set of ﬁnal states. The language recognized by D is deﬁned as L(D) = { w ∈ ∗ | δ∗(p0, w) ∈ F }. 
A language is called a regular language if some DFA recognizes it.
Proposition 2.1. [13] For any DFA D, we can construct a DFA E such that L(E) = L(D)r .
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in N. For each integer m ≥ 0, m denotes the elements of  which have rank m.
We need a countably inﬁnite set X = { x1, x2, . . . } of variables kept ﬁxed throughout the paper. The set of the ﬁrst n ≥ 0
elements x1, . . . , xn of X is denoted by Xn . Let V ⊆ X . The set of -terms with variables V is denoted by T(V ). Terms 
are also called trees. A term t ∈ T(V ) is called linear if no variable occurs twice in t . The set of linear terms in T(V ) is 
denoted by LT(V ). The set T(X0) is written simply as T and called the set of ground trees over . Let t ∈ T(X). Then 
var(t) ⊆ X denotes the set of variables occurring in t .
For a term t ∈ T(X), the set P O S(t) ⊆N∗ of positions is deﬁned by recursion:
(i) if t ∈ 0 ∪ X , then P O S(t) = { λ }, and
(ii) if t = σ(t1, . . . , tm) with m ≥ 1 and σ ∈ m , then P O S(t) = { λ } ∪ { iα | 1 ≤ i ≤m and α ∈ P O S(ti) }.
For each term t ∈ T(X), size(t) is the cardinality of P O S(t).
For each t ∈ T(X) and α ∈ P O S(t), we introduce the subterm t/α ∈ T(X) of t at α as follows:
(a) for t ∈ 0 ∪ X , t/λ = t;
(b) for t = σ(t1, . . . , tm) with m ≥ 1 and σ ∈ m , if α = λ then t/α = t ,
otherwise, if α = iβ with 1 ≤ i ≤m, then t/α = ti/β .
For any t ∈ T(X), α ∈ P O S(t), and r ∈ T(X), we deﬁne t[α ← r] ∈ T(X).
(i) If α = λ, then t[α ← r] = r.
(ii) If α = iβ , for some integer i, then t = σ(t1, . . . , tm) with σ ∈ m and 1 ≤ i ≤m. Then t[α ← r] = σ(t1, . . . , ti−1, ti[β ←
r], ti+1, . . . , tm).
Let t ∈ T(Xk), k ≥ 0, t1, . . . , tk ∈ T(X) be arbitrary. Then t[x1 ← t1, . . . , xk ← tk] is produced from t by replacing each 
occurrence of xi with ti for 1 ≤ i ≤ k.
Throughout the paper, we assume that the nullary symbol  is not in . We deﬁne C ON(X) as the set of those 
trees in T∪{  }(X) in which  appears exactly once. The trees in C ON(X) are generally known as contexts. The position 
α ∈ P O S(w) such that lab(w, α) =  is called the address of  in w and is denoted by adr(w, ).
For each n ≥ 0, V O(Xn) consists of linear terms in LT(Xn) where each variable of Xn occurs once. For example, let 
 = 0 ∪ 2, 0 = { $ }, and 2 = { f }. Then f (x1, f ($, x1)) /∈ V O(X1). On the other hand, f (x2, f (x1, x3)) ∈ V O(X3), 
f (x1, f ($, $)) ∈ V O(X1), and f (x1, f ($, x2)) ∈ V O(X2).
Let 0 ≤ n ≤ m. We distinguish a subset IN(n, m) of LT(Xm) as follows: a tree t ∈ LT(Xm) is in IN(n, m) if 
each variable of Xm − Xn appears exactly once in t . By deﬁnition, V O(Xm) = IN(0, m) and IN(n, m) ⊆ IN(n +
1, m) for 0 ≤ n ≤ m − 1. We continue the previous example. We have f (x2, f (x3, x2)) ∈ T(X3) but f (x2, f (x3, x2)) /∈
IN(1, 3). On the other hand, f (x2, f (x4, x3)) ∈ IN(1, 4), f (x1, f (x3, x4)) ∈ IN(2, 4), f ( f (x2, f (x4, x5)), x1) ∈ IN(3, 5), 
and f ( f (x1, f (x5, x6)), x7) ∈ IN(4, 7).
For a term t ∈ T(X), the height height(t) ∈N is deﬁned by recursion:
(a) if t ∈ 0 ∪ X , then height(t) = 0,
(b) if t = σ(t1, . . . , tm) with m ≥ 1 and σ ∈ m , then
height(t) = 1+max(height(ti) | 1≤ i ≤m).
For each k ≥ 0, HE,≤k(X) = { t ∈ T(X) | height(t) ≤ k }. For any n, k ≥ 0, let
AU X,n,k(X) =
⋃
{ IN(n,m) |m ≥ n } ∩ HE,≤k(X) .
That is, AU X,n,k(X) consists of all linear trees t ∈ T(X) such that var(t) ∩ (X − Xn) = { xn+1, . . . , xm } for some m ≥ n
and height(t) ≤ k. Then for any n, k ≥ 0, AU X,n,k(X) ⊆ AU X,n,k+1(X) and AU X,n,k(X) ⊆ AU X,n+1,k(X). Obviously, 
for any n, k ≥ 0, AU X,n,k(X) is a ﬁnite set; hence we can construct it. We continue the previous example, we have 
f (x2, f (x1, x3)) ∈ AU X,0,2(X), f ($, f ($, $)) ∈ AU X,0,2(X), and f (x3, f ($, x4)) ∈ AU X,2,2(X). On the other hand, for any 
k ≥ 0, f (x1, f ($, x1)) /∈ AU X,0,k(X).
Jacquemard et al. [14] proposed a formalism that strictly extends standard term rewriting systems by forcing the -path 
yielded by any rewriting position to belong to a given regular language. For this purpose we use the notion of a path 
carrying both the labels σ ∈  and directions i with 1 ≤ i ≤ rank(σ ). Formally, let Dir() = { 〈σ , i〉 | σ ∈ m, 1 ≤ i ≤ m }. 
A term t ∈ T(X), and a position α ∈ P O S(t), determine a word over Dir(), denoted as π(t, α), deﬁned recursively by
• π(t, λ) = λ and
• π(t, iα) = 〈σ , i〉π(ti, α), where t = σ(t1, . . . , tm), rank(σ ) =m, and 1 ≤ i ≤m.
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X) × T(X), where var(r) is a subset of var(l), and l /∈ X . We write l → r for (l, r). We say that the term rewriting rule l → r
• is left-linear if l is linear,
• is linear if both l and r are linear,
• is ground if both l and r are ground,
• is monadic, if
– r = σ(xi1 , . . . , xim ), σ ∈ m , m ≥ 0, and i1, . . . , im ∈N, or
– r ∈ X .
• is strictly monadic, if r = σ(xi1 , . . . , xim ), σ ∈ m , m ≥ 0, and i1, . . . , im ∈N.
By deﬁnition, each strictly monadic term rewriting rule is monadic as well.
Without loss of generality, from now on we may assume that a linear monadic term rewriting rule is of the form
• l → σ(x1, . . . , xn), where m ≥ n ≥ 0, σ ∈ n , l ∈ V O(Xm) − X , or
• l → x1, where l ∈ V O(Xm) − X and m ≥ 1.
A preﬁx constrained term rewriting rule over  is 〈K : l → r〉, where K ⊆ Dir()∗ is a regular language over Dir(), 
and l → r is a term rewriting rule over . For a set Z of regular languages over Dir(), we say that the rule 〈K : l → r〉 is 
Z-preﬁx constrained if K ∈Z .
A term rewriting system (TRS) R over  is a ﬁnite set of term rewriting rules. TRS R is linear if each rule l → r of R is 
linear. TRS R is monadic if each rule of R is monadic. R is ground if each rule of R is ground.
A preﬁx constrained linear monadic term rewriting system (PC-LM-TRS) over  is a ﬁnite set R of preﬁx constrained 
linear monadic term rewriting rules. A preﬁx constrained linear strictly monadic term rewriting system (PC-LSM-TRS) over 
 is a ﬁnite set R of preﬁx constrained linear strictly monadic term rewriting rules. The reduction relation →S for a set S of 
preﬁx constrained term rewriting rules is deﬁned as w[l[s1, . . . , sm]] →S w[r[s1, . . . , sm] where w ∈ C ON(X), the rewriting 
rule 〈K : l → r〉 is in S , and l ∈ T(Xm), s1, . . . , sm ∈ T(X), π(w, adr(w, )) ∈ K . Note that a term rewriting rule l → r over 
 can be viewed as a preﬁx constrained term rewriting rule 〈Dir()∗ : l → r〉.
We adopt bottom-up reduction on T(X) from [14], applying the concept of bottom-up marked rewriting on marked 
terms [14], which was called weakly bottom-up in [6]. Following the deﬁnitions of [14] and [6], we use a marked copy 
 = {g | g ∈  } of , where rank(σ ) = rank(σ ) for each σ ∈ . A marked term is a term in T∪(X). For a marked term 
t ∈ T∪(X), t• ∈ T(X) is obtained from t by replacing each symbol σ by σ , and t◦ ∈ T(X) is obtained from t by replacing 
each symbol σ by σ .
For a set S of preﬁx constrained term rewriting rules, the bottom-up marked reduction relation →S,bu⊆ T∪(X) ×
T∪(X), is deﬁned as
w[l[s1, . . . , sm]] →S,bu w[r[s•1, . . . , s•m]],
where w ∈ C ON∪(X), l ∈ T∪(Xm), r ∈ T(Xm), the preﬁx constrained term rewriting rule 〈K : l◦ → r〉 is in S , 
adr(w, ) = α, π(w◦, α) ∈ K , lab(l, λ) ∈ , and s1, . . . , sm ∈ T∪(X). If we want to indicate α too, we write
w[l[s1, . . . , sm]] →S,α,bu w[r[s•1, . . . , s•m]].
For a set S of preﬁx constrained term rewriting rules, we say that a reduction sequence
μ : s0 →S s1 →S · · · →S sn, n ≥ 0, si ∈ T(X) for each 0≤ i ≤ n,
is bottom-up, if there exists a bottom-up marked reduction sequence
μ′ : t0 →S,α1,bu t1 →S,α2,bu · · · →S,αn,bu tn
for S such that t◦i = si for each i = 0, . . . , n. We write s0 ⇒S,bu sn for the reduction sequence μ.
Example 2.2. Let  = 0 ∪ 1 ∪ 2, 0 = { a, b }, 2 = { h }. The PC-LM-TRS R consists of the rules
〈|(h,1 + h,2)∗| : a → b〉,
〈|(h,1 + h,2)∗| : g(x2, x1) → x1〉,
〈|(h,1 + h,2)∗| : h(x1, x2) → g(x1, x2)〉,
〈|(h,1 + h,2)∗| : h(x1, x2) → x1〉.
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ν ′ : h(h(a,b), g(a,b)) →R,1,bu h(g(a,b), g(a,b)) →R,2,bu h(g(a,b),b) →R,λ,bu g(g(a,b),b)
yields the bottom-up reduction sequence
ν : h(h(a,b), g(a,b)) →R h(g(a,b), g(a,b)) →R h(g(a,b),b) →R g(g(a,b),b).
The bottom-up marked reduction sequence
κ ′ : h(h(a,b),h(a,b)) →R,1,bu h(a,h(a,b)) →R,2,bu h(a,b) →R,λ,bu a
yields the bottom-up reduction sequence
κ : h(h(a,b),h(a,b)) →R,1,bu h(a,h(a,b)) →R,2,bu h(a,b) →R,λ,bu a.
For a tree language L, a ﬁnite set Z of regular -path languages, and a set S of Z-preﬁx constrained term rewriting 
rules over , the bottom-up descendant of L for S is the set S∗bu(L) = { s | t ⇒S,bu s for some t ∈ L }.
For a set S of preﬁx constrained term rewriting rules, we say that a reduction sequence
ν : t0 →S,α1 t1 →S,α2 · · · →S,αn tn
is position cutting, if for all 1 ≤ i < j ≤ n, αi and α j are incomparable or α j is a preﬁx of αi .
Example 2.3. We continue Example 2.2. The reduction sequences below are position cutting.
h(h(a,a), g(a,b)) →R,11 h(h(b,a), g(a,b)) →R,12 h(h(b,b), g(a,b)) →R,λ g(h(b,b), g(a,b)) →R,λ g(a,b) →R,λ b,
h(h(a,a), g(a,b)) →R,2 h(h(a,a),b) →R,12 h(h(a,b),b) →R,1 h(g(a,b),b),
h(h(a,a),h(a,b)) →R,12 h(h(a,b),h(a,b)) →R,1 h(g(a,b),h(a,b)) →R,1 h(b,h(a,b)) →R,2 h(b,a) →R,λ g(b,a),
h(h(a,b),h(b,b)) →R,λ h(a,b) →R,λ a →R,λ b.
The following example shows that for a PC-LM-TRS R over  and a term t ∈ T , the bottom-up and position cutting 
reduction sequences yield different descendants.
Example 2.4. Let  = 0 ∪ 1, 0 = { a, b }, 1 = { f , g }. The PC-LM-TRS R consists of the rules
〈{λ } : f (x1) → x1〉, 〈{λ } : g(x1) → x1〉.
The reduction sequence
f ( f (g(a))) →R,λ f (g(a)) →R,λ g(a)
is position cutting. We now show that there is no marked bottom-up reduction sequence
μ : f ( f (g(a))) = s0 →R s1 →R · · · →R sn, n ≥ 0
such that s◦n = g(a). On the contrary, assume that such μ exists. Along μ, in the ﬁrst step R can only apply the rule 
〈{ λ } : f (x1) → x1〉. Hence s1 = f (g(a)). From this point on, we cannot continue μ, which is a contradiction.
Example 2.5. Let  = 0 ∪ 1, 0 = { a }, 1 = { f }. The preﬁx constrained ground TRS R consists of the only rule
〈Dir()∗ : a → f (a)〉.
The reduction sequence
a →R,λ f (a) →R,1 f ( f (a))
is bottom-up. By direct inspection of R we get that there is no position cutting reduction sequence
a = s0 →R s1 →R · · · →R sn = f ( f (a)), n ≥ 0.
For a tree language L ⊆ T , a ﬁnite set Z of regular -path languages, and a set S of Z-preﬁx constrained term rewriting 
rules over , the position cutting descendant of L for S is the set S∗↑(L) = { s | t ⇒S,↑ s for some t ∈ L }. For a tree language 
L over a ranked alphabet , and a set Z of recognizable languages over Dir(),
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rewriting rules,
DZ,bu(L) denotes the set of bottom-up descendants of L for all sets S of Z-preﬁx constrained linear monadic term 
rewriting rules,
DSZ,↑(L) denotes the set of position cutting descendants of L for all sets S of Z-preﬁx constrained linear strictly 
monadic term rewriting rules, and
DSZ,bu(L) denotes the set of bottom-up descendants of L for all sets S of Z-preﬁx constrained linear strictly monadic 
term rewriting rules.
Lemma 2.6. For every set S of preﬁx constrained monadic term rewriting rules, every bottom-up reduction sequence μ : t0 →S,α1
t1 →S,α2 · · · →S,αn tn, n ≥ 0, is position cutting.
Proof. We proceed by induction on the length n of μ.
Base of induction: n = 0. The statement is obvious.
Induction Step: Let n ≥ 1. Assume that the statement is true for all bottom-up reduction sequences of length n. Let
μ′ : t′0 →S,α1 t′1 →S,α2 · · · →S,αn tn →S,αn+1 t′n+1
be a bottom-up marked reduction sequence yielding the bottom-up reduction sequence
μ : t0 →S,α1 t1 →S,α2 · · · →S,αn tn →S,αn+1 tn+1.
If for each 1 ≤ i ≤ n, αi is not a preﬁx of αn+1, then by the induction hypothesis we are done. Otherwise, let k be the 
largest integer such that αk is a preﬁx of αn+1. Then t′k/αk = · · · = t′n/αk and hence for each proper extension β of αk , 
lab(tk, β) = lab(tn, β) ∈ . Thus αn+1 is not a proper extension of αk . Hence, by the deﬁnition of k, αk = αn+1. By the 
induction hypothesis, the ﬁrst n reduction steps of μ is position cutting, hence αk is not a proper extension of αi for each 
1 ≤ i ≤ k − 1, and consequently αn+1 is not a proper extension of αi for each 1 ≤ i ≤ k − 1. By the deﬁnition of k, αn+1 is 
not a proper extension of αi for each k + 1 ≤ i ≤ n. 
Lemma 2.7. For every set S of preﬁx constrained strictly monadic term rewriting rules, every position cutting reduction sequence 
μ : t0 →S,α1 t1 →S,α2 · · · →S,αn tn, n ≥ 0, is bottom-up.
Proof. We proceed by induction on the length n of μ.
Base of induction: n = 0. The statement is obvious.
Induction Step: Let n ≥ 1. Assume that the statement is true for all position cutting reduction sequences of length n. Let
μ : t0 →S,α1 t1 →S,α2 · · · →S,αn tn →S,αn+1 tn+1
be a position cutting reduction sequence. If for each 1 ≤ i ≤ n, αi is not a preﬁx of αn+1, then by the induction hypothesis 
we are done. Otherwise, let k be the largest integer such that αk is a preﬁx of αn+1. Hence αk = αn+1. By the induction 
hypothesis, the ﬁrst n reduction steps
ν : t0 →S,α1 t1 →S,α2 · · · →S,αn tn
of μ is bottom-up. Consequently, there is a bottom-up marked reduction sequence
ν ′ : t′0 →S,α1 t′1 →S,α2 · · · →S,αn t′n
yielding the bottom-up reduction sequence ν . By the deﬁnition of αk , t′k/αk = · · · = t′n/αk and hence lab(t′k, αk) = · · · =
lab(t′n, αk) ∈ . As αk = αn+1, we have lab(t′n, αn+1) ∈ . Hence we deﬁne the bottom-up marked reduction sequence
μ′ : t′0 →S,α1 t′1 →S,α2 · · · →S,αn t′n →S,αn+1 t′n+1
by S continuing ν ′ applying the same rule as in the last step of μ. Then the bottom-up marked reduction sequence μ′
yields μ. 
By Lemma 2.6 and Lemma 2.7, we have the following result.
Theorem 2.8. For every set S of preﬁx constrained strictly monadic term rewriting rules, the position cutting reduction sequences and 
the bottom-up reduction sequences are the same.
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(i)  is a ranked alphabet.
(ii) Q is a ﬁnite set of states.
(iii) Q f ⊆ Q is the set of ﬁnal states.
(iv) τ is a mapping, called a state transition mapping, that associates with every element σ ∈ m , m ≥ 0, a mapping 
στ : Q m → 2Q . If σ ∈ 0, then στ is interpreted to be an element of 2Q .
Let σ ∈ 0 and q ∈ στ , then the tuple σ , q is called a state transition of τ . Let m > 0, σ ∈ m , (q1, . . . , qm) ∈ Q m , and 
q ∈ στ (q1, . . . , qm). Then the pair σ(q1, . . . , qm), q is called a state transition of τ . Let τ1 and τ2 be two state transition 
mappings. If for any σ ∈ m , m ≥ 0, and q1, . . . , qm ∈ Q , στ1(q1, . . . , qm) ⊆ στ2(q1, . . . , qm), then we say that τ1 is smaller 
than τ2 and write τ1  τ2.
For each t ∈ T , we deﬁne 〈t〉τ ∈ 2Q as follows.
(i) If t ∈ 0, then let 〈t〉τ = tτ .
(ii) If t = σ(t1, . . . , tm), σ ∈ m , m ≥ 1, then let 〈t〉τ =⋃{ στ (q1, . . . , qm) | q1 ∈ 〈t1〉τ , . . . , qm ∈ 〈tm〉τ }.
For each t ∈ T(Q ), we can compute 〈t〉τ .
For each t ∈ T , a τ -run of A on t is a function φ : P O S(t) → Q such that for each position α ∈ P O S(t) with lab(t, α) =
σ ∈ m , the following hold.
• If m = 0, then φ(α) = q for some state transition σ , q of τ ; here we say that along φ A applies the state transition 
σ , q at α.
• If m > 0, then φ(α) = q for some state transition σ(φ(α1), . . . , φ(αm)), q of τ ; here we say that along φ A applies 
the state transition σ(φ(α1), . . . , φ(αm)), q at α.
We say that φ is accepting if φ(λ) ∈ Q f . With the above deﬁnitions, we note that for each bta A over  and t ∈ T ,
〈t〉τ = {φ(λ) | φ is a τ -run ofA on t }.
The tree language recognized by A is
L(A) = { t ∈ T | 〈t〉τ ∩ Q f = ∅ } .
We say that a tree language L is recognizable if L = L(A) for some bta A.
A state q ∈ Q is reachable if there exists t ∈ T such that q ∈ 〈t〉τ . The set of reachable states is denoted by RCH(A). Bta 
A = (, Q , Q f , τ ) is connected if Q = RCH(A). It is well known that every recognizable tree language can be recognized 
by a connected bta.
Let A = (, Q , Q f , τ ) be a bta and let p ∈ T(Xk), k ≥ 0, and n ≥ 0 be arbitrary. We introduce the mapping pA,n :
Q n →P(Q ) as follows. For any states a1, . . . , an ∈ Q ,
pA,n(a1, . . . ,an) =⋃
{ 〈p[x1 ← c1, . . . , xk ← ck]〉τ | ci = ai for 1≤ i ≤ n, and ci ∈ Q for n+ 1≤ i ≤ k }.
That is to say, we substitute states a1, . . . , an for x1, . . . , xn and arbitrary states cn+1, . . . , ck for the variables xn+1, . . . , xk and 
then evaluate the tree. Then pA,n(a1, . . . , an) is the union of the resulting state sets. For any p ∈ T(X) and n ≥ 0, we can 
compute the mapping pA,n : Q n →P(Q ).
We start our running example. Let A = (, Q , Q f , τ ), where  = 0 ∪ 1, 0 = { $ }, 1 = { f }, Q = { a, b }, and Q f =
{ a, b }. State transition mapping τ associates with f the mapping fτ : Q →P(Q ), where fτ (a) = { b }, fτ (b) = { a }. Mapping 
τ associates with $ the set $τ = { a }.
$A,0 : { ∅ } → P(Q ), $A,0(∅) = {a },
f ($)A,0 : { ∅ } → P(Q ), f ($)A,0(∅) = {b },
xA,01 : { ∅ } → P(Q ), xA,01 (∅) = {a,b },
xA,11 : Q → P(Q ), xA,11 (a) = {a }, xA,11 (b) = {b },
xA,21 : Q × Q → P(Q ), xA,21 (a,a) = xA,21 (a,b) = {a }, xA,21 (b,a) = xA,21 (b,b) = {b },
f (x1)
A,0 : { ∅ } → P(Q ), f (x1)A,0(∅) = {a,b },
f (x1)
A,1 : Q → P(Q ), f (x1)A,1(a) = {b }, f (x1)A,1(b) = {a },
f (x1)
A,2 : Q × Q → P(Q ), f (x1)A,2(a,a) = f (x1)A,2(a,b) = {b }, f (x1)A,2(b,a) = f (x1)A,2(b,b) = {a }.
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Here m = n + card(var(t) − Xn). Then by the deﬁnition of the mappings tB,n and uB,n we have tB,n = uB,n for any bta 
B = (, Q , Q f , τB).
Note that our deﬁnition of a linear monadic term rewriting rule is slightly more general than the original deﬁnition given 
by Salomaa [17]. We allow any nullary symbol to be the left-hand side of a linear monadic term rewrite rule. However, the 
following proposition and its proof hold in this slightly more general case as well.
Proposition 2.9. [17] Let S be a set of linear monadic term rewrite rules (not necessarily ﬁnite) over . Then for every recognizable 
tree language L ⊆ T , S∗(L) is recognizable. Moreover, if S is ﬁnite, then we can construct a bta B recognizing S∗(L).
3. Equivalence relations on terms induced by tree automata
In this section we introduce and study the equivalence relations ≡A,n and ρA,n on linear terms for a bta A and a 
nonnegative integer n.
For any bta B = (, Q , Q f , τB) and n ≥ 0, we introduce the relation ∼=B,n⊆ LT(X) × LT(X) in the following way. For 
all trees p, t ∈ LT(X), p ∼=B,n t if and only if
• var(p) ∩ Xn = var(t) ∩ Xn and
• pB,n = tB,n .
By deﬁnition, for each n ≥ 0, ∼=B,n is an equivalence relation over LT(X) of ﬁnite index.
We continue our running example. Let
Lev = { f n($) | n is an even number } and
Lod = { f n($) | n is an odd number }.
Equivalence relation ∼=A,0 has three classes: Lev , Lod , and T(X) − T . Let
Lev,1 = { f n(x1) | n is an even number } and
Lod,1 = { f n(x1) | n is an odd number }.
Equivalence relation ∼=A,1 has ﬁve classes: Lev , Lod , Lev,1, Lod,1, and T(X) − T(X1).
Consider the bta B = (, Q , Q f , τB), where fτB (a) = { b }, fτB (b) = { a, b }, and $τB = { a }. Observe that τ  τB .
Equivalence relation ∼=B,0 has three classes: { $ }, { f ($) }, T(X) − { $, f ($) }.
Equivalence relation ∼=B,1 has seven classes: { $ }, { f ($) }, T − { $, f ($) }, { x1 }, { f (x1) }, V O (X1) − { x1, f (x1) }, T(X) −
T(X1).
Let A = (, Q , Q f , τ ) be a bta and let n ≥ 0 be arbitrary. We now introduce the relation ≡A,n⊆ LT(X) × LT(X). For 
all trees p, t ∈ LT(X), p ≡A,n t if and only if
• var(p) ∩ Xn = var(t) ∩ Xn and
• pB,n = tB,n for each bta B = (, Q , Q f , τB) with τ  τB .
By deﬁnition, ≡A,n is the intersection of all equivalence relations ∼=B,n , where B = (, Q , Q f , τB) is a bta with τ  τB . 
There are ﬁnitely many btas B = (, Q , Q f , τB) with τ  τB . The intersection of ﬁnitely many equivalence relations of 
ﬁnite index over LT(X) is an equivalence relation of ﬁnite index over LT(X). In this way we get that ≡A,n is of ﬁnite 
index. Integer A,n denotes the number of equivalence classes of ≡A,n , we simply write  for A,n when A and n are 
understood from the context. For any trees p, t ∈ LT(X), we can decide whether p ≡A,n t .
We continue our running example. Equivalence relation ≡A,0 has ﬁve classes: { $ }, { f ($) }, Lev − { $ }, Lod − { f ($) }, 
T(X) − T .
Equivalence relation ≡A,1 has nine classes: { $ }, { f ($) }, Lev − { $ }, Lod − { f ($) }, { x1 }, { f (x1) }, Lev,1 − { x1 }, Lod,1 −
{ f (x1) }, T(X) − T(X1).
Lemma 3.1. Let A = (, Q , Q f , τ ) be a bta. For any n ≥ 0 and ≡A,n-class C , there is a tree t ∈ C such that height(t) ≤ .
Proof. Let t ∈ C be of minimal size. We show that height(t) ≤ . On the contrary, assume that height(t) ≥  + 1. Then take 
a position α ∈ P O S(t) such that length(α) ≥  + 1. Then there are at least  + 1 preﬁxes of α. Recall that integer  denotes 
the number of equivalence classes of ≡A,n . By the pigeon hole principle there are two different preﬁxes β, γ of α such 
that t/β ≡A,n t/γ . Since β and γ are both preﬁxes of α, β is a proper preﬁx of γ or γ is a proper preﬁx of β . Without 
loss of generality we may assume that β is a proper preﬁx of γ . Let s = t[β ← t/γ ]. Then s ∈ LT(X), and t ≡A,n s by the 
deﬁnition of ≡A,n . Hence s ∈ C . By the deﬁnition of s, size(s) < size(t). This contradicts the deﬁnition of t . Hence we get 
that height(t) ≤ . 
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that we can construct the set AU X,n,(X). Moreover, for any trees p, t ∈ LT(X), we can decide whether p ≡A,n t . Hence 
we can also construct the relation ρA,n . In this way, we can construct a ﬁnite set RE P (ρA,n) of representatives for ρA,n .
We continue our running example. Equivalence relation ρA,0 has ﬁve classes: { $ }, { f ($) }, (Lev − { $ }) ∩ HE,≤5(X), 
(Lod − { f ($) }) ∩ HE,≤5(X), (T(X) − T) ∩ HE,≤5(X).
Equivalence relation ρA,1 has nine classes: { $ }, { f ($) }, (Lev − { $ }) ∩ HE,≤9(X), (Lod − { f ($) }) ∩ HE,≤9(X), { x1 }, 
{ f (x1) }, (Lev,1 − { x1 }) ∩ HE,≤9(X), (Lod,1 − { f (x1) }) ∩ HE,≤9(X), (T(X) − T(X1)) ∩ HE,≤9(X).
Lemma 3.2. Let A = (, Q , Q f , τ ) be a bta, n ≥ 0, and RE P (ρA,n) be a ﬁnite set of representatives for ρA,n. Then RE P (ρA,n) is a 
ﬁnite set of representatives for ≡A,n.
Proof. Let C be any ≡A,n-class. By Lemma 3.1, there is an element t ∈ C such that height(t) ≤ . We deﬁne a tree u ∈
AU X,n,(X) from t by renaming the variables in var(t) ∩ (X − Xn). Then t ≡A,n u. Hence u ∈ C . Thus u is an element of 
the set C ∩ AU X,n,(X). Obviously, C ∩ AU X,n,(X) is a ρA,n-class. We choose the representative rep of the ρA,n-class 
C∩ AU X,n,(X) to be the representative of the ≡A,n-class C . Thus RE P (ρA,n) is a ﬁnite set of representatives for ≡A,n . 
We continue our running example. Let RE P (ρA,0) = { $, f ($), f 2($), f 3($), x1 }. By Lemma 3.2, RE P (ρA,0) is also a 
ﬁnite set of representatives for ≡A,0. Furthermore, let RE P (ρA,1) = { $, f ($), f 2($), f 3($), x1, f (x1), f 2(x1), f 3(x1), x2 }. By 
Lemma 3.2, RE P (ρA,1) is also a ﬁnite set of representatives for ≡A,1.
Let A = (, Q , Q f , τ ) be a bta. A preﬁx constrained linear monadic term rewriting rule is A-normalized if
• it has the form 〈K : l → σ(x1, . . . , xn)〉, where m ≥ n ≥ 0, σ ∈ n , l ∈ V O(Xm) − X , and the left-hand side l is an 
element of RE P (ρA,n) or
• it has the form 〈K : l → x1〉 where l ∈ V O(Xm) − X , m ≥ 1, and the left-hand side l is an element of RE P (ρA,1).
Let Z be a ﬁnite set of regular -path languages. Since RE P (ρA,n) is a ﬁnite set for n ≥ 0, each set S of A-normalized 
Z -preﬁx constrained linear monadic term rewriting rules is ﬁnite. We say that a set S of Z-preﬁx constrained term rewrit-
ing rules over  is A-normalized if each term rewriting rule of S is A-normalized. N(, A, Z) denotes the set of all 
A-normalized Z -PC-LM-TRSs over . Since RE P (ρA,n) is a ﬁnite set, N(, A, Z) is ﬁnite, and hence we can construct it.
4. Main result
Following the construction of the proof of Proposition 2.9 and its modiﬁed version [14], we show the following. Let Z
be a ﬁnite set of regular languages over Dir(), and S be a set of Z-preﬁx constrained linear monadic term rewriting rules 
(not necessarily ﬁnite) over . Then for every recognizable tree language L ⊆ T , S∗↑(L) is recognizable. Moreover, if S is 
ﬁnite, then we can construct a bta C recognizing S∗↑(L). The intuitive outline of the proof is as follows.
Recall that we may assume that the term rewriting rules of S are of the form
(a) 〈K : l → σ(x1, . . . , xn)〉, where K ∈Z , m ≥ n ≥ 0, σ ∈ n , l ∈ V O(Xm) − X , or
(b) 〈K : l → x1〉, where K ∈Z , l ∈ V O(Xm) − X and m ≥ 1.
Let A = (, Q , Q f , τ ) be a connected bta with L(A) = L. We deﬁne a sequence Bi = (, 2P × Q , 2F × Q f , τi), i ≥ 0, of 
btas such that L(B0) = L(A) and τ0  τi for each i ≥ 0. For each i ≥ 1, Bi is obtained from Bi−1 by adding state transitions 
that on the right-hand side r of a term rewriting rule 〈K : l → r〉 of S simulate the position cutting computation of Bi−1 on 
the corresponding left-hand side l. Moreover, an added state transition of Bi involves adding to the ﬁrst component of the 
entered state the initial state pK of the DFA DK recognizing Kr , and in this way Bi starts simulating the DFA DK . There is 
an integer d ∈N such that Bd = Bd+1, and hence Bd = Bi for all i ≥ d. Then we let C = Bd , and we have S∗↑(L) = L(C).
We can also construct a B0-normalized Z-PC-LM-TRS R over  such that R∗↑(L) = S∗↑(L). By Lemma 3.2, we deﬁne the 
PC-LM-TRS R over  from S as follows. For each Z-preﬁx constrained term rewriting rule 〈K : l → σ(x1, . . . , xn)〉 ∈ S with 
m ≥ n ≥ 0, σ ∈ n , l ∈ V O(Xm) − X , we replace the left-hand side l with the representative rep ∈ RE P (ρB0,n) of the 
ρB0,n-class of l. Furthermore, for each Z-preﬁx constrained term rewriting rule 〈K : l → x1〉 ∈ S with l ∈ V O(Xm) − X and 
m ≥ 1, we replace the left-hand side l with the representative rep ∈ RE P (ρB0,1) of the ρB0,1-class of l. Applying the above 
construction for R , rather than S , and B0, we obtain a series of btas. We get again the same state transition mappings τi
and btas Bi , i ≥ 0, and the same number d as above. Thus we get the same bta C recognizing R∗↑(L). Hence R∗↑(L) = S∗↑(L).
We now prepare for deﬁning the bta B0. Let Z be a ﬁnite set of regular languages over Dir(), and S be a set 
of Z-preﬁx constrained linear monadic term rewriting rules. For each language K ∈ Z , we assume given a DFA DK =
(PK , Dir(), δK , pK , FK ) over Dir() recognizing Kr . For all K , L ∈Z with K = L, PK ∩ PL = ∅. Furthermore, let P =⋃{ PK |
K ∈Z } and F =⋃{ FK | K ∈Z }. Let A = (, Q , Q f , τ ) be a connected bta, we deﬁne a bta B = (, 2P × Q , 2F × Q f , τB). 
For an easier reading, we denote an element of 2P × Q as U , q rather than (U , q). For each σ ∈ 0, let στB = { ∅ } × στ . 
For each n ≥ 1, σ ∈ n , let
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
⋃
{ δK (〈σ , i〉, y) | 1≤ i ≤ n, y ∈ Wi ∩ PK , K ∈Z }, στ (q1, . . . ,qn).
We call B the Z-extension of A. Ignoring the ﬁrst components U of the states of B, we get back A. A ﬁrst component U
is a set of states of the DFAs DK recognizing the -path languages Kr , and proceeding up the tree U simulates all of its 
elements together. By direct inspection of the deﬁnition of B, we get that L(A) = L(B).
Intuitively, let 〈K : l → σ(x1, . . . , xn)〉, n ≥ 0, be an element of a set S of Z-preﬁx constrained linear monadic term 
rewriting rules over , and let u ∈ LT(X) be such that l ≡B,n u. Then we can replace the left-hand side l by u in the above 
rule keeping the set S∗↑(L(A)) unchanged. We shall choose u to be the representative of the class [l]ρB,n . Furthermore, let 〈K : l → x1〉 be a rule of S and let u ∈ LT(X) be such that l ≡B,1 u. Then we can replace the left-hand side l by u in this 
rule keeping the set S∗↑(L(A)) unchanged. We shall choose u to be the representative of the class [l]ρB,1 . Let B0 = B.
We now extend Proposition 2.9 and its proof.
Theorem 4.1. Let Z be a ﬁnite set of regular languages over Dir(), and S be a set of Z-preﬁx constrained linear monadic term 
rewriting rules (not necessarily ﬁnite) over . Then for every bta A over , S∗↑(L(A)) is recognizable. Moreover, if S is ﬁnite, then we 
can construct a bta C recognizing S∗↑(L(A)).
Proof. For each language K ∈Z , we assume given a DFA DK = (PK , Dir(), δK , pK , FK ) over Dir() recognizing Kr . For all 
K , L ∈Z with K = L, PK ∩ PL = ∅. Furthermore, let P =⋃{ PK | K ∈Z } and F =⋃{ FK | K ∈Z }. Let A = (, Q , Q f , τ ) be 
a connected bta such that L(A) = L. For each i ≥ 0, we deﬁne a bta Bi = (, 2P × Q , 2F × Q f , τi). Let B0 the Z-extension 
of A.
We deﬁne the state transition mappings τi , i ≥ 1. To this end, for all n ≥ 0, σ ∈ n , W1, . . . , Wn ∈ 2P , and 
q1, . . . , qn ∈ Q , we deﬁne the sets U (i, σ , W1, q1, . . . , Wn, qn) and V (i, σ , W1, q1, . . . , Wn, qn). Intuitively, the sets 
U (i, σ , W1, q1, . . . , Wn, qn) and V (i, σ , W1, q1, . . . , Wn, qn) consist of the results of simulating the computation 
of Bi−1 on the left-hand side l of a rule 〈K : l → σ(x1, . . . , xn)〉 and 〈K : l → x1〉, respectively, starting from the states 
W1, q1, . . . , Wn, qn. To the ﬁrst components of the resulting states we add the initial state of the automaton recognizing 
the reverse of the language K appearing in the rule as a preﬁx constraint. We unite U (i, σ , W1, q1, . . . , Wn, qn) and 
V (i, σ , W1, q1, . . . , Wn, qn) and στ(i−1) (W1, q1, . . . , Wn, qn). In this way, we get στi (W1, q1, . . . , Wn, qn).
Let i ≥ 1, n ≥ 0, σ ∈ n , W1, . . . , Wn ∈ 2P , and q1, . . . , qn ∈ Q . Then U (i, σ , W1, q1, . . . , Wn, qn) consists of all pairs 
{ pK } ∪ Y , q, where
• 〈K : l → σ(x1, . . . , xn)〉 ∈ S ,
• m ≥ n, l ∈ V O(Xm) − X , bn+1, . . . , bm ∈ RCH(Bi−1),
• Y , q ∈ 〈l[x1 ← W1, q1, . . . , xn ← Wn, qn, xn+1 ← bn+1, . . . , xm ← bm]〉τ(i−1) .
V (i, σ , W1, q1, . . . , Wn, qn) consists of all pairs { pK } ∪ Y , q, where
• 〈K : l → x1〉 ∈ S , m ≥ 1, l ∈ V O(Xm) − X ,
• c1 ∈ στ(i−1) (W1, q1, . . . , Wn, qn), b2, . . . , bm ∈ RCH(Bi−1),• Y , q ∈ 〈l[x1 ← c1, x2 ← b2, . . . , xm ← bm]〉τ(i−1) .
Then for all i ≥ 1, n ≥ 0, σ ∈ n , W1, q1, . . . , Wn, qn ∈ 2P × Q , let
στi (W1,q1, . . . , Wn,qn) = στ(i−1) (W1,q1, . . . , Wn,qn)∪
U (i,σ , W1,q1, . . . , Wn,qn) ∪ V (i,σ , W1,q1, . . . , Wn,qn) .
Now for each i ≥ 1, RCH(Bi−1) ⊆ RCH(Bi), and for all i ≥ 1, n ≥ 0, σ ∈ n , and W1, q1, . . . , Wn, qn ∈ 2P × Q we have
στ(i−1) (W1,q1, . . . , Wn,qn) ⊆ στi (W1,q1, . . . , Wn,qn).
That is, τ(i−1)  τi for i ≥ 1. Since 2P × Q and  are ﬁnite, there exists a nonnegative integer d such that Bd = Bd+1. Then
τd = τi for all i ≥ d . (1)
Let t ∈ T , 0 ≤ i ≤ d, and φ : P O S(t) → 2P × Q be a τd-run of Bd on t . We say that at a position α ∈ P O S(t), Bd applies a 
proper τi state transition along φ if i = 0 or i ≥ 1 and φ(α) is a state transition of τi but is not a state transition of τi−1. 
If the number of proper τi state transitions applied along the τd-run φ is ξi for i = 1, 2, . . . , d, then we say that φ is an 
(ξ1, . . . , ξd)-run.
We now show a series of lemmas which imply L(Bd) = S∗ (L).↑
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(ξ1, . . . , ξd) = (0, . . . , 0), then let α = λ; otherwise, let α be a minimal length position where Bd applies a proper τi state transi-
tion for some i ∈ { 1, . . . , d }. Then there are a tree v ∈ T and a position cutting reduction sequence
κ : v = u0 →S,α1,↑ u1 →S,α2,↑ · · · →S,αn,↑ un = t, n ≥ 0
such that αi is not a proper preﬁx of α for i = 1, . . . , n, and there is an accepting run ψ of A on v with ψ(λ) = q.
Proof. We proceed by ≺d-induction on (ξ1, . . . , ξd), where ≺d is the mirror-lexicographic order on Nd .
Base of induction: (ξ1, . . . , ξd) = (0, . . . , 0). Then W = ∅ by the deﬁnition of Bi , i = 0, . . . , d. Let v = t and n = 0. Since φ
is an accepting run of Bd on t with φ(λ) = ∅, q, by the deﬁnition of Bi , i = 0, . . . , d, there is an accepting run ψ of A on 
t with ψ(λ) = q.
Induction step: (0, . . . , 0) ≺d (ξ1, . . . , ξd). We assume that the statement holds for all t′ ∈ L(Bd) and accepting 
(ξ ′1, . . . , ξ ′d)-run φ
′ : P O S(t′) → 2P × Q of Bd on t′ with (ξ ′1, . . . , ξ ′d) ≺d (ξ1, . . . , ξd). By deﬁnition, α is a minimal length 
position where Bd applies a proper τi state transition for some i ∈ { 1, . . . , d }. A rule 〈K : l → r〉 of S yields this state 
transition. We deﬁne s ∈ T such that s rewrites to t applying at α the term rewriting rule l → r. When deﬁning s/α, by 
the deﬁnition of τi we substitute trees of RCH(Bi−1) in l for the variables of var(l) − var(r). We delete these subtrees when 
we rewrite s to t applying the term rewriting rule l → r at α. Here we need the information that S is linear [17]. Then 
π(t, α) = π(s, α), and from the deﬁnition of τi it follows that there is an accepting (ζ1, . . . , ζd)-run ψ ′ of Bd on s with 
(ζ1, . . . , ζd) ≺d (ξ1, . . . , ξd) and ψ ′(λ) = W ′, q for some W ′ ⊆ W .
By the induction hypothesis, there is a term v ∈ T , an accepting run ψ of A on v with ψ(λ) = q, and there exists a 
position cutting reduction sequence
μ : v = u0 →S,α1,↑ u1 →S,α2,↑ · · · →S,αn,↑ un = s, n ≥ 0
such that for each i = 1, . . . , n, αi is not a proper preﬁx of α. Recall that the rule 〈K : l → r〉 of S yields the proper τi state 
transition applied by Bd at α along the run φ on t . Along this transition we add the initial state pK of DK to the ﬁrst 
component of the state of Bd . As φ is an accepting run of Bd on t , we have π(t, α) ∈ K . By π(t, α) = π(s, α), we have 
π(s, α) ∈ K . Hence, by its deﬁnition, s rewrites to t applying at α the rule 〈K : l → r〉 of S , and thus we have the position 
cutting reduction sequence
ν : v = u0 →S,α1,↑ u1 →S,α2,↑ · · · →S,αn,↑ un = s →S,α,↑ t,
where s rewrites to t applying at α the rule 〈K : l → r〉. We already noted that for each i = 1, . . . , n, αi is not a proper 
preﬁx of α. Furthermore, α is not a proper preﬁx of α. 
By Lemma 4.2, we have the following.
Lemma 4.3. L(Bd) ⊆ S∗↑(L(A)).
Lemma 4.4. S∗↑(L(A)) ⊆ L(Bd).
Proof. Let μ : t = s0 →S s1 →S · · · →S sn = t′ , n ≥ 0, be a position cutting reduction sequence for the PC-LM-TRS S . If 
there exists an accepting τ j-run on si , then there exists an accepting τk-run with k ≤ j + 1 on si+1 for i = 0, . . . , n − 1. 
Here we need the fact that the rules of S are left-linear [17]. Now the relation S∗↑(L(A)) ⊆ L(Bd) follows by the inclusion 
L(A) ⊆ L(Bd) and (1). 
Lemma 4.3 and Lemma 4.4 imply the theorem. 
Lemma 4.5. Let Z be a ﬁnite set of regular languages over Dir(), and S be a set of Z-preﬁx constrained linear monadic term 
rewriting rules (not necessarily ﬁnite) over , and let A be a bta over . Let B be the Z-extension of A. There is a B-normalized 
Z-PC-LM-TRS R over  such that card(R) ≤ card(S) and R∗↑(L(A)) = S∗↑(L(A)). If S is ﬁnite, then we can construct R.
Proof. Without loss of generality we may assume that A is connected. Following the proof of Theorem 4.1, we deﬁne the 
functions τi , i ≥ 0, the nonnegative integer d, and the bta Bd = (, Q , Q f , τd) recognizing S∗↑(L(A)).
By Lemma 3.2, we deﬁne the set R as follows. For each n ≥ 0, let RE P (ρB,n) be a set of representatives for the equiv-
alence relation ρB,n . For each Z-preﬁx constrained term rewriting rule 〈K : l → σ(x1, . . . , xn)〉 ∈ S with m ≥ n ≥ 0, σ ∈ n , 
l ∈ V O(Xm) − X , we take the representative rep ∈ RE P (ρB,n) of the class [l]ρB,n and we put 〈K : rep → σ(x1, . . . , xn)〉
in R . Furthermore, for each Z-preﬁx constrained term rewriting rule 〈K : l → x1〉 ∈ S with l ∈ V O(Xm) − X , m ≥ 1, we 
take the representative rep ∈ RE P (ρB,1) of the class [l]ρB,1 and we put 〈K : rep → x1〉 in R . By the deﬁnition of ≡B,n
S. Vágvölgyi / Theoretical Computer Science 732 (2018) 60–72 71and ρB,n , n ≥ 0, for each preﬁx constrained term rewriting rule 〈K : l → σ(x1, . . . , xn)〉 ∈ S and the representative rep of 
the class [l]ρB,n , we have Xn = var(l) ∩ Xn = var(rep) ∩ Xn . Moreover, for each term rewriting rule 〈K : l → x1〉 ∈ S and 
the representative rep of the class [l]ρB,1 , we have X1 = var(l) ∩ X1 = var(rep) ∩ X1. Hence R is a ﬁnite set of Z-preﬁx 
constrained B-normalized linear monadic term rewriting rules over . Obviously, card(R) ≤ card(S). If S is ﬁnite, then we 
can construct R .
Following the proof of Theorem 4.1, we deﬁne the functions τ ′i , i ≥ 0, the nonnegative integer d′ , and the bta B′d′ =
(, Q , Q f , τ ′d′ ) recognizing R
∗↑(L(A)). By the deﬁnition of R and the relations ≡B,n , ρB,n , n ≥ 0, and by the proof of Theo-
rem 4.1 we have τi = τ ′i for i ≥ 0. Hence d = d′ , τd = τ ′d , and consequently Bd = B′d . Thus S∗↑(L(A)) = L(Bd) = R∗↑(L(A)). 
By Theorem 2.8 and Theorem 4.1 we have the following result.
Corollary 4.6. [17] Let Z be a ﬁnite set of regular languages over Dir(), and S be a set of Z-preﬁx constrained linear strictly monadic 
term rewriting rules (not necessarily ﬁnite) over . Then for every bta A over , S∗bu(L(A)) is recognizable. Moreover, if S is ﬁnite, 
then we can construct a bta C recognizing S∗bu(L(A)).
Theorem 4.7. Let A be any bta over , Z be a ﬁnite set of regular languages over Dir(), and B be the Z-extension of A. Then 
DZ,↑(L(A)) is a ﬁnite set. Furthermore, we can construct a set { R1, . . . , Rk }, k ≥ 1, of B-normalized Z-PC-LM-TRSs over  such that
DZ,↑(L(A)) = { R∗1↑(L(A)), . . . , R∗k↑(L(A)) }
and for any 1 ≤ i < j ≤ k, R∗i ↑(L(A)) = R∗j↑(L(A)).
Proof. Without loss of generality we may assume that A is connected. By Lemma 4.5, DZ,↑(L(A)) = { R∗↑(L(A)) | R ∈
N(, B, Z) }.
Recall that we can construct the ﬁnite set N(, B, Z) of all B-normalized Z-PC-LM-TRSs over . By Theorem 4.1, for 
each B-normalized Z-PC-LM-TRS over , we can construct a bta C over  such that R∗↑(L(B)) = L(C). For any btas C, D
over  we can decide whether L(C) = L(D). Thus we can construct a subset { R1, . . . , Rk }, k ≥ 1, of N(, B, Z) such that
DZ,↑(L(A)) = { R∗1↑(L(A)), . . . , R∗k↑(L(A)) }
and for any 1 ≤ i < j ≤ k, R∗i ↑(L(A)) = R∗j↑(L(A)). 
By Theorem 2.8 and Theorem 4.7 we have the following result.
Corollary 4.8. Let A be any bta over , Z be a ﬁnite set of regular languages over Dir(), and B be the Z-extension of A. Then 
DSZ,bu(L(A)) is a ﬁnite set. Furthermore, we can construct a set { R1, . . . , Rk }, k ≥ 1, of B-normalized Z-PC-LSM-TRSs over  such 
that
DSZ,bu(L(A)) = { R∗1bu(L(A)), . . . , R∗kbu(L(A)) }
and for any 1 ≤ i < j ≤ k, R∗i bu(L(A)) = R∗j bu(L(A)).
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