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Abstract
We obtain estimates for non-negative solutions of the elliptic inequality divA(x,Du)  F(x,u) in un-
bounded domains.
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1. Introduction
Suppose that Ω is a non-empty open subset of Rn, n  2. Let us denote: Bxr = {y ∈ Rn:
|y − x| < r}, Zxr = {y ∈Rn: |y − x| r}, and Sxr = {y ∈Rn: |y − x| = r}, x ∈Rn, r  0. In the
case of x = 0, we write Br , Zr , and Sr instead of B0r , Z0r , and S0r , respectively.
We consider inequalities of the form
divA(x,Du) F(x,u) in Ω ∩ BR1 \ ZR0 , (1.1)
where 0  R0 < R1  ∞ and D = (∂/∂x1, . . . , ∂/∂xn) is the gradient operator. Also let
A :Ω × Rn → Rn and F :Ω × [0,∞) → [0,∞) be measurable functions satisfying the fol-
lowing conditions:
C1|ξ |p  ξA(x, ξ),
∣∣A(x, ξ)∣∣C2|ξ |p−1 (1.2)
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F(x, t) sup
r∈(|x|/σ,σ |x|)∩(R0,R1)
f (r, t) (1.3)
for almost all x ∈ Ω \ ZR0 and for all t ∈ (0,∞), where σ > 1 is some real number and
f : [R0,R1) × (0,∞) → [0,∞) is a locally bounded measurable function such that
f (r, t − 0) = f (r, t) for all R0 < r < R1, t > 0,
and
f (r, t1) f (r, t2) for all R0 < r < R1, t1  t2 > 0.
We say that u  0 is a solution of (1.1) if u ∈ W 1p(Ω ∩ Br \ ZR0) ∩ L∞(Ω ∩ Br \ ZR0),
A(x,Du) ∈ Lp/(p−1)(Ω∩Br \ZR0), and F(x,u) ∈ Lp/(p−1)(Ω∩Br \ZR0) for any real number
r ∈ (R0,R1) and, moreover,
−
∫
Ω∩BR1\ZR0
A(x,Du)Dϕ dx 
∫
Ω∩BR1\ZR0
F(x,u)ϕ dx
for any non-negative function ϕ ∈ C∞0 (Ω ∩ BR1 \ ZR0) [4]. In doing so, the condition
u|∂Ω∩BR1\ZR0 = 0 (1.4)
means that ϕu ∈ ˚W 1p(Ω) for any ϕ ∈ C∞0 (BR1 \ZR0). If Ω =Rn, then (1.4) is obviously fulfilled
for all u ∈ W 1p,loc(Rn).
Throughout this paper, we shall assume that Sr ∩ Ω = ∅ for any r ∈ (R0,R1). Let u  0
satisfy relations (1.1) and (1.4). We put
M(r;u) = ess sup
Sr∩Ω
u, r ∈ (R0,R1), (1.5)
where the restriction of u to Sr ∩ Ω is understood in the sense of the trace. The ess sup in the
right-hand side of (1.5) is with respect to (n − 1)-dimensional Lebesgue measure on Sr .
The question treated in the present article was earlier studied by a number of authors
[1–3,8–12]. Our aim is to evaluate the function M(·;u) by a solution of the ordinary differential
equation, which is the radial p-Laplace operator.
2. Main results
Theorem 2.1. Suppose that u is a non-negative solution of problem (1.1), (1.4) such that M(·;u)
is a non-decreasing function on the interval (R0,R1) with
M(R0 + 0;u) > 0. (2.1)
Then for any real number a > p − 2 there exist constants α > 0 and β > 0 depending only on n,
p, a, σ , C1, and C2 such that the Cauchy problem
1
r1+a
d
dr
(
r1+a
∣∣∣∣dmdr
∣∣∣∣
p−2
dm
dr
)
= αf (r,βm), (2.2)
m(R0) = M(R0 + 0;u), m′(R0) = 0, (2.3)
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M(r;u)m(r) > 0
for all r ∈ (R0,R1).
Remark 2.1. In the case of n > p, setting a = n− 2, we obtain the radial p-Laplace operator on
the left-hand side in (2.2).
Theorem 2.2. Under the hypotheses of Theorem 2.1, for any real number a > p − 2, there exist
constants α > 0 and β > 0 depending only on n, p, a, σ , C1, and C2 such that
M(r;u) − M(R0 + 0;u)
r∫
R0
dt
(
α
t1+a
t∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
(2.4)
for all r ∈ (R0,R1).
Proof of Theorem 2.1. Assume that Theorem 2.2 is already proved. We construct a sequence of
maps mi : [R0,R1) → (0,∞) by setting m0(r) ≡ M(R0 + 0;u) and
mi(r) = M(R0 + 0;u)+
r∫
R0
dt
(
α
t1+a
t∫
R0
ξ1+af
(
ξ,βmi−1(ξ)
)
dξ
)1/(p−1)
,
i = 1,2, . . . . It can easily be seen that f (·,mi(·)) are measurable functions and, moreover,
mi−1(r)  mi(r)  M(r;u) for all r ∈ (R0,R1), i = 1,2, . . . . Therefore, there is a map
m : [R0,R1) → (0,∞) such that mi tends to m everywhere on the interval [R0,R1) as i → ∞.
Clearly, m(r) M(r;u) for every r ∈ (R0,R1). In addition, the following integral equation
is valid:
m(r) = M(R0 + 0;u)+
r∫
R0
dt
(
α
t1+a
t∫
R0
ξ1+af
(
ξ,βm(ξ)
)
dξ
)1/(p−1)
, r ∈ [R0,R1).
Thus, to complete the proof, it remains to verify by direct differentiation that m is a solution
of problem (2.2), (2.3). 
3. Proof of Theorem 2.2
Henceforward we assume that a > p − 2 is some fixed real number and u  0 is a solution
of (1.1), (1.4) such that M(·;u) is a non-decreasing function on the interval (R0,R1) under
condition (2.1).
According to the maximum principle, we have
M(r;u) = ess sup
Ω∩Br\ZR0
u, r ∈ (R0,R1).
In particular,
M(r − 0;u) = M(r;u) (3.1)
for all r ∈ (R0,R1).
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M(r0;u), then
M(r1;u) − M(r0;u) γ1(r1 − r0)p/(p−1)f 1/(p−1)
(
r, λM(r0;u)
)
for all r ∈ [r1/σ,σ r0]∩(R0,R1), where the constant γ1 > 0 depends only on n, p, C1, C2, and λ.
The proof of Lemma 3.1 is given in Section 4.
Lemma 3.2. Let 0 < β < 1, R0 < r0 < r1 < R1, and β1/2M(r1;u)M(r0;u), then
M(r1;u) − M(r0;u) γ2
r1∫
r0
dt
(
1
t1+a
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
, (3.2)
where the constant γ2 > 0 depends only on n, p, a, σ , C1, C2, and β .
Proof. At first, we consider the case of σr0  r1. There is a real number ξ∗ ∈ (r0, r1) such that
r1∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ  (r1 − r0)ξ1+a∗ f (ξ∗, βM(r1;u)).
Therefore,
r1∫
r0
dt
(
1
t1+a
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 (r1 − r0)p/(p−1)(ξ∗/r0)(1+a)/(p−1)f 1/(p−1)
(
ξ∗, βM(r1;u)
)
.
On the other hand, using Lemma 3.1 with λ = β1/2, one can establish the validity of the estimate
M(r1;u) − M(r0;u) γ1(r1 − r0)p/(p−1)f 1/(p−1)
(
ξ∗, βM(r1;u)
)
,
where the constant γ1 > 0 depends only on n, p, C1, C2, and β . This immediately implies (3.2).
Now, assume that σr0 < r1 and 1 < p < 2. According to the Hölder inequality,
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ 
( t∫
r0
ξ−(2−p−δ)/(2−p) dξ
)2−p
×
( t∫
r0
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ
)p−1
for all t ∈ (r0, r1), where δ ∈ (0,1) is taken to be such that a − p + 2 − δ > 0.
Since
t∫
r0
ξ−(2−p−δ)/(2−p) dξ  (2 − p)t
δ/(2−p)
δ
,
we obviously have
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r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 γ3tδ/(p−1)
t∫
r0
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ : u))dξ
for all t ∈ (r0, r1), where γ3 = ((2 − p)/δ)(2−p)/(p−1), whence it can be seen that
r1∫
r0
dt
(
1
t1+a
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 γ3
r1∫
r0
dt t(δ−a−1)/(p−1)
t∫
r0
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ.
At the same time, integrating by parts, we obtain
r1∫
r0
dt t(δ−a−1)/(p−1)
t∫
r0
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ
= 1
μ
r1∫
r0
dt
∂(r
−μ
1 − t−μ)
∂t
t∫
r0
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ
= 1
μ
r1∫
r0
(
1 −
(
ξ
r1
)μ)
ξ1/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ,
where μ = (a − p + 2 − δ)/(p − 1) > 0. Thus,
r1∫
r0
dt
(
1
t1+a
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 γ3
μ
r1∫
r0
(
1 −
(
ξ
r1
)μ)
ξ1/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ
 γ3
μ
r1∫
r0
ξ1/(p−1)f 1/(p−1)
(
ξ,βM(r1;u)
)
dξ. (3.3)
Take the positive integer k satisfying the following properties: σkr0  r1 and σk+1r0 > r1.
Let us put ξi = σ ir0, i = 0, . . . , k .
For any i ∈ {1, . . . , k} there exists ξ∗ ∈ (ξi−1, ξi) such that
ξi∫
ξ
ξ1/(p−1)f 1/(p−1)
(
ξ,βM(r1;u)
)
dξi−1
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(
ξ∗, βM(r1;u)
)
 γ4(ξi − ξi−1)p/(p−1)f 1/(p−1)
(
ξ∗, βM(r1;u)
)
,
where γ4 = (σ/(σ − 1))1/(p−1). On the other hand, setting λ = β1/2 in Lemma 3.1, we have
M(ξi;u) − M(ξi−1;u) γ1(ξi − ξi−1)p/(p−1)f 1/(p−1)
(
ξ∗, βM(r1;u)
)
with some constant γ1 > 0 depending only on n, p, C1, C2, and β . Consequently,
M(ξi;u) − M(ξi−1;u) γ5
ξi∫
ξi−1
ξ1/(p−1)f 1/(p−1)
(
ξ,βM(r1;u)
)
dξ (3.4)
for all i ∈ {1, . . . , k}, where γ5 = γ1/γ4.
In a similar way, one can prove the inequality
M(r1;u) − M(r1/σ ;u) γ5
r1∫
r1/σ
ξ1/(p−1)f 1/(p−1)
(
ξ,βM(r1;u)
)
dξ. (3.5)
Relations (3.4) and (3.5) imply the estimate
M(r1;u) − M(r0;u) γ5/2
r1∫
r0
ξ1/(p−1)f 1/(p−1)
(
ξ,βM(r1;u)
)
dξ (3.6)
from which, according to (3.3), formula (3.2) follows at once.
Finally, we consider the case of σr0 < r1 and p  2. It can easily be seen that
r1∫
r0
dt
(
1
t1+a
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
=
σr0∫
r0
dt
(
1
t1+a
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
+
r1∫
σr0
dt
(
1
t1+a
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
. (3.7)
Repeating the arguments given in the beginning of the proof, we readily obtain
M(σr0;u)− M(r0;u) γ6
σr0∫
r0
dt
(
1
t1+a
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
, (3.8)
where the constant γ6 > 0 depends only on n, p, a, σ , C1, C2, and β .
Let us evaluate the second summand in the right-hand side of (3.7). By s we denote the
positive integer under the conditions σ s/2r0  r1 and σ (s+1)/2r0 > r1. Put
g(r, ζ ) = sup
ξ∈(r/√σ,√σr)∩(R0,R1)
f (ξ, ζ )
and ti = σ i/2r0, i = 0, . . . , s.
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r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)

∑
tit,1is
( ti∫
ti−1
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
+
( t∫
t/
√
σ
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
. (3.9)
For any i ∈ {1, . . . , s} there exists a real number ξ∗ ∈ (ti−1, ti ) satisfying the inequality
ti∫
ti−1
ξ1+af
(
ξ,βM(ξ ;u))dξ  (ti − ti−1)ξ1+a∗ f (ξ∗, βM(r1;u)). (3.10)
Since
γ7(ti − ti−1)1/(p−1)ξ (1+a)/(p−1)∗ f 1/(p−1)
(
ξ∗, βM(r1;u)
)

ti∫
ti−1
ξ (a−p+3)/(p−1)g1/(p−1)
(
ξ,βM(r1;u)
)
dξ
with some constant γ7 > 0 depending only on p, a, and σ , we obviously have
γ7
( ti∫
ti−1
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)

ti∫
ti−1
ξ (a−p+3)/(p−1)g1/(p−1)
(
ξ,βM(r1;u)
)
dξ (3.11)
for every i ∈ {1, . . . , s}. Analogously,
γ7
( t∫
t/
√
σ
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)

t∫
t/
√
σ
ξ (a−p+3)/(p−1)g1/(p−1)
(
ξ,βM(r1;u)
)
dξ. (3.12)
Hence, combining (3.9), (3.11), and (3.12), we immediately obtain
γ7
2
( t∫
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
r0
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t∫
r0
ξ (a−p+3)/(p−1)g1/(p−1)
(
ξ,βM(r1;u)
)
dξ.
This implies the estimate
γ7
2
r1∫
σr0
dt
(
1
t1+a
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)

r1∫
r0
dt t−(1+a)/(p−1)
t∫
r0
ξ (a−p+3)/(p−1)g1/(p−1)
(
ξ,βM(r1;u)
)
dξ.
Integrating by parts on the right in last expression, one can conclude that
r1∫
r0
dt t−(1+a)/(p−1)
t∫
r0
ξ (a−p+3)/(p−1)g1/(p−1)
(
ξ,βM(r1;u)
)
dξ
= 1

r1∫
r0
dt
∂(r−1 − t−)
∂t
t∫
r0
ξ (a−p+3)/(p−1)g1/(p−1)
(
ξ,βM(r1;u)
)
dξ
= 1

r1∫
r0
(
1 −
(
ξ
r1
))
ξ1/(p−1)g1/(p−1)
(
ξ,βM(r1;u)
)
dξ,
where  = (a − p + 2)/(p − 1) > 0. Therefore,
r1∫
σr0
dt
(
1
t1+a
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 2
γ7
r1∫
r0
(
1 −
(
ξ
r1
))
ξ1/(p−1)g1/(p−1)
(
ξ,βM(r1;u)
)
dξ
 2
γ7
r1∫
r0
ξ1/(p−1)g1/(p−1)
(
ξ,βM(r1;u)
)
dξ.
At the same time, repeating the arguments given in the proof of formula (3.6) with the finite
sequence {ξi}ki=0 replaced by {ti}si=0, we obtain
M(r1;u) − M(r0;u) γ8
r1∫
r0
ξ1/(p−1)g1/(p−1)
(
ξ,βM(r1;u)
)
dξ,
where the constant γ8 > 0 depends only on n, p, σ , C1, C2, and β .
Thus,
M(r1;u) − M(r0;u) γ9
r1∫
dt
(
1
t1+a
t∫
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
, (3.13)σr0 r0
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The proof is completed. 
Lemma 3.3. Let β1/2M(r1;u)  M(r0;u) for some real numbers 0 < β < 1 and R0 < r0 <
r1 < R1. If σ 1/2r0  r1, then
M(r1;u) − M(r0;u)
 γ10r−(a−p+2)/(p−1)1
( r1∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
, (3.14)
where the constant γ10 > 0 depends only on n, p, a, σ , C1, C2, and β .
Proof. At first, we consider the case of 1 < p < 2. Take a real number 0 < δ < 1 satisfying the
condition a − p + 2 − δ > 0. By the Hölder inequality,
r1∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ 
( r1∫
r0
ξ−(2−p−δ)/(2−p) dξ
)2−p
×
( r1∫
r0
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ
)p−1
,
whence it can be seen that
r
−(a−p+2−δ)/(p−1)
1
r1∫
r0
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ
 γ11r−(a−p+2)/(p−1)1
( r1∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
, (3.15)
where the constant γ11 > 0 depends only on p and δ.
Let {ti}si=0 be a sequence constructed in the proof of Lemma 3.2. We have
r1∫
r0
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ

s∑
i=1
ti∫
ti−1
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ
+
r1∫
r1/
√
σ
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ. (3.16)
For every i ∈ {1, . . . , s} there exists ξ∗ ∈ (ti−1, ti) such that
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ti−1
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ
 (ti − ti−1)ξ (a−p+3−δ)/(p−1)∗ f 1/(p−1)
(
ξ∗, βM(r1;u)
)
.
In doing so, setting λ = β1/2 in Lemma 3.1, we obviously obtain
M(ti;u) − M(ti−1;u) γ1(ti − ti−1)p/(p−1)f 1/(p−1)
(
ξ∗, βM(r1;u)
) (3.17)
with some constant γ1 > 0 depending only on n, p, C1, C2, and β . Since
(ti − ti−1)p/(p−1) 
(
1 − σ−1/2)1/(p−1)r−(a−p+2−δ)/(p−1)1 (ti − ti−1)ξ (a−p+3−δ)/(p−1)∗ ,
this implies the estimate
M(ti;u) − M(ti−1;u)
 γ12r−(a−p+2−δ)/(p−1)1
ti∫
ti−1
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ
for all i ∈ {1, . . . , s}, where γ12 = (1 − σ−1/2)1/(p−1)γ1. Analogously,
M(r1;u) − M(r1/√σ ;u)
 γ12r−(a−p+2−δ)/(p−1)1
r1∫
r1/
√
σ
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ.
Combining the last two inequalities and (3.16), we conclude that
M(r1;u) − M(r0;u)
 γ12
2
r
−(a−p+2−δ)/(p−1)
1
r1∫
r0
ξ (a−p+3−δ)/(p−1)f 1/(p−1)
(
ξ,βM(ξ ;u))dξ,
whence, according to (3.15), formula (3.14) follows at once.
Now, let us consider the case of p  2. It is clear that( r1∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)

s∑
i=1
( ti∫
ti−1
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
+
( r1∫
r1/
√
σ
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
. (3.18)
At the same time, for every i ∈ {1, . . . , s} there exists a real number ξ∗ ∈ (ti−1, ti ) under condi-
tion (3.10). By Lemma 3.1, this ξ∗ also satisfies formula (3.17) and, moreover,
(ti − ti−1)p/(p−1) 
(
1 − σ−1/2)r−(a−p+2)/(p−1)(ti − ti−1)1/(p−1)ξ (1+a)/(p−1)∗ .1
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M(ti;u) − M(ti−1;u)
 γ13r−(a−p+2)/(p−1)1
( ti∫
ti−1
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
(3.19)
for all i ∈ {1, . . . , s}, where γ13 = (1 − σ−1/2)γ1.
In a similar way, it can be shown that
M(r1;u) − M(r1/√σ ;u)
 γ13r−(a−p+2)/(p−1)1
( r1∫
r1/
√
σ
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
. (3.20)
Thus, to complete the proof it remains to combine (3.18), (3.19), and (3.20). 
From now on we denote
ε = 1
1 + σ 1/2 , β =
(
min
{
ε
2p/(p−1)
,
(a − p + 2)(1 − σ−1/2)
(p − 1)4p/(p−1)
})2
.
Also put
α = (min{α1, α2, α3, α4, α5, α6})p−1,
where
α1 = γ1β1/2, α2 = γ1β1/2
(
σ 1/2 − 1)1/(p−1), α3 = γ10(a − p + 2)
(p − 1)2p/(p−1) ,
α4 = γ1
σ (a+1)/(p−1)2p/(p−1)
, α5 = γ14−p/(p−1), α6 = γ22−p/(p−1).
By γ1 > 0 we mean the constant of Lemma 3.1 with λ = β1/2. In turn γ2 > 0 and γ10 > 0 are the
constants of Lemmas 3.2 and 3.3, respectively.
Lemma 3.4. Let M(r0;u) β1/2M(r1;u)M(r0 + 0;u) and
M(r0;u)
r0∫
R0
dt
(
α
t1+a
t∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
(3.21)
for some real numbers R0 < r0 < r1 < R1. If σ 1/2r0  r1, then
M(r1;u) − M(r0;u) 2−p/(p−1)
(
1 − σ−1/2)β−1/2r−(a−p+2)/(p−1)0
×
(
α
r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
. (3.22)
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r0∫
r∗
ξ1+af
(
ξ,βM(ξ ;u))dξ  1
2
r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ. (3.23)
There exists a real number ξ∗ ∈ (r∗, r0) satisfying the relation
r0∫
r∗
ξ1+af
(
ξ,βM(ξ ;u))dξ  (r0 − r∗)ξ1+a∗ f (ξ∗, βM(r0;u)).
On the other hand, setting λ = β1/2 in Lemma 3.1, we obtain
M
(
σ 1/2r0;u
)− M(r0 + 0;u) γ1(σ 1/2r0 − r0)p/(p−1)f 1/(p−1)(ξ∗, βM(r0;u)).
The last two inequalities obviously imply the estimate
M
(
σ 1/2r0;u
)− M(r0 + 0;u)
 γ1
(
σ 1/2 − 1)p/(p−1)r−(a−p+2)/(p−1)0
( r0∫
r∗
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
,
whence (3.22) follows at once.
Now, assume that (3.23) is not valid. In this case, we have r∗ = r0/√σ > R0 and
r∗∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ  1
2
r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ.
By condition (3.21),
M(r0;u)
r0∫
r∗
dt
(
α
t1+a
t∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 (r0 − r∗)
(
α
r1+a0
r∗∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
= (1 − σ−1/2)r−(a−p+2)/(p−1)0
(
α
r∗∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
.
Thus, taking into account the fact that
M(r1;u) − M(r0;u)
(
β−1/2 − 1)M(r0;u) 12β−1/2M(r0;u),
we again derive (3.22). The proof is completed. 
Lemma 3.5. Let R0 < r1 < r0 < R1, r0  σ 1/2r1 and, moreover,
M(r;u)
r∫
dt
(
α
t1+a
t∫
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
R0 R0
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M(r0;u) − M(r1;u) p − 1
a − p + 2
(
r
−(a−p+2)/(p−1)
1 − r−(a−p+2)/(p−1)0
)
×
(
α
r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
. (3.24)
Proof. The proof is by induction over the minimal positive integer s for which M(R0 + 0;u)
βs/2M(r1;u).
Consider the case of s = 1. If σ 1/2R0 < r1, then
M(r1;u) − M(R0 + 0;u)
 γ10r−(a−p+2)/(p−1)1
( r1∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
(3.25)
according to Lemma 3.3. On the other hand,
r0∫
r1
ξ1+af
(
ξ,βM(ξ ;u))dξ  (r0 − r1)ξ1+a∗ f (ξ∗, βM(ξ∗;u))
for some ξ∗ ∈ (r1, r0). Since
r
−(a−p+2)/(p−1)
1 − r−(a−p+2)/(p−1)0 
a − p + 2
p − 1 (r0 − r1)r
−(1+a)/(p−1)
1 , (3.26)
this implies the inequality
(
r
−(a−p+2)/(p−1)
1 − r−(a−p+2)/(p−1)0
)( r0∫
r1
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 a − p + 2
p − 1 (r0 − r1)
p/(p−1)(ξ∗/r1)(1+a)/(p−1)f 1/(p−1)
(
ξ∗, βM(ξ∗;u)
)
.
Setting λ = β1/2 in Lemma 3.1, we obtain
M(r0;u) − M(r1 + 0;u) γ1(r0 − r1)p/(p−1)f 1/(p−1)
(
ξ∗, βM(ξ∗;u)
)
. (3.27)
From the last two estimates, it can easily be seen that
M(r0;u) − M(r1 + 0;u) γ14
(
r
−(a−p+2)/(p−1)
1 − r−(a−p+2)/(p−1)0
)
× 0
( r0∫
r1
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
, (3.28)
where γ14 = (p − 1)γ1/((a − p + 2)σ (a+1)/(p−1)).
Summing (3.25) and ( 3.28), we have
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(
r
−(a−p+2)/(p−1)
1 − r−(a−p+2)/(p−1)0
)
×
( r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
, (3.29)
where γ15 = 2−1/(p−1) min{γ10, γ14}. At the same time,
M(r0;u) − M(r1;u)
(
1 − β1/2)M(r0;u) 12
(
M(r0;u) − M(R0 + 0;u)
)
. (3.30)
Hence, (3.29) implies (3.24).
Now, let σ 1/2R0  r1. If
r0∫
r1
ξ1+af
(
ξ,βM(ξ ;u))dξ  1
2
r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ, (3.31)
then (3.24) follows immediately from (3.28). Otherwise,
r1∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ  1
2
r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ. (3.32)
In doing so, there exists a real number ξ∗ ∈ (R0, r1) such that
r1∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ  (r1 − R0)ξ1+a∗ f (ξ∗, βM(ξ∗;u)). (3.33)
By Lemma 3.1, this ξ∗ satisfies both estimates (3.27) and
M(r1;u) − M(R0 + 0;u) γ1(r1 − R0)p/(p−1)f 1/(p−1)
(
ξ∗, βM(ξ∗;u)
)
.
Therefore,
M(r0;u) − M(R0 + 0;u)
 2−p/(p−1)γ1(r0 − R0)p/(p−1)f 1/(p−1)
(
ξ∗, βM(ξ∗;u)
)
. (3.34)
Combining (3.26), (3.32), and (3.33), we obviously obtain
(
r
−(a−p+2)/(p−1)
1 − r−(a−p+2)/(p−1)0
)( r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 γ16(r0 − R0)p/(p−1)(ξ∗/r1)(1+a)/(p−1)f 1/(p−1)
(
ξ∗, βM(ξ∗;u)
)
,
where γ16 = 21/(p−1)(a − p + 2)/(p − 1). By (3.30) and (3.34), this again implies (3.24).
Assume further that Lemma 3.5 is proved for all s  s0, where s0 is a positive integer. Let us
establish the validity of the lemma for s = s0 + 1.
We construct the finite sequence of real numbers {ri}ji=1 as follows. The real number r1 is
given in the conditions of Lemma 3.5. Let ri be already known. Put
ri+1 = inf
{
ξ ∈ (R0, ri): M(ξ ;u) > β1/2M(ri;u)
}
. (3.35)
If ri+1 = R0, then we set j = i + 1 and stop.
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1, . . . , j − 1; therefore, the right-hand side in (3.35) is well defined. It is clear that 2 j  s + 2
and ri+1 < ri for all i ∈ {1, . . . , j − 1}.
As is shown above, estimate (3.24) holds if inequality (3.31) is fulfilled. Thus, it remains to
consider the case where inequality (3.32) is fulfilled.
Take the maximal positive integer k ∈ {1, . . . , j − 1} such that
σ 1/2ri  ri−1, ri−1 − ri  εi−1(r0 − r1),
and
ri∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ  1
2
ri−1∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
for all i ∈ {1, . . . , k}.
It presents no special problems to verify that at least one of the following propositions is valid:
(1) σ 1/2rk+1 < rk and
rk∫
rk+1
ξ1+af
(
ξ,βM(ξ ;u))dξ  1
2
rk∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ ; (3.36)
(2) σ 1/2rk+1  rk and rk − rk+1 > εk(r0 − r1);
(3) rk − rk+1  εk(r0 − r1) and, moreover, condition (3.36) holds;
(4) σ 1/2rk+1 < rk and
rk+1∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ  1
2
rk∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ.
In case (1), using Lemma 3.3, we obtain
M(rk;u)− M(rk+1 + 0;u)
 γ10r−(a−p+2)/(p−1)k
( rk∫
rk+1
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
.
Since
rk∫
rk+1
ξ1+af
(
ξ,βM(ξ ;u))dξ  1
2k+1
r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
and
M(r0;u) − M(r1;u) 12β
−k/2M(rk;u), (3.37)
this readily implies the estimate
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×
( r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
from which (3.24) follows.
Assume that proposition (2) is valid. If rk+1 > R0, then
M(rk;u)− M(rk+1;u) p − 1
a − p + 2
(
r
−(a−p+2)/(p−1)
k+1 − r−(a−p+2)/(p−1)k
)
×
(
α
rk∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
by the induction hypothesis. At the same time, we have
rk∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ  1
2k
r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ (3.38)
and
r
−(a−p+2)/(p−1)
k+1 − r−(a−p+2)/(p−1)k 
a − p + 2
p − 1 (rk − rk+1)r
−(a+1)/(p−1)
k
 a − p + 2
p − 1 ε
k(r0 − r1)r−(a+1)/(p−1)1
 εk
(
r
−(a−p+2)/(p−1)
1 − r−(a−p+2)/(p−1)0
)
. (3.39)
Thus,
M(rk;u)− M(rk+1;u) (p − 1)
(a − p + 2)ε
k2−k/(p−1)
× (r−(a−p+2)/(p−1)1 − r−(a−p+2)/(p−1)0 )
×
(
α
r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
,
whence in accordance with (3.37) we immediately derive (3.24).
Now, let rk+1 = R0. Repeating the arguments given in the proof of inequality (3.28) with r0
and r1 replaced by rk and R0, respectively, one can conclude that
M(rk;u)− M(R0 + 0;u) γ14
(
R
−(a−p+2)/(p−1)
0 − r−(a−p+2)/(p−1)k
)
×
( rk∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
.
Combining the last formula with (3.37)–(3.39), we again derive (3.24).
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r1 − rk+1 =
k∑
i=1
(ri − ri+1)
k∑
i=1
εi(r0 − r1) ε(r0 − r1)1 − ε 
(
1 − σ−1/2)r1.
In particular, σ 1/2rk+1  r1. There exists a real number ξ∗ ∈ (rk+1, r1) satisfying the relation
rk∫
rk+1
ξ1+af
(
ξ,βM(ξ ;u))dξ  (rk − rk+1)ξ1+a∗ f (ξ∗, βM(ξ∗;u))
 εk(r0 − r1)r1+a1 f
(
ξ∗, βM(ξ∗;u)
)
. (3.40)
Formulas (3.40) and (3.26) imply the estimate
(
r
−(a−p+2)/(p−1)
1 − r−(a−p+2)/(p−1)0
)( rk∫
rk+1
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 a − p + 2
p − 1 ε
k/(p−1)(r0 − r1)p/(p−1)f 1/(p−1)
(
ξ∗, βM(ξ∗;u)
)
.
By Lemma 3.1, the above real number ξ∗ ∈ (rk+1, r1) also satisfies relation (3.27). Therefore,
M(r0;u) − M(r1 + 0;u) γ17ε−k/(p−1)
(
r
−(a−p+2)/(p−1)
1 − r−(a−p+2)/(p−1)0
)
×
( rk∫
rk+1
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 γ17ε
−k/(p−1)
2(k+1)/(p−1)
(
r
−(a−p+2)/(p−1)
1 − r−(a−p+2)/(p−1)0
)
×
( r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
,
where γ17 = γ1(p − 1)/(a − p + 2). This readily implies (3.24).
Finally, let proposition (4) be valid. If rk+1 = R0, then the right-hand side in (3.24) equals
zero; therefore estimate (3.24) is trivial. For rk+1 > R0, using Lemma 3.4, we obtain
M(rk;u)− M(rk+1;u) 2−p/(p−1)
(
1 − σ−1/2)β−1/2r−(a−p+2)/(p−1)k+1
×
(
α
rk+1∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 2−p/(p−1)
(
1 − σ−1/2)β−1/22−(k+1)/(p−1)r−(a−p+2)/(p−1)k+1
×
(
α
r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
,
whence (3.24) follows by inequality (3.37).
Lemma 3.5 is completely proved. 
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M(R0 + 0;u) βs/2M(r;u). If s = 1, then (2.4) is a consequence of Lemma 3.2. Assume that
Theorem 2.2 is already proved for all s  s0, where s0 is some positive integer. Let us establish
the validity of the theorem for s = s0 + 1.
We put
r0 = inf
{
ξ ∈ (R0, r): M(ξ ;u) > β1/2M(r;u)
}
.
Since s = s0 + 1 2, it is clear that R0 < r0 < r .
By the induction hypothesis, we have
M(r0;u) − M(R0 + 0;u)

r0∫
R0
dt
(
α
t1+a
t∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
. (3.41)
At the same time,
M(r;u) − M(r0;u)
r∫
r0
dt
(
α
t1+a
t∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
. (3.42)
Really, it can easily be seen that
r∫
r0
dt
(
α
t1+a
t∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 p − 1
a − p + 2
(
r
−(a−p+2)/(p−1)
0 − r−(a−p+2)/(p−1)
)
×
(
α
r∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
.
Thus, for r  σ 1/2r0, to derive (3.42) it is sufficient to use Lemma 3.5. Consider the case of
r > σ 1/2r0. By Lemmas 3.2 and 3.4, we obtain
M(r;u) − M(r0 + 0;u) γ2
r∫
r0
dt
(
1
t1+a
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 2p/(p−1)
r∫
r0
dt
(
α
t1+a
t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
and
M(r;u) − M(r0;u) 2−p/(p−1)
(
1 − σ−1/2)β−1/2r−(a−p+2)/(p−1)0
×
(
α
r0∫
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
R0
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r∫
r0
dt
(
α
t1+a
r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
.
Since( r0∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
+
( t∫
r0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
 2−1/(p−1)
( t∫
R0
ξ1+af
(
ξ,βM(ξ ;u))dξ
)1/(p−1)
for all t ∈ (r0, r), this immediately implies (3.42).
To complete the proof of Theorem 2.2 it remains to sum (3.41) and (3.42). 
4. Proof of Lemma 3.1
As in the previous section, let u 0 be a solution of problem (1.1), (1.4) such that M(·;u) is
a non-decreasing function on the interval (R0,R1) satisfying condition (2.1).
We need several preliminary assertions.
Lemma 4.1. There is a symmetric (n × n)-matrix ‖aij‖ with measurable coefficients such that
the function A = (A1, . . . ,An) on the left in (1.1) can be written as follows:
Ai(x, ξ) =
n∑
j=1
aij (x, ξ)|ξ |p−2ξj , i = 1, . . . , n,
for almost all x ∈ Ω and for all ξ ∈Rn. Moreover,
λ1|ζ |2 
n∑
i,j=1
aij (x, ξ)ζiζj  λ2|ζ |2 (4.1)
for almost all x ∈ Ω and for all ξ, ζ ∈ Rn, where the constants λ1 > 0 and λ2 > 0 depend only
on C1 and C2.
Proof. Let x ∈ Ω and ξ ∈Rn. If ξ = 0, then A(x, ξ) = 0. Therefore, we can set
aij (x,0) = C1 + C22 δij ,
where δij is the Kronecker delta. Consider the case of ξ = 0. We denote:
v1 = ξ|ξ | , v2 =
A(x, ξ)
|A(x, ξ)| . (4.2)
By definition, put
f1 = θ1v1 − θ2v2
θ2 − θ2 , f2 =
θ1v2 − θ2v1
θ2 − θ2 ,1 2 1 2
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θ1 =
√
θ + √θ2 − 1
2θ
, θ2 =
√
θ − √θ2 − 1
2θ
, θ = 1
v1v2
.
From (1.2), it can easily be seen that 0 < θ  C2/C1; therefore,
1 θ1
θ2
 C2
C1
+
√(
C2
C1
)2
− 1.
By direct calculations, one can verify that f1 and f2 are orthonormal vectors satisfying the
following equations:{
θ1f1 + θ2f2 = v1,
θ2f1 + θ1f2 = v2. (4.3)
We extend the vectors f1 and f2 to an orthonormal basis f1, f2, . . . , fn in the space Rn.
Consider the linear operator L :Rn →Rn defined by the matrix⎛
⎜⎜⎜⎜⎜⎜⎝
θ2/θ1 0 0 . . . 0
0 θ1/θ2 0 . . . 0
0 0 1 . . . 0
...
...
...
. . .
...
0 0 0 . . . 1
⎞
⎟⎟⎟⎟⎟⎟⎠
in the basis f1, f2, . . . , fn. Taking into account (4.3), we obtain
Lv1 = v2. (4.4)
Let ‖lij‖ be the matrix of L in the basis e1 = (1,0, . . . ,0), e2 = (0,1, . . . ,0), . . . , en =
(0,0, . . . ,1). Since L is a self-adjoint operator, it is clear that lij = lj i for all i, j = 1, . . . , n.
In doing so, SpecL⊂ {θ2/θ1,1, θ1/θ2}.
By (4.2) and (4.4), we have
Ai(x, ξ) = |A(x, ξ)||ξ |
n∑
j=1
lij (x, ξ)ξj
for almost all x ∈ Ω and for all ξ ∈Rn.
Thus, to complete the proof it remains to take
aij (x, ξ) = |A(x, ξ)||ξ |p−1 lij (x, ξ). 
We denote:
b(x, ξ) =
(
n∑
i,j=1
bij (x)ξiξj
)(p−2)/2
,
where
bij (x) =
{
aij (x,Du), x ∈ Ω ∩ BR1 \ ZR0,
(λ + λ )δ /2, x ∈Rn \ (Ω ∩ B \ Z ).1 2 ij R1 R0
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h(x) =
{ |Du|p−2/b(x,Du), Du(x) = 0,
0, Du(x) = 0,
and
Bi (x, ξ) = h(x)b(x, ξ)
n∑
j=1
bij (x)ξj , i = 1, . . . , n.
From (4.1), it immediately follows that
1  h(x) 2, λ1|ξ |2 
n∑
i,j=1
bij (x)ξiξj  λ2|ξ |2 (4.5)
for almost all x ∈Rn and for all ξ ∈Rn, where the constants 1 > 0 and 2 > 0 depend only on
λ1, λ2, and p.
By Lemma 4.1, the function u satisfies the inequality
divB(x,Du) F(x,u) in Ω ∩ BR1 \ ZR0,
where B = (B1, . . . ,Bn). According to (4.5), we also have(B(x, ξ) −B(x, ζ ))(ξ − ζ ) > 0
for almost all x ∈Rn and for all ξ, ζ ∈Rn such that ξ = ζ .
The p-capacity of a compact set K ⊂ ω relative to an open set ω ⊂Rn is defined as
cap(K,ω) = inf
ϕ
∫
ω
|Dϕ|p dx,
where the infimum is taken over all functions ϕ ∈ C∞0 (ω), which are identically equal to one in
a neighborhood of K . For ω =Rn and p = 2, cap(K,ω) coincides with the well-known Wiener
capacity cap(K).
The above capacity has the following natural properties [7]:
(i) Monotonicity: If K1 ⊂ K2 and ω2 ⊂ ω1, then
cap(K1,ω1) cap(K2,ω2).
(ii) Semiadditivity:
cap(K1 ∪ K2,ω) cap(K1,ω) + cap(K2,ω).
We say that
v|ω2∩∂ω1 = 0
if ϕv ∈ ˚W 1p(ω1 ∩ ω2) for any ϕ ∈ C∞0 (ω2). Analogously,
v|ω2∩∂ω1  0
if ϕ max{v,0} ∈ ˚W 1p(ω1 ∩ ω2) for any ϕ ∈ C∞0 (ω2). Here ω1 and ω2 are open subsets of Rn and
v ∈ W 1 (ω1 ∩ ω2).p,loc
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divB(x,Dv) g(x) in ω1 ∩ ω2, v|ω2∩∂ω1  0, (4.6)
where ω1 and ω2 are bounded open subsets of Rn and g ∈ Lp/(p−1)(ω1 ∩ ω2) is some function.
We denote: ω0 = {x ∈ ω1 ∩ ω2: v(x) > 0},
v0(x) =
{
v(x), x ∈ ω0,
0, x ∈ ω2 \ ω0 and g0(x) =
{
g(x), x ∈ ω0,
0, x ∈ ω2 \ ω0.
Then
divB(x,Dv0) g0(x) in ω2.
Proof. Consider a non-decreasing function η ∈ C∞(R) such that η ≡ 0 on the interval
(−∞,1/4] and η ≡ 1 on [3/4,∞).
Let us put ηδ(t) = η(t/δ), δ > 0. By (4.6),
−
∫
ω1∩ω2
B(x,Dv)D(ηδ(v)ϕ)dx 
∫
ω1∩ω2
g(x)ηδ(v)ϕ dx
for any non-negative function ϕ ∈ C∞0 (ω2), whence we get
−
∫
ω1∩ω2
ηδ(v)B(x,Dv)Dϕ dx 
∫
ω1∩ω2
η′δ(v)ϕB(x,Dv)Dv dx +
∫
ω1∩ω2
g(x)ηδ(v)ϕ dx.
The first integral on the right in the last expression is non-negative for all δ > 0. Thus, letting δ
tend to zero and applying Lebesgue’s bounded convergence theorem, we derive
−
∫
ω2
B(x,Dv0)Dϕ dx 
∫
ω2
g0(x)ϕ dx.
The proof is completed. 
Lemma 4.3. Suppose that v ∈ W 1p(Br ∩ ω) ∩ L∞(Br ∩ ω) is a non-negative solution of the
problem
divB(x,Dv) 0 in Br ∩ ω, v|Br∩∂ω = 0,
where r > 0 is a real number and ω is an open subset of Rn with Br/2 ∩ ω = ∅. Then
ess sup
Br∩ω
v − ess sup
Br/2∩ω
v  μ1rp−n cap(Zr/2 \ ω,Br) ess sup
Br∩ω
v, (4.7)
where the constant μ1 > 0 depends only on n, p, C1, C2.
Proof. We may assume that cap(Zr/2 \ ω,Br) > 0 and
ess sup
Br∩ω
v > 0;
otherwise (4.7) is trivial. Take the function w ∈ W 1p(Br) satisfying the following relations:
divB(x,Dw) = 0 in Br \ (Zr/2 \ ω), w|Zr/2\ω = 0, w|Sr = ess supv.Br∩ω
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v(x)w(x) ess sup
Br∩ω
v
for almost all x ∈ Br \ (Zr/2 \ ω). Let us put
w˜(x) = 1 − 1
ess supBr∩ω v
w(x).
By analogy with [6] we evaluate the restriction of w˜ to the sphere S3r/4. Denote:
m1 = inf
S3r/4
w˜, m2 = sup
S3r/4
w˜.
From the Harnack inequality [11], it can easily be seen that
0 < μ2m2 m1 m2 < 1, (4.8)
where the constant μ2 > 0 depends only on n, p, C1, C2.
Put ω0 = {x ∈ Br \ (Zr/2 \ω): w˜(x) < m2} and K = Br \ω0. It is clear that ω0 is an open set
and K is a compact one. In addition, Br \ Z3r/4 ⊂ ω0.
Further, let wˆ(x) = min{w˜(x)/m2,1}. We have
divB(x,Dwˆ) = 0 in Br \ K, wˆ|K = 1, wˆ|Sr = 0. (4.9)
According to the variational principle,∫
Br
B(x,Dwˆ)Dwˆ dx = inf
ϕ
∫
Br
h(x)bp/(p−2)(x,Dϕ)dx,
where the infimum in the right-hand side is taken over all ϕ ∈ C∞0 (Br) such that ϕ ≡ 1 in a
neighborhood of K . Therefore, (4.5) implies the estimate∫
Br
B(x,Dwˆ)Dwˆ dx  λp/22 2 cap(K,Br). (4.10)
Let ψ ∈ C∞0 (Br) and, moreover, ψ ≡ 1 in a neighborhood of K . Since ψ − wˆ ∈ ˚W 1p(Br \K),
it is readily apparent from Eq. (4.9) that∫
Br
B(x,Dwˆ)Dψ dx =
∫
Br
B(x,Dwˆ)Dwˆ dx,
whence in accordance with (4.10) we derive
1
m2
∫
Br
B(x,Dw˜)Dψ dx =
∫
Br
B(x,Dwˆ)Dψ dx  λp/22 2 cap(K,Br).
Consequently,
m2 
1
λ
p/2
2 2 cap(K,Br)
∫
Br
B(x,Dw˜)Dψ dx. (4.11)
On the other hand, ψ − w˜ ∈ ˚W 1p(Br \ (Zr/2 \ ω)); therefore,∫
B(x,Dw˜)Dψ dx =
∫
B(x,Dw˜)Dw˜ dx. (4.12)Br Br
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Br
B(x,Dw˜)Dw˜ dx = inf
ϕ
∫
Br
h(x)bp/(p−2)(x,Dϕ)dx,
where the infimum in the right-hand side is taken over all ϕ ∈ C∞0 (Br) such that ϕ ≡ 1 in a
neighborhood of Zr/2 \ ω. By (4.5), this implies the inequality∫
Br
B(x,Dw˜)Dw˜ dx  λp/21 1 cap(Zr/2 \ ω,Br).
Combining the last formula with (4.11) and (4.12), we obtain
m2 
λ
p/2
1 1 cap(Zr/2 \ ω,Br)
λ
p/2
2 2 cap(K,Br)
.
Hence, taking into account (4.8), one can conclude that
m1 
λ
p/2
1 1μ2 cap(Zr/2 \ ω,Br)
λ
p/2
2 2 cap(K,Br)
.
By the monotonicity property of the capacity, we have
cap(K,Br) cap(Z3r/4,Br) = μ3rn−p,
where the constant μ3 > 0 depends only on n and p. Thus, to complete the proof it remains to
notice that
ess sup
Br∩ω
v − ess sup
Br/2∩ω
v m1 ess sup
Br∩ω
v. 
Corollary 4.1. Under the hypotheses of Lemma 4.3, for any real number λ > 1 there exists δ > 0
depending only on λ, n, p, C1 and C2 such that the inequality mesBr ∩ ω < δ mesBr implies
the estimate
ess sup
Br∩ω
v  λ ess sup
Br/2∩ω
v. (4.13)
Proof. Let mesBr ∩ ω < δ mesBr for some real number δ ∈ (0,8−n) and, moreover, r0 =
4δ1/nr . We construct a finite sequence of the bolls Byir0 , i = 0, . . . , k, as follows. Choose
y0 ∈ Br/2 ∩ ω satisfying the condition
ess sup
B
y0
r0/2
∩ω
v = ess sup
Br/2∩ω
v.
Assume further that yi−1 is already known. If (i + 1)r0 > r/2, then we stop. Otherwise, we take
yi ∈ Byi−1r0 ∩ ω to be such that
ess sup
B
yi
r0/2
∩ω
v = ess sup
B
yi−1
r0 ∩ω
v.
According to Lemma 4.3, we obtain
ess sup
B
yi
r ∩ω
v − ess sup
B
yi
r /2∩ω
v = μ1rp−n0 cap
(
Z
yi
r0/2 \ ω,B
yi
r0
)
ess sup
B
yi
r ∩ω
v0 0 0
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As is shown in [7],
cap
(
Z
yi
r0/2 \ ω,B
yi
r0
)
 μ4r−p0 mes
(
Z
yi
r0/2 \ ω
)
 μ4rn−p0 mesB1/4
with some real number μ4 > 0 depending only on n and p. Thus,
ess sup
B
yi
r0 ∩ω
v  (1 + μ1μ4 mesB1/4) ess sup
B
yi
r0/2
∩ω
v
for all i = 0, . . . , k, whence we immediately derive
ess sup
Br∩ω
v  (1 + μ1μ4 mesB1/4)k+1 ess sup
Br/2∩ω
v. (4.14)
Since k+2 > 1/(8δ1/n), formula (4.14) obviously implies (4.13) if δ is sufficiently small. 
Lemma 4.4. For every non-negative function v ∈ W 1p(Br) ∩ L∞(Br), r > 0, there exists a non-
negative function ψ ∈ ˚W 1p(Br) ∩ L∞(Br) such that ψ |Zr/2 = 1 and
ess sup
Br
vp−1 −μ5rp−n
∫
Br
B(x,Dv)Dψ dx, (4.15)
where the constant μ5 > 0 depends only on n, p, C1, C2.
Proof. Without loss of generality one may assume that
ess sup
Br
v > 0;
otherwise (4.15) is trivial. Let us denote
v˜(x) = 1
2 ess supBr v
(
ess sup
Br
v − v(x)
)
.
Consider the solution of the problem
divB(x,Dw) = 0 in Br \ Zr/2, w|Zr/2 = 1, w|Sr = 0. (4.16)
We put ψ = η1/2(w − v˜), where η1/2 is the function defined in the proof of Lemma 4.2.
It is not hard to show that∫
Br
B(x,Dw)Dψ dx 
∫
Br
B(x,Dv˜)Dψ dx. (4.17)
Indeed, we have∫
Br
(B(x,Dw)−B(x,Dv˜))Dψ dx
=
∫
η′1/2(w − v˜)
(B(x,Dw)−B(x,Dv˜))(Dw − Dv˜)dx  0.Br
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Br
B(x,Dw)Dwdx =
∫
Br
B(x,Dw)Dψ dx.
Combining this with (4.17), we readily obtain∫
Br
B(x,Dw)Dwdx 
∫
Br
B(x,Dv˜)Dψ dx. (4.18)
By the variational principle,∫
Br
B(x,Dw)Dwdx = inf
ϕ
∫
Br
h(x)bp/(p−2)(x,Dϕ)dx,
where the infimum in the right-hand side is taken over all ϕ ∈ C∞0 (Br), which are identically
equal to one in a neighborhood of Zr/2. Hence, taking into account (4.5), we derive
λ
p/2
2 2 cap(Zr/2,Br)
∫
Br
B(x,Dw)Dwdx. (4.19)
It can easily be seen that cap(Zr/2,Br) = μ6rn−p , where the constant μ6 > 0 depends only
on n and p. Thus, to establish the validity of estimate (4.15) it remains to combine (4.18)
and (4.19). 
Lemma 4.4 is essentially a version of the well-known Gerver–Landis theorem [5]. However, in
contrast to the classical Gerver–Landis theorem, we do not require the function v to be infinitely
smooth.
Proof of Lemma 3.1. Fix some r ∈ [r1/σ,σ r0] ∩ (R0,R1). There is a sequence of continuous
non-decreasing functions fi :R→R, i = 1,2, . . . , satisfying the following properties:
(i) fi(t) → f (r, t) as i → ∞ for all t > 0;
(ii) 0 fi(t) f (r, t) for all t > 0, i = 1,2, . . . ;
(iii) fi(t) = −fi(−t) for all t ∈R, i = 1,2, . . . .
We denote
u0(x) =
{
u(x), x ∈ Ω ∩ Br1 \ Zr0,
0, x ∈ Br1 \ (Ω ∪ Zr0).
From Lemma 4.2 and condition (1.3), it is clear that
divB(x,Du0) fi(u0) in Br1 \ Zr0, i = 1,2, . . . .
Also let
divB(x,Dui) = fi(ui) in Br1 \ Zr0, ui |Sr0 = M(r0;u), ui |Sr1 = M(r1;u).
Such functions ui ∈ W 1p(Br1 \ Zr0) ∩ C(Zr1 \ Br0), i = 1,2, . . . , obviously exist. They can be
obtained as solutions of the appropriated variational problems [4].
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1,2, . . . . We prove that
M(r1;u) − M(r0;u) γ1(r1 − r0)p/(p−1)f 1/(p−1)i
(
λM(r0;u)
) (4.20)
for all i = 1,2, . . . , where the constant γ1 > 0 depends only on n, p, C1, C2, and λ. Let i be a
positive integer. Denote r2 = (r0 + r1)/2 and
M(ξ ;ui) = sup
Sξ
ui, ξ ∈ [r0, r1].
If M(r2;ui) = M(r1;ui), then in accordance with the strong maximum principle ui is identically
equal to a constant in Zr1 \ Br0 . Therefore, fi(λM(r0;u)) = 0 and estimate (4.20) is trivial.
Hence, one may assume that M(r2;ui) < M(r1;ui).
At first, we consider the case of
M(r1;ui) < (2 − λ)M(r2;ui). (4.21)
Let ωi = {x ∈ Br1 \ Zr0 : ui(x) > 2M(r2;ui) − M(r1;ui)} and
vi(x) = max
{
ui(x) − 2M(r2;ui) + M(r1;ui),0
}
.
It can easily be checked that M(r2;vi) = M(r1;ui)−M(r2;ui) and M(r1;vi) = 2(M(r1;ui)−
M(r2;ui)), where
M(ξ ;vi) = sup
Sξ
vi, ξ ∈ [r0, r1].
Take a point yi ∈ Sr2 for which vi(yi) = M(r2;vi). We obviously have yi ∈ ωi .
According to Lemma 4.4, there is a non-negative function ψi ∈ ˚W 1p(Byi(r1−r0)/2) ∩
L∞(Byi(r1−r0)/2) such that ψi |Zyi(r1−r0)/4 = 1 and
sup
B
yi
(r1−r0)/2
v
p−1
i −μ7(r1 − r0)p−n
∫
B
yi
(r1−r0)/2
B(x,Dvi)Dψi dx, (4.22)
where the constant μ7 > 0 depends only on n, p, C1, C2.
At the same time, by Lemma 4.2,
divB(x,Dvi) fi(ui)χωi (x) in Br1 \ Zr0,
where χωi is the characteristic function of the set ωi , whence we obtain
−
∫
B
yi
(r1−r0)/2
B(x,Dvi)Dψi dx 
∫
B
yi
(r1−r0)/2
fi(ui)χωi (x)ψi dx.
It is seen from (4.21) that ui(x) > λM(r2;ui) λM(r2;u) for all x ∈ ωi . Thus,
−
∫
B
yi
(r1−r0)/2
B(x,Dvi)Dψi dx mes
(
ωi ∩ Byi(r1−r0)/4
)
fi
(
λM(r2;u)
)
.
Combining the last formula with (4.22) and the evident estimate
2
(
M(r1;ui) − M(r2;ui)
)
 sup
B
yi
(r −r )/2
vi, (4.23)
1 0
1040 A.A. Kon’kov / J. Math. Anal. Appl. 325 (2007) 1013–1041one can conclude that(
M(r1;ui) − M(r2;ui)
)p−1
 μ8(r1 − r0)p−n mes
(
ωi ∩ Byi(r1−r0)/4
)
fi
(
λM(r2;u)
)
, (4.24)
where γ8 = 21−pμ7. On the other hand, the function vi is a solution of the problem
divB(x,Dvi) 0 in ωi ∩ Byi(r1−r0)/4, vi |∂ωi∩Byi(r1−r0)/4 = 0.
In doing so,
sup
ωi∩Byi(r1−r0)/4
vi  2 sup
ωi∩Byi(r1−r0)/8
vi. (4.25)
Therefore, Corollary 4.1 implies that mes(ωi ∩ Byi(r1−r0)/4)  μ9(r1 − r0)n, where the constant
μ9 > 0 depends only on n, p, C1, and C2. In turn this implies (4.20) by inequality (4.24).
Now, assume that (4.21) is not valid, i.e.,
M(r1;ui) (2 − λ)M(r2;ui). (4.26)
In this case, we put ωi = {x ∈ Br1 \ Zr0 : ui(x) > λM(r2;u)} and
vi(x) = max
{
ui(x) − λM(r2;ui),0
}
.
Recall that M(r0;ui) = M(r0;u), M(r1;ui) = M(r1;u), and M(r2;ui)  M(r2;u). Since
M(r2;u)  λM(r1;u) by the conditions of Lemma 3.1, we obviously obtain M(r2;ui) 
λM(r1;ui). From the last inequality and from (4.26), it follows that M(r1;ui) − M(r2;ui) 
λ(1 − λ)M(r1;ui). Therefore, we have
M(r1;ui) − M(r2;ui) λ(1 − λ) sup
B
yi
(r1−r0)/2
vi. (4.27)
Analogously,
λ(1 − λ) sup
ωi∩Byi(r1−r0)/4
vi  sup
ωi∩Byi(r1−r0)/8
vi. (4.28)
As before, the point yi ∈ Sr2 is taken to be such that vi(yi) = M(r2;vi).
Repeating the previous arguments with formulas (4.23) and (4.25) replaced by (4.27)
and (4.28), respectively, we again derive (4.20). Thus, to complete the proof it remains to let
i tend to infinity in estimate (4.20). 
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