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Passive optical interferometry with single photons injected into some input ports and vacuum into
others is enriched by admitting polarization, thereby replacing the scalar electromagnetic descrip-
tion by a vector theory, with the recent triad phase being a celebrated example of this richness. On
the other hand, incorporating polarization into interferometry is known to be equivalent to scalar
theory if the number of channels is doubled. We show that passive multiphoton m-channel interfer-
ometry described by SU(m) transformations is replaced by SU(2m) interferometry if polarization is
included and thus that the multiphoton coincidence landscape, whose domain corresponds to vari-
ous relative delays between photon arrival times, is fully explained by the now-standard approach
of using immanants to compute coincidence sampling probabilities. Consequently, we show that
the triad phase is manifested simply as SU(6) interferometry with three input photons, with one
photon in each of three different input ports. Our analysis incorporates passive polarization multi-
channel interferometry into the existing scalar-field approach to computing multiphoton coincidence
probabilities in interferometry and demystifies the triad phase.
PACS numbers: 42.50.St, 42.50.Ar, 03.67.Ac
I. INTRODUCTION
Two-photon interference has been studied extensively
since the celebrated 1987 Hong-Ou-Mandel (HOM) ex-
periment [1]. Also known as the HOM dip, this phe-
nomenon is manifested as two identical photons whose
relative arrival times are controlled by a time-delay mech-
anism, thereby controlling their relative distinguishabil-
ity. The photons arrive at a balanced (50:50) beam split-
ter with each entering a different input port. Light from
the two output ports is directed to two photon counters
and the resultant signal is multiplied. In the quantum
description, the HOM dip corresponds to a null coin-
cidence for zero relative time delay: the quantum me-
chanical description forbids each detector to see a photon
when they are indistinguishable. For long delays relative
to the duration of the photonic wave packet, each pho-
ton has a 50% chance of being reflected or transmitted
so the coincidence probably is one-half. The HOM phe-
nomenon provides a vital tool for characterizing single-
photon sources [2] and for preparing and detecting en-
tangled photonic qubits [3–5].
This destructive interference between two photons can
be generalized to the case of n photons [6–8]. For three-
photon interference, each photon is injected into differ-
ent input ports, and the interest is in the coincidence
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of three-photon interference with one photon in separate
output ports. The coincidence rate appears as a land-
scape tuned by two variables, with the time delays of
two photons relative to a third, used as reference. Not
only do we obtain the destructive dip, but we also obtain
a constructive peak in the three-photon landscape [9–11].
A systematic generalization from the two-photon to
high-order coincidence dips or peaks arises from treating
such scattering transformations as elements of a unitary
group. In this scheme, the lossless beam splitter is char-
acterized as a U(2) transformation [SU(2) with a global
phase] for the photon’s states [12, 13]. Using the four-
port beam splitter as building blocks, an arbitrary U(m)
interferometer with m input ports and m output ports
is achieved as a sequence of beam splitters and phase
shifters [14–17]. Below we omit the global phase as it
has no effect on the coincidence rate, in which case we
write SU(m) rather than U(m).
In this paper, we consider the U(m) matrix to be fixed
and focus on the parameters that come from the injected
bosons, i.e., the time delays or the polarization spec-
trum. The analysis of coincidence landscapes in our work
is thus different from the landscapes considered in [7],
where these authors have adjustable parameters for the
scattering interferometer and their injected photons are
indistinguishable.
There are several equivalent approaches to computing
the coincidence rates when there are n photons entering
an otherwise arbitrary SU(m) interferometer. Some ap-
proaches rely heavily on permanents [18–20]; they have
the advantage of familiarity and a well-known algorithm,
namely, Ryser’s algorithm [21], to evaluate the perma-
2nent of any matrix.
An alternative is to recognize that additional (even
considerable) insight into many-body problems is often
obtained by the use of symmetric-group methods. Us-
ing Schur-Weyl duality between the symmetric group
Sn of n objects and the unitary group U(m) yields
an immanant-based formalism that makes coincidence
landscapes amenable to interpretations based on per-
mutational symmetries of photons described by Sn [9–
11, 22]. Immanants naturally account for the par-
tial distinguishability of photons, and the idea of “im-
manon” [23] has been introduced in an attempt to cap-
ture the feature. Although the use of Schur-Weyl duality
brings elegance to this alternative approach, immanants
are not so well known and good algorithms to compute
them are not common, even if a close connection (go-
ing back to Kostan [24]) between immanants and group
functions can be exploited [25, 26].
Despite this paucity of algorithms, the problem of re-
ducing a representation of Sn is well studied and can be
transformed to an eigenvalue problem using class oper-
ators [27]. Most important, this reduction is indepen-
dent of the details of the scattering network, so that the
transformation effecting the block diagonalization can be
precomputed with prior knowledge only of the input and
output configurations of the system [22]. An example of
this feature can be found in Eq. (B14) of Appendix B.
Here we generalize previous results [9–11, 22] to ac-
commodate interference of polarized photons. The case
of more than one photon in an input or output port
means that possible representations of Sn are a subset of
all the possible irreducible representations (irreps) and is
treated in [22]. We show in particular that the tools based
on the symmetric group and developed for the analysis
of photons which are temporally partially distinguish-
able can be extended to include partial distinguishability
in polarization; in other words, all the insights provided
by the use of immanants remain, provided we consider
both polarization and temporal degrees of freedom (la-
beled by θ and τ , respectively) in the distinguishability
features of the photons.
We give, in Eq. (B8) of Appendix B, an expression for
the rate
C(θ; τ ), (1)
which agrees with the result of [19], but can be usefully
converted to an expression
C(θ; τ ) =
∑
i,j
u∗iRij(θ; τ )uj , (2)
where further block diagonalization of Rij will produce a
rate (using the standard tools of the symmetric group) in
terms of moduli squared of sums of immanants written
as combinations of ui’s.
Typically multiphoton interference is treated as a
scalar field theory: polarization is ignored. Ignoring po-
larization is not detrimental for studying multiphoton in-
terferometry as polarization can rather trivially be con-
verted to a path degree of freedom. Polarization is in-
cluded in m-channel interferometry by combining a U(2)
transformation with a U(m) transformation, resulting in
U(2m) irreps using the subchain
U(2m) ⊃ U(m)×U(2) (3)
transformation and the dual pair of U(2) and U(m) when
the same U(2) polarization transformation acts on all
spatial modes [17]. Dhand and Goyal decomposed ar-
bitrary unitary transformations for photonic states in
terms of spatial and internal modes [28]. Manipulat-
ing internal and external degrees of freedom in multi-
photon interference has recently attracted significant at-
tention [29, 30].
Despite a mathematical equivalence between polar-
ization and path degrees of freedom, some confusion
has arisen about the sufficiency of mutual photon dis-
tinguishability in explaining the features of coincidence
rates. As a specific example, Menssen et al. used a
symmetric three-port interferometer, known as a trit-
ter [31, 32], to implement two- and three-photon inter-
ference with polarized photons [29]. They then claim
that “the distinguishability between pairs of photons is
not sufficient to fully describe the photons’ behavior in a
scattering process, but that a collective phase, the triad
phase, plays a role” [29]. Agne et al. [30] showed this col-
lective phase in entangled-photon experiments. A chief
goal of our work is to show that polarization degrees of
freedom, independent for each physical mode, are triv-
ially absorbed into an SU(2m) transformation.
In Sec. II, we show how to construct the special unitary
network with doubling of ports when polarization is taken
into consideration. Then we calculate the coincidence
rate for polarization-sensitive and -insensitive events in
our framework in Sec. III. In Sec. IV, we focus on the case
whenm = 3 and clarify the triad phase in our framework.
II. FROM SU(m) TO SU(2m)
In this section, we give the general framework to deal
with the polarized multiphoton interference problem in a
polarization-sensitive scattering network. We generalize
a discussion in [17] to easily incorporate polarization into
scalar-field interferometry by converting polarization to
path. If the polarization transformations on each spatial
modes are identical, “one simply extends the U(n) group
to U(n)×U(2) and to include combinations of polarizers
and beam splitters, for example, one extends to U(2n) ⊃
U(n)×U(2) [17]. ” [17]. Here we consider the polarization
transformations being distinct on all the spatial modes.
First, notice that we can construct a U(2) transforma-
tion matrix for the polarization. For a photon injecting
in the ith port of an m-channel polarization-sensitive in-
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FIG. 1. Decomposition of interference network and setup for
the detectors.
terferometer, the input state is
|Ψi〉 =
2∑
α=1
c(i)α A
†
iα(τi) |0〉 , (4)
and
A
†
iα(τi) :=
∫
dωφi(ω)e
−iτiωa†iα(ω) . (5)
Here τi is the time delay of the ith photon; a
†
iα is the
creation operator for the photon mode of the ith spatial
port and αth polarization. Thus, α = 1 and α = 2 rep-
resent two orthogonal polarizations, e.g., horizontal and
vertical polarizations or left-handed and right-handed po-
larizations.
Without loss of generality, we use α = 1 to represent
horizontal polarization and α = 2 to represent vertical
polarization; |φ(ω)|2 is the frequency profile in the fre-
quency domain satisfying∫
dω|φ(ω)|2 = 1. (6)
Coefficients {c(i)α ∈ C} satisfy
2∑
α=1
|c(i)α |2 = 1. (7)
These coefficients {c(i)α } describe a U(2) transforma-
tion P (i) on the ith photon’s polarization as
P (i) :=
(
c
(i)
1 −eiψc∗(i)2
c
(i)
2 e
iψc
∗(i)
1
)
, (8)
where ψ is an overall phase.
For m spatial modes, the polarization transformation
is
P := ⊕mi=1P (i). (9)
We model the scattering network T to be polarization
sensitive by factoring the net effect of the network into
individual polarization transformation for each spatial
mode followed by a transformation mixing modes for the
same polarization, which takes the form
T := T˜ (1) ⊕ T˜ (2), (10)
where T˜ (α) is the mode transformation acting on photons
with polarization α alone. Here we assume T˜ (1) = T˜ (2)
in the respective polarization subspaces.
For convenience, we specify the basis order by using
one single subscript to replace the spatial and polariza-
tion subscripts: a†k := a
†
iα, with
a
†
k = a
†
i1, k = i = 1, . . . ,m (11)
and
a
†
k = a
†
i2, k = i+m, i = 1, . . . ,m. (12)
In this subscript notation, the first k labels up to k = m
refer to horizontally polarized photons, while the next k
labels from m+1 to 2m refer to vertically polarized pho-
tons. For example, when m = 3, n = 2, a†12 is replaced
by a†4, which is the creation operator of horizontally po-
larized photon in the first spatial mode.
Thus, by ignoring the phase shift in Eq. (8) as it will
not affect the result of coincidence, our original SU(m)
scattering network spanned by m space-mode states is
expanded to an SU(2m) transformation
U = TP (13)
spanned by 2m orthogonal space-and-polarization-mode
states (see Fig. 1 as an example when m = 3) so that
photons scatter according to
a
†
j 7→ Ua†jU † =
2m∑
i=1
a
†
iUij , (14)
where a†i is the creation operator for the photon in the
ith mode.
Notice that the first index of U represents output and
the second index represents input: a photon in input
mode j is scattered to a linear combination of photons
existing in output mode i. The transformation of the cre-
ation operators is verified from the photon state’s trans-
formation,
U |1j〉 =Ua†j |0〉 = Ua†jU †U |0〉 = Ua†jU † |0〉 (15)
=
∑
i
|1i〉 〈1i|U |1j〉 =
∑
i
a
†
iUij |0〉 , (16)
where |1i〉 is the state that one photon is in the ith mode.
Comparing the last equations in Eqs. (15) and (16), we
obtain the creation-operator transformation (14). Using
Fig. 1, we confirm the factorization U = TP of Eq. (13).
For m = 3 modes, the explicit matrix representation
of the SU(6) transformation T can be
T =
(
T˜ 0
0 T˜
)
(17)
4with T˜ the original 3×3 transformation matrix. By
writing the independent polarization transformations
P (1), P (2), P (3) as per Eq. (8), we construct the polar-
ization transformation
P = P (1) ⊕ P (2) ⊕ P (3) (18)
=


P
(1)
11 0 0 P
(1)
12 0 0
0 P
(2)
11 0 0 P
(2)
12 0
0 0 P
(3)
11 0 0 P
(3)
12
P
(1)
21 0 0 P
(1)
22 0 0
0 P
(2)
21 0 0 P
(2)
22 0
0 0 P
(3)
21 0 0 P
(3)
22


. (19)
Thus, the total SU(6) transformation is
U(θ) = TP (θ) =


P
(1)
11 T˜11 P
(2)
11 T˜12 P
(3)
11 T˜13 P
(1)
12 T˜11 P
(2)
12 T˜12 P
(3)
12 T˜13
P
(1)
11 T˜21 P
(2)
11 T˜22 P
(3)
11 T˜23 P
(1)
12 T˜21 P
(2)
12 T˜22 P
(3)
12 T˜23
P
(1)
11 T˜31 P
(2)
11 T˜32 P
(3)
11 T˜33 P
(1)
12 T˜31 P
(2)
12 T˜32 P
(3)
12 T˜33
P
(1)
21 T˜11 P
(2)
21 T˜12 P
(3)
21 T˜13 P
(1)
22 T˜11 P
(2)
22 T˜12 P
(3)
22 T˜13
P
(1)
21 T˜21 P
(2)
21 T˜22 P
(3)
21 T˜23 P
(1)
22 T˜21 P
(2)
22 T˜22 P
(3)
22 T˜23
P
(1)
21 T˜31 P
(2)
21 T˜32 P
(3)
21 T˜33 P
(1)
22 T˜31 P
(2)
22 T˜32 P
(3)
22 T˜33


, (20)
which clearly transforms the SU(3) description into a
SU(6) description.
The cost of doubling the dimension of the problem is
that the 2m× 2m scattering matrix U is no longer com-
pletely specified by the originalm×m matrix T , but now
depends on the parameters of the polarization transfor-
mations P (k). We denote by θ the collection of polariza-
tion parameters needed to specify the various P (k), and
hence the argument for U(θ) and P (θ). The benefit of
this doubling is that all the tools available for the discus-
sion of unpolarized photons can simply be imported ipso
facto to the problem that includes polarization.
We conclude this section with a discussion of a spe-
cial case, already hinted at earlier. If the polarization
transformations P (i) of Eq. (9) are all identical, then the
transformations T and P that define U in Eq. (13) actu-
ally commute, i.e.,
U = TP = PT. (21)
The transformation SU(2m) then factors into SU(m) ⊗
SU(2), and by combining with the overall phase shift, we
are back to the Rowe et al. case [17].
This factorization of Eq. (21) is of particular interest
when photons are fully indistinguishable. In this case, the
representation of SU(2m) must be “fully symmetric”, or
transform by an irrep of the type (n, 0, . . . ) of SU(2m).
As explained in [17], this constrains the possible irreps of
SU(m) ⊗ SU(2): the SU(2) and SU(m) representations
must be associated with identical Young diagrams [33],
so that by preparing n photons in a definite state of po-
larization [i.e., a definite SU(2) irrep] these photons are
simultaneously prepared in SU(m) irreps with nontriv-
ial spatial permutation symmetries. This is the optical
analog of combining spin and spatial wave functions of
specified permutation symmetry to construct a fully sym-
metric wave function for n bosons.
III. COINCIDENCE RATE
In this section, we give the coincidence rate for po-
larized multiphoton interference, augmenting an earlier
discussion where the polarization was not explicitly dis-
cussed in the immanant-based formalism [9–11, 22]. Here
we give the polarization-insensitive and -sensitive detec-
tion cases using the immanant-based formalism.
For polarization-sensitive detection, we first define
the n-dimensional input configuration vector v, whose
entry vi ∈ { 1, 2, . . . , 2m } indicates which input mode the
ith photon occupies. For convenience of description, we
also use a 2m-dimensional input mode-occupation vector
ξv to represent the same input state, whose entry
ξvi ∈ { 0, 1, . . . , n } (22)
tells how many photons are in the ith mode, and
2m∑
i=1
ξvi = n. (23)
Similarly, we define an n-dimensional output config-
uration vector η and a 2m-dimensional output mode-
occupation vector ξη, with
ηi ∈ { 1, 2, . . . , 2m } , ξηi ∈ { 0, 1, . . . , n } , (24)
5and
2m∑
i=1
ξ
η
i = n. (25)
For polarization-insensitive detectors, we also define an-
other output configuration µ, called regular output con-
figuration, with entry
µi ∈ { 1, 2, . . . ,m } . (26)
Now we inject n photons into the SU(2m) interferom-
eter U to obtain the input state
|Ψin〉 := N
n∏
i=1
A†vi(τi) |0〉 (27)
where
N =
1√
ξv1 ! ξ
v
2 ! . . . ξ
v
2m!
(28)
is a normalization constant and
A†vi(τi) :=
∫
dωφvi(ω)e
−iτiωa†vi(ω). (29)
The resultant output state is
|Ψout〉 := U |Ψin〉 (30)
= N
n∏
i=1
∫
dωφvi(ω)e
−iτiω
2m∑
j=1
Ujvia
†
j(ω) |0〉 . (31)
We next need to specify the measurements for different
kinds of detectors. We divide them into two categories of
detectors for polarized single photons: ideal polarization-
sensitive detectors and practical polarization-insensitive
detectors.
For the polarization-sensitive detectors, one
polarization-sensitive detector is equivalent to the
combination of a polarizing beam splitter and two
polarization-insensitive detectors. Our separation of the
polarization from the spatial mode, which results in the
expansion from SU(m) to SU(2m), has played the role of
polarizing beam splitters. Then the detection operator
for this specific output configuration η is
Mη :=
1
ξ
η
1 ! ξ
η
2 ! . . . ξ
η
2m!
∫
dω
n∏
i=1
a†ηi(ωi) |0〉 〈0|aηi(ωi).
(32)
However, in most boson sampling or multiphoton
interference experiments [11, 29, 34–38], one usually
uses the polarization-insensitive detectors for the single-
photon detection, such as avalanche photodiodes detec-
tors (APDs), especially single-photon avalanche diode de-
tectors (SPADs). We deal with the frequency-insensitive
detector by summing over the polarizations correspond-
ing to the same regular output configuration µ. This set
of configurations is
Sµ := { η | ∀i ∈ { 1, 2, . . . , n } , ηi ∈ { µi, µi +m } }
(33)
and
|Sµ| = 2n. (34)
For example, for a 2× 2 spatial scattering interferometer
such as a beam splitter, injecting two photons from input
ports 1 and 2, the input configuration is v = (1, 2). Then
to detect the coincidence of the photons’ output from
spatial ports 1 and 2, respectively, the regular output
configuration µ = (1, 2), and
Sµ = {(1, 2), (1, 4), (3, 2), (3, 4)}, (35)
which contains all possible polarizations for the photons’
output to spatial ports 1 and 2. Thus, detection for the
regular output configuration µ is
Mµ :=
∑
η∈Sµ
Mη. (36)
We have now formulated how our original problem be-
comes the problem that n identically polarized (or hor-
izontally polarized) photons injected into a 2m-channel
interferometer U . A key point for later discussion is that,
in order to proceed, one must select an n× n submatrix
U˜(θ) of U(θ) and this submatrix, which is specified by
the input and output configurations, and also depends
on θ.
As an example, consider the 3×3 tritter matrix T given
in [29]. If the input state contains three photons with
horizontal polarizations, and the output state is given by
the first two photons with horizontal and the last with
vertical polarization, the 6 × 6 matrix U(θ) for the po-
larized network collapses to a 3 × 3 submatrix U˜ given
by
U˜(θ) =
1√
3

P
(1)
11 (θ1) P
(2)
11 (θ2) P
(3)
11 (θ3)
P
(1)
11 (θ1) ζ
2P
(2)
11 (θ2) ζP
(3)
11 (θ3)
P
(1)
21 (θ1) ζP
(2)
21 (θ2) ζ
2P
(3)
21 (θ3)

 (37)
with ζ = ei
2pi
3 . Consequently, experiments where the
polarization parameters θ are changed are equivalent
to experiments where the scattering submatrix U˜(θ) is
changed. Coincidence rates are therefore expected to de-
pend on θ, even if the matrix T˜ that scatters the spatial
modes is kept constant from one experiment to the next,
and even if the input and output states remain the same
as we vary θ.
For detection modeled by Eq. (32), the coincidence
rate for the polarization-sensitive detectors for the out-
put configuration η is [22]
Cη(θ; τ ) := u
†
η
(θ)R(τ )uη(θ) (38)
where uη(θ) is an
Nη =
n!
ξ
η
1 ! ξ
η
2 ! . . . ξ
η
2m!
(39)
6dimensional vector, that contains all the information
about the submatrix of our SU(2m) scattering matrix.
The vector entries are
(uη(θ))k =
n∏
i=1
U(θ)
η¯
(k)
i
vi
, for k = 1, 2, . . . , Nη (40)
with
η¯(k) ∈ { η¯|η¯ = ση, σ ∈ Sn } . (41)
The action of σ on η sends the ith element to the σ(i)th;
for instance, if σ = (123), then its action on (1, 2, 3) yields
(3, 1, 2). η¯(k)s provide a basis of the representation of the
symmetric group Sn.
The rate matrix R(τ ) is
R(τ ) :=
∑
σ∈Sn
Bσ(τ )Πσ , (42)
where Πσ is a permutation matrix with elements
(Πσ)ij := δ(ση¯
i, η¯j) =
{
1 ση¯i = η¯j ,
0 otherwise.
(43)
For the specific case where there are n photons in n dis-
tinct output modes, Πσ is the n×n regular representation
of σ ∈ Sn. Bσ is the overlap between the input state and
the σ-permuted input state,
Bσ :=
n∏
i=1
βvσ(i),vi , (44)
where βi,j is the two-photon pairwise distinguishability
between the ith and jth photons.
Definition (44) agrees with the distinguishability ma-
trix obtained in [19]. Specifically, for the polarization-
sensitive case, Bσ is only dependent on the time delays τ
as Bσ(τ ) because the overlap is only the spectrotemporal
overlap,
βij(τ ) =
∫
dωφ∗i (ω)φj(ω)e
iω(τi−τj). (45)
Having given the coincidence rate for the polarization-
sensitive detectors in Eq. (38), we now give the coin-
cidence rate for the polarization-insensitive detectors.
With the detection operator defined in Eq. (36), the co-
incidence is easily obtained as the sum of the coincidence
rate of all the configurations in Sµ, namely,
Cµ(θ; τ ) :=
∑
η∈Sµ
Cη(θ; τ ) = u
†
µ
R(θ; τ )uµ (46)
The derivation for the last equation is given in Ap-
pendix A.
Our key observation is that the effects of the polariza-
tion can be incorporated into a rate matrix so
R(τ )→ R(θ; τ ) (47)
while making the vectors uη(θ)→ uµ independent of the
polarization parameters without affecting the permuta-
tion matrices Πσ. Specifically, the resulting coincidence
rate is the same as n photons in the original SU(m) scat-
tering interferometer T˜ , except that the polarizations are
absorbed in the pairwise terms βij(τ )→ βij(θ; τ ) as
βij(θ; τ ) =
2∑
k=1
P
∗(i)
k1 (θ)P
(j)
k1 (θ)
×
∫
dωφ∗i (ω)φj(ω)e
iω(τi−τj). (48)
Substituting it back into Eq. (44) yields that Bσ, as well
as the rate matrix R, depend on both time delay τ and
polarization θ.
As the permutation matrices {Πσ} are unaffected by
including polarization parameters, both rate matrices in
Eqs. (38) and (46) are further reduced by simultaneously
diagonalizing class operators of symmetry group Sn [27].
From this reduction procedure, we obtain a basis trans-
formation V to transform the basis to the basis with per-
mutational symmetry, which is a linear combination of
immanants.
The general formulas of immanant for a matrix W are
Immλ(W ) :=
∑
σ∈Sn
χλ(σ)
n∏
i=1
Wiσ(i), (49)
where λ is a partition of n and represents an irreducible
representation (irrep) of Sn; χλ is the character of Sn in λ
irrep. Thus, Eq. (46) is further written as
Cµ(θ; τ ) = (V u)
† (V R(θ; τ )V †) (V u). (50)
By writing the coincidence rate in this reduced form,
both the interferometer and the photons are treated
in their respective irrep subspaces. Thus, the calcula-
tion is simplified when photons or interferometers are
biased with specific permutational symmetries (see Ap-
pendix B).
IV. TRIAD PHASE DEMYSTIFIED
In this section, we give the specific example for m = 3
and the scattering network is polarization-insensitive:
T˜ (1) = T˜ (2) = T˜ , (51)
and there is no more than one photon in each spatial
mode. First we give the triad phase in our framework.
Each element of the distinguishability matrix of [19, 29]
is our β (see Appendix B).
In our framework, the triad phase is defined as the
argument of the product of three inner products of two
photons’ states [29],
ϕ := arg (β31β12β23) . (52)
7According to Eqs. (44), (45), and (48) for the
polarization-sensitive case,
ϕ = arg
(
B(τ )(123)
)
(53)
and, for the polarization-insensitive case,
ϕ = arg
(
B(θ; τ )(123)
)
. (54)
In both cases, the triad phase is the argument of the
states’ overlap of the three-cycle permutation in the rate
matrix R.
We also notice that there is a constraint for the
triad phase to be an independent variable in the three-
photon interference: three photons are identical with the
same symmetric density profile around the central fre-
quency [29]. In that case,
arg(B(τ )(123)) = 0. (55)
Thus, with a symmetric density profile, for the
polarization-sensitive detector, the triad phase is identi-
cally zero. For the polarization-insensitive detector, the
triad phase is simplified so it is only dependent on the
polarization. Thus, the triad phase inherits the indepen-
dence from the polarization parameters θ.
Hence, instead of regarding the triad phase as an inde-
pendent variable to determine multiphoton coincidence,
we see that the polarization parameter itself plays a fun-
damental role in multiphoton interference. We notice
that the polarization and the time delays are both tun-
able parameters to adjust the photons’ distinguishability;
the difference is that the submatrix U˜ depends on θ, but
not on τ , so that continuously changing θ amounts to ex-
ploring a parametrized family of 3× 3 submatrices U˜(θ),
which affects the coincidence rates independently from
τ .
For the polarization-insensitive case, we can mimic the
coincidence rate (46) using three identically polarized
photons of spectra φ′1(ω), φ
′
2(ω), φ
′
3(ω) in the original
SU(3) interferometer T˜ . Notice here that the spectra
φ′ is different from φ, and should not have an identical
symmetric density profile because otherwise there is no
argument in the three-cycle permutations. Then,
B
′
σ(τ
′) = Bσ(θ; τ ), for∀σ ∈ S3. (56)
The 3! complex equations above correspond to 2×3! real
equations. In these 2× 3! equations, the equation where
σ = e is trivial.
In the remaining equations, the equations for two-cycle
and for three-cycle permutations are not independent.
Thus, the number of independent equations is reduced
to four: two from one complex equation for three-cycle
permutation and the rest from the two real equations for
two-cycle permutation. In addition to the three param-
eters in τ ′, another parameter is needed for the four in-
dependent equations. The triad phase [29] is one such
choice. However, here, the photon’s spectra are not
identical. The triad phase ϕ will be dependent on τ ′.
Thus, we choose one parameter in the photon’s spectra,
for instance, the variance of a Gaussian profile. Then
these four independent parameters are determined from
Eq. (56).
In summary, the triad phase is not a well-defined in-
dependent variable in multiphoton interference. The ef-
fect of adding a polarization degree of freedom into mul-
tiphoton interference is to change the effective SU(2m)
transformation network. For the polarization-insensitive
detection events, θ is absorbed into our rate matrix or
the two-photon pairwise distinguishability β; thus chang-
ing θ is effectively changing the indistinguishabilities be-
tween photons.
V. CONCLUSION
We have described a model for polarized multiphoton
interference in a generalized scattering interferometer, in
which the detectors are either polarization sensitive or
insensitive. In our model, polarization is merged into the
transformation network by doubling the ports to realize
an SU(2m) transformation. By changing polarizations,
we consequently change the scattering matrix.
Specifically, for polarization-insensitive detectors, the
polarization is merged into our rate matrix, then chang-
ing the polarization is equivalently changing the photons’
distinguishabilities. We have shown that the two-photon
pairwise distinguishabilities, which include the informa-
tion about the independent parameters τ and θ, already
suffice to describe the multiphoton interference.
As the permutation matrices Πσ are not affected by
the introduction of the polarization degree of freedom (as
shown explicitly for the 3× 3 case in Appendix B), block
diagonalization of R(θ, τ ) yields the coincidence rate in
terms of immanants. In a generalization of previous re-
sults, the distinguishability of a photon is not limited to
the temporal overlap of pulses but also include the po-
larization overlap. In the specific case of three polarized
photons, this means that, when two photons are indis-
tinguishable in time and in polarization, the rate will
contain a sum of moduli squared of the mixed symmetry
{2, 1} immanant and the permanent, with no contribu-
tion from the determinant of the rate matrix R(θ, τ ).
As we scale up to n photons, including input and out-
put states which may contain more than one photon, the
subset of immanants that can appear is determined by
the distinguishability of the input photons and computed
using permutational symmetry methods as per [22]. This
extends the usefulness of the symmetric group in multi-
photon interferometry to situations including polariza-
tion.
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Appendix A: Simplification of coincidence rate of
polarization-insensitive detection
In this appendix, we derive Eq. (46) in the main con-
text for the coincidence of polarized photons. With
proposition 1 in [22], for the measurement in Eq. (36)
we obtain the coincidence rate as
Cµ(θ; τ ) :=
∑
η∈Sµ
Cη(θ; τ ) =
∑
η∈Sµ
u†
η
(θ)R(τ )uη(θ).
(A1)
Each entry in uη is a function of the elements in the
submatrix of U . From Eqs. (13) and (20),
Uij = T˜Γ(i),Γ(j)P
(Γ(j))
γ(i),γ(j), (A2)
is an explicit element of U , where
γ(i) =
{
1 i ≤ m,
2 otherwise.
(A3)
indicates the polarization. On the other hand,
Γ(i) = i+m−mγ(i) (A4)
indicates which photon the state belongs to. Thus, when
vi ≤ m for all injected photons, and η ∈ Sµ, we obtain
γ(vi) = 1, Γ(vi) = vi,Γ(η) = µ. (A5)
Thus, each element in uµ is
(uη)k :=
n∏
i=1
Uη¯k
i
,vi
(θ) =
n∏
i=1
T˜µ¯k
i
,vi
P
(vi)
γ(η¯k
i
),1
(θ). (A6)
Then we write the polarization part out from uη as a
product of a diagonal matrix Kη, with diagonal elements
[Kη(θ)]kk =
n∏
i=1
P
(vi)
γ(η¯k
i
),1
(θ), for k = 1, 2, . . . , N, (A7)
and u with elements
uk =
n∏
i=1
T˜µ¯k
i
,vi
. (A8)
We first sum all output configurations with the rate ma-
trix according to∑
η∈Sµ
K†
η
(θ)R(τ )Kη(θ)
=
∑
σ∈Sn
Bσ(τ )
∑
η∈Sµ
K†
η
(θ)ΠσKη(θ). (A9)
The last summation is simplified to
 ∑
η∈Sµ
K†
η
(θ)ΠσKη(θ)


pq
=
∑
η∈Sµ
[
K∗
η
(θ)
]
pp
(Πσ)pq [Kη(θ)]qq
=
∑
η∈Sµ
n∏
i=1
P
∗(vi)
γ(η¯p
i
),1
(θ)δ(ση¯p, η¯q)
n∏
j=1
P
(vj)
γ(η¯q
j
),1
(θ)
=
{∑
η∈Sµ
∏n
i=1 P
∗(vσ(i))
γ(η¯pi ),1
(θ)P
(vi)
γ(η¯pi ),1
(θ), ση¯p = η¯q,
0, otherwise.
(A10)
And,
∑
η∈Sµ
n∏
i=1
P
∗(vσ(i))
γ(η¯p
i
),1
(θ)P
(vi)
γ(η¯p
i
),1
(θ)
=
n∏
i=1
[
P
∗(vσ(i))
11 (θ)P
(vi)
11 (θ) + P
∗(vσ(i))
21 (θ)P
(vi)
21 (θ)
]
.
(A11)
Thus, together with Eqs. (A8), (A9), (A10), and (A11),
we obtain the coincidence rate,
Cµ(τ ) = u
†R(θ; τ )u, (A12)
with
R(θ; τ ) :=
∑
σ∈Sn
Bσ(θ; τ )Πσ, (A13)
and
Bσ(θ; τ ) =
n∏
i=1
2∑
k=1
P
∗(vσ(i))
k1 (θ)P
(vi)
k1 (θ)Bσ(τ ) (A14)
=
n∏
i=1
βvσ(i),vi (θ; τ ), (A15)
with βij defined in Eq. (48).
9Appendix B: Equivalence between permanent-based formalism and immanant-based formalism
For simplification, we verify the equivalence between the immanant-based formalism before the block diagonalization
and the permanent-based formalism before tracing over one permutation index for the case when each mode is occupied
by no more than one photon. The general case is verified afterwards. Specifically, we verify the equivalence between
C(θ; τ ) = u†R(θ; τ )u (B1)
and Eq. (19) in [19].
We inject n photons into an optical interferometer U ∈ SU(m) with input configuration v. First we notice that
Eqs. (4) and (6) in [19] use a different definition of scattering matrix U . To demonstrate equivalence, we employ the
definition in [19] as the first index represents the input and the second index represents the output. Thus,
a
†
i 7→
m∑
j=1
Uija
†
j , (B2)
We also have
uk =
n∏
i=1
Uviµσk(i) , (B3)
where σk is the kth element in symmetric group Sn, and
Rij(θ; τ ) =
∑
σ∈Sn
Bσ(θ; τ )(Πσ)ij (B4)
=
∑
σ∈Sn
Bσ(θ; τ )δ(σσ
i, σj) = Bσj(σi)−1(θ; τ ). (B5)
We substitute them into the coincidence rate to obtain
C(θ; τ ) =
∑
i,j
u∗iRij(θ; τ )uj =
∑
i,j
n∏
k=1
U∗vkµσi(k)Bσj(σi)−1(θ; τ )
n∏
l=1
Uvlµσj (l)
=
∑
i,j
n∏
k=1
U∗vkµσi(k)Uvkµσj(k)
∏
l
βv
σj(σi)−1(l)
,vl(θ; τ ) =
∑
i,j
n∏
k=1
U∗vkµσi(k)Uvkµσj (k)βv(σi)−1(k),v(σj )−1(k)(θ; τ ) (B6)
=
∑
i,j
n∏
k=1
U∗v(σi)−1(k)µ(k)Uv(σj )−1(k)µ(k)βv(σi)−1(k),v(σj )−1(k)(θ; τ ). (B7)
If we define our new permutation operator ρ as ρ = σ−1, then
C(θ; τ ) =
∑
i,j
n∏
k=1
U∗v
ρi(k)η(k)
Uv
ρj(k)
η(k)βvρi(k),vρj(k)(θ; τ ) (B8)
agrees with Eq. (19) in [19] where we identify
β := S. (B9)
Let us make this verification explicit with m = n = 3. We start with the formalism in [19] or, equivalently, Eq. (B8).
Then
v = (1, 2, 3), η = (1, 2, 3). (B10)
The summation of Eq (B8) contains 36 terms, which is ultimately expressed compactly as
C =


U11U22U33
U11U23U32
U12U21U33
U12U23U31
U13U21U32
U13U22U31


†

β11β22β33 β11β23β32 β12β21β33 β13β21β32 β12β23β31 β13β22β31
β11β32β23 β11β33β22 β12β31β23 β13β31β22 β12β33β21 β13β32β21
β21β12β33 β21β13β32 β22β11β33 β23β11β32 β22β13β31 β23β12β31
β31β12β23 β31β13β22 β32β11β23 β33β11β22 β32β13β21 β33β12β21
β21β32β13 β21β33β12 β22β31β13 β23β31β12 β22β33β11 β23β32β11
β31β22β13 β31β23β12 β32β21β13 β33β21β12 β32β23β11 β33β22β11




U11U22U33
U11U23U32
U12U21U33
U12U23U31
U13U21U32
U13U22U31

 , (B11)
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ignoring the indices θ and τ for clarity. Introducing the permutation matrices
Π(23) =


0 1 0 0 0 0
1 0 0 0 0 0
0 0 0 1 0 0
0 0 1 0 0 0
0 0 0 0 0 1
0 0 0 0 1 0

 ,Π(12) =


0 0 1 0 0 0
0 0 0 0 1 0
1 0 0 0 0 0
0 0 0 0 0 1
0 1 0 0 0 0
0 0 0 1 0 0

 ,Π(123) =


0 0 0 1 0 0
0 0 0 0 0 1
0 1 0 0 0 0
0 0 0 0 1 0
1 0 0 0 0 0
0 0 1 0 0 0

 , (B12)
Π(132) =


0 0 0 0 1 0
0 0 1 0 0 0
0 0 0 0 0 1
1 0 0 0 0 0
0 0 0 1 0 0
0 1 0 0 0 0

 ,Π(13) =


0 0 0 0 0 1
0 0 0 1 0 0
0 0 0 0 1 0
0 1 0 0 0 0
0 0 1 0 0 0
1 0 0 0 0 0

 , (B13)
the rate is
C = β11β22β331 + β11β23β32Π(23) + β12β21β33Π(12) + β13β21β32Π(123) + β12β23β31Π(132) + β13β22β31Π(13).
Block diagonalization of the permutation matrices, which span in this specific case the regular representation of
S3, produces linear combinations of U1iU2jU3k related to immanants. Consequently, block diagonalization provides
additional information not contained in Eq. (B8) related to the permutation structure of the partially distinguishable
particles of the system. Importantly, block diagonalization does not depend on the nature or the origin of the βij
coefficients.
To be explicit, consider the matrix
V =
1√
6


1 1 1 1 1 1
1 −1 −1 1 1 −1√
3
2
√
3
2 −
√
3
2 0 −
√
3
2 0
− 1√
2
− 1√
2
− 1√
2
√
2 − 1√
2
√
2√
3
2 −
√
3
2
√
3
2 0 −
√
3
2 0
1√
2
− 1√
2
− 1√
2
−√2 1√
2
√
2


(B14)
This matrix (obviously independent of the details of the interferometer) transforms the rate matrix R(θ; τ ), containing
products of βij ’s as entries, to block-diagonal form. Using the notation βij = rije
iφij as per [29] yields
V R(θ; τ )V −1 =


P 0 0 0 0 0
0 D 0 0 0 0
0 0 A B 0 0
0 0 B∗ C 0 0
0 0 0 0 C B∗
0 0 0 0 B A

 (B15)
where
A = 1 + r
2
13
2
+
r223
2
− r212 − r12r13r23 cosϕ (B16)
B =
√
3
2
(
r213 − r223 − 2ir12r13r23 sinϕ
)
(B17)
C = 1− r
2
13
2
− r
2
23
2
+ r212 − r12r13r23 cosϕ (B18)
P = 1 + r213 + r223 + r212 + 2r12r13r23 cosϕ (B19)
D = 1− r213 − r223 − r212 + 2r12r13r23 cosϕ (B20)
and ϕ = φ31 + φ12 + φ23 is the triad phase consistent with the definition in Eq. (52) and where
φ31 = −φ13 (B21)
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has been used. The transformation V induces a change from:
u =


U11U22U33
U11U23U32
U12U21U33
U12U23U31
U13U21U32
U13U22U31

→ u˜ = V u (B22)
where u˜1 is the permanent of U(θ; τ ), u˜2 is the determinant of U(θ; τ ) and the remaining components are linear
combination of immanants for the irrep { 2, 1 } of S3 of the matrix U(θ; τ ) with some columns permuted [10, 11].
The transformation V also happens to diagonalize the permutation matrix Π(12) of Eq. (B12):
VΠ12V
−1 =


1 0 0 0 0 0
0 −1 0 0 0 0
0 0 −1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 −1

 (B23)
which singles out particle 1 and particle 2 for additional simple analysis. Indeed, if we make these two particles
indistinguishable, so that,
r12 → 1, r13 → r23, φ12 → 0, φ31 → −φ23 (B24)
then the matrix V R(θ; τ )V −1 collapses to a particular simple form, where
V R(θ; τ )V −1 →


2 + 4r223 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 2− 2r223 0 0
0 0 0 0 2− 2r223 0
0 0 0 0 0 0

 (B25)
showing that consistent with previous analysis, only the permanent of the original scattering matrix U(θ; τ ) plus
some combinations of immanants for the irrep { 2, 1 } will survive.
Finally, we note that if bosons 1 and 2 are indistinguishable in the input state |Ψin〉, this state will be an eigenstate
of Π12 with eigenvalue +1. It is therefore completely clear why only the entries of V R(θ; τ )V
−1 in Eq. (B25) that
remain after the substitution of Eq. (B24) are those corresponding to the eigenvalues +1 in Eq. (B23).
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