Let F(z) be regular in the unit disk A= [z:\z\ <l} and normalized by the conditions F(0) =0 and F'(0) = 1 and let 2/(z) = [zF(z) ]'. The paper deals with the mapping properties of /(z) when F(z) is known. For example, if F(z) is starlike of order a, 0£a<l, then the disk in which/(s) is always starlike of order ß, aaß<l, is determined. All results are sharp.
Introduction.
Let S denote the class of functions f(z) regular and univalent in the open unit disk A={z:|z|<l} which are normalized by the conditions/(0) = 0 and/'(0) = l. Furthermore, let 3C, S* and G denote the subclasses of § consisting of convex, starlike and close-to-convex functions; then, as is well known, 3CCS* CC Recently, Libera [2] showed that if f(z) is in X, S* or C, then F(z) = (2/z) fof(Ç)dt; is in 3C, S* or Q, respectively. On the other hand Livingston [3] has studied the converse question, i.e., he has studied the mapping properties of the function/(z) defined by /(*) = h{zF(z))', when F(z) is in one of the above subclasses of S (and ' denotes differentiation with respect to z). For example, he has proved that if F(z) is in S*, then/(z), given by (1.1), is starlike for | z| < § and, in general, in no larger disk centered at the origin. More recently Padmanabhan [5] has refined the results of Livingston by imposing further restrictions on the character of F(z). A normalized, regular and univalent function F(z) is starlike of order a, i.e., F(z)ES*(a), for 0^a<l, if and only if Re{zF'(z)/F(z)} >a for z in A. His main theorem shows that if F(z)E&*(<x), for 0¿a¿ J, then f(z), in (1.1) is starlike of the same order a, for |z| <{a -2 + (a2+4:)ll2}/2a.
He obtains analogous results when F(z) is convex of order a in A, written F(z) GX(a); when F(z) is in <2(a, ß), i.e., "close-to-convex of order a and type ß" in A as defined by Libera [l ] ; or in the case when Re { F'(z)} >a for z in A and 0 ¿a < 1.
[October The purpose of the present note is to extend and generalize the results of Padmanabhan in the following ways. His main theorem is extended to include the range of a when \ <a< 1 and generalized by finding the sharp radius of the disk in which Re {zf'(z)/f(z)} >ß when F(z) is inS*(a), 0^a<l, O^0<1 and ß^a. Also, if Re{F'(z)}>a, z in A, then the sharp radius of the disk for which Re{/'(s)| >ß is given explicitly for arbitrary a and ß in the interval [0,1).
2. Theorems and their proofs. This result cannot be improved.
Before giving the proof of this theorem we show, by specializing choices of a and ß, how this result implies some of the work of Padmanabhan [5] . We turn now to the proof of Theorem 1. F(z) is in §*(a) if and only if Re{zF'(z)/F(z)} >a for z in A. Consequently, there is a function oi(z) satisfying Schwarz's lemma such that
The definition of f(z), as in (1.1), yields
Equating these we have
and a differentiation gives
which together with (2.3) becomes
and Re \f(z) ) = Re (2.8)
Now, Re{z/'(z)//(z)} >ß only if the numerator of the last quotient in (2.8) is positive and this is implied by
Using the bound |o/(z)| á(l -|w(z)| 2)/(l-r2), \z\ =r, (see [4, p. 168]), and dividing by the positive factor | l+aw(z)| • | l+w(z)|, we see that (2.9) holds whenever (2.10)
Making use of our assumption that a^ß and using the relation |l+w(z)| =T + |w(z)| we see (2.10) is satisfied if (2.11)
(2.12)
Let ö(r) denote the quadratic defined in (2.1), let r0 be its smallest positive zero and restrict r so that r^r0. Q(0) = (l-ß) >0 and 
Let P(r) represent the coefficient of |w(z)| in (2.13) and ri be its smallest positive zero. P(0)<0, therefore P(r)<0 for 0^r<rx. We wish to show that roáfi-P(r)+<2(/) =2(a-j8)(l+2ar) ^0 for all r in the interval [0, l], hence we have, in particular, that Q(r{) =P(rx) + Q(ri) á0 and, therefore, r0^rx. Consequently, P(r) <0 for 0<r ^r0, and because |w(z)| ^r, (2. The relation in (2.14) is valid whenever r <r0. This gives the first part of Theorem 1.
To show these results are sharp for all admissible a and ß we need only replace co(z) by z in (2.8) and obtain the quadratic (2.1) in the numerator of the second term of (2.8). This term is zero at r0.
The authors were not able to obtain suitable results for the complementary case when ß<a by the above and other similar methods.
The remainder of this note deals with the case when F'(z) has a suitably restricted and positive real part in A. To simplify the presentation we introduce the class 0° and prove two lemmas relating to this class. P(z) is in (P if and only if P(z) is regular and Re{P(z)} >0 for z in A and P(0) = 1. Hi*).
(1 -2r cos(p + 4>) + r2)2
Therefore for fixed r,0¿r<l, and fixed p, we seek to minimize H(<b).
A differentiation shows that H'(<f>) =0 if and only if <¡> is -u, tt-jx or 0i where cos(n+<pi) = [3 -6r2 -ri]/[2r(l-3r2)].
The relation defining d>i has meaning only when r>\/7 -2, otherwise the magnitude of the defining expression exceeds 1.
Consequently, if 0^r^V7 -2, then the minimum of H(<p) is either H(-¡x) or H(ir-u) ; a brief calculation shows it is H(ir-¡x) and the value H(ir-n) appears in the lemma.
On the other hand if r exceeds y/1 -2, then the minimum is either H(w-u) or H(4>i).
-(r*+Srs+ I0r2-24r + 9)
Therefore H(<px) is the minimum when V7 -2<r<l; H(<pi) is the appropriate value appearing in (2.15).
Lemma 2. For \z\ =r, 0<r<l, and p is arbitrary, -1 ¿p ¿ 1, for the case V7 -2 <r < 1.
We now proceed to apply Lemma 2 in the proof of the following theorem. In the case a = 0, (2.19) has the form Since the two bounds given in (2.15) agree for r = y/l -2, then necessarily M(V7 -2) >0. It is easily checked that M(\) <0. Therefore M(r) has at least one root r0 such that (v7 -2)<r0<l. If we choose r0 to be the root closest to V7 -2, then Re{/'(z)}>/3 for \z\<U.
The statement about sharpness in the theorem follows, since the bounds given in the lemma are sharp.
