Introduction
The Pearson formulas for correcting correlation coefficients for restriction of range are based on crucial assumptions of linearity of regression and homoscedasticity of the error distributions. Some small studies of which that of Fidberg (1963) is the most comprehensive, have previously been undertaken to determine the accuracy of these formulas. The general result found by Rydberg and others previously is that for small or moderate degree of selection the Pearson formulas are reasonably accurate but with some tendency to undercorrect.
The present study was designed to investigate the accuracy of these formulas both for moderate and for extreme degrees of selection and to do so on many different types of variables.
The unique feature of the present study is the very large sample sizes available for each of the data sets. With sample sizes of approximately 20,000 cases it is possible to perform extreme selection and still maintain relatively large sample sizes in the selected group. Thas investigations in these restricted subpopulations will not suffer from overly erratic fluctuation because of small sample sizes. While it is too much to say that in the case of extreme selection, we can treat the sample correlations within any extreme selection group as the true population correlation, still sampling variation should not appreciably distort our findings.
The central importance of a correction for restriction of range is apparent on noting that when comparing two tests, for example, a new test and an old test, as predictors of some criterion it is seldom possible to obtain criterion correlations for the total applicant group. Almost always selection must continue on -2-the basis of the old test and a 'valid comparison between tests cannot be made unless an accurate correction for restriction of range is available. If a correction is not made the general tendency will be to show tae old test in a very unfavorable light, and thus to suggest the replacement of the old test with a new test when in fact such action is completely unwarranted.
In the present paper we restrict ourselves entirely to the case in which there exists a well defined explicit selection variable. Our purpose is to pin down as accurately as possible the range in which the Pearson formulas are acceptable both for explicit and incidentaLl selection and to suggest other methods for cases in which they are not. A major problem in the application of range restriction corrections is the difficulty in isolating the actual selection variable. In most applications in which test scores are used for selection, they are not used on an exclusive basis so that, in fact, many other variables enter into selection. A popular way of "handling" this problem is to use a multivariate selection formula bringing in data on many incidental selection variables. The efficacy or even the logical justification for this approach has never been demonstrated. Moreover it should be clear that such a technique can be valid only to the extent that the simpler univariate and bivariate explicit and incidental selection formulas are valid when selection has, in fact, been explicit. Thus we are thrust back to the fundamental task of evaluating the simplest selection formulas. If we are to aspire to a personnel technology, as opposed to a personnel alchemy, we must be sure that popular corrections really do provide the needed corrections.
Description of Data Sets
Two major data sets were used in this study. The first of these was that used by Halpern to obtain norms for the Preliminary Scholastic Aptitude Test (PSAT) and the Academic Interest Measures (AIM). Halpern's data consisted of test scores on approximately 60,000 students in 180 schools. These students had taken the PSAT, the AIM and had completed a student questionnaire. The PSAT provided a verbal aptitude and a mathematical aptitude score. The AIM provided measures of interest in Biological Sciences, English, Fine Arts, Mathematics, Social
Sciences, Secretarial, Physical Sciences, Foreign Languages, Music, Engineering, Home Economics, and Executive Occupations. Data from the student questionnaire
were not used in the present study. The PSAT-AIM data consisted of scores on approximately 21,000 sophomores, 20,000 juniors and 18,000 seniors. It was decided that for the present study we would limit ourselves to the juniors.
For this group data were available on 19,584 students. However data on many students were incomplete. Therefore for convenience it was decided to base our analysis only on those students who had complete scores on all PSAT and AIM scales. Data on 17,001 such students were available. The PSAT-V score is Distributions of Teat Scores Table 1 gives the approximate means and standard deviations for the group on each of the two PSAT scales and 12 AIM scales. Table 2 gives the univariate
Insert Tables 1 and 2 about here distributions of the PSAT-V and Q scores together with the percentage of the population at each score level and the cumulative percentage to that level.
A cursory inspection of Table 2 indicates that both PSAT distributions are positively skewed for this sample. This can be verified by noting that the coefficients of skewness of the distributions are .57 and .67 while a value of 0 would indicate a symmetric distribution. Since the mean of the PSAT-V scores is far below the center of possible values and nearly 7% of the scores are at the lowest attainable s;ore, 20, it is clear that for the PSAT-V scale there is in fact some floor effect. The fact that a score of 80 was not attained on either scale indicates that no ceiling effect was present. On the whole then the two tests were somewhat difficult for the population of examinees. The coefficients of kurtosis were also computed and found to be -.26 and -.27 indicating that each of the distributions was platykurtic. A primary interest of this study was to determine the degree of linearity and homoscedasticity to be found typically among psychological variables. In order to conveniently investigate these aspects for the PSAT-Q and PSAT-V bivarilate distribution it was decided to group the data into 21 small class intervals on each of the variables. The resulting bivariate plot is given in Table 4 .
Insert Table 4 about here Table 5 gives the means and standard deviations for each variable when the group is restricted to one of the class intervals on the second variable. In
Insert Thus apparently one of the necessary assumptions of the use of the Pearson formulas is reasonably well satisfied except for extreme selection while the second assumption is not.
In order to facilitate processing of the PSAT data it was decided to further group the data into class intervals on each of the V and Q scales so that as nearly as possible each interval on each scale contains 10% of the population. Table 6 gives a bivariate plot of the PSAT-V and Q scores grouped into these class intervals and the cumulative percentages for each class interval.
Insert Table 6 about here Table 7 gives the means and standard deviations for each variable when restricted subpopulations are defined by class intervals on the other variable.
Insert Table 7 The Army Classification Battery consists of 11 scales. The names of these scales and the number of items on which they are based are given in Table 8 .
Insert Table 8 about here -7-Thirteen of the scales were taken from the Army Differential MOS Battery. The names of these scales and the numbers of items on which each is based are given in Table 9 .
Insert Table 9 about here Table 10 gives the means and standard deviations of each of the ACB and Differential MOS scales in the applicant group. Table 12 gives the mean and standard deviation
Insert Table 12 about here of the V and A scores when each of these variables has been restricted to one of the class intervals on the other variable. For these data the homoscedasticity assumption seems better satisfied than in the PSAT data. Coefficients of skewness and kurtosis were computed for both the V and A scales. Coefficients of skerwmess are -.14 and -.15 and the coefficients of kurtosis are -. 36 and -. 21.
Experimental Method
The first analysis used the PSAT-AIM data. We performed explicit selection on PSAT-V and assumed incidental selection on PSAT-Q and the 12 AIM variables.
The strategy employed was to actually select on PSAT-V variable, determine the relevant correlations in the restricted population using the Pearson formula to correct for restriction of range and then to compare these adjusted values with
the actual correlations in the applicant group. Initial computations then involved determining means, standard deviations, and intercorrelations of the variables in the subpopulat.ons defined by outselection on the left on PSAT-V in the groups 20-21, 20-25, 20-28, 20-34, 20-3T, 20-41, 20-45, 20-51, and 20-56 . In addition these computations were made for the applicant group,
PSAT-V score 20-80.
The corrected correlation matrices and standard deviations were calculated assuming: there was explicit selection on variable X, PSAT-V; the variance of X, and the co;.relations and intercorrelations are known for the selected group and only the variance of X is available for the applicant group. The formulas used are given below. i these formulas small letters refer to the selected group, and capital letters refer to the applicant group. A similar procedure was used with the Army data. Explicit selection was made on ACB-V called the X variable and incidental selection was assumed for the other seven ACB variables. Again the analysis assumed that the correlations and intercorrelations were known for the selected group and the variances of X were available for both the selected and applicant groups.
Comparison of the corrected correlations from restricted population with the values from the applicant group did not show the Pearson formulas in good light particularly when selection was at all severe. This is documented in the next section. In an attempt to discover a more generally useful correction, particular attention was given to the scedastic functions. This was done because it was found that the failure of this function to be constant was the primary violation of assumptions exhibited by both sets of data, though more so for PSAT data than the Army data. While several techniques were studied only two showed any promise and only these techniques are reported on here. These techniques involved discarding the assumption of constant error variance and using the assumption that the error variances have a general linear form. Attempts were then made to estimate the parameters of this linear relationship and thus to estimate the residual variance in the total population and to usc this to obtain an improved correction for restriction of range.
Analysis of the PSAT-AIM Data
To evaluate the accuracy of the Pearson selection formulas with respect to the PSAT-AIM data, explicit selection was performed on PSAT-V with uccessive percentages in the selected group being approximately 10, 20, 3C, 4o, 50, 70, 80 *and 90. The general pattern of results is illustrated in Table 13 .
Insert Table 13 about here .75 this is certainly a clear and meaningful improvement, though, as found in previous studies,there is a tendency to undercorrect. Despite this substantial correction, however, one can question whether the correction is really adequate.
Suppose PSAT-V is the standard predictor of PSAT-Q and suppose that in current practice the selected group is 50% of the applicant group. Suppose further that a new predictor is being proposed and that this new predictor has a very low correlation with PSAT-V. (Actually this last assumption is most unlikely to occur in practice. We would be most fortunate if it did.) Then the restriction effect on the new predictor would be very small. In applications such as this an increase of .05 in the correlation coefficient would be considered a major advance, yet the Pearson extrapolated validity for the "old" test (PSAT-V) -is .04 less than the actual total population value. Clearly in such a case there can be little justification for having any faith in the analysis. To compound the problem further one needs only note that for all other variables the typical result has been an overcorrection.
The fact that the correction works substantially less well with the AIM scales is a clear reflection of the sensitivity of the correction formula to the linearity and homoscedasticity assumptions. These scales are based on fewer items than are the PSAT scales, therefore asymptotic normality and hence linearity and homoscedasticity are much less evident.
It is also worth noting that there is a definite tendency for the correction formulas to be more accurate when the correlation in the applicant population is substantial. When this correlation is near zero, the formulas seem to be of almost no value.
To evaluate the accuracy of the incidental selection formula we studied the correlations and extrapolated correlations between PSAT-Q and nine of the AIM variables. The results of this analysis are given in Table 14 -.
Insert Table 14 ing at a few selected results given in Table 15 .
Insert Table 15 has been a nontrivial overcorrection of even greater magnitude than the undercorrection in the PSAT-AIM data and again the correction with respect to all other variables has been an overcorrection.
i.1
To evaluate the accuracy of the incidental selection formula we examined Table 16 which gives the correlations and extrapolated correlations between ACB-A and six of the ACB scales. Here again the results were generally unsatisfactory.
Insert Table 16 about here
New Methods for Correcting Correlation Coefficients
Since the assumption of homoscedasticity of the error distribution does not appear to be satisfied for either data set, we attempted to find a procedure which would take into account the heteroscedasticity of errors. Using the linearity of regression assumption we have the following
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The standard deviations of the explicit and incidental selection variables, s and sy , in the selected group and the standard deviation of the explicit selection variable, SX , in the applicant group are known. The standard deviation of the incidental selection variable, Sy , in the applicant group has to be estimated to correct the correlation coefficient, rxy , for restriction of range. Two methods of estimating S were attempted.
New method 1 used the analysis of variance breakdown of total variance into the sum of (i) average within-class variance and (ii) among-class varianee.
Thus, to estimate the variance of the incidental selection variable in the applicant group we had to estimate the expected value of the conditional variances and the variance of the conditional means. Specifically this meant estimating T 2 (Ylx) and 8(Ylx) for those values of x in the rejected group.
The applicant group was divided into a selected group and a rejected group by selecting on an explicit selection variable. In the selected group, the conditional means and variances for the incidental selection variable were known for a number of intervals. These conditional means and variances were assumed to have a general linear form over these ordered intervals. By using least squares a straight line was fitted to the known conditional means of the incidental selection variable. The least squares estimates of the slope and intercept were used to obtain by extrapolaticn an estimate of the conditional mean for the incidental selection variable in the rejected group. The same procedure was used to estimate the conditional variance of the incidental selection variable in the rejected group. A weighted average of the known and estimated conditional variances of the incidental selection variable was used as a pooled estimate of the average conditional variance. The weights used were the number of persons in each class interval. Thus, an estimate of the first term in (5) was obtained.
The second term in (5) was estimated by using the relationship
An estimate for the average value of the incidental selection variable was calculated by pooling the known and estimated conditional means of the incidental selection variable. A similar procedure was used to estimate the average value of the squared conditional mean for the incidental selection variable. Hence, by using (6) an estimate of the variance of the conditional means was obtained.
The estimates of the average value of the conditional variance and the variance of the conditional means were combined using (5) to obtain an estimate for the total variance.
This procedure for estimating the total variance of the incidental selection variable was*used for each selected group except the first group. By using (4) the corrected correlation coefficients for each selected group were obtained. Tables 17 and 18 give these corrected correlation coefficients.
Insert Tables 17 and 18 about here New method 2 assumed that the variances of the incidental selection variable in the selected groups had a general linear form. A straight line was fitted to the variances of the incidental selecticn variable in the selected groups by using least squares. The least squares estimates of the slope and intercept were used to estimate the variance of the incidental selection variable in the applicant group. This procedure for estimating the variance of the incidental selection variable in the applicant group was used for each selected group except the first since at least two points are needed to fit a straight line. The corrected correlation coefficients for each selected group were obtained by using (4); the values are given in Tables 17 and 18 .
Summary
The results of this study strongly suggest that corrections for restriction of range are unsatisfactory even for moderate degrees of selection. Initial attempts to develop more sensitive techniques by relaxing the homoscedasticity assumption were not successful but further developments along these lines are possible. A more promising approach would involve transforming variables, particularly the criterion variable, so as to achieve the required linearity and hcmoscedasticity.
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ABSTRACT
The Pearson formulas for correcting correlation coefficients for restriction of range are based on crucial assumptions of linearity of regression and homoscedasticity of the error distributions. Some small previous studies have suggested that these formulas are reasonably accurate providing extreme selection is not involved. These studies tend to suggest that the formulas typically provide undercorrections in most instan-es. The present study involved two very large data sets and attempted to verify the accuracy or inaccuracy of these formulas and the assumptions on which they are based for both moderate and extreme selection. Generally, it was fouild that the linearity assumpt_ or: was reasonably well satisfied excep. in the extreme tails of the diztribution while the homoscedasticity assumption was not. in neither set of data lia correction formulas work a: well as previous research had led the authors to expect they would. Undoubtedly this was due to the invalidity of the homoscedasticity assumption. Some methods for taking into account heteroscedasticity of errors were studied and some very minor improvewsits were found. However, no method seems to have any general validity.
