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Abstract
The connection between the classical moment problem and the spectral theory of second
order difference operators (or Jacobi matrices) is a thoroughly studied topic. Here we
examine a similar connection in the case of the second order operator replaced by an
operator generated by an infinite band matrix with operator elements. For such operators,
we obtain an analog of the Stone theorem and consider the inverse spectral problem
which amounts to restoring the operator from the moment sequence of its Weyl matrix.
We establish the solvability criterion for such problems, find the conditions ensuring that
the elements of the moment sequence admit an integral representation with respect to an
operator valued measure and discuss an algorithm for the recovery of the operator. We
also indicate a connection between the inverse problem method and the Hermite–Padé
approximations.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
The classical Hamburger moment problem is closely connected with the
spectral theory of operators [1,2]. Denote by l2 the Hilbert space of complex
quadratic summable sequences and by (en)∞n=0 its standard orthonormal basis.
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Then, given a positive moment sequence S = (sn)∞n=0 of real numbers, we can
construct from it the infinite symmetric matrix
J =
b0 a0 0 0a0 b1 a1 0
0
. . .
. . .
. . .
 ai > 0, bi ∈R, i ∈ Z+,
consisting of three nontrivial diagonals (Jacobi matrix). This matrix generates a
minimal symmetric closed operator in the space l2 and in the basis (en)∞n=0, this
operator (also denoted by J ) has the matrix representation J . For any symmetric
operator A in Hilbert space H , there exists at least one operator valued function
of the real parameter λ such that:
(1) for λ2 > λ1, the operator Eλ2 −Eλ1 is positive;
(2) Eλ+0 =Eλ for all λ;
(3) for any f ∈H , we have limλ→−∞ ‖Eλf ‖ = 0, limλ→∞‖Eλf − f ‖ = 0;
(4) for any f ∈D(A) (the domain of A) and any g ∈H ,
(Af,g)=
∞∫
−∞
λd(Eλf,g); ‖Af ‖2 =
∞∫
−∞
λ2 d(Eλf,f ).
Function Eλ is called a spectral function of the symmetric operator A. (More
details can be found in [3].) For the operator J , the function ρ(λ) = (Eλe0, e0)
yields the solution of the Hamburger moment problem. Conversely, any solution
of the moment problem can be represented in this form [1]. This means that
sn =
(
J ne0, e0
)= (J n)0,0 =
∞∫
−∞
λn d(Eλe0, e0).
Thus, the construction of the operator J for a given S implies the solution of
the moment problem, and the construction of the matrix J from a given S can
be regarded as an inverse spectral problem for the corresponding operator J (the
recovery of J from its spectral function).
The following result, known as the Stone theorem, plays an important role in
the study of the moment problem:
Theorem. A selfadjoint operator A in a Hilbert space H admits the representa-
tion as a Jacobi matrix in some basis, if and only if it has a cyclic vector (i.e.,
there is an element φ ∈H such that the system (Anφ)∞n=0 is dense in H ).
In particular, this theorem implies that for any selfadjoint operator A with a
cyclic vector there exists the corresponding moment problem which has a unique
solution.
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In the present paper, we consider infinite non-symmetric matrices consisting
of finitely many nontrivial diagonals (band matrices) with operator elements.
Such infinite matrices with operator or matrix elements have various applications,
among which we mention the axiomatic field theory [4], the integration of
nonlinear equations [5], and the spectral analysis of differential operators with
polynomial coefficients [6]. In Sections 2 and 3, we consider the following
problems:
(i) find the conditions similar to those of the Stone theorem and characterizing
the operator A generated by our band matrix (Theorem 1);
(ii) describe an effective procedure for the recovery of the operator from some
moment sequence.
Namely, by analogy with the Jacobi matrix, we introduce the Weyl matrix for A
and call this sequence the moment sequence of the Weyl matrix of A. Theorem 2
contains the solvability criterion for this inverse problem, and in Theorem 3
we obtain some conditions ensuring that the elements of the moment sequence
admit an integral representation as moments of an operator valued measure. For
some classes of band operators with scalar elements, a similar inverse problem
was considered in [7–9]. At the end of Section 3, we consider some examples,
namely, for three diagonal band operators, we suggest an algorithm for restoring
the operator from the moment sequence of its Weyl matrix. Finally, in Section 4,
we consider the connection of the inverse problem method with the theory of
Hermite–Padé approximations and describe the Weyl matrix in terms of the
convergence of its Hermite–Padé approximant by a sequence of multi-indices
(Theorem 4).
2. On the characterization of operators generated by band matrices
Consider a matrix A = (Ai,k)∞i,k=0 whose elements are bounded linear
operators in a separable Hilbert space H ,
Ai,k ∈ L(H), Ai,k =O, k > i + r, i > k + q,
Ai,i+r , Ai+q,i are invertible, i  0, (1)
where O is the zero operator; r and q are fixed positive integers. Thus,
A=

A0,0 . . . A0,r O O . . . . . . . . .
A1,0 A1,1 . . . A1,r+1 O . . . . . . . . .
...
...
...
...
. . .
...
...
...
Aq,0 Aq,1 Aq,2 . . . . . . Aq,q+r O . . .
O Aq+1,1 Aq+1,2 Aq+1,3 . . . . . . Aq+1,q+r+1 . . .
O O . . . ... ... ... ... . . .

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is an infinite non-symmetric band matrix which consists of q + r + 1 nontrivial
diagonals. Any matrix of this structure will be denoted by A. Consider also the
matrix A∗ = (Bi,k)∞i,k=0,Bi,k =A∗k,i (adjoint of Ak,i).
An arbitrary infinite band matrix with scalar entries can generate linear
operators in l2. The matrix A can generate pseudo-linear operators in the space,
similar to l2 by its structure, in the same manner (all the necessary definitions
will be given below). This space represents a special case of the pseudo-Hilbert
spaces introduced by J. Berezanskij (the reader can find the basic facts concerning
the theory of pseudo-Hilbert spaces in [12], Part 7).
Denote as ( , )H and ‖‖H the scalar product and norm in H . We introduce the
Hilbert space
l2
(
H ; [0,∞))= {u= (un)∞n=0 | un ∈H, ∞∑
n=0
‖un‖2H <∞
}
,
(u, v)l2(H ;[0,∞)) =
∞∑
n=0
(un, vn)H ,
(so l2(H ; [0,∞)) is the orthogonal sum of an infinite sequence of the spaces H ).
We define the space lˆ 2 to be the space of bounded linear operators from H to
l2(H ; [0,∞)): lˆ 2 = L(H, l2(H ; [0,∞))).
Thus lˆ 2 is a vector space, and its elements also admit right multiplication by
the elements of L(H). For the elements of lˆ 2 (called pseudovectors), we define
the pseudo-scalar product
[U,V ] =U∗V ∈L(H); U,V ∈ lˆ 2,
U∗ ∈ L(l2(H ; [0,∞)),H ), adjoint of U.
The product [ , ] has properties similar to those of the usual scalar product, with
the elements of L(H) playing the role of scalars; see [12]. The topology in lˆ 2 is
to be the strong operator topology: for Un,U ∈ lˆ 2, Un → U if for each x ∈ H
Unx→ Ux (strongly) in l2(H ; [0,∞)).
The system {En}∞n=0 of pseudovectors from lˆ 2 such that its elements En are
defined by the relation:
Enx = y = (
n︷ ︸︸ ︷
0, . . . ,0, x,0, . . .), 0 ∈H, x ∈H ; y ∈ l2(H ; [0,∞));
is pseudo-orthonormal with respect to [ , ]:[
En,Em
]= δm,nE,
where E is the identity operator in H . This system is forming a pseudo-
orthonormal basis in lˆ 2 in the sense that for any U ∈ lˆ 2 the expansion
U =
∞∑
j=0
EjUj , Uj =
[
Ej ,U
]
,
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is convergent in lˆ 2. Thus, the space lˆ 2 can be defined in terms of coordinates,
so that its elements have the form U = (U0,U1, . . .), with Uj ∈ L(H) and the
series
∑∞
j=0 U∗j Uj being weakly1 convergent in L(H); [U,V ] =
∑∞
j=0U∗j Vj .
The norm in lˆ 2 is defined by the formula
‖U‖
lˆ 2 = sup‖x‖H1
( ∞∑
j=0
‖Ujx‖2H
) 1
2
.
The essential difference between the space lˆ 2 and ordinary Hilbert space
is that not every system of linearly independent pseudovectors can be pseudo-
orthonormalized (see [12], p. 554).
Definition. A function T with the domain D(T ) (where D(T ) is a subset of
lˆ 2 such that UΛ+ VΨ ∈ D(T ) for any U,V ∈D(T ) and Λ,Ψ ∈ L(H)), that
sends every pseudovector U ∈D(T ) into a pseudovector V = T U ∈ lˆ 2 is called
a pseudo-linear operator in lˆ 2, if
T (U + V )= T U + T V, T (UΛ)= (T U)Λ.
First consider the case of supi,k ‖Ai,k‖ C ∞ (here ‖‖ stands for the norm
of operators in H ). Then the matrices A and A∗ generate bounded pseudo-linear
operators in lˆ 2 defined on the entire space. We keep the same notation for the
matrices and the operators. The action of these operators on pseudovectors of the
basis is given by the formulas
AEk =Ek−rAk−r,k + · · · +Ek+qAk+q,k, (2)
A∗Ek =Ek−qA∗k,k−q + · · · +Ek+rA∗k,k+r . (3)
Hence, for X ∈ lˆ 2,X =∑∞k=0EkXk , we get
(AX)k =Ak,k−qXk−q + · · · +Ak,k+rXk+r ,
and also[
Ej ,AEk
]=Aj,k = [A∗Ej ,Ek].
Now, consider a more general pseudo-linear operator A which may be
unbounded, with the domain D(A) dense in lˆ 2 (in the strong operator topology).
Then we can correctly define the operator A∗ by the relation
[U,AV ] = [A∗U,V ] for V ∈D(A), U ∈D(A∗).
1 Or strongly, since U∗j Uj are nonnegative operators.
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Theorem 1. A pseudo-linear operator A in lˆ 2 with a dense domain admits the
matrix representation (1) in some pseudo-orthonormal basis, if and only if the
following conditions hold:
(i) there exist pseudovectors V 0, . . . , V q−1; U0, . . . ,Ur−1 such that for any
k ∈ Z+ pseudovectors V k and Uk , defined by the formulas
V k =AsV j for k = qs + j, s ∈ Z+, j = mod(k, q),
Uk = (A∗)sUi, k = rs + i, i = mod(k, r);
belong to the domains of the operators A and A∗ respectively;
(ii) the system {V k}∞k=0 is dense in lˆ 2, can be pseudo-orthonormalized and
span
{
V 0, . . . , V n
}= span{U0, . . . ,Un}, ∀n ∈ Z+.
Proof. Suppose that for the operator A in lˆ 2 the representation (1) is valid. This
means that formulas (2) and (3) hold for the elements of the pseudo-orthonormal
basis, and their direct application yields
span
{
V 0,V 1, . . . , V n
}= span{E0,E1, . . . ,En}= span{U0,U1, . . . ,Un}(
Ui =Ei, i = 0, . . . , r − 1).
It follows that {V k}∞k=0 is a complete system in lˆ 2, and from (2) we also find that
V k =E0α0,k + · · · +Ekαk,k,
where αk,k = Ak,k−q · · ·Aj+q,j is invertible. Therefore, the system {V k}∞k=0 can
be pseudo-orthonormalized.
Conversely, let the conditions of the theorem be fulfilled. Let us orthogonalize
the system {V k}∞k=0 and denote the resulting pseudo-orthonormal system by
{Ek}∞k=0. Since {V k}∞k=0 is complete in lˆ 2, it follows that {Ek}∞k=0 is a basis in
lˆ 2 and
span
{
V 0,V 1, . . . , V n
}= span{E0,E1, . . . ,En}
= span{U0,U1, . . . ,Un}. (4)
Hence, using the relation AV k = V k+q , we find that AEk ∈ span{E0, . . . ,Ek+q}.
Therefore,
Am,k =
[
Em,AEk
]=O for m> k + q.
Now consider the case m = k + q . Since {V k}∞k=0 can be pseudo-orthonor-
malized, the following relations are valid:
Ek = V 0α0,k + · · · + V kαk,k, αk,k is invertible;
V k =E0β0,k + · · · +Ekβk,k, βk,k is invertible.
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Thus,
Ak+q,k =
[
Ek+q,AEk
]= βk+q,k+qαk,k
is an invertible operator. Now, using (4), one can show that {Uk}∞k=0 also can be
pseudo-orthonormalized and A∗Ek ∈ span{E0, . . . ,Ek+r }. Thus, for m> k + r ,
we have[
A∗Ek,Em
]= [Ek,AEm]=Ak,m =O,
and the operators Ak,k+r are invertible. It follows that in the basis {Ek}∞k=0, the
pseudo-linear operator A admits matrix representation (1). ✷
3. On the inverse problem method
From the above definition it follows that a pseudo-linear operator represents
an ordinary linear operator in lˆ 2, so the basic facts of the spectral theory are valid
in case of the studied operators A.
The bounded pseudo-linear operator Rλ(A) defined on all lˆ 2 is called the
resolvent of A, if for any U ∈D(A) and V ∈ lˆ 2
Rλ(A)(λI −A)U =U, (λI −A)Rλ(A)V = V,
where I is the identity operator in lˆ 2. In that case the complex λ belongs to the
resolvent set of A, denoted as Ω(A).
We define the Weyl matrix for A as follows:
M(λ,A)= (Mm,n(λ))n=1,...,q
m=1,...,r ; Mm,n(λ)=
[
Em−1,RλEn−1
]
,
λ ∈Ω(A). (5)
In the scalar case, for q = 1, r = 1, the matrixM(λ,A) coincides with the Weyl
function for the corresponding Jacobi matrix (see, e.g., [10]).
Let us introduce the following system of formal power series with the
parameter λ ∈C\{0}:
Φk(λ)=
(
Φ1k (λ), . . . ,Φ
q
k (λ)
)∞
k=0,
Φnk (λ)=
∞∑
p=0
Φnp,k
λp+1
; Φnp,k = (Ap)k,n−1; n= 1, . . . , q. (6)
If the operator A is bounded, then the Neumann formula
Rλ(A)=
∞∑
k=0
Ak
λk+1
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is valid for its resolvent for |λ|> ‖A‖
L(lˆ 2). Using this formula, we can show that
for such λ, the operator valued functions Φnk (λ) are holomorphic at infinity and
Φnm−1(λ)=Mm,n(λ). This allows us to define, in the general case, the matrix of
formal power series Φnm−1(λ) as an asymptotic expansion of the Weyl matrix of
A at infinity:
M∞(λ,A)
def=
 Φ
1
0 (λ) . . . Φ
q
0 (λ)
...
...
Φ1r−1(λ) . . . Φ
q
r−1(λ)
 . (7)
Now we are able to formulate the inverse problem: find an algorithm for restoring
the elements of A and establish the solvability criterion for the inverse problem in
terms ofM∞(λ,A). In our further considerations, it is assumed that
Ai,i+r are known.
The elements Φnk (λ) generate the following linear mapping from P(L(H)) (the
ring of polynomials with coefficients in L(H)) to L(H): for
F(λ)=
i∑
p=0
Fpλ
p, Fp ∈ L(H),
let
{
F(λ),Φnk (λ)
} def= i∑
p=0
FpΦ
n
p,k.
The operatorE is also regarded as a zero mapping. For these mappings, we define
the right and the left multiplication by polynomials as follows:{
F(λ),G(λ)Φnk (λ)
}= {F(λ)G(λ),Φnk (λ)},{
F(λ)Φnk (λ),G(λ)
}= i∑
p=0
j∑
l=0
FpΦ
n
p+l,kGl,
where G(λ)=
j∑
l=0
Glλ
l.
So the knowledge of Φnp,k uniquely determine the mapping generated by Φnp(λ).
Now consider the following difference equation corresponding to the matrix A
Ak,k−qYk−q +Ak,k−q+1Yk−q+1 + · · · +Ak,k+rYk+r = λYk. (8)
Here we define the (nonexistent) elements of matrix A with negative indices as
Ak,k−q =−E, Ak−q+j,k =O, 0 k < q, 1 j < q − k, (9)
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We introduce the following systems of vector polynomials with coefficients
in L(H):
Tk(λ)=
(
T 1k (λ), . . . , T
r
k (λ)
)
, Rk(λ)=
R
1
k (λ)
...
R
q
k (λ)
 , k = 0, . . . ,∞,
T
j
kr+i−1(λ)= δi,j λkE, i, j = 1, . . . , r;
R
j
kq+i−1(λ)= δi,j λkE, i, j = 1, . . . , q.
In other words,
T0(λ)= (E,O, . . . ,O), T1(λ)= (O,E, . . . ,O), . . . ,
Tr(λ)= (λE,O, . . . ,O), . . . ,
R0(λ)=

E
O
...
O
 ,R1(λ)=

O
E
...
O
 , . . . ,Rq(λ)=

λE
O
...
O
 , . . . .
Consider also the systems of polynomials
P(λ)= (Pk(λ))∞k=−q = (P 1k (λ), . . . ,P rk (λ))∞k=−q ,
and
Q(λ)= (Qk(λ))∞k=−q = (Q1k(λ), . . . ,Qqk (λ))∞k=−q,
satisfying Eq. (8) and the initial conditions
Pk(λ)=O, k =−q, . . . ,−1; Pk(λ)= Tk(λ), k = 0, . . . , r − 1;
Qik(λ)= δk+q+1,iE, k =−q, . . . ,−1,
Qk(λ)=O, k = 0, . . . , r − 1.
Note that (Pk(λ))∞k=0 satisfies the same operator equation as the eigenvectors
of A:
(AY )k = λYk, k  0. (10)
The polynomials P(λ) and Q(λ) form a fundamental system of solutions of
Eq. (8) and are analogs of the polynomials of the first and the second kind for
scalar Jacobi matrices.
From the definition of Pk(λ) and the invertibility of Ak,k+r , it follows that
Pk(λ)=
k∑
i=0
bi,kTi(λ), k  0, bi,k ∈ L(H),
bk,k =A−1k−r,kA−1k−2r,k−r · · ·A−1l,l+r , where l = mod(k, r). (11)
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Substituting these expressions into (10), we obtain the following recurrent
relations for the elements of the matrix A:
Ak,k−j =
(
bk−j−r,k − bk−j,k+r −
j−1∑
i=−r+1
Ak,k−ibk−j,k−i
)(
b−1k−j,k−j
);
j =−r + 1, . . . , q; i  j ; here bp,i =O for p < 0. (12)
Lemma 1. For any λ ∈C\{0}, we have
Φk(λ)= Pk(λ)M∞(λ,A)−Qk(λ). (13)
Proof. Let G(λ)= (Gk(λ))∞k=0 be the following set of formal power series:
Gk(λ)=Φk(λ)+Qk(λ)− Pk(λ)M∞(λ,A).
First of all, using the definition of the elements in the right-hand side of the above
formula, we find that Gk(λ)=O for k = 0, . . . , r − 1. Then using (6) and (9) we
check that Y (λ) = (Φk(λ)+Qk(λ))∞k=0 satisfies Eq. (10). Hence G(λ) satisfies
(10) and therefore Gk(λ)=O for all k. ✷
Relation (13) may be considered as an analog of the Weyl formula for scalar
second order differential and difference operators ([1], Part 1). The next lemma
shows that polynomials Pk(λ) satisfy the condition of orthogonality with respect
toM∞(λ,A).
Lemma 2. The following relation is valid:
{
E,Pk(λ)M∞(λ,A)Rj (λ)
}= h times︷ ︸︸ ︷Ak,k−qAk−q,k−2q · · ·Al+q,l δk,jE,
0 j  k, k  0, k = hq + l, h ∈ Z+, l = mod(k, q); (14)
where{
E,Pk(λ)M∞(λ,A)Rj (λ)
}= r∑
m=1
{
E,Pmk (λ)Φ
t+1
m−1(λ)λ
pE
}
,
and j = pq + t , p ∈ Z+, t = mod(j, q).
Proof. First, consider the case of j = 0, . . . , q − 1 and k  0. Using Lemma 1
and formula (6), we obtain{
E,Pk(λ)M∞(λ,A)Rj (λ)
}= {E,Φk(λ)Rj (λ)}+ {Qk(λ)Rj (λ),E}
= {E,Φk(λ)Rj (λ)}= {E,Φj+1k (λ)}
=Φj+10,k =
(
A0
)
k,j
= δk,jE.
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Now we apply induction on j . Let our formula is valid for j = 0, . . . , j˜−1, i  q .
Then for k  j˜ we get{
1,Pk(λ)M∞(λ,A)Rj˜ (λ)
}= {1,Pk(λ)M∞(λ,A)λRj˜−q(λ)}
= {1, λPk(λ)M∞(λ,A)Rj˜−q(λ)}
=
{
1,
r∑
l˜=−q
Ak,k+l˜Pk+l˜M∞(λ,A)Rj˜−q (λ)
}
=Ak,k−q
{
1,Pk−q(λ)M∞(λ,A)Rj˜−q(λ)
}
=Ak,k−qAk−q,k−2q · · ·Al+q,lδk,j˜E. ✷
Lemma 2 is similar to the matrix version of the Shohat–Favard theorem (see
Theorem 2 in [11]).
Let us introduce the following notation:
αi,j =
{
1, Ti(λ)M∞(λ,A)Rj (λ)
}
, i, j  0.
Substituting (11) into (14), we come to the system
k∑
i=0
αi,j bi,k =Ak,k−qAk−q,k−2q · · ·Al+q,lδk,jE, 0 j  k. (15)
Therefore, if we calculate bi,k from (15), it becomes possible to recover the
elements of A from (12).
Definition. The sequence of matrices
S
(
M(λ,A)
)= (Sp)∞p=0; Sp =
S
1,1
p . . . S
1,q
p
...
...
S
r,1
p . . . S
r,q
p
 , where
Sm,np =Φnp,m−1 =
(
Ap
)
m−1,n−1 ∈L(H),
m= 1, . . . , r, n= 1, . . . , q; (16)
is called the moment sequence of the Weyl matrixM(λ,A).
Comparing (16) with (7), (6), we see that the objects S(M(λ,A)) and
M∞(λ,A) are equivalent; S(M(λ,A)) represents the coefficients of the series
forming M∞(λ,A). To get more information about these objects, consider the
transpose of the matrix A, denoted by A+ = (A+i,k)∞i,k=0, A+i,k = Ak,i , and the
system of polynomials
P+ = (P+k (λ))∞k=−r = (P 1,+k (λ), . . . ,P q,+k (λ))∞k=−r
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satisfying the difference equation
Y+k−rAk−r,k + Y+k−r+1Ak−r+1,k + · · · + Y+k+qAk+q,k = λY+k , k  0
(here Ak−r,k =−E, Ak−r+j,k =O, 0 k < r, 1 j < r − k);
and the initial conditions
P+k (λ)=O, k =−r, . . . ,−1;
P
n,+
k (λ)= δk,n−1E, k = 0, . . . , q − 1, n= 1, . . . , q.
Then, using the same arguments as in the proof of Lemma 2, we obtain{
E,Pk(λ)M∞(λ,A)P+j (λ)
}= δk,jE, k, j  0,
so that Pk(λ) and P+k (λ) are orthogonal with respect to M∞(λ,A). Thus,
M∞(λ,A) regarded as a mapping represents a generalized spectral function of
Marchenko type [13,14] for the operator A. This is why our inverse problem
method may be considered as a version of the inverse spectral problem method
for A.
Now we are able to formulate the solvability criterion for the inverse problem
for A in terms of the moment sequence of its Weyl matrix. First of all, using the
definition of Ti(λ) and relations (16), we find that
αi,j = St+1,t˜+1p+p˜ for i = pr + t, j = p˜q + t˜;
t = mod(i, r), t˜ = mod(j, q). (17)
Theorem 2. The sequence
S
(
M(λ,A)
)= (Sp)∞p=0; Sp =
S
1,1
p . . . S
1,q
p
...
...
S
r,1
p . . . S
r,q
p
 ,
Sm,np ∈L(H), m= 1, . . . , r, n= 1, . . . , q,
is the moment sequence of the Weyl matrix of a pseudo-linear operator in lˆ 2
generated by A if and only if the following conditions hold:
(i) Sm,n0 = δm,nE;
(ii) for any k ∈ Z+, the operator ;k in
lˆ 2k = L(H)⊕L(H)⊕ · · · ⊕L(H)︸ ︷︷ ︸
k+1 times
defined by the relations
;ku=
(
(;ku)0, . . . , (;ku)k
) for u= (u0, . . . , uk) ∈ lˆ 2k ,
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(;ku)j =
k∑
i=0
uiαi,j , j = 0, . . . , k,
where αi,j are given by (17), is invertible.
Proof. Necessity. Condition (i) follows from (16). To prove condition (ii), we
first note that ;k for k = 0 is the identity operator in lˆ 20 = L(H). Fix k  1 and
consider the system
k∑
i=0
uiαi,j = vj , j = 0, . . . , k, (18)
with the unknown ui . Let the vector-polynomial U(λ)=∑ki=0 uiTi(λ) be given.
Then we get
{
E,U(λ)M∞(λ,A)Rj (λ)
}= k∑
i=0
uiαij ,
so that the coefficients of U(λ) yield the solution of the system. Now, using (11),
we get
U(λ)=
k∑
i=0
ciPi(λ),
and we come to a system equivalent to (18),
k∑
i=0
ci
{
E,Pi(λ)M∞(λ,A)Rj (λ)
}= vj , j = 0, . . . , k.
Then, using Lemma 2, we obtain
j∑
i=0
ci
{
E,Pi(λ)M∞(λ,A)Rj (λ)
}= vj , j = 0, . . . , k;{
E,Pj (λ)M∞(λ,A)Rj (λ)
}=E, j = 0, . . . , q − 1;{
E,Pj (λ)M∞(λ,A)Rj (λ)
}=Aj,j−q · · ·Al+q,l,
j = q, . . . , k; l = mod(j, q).
The matrix of this system with respect to ci is upper triangular and has invertible
elements on its main diagonal. Therefore, for any vj , the solution of the system
exists and is unique. Thus, ;k is a bijection of lˆ 2k and to complete the proof of
condition (ii), it remains to apply the Banach theorem about the inverse operator.
In order to prove the sufficiency, we note that condition (ii) ensures that system
(15) with unknown bj,k has a unique solution (in (15) we assume that bk,k are
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known in advance), so we can calculate the elements of A according to (12) and
prove that the Weyl matrix of A coincides with the givenM(λ,A) (the method of
proof is similar to [8]). ✷
Thus, we have shown that there are infinitely many operators A corresponding
to the same moment sequence. Some details about spectral properties of these
operators in the case of q = r = 1 can be found in [15]. It is possible to prove that
for all such operators, the values
A˜k =Al˜,l˜+rAl˜+r,l˜+2r · · ·Ak−r,kAk,k−qAk−q,k−2q · · ·Al+q,l ,
l˜ = mod(k, r), l = mod(k, q),
are the same.
Now consider the case of r = q = h. In this situation, the square matrices
Sp ∈ S(M(λ,A)) are bounded operators in the Hilbert space
l
(
H ; [0, h))=H ⊕H ⊕ · · · ⊕H︸ ︷︷ ︸
h times
.
For the operators Sp we can consider the same moment problem as for scalars:
find the conditions ensuring that there exists an operator valued measure which
gives the integral representation of Sp . In order to study this problem, we use
the results of Kostyuchenko and Mityagin [16,17], who obtained (on the basis
of their research on the structure of positive functionals on nuclear spaces)
some solvability criteria for the multidimensional moment problem, including
the operator case. Combining our results with Theorem 7 from [17] (its simplest
version), we come to the following result.
Theorem 3. Let r = q = h and (Sp)∞p=0 = S(M(λ,A)). Suppose that this
sequence is positive-definite in the sense that
N∑
i,j=0
ξi ξ¯j (Si+j f, f ) 0, N ∈ Z+,
for any set of ξi ∈C, i = 0, . . . ,N , and f ∈ l(H ; [0, h)) (here, ( , ) stands for the
scalar product in this space).
Then, there exists an operator valued positive nonorthogonal measure E(λ)
such that
Sp =
∞∫
−∞
λp dE(λ),
(thus, (Spf,g) =
∫∞
−∞ λp d(E(λ)f,g) for any f,g ∈ l(H ; [0, h))). If the se-
quence of the norms ap = ‖Sp‖ satisfies the Carleman condition
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∞∫
1
logC(t)
t2
dt =+∞, C(t)= sup
p=0,1,...
tp√
a2p
(
t ∈ [1,∞)),
then the measure E(λ) is unique.
Note that if we take an orthogonal operator measure F(λ) and construct
(if possible) the moment sequence Sp =
∫∞
−∞ λ
p dF(λ), then, owing to the
orthogonality of F(λ), we get Sp = Sp1 . It can be easily shown (e.g., in the case
of h = 1) that operators ;k from Theorem 2 constructed from such moment
sequences are noninvertible. Thus, orthogonal operator measures are unsuitable
for the construction of the band operator A.
In view of the above, in can be claimed that we have obtained a formal solution
of the inverse problem:
S
(
M(λ,A)
)
, Ai,i+r
(11)→ bk,k (15)→ bi,k,Ai+q,i (11)→ Pk(λ) (12)→ other Ai,k
(here the numbers of corresponding formulas are given in brackets). The weak
point of such solution is the absence of an explicit formula for the solution of the
system (15) (in the scalar case the Cramer rule could be applied to (15)). So we
still need to find the constructive procedure of recovery the elements of of A from
a given S(M(λ,A)).
Consider the case of q = 1, r = 1, which corresponds to the matrix A with
three diagonals.
For a fixed l ∈ Z+, consider the matrix
A(l) = (Ai+l,j+l )∞i,j=0.
In other words, the matrix A(l) is obtained from A by erasing its first l rows and
l columns. Thus, the matrix A(l) has the same band structure as A and we can
define the Weyl matrix of A(l) and its moment sequence
S(l)
(
M(λ,A)
)= {(S(l)p )}∞p=0 = {(S1,1(l)p )}∞p=0,
S(l)p =
((
A(l)
)p)
0,0
(
S(0)
(
M(λ,A)
)= S(M(λ,A))).
It can be easily shown that
Al,l =
(
A(l)
)
0,0 = S(l)1 ,
Al,l+1Al+1,l =
(
A(l)2
)
0,0 −
(
A(l)
)
0,0
(
A(l)
)
0,0 = S(l)2 − S(l)21 .
These formulas define the elements of the zero row and the zero column of
A(l) (Al,l+1 are known). Therefore, in order to get the full algorithm, we have
to describe the procedure of getting S(l)(M(λ,A)) from S(M(λ,A)); in other
words, we have to “rise” the index l:
S(l)
(
M(λ,A)
)→ S(l+1)(M(λ,A)).
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Theorem 4. The following formula is valid:
Sl+1p =A−1l,l+1Dp+1
(
Sl
)
D1
(
Sl
)−1
Al,l+1, p ∈ Z+,
where
Dp
(
Sl
)= ∑
i1+···+ik=p+1
(−1)k+1Sli1 · · ·Slik ; i1, . . . , ik  1
and the summation is over all k-tuples (i1, . . . , ik) satisfying the above conditions.
Such an algorithm for Al,l+1 = E was used in [13] for the integration of the
Toda lattice with operator coefficients; for r = 1 and arbitrary q one may find a
similar algorithm in [18].
4. Connection between the inverse problem method and the Hermite–Padé
approximations
Consider the following Hermite–Padé problem at infinity for matrices (here we
use the notation from [11]):
Let F(z) be an r × q matrix whose elements are operator valued functions
f m,n = fm,n(λ)=
∞∑
p=0
f
m,n
p
λp+1
, m= 1, . . . , r; n= 1, . . . , q;
f m,np ∈L(H), (19)
each being a formal power series with operator coefficients. Fix two multi-
indices l = (l1, . . . , lr ) and k = (k1, . . . , kq) of orders |l| = l1 + · · · + lr and
|k| = k1 + · · · + kq such that |l| = |k| + 1. We seek polynomials H 1, . . . ,H r
in P(L(H)) which do not vanish simultaneously, have their respective degrees
not greater than l1 − 1, . . . , lr − 1, and for some polynomials Kn in P(L(H)),
n= 1, . . . , q , satisfy the relations
D1 =H 1f 1,1 + · · · +Hrf r,1 −K1 = c1
λk1+1 + · · ·
...
Dq =H 1f 1,q + · · · +Hrf r,q −Kq = cq
λkq+1 + · · ·
cn ∈L(H), n= 1, . . . , q.
Denoting by O(1/λk+1) the right-hand side of this system, we can rewrite it in
matrix form,
D =HF(λ)−K =O
(
1
λk+1
)
,
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where H = (H 1, . . . ,H r), K = (K1, . . . ,Kq), D = (D1, . . . ,Dq). We restrict
ourselves to regular multi-indices. Namely, a multi-index k = (k1, . . . , kq) ∈ Zq+
is said to be regular if
k1  k2  · · · kq  k1 − 1,
in other words, for k ∈ Z+, k = dq + h, h= mod(k, q), we have
k = (kn)qn=1, k1 = · · · = kh = d + 1, kh+1 = · · · = kq = d,
and therefore, k uniquely determines k.
Definition. The matrix F(λ) defined by (19) is called weakly perfect if for any
k ∈ Z+, the operators ;˜k in lˆ 2k defined by the relations
;˜ku=
(
(;˜ku)0, . . . , (;˜ku)k
)
for u= (u0, . . . , uk) ∈ lˆ 2k ,
(;˜ku)j =
k∑
i=0
uiα˜i,j , j = 0, . . . , k;
where α˜i,j = f t+1,t˜+1p+p˜ for i = pr + t, j = p˜q + t˜;
t = mod(i, r), t˜ = mod(j, q),
are invertible.
For the matrix F(λ) with scalar entries one may find a similar definition in [11],
p. 101.
The polynomials
P˜k(λ)=
k∑
i=0
b˜i,kTk(λ) with invertible b˜k,k,
where Tk(λ) are defined in Section 2, are said to have the maximal order.
Lemma 3. If F(λ) is weakly perfect, then for any k ∈ Z+, there exist polynom-
ials P˜k(λ) = (P˜ 1k (λ), . . . , P˜ qk (λ)) of maximal order which satisfy the following
conditions:Dk(λ)= P˜k(λ)F(λ)−K =O
(
1
λk+1
)
,
the order of approximation is maximal,
(20)
where k is a regular multi-index generated by k,K =K(λ)= (K1(λ), . . . ,Kq(λ)),
Kn(λ) ∈ P(L(H)); the last condition means that
Dk(λ) =O
(
1
λl+1
)
if l = k + 1.
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Problem (20) has a unique solution with respect to the polynomials P˜k(λ) of
maximal order up to the multiplication by an invertible operator in L(H).
Proof. The first condition in (20) means that
P˜k(λ)F(λ)=
(
G1(λ), . . . ,Gq(λ)
)
,
where Gn(λ) are formal power series such that the coefficients of their first kn,
n= 1, . . . , q , negative powers of λ are zero operators in L(H).
This leads us to the following system with respect to b˜i,k :
k∑
i=0
b˜i,kα˜i,j =O, j = 0, . . . , k − 1.
Hence we obtain the system
k−1∑
i=0
b˜i,kα˜i,j = b˜k,kα˜k,j ,
which always has a solution, because ;˜k−1 is invertible and as b˜k,k we can take
any invertible operator in L(H). The polynomials P˜k(λ) give an approximation
of maximal order. Indeed, if Dk(λ)=O(1/λl+1) for l = k + 1, then
k∑
i=0
b˜i,kα˜i,j =O, j = 0, . . . , k,
and because of the invertibility of ;˜k , this system has only the trivial solution.
The function K(λ) defines the polynomial part of P˜k(λ)F(λ). ✷
Now returning to our case of the operator A and comparing the above results
with Theorem 2, we obtain the following characterization of the Weyl matrix ofA:
Theorem 5. Let
F(λ)= (f m,n(λ))n=1,...,q
m=1,...,r , f
m,n(λ)=
∞∑
p=0
f
m,n
p
λp+1
,
be a matrix whose elements are formal power series with coefficients in L(H) and
f
m,n
0 = δm,nE. Then F(λ) is the asymptotic Weyl matrix of some band operator
A :F(λ)=M∞(λ,A) if and only if it is weakly perfect.
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