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Abstract
Discrete graph cuts and continuous max-flow theory have created a paradigm shift in many
areas of medical image processing. As previous methods limited themselves to analytically
solvable optimization problems or guaranteed only local optimizability to increasingly complex
and non-convex functionals, current methods based now rely on describing an optimization
problem in a series of general yet simple functionals with a global, but non-analytic, solution
algorithms. This has been increasingly spurred on by the availability of these general-purpose
algorithms in an open-source context. Thus, graph-cuts and max-flow have changed every
aspect of medical image processing from reconstruction to enhancement to segmentation and
registration.
To wax philosophical, continuous max-flow theory in particular has the potential to bring a
high degree of mathematical elegance to the field, bridging the conceptual gap between the dis-
crete and continuous domains in which we describe different imaging problems, properties and
processes. In Chapter 1, we use the notion of infinitely dense and infinitely densely connected
graphs to transfer between the discrete and continuous domains, which has a certain sense of
mathematical pedantry to it, but the resulting variational energy equations have a sense of ele-
gance and charm. As any application of the principle of duality, the variational equations have
an enigmatic side that can only be decoded with time and patience.
The goal of this thesis is to show the contributions of max-flow theory through image
enhancement and segmentation, increasing incorporation of topological considerations and in-
creasing the role played by user knowledge and interactivity. These methods will be rigorously
grounded in calculus of variations, guaranteeing fuzzy optimality and providing multiple solu-
tion approaches to addressing each individual problem.
Keywords: optimization-based segmentation, image enhancement, variational optimization,
convex optimization
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In effect, description is to the object what
the proposition is to the representation it
expresses: its arrangement in a series,
elements succeeding elements.
MICHEL FOUCAULT
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Preface
To the reader, this thesis focuses on a relatively recent technical and theoretical development
in image processing: continuous max-flow. Continuous max-flow theory is a continuous ana-
logue to graph-cut theory which has received wide attention from computer scientists since
the 1950s and computer vision scientists since the 2000s. The continuous max-flow commu-
nity however grew out of the convergence of many different mathematical theories, notably
graph-cuts, variational optimization and level set optimization, all of which tended towards
conflicting notation.
I have attempted to reconcile the notation used by the many authors in the continuous max-
flow community, to express discrete graph-cuts in an analogous notation, and to enforce some
notion of stylistic integrity. If I do not use the reader’s preferred notation in any particular
section, I apologize. My goal is only to emphasize the growth of the field and the many
similarities contained within.
On a related note, the literature contains many a phrase like “Optimize f(x) which can be
done analytically” and leaves it at that. Wherever possible, I have replaced this with the an-
alytic solution. I present pseudocode for many algorithms in a style that I hope is readily
understandable and implementable. Once again, the goal is clarity and completeness, not ob-
fuscation. To make this possible, one must assume a certain degree of background knowledge
of the reader, such as the standard notation in formal logic and set theory.
I hope you find this thesis to be informative and hopefully entertaining.
Regards,
John S.H. Baxter
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Chapter 1
Introduction
1.1 Images and Image Labelling Problems
What is an image? To begin on a formal note, an image is an intensity function, I(x) : Ω → I,
which maps a spatial location x ∈ Ω, to an intensity i ∈ I, often a real vector of pre-defined
dimensionality (i.e. I = Rn). How one understands or models this intensity function and its
underlying spatial domain Ω has a large effect on what form image analysis problems can take.
Changing how Ω is interpreted changes what mathematical formalisms can be expressed.
For example, one could consider a photograph or natural image to be a functional of a finite
2D lattice of pixels (that is, Ω is a finite set). Because the domain Ω is a discrete lattice, the
traditional concept of derivatives and curvature do not exist, requiring infinitesimally small but
non-zero distances. (Approximations or analogues such as calculus of finite differences exist
and somewhat bridge the gap in formalisms, but still illustrate that differences in the topology
of the spatial domain have an effect on how the labelling problem is formulated.) If instead the
natural image is interpreted as having a 2D continuum domain Ω, rather than a lattice, these
traditional notions based on infinitesimally small distances are restored, encouraging us to
use a different collection of theoretical tools to address labelling problems using this image as
input.
This thesis will concentrate on low-level labelling (or just labelling) problems. These are
image analysis problems that can be expressed in the form of a labelling function, u(x), which
maps spatial locations on the image, x ∈ Ω, to one of:
• an element of a predefined finite set of values (i.e. image partitioning),
• a subset of a predefined finite set of values (i.e. image segmentation),
• a continuous interval of values (i.e. image enhancement, restoration, filtering, etc...), or
• a location in another spatial domain (i.e. image registration).
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(a) Image featuring two over-
lapping circles.
(b) Segmentation with seg-
mented objects shown in white.
(c) Partition with partition re-
gions shown in white.
Figure 1.1: Example of the difference between segmentation and partitioning. Segmentation problems
may, in general, involve regions that overlap or may not cover the image. Partitioning problems require
non-overlapping regions which altogether cover the entire image.
1.1.1 Partitioning and Segmentation Problems
The reader may confused over why there is a difference between a partitioning problem and
a segmentation problem. In fact, a partitioning problem can be expressed as a subset of seg-
mentation problems in which the subsets mapped to always contain only one element. In some
segmentation problems, this may not be the case, especially if objects overlap or if one object
is described as spatially containing another such as a vessel containing a lumen. Although this
distinction may appear pedantic, it will become important later on.
Figure 1.1 shows an example of the difference between segmentation and partitioning prob-
lems. The key difference is that segmentation problems are more general; they do not require
the regions being segmented to be disjoint or to cover the entire image. Partitions on the other
hand, must cover the entire image and cannot be overlapping.
Often, the labelling function will be described in terms of an indicator function. In those
cases, the indicator function corresponding to a particular label, L, will be written as uL(x). In
a segmentation or partitioning problem, these indicator functions can be defined as:
uL(x) =
 1, if x ∈ L0, else (1.1)
which have the property that if a subset of L’s, L, forms a partition:∑
∀L∈L
uL(x) = 1. (1.2)
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Fuzzy indicator functions are a less constrained type of indicator function that take on a value
in the interval [0, 1] with higher values being indicative of membership in the corresponding
label. Fuzzy indicator functions have the same partitioning property described in Equation 1.2.
The subscript notation on the indicator functions was intended to be similar to that commonly
used for indexing vector valued functions, although in this case, the indices are not integers but
labels.
Partitioning problems are obviously a constrained class of segmentation problem. However,
any segmentation problem can be converted into a partitioning problem by considering the
power set 2L. This is an important technique as many of the elements of 2L may not be feasible
and their indicator function is constrained to equal 0.
1.1.2 Image Enhancement, Restoration and Filtering Problems
Image enhancement, restoration and filtering problems involve assigning locations with a new
intensity function. Often, image restoration and enhancement problems use the same inten-
sity function range as the original image. A useful representation of these problems involves
approximating them with a partitioning or segmentation problem once. That is, the labelling
function (i.e. the processed image), u(x), can piecewise-constant approximated as:
u(x) ≈
N∑
i=1
u˜i ui(x) (1.3)
where u˜i is an intensity and ui(x) is an indicator function for the partitioning problem expressing
that location x has a processed intensity of approximately ui. That is, ui(x) = 1 if and only
if u(x) ≈ ui. (If fuzzy indicator functions are used, this becomes a linear approximation.)
This approximation can become arbitrarily good given a larger and larger number of indicator
functions with closer and closer values of ui. An important result of this is that a function of a
location and its label value can also be approximated:
f (u(x), x) ≈
N∑
i=1
f (ui, x) ui(x) (1.4)
noting that the term f (ui, x) no longer depends on u(x). This is akin to a partitioning prob-
lem in which the labels represent regions with an intensity proximal to a pre-defined value.
Thus, any image enhancement problem can be approximated through an image partitioning
problem and this representation is crucial for using partitioning and segmentation approaches
in enhancement, restoration and filtering.
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1.1.3 Image Registration Problems
Image registration involves associating every spatial location in an image to a spatial location
in another image or atlas. In the case of rigid and affine registration problems, this mapping has
a very particular form and thus can be represented more readily as a constant transform. In that
case, it is rare to see it represented as an image labelling problem. Deformable registration,
on the other hand, is often represented as a labelling through the use of a deformation field.
That is, the spatial location being mapped to is equal to the original spatial location with some
translational offset, or y = x + d(x) where y, x ∈ Ω [179].
Maintz and Viergever [116, 179] provided a popular taxonomy for medical image registra-
tion techniques composed of the interrelated criteria:
1. Dimensionality of the image(s) involved,
2. Modalities of the images(s) involved,
3. Subjects involved (intra-subject, inter-subject, atlas),
4. Objects-of-interest involved,
5. Degree of interaction (interactive, semi-automatic, automatic),
6. Nature of the registration basis (extrinsic fiducials, intrinsic landmarks, segmentation-
based, image-based, calibrated co-ordinate system based),
7. Nature of the transformation (rigid, affine, projective, spline-interpolated, fully deformable),
8. Domain of the transformation (local or global), and
9. Optimization procedure involved in determining said transformation.
The first four criteria roughly align to clinical context of the registration problem, the next five
to what constraints are placed on the labelling, and the last pertains to how such a labelling is
determined. A comprehensive review of medical image registration approaches is beyond the
scope of this thesis, but the interested reader can consult the recent review article by Viergever
et al. [179] or the review article specifically concerning deformable registration by Sotiras et
al. [164].
1.2 Markov Random Fields and Gibbs Distributions
One invaluable theoretical tool for labelling problems in general is the Markov Random Field
(MRF). An MRF is an undirected probabilistic graphical model, that is, a probability distribu-
tion concerning the values of a collection of variables represented as nodes in a graph, G. The
edges in a graph define the three Markov properties [101]:
1. Pairwise Markov Property: The values of any two non-adjacent variables (v, u ∈ G such
that w < NG(V)) are conditionally independent given all other variables.
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2. Local Markov Property: The value of any variable (v ∈ G) is conditionally independent
of all other variables given its neighbours.
3. Global Markov Property: The values of any two disjoint sets of variables (V,W ∈ 2G)
are conditionally independent given a third separating set.
These properties increase in strength, that is, the global Markov property implies the local,
which in turn implies the pairwise. In image labelling problems, the goal of using an MRF is
to express more desirable labelling configurations as being more probable.
The probability distribution expressed by a MRF must be a Gibbs distribution. Specifically,
the probability distribution can be expressed in the form:
P(u) =
e−E(u)
Z
(1.5)
where E(u) is an energy function and Z is a normalization factor. The energy function maps
the state configuration to a real number, with higher numbers representing less probable con-
figurations. Representing an MRF via a Gibbs distribution is important because many MRF’s
of interest can be specified using a particular constrained set of energy functions, specifically
those which can be decomposed as:
E(u) =
∑
∀V∈cl(G)
E(uV) (1.6)
where the clique operator, cl(·), is the set of all sets of variables in G such that every variable is
adjacent to every other variable. More formally:
cl(G) =
{
V ∈ 2G | ∀(v,w) ∈ V,w = v or w ∈ NG(v)
}
(1.7)
This is called the clique factorization of the MRF. Terms in which V has one or two variables
are called unary and binary energies respectively. One particularly important result along these
lines is the Hammersly-Clifford theorem [68] which states that the MRF has a strictly positive
probability for every configuration if and only if it can be expressed via a clique factorization.
So, why are MRF’s so important for medical image analysis? The importance of these
constructs stem from their ability to encode contextual constraints and regularization in image
labelling problems. Clique factorization often provides a comprehensible system of penalizing
particular configurations based on solely local properties of the labelling and of the image.
Some of these MRFs have fast maximum a posteriori probability (MAP) solution procedures
given that their clique factorization adheres to particular constraints.
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1.2.1 Unary and Binary Energies
Unary energies (often called data terms) are important in labelling problems because they
directly relate the labelling value at a particular location to local properties such as the spatial
location or image intensity. One particularly useful form of data term used in segmentation is
the Bayesian data term, which can be written as:
DL(x) = − ln (I(x)|x ∈ L) + ln P(x ∈ L). (1.8)
This type of data term uses the probability distribution encoded in the MRF directly, that is,
it defines the probability of a particular region taking on a particular label in the absence of
neighbours to affect it. In image enhancement problems, a common data term is the difference
between the intensity and the labelling taken to some power:
D(u(x), x) = |u(x) − I(x)|p. (1.9)
Being based on a single voxel, data terms can be sensitive to noise in the image.
Binary energies (often called first-order terms or regularization terms) control how much
adjacent variables effect each other. The reason these are called regularization terms is that they
are used to smooth away any overfitting caused by the data terms. A common regularization
term in partitioning problems is the uniform term:
R(x, y) =
 0, if u(x) = u(y)α, else (1.10)
where α is a positive constant. Other common regularization terms replace the constant α with
a positive monotonically decreasing function of the difference in intensity between the two
locations:
R(x, y) =
 0, if u(x) = u(y)f (|I(x) − I(y)|), else . (1.11)
These terms penalizes variation in the labelling less if it is associated with variation in the
image intensity, thus encouraging edges in the labelling to align to edges in the image.
Many complex segmentation, registration and image enhancement problems can be speci-
fied as MRF’s in which there are only data and regularization terms. That is, all terms associ-
ated with higher order cliques of size three or greater, have zero value.
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1.3 Discrete Graph-Cuts
For MRFs with zero higher order clique energies and non-negative regularization terms taking
the form specified in the previous section, graph-cut approaches have been favored due to their
speed and optimality guarantees. This is largely because the MRF can be expressed as an edge-
weighted graph in which a binary labelling (u(x) ∈ {0, 1}) is related to a cut through this graph
where a cut is a minimal set of edges that, if removed, disconnect the source and sink nodes.
The MAP optimum (i.e. energy minimum) is thus related to the minimum weighted cut.
1.3.1 Discrete Ising Model
The Ising model [79] is arguably the simplest MRF, in which each variable can only take on
a single value, either a 0 or a 1, and was designed to model polarization in ferromagnetic
materials. This model has great implications to image segmentation in that it can be seen
as it could be seen as a representation of a binary segmentation problem, one with a single
object-of-interest and the background. The equation for this model is:
E(u) =
∑
x∈Ω
D(x)u(x) +
∑
x∈Ω
∑
y∈N(x)
R(x, y)
2
|u(x) − u(y)| (1.12)
which contains a data term,
∑
x∈Ω D(x)u(x), and regularization term,
∑
x∈Ω
∑
y∈N(x)
R(x,y)
2 |u(x) −
u(y)|. (See Section 1.2.1.)
Greig et al. [64] were the first to use max-flow to address an MRF in image processing,
specifically the Ising model. The Ising model can be easily recrafted in a graphical representa-
tion given the smoothness term is non-negative and symmetric. In this graph, there is a ‘spatial’
vertex for each voxel in the image which are adjacent to a source vertex, s, and a sink vertex,
t. The weight of the edges between spatial vertices would be the smoothness term, the weight
between spatial vertices and s being max{0,D(x)}, and the weight between spatial vertices and
t being max{0,−D(x)}. In this form, the MAP labelling can be expressed as the graph-cut
problem:
argmin
u(x)
∑
x∈Ω
max{0,D(x)}u(x) +
∑
x∈Ω
max{0,−D(x)}(1 − u(x)) +
∑
x∈Ω
∑
y∈N(x)
R(x, y)
2
|u(x) − u(y)|

(1.13)
Such a minimization problem was found to be equivalent to an s − t flow maximization
problem through the same graph in which each edge has a maximum capacity of its weight
[57]. The edges where the capacity of the edge is the limiting factor on the flow through said
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(a) Graph construction for binary image
partition
(b) Example cut on said graph with
colours illustrating resultant labelling
Figure 1.2: Example of a 4-connected graph construction and cut representing a binary image partition
problem.
edge, that edge is part of the minimum cut, that is, the edges that, when removed, partition the
graph into two sub-graphs, one with s and the other with t, such that the weight of the edges
removed is minimized. Techniques for handling this max-flow/min-cut problem include:
• Augmenting paths algorithms based on the original algorithm by Ford and Fulkerson
[57], where paths with excess capacity are identified and saturated; and
• Push-relabel algorithms [61], which order vertices by ‘height’ expressing their capacity
to accept additional incoming flow.
In binary ND image segmentation problems, the most common neighbourhood configura-
tion used is the rectilinear lattice. In this lattice, each variable (i.e. pixel/voxel) is connected
to 2 × N others, one pointing upwards and another downwards in each of the N orthogonal
directions [24, 26]. An example of said graph is given in Figure 1.2a. A cut through said graph
must associate each node with either the source or sink vertex, thus partitioning the image as
shown in Figure 1.2b. The remaining edges in the cut represent the boundary of the object.
1.3.2 Applications of Graph-Cuts in Medical Image Processing
Because of this simple graph construction and the existence of many max-flow/min-cut solvers,
graph-cuts has seen a wide array of medical applications. These applications include, but are
certainly not limited to:
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• segmentation of a single object of interest [23, 27] including the prostate [114, 200], liver
[166], lungs [4, 29], kidneys [5, 154], cardiac ventricles [11, 84, 104, 115], the whole
brain [112, 155] and various neurological structures such as the hippocampus [176],
• segmentation of multiple objects of interest [43, 44] including the abdominal cavity
[126],
• MRI phase unwrapping [22, 188],
• fat-water separation in MRI [71],
• medical image fusion for visualization [121], and
• deformable image registration [110, 163, 170].
1.4 Continuous Max-Flow Theory
This section explores the max-flow equation:
E(u) =
∫
Ω
D(x)u(x)dx +
∫
Ω
R(x)|∇u(x)|dx
s.t. u(x) ∈ {0, 1}
(1.14)
its relationship to the MRFs examined in the previous section, and previous work in minimizing
this equation. This equation is the analogue to the Ising model in equation 1.12 in that contains
contains a data term,
∫
Ω
D(x)u(x)dx, and regularization term,
∫
Ω
R(x)|∇u(x)|dx which fulfil
the same practical roles as they do in the discrete model. (See Section 1.2.1.) The labelling
function, similarly, takes on a value of either 0 or 1.
Before exploring continuous max-flow, the notions of convexity and convex relaxation
should be introduced. Convexity is a property of both sets and of real-valued functions. A
set is convex if and only if, for any two elements in the set, any point on the line segment
connecting those elements is also in the set. Formally, a set, C is convex if and only if
∀(c1, c2) ∈ C,∀λ ∈ [0, 1](λc1 + (1 − λ)c2 ∈ C). A function is convex if and only if the epigraph
(the set {(x, y)|y ≥ f (x)}) is a convex set. This is equivalent to the definition that:
f (x) is convex if and only if
∀(x1, x2) ∈ Ω,∀λ ∈ [0, 1] (λ f (x1) + (1 − λ) f (x2) ≥ f (λx1 + (1 − λ)x2)) .
(1.15)
A convex relaxation is taking a non-convex set, such as the set {0, 1} and replacing it with
the smallest convex set containing it, in this case, the interval [0, 1]. This smallest convex set
is called the convex hull of the original set. The first step in exploring a continuous model is
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to first apply convex relaxation to the indicator function constraint u(x) ∈ {0, 1} which yields
the constraints that u(x) ∈ [0, 1] and that u(x) must have bounded variation, that is, it must be
approximately smooth. In the context of segmentation, convex relaxation transforms a standard
segmentation problem into a fuzzy segmentation problem that is easier to solve.
1.4.1 From Discrete Graph-Cuts to Continuous Max-Flow
As a thought-experiment, consider taking a space and sampling it with a rectilinear lattice as
described by Boykov et al. [24, 26]. The spacing between points on the lattice will be denoted
∆r. A continuum model can be developed by letting ∆r → 0, that is, by making a denser and
denser lattice, as shown in Figure 1.3. Before doing this, one must specify how the data terms
and regularization terms change as this lattice gets denser. In particular, one must develop
effective data and smoothness terms D˜(x) and R˜(x, y) with desirable limiting case properties,
including:
• Both D˜(x) and R˜(x, y) grow proportional to the volume element, for the rectilinear sam-
pling case of a D-dimensional space with an isotropic inter-sampling distance of ∆r,
∆V = (∆r)D. This intuitively means that as the graph is sampled more, each individual
node and edge has a lower and lower importance, there being more of them.
• R˜(x, y) is proportional to an underlying smoothness field R
(
x+y
2
)
which is differentiable,
i.e. ∇R(x) is finite. D˜(x) should also be proportional to some underlying function D(x).
• R˜(x, y) grows inversely proportional to the spacing in between neighbours, that is |x − y|.
That is, as the spacing gets smaller, knowing the label of an adjacent variable has more
value.
Fulfilling these properties yield the terms D˜(x) = D(x)(∆r)D and R˜(x, y) = R(
x+y
2 )(∆r)
D
|x−y| . For
now, assume that N(x) contains only the variables immediately adjacent to x in each of the D
Figure 1.3: MRF as the spacing between nodes, ∆r, approaches 0.
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directions. Using these assumptions, one can take the limiting case of the energy equation:
E(u) = lim
∆r→0
∑
x∈Ω
D˜(x)u(x) +
∑
x∈Ω
∑
y∈N(x)
R˜(x, y)
2
|u(x) − u(y)|

= lim
∆r→0
∑
x∈Ω
D(x)(∆r)Du(x) +
∑
x∈Ω
∑
y∈N(x)
R( x+y2 )(∆r)
D
2|x − y| |u(x) − u(y)|

=
∫
Ω
D(x)u(x)dx +
∫
Ω
∑
y∈N(x)
R(x)
2
∣∣∣∣∣∇u(x) · x − y|x − y|
∣∣∣∣∣ dx

=
∫
Ω
D(x)u(x)dx +
∫
Ω
R(x)
2
D∑
i=1
|∇u(x) · ei| dx +
∫
Ω
R(x)
2
D∑
i=1
|∇u(x) · −ei| dx

E(u) =
∫
Ω
D(x)u(x)dx +
∫
Ω
R(x)
D∑
i=1
∣∣∣∣∣δu(x)δxi
∣∣∣∣∣ dx
(1.16)
where ei is the unit vector along the ith axis. This formula implies that the regularization is
applied to the L1 norm of the gradient magnitude. This L1 norm arises through the rectilinear
nature of the lattice. This may not be appropriate in that it is not rotation invariant, like the L2
norm, and can lead to metrication artefacts.
From a geometric sense, the neighbourhood function, N(x), has a quite distinct effect,
especially in terms of the concept of norms. On a global level, the immediate adjacent neigh-
bourhood, that is, the 4-connected (in 2D) or 6-connected (in 3D) is associated with the L1
norm. As the neighbourhood gets more connected, the associated norm can be thought of as a
polygonal norm, that is, a norm in which the unit sphere appears to be a regular polygon. These
norms, a selection of which are shown in Figure 1.4, approach the L2 norm as the neighbour-
hood size increases.
Thus, an additional limit is needed. Not only should ∆r → 0, but also that the number
of neighbours should approach infinity as shown in Figure 1.5, constructing infinitely dense,
infinitely densely connected lattices. The last assumption is therefore:
• R˜(x, y) grows proportional to a surface area density (∆a) of the neighbourhood around x.
Intuitively, this means that as a neighbourhood is more densely connected, knowing the
labelling value of only one neighbour has less of an effect. The surface area density is
assumed to converge to the L2 unit sphere, specifically having the property that, for any
vector θ ∈ BD, as the size of the neighbourhood gets arbitrarily large, ∑y∈N(x) ∆a|(x−y)·θ||x−y| →
2. For some cases, such as an unbounded rectilinear 2D lattice, a formula for this can be
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(a) L1 Unit Sphere (4-connected in 2D) (b) Octagonal Unit Sphere (8-connected in 2D)
(c) Hexadecagonal (16 sided) Unit Sphere (24-
connected in 2D)
(d) L2 Unit Sphere
Figure 1.4: Unit Spheres Under Various Norms
Figure 1.5: MRF as the number of elements in any given N(x), approaches infinity.
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found analytically using an inscribed regular polygon, specifically:
∆a =
 2 sin(pin ), where x has a clear path to y0, else (1.17)
where n is the number of said paths in the first case where x has a clear path to y with-
out intersecting any other element in the neighbourhood. (Note that as N(x) gets an
arbitrarily large number of elements, n also approaches infinity.) This approximation
converges quickly, in that for as small as n = 8 (as in Figure 1.4b), the best possible in a
square neighbourhood of radius 1,
∑
y∈N(x)
∆a|(x−y)·θ|
|x−y| is in the interval [1.84, 2]. Extending
the neighbourhood to have radius 2, that is n = 16 (as in Figure 1.4c),
∑
y∈N(x)
∆a|(x−y)·θ|
|x−y|
is in the interval [1.96, 2]. In 3D and higher dimensions, determining this surface area
element can be more difficult as the neighbourhood size grows. However, for finite di-
mensionality, it is always possible.
This constraint yields the terms D˜(x) = D(x)(∆r)D and R˜(x, y) = R(
x+y
2 )(∆r)
D∆a
|x−y| . Using these four
assumptions, one can take the limit of the energy equation:
E(u) = lim
∆r→0
lim
n→∞
∑
x∈Ω
D˜(x)u(x) +
∑
x∈Ω
∑
y∈N(x)
R˜(x, y)
2
|u(x) − u(y)|

= lim
∆r→0
lim
n→∞
∑
x∈Ω
D(x)(∆r)Du(x) +
∑
x∈Ω
∑
y∈N(x)
R( x+y2 )(∆r)
D∆a
2|x − y| |u(x) − u(y)|

= lim
n→∞
∫
Ω
D(x)u(x)dx +
∫
Ω
∑
y∈N(x)
R(x)∆a
2
∣∣∣∣∣∇u(x) · x − y|x − y|
∣∣∣∣∣ dx

= lim
n→∞
∫
Ω
D(x)u(x)dx +
∫
Ω
R(x)|∇u(x)|
∑
y∈N(x)
∆a
2
∣∣∣∣∣ ∇u(x)|∇u(x)| · x − y|x − y|
∣∣∣∣∣ dx

E(u) =
∫
Ω
D(x)u(x)dx +
∫
Ω
R(x)|∇u(x)|dx
(1.18)
This demonstrates that continuous max-flow is a limiting case of graph-cuts as the density and
connectivity of the lattice involved both approach infinity. Unfortunately, this does not imply
that graph-cut methods on extremely large MRFs will be the most effective at addressing con-
tinuous max-flow problems, especially considering the memory required to store the extremely
large number of edges.
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1.4.2 Duality and Convex Variational Optimization
Efficiently minimizing the max-flow energy, Eq (1.14), involves a branch of mathematics
known of calculus of variations. This is a branch of mathematical optimization in which one
tries to optimize a functional with an infinite number of degrees of freedom, rather than a
function with a finite number. Because the energy, E(u) takes a function u(x) as its argument,
minimizing E(u) involves an infinite number of degrees of freedom, as there are an infinite
number of spatial locations, x for which u(x) could take on a different value [51]. An important
feature of E(u) is its convexity; it satisfies the definition given in Eq (1.15).
The concept of duality is an especially powerful tool in the analysis and optimization of
convex functionals. In optimization theory, duality implies that any optimization problem can
be viewed from two perspectives, a maximization and a minimization perspective, both of
which form a bound on the value of the other. The duality gap refers to the difference in the
maximum value of the maximization problem and the minimum value of the minimization
problem, which in the case of convex optimization problems is guaranteed to be 0. Throughout
this thesis, three versions of the max-flow problem will be explored:
1. the primal problem of maximizing flow,
2. the dual problem of minimizing energy, and
3. the primal-dual problem of doing both simultaneously.
These problems are formulated through the use of Lagrangian multipliers. That is, given a
primal problem:
max
x
f (x)
such that gi(x) = 0, i = 1, 2, ...n
(1.19)
can be transformed into a primal-dual problem:
min
u
max
x
f (x) +
n∑
i=1
uigi(x) (1.20)
where ui are the Lagrangian multipliers. From this, one can theoretically construct the dual
function of f (x) which is a function f ′(u) with the definition:
f ′(u) = max
x
 f (x) + n∑
i=1
uigi(x)
 . (1.21)
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which yields the third equivalent problem, the dual problem:
min
u
f ′(u). (1.22)
The reader may notice that I used the same variable name u to refer both to the dual variables
and to the labelling function. This is because they are the same thing. Dual optimization is
such a powerful tool for addressing functionals like Eq 1.14 because it allows for a flow maxi-
mization problem through a particular network of continua to be used as the basic optimization
problem, and the minimum energy labelling is a result of the computational of the Lagrangian
multipliers on various constraints in the network. That f ′(u) is the same functional as E(u),
with the exception that it takes on an infinite value whenever u(x) is not a feasible labelling.
1.4.3 Early Approaches to Max-Flow Optimization
The first person to study max-flow optimization in the continuous domain was Gilbert Strang
[167] who formalized the analogy between the discrete and continuous cases, providing the
intuitive geometrical interpretation of the duality between maximizing
∫
Ω
div q(x)dx under the
constraint |q(x)| ≤ 1 and minimizing ∫
Ω
|∇u(x)|dx. However, it wasn’t until Antonin Chambolle
[31] who developed the Chambolle iteration (now an essential component of current max-flow
solution algorithms) that a truly primal-dual approach was developed. (Previous approaches
involved estimating the solution of partial differential equations [7, 8, 33].) Chambolle’s ap-
proach looked at a particular image restoration problem:
E(u) =
∫
Ω
|I(x) − u(x)|2
2λ
dx +
∫
Ω
|∇u(x)|dx. (1.23)
Chambolle used the primal function
∫
Ω
div q(x)dx under the constraint |q(x)| ≤ 1 to find the
dual function
∫
Ω
|∇u(x)|dx. From this, a projected gradient descent operator can be derived:
q(x)← Proj|q(x)|≤1
(
q(x) + τ∇ (div q(x) − I(x)/λ)
)
(1.24)
which is repeated until q(x) converges, guaranteed if τ ≤ 1/8. The final step in this process is to
calculate u(x) simply by u(x) = I(x) − λ div q(x)
The success of this image restoration algorithm led immediately to Pock and Chambolle
developing a general max-flow solver using a split-merge approach [32, 137]. In this approach,
the max-flow functional is estimated by another functional of the form:
E(u, v) =
∫
Ω
D(x)u(x)dx +
∫
Ω
∣∣∣∣∣u(x) − v(x)2c
∣∣∣∣∣2 dx + ∫
Ω
R(x)|∇v(x)|dx (1.25)
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in which two similar solutions u(x) and v(x) are iterated using gradient descent. The additional
quadratic term in the middle encourages u(x) and v(x) to approximate each other (or becoming
equivalent as c → 0). If u(x) is fixed, the optimization problem becomes equivalent to the
previous image restoration problem, and a series of Chambolle iterations can be used. If v(x)
is fixed, the optimal value of u(x) can be found analytically. The split-merge approach, shown
in Algorithm 1.1, is to switch between fixing these two variables, both eventually converging.
Algorithm 1.1: Split-Merge solution algorithm for binary max-flow proposed by Pock
and Chambolle [32, 137]
while not converged do
while not converged do
q(x)← Proj|q(x)|≤1
(
q(x) + τ∇ (div q(x) − u(x)/c)
)
;
end
v(x)← u(x) − c div q(x);
u(x)← max{ 0, min{ 1, v(x) + cD(x) } };
end
1.4.4 Augmented Lagrangian Multipliers
Yuan et al. [192] took a similar approach, but provided a more computationally efficient fully
primal-dual framework. In this framework, the primal model is taken to be the same max-flow
problem suggested by Strang [167], that is:
max
pS ,pT ,q
∫
Ω
pS (x)dx (1.26)
subject to the flow conservation constraint:
G(x) = div q(x) + pT (x) − pS (x) = 0 (1.27)
and the capacity constraints:
pT (x) ≤max{0,D(x)}
pS (x) ≤max{0,−D(x)}
|q(x)| ≤R(x).
(1.28)
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Using the flow conservation constraint, the primal-dual model can be written as:
min
u
max
pS ,pT ,q
∫
Ω
pS (x)dx +
∫
Ω
u(x)G(x)dx
s.t. pT (x) ≤max 0,D(x)
pS (x) ≤max 0,−D(x)
|q(x)| ≤R(x).
(1.29)
which can be shown to be equivalent to the dual problem of minimizing Eq (1.14).
Yuan et al. [192] perform the optimization on the primal-dual model with one small change;
if an additional penalty term − ∫
Ω
c
2G
2(x)dx with positive constant c is applied to the equation,
the maximization of pS (x) and pT (x) given all other variables can be determined analytically.
This additional penalty is called an augmentation and the entire formula is called the aug-
mented Lagrangian. Because it is independent of u(x), it does not effect the minimization
component of the primal-dual model, and because it takes on its maximum value (of 0) only
at G(x) = 0, it does not affect the optimal solution space of the maximization component of
the primal-dual model. The only effect the augmentation has is the improved convergence rate
[20]. The result is the optimization algorithm shown in Algorithm 1.2.
From this primal-dual view of the entire max-flow problem, Yuan et al. [192] were able to
show that the global optimum to the max-flow functional under integrality constraints u(x) ∈
{0, 1} can be found by rounding the solution given by Algorithm 1.2 at a predefined threshold.
This theorem is important for formal reasons, especially in partitioning problems, because it
implies that global optimality can be guaranteed for both strict and fuzzy partitions.
Algorithm 1.2: Augmented Lagrangian solution algorithm for binary max-flow proposed
by Yuan et al. [192]
while not converged do
q(x)← Proj|q(x)|≤R(x) (q(x) + τ∇ (div q(x) + pT (x) − pS (x) − u(x)/c));
pT (x)← min{max{0,D(x)}, pS (x) − div q(x) + u(x)/c };
pS (x)← min{max{0,−D(x)}, pT (x) + div q(x) − u(x)/c };
u(x)← u(x) − c(div q − pS (x) + pT (x));
end
1.4.5 Proximal Bregman Projections
Another crucial approach to the max-flow functional was developed by Bae et al. [13] taking
inspiration from message-passing, an alternative approach for MAP estimation in MRFs. In
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terms of variational optimization, the precise technique used is the proximal Bregman projec-
tion [28]. These projections are developed in a specific way. In order to optimize a function
f (x), one can take a suboptimal solution x′ and improve it by finding a near-by solution with
better value. Formally, each proximal Bregman projection can be written as:
x← argmin
x
(
f (x) + cdg(x, x′)
)
(1.30)
where c is a positive constant and dg(·, ·) is a Bregman distance constructed out of a convex
function g(·). Specifically, this Bregman distance must have the form dg(x, x′) = g(x) − g(x′) −
δg · (x − y). [28] Bae et al. uses the entropy function:
g(u(x)) =
∫
Ω
(u(x) ln u(x) + (1 − u(x)) ln(1 − u(x))) dx (1.31)
which yields the Bregman distance
dg(u(x), v(x)) =
∫
Ω
(
u(x) ln(u(x)/v(x)) + (1 − u(x)) ln(1−u(x)/1−v(x))
)
dx. (1.32)
The benefit of this Bregman distance is that it provides an infinite penalty on any solution u(x)
which violates the constraint u(x) ∈ (0, 1). Similar to the algorithm proposed by Yuan et al.
[192], the function being optimized is derived from the primal-dual model (which happens to
have an analytic solution) and a Chambolle iteration is used to maximize the spatial flows.
Unlike Yuan et al.’s approach however, Bae et al.’s formulation allows for the source and
sink flow terms pS (x) and pT (x) respectively to cancel out of the optimization. The resulting
algorithm is given in Algorithm 1.3.
Because the source and sink flows are implicitly represented rather than explicitly opti-
mized, Bae et al. dub this the pseudo-flow approach. In addition, the cancellation of the source
and sink flows implies that less memory is required to use this algorithm.
Algorithm 1.3: Proximal Bregman solution algorithm for binary max-flow proposed by
Bae et al. [13]
while not converged do
q(x)← Proj|q(x)|≤R(x)
(
q(x) + τ∇ exp
(
−D(x)+div q(x)c
))
;
u(x)← u(x) exp
(
− D(x)+div qc
)
1−u(x)+u(x) exp
(
− D(x)+div qc
) ;
end
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1.4.6 Applications of Continuous Max-Flow in Medical Image Processing
Similar to graph-cuts, max-flow has received a significant amount of attention for a variety of
medical image processing tasks. Often, these tasks are similar to those mentioned in Section
1.3.2. Recent applications of continuous max-flow include but are not limited to:
• Segmentation of a single object of interest including the prostate [143, 196], liver [135],
cardiac ventricles [124, 148], cerebral ventricles [141], vasculature [175], and spine [12],
• Segmentation of multiple objects of interest including the prostate [142], brain [145] and
lungs [66],
• Medical image fusion for visualization [195, 197], and
• Deformable registration, particularly for prostate [169] and cranial [146] MRI.
1.5 Contrasting Graph-Cuts and Continuous Max-Flow
The goal of this introduction was to show the smooth evolution of graph-cut, specifically the
Ising model, into the corresponding continuous max-flow analogues. Thus, it has focused
primarily on the conceptual equivalences and practical similarities between the two approaches.
The goal of this section is to do the opposite, to focus on where the two methods diverge.
As illustrated in Section 1.4.1, in order to use graph cuts to approximate continuous max-
flow, one must use not only an infinitely dense, but also an infinitely densely connected graph.
This is infeasible in practice, resulting in a phenomenon known as a metrification artifact.
These artifacts, an example of which is given in Figure 1.6, manifest as unwanted ’blockiness.’
(a) Original Image (b) Graph Cuts Segmentation (c) Max-Flow Segmentation
Figure 1.6: Example of metrification artifacts demonstrated. The graph cut segmentation, which used a
4-connected neighbourhood, is unnecessarily blocky whereas the continuous max-flow solution is more
natural in appearance.
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These metrification artifacts can also manifest as a preference for creating segmentation
edges in a defined set of orientations, rather than at potentially arbitrary angles, as shown by
Yuan et al [193]. These orientations are dependant on the connectivity of the neighbourhood
used. For example, a 4-connected neighbourhood in 2D image segmentation results in a pref-
erence for axis-aligned edges.
Another key difference between graph-cuts and max-flow is the computational complexity.
The continuous max-flow algorithmic paradigms illustrated earlier (e.g. augmented Lagrangian
and proximal Bregman projections) are iterative and numerical with computation time domi-
nated by the convergence rate. Graph-cuts are know to have polynomial time algorithms for
some configurations, while other configurations (such as the Potts model in Section 2.2.2) are
known to be NP-hard meaning they can take a prohibitive amount of time to solve exactly. For
these NP-hard problems, approximate solvers exist which also vary in their runtimes. Thus the
computational complexity is much more varied across models for graph-cuts.
From a practical standpoint, the computation time difference between graph-cuts and max-
flow depends heavily on the definition of the problem under investigation. For the 2D binary
segmentation in Figure 1.6 which contains 256x256 pixels, the computation time for continu-
ous max-flow with GPU acceleration was 0.4 seconds whereas graph-cuts using the Edmond-
Karp algorithm [46] took 0.7 seconds, both implemented in MATLAB. Whether or not a par-
ticular graph-cut or max-flow method is usable in practice heavily depends on the solution
model being used. The additional benefit of the max-flow algorithms presented in this the-
sis are that they are all trivially parallelizable, meaning that they can readily be implemented
using GPGPU programming, unlike graph-cuts solvers based on the original Ford-Fulkerson
algorithm [57].
1.6 Thesis Outline
This thesis will rely heavily upon the information presented in this introduction, especially that
of Section 1.4 which is the theoretical and technical jumping-off point for the majority of the
work presented.
The chapters are as follows:
• Chapter 2 develops a cyclic continuous max-flow image enhancement model and apply
it to processing phase information in MRI.
• Chapter 3 develops a continuous max-flow segmentation algorithm which can address
label orderings that allow for objects to be hierarchically decomposed into simpler ob-
jects.
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• Chapter 4 motivates and develops an interactive segmentation interface that allows users
to encode their own anatomical knowledge in an abstract form.
• Chapter 5 develops a continuous max-flow segmentation algorithm which can address
all possible label orderings.
• Chapter 6 develops a framework for encoding shape information into the previous con-
tinuous max-flow segmentation algorithms, allowing for more complicated shapes to be
specified.
Each chapter is prefaced with an additional introduction illustrating the theory and recent work
similar to the topic at hand.
Chapter 2
Cyclic Continuous Max-Flow Image
Enhancement
This chapter is largely based on:
• John S.H. Baxter, Zahra Hosseini, Junmin Liu, Maria Drangova and Terry M. Peters.
“Cyclic Continuous Max-Flow: Phase Processing Using the Inherent Topology of Phase.”
Proceedings of ISMRM (2016).
• John S.H. Baxter, Zahra Hosseini, Terry M. Peters and Maria Drangova. “Cyclic Con-
tinuous Max-Flow Phase Processing: A Third Paradigm in Generating Local Phase Shift
Maps in MRI.” in revision for IEEE Transactions in Medical Imaging.
with additional material from:
• John SH Baxter, A. Jonathan McLeod, and Terry M. Peters. “A continuous max-flow
approach to cyclic field reconstruction.” arXiv preprint arXiv:1511.03629 (2015).
2.1 Introduction
Image enhancement and restoration has long been a key problem in image processing literature.
However, one aspect of image enhancement has fallen by the way-side, specifically the range
topology, the topology equipped to the range (I) of the labelling function rather than its domain
(Ω) . Most images, such as photographs, have a Euclidean range topology and this topology is
often implicitly assumed. However, some medical images, such as MR phase images, have a
fundamentally different range topology.
Susceptibility-weighted imaging (SWI) and Quantitative Susceptibility Mapping (QSM)
are types of MRI sensitive to tissue magnetic susceptibility which is encoded in the phase
information encapsulated in the raw MRI data. Because slight changes in tissue magnetic
22
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susceptibility result in small variations in the local magnetic field, small deviations in phase can
appear. These small deviations are masked by large variations caused by larger susceptibility
differences at distant tissue-air interfaces. Image processing is necessary to isolate the clinical
relevant contrast, the local phase shift maps, from the smoothly-varying background phase.
However, phase images do not have a Euclidean range topology, but a cyclic one.
Linear image processing methods do not function in a cyclic topology because many linear
concepts, such as linear spatial frequency, no longer have meaning. To illustrate this, consider
Figure 2.2 displaying a sawtooth wave. In Figure 2.2a, a Euclidean signal intensity is doubled
and the resultant signal has the same frequency and double the amplitude. In Figure 2.2b, the
same signal is equipped with a cyclic topology. When this signal is ‘doubled’ (i.e. taking the
Euclidean doubled signal and wrapping it back to the cyclic range [−pi, pi]) the resultant signal
appears to have double the frequency and unchanged amplitude!
(a) Raw phase data (b) Background phase image (c) Local phase shift map
Figure 2.1: MRI phase image, background phase and local phase shift map.
(a) Sawtooth signal equipped with Euclidean range topology. In this topology, when the signal is dou-
bled, it always results in the same frequency spectrum, but with twice the amplitude.
(b) Sawtooth signal equipped with cyclic range topology where pi and −pi wrap to the same value. When
this signal is ‘doubled’, it can result in frequency changes. In this case, the frequency has doubled.
Figure 2.2: Illustrative example of non-linear behaviour in cyclic range topologies.
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Phenomena such as that presented in Figure 2.2b are troubling in that they necessitate using
a different paradigm for phase images. Currently, there are two paradigms for phase processing.
Homodyne filtering couples the magnitude and phase together into a complex image with a
Euclidean (albeit 2D) topology. Phase unwrapping approaches perform a pre-processing step
to remove the jumps by adding integer multiplies of 2pi to parts of the image, ideally restoring a
1D Euclidean topology. The main contribution of this chapter is the proposal of a third distinct
paradigm in which the range topology remains cyclic.
This chapter begins with an overview of how graph-cuts and max-flow techniques have
been used in image enhancement, including the Potts and Ishikawa models. This is followed
by an overview of MRI phase processing focusing on the two major paradigms: homodyne
filtering and phase unwrapping. Cyclic continuous max-flow (CCMF) phase processing is
presented as a third, distinct paradigm arising from the use of max-flow techniques on the
appropriate range topology, which is validated on both synthetic and 7T MR phase images.
This chapter ends with a discussion of max-flow based phase processing and future directions
for the approach.
2.2 Previous Graph-Cuts and Max-Flow Image Enhancement
Approaches
When considering graph-cut and max-flow image enhancement approaches, there are two par-
ticular facets to keep in mind. The first is the range topology, which motivates this chapter. The
second is extendibility, that is, whether or not such a solution algorithm allows for an arbitrary
number of labels to be used (in problems with a discrete range) or achieve an arbitrarily fine
intensity-resolution (in problems with a continuous range). Historically, there have been two
important models for graph-cut and max-flow image enhancement: the Potts model and the
Ishikawa model, although this discussion with a prior continuous max-flow model of certain
historical import.
2.2.1 Convex Max-Flow Image Restoration
As stated in Chapter 1 Section 1.4.3, image enhancement and restoration was one of the first
uses of continuous max-flow techniques. Specifically, Chambolle’s [31] image restoration al-
gorithm and Pock and Chambolle’s [32, 137] split-merge algorithm. The latter can be specified
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in a way that is more fully generalized, addressing the optimization problem:
min
u
∫
Ω
f (u(x), x)dx +
∫
Ω
R(x)|∇u(x)|dx (2.1)
where f (u(x), x) is a convex with respect to u(x) which has bounds of u(x) ∈ [umin, umax].
This algorithm now does not have a analytic solution to the coupling of the u(x) and v(x)
labellings, but uses a gradient descent procedure to update u(x). The general algorithm is given
in Algorithm 2.1.
Algorithm 2.1: Split-Merge solution algorithm proposed by Pock and Chambolle [32,
137] for convex image restoration problems
while not converged do
while not converged do
q(x)← Proj|q(x)|≤R(x)
(
q(x) + τ1∇ (div q(x) − u(x)/c)
)
;
end
v(x)← u(x) − c div q(x);
while not converged do
u(x)← max{ umin, min{ umax, v(x) + τ2 δ f (u(x),x)δu(x) } };
end
end
2.2.2 Discrete Potts Model
The first extendable model for labelling was the Potts model [139] as an extension to the Ising
model in which there is an arbitrary finite number of configurations (rather than solely a binary
configuration) forming a partition, L. The regularization takes on a particular structure in
which every variable encourages its adjacent variables to have the same configuration. Using
indicator functions uL(x) the energy equation can be written as:
min
u
∑
x∈Ω
∑
L∈L
DL(x)uL(x) +
∑
x∈Ω
∑
y∈N(x)
∑
L∈L
RL(x, y)
2
|uL(x) − uL(y)|
s.t.
∑
L∈L
uL(x) = 1 and uL(x) ∈ {0, 1}
(2.2)
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where RL(x, y) is positive. In the original model, as well as many extensions, RL(x, y) does
not strictly depend on L, taking the same value regardless of label. If so, this problem can be
interpreted as a multi-way cut through a graph separating |L| nodes, each connected to every
x ∈ Ω with weight DL(x) for each L ∈ L. [26]
Boykov et al. [26] proposed two algorithms for addressing problems of this form: the α-
expansion algorithm and the αβ-swap algorithm. Both algorithms are local optimizers which
use binary graph-cuts as a subroutine to select the optimal neighbour iteratively. The neigh-
bourhood of each optimizer is however quite large. In the α-expansion, a neighbour of solution
u(x) with respect to a label α is any solution u′(x) with the property:
∀x ∈ Ω, (u(x) , u′(x)) =⇒ (u′α(x) = 1) (2.3)
and in the αβ-swap algorithm, a neighbour of solution u(x) with respect to two labels α, β is
any solution u′(x) with the property:
∀x ∈ Ω, (u(x) , u′(x)) =⇒
(
(u′α(x) = 1 ∧ uβ(x) = 1) ∨ (u′β(x) = 1 ∧ uα(x) = 1)
)
(2.4)
Both allowing large numbers of variables to change value in a single move.
One particular result regarding the Potts model is that, although the α-expansion and αβ-
swap algorithms perform well in practice, they cannot guarantee global optimality. Solving
the Potts model happens to be NP-hard [26, 89] although α-expansion is guaranteed to find a
solution to equation (2.4) with less than 2c times the minimum energy, where:
c = max
x∈Ω,y∈N(x)
{
maxα,β∈L Rα(x, y) + Rβ(x, y)
minα,β∈L Rα(x, y) + Rβ(x, y)
}
(2.5)
which has a value of c = 1 if RL(x, y) is independent of L. [26]
2.2.3 Continuous Potts Model
The continuous Potts model [137, 193] is analogous to the discrete Potts model in which the
spatial domain Ω is taken to be continuous. Thus, it follows a very similar energy equation:
min
u
∑
L∈L
∫
Ω
DL(x)uL(x)dx +
∑
L∈L
∫
Ω
RL(x)|∇uL(x)|dx
s.t
∑
L∈L
uL(x) = 1 and uL(x) ∈ [0, 1]
(2.6)
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Figure 2.3: Example graph used in the Potts model with labels L = {A, B,C}
Algorithm 2.2: Augmented Lagrangian solution algorithm proposed by Yuan et al. [193]
for the continuous Potts model
∀L, uL(x)← 0;
while not converged do
∀L, qL(x)← Proj|qL(x)|≤RL(x) (qL(x) + τ∇ (div qL(x) + pL(x) − pS (x) − uL(x)/c)) ;
∀L, pL(x)← min{DL(x), pS (x) − div qL(x) + uL(x)/c } ;
pS (x) = 1|L|
(
1
c +
∑
L∈L(pL(x) + div qL(x) − uL(x)/c)
)
;
∀L, uL(x)← uL(x) − c(div qL(x) − pS (x) + pL(x)) ;
end
Algorithm 2.3: Proximal Bregman solution algorithm proposed by Baxter et al. [18] for
the continuous Potts model
∀L, uL(x)← 1/|L|;
while not converged do
∀L, uL(x)← uL(x) exp
(
−DL(x)+div qL(x)c
)
;
∀L, qL(x)← Proj|qL(x)|≤RL(x) (qL(x) − cτ∇uL(x)) ;
a(x)← ∑L uL(x);
∀L, uL(x)← uL(x)/a(x);
end
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which can be interpreted as a multi-flow problem with |L| continuous spaces receiving the same
unconstrained ingoing source flow pS (x) but can have separate spatial flows within them qL(x)
and separate constrained outgoing sink flows pL(x) as shown in Figure 2.3. This interpretation
was used by Yuan et al. [193] to develop the Augmented Lagrangian algorithm shown in
Algorithm 2.2. Baxter et al. [18] later developed a pseudoflow approach shown in Algorithm
2.3. (Pock and Chambolle [137] used a variant of the split-merge algorithm, optimizing the
indicator functions uL(x).)
Because the Potts model is extendable, being capable of incorporating an arbitrarily high
number of labels, it can also be used for image enhancement. Consider the image enhancement
problem:
min
u
∫
Ω
f (u(x), x)dx +
∫
Ω
R(u(x), x)|∇u(x)|dx (2.7)
with any smooth bounded function f (u(x), x). The Potts model can be immediately used for
this problem using the following indicator function scheme:
u(x) ≈ uL ⇔uL(x) ≈ 1
DL(x) = f (uL, x) =⇒ f (u(x), x) ≈
∑
L∈L
DL(x)uL(x)
(2.8)
which allows for an arbitrarily close approximation of f (u(x), x). However, the regularization
component, R(u(x), x)|∇u(x)|, is not approximated because of the notion of range topology
mentioned earlier. The range topology of the filtering problem assumed by the Potts model
is the discrete topology. That is, given two intensity values i and j, the metric relating their
proximity is:
d(i, j) =
{
c if i , j
0 if i = j
. (2.9)
where c is a positive constant. In this topology, there is no such thing as a gradient as any two
distinct values of i and j are equally far apart, implying that Potts model approximations can
appear blocky, especially at higher regularization values.
2.2.4 Discrete Ishikawa Model
Ishikawa et al. [78] were the first to examine linear label orderings in segmentation, a similar
approach later been taken by Schlesinger and Flach [160]. Specifically, these are problems in
which there is a series of labels Li where i ∈ {0..N}, and membership in Li implies membership
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in all labels L j where j < i. In terms of indicator functions, this can be written more simply as
uLi(x) ≥ uLi+1(x). Formally, the model can be expressed as:
min
u
N∑
i=1
∑
x∈Ω
DLi(x)uLi(x)dx +
N∑
i=1
∑
x∈Ω
∑
y∈N(x)
RLi(x, y)
2
|uLi(x) − uLi(y)|dx
s.t. uLi(x) ≥ uLi+1(x)
uL0(x) = 1 and uLN+1(x) = 0
uLi ∈ {0, 1}
(2.10)
These linear orderings are important in terms of image enhancement because, in the limiting
case of N → ∞, they can be used to define a one dimensional Euclidean range topology for
image enhancement problems. Ishikawa determined that these problems could be addressed
by a single graph-cut through a graph with a particular layered structure shown in Figure 2.4a
in which the directed edges could only be cut in a particular way that ensured the linear label
ordering property, uLi(x) ≥ uLi+1(x), is upheld.
2.2.5 Continuous Ishikawa Model
The continuous Ishikawa model [14] arose in the context of extending max-flow techniques
from Section 2.2.1 in cases where the non-negative function f (u(x), x) is not convex with re-
spect to the first argument, and to do so while maintaining some form of optimality guarantee.
Bae et al. [14] created a max-flow analogue to the discrete Ishikawa model [78]. The first ap-
proach maintained the finite number of label functions, addressing the optimization problem:
min
u
N∑
i=0
∫
Ω
DLi(x)uLi(x)dx +
N∑
i=1
∫
Ω
RLi(x)|∇uLi(x)|dx
s.t. uL0(x) = 1 and uLi(x) ≥ uLi+1(x) and uLN+1(x) = 0
(2.11)
which is an approximation of u(x) given some increasing sequence ui ∈ [umin, umax]:
u(x) ≈ u0 +
N∑
i=1
(ui−1 − ui)uLi(x) and
f (u(x), x) ≈
N∑
i=0
f (ui, x)(uLi(x) − uLi+1(x)) =
N∑
i=1
DLi(x)uLi(x).
(2.12)
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Although this looks similar to the Potts model approximation, the key difference is that the
Ishikawa model also approximates the regularization component:
R(x)|∇u(x)| ≈ R(x)
∣∣∣∣∣∣∣∇
u0 + N∑
i=1
(ui−1 − ui)uLi(x)

∣∣∣∣∣∣∣ =
N∑
i=1
RLi(x)|∇uLi(x)| (2.13)
which the Potts model approximation cannot claim. Because of the linear range topology, the
continuous Ishikawa model has been used for many medical image enhancement problems.
Similar to its discrete counter-part, a labelling in the continuous Ishikawa model can be
constructed using a cut through a multi-layered graph using the L0 node as the flow source as
shown in Figure 2.4b. Bae et al. [14] extended the augmented Lagrangian approach to the
binary max-flow problem to develop the solution algorithm shown in Algorithm 2.4. This al-
gorithm has been used in medical image enhancement applications such as the fusion of spinal
MRI and CT volumes [195]. From this, Bae et al. were also able to extend the thresholding
(a) Graph used in discrete Ishikawa model
(b) Graph used in continuous Ishikawa model
Figure 2.4: Example graph used in the Ishikawa model with labels {L0, L1, L2, L3}.
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Algorithm 2.4: Augmented Lagrangian solution algorithm proposed by Bae et al. [14]
for the continuous Ishikawa model
∀Li, i ∈ 0..N, uLi(x)← 1/(N + 1);
∀Li, i ∈ 0..N, FLi(x) =
∑i
j=0 DL j(x);
while not converged do
pL0(x)← min
{
FL0(x), pL1 + div qL1(x) +
1−uLi (x)
c
}
;
for i from 1 to N do
qLi(x)← Proj|qLi (x)|≤RLi (x)
(
qLi(x) − cτ∇
(
div qLi(x) − pLi−1(x) + pLi
))
;
if i , N then
pLi(x)←
min
{
FLi(x),
1
2
(
pLi+1 + pLi−1(x) + div qLi+1(x) − div qLi(x) + uLi (x)−uLi+1 (x)c
) }
;
else
pLN (x)← min
{
FLi(x), pLN−1(x) − div qLN (x) + uLN (x)c
}
;
uLi(x)← uLi(x) − c(div qLi(x) − pLi−1(x) + pLi)(x);
end
end
end
Algorithm 2.5: Proximal Bregman solution algorithm proposed by Baxter et al. [18] for
the continuous Ishikawa model
∀Li, i ∈ 0..N, uLi(x)← 1/(N + 1);
∀Li, i ∈ 0..N, FLi(x) =
∑i
j=0 DL j(x);
while not converged do
dL0(x)← 0;
for i from 1 to N do
dLi(x)← dLi−1(x) + div qLi(x);
end
∀Li, dLi(x)← uLi(x) exp
(
−dLi (x)+FLic
)
;
a(x)← ∑Li dLi(x);∀Li, uLi(x)← dLi(x)/a(x);
for i from N − 1 to 1 do
dLi(x)← dLi(x) + dLi+1(x);
end
∀Li, i ∈ 1..N, qLi(x)← Proj|qLi (x)|≤RLi (x)
(
qLi(x) − cτ∇dLi(x)
)
;
end
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result of Yuan et al. [192] to this model, thus providing a globally optimal solution frame-
work for the continuous Ishikawa model in both the integer and fuzzy cases. A pseudo-flow
approach was later derived by Baxter et al. [18] using entropic Bregman distances, shown in
Algorithm 2.5.
2.3 Susceptibility and MRI Phase Processing
Now that one can use segmentation algorithms to handle non-convex image enhancement prob-
lems with either discrete or Euclidean range topologies, the question remains, is that good
enough for the purposes of medical image processing. The answer turns out to be no, as there
remains at least one more range topology, the cyclic topology, of interest in medical imaging.
This cyclic topology appears in MRI phase images, such as the one shown in Figure 2.1a,
which are strongly affected by small changes and heterogeneities in the underlying magnetic
field. This is beneficial from a clinical standpoint because it implies that these local phase shift
maps (LPSM) contain inherent natural contrast dependent on the tissue’s magnetic susceptibil-
ity, or how the tissue creates a parallel or anti-parallel local magnetic field in response to being
exposed to another magnetic field.
Measuring this susceptibility, either qualitatively or quantitatively has become crucial to
the diagnosis and staging of many neurological disorders associated with differential brain
iron levels and myelination [103]. It has seen widespread use in investigating Parkinson’s
disease [16] and Alzheimer’s disease [93]. The differing susceptibility between deoxygenated
blood and surrounding tissue has also made susceptibility-based imaging techniques useful in
imaging cerebral vasculature specifically for detecting micro-bleeds [109].
Early approaches to quantifying susceptibility with MRI were largely constrained by as-
suming a simple geometry and a single source of differential susceptibility [21]. The geometry
constraints were removed as the image processing techniques became more complex [99] as
well as the removal of the simplistic assumptions about the susceptibility distribution [100].
Although working with computer simulations and susceptibility phantoms, these methods laid
the conceptual groundwork for the development of quantitative susceptibility mapping (QSM).
The conceptual paradigm for QSM was developed at this early stage, consisting of the steps
[183]:
1. Acquisition of a series of (often gradient echo (GRE) sequences) which produce phase
maps sensitive to differential susceptibility,
2. Separation of the background phase image and the LPSM, and
3. Solving the inverse convolution problem which relates the susceptibility distribution to
the LPSM.
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Susceptibility-weighted imaging (SWI) follows a similar paradigm although the third quanti-
tative step is replaced with a more readily computable qualitative visualization step, merging
the LPSM and magnitude images. Susceptibility tensor imaging (STI) extends QSM assuming
that the susceptibility of tissue at any given point is anisotropic and thus changes with respect
to the relative orientation of the magnetic field [106].
The type of phase processing concerning this chapter is the second step, the separation of
the background phase image and the LPSM in the original phase image. This can be interpreted
as a variant of the low-pass and high pass filtering problem although complicated by the non-
Euclidean range topology of the phase image. To address this topological issue, there are two
traditional paradigms:
1. Homodyne filtering used in SWI, and
2. Phase unwrapping used in both SWI and QSM.
For the sake of notation, the original MRI magnitude, phase, and complex image will be
referred to as MO(x), θO(x) and CO(x) respectively, the background phase as θB(x) and the
LPSM as θ∆(x).
2.3.1 Homodyne Filtering Paradigm
SWI as proposed by Haacke et al. [67] is designed to be a fast, immediately clinically-
applicable susceptibility imaging technique. In order to be feasible, it relies on homodyne
filtering, a very computationally efficient phase filtering technique, to find the background
phase image (BPI). This extended the previous work by Wang et al. on cerebral venous system
visualization [182].
Homodyne filtering in SWI calculates the LPSM using the formula: [67, 182]
θB(x) =∠ (CO(x) ∗ w(x))
θ∆(x) =∠
(
CO(x)
CO(x) ∗ w(x)
)
= θO(x) − θB(x)
(2.14)
where w(x) is a spatial low-pass filter kernel. The most common filter used is the k-space
Hanning window:
F {w(x)} = W(k) =
 0.5
(
1 − cos
(
2pik
f kmax
))
, |k| ≤ f kmax
0, else
(2.15)
where the parameter f ∈ [0, 1] indicates the width of the window in terms of the fraction of
k-space falling within the window’s support. This value is normally set in the range 0.1 for
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high contrast to 0.3 for regular SWI.
Aside from being computationally simple, homodyne filtering can also be interpreted using
a theoretical basis in wrapped Gaussian distributions. Specifically, θB(x) as computed can be
interpreted as the expected value of an unknown wrapped Gaussian distribution where θO(y)
in the surrounding area y ∈ N(x) are weighted samples thereof with weights MO(y)w(|y − x|).
(This is not the only theoretical interpretation which yields homodyne filtering as an cyclic
expected value operator.) With that interpretation, an uncertainty measurement of θB(x) can be
found through the biased standard deviation estimator of said wrapped Gaussian distribution:
SD ≈ − ln(R2) where
R2 =
((∑
y∈N(x) MO(y)w(|y − x|) cos θO(y)
)2
+
(∑
y∈N(x) MO(y)w(|y − x|) sin θO(y)
)2)
(∑
y∈N(x) MO(y)w(|y − x|)
)2 (2.16)
Unfortunately, homodyne filtering suffers from artifacts in scenarios in which the back-
ground phase varies quickly, such as the area surrounding the sinus or the cerebral cortex. In
these scenarios, the standard deviation of the wrapped Gaussian distribution is large, imply-
ing a poorer quality estimate of the mean, i.e. that of θB(x). Additionally, homodyne filtering
techniques do not currently separate the background phase image and LPSM in a physically
justifiable manner that lends itself to quantification.
2.3.2 Phase Unwrapping Paradigm
The goal of phase unwrapping is to represent the original phase image not in terms of a cyclic
topology, but an equivalent image with a Euclidean topology. That is, it attempts to find an
unwrapped phase image θU(x) with the property that:
∃k(x) ∈ Z, θU(x) = θO(x) + 2pik(x) (2.17)
where θU(x) is smooth and equipped with a standard Euclidean range topology. Several ap-
proaches have been used to address this problem including graph-cut based techniques [22],
region-growing [199, 185] and minimum spanning trees [6]. Theoretically, the phase unwrap-
ping paradigm has many desirable features. By expressing the phase information with a 1D
Euclidean topology, traditional linear image processing techniques can be used and many are
well-developed specifically for MRI phase processing used in QSM. Laplacian based phase un-
wrapped techniques [102] take advantage of the relationship between the Laplacians of θO(x)
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and θU(x):
∇2θU(x) = cos θU(x)∇2 sin θU(x) − sin θU(x)∇2 cos θU(x)
= cos θO(x)∇2 sin θO(x) − sin θO(x)∇2 cos θO(x)
(2.18)
and the relationship between the phase Laplacian and the underlying isotropic susceptibility
distribution, χ(x) [157]:
∇2θU(x) = γ × TE × µ0 × H0 ×
(
∇2χ(x)/3 − δ2χ(x)/δz2
)
(2.19)
where z is the direction parallel to the main magnetic field.
However, the question arises: is this process always possible? With the previous homodyne
filtering technique, the process is trivially possible, but with phase unwrapping, it is unclear
if any given phase image is unwrappable. One condition for unwrappability is the second
fundamental theorem of calculus, that is:∫
C
∇(θO(x)) · ds = θO(x2) − θO(x1) (2.20)
where C is any curve from x1 to x2. This theorem holds if and only if both the domain and
range of the function θO(·) can both equipped with a Euclidean topology. This isn’t always
the case as shown in Figure 2.5 due to the presence of noise or absence of appreciable mag-
nitude. Branch-cut methods developed in the radar interferometry community [62] were the
Figure 2.5: Example of an non-unwrappable phase image (left) with corresponding demonstration of
path dependence (right
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first approaches to handle this problem and are still common in MRI research [36, 41, 156] at
least as a comparative approach [55]. In these approaches, the poles at the end of open-ended
fringe lines (a sure-fire sign of non-Euclideanity) are joined together, creating a ‘cut’ which is
removed from the domain of the image, rendering the domain non-Euclidean, but preserving
an unwrappable Euclidean range. In 3D images, these cuts must form a contiguous surface and
are often optimized through the notion of minimal surfaces [156]. Visually, these approaches
appear to create a discontinuity in the region of the cut, even if such a discontinuity is not
apparent locally in the original phase image. The motivation behind this chapter, instead of
removing the Euclidean domain, is to use a cyclic, rather than Euclidean, range.
2.4 Cyclic Continuous Max-Flow Formulation
The goal of cyclic continuous max-flow (CCMF) is to address image enhancement functionals
of the form:
min
u
∫
Ω
f (u(x), x)dx +
∫
Ω
|R(u(x), x)∇u(x)|pdx (2.21)
where the gradient operator ∇u(x) is cognizant that the range topology of u(x) is cyclic and is
therefore only locally Euclidean. These topological considerations would make CCMF partic-
ularly suited for MRI phase smoothing, in which such a cyclic range topology holds.
Similar to the Potts and Ishikawa models, CCMF approximates this function in terms of
a series of indicator functions, uθ(x). As the number of indicator functions grows arbitrarily
large, this energy can be re-expressed as:
u(x) =
∫
Θ
θuθ(x)dθ∫
Ω
f (u(x), x)dx =
∫
Θ
∫
Ω
Dθ(x)uθ(x)dxdθ∫
Ω
|R(u(x), x)∇u(x)|pdx ≈
∫
Θ
∫
Ω
|Rθ(x)∇uθ(x)|pdxdθ
(2.22)
where the indicator functions uθ(x) exist on a cylindrical manifold as shown in Figure 2.6 and
the gradient operator ∇ is applied across both the spatial, x, and range, θ, dimensions. This
leads to the energy functional:
min
u
∫
Θ
∫
Ω
Dθ(x)uθ(x)dxdθ +
∫
Θ
∫
Ω
|Rθ(x)∇uθ(x)|pdxdθ
s.t.
∫
Θ
uθ(x)dθ = 1 and uθ(x) ≥ 0
(2.23)
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2.5 Cyclic Continuous Max-Flow Algorithm
As with the Potts and Ishikawa models, they can be addressed through primal-dual optimization
with either augmented Lagrangians or proximal Bregman projections. Additionally, the Cham-
bolle iteration [31] appears in both which minimizes the (dual) regularization term through the
constrained maximization of its primal spatial flow variables.
The augmented Lagrangian solution algorithm to the cyclic continuous max-flow formu-
lation in the form of indicator functions is given in Algorithm 2.6. As with the previous aug-
mented Lagrangian algorithms, it involves two positive parameters: τ, the gradient descent step
size set to approximately 1/8; and c, the quadratic penalty constant set to a default value of 1/4.
Algorithm 2.6: Augmented Lagrangian solution algorithm for the CCMF functional in
terms of indicator functions.
∀x, θ, uθ(x) = 1/2pi ;
while not converged do
∀x, θ, qθ(x)← Proj|R−>θ (x)qL(x)| p˜≤1 (qθ + τ∇ (div qθ(x) + pθ(x) − pS (x) − uθ(x)/c));
∀x, θ, pθ(x)← min{Dθ(x), pS (x) − div qθ(x) + uθ(x)/c};
∀x, pS (x)← 12pi (1/c +
∫
Θ
(pθ(x) + div qθ(x) − uθ(x)/c)dθ;
∀x, θ, uθ(x)← uθ(x) − c (div qθ(x) − pS (x) + pθ(x));
end
The proximal Bregman solution algorithm to the cyclic continuous max-flow formulation in
the form of indicator functions is given in Algorithm 2.7. Similar to the augmented Lagrangian
algorithm, τ is the gradient descent step size which is set to approximately 1/8. However, c is
Figure 2.6: Topology with which CCMF indicator functions are equipped
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now the weight of the proximity term in each projection step which is set to be on the order of
the difference in data terms between adjacent values of θ.
Algorithm 2.7: Proximal Bregman solution algorithm for the CCMF functional in terms
of indicator functions.
∀x, θ, uθ(x) = 1/2pi ;
while not converged do
∀x, θ, uθ(x)← uθ(x) exp (−(Dθ(x)+div qθ(x))/c);
∀x, θ, qθ(x)← Proj|R−>θ (x)qL(x)|p˜≤1 (qθ − cτ∇uθ(x));
∀x, a(x)← ∫
Θ
uθ(x)dθ;
∀x, θ, uθ(x)← uθ(x)/a(x);
end
For a full theoretical proof of correctness of these algorithms and any additional technical
information, see Appendix Section A.1.
2.6 Cyclic Continuous Max-Flow Synthetic Validation
Continuing the motivation of phase processing using a CCMF, Figure 2.7 shows the results of
applying prior continuous max-flow image enhancement approaches (the Potts model and the
Ishikawa model). Due to the large number of phase bins the thickness of the spatial region
corresponding to each phase bin is minimal. This causes excessively blockiness in the Potts
model due to the shrinking bias. The Ishikawa model is mostly smooth but experiences errors
about the phase wraps because of the assumption of a linear topology. That is, the Ishikawa
model only assumes a smooth transition in intensities between −pi and pi exclusive, viewing
the phase wrap as a discontinuity. CCMF alleviates both these issues, as intended.
(a) Noisy Phase Image (b) Potts Model (c) Ishikawa Model (d) CCMF Model
Figure 2.7: Comparison of phase smoothing using the Potts, Ishikawa, and CCMF models. The Potts
model is excessively blocky and the Ishikawa model is error-prone surrounding the phase wraps. 40
phase bins were used in each model.
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Each method takes O(NM) space where N is the size of the image and M is the number of
phase bins used for interpolation. The Potts and CCMF methods both required 2 seconds for
processing, whereas the Ishikawa model required 3 seconds, although all methods displayed
linear convergence time and linear iteration time.
2.6.1 Images
As CCMF reflects a variety of techniques both in terms of optimization functionals and solvers,
it is important to gauge its efficacy using highly controlled digital phantom experiments visu-
ally similar to MR images. The phantoms (one of which is shown in Figure 2.8) consist of a
phase model with linearly increasing frequency in addition to heavily smoothed Gaussian noise
and randomly placed phase poles outside of a circular mask. This constitutes the smoothly
varying background phase signal. Independent and identically distributed complex Gaussian
noise is then added to each pixel with a CNR of 300%.
(a) Phantom Magnitude (b) Phantom Phase
(c) Noisy Magnitude (d) Noisy Phase
Figure 2.8: Phantom experiment gold standard and noisy images. Low-pass filtered results on the noisy
image are shown in Fig. 2.9.
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2.6.2 Methods
Two different data terms were used, each based either on a complex Gaussian noise model
(similar to that assumed by homodyne filtering):
Dθ(x) = − ln P(∠(C(x) + η) = θ) where η ∼ N(0, σ)
=
m2
2
− ln
(
1 +
√
pi
(
qeq
2
(1 + erf(q))
))
where m =
|C(x)|
σ
, q =
m cos(θ − ∠C(x))√
2
,
(2.24)
or a model similar to that used by phase unwrapping:
Dθ(x) = |∠C(x) − θ| (2.25)
which is independent of the signal magnitude.
Additionally, the regularization terms may be isotropic, penalizing background phase im-
age variation uniformly, or anisotropic in which the variation is penalized differently based on
its orientation. (For mathematical details regarding anisotropic regularization, see Appendix
A.5.1.) The preferred (i.e. low penalization) direction was extracted as the gradient direction
of the homodyne-smoothed image. (In this case, phase wraps have a negligible effect on the
direction of the gradient excepting 180◦ flips.)
Ultimately, these two considerations (along with the two algorithms) provide eight alter-
native CCMF methods. Each method was run multiple times on each randomly generated
phantom varying only the regularization weight. The smoothed images are compared to the
gold standard via normalized error with the unprocessed image reflecting 100% error and the
gold standard reflecting 0% error. Thus, it is possible to receive greater than 100% error if
the image is over-smoothed to a degree that it is further away from the gold standard than the
original noisy image.
2.6.3 Results
All eight methods were run a total of n = 25 randomly generated phantoms. For qualitative
results, a single phantom was generated and each method was applied to it using the optimal
parameterization in Figure 2.10. These qualitative results are shown in Figure 2.9.
The augmented Lagrangian method with anisotropic smoothing and a Gaussian data term
performed the best. The selection of data term and regularization term is intuitive in that the
phantom had Gaussian noise applied to it (as assumed in the Gaussian data term formulation)
and had a sufficiently large frequency in the right side that disallowed higher regularization
weights with isotropic smoothing. The proximity of the Uniform data term’s performance to
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(a) Gaussian data and isotropic regularization (b) Gaussian data and anisotropic regularization
(c) Uniform data and isotropic regularization (d) Uniform data and anisotropic regularization
(e) Gaussian data and isotropic regularization (f) Gaussian data and anisotropic regularization
(g) Uniform data and isotropic regularization (h) Uniform data and anisotropic regularization
Figure 2.9: Example low-pass filtering results using the Augmented Lagrangian solver (a to d) and the
Proximal Bregman solver (e to h). Each pair includes the low-pass filtered image and a difference image
between the result and the noise-free phantom image, Fig. 2.8b.
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Figure 2.10: Error reduction with varying regularization weight
that of the Gaussian data term, combined with its simplicity and magnitude independence,
made it a better candidate for later experiments.
2.7 Cyclic Continuous Max-Flow in MRI Phase Processing
2.7.1 Images
All data acquisition was performed in accordance to the requirements of the research ethics
board at Western University and informed consent was obtained. A healthy volunteer was
scanned at 7 T (7-T neurospecialized MR imaging system, Siemens, Erlangen, Germany) using
a 16-channel transmit/receive head coil. A three-dimensional flow compensated six-echo gra-
dient echo imaging sequence was used with the following parameters: TR/TE1/ESP: 40/3.7/4.1
(ms), Flip angle 13, voxel size 0.5x0.5x1.25 mm3. Image acquisition at both field strengths
were performed with an acceleration factor of 2. In line with recent work highlighting the ad-
vantages of channel-by-channel processing of MR phase data [32], the reconstructed channel
images (using GRAPPA) were saved and each pipeline was set up to process the individual
channel data prior to application of channel combination. (These images were collected as part
of a larger study investigating MR imaging for multiple sclerosis at 7T. The ethics approval for
this data is given in Appendix C Section C.1.)
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(a) Single Channel Magnitude Image (b) Single Channel Phase Image
Figure 2.11: Single channel cranial MR image including magnitude (a) and phase (b) components.
2.7.2 Methods
Four methods were applied to single channel data. CCMF was given a uniform model data term
and anisotropic regularization and solved via augmented Lagrangian multipliers (Algorithm
2.6) with results shown in Figure 2.12. The three comparative methods included homodyne
filtering [67, 182], Gaussian high pass filtering of the unwrapped phase with phase unwrapping
using recursive orthogonal referring (PUROR) [107], and Gaussian high pass filtering of the
unwrapped phase with phase unwrapping max-flow (PUMA) [22].
The quantitative comparison was performed using contrast to noise ratio calculated for
vessels in different regions of the brain in a manner similar to that described previously [77].
Briefly, six representative imaging slices were selected from regions of the brain near the si-
nuses, in the areas of the ventricles, and slices superior to the ventricles. For each of the image
slices the outputs of each of the processing paradigm were stacked, ensuring the images are
co-registered. For each image slice, five veins of ≤ 3 mm diameter were selected and three line
segments were drawn perpendicular to the vein, between 1 and 3 mm apart. For each segment
the absolute contrast between the vein and the surrounding tissue was calculated as follows:
The minimum intensity on the profile corresponded to the vessel signal intensity and the mean
of the pixels coinciding with the tails of the profile (defined as two pixels away from the mini-
mum intensity to the ends of the profile) defined the signal intensity of the surrounding tissue.
The absolute difference between the two defined the absolute contrast. Contrast-to-noise ratio
(CNR) was also evaluated, with noise defined as the standard deviation of the tails.
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The quantitative CNR data were compared between the different paradigms using a three-
way ANOVA test. Factors in this test included method (each paradigm), the echo time, and the
vein being measured. Confidence intervals on the mean CNR difference between each method
were also computed.
Both phase unwrapping approaches and homodyne filtering were given optimized param-
eters with respect to the quantitative experiment [77]. The parameters for the CCMF model
were chosen as the optimal values in the phantom experiment described in Section 2.6.
2.7.3 Single Channel Qualitative Results
Qualitative results for single channel images are shown in Figure 2.12. The homodyne and
PUROR based techniques both experienced artifacts in the area surrounding the sinus likely
due to a combination of the depressed magnitude and more quickly varying background phase
variation. Both phase unwrapping approaches, PUROR and PUMA, suffered from an artifac-
tual phase wrap in the right occipital lobe corresponding to an open-ended fringe line in the
original single channel phase image. In addition, the CCMF results appear to capture high con-
trast between the white and gray matter throughout the image similar to the phase unwrapping
methods. (Note that homodyne, PUMA, and PUROR have been previously optimized for this
exact problem ensuring their performance.) This demonstrates that CCMF can be considered
comparable to the clinical and state-of-the-art phase processing methods for single channel
data. It is worth noting that CCMF outperformed both phase unwrapping approaches based on
computation time.
Algorithm CCMF (s) PUROR (s) PUMA (s)
Echo 1 2.04 ± 0.38 2.88 ± 0.14 6.48 ± 2.34
Echo 2 2.01 ± 0.27 2.91 ± 0.09 6.63 ± 2.48
Echo 3 2.01 ± 0.28 2.92 ± 0.08 6.11 ± 1.57
Echo 4 2.02 ± 0.28 2.93 ± 0.09 6.20 ± 1.68
Echo 5 2.05 ± 0.37 2.98 ± 0.12 6.29 ± 1.70
Echo 6 2.06 ± 0.28 3.01 ± 0.10 6.52 ± 1.63
All Echos 2.03 ± 0.31 2.94 ± 0.11 6.37 ± 1.94
Table 2.1: Computation times for 2D image slices at varying echo time
2.7.4 Channel Combined Qualitative Results
Each channel was processed and the channels combined afterwards using inter-echo weighted
variance (IEV) [108] to produce multi-channel phase maps. (The corresponding images, i.e.
the channel combined qualitative results, are shown in Figure 2.13). Both the higher contrast in
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(a) CCMF High Pass Filter Result (b) Homodyne High Pass Filter Result
(c) PUROR High Pass Filter Result (d) PUMA High Pass Filter Result
Figure 2.12: Local phase shift maps on the single channel MR image shown in Figure 2.11.
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(a) CCMF High Pass
Filter Result
(b) Homodyne High Pass
Filter Result
(c) PUROR High Pass
Filter Result
(d) PUMA High Pass
Filter Result
Figure 2.13: Local Phase Shift Map computed via channel combination of single channel local phase
shift maps such as those presented in Figure 2.12.
the CCMF single channel images and the artifacts around the sinuses in the homodyne images
are propagated to the channel combined images, being consistent across channels. Smaller
cortical veins (seen in Figure 2.13 enlarged region 3) appear much more salient in CCMF
images that in the comparative approaches. This is beneficial because it indicates that CCMF
may be better suited for the investigation of the venous system outside of the major vessels.
The phase unwrapping artifacts present in both PUROR and PUMA do not visibly appear
in the channel combined image, indicating that they are not placed in the same spatial location
across channels. The channel combination, through averaging, thus decreases their signal to
below that of the noise floor. (If one considers each pixel being an approximate average of those
in N channels, the artifact signal decreases with O(1/N) and the noise with O(1/√N) indicating
that the artifact-to-noise ration would decrease with O(1/√N) and thus quickly approach the
noise floor.) The extent to which these artifacts remain can be seen in Figure 2.14 in which
the channel combined PUROR and PUMA images are subtracted thus cancelling out the signal
and the vast majority of noise. In this image, the residual phase wrapping artifacts from both
techniques can be readily seen.
Although these residual artifacts in phase unwrapping techniques are subtle, they may
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(a) PUROR Single Channel (b) PUMA Single Channel (c) CCMF Single Channel
(d) PUROR Channel Combined (e) PUMA Channel Combined (f) Difference of (d) and (e)
Figure 2.14: Residual phase wrapping artifacts present in channel combined images created using phase
unwrapping paradigm.
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create issues for other techniques, such as deconvolution, further down the phase process-
ing pipeline as they represent highly spatially correlated error invalidating any assumption of
strong independence.
2.7.5 Channel Combined Quantitative Results
Quantitative results for each of the six echos is shown in Figure 2.15. In order to compare each
method accurately taking into account variations in the vein contrast and echo, a three-way
ANOVA test was performed on the CNR data, the results of which are shown in Table 2.2. The
factors in said test were the method (CCMF, homodyne, high pass filtered PUROR, and high
Figure 2.15: CNR performance over echo time
Source F p
Method 1.87 0.13
Echo Time 68.58 < 0.001
Vein 38.62 < 0.001
Table 2.2: Three-way ANOVA Table of factors affecting CNR
Figure 2.16: Confidence intervals on mean CNR difference between methods
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pass filtered PUMA), the echo time, and the vein being measured.
As expected, the vein and echo time had a significant effect on the CNR, validating their
inclusion as a factor. Differences between methods were not statistically significant in this anal-
ysis, indicating that all four methods compared comparably with no method showing dramatic
quantitative improvement. Confidence intervals on the mean CNR differences between meth-
ods are shown in Figure 2.16 with a Tukey correction for multiple comparisons. As evidenced
by the insignificance of the method as a factor in the three-way ANOVA test, each confidence
interval overlaps the origin.
The vessels selected for quantitative evaluation likely had an impact on the results underes-
timating the performance of CCMF. A number of cortical veins are significantly more salient
in the channel combined CCMF images and were almost imperceptible in the comparative ap-
proaches. These veins were smaller than 3 mm in diameter and thus did not meet inclusion
criteria.
2.8 Discussion
The results have demonstrated the competitiveness of CCMF phase processing to that currently
used in clinic and the state-of-the-art used in research settings. This is of particular note because
CCMF does not comfortably fit into either existing paradigm for phase processing. That is, it
is based neither on processing the complex image nor on processing a phase-only image which
is equipped with a Euclidean topology. This inherent topological difference (CCMF using
a cyclic, rather than Euclidean, topology) implies that CCMF represents a viable new third
paradigm in phase processing.
CCMF is novel in another sense in that it is a max-flow based image enhancement algorithm
for images with cyclic range topologies, complimenting the Potts and Ishikawa models for
discrete and Euclidean topologies respectively. This may allow it to form the basis of models
of hue enhancement and reconstruction.
2.8.1 Future Work
In terms of future work, incorporating a model of the relationship between channels can be
envisioned using CCMF and may lead to higher contrast filtering. These may allow for filtering
and channel combination to be done in tandem using a single optimization-based approach.
The goal in this case is to combine information from channels which agree to create a common
background phase image applicable to each channel.
Additionally, one especially important area of development would be to create physics-
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informed objective functions. One important consideration is Laplace’s equation (i.e. ∇2B = 0)
which states that the magnetic field sufficiently distant from any source of magnetic suscepti-
bility is a harmonic function. For an unwrapped, Euclidean phase, this term can be optimized,
having the dual form:∫
Ω
R(x)|∇2u(x)|dx = max
|q(x)|≤R(x)
∫
Ω
u(x)∇2q(x)dx (2.26)
Given that the observed magnetic field superposition is a superposition of those generated
from susceptibility sources inside and outside the brain, the background field should satisfy
this constraint. An important area of future work would be to formulation this constraint in the
context of a cylindrical manifold, incorporating it into CCMF. Such advances will be necessary
if CCMF is to be used in the context of QSM as opposed to qualitative SWI.
Chapter 3
Hierarchical Continuous Max-Flow Image
Segmentation
This chapter is largely based on:
• Rajchl, Martin, John SH Baxter, A. Jonathan McLeod, Jing Yuan, Wu Qiu, Terry M.
Peters, and Ali R. Khan. “Hierarchical max-flow segmentation framework for multi-atlas
segmentation with Kohonen self-organizing map based Gaussian mixture modelling.”
Medical Image Analysis 27 (2016): 45-56.
with additional material from:
• John SH Baxter, Martin Rajchl, Jing Yuan, and Terry M. Peters. “A continuous max-flow
approach to general hierarchical multi-labelling problems.” arXiv preprint arXiv:1404.0336
(2014).
• John SH Baxter, Martin Rajchl, Jing Yuan, and Terry M. Peters. “A proximal bregman
projection approach to continuous max-flow problems using entropic distances.” arXiv
preprint arXiv:1501.07844 (2015).
3.1 Introduction
The previous chapter concerned itself with solving an image enhancement problem on MRI
phase images, equipped with a cyclic range topology. The notion of a topology plays a vital role
in more than just image enhancement problems. In segmentation problems, one particularly
important topological notion is that of a label ordering expresses a segmentation problem using
the mathematical notion of a partially ordered set.
In terms medical image segmentation, the philosophic notion of an ontology is starting to
take hold [153]. In a radiographic ontology, RadLex [94] in particular, anatomical location is
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referred to via segmentation in which the image is decomposed into multiple objects of interest
which themselves can be recursively decomposed. That is, the ontology defines what objects
are being segmented and a label ordering relating those objects. Label orderings are a powerful
way of expressing part/whole relationships in anatomical knowledge; they encode knowledge
that describes how larger anatomical components are composed of simpler ones. Statements
such as “The cerebral cortex has two hemispheres, each having four lobes: the frontal, pari-
etal, temporal, and occipital” shown in Figure 3.1 are an example of this type of knowledge.
Generally speaking, part/whole relationships are a beneficial in that they can rely solely on
the clinician’s abstract knowledge, rather than requiring a pre-annotated or pre-labeled atlas
to operate from. This abstract also allows them to have modality independent properties and
encourage general use. Because of this general accessibility and level of abstraction, they can
form the foundation for a common language between clinicians and computers.
Figure 3.1: Example of anatomical knowledge in the form of part/whole relationships expressing the
decomposition of the cerebral cortex into hemispheres and then into individual lobes.
That being said, these topological forms can be quite different than the set topologies inves-
tigated in the previous chapter. The techniques discussed there, the continuous Potts, Ishikawa,
and cyclic models, all express a particular constrained family of label orderings. These con-
straints mean that these models are not suitable for capturing the spectrum of part/whole rela-
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tionships present in multi-region medical segmentation problems. Just as using the incorrect
range topology can cause errors and artefacts in image enhancement problems, using an insuf-
ficient model can lower the accuracy of a max-flow medical segmentation algorithm.
This chapter begins with an overview of label orderings and hierarchical topologies, their
relationship to anatomic knowledge, and how graph-cuts and max-flow techniques have previ-
ously incorporated hierarchical topologies. Hierarchical continuous max-flow (HMF) segmen-
tation is presented as an extendable framework for incorporating hierarchical topologies. HMF
is then applied to the problem of multi-atlas brain tissue segmentation using two open brain
MRI databases.
3.2 Label Orderings and Hierarchical Topologies
Formally, a label ordering is a binary relation defined over the set of labels in a segmentation
making that set a partially ordered set. I will use the binary relation ⊆ to denote the partial
order operator. In order to be a partial ordering, that relation must have the properties of:
• Reflexivity: that for all labels, L ⊆ L,
• Antisymmetry: that if A ⊆ B and B ⊆ A then A = B, and
• Transitivity: that if A ⊆ B and B ⊆ C then A ⊆ C.
A label ordering in particular has the definition that A ⊆ B if and only if ∀x ∈ Ω, uA(x) ≤ uB(x).
So if a spatial location is assigned the label A and A ⊆ B, it must also be assigned the label
B as well. Often, one can express a label ordering through diagrammatic notation. Figure 3.2
expresses the label ordering of Figure 3.1 in a more abstract manner.
Figure 3.2: Example label ordering from Figure 3.1 shown in diagrammatic form.
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In segmentation, to create a valid hierarchical ordering or hierarchy, these diagrams must
be constrained in three ways:
• There must be a root node (with no incoming edges) that represents the entire image, the
corresponding label is denoted as S .
• All other nodes must have one and only one incoming edge. The node at the other side
of said edge will be called the parent of the label.
• Each node will either have no outgoing edges or the outgoing edges must form a partition
of said label. The node at the other side of each outgoing edges will collectively be the
called the children of the label.
One result of these three constraints is that the set of all labels with no children (called end-
labels or leaves) must form a partition of the entire image. In that sense, there is a clear way of
expressing this segmentation problem into a partitioning problem.
From an optimization point-of-view, these types of relationships are relatively easy to work
with because their can be expressed as a convex constraint on the space of feasible segmenta-
tions. Because of this convexity, this constraint can be appended to any convex optimization
problem while still maintaining its solvability. That is, if the original space of feasible segmen-
tations is convex, say in fuzzy segmentation problems, the resulting space with these constraints
applied is also convex.
The Potts and Ishikawa models introduced in the previous chapter (see Sections 2.2.3 and
2.2.5 respectively) can both be expressed in terms of these hierarchical label ordering diagrams
which can elucidate their underlying topologies. In addition, this shows that they are both
special cases of the general hierarchical model. In a Potts model, as shown in Figure 3.3a, the
N segmentation labels, L1 to LN , are all disjoint and arranged as a single partition of the image.
In an Ishikawa model, as shown in Figure 3.3b, the N segmentation labels, L1 to LN are nested
in a particular structure, where each level bifurcates into two labels, the subsequent level and a
label which expressed the set difference between the two levels, such as the labels L0 − L1 and
L1 − L2, etc... This constrained class of label orderings makes the Ishikawa model useful when
segmenting linearly nested structures.
However, I would like a general solution algorithm that can address any type of hierarchical
model, given its hierarchy. The goal of such an endeavour would be a single unified solution
framework to a wide array of medical image segmentation problem agnostic to the particular
problem being addressed.
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(a) Potts model label ordering
(b) Ishikawa model label ordering
Figure 3.3: Potts and Ishikawa models in terms of label ordering
3.2.1 Label Ordering Operators
Before investigating general hierarchical label ordering solution algorithms, there are five par-
ticularly useful operators in using label orderings:
• L.C refers to the children of label L,
• L.C∗ refers to the descendants (children, children of children, etc...) of label L, which
can be recursively defined as L.C∗ = L.C ∪ {L′′ ∈ L′.C∗|L′ ∈ L.C} ∪ . . .}
• L is the set of all labels with no children, that is, L ∈ L =⇒ L.C = ∅,
• L.P refers to the parent of label L, and
• L.P∗ refers to the set of ancestors (parents, parents of parents, etc...) of label L, which
can be recursively defined as L.P∗ = L.P ∪ {L′′ ∈ L′.P∗|L′ ∈ L.P} ∪ . . .}.
As stated earlier, in a hierarchical ordering, the only constraint is that L.P contains a single
element for all labels, excepting the source label S . A concrete example of these operators is
given in Figure 3.4.
56 Chapter 3. Hierarchical Continuous Max-Flow Image Segmentation
L = {A,D, E,G,H, I, J}
Figure 3.4: Example of the different label ordering operators
3.3 Previous Approaches to Hierarchical Topologies
3.3.1 Graph-Cuts and the h-Fusion Algorithm
Although the α-expansion algorithm is applicable to discrete hierarchical models in theory (by
creating a partitioning problem across the set of end-labels L with a complex regularization
term), the guarantee of approximate optimality becomes weaker and weaker. Thus, an alterna-
tive solver is required for these hierarchical problems which takes advantage of the hierarchical
structure of the label ordering.
Delong et al. [44] developed the h-fusion algorithm which uses the α-expansion algorithm
as a subroutine. In the h-fusion algorithm, a sequence of multi-label subproblems are defined
at each iteration which are then merged together. These subproblems are designed to maintain
the hierarchical structure of the label ordering. In particular, each subproblem is created from
partitioning each label into its children. The approximation guarantee is greatly improved for
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hierarchical costs over directly using α-expansion over the labels in L.
3.3.2 Hard-Coded Hierarchies in Continuous Max-Flow
The concept of hierarchical label orderings have been used in max-flow segmentation before
under the moniker of the partially ordered Potts model for cardiac MRI segmentation. Rajchl
et al. [150] used a hierarchical label ordering as shown in Figure 3.5a as an extension to their
earlier Ishikawa-based approach [149] shown in Figure 3.5b.
(a) Hierarchical label ordering used by
Rajchl et al. [150]
(b) Ishikawa label ordering used by Ra-
jchl et al. [149]
Figure 3.5: Label orderings used in cardiac segmentation by Rajchl et al. [149, 150]
The issue with this approach was not the label ordering but that the solution algorithm
proposed was tailored solely to that particular label ordering and thus lacked extendibility and
generality outside of its particular problem domain.
3.3.3 Gestalt Computer Vision
A fundamentally different approach to hierarchical label orderings has been inspired by Gestalt
psychology of vision. The Gestalt principles or grouping laws are a structure for combining
together smaller units into larger wholes. In addition, these larger wholes are interpretted via a
figure-ground divide, that each whole can be decomposed into foreground components against
a common background. These principles include:
1. Connectedness: units that are visually connected to each other are more likely to be a
part of a whole than disconnected regions.
2. Proximity: units that are close together are more likely to be part of a larger whole than
those which are further apart,
3. Similarity: units that share visual properties such as brightness, colour, and texture are
likely to be part of a larger whole than those which do not share these properties,
58 Chapter 3. Hierarchical Continuous Max-Flow Image Segmentation
4. Closure: units should be joined together in such a way that their contours enclose a
region, that ’imaginary’ edges can be created in order to ensure a complete boundary.
5. Good continuance: contours or lines tend to be smooth and continuous, thus ’X’ shapes
are more likely to be two lines crossing as opposed to two sharp objects touching at a
point.
6. Common Region: units that occupy a common region or ground are more likely to be
part of a larger whole than those in different regions, and
7. Symmetry: contours that are symmetric are more likely to be a part of a common object
than contours which are not.
These principles can interact and contradict each other, but have led to the rigorous develop-
ment of computer vision algorithms in which structure is extracted from the image such as
super-pixel hierarchies and agglomerative clustering in computer vision [158].
The Gestalt approach is complementary to but distinct from the other previous approaches
and that of this chapter to incorporating hierarchical topological information in that it is fun-
damentally more bottom-up as opposed to top-down. That is, the Gestalt grouping principles
largely concern how to determine structure given the image, whereas in this chapter and prior
work such as h-fusion [44], the hierarchical structure is already given and is imposed upon
the image. The hierarchical structure in that sense is largely semantic and is a result of more
abstract anatomical knowledge.
3.4 Hierarchical Continuous Max-Flow Formulation
In hierarchical continuous max-flow (HMF), the energy functional can be expressed as the
minimization problem:
min
u
∑
L∈L
∫
Ω
DL(x)uL(x)dx +
∑
L
∫
Ω
|RL(x)∇uL(x)|pdx
s.t. ∀L ∈ L, uL(x) ≥ 0
∀L < L, uL(x) =
∑
L′∈L.C
uL′(x)
uS (x) = 1
(3.1)
which may be subject to the integrality constraint uL(x) ∈ {0, 1}, however, such a constraint
renders the energy minimization problem NP-hard as it is a strict generalization of the (NP-
hard) Potts model. Each label is associated with a regularization term, but only end-labels
have both a data and regularization term. This is because any data term associated with a non-
end-label can be pushed down to its children, such a process can be repeated iteratively until
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reaching the end-labels and thus the problems are equivalent. That is:
if L.C , ∅ then D˜L(x)uL(x) =
∑
L′∈L.C
D˜L(x)uL′(x)
therefore
∑
L
∫
Ω
D˜L(x)uL(x)dx =
∑
L∈L
∫
Ω
DL(x)uL(x)dx
where DL(x) = D˜L(x) +
∑
L′∈L.P∗
D˜L′(x)
(3.2)
Because the hierarchy has been divorced from the source code for the solution algorithm,
HMF segmentation methods can be evaluated with a much higher throughput, and allows for
the method to be extremely general-purpose. For example, in a segmentation research en-
vironment, one would have to create an entirely new solver for every hierarchical method
investigated, posing a significant barrier to the evaluation of multiple methods. Because of
the general-purpose and hierarchy-agnostic code, the process for determining the hierarchy is
separate from the solution module, which would decrease the amount of complex and error-
prone programming required. This additional modularity would allow for multiple hierarchy
modules feeding into a single solver, greatly reducing the development complexity.
There are a few other considerations to take into account when designing a label ordering
for any particular segmentation problem. These considerations, as well as some basic combi-
natorial and theoretical considerations when using hierarchical label orderings are presented
in Appendix B. One important result in this appendix is that determining the optimal hierar-
chical label ordering given a priori knowledge of what groups of end-labels may be form a
super-label is NP-hard (See Section B.3), implying that user knowledge in defining hierarchies
is unavoidable for computational reasons.
3.5 Hierarchical Continuous Max-Flow Solution Algorithms
The HMF energy equation can be minimized using primal-dual optimization on a particular
flow network which is derived from the label ordering diagram by replacing each label L ,
S with a continuum, connecting those L ∈ L to a sink node. Those sink node connections
are then constrained by the data terms. An example of this process is shown in Figure 3.6.
The algorithms presented in this section are based on the maximization of flow through these
particular flow networks. The main contribution of these generalized solution algorithms in
particular is that the label ordering diagram, in the form of a tree data structure, can be given
to them in run time rather than having been previously hard-coded as in Section 3.3.2.
The augmented Lagrangian solution algorithm to the HMF formulation is given in Algo-
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rithm 3.1. As with the previous augmented Lagrangian algorithms, it involves two positive
parameters: τ, the gradient descent step size set to approximately 1/8; and c, the quadratic
penalty constant which has a default value of 1/4.
The proximal Bregman solution algorithm to the HMF formulation Algorithm 3.2. Similar
to the augmented Lagrangian algorithm, τ is the gradient descent step size used in the Cham-
bolle iteration step which is set to approximately 1/8. However, c is now the weight of the
proximity term in each projection step which is set to be on the order of the difference in data
terms.
For a full theoretical proof of correctness of these algorithms and any additional technical
information, see Appendix A.2.
(a) Label or-
dering
(b) Corresponding flow network
Figure 3.6: Example of transforming a hierarchical label ordering into a flow network.
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Algorithm 3.1: Augmented Lagrangian solution algorithm for the HMF functional.
InitializeSolution(S ) ;
while not converged do
for ∀L , S do
∀x, qL(x)← Proj|R−>L (x)qL(x)| p˜≤1 (qL + τ∇ (div qL(x) + pL(x) − pL.P(x) − uL(x)/c)) ;
end
UpdateFlows(S ) ;
for ∀L , S do
∀x, uL(x)← uL(x) − c (div qL(x) − pL.P(x) + pL(x)) ;
end
end
InitializeSolution(L)
for ∀L′ ∈ L.C do
InitializeSolution(L′);
end
∀x, pL(x)← 0;
if L , S then
∀x, uL(x)← 0;
∀x, qL(x)← 0;
end
UpdateFlows(L)
for ∀L′ ∈ L.C do
UpdateSinkFlows(L′) ;
end
if L ∈ L then
∀x, pL(x)← min{DL(x), pL.P(x) − div qL(x) + uL(x)/c} ;
else if L = S then
∀x, pS (x)← 1/c ;
for ∀L′ ∈ S .C do
∀x, pS (x)← pS (x) + pL′(x) + div qL′(x) − uL′(x)/c ;
end
∀x, pS (x)← 1|S .C| pS (x) ;
else
∀x, pL(x)← pL.P(x) − div qL(x) + uL(x)/c ;
for ∀L′ ∈ L.C do
∀x, pL(x)← pL(x) + pL′(x) + div qL′(x) − uL′(x)/c ;
end
∀x, pL(x)← 1|L.C|+1 pL(x) ;
end
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Algorithm 3.2: Proximal Bregman solution algorithm for the HMF functional.
∀L ∈ L, uL(x)← 1/|L|;
∀x, dS (x) = 0;
while not converged do
PushDownCosts(S );
∀x, L ∈ L, dL(x)← uL(x) exp
(
−dL(x)c
)
;
∀x, L ∈ L, uL(x)← dL(x)/∑L′∈L dL′(x);
∀x, L < L, dL(x)← 0;
PushUpCapacities(S );
end
PushDownCosts(L)
if L ∈ L then
∀x, dL(x)← dL.P(x) + div qL(x) + DL(x);
else if L , S then
∀x, dL(x)← dL.P(x) + div qL(x);
end
for ∀L′ ∈ L.C do
PushDownCosts(L′);
end
PushUpCapacities(L)
for ∀L′ ∈ L.C do
PushUpCapacities(L′);
if L , S then
∀x, qL(x)← Proj|R−>L (x)qL(x)|p˜≤1 (qL(x) − cτ∇dL(x)) ;
∀x, dL.P(x)← dL.P + dL(x);
end
end
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3.6 Hierarchical Continuous Max-Flow in Brain Tissue Seg-
mentation
The segmentation of the brain with the assistance of an atlas or multi-atlas has been the main-
stay of neuro-imaging research, especially in cross-patient studies using techniques such as
volumetric morphometry [76, 97], voxel-based morphometry [76, 119] and relaxometry [86].
In these population studies, an atlas is used to provide corresponding anatomical regions be-
tween different patients, allowing for population analysis to occur specific to particular regions
of interest. For these studies to be effective, they must contain multi-atlas-based registration
and segmentation protocols that are both efficient and robust to pathology.
Brain tissue segmentation is one of the simplest delineations of regions of interest, but an
important one as it reflects the major anatomical delineations in the brain which can be used
to constrain more fine-grained parcellations. These segmentation problems contain sufficient
inherent complexity with readily available anatomical knowledge in the form of part-whole
relationships that label orderings can come into play, encoding this knowledge in the seg-
mentation problem. Thus a multi-atlas-based brain tissue segmentation framework has been
implemented for both the OASIS and MRBrainS databases associated with two consecutive
MICCAI segmentation challenges.
3.6.1 MICCAI 2012 OASIS Images
The Open Access Series of Imaging Studies (OASIS) database [118] contains a cross-sectional
collection of over 400 T1w MR images acquired at 1.5T using a magnetization prepared rapid
gradient-echo (MP-RAGE) sequence. A subset of this database was used for the MICCAI
2012 Grand Challenge on Multi-Atlas Labelling which provided 15 manually segmented T1w
images for method development and training, with 20 testing T1w images. Although originally
containing a large list of anatomical labels, comparative criteria were also produced for the
subproblems of tissue segmentation (between gray matter, white matter, and cerebro-spinal
fluid) and basic structure segmentation (cortical gray matter, subcortical gray matter, and brain
stem). The list of labels used in brain tissue segmentation on this database were:
• K representing the background,
• cGM representing cortical gray matter,
• sGM representing subcortical gray matter,
• V representing the ventricles,
• WM representing white matter, and
• BS representing the cerebellum and brain stem.
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3.6.2 MICCAI 2012 OASIS Methods
The segmentation framework developed for the OASIS database (summarized in Figure 3.7)
contains multiple components, but revolves around creating a continuous max-flow segmenta-
tion model with three distinct components:
• An intensity term which encourages segmented objects to have the same intensity distri-
bution as equivalent objects in the a priori segmented atlas images,
• A spatial term which encourages segmented objects to be in the same general location
as equivalent objects in the a priori segmented atlas images, and
• A smoothness term which encourages smooth segmentation boundaries aligned with vis-
ible edges in the image.
In terms of the max-flow model applied, either the Potts model or the HMF model shown in
Figure 3.8 was used.
The intensity term was created through Gaussian Mixture Modeling (GMM) using dense
Kohonen self-organizing mixture networks (KSOMNs). [186] These KSOMNs have inherent
intensity-domain regularization which makes them better suited for modelling more irregu-
larly shaped distributions. The GMM was learned on a synthetic multichannel image with ten
scalars: the T1w images from the atlas, three smoothed versions of the T1w image (Gaussian
kernels of σ = 1, 2, 3 mm3, the gradient magnitude of said smoothed images, and the Lapla-
cian of said smoothed images. Each image was normalized to unit standard deviation within
the brain mask to ensure consistency.
The spatial term was created through the registration of the image to each of the images in
the atlas first via an affine transformation achieved using NiftyReg [131] and then through the
deformable registration framework RANCOR [147]. To merge the resulting registration-based
labellings, two label fusion methods were investigated. Mean label fusion (MLF) simply aver-
ages the indicator functions; for example, if three of five atlases label a particular location as
grey matter, MLF marks that location as being 60% grey matter. Joint label fusion (JLF) [181]
is more complex, weighing each atlas by the joint probability of multiple atlases making incor-
rect labellings simultaneously. This probability is estimated from the difference in intensities
in a local neighbourhood between the atlases and the target image, corresponding to a local
intensity model.
The intensity and spatial terms can be combined together into a single data term for the
model using the Bayesian formula:
DL(x) = − ln P(I(x)|x ∈ L) − βL ln P(x ∈ L) (3.3)
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where the first term is the negative log-likelihood of the probability determined by the GMM,
and the second is that determined by the label fusion algorithm, βL weighting their relative
importance. The smoothness terms were derived from the gradient magnitude of the image
normalized by that of the smoothed image:
RL(x) = αL exp
( −λ|∇I(x)|
1 + |∇(G ∗ I(x))|
)
(3.4)
where G is a Gaussian kernel of standard deviation 1 mm3.
Figure 3.7: Pipeline used in multi-atlas brain tissue segmentation.
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Figure 3.8: Hierarchical label ordering used in segmentation of the OASIS database
In order to quantify segmentation accuracy, three complimentary metrics were used:
• Dice similarity coefficient (DSC) which measures the normalized amount of volumetric
overlap between segmentations, ranging between 0% indicating no spatial agreement to
100% indicating the equivalence of the segmentations,
• Absolute volume difference (AVD) which measures the normalized difference in the vol-
ume of the segmentations ranging between 0% indicating that the segmentations have the
same volume to 100% indicating that the segmentations have completely incompatible
volume estimates,
• Modified Hausdorff distance (MHD) which measures the proximity of the segmented
surfaces, 0 mm indicating the equivalence of the segmentations.
Competitive methods were selected from the official MICCAI 2012 OASIS segmentation
challenge [92]. The top seven methods include:
• CIS JHU presented by Tang et al. uses a large deformation diffeomorphic metric map-
ping (LDDMM) framework that iteratively optimizes atlas selection using an expectation-
maximization algorithm.
• MALP EM presented by Ledig et al. extends their previous multi-atlas label propagation
(MALP) [96] framework using expectation-maximization to refine their local intensity
model.
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• MAPER presented by Heckemann et al. iteratively re-registers atlases based on their
agreement in terms of label fusion.
• NonLocal STAPLE presented by Asman and Landman [10] extends the STAPLE algo-
rithm [184] to include non-local means-based intensity information.
• PICSL BC and PICSL Joint both proposed by Wang et al. [180] use joint label fusion
and corrective learning to account for label fusion errors.
• STEPS proposed by Cardoso et al. [30] uses locally normalized cross-correlation to
extend the STAPLE algorithm [184] to introduce local intensity information.
These competitive methods provide context for what is reasonable in terms of state-of-the-art
multi-atlas brain tissue segmentation algorithms. Evaluation was performed on the basis of
a set of paired t-tests for each evaluation metric. Paired t-tests allow for differences between
methods to be extracted even when there is a large amount of variability in the datasets. By
using a paired approach, performance variations across datasets are controlled for, isolating the
variability resulting from differing methods.
3.6.3 MICCAI 2012 OASIS Results
The segmentation framework was run on the remaining images in the OASIS database to obtain
segmentation results and accuracies. Six variants of the algorithm were applied:
1. MLF+IM+Potts: Mean label fusion with the additional intensity model and Potts regu-
larization,
2. MLF+IM+HMF: Mean label fusion with the additional intensity model and HMF regu-
larization,
3. JLF+Potts: Joint label fusion and Potts regularization and no additional intensity model,
4. JLF+HMF: Joint label fusion and HMF regularization and no additional intensity model,
5. JLF+IM+Potts: Joint label fusion with the additional intensity model and Potts regular-
ization, and
6. JLF+IM+HMF: Joint label fusion with the additional intensity model and HMF regular-
ization.
Each experiment has a paired Potts vs. HMF component, elucidating under what conditions
more expressive regularization leads to improved segmentation performance. In addition, there
is a pair to determine if JLF truly outperforms MLF given an auxilliary intensity model, and
whether or not that intensity model improves JLF. Quantitative segmentation results are shown
in Figure 3.1. From these results, two methods were selected as having superior performance,
JLF+HMF and JLF+IM+HMF. The latter improved segmentation results marginally, but not
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significantly. This may be because the images are univariate so the intensity model did not
contain much more information than the local similarity model used by JLF.
Visual results for the best and worst case images using JLF+IM+HMF are shown in Figure
3.9. In the best case, the segmentation results adhere very closely to the manual segmentation
results with some possible slight over-smoothing of the subcortical gray matter. In the worst
case images, the presence of white matter lesions greatly reduced the performance of the seg-
mentation algorithm, even without an a priori intensity model assuming their non-existence.
This indicates that the lesions were present with sufficient size and hypointensity to cause large
registration errors that could not be compensated for by the segmentation model. In addi-
tion, the feathering artefacts in the manual segmentation of the subcortical greatly decreases
apparent segmentation performance due to manual segmentation variability. The increased
smoothing applied to limit these artefacts has caused some erroneous combination of other-
wise disconnected regions of the subcortical gray matter.
In terms of comparing with methods found in the literature, JLF+IM+HMF did quite well.
Comparative segmentation accuracies on the seven highest ranked segmentation algorithms on
the OASIS database challenge are shown in Tables 3.2, 3.3, and 3.4. Our method performed
particularly well using the MHD metric on the ventricle component. This is largely due to the
way in which parameters were manually selected for this problem. As the ventricle tended to
have high edge contrast, it required less manual effort to improve performance via parameter
optimization than it would for more convoluted or blurrred regions. These results indicate that
our method would have likely been placed in the top five methods in the challenge in terms of
brain tissue and basic structure segmentation, all of which are extremely comparable. Given
that each image in the dataset had a single manual segmentation as a gold standard, it is im-
possible to quantify manual segmentation variability for this dataset. However, viewing the
manual segmentations provided as training, one can readily see feathering artifacts on what
should be smooth regions which tend to be indicative of higher manual segmentation vari-
ability, as they indicate that only 2D segmentation tools were provided and that no standard
operating procedure was created to mitigate for out-of-plane errors like feathering.
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OASIS cGM sGM WM V BS mean
DSC (%)
MLF+IM+Potts 86.0±4.7 85.5±4.3 89.7±4.0 87.4±3.6 89.1±2.2 87.5±3.8
MLF+IM+HMF 86.4±4.4 86.1±3.8 89.9±3.5 87.5±3.6 89.1±2.3 87.8±3.5
AVD (%)
MLF+IM+Potts 7.0±5.6 8.9±8.4 11.6±11.8 14.3±10.6 8.2±5.8 10.0±8.5
MLF+IM+HMF 5.7±4.6 7.2±7.3 10.2±10.9 14.7±10.5 6.9±5.9 8.9±7.9
MHD (mm)
MLF+IM+Potts 2.2±0.3 2.0±0.5 1.6±0.4 1.8±0.6 2.2±0.5 1.9±0.5
MLF+IM+HMF 2.2±0.2 2.0±0.5 1.6±0.4 1.9±0.6 2.2±0.4 2.0±0.4
DSC (%)
JLF+Potts 87.8±3.4 89.5±2.1 91.9±3.2 89.9±3.7 91.1±0.7 90.0±1.7
JLF+HMF 88.5±3.5 90.2±1.9 91.2±3.9 90.7±3.3 93.0±0.8 90.7±1.4
JLF+IM+Potts 88.4±3.4 *91.1±1.8 92.5±2.7 *91.1±3.1 *93.0±0.9 *91.2±1.5
JLF+IM+HMF 88.9±3.3 *91.1±1.8 92.6±2.7 91.2±3.0 93.0±0.9 91.3±1.5
AVD (%)
JLF+Potts 3.7±3.3 6.0±2.4 7.8±8.2 6.9±5.1 3.5±2.0 5.6±2.5
JLF+HMF 3.6±3.6 3.5±2.3 7.3±9.2 6.7±6.3 2.1±2.0 4.7±2.3
JLF+IM+Potts 4.2±2.8 *3.5±2.0 7.7±7.1 7.0±5.3 2.7±2.0 5.0±2.3
JLF+IM+HMF 3.8±2.5 3.2±1.9 7.5±7.0 6.8±5.6 2.7±2.1 4.8±2.2
MHD (mm)
JLF+Potts 2.4±0.4 1.7±0.4 1.4±0.6 1.4±0.3 2.0±0.2 1.8±0.3
JLF+HMF 2.2±0.4 1.5±0.3 1.7±1.0 1.4±0.3 1.6±0.3 1.7±0.3
JLF+IM+Potts *2.2±0.4 *1.3±0.3 1.2±0.3 *1.2±0.2 *1.6±0.3 *1.5±0.2
JLF+IM+HMF *2.0±0.3 *1.3±0.2 1.2±0.4 *1.2±0.2 1.5±0.3 *1.4±0.2
Table 3.1: Segmentation Results - OASIS: significantly better metrics (p ≤ 0.05 after Bonferroni correc-
tion) between HMF/Potts pairs are shown in bold and significantly better metrics (p ≤ 0.05) with/without
the intensity model are denoted with an asterix for JLF.
Figure 3.9: Best and worst case results for the OASIS database (top row: best case T1w image, gold
standard, JLF+HMF, worst case T1w image, gold standard, JLF+IM+HMF; bottom row: enlarged
ROIs.)
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OASIS DSC (%) cGM sGM WM V BS mean
JLF+IM+HMF 88.9±3.3 91.1±1.8 92.6±2.7 91.2±3.0 93.0±0.9 91.4±1.5
CIS JHU 92.5±1.5 89.5±2.3 92.8±1.2 88.1±3.3 92.6±0.7 91.1±1.0
MALP EM 92.8±2.2 90.6±2.8 93.9±2.0 90.2±3.4 93.3±0.7 92.2±1.4
MAPER 91.0±1.8 90.3±3.0 92.6±1.5 89.8±3.3 93.4±0.9 91.4±1.2
NonLocalSTAPLE 91.6±3.4 91.3±2.3 93.6±3.5 90.6±2.8 94.2±0.8 92.2±2.0
PICSL BC 92.6±2.1 91.3±2.3 93.4±1.8 90.9±3.1 94.6±0.5 92.6±1.3
PICSL Joint 91.2±2.3 91.2±2.3 92.5±1.8 89.7±3.5 94.5±0.5 91.8±1.4
STEPS 90.2±1.7 90.4±2.2 92.0±1.1 88.9±3.6 93.8±0.7 91.1±1.0
Table 3.2: Comparison Results - OASIS DSC: significant difference to JLF+IM+HMF (p ≤ 0.05 after
Bonferroni correction) is shown in bold
OASIS AVD (%) cGM sGM WM V BS mean
JLF+IM+HMF 3.8±2.5 3.2±1.9 7.5±7.0 6.8±5.6 2.7±2.1 4.8±2.2
CIS JHU 3.0±2.7 2.5±2.1 4.0±2.9 9.0±5.7 2.6±1.8 4.2±2.2
MALP EM 4.8±2.8 2.3±2.4 5.2±2.8 7.7±6.4 2.1±1.4 4.4±1.8
MAPER 5.3±2.9 2.4±2.4 9.8±3.2 7.9±6.2 3.1±1.8 5.7±1.6
NonLocalSTAPLE 4.5±5.3 3.3±1.9 7.6±6.9 7.7±6.1 2.0±1.4 5.0±2.5
PICSL BC 7.2±4.6 2.5±2.6 9.2±3.3 5.7±5.2 2.1±1.5 5.3±2.1
PICSL Joint 5.8±3.7 2.3±1.5 9.2±3.8 8.4±5.1 2.1±1.5 5.5±2.2
STEPS 3.1±2.2 5.4±3.0 4.1±2.8 6.0±4.4 2.1±1.4 4.1±1.4
Table 3.3: Comparison Results - OASIS AVD: significant difference to JLF+IM+HMF (p ≤ 0.05 after
Bonferroni correction) is shown in bold
OASIS MHD (mm) cGM sGM WM V BS mean
JLF+IM+HMF 2.0±0.3 1.3±0.2 1.2±0.4 1.2±0.2 1.5±0.3 1.4±0.2
CIS JHU 1.4±0.2 1.7±0.5 1.2±0.2 2.7±1.1 1.6±0.3 1.7±0.3
MALP EM 1.2±0.3 1.4±0.6 1.1±0.2 2.5±1.0 1.6±0.3 1.6±0.3
MAPER 1.4±0.2 1.5±0.6 1.1±0.2 2.6±1.0 1.6±0.3 1.6±0.3
NonLocalSTAPLE 1.5±0.2 1.4±0.4 1.1±0.4 2.5±1.0 1.4±0.3 1.6±0.3
PICSL BC 1.3±0.2 1.2±0.3 1.1±0.2 2.4±1.0 1.2±0.1 1.5±0.2
PICSL Joint 1.4±0.2 1.3±0.3 1.1±0.2 2.5±1.1 1.3±0.2 1.5±0.3
STEPS 1.6±0.2 1.4±0.3 1.2±0.2 2.7±1.1 1.3±0.2 1.6±0.3
Table 3.4: Comparison Results - OASIS MHD: significant difference to JLF+IM+HMF (p ≤ 0.05 after
Bonferroni correction) is shown in bold
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3.6.4 MICCAI 2013 MRBrainS Images
The MRBrainS database [120] is smaller but, unlike the OASIS database, is multi-variate. Each
subject had three co-registered images: a T1w image, a T1 inversion recovery (T1IR) image,
and a T2 fluid attenuated inversion recovery (T2FLAIR) image. All images were acquired at
3T with voxel-sizes of 0.96x0.96x3.00 mm. These images were segmented with the labels:
• K representing the background,
• cGM representing cortical gray matter,
• sGM representing subcortical gray matter,
• eCS F representing cerebro-spinal fluid external to the cortex,
• V representing the ventricles,
• WM representing white matter, and
• WML representing the white matter lesions.
Because the white matter lesions were manually segmented in the database, they can be actively
accounted for in training the intensity model. This additional training information ameliorates
some of the fundamental issues experienced in the worst case results on the OASIS database.
3.6.5 MICCAI 2013 MRBrainS Methods
The segmentation approach taken was the same as that of the OASIS database outlined in
Section 3.6.2 with some modifications listed below:
• The intensity model was trained using all three images as features with no smoothed
versions.
• The affine and deformable registration steps along with the label fusion were performed
on the T1w images without information from the T1IR and T2FLAIR images.
• The highest performing method on the OASIS database (JLF+IM+HMF) was the only
one evaluated on the MRBrainS database, due to the limited number of entries allowed.
As the label fusion is performed using information solely from the T1w image, it no longer
contains a full picture of the local intensity, missing information from the T1IR and T2FLAIR
images. Thus, the intensity model should have a much higher impact on the multi-variate
MRBrainS segmentation problem compared to the univariate OASIS segmentation problem.
As the MRBrainS segmentation problem contains a different number of configuration of labels,
a different label ordering must be used. The label ordering used in the MRBrainS segmentation
experiment is shown in Figure 3.10.
The segmentation results were evaluated for accuracy using the same three metrics as in
the OASIS database: the Dice Similarity Coefficient (DSC), the Absolute Volume Difference
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Figure 3.10: Hierarchical label ordering used in segmentation of the OASIS database
(AVD), and the Modified Hausdorff Distance (MHD). Comparative methods include the other
four members of the top five best performing prior submitted methods in the MICCAI 2013
challenge:
• ISI Neo presented by Moeskops et al. [122] uses a three-stage segmentation framework
originally proposed for neonatal brain tissue segmentation.
• MNAB2 presented by Pereira et al. [136] uses a random decision forest using local
intensity information in all three images.
• BIGR2 presented by van Opbroek et al. [177] uses a support vector machine using
Gaussian scale-space descriptors of all three images.
• U of L presented by Alansary et al. [3] uses a MAP-based approach in which the intensity
distribution is modeled as a Linear Combination of Discrete Gaussians with an additional
homogeneity descriptor.
Evaluation was performed on the basis of a set of paired t-tests for each evaluation metric.
Paired t-tests allow for differences between methods to be extracted even when there is a large
amount of variability in the datasets. By using a paired approach, performance variations across
datasets are controlled for, isolating the variability resulting from differing methods.
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3.6.6 MICCAI 2013 MRBrainS Results
JLF+IM+HMF performed favourably compared to the other top-ranked methods. In terms of
the quantitative results (presented in Table 3.5), 48 comparisons were performed, 6 of which
showed JLF+IM+HMF was superior to another method and 2 of which showed the opposite.
(Bonferroni correction was performed on all tests.) That being said, the difference in results
between the top five methods are all well within the range of expected manual segmentation
variability inherent in the database.
MRBrainS JLF+IM+HMF ISI Neo MNAB2 BIGR2 UofL
DSC CSF 82.10±4.42 81.08±3.25 82.18±3.47 78.31±4.98 78.86±4.23
GM 84.13±1.46 85.77±1.89 84.28±2.12 84.65±1.31 82.96±1.53
WM 87.96±1.11 88.66±1.59 88.18±1.22 88.42±1.21 87.88±1.96
mean 84.73±3.65 85.17±3.91 84.88±3.47 83.79±5.17 83.23±4.64
AVD CSF 12.78±11.57 9.77±10.18 8.81±8.71 22.76±18.04 9.69±10.32
GM 5.44±3.81 6.62±3.61 6.97±4.09 6.14±3.39 8.61±5.55
WM 6.59±4.81 6.96±5.92 7.87±6.79 6.02±5.02 8.74±6.59
mean 8.27±8.08 7.79±7.10 7.88±6.69 11.64±13.36 9.01±7.60
MHD CSF 2.71±0.72 2.65±0.52 2.46±0.57 3.19±0.77 2.66±0.50
GM 1.92±0.00 1.62±0.45 1.94±0.40 1.89±0.37 1.70±0.28
WM 2.49±0.46 2.07±0.44 2.22±0.51 2.36±0.46 2.24±0.61
mean 2.37±0.59 2.12±0.63 2.20±0.53 2.48±0.77 2.20±0.62
Table 3.5: Segmentation Results - MRBrainS: significant difference to JLF+IM+HMF (p ≤ 0.05 after
Bonferroni correction) is shown in bold
Best and worst case segmentation results are presented in Figures 3.11 and 3.12 respec-
tively. In both the best and worst cases, there is slight oversmoothing of the cortical gray matter.
Although better than in the OASIS dataset, white matter lesions still have a severe impact on
the worst case results where they, coupled with partial voluming, cause erroneous gray-matter
like signal in both the T1w and T2FLAIR images, the latter being the most indicative of white
matter lesions.
3.7 Discussion
HMF provides a single algorithm for addressing segmentation problems which are equipped
with a hierarchical label ordering. This is a fairly general class of segmentation problems
which fundamentally includes both the Potts and Ishikawa models as sub-classes. The benefit
of having such a general solver is important for medical image processing research, as it allows
for multiple labels orderings to be attempted and compared without requiring a large degree
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Figure 3.11: Best case results for the MRBrainS database (top row: best case T1w image, T1IR image,
T2FLAIR image, gold standard, JLF+IM+HMF. bottom row: enlarged ROI.)
Figure 3.12: Worst case results for the MRBrainS database (top row: best case T1w image, T1IR image,
T2FLAIR image, gold standard, JLF+IM+HMF. bottom row: enlarged ROI.)
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of additional programming time previously required for hard-coded hierarchies as in Section
3.3.2.
One result of this investigation into HMF models via brain tissue segmentation is the im-
provement of the model compared to a similar Potts model. The accuracy improvements across
almost all labels indicates that the improved expressivity in terms of regularization did have a
noticeable effect. It is also notable from the OASIS experiments that improved data terms,
in the form of the intensity model or JLF also have a significant effect on the segmentation
accuracy regardless of the regularization used. This is understandable and offers a distinct
mechanism for improving segmentation methods without more complicated regularization re-
quirements.
3.7.1 Future Work
There are a number of areas of future work to pursue in terms of segmentation problems with
hierarchical label orderings. Specifically:
• Investigate frameworks for generating better data terms and regularization terms. For
improved data terms, these could include investigation into techniques such as artificial
neural networks [83] and random forests [113]. In terms of learning regularization terms,
techniques such as probabilistic edge maps [129] might be used to rigorously incorporate
edge information based on probability theory similar to the data terms.
• Automatically determine weighting parameters which limit the general use and applica-
bility of more complex hierarchical models.
• Develop interactive segmentation interfaces that would allow for rapid definition and
comparison between multiple hierarchies. (This is the topic of Chapter 4.)
• Develop a segmentation framework that would allow for multiple hierarchies to be used
simultaneously, even if the resultant label ordering is non-hierarchical. (This is the topic
of Chapter 5.)
• Incorporate other topological notions outside of label orderings, such as shape informa-
tion. (This is the topic of Chapter 6.)
Chapter 4
Optimization Based Interactive
Segmentation with Anatomical Knowledge
This chapter is largely based on:
• John SH Baxter, Martin Rajchl, Terry M. Peters and Elvis C.S. Chen. “Optimization-
based interactive segmentation interface for multi-region problems.” SPIE Journal of
Medical Imaging (2016).
• John SH Baxter, Eli Gibson, John M. Moore, Roy Eagleson and Terry M. Peters. “The
Semiotics of Medical Image Segmentation.” submitted to Medicine, Health Care and
Philosophy (2017).
4.1 Introduction
As stated in Section 3.4, determining the largest hierarchy from a collection of regularization
requirements, i.e. finding an HMF model which targets as many requirements as possible, is
NP-hard. This implies that user knowledge is required to determine not only the components
are in the segmentation ontology, but also the structure of said ontology as well. Because
of the general HMF solver presented in Chapter 3, the hierarchical label orderings used to
structure the segmentation ontology can be provided as input, rather than seen as inherent to
the segmentation algorithm.
Altogether, this motivates the concept of interactive segmentation with anatomical knowl-
edge where the user provides not only indications of object location and properties, but also
how they relate to other objects. As interactive segmentation combines the positive aspects of
both manual and automated segmentation, the ability to incorporate anatomical knowledge as
a locus for interactivity can lead to better handling of imaging abnormalities/heterogeneities
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and patient pathology.
This chapter begins with an exploration into the semiotics of segmentation including the
Piercean notion of signs and how they contribute to interactive segmentation. This is followed
by an overview of interactive segmentation interfaces for medical imaging and a technical
description of the Segmentation User Environment (SegUE). This interface has been applied to
cardiac segmentation across multiple modalities, and to neonatal cranial ventricle segmentation
from MRI. This chapter concludes with areas of discussion and future work in the field of
knowledge-based interactive segmentation.
4.2 Philosophy of Segmentation
When developing a general-purpose segmentation framework, it is important to consider the
basic philosophy of segmentation and lay a firm conceptual foundation for how to categorize,
compare, and contrast the large body of research into the subject.
The first important notion is that of interactivity. Briefly, interactivity is a blanket term that
captures the difference between a segmentation framework that is fully manual and one that is
fully automatic. The interactivity spectrum for segmentation is shown in Figure 4.1. On the left
side are manual and interpolated segmentation in which the anatomical knowledge and effort
are provided primarily by the user. (In the case of manual segmentation, all knowledge and
activity is provided by the user with the computer acting as a mere receptacle for this activity.)
For semi- and fully automatic segmentation, the anatomical knowledge is provided largely by
the computer in terms of what has been encoded into the segmentation algorithms explicitly,
or what knowledge is implicitly captured from training images, i.e. an atlas. The areas on this
Figure 4.1: Segmentation Interactivity Spectrum
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chart overlap in order to emphasize that these boundaries are far from objective or universally
agreed upon, and many would dispute the binning of any non-trivial example into any category.
The primary concern of this chapter is interactive segmentation, that is, interfaces in which
the user is the primary provider of significant anatomical knowledge, yet the computer plays
an active role in determining the final segmentation result. (However, this semiotic analysis
is valid for the manual and automatic extrema, however with less richness.) In the interactive
segmentation paradigm, the problem of finding the correct segmentation is a dialogue between
the clinical user and the computer, with the user providing information, structure, and possibly
correction while the computer providing estimates of the segmentation and areas of uncertainty.
In that sense, the computer is viewed as a dialogue partner [85]. In this sense, the other forms
of segmentation could also been seen as limiting cases of a dialogue, particularly ones in which
one party, either the clinical user or the computer, is largely passive.
There may be legal and regulatory ramifications to this approach, particularly because in-
teractive segmentation lies in the intermediate space between interpolated and semi-automatic
segmentation paradigms, both of which have well-defined regulatory approval requirements
and best practices.
4.2.1 Semiotics in Segmentation
Olabarriaga & Smeulders [130] in their 2001 review of medical image segmentation from the
perspective of interactivity identify three aspects for understanding the dialogue between the
clinician and the computer. Specifically, it raises the questions:
1. What types of input signs are provided by the user?
2. How is the user input interpreted by the computer?
3. What is the purpose of user interaction in the segmentation process?
and asks what effect these answers would have on accuracy, repeatability, and efficiency. Their
review article is important in that it focuses attention on other aspects of segmentation aside
from computation time and accuracy. However, their analysis lacks the rigour of a formal
philosophical analysis and thus many particulars have not stood the test of time well.
By motivating segmentation (and interactive segmentation in particular) as a dialogue be-
tween the clinical user and the computer, the philosophical focus of segmentation moves to
the investigation of what constitutes communication, especially considering the lack of theo-
retical common ground between clinical and computational problems. For this, one can turn
to the philosophical study of semiotics, that is, the study of signs, their structure and mean-
ing. In particular, the theory of signs developed by Charles S. Pierce [133] offers a powerful
categorization of signs into:
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• Icons or iconic signs that represent an object by being similar to it in some way,
• Indexes or indexical signs that represent an object by correlating with said object or
specifying a property thereof, and
• Symbols or symbolic signs that represent an object by virtue of some arbitrary or socio-
cultural standard.
An important addition to this categorization is the historically preceding notion of a part or
partial sign which represents an object by virtue of being a part of said object [162]. (These
types of signs were originally referred to as symptoms but calling them partial signs limits
confusion with the common-sense use of the former term.) The signs involved can also be
either user-generated (input sign) or reflects the output of a particular computational process
(output sign).
This classification gives a simple mechanism for interpreting any given sign, although at a
more superficial level. However, it is not sufficient for understanding semiotic interaction in
segmentation interfaces in which individual signs may be composed of multiple heterogeneous
parts and interpreted on multiple levels. Lastly, this analysis should elucidate the theoretical
basis used by the user and the computer to understand the sign underyling any given interaction,
addressing this issue of heterogeneity and interpretation. This basis extends the roles played
by the user and the computer described by Olabarriaga & Smeulders [130]. Thus, this analysis
focuses on four aspects, extending the three presented by Olabarriaga & Smeulders [130]:
1. What information should constrain the problem, be provided as input, or result from the
segmentation process?
2. What input signs are or should be provided by the computer?
3. What output signs are or should be provided by the computer?
4. How can these signs be designed to maximize coherence between the user and the com-
puter?
The first question is the traditional fare of requirements engineering and can be investigated
outside the scope of semiotics. The remaining three questions are addressed in the following
subsections.
4.2.2 Input Signs
Table 4.1 presents some common input sign mechanisms with their corresponding semiotic
type. Although the four types should be exhaustive, the list of examples is not.
In terms of input signs, one unintuitive action to consider is that the user selects the seg-
mentation algorithm itself. Although this is largely implicit in many segmentation frameworks,
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some image analysis interfaces such as Khoros [90] and MeVisLab [151] make this type of in-
put sign explicit by allowing the user to create their own on-the-fly segmentation pipeline with
basic processes such as thresholding and morphological operators, as connected boxes. These
actions, the selection and modification of the segmentation pipeline as a whole, are largely
symbolic in that the naming and graphical conventions dictate the segmentation pipeline. Sim-
ilarly, user actions such as choosing an algorithm to immediately run, outside of the notion of
a pipeline, could be viewed as symbolic. The selection of numeric parameters may also be
considered symbolic to a clinician in that they control properties of the segmentation often in
indirect or opaque ways. The number of segmentation interfaces that employ these signs are
so numerous that it is difficult to find ones that are without opaque parameters.
Considering actions that don’t modify the segmentation pipeline, arguably, the most com-
mon input signs used in modern segmentation frameworks are partial in that the user supplies
a sign indicating a part of the segmentation. Common techniques include the picking of seed-
points common in traditional region growing [2, 74] and fuzzy connectedness [70, 174] based
frameworks. This single point methods can readily be extended to seed regions with higher
density using paint-brush based approaches [23, 27, 63, 66, 150, 149, 198]. The previous signs
discussed signified regions interior to the segmentation, but there are contour based approaches,
such as LiveWire [15, 53], which rely on identifying portions of the region’s boundary [151].
ITKSnap [198] is particularly illustrative in that it includes both a paint-brush tool and a polyg-
onal outlining tool (contouring) more conceptually suitable for identifying edges. In the case
Partial Sign Iconic Sign
• Centroid or seed-point selection [2,
70, 74, 174]
• Paint-brush [23, 27, 63, 66, 149, 150,
198]
• Contouring [15, 53, 138, 198]
• Selection of a pre-computed region
(i.e. a super-pixel) [58]
• Full segmentation of an object in an
individual slice [138, 159]
• Selecting or providing a prior ‘rough’
segmentation [53, 127, 187]
• Selection of an image from an atlas
[125]
Indexical Sign Symbolic Sign
• Specifying topological / geometrical /
volumetric properties of a single label
[65, 140, 178]
• Specifying topological properties be-
tween multiple labels [43]
• Algorithm selection
• Selection of a simple image processing
operator and composition of these into a
pipeline [88, 90, 151]
Table 4.1: Classification with examples of different input sign types
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of segmenting volumetric data, some segmentation methods rely on a full segmentation of indi-
vidual 2D slices which are then propagated or interpolated between throughout the remainder
of the volume. [159]
Iconic input signs are when the user provides an entire sample segmentation (as opposed
to a partial one) in terms of either the same image or an atlas. In terms of most atlas-based
segmentation paradigms, the atlas is a fixed component and not subject to modification by the
user. One illustrative counter-example is that developed by Nowinski et al. [125] in which
the user actively selects the atlas with which to segment the image. Separate from atlases
is the concept of pre-segmentation in which the user provides a rough segmentation of the
image which is then refined by the algorithm. This is often used as a pre-processing step for
more complex methods designed to preserve the segmentation topology such as LOGISMOS
[127, 187], although often these approaches are generated automatically rather than directly
through user action.
The last category of input signs also happens to be the most conceptually diverse. Specify-
ing properties of a segmentation such as topological [43], geometric [65, 178], or volumetric
[140] give the clinician a more transparent mechanism to create large conceptual changes in
the segmentation. Despite this diversity, indexical input signs appear to be relatively under-
utilized, with many algorithms enforcing these properties rather than allowing them to be user-
specified.
These input signs should be designed in order for each to allow the user to fulfil a defined
role. Olabarriaga & Smeulders [130] provide a list of five roles a user can play in a segmenta-
tion process:
• Judge: The user determines if a segmentation is adequate or inadequate;
• Corrector: The user informs the computer about which regions of the segmentation are
incorrect, and corrects them;
• Parameter-Selector: The user selects the parameters involved in the segmentation pro-
cess;
• Composer: The user composes a segmentation from regions in the image or rough seg-
mentations; and
• Builder: The user builds a segmentation process out of more primitive operations.
(In some senses, the role of composer is redundant with that of judge or corrector.) As one
may expect, certain input signs are particular well designed for particular roles. For example,
due to the symbolic nature of defining image processing pipelines, the vast majority of signs
that support the user’s role as builder are symbolic. Similarly, as corrections are normally made
to specific regions of the image, the majority of signs that support the user’s role as corrector
are partial.
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But what does this classification tell us about segmentation? One thing that it clearly indi-
cates is a preference in terms of the interactive segmentation community for the symbolic and
the partial forms of interaction, with iconic and indexical filling niche roles. This is concerning
as it is fundamentally opposed to the current paradigm in teaching anatomy which is almost
solely dependent on the iconic (through diagrammatic/pictorial representations of anatomy in
textbooks) and indexical (through the description of the properties of the anatomy/physiology).
Exploring these forms of input sign may offer a lucrative area of research, bridging the gap
between how anatomy is taught and how it is practised in the context of medical image seg-
mentation [190].
4.2.3 Output Signs
One can apply the same classification to output signs based on the intent of the computer.
The most common output signs are largely partial and iconic, providing cross-sections and
renderings of the segmented anatomy respectively.
More interesting are the indexical and symbolic signs in which the computer does not
try to represent the segmentation directly but instead signal some property belonging to the
segmentation or indicate some process to the user. In terms of indexical output signs, the
most common is the computer reporting some metrics regarding the segmentation such as its
volume. Symbolic output signs can vary from specifying a potential diagnosis or engaging
in active learning signalling to the user which slices would benefit the most from further user
interaction [171].
Similar to the input side, Olabarriaga & Smeulders [130] also specify two roles that a
computer can take in the segmentation process: segmentation process:
• the computer plays a direct role when it abstracts away the technical aspects of the un-
derlying segmentation algorithms, allowing the user to focus on providing knowledge
rather than having a full understanding of the computational processes; and
Partial Sign Iconic Sign
• Coloured/labelled slices [23, 27, 63,
171, 198]
• Contoured slices [15, 138]
• Segmentation volume rendering [91]
• Segmentation isosurface rendering
[138, 171, 198]
Indexical Sign Symbolic Sign
• Energy/fitness functional values [172]
• Property maps such as cortical thick-
ness and curvature maps [56]
• Computer determined diagnosis
• Active learning [171]
Table 4.2: Examples of different output sign types
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• the computer plays an indirect role when it actively attempts to reduce the number and
complexity of future interactions by learning or modelling the users intent.
In many aspects, the computer performs these roles in tandem, and individual computational
processes may not comfortably sit in only one of those categories. For example, the computer
may collect a intensity probability distribution from user provided seeds in order to predict the
intensity probability distribution of the object being segmented. In this case, the computer can
be thought of as acting both directly and indirectly, as it is abstracting the technical elements
away from the user (i.e. by simplifying the user input to a partial input sign) and indirectly
modelling the user’s intent (i.e. that the object is bright/dark/heterogeneous/etc...).
4.2.4 Heterogeneity and Sign Graphs
Although in Peirce’s original classification [133], the specified sign types are distinct, in prac-
tice the complexity of the underlying semiotic process and often the lack of in-depth compu-
tational knowledge of the users imply that elements in the taxonomy are not always mutually
exclusive. In both computational and more general semiotic investigation, signs are often given
multiple levels of meaning or mechanisms whereby this meaning is conveyed and this hetero-
geneity leads to a lack of distinctness in the typology of the overall sign. These considerations
can be elucidated and clarified by explaining exactly how the signs are interpreted by both the
computer and the user, but this can be very complex if left unstructured. Peirce recognized the
problem of multiple levels of interpretation in his later semiotic accounts [134], but ultimately
did not provide a singular framework suitable for modern field of human-computer interaction.
Peirce’s notion of infinite semiosis in which signs have an infinite constellation of meanings
weakens its ability to be used in a human-computer stand-point where interpretations must
happen in a finite time.
Thus, a finite description of interpretation, a finite semiosis, must be formulated which
is sufficiently powerful to capture heterogeneity and multiple levels of meaning but compact
enough to be quickly constructed and analyzed. The chosen representation is a sign graph
in which a sign can be decomposed into a finite series of simpler connected signs. In these
graphs, each directed edge represents a simple interpretant connecting a sign vehicle to an
object. The benefit of this particular representation is, for the majority of computational roles,
that the sign graph used is explicitly known, encoded in the implementation of the segmentation
algorithm. The creation of sign graphs to structure new segmentation algorithms and interfaces
display echoes of traditional object-oriented design with computation being represented as an
abundance of interacting, yet distinct, objects.
These sign graphs can be used also to represent the user’s interpretant as well as that of
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the computer. Figure 4.2(a) demonstrates a novice user’s possible interpretation of a single
brush-stroke in which some action of the mouse (holding down a key and moving) is sym-
bolically translated into the placement of a collection of seed points that are used to denote
spatial parts of a single object in the segmentation. This may however be somewhat different
to how a computer interprets the same action. For example, if the computer uses those seed
points as spatial anchors (a partial sign interpretation) as well as samples of the single object’s
intensity distribution (a more heterogeneous sign with partial and indexical components), the
interpretation used by the computer is more complex and can be represented as the sign graph
in Figure 4.2b. As the user gains experience or knowledge of the system, the user’s interpretant
may grow in complexity, ideally aligning itself with that of the computer.
In terms of human-computer interaction, a fundamental aspect of design is the process of
aligning interface metaphors which are mental models of how a computational system acts
[52]. In this framework, all forms of communication between the human and the computer
are seen as a metaphor in which the source and target domains are the elements of the user’s
and computer’s sign graphs. These sign graphs thus capture a notion of the difference between
novice and expert users by adding to or subtracting extraneous elements from the user’s sign
graph as said user intuits the behaviour and mechanisms of the computer. Similarly, if the com-
puter employs mechanisms for learning the user’s intention (as described by Olabarriaga and
Smeulders [130] as an indirect role of the computer, opposed to providing a level of abstraction
(a) Novice interpretation of a paintbrush
stroke, interpreting each point as a spatial
anchor for a single object.
(b) More advanced interpretation of a paintbrush stroke,
interpreting each point as a spatial anchor and as pro-
viding statistical information about the intensity.
Figure 4.2: Example Sign Graphs in Segmentation Interfaces
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over the underlying algorithms, which is described as a direct role), the computers sign graph
may approach that of the user, although such a graph may not be explicitly represented in the
computer.
The notion of a sign graph necessarily complicates the classification of input and output
signs into parts, icons, indices, and symbols in that each sign graph may be heterogeneous and
include multiple sign types. By varying these signs graphs with only slight steps, it is possible
to blur the line between the classifications for the sign as a whole. This heterogeneity has its
advantages; it subsumes the view of all interaction with a computer as being symbolic through
the frequent occurrence of symbolic simple sign connecting the users physical action, such
as moving the mouse, to an initial computational abstraction, the placement of seed points.
However, unlike the purely symbolic approach, it encourages greater depth of explanation into
how the computational processes are understood by the user.
So, how does an understanding of signs and sign graphs facilitate the design of segmen-
tation interfaces? Aside from the informational concerns, which are the subject of traditional
requirements engineering, semiotic concerns can also be used to guide development, specifi-
cally through the process of aligning interface metaphors [52]. For this, we can take advan-
tage of Thagard and Holyoak’s [75] constraint satisfaction theory, which includes metrics to
evaluate the efficacy of metaphors, to motivate three ways in which semiotics should guide
development, viewing the act of interpretation of any sign as similar to an analogy between
the interpretants made by both the user and the computer. For current interactive segmenta-
tion interfaces, the computer’s interpretant for any given sign is explicit, and is encoded in the
interface’s implement with the a priori knowledge of the interface designer.
The first major concern is that of structural consistency between the user and computer’s
interpretation of the sign. Note that this does not imply that the user or the computer has to
have a full understanding of the myriad ways in which the sign can be interpreted; Olabarriaga
and Smeulders’ [130] notion of the computer’s direct role in computational abstraction is still
essential. However, both the user and the computer require a shared path through the sign
graph that allows the sign to have a partially predictable effect. In the example given in Figure
4.2, all of the nodes and edges in Figure 4.2a also appear in Figure 4.2b indicating a relatively
high degree of structural consistency though not the absolute highest, given that some nodes
in Figure 4.2(b) lack a corresponding node in Figure 4.2a. Importantly, there is a shared path
through the sign graph, e.g. that the seed points are considered inside the object, indicating
some common ground for the user and computer to understand each other. If this was not
the case for the computer, for example, and the seed points were only used to generate a
probability distribution and their spatial locations were not respected in the algorithm, one can
readily see users becoming frustrated, especially when using the paintbrush as a mechanism for
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correcting erroneous regions in the segmentation. Similarly, an output sign should engender an
interpretation in the user that incorporates key elements and relations used by the computer in
the signs generation.
The second concern raised here is the notion of semantic similarity, that is, the similarity
between the individual pairs of corresponding nodes or edges in the two sign graphs. For ex-
ample, if both the user and computer interpret seed points as definitely part of the object of
interest, that portion of the analogy has higher semantic similarity than if either the user or
the computer viewed those points as only heuristic and not definitive. There is a wide body
of thought that believes this is essential to the success of symbolic signs in human-computer
interaction based of the interface metaphor and epitomized in common HCI constructs such as
the desktop [60, 111]. In the context of medical image segmentation, the same considerations
apply for symbolic input signs, but the notion of semantic similarity is less well-defined for
abstract constructs (such as seed points, distributions, algorithms etc. . . ) that form the majority
of a sign graph in modern interactive segmentation interfaces. Semantic and structural con-
sistency are different in that structural similarities refers to how well a mapping between the
user’s and computer’s interpretants can be created, regardless of the similarity of corresponding
nodes, which is the purview of semantic similarity.
The last concern is that of pragmatic centrality, that is, how well the designed sign can
support a particular high-level action. Olabarriaga and Smeulders [130] provide some concept
of these high-level actions, at least in terms of input signs, in their description of the role of the
user. These roles center around a particular action, such as judging a segmentation as adequate
or not, correcting a segmentation, building a segmentation process, etc The question of prag-
matic centrality, from the perspective of input signs, is does the mapping between the user and
computers interpretation of a sign support these actions well? If a user’s intention is to place a
dense series of seed points, a paintbrush mechanism is simply more pragmatic, more suitable
for that use, than say, individually picking each pixel which would be more time-consuming.
From the output sign perspective, one has to evaluate whether or not an output sign effectively
expresses the computers goal. For example, displaying cortical thickness information is easier
on a spherical map, where the entire cortex can be visualized without worrying about crevices
or tortuosity, than it would if it were painted directly onto an image slice.
As stated earlier, the computer’s interpretant of any given sign is encoded in the imple-
mentation of the interface and thus can be seen as explicitly known by the interface designer.
Thus, modifying and improving the computer’s interpretant is a natural place to begin the pro-
cess of aligning the interpretants according to structural consistency, semantic similarity, and
pragmatic centrality. In order to do so, one must elicit sign graphs from users, that is, get
a detailed understanding of how the user interprets and understands the problem domain. In
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knowledge communities, such as medicine, a large amount of domain information can be gath-
ered from sources such as textbooks and clinical operating procedures, which can be used to
obtain a general concept of elements in an idealized user’s sign graph. This process may also
furnish developers with the specialized terms and meanings associated with a particular field
of medicine and what knowledge and tasks can be fundamentally support and be supported
by medical image segmentation. It may even provide an understanding of the constant, input,
and output information required in the segmentation problem. For understanding actual users,
however, traditional human-computer interaction techniques which focus on an understanding
of the user’s mental state, such as the think aloud protocol [98] should be used. Think aloud
protocols have been previous used to elucidate fundamental differences between idealized and
actual clinical users in a variety of fields including oncology [82], pulmonology [105], and
electronic health record management [54]. Note that this protocol on its own may not be suf-
ficient for elucidating the entire sign graph under a variety of scenarios, but may have to be
augmented with other techniques [81].
It is worth noting that modifying the interface and implementation is not the only mech-
anism for aligning sign graphs. Effective user training addresses the problem of aligning in-
terpretants through a modification of the user’s behaviour and mental state, rather than the
computer’s. Thus, in a semiotics driven approach, developing effective user training and ex-
planatory manuals is an essential aspect of interface design that cannot be discarded or seen
as separate. For many clinicians, continuing clinical education is a recognized portion of their
practice, offering an avenue in which user training can be incorporated, provided it is recog-
nized as efficiently and effectively aligning the user’s and computer’s interpretants.
By understanding the interaction as a co-ordinated series of sign graphs forming an analogy
between the user and computer interpretants, conceptual tools from human-computer interac-
tion and the cognitive science of analogies can be leveraged simultaneously with Peircean
categorization. This combination subsumes several disparate views on segmentation design
from the literature (specifically Olabarriaga and Smeulders [130]) and from traditional human-
computer interaction (the notion of the interface metaphor) and offers a series of fundamental
questions which elucidate and critique the design of segmentation interfaces.
4.2.5 Philosophical Call to Action
As becomes obvious in the relatively low number and high variability of the citations, the field
of indexical input signs in interactive segmentation is nascent. Although developing compu-
tationally efficient solvers or approximations by far represents the more technically complex
aspect of developing these input sign mechanisms, they are intuitively a wealth of novelty and
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possible clinical applicability. Thus, my motivation is to take advantage of this and to develop
an interactive segmentation interface that allows for an indexical input mechanism in the form
of specifying hierarchical label ordering. By creating an interface with distinctly indexical in-
put signs, we are demonstrating the capabilities, albeit in a limited way, of indexical input signs
as a whole and where they can better address segmentation problems in a clinical context.
4.3 Interactive Segmentation Interface
4.3.1 Hierarchical max-flow segmentation
Hierarchical max-flow (HMF) models (see Chapter 3) extend the notion of orderings from the
Ishikawa model [14, 78] to hierarchies. In this case, collections of labels can by unioned to
create a super-label. This process repeats itself until the entire image is represented as a single
label, denoted as S or the root label. (Such S labels are shown at the top of the hierarchies in
Figures 4.7 and 4.8.) Alternatively, one can take a top-down interpretation, recursively splitting
objects in the image into their constituent parts. The formula for these models (assuming
isotropic Euclidean regularization) is:
min
u
∑
L∈L
∫
Ω
DL(x)uL(x)dx +
∑
L
∫
Ω
RL(x)|∇uL(x)|dx
s.t. ∀L ∈ L, (uL(x) ≥ 0),
∑
L∈L
uL(x) = 1
∀L < L,
 ∑
L′∈L.C
uL′(x) = uL(x)

(4.1)
This formula is similar to that of the continuous Potts model [193] in that it contains a series of
unary data terms, DL(x), and a set of regularization or weighting terms, RL(x), on the gradient
magnitude of each labelling function, |∇uL(x)|, and that these terms are summed over each label
(and super-label). These hierarchical models are strictly more expressive than both Potts [139]
and Ishikawa [78] models together, allowing for a wider array of segmentation problems to
be addressed. However, hierarchies are more difficult to specify. For more information about
hierarchical models and HMF, see Chapter 3.
This tree structure has previously been considered a hard-coded part of the image segmenta-
tion algorithm, encouraging the use of Potts [139] or Ishikawa [78] models and their continuous
max-flow counterparts [14, 193] to handle general-purpose segmentation. However, this poses
fundamental limitations on what can be segmented. For example, in the Potts model, only a
single smoothness parameter is assigned, which makes it difficult to simultaneously segment
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smooth structures alongside irregular ones. Ishikawa models allow for more parametrization,
but require the objects being segmented to satisfy a full ordering, which is not the case for
complex anatomy.
The general HMF solver alleviates this problem by permitting any arbitrary hierarchy to
be defined, allowing for more anatomical knowledge to be encoded. This intuitive form of
anatomic knowledge can be readily incorporated into the optimization-based segmentation of
multiple regions. Problems regarding constructing the largest meaningful hierarchy given label
grouping information are NP-hard (See Appendix), meaning that interactive methods, at least
for hierarchy definition may be required so as to make use of a user’s anatomical knowledge.
4.3.2 Definition of Cost Terms
A crucial decision in optimization-based segmentation is the structure of the cost terms. Log-
likelihood data terms, derived from Bayes’ theorem, have been effective in interactive [27] and
multi-region segmentation [176], taking the form:
DL(x) =
∞, if x is a seed for a label other than L or element of L.P
∗
−ln (P(I(x)|xL)) , else
(4.2)
where P(I(x)|xL) is the likelihood of a voxel in label L having the same intensity as x, I(x)
and L.P∗ is the set of ancestors (parents, grandparents, etc...) of label L. The probability,
P(I(x)|xL), is estimated from the histogram of the seeded voxels, which approximates the true
value when a large number of seeds is used. The infinite cost ensures that any voxels used
to seed a particular object remain a part of said object in the segmentation and that any voxel
which has been seeded as a particular label can only be assigned to said label if it is an end-label
or to its child labels otherwise.
Smoothness or regularization terms are non-negative costs used to both smooth the la-
belling and to align edges in the segmentation with those visible in the underlying image. The
smoothness terms used were:
RL(x) = αL ∗ exp(−βL|∇I(x)|) + γL , (4.3)
where the parameters αL, βL, and γL are specified by the user. The exponential term implies
that lower costs are associated with label boundaries which occur when there is a high gradient
magnitude, encouraging nearby edges in the segmentation to migrate to said areas similar to
the contrast sensitive smoothness terms used by Boykov et al. [27].
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4.3.3 Plane Selection
To improve efficiency and accuracy while encouraging interactivity, plane selection can be
used [171]. Such planes can be used by the algorithm to inform the user as to which areas of
the segmentation would benefit the most from user interaction. Top et al. [171] introduced
a notion of active learning in which the segmentation algorithm identifies areas of maximum
uncertainty, the uncertainty of a segmentation expressed as:
U(x, y) = λEUE(x, y) + λBUB(x, y) + λRUR(x, y) + λS US (x, y) (4.4)
where UE is the entropy of the segmentation results, UB the uncertainty associated with bound-
aries in the segmentation, UR the the uncertainty associated with the regional intensity, and US
the uncertainty associated with the tortuosity of the boundary around x. The λ’s are constants
with the majority (80%) of the weight given to λE [171]. Note that the UR and UB terms are ex-
plicitly handled by the segmentation algorithm itself by the definition of the cost functions. We
assign all the weight to the UE term and use only maximum axis-aligned planes. This ensures
that the plane selection algorithm quickly produces planes in orientations to which the user is
accustomed. The segmentation used in plane selection is the previous segmentation generated
by the user. Thus, plane selection is only defined after the first segmentation is computed and
remains available for all subsequent interactions.
4.3.4 Interface Description
The interface is implemented using Kitware’s Visualization Tool-Kit (VTK) for image pro-
cessing and visualization and the Qt framework for graphical user interface support. The gen-
eralized HMF solver was encapsulated into a VTK algorithm object and accelerated using
NVIDIA’s Compute Unified Device Architecture (CUDA). The sampling mechanism is brush-
based similar to that used by Boykov et al. [27] and ITK-Snap [198] allowing for large portions
of an object’s interior to be covered with relative ease while not requiring strong boundary con-
trast. The user can place seeds for any label or super-label using the brush, creating the data
model described in Eq. (4.2).
The interface is shown in Figure 4.3. Hierarchies are defined in a side bar as shown in
Figure 4.3(c), which also acts as a widget for selecting the active label or super-label of the
brush. This widget also allows the hierarchy to be restructured quickly, operating in a drag-and-
drop manner. Lastly, the user can save the hierarchy along with smoothness term parameters
and the initial user-defined samples for later use.
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(a) Interface with seeding
(b) Interface after labelling is performed with provided seeds
(c) Widget for hierarchy
definition
Figure 4.3: Segmentation interface with user seeds before segmentation (a) and after segmentation (b).
The hierarchy definition widget (bottom left corner of (a) and (b) ) is shown enlarged in (c).
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4.4 Example Applications of Interactive Segmentation
4.4.1 Cardiac Segmentation
Because of the generality of the algorithm and the interface, several existing continuous max-
flow based methods, such as those developed by Rajchl et al [149, 150], can be easily repli-
cated. We reproduced the experiments performed in [149], which included 3 cardiac vol-
umes from computed tomography (CT), magnetic resonance angiography (MRA), and trans-
esophageal echocardiography (TEE). Ethics approval for these images can be found in Ap-
pendix C Section C.3. An example of each modality and the corresponding segmentation is
given in Figure 4.4.
Numerical results in terms of average volume difference (AVD), root mean squared distance
error (rMSE), and Dice similarity coefficient (DSC) are recorded in Table 4.3. These results are
very consistent with inter-operator variability above 90% and comparable with those presented
by Rajchl et al. [149] illustrating that SEGUE, a general-purpose segmentation interface, can
perform similarly to one designed specifically for cardiac segmentation. Interestingly, the re-
sults for TEE indicate that the proposed interface outperforms the previous interactive segmen-
tation interface [149].
These results indicate that even though the proposed interface is general purpose, it has the
capability of performing comparably to existing single purpose interfaces, at least to within
manual segmentation variability.
(n = 3) CT MRA TEE
Blood AVD (%) 6.6 ± 6.6 6.2 ± 3.6 14.2 ± 6.2
Myocardium AVD (%) 12.5 ± 11.3 16.7 ± 11.5 7.3 ± 4.5
Blood rMSE (mm) 1.14 ± 0.64 0.70 ± 0.21 1.08 ± 0.27
Myocardium rMSE (mm) 1.31 ± 0.24 0.71 ± 0.24 1.48 ± 0.57
Blood DSC (%) 91.7 ± 2.6 94.3 ± 1.9 90.5 ± 4.3
Myocardium DSC (%) 83.8 ± 3.9 82.1 ± 3.7 91.8 ± 2.7
Weighted DSC (%) 87.5 ± 2.0 89.8 ± 2.7 91.2 ± 3.2
Inter-operator variability
Weighted DSC (%) 92.7 ± 4.9 93.6 ± 2.5 92.0 ± 2.1
Weighted DSC from [149] (%) 87.7 ± 3.7 89.3 ± 2.7 85.7 ± 2.0
Table 4.3: Cardiac Segmentation Numerical Results. Results shown in bold indicate metrics that are
common across SEGUE, manual segmentations, and [149] which can be used as a reference for com-
parison
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Figure 4.4: Cardiac segmentation with underlying (a) CT, (d) MRA, and (g) TEE. Manual segmentations
are in (b), (e), and (h) respectively, and interactive segmentation results in (c), (f), and (i).
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4.4.2 Neonatal Cranial MRI Segmentation
Neonatal brain images display some unique challenges for automated segmentation in that
there are relatively few compared to adult brain images, making machine learning-based or
atlas-based segmentation approaches infeasible. In addition, bleeds in the ventricular system
further complicated segmentation. In this context, interactive interfaces can be extremely use-
ful since manual segmentation or correction is largely unavoidable.
As part of a larger, ongoing, observational study on the potential for new technologies
(near infrared spectroscopy, 3D ultrasound, and functional MRI) to allow for better monitoring
of preterm neonates with post haemorrhagic ventricle dilatation, patients were enrolled after
informed parental consent once a positive diagnosis of intraventricular haemorrhage (IVH) was
made on routine clinical head ultrasound. Protocols used in this study were approved by the
Research Ethics Board of Western University as given in Appendix C Section C.2. Figure 4.5
displays visual results of neonatal ventricle segmentation using this interface.
To demonstrate the interactive segmentation interface’s robustness to pathology, the pre-
vious experiment was extended to a neonatal MR image in which a severe ventricular bleed
changes the intensity distribution of the ventricle to an extreme degree. The segmentation re-
Figure 4.5: Neonatal Ventricle Segmentation with (a) the MR, (b) the manual segmentation, and (c)
interactive segmentation results. (d) shows surface renderings of both the fully manual (left) and inter-
active (right) segmentation results.
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Figure 4.6: Pathological Neonatal Ventricle Segmentation with (a) the MR, (b) the manual segmentation,
and (c) interactive segmentation results. (d) shows surface renderings of both the fully manual (left) and
interactive (right) segmentation results.
(a) Healthy neonate (b) Neonate with intraventricular haemorrhage
Figure 4.7: Hierarchies used in (a) healthy and (b) pathological neonatal ventricle segmentation.
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sults are given in Figure 4.6. Note that the hyper-intense ventricular bleed is closer in intensity
to white- and grey-matter than to the ventricles, and it’s appearance on the boundary of the
ventricles would likely cause severe registration artefacts The segmentation of the ventricle
was achieved by partitioning it into two components; a healthy component (CS F) and the ven-
tricular bleeding (Bl). The union of these components could then be regularized similar to the
ventricle (Ve) in Figure 4.5. The Ve label (the union of the CS F and Bl labels) for the patho-
logical case is given in Figure 4.6 In the hierarchies used in this segmentation problem, which
are given in Figure 4.7, the remaining labels are K which refers to the background, He to the
head, and Br to the brain.
4.5 Automatic Hierarchy Refinement
Although determining an appropriate hierarchy merely from grouping information is a compu-
tationally difficult problem, due to the mathematical formulation, it is possible to automatically
Figure 4.8: Example of automatic hierarchy segmentation. (a) is the original hierarchy reproduced from
[150] and (b) the optimized version, (c) an LGE-MRI with (d) manual segmentation and (e) interactive
segmentations results.
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(n = 10) Accuracy
Scar AVD (%) 26.9 ± 15.6
Scar rMSE (mm) 1.30 ± 0.32
Scar DSC (%) 74.1 ± 3.5
Scar DSC from [150] (%) 76.0 ± 3.0
Inter-operator variability
from [150] - Scar DSC (%) 76.2 ± 2.6
Intra-operator variability
from [150] - Scar DSC (%) 75.2 ± 2.8
Table 4.4: Scar Tissue Segmentation Results. Results shown in bold indicate metrics that are common
across SEGUE, manual segmentations, and [150] which can be used as a reference for comparison
refine a user-provided hierarchy for improved computational efficiency without compromising
segmentation quality. This involves the contraction and removal of vertices in the hierarchy
with zero regularization or where zero regularization can be induced without changing the op-
timization functional. One specific example where automatic hierarchy refinement is possible
is when the source node has only two children, whereby one can be contracted by transferring
its smoothness value to the other. To demonstrate this, we performed automatic hierarchy op-
timization on the method presented by Rachl et al. [150] using Late Gadolinium Enhanced
Magnetic Resonance Imaging (LGE-MRI). This segmentation problem involved partitioning
the image into thoracic background (T ) and cardiac (C) labels, the latter being subdivided into
blood (Bl), healthy myocardium (M) and scar tissue (S c) as shown in Figure 4.8a. The car-
diac label, C, was automatically contracted, resulting in Figure 4.8b and an estimated 20%
improvement in speed.
As with the previous experiments, the results (recorded in Table 4.4) were comparable to
those presented by Rachl et al. [150] and was within the range of inter-operator variability.
However, this level of accuracy was achieved without post-processing steps, such as connected
components analysis, or other modifications that would make the interface specific to cardiac
or LGE-MRI segmentation.
4.6 Discussion
Interactive segmentation helps bridge the gap between manual and automatic segmentation al-
lowing each to address the weaknesses of the other. Improvements in interactive segmentation
interfaces can have a distinct impact in clinical contexts in which automated segmentation is not
feasible. Several clinical applications require manual segmentation due to pathology such as
tumours in radio-oncological applications or bleeds in neonatal cranial imaging. These applica-
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tions require a user to manually delineate some anatomy in order to perform relevant measure-
ments such as tumour volume. In these applications, accurate segmentation may be necessary
for robust, correct measurements, and the use of interactive segmentation can have a distinct
benefit, conserving user time while encouraging accurate results, which will in turn improve
patient outcomes by improving the diagnostic capabilities of these measurements (compared
to manual segmentation) in single acquisition and longitudinal studies.
This interface allows for the user to define a segmentation hierarchy in run-time, taking ad-
vantage of a fast, GPU-accelerated general HMF solver, which in turn allows for more knowl-
edge of spatial relationships between anatomical regions to be encoded. This encourages the
use of optimization techniques and interactive interfaces in which a user can quickly define
and correct a segmentation, and thereby increase the speed, quality, and robustness of general
segmentation tasks. The ability to modify the hierarchy in run-time allows for the interactive
segmentation interface to account for extreme deviations, such as ventricular bleeds, by the
addition of multiple labels to account for them. This interface is the first to allow the user
to modify the abstract anatomic knowledge, i.e. label ordering, provided to the computer in
run-time.
The primary advantage of this interface over other interactive segmentation programs is that
it allows the user to interactively specify both segmentation hierarchy and initial seeds. The
former means that the interface is very general purpose, allowing for arbitrary regions to be
defined, while incorporating anatomical knowledge in a direct manner. This gives it a distinct
advantage over other interactive segmentation interfaces which either limit the number or type
of regions, or do not allow the user to specify abstract anatomical knowledge. The latter takes
advantage of a paint-brush mechanism which allows for large regions of the interior of the
object to be seeded with minimal user effort thus improving the probabilistic data terms.
The second major advantage is that the algorithm is founded in optimization principles, en-
suring robustness and repeatability across images. The formulation of the costs also allow for
the regional and boundary uncertainty (UR and UB) identified in [171] to be actively addressed
by the segmentation process, making plane selection simpler and more efficient. Plane selec-
tion is further improved by selecting only axis-aligned planes in which the user is accustomed.
4.6.1 Clinical Integration
In terms of integrating this type of interaction into clinical use, one likely candidate is radio-
oncology. The nature of radio-therapy segmentation problems require multi-region segmen-
tation in which there is a large degree of hierarchical structure to the anatomy. Nevertheless,
user interaction may be required for initially locating/seeding tumours as well as correcting
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the resultant segmentation. Some multi-region interactive segmentation frameworks for radio-
therapy have been proposed [45] but lack the ability to apply structure to the anatomy being
segmentation. The use of structured anatomy, known as ontologies, has recently gained support
in cancer radiology and may provide initial segmentation hierarchies suitable for manipulation
to suit the individual patient [132].
From the standpoint of traditional radiology, the goal of moving towards more user-friendly
knowledge-centric interaction paradigms may lead to more divestment of responsibilities from
the radiologist to the home department. For example, cardiologists may directly interact with
cardiac imaging datasets without deferring to specialized radiologists. Thus, the goal of these
interfaces is not to replace the radiologist, but to render radiological processes and decision-
making more transparent to non-radiological clinicians. In addition, there is an increasing
number of tasks involving medical image segmentation that are not the purview of radiology.
Image guided surgical planning, for example, requires the segmentation of structures of interest
either for targeting or for avoidance.
4.7 Future Work
There are several future directions in which to take this work aside from general improvements
to computational resource usage and performance. Specifically:
• Incorporation of a more extensive model of label organization,
• Incorporation of geometric or shape constraints,
• Improvements to the definition of the smoothness model, and
• Improvements to the plane selection mechanism.
Recently, work has been performed which extends the possibility of label organization in
continuous max-flow from hierarchical models to models that allow for any possible label
ordering. (See Chapter 5) However, there remain issues in terms of how these structures can
be specified by a user in run-time in an intuitive manner as they are defined using a constrained
set of rooted, weighted directed acyclic graphs, which do not have a user-friendly tool already
in place.
There has also been increasing interest in the use of generic geometric or shape constraints
such as star-shaped priors in both graph-cuts [178] and max-flow image segmentation. [196]
Shape complexes have already been proposed which combine the notions of label orderings
and star-convex object constraints to develop complicated models of object geometry from
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the union and disjunction of star-convex objects. (See Chapter 6.) Such frameworks can be
readily incorporated into this interactive segmentation framework with minimal changes to
the interface or usability, while contributing a significant improvement to the segmentation
accuracy through the encoding of additional anatomical knowledge.
Currently, the interface allows the user to modify the parameters in the smoothness term,
but does not permit any other manipulation. This could be incorporated through the addition of
a contouring mechanism similar to that in Intelligent Scissors, TurtleSeg, and ITKSnap. These
contours could supply specific information which can improve the smoothness terms, as well
as give the user complimentary ways to sample regions.
In terms of plane selection, future work could include defining a sequence of planes sensi-
tive to the distance between them, rather than a single set. This would allow the algorithm to
intelligently inform the user of multiple areas of uncertainty without re-invoking the continu-
ous max-flow segmentation algorithm and allow the user to provide feedback on multiple high
uncertainty planes in a single interaction cycle.
Chapter 5
Directed Acyclic Graph Continuous
Max-Flow Image Segmentation
This chapter is largely based on:
• John SH Baxter, Rajchl, Martin, A. Jonathan McLeod, Jing Yuan, and Terry M. Peters.
“Directed Acyclic Graph Continuous Max-Flow Image Segmentation for Unconstrained
Label Orderings.” International Journal of Computer Vision (IJCV), (2017).
with additional material from:
• John SH Baxter, Martin Rajchl, Jing Yuan, and Terry M. Peters. “A continuous max-
flow approach to multi-labelling problems under arbitrary region regularization.” arXiv
preprint arXiv:1405.0892 (2014).
• John SH Baxter, Martin Rajchl, Jing Yuan, and Terry M. Peters. “A proximal bregman
projection approach to continuous max-flow problems using entropic distances.” arXiv
preprint arXiv:1501.07844 (2015).
5.1 Introduction
Chapter 3 motivated the development of a generalized solver for continuous max-flow prob-
lems in which the labels are equipped with a hierarchical topology. Specifically, the concept
of incorporating a clinical user’s understanding of the anatomy into the segmentation process
through specifying a label ordering proved to be a powerful approach in interactive segmenta-
tion, which is then demonstrated in Chapter 4. However, certain immediate questions remain
such as Can all anatomy be described hierarchically? and Can users reconcile two differ-
ent anatomical models? These questions are related in that it is mathematically possible to
construct two hierarchical models that are not reconcilable as a hierarchy. If these cases occur
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in medical imaging, then it becomes necessary to further generalize what label orderings are
soluble to non-hierarchical cases.
For an example of this, consider a segmentation problem in which Vessel A bifurcates into
Vessels B and C as shown in Figure 5.1. In this imaging modality, there is high contrast be-
tween the vessel wall and the lumen implying that segmentation would benefit from modelling
each vessel as having a wall component and a lumen component. If this problem was given to
a clinician, they may chose to represent this anatomy in multiple ways. For example, one may
chose to first model the bifurcation, that is, represent the greater vessel as first being decom-
posed into Vessels A, B, and C, followed by each vessel being represented by its respective
wall and lumen components. (This hierarchy is shown in Figure 5.2a.) Another may chose
to reverse this order, first representing the entire vessel as having a shared wall and a shared
lumen, both of which are partitioned between Vessels A, B and C. (This hierarchy is shown in
Figure 5.2b.)
One could readily argue that both orderings are valid, representing different facets of the
segmentation problem. (The first encourages each vessel segment to be contiguous, and the
second encourages the walls and lumens to smoothly transition between vessels.) However,
Figure 5.1: Schematic vessel bifurcation
(a) (b)
Figure 5.2: Two possible hierarchical label orderings for the vessel bifurcation segmentation example
shown in Figure 5.1.
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these models are irreconcilable; they cannot both be incorporated into a single larger hierarchy.
Given the description in Section 3.2.1 of a label ordering over a set of partition labels, L,
the only additional constraint placed on label orderings to make them hierarchical is that the
parent operator, L.P, returns a singleton for every non-source label, L , S . Following that
line of thought, if the constraint that L.P is a singleton is relaxed, any label ordering should be
possible to implement. Thus, any label ordering should be mathematically representable as a
rooted directed acyclic graph with S as the root (only label with no parent) and L as the leaves
(only labels with no children). Each intermediate node represents a group with its own distinct
regularization requirements. The goal of this chapter is to build on that intuition to create a
more generalized continuous max-flow solvable suitable for any arbitrary label ordering.
This chapter begins with a summary of graph-cuts and max-flow frameworks that allow for
label ordering outside of discrete, linear, cyclic, and hierarchical topologies. Directed Acyclic
Graph continuous max-flow (DAGMF) segmentation is presented as an extendable framework
for incorporating label orderings defined over a directed acyclic graph. DAGMF is then vali-
dated on a variety of synthetic, natural, and medical image segmentation problems.
5.2 Previous Graph-Cuts and Max-Flow Approaches with
More Complex Topologies
Aside from the constrained extendible topologies illustrated in previous chapters (See Chapter
2 Sections 2.2.3 to 2.2.5 and Chapter 3), there are a couple of max-flow/min-cut frameworks
which have topological considerations in which the constraints are more difficult to describe.
5.2.1 Submodular Graph Construction
A conceptually important prior work in max-flow/min-cut segmentation approaches with more
complex topology are the submodular graph constructions proposed by Delong et al. [43]. In
these constructions, label orderings could be defined in terms of two relationships: exclusion,
implying that the two labels are disjoint, and containment, implying that one label is a superset
of the other. The label ordering could then be expressed as a graph with two edge types repre-
senting the two different types of relationships. The label ordering could be solved with global
optimality provided that the graph could be two-coloured (white and black) with the colours
being different across each exclusion edge and the same across each containment edge. (If this
cannot be done, it is due to one or more frustrated cycles in the graph.)
Through the appropriate operations on this graph (extended over the number of voxels in
the image) the entire segmentation problem can be represented as a single min-cut problem and
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solved using traditional graph-cut solution algorithms. One of these operations, for example,
is to flip the black labels, (i.e. explicitly optimizing u¬L(x) = 1− uL(x) rather than uL(x)) which
ensures the entire graph construction remains submodular.
It is trivial to demonstrate that these submodular constructs strictly generalize Ishikawa
models. However, it is worth noting that submodularity does constrain them in that Potts
models are not strictly generalized. That is, all Potts models with more than two labels must
contain a frustrated cycle.
5.2.2 Generalized Ordering Constraints in Continuous Min-Cut
Strekalovskiy et al. [168] developed a highly general variational minimization framework
for a large number of topological considerations applied in a partitioning problem. These
considerations are implemented in a single complex regularization function sensitive to both
label change and directionality. This regularization function can be expressed as:
R(u) = supq∈C
∑
L∈L
∫
Ω
qL(x) · ∇uL(x)dx
where C =
{
(qL)L∈L : Ω→ (RD)|L|| ∀i, j ∈ L,∀v ∈ RD, (qi(x) − q j(x)) · v ≤ d(x, i, j, v)
}
such that
∑
L∈L
uL(x) = 1
(5.1)
where the function d(x, y, i, j, v) expresses any topological considerations. This function is
subject to the constraints:
• d(x, i, j, v) grows linearly with the size of the direction vector, i.e. d(x, i, j, tv) = td(x, i, j, v)
where t ≥ 0
• d(x, i, j, v) satisfies the triangle inequality with respect to direction, i.e. d(x, i, j, v + w) ≤
d(x, i, j, v) + d(x, i, j,w)
• d(x, i, j, v) is symmetric with respect to the labels, i.e. d(x, i, j, v) = d(x, j, i, v)
• d(x, i, j, v) satisfies the triangle inequality with respect to labels, i.e. ∀k ∈ L, d(x, i, k, v) ≤
d(x, i, j, v) + d(x, k, j, v)
which imply its solvability. This allows it to address a number of different problems, including
incorporating topological considerations such as tiered and floating object representation [168].
However, it may be unintuitive to design this function as the label ordering is implicitly, rather
than explicitly represented. This also may lead to difficulty in developing fully primal-dual
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solution algorithms (rather than using duality solely for the regularization term) as it profoundly
couples the continua representing each labelling in the spatial domain.
5.3 Directed Acyclic Graph Max-Flow Formulation
The Directed Acyclic Graph Max-Flow (DAGMF) segmentation model this article addresses
is the minimization of the convex energy functional:
min
u
∑
L
∫
Ω
(
DL(x)uL(x) + |RL(x)∇uL(x)|p
)
dx
s.t. uS (x) = 1∑
L′∈L.C
w(L,L′)uL′(x) = uL(x) if L < L
uL(x) ≥ 0
(5.2)
Similar to hierarchical max-flow (HMF), the partition L = {L|L.C = ∅} is the set of leaf-labels
or labels with no children. Unlike HMF, L.P does not have to consist of a single element, but
each label can have multiple parents. The non-negative weight terms w(L′,L) determine what
weight to give the labelling function of L when calculating the labelling function of its parent
label, L′. These terms must sum to 1 over the parents of each label, that is:∑
L′∈L.P
w(L′,L) = 1 (5.3)
It is clear that HMF is a subset of these models as L.P having a single element implies w(L′,L) =
1 showing that equation (3.1) is a special case of equation (5.2). Without loss of generality,
assume that DL(x) = 0 whenever L < L. This is achievable by pushing down the data terms
to the labels children, i.e. DL(x)uL(x) =
∑
L′∈L.C DL(x)w(L,L′)uL′(x), similar to the procedure
outlined in Chapter 3 Section 3.4. The constraint on the weight function is necessary for a
valid partition of Ω into the leaf-labels, that is,
∑
L∈L uL(x) = 1. However, this does not limit
the generality of the method as will be demonstrated in Section 5.3.1.
The modelling approach is derived from those presented by Yuan et al.[192][193] and
follows the same format, showing the duality of a max-flow primal formation to this mini-
mization problem through an intermediate primal-dual optimization problem. An augmented
Lagrangian framework and a proximal Bregman framework are proposed for minimizing this
intermediate representation.
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5.3.1 Arbitrary Region Regularization
With the increasing complexity of part-whole and mutual exclusion relationships being inte-
grated into optimization based segmentation, it is important to show the capability of DAGMF
to address the regularization of arbitrarily defined label structures, that is, the incorporation of
any label ordering. First, one must express the segmentation in terms of its partition set, L, and
a finite set of grouped-labels G ⊂ 2L, each a union of a set of leaf-labels, defining the groups
in which a regularization term should apply. For brevity, consider the segmentation problem to
be stated in this form.
To show how arbitrary region regularization can be implemented with DAGMF, consider
the construction of a DAG with associated transformations on smoothness parameters. First,
create a graph with one vertex corresponding to each element of L and one for each element
of G and one for the source node, S . Create an edge from the source vertex to each vertex
corresponding to an element of G. For each element G ∈ G, create an edge from vertex
corresponding to G to each vertex corresponding to an element L ∈ G. Now, find the vertex
with the maximal in-degree which corresponds to an element in L and call this in-degree r.
Add sufficient edges from the source vertex to each vertex in L to ensure that the in-degree
for each is r. Figure 5.3a shows an example of this for the problem L = {A, B,C,D, E} with
G = {AB, BC,CD}.
This process yields an unweighted multi-graph in which the multiplicity of any given edge
is indicate of the weight to be assigned to the corresponding edge in the weighted DAG pro-
portional to adjacent incoming edges. Taking the example used in Figure 5.3a and applying the
required normalization yields that shown in Figure 5.3b.
To determine the appropriate smoothness terms, note that for each vertex associated with
(a) DAG with edge multiplicity (b) DAG with weighted edges
Figure 5.3: DAG for segmentation into labels L = {A, B,C,D, E} in which label groups G =
{AB, BC,CD} are regularized. Note that this would be impossible in a hierarchical model since the regu-
larization groups conflict with each other. Figure 5.3a shows the intermediate multi-edged, unweighted
DAG. Figure 5.3b shows this DAG with weights explicitly recorded rather than through multiplicity
which is used by the solution algorithms.
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element G ∈ G has the labelling constraint:
uG(x) =
∑
L∈G
1
r
uL(x) (5.4)
from the construction of the graph. This means that whatever smoothness term that is desired
for G must be multiplied by r to account for the factor of 1/r.
This is not the only way to create a DAGMF model for a given problem, and many segmen-
tation problems defined in such a way can be implemented by multiple DAGMF structures. In
that respect, the DAGMF structure is not necessarily unique and optimization of the structure
to improve performance may be possible.
5.4 Directed Acyclic Graph Max-Flow Algorithm
The DAGMF energy equation can be minimized using primal-dual optimization on a particular
flow network which is derived from the label ordering diagram by replacing each label L , S
with a continuum, connecting those L ∈ L to a sink node. As with HMF, those sink node
connections are then constrained by the data terms. (The HMF algorithm can be derived from
the DAGMF algorithms under the assumption w(L′,L) = 1 and that the input flow to any node
is the same as the output flow from a single parent node.) The algorithms presented in this
section are based on the maximization of flow through these particular flow networks. Again,
the main contribution of these generalized solution algorithms in particular is that the label
ordering diagram, in the form of a rooted directed acyclic graph, can be given to them in run
time and can reflect any label ordering.
The augmented Lagrangian solution algorithm to the DAGMF formulation is given in Al-
gorithm 5.1. As with the previous augmented Lagrangian algorithms, it involves two positive
parameters: τ, the gradient descent step size set to approximately 1/8; and c, the quadratic
penalty constant which has a default value of 1/4.
The proximal Bregman solution algorithm to the DAGMF formulation Algorithm 5.4. Sim-
ilar to the augmented Lagrangian algorithm, τ is the gradient descent step size used in the
Chambolle iteration step which is set to approximately 1/8. However, c is now the weight of the
proximity term in each projection step which is set to be on the order of the difference in data
terms.
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Algorithm 5.1: Augmented Lagrangian solution algorithm for the DAGMF functional.
Topological sort the DAG into ordering O (begins with source label S ) with reverse
ordering O−1 (ends with source label S );
InitializeSolution() ;
while not converged do
UpdateFlows() ;
for ∀L do
∀x, uL(x)← uL(x) − c (div qL(x) − ζL(x) + pL(x)) ;
end
end
Algorithm 5.2: InitializeSolution() subroutine in Algorithm 5.1.
InitializeSolution()
Clear uL(x), qL(x) for all labels;
for each L in order O−1 do
∀x, pL(x)← min
L′.C=∅
DL′(x) ;
∀x, ζL(x)← min
L′.C=∅
DL′(x) ;
if L.C = ∅ then
if L ∈ argmin
L′.C=∅
DL′(x) then
∀x, uL(x)← 1/|argmin
L′.C=∅
DL′(x)| ;
else
∀x, uL(x)← 0 ;
end
end
for each L′ ∈ L.P/{S } do
∀x, uL′(x)← uL′(x) + w(L′,L)uL(x) ;
end
end
5.4. Directed Acyclic Graph Max-Flow Algorithm 109
Algorithm 5.3: UpdateFlows() subroutine in Algorithm 5.1.
UpdateFlows()
for ∀L , S do
∀x, qL(x)← Proj|R−>L (x)qL(x)|p˜≤1 (qL + τ∇ (div qL(x) + pL(x) − ζL(x) − uL(x)/c)) ;
end
Clear ζL(x) for all labels ;
for each L in order O do
for each L′ ∈ L.C do
∀x, ζL′(x)← ζL′(x) + w(L,L′) pL(x) ;
end
if L.C , ∅ and L.P , ∅ then
∀x, σL(x)← ζ(x) − div qL(x) + uL(x)/c ;
else if L = S then
∀x, σS (x)← 1/c ;
end
end
for each L in order O−1 do
if L.C = ∅ then
∀x, pL(x)← min{DL(x), ζL(x) − div qL(x) + uL(x)/c} ;
for L′ ∈ L.P do
∀x, σL′(x)← σL′(x) + w(L′,L) (div qL′(x) + pL′(x) − ζL′(x) + wL′,L pL(x));
end
else if L = S then
∀x, pS (x)← 1∑
L′∈S .C w2(S ,L′)
σS (x) ;
else
∀x, pL(x)← 11+∑L′∈L.C w2(L,L′)σL(x) ;
for L′ ∈ L.P do
∀x, σL′(x)← σL′(x) + w(L′,L) (div qL′(x) + pL′(x) − ζL′(x) + wL′,L pL(x));
end
end
end
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Algorithm 5.4: Proximal Bregman solution algorithm for the DAGMF functional.
Topological sort the DAG into the sorted list O (begins with source label S ) with reverse
list O−1 (ends with source label S );
∀L ∈ L, uL(x)← 1/|L|;
while not converged do
∀L,∀x, dL(x)← div qL(x);
∀L ∈ L,∀x, dL(x)← dL(x) + DL(x);
for L in order O/{S } do
for L′ ∈ L.C do
∀x, dL′(x)← dL′(x) + w(L,L′)dL(x);
end
end
∀L ∈ L,∀x, uL(x)← uL(x) exp
(
−dL(x)c
)
;
∀L ∈ L,∀x, dL(x)← uL(x);
∀x, a(x)← ∑L∈L uL(x);
∀L ∈ L,∀x, uL(x)← uL(x)/a(x);
∀L < L,∀x, dL(x)← 0;
for L in order O−1/{S } do
∀x, qL(x)← Proj|R−>L (x)qL(x)|p˜≤1 (qL(x) − cτ∇dL(x)) ;
for L′ ∈ L.P/{S } do
∀x, dL′(x)← dL′ + w(L′,L)dL(x);
end
end
end
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5.5 Validation
5.5.1 Synthetic Image: Venn Diagram
To test the efficacy of the segmentation algorithm and to highlight the improvements of arbi-
trary region regularization made possible through DAGMF, a synthetic segmentation example,
shown in Figure 5.4, was constructed. This image involves two overlapping objects, each of
which is regularized by the proposed DAGMF model using the structure showing in Figure 5.5,
but such a regularization scheme is not possible in HMF, as the dark yellow intersection has
more than one parent region. (In HMF, the intersection can be denoted either as part of the red
square or green circle but not both.) The result is that in HMF, there may be erroneous isolated
regions as seen in Figure 5.5e for the red label. The data term for each leaf-label is:
DL(x) = |I(x) − I¯L| (5.5)
(a) Original (b) Noisy (c) Potts (DSC 94.6%)
(d) DAGMF (DSC 95.4%) (e) HMF #1 (DSC 95.0%) (f) HMF #2 (DSC 94.9%)
Figure 5.4: Synthetic image (a) polluted with noise (b) and reconstructed using a Potts model (c),
DAGMF (d) and HMF models with either the red square (e) or green circle (f) regularized.Weighted
DSC is given for each segmentation.
112 Chapter 5. Directed Acyclic Graph Continuous Max-Flow Image Segmentation
where I(x) is the RGB intensity of the pixel and I¯L is the RGB intensity of the label L prior
to the addition of noise. The regularization terms RL(x) were all constants (times the identity
matrix), tuned individually to improve the performance of each method. Note that the DAGMF
reconstruction substantially improves the crispness of the area where all four regions meet
which is heavily distorted in the other three segmentation techniques.
Figure 5.5: Directed acyclic graph and weights used for DAGMF segmentation shown in Figure 5.4.
The nodes circle and square denote the labels associated with the union of green with yellow and red
with yellow respectively.
5.5.2 Medical Images - Brain Tissue Segmentation
To demonstrate the applicability of this technique in medical image segmentation, consider
segmentation of the brain into background (K), external cerebrospinal fluid (eCS F), cortical
gray matter (cGM), white matter (WM), subcortical gray matter (sGM) and ventricles (V).
This example uses the BrainWeb [37] database to provide a realistic digital phantom, providing
an exact ground truth labelling. The data terms (shown in Fig. 5.7) were developed using a
Figure 5.6: DAG representing the brain tissue segmentation problem in Fig. 5.8.
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K Data Term eCS F Data Term cGM Data Term
WM Data Term sGM Data Term V Data Term
Figure 5.7: Bayesian data terms used in Fig. 5.8.
simple Bayesian framework which includes both intensity and localization components and
are representative of those one would derive for this segmentation problem on clinical images
[176]. The DAG used for segmentation is provided in Figure 5.6. The smoothness terms were
all constants, that is, RL(x) = αL, meaning that no contrast sensitive terms were used to localize
edges, but only uniform regularization was used to penalize longer boundaries between regions.
The data terms, shown in Figure 5.7, follow the Bayesian formula:
DL(x) = − ln P(I(x)|x ∈ L) + dist(x,RL) (5.6)
where P(I(x)|x ∈ L) is the probability of voxel x having intensity I(x) given it is in label L,
and dist(x,RL) is an estimated distance between x and the region associated with label L. The
segmentation is shown in Figure 5.8.
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(a) Image (b) Ground truth labelling (c) DAGMF
(d) HMF (sGM grouped with V) (e) HMF (sGM grouped with
WM)
(f) Potts Model
Figure 5.8: Brain tissue segmentation using DAGMF using data terms in Fig. 5.7 and constant smooth-
ness terms. Note the improvement in the pink subcortical gray matter region.
Region DAGMF HMF 1 HMF 2 Potts
K 99.2% 99.2% 99.2% 98.8%
eCSF 74.9% 76.5% 76.5% 72.5%
cGM 91.1% 91.0% 91.0% 90.6%
WM 95.9% 95.7% 95.7% 95.9%
sGM 81.3% 76.1% 77.3% 76.6%
V 95.7% 96.1% 95.9% 95.1%
Table 5.1: Dice coefficient for segmentations in Fig. 5.8. The results for the subcortical gray matter
are shown in bold which reflect the quantitative improvement from using a more nuanced regularization
model with DAGMF.
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(a) Potts Entropy (b) DAGMF Entropy
Figure 5.9: Segmentation uncertainty (entropy) from Figure 5.8. The Potts model has much higher
uncertainty in the background segmentation around the frontal lobe.
The construction of the DAG is motivated by the grouping of adjacent regions with similar
regularization requirements (such as the grouping of the eCS F and cGM) or by grouping re-
gions that, when grouped, have a significantly less tortuous boundary (such as the grouping of
all brain regions into a common superlabel opposed to the background or K label). Notably, a
Venn diagram model (similar to Fig. 5.5) represents the subcortical labels, using the geomet-
rical intuition that the subcortical gray matter could be interpreted spatially as the overlap of
extended WM and V regions.
The primary benefit of DAGMF in the context of medical image segmentation in particular
is that the regularization of any label group allows for the segmentation algorithm designers to
incorporate multiple regularization schemes without prohibiting others. Analogous to Section
5.5.1, HMF could be used to regularize sGM with either V or WM, but not both. DAGMF
allowed for both regularization schemes to be implemented simultaneously. This improved the
segmentation accuracy of the subcortical gray matter over the Potts model and both HMF mod-
els as highlighted in Table 5.1, despite having the same data terms and uniform regularization.
In addition, the DAGMF result had a lower entropy, implying that the segmentation was
more certain than that of Potts as shown in Figure 5.9. The entropy of the fuzzy labelling at
each voxel can be used as a surrogate for the uncertainty of the binary labelling marginalized
at each voxel. Note that this is an approximation as the theoretical basis of segmentation
uncertainty in (both binary and fuzzy) continuous max-flow models has yet to be investigated.
Although applying only a single image, this experiment illustrates the increased capability
of DAGMF in terms of more nuanced regularization and descriptive label orderings. This
allows it to be readily expressed in problems where prior methods force fundamental tradeoffs
between competing label orderings by combining their concerns.
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5.5.3 Natural Images: Scene Decomposition
Natural image segmentation tasks that could benefit from unconstrained label orderings in-
clude scene decomposition [72]. As shown by Delong et al. [43], geometric context often
requires non-hierarchical regularization schemes. This segmentation problem is composed
of five distinct regions (F-front, T -top, B-bottom, L-left, R-right) as shown in Figure 5.10a.
Strong priors are available for the T , B, L and R regions but often not the F region. For regu-
larization purposes, one could consider F as the intersection of each of the four side regions,
taking advantage of their priors and encourage a more central position in the segmented image.
In previous approaches, such as HMF, such regularization would not be possible. The DAG
representing this regularization structure is given in Figure 5.10b. Unlike previous discrete ap-
proaches [43], the image is partitioned into the label regions {T, B, L,R} thus preventing errors
such as labelling a single pixel as being in both L and R regions.
An example segmented image using this framework is shown in Figure 5.11. These images
were collected from the Geometric Context dataset [72] and the data terms used were derived
from the Surface Layout classification framework [73]. Specifically, the data terms for each
region in the partition, i.e. labels L ∈ L, are:
DL(x) = − ln PL(x) (5.7)
where PL(x) is the likelihood estimate of pixel x belonging to label L as determined by the
Surface Layout classification framework [73]. The regularization terms, RL(x) were all the
same constant (times the identity matrix) for the regions LF, RF, BF, and T F and were zero
(a) Scene Decomposition
(b) Segmentation DAG
Figure 5.10: Segmentation structure used in scene decomposition into F-front, T -top, B-bottom, L-left,
R-right. The color code corresponds to that used in Figure 5.11.
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(a) Original Image (b) Original Image
(c) Segmentation (Accuracy rate = 93.0%) (d) Segmentation (Accuracy rate = 90.5%)
Figure 5.11: Example outdoor scene segmentation. Accuracy rate is given for each segmentation. The
color code for the segmented images are shown in Figure 5.10.
Model - Label Value
Potts 10
HMF 1 - T FB 5
HMF 1 - L ∈ L 7.5
HMF 2 - LFR 5
HMF 2 - L ∈ L 7.5
DAGMF - LF,RF, BF,T F 5
DAGMF - L ∈ L 9
Table 5.2: Value of the constant regularization terms used in the various max-flow models.
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(a) Original Image (b) Manual Segmentation (c) DTO (Accuracy: 82.0%)
(d) DAGMF (Accuracy: 85.7%) (e) HMF 1 (Accuracy: 85.4%) (f) HMF 2 (Accuracy: 85.0%)
(g) Potts (Accuracy: 84.3%)
(h) HMF 1 Hierarchy (i) HMF 2 Hierarchy
Figure 5.12: Example scene segmentation from the Stanford indoor dataset [42]. DTO refers to the
“data term only” method. Accuracy rates are given for each segmentation. Label orderings used in
the first and second HMF segmentation are shown in (f) and (i) respectively. The color code for the
segmented images are shown in Figure 5.10 and in (f) and (i).
Accuracy Rate
(n=48) Original Improvement over DTO
DTO 84.4% ± 6.7%
Potts 85.6% ± 7.1% 1.2% ± 1.2%
HMF 1 85.7% ± 6.9% 1.3% ± 1.1%
HMF 2 85.7% ± 7.0% 1.3% ± 1.0%
DAGMF 85.9%± 7.0% 1.5%± 1.2%
Table 5.3: Accuracy rates for segmentations in the Stanford indoor dataset such as that shown in Fig.
5.12. DTO refers to the “data term only” method. The results shown in bold represent those statistically
significantly different from the DTO method under a paired t-test with Bonferroni correction.
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for all end-labels.
For quantitative validation, this scene decomposition model was applied to the Stanford
indoor image dataset [42] (48 images) using the classifiers developed by Hoiem et al. [73]
as the basis for the data terms. The regularization terms, given in Table 5.2, determined by
a exhaustive search on a subset of the database (4 images). Qualitative segmentation results
for DAGMF as well as the continuous Potts model [193] and HMF models are shown in Fig-
ure 5.12 with quantitative results in Table 5.3. The “data term only” (DTO) results reflect the
accuracy of the classifiers developed by Hoiem et al. [73]. The use of simple constant regu-
larization improves the accuracy slightly overall, with the more representative DAGMF model
having slightly higher accuracy than the previous max-flow models. The results for each max-
flow model could readily be improved by created more complex regularization terms with
appropriate parameterization.
5.5.4 Natural + Synthetic Images: Hue Reconstruction
Another application which is not currently possible with existing continuous max-flow methods
is hue denoising in color images. The problem of hue reconstruction is of particular interest as
the hue displays distinctly cyclic behaviour, meaning that it is especially ill-suited for Ishikawa
models [78] more traditionally used for image reconstruction. In addition, hue offers a color
property that is, in theory, invariant to lighting and atmospheric conditions but is sensitive to
RGB additive noise especially at low brightness and saturation.
The first step in hue reconstruction with DAGMF is the construction of an appropriate
DAG. In this scenario, the DAG can follow a relatively simple two-layer formula. The bot-
tom layer consists of N nodes representing the discrete bins the hues are grouped into. The
second layer is a regularization layer with N nodes, each with M < N/2 edges to the lower
layer. These edges are arranged in a cyclic manner, each regularization node being connected
to M consecutive hues. The result is truncated linear regularization. Between two hue nodes
the regularization grows linearly with the distance between them if less than M, else, the reg-
ularization is constant. Fully linear regularization can be achieved by setting M = bN/2c. An
example of these types of DAGs is given in Figure 5.13. Note that in this case, using the Potts
model for hue reconstruction can be expressed as a limiting case as this framework with M = 1.
In Figure 5.14, RGB additive noise was applied to a synthetic image with 50% saturation
and 25-75% brightness. Reconstructing the hue using a DAGMF hue reconstruction model
(N = 36,M = 16) allowed for linear regularization across hues resulting in a 79% decrease in
the hue error, compared to 64% using a Potts model with the same data terms and regularization
120 Chapter 5. Directed Acyclic Graph Continuous Max-Flow Image Segmentation
Figure 5.13: Example DAG for hue reconstruction with N = 9 discrete hues and a truncated linear
model of width M = 3. Although not shown, the weight of each edge on the top level is 1, and 1/M on
the bottom layer.
(a) Original Image (b) Gold Standard Hue (c) Image + Noise
(d) Hue of Image + Noise
(Error: 32%)
(e) Potts
(Error: 5%)
(f) DAGMF
(Error: 3%)
Figure 5.14: Hue reconstruction on synthetic image with corresponding normalized hue error.
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(a) Original Photograph (b) Original Hue
(c) Potts Model (d) DAGMF Model
Figure 5.15: Example hue reconstruction on natural images with DAGMF model (N = 36,M = 16).
values. The data term used was:
DL(x) = |I(x) − I¯L| (5.8)
where I(x) is the RGB-valued intensity of pixel x and I¯L is the RGB-valued intensity of the
highest saturation colour corresponding to hue L.
The same pipeline can be used on natural images to robustly estimate hue in the presence
of noise and lighting effects. Figure 5.15 displays this hue reconstruction on natural images in
the presence of shadows and atmospheric perspective effects. Compared to the Potts model, the
cyclic DAGMF model retains much more detail at the same level of regularization, preserving
features such as smaller windows and doors.
This demonstrates that the cyclic range topology developed in Chapter 2 can also be devel-
oped via a more general framework. That being said, the framework developed using DAGMF
is not as computationally efficient as cyclic continuous max-flow (CCMF) as it does not take
advantage of the inherent symmetries expressed in the DAG or the more abstract regularization
122 Chapter 5. Directed Acyclic Graph Continuous Max-Flow Image Segmentation
structure. Thus, DAGMF offers a new tool for initially exploring image enhancement using
different and possibly irregular range topologies, but other solvers need to be developed to
ensure high computational performance.
5.6 Discussion
From a theoretical point of view, DAGMF illustrates that any label ordering is possible to in-
corporate into a continuous max-flow segmentation paradigm using primal-dual optimization
with augmented Lagrangian multipliers or proximal Bregman projections. Thus, further work
in continuous max-flow theory should focus on the development of more specific solvers for
segmentation problem sub-classes reflecting particular topologies of interest with higher effi-
ciency (such as in Chapter 2).
As stated in Section 5.3.1, there are multiple ways to construct a DAG that are mathemati-
cally equivalent but require different computation time and memory amounts. In addition, for
certain subclasses of problems, a DAG may not be the most computationally efficient struc-
ture over which to perform max-flow. For problems in co-segmentation of multiple images
simultaneously [66, 80] or segmentation based on a partially-annotated multi-atlas [87], other
max-flow structures can take advantage of symmetry in the energy functional to reduce the
number of, and simplify the interaction between, labellings ultimately creating more efficient
algorithms. That being said, if that symmetry is removed or modified, such frameworks are
no longer applicable. DAGMF provides, in such scenarios, an initial framework in which ac-
curacy can be evaluated separate from computability concerns, decoupling the processes of
model creation and solver optimization.
5.6.1 Future Work
There are a number of areas of future work to pursue in terms of segmentation problems with
hierarchical label orderings. Specifically:
• Design and validate intuitive interfaces for defining DAGMF structures in the context
of interactive medical image segmentation. Chapter 4 demonstrates the equivalent for
HMF through the use of a common hierarchy widget often used to represent file systems.
However, no such pre-designed widget exists for more general grouping structures in
image segmentation.
• Automatically determine weighting parameters which limit the general use and applica-
bility of more complex segmentation models.
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• Derive procedures using DAGMF that allow for the creation of more extendable seg-
mentation problems expressing different range topologies as in Chapter 2. This includes
handling different types of symmetries in the regularization in a single coherent frame-
work.
• Investigate the complexity of algorithms which take regularization descriptions similar
to those given in Section 5.3.1 and automatically optimize the structure used for max-
imum computational efficiency while ensuring mathematical equivalence. As noted in
Appendix B.3, this problem is NP-hard for hierarchical topologies, but has yet to be
investigated rigorously for DAGMF graphs.
• Incorporate star convexity constraints [65, 178] into a subset of the labels, allowing for
both topological and shape information to be optimized for simultaneously. (This is the
topic of Chapter 6)
Chapter 6
Shape Complexes in Max-Flow Image
Segmentation
This chapter is largely based on:
• John SH Baxter, Jiro Inoue, Maria Drangova and Terry M. Peters. “Shape Complexes:
The Intersection of Label Orderings and Star Convexity Constraints in Continuous Max-
Flow Medical Image Segmentation.” SPIE Journal of Medical Imaging (2016).
with additional material from:
• John SH Baxter,Jing Yuan, and Terry M. Peters. ‘Shape complexes in continuous max-
flow hierarchical multi-labelling problems.” arXiv preprint arXiv:1510.04706 (2015).
6.1 Introduction
Encoding shape information and constraining the shape of possible segmented objects has long
been considered fundamental to incorporating anatomical knowledge in segmentation. The
initial difficulty with this task is that there is no common definition of the word shape in the
context of computer vision, leading to a plethora of methods addressing completely orthogonal
concerns in un-related ways all under the heading of shape information [35].
Thus, the first step in any framework addressing shape information is to clarify the topo-
logical, geometrical and statistical information being encouraged or constrained through such a
framework. As with previous chapters, the approach presented here is entirely non-statistical,
in that the aim is to create descriptors of shape information that are simultaneously usable
(requiring little to no training data), intuitive, and solvable. Along this line of thought, mech-
anisms already exist for addressing label orderings as one facet of range topology. Thus, the
goal is to extend this, introducing another topological consideration coherent with the notion
124
6.2. Prior Approaches to Shape Information in Segmentation 125
of shape. To this end, star convexity, which entails the topological notion of simple connect-
edness, has been selected. These constraints also imply a certain level of prior knowledge in
terms of location, as placement of vantage points inherently anchors the star convex object to
those locations. Applying star convexity to individual labels is well-known in the literature;
the novelty of this chapter is to simultaneously apply star convexity to a number of interrelated
labels.
This chapter will develop a framework allowing shape complexes, which are geodesic star
convexity constraints placed on a combination of multiple labels and a label ordering. This
approach takes advantage of recent advances regarding multi-label topological constraints in
continuous max-flow segmentation theory, and in directed acyclic graph max-flow (DAGMF)
segmentation in particular. By using both star convexity constraints and label orderings in
tandem, much more expressive, yet still general-purpose, shape information can be encoded.
As with their predecessors, shape complexes require minimal training data, relying solely on
the definition of the label ordering and the placement of vantage points.
This chapter begins with an overview of shape information in segmentation, narrowing
down to the prior work in incorporating shape information into max-flow/min-cut based seg-
mentation paradigms. This is followed by a description of shape complexes and the continuous
max-flow algorithms used to address them. Lastly, these constructs are validated on a wide
range of medical image segmentation problems in which there is complex anatomy (either in
the object-of-interest or in adequately modelling the background objects) and anatomy with
walls, such as vessels and cardiac structures.
6.2 Prior Approaches to Shape Information in Segmentation
There exist several paradigms in medical image segmentation for the incorporation of shape in-
formation. Active shape models [38, 39] and the general family of statistical shape models [69]
use shape information to constrain or guide the evolution of segmentation contours to adhere
to a pre-defined point distribution model for either boundary or skeleton points. Multi-level
statistical shape models [128] embed hierarchical label orderings as a method of simplifying
or sparsifying this information for multi-compartment objects or multiple objects in a single
scene. Each of these approaches requires an intermediate representation both of the shape in-
formation and of the segmentation. That is, the segmentation being propagated is a polyhedron,
which can make certain topological considerations difficult to implement.
Level-set based shape methods do not require an intermediate polyhedral representation
of the segmentation, but constrain shape information directly on the labelling function [173].
These methods use energy functional imposed on the labelling function directly. The shapes
126 Chapter 6. Shape Complexes in Max-Flow Image Segmentation
are encoded as a mean level set function and several variations. The mean level set is computed
by averaging each of the signed distance functions for images in the training dataset, and the
variations are the eigenmodes of the signed distance functions with this mean shape function
subtracted [173]. However, encoding shape information in this manner has several drawbacks
including the need for larger training datasets [40].
Alternatively, one does not have to use a sparse shape descriptor to take advantage of shape
information from training data. In atlas-registration based segmentation approaches, the shape
information is implicitly encoded in the atlas and constraints on the registration algorithm [9].
Atlas combination methods such as shape-based averaging [152] attempt to preserve shape
information when multiple atlases are used for segmentation.
An important disadvantage common to all of these approaches is that the shape information,
such as the pre-defined point distribution model or the shape atlas, is composed of a training
set of segmented images. This training set must contain the necessary variability to capture
pathology but limit excessive variability that would degrade performance. Shape information
augmented with a more abstract anatomical model, such as hierarchical decomposed statistical
shape models [189], can address some of the issues with smaller training sets by decoupling
the variability across distinct anatomical regions, but ultimately cannot model the range of
pathological variability seen in clinic in general.
6.3 Prior Work on Shape Information in Max-Flow
6.3.1 Discrete Domain
The development of efficient graph-cut based solvers [26] that guarantee optimality for MRFs
with the property of submodularity [24] have made graph-cut techniques sufficiently flexible
to encode shape information independent of training data. Of particular note are star-shape
constraints or simple star convexity constraints [178] in which every point in an object must
Figure 6.1: Simple star convex objects with vantage points indicated with an ‘X’.
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be connected to a single vantage point using a linear path. (Examples of simple star convex
objects are shown in Figure 6.1.) These are implemented in practice by the inclusion of infinite
cost edges to local voxels which are sufficiently close to the line segment connecting each voxel
to the vantage point.
Star convexity constraints can be extended to geodesic star convexity constraints [65], in
which the path no longer has to be strictly linear, but follow a predefined geodesic. Similar
to simple star convexity constraints, these too are implemented through the addition of infinite
cost edges into the graph, but in a way that adheres to pre-defined geodesic path directions,
rather than the straight line segment used by Veksler et al. [178]
A fundamentally different approach was taken by Egger et al. which perform a discrete
analog of a co-ordinate system transformation rather than introduce infinite cost edges. These
can be used to ensure a particular pre-defined 2D [49, 48] or 3D [47, 161] shape or extrapolate
a shape from user interaction [50]. As these methods use minimal or no a priori training
information, often relying solely on the identification of the vantage point, they are better
suited for problems where a sufficient body of training segmentations cannot be collected but
more geometric information about the shape is known a priori. In addition, they retain the
guarantee of global optimality for foreground-background segmentation problems.
Statistical shape information derived from training images has been incorporated into graph-
cuts [59, 117] using an iterative approach similar to that of its level-set predecessors [173].
These methods often guarantee local optimality with respect to a particular functional, but no
longer have the global optimality guarantee from traditional graph-cuts.
6.3.2 Continuous Domain
Similarly, continuous max-flow segmentation has gained traction with the development of
highly parallelizable duality-based optimization approaches [192]. Simple and geodesic star
convexities in this continuous space have also been investigated. Yuan et al. [196] used an
additional multiplier to allow for unconstrained flow along a predefined geodesic, allowing a
single star convex label to represent the prostate. In this model, an additional set of multipliers
128 Chapter 6. Shape Complexes in Max-Flow Image Segmentation
is used to permit flow in a predefined direction, yielding:
min
pS ,pT ,q,λ
∫
Ω
pS (x)dx
s.t. |q′(x)| ≤ R(x),
λ(x) ≥ 0,
pS (x) ≤ DS (x), pT (x) ≤ DT (x),
div
(
q′(x) + λ(x)e(x)
) − pS (x) + pT (x) = 0
(6.1)
where DS (x) and DT (x) are foreground and background data terms respectively, R(x) is the
isotropic regularization term, e is the local direction of the geodesic path, and q, pS , and pT are
all flow variables. In this formulation, the foreground background labellings, u and 1−u respec-
tively, are derived from the multipliers on the constraints pT (x) ≤ DT (x) and pS (x) ≤ DS (x)
respectively. In the framework proposed by Yuan et al., λ, the amount of flow along the prede-
fined direction, is explicitly stored and optimized over. This explicit representation can be prob-
lematic in that it requires additional memory to store, and that, if not implemented in a similar
approach as the spatial flow variables, determining the divergence of the field q′(x) + λ(x)e(x)
may be difficult. Ultimately, these limitations necessitate a framework in which the variable λ
is represented and optimized over implicitly, rather than explicitly. Strekalovskiy et al. [168]
have also proposed a form of directional regularization which can encode shape information
between two interacting regions in a partitioning problem. Unlike the framework proposed by
Yuan et al. [196], it does not explicitly represent shape constraints via an additional set of
variables, but encodes them into the regularization constraints.
Ukwatta et al. [175] developed a max-flow propagated level-sets framework using a co-
ordinate system warping approach to ensure star convexity for both the blood vessel as a whole
and the lumen. (This co-ordinate system warping can be seen as a continuous analogue to
Egger et al.’s [49, 50] discrete graph template approach.) Ukwatta’s approach is conceptually
important, in that it used a combination of geodesic star convex labellings to ensure a more
complex ring-shaped vessel wall. However, using co-ordinate system warping to reformulate
shape constraints into topological equivalents introduces a series of problems including com-
putational expense and possible ill-definition and ambiguity when performed on multiple or
branching vessels.
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6.4 Shape Complexes
Shape complexes are simply segmentation structures defined as set theoretic operations on a
series of labels in which some are subject to a shape constraint such as geodesic star convexity.
For example, a circular ring can be described as one part of a circular super-label in which the
other part is also circular. (That is, a ring is a circular object with another circular object re-
moved from it.) Directed acyclic graph max-flow (DAGMF) from the previous chapter affords
a representation of super-labels which, augmented with shape information (i.e. star convexity
constraints), allows more complicated shapes to be represented.
In their current instantiation, shape complexes do not capture all possible shape informa-
tion. For example, matching a segmentation to a particular a priori defined shape template,
such as those presented by Egger et al. [47, 48, 49, 161, 50].
6.5 Shape Complexes Implementation
The shape complexes framework is derived from the geodesic star convexity constraint on a
single label proposed by Yuan et al. [196]. However, a large number of these constraints may
be simultaneously put in place in any given segmentation problem, and thus, memory con-
sumption becomes a large concern. The additional optimization and storage of the λ variables
is not required because λ(x), assuming it is non-negative, can be determined exactly as:
λ(x)e(x) = Proje(x)
(
q′(x) + λ(x)e(x)
)
where q′(x) · e(x) = 0
given that all other variables are fixed. By defining a grouped spatial flow term, q(x) = q′(x) +
λ(x)e(x), (and extending the regularization term to the more general anisotropic L2 norm) the
optimization problem expressed in Eq. 6.1 is equivalent to the more computationally efficient
formula:
min
pS ,pT ,q
∫
Ω
pS (x)dx
s.t.
∣∣∣∣(R(x)−1)> (q(x) − λ(x)e(x))∣∣∣∣ ≤ 1 ,
λ(x) = max
{
(R(x)−1)>q(x)·(R(x)−1)>e(x)/|(RL(x)−1)>e(x)|2, 0
}
,
pS (x) ≤ DS (x), pT (x) ≤ DT (x),
div q(x) − pS (x) + pT (x) = 0
(6.2)
assuming that the vector field e(x) is normalized to unit length if non-zero, which can be
achieved through an initialization step. This memory saving is crucial as multiple star con-
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vexity constraints are likely to be present even in a simple shape complex.
The single-label formulation can be generalized to a framework in which labels are orga-
nized in a rooted, weighted directed acyclic graph as described in Chapter 5, necessitating a
novel optimization framework extending DAGMF. This framework optimizes the primal-dual
equation:
min
u
max
p,q
∫
Ω
pS (x)dx +
∑
L,S
∫
Ω
uL(x)GL(x)dx
where GL(x) = div qL(x) + pL(x) −
∑
L′∈L.P
w(L′,L) pL′(x)
s.t.
∣∣∣∣(RL(x)−1)> (qL(x) − λL(x)eL(x))∣∣∣∣ ≤ 1,
∀L , S , λL(x) = max
{
(RL(x)−1)>qL(x)·(RL(x)−1)>eL(x)/|(RL(x)−1)>eL(x)|2, 0
}
,
∀L ∈ L, pL(x) ≤ DL(x)
(6.3)
This optimization can be addressed using augmented Lagrangian multipliers as shown in Al-
gorithm 6.1 using the subroutines presented in Algorithms 6.2 and 6.3. It can also be addressed
using a proximal Bregman projection based algorithm as shown in Algorithm 6.4. Both algo-
rithms are trivially parallelizable, making them suitable for acceleration using general purpose
programing on graphics processing units (GPGPU). More detailed technical information and a
proof-of-correctness for these algorithms are provided in Appendix A.
6.6 Validation
In order to validate the shape complex framework, while maintaining a general focus, several
distinct segmentation experiments are employed, including:
1. Synthetic images created to validate the basic properties of the shape complexes frame-
Algorithm 6.1: Augmented Lagrangian solution algorithm for Eq. (6.3).
Topological sort the DAG into ordering O (begins with source label S ) with reverse
ordering O−1 (ends with source label S );
InitializeSolution() ;
while not converged do
UpdateFlows() ;
for ∀L do
∀x, uL(x)← uL(x) − c (div qL(x) − ζL(x) + pL(x)) ;
end
end
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work in comparison to the corresponding DAGMF models. These experiments demon-
strate several important features of the algorithm such as improved accuracy and regu-
larization parameter robustness in a controlled setting. The first of these synthetic exper-
iments is designed to mimic the appearance of vessels in ultrasound;
2. Ultrasound images of the carotid artery were collected to verify that the behavior seen in
the synthetic images is reproducible in a medical context. Thus, a similar accuracy and
robustness evaluation is performed;
3. Synthetic images mimicking the mitral valve and corresponding trans-esophageal ultra-
sound images showing more complicated shape complexes; and
4. Cardiac CT images were collected to test an extreme-case of the algorithm with the pres-
ence of a very highly heterogeneous background with star convexity constraints applied
to a very thin object-of-interest, specifically the left atrial wall.
6.6.1 Synthetic Image Segmentation
To demonstrate this approach, synthetic volumes where constructed, consisting of a medium
intensity background with an embedded structure and white Gaussian noise. This structure has
Algorithm 6.2: InitializeSolution() subroutine in Algorithm 6.1.
InitializeSolution()
Clear uL(x), qL(x) for all labels;
for each L in order O−1 do
∀x, eL(x)← eL(x)/
∣∣∣∣(R−1L (x))> eL(x)∣∣∣∣2;
∀x, pL(x)← min
L′.C=∅
DL′(x) ;
∀x, ζL(x)← min
L′.C=∅
DL′(x) ;
if L.C = ∅ then
if L ∈ argmin
L′.C=∅
DL′(x) then
∀x, uL(x)← 1/|argmin
L′.C=∅
DL′(x)| ;
else
∀x, uL(x)← 0 ;
end
end
for each L′ ∈ L.P/{S } do
∀x, uL′(x)← uL′(x) + w(L′,L)uL(x) ;
end
end
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Algorithm 6.3: UpdateFlows() subroutine in Algorithm 6.1.
UpdateFlows()
for ∀L , S do
∀x, qL(x)← qL + τ∇ (div qL(x) + pL(x) − pL.P(x) − uL(x)/c) ;
∀x, λ(x)← max
{
0,
(
R−1L (x)
)>
qL(x) · eL(x)
}
;
∀x, qL(x)← qL − λ(x)eL(x) ;
∀x, qL(x)← Proj|(R−1L (x))>qL(x)|p˜≤1 (qL) + λ(x)eL(x) ;
end
Clear ζL(x) for all labels ;
for each L in order O do
for each L′ ∈ L.C do
∀x, ζL′(x)← ζL′(x) + w(L,L′) pL(x) ;
end
if L.C , ∅ and L.P , ∅ then
∀x, σL(x)← ζ(x) − div qL(x) + uL(x)/c ;
else if L = S then
∀x, σS (x)← 1/c ;
end
end
for each L in order O−1 do
if L.C = ∅ then
∀x, pL(x)← min{DL(x), ζL(x) − div qL(x) + uL(x)/c} ;
for L′ ∈ L.P do
∀x, σL′(x)← σL′(x) + w(L′,L) (div qL′(x) + pL′(x) − ζL′(x) + w(L′,L) pL(x));
end
else if L = S then
∀x, pS (x)← 1∑
L′∈S .C w2(S ,L′)
σS (x) ;
else
∀x, pL(x)← 11+∑L′∈L.C w2(L,L′)σL(x) ;
for L′ ∈ L.P do
∀x, σL′(x)← σL′(x) + w(L′,L) (div qL′(x) + pL′(x) − ζL′(x) + w(L′,L) pL(x));
end
end
end
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Algorithm 6.4: Proximal Bregman algorithm for Eq. (6.3).
Topological sort the DAG into ordering O (begins with source label S ) with reverse
ordering O−1 (ends with source label S );
Clear qL(x) for all labels;
∀L ∈ L,∀x, uL(x)← 1/|L|;
∀L ∈ L,∀x, eL(x)← eL(x)/
∣∣∣∣(R−1L (x))> eL(x)∣∣∣∣;
while not converged do
∀L,∀x, dL(x)← div qL(x);
∀L ∈ L,∀x, dL(x)← dL(x) + DL(x);
for L in order O do
for L′ ∈ L.C do
∀x, dL′(x)← dL′(x) + w(L,L′)dL(x) ;
end
end
∀L ∈ L,∀x, uL(x)← uL(x) exp
(
−dL(x)c
)
;
∀L ∈ L,∀x, dL(x)← uL(x);
∀x, a(x)← ∑L∈L uL(x);
∀L ∈ L,∀x, uL(x)← uL(x)/a(x);
∀L < L,∀x, dL(x)← 0;
for L in order O−1 do
∀x, qL(x)← (qL(x) − cτ∇dL(x)) ;
∀x, λL(x)← max {0, (RL(x))> qL(x) · eL(x)};
∀x, qL(x)← qL(x) − λL(x)eL(x)};
∀x, qL(x)← Proj|(R−1L (x))>qL(x)| p˜≤1 (qL(x)) + λL(x)eL(x) ;
for L′ ∈ L.P/{S } do
∀x, dL′(x)← dL′(x) + w(L,L′)dL(x) ;
end
end
end
a slightly hypo-intense centre surrounded by a hyper-intense boundary. The contrast-to-noise
ratio (CNR) between the background and the centre is ≈ 10% and between the hyper-intense
boundary and each other region is ≈ 100%. Due to the low CNR, segmentation of these images
with minimal prior information can be challenging. These images were segmented with a sim-
ple DAGMF model and using shape complexes as shown in Figure 6.2, with a manually picked
centroid or vantage point to define a simple star convexity constraint. The same intensity-based
data terms and uniform regularization were used in both images.
This experiment was repeated for a range of regularization values between 10−1 and 101,
and the Dice Similarity Coefficient (DSC) measured for each of the tree labels as shown in
Figure 6.3. As expected, the segmentation with shape complexes consistently outperforms the
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segmentation without shape complexes for all regularization values, and displays an additional
degree of robustness to the regularization value chosen. This is especially important as star
complexes allow for much lower regularization values to be used without sacrificing segmen-
tation quality, which is desirable in terms of preserving less smooth portions of an object.
A second synthetic experiment, shown in Figure 6.4, was performed to illustrate the use of
shape-complexes in a segmentation problem with a distinctly non-hierarchical label ordering.
The CNR between regions in Figure 6.4b is 25%. As shown in Figure 6.4e, the regularization
parameter was too low to enforce region contiguity under such high noise, which is readily
addressed through the addition of a series of star-convexity constraints shown in Figure 6.4f.
Again, keeping the regularization value low is essential to capturing more tortuous boundaries
of a segmented object without over-smoothing. Efficiently determining the regularization pa-
rameter in these segmentation models which neither over-smooths or under-smooths is an area
of open research [19].
(a) Gold Standard (b) Original Image (c) Image + Noise
(d) Label Ordering (e) DAGMF Segmentation (f) DAGMF + Shape
Figure 6.2: Synthetic image segmentation problem using DAGMF (2e) and DAGMF augmented with
shape complexes (2f) according to the label ordering in (2d) with α referring to the level of regulariza-
tion. (* a simple star convexity constraint is applied to this label.) Any overlap between segmentations
can cause false colors, e.g. green occurs when the result is 50% exterior (cyan) and 50% interior (yel-
low). The ‘X’ marks the vantage point for the simple star convexity constraint.
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6.6.2 Ultrasound Vessel Segmentation
To demonstrate the applicability of these shape complexes to medical image segmentation, they
were applied to the segmentation of an individual vessel of interest, in particular, the carotid
artery, from an ultrasound image. This image was manually segmented into three regions,
the background, vessel lumen, and vessel blood pool. Similar to the first synthetic experi-
ment in Section 6.6.1, the shape complex applied creates a ring-shape prior on the vessel wall.
However, this segmentation model takes into account a multi-component background, with
both vessel wall and blood pool components, handling background heterogeneity. The overall
model consists of labels for the vessel blood pool BV , vessel wall WV , background blood BK ,
background hyper-intense tissue such as other vascular walls WK , and other background tissue
K. Segmentation results are shown in Figure 6.5.
The data terms used are derived from Bayes’ theorem on the voxel intensity:
DL(x) = − ln P(I(x)|x ∈ L) ± bias (6.4)
(a) External (cyan) region
(b) Ring (magenta) region
(c) Internal (yellow) region
Figure 6.3: Quantitative segmentation results for each region based on regularization strength. The Dice
similarity coefficients are shown on a logarithmic scale approaching 100% DSC.
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(a) Original Image (b) Image + Noise
(c) Label Ordering
(d) Gold Standard (e) DAGMF Segmentation (f) DAGMF + Shape
Figure 6.4: Venn diagram segmentation with and without shape complexes. The label ordering is given
in Figure 4c (* a simple star convexity constraint is applied to this label) with the vantage point for the
shape complex was the centroid of the region. Similar to Figure 6.2, any overlap between segmentations
can cause false colors.
where P(I(x)|x ∈ L) is the probability of voxel x having intensity I(x) given that it is a part
of label L. The constant bias term (positive for background components and negative for
foreground components) controls for the shrinking bias which is especially severe as the back-
ground super-label contains two components with the same intensity distribution as the vessel
of interest, i.e. labels BK and WK with the same intensity as BV and WV respectively. The user
provided seeds for the blood, vascular wall, and background tissue components are given in
Figure 6.5b. The regularization is a constant applied to all labels and super-labels shown in
Figure 6.5c with the exception of the vessel wall label, V , which has zero regularization to
avoid shrinking bias.
An experiment similar to that shown in Figure 6.3 was performed on the vessel ultrasound
dataset, varying both the regularization and bias parameters. Quantitative results are shown in
Figure 6.6. Not only did including the star convexity constraint improve the DSC compared to
unconstrained DAGMF at their respective optimal values, but the segmentation became more
robust to parameterization, maintaining similarly high DSC over a much broader range of pa-
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rameters, confirming the earlier observation on synthetic images. This is especially important
for medical image segmentation problems in which an exhaustive search through or optimiza-
tion of the parameter space is difficult to perform, or when parameters are selected interactively
[17], as the addition of shape complexes makes selection easier and less sensitive to operator
variability.
6.6.3 Cardiac Valve Segmentation from Ultrasound
Even more complicated shapes can be created by combining simpler shapes. For example,
Figure 6.4 involved the overlapping of two star convex objects and Figure 6.2 showed how
star shape priors could be nested to form rings. A shape complex combining these two ideas
as shown in Figure 6.7a can eb created that describes the intersection of two ring-shaped ob-
jects. This shape occurs when segmenting structures such as cardiac valve annuli that are a
(a) Original Image (b) User Samples
(c) Label Ordering
(d) Manual Segmentation (e) DAGMF Segmentation (f) DAGMF + Shape
Figure 6.5: Vessel segmentation in ultrasound with and without shape complexes. The label ordering is
given in Figure 5c (* a simple star convexity constraint is applied to this label) with the vantage point
for the shape complex is marked with an ‘X’. Similar to Figure 6.2, any overlap between segmentations
can cause false colors.
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(a) DAGMF + Shape: Background (b) DAGMF only: Background
(c) DAGMF + Shape: Vessel wall (d) DAGMF only: Vessel wall
(e) DAGMF + Shape: Vessel lumen (f) DAGMF only: Vessel lumen
(g) DSC Color Scale
Figure 6.6: Quantitative results for the segmentation problem shown in Fig. 6.5 varying regularization
and bias parameters. Blue indicates DSC ≈ 0 and yellow indicates DSC ≈ 1 as shown in Fig. 6g.
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(a) DAG used for valve annu-
lus segmentation
(b) Original noisy image (c) Segmentation results
Figure 6.7: Synthetic valve annulus segmentation. The label K indicates the background (in cyan), TW
and BW indicates the top and bottom walls respectively (in magenta), T B and BB indicate the top and
bottom blood pools respectively (in yellow), and V indicates the valve annulus (in green).
(a) Original Ultrasound Image (b) Segmentation
Figure 6.8: Mitral valve labelling using trans-esophageal ultrasound images. The model (Figure 6.7a -
previous figure) includes label K indicates the background (in cyan), TW and BW indicates the top and
bottom walls respectively (in magenta), T B and BB indicate the top and bottom blood pools respectively
(in yellow), and V indicates the valve annulus.
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shared boundary between more readily segmented objects such as blood pools. This model
contains six regions: K, the background region; T B and TW, representing the top blood pool
and surrounding wall; BB and BW, representing the bottom; and V representing the intersection
between them.
Figures 6.7b and c show a synthetic segmentation example for this shape complex. The
image has CNR = 100% with zero contrast between the background and blood pools and be-
tween the walls and the valve. With no contrast between similar objects, the shape information
is necessary for segmentation. The segmentation result demonstrates that the shape complex
can adequately localize the synthetic valve, that is, a minimal region separating the blood pools.
Without contrast, there are few defining features of the valve region defined against the walls,
representing a limitation of the use of shape complexes alone.
Figure 6.8 displays a similar experiment using a trans-esophageal ultrasound image of the
anatomy surrounding the mitral valve. Similar to the synthetic image example, the segmen-
tation algorithm cannot accurately segment the valve annulus where it is adjacent to the my-
ocardium. Additionally, the ultrasound image included a partial view of the aorta and aortic
valve, which was not accounted for in the model. Because this was not included in the model,
the segmentation algorithm had difficulty segmenting said region as the signal intensities con-
tradicted the expectation of the shape term. (The hyper-intense valve did not allow the aortic
blood pool to be easily grouped with the left ventricular blood pool yet its proximity and
attached-ness discouraged associating it fully with the background.) Ambiguity in the segmen-
tation result is evidenced by partial colouring.
Both experiments used uniform regularization and a relatively simple data term:
DL(x) =

|I(x) − IB|, ifL ∈ {BB,T B,K}
|I(x) − IW |, ifL ∈ {BWO,TWO}
|I(x) − IW | − biasI , ifL ∈ {I}
(6.5)
where IB and IK were the average intensity of the blood pools and walls respectively, and biasI
was a bias term to encourage the expansion of the valve annulus label and avoid partitioning
the valve region between the BWO and TWO labels. Spatial seeding was provided for the
background and two blood pool labels and, for the latter, the centroid of the seed locations was
used as the vantage point for the star convexity constraints.
6.6.4 Atrial Wall Segmentation from Cardiac CT
This technique can be used to segment anatomy with boundary structures such as the atrial wall
in contrast enhanced CT. (These images were collected as part of a larger study investigating
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Mean Distance Error Mean Distance Error
(n = 10) (Operator 1) (Operator 2)
Blood pool (inner wall) 0.76 ± 0.51 mm 0.59 ± 0.36 mm
Whole atrium (outer wall) 1.51 ± 0.55 mm 1.27 ± 0.29 mm
Table 6.1: Mean distance error results for the blood pool and whole atrium labels. These are reflective
of the errors seen on the inner and outer boundary of the atrial wall label.
(a) Original Contrast-Enhanced CT Im-
age (cropped to cardiac region)
(b) Segmentation with user initialization
for the atrial blood pool shown in black
(c) Label Ordering
Figure 6.9: Atrial wall segmentation DAGMF augmented with shape complexes with α representing the
regularization strength. (* a simple star convexity constraint is applied to this label.)
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(a) Best CaseOriginal Contrast-Enhanced CT Im-
age (cropped to cardiac region)
(b) Worst Case Original Contrast-Enhanced CT
Image (cropped to cardiac region)
(c) Best Case Manual Segmentation (d) Worst Case Manual Segmentation
(e) Best Case Shape Complex Result (f) Worst Case Shape Complex Result
Figure 6.10: Best and worst case atrial wall segmentation results. The atrial blood pool is shown in
magenta and the atrial wall in cyan. The black regions are user-provided seed points for the atrial blood
label.
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the use of anatomic measurements of the heart for radio-frequency catheter ablation. The
ethics approval for this data is given in Appendix C Section C.4.) A challenging aspect of this
problem is that the atrial wall has little to contrast against the nearby muscle, thus requiring
shape complexes to constrain it around the more distinctive atrial blood pool. The segmentation
was semi-automated, whereby seeds placed by the user in the atrial blood pool, muscle, fat,
and lungs were employed to fit a normal intensity distribution to each tissue type and define
a geodesic star convexity prior for the atrium. A uniform smoothness term was created with
a label-specific uniform regularization. The segmentation model is shown in Figure 6.9. Best
and worst case results are shown in Figure 6.10a-c and d-e respectively. Quantitative results
are provided in Table 6.1.
Despite having the same intensity distribution and therefore the same data terms, the seg-
mentation successfully differentiated between the atrial and non-atrial blood pools, as well
as atrial wall versus other muscular structures. Currently this segmentation protocol is semi-
automatic, requiring some user initialization. In an automated protocol, the user initialization
could be replaced by prior knowledge about the Hounsfield distribution of different tissue in-
tensities with some mechanism for automatically estimating the centroid of the atrial blood
pool. The smoothness terms allow the blood pools and walls to closely follow perceptible
edges in the image even at high regulation values.
There is currently a non-negligible degree of user variability in the method as shown by the
difference in accuracy results with respect to the manual segmentation outlined in Table 6.1.
This is to be expected as the seeding not only provides a spatial anchor for the segmentation
and defines the vantage points for the shape complex, but also affects the probabilistic data
terms used in the optimization process.
6.7 Discussion
The addition of geodesic star convexity and related topological considerations in a general-
purpose and application-agnostic manner improves the expressiveness of possible anatomical
information that can be encoded in a segmentation problem. This encoded knowledge can
greatly improve segmentation without requiring higher regularization which can obscure fine
structures and detail on the segmented objects. The use of shape complexes to improve the ro-
bustness of the optimization algorithm to regularization parameter may be especially useful in
these scenarios in which numeric parameterization may be opaque and unintuitive for clinical
users. The mitigation of variations in accuracy may also be helpful in further validation and
comparison with other algorithms, as less effort is required to generate acceptable performance.
Because of the emphasis on maintaining a single continuous-space, there is no additional
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computational expense or ambiguity due to co-ordinate system warping, permitting the seg-
mentation of multiple objects simultaneously and well as branching objects, both of which
complicate co-ordinate system warping approaches. This is in stark contrast to prior ap-
proaches [175] in which such warping is necessary, preventing specific types of shape com-
plexes to be solved due to co-ordinate system ambiguity. Generally speaking, these co-ordinate
system difficulties are avoided by discrete approaches [65, 178], but by maintaining a continuous-
space image domain, issues of metrication are avoided entirely, especially those resulting from
the placement of infinite-cost edges associated with discrete domain star convexity constraints.
These priors however require some form of intelligent initialization to infer the geodesic
direction field, eL(x). In both the synthetic and medical image segmentation experiments, this
information was provided by the user through picking the centroid (as in Sections 6.6.2 and
6.6.1) or by seeding the region of interest (as in Section 6.6.4). Although these methods may
be suitable for HMF-based interactive segmentation (as in Chapter 4), different approaches will
be required for fully automated segmentation pipelines. Currently, the use of manual region-
of-interest seeding is likely a large cause of user variability in complex problems such atrial
wall segmentation.
6.7.1 Future Work
There are four immediate areas of future work for shape complexes:
• Incorporation of multiple star-convexity constraints into a single label, increasing the
number of shape options for each label. For example, constraining a shape to be circular
about a particular vantage point could be implemented with three geodesics, one pointing
towards the centre of the circle and two tangent to it, pointing in the clockwise and
counter-clockwise directions respectively. In theory, a similar combinations of geodesics
could be used for arbitrary shapes provided that the boundary is parametrically defined
or in interactive scenarios where edge information can be extracted and scale-invariance
is assumed [50].
• Performance improvements including GPGPU acceleration and incorporation of C++
implementations into the ASETS library [1]. As stated in Section 6.5, shape complexes
can be implemented in an inherently parallelizable manner suitable for GPGPU acceler-
ation. Incorporation into C++ would more readily allow its integration into open source
libraries for medical imaging processing and visualization, such as ITK and VTK.
• Incorporation into existing continuous max-flow based interactive segmentation inter-
faces that use input sampling mechanisms amenable to defining star convexity con-
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straints. Alternatively, vantage point placement could be implemented as another sec-
ondary mechanism for user interaction.
• Investigation of automated approaches for defining geodesics based on atlas registration
suitable for fully-automatic segmentation pipelines. By processing deformation field
resulting from the registration, it may be possible to automatically derive geodesic, rather
than simple, star convexity constraints.
While these initial results are promising, and the additional robustness to parameter se-
lection widely desirable in an array of medical image segmentation tasks, more validation is
required to establish clinical utility in a particular medical domain. For example, in order to
be clinical applicable for atrial wall segmentation, shape complexes must be augmented with a
cost estimation framework that is robust to CT artifacts, such as those generated by the pres-
ence of pacemakers, as well as variable contrast-to-noise ratios due to the variable dose rates
of cardiac CT across clinical centres and scanners.
Chapter 7
Conclusions
Graph-cuts and continuous max-flow have had a profound effect on our understanding of image
processing, emphasizing the solvability of simple, more-general purpose functionals over the
increasing complexity of larger non-solvable functionals.
In terms of concrete contributions, the work presented in this thesis represents:
• the first instance in which continuous max-flow has been applied to MRI phase process-
ing, as well as the first instance of a cyclic topology being used in image enhancement
(Chapter 2),
• the first instances of continuous max-flow segmentation frameworks, HMF (Chapter 3)
and DAGMF (Chapter 5), for very general classes of label orderings,
• the first interactive segmentation interface (SEGUE in Chapter 4) in which abstract
anatomical knowledge is a locus for user interaction, and
• the first instance in which label orderings have been used to encode interacting shape
constraints through shape complexes (Chapter 6), which allows it to represent a wide
array of anatomical shapes in a optimizable manner.
Although these contributions are to distinctly different medical image processing problems, un-
derlying them is the use of continuous max-flow theory and a structured approach to translating
image labelling problems through image partitioning with indicator functions.
I would like to conclude this thesis with three points of discussion:
1. an investigation into the recurrent themes of the thesis,
2. a quick tour of the aspects of continuous max-flow theory in medical image processing
that have not been expounded upon earlier in the thesis, and
3. some speculation over the future of continuous max-flow theory in medical imaging.
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7.1 Recurrent Themes
Although this thesis is about the contributions of a particular mathematical formalism (that
of continuous max-flow theory) to medical image processing, there are two deeper recurrent
themes worth addressing:
• the principle of topology, and
• the principle of interactivity.
These two principles are important to medical image processing in a way that underlies any
particular algorithmic or theoretical framework in which said processing is performed. Both
principles are concerned with the epistemological question of what is knowledge in a medi-
cal image processing problem? This question and how it is addressed is fundamental to the
underlying philosophy of medical image processing and thus how it is practised
In exploring these two principles, I hope to instil in the reader a new perspective on this
thesis that complements the more down-to-earth emphasis on the medical image processing
problems presented, or the more technical/theoretical emphasis on the algorithms and their
development.
7.1.1 The Principle of Topology
The principle of topology answers the fundamental question of what is knowledge in a medical
image processing problem? in a positive manner: knowledge is (at its least) the knowledge of
topology.
Topology provides a minimal working amount of anatomical knowledge to constrain a
problem and it is often of the utmost importance. To provide an historical example, the move-
ment from active contours to level-set segmentation was motivated almost solely by the latter’s
ability to incorporate topological change. In the opposite direction, graph-cut techniques were
augmented by star convexity constraints for the purpose of constraining the topology to have
simple connectivity. Interrogating and questioning the topological assumptions of a method
has historically been a source of inspiration for new and improved methods.
In this thesis, four chapters were motivated technically by topological considerations:
• Chapter 2 by the lack of image enhancement frameworks incorporating a specific cyclic
range topology found in MRI phase images,
• Chapter 3 by the lack of continuous max-flow frameworks for incorporating flexible label
orderings, a purely topological notion,
• Chapter 5 by the desire for a singular framework capable of handling any label ordering
as an extension of the existing HMF framework, and
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• Chapter 6 concerned itself with equipping segmented objects with a particular spatial
topology which includes notions of simple connectivity and basic shape constraints.
These topological considerations are representative of the most basic underlying assumptions
about their corresponding medical image processing problem: assumptions about of the con-
figuration of labelling functions both in terms of their domain and range.
7.1.2 The Principle of Interactivity
Chapter 4 was motivated by the desire to have the clinical user define segmentation label
orderings and be able to modify them to suit particular clinical needs such as handling pa-
tient pathology and attempted to rigorously ground the importance of interactivity in a deep
knowledge-driven sense. This interactivity is defined by the clinical user determining the fun-
damental knowledge about the image processing problem (specifically segmentation problems)
and expressing that knowledge to the computer. This is in contrast to a more superficial view
of interactivity in which the fundamental structure and assumptions of the medical image pro-
cessing problem are both assumed and unassailable; the clinical user provides only minimal
deep knowledge.
The notion of interactivity also arose in Chapters 3, 5 and 6, encouraging generality in or-
der to incorporate (or at least not to constrain) knowledge-heavy interactivity. Chapter 6 also
addressed the issue of improving the meaningfulness of interactivity with respect to parameter
selection through demonstrating the increased parameter robustness resulting from incorporat-
ing other, more intuitive, forms of knowledge.
In response to the question: what is knowledge in a medical image processing problem?
the principle of interactivity responds with a pragmatic constraint: knowledge cannot mean-
ingfully exist in the void, but depends on communication with the clinical user.
7.2 Unaddressed Aspects of Continuous Max-Flow
Continuous max-flow theory is a wide enough field that particular aspects of it must be left
largely unaddressed. Because of their formulation as an optimization problem, continuous
max-flow and graph-cuts have been used as a component in other medical image processing
paradigms; two of particular interest, which have used max-flow and graph-cuts as a compo-
nent, being:
• Level-set segmentation, and
• Multi-resolution deformable registration.
7.2. Unaddressed Aspects of Continuous Max-Flow 149
In addition, there are other cost terms that can encode different types of knowledge appropriate
for different problems. These have come in the form of more complex regularization terms
or existential priors which rigorously automate aspects of determining the relevant anatomical
model in run-time.
7.2.1 Max-Flow and Graph-Cuts Propagated Level-Sets
Level sets are another optimization-based image labelling technique, but often incorporate
highly non-convex energy functions. Thus, level sets are normally propagated through a gra-
dient descent operator. [34, 40] Formally, a level set and its propagation can be expressed as:
min
C
E(C) where C is a curve or
min
φ
E(φ) where φ(x) is a function whose zero level-set, φ(x) = 0, is the curve C
(7.1)
which can be updated using the equation:
φ(x)← φ(x)+τ|∇φ|F for a speed function F such that F ·n = δE(C)
δC
, n normal to C. (7.2)
The energy equation can be reformulated as a max-flow problem [191] with a discrete graph-
cuts approximation [25] when linearised around a particular solution. This linearisation still
maintains a regularization term giving it more expressiveness than the linearisation used in
traditional gradient descent solvers. This allows for contours to evolve much more rapidly,
solving a convex approximation of the energy optimally at each iteration. Additionally, this
approach lends itself to having multiple coupled [175] or mutually-exclusive [144] contours,
which would not be expressible in the traditional level-sets paradigm. Note however that the
inclusion of these solvers into a level-sets paradigm does not change the local nature of the op-
timizers, and thus max-flow propagated level-sets are still vulnerable to performance variability
based on initialization.
7.2.2 Multi-Resolution Deformable Registration
Multi-resolution approaches in image-based registration are popular in that they attempt to op-
timize the deformation field iteratively at finer and finer grained deformations. This graduated
non-convexity approach allows for lower energy transformations to be found more readily de-
spite only having locally optimal optimization methods available [164] and is widely used as
an approximate solver for complex MRFs [101].
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Graph-cuts have been used in non-rigid registration where the deformation field is assumed
to be an integer vector with a finite range [170]. In this approach, the registration problem
can be formulated as a partitioning problem suitable for graph-cut optimization and using a
multi-resolution framework allows for larger ranges to be investigated while minimizing com-
putational burden [163]. User-interaction in the form of landmarks have also been added to
graph-cut based registration approaches [110]. Continuous max-flow has been used in a similar
way, although the fuzzy labelling allowed by the continuous approach has higher interpolative
potential [146, 169].
7.2.3 Other Regularization Functions
As suggested in Chapter 1 Section 1.4.1, the selection of the L2 norm in continuous max-flow
was motivated not by theoretical constraints but by the desire for rotation invariance; that an L1
norm continuous max-flow was indeed possible as a limiting case (and a simpler one at that)
of discrete graph-cuts.
As illustrated in Chapter 2, other norms can be used, specifically anisotropic directional
norms. In fact, any p-norm magnitude of the gradient can be used with the algorithms as
written in the thesis (with the exception of Chapter 6 which requires a anisotropic directional
L2 norm). That is, the algorithms in this thesis can apply any regularization of the form:
|∇u|p = p
√∑
i
∣∣∣∣∣ δuδxi
∣∣∣∣∣p (7.3)
which includes the L1 and L2 norms examined earlier. In terms of variational optimization
theory, this family of norms can be optimized for using the principle of duality as:∫
Ω
|R(x)∇u(x)|pdx = max|R(x)−>q(x)|p˜≤1
∫
Ω
u(x) div q(x)dx (7.4)
(shown in Appendix A.5) where | · | p˜ is the dual norm of | · |p. That is, another p-norm with the
value p˜ = p/p−1, which maps L1 to L∞ and L2 to itself.
However, these norms are not the only regularization functions possible. Other functions
such as the squared gradient magnitude |∇u|2 have been proposed for continuous max-flow
based registration [146]. The only requirement for the use of these functions in the current
framework is that they are the dual of an easily computable function of the spatial flows. In the
case of the squared gradient magnitude:
|∇u(x)|2 = max
q
∫
Ω
(
u(x) div q(x) − 1/4|q(x)|2
)
dx (7.5)
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7.2.4 Existential Priors
There is another family of cost functions commonly used in discrete graph-cuts continuous
max-flow segmentation techniques that this thesis does not discuss, which I shall refer to as
existential priors. These are non-negative costs of the form:
hα =
 cα, if ∃x ∈ Ω such that α ∈ u(x)0, else (7.6)
or the fuzzy equivalent (in terms of indicator functions):
hα = cα max
x∈Ω
uα(x) (7.7)
which penalize the occurrence (i.e. the existence) of a label in the segmentation. Thus, these
priors encourage the labelling to use as few labels as possible. The benefit of such a structure
is that it allows for the algorithm designer to incorporate labels and cost structures for objects
that might be in the image. For example, in the segmentation of a chest CT, a cancer label may
be attached with some existential prior. Thus, a clinician would not have to specify whether
or not a patient had cancer, but leave it up to the computer to both detect the presence of
cancer, adding it to the anatomical model of the patient, and further delineate it all as a single
optimization task.
These types of priors have been previously investigated in a discrete context by Delong
et al.[44] and in a continuous max-flow context by Yuan and Boykov [194] and Souiai et al.
[165].
One philosophical issue one might have with these types of costs in medical image segmen-
tation problems is they encourage the computer to determine the ontology of the segmentation,
rather than taking advantage of the clinician’s knowledge about the specific problem domain.
Thus, existential priors err on the side of automaticity instead of interactivity.
7.3 The Future of Continuous Max-Flow in Medical Image
Processing
There are several areas of medical image processing that are currently untouched by continu-
ous max-flow theory. Thus, the future of continuous max-flow in medical image processing is
bright with many low hanging fruit still available. Possible future applications and develop-
ments in continuous max-flow theory include:
• the use of continuous max-flow theory in image reconstruction problems with convex
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constraints, in particular, undersampled MRI and low-dose CT. Both involve regulariza-
tion terms with encourage image smoothness, and convex data constraints relating large
number of voxels simultaneously to incompletely acquired or noisy data;
• the development of continuous analogues to higher-order clique terms traditionally used
in more complex MRFs. This point is purposefully vague in that it is not currently
clear what structure these terms might have and their connection to current and emerging
medical image processing problems;
• the development of regularization terms that are well-founded in terms of the under-
lying imaging physics, especially in the context of image enhancement. For example,
in QSM, the phase image away from susceptibility sources has a zero Laplacian, thus,
distinguishing these sources may be possible from Laplacian-minimizing, rather than
variation-minimizing, regularization;
• the development of algorithms for automatic, efficient and intelligent weighting parame-
ter selection without requiring an a priori segmented dataset for training purposes; and
• the development of more intuitive and user-friendly interfaces for expressing anatomical
knowledge in a way that is immediately translated into continuous max-flow objectives
and constraints. These interfaces will meaningfully relate the medical and image pro-
cessing aspects of medical image processing problems in a manner that is both general-
purpose and intuitive, while minimizing or eliminating non-intuitive or opaque aspects
such as parameter selection.
Thus, I expect this field to grow in both complexity and applicability but also in elegance as it
matures.
Appendix A
Use of the Principle of Duality and
Derivations of Algorithms
This appendix contains the derivations of the various variational optimization problems posed
in this thesis using the principle of duality complemented by the Augmented Lagrangian and
Proximal Bregman optimization paradigms.
A.1 CCMF Algorithm Derivation
The subsection concerns itself with the solution to the CCMF functional in terms of indicator
functions as described in Eq. (2.23) and reproduced below:
min
u
∫
Θ
∫
Ω
Dθ(x)uθ(x)dxdθ +
∫
Θ
∫
Ω
|Rθ(x)∇uθ(x)|p dxdθ
s.t.
∫
Θ
uθ(x)dθ = 1 and uθ(x) ≥ 0
(2.23)
A.1.1 Primal and Primal-Dual Models
The primal model suggested is:
max
p,q
∫
Ω
pS (x)dx
s.t. pθ(x) ≤ Dθ(x) and
∣∣∣R−>θ (x)qθ(x)∣∣∣p˜ ≤ 1
Gθ(x) = div qθ(x) + pθ(x) − pS (x) = 0
(A.1)
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with Gθ(x) is the flow conservation constraint. To create the primal-dual model, place a La-
grangian multiplier on said constraint, yielding:
max
p,q
min
u
∫
Ω
pS (x)dx +
∫
Θ
∫
Ω
uθ(x)Gθ(x)dxdθ
s.t. pθ(x) ≤ Dθ(x) and
∣∣∣R−>θ (x)qθ(x)∣∣∣ p˜ ≤ 1 (A.2)
A.1.2 Equivalence to Dual Model
The primal and primal-dual models are trivially equivalent. In order to show the equivalence of
these models to the desired dual model, one must optimize each variable showing that said op-
timization reconstructs the original minimization problems objective function and constraints.
Isolating the optimization of q is equivalent to:
max
q
∫
Θ
∫
Ω
uθ(x) div qθ(x)dxdθ
s.t.
∣∣∣R−>θ (x)qθ(x)∣∣∣p˜ ≤ 1 (A.3)
which, as shown in Appendix A.5, is equivalent to:∫
Θ
∫
Ω
|R(x)∇uθ(x)|p dxdθ (A.4)
yielding the regularization portion of the objective function.
Isolating the outgoing flow, pθ(x), yields the optimization:
max
pθ
∫
Θ
∫
Ω
uθ(x)pθ(x)dxdθ
s.t. pθ(x) ≤ Dθ(x)
(A.5)
which in order to be bounded requires uθ(x) ≥ 0. Assuming non-negative Dθ(x) optimizes to:∫
Θ
∫
Ω
Dθ(x)uθ(x)dxdθ
s.t. uθ(x) ≥ 0
(A.6)
which reconstructs the data term portion of the objective function as well as the non-negativity
constraint on the indicator functions.
Lastly, isolating pS (x) yields:
max
pS
∫
Ω
pS (x)dx −
∫
Θ
∫
Ω
uθ(x)pS (x)dxdθ (A.7)
A.1. CCMF Algorithm Derivation 155
which is only bounded if:∫
Θ
uθ(x)dθ = 1 (A.8)
which reconstructs the last constraint on the indicator functions.
Thus, the primal-dual model is equivalent to Eq. (2.23) as maximizing the equation with
respect to each variable yields both the objective function and constraints of the original for-
mulation.
A.1.3 Augmented Lagrangian
The optimization problem addressed in the Augmented Lagrangian approach to the CCMF
function is:
max
p,q
min
u
∫
Ω
pS (x)dx +
∫
Θ
∫
Ω
uθ(x)Gθ(x)dxdθ − c2
∫
Θ
∫
Ω
G2θ(x)dxdθ
s.t. pθ(x) ≤ Dθ(x) and
∣∣∣R−>θ (x)qθ(x)∣∣∣ p˜ ≤ 1 (A.9)
which non-negative quadratic penalty parameter c ≥ 0.
This problem is addressed by optimizing each variable iteratively while holding all others
constant. This yields the following steps:
1. Maximize Eq. (A.9) with respect to qθ(x) which can be accomplished through a Cham-
bolle iteration [31]:
qθ(x)← Proj|R−>θ (x)qθ(x)| p˜≤1 (qθ + τ∇ (div qθ(x) + pθ(x) − pS (x) − uθ(x)/c)) (A.10)
2. Maximize Eq. (A.9) with respect to pθ(x) which can be done analytically, yielding:
pθ(x)← min {Dθ(x) , pS (x) − div qθ(x) + uθ(x)/c } (A.11)
3. Maximize Eq. (A.9) with respect to pS (x) which can be done analytically, yielding:
pS (x)← 12pi (1/c +
∫
Θ
(pθ(x) + div qθ(x) − uθ(x)/c)dθ (A.12)
4. Minimize Eq. (A.9) with respect to uθ(x) which can be done analytically, yielding:
uθ(x)← uθ(x) − c (div qθ(x) − pS (x) + pθ(x)) (A.13)
These steps yield Algorithm 2.6 reproduced below:
156 Appendix A. Use of the Principle of Duality and Derivations of Algorithms
∀x, θ, uθ(x) = 1/2pi ;
while not converged do
∀x, θ, qθ(x)← Proj|R−>θ (x)qθ(x)| p˜≤1 (qθ + τ∇ (div qθ(x) + pθ(x) − pS (x) − uθ(x)/c));
∀x, θ, pθ(x)← min{Dθ(x), pS (x) − div qθ(x) + uθ(x)/c};
∀x, pS (x)← 12pi (1/c +
∫
Θ
(pθ(x) + div qθ(x) − uθ(x)/c)dθ;
∀x, θ, uθ(x)← uθ(x) − c (div qθ(x) − pS (x) + pθ(x));
end
A.1.4 Proximal Bregman
In order to perform proximal Bregman optimization, one must first shown that the source and
sink flows, pS (x) and pθ(x), can be removed from the optimization problem by reintroducing
the labelling function constraints. First, use the primal-dual model, Eq. (A.2):
max
p,q
min
u
∫
Ω
pS (x)dx +
∫
Θ
∫
Ω
uθ(x)Gθ(x)dxdθ
pθ(x) ≤ Dθ(x) and
∣∣∣R−>θ (x)qθ(x)∣∣∣p˜ ≤ 1
= max
p,q
min
u
∫
Ω
pS (x)dx +
∫
Θ
∫
Ω
uθ(x) (div qθ(x) + pθ(x) − pS (x)) dxdθ
pθ(x) ≤ Dθ(x) and
∣∣∣R−>θ (x)qθ(x)∣∣∣p˜ ≤ 1
= max
p,q
min
u
∫
Θ
∫
Ω
uθ(x) (div qθ(x) + pθ(x)) dxdθ
pθ(x) ≤ Dθ(x) and
∣∣∣R−>θ (x)qθ(x)∣∣∣p˜ ≤ 1 and ∫
Θ
uθ(x)dθ = 1
= max
q
min
u
∫
Θ
∫
Ω
uθ(x) div qθ(x) +
∫
Θ
∫
Ω
Dθ(x)uθ(x)dxdθdxdθ∣∣∣R−>θ (x)qθ(x)∣∣∣p˜ ≤ 1 and uθ(x) ≥ 0 and ∫
Θ
uθ(x)dθ = 1
(A.14)
This formula can be optimized by iteratively replacing uθ(x) with a proximal improved
labelling for a fixed qθ(x). This proximal Bregman projection addresses the optimization prob-
lem:
uθ(x)← argmin
u′
∫
Θ
∫
Ω
u′θ(x) div qθ(x) +
∫
Θ
∫
Ω
Dθ(x)u′θ(x)dxdθdxdθ + cdg(u
′, u) (A.15)
for any Bregman distance dg(u′(x), u(x)) and positive c. To get a distance function, use the
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function g(u) =
∫
Θ
∫
Ω
uθ(x) ln uθ(x)dxdθ, which yields the distance:
dg(u, v) =
∫
Θ
∫
Ω
(
uθ(x) ln
uθ(x)
vθ(x)
− uθ(x) + vθ(x)
)
dxdθ (A.16)
this optimization problem (constrained by
∫
Θ
uθ(x)dθ = 1) can be solved analytically by:
uθ(x)← uL(x) exp (−
(Dθ(x)+div qθ(x))/c)∫
Θ
uL(x) exp (−(Dθ(x)+div qθ(x))/c) dθ
(A.17)
which also preserves the label function constraints uθ(x) ≥ 0. Therefore, in order to address
the optimization problem in Eq. (A.2), iterate between the steps:
1. Minimizing Eq. (A.14) with respect to uθ(x) as described above, and
2. Maximizing Eq. (A.14) with respect to qθ(x) using a Chambolle iteration [31]:
qθ(x)← Proj|R−>θ (x)qθ(x)|p˜≤1
(
qθ − τ∇ (uθ(x) exp (−(Dθ(x)+div qθ(x))/c))) (A.18)
These steps yield Algorithm 2.7 reproduced below:
∀x, θ, uθ(x) = 1/2pi ;
while not converged do
∀x, θ, uθ(x)← uθ(x) exp (−(Dθ(x)+div qθ(x))/c);
∀x, θ, qθ(x)← Proj|R−>θ (x)qθ(x)|p˜≤1 (qθ − τ∇uθ(x));
∀x, a(x)← ∫
Θ
uθ(x)dθ;
∀x, θ, uθ(x)← uθ(x)/a(x);
end
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A.2 HMF Algorithm Derivation
The subsection concerns itself with the solution to the HMF functional as described in Eq.
(3.1) and reproduced below:
min
u
∑
L∈L
∫
Ω
DL(x)uL(x)dx +
∑
L
∫
Ω
|RL(x)∇uL(x)|p dx
s.t. ∀L ∈ L, uL(x) ≥ 0
∀L < L, uL(x) =
∑
L′∈L.C
uL′(x)
uS (x) = 1
(3.1)
A.2.1 Primal and Primal-Dual Models
The primal model suggested is:
max
p,q
∫
Ω
pS (x)dx
s.t. pL(x) ≤ DL(x) for labels L ∈ L and
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1
GL(x) = div qL(x) + pL(x) − pL.P(x) = 0
(A.19)
in which GL(x) is the flow conservation constraint and the operators L.C and L.P encode the
hierarchical label ordering. This is equivalent to a flow through a hierarchically constructed
network with unconstrained inter-node flow (from parent to child) and constrained sink flow
(from end-labels to the sink vertex). To create the primal-dual model, place a Lagrangian
multiplier on the flow conservation constraint, yielding:
max
p,q
min
u
∫
Ω
pS (x)dx +
∑
L
∫
Ω
uL(x)GL(x)dx
s.t. pL(x) ≤ DL(x) for labels L ∈ L and
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1 (A.20)
A.2.2 Equivalence to Dual Model
The primal and primal-dual models are trivially equivalent. In order to show the equivalence of
these models to the desired dual model, one must optimize each variable showing that said op-
timization reconstructs the original minimization problems objective function and constraints.
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Isolating the optimization of q is equivalent to:
max
q
∑
L
∫
Ω
uL(x) div qL(x)dx
s.t.
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1 (A.21)
which, as shown in Appendix A.5, is equivalent to:
∑
L
∫
Ω
|R(x)∇uL(x)|pdx (A.22)
yielding the regularization portion of the objective function.
Isolating the outgoing flow, pL(x) at each end-label, yields the optimization:
max
pL
∫
Ω
uL(x)pL(x)dx
s.t. pL(x) ≤ DL(x)
(A.23)
which in order to be bounded requires uL(x) ≥ 0. Assuming non-negative DL(x) optimizes to:∫
Ω
DP(x)uL(x)dx
s.t. uL(x) ≥ 0
(A.24)
which reconstructs the data term portion of the objective function as well as the non-negativity
constraint on the indicator functions.
Isolating the outgoing flow, pL(x) the other non-source labels, yields the optimization:
max
pL
∫
Ω
uL(x)pL(x) −
∑
L′∈L.C
∫
Ω
uL′(x)pL′(x)dx (A.25)
which is only bounded when:∑
L′∈L.C
uL′(x) = uL(x) (A.26)
and thus reconstructs the label ordering constraint
∑
L′∈L.C uL′(x) = uL(x).
Lastly, isolating pS (x) yields:
max
pS
∫
Ω
pS (x)dx −
∑
L∈S .C
∫
Ω
uL(x)pS (x)dx (A.27)
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which is only bounded if:∑
L∈S .C
uL(x) = 1 (A.28)
which reconstructs the last constraint, uS (x) = 1.
Thus, the primal-dual model is equivalent to Eq. (3.1) as maximizing the equation with
respect to each variable yields both the objective function and constraints of the original for-
mulation.
A.2.3 Augmented Lagrangian
The optimization problem addressed in the Augmented Lagrangian approach to the HMF func-
tion is:
max
p,q
min
u
∫
Ω
pS (x)dx +
∑
L
∫
Ω
uL(x)GL(x)dx − c2
∑
L
G2L(x)
s.t. pL(x) ≤ DL(x) for labels L ∈ L and
∣∣∣R−>L (x)qL(x)∣∣∣ p˜ ≤ 1 (A.29)
which non-negative quadratic penalty parameter c ≥ 0.
This problem is addressed by optimizing each variable iteratively while holding all others
constant. This yields the following steps:
1. Maximize Eq. (A.29) with respect to qL(x) which can be accomplished through a Cham-
bolle iteration [31]:
qL(x)← Proj|R−>L (x)qL(x)|p˜≤1 (qL + τ∇ (div qL(x) + pL(x) − pL.P(x) − uL(x)/c)) (A.30)
2. Maximize Eq. (A.29) with respect to pL(x) at the end-labels which can be done analyti-
cally, yielding:
pL(x)← min {DL(x) , pL.P(x) − div qL(x) + uL(x)/c } (A.31)
3. Maximize Eq. (A.29) with respect to pL(x) at the other non-source labels which can be
done analytically, yielding:
pL(x)← 1|L.C| + 1
pL.P(x) − div qL(x) + uL(x)/c + ∑
L′∈L.C
(pL′(x) + div qL′(x) − uL′(x)/c)

(A.32)
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4. Maximize Eq. (A.29) with respect to pS (x) which can be done analytically, yielding:
pS (x)← 1|S .C|
1/c + ∑
L∈S .C
(pL(x) + div qL(x) − uL(x)/c)
 (A.33)
5. Minimize Eq. (A.29) with respect to uL(x) which can be done analytically, yielding:
uL(x)← uL(x) − c (div qL(x) − pL.P(x) + pL(x)) (A.34)
This yields Algorithm 3.2 reproduced on the following page.
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InitializeSolution(S ) ;
while not converged do
for ∀L , S do
∀x, qL(x)← Proj|R−>L (x)qL(x)| p˜≤1 (qL + τ∇ (div qL(x) + pL(x) − pL.P(x) − uL(x)/c)) ;
end
UpdateFlows(S ) ;
for ∀L , S do
∀x, uL(x)← uL(x) − c (div qL(x) − pL.P(x) + pL(x)) ;
end
end
InitializeSolution(L)
for ∀L′ ∈ L.C do
InitializeSolution(L′);
end
∀x, pL(x)← 0;
if L , S then
∀x, uL(x)← 0;
∀x, qL(x)← 0;
end
UpdateFlows(L)
for ∀L′ ∈ L.C do
UpdateSinkFlows(L′) ;
end
if L ∈ L then
∀x, pL(x)← min{DL(x), pL.P(x) − div qL(x) + uL(x)/c} ;
else if L = S then
∀x, pS (x)← 1/c ;
for ∀L′ ∈ S .C do
∀x, pS (x)← pS (x) + pL′(x) + div qL′(x) − uL′(x)/c ;
end
∀x, pS (x)← 1|S .C| pS (x) ;
else
∀x, pL(x)← pL.P(x) − div qL(x) + uL(x)/c ;
for ∀L′ ∈ L.C do
∀x, pL(x)← pL(x) + pL′(x) + div qL′(x) − uL′(x)/c ;
end
∀x, pL(x)← 1|L.C|+1 pL(x) ;
end
A.2. HMF Algorithm Derivation 163
A.2.4 Proximal Bregman
In order to perform proximal Bregman optimization, one must first shown that the source,
sink, and inter-node flows, pS (x) and pL(x), can be removed from the optimization problem by
reintroducing the labelling function constraints. First, use the primal-dual model, Eq. (A.20):
max
p,q
min
u
∫
Ω
pS (x)dx +
∑
L
∫
Ω
uL(x)GL(x)dx
s.t. ∀L ∈ L, pL(x) ≤ DL(x) and
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1
= max
p,q
min
u
∫
Ω
pS (x)dx +
∑
L
∫
Ω
uL(x) (div qL(x) + pL(x) − pL.P(x)) dx
s.t. ∀L ∈ L, pL(x) ≤ DL(x) and
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1
= max
p,q
min
u
∫
Ω
pS (x)dx −
∑
L∈S .C
∫
Ω
uL(x)pS (x)dx +
∑
L
∫
Ω
uL(x) div qL(x)dx +
∑
L∈L
∫
Ω
uL(x)pL(x)dx
s.t. ∀L ∈ L, pL(x) ≤ DL(x) and
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1 and ∑
L′∈L.C
uL′(x) = uL(x)
= max
p,q
min
u
∑
L
∫
Ω
uL(x) div qL(x)dx +
∑
L∈L
∫
Ω
uL(x)pL(x)dx
s.t. ∀L ∈ L, pL(x) ≤ DL(x) and
∣∣∣R−>L (x)qL(x)∣∣∣ p˜ ≤ 1 and ∑
L′∈L.C
uL′(x) = uL(x) and uS (x) = 1
= max
q
min
u
∑
L
∫
Ω
uL(x) div qL(x)dx +
∑
L∈L
∫
Ω
uL(x)DL(x)dx
s.t.
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1 and ∑
L′∈L.C
uL′(x) = uL(x) and uS (x) = 1 and uL(x) ≥ 0
(A.35)
By introducing the variables dL(x) defined recursively as:
dL(x) =

0, L = S
dL.P(x) + div qL(x), L , S and L < L
dL.P(x) + div qL(x) + DL(x), L ∈ L
. (A.36)
the former optimization can be written more simply as:
= max
q
min
u
∑
L∈L
∫
Ω
uL(x)dL(x)dx
s.t.
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1 and ∑
L∈L
uL(x) = 1 and uL(x) ≥ 0
(A.37)
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This formula can be optimized by iteratively replacing uL(x) with a proximal improved
labelling for a fixed qL(x). This proximal Bregman projection addresses the optimization prob-
lem:
uL(x)← argmin
u′
∑
L
∫
Ω
uL(x)dL(x)dx + cdg(u′, u) (A.38)
for any Bregman distance dg(u′(x), u(x)) and positive c. To get a distance function, use the
function g(u) =
∑
L∈L
∫
Ω
uL(x) ln uL(x)dx, which yields the distance:
dg(u, v) =
∑
L∈L
∫
Ω
(
uL(x) ln
uL(x)
vL(x)
− uL(x) + vL(x)
)
dx (A.39)
this optimization problem (constrained by uS (x) = 1 and
∑
L′∈L.C uL′(x) = uL(x) with a La-
grangian multipler on the former) can be solved analytically for the end-labels by:
uL(x)←
uL(x) exp
(
−dL(x)c
)
∑
L∈L uL(x) exp
(
−dL(x)c
) (A.40)
which also preserves the label function constraints uL(x) ≥ 0.
Lastly, one needs to determine how to optimize Eq. (A.37) with respect to qL(x) by find the
gradient thereof with respect to div qL(x). In order to simplify notation, introduce the variable
W(A,B) with the recursive definition:
W(A,B)(x) =

1, A = B
0, A , B and A < B.P∗∑
L∈A.C W(L,B), L ∈ B.P∗
. (A.41)
Following this gradient yields the Chambolle iteration [31]:
qL(x)←
 Proj|R−>L (x)qL(x)| p˜≤1
(
qL − τ∇ (uL(x) exp (−(DL(x)+div qL(x))/c))) , L ∈ L
Proj|R−>L (x)qL(x)| p˜≤1
(
qL − τ∇ (∑L′∈L W(L,L′)uL′(x) exp (−(DL(x)+div qL(x))/c))) , L < L
(A.42)
Therefore, in order to address the optimization problem in Eq. (A.37), iterate between:
1. Minimizing Eq. (A.37) with respect to uL(x) as described above, and
2. Maximizing Eq. (A.37) with respect to qL(x) using a Chambolle iteration [31] described
above.
This yields Algorithm 3.2 reproduced on the following page.
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∀L ∈ L, uL(x)← 1/|L|;
∀x, dS (x) = 0;
while not converged do
PushDownCosts(S );
∀x, L ∈ L, dL(x)← uL(x) exp
(
−dL(x)c
)
;
∀x, L ∈ L, uL(x)← dL(x)/∑L′∈L dL′(x);
∀x, L < L, dL(x)← 0;
PushUpCapacities(S );
end
PushDownCosts(L)
if L ∈ L then
∀x, dL(x)← dL.P(x) + div qL(x) + DL(x);
else if L , S then
∀x, dL(x)← dL.P(x) + div qL(x);
end
for ∀L′ ∈ L.C do
PushDownCosts(L′);
end
PushUpCapacities(L)
for ∀L′ ∈ L.C do
PushUpCapacities(L′);
if L , S then
∀x, qL(x)← Proj|R−>L (x)qL(x)|p˜≤1 (qL(x) − cτ∇dL(x));
∀x, dL.P(x)← dL.P + dL(x);
end
end
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A.3 DAGMF Algorithm Derivation
The subsection concerns itself with the solution to the DAGMF functional as described in Eq.
(5.2) and reproduced below:
min
u
∑
L∈L
∫
Ω
DL(x)uL(x)dx +
∑
L
∫
Ω
|RL(x)∇uL(x)|p dx
s.t. ∀L ∈ L, uL(x) ≥ 0
∀L < L, uL(x) =
∑
L′∈L.C
w(L,L′)uL′(x)
uS (x) = 1
(5.2)
A.3.1 Primal and Primal-Dual Models
The primal model suggested is:
max
p,q
∫
Ω
pS (x)dx
s.t. ∀L ∈ L, pL(x) ≤ DL(x) and
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1
GL(x) = div qL(x) + pL(x) −
∑
L′∈L.P
w(L′,L) pL′(x) = 0
(A.43)
in which GL(x) is the flow conservation constraint and the operators L.C and L.P encode the
label ordering. (For the sake of simplicity, an additional set of variables is defined as:
ζL(x) =
∑
L′∈L.P
w(L′,L) pL′(x) (A.44)
which represent the incoming flow to any particular label, simplifying flow conservation to
GL(x) = div qL(x) + pL(x) − ζL(x).) This is equivalent to a flow through a network with a over-
arching DAG structure. The inter-node flow (from parents to children) are unconstrained with
constrained sink flows (from end-labels to the sink vertex). To create the primal-dual model,
place a Lagrangian multiplier on the flow conservation constraint, yielding:
max
p,q
min
u
∫
Ω
pS (x)dx +
∑
L
∫
Ω
uL(x)GL(x)dx
s.t. ∀L ∈ L, pL(x) ≤ DL(x) and
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1 (A.45)
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A.3.2 Equivalence to Dual Model
The primal and primal-dual models are trivially equivalent. In order to show the equivalence of
these models to the desired dual model, one must optimize each variable showing that said op-
timization reconstructs the original minimization problems objective function and constraints.
Isolating the optimization of q is equivalent to:
max
q
∑
L
∫
Ω
uL(x) div qL(x)dx
s.t.
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1 (A.46)
which, as shown in Appendix A.5, is equivalent to:
∑
L
∫
Ω
|RL(x)∇uL(x)|p dx (A.47)
yielding the regularization portion of the objective function.
Isolating the outgoing flow, pL(x) at each end-label, yields the optimization:
max
pL
∫
Ω
uL(x)pL(x)dx
s.t. pL(x) ≤ DL(x)
(A.48)
which in order to be bounded requires uL(x) ≥ 0. Assuming non-negative DL(x) optimizes to:∫
Ω
DL(x)uL(x)dx
s.t. uL(x) ≥ 0
(A.49)
which reconstructs the data term portion of the objective function as well as the non-negativity
constraint on the indicator functions.
Isolating the outgoing flow, pL(x) the other non-source labels, yields the optimization:
max
pL
∫
Ω
uL(x)pL(x) −
∑
L′∈L.C
∫
Ω
w(L,L′)uL′(x)pL′(x)dx (A.50)
which is only bounded when:∑
L′∈L.C
w(L,L′)uL′(x) = uL(x) (A.51)
and thus reconstructs the label ordering constraint
∑
L′∈L.C w(L,L′)uL′(x) = uL(x).
168 Appendix A. Use of the Principle of Duality and Derivations of Algorithms
Lastly, isolating pS (x) yields:
max
pS
∫
Ω
pS (x)dx −
∑
L∈S .C
∫
Ω
w(S ,L)uL(x)pS (x)dx (A.52)
which is only bounded if:∑
L∈S .C
w(S ,L)uL(x) = 1 (A.53)
which reconstructs the last constraint, uS (x) = 1.
Thus, the primal-dual model is equivalent to Eq. (5.2) as maximizing the equation with
respect to each variable yields both the objective function and constraints of the original for-
mulation.
A.3.3 Augmented Lagrangian
The optimization problem addressed in the Augmented Lagrangian approach to the DAGMF
function is:
max
p,q
min
u
∫
Ω
pS (x)dx +
∑
L
∫
Ω
uL(x)GL(x)dx − c2
∑
L
G2L(x)
s.t. ∀L ∈ L, pL(x) ≤ DL(x) and
∣∣∣R−>L (x)qL(x)∣∣∣ p˜ ≤ 1 (A.54)
which non-negative quadratic penalty parameter c ≥ 0.
This problem is addressed by optimizing each variable iteratively while holding all others
constant. This yields the following steps:
1. Maximize Eq. (A.54) with respect to qL(x) which can be accomplished through a Cham-
bolle iteration [31]:
qL(x)← Proj|R−>L (x)qL(x)|p˜≤1 (qL + τ∇ (div qL(x) + pL(x) − ζL′(x) − uL(x)/c)) (A.55)
2. Maximize Eq. (A.54) with respect to pL(x) at the end-labels which can be done analyti-
cally, yielding:
pL(x)← min {DL(x) , ζL(x) − div qL(x) + uL(x)/c } (A.56)
3. Maximize Eq. (A.54) with respect to pL(x) at the other non-source labels which can be
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done analytically, yielding:
pL(x)← 11 + ∑L′∈L.C w2(L,L′)
(
ζL(x) − div qL(x) + uL(x)/c
+
∑
L′∈L.C
w(L,L′)
(
pL′(x) + div qL′(x) − ζL′(x) + w(L,L′) pL(x) − uL′(x)/c) )
(A.57)
4. Maximize Eq. (A.54) with respect to pS (x) which can be done analytically, yielding:
pS (x)← 1∑
L∈S .C w2(S ,L)
1/c + ∑
L∈S .C
w(S ,L)
(
pL(x) + div qL(x) − ζL(x) + w(S ,L) pS (x) − uL(x)/c)
(A.58)
5. Minimize Eq. (A.54) with respect to uL(x) which can be done analytically, yielding:
uL(x)← uL(x) − c (div qL(x) − ζL(x) + pL(x)) (A.59)
This yields Algorithm 5.1 reproduced on the following pages.
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Topological sort the DAG into ordering O (begins with source label S ) with reverse
ordering O−1 (ends with source label S );
InitializeSolution() ;
while not converged do
UpdateFlows() ;
for ∀L do
∀x, uL(x)← uL(x) − c (div qL(x) − ζL(x) + pL(x)) ;
end
end
InitializeSolution()
Clear uL(x), qL(x) for all labels;
for each L in order O−1 do
∀x, pL(x)← min
L′.C=∅
DL′(x) ;
∀x, ζL(x)← min
L′.C=∅
DL′(x) ;
if L.C = ∅ then
if L ∈ argmin
L′.C=∅
DL′(x) then
∀x, uL(x)← 1/|argmin
L′.C=∅
DL′(x)| ;
else
∀x, uL(x)← 0 ;
end
end
for each L′ ∈ L.P/{S } do
∀x, uL′(x)← uL′(x) + w(L′,L)uL(x) ;
end
end
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UpdateFlows()
for ∀L , S do
∀x, qL(x)← Proj|R−>L (x)qL(x)|p˜≤1 (qL + τ∇ (div qL(x) + pL(x) − ζL(x) − uL(x)/c)) ;
end
Clear ζL(x) for all labels ;
for each L in order O do
for each L′ ∈ L.C do
∀x, ζL′(x)← ζL′(x) + w(L,L′) pL(x) ;
end
if L.C , ∅ and L.P , ∅ then
∀x, σL(x)← ζ(x) − div qL(x) + uL(x)/c ;
else if L = S then
∀x, σS (x)← 1/c ;
end
end
for each L in order O−1 do
if L.C = ∅ then
∀x, pL(x)← min{DL(x), ζL(x) − div qL(x) + uL(x)/c} ;
for L′ ∈ L.P do
∀x, σL′(x)← σL′(x) + w(L′,L) (div qL′(x) + pL′(x) − ζL′(x) + wL′,L pL(x));
end
else if L = S then
∀x, pS (x)← 1∑
L′∈S .C w2(S ,L′)
σS (x) ;
else
∀x, pL(x)← 11+∑L′∈L.C w2(L,L′)σL(x) ;
for L′ ∈ L.P do
∀x, σL′(x)← σL′(x) + w(L′,L) (div qL′(x) + pL′(x) − ζL′(x) + wL′,L pL(x));
end
end
end
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A.3.4 Proximal Bregman
In order to perform proximal Bregman optimization, one must first shown that the source,
sink, and inter-node flows, pS (x) and pL(x), can be removed from the optimization problem by
reintroducing the labelling function constraints. First, use the primal-dual model, Eq. (A.45):
max
p,q
min
u
∫
Ω
pS (x)dx +
∑
L
∫
Ω
uL(x)GL(x)dx
s.t. ∀L ∈ L, pL(x) ≤ DL(x) and
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1
= max
p,q
min
u
∫
Ω
pS (x)dx +
∑
L
∫
Ω
uL(x) (div qL(x) + pL(x) − ζL(x)) dx
s.t. ∀L ∈ L, pL(x) ≤ DL(x) and
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1
= max
p,q
min
u
∫
Ω
pS (x)dx −
∑
L∈S .C
∫
Ω
uL(x)pS (x)dx +
∑
L
∫
Ω
uL(x) div qL(x)dx +
∑
L∈L
∫
Ω
uL(x)pL(x)dx
s.t. ∀L ∈ L, pL(x) ≤ DL(x) and
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1 and ∑
L′∈L.C
w(L,L′)uL′(x) = uL(x)
= max
p,q
min
u
∑
L
∫
Ω
uL(x) div qL(x)dx +
∑
L∈L
∫
Ω
uL(x)pL(x)dx
s.t. ∀L ∈ L, pL(x) ≤ DL(x) and
∣∣∣R−>L (x)qL(x)∣∣∣ p˜ ≤ 1 and ∑
L′∈L.C
w(L,L′)uL′(x) = uL(x) and uS (x) = 1
= max
q
min
u
∑
L
∫
Ω
uL(x) div qL(x)dx +
∑
L∈L
∫
Ω
uL(x)DL(x)dx
s.t.
∣∣∣R−>L (x)qL(x)∣∣∣p˜ ≤ 1 and ∑
L′∈L.C
w(L,L′)uL′(x) = uL(x) and uS (x) = 1 and uL(x) ≥ 0
(A.60)
By introducing the variables dL(x) defined recursively as:
dL(x) =

0, L = S∑
L′∈L.P w(L′,L)dL′(x) + div qL(x), L , S and L < L∑
L′∈L.P w(L′,L)dL′(x) + div qL(x) + DL(x), L ∈ L
. (A.61)
the former optimization can be written more simply as:
= max
q
min
u
∑
L∈L
∫
Ω
uL(x)dL(x)dx
s.t.
∣∣∣R−>L (x)qL(x)∣∣∣ p˜ ≤ 1 and ∑
L∈L
uL(x) = 1 and uL(x) ≥ 0
(A.62)
A.3. DAGMF Algorithm Derivation 173
This formula can be optimized by iteratively replacing uL(x) with a proximal improved
labelling for a fixed qL(x). This proximal Bregman projection addresses the optimization prob-
lem:
uL(x)← argmin
u′
∑
L
∫
Ω
uL(x)dL(x)dx + cdg(u′, u) (A.63)
for any Bregman distance dg(u′(x), u(x)) and positive c. To get a distance function, use the
function g(u) =
∑
L∈L
∫
Ω
uL(x) ln uL(x)dx, which yields the distance:
dg(u, v) =
∑
L∈L
∫
Ω
(
uL(x) ln
uL(x)
vL(x)
− uL(x) + vL(x)
)
dx (A.64)
this optimization problem (using the constraints uS (x) = 1 and
∑
L′∈L.C uL′(x) = uL(x) with a
Lagrangian multipler on the former) can be solved analytically for the end-labels by:
uL(x)←
uL(x) exp
(
−dL(x)c
)
∑
L∈L uL(x) exp
(
−dL(x)c
) (A.65)
which also preserves the label function constraints uL(x) ≥ 0.
Lastly, one needs to determine how to optimize Eq. (A.62) with respect to qL(x) by find the
gradient thereof with respect to div qL(x). In order to simplify notation, introduce the variable
W(A,B) with the recursive definition:
W(A,B)(x) =

1, A = B
0, A , B and A < B.P∗∑
L∈A.C w(A,L)W(L,B), L ∈ B.P∗
. (A.66)
Following this gradient yields the Chambolle iteration [31]:
qL(x)←
 Proj|R−>L (x)qL(x)| p˜≤1
(
qL − τ∇ (uL(x) exp (−(DL(x)+div qL(x))/c))) , L ∈ L
Proj|R−>L (x)qL(x)| p˜≤1
(
qL − τ∇ (∑L′∈L W(L,L′)uL′(x) exp (−(DL(x)+div qL(x))/c))) , L < L
(A.67)
Therefore, in order to address the optimization problem in Eq. (A.62), iterate between:
1. Minimizing Eq. (A.62) with respect to uL(x) as described above, and
2. Maximizing Eq. (A.62) with respect to qL(x) using a Chambolle iteration [31] described
above.
This yields Algorithm 5.4 reproduced on the following page.
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Topological sort the DAG into the sorted list O (begins with source label S ) with reverse
list O−1 (ends with source label S );
∀L ∈ L, uL(x)← 1/|L|;
while not converged do
∀L,∀x, dL(x)← div qL(x);
∀L ∈ L,∀x, dL(x)← dL(x) + DL(x);
for L in order O/{S } do
for L′ ∈ L.C do
∀x, dL′(x)← dL′(x) + w(L,L′)dL(x);
end
end
∀L ∈ L,∀x, uL(x)← uL(x) exp
(
−dL(x)c
)
;
∀L ∈ L,∀x, dL(x)← uL(x);
∀x, a(x)← ∑L∈L uL(x);
∀L ∈ L,∀x, uL(x)← uL(x)/a(x);
∀L < L,∀x, dL(x)← 0;
for L in order O−1/{S } do
∀x, qL(x)← Proj|R−>L (x)qL(x)|p˜≤1 (qL(x) − cτ∇dL(x)) ;
for L′ ∈ L.P/{S } do
∀x, dL′(x)← dL′ + w(L′,L)dL(x);
end
end
end
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A.4 Discretization and Memory Consumption
All of the continuous max-flow algorithms presented are formulated in a way that is agnostic
to how Ω is discretized. In our implementations, Ω is discretized into a grid similar to previous
continuous max-flow approaches [14, 145, 192, 193].
The memory requirements for both algorithms are dominated by the space required buffers
storing the primal/dual optimization variables, intermediate optimization variables, and input
data and regularization terms. Each of these grows linearly with the size of the image in
our discretization approach. Given a model with NL leaf-labels and NB branch-labels (labels
that are not the source S or a leaf-label), the number of buffers required by the augmented
Lagrangian algorithm (Algorithm 5.1) is 5NL + 6NB + 2 buffers for 2D images and 6NL + 7NB +
2 buffers for 3D volumes. The proximal Bregman (Algorithm 5.4) requires fewer buffers,
specifically 4NL + 3NB + 1 buffers for 2D images and 5NL + 4NB + 1 for 3D volumes. The
proximal Bregman approach therefore uses between 25% to 50% memory required for the
augmented Lagrangian algorithm for segmentation problems with a large number of labels,
depending on how many are leaf-labels versus branch-labels. This decrease can play a large
role in the feasibility of large segmentation problems, especially when implemented using the
limited memory space available to the GPU.
A.5 p-Norm Regularization Terms
The purpose of this section is to illustrate the duality relationship between particular spatial
flow constraints and the corresponding norms placed on the labelling function.
Consider the following spatial flow maximization problem:
max
q(x)∈C
∫
Ω
u(x) div q(x)dx (A.68)
where q(x) ∈ C represents some pointwise constraint on the spatial flow. In particular, if C is
the constraint |q|p ≤ 1, then the flow maximization problem is equivalent to:∫
Ω
|∇u(x)| p˜dx (A.69)
where p˜ = p/p−1. In both cases, | · |p is the p-norm:
|a|p =
p
√∑
i
|ai|p (A.70)
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thus making | · | p˜ the dual norm.
This can be shown through the process:
max
|q(x)|p≤1
∫
Ω
u div q(x)dx
= max
|q(x)|p≤1
∫
Ω
(∇ · (uq) − ∇u · q(x)) dx
= max
|q(x)|p≤1
(∫
δΩ
uq · ndS −
∫
Ω
∇u · q(x)
)
dx (Gauss-Ostrogradsky Theorem)
= max
|q(x)|p≤1
−
∫
Ω
∇u · q(x)dx
(A.71)
Noting that ∇u · q(x) is linear with respect to q(x), the inequality constraint |q(x)|p ≤ 1 can
be replaced with the equality constraint |q(x)|p = 1 (and therefore |q(x)|pp = 1 holds as well)
as the maximum and minimum must both occur at the boundary of the set. By introducing
Lagrangian multipliers on said constraint:
= max
|q(x)|pp=1
−
∫
Ω
∇u · q(x)dx
=max
q
min
λ
−
∫
Ω
(
∇u · q(x)dx + λ(x)(|q(x)|pp − 1)
) (A.72)
By differentiating with respect to qi(x) and setting it to zero:
0 = − δu
δxi
− λ(x)pqi|qi|p−2
qi|qi|p−2 = δuδxi/λ(x)p
qp−1i ∝
δu
δxi
(A.73)
which combined with |q(x)|p = 1 yields the maximum value at:
qi(x) = −
(
δu
δxi
)1/p−1(∑
j
(
δu
δxi
)p/p−1)1/p (A.74)
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which yields:
max
|q(x)|pp=1
−
∫
Ω
∇u(x) · q(x)dx
=
∫
Ω
∑
i
δu
δxi
(
δu
δxi
)1/p−1(∑
j
(
δu
δxi
)p/p−1)1/p dx
=
∫
Ω
∑
i
(
δu
δxi
)p/p−1(∑
j
(
δu
δxi
)p/p−1)1/p dx
=
∫
Ω
∑
i
(
δu
δxi
)p/p−1p−1/p dx
=
∫
Ω
|∇u(x)| p˜dx
(A.75)
where p˜ = p/p−1. Thus showing the principle of duality holds between spatial flow constraints
and p-norm regularization of ∇u(x) regardless of p ≥ 1.
A.5.1 Directional Regularization
One particularly important type of regularization is direction-dependent regularization. In this
case, the directional p-norm |R(x)∇u(x)|p can be used where R(x) is an invertible matrix.
The derivation is equivalent until step Eq. (A.72). Making the following substitutions
y(x) = R(x)∇u(x), perform the following steps:
−
∫
Ω
∇u(x) · q(x)dx = −
∫
Ω
(
R−1(x)y(x)
)
· q(x)dx
−
∫
Ω
y>(x)
(
R−1(x)
)>
q(x)dx
−
∫
Ω
y(x) · q′(x)dx where q′(x) =
(
R−1(x)
)>
q(x)
(A.76)
which has the same structure as the previous section, except with different variable names.
Thus, if this is maximized subject to the constraint |q′(x)| p˜ = 1, the maximal value is |y(x)|p.
Therefore, the constraint
∣∣∣∣(R−1(x))> q(x)∣∣∣∣
p˜
= 1 has the dual function |R(x)∇u(x)|p allowing it to
be used as a regularization term.
It is worth noting that the weighted total variation regularization term
∫
Ω
R(x)|∇u(x)|2dx can
be implemented with the dual |q(x)|2 ≤ R(x).
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A.5.2 Geodesic Star Convexity
The notion of star convexity falls under that of regularization in that the primal term associated
with it is a spatial flow term. As shown by Yuan et al. [196], star convexity on a single label
can be implemented through the addition of an unconstrained flow term following a particular
direction, that is, the spatial flow can be reformulated as:
qL(x) = q′L(x) + λL(x)eL(x). (A.77)
Instead of optimizing λL(x) numerically, one can find the optimal value by minimizing the
norm of the residual (the portion that is magnitude constrained) assuming the constraint from
the previous section.
min
λ(x)≥0
∣∣∣R−>L (x)(qL(x) − λL(x)eL(x))∣∣∣p˜p˜ (A.78)
Noting that this is a 1D convex problem (each x is independent), one can solve it by finding the
zero-valued derivative with respect to λL.
0 =
d
∣∣∣R−>L (x)(qL − λLeL)∣∣∣p˜p˜
dλL
0 =
(
p˜R−>L (x) (qL − λLeL) ◦
∣∣∣R−>L (x)(qL − λLeL)∣∣∣ p˜−2) · (R−>L (x)eL)
0 =
∑
i
(
zqizei − λLz2ei
)
|zqi − λLzei|p˜−2 where zq = R−>L qL and ze = R−>L eL
λL =
∑
i zqizei|zqi − λLzei| p˜−2∑
i z2ei|zqi − λLzei| p˜−2
(A.79)
which can be analytically solved for p˜ = 2 as λL =
zq·ze
|ze |22
=
(R−>L (x)qL)·(R−>L (x)eL)
|R−>L (x)eL|22 . For other values
of p˜ this is more difficult to compute, so our discussion will be limited to the case p˜ = 2.
Implementing the non-negative constraint yields:
λL = max
 0,
(
R−>L qL
)
·
(
R−>L eL
)
∣∣∣R−>L eL∣∣∣22
 (A.80)
which allows λL to be optimized analytically and λL(x)eL(x) removed from the spatial flow prior
to constraining it and added back in immediately afterwards. Thus, any Chambolle iteration
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[31] on qL(x) under the constraint
∣∣∣R−>L (x)qL(x)∣∣∣2 ≤ 1 can be replaced by:
qL(x)←λL(x)eL(x) + Proj|R−>L (x)(qL(x)−λL(x)eL(x))|2≤1 (qL(x) − λL(x)eL(x) + τ∇BL(x))
where λL(x) = max
 0,
(
R−>L (x)qL(x)
)
·
(
R−>L (x)eL(x)
)
∣∣∣R−>L (x)eL(x)∣∣∣22
 (A.81)
where BL(x) is whatever gradient term originally used in the max-flow problem.
Appendix B
Combinatorial and Complexity Analysis
of Label Ordering Structures
This appendix contains the derivations of combinatorial results (such as the number of models
given particular constraints) as well as a number of complexity results, namely the NP-hardness
of hierarchy selection.
B.1 Combinatorics of Unconstrained Hierarchies
The number of hierarchies that can be formed given a set number of leaf nodes was first ex-
plored by Leclerc [95] and later generalized by Murtagh [123]. Specifically, the forms of hier-
archies used in segmentation are labelled, non-ranked, non-binary dendrograms which satisfy
the following recursive enumeration formula:
g(n, k) = kg(n − 1, k) + (n + k + 2)g(n − 1, k − 1) (B.1)
where n is the number of leaf nodes and k is the number of levels in the hierarchy ranging
between 1 and n − 1. An important feature to note about this enumeration is that it is super-
factorial. That is:
n−1∑
k=1
g(n, k) = Ω(n!) (B.2)
However, what is more important in terms of hierarchies is the ability to construct one
given knowledge of what labels should be co-regularized, placing constraints on the hierarchies
available.
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B.2 Grouping Graph
One useful structure in analyzing and describing the combinatorics and complexity of HMF
and DAGMF results is the grouping graph, G. Each vertex of G correspond to an element of
2L/{L, ∅}, that is, v ∈ 2L and v , ∅, v , L. Each v indicates a potential or desired shared
regularization term between the labels in the set it corresponds to. Edges in G refer to hier-
archical incompatibility relations, that is, if it is impossible to apply both regularization terms
simultaneously. Specifically, vertices v1 and v2 share an edge if v1 ∩ v2 , ∅, v1 * v2, and
v2 * v1.
B.3 NP-Hardness of Maximum Hierarchy Selection
One basic desirable operation is, given a collection of groups which one desires regularization
for, can one automatically find the largest hierarchy implementing these groups. To consider
this as a decision problem, does a hierarchy exist which contains a regularization term for at
least k groups?
Theorem B.3.1 The decision problem concerning the existence of a hierarchy which contains
a regularization term for at least k groups is NP-complete.
Proof
Consider constructing the grouping graph as described in Section B.2 which can constructed
in polynomial time given a list of groups. Any valid hierarchy can be represented as an inde-
pendent set of this graph and thus the existence of a k-specified-node hierarchy is equivalent
to the existence of an independent set of size k and the problem of hierarchy selection can be
reduced to that of finding the independent set.
Similarly, consider being given a (without loss of generality) connected graph with vertex
set V and edge set E. Assign a unique identifier to each vertex and edge in said graph, av and
a(v1,v2) respectively. Each vertex can be assigned a unique set composed of
{av} ∪ uniondbl(v,v2)∈E. (B.3)
Note that this graph with the assigned set at each vertex constitutes a valid grouping graph
with #V groups. The existence of an independent set of size k, thus implies the existence of a
k-specified-node hierarchy. Thus, the independent set problem can be reduced in polynomial
time to the described decision problem.
Appendix C
Ethics Approvals for Patient Images
Many chapters in this thesis make use of openly available medical imaging data sets such as
the Open Access Series of Imaging Studies (OASIS) database [118] and Magnetic Resonance
Brain Segmentation (MRBrainS) database [120] in Chapter 3 and the BrainWeb [37] dataset in
Chapter 5.
Some chapters, however, used images from ongoing studies at the Robarts Research In-
stitute. Ethics approval notices for those images are provided in this appendix in the order in
which their respective imaging dataset appear in this thesis.
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