Let X 1 , X 2 , . . . , X n (resp. Y 1 , Y 2 , . . . , Y n ) be independent random variables such that X i (resp. Y i ) follows generalized exponential distribution with shape parameter θ i and scale parameter λ i (resp. δ i ), i = 1, 2, . . . , n. Here it is shown that if (λ 1 , λ 2 , . . . , λ n ) is p-larger than (resp. weakly supermajorizes) (δ 1 , δ 2 , . . . , δ n ), then X n:n will be greater than Y n:n in usual stochastic order (resp. reversed hazard rate order). That no relation exists between X n:n and Y n:n , under same condition, in terms of likelihood ratio ordering has also been shown. It is also shown that, if Y i follows generalized exponential distribution with parameters λ, θ i , where λ is the mean of all λ i 's, i = 1 . . . n, then X n:n is greater than Y n:n in likelihood ratio ordering. Some new results on majorization have been developed which fill up some gap in the theory of majorization. Some results on multiple-outlier model are also discussed. In addition to this, we compare two series systems formed by gamma components with respect to different stochastic orders.
Introduction
, x > 0, λ > 0, θ > 0, where θ is the shape parameter and λ is the scale parameter. Clearly, this distribution is a generalization of exponential distribution in the sense that one can obtain exponential distribution from this distribution by taking θ = 1. They also pointed out that unlike exponential distribution this distribution has increasing (decreasing) failure rate for θ > (<)1 for any fixed λ. Therefore, if it is known that the data are from a regular maintenance environment, it may make more sense to fit GE distribution than exponential distribution. Further, a random variable X is said to have gamma distribution with parameters (λ, α) if the density function of X is given by
where α is the shape parameter and λ is the scale parameter. Besides the exponential distribution, many researchers have also shown their interest to study the order statistics from the gamma distribution (cf. Zhao ([20] , [21] ), Misra and Misra [16] , Balakrishnan and Zhao ([4] , [5] ), and the references there in). In this paper our main aim is to compare two parallel systems in terms of usual stochastic order, reversed hazard rate order and likelihood ratio order when the components are from two heterogeneous GE distributions. We also discuss some new findings in the theory of majorization. In addition to this, we study some stochastic comparison results of series systems from heterogeneous gamma components with respect to different stochastic orders. The organization of the paper is as follows. In Section 2, we give different notations and definitions used in this paper. In Section 3, we discussed some new results on majorization. Results related to usual stochastic order, reversed hazard rate order and likelihood ratio order between two order statistics X n:n and Y n:n , where the components are from two i.ni.d. GE distributions are given in Section 4. We have shown that there exists likelihood ratio ordering between X 2:2 and Y 2:2 , and one counterexample is also provided here to show that no comparison between X 3:3 and Y 3:3 can be made in terms of likelihood ratio ordering. It is also shown that, under some relaxation of the conditions on the parameters, there may exist likelihood ratio order between X n:n and Y n:n . For the case of multiple-outlier GE model, the likelihood ratio ordering between X n:n and Y n:n is also established. In Section 5, we compare two series systems formed by heterogeneous gamma components with respect to the hazard rate order, the up shifted hazard rate order, the down shifted hazard rate order and the dispersive order. Concluding remark is given in Section 6.
Throughout the paper, the word increasing (resp. decreasing) and nondecreasing (resp. nonincreasing) are used interchangeably, and R denotes the set of real numbers {x : −∞ < x < ∞}. We also write a sign = b to mean that a and b have the same sign. Further, by a def.
= b we mean that b is defined as a. For any differentiable function k(·), we write k ′ (t) to denote the first derivative of k(t) with respect to t. The random variables considered in this paper are all nonnegative.
Notations, Definitions and Preliminaries
For an absolutely continuous random variable X, we denote the probability density function by f X (·), the cumulative distribution function by F X (·), the hazard rate function by r X (·), and the reversed hazard rate function byr X (·). The survival or reliability function of the random variable X is written asF X (·) = 1 − F X (·).
In order to compare the different order statistics, stochastic orders are used for fair and reasonable comparison. In literature many different kinds of stochastic orders have been developed and studied. The following well known definitions may be obtained in Shaked and Shanthikumar [18] , and Lillo et al. [14] . Definition 2.1 Let X and Y be two absolutely continuous random variables with respective supports (l X , u X ) and (l Y , u Y ), where u X and u Y may be positive infinity, and l X and l Y may be negative infinity. Then, X is said to be smaller than Y in 1. likelihood ratio (lr) order, denoted as X ≤ lr Y , if
is increasing in t ∈ (l X , u X ) ∪ (l Y , u Y );
2. hazard rate (hr) order, denoted as X ≤ hr Y , if
is increasing in t ∈ (−∞, max(u X , u Y )), which can equivalently be written as r X (t) ≥ r Y (t) for all t;
3. up shifted hazard rate (hr ↑) order, denoted as X ≤ hr↑ Y , if X − x ≤ hr Y, for all x ≥ 0, which can equivalently be written as
is increasing in t ≥ 0, for all x ≥ 0;
5. reversed hazard rate (rhr) order, denoted as X ≤ rhr Y , if
which can equivalently be written asr X (t) ≤r Y (t) for all t;
6. up shifted reversed hazard rate (rhr ↑) order, denoted as
is increasing in t ∈ (l X , ∞), for all x ≥ 0; 
In the following diagrams we present a chain of implications of the stochastic orders (cf. Shaked and Shanthikumar [18] , and Lillo et al. [14] ):
The following well known definitions of ageing classes may be obtained in Barlow and Proschan [6] , and Franco et al. [10] . Definition 2.2 A random variable X is said to be 1. increasing likelihood ratio (ILR) (resp. decreasing likelihood ratio (DLR)) if f X (t) is logconcave (resp. log-convex) in t;
2. increasing failure rate in average (IFRA) (resp. decreasing failure rate in average (DFRA)) if
It is well known that the notion of a stochastic order based on majorization is quite useful in establishing various inequalities. Let x (1) ≤ x (2) ≤ · · · ≤ x (n) be the increasing arrangements and let
be the decreasing arrangements of the components of the vector x=(x 1 , x 2 , . . . , x n ). The following definitions may be obtained in Marshall et al. [15] . Definition 2.3 Let I n denote an n-dimensional Euclidean space where I ⊆ R. Further, let x = (x 1 , x 2 , . . . , x n ) ∈ I n and y = (y 1 , y 2 , . . . , y n ) ∈ I n be any two vectors.
(i) The vector x is said to majorize the vector y (written as
y (i) , j = 1, 2, . . . , n − 1, and
(ii) The vector x is said to weakly supermajorize the vector y (written as
(iii) The vector x is said to weakly submajorize the vector y (written as x w y) if
(iv) The vector x is said to be p-larger than the vector y (written as
(v) The vector x is said to reciprocally majorize the vector y (written as
Definition 2.4 Let I n denote an n-dimensional Euclidean space where I ⊆ R. A function ψ : I n → R is said to be Schur-convex (resp. Schur-concave) on I n if
Notation 2.1 Let us define the following notations. The first and the third are borrowed from Marshall et al. (2011) .
Some Results on Majorization
The following lemma may be obtained in Marshall et al. ([15] , p. 83), where the parenthetical statement is not given. 
where ϕ (k) (z) = ∂ϕ(z)/∂z k denotes the partial derivative of ϕ with respect to its kth argument.✷ On using the above lemma, we have the following.
) with x ∈ D, where g i : R → R is differentiable, for all i = 1, 2, . . . , n. Then ϕ(x) is Schur-concave on D if, and only if,
. ✷ Now, we are in a position to prove the following theorem.
) with x ∈ D, and let I ⊂ R be an interval. Consider a function g : I → R. (ii) g(·) is decreasing and concave then ϕ(x) is Schur-concave on D.
is increasing and concave then ϕ(x) is Schur-concave on D;
(ii) g(·) is decreasing and convex then ϕ(x) is Schur-convex on D.
Proof:
. Hence, by Lemma 3.2, the result is proved.
(b) Note that g(·) is increasing and concave implies that, for all
. Hence, (ii) follows from Proposition H.2 of Marshall et al. [15] . ✷
The following counterexample shows that if g (·) is increasing and convex, and u ∈ E + , then ϕ (x) may not be Schur-convex or Schur-concave on D. (1, 2, 3 ) ∈ E + is taken, then it can be easily checked that
giving that ϕ (x) > ϕ (y). Again, if x = (4, 3, 1) ∈ D + and y = (3, 3, 2) ∈ D + are taken then, for u = (1, 2, 30) ∈ E + and for the same function g (·), it can be easily checked that, although
giving that ϕ (x) < ϕ (y). So, ϕ (x) is neither Schur-convex nor Schur-concave on D + . ✷ That nothing can be said about the Schur-convexity of ϕ (x) on D when g (·) is increasing and concave, and u ∈ D + , is shown in the next counterexample. = ln x is taken, which is increasing and concave, then
giving that ϕ (x) < ϕ (y). Again, for x = (4, 3, 1) ∈ D + , y = (3, 3, 2) ∈ D + and u = (30, 2, 1) ∈ D + and, for the same function g (·), it can be seen that
The counterexample given below shows that ϕ (x) is neither Schur-convex nor Schurconcave on D if the function g(·) is decreasing and convex, and u ∈ D + . Counterexample 3.3 Let g(x) = e −x , which is decreasing and convex, and x = (4, 3, 1) ∈ D + and y = (3, 3, 2) ∈ D + . Now, if u = (3, 2, 1) ∈ D + is taken, then it can be easily verified that
giving that ϕ (x) > ϕ (y). Again, if we take x = (3, 2, 1) ∈ D + and y = (2, 2, 2) ∈ D + then, for u = (26, 2, 1) ∈ D + and for the same function g (·), it can be easily checked that, although
The following counterexample shows that if g (·) is decreasing and concave and u ∈ E + , then ϕ (x) is neither Schur-convex nor Schur-concave on D. 
giving that ϕ (x) < ϕ (y). Again, for the same function g (·) and for same x, y, if u = (1, 20, 30) ∈ E + is taken then g is increasing g is decreasing Lemma 3.3 Let ϕ : E → R be a function, continuously differentiable on the interior of E. Then, for x, y ∈ E,
if, and only if,
where ϕ (k) (z) = ∂ϕ(z)/∂z k denotes the partial derivative of ϕ with respect to its kth argument.✷ Based on Lemma 3.3 we have the following.
is Schur-convex (resp. Schur-concave) on E if, and only if,
. ✷ Below we give a theorem whose proof, with the help of Lemma 3.4, follows in the same line as in Theorem 3.1.
) with x ∈ E, and let I ⊂ R be an interval. Consider a function g : I → R.
is increasing and concave then ϕ(x) is Schur-concave on E;
(ii) g(·) is decreasing and convex then ϕ(x) is Schur-convex on E.
is increasing and convex then ϕ(x) is Schur-convex on E;
(ii) g(·) is decreasing and concave then ϕ(x) is Schur-concave on E. ✷
The following counterexample shows that if g (·) is increasing and convex, and u ∈ D + , then ϕ (x) may not be Schur-convex or Schur-concave on E.
Counterexample 3.5 Let g(x)
= e x , x = (3, 7, 10) ∈ E + and y = (4, 7, 9) ∈ E + . So, clearly g(x) is increasing and convex and x m y. Now, if u = (3, 2, 1) ∈ D + is taken, then it can be easily checked that
giving that ϕ (x) > ϕ (y). Again, if x = (1, 2, 3) ∈ E + and y = (1.5, 1.5, 3) ∈ E + are taken then, for u = (30, 3, 2) ∈ D + and for the same function g (·), it can be easily checked that, although
That nothing can be said about the Schur-convexity of ϕ (x) on E when g (·) is increasing and concave, and u ∈ E + , is shown in the next counterexample.
Counterexample 3.6 For x = (4, 5, 6) ∈ E + , y = (5, 5, 5) ∈ E + and u = (2, 3, 5) ∈ E + , if g(x) = ln x is taken, which is increasing and concave, then
giving that ϕ (x) > ϕ (y). Again, for x = (7, 8, 10) ∈ E + , y = (7, 9, 9) ∈ E + and u = (2, 11, 11.1) ∈ E + and for the same function g (·), it can be seen that
satisfying the claim.
✷
The counterexample given below shows that ϕ (x) is neither Schur-convex nor Schurconcave on E if the function g(·) is decreasing and convex, and u ∈ E + . Counterexample 3.7 Let g(x) = e −x , which is decreasing and convex, and x = (4, 6, 8) ∈ E + and y = (4, 7, 7) ∈ E + . Now, if u = (1, 12, 12.1) ∈ E + is taken, then it can be easily verified that
giving that ϕ (x) > ϕ (y). Again, if we take x = (7, 9, 11) ∈ E + and y = (8, 9, 10) ∈ E + then, for u = (1, 3, 150) ∈ E + and for the same function g (·), it can be easily checked that, although
The following counterexample shows that if g (·) is decreasing and concave and u ∈ D + , then ϕ (x) is neither Schur-convex nor Schur-concave on E.
Counterexample 3.8 Let g(x) = 1 − e −9x −0.4 , which is decreasing and concave for all x ∈ [0, 10]. Now, if we take x = (3, 6, 8) ∈ E + , y = (5, 5, 7) ∈ E + and u = (15, 3, 2) ∈ D + , then it can also be checked that although x m y,
giving that ϕ (x) > ϕ (y). Again, for the same function g (·) and for x = (3, 4, 5) ∈ E + , y = (3, 4.5, 4.5) ∈ E + , if u = (16, 15, 14.9 
The observations, from the above results and the counterexamples, are reported in the following table. The statements in the body of the table are regarding the function ϕ(·) on E defined in Theorem 3.2.
g is increasing g is decreasing
Inconclusive Schur-convex Schur-convex Inconclusive g is concave Schur-concave Inconclusive Inconclusive Schur-concave
Generalized Exponential Model
Let X i (resp. Y i ), i = 1, 2, . . . , n, be n independent random variables following GE distribution with parameters (λ i , θ i ) (resp. (δ i , θ i )). Further, let λ = (λ 1 , λ 2 , . . . , λ n ), δ = (δ 1 , δ 2 , . . . , δ n ) and θ = (θ 1 , θ 2 , . . . , θ n ). Then the distribution functions of X n:n and Y n:n can be written as
The following lemma, which is similar to the one in Khaledi and Kochar [13] , will be used in proving the upcoming theorem.
if, and only if, (i) ψ(e a 1 , . . . , e an ) is Schur-convex in (a 1 , . . . , a n ) ∈ E (resp. (a 1 , . . . , a n ) ∈ D),
(ii) ψ(e a 1 , . . . , e an ) is decreasing in a i , for i = 1, . . . , n, where a i = ln x i , for i = 1, . . . , n. ✷
In the following theorem we show that, if λ is p-larger than δ then X n:n is superior to Y n:n in the usual stochastic order. Theorem 4.1 Let X i and Y i follow GE distributions with parameters (λ i , θ i ) and (δ i , θ i ) respectively, for i = 1, 2, . . . , n. Further, let X i 's and Y i 's be independent. Suppose that the sets
Proof: Let the set of conditions {λ ∈ E + , δ ∈ E + , θ ∈ D + } hold. Further, let F E (·) andr E (·) be the distribution function and the reversed hazard rate function of the standard exponential distribution, respectively. Then the survival function of X n:n is given bȳ 
where the last inequality follows because xr E (x) is decreasing in x > 0. Thus, by Lemma 3.3 we have that Ψ(e a 1 , e a 2 , . . . , e an ) is Schur-convex in (a 1 , a 2 , . . . , a n ) ∈ E whenever (θ 1 , θ 2 , . . . , θ n ) ∈ D + . Hence the result follows from Lemma 4.1. The result follows in a similar way under the set of conditions {λ ∈ D + , δ ∈ D + , θ ∈ E + }. ✷ The following counterexample shows that Theorem 4.1 does not hold under the sets of conditions {λ ∈ D + , δ ∈ D + , θ ∈ D + } or {λ ∈ E + , δ ∈ E + , θ ∈ E + }, even if the condition of p-larger order is replaced by the majorization order.
It can be shown that k 1 (x) changes sign. Thus,
It can be shown that k 2 (x) changes sign. Thus, X 2:2 st Y 2:2 . ✷
The following counterexample shows that the condition of p-larger order given in Theorem 4.1 cannot be replaced by reciprocal majorization order.
Counterexample 4.2 Let X 1 , X 2 , Y 1 and Y 2 follow GE distribution with respective parameters (λ 1 , θ 1 ), (λ 2 , θ 2 ), (δ 1 , θ 1 ) and (δ 2 , θ 2 ), where (λ 1 , λ 2 ) = (2, 4) ∈ E + , (δ 1 , δ 2 ) = (2.4, 3) ∈ E + , and (θ 1 , θ 2 ) = (1, 0.99) ∈ D + . Clearly, (λ 1 , λ 2 )
It can be shown that k 3 (x) changes sign. Thus, X 2:2 st Y 2:2 . ✷ Below we give a lemma without proof, which will be used in proving the upcoming theorems. (a 1 , a 2 , . . . , a n ) w (b 1 , b 2 , . . . , b n ) implies ϕ(a 1 , a 2 , . . . , a n ) ≥ (resp. ≤) ϕ (b 1 , b 2 , . . . , b n ) if, and only if, ϕ is increasing (resp. decreasing) and Schur-convex (resp. Schur-concave) on S. Similarly,
if, and only if, ϕ is decreasing (resp. increasing) and Schur-convex (resp. Schur-concave) on S.
The following theorem shows that, if (λ 1 , λ 2 , . . . , λ n ) weakly supermajorizes (δ 1 , δ 2 , . . . , δ n ), then X n:n dominates Y n:n in reversed hazard rate ordering. Theorem 4.2 Let X i and Y i follow GE distributions with parameters (λ i , θ i ) and (δ i , θ i ) respectively, for i = 1, 2, . . . , n. Further, let X i 's and Y i 's be independent. Suppose that the sets of conditions {λ ∈ D + , δ ∈ D + , θ ∈ E + } or {λ ∈ E + , δ ∈ E + , θ ∈ D + } hold. Then λ w δ implies X n:n ≥ rhr Y n:n .
Proof: The reversed hazard rate functions of X n:n and Y n:n are given respectively bỹ we also get thatr Xn:n (x) is Schur-convex in (λ 1 , λ 2 , . . . , λ n ). Again, note thatr Xn:n (x) is decreasing in each λ i . Thus, the result follows from Lemma 4.3.
Remark 4.1 Theorem 4.2 above improves Theorem 3.2 of Dykstra et al. [9] in the sense that the latter can be obtained from the former by taking θ 1 = θ 2 = . . . = θ n = 1. 
It is well known that p-larger order is weaker than the weak supermajorization order. Then the natural question arises − whether the result discussed in Theorem 4.2 may hold under plarger order. The following counterexample answers this question in negative. 
Proof: Note thatr n:n (x) is decreasing in x > 0, and hence X n:n has log-concave distribution function. Then, on using Theorem 4.2, the result follows from Theorem 2.2 of Di Crescenzo and Longobardi [8] . ✷ Remark 4.3 Counterexample 4.3 shows that the weak supermajorization condition given in Theorem 4.3 cannot be replaced by p-larger order. ✷ Below we give another set of sufficient conditions under which the result given in Theorem 4.3 holds. Theorem 4.4 Let X i and Y i follow GE distributions with parameters (λ i , θ i ) and (δ i , θ i ), respectively, for i = 1, 2, . . . , n. Further, let X i 's and Y i 's be independent. If δ i ≥ λ i for all i = 1, 2, . . . , n, then X n:n ≥ rhr↑ Y n:n .
Proof: By Lemma 4.2 we have that g(·) is a decreasing function. Then X n:n ≥ rhr Y n:n immediately follows from (4.1) and (4.2). Further, note thatr n:n (x) is decreasing in x > 0. Hence, the result follows from Theorem 2.2 of Di Crescenzo and Longobardi [8] .
✷ The following corollaries are immediate.
Corollary 4.1 If δ i ≥ λ i for all i = 1, 2, . . . , n, then X n:n ≥ rhr Y n:n . min{δ 1 , δ 2 , . . . , δ n } ≥ max{λ 1 , λ 2 , . . . , λ n }, then X n:n ≥ rhr Y n:n . ✷ Now the question arises whether Theorem 4.2 can be strengthened further by replacing reversed hazard rate order between X n:n and Y n:n by likelihood ratio order. For n = 3, the following counterexample gives a negative answer, even if the condition of weak supermajorization order is replaced by the majorization order.
Corollary 4.2 If
Counterexample 4.4 Let X i (resp. Y i ) follow GE distributions with parameters (λ i , θ i ) (resp. (δ i , θ i )), i = 1, 2, 3, where (λ 1 , λ 2 , λ 3 ) = (6, 4, 2) ∈ D + , (δ 1 , δ 2 , δ 3 ) = (5, 5, 2) ∈ D + and
and
1 − e −5x 2 1 − e −2x 3 .
By writing k
, where x = − ln y, 0 < y < 1, it can be shown that k 5 (y) is nonmonotone. Thus, there is no likelihood ratio ordering between X 3:3 and Y 3:3 . ✷
The theorem given below extends Theorem 4.2 to likelihood ratio ordering for n = 2.
Theorem 4.5 Let X i and Y i follow GE distributions with parameters (λ i , θ i ) and (δ i , θ i ), respectively, for i = 1, 2. Further, let X i 's and Y i 's be independent. Suppose that the sets of conditions
Proof: Note that
.
By Theorem 4.2, we have that
So, it is enough to show that
is increasing in x, where u(x) = x/(e x − 1). Now, u ′ (x) = u(x)v(x)/x, where v(x) = (e x − 1 − xe x )/(e x − 1). It can be easily shown that u(x) and v(x) are decreasing in x > 0. Now, differentiating η 1 (x) with respect to x, we get
is Schur-convex in (λ 1 , λ 2 ). Assuming w(x) = u(x)v ′ (x), we get
Again, as v(x) is decreasing in x, on using Lemma 3.3 of Torrado and Kochar [19] , we have that w(x) is increasing and non-positive. Therefore, it follows that
Hence the result follows from Lemma 3.1 and Lemma 3.3.
Remark 4.4
The above theorem improves Theorem 3.1 of Dysktra et al. [9] in the sense that the latter can be obtained from the former by taking θ 1 = θ 2 = 1. In the following theorem we show that the result given in Theorem 4.5 holds under weak supermajorization order when some parameters of the underlying distributions are modified. Theorem 4.6 Let X 1 and X 2 follow GE distributions with parameters (λ 1 , θ 1 ) and (α, θ 2 ), and let Y 1 and Y 2 follow GE distributions with parameters (δ 1 , θ 1 ) and (α, θ 2 ), respectively. Further, let X i 's and Y i 's be independent. Suppose that λ 1 ≤ min{δ 1 , α}. Then
Remark 4.5 Counterexample 4.1 shows that Theorem 4.5 does not hold under the sets of conditions {λ
, by Theorem 4.9, we have that
Thus, to prove the result, it suffices to show that
is increasing in x > 0. Now, differentiating η 2 (x) with respect to x we have
where u(x) = x/(e x − 1) ≥ 0 and z(x) = x/(1 − e −x ) ≥ 0. It is easy to show that u(x) is decreasing in x > 0, and z(x) is increasing in x > 0. Now from the hypothesis we have
, which is equivalent to the fact that
which gives that η ′ 2 (x) ≥ 0. Thus, the result is proved. ✷ Below we cite a counterexample which shows that the condition λ 1 ≤ min{δ 1 , α} given in Theorem 4.6 cannot be relaxed.
Counterexample 4.5 Let X 1 and X 2 follow GE distributions with respective parameters (λ 1 , θ 1 ), (α, θ 2 ), and Y 1 and Y 2 follow GE distribution with respective parameters (δ 1 , θ 1 ) and (α, θ 2 ), where (λ 1 , α) = (2, 1) ∈ D + , (δ 1 , α) = (3, 1) ∈ D + and (θ 1 , θ 2 ) = (6, 6.1) ∈ E + . Clearly,
It can be shown that k 6 (x) is nonmonotone. Thus, X 2:2 lr Y 2:2 . ✷
In the following theorem we generalize the above theorem.
Theorem 4.7 If X i and Y i follow GE distributions with parameters (λ i , θ i ) and (δ i , θ i ) respectively, for i = 1, 2. Suppose that the sets of conditions
Proof: δ 2 ) , and hence the result follows from Theorem 4.5. Suppose that λ 1 + λ 2 < δ 1 + δ 2 . Then there exists some λ such that λ + λ 2 = δ 1 + δ 2 and 
✷ Below we see that there exists likelihood ratio order between X n:n and Y n:n if Y i is a random variable following GE distribution with parameters λ, θ i , i = 1, 2, . . . , n, where λ = 1 n n i=1 λ i . Theorem 4.8 Let X i and Y i follow GE distributions with parameters (λ i , θ i ) and λ, θ i , respectively, for i = 1, 2, . . . , n. Further, let X i 's and Y i 's be independent. Suppose that the sets of conditions {λ ∈ D + , θ ∈ E + } or {λ ∈ E + , θ ∈ D + } hold. Then X n:n ≥ lr Y n:n .
Proof:
To prove the result, we have to show that
(e λ i x − 1)
Now, by Theorem 4.2, we have that
So, from (4.5), it is only required to show that
Differentiating η 3 (x) with respect to x, we have
It can be shown that each of λ 2 i e −λ i x / 1 − e −λ i x 2 and 1 − e −λ i x /λ i is decreasing in λ i . Thus, we have, on using Equation (1.5) of Mitrinović et al.
which holds by judiciously using AM -GM inequality. Hence, the result follows.
Remark 4.7
The above theorem improves Theorem 2.1(b) of Dykstra et al. [9] in the sense that the latter can be obtained from the former by taking θ 1 = θ 2 = . . . = θ n = 1 and by noting the fact that likelihood ratio order is stronger than failure rate order.
In case of multiple-outlier model, the following theorem shows that the restrictions on the parameters given in Theorem 4.2 can be relaxed. For more properties of this model, one may refer to Zhao and Balakrishnan [22] . Theorem 4.9 Let X = (X 1 , X 2 , . . . , X n ) and Y = (Y 1 , Y 2 , . . . , Y n ) be two sets of independent random variables each following the multiple-outlier GE model such that X i ∼ GE (λ 1 , θ i ) and
Proof: From (4.1) and (4.2) we havẽ
,
if, and only if, one of the following cases holds:
Note that, for all the above three cases,r Xn:n (x) ≥r Yn:n (x), and hence X n:n ≥ rhr Y n:n .
✷
We have shown that likelihood ratio ordering between X n:n and Y n:n with heterogeneous GE components does not exist for all n. Next theorem shows that a similar result still holds for multiple-outlier GE model. Theorem 4.10 Let X = (X 1 , X 2 , . . . , X n ) and Y = (Y 1 , Y 2 , . . . , Y n ) be two sets of independent random variables each following the multiple-outlier GE model such that X i ∼ GE (λ 1 , θ i ) and Y i ∼ GE (δ 1 , θ i ) for i = 1, 2, . . . , n 1 , X j ∼ GE (λ 2 , θ j ) and Y j ∼ GE (δ 2 , θ j ) for j = n 1 + 1, n 1 + 2, . . . , n 1 + n 2 (= n). Further, let X i 's and Y i 's be independent. Suppose that the sets of condi- . Now, the result can be proved proceeding similarly as in Theorem 4.5.
Remark 4.8 The above theorem improves Theorem 3.5 of Zhao and Balakrishnan [22] in the sense that the latter can be obtained from the former by taking θ 1 = θ 2 = . . . = θ n = 1 and n 1 ≤ n 2 . It is to be mentioned here that, in their theorem, the condition p ≥ q is missing, and without this condition the proof of the theorem does not stand. This is because the expression of γ in the theorem is erroneous. It should have been
and hence, on using their Lemma 3.3, γ will be nonnegative if p ≥ q. That p < q will not make γ nonnegative can be shown, where y * 1 = λ * 1 t = t/10, y 1 = λ 1 t = 6t, p = 1 and q = 100 have been taken. Thus, Theorem 3.5 of their paper is true under the sets of conditions {λ
The same kind of mistake has been found in Theorem 4.2 of their paper. Further, the theorems, namely, Theorem 3.6, Theorem 3.7, Theorem 4.3 and Theorem 4.4 of their paper have been proved based on Theorem 3.5 and Theorem 4.2. Thus, the statements of the above mentioned theorems are doubtful.
Remark 4.9 It will not be out of the way to mention here that the same kind of mistake as mentioned in Remark 4.8 has been found in Theorem 4.6 of Torrado and Kochar [19] . In their theorem they have given an expression of
, which is not correct. It should have been
where the inequality holds under θ 1 ≤ θ 2 provided p > q. Thus, Theorem 4.6 of their paper is true under the sets of conditions
Below we give another set of sufficient conditions under which the above theorem also holds.
Theorem 4.11 Let X = (X 1 , X 2 , . . . , X n ) and Y = (Y 1 , Y 2 , . . . , Y n ) be two sets of independent random variables each following the multiple-outlier GE model such that X i ∼ GE (λ 1 , θ i ) and Y i ∼ GE (δ 1 , θ i ) for i = 1, 2, . . . , n 1 , X j ∼ GE (λ 2 , θ j ) and Y j ∼ GE (δ 2 , θ j ) for j = n 1 + 1, n 1 + 2, . . . , n 1 + n 2 (= n). Further, let X i 's and Y i 's be independent. Then
As min{δ 1 , δ 2 } ≥ max{λ 1 , λ 2 }, by Corollary 4.2, we have that
is increasing in x > 0. Now, differentiating η 4 (x) with respect to x we have
where u(x) = x/(e x − 1) ≥ 0 and z(x) = x/(1 − e −x ) ≥ 0. The inequality follows from the fact that min{δ 1 , δ 2 } ≥ max{λ 1 , λ 2 }, and z(x) is increasing in x > 0. Thus, the result is proved. ✷ The corresponding multiple-outlier model of the result discussed in Theorem 4.6 is given in the following theorem.
Theorem 4.12 Let X = (X 1 , X 2 , . . . , X n ) and Y = (Y 1 , Y 2 , . . . , Y n ) be two sets of independent random variables each following the multiple-outlier GE model such that X i ∼ GE (λ 1 , θ i ) and
) ⇒ X n:n ≥ lr Y n:n .
Proof: Write
By Theorem 4.9, we have that
is increasing in x > 0.
Proceeding in the same line as in Theorem 4.6 it can be shown that the above is true. ✷ Before going into the next theorem we give the following lemma without proof.
).
The following theorem generalizes the result discussed in Theorem 4.12.
Theorem 4.13 Let X = (X 1 , X 2 , . . . , X n ) and Y = (Y 1 , Y 2 , . . . , Y n ) be two sets of independent random variables each following the multiple-outlier GE model such that
Further, let X i 's and Y i 's be independent. Suppose that the sets of conditions
Proof: Suppose that the first set of conditions holds. The weak supermajorization order gives that λ 1 ≤ δ 1 and n 1 λ 1 + rλ 2 ≤ n 1 δ 1 + rδ 2 for r = 1, 2, . . . , n 2 . If n 1 λ 1 + n 2 λ 2 = n 1 δ 1 + n 2 δ 2 then the result follows from Theorem 4.10. Suppose that n 1 λ 1 + n 2 λ 2 < n 1 δ 1 + n 2 δ 2 . Then there exists some λ such that n 1 λ + n 2 λ 2 = n 1 δ 1 + n 2 δ 2 and λ 1 < λ ≤ δ 1 . Let X * n:n be the lifetime of a parallel system formed by n components X * 1 , X * 2 , . . . , X * n where X * i ∼ GE(λ, θ i ) for i = 1, 2, . . . , n 1 and X * j ∼ GE(λ 2 , θ j ) for j = n 1 + 1, n 1 + 2, . . . , n 1 + n 2 (= n). Then, on using Lemma 4.4, X * n:n ≥ lr Y n:n follows from Theorem 4.10. Further, note that λ 1 ≤ λ ≤ λ 2 and (λ 1 , λ 1 , . . . , λ 1 ,
Thus, X n:n ≥ lr X * n:n follows from Theorem 4.12. Hence X n:n ≥ lr Y n:n . The proof follows in a similar way under the second set of conditions.
Gamma Model
The order statistics formed by the gamma components have been well studied in the literature by the different researchers, for example, Zhao [20] , Misra and Misra [16] , Balakrishnan and Zhao [4] , and the references there in. Recently, Misra and Misra [16] have compared two parallel systems with respect to the reversed hazard rate order. Here we show that one series system dominates the other with respect to the hazard rate order whenever their scale parameters are ordered with respect to weakly majorization order. Below we give three lemmas. The first lemma may be obtained in Marshall et al. ([15] , p. 92) whereas the second lemma is borrowed from Barlow and Proschan ( [6] , p. 116). The proof of the third lemma is straightforward.
Lemma 5.1 Let I ⊆ R be an interval, and let g : I → R be convex (resp. concave). Then
is Schur-convex (resp. Schur-concave) on I n . Lemma 5.2 Let Z be a random variable having IFRA (resp. DFRA) distribution. Then
Lemma 5.3 Let Z be a random variable having probability density function given by
where α and y are given positive constants. Then Z is DLR for α ∈ [0, 1], and is ILR for α ∈ [1, ∞). ✷
In the following theorem we compare X 1:n and Y 1:n with respect to the hazard rate order.
Theorem 5.1 Let X 1 , X 2 , . . . , X n be independent gamma random variables with respective scale parameters λ 1 , λ 2 , . . . , λ n , and the same shape parameter α. Further, let Y 1 , Y 2 , . . . , Y n be another set of independent gamma random variables with respective scale parameters µ 1 , µ 2 , . . . , µ n , and the same shape parameter α. Suppose X i 's and Y i 's are independent. Then
Proof: The hazard rate function of X 1:n is given by r X 1:n (x) = , and is convex in y, for α ∈ [1, ∞). So, by Lemma 5.1 we have that r X 1:n (x) is Schur-concave in (λ 1 , λ 2 , . . . , λ n ), for α ∈ [0, 1], and is Schur-convex in (λ 1 , λ 2 , . . . , λ n ), for α ∈ [1, ∞). Further, note that ξ ′ (y) ≥ 0 for all y > 0, which implies that r X 1:n (x) is increasing in each λ i , for all α ∈ (0, ∞). Thus, the result follows from Lemma 4.3. ✷ Because weak supermajorization order is superior to p-larger order, one may wonder whether weak supermajorization order given in Theorem 5.1 can be replaced by p-larger order. The following counterexample answers this question in negative.
Counterexample 5.1 Let X i (resp. Y i ) be independent gamma random variables with parameters (λ i , α) (resp. (µ i , α)), i = 1, 2, where (λ 1 , λ 2 ) = (1, 5) ∈ E + , (µ 1 , µ 2 ) = (2, 3.9) ∈ E + , and α = 0. The following theorem shows that the above result also holds for the dispersive order.
Theorem 5.2 Let X 1 , X 2 , . . . , X n be independent gamma random variables with respective scale parameters λ 1 , λ 2 , . . . , λ n , and the same shape parameter α. Further, let Y 1 , Y 2 , . . . , Y n be another set of independent gamma random variables with respective scale parameters µ 1 , µ 2 , . . . , µ n and the same shape parameter α. Suppose X i 's and Y i 's are independent. Then (λ 1 , λ 2 , . . . , λ n ) w (µ 1 , µ 2 , . . . , µ n ) ⇒ X 1:n ≥ disp Y 1:n , for α ∈ [0, 1].
Proof: Note that r X 1:n (x) is decreasing in x > 0, for α ∈ [0, 1]. Thus, on using Theorem 3.B.20(a) of Shaked and Shanthikumar [18] , the result follows from Theorem 5.1. ✷ In the following theorem we show that Theorem 5.1 holds for the up shifted and the down shifted hazard rate orders. Theorem 5.3 Let X 1 , X 2 , . . . , X n be independent gamma random variables with respective scale parameters λ 1 , λ 2 , . . . , λ n , and the same shape parameter α. Further, let Y 1 , Y 2 , . . . , Y n be another set of independent gamma random variables with respective scale parameters µ 1 , µ 2 , . . . , µ n , and the same shape parameter α. Suppose X i 's and Y i 's are independent. Then (λ 1 , λ 2 , . . . , λ n ) w (µ 1 , µ 2 , . . . , µ n ) ⇒ X 1:n ≥ hr↓ Y 1:n , for α ∈ [0, 1], and (λ 1 , λ 2 , . . . , λ n ) w (µ 1 , µ 2 , . . . , µ n ) ⇒ X 1:n ≤ hr↑ Y 1:n , for α ∈ [1, ∞).
Proof: Note that r X 1:n (x) is decreasing in x > 0, for α ∈ [0, 1] and is increasing in x > 0, for α ∈ [1, ∞). Thus, on using Theorem 5.1, the result follows from Theorem 6.26 and Theorem 6.19 of Lillo et al. [14] .
Conclusions
Although the concept of majorization started in order to compare the income inequalities, now-a-days one can find application of majorization in different branches of economics, reliability, engineering and many others. In this paper, we compare the lives of two parallel systems formed by components having heterogeneous generalized exponentially distributed lifetimes. It is shown that if the vectors of parameters of the underlying distributions are ordered in the sense of p-larger order (resp. weak supermajorization order), then the life of one parallel system will be more than that of the other in usual stochastic order (resp. reversed hazard rate order). We also show with the help of counterexample that this result cannot be extended to likelihood ratio order. However, we have shown that, under certain restriction on the parameters, the result can be extended to the likelihood ratio order. In the process of development of the results of the paper, we have developed some other kind of results on majorization, viz., what we can say about Schur-convexity/concavity of the function ϕ(·) defined by ϕ(x) = n i=1 u i g(x i ) if g : I → R is increasing/decreasing and convex/concave, where I is an interval of R. These results, which correct a typographical error in the book by Marshall et al. [15] , also fill up some gap in the theory of majorization up to certain extent. Further, we prove that, in the multipleoutlier GE model, if one set of parameters majorizes another, a parallel system formed by the former will dominate that formed by the latter in the likelihood ratio order. While proving this, we correct some small mistakes in Zhao and Balakrishnan [22] , and in Torrado and Kochar [19] . Besides these, we compare two series systems formed by gamma components with respect to the hazard rate order, the up shifted hazard rate order, the down shifted hazard rate order and the dispersive order. Stochastic comparisons of series systems with heterogeneous GE components may be undertaken as a future research project.
