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Direct current (DC) microgrids are a technology that promises advantages such
as efficiency and reliability, for integrating renewable energy and storage de-
vices. However, DC microgrids present stability problems, since it requires
power electronic converters. Therefore, it is important to develop stability anal-
ysis tools that can be general and applicable to any configuration type. The
eigenvalues small- signal method is applied to identify with parameters that af-
fect more the stability of the system, where the sensibility analysis improves the
oscillations of the microgrid. This thesis employs convex optimization models to
determine stability conditions in the sense of Lyapunov in DC microgrids. The
use of convex optimization methods allows a systematic approach to the con-
struction of Lyapunov functions in systems with different configurations. These
functions can also be used to estimate regions of attraction that are principal
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Microgrids are known to be one of the biggest revolutions in power systems, due
to the incorporation of new technologies as renewable energy. These systems
are integrated with synchronous generator and energy storage by converters
implemented to mitigate the stochastic variation of renewable energy. How-
ever, microgrids are intrinsically nonlinear as a result of the presence of power
converters DC/AC, which implies difficult analysis. Therefore, it is necessary to
apply linear control [Diaz et al., 2015] allowing the microgrid to maintain their
stability and provide the required power to the grid. The majority of develop-
ment research about DC microgrids is focused on the form that the energy flow
must be coordinated between distributed generation, energy storage location,
and load. To optimize the stability of the output variable as well as energy-
saving efficiency [Zhang et al., 2013].
Stability analysis in microgrids is complex resulting in the way in which it is
connected. For instance, they can work grid-connected or island mode, although
it requires auxiliary services, frequency, and reactive control. However, DC mi-
crogrids do not need frequency and reactive power control [Che et al., 2015].
Stability analysis can not be limited to the stability of the elements separately,
instead, it is necessary to study the dynamic interactions of the system. Besides,
it is required to linearize the system to apply theoretical small-signal stability
methods, where the sensibility analysis is employed to identify the parameters
that most affect microgrid’s stability.
Named after Russian mathematician Mikhailovich Lyapunov, Lyapunov the-
ory is an adequate method to analyze stability in microgrids; Otherwise, it is a
difficult problem to find Lyapunov functions even in small systems. In numer-
ous cases, the knowledge of the physical systems is used to encounter possibles
Lyapunov functions. For this reason, it is necessary to develop systematic ways
6
MASTER’S PROGRAM IN ELECTRICAL ENGINEERING UTP
to find Lyapunov functions that guarantee stability and estimate the region of
attraction. One way to find these Lyapunov functions is through the use of opti-
mization models, among which polynomial optimization, the sum of quadratic
polynomials [Blekherman et al., 2012], matrix inequalities [Boyd et al., 1994]
and Lasserre hierarchies [Cominetti et al., 2012], among others. All these mod-
els can be solved under the paradigm of convex optimization. However, the
solution of these models can be computationally expensive. For this reason, it
is predominant to include expert knowledge in a particular model.
1.2 Motivation
In recent years, DC microgrid distribution systems have become an attractive
systems due to their natural interface with renewable energy sources, electric
loads, and energy storage systems [Kumar et al., 2017]. However, DC micro-
grids are integrated with the new energy through power electronic converters
and controlled to maintain constant power. These power loads can introduce
a negative resistance generating stability problems. Questions such as how
to build corresponding mathematical models of the system, and how to de-
velop methods for stability analysis, which are different from the DC microgrids
methodologies, are required for the integration of these technologies in grid-
connected and islanded topology.
The diversification of Colombia’s transition system is required to increase
power transmission capacity, where the generation depends mainly on hydro
resources (80.35% of generation), demonstrating the potential for generating
electricity by using renewable energy [xm, 2020]. Microgrids stability analysis
is necessary to guarantee efficiency and reliability. Therefore, stability analy-
sis is required to include the primary control effect, due to microgrids are be-
ing controlled by power electronic converters. In [Garces, 2020] analysed the
classification of the stability, developing a different approach compared to con-
ventional power systems; It reveals that fast time constant and low values of
droop control are required to assurance stability. This study was developed for
island microgrids; when those devices are directly connected to the grid, opti-
mal control is required to transfer the power from the energy sources to the AC
generator.
On the other hand, Convex optimization has great advantages in all of its
methods since the problem is solved efficiently. The methods to solve can be pro-
grammed in different computational tools providing an answer to the problem
presented. Also, it has theoretical advantages, as each of its methods presents
an interesting formulation, and it can be applied to generate Lyapunov functions
in a dynamic time. This allows estimating the region of attraction in microgrids,
and demonstrate convergence and global solution.
While showing promising results in the residential and commercial sectors,
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DC microgrid distribution systems still need further analysis to ensure long-term
stability and safety. Control strategies are mandatory to conjoin the power elec-
tronic converters with the grid, establishing the equilibrium point for analysis
such as stability and optimal operation. Transforming the power flow equations
into an optimization model, using convex optimization, is possible to determine
its convergence and uniqueness of the solution. Therefore, a precise but simple
model of the DC microgrid is required.
1.3 State of the art
Studies in DC distribution systems and DC microgrids show the feasibility of
implementing DC distribution in different aspects and applications in DC power
systems protection and stability. However, AC power systems predominant in
distribution, and the major reason is the transformers that give a simple pro-
cess to step up the voltage. Currently, with power electronics, which made DC
regulation a simple task, the efficiency is increased since it does not need many
conversion stages, which add inefficiencies as the majority of consumer loads
are DC supplied like industrial applications [Dastgeer et al., 2019].
One of the best benefits of DC microgrids is the feasibility of static storage
integration, and some of the renewable energy sources are naively DC. They
can be locally controlled and solve the problems with blackout disconnecting
the grid and continue providing energy like an island mode. To design a DC dis-
tribution system is major to choose simplified models that express real behavior
based on system operation and control. The authors in [Elsayed et al., 2015]
also talk about the standard defines in DC power distribution that is key points
to know about the main guiding lines for the installation of DC technologies.
Distributed energy resources (DERs) as small hydro-power plants (SHP) mit-
igate the problem of the stochastic variation of solar radiation and tempera-
ture by implementing a permanent magnet synchronous generator (PMSG) con-
nected to a DC microgrid via a voltage source converter (VSC). In general, the
VSC model incorporates the AC side model and DC side with the coupling equa-
tions. Where the AC model represents the mechanical energy in the hydraulic
turbine to electrical power, and the DC model composes a dynamic model of
the DC link. The controller for the SHP model based on the passivity theory
guarantees the stability of the system [Gil-González et al., 2020b].
DC microgrids are integrated through power electronic converters and con-
trolled to maintain constant power. These power loads can introduce a negative
resistance generating stability problems. Hence, several methods have been
developed to ensure stability for DC microgrids; which include transient sta-
bility, small-signal stability, and grid-connected inverters analysis. Where the
dynamical model of the system is vital since it is required to obtain a strong
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model and high simulation efficiency. Therefore, some authors use linearized
equations to develop a steady-state model [Wang et al., 2020][Liu et al., 2015].
While others apply a gradient system generated by a strongly convex func-
tion, thus, the stability analysis is simplified to a series of convex optimiza-
tion problems [Garcés, 2019]. The cause of instability can be found by utiliz-
ing the Lyapunov and eigenvalues method, that employ the sensitivity analy-
sis to determine the effect of DC microgrid parameters on the dominant poles
[Shakerighadi et al., 2018].
Linear matrix inequalities (LMIs) generate quadratic functions that are con-
sidered Lyapunov functions in linear systems to optimization problems, with the
higher level providing on the application. On the other hand, DC microgrids are
composed of storage and constant power loads (CPLs) that are nonlinear and
may cause instability associating optimal problems control with CPL and volt-
age stability. Authors in [Liu et al., 2017], used the control Lyapunov function
to model asymptotic control laws with robust stability. Thus, it has been found
that convex optimization problems robust stability provided polytopic uncer-
tainties on system matrices.
Table 1.1 contains in a visual scheme the portion that is considered in the
articles cited above, evidencing the network topology that is proposed, for this
application is not complete study in those papers. Also, it is compared and
presented with the list of topics described in the different chapters of this thesis,
where robust optimization is fully included.
9 VANESA LONDOÑO
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means not considered; means partially considered;
means fully considered; means relatively considered.
1.4 Organization
In this paper, Section II introduces a comprehensive definition of the control
schemes for DC microgrid, as the configuration with the steady-state model and
the blocks simulation. Section III explains the small-signal analysis formulated
by linearizing the dynamical model of the system for the analysis of eigenvalues
and modes of oscillations applying Lyapunov theory. Section IV focuses on the
validation and robustness of the proposed model thought convex optimization.
Section V presented the conclusions of this thesis.
The results are partially organized for each chapter, with an additional sum-
mary at the end of the chapters. In that order of ideas, Chapter II demonstrates
the correct formulation of control for the proposed DC microgrid since it is pos-
sible to show, with the simulation of blocks, that dynamical equations are cor-
rectly formulated and can be applying for n converters. The stability analysis in
Chapter III demonstrates the appropriate and robust behavior of the parameters
in the system since the micro DC network is stable, despite the different distur-
bances. Additionally, the damping ratio results improves the stability of the DC
microgrid due to can be proved that Newton’s method is a satisfactory technique
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Power-sharing accuracy is developed to reduce line loss and improve the over-
all efficiency of the direct-current (DC) microgrids. At the same time, elec-
tronic converters are essential to integrate into renewable energy with local
alternating-current (AC) generators. Moreover, the system’s stability can be im-
proved with the correct state-space model, where a block simulation is required
to guarantee the correct formulation. This chapter provides a comprehensive
definition of the control for DC microgrid, and the equations for the model de-
sign.
Figure 2.1: Scheme of a DC microgrid.
The concept of a microgrid is introduced as a low voltage energy distribution
that posses its energy resources. The structure is formed by the synchronous
generators, a battery energy storage system, a distributed generator, and cus-
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tomer loads, as shown in Figure 2.1. Microgrids can operate in grid-connected
or island mode, and they are represented as controllable loads. In island mode,
it includes distributed generation (DG) that is mainly shaped with solar and
wind renewable energy sources [dos Santos Neto et al., 2020]. Instead, DC mi-
crogrids with DG posses a stochastic variation, and need a synchronous genera-
tor to improve the power stability .
Table 2.1 shows all the symbols used to describe the system.






Idrefi Grid reference current














2.1 Design of the control
The DC microgrid illustrated in Figure 2.2 consists of a single node that can
have as many converters as is necessary for the operation feeding. It considers
a generator, a converter, and a linear load in parallel with a capacitor. Park
reference frame transformations have been used to simplify the connection be-
tween the control system and power electronics systems reducing generator
variables. Therefore, the active power can be managed independently by con-
trolling the dq0 components while considering voltage source converters (VSCs)
as the interfacing devices [Manias, 2016]. However, the generator information
is keeping in mind without using the phase-locked loop (PLL), since the anal-
ysis is based on the DC side, assuming the PLL works perfectly, and the power
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given by the utility grid can be garanteed with an external control described








Figure 2.2: Block diagram of a microgrid under study.
2.1.1 AC generator
DC microgrids operate in grid-connected or island mode, thus various AC-generating
sources can be implemented depending on the operating mode. When the mi-
crogrid is disconnected from the utility grid or in island mode, the AC part is
replaced by a diesel plant or a hydro-power plant (SHP), among others. For ex-
ample, the SHP consists of a penstock, a hydro turbine, a governor system, and
a generator. The power output is control by the generator through the hydraulic
turbine’s water flow [Gil-González et al., 2020a]. The permanent magnet syn-
chronous generator (PMSG) transforms the mechanical energy in the hydraulic
turbine to electric power. It is Assumed that the SHP’s control posses a correct
operation giving the required output power. Thus, VSC regulates the electrical
power by keeping the DC-link voltage VDC constant.
2.1.2 The voltage source converter
Power electronic converters are required to integrate local loads and distributed
sources into the grid. Figure 2.3 shows the topology of a two-level VSC con-
nected to the microgrid through an RL filter. The DC circuit is represented with
a capacitor as an energy storage device. The VSC self-commutating switches,
as gate turn-off thyristors (GTOs), insulated gate bipolar transistors (IGBTs),
14 VANESA LONDOÑO
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or gate controlled thyristors (IGCTs), can be turned on or off in a controlled
manner [Kalitjuka, 2011]. VSCs can control the active power independently
the switching by a three-phase Pulse-Width Modulated (PWM) converter. The
switching of the IGBTs values follows a PWM pattern, allowing simultaneous
adjustment of the amplitude and phase angle of the converter output voltage
with constant DC voltage.
By applying Kirchoff’s Voltage law in Figure 2.3, it is possible to obtain the
relationship among the VSC input voltages Vabc, the grid voltages Eabc , the




Iabc + Vabc +RgridIabc. (2.1)



























Figure 2.3: Schematic representation of the VSC system.
Control of the grid-connected VSC is often based on current methods, which
is designed in a grid voltage-oriented synchronously rotating reference frame
well-known dq reference frame. The most common controllers applied to the
VSC are the proportional-integral (PI) and linear control techniques. PLL is re-
quired for the coordinate transformation where the phase angle is calculated
by employing PLL and allows space vector based controllers to be implemented
[Wang et al., 2017]. A properly adjusted synchronous controller allows the AC
variables have a behavior as DC variables [Teodorescu et al., 2011].
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Figure 2.4: Vector control strategy for the VSC.
2.1.3 Park transformation
Park transformation is used to transform the abc three-phase components to the
synchronous reference frame. The power invariant dq0 transform is employed
and expressed as  xdxq
x0
 = [xr], (2.2)
[xr] = [T ] · [x], (2.3)




This transformation can be applied for currents or voltage power flow in a














the power invariant Park’s transformation is orthogonal uniformly-scaled, which
fulfills, [T ]−1 = [T ]> meaning the power in both reference frames is equal
Pabc = Pdq0.
The relationship between the abc frame and dq0 frame may be expressed as
(2.5).
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Vd = cos θ Va + cos θ −
2π
3




Vq = sen θ Va + sen θ −
2π
3




where Vd and Vq are the converter terminal voltages in dq frame.
Power calculation in the synchronous reference frame is defined as [Peng and Lai, 1996].
S = P + jQ,
Sdq = VdqIdq∗ ,
Vdq = Vd + jVq,
Idq = Id + jIq,
Sdq = VdId + VqIq︸ ︷︷ ︸
P
+j (VqId − VdIq)︸ ︷︷ ︸
Q
.
Hence, active power in Park transformation in two-phases (dq) based on last
equation can be expressed as (2.7).
PAC = VdId + VqIq, (2.7)
typically, the PLL is designed to align it to the q voltage, hence, Vq = 0 and the
active power can simplify, as follows
PAC = VdId, (2.8)
where Vd = Vgrid
PAC = VgridId. (2.9)
2.1.4 DC Circuit
In this study, we consider two converter-based DC microgrid to facilitate the
analysis; nevertheless, the equations are first explained for one converter and
later they will be expressed in a general way. The DC microgrid dynamics can
be expressed as a state-space model.
Assuming that the electronic components have no losses, the power on the AC
side is equal with the power that is transferred from the DC side;
PAC = PDC . (2.10)
From (2.7) we have that:
VgridId = VDCIDC . (2.11)
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Figure 2.5: Diagram of the DC side.






ẋ2 = x1 −RDC1x2 − x7,









The inner loop can control the power between the DC-link and the grid, the
constant quantities are necessary to design the control scheme. For that rea-
son the mathematical model of the three-phase inverter in abc coordinates is
transformed into a mathematical model of the three-phase inverter in dq0. Con-
sequently, in (2.12) is given in dq0 reference, where w is the system frequency






































Iq + wLgridId + Vq +RgridId. (2.13)
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Figure 2.6: Control block diagram for the Inner Loop.
Figure 2.6 presents the control structure to regulate Idi as Idi(ref) .







where X(s) is the reference input, Y (s) is the output, H(s) is the plant and






















Kpi = 2ξωnL−R, KiI = ω2nL. (2.18)
There are several forms to tune Kpi and KiI , considering the best impulse
response of the internal loop, the tuning that has a steady state error (ε), and
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Knowing the state-space representation for the inner Loop control the fol-
lowing equations are found
Lgrid1 ẋ3 = (Id1(ref) − x3)Kpi +KiIx4 + Vgrid − x3Rgrid,
ẋ4 = Id1(ref) − x3,
where x3 = Id1 and x4 is the integral action of the inner loop.
2.1.6 Outer Loop
The outer loop is necessary to control the DC voltage of the load, the voltage
regulation can be solved by an outer loop with a PI control action, with the
following transfer function:
























= 0 = s2 + 2ξωns+ ω
2
n, (2.22)
by comparing , we get:
Kpo = 2ξωnC, Kio = ω
2
nC. (2.23)
To tune the constants as in the case of the inner loop, the tuning with over-












; 0 ≤Mp ≤ 1. (2.25)
The new values of the constants Kpo and Kio can be implemented in the
simulations results.
On the other hand, the outer loop maintains the voltage in the dc link imple-
menting the control block of the Figure 2.7.
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Figure 2.7: Control block diagram for the Outer Loop.
Applying the space of state representation for the outer loop control the
following equations are found:
Id1(ref) = (VDC1(ref) − x1)Kpo +Kiox5,
ẋ5 = VDC1(ref) − x1,
where x5 is the integral action of the outer loop.
2.1.7 Power-sharing
The DC voltage droop control is implemented to ensure accurate sharing of load
power. The active power-sharing is achieved by controlling voltage setpoints.
However, AC systems nodes can be classified in PQ and PV (two variables) ac-
cording to the control in each node, and DC systems nodes are controlled only
for one variable [Park et al., 2018]. In AC droop control the closest resembling
droop is the real (P-f) and reactive (Q-V) while DC microgrids only required
(P-V) droop, avoiding the reactive power compensation, and reactive currents
in the structure. Moreover, the control strategies simplified the synchronization
with DC microgrids to the grid since the elimination of frequency and voltage
phase angles [Alabdulwahab and Shahidehpour, 2016]. The DC voltage droop
is shown in Figure 2.8.
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Figure 2.8: P-V droop control in DC: (a) P-V droop characteristic in DC micro-
grids and (b) Control block diagram for the droop control .
From Figure 2.8, P1 is the power grid at the point of common coupling, Pof1
is the desired reference power, kdp1 is the droop constant.
ẋ6 = 10(Pof1 − x6),
P1 = Vgridx3,
where x6 is the power of the droop control.
The equations for two converter-based DC micro-grid are described, and the
steady-state model can be developed for n converters.
2.2 Complete dynamical model
The behavior of the dynamics of the system may be described by a set of n
first-order differential equations.
ẋi = Alxn + ϕ(xn) +Bu i = 1, 2, . . . , n. (2.26)
where x is the state vector of the system with n dimension, u is the input vector
with m dimension, Al ∈ Rn×n represents the linear inputs, ϕ is no-linear inputs
and B ∈ Rm×n represents the linear outputs.
Consequently, the overall DC microgrid system can be written compactly for
all nodes applying:
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n is equal to 6k + 1 and is the length of the matrix A.
k is the number of the converters.
s is equal to 6k − 1.
m is the length of the matrix B.





LDCk ẋ(2+s) = x(1+s) −RDCkx(2+s) − x(6n+1). (2.28)
Lgridk ẋ(3+s) = Vgrid(1+h) −Rgridkx(3+s) +Kpik(Kpok(V̂ref(1+h),
+Kdpk(Pof1(1+h) − x(6+s))− x(1+s)) +Kiokx(5+s),
− x(3+s)) +KiIkx(4+s). (2.29)
ẋ(4+s) = Kpok(V̂ref(1+h) +Kdpk(Pof1(1+h) − x(6+s))− x(1+s)),
+Kiokx(5+s) − x(3+s). (2.30)
ẋ(5+s) = V̂ref(1+h) +Kdpk(Pof1(1+h) − x(6+s))− x(1+s). (2.31)












Based on the equations for the design of the control system explained above,
the formulas for two converters are formulated by calculating the constants
Kpi, KiI , Kpo, Kio and kdroop as follows.
Inner Loop
ε = 0.02, ts = 1e−3, ξ = 4, ωn = 978.0058,
Kpi = 430.2725, KiI = 5.2607e
4. (2.34)
Outer Loop
Mp = 0.05, ωn = 2π60, ξ = 4.0702
Kpo = 6.7515, Kio = 625.3381. (2.35)
Power Control
Kdp1 = 0.025, Kdp2 = 0.025. (2.36)
The parameters for DC microgrid applying (2.26) are expressed in Table 2.2
for the two converters.
23 VANESA LONDOÑO
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Table 2.2: Parameters of DC microgrid for two converters.













Pof1 800 Pof2 800
Vgrid 400 wn 2π60





LDC1 ẋ2 = x1 −RDC1x2 − x13. (2.38)
Lgrid1 ẋ3 = Vgrid13 −Rgrid1x3 +Kpi1(Kpo1(V̂ref12 +Kdp1(Pof11 − x6)− x1),
+Kio1x5 − x3) +KiI1x4. (2.39)
ẋ4 = Kpo1(V̂ref12 +Kdp1(Pof11 − x6)− x1) +Kio2x5 − x3. (2.40)
ẋ5 = V̂ref12 +Kdp1(Pof11 − x6)− x1. (2.41)





LDC2 ẋ8 = x7 −RDC2x8 − x13. (2.44)
Lgrid2 ẋ9 = Vgrid26 −Rgrid2x9 +Kpi2(Kpo2(V̂ref25 +Kdp2(Pof24 − x12)− x7),
+Kio2x11 − x9) +KIi2x10. (2.45)
ẋ10 = Kpo2(V̂ref25 +Kdp2(Pof24 − x12)− x7) +Kio2x11 − x9. (2.46)
ẋ11 = V̂ref25 +Kdp2(Pof24 − x12)− x7. (2.47)
ẋ12 = 10(Vgridx9 − x12). (2.48)




To ratify that the state-space representation is providing the correct infor-
mation from the system. The simulation is compiled using blocks, as shown in
Figure 2.9, for comparing the results from the equations.
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Figure 2.9: Simulation of the microgrid system by blocks.
2.4 Summary of results
In this chapter, the microgrid model with a single node was simulated by blocks
and by state-space equations. For each model, the parameter was provided ap-
plying the formulas for the optimal control in Park and Clark frame references.
Additionally, the mathematical model was designed with the inner and outer
loop theory to guarantee the voltage and current regulation. Nevertheless, the
power-sharing is required to ensure that the voltage setpoint is given a stable
grid.
The state-space calculation was developed for n-converters. However, the
simulations were modeled for two converters for simplifying the analysis. It
was corroborated that the space-state model of the equation (2.26) is an ap-
propriate representation of the microgrid model since the waveform of the grid
current and DC voltage for both models is the same. The inner loop is control-
ling the power between the DC-link, and the grid. Indeed, the outer loop is
controlling the DC voltage of the load. Thus, current and voltage are controlled
efficiently following the reference since the DC voltage droop is controlling the
voltage setpoint.
Comparing the results of the block simulation as is shown in Figure 2.9,
with the state-space equations from (2.37) to (2.49), the variables are assigned.
Where the Idimati is the current for the state-space model simulated in Matlab,
and the Idisim simulated in Simulink by blocks. Similarly for the Figure 2.11,
the VDCimat represent the Matlab simulation, and VDCisim for Simulink.
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Figure 2.10: Grid current waveform for block simulation and state-space model.















Figure 2.11: DC voltage waveform for block simulation and state-space model.
Figure 2.10 and 2.11 show the waveform of the grid current and DC link
voltage. The response of the block simulation for the current is expressed by
Idisim , and state-space equations by Idimat for both converters. Evidencing that
the tuning selected for the constants of the control is efficiently in the inner
and control loop controllers. Also, the power-sharing sets the voltage in the




The complexity and disturbances of the modern power system have increased,
in the least years, because of the small variations in loads and generations.
According to the stability theory, the system’s stability can be understood de-
pending on the duration of the fault that strongly influences on system stability
and the ability to remain in synchronism. Stability Analysis is presented in two
broad classes [Padiyar, 2008].
• Steady-State or Small-Signal Stability (SSS): It belongs to small distur-
bance.
• Transient Stability (TS): for a particular large disturbance or sequence of
disturbances.
The study case of this research is small-signal stability (SSS) to analyze and
control the dynamic stability of microgrid described in Section 2, maintaining
synchronize the system. Physically power system stability can be classified into
two main categories – angle stability or rotor angle stability and voltage stability
[Mondal et al., 2014]. Voltage stability can be defined as ”the ability of a system
to maintain steady acceptable voltages at all buses following a system contin-
gency or disturbance,” guarantee the system conditions to control the droop.
For this chapter, it is necessary to make the linearization of the system, allowing
the analysis of eigenvalues and modes of oscillations.
3.1 Small-Signal stability
The small-signal study allows carrying out the analysis of the DC microgrids’ sta-
bility under small disturbances. When the oscillations generated by the small
disturbances are low for a long time, the DC microgrids will not present prob-
lems; therefore, it will be stable. Otherwise, DC microgrid will be unstable
if the magnitude of the oscillations continues to increase [Garcés, 2018]. The
operation of the DC microgrid can be affected by small disturbances that are
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generated by numerous factors, characteristics of the control devices, initial op-
erating conditions, the components of the DC microgrid, etc.
The small-signal dynamics of a DC microgrid are obtained by linearizing its
dynamic systems around a steady-state operating point [Mondal et al., 2014].
The initial condition is normally computed from a base case’s power flow solu-
tion, which can be calculated using the classical Newton’s method. Further-
more, Newton’s method guarantees the solution with a globally convergent
property, if it exists regardless of its initial point [Eajal et al., 2016]. Accord-
ing to Newton’s method, the set of nonlinear equations modeling the steady-
state behavior, when iteratively the linearizations of the system get closer to the
steady-state operating point as
min fi(x1, . . . , xn), (3.1)
A(x1, . . . , xn) = b, (3.2)
(3.3)
Using the Lagrangian representation the model can be written as (3.4).








+A>λ = 0, (3.5)
fi(xn) is the set of non linear equation, N = (1, 2, . . . n) are the variables as-
signed as xn and Dfi(xn) is the Jacobian for the functions fi(xn) . The update
is represented by ∆k that assures fi(xk + δk) < fi(xk) as follow.
∆fi(x
k







The steady-state operating point is represented in (3.8).
x(k+1)n = x
k
n − [Dfi(xkn)]−1∆fi(xkn). (3.8)
3.1.1 Linearization
Linearization is a linear approximation of a nonlinear system that is valid in a
small region around an operating point. Considering that a nonlinear system
can be defined as
ẋ = f(x) + g(x)u, (3.9)
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where x ∈ Rn is the states vector, g(x) ∈ Rn×m is the input matrix, and u ∈ Rm
is input control.
Let A denotes the Jacobian matrix of system (3.9) with respect to x whose
elements are given by partial derivatives ∂fi/∂xn around a steady-state operat-
ing point, while B denotes the Jacobian matrix of system (3.9) with respect to















where xo and uo represent the operating point for states variables and input
control.
The linear approximation of the nonlinear system (3.9) can be represented
as
∆ẋ = A∆xn +B∆u. (3.12)
A = Alx+ ϕ(x). (3.13)
Now, applying the linear approximation to system dynamic (2.26), the ma-
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Based on the all equations are linear, state-space model can be written as
fi(xn) = Axn +Bu. (3.14)
where
xn is the state vector of the system with n dimension.
u is the input vector with m dimension.
A is the linear inputs matrix of size n× n.
B is the linear outputs matrix of the plant of size m× n.
The equilibrium point can be calculated numerically with:
f(x0) = 0. (3.15)
3.1.2 Stability analysis
The theoretical basis to study microgrids small-signal stability is the Lyapunov
linearized method. Linear systems allow finding if a system is stable by iden-
tifying the eigenvalues and eigenvectors of state matrix A. According to this
method, there are two behaviors for the small disturbance in steady-state; The
first case is that the oscillations of all modes are decaying approaching zero with
the time being asymptotically stable, thus, all eigenvalues of the corresponding
matrix A have a negative real part. Another possibility is that oscillations in-
crease indefinitely with the time, and for that at least one of the eigenvalues of
A lie on the right half part of the complex plane [Wang et al., 2010] .
The eigenvalues are represented by the scalar parameters λ, but it is only an
eigenvalue of the matrix A ∈ Rn×n if exists an n-column vector φ ∈ Rn different
to zero to the equation
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Aφi = λiφi i = 1, 2, . . . , n. (3.16)
To determinate the eigenvalues of the matrix A the following equation may
be considered:
(A− λiI)φi = 0, (3.17)
for a non-trivial solution
det(A− λI) = 0. (3.18)
Each of the vectors φi of (3.19) is known as the right eigenvector associated
with the eigenvalue λi. Similarly, the left eigenvector ψi is related with the
eigenvalue λi [Kundur et al., 1994].
Aψi = λiψi. (3.19)
Hence, there is n eigenvalue for a nxn matrix, but the eigenvector is not unique
generated by the following analysis. Where the left and right eigenvectors asso-
ciating with different eigenvalues are orthogonal.
Φ = [Φ1 Φ2 . . . Φn], (3.20)
Ψ = [Ψ>1 Ψ
>





(3.19) can be expanded as shown (3.22).
AΦ = ΦΛ, (3.22)
Thus,
ΦAΦ−1 = ΦΛΦ−1, (3.23)
ΦAΦ−1 = Λ. (3.24)
Applying eigen properties ΨΦ = I and Ψ = Φ−1 is possible cancel the cross-
coupling associated with the differential equation (3.12) with free motion.
∆ẋi = A∆xn, (3.25)
∆xn = Φyn, (3.26)
∆ẋi = Φ̇yi, (3.27)
Then,
Φẏi = AΦyn, (3.28)
ẏi = Φ
−1AΦyn, (3.29)
ẏi = Λyn. (3.30)
The new state equation is found with n uncoupled equations. The Figure 3.1
shows the trajectory behavior for the combinations of eigenvalues around the
singular points, for the systems transformed in two dimensions.
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Figure 3.1: Trajectory behavior for the combinations of eigenvalues around the
singular points
To clarify the stability analysis the transformation of (3.25) is given by
y(t) = y(0)eλit. (3.31)
Such that y(0) is the initial condition in t=0.
Therefore, system stability is determined by the eigenvalues λi and identified by
time characteristic eλit. Complex eigenvalues have a conjugate pair (λ = σ±jω)
where the real part of the eigenvalue describes system oscillation damping ξ and





As can be seen in the graphic the system is asymptotically stable if the real λi < 0
where the points that are on the imaginary axis produce a constant oscillation,
consequently, they are considered stable.
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Figure 3.2: Trajectory of the dynamic system oscillation for the combinations of
complex eigenvalues
3.1.3 Sensitivity analysis
To determine with state variables are more relational with the oscillations of
the dynamical system, is required the sensitivity analysis of the eigenvalues
considering (3.19).
Aφi = λiφi (3.33)
In order to establish the changes of the oscillations modes; the derivation is


































Note that ψiφi = 1 and ∂λi/∂akm is a scalar, also ∂A/∂akm is a matrix of
zero with only one element in the km position which is equal to 1. Thus, the
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3.2 Results
Following the analysis of the small-signal dynamics is necessary to develop a
load flow calculation at a given steady-state operation condition of the micro-
grid. Applying (3.5) the linearized equations are established. Thereafter, the
resulting A system state matrix from (3.13) that was computed in Matlab, and
its size will depend on the number of DC lines connected in the system. In this
case, there are two connections to simplify the analysis of the results.
As explained previously in eigenvalues analysis all real parts must be nega-
tive to obtain an asymptotically stable system under all operational conditions.
Therefore it is required to find the parameters which can achieve better stabil-
ity in the system avoiding all the oscillations that cause the system to become
unstable. The parameters that affect the behavior of the system most are the
constant for the droop control, outer loop constants, inner loop constants, the
filter resistance, and the filter inductance.
To demonstrate these variations; succeeding figures are showing the in-
crease in the eigenvalues of the state matrix A, that is varying with respect
to the base case. The dynamical system was simulated with the equilibrium
point obtained in Table 3.1 from (3.8), applying the base case, by using New-
ton’s method. The system is therefore stable asymptotically since the real part
of each of the eigenvalues is negative, and the variable will reach to zero.















The equilibrium point is found when f(x0) = 0, with the solution that is
presented in the Table 3.2; it can be proved that Newton’s method is a satis-
factory technique to find the value with small error, as well as, the steady-state
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MASTER’S PROGRAM IN ELECTRICAL ENGINEERING UTP
equation is correctly modeling the system.
Table 3.2: Base case parameters and range evaluated for sensitivity analysis .
Parameter Base case Value Range evaluated
kdroop 0.025 400 x base
Kpouter 6.7515 29.6230 x base
Kiouter 625.3381 83.5548 x base
Kpinner 430.2725 2.3241 x base
Kiinner 5.2607e
4 100 x base
Lgrid 55e
−3 100 x base
Rgrid 50e
−3 360000 x base
A sensitivity analysis is required to identify which poles are more or less
sensitive in the variation of the parameters or impact the system stability. To
determine the stability of the microgrid for small variations around the equilib-
rium point; it is mandatory to compute the eigenvalues of the matrix A. The
base case for the parameters that were previously shaded, appears in Table 3.2.
Also, the range for generated different scenarios with the parameters on the
stability analysis is given. The eigenvalues for the base case parameters have a
real part, that achieved stability in the system. The real part of the eigenvalue
defines how the magnitude of the parameters decreases or increases, while the
imaginary part affects the frequency of oscillation.
Stability is a qualitative property of differential equations since it is not pos-
sible to affirm that one system is more or less stable than another. However,
the greater the magnitude of the real part, the greater the rate of growth or
decrease in the oscillation mode. Therefore, The damping rate can determine
the oscillation mode. If it is less than 5%, as represented by the triangle for
the eigenvalues graphics or square for damping variation images; may indicate
oscillation problems that can be correct through proper parameters of the grid
and controls [Mendoza-Armenta and Dobson, 2015].
3.3 Summary of results
The microgrid’s small-signal stability was provided in this section, using the
mathematical linearization model around a steady-state operating point, and
applying Lyapunov theory. The process started with the analysis of the eigen-
values and modes of oscillations, for two converters. From Figure 3.3 to 3.16
the base case was varied to determinate which eigenvalues became unstable.
Specifically, the value of the eigenvalues Kiouter and Lgrid in the last iterations;
lies on the right half of the complex plane, thus the system is unstable for those
scenarios.
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The selection of the parameters of Table 3.2 can support the DC microgrid
to be robust against different disturbances. Besides, damping ratio analysis im-
proves the stability of the system, as is shown in the damping graphics. Where
the axis x is the variation for each of the parameters, y represents the state vari-
ables and z the damping in percentage. If the damping is 100% for all variations,
it is guaranteed that the constant is not affected by the state variable; since it
will be asymptotically stable and should not be analyzed in all graphs. Instead,
if the damping graphics are decaying below the blue square, as in Figure 3.8
and 3.14, evidence that those parameters have more impact in the stability.
Varying the parameter for the droop controller kdroop in a range between
0.025 and 10. The system of the Figure 3.3 becomes less stable but in minimal
proportion as is evidence in Figure 3.4 where the oscillations are minor.
The control constant for Kpouter and Kiouter are presenting different behav-
iors, since Figure 3.5 is affected similarly with the droop coefficient. However,
Figure 3.7 became unstable proving that the system is more sensible with con-
siderable damping variations in Figure 3.8 associating with DC voltage, circuit
current, AC current, and load voltage.
Analysing the eigenvalues for the inner lopp constants in Figure 3.9, 3.11,
the system do not have important influence in the stability and, the oscillatory
Figure 3.10, 3.12 becomes more stable and better damped with larger values.
The iteration of Lgrid by the subtraction between DC voltage reference and
DC voltage, and reference power affect the stability significantly. On the hand,
Figure 3.15 for Rgrid possess exponential functions or constant lines that do not
affect stability. Clearly, the system is less oscillatory when the imaginary part is
smaller, so it is damped out at a much faster rate.
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Figure 3.3: Eigenvalues of the system for different values of kdroop. The points
marked with square represent the base case and the rest of the points are the

















Figure 3.4: Damping variation for different values of kdroop .
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Figure 3.5: Eigenvalues of the system for different values of Kpouter. The points
marked with square represent the base case and the rest of the points are the

















Figure 3.6: Damping variation for different values of Kpouter .
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Figure 3.7: Eigenvalues of the system for different values of Kiouter. The points
marked with square represent the base case and the rest of the points are the





















Figure 3.8: Damping variation for different values of kiouter .
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Figure 3.9: Eigenvalues of the system for different values of Kpinner. The points
marked with square represent the base case and the rest of the points are the





















Figure 3.10: Damping variation for different values of Kpinner .
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Figure 3.11: Eigenvalues of the system for different values of Kiinner. The points
marked with square represent the base case and the rest of the points are the





















Figure 3.12: Damping variation for different values of Kiinner .
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Figure 3.13: Eigenvalues of the system for different values of Lgrid. The points
marked with square represent the base case and the rest of the points are the



















Figure 3.14: Damping variation for different values of Lgrid .
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Figure 3.15: Eigenvalues of the system for different values of Rgrid. The points
marked with square represent the base case and the rest of the points are the

















Figure 3.16: Damping variation for different values of Rgrid .
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The participation factor matrix from the right and left eigenvectors of the
matrix A, for the base-case indicates the relationship between the states and
the modes. As seen in Figure 3.17, the microgrid states have a dominant effect
on the complex pair λ4,13, λ5,10, λ5,11, λ5,12, λ10,10, λ11,10, λ11,10, λ11,11, λ11,12,
λ13,4, λ13,5, λ13,6; which represent the inner loop, outer loop and DC circuit in
both converters.
Base-case ensures stable operation improving the stability of the DC micro-
grid according to correctly steady-stead performance. Moreover, the influence
of control constants is satisfactory to the damping results of these oscillations
modes.

























































The main aim of this chapter is to formulate a robust problem for different oper-
ation states of the DC microgrid. It is required to proving a comprehensive study
on the application of convex optimization by formulating linear matrix inequal-
ities (LMIs), as the constraints of the optimization problem in the semidefinite
program (SDP) form, and solve using cvx. The SDPs structure has the advan-
tage that allows robust control for minimizing the oscillations problems in the
DC microgrid. Moreover, the Lyapunov function is found using convex tech-
niques by adding an artificial variable as the objective of the problem.
4.1 Convex Optimization
To design the model of optimization is the essential clasify the four different
types of mathematical optimization problems: linear programming (LP), integer
programming (IP), nonlinear programming (NLP), and mixed-integer nonlinear
programming(MINLP). Linear functions predominate in mathematical program-
ming, for their convenient mathematical properties. The importance of those
functions is attached to convex spaces since it is related to considerable ad-
vantages. In brief, a convex model guarantee uniqueness in the solution and
convergence under specific conditions, also global optimum and real-time oper-
ation, since any convex problem can be computationally solved.
Integer problems as well as most non-linear problems are non-convex and
therefore do not guarantee global optimum. However, there are several method-
ologies to convert into convex approximations. The theoretical foundation of
convex optimization and its application range allows guaranteeing efficient re-
sults for each of the different types of applications. Specifically, convex opti-
mization problems are those that are defined within a space of convex solutions.
The convex spaces can be identified graphically, with Figure 4.1, which shows a
convex set ΩA and a non-convex set ΩB . The first set is convex since the points
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in the line segment [x1, x2] are not out of space. The formal definition is pre-
sented below:
Convex optimization problems, Ω ⊆ Rn can be identified by any pair of
points, x1,x2 ∈ Ω, one has [x1, x2] ⊆ Ω where [x1, x2] is the line segment con-
necting x1 and x2 such that
(1− λ)x1 + λx2 ∈ Ω. (4.1)







Figure 4.1: Example of a convex ΩA and a non-convex ΩB sets. In a convex
space, all points in the interval [x1, x2] belong in the space.
A function f : Rn is convex if the domain is convex. This implies for all pair
of points A,B ∈ Rn such that
f(λxA + (1− λ)xB) ≤ λf(xA) + (1− λ)f(xB). (4.2)
For all λ ∈ R, 0 ≤ λ ≤ 1.
Figure 4.2 represents a convex and non-convex function, where any line
segment between two points A,B must be above the function to make it convex.
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Figure 4.2: Example of a convex and a non-convex function. In a convex func-
tion, all points in the interval [A,B] lies above the graph.
A convex optimization problem has the form [Boyd et al., 2004]
min f0(x)
subject to fi(x) ≤ bi, i = 1, . . . ,m,
(4.3)
Where the functions f0, . . . , fm : Rn → R are convex and satisfy
fi(αx+ βy) ≤ αfi(x) + βfi(y), (4.4)
with
α+ β = 1 α ≥ 0, β ≥ 0. (4.5)
A particular type of convex optimization models are formulated as gener-
alized inequality constraints by applying the inequality constraint to be vector
value, and employing generalized inequalities in the constraints [Boyd et al., 2004].
min f0(x)
subject to fi(x)  Ki 0, i = 1, . . . ,m
Ax = b,
(4.6)
where f0 : Rn → R, Ki ⊆ Rki are proper cones.
The formulation of the generalized inequality constraints is greater with
cone problems, that posses a linear objective. The principal is to find the best
geometric features that meet the objectives of the model. Thus, the hierarchy
for some convex optimization is shown in Figure 4.3.
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Figure 4.3: Hierarchy of several optimization problems.Semidefinite program
(SDP), second-order cone program (SOCP), quadratic program (QP), quadrati-
cally constrained quadratic program(QCQP), Linear program LP.
This master’s thesis is oriented to the use of semidefinite programming as
presented in the next section.
4.2 Semidefinite programming
A particular case of conical optimization is the cone of positive semidefinite
matrices, and the resulting problem is called SDP [Anjos and Lasserre, 2011].
Where a linear function of a symmetric matrix variable x is optimized subject to
linear constraints on the elements of x, and additionals with x positive semidef-
inite. The inequality is modified, thus, k is the partial order induced on Sk by
the cone of positive semidefinite k × k matrices, as follows
min c>x
subject to x1F1 + . . .+ xnFn +G  0
Ax = b,
(4.7)
where c ∈ Rm andm+1 symmetric matricesG, F1, . . . , Fn ∈ Sk, and A ∈ Rp×p.
Semidefinite programs unify several standard problems such as LP and QP,
that in the majority of the cases the constraints are equivalent to linear matrix
inequality (LMI) [Vandenberghe and Boyd, 1996]. Additionally, SDP appears in
various important applications, and it can be solved efficiently in practice.
4.2.1 Linear matrix inequalities
LMIs arise in system and control theory, it can be formulated as convex opti-
mization problems, and has the form
48 VANESA LONDOÑO
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F (x) , F0 +
m∑
i=1
xiFi ≥ 0, (4.8)
thus x ∈ R and the symmetric matrix Fi = F>i ∈ R, i = 0, . . . ,m, being F (x)
semi-defined positive, i.e. u>F (x)u ≥ 0 for any number other than zero u ∈ R.
Equation (4.8) is a convex constraint in x, as the set {x|F (x) > 0} is convex.
Although the shape of the LMI appears to be specified, due to (4.8), it can be
represented by a diversity of convex constraints in x such as linear inequali-
ties, quadratic inequalities, matrix norm inequalities, and constraints that arise
in control theory such as Lyapunov and convex quadratic matrix inequalities
[Boyd et al., 1994].
On the other hand, the Lyapunov theory can also be understood with the
differential equation
ẋ(t) = Ax(t), (4.9)
The system (4.9) is stable if and only if there exist a positive-define matrix Q
such that
A>Q+QA < 0, (4.10)
where A ∈ Rn×n and Q = Q> is the variable. In this case, LMIs is changed in a
condensed form where F0 = 0 and Fi = −A>Qi −QiA.
Quadratic Lyapunov function can be found by solving the constraints Q ≥ 0,
A>Q+QA ≥ 0 with any I = I> ≤ 0 to solve the linear equation A>Q+QA =
−I for the matrix Q.
A>Q+QA+ I  0, (4.11)
Finally, the problem can be formulated as an optimization problem by adding
an artificial variable µ
max µ




If a Q exists, then Lyapunov function V (z) = z>Pz shows that the system
ẋ(t) = Ax(t) is globally asymptotically stable [Vandenberghe and Boyd, 1993].
4.3 Robust problem approach
The robust optimization techniques can be applied in the convex optimization
problem as SDP in (4.12). Various scenarios are analyzed for different oper-
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ating states, where the system is changing the percentage associated with the
total power. The goal is to find a solution that is feasible for all data and optimal
in some sense .
Formulating a robust approximation problems as SDPs, A is a matrix that
has a variation A = {A1, . . . , Ak}. Resulting in several constraints that repre-
sent each of the scenarios.
max µ









To program the optimization problem in (4.12), the cvx software package is
used to find the symmetric matrix Q that proves that the system is stable, and
satisfy the inequality (4.11) for the SDP; when the constraints consist of LMI
represented by Lyapunov inequality. Robust optimization permit to the DC mi-
crogrid more reliable results, since the converter power is varying in a range of
percentages that simulate the five cases.
The different scenarios are proposed to the both converters of the test system
found with (3.12). Figure 4.4 represent the power curves for the converter. The
power for each converter is 800MW operating at 100% of the capacity, as is the
case for the scenario P1a and P4b . For the first scenario the second converter
power is P1b = 80MW , the second is P2a = 320MW and P2b = 560MW
respectively, P3a = 640MW and P3b = 240MW in the third case. Finally P5a =
480MW and P5b = 400MW as is shown in Figure 4.4.
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(b) Power for converter b.
Figure 4.4: Power curves for both converters.
4.5 Summary of results
Convex optimization definition is necessary for applying semidefinite and ro-
bust programs described with emphasizing LMIs equations. In brief, The robust
optimization evidenced the adequate operation of the control over the DC mi-
crogrid with the parameters of the base case implemented in chapter 3 that
appear in Table 3.2. Generating a variation in the power for different scenarios
of power states, as is shown in 4.4, the Lyapunov theory is demonstrated, since
existing a matrix Q for the system.
It is necessary to define the variable A for the code, before the objective
function that for this problem is the artificial variable µ, then the LMI constraints
and the other constraints. cxv guarantee the result, with a solved status and
optimal value of 1.0490e−14. The solver satisfies the constraints and finds the
solution in only 26 iterations with a total time of 0.63 seconds. Hence, cvx is
straightforward to implement.
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Q = 1e7

0.0452 0.0002 0.0000 −0.0045 0.0946 −0.0052
0.0002 0.0016 0.0000 −0.0045 −0.0242 −0.0000
0.0000 0.0000 0.0000 −0.0000 −0.0001 0.0000
−0.0045 −0.0045 −0.0000 0.2403 1.1308 −0.0004
0.0946 −0.0242 −0.0001 1.1308 8.0218 −0.0164
−0.0052 −0.0000 0.0000 −0.0004 −0.0164 0.0006
0.0446 0.0002 0.0000 0.0015 0.1260 −0.0052
0.0002 0.0015 0.0000 −0.0037 −0.0202 −0.0000
0.0000 0.0000 0.0000 −0.0000 −0.0000 0.0000
0.0015 −0.0037 −0.0000 0.0338 0.1575 −0.0002
0.1260 −0.0202 −0.0000 0.1575 1.2406 −0.0150
−0.0052 −0.0000 0.0000 −0.0002 −0.0150 0.0006
0.0096 0.0001 −0.0000 −0.0049 0.0026 −0.0012
0.0446 0.0002 0.0000 0.0015 0.1260 −0.0052 0.0096
0.0002 0.0015 0.0000 −0.0037 −0.0202 −0.0000 0.0001
0.0000 0.0000 0.0000 −0.0000 −0.0000 0.0000 −0.0000
0.0015 −0.0037 −0.0000 0.0338 0.1575 −0.0002 −0.0049
0.1260 −0.0202 −0.0000 0.1575 1.2406 −0.0150 0.0026
0.0052 −0.0000 0.0000 −0.0002 −0.0150 0.0006 −0.0012
0.0452 0.0002 0.0000 −0.0045 0.0946 −0.0052 0.0096
0.0002 0.0016 0.0000 −0.0045 −0.0243 −0.0000 0.0001
0.0000 0.0000 0.0000 −0.0000 −0.0001 0.0000 −0.0000
−0.0045 −0.0045 −0.0000 0.2403 1.1308 −0.0004 −0.0049
0.0946 −0.0243 −0.0001 1.1308 8.0218 −0.0164 0.0026
−0.0052 −0.0000 0.0000 −0.0004 −0.0164 0.0006 −0.0012




Conclusions and future works
• An AC generator connected with a DC microgrid through VSC control has
been designed. The performance has been found satisfactory under the
control strategy, since both simulations, in the dynamic model and the
block model, are stables and follow the references.
• The small-signal dynamics of a DC microgrid are obtained by linearizing
its dynamic systems around a steady-state operating point with the New-
ton algorithm. However, Newton’s method guarantees the solution with a
globally convergent property, when existing regardless of its initial point.
• The theoretical basis to study microgrids small-signal stability is the Lya-
punov linearized method. Allow finding if stable systems or unstable by
identifying the eigenvalues and eigenvectors of state matrix A.
• The sensitivity analysis of the eigenvalues is required to determine with
state variables are more relational with the oscillations of the dynamical
system. Therefore, it is required to find the parameters which can achieve
better stability in the system avoiding all the oscillations that cause the
system to become unstable.
• The poles that have more impact on the variation of the parameters were
identified, giving to the DC microgrid robustness against different distur-
bances and the influence of their ranges.
• Convex optimization allows formulated semidefinite problems with Lya-
punov LMI as constraints. Also, the robust optimization guarantees that
the system is asymptotically stable for various scenarios for the operating
states when the solution is feasible and optimal for all data.
• The simulation of DC microgrid has been presented. The simulation is
performed in the dynamical model and block model. The optimization ef-
fects are validated through several case studies under different operating
conditions to find system identification with the optimum constants of the
control.
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5.1 Future works
The future works derived from this master’s thesis are:
• Consider in the model Constant power loads (CPL), where exist uncer-
tainty in the load.
• Develop a stability model considering the randomness of the primary re-
source.
• Employ bilinear matrix innequalities in convex optimization.
54 VANESA LONDOÑO
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de Antioquia, (89):1–7.
[Garcés, 2019] Garcés, A. (2019). Stability analysis of dc-microgrids: A gra-
dient formulation. Journal of Control, Automation and Electrical Systems,
30(6):985–993.
[Garces, 2020] Garces, A. (2020). Small-signal stability in island residential
microgrids considering droop controls and multiple scenarios of generation.
Electric Power Systems Research, 185:106371.
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