Abstract. We obtain a simple formula for the first-order trace of a regular differential operator on a segment perturbated by a multiplication operator. The main analytic ingredient of the proof is an improvement of the Tamarkin equiconvergence theorem.
1. Introduction 1.1. Historical remarks. Consider a formal differential expression of the order n > 2,`W
acting on functions on some segment OEa; b (D denotes differentiation with respect to x). We assume p k to be summable functions. Let P j and Q j , j 2 f0; : : : ; n 1g, be polynomials whose degrees do not exceed n 1. Then one can form the boundary conditions:
P j .D/y.a/ C Q j .D/y.b/ D 0; j 2 f0; : : : ; n 1g;
where y is an arbitrary function. 1 The first author is supported by the St. Petersburg State University grant 6.38.64.2012 and by the RFBR grant 13-01-00172. 2 The second author is supported by RFBR grant 11-01-00526. 3 The second and the third authors are supported by the Chebyshev Laboratory (SPbU), RF Government grant 11.G34.31.0026, and by the JSC "Gazprom Neft." Let d j , j 2 f0; : : : ; n 1g, be the maximum of degrees of P j and Q j . Suppose a j and b j are the d j -th coefficients of P j and Q j respectively. We assume that the system of boundary conditions (2) is normalized, i.e. P j d j is minimal among all the systems of boundary conditions that can be obtained from (2) by linear bijective transformations. See [13] , Chapter II, §4, for a detailed explanation and [21] for a more advanced treatment. We call system (2) almost separated if after some permutation of the boundary conditions we have
Differential expression (1) and boundary conditions (2) generate an operator L (see [13] , Chapter I, for this standard procedure). We assume these boundary conditions to be regular in the sense of Birkhoff (see [13] , Chapter II, §4). We underline that we do not require our operator to be self-adjoint; in particular, all the coefficients may be non-real.
We observe that the operator L has purely discrete spectrum (see [13] , Chapter I) and denote it by f N g 1 N D1
. We always enumerate points of a spectrum in ascending order of their absolute values according to the multiplicity of eigenvalues, e.g., we assume that j N j 6 j N C1 j.
Let Q be an operator of multiplication by a function q 2 L 1 .OEa; b/. Then, L C Q also has purely discrete spectrum f N g 1 N D1
. In the previous paper [15] , the authors obtained a formula for the first order trace
in terms of degrees of P j for the case of a self-adjoint semibounded operator with discrete spectrum on the halfline R C . We note that series (3) converges if and only if R q D 0, see Theorem 1 in [17] , otherwise one has to regularize the trace to get something worth counting. Particular cases of this problem were considered earlier in papers [6] , [17] , [7] , and in our preprint [14] .
We conjectured that a similar formula should be valid for the case of an operator on an interval, at least if the boundary conditions are almost separated. This is really the case, though the details are dramatically different. In [15] we used the theorem on asymptotic behavior of the spectral functions of L and of the operator generated by the truncated expression and the same boundary conditions (2) obtained in [8] and [9] . Surprisingly, for the case of an interval the corresponding result was not known yet! So we had to prove this theorem, which refines the classical equiconvergence result of Tamarkin (see [24] or Theorem 1:5 in [12] ; for the second-order operators see earlier papers [22] , [23] , [5] , and [3] ).
Theory of regularized traces originated in the fifties. We refer the reader to the survey [18] for the general historical scenery of the subject. We mention only several results that are closely related to our one. The first paper where such problems were considered was [2] . In this article the formula of regularized trace was calculated for the perturbation of a self-adjoint second order operator by a multiplication operator. Some particular cases of the fourth order operators were treated in [4] , [10] , and [1] . Operators of an arbitrary order without lower-order coefficients were considered in [20] , where a formula for regularized trace was obtained for general Birkhoff regular boundary conditions. However, we should mention that the paper [20] deals with the case of a more regular function q and does not provide short answers for the cases of almost separated and quasi-periodic boundary conditions. In [16] , selfadjoint operators of an even order with lower order coefficients and special boundary conditions were considered. Namely, all derivatives of an even order were assumed to vanish on both ends of the interval. Formulas for Ã.q/ and for traces of higher order were given in terms of zeta function. It is worth to note also the paper [19] where the authors considered the second order operators with distribution potentials.
Setting of the problem and formulation of results.
Let L 0 be the operator generated by the differential expression . i/ n D n and boundary conditions (2) . Denote
the eigenvalues of L 0 . Consider also the Green functions of operators L 0 and L , which we denote by G 0 .x; y; / and G.x; y; /, respectively. Then our main estimate reads as follows. Then the Tamarkin theorem states that the integral operator with the kernel Â R acting from L 1 to L 1 tends to zero in the strong operator topology. Theorem 1 implies the same convergence in the norm operator topology. Though we had found this theorem during our study of regularized traces, it is interesting in itself. Now we turn to the traces. Unfortunately, a beautiful formula similar to that of [15] does not hold for the general problem. So, we need to introduce some notation. : : : a n 1 : : :
(here and further D e 2 i n ). Note that these matrices are non-degenerate by the Birkhoff regularity condition.
Next, define matrices A and B with entries
and
for j; k 2 f1; : : : ; ng. Finally, we introduce matrices
otherwise;
Note that if n is even,
Now we can formulate the main result of our paper.
have bounded variation at the points a and b, respectively. Then for the eigenvalues N and N of the operators L and L C Q defined above the following formula is true:
Moreover, for Ä D 1 and Ä D 2 the following relation is true:
Remark 1. Formula .6/ for L D L 0 and for a smooth function q was obtained in [20] . However, formula .7/, as well as Theorem 3 below, is new even in this case.
For some classes of boundary conditions formula (6) can be considerably simplified.
Theorem 3.
Let the assumptions of Theorem 2 be satisfied.
1.
Suppose that boundary conditions (2) are almost separated. Then
2. Suppose that the boundary conditions (2) are quasi-periodic, i.e. d j D j and b j D a j # .# ¤ 0/ for j 2 f0; : : : ; n 1g. Then
The plan of our paper is as follows. In Section 2 we prove Theorem 1, almost by direct computation. Here we also establish auxiliary estimates which are used in the next section. In Subsection 3.1 we deduce formula (6) from Theorem 1. To do this, we improve the idea of [20] . Finally, in Subsection 3.2 we derive formulas (7)- (10) using technique and tricks similar to those we used in [15] .
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Proof of Theorem 1
Throughout the paper we use the following notation. For 2 C we define z D 1 n , (Arg.z/ 2 OE0; 2 =n/). For a functionˆdefined on C, we write ẑ .z/ Dˆ. /.
Formula for the Green function.
We begin with finding the explicit formula for the Green function of L 0 . We introduce a fundamental solution for the operator generated by
0; a 6 x < y 6 bI i nz n 1 n 1 X kD0 k e iz k .x y/ ; a 6 y 6 x 6 b:
We want to find functions c k such that the boundary relations (2) are fulfilled for z G 0 :
c 0 .y; z/ : : : e iz j 1 y c j 1 .y; z/ : : :
where W.z/ is a matrix containing the boundary values of the exponents:
We solve this linear equation using Cramer's rule:
Here is the determinant of W, ˛;ˇis the determinant of a matrix that coincides with W except the columnˇthat is replaced by the˛-th column from the sum on the right-hand side of (11) . Note that this changed column contains only the second summand of the˛-th column of W. Finally, the formula for the Green function is
Asymptotics of the Green function
Then for every sequence R l ! C1 such that R l is separated from j 0 N j 1 n and for all j 2 f0; : : : ; n 1g the function In what follows, when we write some limit over R tending to C1 we mean the limit over this sequence R l .
We turn to the proof of Lemma 1. The first part of this lemma (uniform estimates for z G 0 and its derivatives) can be easily extracted from [13] , §4. However, to prove convergence to zero, one has to do more work. We deal with formula (12) and evaluate each summand on its own way. Since different summands are estimated in a different way, we have to consider several cases.
Note that for x < y
while for x > y
We begin with asymptotics of the elements of the matrix W. If Re.iw k 1 / > 0, then
We note that the "O" estimates are uniform on 1 [ 2 and the "o" estimates are uniform on J . Now we should differ the cases of odd and even n. Consider the function
Note that if n is even, then .w/ D for w 2 2 . This number .w/ is characterized by the following property: if k 6 .w/, then Re.iw k 1 / < 0, while if .w/ < k 6 n, then Re.iw k 1 / > 0. Thus, for w 2 1 [ 2 the inequality Re.iw k 1 / < 0 holds for k 2 f1; : : : ; .w/g. Next, we write the asymptotics of the determinant . We introduce the function
Clearly, f .Rw/ ! 0 uniformly on compact subsets of 1 [ 2 as R ! C1. We factorize common factors from each column and row of and get (see [13] , §4)
where
while Now we can write the asymptotics of terms in (13) and (14) .
Case 1:˛Dˇ6 . We have, as R ! 1,
Here y ˛;˛is the determinant of a matrix that differs from y W only in the˛-th column. Namely, there are numbers
For x < y this implies
if .x; y/ ¤ .a; b/. For x > y we obtain, as R ! C1,
if x ¤ y. Here the "o" estimates are uniform for .x; y; w/ 2 C J . if .x; y/ ¤ .b; a/. For x < y we obtain, as R ! C1,
Here the "o" estimates are uniform for .x; y; w/ 2 C J .
Case 3:˛¤ˇ. In this case we either directly use the same asymptotic formulas (but with the "O" estimates) or subtract the˛-th column from theˇ-th one in ˛;ˇto make the exponent in theˇ-th column smaller (our choice of the procedure depends on the sign of Re.iaw ˛ 1 /).
Subcase 3:1:˛;ˇ6 . In this case Re.iaw ˛ 1 / < 0, so we directly use the asymptotic formulas and get
Here y ˛;ˇis the determinant of a matrix that resembles y W . The only difference is that numbers .˛ 1/d j b j replace .ˇ 1/d j a j in theˇ-th column. The last equation in (16) holds because the denominator " is separated from zero. The "O" estimates are uniform for w 2 1 [ 2 .
Subcase 3:2:˛6 <ˇ. In this case Re.iaw ˛ 1 / < 0 again, so we directly use the asymptotic formulas and get Subcase 3:3:˛,ˇ> . In this case Re.iaw ˛ 1 / > 0, so we subtract the˛-th column from theˇ-th one in ˛;ˇ. Arguing in the same way as before, one gets Subcase 3:4:˛> >ˇ. In this case Re.iaw ˛ 1 / > 0 again, so we subtract the˛-th column from theˇ-th one in ˛;ˇ. Arguing in the same way as before, one gets In all subcases we obtain
if .x; y/ … f.a; a/; .a; b/; .b; a/; .b; b/g. Here the "o" estimates are uniform in .x; y; w/ 2 C J .
Summing up the estimates of cases 1-3, we complete the proof of Lemma 1.
Remark 2.
We note that for odd n the numbers y and y ˛;ˇdefined in the proof of Lemma 1 depend on w since the number depends on w. But these numbers are constants on 1 and 2 . For even n these numbers are constants on 1 [ 2 .
Truncation of the operator.
In this subsection we prove Theorem 1. We write down an identity
where p k are the lower order coefficients of L. It is a reformulation of the Hilbert identity for resolvents,
in terms of the Green functions. We differentiate equation (20) j times with respect to x:
Next, we multiply the expressions for G .j /
x by p j .x/, sum up the results, and achieve 
Now we are ready to estimate the difference of the spectral functions of L and L 0 . Note that by formula (20) Z j jDR n j.G G 0 /.x; y; /j jd j
t .t; y; Rw/ˇdtjdwj:
By formula (22), the integrand has a majorant
We fix an " > 0 and choose ı > 0 such that the integral of M over the set of measure not more than ı is less than ". Next, we choose a compact set C OEa; b 2 separated from the diagonal and the corners, such that the measure of the set C x D ft 2 OEa; b W .x; t / … C g is not more than . The integral over the set .OEa; b n C x / J tends to zero as R ! 1 uniformly in .x; y/ 2 OEa; b 2 , since by Lemma 1 and formula (22) the integrand tends to zero uniformly on this set. The integral over the remaining set does not exceed 2". Thus, for R large enough, the whole integral is not bigger than 3" for all .x; y/ 2 OEa; b 2 , and the theorem follows. (6), (8) , and (9). We begin with formula X
where the trace on the right-hand side is an integral operator trace
Indeed, by the Lidskii theorem [11] ,
for all which are not in the spectrum of L (we use the fact that the resolvent 1 L belongs to the trace class, because j N j grow as N n ). We multiply this equation by , integrate over the circle j j D R n , use the residue theorem and arrive at (23). Now we can express Ã.q/ using the Hilbert identity for resolvents:
Obviously, we can take the limit over a sequence of R separated from j 0 N j 1 n . We claim that the first integral in the right-hand side of (24) disappears at infinity. Indeed, it can be estimated as follows:
by inequality (22) . If n > 2, then this value tends to zero. In the remaining case we replace the first
. The difference tends to zero by Theorem 1 while the changed integral can be estimated with the help of the first part of Lemma 1 and the Lebesgue Dominated Convergence theorem in the same way as we did at the end of the proof of Theorem 1. Thus, the claim follows.
The second integral can be transformed as follows:
The first equality in (26) is the identity Sp .ABC / D Sp .BCA/, the second one is integration by parts, and the third one follows from Theorem 1. Thus, we arrive at
The last equality in (27) holds because of relation z K 0 .x; x; z/ D 0.
If˛Dˇ, the integral (28) equals zero by the assumption
So we turn to the case˛¤ˇ. We use the asymptotic formulas for the quotients
obtained in the proof of Lemma 1. There are four subcases. 
The last term in (29) can be estimated as follows:
The first factor tends to zero by Proposition 1 as R ! 1, while the second one is bounded by Proposition 2 (see Appendix). Therefore, we obtain
The same calculations for three other subcases give the following formulas. 
In Subcase 1 we integrate with respect to w and obtain
Here the denominator is uniformly separated from zero, and the numerator is uniformly bounded. Thus, the integrand has a summable majorant C jq.x/j. Moreover, since˛¤ˇand˛;ˇ6 Ä , the numerator tends to zero for a.e. 
Let us consider Subcase 4. Using the first equality in (34) we obtain
Since˛> Ä >ˇ, the last limit equals zero by Proposition 1. So, integrating by parts, we have
The last term here also tends to zero by Proposition where the matrix P OEÄ was introduced in (5).
Since P OEÄˇD 0 for other pairs .˛;ˇ/, we obtain
The same calculations for Subcase 2 give X
Since (27) gives
formula (6) follows immediately from (35) and (36). Equation (7) will be proved in the next subsection.
Linear algebra calculations.
In this subsection we skip the index Ä for the sake of brevity.
Proof of relation (7)
. We begin with expanding P and Q into series. .n 1/k /:
Then it is easy to verify that
and therefore
For any k 2 Z and j 2 f0; 1; : : : ; n 1g the direct calculation gives
This implies
where e j is j -th vector of standard basis, while .x; y/ D
< :
1; x Á y .mod n/I 0; otherwise.
From (38) we conclude that (10) follows.
Appendix
We need two technical statements. The first one is a variant of the Riemann-Lebesgue lemma. Proof. We need to estimate several integrals of the same type. Most of them are exponentially small because the real part of the index is strictly less than zero on the whole arc 1 [ 2 . There are few integrals where the real part of the index tends to zero on the end of the arc. We write estimates for one of such integrals: The other ones are estimated in the same way.
