Among available policy levers to boost innovation, investment in applied research organisations has received little empirical attention. In this paper, we analyse the case of the Fraunhofer Society, the largest public applied research organization in Germany. We analyse whether project interaction with Fraunhofer affects the performance and strategic orientation of firms. To that end, we assemble a unique dataset based on the confidential Fraunhofer-internal project management system and merge it with the German contribution to the Community Innovation Survey (CIS), which contains panel information on firm performance. Using instrumental variables that exploit the scale heteroscedasticity of the independent variable (Lewbel, 2012), we identify the causal effects of Fraunhofer interactions on firm performance and strategies. We find a strong, positive effect of project interaction on growth in turnover and productivity. In particular, we find that a one percent increase in the size of the contracts with FhG leads to an increase in growth rate of sales by 1.3 percentage points, and to an increase in the growth rate of productivity by 0.8 percentage points in the short-run. We also provide evidence of considerable long-run effects accumulating to 18% growth in sales and 12% growth in productivity over the course of 15 years. More detailed analyses reveal, amongst others, that the performance effects become stronger the more often firms interact with Fraunhofer and that interactions aiming at generation of technology have a stronger effect than interactions aiming merely at the implementation of existing technologies.
Introduction
Innovation is the key driver of sustained economic growth in advanced countries. Given its importance, policies that foster and increase the effectiveness of innovation activities should be a top priority for governments. Yet, in reality, only a small fraction of the human and financial resources of governments are devoted to innovation policy. One reason for the relatively small efforts devoted to the design of innovation policies by governments may be the limited knowledge we have about the foundations and effects of innovation policies.
Researchers that study the effects of specific innovation policies have confronted two key issues. The first issue is to find a source of exogenous variation in the treatment provided by the government.
Coming up with a valid identification strategy is particularly challenging in this context because companies can typically self-select into the treatment. The second issue is the difficulty to assemble datasets that contain measures of the policy treatment received by companies and the company-level outcome that we are interested in. The severity of these challenges may explain why much of the existing work in the literature focuses on treatments that are economy-wide and outcomes that are covered in pre-existing company-level datasets. For example, the majority of the empirical work has focused on the effect of financial incentives and intellectual property (IP) protection on private R&D expenditures and patenting activity.
1 In contrast, we know much less about the foundations and actual impact of other policy levers such as, for example, having the public sector directly involved in the innovation process rather than just its financing or regulation. Similarly, there are relatively few studies that have shed light on the impact of innovation policies on other variables such as productivity, employment and sales growth or relevant dimensions of the company' strategy such as its human resource or product commercialization decisions.
This paper differs from much of the innovation policy literature along several dimensions. The first difference is that the policies we study do not affect the financial cost of innovating for the treated companies, or the protection of the intellectual property rights of their innovations. Instead, the aim of the policies is to facilitate the access to key inputs in the innovation process for which markets may be imperfect or altogether missing. The second difference is that the goal of the innovation policies we focus on is not the development of new patents. More specifically, the institutions we study intend to solve specific technological problems faced by individual companies. The solutions to these problems sometimes may require the invention of a new technology, but in most cases it just involves applying existing technological knowledge to the specific circumstances of the company. This observation highlights a third difference of our study with the bulk of the innovation literature. Namely, that the policies and institutions we study may impact welfare not only by fostering innovation but, possibly more importantly, by facilitating the diffusion of technological knowledge from those that have it to those that need it. These three differences suggest that our analysis has the potential to shed light on policies, channels and aspects of the innovation process that differ markedly from those studied in the literature.
To be precise, we study the effects for a German company of engaging in a research contract with the Fraunhofer society on the companies' performance and strategy. The Fraunhofer society (FhG) is a public applied research organization established after WWII and that currently employs over 24,000
people, most of them scientists from engineering and natural sciences, to work on R&D projects. It produces around 500 patents per year and launches around 10 start-ups. However, the key activity of FhG we study is the approximately 8000 research contracts that FhG signs per year with German companies. The scope of research contracts varies greatly but, in general, they intend to provide some technological service to the company that typically cannot be obtained in the market. These services allow the companies to improve on their production processes, products or services. In general, the contracts aim at making the companies more innovative, though research contracts do not necessarily increase the technological frontier in Germany.
To investigate the effects of research contracts on company performance it is necessary to assemble a firm-level data set that contains information on the contracts and on the firm performance. The first contribution of this paper consists in constructing such a dataset. For the first time in history, we have gained access to the population of confidential FhG research contracts. For each of the 130,000 contracts signed between 1997 and 2013, we have information on the companies involved, the duration, payments, the research institutes that participated and a short description of the tasks it involved. We have merged these data with the German contribution to the Community Innovation Survey (CIS), which contains information on the performance and innovation activities of a large panel of companies in Germany.
After merging these two datasets, we have assembled a panel that covers a representative sample of German companies and that contains information of over 109,000 contracts signed by 3.4% of the companies in the Community Innovation Survey.
A key challenge to identifying the causal effect of FhG on firm performance is that firms may self-select into contracting with FhG. If firms that are more able are more likely to engage with FhG, standard econometric techniques may result in biased estimates of the effect of research contracts on company's performance. To deal with the potential endogeneity of the firms' interactions with FhG, we follow a long tradition in applied econometrics that has taken advantage of the presence of heteroscedasticity in the selection equation. King et al. (1994) , Sentana and Fiorentini (2001) , Rigobon (2003) and Rigobon and Sack (2004) , for example, have used heteroscedasticity over time as a source of exogenous variation.
instrumental variables also in the presence of purely cross-sectional scale-heteroscedasticity.
Like in the case of standard IV-methods, for Lewbel-instruments to be valid they must be relevant and exogenous. The relevance requirement is met, if there is scale-heteroscedasticity in the treatment. In our data, we uncover strong (positive) scale-heteroscedasticity of the FhG treatment both with respect to the size of the firm and its own lagged value. The exogeneity assumption is equivalent to the standard requirement that the instruments and the second stage-error term are uncorrelated. A sufficient condition is the standard assumption of homoscedasticity in the unobserved variable. In the standard unobserved variable model, this assumption is usually implied. However, in overidentified models, this exogeneity assumption can be tested empirically as well. Our test results indicate that the Lewbel instruments also meet the exogeneity assumption. Additionally, we test the validity of the instrumentation strategy by conducting a placebo test by which we estimate the (instrumented) effect of future expenditures on research contracts on lagged firm performance measures. The estimated coefficient is small and insignificant.
In a first step we implement purely static models, which take into account only short-term effects of
Fraunhofer interactions on firm performance. The static models show significant and positive effects on firm growth, productivity, the share of turnover due to new products, and the share of employees with tertiary education. Based on the static models, we investigate whether the impact varies along different observable characteristics of the companies, and research projects. We find significant heterogeneity in the effects of research contracts. For example, we estimate a greater effect on (i) the growth of sales and the share of sales from new products in younger firms; (ii) the impact tends to be larger and more significant on medium and (especially) large companies; and (iii) we find stronger effects on companies that already engage in some R&D expenditures but those tend to be larger if the expenditures are below the sample average. We also estimate significant heterogeneity in the effects based on project characteristics. Projects that involve the generation of technologies tend to have greater effect on firm sales and on the share of college educated workers than those that involve technology implementation.
Larger projects tend to have greater effects on sales growth but not necessarily on the composition of the labour force and on the share of sales from innovative products and services. Finally, we document that the effect of research contracts is higher when the company has previously interacted with FhG.
The observation that Fraunhofer expenditures are strongly autocorrelated, however, suggests that there are long-term effects on Fraunhofer performance. In order to estimate the long-run effects, we therefore devise dynamic models, which control for the autocorrelation in the Fraunhofer expenditures in a first step. Indeed, controlling for dynamics seems essential as indicated by a series of placebo-tests. The results on the dynamic models in particular show that only the effects on firm growth and productivity remain significant. Specifically, we find that a one percent increase in the size of the contracts with FhG leads to an increase in growth rate of sales by 1.3 percentage points, and to an increase in the growth rate of productivity by 0.8 percentage points. These effects are economically significant, and amount, respectively, to 21% and 11% of the average growth rates observed for turnover and productivity in our sample. Furthermore, autocorrelation structure of the Fraunhofer expenditures allows estimating the long-run effects on firm performance by analysing how the effects of a shock to Fraunhofer expenditures propagate over time. We find that entering into a research contract of the median size (€ 22,762), induces cumulative growth over the next fifteen years of 18% in company sales and 12% in productivity.
We conclude our analysis by calculating the aggregate effects of FhG research contracts on German productivity. Basing our results on our dynamic models, the figures suggest a doubling of FhG revenues from industry in total would increase the productivity in the total German economy by 0.55%. FhG's productivity leverage with respect to the German economy is therefore considerable given that a hypothetical doubling of industry revenues corresponds only to an additional amount of € 0.68 bn. p.a.
Related literature
In addition to the papers cited above, our work is related to another important strand in the literature dealing with the econometric analysis of the university-industry interactions on firm performance. The analyses in this field have to a large extent focused on the role of universities as providers of basic knowledge (Lööf & Broström 2008 , Maietta 2015 , Robin and Schubert 2013 . However, basic knowledge may often be too distant from the market and very difficult for the firms to absorb (Toole et al. 2014) . That is why a number of countries have established (partly) publicly funded applied research organizations, whose goal is to help firms to integrate complex scientific knowledge into their innovation processes. Among these countries are Germany with the Fraunhofer Gesellschaft, Sweden with the RISE institutes, and the Netherlands with TNO. Yet, despite the great importance for the local research landscape, to date little research is available focusing on extra-university public research organizations explicitly. One exception is Giannapolou et al. (2019) who analyse inasmuch firms cooperating with universities and firms cooperating with extra-university public research organizations differ. Because of data limitations, it is however questionable whether the observed differences may be interpreted as causal effects. Identifying causal effects is at the centre of our interest in this paper.
The rest of the article is organized as follows. Section 2 describes the related literature, presents a brief description of the Fraunhofer Gesellschaft and introduces the datasets used in the analysis. Section 3 presents the identification strategy. Section 4 presents the empirical results. Section 5 concludes.
Institutional and data preliminaries

What is Fraunhofer?
The Fraunhofer Gesellschaft is a public non-profit organization focused on the advancement of applied research. Founded in 1949 with the strategic intent of fostering the rebuild of the German industrial sector after WWII, it fosters to bridge the gap between basic research and industrial applications. It took a while for FhG to reach its current size. In 1959, it consisted of 9 institutes with a budget of less than € Today, FhG is the biggest non-profit organization for applied sciences in the world, with a budget of € 2.1bn. FhG is organized as a private registered association ("eingetragener Verein, e.V.") and receives public funding amounting to roughly 25% of its total budget (90% from the federal government and 10% from regional government where the respective institute is located). The Fraunhofer Society comprises 72 research institutes located all over Germany. The institutes focus on different topics mostly in the field of engineering and natural sciences, though a few institutes exist which are more related to social sciences and economics.
FhG's mission makes it the natural organization to study the magnitude of scientific knowledge transfer to private firms. Of the total budget of € 2.1bn. in 2016 almost 30% came from industry funds, which is by far the largest share compared to other extra-university research organizations (Table 1) .
2 Likewise, the share in universities in Germany was with approximately 11% much smaller. Overall, the Fraunhofer society organizes its core research within seven broad clusters presented in Table 2 , where some institutes belong to more than one cluster.
2 It is noteworthy that the share of industry funding declined over time. The reason is, however, more related to the fact that the Fraunhofer budget was considerably extended by the government over the last years. In absolute terms the industry funds rose but not at the same pace as the overall budget. 3 Budget shares do not add to 100%, because the total budget includes also project returns from defense, about which information is classified. 
Database construction
The empirical analysis is based on two main data sources. The first is the project database provided by the Fraunhofer Gesellschaft, which covers all projects started between 1997 and 2014, excluding contracts related to defence and security. The database contains information on the FhG institute and department involved, the client, the title, short description and time span of the project, and any payments related to the project. In total, the database includes records on 131,158 projects. 
Interactions with FhG
This section presents an overview of FhG's interactions with firms. Figure 1 shows that between 1997
and 2014 approximately 6,500 projects were started per year. The number of initiated projects was especially high in 2009, when about 8,800 projects started.
Figure 1: Projects started by year
The average project in our sample is relatively small-scaled, taking one year and eight months to complete and generating approximately € 37,000 in FhG revenue (all amounts refer to € real 2010) Figure 2 shows the distribution of project revenue. A sizeable share (26.55%) of projects have no registered revenue. Most firms in the data set collaborate with FhG once (42%), but 31% return for more than three projects. 90% of projects involve less than € 100,000 in revenue. The data also contains a short description of the project. Table 3 lists the 20 most common keywords in the project descriptions, translated from German and harmonized. They show that FhG projects cover the full spectrum of applied research, from (feasibility) studies and analysis to development, application, and implementation. To gain more insight into the nature of the projects which FhG engages in, we differentiated between projects based on the project descriptions into those involving genuine technology generation on the one hand and implementation of existing technologies on the other hand.
The distinguishing feature is that most implementation projects, although potentially providing substantial benefits to the firm, are typically quite routine tasks for FhG and thus of limited technological complexity. As an example, many FhG institutes grant access to the technical infrastructure by offering measurement services. Another example is the installation of specialized machinery. Projects relating to technology generation instead involve a higher degree of novelty and technical complexity. To do this, we reviewed all major key-words and assigned them to the implementation class if they indicated a change or development. We then cross-checked the resulting classification of projects by reviewing the full descriptions to check whether the projects indeed could be interpreted to refer to implementation of technology. The final list of key-words includes terms such as 'adapt', 'build', 'create', 'construct', 'develop', 'improve', 'innovate', 'integrate', 'intervene', 'install', 'manufacture', 'modify', 'realize', ' restructure'. One quarter of projects in the FhG database is classified as implementation (24.8%). 
Variables
The goal of our analysis is to establish how interaction with FhG affects firm performance and strategy.
We capture interaction through the amount spent on FhG's services in each given year ( ). About distinct firms included in the sample (7.2%).
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As firms might benefit in different ways from working with FhG, we consider four outcomes in the analysis. First, we analyse performance in terms of turnover ( ) and productivity ( ). Separating between productivity and turnover is necessary because firms differ widely in their strategic goals. Some may primarily focus on growing fast, while others may focus on increasing their economic efficiency in terms of value added per employee. In particular, the latter variable can also be understood as measure of innovative achievement, since growth in productivity is typically related to increasing resource efficiency following process innovations or higher sales increases resulting from successful product innovation. We capture productivity through a measure of value added by worker.
Second, we analyse to which extent interactions with FhG have a systematic effect on firm's innovation strategy. We consider two aspects. First, a reasonable expectation is that in order to reap the benefits of interactions with FhG, firms need to develop a sufficient absorptive capacity. A key mechanism to raise the absorptive capacity is to invest in the human capital stock. Consequently, we expect that firms will adjust their hiring strategy and increase the share of employees with tertiary education background ( ). Second, we expect that firms engage with FhG as a means to achieving their innovative goals.
If FhG interactions have a positive effect on the firms' innovative performance, we expect that, in particular, the share of turnover achieved through the sales of products or services which have been introduced or significantly improved in the last three years ( ) as a central success measure of innovation (compare Robin and Schubert 2013), will increase post interaction.
The CIS collects information on a wide range of factors that might confound the relation between FhG expenditures and firm performance. These include R&D expenditures, as share of turnover ( ), and the size of the firm, as measured through the number of employees ( ). We include the firm's age ( ), and whether the firm exports any goods or services to other countries ( ). In addition, we control for whether firm is located in former Eastern Germany ( ), which captures broad regional economic differences within Germany still pertinent even after almost 30 years after reunification. We further control for the economic activities of the firm through the inclusion of sector indicators and include year fixed effects to account for common macroeconomic trends. 
Exploratory analysis
We start the analysis with an exploratory regression of FhG expenditures on the outcomes, controlling for other firm attributes. We employ a simple OLS model in levels with explanatory variables lagged one year, and structure the variable of interest, interaction with FhG, in two parts: one variable taking value 1 if there were expenditures in the previous year ( [ −1 > 0]), and the natural log of the level of FhG expenditures (plus 1; ln [ −1 ]). This is particularly interesting as the previous literature has typically established the effect of the presence of an interaction, and much less related outcomes to its intensity. Our data allows us to contrast these.
The results are shown in Table 4 . The effects differ by outcome: turnover (column 1) does not correlate, conditional on other firm attributes, with the presence of FhG expenditures, but the elasticity between the level of FhG expenditures and turnover is strong and significant at 0.09 (p<0.01). Productivity (column 2), on the other hand, does not correlate with the level of FhG expenditures, but firms with some interaction are 8.7% more productive, albeit at a low level of statistical significance (p<0.10). In the case of innovative sales (column 3), we find that both matter: firms with some level of FhG experience a 2.9% points higher share of sales of new or improved products or services (p<0.05), and a semi-elasticity of 1.4% points to the level of FhG expenditures. As for the firms workforce (column 4), the initial estimation shows no relation to the presence of FhG expenditures but a semi-elasticity to their level of 1.1% points. Naturally, this regression is only descriptive and subject to the issue of selection bias: FhG expenditures are not allocated to firms randomly, but firms rather choose FhG as a cooperation partner when they expect to gain from the interaction. At the same time, the selection is typically mutual in the sense that FhG institutes will choose more innovative firms too. In the remainder of the analysis, we will make use of heteroscedasticity in the selection process as a source of exogenous variation to identify the true causal relation between FhG expenditures and firm outcomes.
Methodology
Identification strategy
Identification of the key effects of FhG interactions on firm performance through regression techniques faces the issue that FhG interactions are not random but rather results from selection. This section describes our empirical strategy to deal with the mutual selection issues.
To fix ideas, consider the following simple model of the relationship between the firm performance y it and the cooperation variable :
where x it is a vector of control variables and u it is a structural error term. δ is the central parameter of interest and measures how the interaction variable affects firm performance. If the time-varying factors governing the selection process can be sufficiently controlled for in x it we can estimate Eq. (1) by regular Pooled OLS (POLS) and obtain consistent estimates of δ. If we assumed that any unobserved heterogeneity in u it is time-constant we could also use Fixed Effects (FE). Time constant unobserved heterogeneity is, however, a problematic assumption, which is quite unlikely to hold. If selection is also a function of the firms' innovative capabilities, assuming constant unobserved heterogeneity would imply to assume away process of capability or skill accumulation inside the firm. This assumption seems particularly unreasonable since our dataset covers a long period, implying that neither FE-regression will lead to consistent estimates of δ.
To prevent that, we need to identify δ from exogenous variation in the interaction with FhG induced by instrumental variables. Recently, Lewbel (2012) has demonstrated how scale heteroscedasticity can help to generate instrumental variables. Essentially, the method proposed by Lewbel (2012) builds on second moment restrictions, not unlike well-known dynamic panel data estimators (Arellano and Bond 1991, Arellano and Bover 1995). In fact, though not commonly known, the approach by Lewbel extends a literature with a long tradition. Other applications relying on time-dependent heteroscedasticity in longitudinal data can be found in King et al. (1994) , Sentana and Fiorentini (2001) , Rigobon (2003) and Rigobon and Sack (2004) . Indeed not only time-dependent but also cross-sectional heteroscedasticity can lead to structural identification as indicated already by Wright (1928) . In order to provide some intuition why heteroscedasticity can lead to structural parameter identification, we sketch the general idea. We based our presentation on simplified cross-sectional models. We note, however, the Lewbel where we allow that e 2i is heteroscedastic, i.e. it may depend on some vector ℎ . Estimating Eq. (2a) by OLS without taking the unobserved capability-term into account will result in a biased estimate ̂. In particular, setting = (FHG 1 , … , FHG n ) ′ , = (capabil 1 , … , capabil n ) ′ and = (y 1 , … , y n ) ′ , ̂ can be written as:
The probability limes of Eq. (3) is given by:
where the second equality follows from replacing FHG it with Eq. (2b). Although the OLS estimate is generally biased, if ( 2 2 ) is large, the bias will be small. Fisher (1976) calls the dependence of the bias on the first stage error variance near identifiability. We present a graphical representation in Figure   1 , where we simulated the Eqs. (2a, b) using δ = 1 = 2 = 1, e 1i~ capabil i~( 0,1). The left panel is generated with e 2i~( 0,1 2 ) and the right panel is generated with e 2t~( 0,5 2 ). Obviously, the true parameter δ is 1. However, when running the regression y i on FHG i we obtain a biased estimate of about Two principal ways to exploit the dependence of the bias on the error variance have emerged in the literature. The first approach is the event-study design, which assumes that in specific events the error variance becomes so large that OLS leads to approximate identification. However, unless the variance becomes infinite, identification will never be exact. Under certain conditions it is however possible to use heteroscedasticity as a basis for defining instrumental variables, which can solve the identification problem even if the second stage error variance is finite. Eq. (4) gives an intuition: since the omitted variable bias is a function of the first stage error variance, heteroscedasticity implies that not only ( 2 2 ) but also the bias in Eq. (4) heteroscedasticity, the bias is smaller the larger the individual elements of ℎ are. Moreover, since ℎ appears nowhere else in the model, ℎ induces exogenous variation in the model: it affects FHG i , more precisely its volatility, but it has no effect on capabil i or its volatility. Indeed, we can define instruments, which use this exogenous information to identify the true regression parameters.
To illustrate that, we turn to more general version of Eqs. (2a, b) allowing for a vector of control variables ∈ ℝ :
with u it = a 1 capabil i + e 1i , and v i = a 2 capabil i + e 2i and ( 2 2 ) is allowed to depend on . Again, we are not able to consistently estimate the model because of omitted variable bias induced by the unobserved variable capabil i .
To achieve identification by exploiting heteroscedasticity we make the usual minimal identification assumption that x i is exogenous, i.e. ( ) = 0 and ( ) = 0 . Lewbel (2012) shows that the variable z i defined as z i = (x i − E(x i ))v i is a valid instrument for FHG it if the following two conditions are met:
Because the proof is lengthy and somewhat tedious, we omit here. Yet, it is easy to create some intuition why these assumptions identify the parameters of interest. Eq. (6b), meaning heteroscedastic first stage errors, implies that the instrument z i and the endogenous variable are correlated. Using Eq. (5a,b) we can write:
On the other hand, Eq. (6a) guarantees that x i does not simultaneously affect the variance of the unobserved variable. Assuming without loss of generality that the expectation of the unobserved variable is zero, note that:
)(a 1 a 2 capabil i 2 + a 1 capabil i e 2i + a 2 capabil i e 1i + e 1i e 2i )) = 0
Thus, Eq. (6b) is similar to the regular rank condition in IV ensuring that the instruments are correlated with the endogenous variable. Eq. (6a) is equivalent to the exogeneity condition, because it requires that the instruments and the structural error term are uncorrelated. Furthermore, Eq. (8) illustrates the identification assumption: the variation in induced by heteroscedastic first stage errors is exogenous only if it does not also affect the variance of the unobserved variable capabil i , which is a standard assumption in error component models (Lewbel 2012) . We can easily implement the Lewbel estimator by constructing the sample equivalent of z i :
where v î is the residual from reduced form regression of FHG i on the exogenous regressors x i . v î is structurally identified because the parameters in the reduced form regression can always be consistently estimated (Wooldridge, 2002). 6 For the purpose of our paper, the results by Lewbel (2012) imply that we are able to identify the causal effect of an interaction with FhG on firm performance, if and only if we detect a source of heteroscedasticity in the reduced form regression. while the other controls do not. An important implication is that the identification strategy based on heteroscedasticity leads in our application to an exactly (though not over) identified model. 
First-stage heteroscedasticity
Econometric specification
We make additional changes to the main specification in addition to using heteroscedasticity in FhG expenditures to identify their effect. To further eliminate unobserved heterogeneity between firms, we use year-on-year growth rates (for turnover and productivity) and differences (workforce education and innovative sales) as outcomes, rather than their levels. This correction removes variation due to common factors among firm-year combinations from the data (compare Imbens and Wooldridge, 2008) . In the case of turnover and productivity growth, we can write the baseline model as follows:
The left hand side of the equation, ln (
), represents the logged growth factor of respectively turnover and productivity. Both the outcome and FhG expenditures, ln( ℎ −1 ), are estimated in logs.
Because ln ( −1 ) ≈ , with being the growth rate of y, our specification allows us to interpret the coefficient of ln( ℎ −1 ) as a semi-elasticity on the growth rate. As suggested by Imbens and
Wooldridge (2008), we include the log of the lagged outcome, ln(y −1 ), in the estimation in order to account for any systematic relationship between the average growth rates and the level of the outcome variable. We furthermore control for other observable firm characteristics captured in −1 , including lagged R&D intensity, firm age and size 9 , and whether the firm exports, is part of a group, and is situated in former Eastern Germany. We also include a set of year and industry dummies to account for generic time and sector effects.
In the case of the share of employees with tertiary education and the share innovative sales, we adapt Eq. 7 to take into account the fact that the outcome is a share and hence bounded between 0 and 1.
Because the outcome already represents shares, using a growth rate would make the results hard to interpret intuitively. As a more convenient alternative, we difference the outcome variable, which allows us to interpret the coefficient of ln ( ℎ −1 ) as an effect on the outcome variable in percentage points.
We estimate the models with OLS and with 2SLS. In the latter, we instrument ln ( ℎ −1 ) through
, where ̂ is the estimated first-stage error term, as described in the previous section. In all models, we account for cross-sectional dependence by calculating standard errors clustered by firm. Columns 3 and 4 present the result for productivity growth. The results support that engaging with FhG increase also the firms' productivity growth, with both the OLS and 2SLS estimates situated around an effect at 0.7 percentage points. The IV estimations are however less precise than the OLS estimates (OLS: p<0.01, 2SLS: p<0.05). Productivity growth also correlates positively with R&D intensity (albeit at weak statistical significance) and the size of the firm (ln [ −1 ]). Exporting and firms which are part of groups also show higher productivity growth. Firms situated in former Eastern Germany instead have a lower productivity growth. In addition, productivity growth also drops more quickly at higher productivity levels than turnover growth (estimated elasticity of −1 to : -0.155%, compared to -0.009% for −1 and TR GRt ). 10 The results presented in these columns are robust to including ( −1 ) as additional covariate. We however do not include it to avoid issues of multicollinearity. 
Results
Turnover growth and productivity growth
Human capital and innovation success
We now turn to innovation as a potential driver of the positive effects in terms turnover and productivity growth. If interacting with FhG affects firms' innovation strategy, as we have argued, this may be reflected in the firm's hiring strategy or innovative success. Table 7 presents the impact of FhG expenditures on the change in the share of employees with tertiary education (Δ , −1 , column 1 and 2) and on the change in the share of innovative products and services in turnover (Δ , −1 , column 3 and 4).
As shown in column 1, the OLS coefficient of ( −1 ) is positive and statistically highly significant (p<0.01). A one percent increase in FhG expenditures relates to a 0.3 percentage point increase in the share of employees with tertiary education. This supports the intuition that FhG expenditures lead to a shift in the firm's hiring strategy towards the recruitment of more qualified personnel. The effect however turns insignificant in the 2SLS specification (column 2), indicating that the observed correlation is most likely due to selection. The regressions also show expected negative relations between the lagged share of employees with tertiary education ( −1 ), firm age, and size. We find stronger increases among exporting firms, more R&D intense firms, and firms in former Eastern Germany.
Columns 3 and 4 present the relation between FhG expenditures and the change in the share of sales due to innovative products and services. The OLS and 2SLS estimations indicate that a one percent increase in FhG expenditures leads to an increase in the share of innovative sales enjoyed by the firm of respectively 0.7 and 0.5 % points. Comparing that increase to the average share of turnover with due to new products of 6.7% (Table A-1) , we find an economically sizeable effect of 7.5% of the overall average. 
Result heterogeneity
This section presents heterogeneous results along project and firm characteristics. In order to obtain results differentiated by type of project and firms, we interact ln( ℎ −1 ) with dummies representing certain cut-off points (e.g. small in contrast to large firms).
In terms of project characteristics, we first consider whether the effects differ between projects relating to technology implementation or generation. Second, we test whether the effects differ for firms with a longer history of FhG interactions. Third, we analyse whether FhG expenditures are subject to diminishing returns. On the firm side, we study variation among the effect along R&D intensity, sector of operations, size, and age.
Because IV methods typically become instable when the number of endogenous variables increases, all results are based on OLS estimates where the differentiating factor in question is interacted with ln ( ℎ −1 ). We believe that using OLS results is justifiable, since the IV and the OLS-results did not differ tremendously in the baseline regressions in Table 6 and Table 7 . Table 8 compares projects aimed at technology implementation and projects focused on technology generation. For this we make use of the keyword-based definition outlined in Table 3 . We define implementation projects as those relating to concrete changes in the firm, such as the installation of new equipment, the introduction of a new product, etc. Technology generation relates more to upstream activities such as performing scientific studies. Whereas both bring valuable knowledge to the firm, generation projects deliver more abstract knowledge which might have a different effect on performance and strategy.
Project characteristics
The difference is reflected in the results: only expenditures for technology generation show a strong and significant relation to all types of firm-level outcomes, whereas implementation projects only lead to increases in productivity growth and innovative sales. Technology generation projects instead also lead to higher turnover growth and more personnel with tertiary education. The stronger effect on turnover growth and a change towards use of higher qualified personnel indicate that a substantial part of the value generated by FhG is in the form of enabling firms to make us of abstract scientific knowledge, which might otherwise be unattainable. Table 9 shows how the impact of FhG expenditures evolves along firm's experiences with FhG, as proxied by the number of years in which payments were made to FhG. The dynamics are different for the different outcomes. Turnover growth effects do not materialize after the first payment, but later payments show positive effects. In other words, an additional FhG -related project interaction -as proxied by a payment -consistently relates to increases in growth, even when the firm already interacted with FhG in the years before. The estimates concerning productivity growth paint a partially different picture: some productivity growth shows after the first FhG payment, but the effect of the second is much higher. However, later payments, with the exception of the final group which groups together five and more, do not result in additional efficiency gains.
These patterns are also reflected in the innovation and human capital related outcome measures: additional payments to FhG consistently result in gains in the increase in the share of innovative sales, but further increases in the share of employees with tertiary education taper off after the 3 rd . Our results therefore show that interacting with FhG does not lead to immediate positive effects. Instead, firms need to engage in multiple projects with FhG before benefits peak, suggesting that firms probably need to make adjustments to their processes and their internal capability base in order to reap the full benefits of FhG interactions. Taken as a whole, this exploration of the effects of FhG expenditures along the nature of the project shows that projects seem to either result in innovative success and growth, or in efficiency gains. When the goal is to increase innovative success and growth, projects focusing on technology generation, repeated interactions, and relatively lower levels of expenditures appear to be more effective. Efficiency gains are realized when projects are more strongly related to implementation tasks, do not yield additional benefits along further interactions, and are comparably large in terms of project volume. Table 11 shows the impact of FhG for firms with different R&D intensities. Economic theory predicts that firms require certain levels of internal knowledge in order to optimally internalize and apply external knowledge (Cohen and Levinthal, 1989) . It is therefore worthwhile to consider to which extent without high R&D expenditures can benefit from FhG's mission of knowledge transfer. Table 11 shows that some level of R&D expenditures is a precondition for internalizing FhG expenditures into productivity and innovation, but even firms without any R&D expenditures in a year enjoy higher turnover growth in the wake of interacting with FhG. Even though the estimated coefficient is statistically only weakly significant, it is similar to the estimates for firms with either below or above average R&D intensity. The effect of FhG expenditures on productivity growth is only significant and large for firms with R&D expenditures, where both comparatively high and low R&D spenders benefit similarly. This is also the case for increases in innovative success. Another relevant question is how much SMEs benefit from interacting with FhG. Table 12 shows differential effects for small firms (with less than 50 employees), medium-sized firms (50-249 employees), and large firms. Small firms only benefit weakly from interacting with FhG, with just a statistically weakly significant increase in the share of employees with tertiary education. This might to some extent be the result of a lower number of small firms interacting with FhG, as the point estimates are quite comparable to those of medium-sized and large firms.
Firm characteristics
Large firms, on the other side, show significant effects across the board. Medium sized firms experience no significant growth after interacting with FhG, but do show similar increases in productivity growth and innovative sales as large firms. The effect on highly educated personnel is larger for medium-sized firms than for large firms. Interacting with FhG might also have a different impact on incumbent firms and start-ups. Start-ups are especially interesting, as they might be in higher need of short-term knowledge support to develop production and innovation lines, but at the same time likely have fewer resources with which to fund external research expenses such as FhG. They also might especially benefit from knowledge transfer early on, when they are better able to react to opportunities brought by it.
To assess this possibility, table 13 compares effects of FhG expenditures on young firms, which are seven years old or younger, and older firms. The results show that young firms seem to benefit more from FhG expenditures in terms if firm growth and increases in the share of innovative sales (even though the difference is smaller in this case). Both groups show equal elasticities between FhG expenditures and productivity growth. Only older firms seem to see shifts in the share of employees with tertiary education as a result of FhG expenditures. Table 14 differentiates between firms in manufacturing and service sectors. It is ex ante unclear whether service firms also benefit from interacting with FhG to the same degree as firms in manufacturing sectors considering that the technologies FhG focuses on are to large extent situated in manufacturing industries.
The results show that firms in both sectors show increases in performance, human capital composition, and innovation success in the wake of FhG expenditures, albeit in slightly different ways. The coefficient of FhG expenditures in turnover growth is only statistically significant for manufacturing firms. Service firms, however, seem to benefit slightly more in terms of productivity, and in terms of increases in the share of innovative sales. Both groups show similar effects of FhG expenditures on the share of employees with tertiary education. The above analysis sheds more light on which firms are best suited to profit from knowledge translation in the form of interactions with FhG. Some level of R&D expenditures, i.e. absorptive capacity, on the firm's side seems essential for the translation of FhG expenditures in gains. Furthermore, the smallest firms only seem to benefit from FhG to a limited extent; medium-sized and larger firms show much stronger benefits. Firm age matters too: young firms show much higher increases in growth as a result of FhG expenditures than older firms. Lastly, the main beneficiaries of FhG interactions in terms of turnover growth seem to be manufacturing, as opposed to services, firms. At the same time, firms in service industries still benefit in terms of productivity growth, changes in the labour force, and innovation success.
Robustness check: controlling for other science cooperation
A potential limitation of our approach is that we did not control for the full range of cooperation involving the firm. If interaction with FhG is correlated with cooperation with other research institutions or universities, and if both are subject to similar selection processes, the results we documented until now might be contaminated by unobserved cooperation.
While we cannot formally control for all other potential cooperation, some waves of the German CIS register which innovation-active firms cooperate with higher education institutes ( ) and other public research institutions ( ). Hence, we can test whether our results are robust to Table 15 shows the results while controlling for and . Even though −1 correlates positively with , the elasticity to −1 remains robust at 0.012 in the 2SLS specification. The relation to becomes weaker (0.004 instead of 0.007) and turns insignificant. This is also the case for Δ , even though the estimated coefficient is much closer to the previous one (0.004 instead of 0.005). 
Placebo tests and dynamics in the performance relationship
As a way of testing the validity of our approach to identification, we conducted the following logic. If our specification is correctly specified, a future increase in FhG expenditures, at, say, + 3, should not show a causal relationship with past firm outcomes. A regression of ( +3 ) on outcomes should therefore yield an insignificant coefficient. As this experiment could be understood as a general test of misspecification, a significant coefficient would mean that at least one of the model assumptions fails.
Such failures could include endogenous IVs, functional form misspecification or non-accounted sources of endogeneity. A further source of failure, which could be particularly relevant in this case, is autocorrelation in FhG expenditures due to persistence in interacting with FhG over time. This mechanism may give rise to dynamic interdependence, leading to failure of the placebo test operating on a static model.
Panel A of Table 16 shows the results of this specification (the full results are shown in Table A As a dynamic specification of the first stage seems to correct for at least one kind of misspecification, we re-estimate the main results instrumenting ( −1 ) through the scale heteroscedasticity instruments generated by firm size and the dynamic term. This yields the additional advantage that we can conduct a Hansen J-test for validity of the models over-identifying restrictions. Table 17 reports the results (the full regression tables are reported in Table A simulate the impact of an exogenous shock in FhG expenditures on firm growth and innovativeness using the IV regression models presented in Table 17 as input. We allow FhG expenditures to serially correlate along the model estimated in Panel A of Table 17 .
We then apply the following procedure. In period one, growth, productivity, and innovativeness are set to the sample median and FhG expenditures are equal to the median expenditures level of firms with FhG expenditures (€ 22,762) . From period 2 onwards, FhG expenditures are predicted using the coefficient of the dynamic model. Then, the expected level of growth and innovativeness is predicted for each period, taking as input the 2SLS regression coefficients in Table 17 . Note that we abstract from any dynamic between growth and level of the outcomes, in order to show the full effect persistence of FhG expenditures. 
Macroeconomic productivity effects
In this section, we intend to estimate the long-term dynamic productivity effect of a hypothetical doubling of FhG revenue coming from industry funds on the German economy. To this end, we extrapolate the dynamic results in Section 4.5 to the German economy represented by the CIS. We assume that additional revenues come exclusively from firms that initially did not cooperate and now start one project with a median volume of 22,762€.
We assume that there are two periods, 0 and 1, and three types firms. In period 0, the baseline period, non-cooperating firms ( ) do not cooperate with FhG. Cooperating ( ) firms already cooperate with FhG in period 0. In period 1, there are a number of firms that initially did not cooperate with FhG in period 0, but start cooperating as a response to the presumed increase in FhG budgets as outline above ( ). We assume further that productivities may differ between groups but not over time. Thus, all changes in productivity occur because some initially non-cooperating firms become co-operators in period 1. In each period, the total productivity can thus be written as the weighted average of the productivities of group weighted by the respective employment shares of the groups:
where are the employment shares and is the number of firms in group j. Note that ,0 = 0 by assumption. Thus, because productivities do not change over time, we can write the productivity change induced by some initial non-co-operators becoming new co-operators as follows:
All terms in Eq. (10) We assume that all co-operators in period 0 remain active in period 1 ( ,1 = ,0 ). As FhG revenue increases in period 1, we will have ,1 new cooperators in period 1 that were in ,0 in period 0.
If these funds result from each firm having one median project, we have ,1 = Δ ⁄ , where Δ is the increase in revenue and is the median project size. We summarize all statistics and the resulting calculation of Eq. (9) in Table 18 . Thus, under the assumption that FhG doubles its revenues from industry, the employment share of nonco-operators would decrease from 71% to 63%. This reduction in employment share corresponds to an increase in employment share of new co-operators of 8%. New co-operators enjoy the long-term productivity gain from cooperating with FhG, which we estimated as €6,639.54 after 15-years. The total estimated increase in productivity in the German economy is € 528.68 or 0.55% when put in relative terms. Compared to a moderate increase in FhG industry revenues in absolute terms (€ 0.68 bn.) this appears to be a highly relevant and quite substantial increase in overall productivity.
Conclusion
This study presents empirical evidence on the effect of the world's largest applied research institute, the Fraunhofer Gesellschaft, on the performance of collaborating firms. To implement our study, we compiled a unique panel dataset of German firms covering the period 1997-2013, based on the German contribution to the Community Innovation Survey, to which we matched micro-data on all of FhG's contracts with firms starting 1997. To the best of our knowledge, our study is the first make use of such data to analyse the impact of applied research organizations.
To overcome selection effects, we based our identification strategy on methods deriving instruments from scale heteroscedasticity. Our results indicate a strong causal effect of contracting with FhG on turnover and productivity growth. Furthermore, the impact of FhG seems to be heterogeneous in characteristics of the participating firm as well as the project. Whereas the smallest firms only seem to benefit from FhG to a limited extent, young firms profit more from contracting with FhG than older firms. Manufacturing firms and firms in services industries benefit alike, but in different ways.
Concerning project characteristics, our analysis distinguishes between projects resulting in innovative success and turnover growth, and projects resulting in efficiency gains. Whereas the former relates to smaller projects, focusing on the creation of new technology, and repeated interactions, the latter is realized through comparatively large projects focused on implementation of technologies, which do not yield additional benefits from further repeated interactions.
Our study makes an important contribution to understanding an understudied aspect of innovation policy. Investment in applied research organizations, alongside and complimentary to other pillars such as R&D subsidies, tax credits, and investment in public science, seems to be an effective way for policy to ease the absorption of scientific knowledge by firms, overcoming frictions due to its basic nature and thereby enhancing the impact of public research. Even though several countries, among which Germany, Sweden, and the Netherlands follow this strategy, empirical evidence is as of yet scarce. In that sense, our results hint that building applied research organizations could be a promising aspect of innovation policy, which has up to now been underutilized. This is further highlighted when we calculate the macroeconomic impact of FhG, which suggests that the return to public and private investment in FhG is of a comparable size to the estimated return to R&D subsidies. 
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