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Robust Adaptive Control of an Offshore Ocean
Thermal Energy Conversion System
Xiuyu He, Student Member, IEEE, Wei He, Senior Member, IEEE, Yingru Liu, Yiheng Wang, Guang Li,
Yu Wang
Abstract—Boundary control strategy is developed to analyze
the vibration problem of the offshore ocean thermal energy
conversion (OTEC) system as well as to constrain the bottom
tension and top motion. To provide an accurate dynamic behavior
for the OTEC system, this distributed parameter system is
modeled and formulated with a governing equation and boundary
conditions (PDE-ODEs model). Two robust adaptive boundary
controllers are designed and disposed at the endpoints of the
system, and the stability of the controlled system under unknown
disturbances is achieved. After selecting the relevant parameters
appropriately, the offset of the offshore OTEC system can be
suppressed to equilibrium position. Finally, the effectiveness of
the proposed control is illustrated by simulation.
Index Terms—Offshore OTEC system, Vibration control, Dis-
tributed parameter system, Robust adaptive control.
I. INTRODUCTION
Ocean energy is a class of promising renewable energy
resources (e.g. wind, solar, wave, tide, thermal energy, etc.)
and has attracted increasing attention [1]. Ocean thermal
energy provides a vast, persistent and available renewable
energy resource and the ocean thermal energy conversion
uses the temperature difference between deep cold seawater
(4◦C∼7◦C) in 500m∼1000m and shallow warm seawater
(25◦C∼28◦C) to derive a heat engine and generate the electric
energy further [2], [3], [4]. Based on principles of Rankine
cycle, it utilizes the temperature difference between cool deep
water and warm shallow seawater to run a turbine which
can create electric power, then transport the electricity to
onshore power grid through undersea cables [5]. There are
mainly two types of the offshore OTEC system: the closed-
cycle and open-cycle systems, where, some low boiling points
fluids are used to power the electricity generator for the
closed-cycle one [6], and the open-cycle system utilizes the
vapor generated by the seawater [7]. Compared with other
renewable energy techniques, there are three major advantages
of offshore OTEC technology. First, it offers a sustainable
electricity production method that can run day and night and
year-round. Second, offshore OTEC system can generate other
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beneficial byproducts, such as fresh water, nutrients and so
on. Finally, this method can be applied in any tropical areas,
which contain vast ocean thermal resource, to make them more
self-sufficient in power supply [8], [9]. For these reasons, the
OTEC technique is quite prospective and will be widely used
in the near future.
A large amount of research results on offshore OTEC
system have been presented [10], [11], [12], [13]. In [12],
the authors analyze the dynamic characteristic and stability
of the offshore solar-concentrated OTEC system. In [13], a
nonlinear separation control structure is designed to improve
the operation of the OTEC power cycle. In [14], a designed
model of the evaporator and separator in an OTEC plant using
the Uehara cycle is constructed to realize liquid level control.
In [15], a secondary power loop is introduced to reuse the
wasted heat of the main power cycle and the effectiveness of
this technique is demonstrated. In a nuclear power plant, an
alternative structure is discussed for replacing surface seawater
with condenser effluent in [16].
As a crucial component in OTEC system, pipe is used
to transport the deep cold seawater and this deep pipeline
is subject to the external ocean disturbances and generates
the vibration problem because of the large length of the
pipe. It will weaken the performance of the OTEC system,
even destroy this flexible structure. Recent researches about
the flexible structures have been developed [17], [18], [19],
[20], [21]. In [22], the authors studied the vibration problem
and the stochastic disturbances for a flexible marine riser
system. In [23], a flexible moving rod was investigated in two-
dimensional space and vibration control was designed to track
the target positions rejection. Up to now, little attention has
been paid to suppress the vibration of the long pipe which links
the ballast and the platform on the ocean surface. Thus, some
practical control methods should be designed and applied in
this system to solve the problem.
For the OTEC system, the flexible pipe is a distributed
parameter system due to the large span and partial differential
equations are used to describe this DPS in mathematical
[24], [25], [26], [27], [28], [29], [30]. Many control methods
have been developed for DPS [31], [32], [33], [34], [35].
In [31], the authors developed a force control method to
reduce the vibration and to drive the Timeoshenko arm track
a desired position. In [36], backstepping method are used
into a DPS based on wave PDE dynamics with a moving
free boundary. In [37], UDE technique was used to develop
boundary control for handling the uncertainty and disturbances
in an unstable parabolic system. In [35], [38], the authors
developed iterative learning control method for stabilizing the
distributed parameter systems.
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Boundary control is a particular method for DPS, especially
for the flexible systems because of the controller constitution
and implemental position [39], [40], [41], [42], [43], [44].
The authors bring in the adaptive vibration control method
to reduce the vibration of axially translating beam in [45]. In
[46], a simple boundary cooperative control is used to drive
the two one-link flexible arms completing grasping task. In
[47], a boundary feedback control is considered for a first-
order, nonlinearly coupled Hyperbolic Lotka-Volterra systems.
In [48], an effective boundary control is brought in the flexible
marine riser to achieve top tension constraint.
In the real environment, there exist many parameters in the
system and they have great influence on the dynamics of the
system and control performance [49], [50], [51]. Besides, the
output limitation problem which has influence on the security
of the system is common in the actual environment [52], [53],
[54], [55], [56]. The logarithmic barrier term is an effective
method to constraint the desired limited signal. An adaptive
control is applied at the endpoints of the pipe to deal with
the vibration problem under the external disturbances in this
paper. In addition, the output constraint problems are solved
and the stability of the system is analyzed simultaneously. The
innovations of this paper include:
(1) For the ocean thermal energy conversion system, the
distributed tension is considered and the nonlinear PDEs-
ODEs dynamic model of this system is established.
(2) Adaptive vibration control scheme is developed with the
disturbance observers to stabilize the uncertain OTEC
system and reject the ocean disturbances. The states of
the system are convergent with uniformly bound, namely,
the vessel is positioned near the original position and the
deformation of the pipe is reduced.
The paper is organized as follows: The dynamic analysis
and modeling for the offshore OTEC system are completed
in Section II, and the pipe of the OTEC system is derived
and described with a hybrid PDE-ODEs model. Besides, some
relevant preliminaries are given for the subsequent develop-
ment. In Section III, the control schemes are proposed and
the controlled system is proven to be stable. In Section IV, the
theoretical proof of the designed control strategy is verified by
numerical experiment simulation given. Finally, we make the
conclusion about this paper in Section V.
II. PROBLEM FORMULATION AND MODELING FOR OTEC
SYSTEM
In order to develop an effective vibration control for the
OTEC system, the dynamical characteristic of this system
should be analyzed under the external ocean disturbances. In
this section, we give the problem formulation to describe the
OTEC system and the infinite dimensional dynamic model is
established by using the Hamilton principle. Shown in Fig. 1,
a typical offshore OTEC system is consist of three significant
parts: a vessel, a flexible pipe serving as cold water intake
and a ballast linked with the pipe to minimize the transverse
motion at the bottom of the pipe. The cold water will be driven
into a condenser, and warm water from the shallow ocean is
driven into an evaporator. Then the power cycle between the
condenser and evaporator will promote a turbine to generate
electric energy. In this paper, we only consider the motion
in the horizontal direction. Thus, the motion and effects of
disturbances are neglected in vertical plane.

x
Sea bottom
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Warm water 
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Cold water 
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\
Fig. 1. The structure of an offshore OTEC plant
For clarity, the notations ˙(∗) = ∂(∗)∂t , ¨(∗) = ∂
2(∗)
∂t2 (∗)′ =
∂(∗)
∂x , (∗)′′ = ∂
2(∗)
∂x2 , (∗)′′′ = ∂
3(∗)
∂x3 , and (∗)′′′′ = ∂
4(∗)
∂x4 , are
adopted throughout the paper.
A. Dynamics of the OTEC system
In this paper, Hamilton’s principle is used to analyze the
dynamics based on the energy functions of the system, which
is given as [57]:∫ t2
t1
δ[Ek(t)− Ep(t) +W (t)]dt = 0 (1)
where the time instants t1 and t2 are given to define the
operating interval t ∈ (t1, t2), and δ is variational operator.
In the OTEC system, the floater is regarded as a rigid body
and the cole water pipe’s rotary inertia is neglected. We obtain
the kinetic energy as
Ek(t) =
Ms
2
y˙2(L, t) +
ρ
2
∫ L
0
y˙2(x, t)dx+
M0
2
y˙2(0, t) (2)
where Ms and M0 denote the lump mass of the ballast and
the vessel and ρ represents the distributed mass of the pipe.
y(x, t) denotes the displacement of the flexible pipe at the
position x for time t. The transverse displacements y(L, t)
and y(0, t) describe the movement of the ballast under the
deep water and the vessel in the surface. Three terms of the
kinetic energy equation represent the kinetic energy of ballast,
cold water pipe and the vessel, respectively.
The potential energy is presented as
Ep(t) =
EI
2
∫ L
0
[y′′(x, t)]2dx+
1
2
∫ L
0
T (x, t)[y′(x, t)]2dx (3)
where EI describes the bending stiffness and the distributed
tension T (x, t) of the pipe related with the initial tension T0(x)
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and the nonlinear nonnegative elastic modulus λ(x) [58] is
defined as
T (x, t) = T0(x) + λ(x)[y
′(x, t)]2 (4)
The virtual works done by the damping on the pipe, vessel
and ballast, the boundary control forces and the environmental
disturbances f(x, t), ps(t) and p0(t), are defined as
δWd(t) = −
∫ L
0
cy˙(x, t)δy(x, t)dx− dsy˙(L, t)δy(L, t)
−d0y˙(0, t)δy(0, t) (5)
δWm(t) = u1(t)δy(L, t) + u0(t)δy(0, t) (6)
δWf (t) =
∫ L
0
f(x, t)δy(x, t)dx+ ps(t)δy(L, t)
+p0(t)δy(0, t) (7)
where, c, ds and d0 describe the damping coefficients of the
pipe, vessel and ballast. Combining (5), (6) and (7), the total
virtual work is deduced as:
δW (t) = δWf (t) + δWd(t) + δWm(t) (8)
Deduce the governing equation by substituting (2), (3), (8)
into (1) and integrating by part
ρy¨(x, t) + EIy′′′′(x, t)− T ′(x, t)y′(x, t)− λ′(x)y′3(x, t)
−[T (x, t) + 3λ(x)y′2(x, t)]y′′(x, t) = f(x, t)− cy˙(x, t)(9)
∀(x, t) ∈ (0, L)× (0,∞), and obtain the boundary conditions
as:
y′(0, t) = y′′(L, t) = 0 (10)
M0y¨(0, t) + EIy
′′′(0, t) + d0y˙(0, t) = u0(t) + p0(t) (11)
Msy¨(L, t)− EIy′′′(L, t) + dsy˙(L, t) + T (L, t)y′(L, t)
+ λ(L)y′3(L, t) = u1(t) + ps(t) (12)
∀t ∈ (0,∞).
Assumption 1: The unknown environmental disturbances
f(x, t), ps(t) and p0(t) are assumed to be bounded and exist
positive real constants f¯ , p¯s and p¯0 to satisfy |f(x, t)| ≤ f¯ ,
|ps(t)| ≤ p¯s and |p0(t)| ≤ p¯0, where ∀x ∈ (0, L) and
t ∈ [0,∞).
Assumption 2: The initial tension T0(x) and elastic modu-
lus λ(x) of the pipe are assumed to be bounded and exist four
positive real constants T0min, T0max, λmin, and λmax to sat-
isfy T0 ∈ [T0min, T0max] and λ ∈ [λmin, λmax], ∀x ∈ [0, L].
III. CONTROL DESIGN
The control objects are to design the adaptive vibration
controls for the offshore OTEC system under the external dis-
turbances, to estimate the unknown parameters and to maintain
the boundary tension T (L, t) restrain in the constrained space.
The adaptive boundary controls with the barrier term depicted
in Fig. 2 are designed to analyze the stability of the OTEC
system.
The following robust adaptive boundary controls are pro-
Actuators OTEC System
Control 
Forces
Adaptive 
Boundary 
Controller u0
Adaptive 
Boundary 
Controller u1
Controllers
Adaptation Laws
p0(t)
f (x,t)
ps(t)
γ1,γ2,γ3,γ4,γ5
η1,η2,η3,η4,η5
Boundary Measurements
Fig. 2. The design scheme of robust adaptive boundary control laws
posed to deal with the undetermined parameters:
u0(t) = −k0
k4
ua0(t)−
ua0(t)
[
M̂0y(0,t)y˙(0,t)
D20−y2(0,t) + ks0
]
k4 ln
2D20
D20−y2(0,t)
−sgn[ua0(t)]p¯0 + d0y˙(0, t)− k5
k4
M̂0(t)y˙
′′′(0, t)
+ÊI(t)y′′′(0, t) (13)
u1(t) = −k1
k6
ua1(t)−
ua1(t)
[
ks1 +
M̂s(t)y
′(L,t)y˙′(L,t)
W 20−y′2(L,t)
]
k6 ln
2W 20
W 20−y′2(L,t)
−sgn[ua1(t)]p¯s + dsy˙(L, t)− M̂s(t)
k6
[
k7y˙
′(L, t)
+T̂0(L, t)y
′(L, t) + 2λ̂(L, t)y′3(L, t)− k2y˙′′′(L, t)
−ÊI(t)y′′′(L, t) + 3k3y′2(L, t)y˙′(L, t)
]
(14)
where k0 – k5, ks0 and ks1 are control gains. D0 is the
upper bound of y(0, t) and W0 represents the upper bound of
y′(L, t) to restraint the boundary tension, and sgn(·) denotes
the signum function. T̂0(L, t), λ̂(L, t), ÊI(t), M̂s(t), M̂0(t)
and widePˆ0(t) and P̂s(t) represent the estimate values of
T0(L), λ(L), EI , Ms, M0, p0(t) and ps(t) respectively. The
estimate error (˜?) is denoted as (˜?) = (̂?)− (?). The adaptive
laws are designed as follows:
˙̂
T0(L, t) = −βγ−11 k6ua1(t)y′(L, t) ln
2W 20
W 20 − y′2(L, t)
−γ−11 η1T̂0(L, t) (15)
˙̂
λ(L, t) = −2βγ−12 k6ua1(t)y′3(L, t) ln
2W 20
W 20 − y′2(L, t)
−γ−12 η2λ̂(L, t) (16)
˙̂
EI(t) = βγ−13 k6ua1(t)y
′′′(L, t) ln
2W 20
W 20 − y′2(L, t)
−βk4γ−13 ua0(t)y′′′(0, t) ln
2D20
D20 − y2(0, t)
−γ−13 η3ÊI(t) (17)
˙̂
Ms(t) = βγ
−1
4 ua1(t)
[
− k2y˙′′′(L, t) + 3k3y′2(L, t)y˙′(L, t)
+k7y˙
′(L, t)
]
ln
2W 20
W 20 − y′2(L, t)
− γ−14 η4M̂s(t)
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+βγ−14 u
2
a1(t)
y′(L, t)y˙′(L, t)
W 20 − y′2(L, t)
(18)
˙̂
M0(t) = βk5γ
−1
5 ua0(t)y˙
′′′(0, t) ln
2D20
D20 − y2(0, t)
+βγ−15 u
2
a0
y(0, t)y˙(0, t)
D20 − y2(0, t)
− γ−15 η5M̂0(t) (19)
where γ1 - γ5 are positive control parameters, and η1 – η5
are small positive constants, and ua0(t) and ua1(t) are two
auxiliary signals given as
ua0(t) = k4y˙(0, t) + k5y
′′′(0, t) (20)
ua1(t) = −k2y′′′(L, t) + k3y′3(L, t) + k6y˙(L, t) + k7y′(L, t)
(21)
where k6 and k7 are positive control gains.
Construct the Lyapunov candidate function as
H(t) = H1(t) +H2(t) +H3(t) +H4(t) (22)
where
H1(t) =
βρ
2
∫ L
0
[y˙(x, t)]2dx+
βEI
2
∫ L
0
[y′′(x, t)]2dx
+
β
2
∫ L
0
T (x, t)[y′(x, t)]2dx (23)
H2(t) =
β
2
Msu
2
a1(t) ln
2W 20
W 20 − y′2(L, t)
+
β
2
M0u
2
a0(t) ln
2D20
D20 − y2(0, t)
(24)
H3(t) = αρ
∫ L
0
xy˙(x, t)y′(x, t)dx (25)
H4(t) =
γ1
2
T˜0
2
(L, t) +
γ2
2
λ˜2(L, t) +
γ3
2
E˜I
2
(t)
+
γ4
2
M˜s
2
(t) +
γ5
2
M˜0
2
(t) (26)
where α and β are two positive weights.
Lemma 1: The function (22) is proven to be bounded as:
0 ≤ µ1[H1(t) +H2(t) +H4(t)] ≤ H(t)
≤ µ2[H1(t) +H2(t) +H4(t)] (27)
where the two positive constants µ1 and µ2 are given as:
µ1 = 1− 2αρL
βmin(ρ, T0min)
> 0
µ2 = 1 +
2αρL
βmin(ρ, T0min)
> 0
provided that:
0 ≤ α ≤ βmin(ρ, T0min)
2ρL
(28)
Proof: H3(t) can be yielded as
|H3(t)| ≤ αρL
∫ L
0
|y˙(x, t)y′(x, t)|dx
≤ αρL[ ∫ L
0
y˙2(x, t)dx+
∫ L
0
y′2(x, t)dx
]
≤ α1H1(t) (29)
where α1 = 2αρLβmin(ρ,T0min) . Subsequently the above equation
can be rewritten as
−α1H1(t) ≤ H3(t) ≤ α1H1(t) (30)
For the positive weight constant α, the inequality 0 ≤ α ≤
βmin(ρ,T0min)
2ρL holds, and we have
α2H1(t) ≤ H1(t) +H3(t) ≤ α3H1(t) (31)
where
α2 = 1− 2αρL
βmin(ρ, T0min)
> 0 (32)
α3 = 1 +
2αρL
βmin(ρ, T0min)
> 1 (33)
Therefore, we further have
0 ≤ µ1[H1(t) +H2(t) +H4(t)] ≤ H(t)
≤ µ2[H1(t) +H2(t) +H4(t)]
where µ1 = min(α2, 1) = α2 and µ2 = max(α3, 1) = α3 are
two positive constants. Subsequently, (27) is proven.
Lemma 2: The time derivative of the function (22) is
bounded,
H˙(t) ≤ − µH(t) + εa (34)
where µ and εa are two positive constants.
Proof: The time derivative of (22) is yielded as
H˙(t) = H˙1(t) + H˙2(t) + H˙3(t) + H˙4(t) (35)
After substituting the governing equation (9), integrating by
parts, and substituting auxiliary signals (21), (20), we obtain
H˙1(t) =
βEI
2k4k5
[
u2a0(t)− k24 y˙2(0, t)− k25y′′′2(0, t)
]
+
βT0(L)
2k6k7
[
u2a1(t)− k26 y˙2(L, t)− k27y′2(L, t)
−k22y′′′2(L, t)− k23y′6(L, t)
]
− βk3T0(L)
k6
y′4(L, t)
+β
[k2T0(L)
k7
− EI
]
y′′′(L, t)y˙(L, t)
+β
[
2λ(L)− k3T0(L)
k7
]
y′3(L, t)y˙(L, t)
+β
∫ L
0
f(x, t)y˙(x, t)dx− β
∫ L
0
cy˙2(x, t)dx
+
βk2k3T0(L)
k6k7
y′′′(L, t)y′3(L, t)
+
βk2T0(L)
k6
y′(L, t)y′′′(L, t) (36)
Substituting the boundary conditions (11), (12), then
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proposing the controllers (13) and (14), H˙2(t) is given by
H˙2(t) = −k1βu2a1(t) ln
2W 20
W 20 − y′2(L, t)
− ks1βu2a1(t)
−k0βu2a0(t) ln
2D20
D20 − y2(0, t)
− ks0βu2a0(t)
+βua1(t) ln
2W 20
W 20 − y′2(L, t)
{
k6T˜0(L, t)y
′(L, t)
+2k6λ˜(L, t)y
′3(L, t)− k6E˜I(t)y′′′(L, t)
−M˜s(t)
[
k7y˙
′(L, t) + 3k3y′2(L, t)y˙′(L, t)
−k2y˙′′′(L, t)
]}
− βu
2
a1M˜s(t)y
′(L, t)y˙′(L, t)
W 20 − y′2(L, t)
−βu
2
a0M˜0(t)y(0, t)y˙(0, t)
D20 − y2(0, t)
+βua0(t) ln
2D20
D20 − y2(0, t)
[
k4E˜I(t)y
′′′(0, t)
−k5M˜0(t)y˙′′′(0, t)
]
(37)
Substituting the governing equation (9), integrating by parts,
the third term of (35) is shown as
H˙3(t) ≤ −α
2
∫ L
0
[
T0(L)− xT ′0(x)
]
y′2(x, t)dx
+
αL
δ1
∫ L
0
f2(x, t)dx+
3α
2
Lλ(L)y′4(L, t)
+
αρL
2
y˙2(L, t)− αρ
2
∫ L
0
y˙2(x, t)dx
+αL(δ1 + cδ2)
∫ L
0
y′2(x, t)dx
−α
2
∫ L
0
[
3λ(x)− xλ′(x)
]
y′4(x, t)dx
+
αcL
δ2
∫ L
0
y˙2(x, t)dx+
α
2
LT0(L)y
′2(L, t)
−αEILy′(L, t)y′′′(L, t)
−3αEIL
2
∫ L
0
y′′2(x, t)dx (38)
where δ1 and δ2 are positive constants.
The derivative of H4(t) is obtained as
H˙4(t) = γ1T˜0(L, t)
˙˜
T0(L, t) + γ2λ˜(L, t)
˙˜
λ(L, t)
+γ3E˜I(t)
˙˜
EI(t) + γ4M˜s(t)
˙˜
Ms(t)
+γ5M˜0(t)
˙˜
M0(t) (39)
After substituting (36) – (39) and adaptive laws (15) – (19)
into (35), we acquire that
H˙(t) ≤ −β
[
ks1 − T0(L)
2k6k7
+ k1 ln
2W 20
W 20 − y′2(L, t)
]
u2a1(t)
−β
[
ks0 − EI
2k4k5
+ k0 ln
2D20
D20 − y2(0, t)
]
u2a0(t)
−βθ1y˙2(L, t)−
∫ L
0
σ1y˙
2(x, t)dx− θ2y′2(L, t)
−
∫ L
0
σ2y
′4(x, t)dx−
∫ L
0
σ3y
′2(x, t)dx
−θ3y′′′2(L, t)− βθ4y′6(L, t)−
∫ L
0
σ4y
′′2(x, t)dx
−η1
2
T˜0
2
(L, t)− θ5y′4(L, t)− βk4EI
2k5
y˙2(0, t)
−βk5EI
2k4
y′′′2(0, t)− η2
2
λ˜2(L, t)− η3
2
E˜I
2
(t)
−η4
2
M˜s
2
(t)− η5
2
M˜0
2
(t) + εa (40)
where δ3 ∼ δ7 are positive constants and relative parameters
are chosen to satisfy:
σ1 =
αρ
2
− αcL
δ2
+ βc− β
δ7
≥ 0 (41)
σ2 =
α
2
[3λ(x)− xλ′(x)] ≥ 0 (42)
σ3 =
α
2
[T0(L)− α
2
xT ′0(x)]− αL(δ1 + cδ2) ≥ 0 (43)
σ4 =
3αEIL
2
≥ 0 (44)
and
ks1 − T0(L)
2
≥ 0 (45)
ks0 − EI
2k4k5
≥ 0 (46)
and
θ1 =
k6T0(L)
2k7
− |k2T0(L)− k7EI|
k7δ3
− |2k7λ(L)− k3T0(L)|
k7δ4
−αρL
2
≥ 0 (47)
θ2 = β
k7T0(L)
2k6
− |βk2T0(L)
k6
− αEIL|δ5
−αL
2
T0(L) ≥ 0 (48)
θ3 =
k22βT0(L)
2k6k7
− β|k2T0(L)
k7
− EI|δ3 − βk2k3T0(L)δ6
k6k7
−|βk2T0(L)− αk6EIL|
k6δ5
≥ 0 (49)
θ4 =
T0(L)k
2
3
2k6k7
− |2λ(L)− k3T0(L)
k7
|δ4 − T0(L)k2k3
k6k7δ6
≥ 0
(50)
θ5 =
βk3T0(L)
k6
− 3α
2
Lλ(L) ≥ 0 (51)
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and
µ3 = min
(2σ1
βρ
,
2σ2
βλmax
,
2σ3
βT0max
,
2σ4
βEI
,
2k1
Ms
,
2k0
M0
,
ηi
γi
(i = 1, · · · , 5),
)
(52)
εa =
(
βδ7 +
αL
δ1
)
Lf¯2 +
η1
2
T 20 (L) +
η2
2
λ2(L)
+
η3
2
EI2 +
η4
2
M2s +
η5
2
M20 (53)
Then, supplying (27) leads to:
H˙(t) ≤ − µH(t) + εa (54)
where µ = µ3/µ2a > 0 and εa > 0.
When (27) and (34) are proven, the following theorem of
the offshore OTEC system is analyzed.
Theorem 1: For the OTEC system (9)-(12), with the bound-
ed initial conditions and boundary controls (13)-(19), the
following conclusions can be obtained:
1) The states of the system is convergence and the stability
of the system is obtained;
2) These estimation errors of the parameters are uniformly
bounded;
3) When the initial states y(0, 0) and y′(L, 0) do not violate
the constraints D0 and W0, the output signals y(0, t)
and y′(L, t) can be constrained as |y(0, t)| < D0 and
|y′(L, t)| < W0. Further, the constrained distributed
tension cannot be violated.
Proof: Multiplying (34) by eµt leads to:
∂
∂t
(
H(t)eµt
) ≤ εaeµt
H(t) ≤
(
H(0)− εa
µ
)
e−µt +
εa
µ
∈ L∞ (55)
From the above inequality, we can obtain that H(t) is bounded.
Further, according to Assumption 2, the inequality is obtained
βT0min
2L
[y(x, t)− y(0, t)]2 ≤ β
2
∫ L
0
T0(x)y
′2(x, t)dx
≤ H1(t) +H2(t) ≤ H(t)
µ1a
(56)
Finally, we have:
|y(x, t)| ≤
√
2L
βµ1aT0min
[
H(0)e−µt +
εa
µ
]
+D0 (57)
with the same method, we have that estimation er-
rors of the parameters are uniformly bounded and giv-
en as |>˜(t)| ≤
√
2
µ1aγi
[
H(0)e−µt + εaµ
]
, where, > =
(T0(L), λ(L), EI,Ms,M0) and i = (1, 2, 3, 4, 5), respective-
ly.
lim
t→∞ |y(x, t)| ≤
√
2εaL
βT0minµ1aµ
+D0 (58)
Remark 1: From the definition of the Lyapunov function
and proof of the Theorem 1, it is clear that H2(t) is positive
and bounded. Therefore, we can deduce that the signals y(0, t)
and y′(L, t) can not be reach the desired limitations D0
and W0. When the initial values y(0, 0) and y′(L, 0) do not
also violate the limitations, we conclude that the constraint
problem for the output signals y(0, t) and y′(L, t) can be
solved as |y(0, t)| < D0 and |y′(L, t)| < W0. From the
expression of T (x, t) (4), where the functions T0(x) and λ(x)
are bounded and known, it is easy to know that the tension
of the flexible pipe is related to the state y′(x, t). In the other
words, boundary tension T (L, t) will not violate the given top
tension constraint due to the determined parameter T0(L) and
λ(L) when the boundary state y′(L, t) is proven to satisfy the
output constraint.
Remark 2: The designed adaptive boundary control laws
and the disturbance observers are just designed with the
measured boundary signals and their one-order-differential
time derivatives, in order to weaken effects of the possible
measure noise. These measurable signals are obtained by
three class of sensors mounted at the boundaries of the
pipe, namely, laser displacement sensor for signals y(0, t)
and y(L, t), inclinometer for signals y′(0, t) and y′(L, t),
and shear force sensor for signals y′′′(0, t) and y′′′(L, t). In
addition, their one-order-differential time derivatives y˙(0, t),
y˙(L, t), y˙′(0, t), y˙′(L, t), y˙′′′(0, t) and y˙′′′(L, t) are calculated
using a backward difference algorithm. From the viewpoint of
implementation, these designed control strategies are realisable
because of the install position and the number of sensors
actuators for the OTEC system.
IV. SIMULATION
To test the designed control method, numerical simulations
are given out. The governing differential equation as well as
boundary conditions are all discretized via finite difference
method (FDM) and the transverse displacement y(x, t) is
calculated by computer. The control effects are presented
through graphics.
A. The definition of the disturbances
The distributed disturbance f(x, t) is described and consist-
ed of mean and oscillating drags [59]. It is noted that the latter
is 20% of the former term [60].
f(x, t) =
1
2
ρsCD(x, t)U
2(x, t)D +ADcos(4pifvt+ θ) (59)
where ρs denotes the sea water density, the outer diameter D
and the drag coefficient CD are the parameters of the mean
drag force. The phase angle θ and the amplitude AD are used
to describe the oscillating drag. The vortex shedding frequency
is given as:
fv =
StU(x, t)
D
(60)
where St denotes the Strouhal number. The relationship be-
tween the distributed current U(x, t) alone the pipe and the
ocean face current U(t) is given:
U(x, t) =
x
1000
U(t) (61)
U(t) = U¯ +
4∑
i=1
U ′isin(ωit), (62)
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In our simulation, we set the relating parameters as [61]:
TABLE I
PARAMETERS OF THE DISTRIBUTED DISTURBANCE
Parameter Value Parameter Value
U ′1 0.8 m/s ω3 2.946 rad/s
U ′2 1.0 m/s ω4 4.282 rad/s
U ′3 1.0 m/s D 0.15 m
U ′4 1.0 m/s ρs 1024.0 kg/m
3
U¯ 0.5 m/s St 0.2
θ 0 rad AD 1.0
ω1 0.867 rad/s CD 1.0
ω2 1.827 rad/s
TABLE II
PARAMETERS OF THE OFFSHORE OTEC SYSTEM
Parameter Value Parameter Value
L 1000 m ρ 500 kg/m
EI 2.5 × 104 N·m2 T0(x) (x+ 1000) × 104 N
λ(x) (x+ 1000) × 102 Ms 9.0 × 102 kg
M0 9.5 × 106 kg c 2 N·s/m2
ds 2.0 × 103 N·s/m2 d0 9.0 × 102 N·s/m2
The environmental disturbance on the ballast caused by
ocean wave is set without loss of generality as:
ps(t) = 1.024× 103 × U(t)2; (63)
The environmental disturbance on the vessel [62], [63] is
set without loss of generality as:
p0(t) = [0.8sin(0.2t) + 0.5sin(0.5t) + 0.2sin(0.7t)]× 104.
(64)
B. Control performance
The initial condition is set as: y(x, 0) = xL and y˙(x, 0) = 0,
where x ∈ [0, L].
Considering the dynamics of the offshore OTEC system
without control, according to Figs. 3 - 4, it can be observed
that due to the disturbances f(x, t), ps(t) and p0(t), the OTEC
system generates quite large vibration and the displacement of
the vessel will increase continuously with the increased time.
The vibration of the system’s body is quite harmful during
mechanical operation and effective control method should be
designed to stabilize the vibration.
As a typical control strategy, PD control is proposed to
reduce the vibrations of the flexible system. For this simple
control, proportional and differential parameters are chosen to
construct the simply control u0(t) = −100y(0, t)−7000y˙(0, t)
and u1(t) = −100y(L, t) − 8000y˙(L, t) and to adjust the
dynamical characteristic of the closed-loop system. Under the
constructed PD control, some snapshots are obtained to illus-
trate the positions of the flexible pipe in Fig. 6. Specifically,
Figs. 7 and 8 depict the displacements of the ballast and the
vessel on the ocean surface.
By disposing the two controllers on each boundary of the
system, we have proposed the effective adaptive boundary
control to reduce the vibration and maintain the output states
within the constraint spaces, whose effectiveness can be seen
in Fig. 9. The control gains are given as k0 = 1.0 × 108,
k1 = 1.0× 102, k2 = 0.75, k3 = 100, k4 = 100, k5 = 0.001,
k6 = 0.001, k7 = 0.5, ks0 = 5 × 108 and ks1 = 1.5 × 107.
The constraints are set as W0 = 2.5, Tc = 2.125 × 107
N and D0 = 0.15 m. The parameters of adaptation laws
are set as β = 1, γi = 0.002, (i = 1, · · · , 5) and
η1 = 0.02, (i = 1, · · · , 5). These parameters are selected
mainly by trails on simulations and we have proved that all
of them satisfy the inequations (41) - (47).
In terms of Fig. 9, the vibration has been suppressed into
a small neighborhood of zero, whose upper bound is about
2 m. According to Fig. 10, the top movement is suppressed
as a minor periodic trajectory from 0 m to 1.2 × 10−5 m
with respect to time. The bottom movement is diminished into
a vibration around 2 m subsequently, which can be seen in
Fig. 11. From Fig. 10 and Fig. 12, both the two controllers
can ensure their constraint projects, i.e., |y(0, t)| < D0 and
|y′(L, t)| < W0. With the definition of T (L, t) and W0, we
further have |T (L, t)| < Tc in Fig. 13. The control outputs of
the robust adaptive controllers are shown in Fig. 14.
Differ from the situation without any control, it is seen that
there exist control effect on the proposed control strategies,
namely, the displacement of the flexible pipe is reduced and the
vessel in the ocean surface is kept around the origin position.
Comparing with the control performances of these two control
methods, the developed vibration control (13)-(19) is better
effective for vibration suppression of the OTEC system.
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Fig. 3. Displacement of the OTEC system without control
V. CONCLUSION
An offshore OTEC system composed with a vessel, a long
cold water pipe and a ballast has been consideration. The
cooperative control method is constructed based on the hybrid
PDE-ODEs system model to suppress the transverse vibrations
and handle the constraint problems of the output signals and
boundary tension. The stability of the control method has been
certified via Lyapunov’s direct method. Numerical experiments
have been made to verify the theoretically proven adaptive
controllers finally. In this paper, we research the vibration
control of the OTEC system in one-dimensional space in order
to deal with the constraint problem and uncertain parameter
problem. However, the vibrations of the flexible pipe are three
dimensional in the actual ocean environment. There exists
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Fig. 5. Displacement of the vessel without the proposed control
strong coupling between the different directions and it is more
difficult to design the effective vibration control to deal with
the vibration suppression problem, constraint problem and the
uncertain problem simultaneously for the OTEC system in the
two or three dimensional space. It is a good topic to research
this system in two or three dimensional spaces. In addition,
taking the input constraints into consideration in this system
is also a challenging work.
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