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Abstract
Visual Question Answering (VQA) models tend to rely on the language bias and
thus fail to learn the reasoning from visual knowledge, which is however the
original intention of VQA. In this paper, we propose a novel cause-effect look
at the language bias, where the bias is formulated as the direct effect of question
on answer from the view of causal inference. The effect can be captured by
counterfactual VQA, where the image had not existed in an imagined scenario.
Our proposed cause-effect look 1) is general to any baseline VQA architecture, 2)
achieves significant improvement on the language-bias sensitive VQA-CP dataset,
and 3) fills the theoretical gap in recent language prior based works [1, 2].
1 Introduction
Visual Question & Answering (VQA) [3, 4] has become the fundamental building block that underpins
many frontier interactive AI systems, including visual dialog [5], vision-language navigation [6], and
visual commonsense reasoning [7]. Over the recent years, we have witnessed the fast evolution of
VQA, especially multi-modal fusion [8, 9, 10] and attention mechanism [11, 12]. However, a common
observation is that most VQA models tend to exploit the language bias for answering. This serious
shortcut limits the generalization of VQA in real-world scenarios where the test question language
is quite different from that in training [13, 14, 15]. The VQA language bias can be interpreted in
two ways. Firstly, there exists strong correlation between questions and answers, which reflects the
“language prior” [15, 16]. For instance, simply answering “tennis” for the sport-related questions can
achieve approximately 40% accuracy on VQA v1.0 dataset. Secondly, the questioner tends to ask
about the objects seen in the image, which leads to the “visual priming bias” [3, 15]. For example,
simply answering “yes” to all the questions “Do you see a ...” achieves nearly 90% accuracy on VQA
v1.0 dataset. In both ways, machines may merely focus on the question rather than the visual content.
One straightforward solution is to improve the data quality by creating a more balanced dataset [15].
Although this strategy can effectively reduce the visual priming bias, models can still benefit from
exploiting the language prior [16]. Most existing works have contributed to overcoming the VQA
language bias by strengthening visual grounding or weakening language prior: 1) human visual [17]
and textual [18] explanations are exploited as external knowledge to improve the visual grounding in
VQA [19, 20]. However, such human explanation collection is expensive. 2) a separate question-only
branch used to directly capture the language prior is imposed in training [21, 1, 2] and excluded in
testing. The key motivation is that the whole question provides the language prior. However, we
argue that the prior consists of both “bad” language bias (e.g., most bananas are yellow while few are
green from observations) and “good” language context (e.g., “what color”). Indeed, it is challenging
for the above methods to disentangle the good and bad from the whole, but it will no longer be, after
we introduce the counterfactual reasoning in the proposed Counterfactual VQA (CF-VQA).
Preprint. Under review.
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Figure 1: Our cause-effect look at the language bias in VQA by using the proposed Counterfactual
VQA (CF-VQA). The factual world depicts the conventional VQA, and the counterfactual world
depicts our proposed CF-VQA.
CF-VQA is a novel cause-effect look at the language bias in VQA, which is inspired by the coun-
terfactual thinking in causal inference. Counterfactual thinking gifts us humans the imagination
ability to introspect whether our decision is made from the bias. Suppose that a submitted paper
achieves state-of-the-art performance (SOTA) but has weak novelty, will you vote for accept or reject?
Junior reviewers may vote for accept because most of the accepted papers have SOTA. However,
we argue that the basis for decision-making should be obtained via counterfactual analysis, i.e.,
comparing the fact with its counterfactual. For example, if SOTA would still be achieved using the
same experimental settings (e.g., strong backbone) but the proposed method had been replaced with a
simple baseline in the counterfactual world, we can draw the conclusion that the proposed method
contributes little to SOTA. In that case, we may vote for reject. Indeed, this acceptance bias can be
explained by the well-known survivor bias [22], since we can read the accepted papers while rarely
access the rejected ones, i.e., our observations are biased. Thanks to the counterfactual analysis, this
bias can be overcome by the comparison between factual and counterfactual outcomes.
As shown in Figure 1, the factual VQA world is that machine both hears questionQ and sees image V
when generating the answer A. In addition, machine extracts multi-modal knowledge K (i.e., fused
feature representation) from both Q and V to predict A. In the counterfactual world, the machine
hears Q , but K∗ is from an imagined world where Q had NOT been heard and V had NOT been
seen. Here comes the comparison between conventional VQA and our proposed counterfactual VQA:
VQA: What will A be, if machine hears Q and extracts K based on V ?
Counterfactual VQA (CF-VQA): What would A be, if machine hears Q, but extracts K∗ when it
had NOT heard Q and had NOT seen V ?
Comparing the answers generated from VQA and CF-VQA worlds, machine can identify the bad
language bias and exclude its effect before answering. As a result, the pure language bias can be
captured by the direct effect of Q on A (i.e., the effect with K blocked) in CF-VQA. During the
training stage, we simply adopt a prevailing VQA model with additional QA model for revealing
the language-only effect. During the test stage shown in Figure 1, instead of answering based on the
posterior P (A|V,Q) in the factual world, we expect machine to use the causal effect of V andQ onA
by removing the pure language effect captured by CF-VQA, where K is fixed as the value K∗ in the
imagined world without V andQ, i.e., the effect via multi-modal knowledge is blocked. Experimental
results show that our causal strategy CF-VQA achieves a new state-of-the-art performance on the
language-bias sensitive VQA-CP [16] dataset while remains stable on the balanced VQA v2 [15].
Our contributions are summarized as:
• We are the first to view language bias in VQA from the cause-effect look based on causal inference.
• Our cause-effect look fills the theoretical gap in recent debiasing VQA works [1, 2].
• Our cause-effect look takes a general form and is suitable for different baseline VQA architectures
(e.g., UpDn [23], SAN [11]) and fusion strategies (e.g., RUBi [1] and our proposed variants).
2
2 Related Work
Bias in Vision-Language. Recent studies found that dataset bias, especially language bias, widely
exists in vision-and-language tasks [14, 15, 24, 25, 26, 27, 28]. In VQA v1.0 dataset [3], the
answer distribution is unbalanced over many question types, e.g., sports-related questions and yes-no
questions [14, 15]. In MS-COCO dataset for image captioning, there exist high co-occurring word
pairs or sentence patterns, such as “sheep+field” and “man+standing” [24]. The language bias
encourages machines to simply leverage language prior rather than fully exploiting the visual content.
Researchers have made efforts to overcome or utilize vision-and-language language bias from the
views of dataset collection [15, 16], robust training [21, 1, 2], and external knowledge [19, 20]. These
works indicate that language bias has become an increasing concern to the community.
Debiasing VQA. Recently, a new split VQA-CP [16] is proposed to evaluate the generalizability of
VQA models, where the distributions of answers per question type during training and test stages
are different while the concepts remain the same. Recent works [19, 20, 1, 2, 21, 29, 30, 31, 32]
have made efforts to overcome the VQA language bias mainly in two aspects, strengthening visual
grounding and weakening language prior. Firstly, human visual [17] and textual [18] explanations
are exploited to strengthen the visual grounding in VQA [19, 20]. The VQA-HAT dataset collects
human attention map as visual attention supervision [17], while the VQA-X dataset contains textual
explanations related to question-answer pairs. However, these human explanations require additional
expensive annotations, which limits the generalization to other datasets. Secondly, recent methods
proposed a separated QA branch to capture the language prior on the training set in an adversarial
learning manner [21] or multi-task learning manner [1, 2], which are the most related works to us.
However, they lack a theoretical explanation about the inconsistency between training and inference.
In this paper, our proposed cause-effect look fills in the theoretical gap of the language prior based
methods [1, 2] from a causal view, which guides us how to unify them and further improve them.
Causal Inference. Causal inference has been widely studied in statistics, economics, epidemiology,
and sociology [33, 34, 35, 36, 37, 38]. The machine learning community has also made efforts
in treatment effect estimation [39, 40, 41] and real-world applications [42, 43, 44, 28, 45, 46, 47].
Recently, counterfactual thinking has been exploited in various computer vision problems, including
visual explanations [48, 49], scene graph generation [50], video analysis [51, 52], and vision-language
tasks [29, 27, 32]. In this paper, we use counterfactual analysis in the causal inference framework.
3 Preliminaries
In this section, we formally introduce the key concepts of causal inference [53, 38, 54, 55] used in
this paper. We represent a random variable as a capital letter (e.g., X), and denote its observed value
as a lowercase letter (e.g., x).
The causal graph is represented as a directed acyclic graph G = {V, E}, where V denotes the set of
variables and E represents the cause-effect relationships. If X has direct effect on Y , we say that
there exists a direct edge from X to Y , i.e., X→Y . If a variable M lies on the way from X and Y ,
i.e., X→M→Y , we say that M acts as the mediator between X and Y . The value that Y would
obtain if X is set to x and M is set to m is denoted as:
Yx,m = Y (X = x,M = m) (1)
which is the general counterfactual notation1. In the factual world, we have m=Mx=M(X=x). In
the counterfactual world, we take Yx,Mx∗ as an example. The notation Yx,Mx∗ describes the situation
where X is set to x and M is set to the value when X had been x∗:
Yx,Mx∗ = Y (X = x,M =M(X = x
∗))
Note that X can be simultaneously set to different values x and x∗ only in the counterfactual world.
4 Cause-Effect Look at VQA
A VQA model is required to generate an answer A= a based on an image V = v and the related
question Q=q. In the following, we set up the causal graph and analyze the causal effects in VQA.
1If there is no confounder of X , then we have that do(X=x) equals to X=x and can omit the do operator.
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(a) Causal Graph (b) Conventional VQA (c) Counterfactual VQA
Figure 2: (a) Causal graph for VQA. Q: question. V : image. K: multi-modal knowledge. A: answer.
(b) & (c) Comparison between conventional VQA and counterfactual VQA. White nodes are at the
value V =v and Q=q while gray nodes are at V =v∗ and Q=q∗.
4.1 Causal Graph
Since the answer A is generated based on the image V and question Q, we call V and Q as the
cause of A. The impact of V and Q on A can be divided into two parts: single-modal impact and
multi-modal impact. Intuitively, the single-modal impact reflects the direct effect of V or Q on
A, while the multi-modal impact captures the indirect effect of V and Q on A via multi-modal
knowledge K (e.g., joint feature). The detailed causal graph is shown in Figure 2(a).
4.2 Cause-Effect Look
Following the counterfactual notation in Eq. (1), we denote the logit Y that a specific answer a (e.g.,
“green”) would obtain if V had been v (e.g., an image which includes green bananas) and Q had been
q (e.g., “What color are the bananas?”) as Yv,q = Y (V =v,Q=q), where we omit a for simplicity.
The reference values of V and Q are denoted as v∗ and q∗ respectively. Similarly, the counterfactual
notation of the multi-modal knowledge K is denoted as Kv,q = K(V =v,Q=q).
As shown in Figure 2(a), there exist three paths directly connected toA, i.e.,Q→A from the exposure
Q, V →A from the exposure V , and K→A from the mediator K. Therefore, we rewrite Yv,q as the
function of Q, V and K:
Zq,v,k = Z(Q = q, V = v,K = k) = Yv,q (2)
where k represents Kv,q. Following the definition of causal effects [53, 38, 54, 55], the total effect
(TE) of v and q on a can be written as:
TE = Yv,q − Yv∗,q∗ = Zq,v,k − Zq∗,v∗,k∗ (3)
where k∗ = Kv∗,q∗ . The total effect reflects the causal effect in conventional VQA. Recall that
counterfactual VQA (CF-VQA) describes the world where Q is set to q and K would attain the value
k∗ when Q had been q∗ and V had been v∗ (see Section 1). Figure 2(b) and 2(c) show the comparison
between VQA and CF-VQA. Compared to the reference state, we obtain the natural direct effect
(NDE) of q on a (i.e., pure language effect) as:
NDE = Zq,v∗,k∗ − Zq∗,v∗,k∗ (4)
Since and the effect of Q on the intermediate K is blocked (i.e., K=k∗), e.g., answering the question
“What color are the bananas?” without any multi-modal knowledge, NDE explicitly captures the
language bias from the cause-effect view. Therefore, removing language bias can be realized by
reducing NDE from TE, which is represented as:
TE −NDE = Zq,v,k − Zq,v∗,k∗ (5)
During the inference stage, we select the answer with the maximum effect in Eq. (5) for response,
which is totally different from traditional inference strategies that pick the answer based on the
maximum posterior (i.e., P (a|v, q) ∝ Yv,q = Zq,v,k).
4.3 Implementation
Parameterization. As for VQA, we define the reference value as blocking the signal from vision
(V =v∗=∅) or language (Q=q∗=∅), i.e., v or q is not given. Note that this definition is counter
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Figure 3: The overall architecture for the implementation of VQA causal graph.
to the conventional VQA where both V and Q are always valid, and VQA models cannot extract
knowledge from the empty input based on the actual definition. We assume that the knowledge would
be void representation if V or Q had not been given, and rewrite K as
K =
{
k = Kv,q , if V = v and Q = q
k∗ = ∅ , if V = v∗ or Q = q∗ (6)
The calculation of the single logit Zq,v,k in Eq. (2) is parameterized by three neural models FQ, FV ,
FV Q and one fusion function h as:
Zq = FQ(q), Zv = FV (v), Zk = FV Q(v, q), Zq,v,k = h(Zq, Zv, Zk) (7)
where FQ is the language-only branch (i.e., Q→A) with the question-based logit Zq∈R1 as output,
FV is the vision-only branch (i.e., V →A) with the vision-based logit Zv∈R1 as output, and FV Q
is the vision-language branch (i.e., V,Q→K→A) with the knowledge-based logit Zk ∈ R1 as
output. These three logits are fused by function h : R1×R1×R1→R1 to obtain the final logit Zq,v,k.
Figure 3 illustrates the combination of these components.
Since the neural models cannot deal with void input (e.g., K=∅), we define the outcome of void
input as the same constant for all the logits. As for us human, if we have no knowledge for VQA
(i.e., vision-language branch) or QA (i.e., language-only branch), we would like to make inference by
random guess, which means that each candidate answer has the same chance (i.e., logit) to be picked.
Therefore, we represent Zq , Zv and Zk in Eq. (7) as:
Zq =
{
zq = FQ(q) if Q = q
z∗q = c if Q = ∅
Zv =
{
zv = FV (v) if V = v
z∗v = c if V = ∅
Zk =
{
zk = FV Q(v, q) if V = v and Q = q
z∗k = c if V = ∅ or Q = ∅
(8)
where c denotes the constant. Note that our cause-effect look is model-agnostic. Commonly, the
vision-language branch can be any VQA model, e.g., UpDn [23] and SAN [11]. The language-only
branch can be a simple QA model. More details can be found in the supplementary materials.
Fusion Strategies. Apart from being model-agnostic, our cause-effect look is also fusion-agnostic.
We expect that the fused logit Zq,v,k is non-linear combination of Zq, Zv and Zk, i.e., Zq,v,k =
h(Zq, Zv, Zk). Recently, RUBi [1] implements the fusion function as h(Zq, Zk) = Zk · σ(Zq),
where σ(·) represents the sigmoid activation function. Considering the additional vision-only branch,
we extend RUBi as:
h(Zq, Zv, Zk) = Zk · (σ(Zq) + σ(Zv)) (RUBi) (9)
In order to evaluate the generalization of our cause-effect look, we further propose another two
non-linear fusion variants:
h(Zq, Zv, Zk) = log
σ(Zq) · σ(Zv) · σ(Zk)
1 + σ(Zq) · σ(Zv) · σ(Zk) (Harmonic) (10)
h(Zq, Zv, Zk) = log σ(Zq + Zv + Zk) (Sum) (11)
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Figure 4: Accuracies (%) on VQA-CP v2 with S-MRL and different c.
Training and Inference. We follow the training strategy used by [1]. Specifically, given a dataset
D = {(v, q, a)} where a is the ground-truth answer of image-question pair (v, q), the model is
optimized by minimizing the sum of cross-entropy losses L over the final logit zq,v,k, question-based
logit zq , and vision-based logit zv:
L =
∑
{(v,q,a)}∈D
− log softmax(zq,v,k)[a]︸ ︷︷ ︸
VQA
− log softmax(zq)[a]︸ ︷︷ ︸
QA
− log softmax(zv)[a]︸ ︷︷ ︸
VA
(12)
where zq,v,k=h(zq, zv, zk). As discussed in Section 4.2, we remove NDE from TE for inference.
Considering the above implementation, we have
TE −NDE = Zq,v,k − Zq,v∗,k∗ = h(zq, zv, zk)− h(zq, z∗v , z∗k) (CF-VQA) (13)
Note that Cadene et al. [1] and Clark et al. [2] also use an ensemble model with the vision-language
branch FV Q and question-only branch FQ. During the test stage, they simply exclude FQ and use
zk=FV Q(v, q) for inference. From our cause-effect look, these language prior based methods are
the special cases of ours, which (1) remove the direct path V →A in the causal graph, and (2) use
natural indirect effect for inference. The detailed proof is provided in the supplementary materials.
5 Experiments
The main experiments are conducted on the language-bias sensitive VQA-CP v2 (Visual Question
Answering under Changing Priors) [16] dataset. VQA-CP v2 is proposed to evaluate the robustness
of VQA models when the answer distributions of training and test splits are significantly different
(see examples in Figure 6). In addition, we also report the performance on the balanced VQA v2
dataset to see whether the approach over-corrects the language bias. The models are evaluated via the
standard evaluation metric (i.e., accuracy). Following recent works, we conduct experiments with
three baseline VQA architectures: Stacked Attention Network (SAN) [11], Bottom-up and Top-down
Attention (UpDn) [23], and a simplified version of MUREL [56] (S-MRL) proposed by Cadene
et al. [1]. Detailed experimental settings and other experimental results (e.g., on VQA-CP v1) are
provided in the supplementary materials.
5.1 Ablation study
How does the constant impact? Recall that we use a constant c in case of void input as Eq. (8).
Figure 4 shows the influence of c on our proposed causal inference strategy (CF-VQA) with the
S-MRL base model. Interestingly, Harmonic and Sum fusion strategies are less sensitive than RUBi
to the constant c. The reason may be that the sigmoid activation works as a normalization over Zk.
In addition, the bottom of the training accuracy curve and the top of the test accuracy curve are
reached simultaneously for Harmonic and Sum, which indicates that we can select c based on the
training performance for these two strategies. In the following experiments, we set c as 10 for RUBi,
logit(10−3) for Harmonic, and -10 for Sum. Considering the hyper-parameter selection based on the
training set, we prefer Harmonic and Sum in practice. It is worth noting that the constant is only used
during the test stage. Therefore, tuning the constant does not require re-training the model.
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Table 1: Ablations of (1) baseline models (SAN, UpDn and S-MRL), (2) fusion strategies (RUBi,
Harmonic, Sum) on VQA-CP v2 test set. We reimplement the baselines for fair comparison.
SAN All Y/N Num. Other
Baseline 33.18 38.57 12.25 36.10
RUBi 40.48 68.99 17.75 31.79
+ CF-VQA 47.85 88.71 18.79 34.41
Harmonic 45.89 70.37 23.99 39.07
+ CF-VQA 48.10 77.68 22.19 39.71
Sum 43.98 68.98 17.32 38.19
+ CF-VQA 50.15 87.95 16.46 39.59
UpDn All Y/N Num. Other
Baseline 37.69 43.17 12.53 41.72
RUBi 43.90 64.20 16.84 40.69
+ CF-VQA 51.21 90.41 27.25 37.24
Harmonic 47.97 69.19 18.80 44.86
+ CF-VQA 49.94 74.82 18.93 45.42
Sum 47.29 72.26 12.54 43.74
+ CF-VQA 53.69 91.25 12.80 45.23
S-MRL All Y/N Num. Other
Baseline 37.09 41.39 12.46 41.60
RUBi 47.35 69.98 21.53 42.58
+ CF-VQA 55.10 89.83 26.63 44.70
Harmonic 49.37 73.20 20.10 44.92
+ CF-VQA 51.43 78.62 20.07 45.79
Sum 48.27 74.60 20.96 41.96
+ CF-VQA 54.95 90.56 21.88 45.36
Table 2: Ablation of logit with void input on
VQA v2 test split.
S-MRL All Y/N Num. Other
Har. w/ prior 49.07 74.95 23.79 42.44
Har. w/ unif. 51.43 78.62 20.07 45.79
Sum w/ prior 50.40 89.09 14.91 39.86
Sum w/ unif. 54.95 90.56 21.88 45.36
How to deal with void input? Recall that we ex-
pect the model to make a random guess with void
input, i.e., uniform distribution over answers in
Eq. (8). Another choice is to define the logits as
a prior distribution over answers, where the prior
is computed based on the frequencies of answers
during training. Table 2 shows that the prior distri-
bution assumption decreases the accuracy compared
to using the constant, which indicates that our uni-
form distribution assumption, i.e., random guess in the case of none knowledge, is both theoretically
and practically correct for the void input scenario.
How general is CF-VQA? Table 1 demonstrates that CF-VQA is very general to both baseline VQA
architectures and fusion strategies. Here, “RUBi/Harmonic/Sum” means using the language prior
based strategies [1, 2] that train the ensemble model and test with only the vision-language branch.
It can be clearly seen that CF-VQA improves the language prior based strategies by over 2% in all
cases. In particular, RUBi and Sum are improved by over 6% with different baseline architectures.
5.2 Comparisons with State-of-the-Art Approaches
Recent studies for robust VQA can be mainly grouped in two classes. The visual attention based
approaches exploit human visual [17] or textual [18] explanations to strengthen visual attention
mechanisms in VQA systems, including HINT [19] and SCR [20]. The language prior based
methods directly focus on overcoming language prior for robust training and inference, including
AdvReg. [21], RUBi [1] and Learned-Mixin (LM) [2]. All these works explicitly model the language
prior using a separated language-only branch. For fair comparison, all the comparing methods are
without data augmentation [29]. We conducted three experimental settings to evaluate the ability of
overcoming language bias and robustness: out of distribution (trained on the VQA-CP v2 train split
and evaluated on the VQA-CP v2 test split where the language priors are changed), in distribution
(trained on the VQA v2 train split and evaluated on the VQA v2 val set where the priors are similar
and countered), and our proposed independent distribution (trained on the biased VQA-CP v2 train
split and evaluated on the balanced VQA v2 test-std split where the priors are independent). Note
that the last two settings use the same model trained on the biased VQA-CP v2 train split.
Can CF-VQA overcome language bias? The out-distribution setting aims to evaluate whether VQA
models effectively reduce language bias. As shown in Table 3, our CF-VQA with S-MRL and Sum
achieves a state-of-the-art performance on VQA-CP v2 test split as 54.95%, over 7% improvement
compared to the most related method RUBi [1]. With a deep look at the question type, we find that
the improvement on “Yes/No” questions is extremely large (from ∼70% to ∼90%), which indicates
that the language bias affects variously on different types of questions. The example for “is this”
questions in Figure 6 also illustrates that our CF-VQA effectively reduce the language bias.
Is CF-VQA robust? The in-distribution and independent-distribution settings are conducted to
evaluate whether VQA models over-correct language bias. As shown in Table 3, “UpDn+Sum” for
our CF-VQA achieves a relatively good trade-off among the three settings. Note that LM [2] achieves
a competitive performance on VQA-CP v2 test split (∼52%) with an additional language entropy
penalty (LM+H). However, the accuracy drops significantly by ∼7% on the in-domain setting (i.e.,
VQA v2 val split), which indicates that the entropy penalty forces the model to over-correct the
language bias, especially on “Yes/No” questions.
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Table 3: Experimental results on VQA-CP v2 and VQA v2. Best and second best numbers are
highlighted in each column. The results on VQA v2 test-std are obtained via our reimplementation.
Training set VQA-CP v2 train VQA v2 train
Test set VQA-CP v2 test VQA v2 test-std VQA v2 val
Methods Base. All Y/N Num. Other All Y/N Num. Other All Y/N Num. Other
GVQA [16] – 31.30 57.99 13.68 22.14 – – – – 48.24 72.03 31.17 34.65
SAN [11] – 24.96 38.35 11.14 21.74 – – – – 52.41 70.06 39.28 47.84
UpDn [6] – 39.74 42.27 11.93 46.05 59.89 76.23 34.14 51.56 63.48 81.18 42.14 55.66
S-MRL [1] – 38.46 42.85 12.81 43.20 58.82 75.16 34.39 50.20 63.10 – – –
Visual attention based
AttAlign [19] UpDn 39.37 43.02 11.89 45.00 – – – – 63.24 80.99 42.55 55.22
HINT [19] UpDn 46.73 67.27 10.61 45.88 – – – – 63.38 81.18 42.99 55.56
SCR [20] UpDn 49.45 72.36 10.93 48.02 – – – – 62.2 78.8 41.6 54.5
Language prior based
AdvReg. [21] UpDn 41.17 65.49 15.48 35.48 – – – – 62.75 79.84 42.35 55.16
RUBi [1] UpDn 44.23 67.05 17.48 39.61 60.73 79.21 35.62 50.38 – – – –
RUBi [1] S-MRL 47.11 68.65 20.28 43.18 60.40 80.32 34.60 48.97 61.16 – – –
LM [2] UpDn 48.78 72.78 14.61 45.58 62.11 80.29 33.11 52.94 63.26 81.16 42.22 55.22
LM+H [2] UpDn 52.01 72.58 31.12 46.97 57.71 70.07 30.98 53.07 56.35 65.06 37.63 54.69
CF-VQA (Har.) UpDn 49.94 74.82 18.93 45.42 62.42 80.68 35.21 52.75 63.83 82.23 44.72 54.88
CF-VQA (Har.) S-MRL 51.43 78.62 20.07 45.79 61.24 79.51 35.85 51.15 62.54 81.21 44.66 53.09
CF-VQA (Sum) UpDn 53.69 91.25 12.80 45.23 59.82 75.48 33.37 52.25 63.65 82.63 44.10 54.38
CF-VQA (Sum) S-MRL 54.95 90.56 21.88 45.36 58.06 74.28 34.85 49.25 60.76 81.11 43.48 49.85
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Figure 5: Example results on VQA-CP v2 test split.
Red bold answer denotes the ground-truth one.
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Figure 6: Examples of answer distributions
on VQA-CP v2.
Can CF-VQA retain language context? Example results in Figure 5 and 6 illustrate how CF-VQA
preserves language context for inference compared to the language prior based approach RUBi [1].
For the first example in Figure 5, CF-VQA recognizes the context “large or small”, while RUBi tends
to answer yes/no based on “is this”. For the second example, although RUBi successfully locates
the flowers, it wrongly focuses on visual attributes (i.e., pink) rather than classes (i.e., “what type”).
Meanwhile, CF-VQA may highlight category-related options. As shown in Figure 6, for “what brand”
questions, RUBi prefers the meaningless answer “none” rather than specific ones. Although CF-VQA
cannot recover the answer distribution very well, it attempts to generate answers about kind (e.g.,
wood, frisbee). These examples highlight the importance of language context, which is the main
difference between language prior based approaches and our causal inference based CF-VQA.
6 Conclusion
In this paper, we propose a novel cause-effect look at the language bias in VQA. The language bias is
formulated as the direct effect of question on answer, which can be captured by Counterfactual VQA.
Experimental results demonstrate the effectiveness and generalizability of our proposed inference
strategy CF-VQA. In addition, our proposed cause-effect look fills the theoretical gap in recent
debiasing studies [1, 2]. In the future, we will (1) consider a more complex causal graph with external
knowledge; (2) extend our cause-effect look to other vision-and-language applications.
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