Computational methods of predicting protein functions rely on detecting similarities among proteins. However, sufficient sequence information is not always available for some protein families. For example, proteins of interest may be new members of a divergent protein family. The performance of protein classification methods could vary in such challenging situations. Using the G-protein-coupled receptor superfamily as an example, we investigated the performance of several protein classifiers. Alignment-free classifiers based on support vector machines using simple amino acid compositions were effective in remote-similarity detection even from short fragmented sequences. Although it is computationally expensive, a support vector machine classifier using local pairwise alignment scores showed very good balanced performance. More commonly used profile hidden Markov models were generally highly specific and well suited to classifying well-established protein family members. It is suggested that different types of protein classifiers should be applied to gain the optimal mining power.
string) frequencies were also used for GPCR subfamily classification by Cheng et al. ([15] ; includes extensive list of protein classifiers). Other alignment-free descriptors, auto/ cross-covariance vectors based on amino acid properties, were used with partial least-squares regression [16] [17] [18] and with self-organizing maps (SOMs; an artificial neural network) [19] . These methods (except for SOMs) are discriminative; they generate models based on both positive and negative samples. Remote similarity detection has also been studied in relation to protein structure prediction, since incorporation of structural information could improve the identification sensitivity [reviewed by, e.g., 20, 21] .
One example showing the power of alignment-free classifiers was in the discovery of odorant receptor (OR) genes, a divergent member group of GPCRs, from the Drosophila melanogaster genome. Although OR protein sequences were previously known in vertebrates, due to their extremely low similarities with vertebrate counterparts, Drosophila ORs could not be identified until Kim et al. [8] applied their alignment-free discriminant analysis method. Sixty-one Drosophila ORs as well as gustatory receptors were then newly identified [22, 23] . We should also note that alignment-free methods do not require us to assume a homologous relationship (common ancestry) among similar sequences. Descriptors are in general designed to extract sequence properties shared among functionally similar proteins regardless of their evolutionary relationships.
The main purpose of this study is to compare the performance among alignment-based and alignment-free protein classification methods and to identify their strengths and weakness from the practical perspectives of the users. Using the GPCR superfamily and taking advantage of their extreme and various levels of divergence, we designed our comparative analyses simulating some practical situations: when a good number of samples is available for training classifiers, when only a limited amount of information is available for training classifiers, and when short partial sequences need to be identified. Identifying short partial sequences helps in detecting candidate gene regions based on single-exon similarities even if gene prediction methods misidentify these genomic regions. It also provides an effective way of exploiting underutilized short expressed sequence tags (ESTs). Due to its economical advantage, not surprisingly, EST data comprise currently the majority of available genomic information.
We examined the following classifiers: a profile HMM, SVM_Fisher, SVM_pairwise, and simple amino acid composition-based classifiers using SVMs and decision trees. Performance of the classifiers against short partial sequences was examined using both simulated datasets and D. melanogaster EST sequences. The results we obtained will be useful for gaining the optimal classification power using different protein classifiers for various identification problems we encounter in practice.
Results
We divided GPCR sequences into two groups: Class A datasets, including GPCRs belonging to a single large class, and non-Class A datasets, including GPCRs from other classes (see Table 1 and Materials and methods). While Class A GPCRs are relatively more conserved, non-Class A GPCRs are extremely heterogeneous. We trained classifiers on each group of datasets and tested against the datasets derived from the same group (within-class test) or from another group (between-class test). Table 2 summarizes the combinations of datasets used in each test. The within-class tests are used to examine how well classifiers perform if they can be trained on samples sufficiently similar to those to be identified. The between-class tests simulate situations in which we want to search protein sequences distantly related from currently available samples. Fig. 1 summarizes the performance of the eight classifiers. The accuracy and false positive (FP) rates are plotted with circles and X's, respectively. All classifiers had 92% or higher accuracy for identifying Class A GPCRs (Fig. 1a) . Similarly high but slightly lower accuracy rates (85% or higher) were observed against non-Class A datasets (Fig. 1b) . To examine sampling effects, we repeated the performance analysis after switching datasets used for training and testing. All classifiers showed very similar consistent results between the two repeating tests (data not shown). For non-Class A, leave-oneout cross-validation tests using a larger dataset including all 162 non-Class A sequences also showed consistent results (data not shown).
Within-class tests
All alignment-based classifiers, Sequence Alignment and Modeling (SAM; a profile HMM classifier), SVM_Fisher, and SVM_pairwise, showed almost perfect discrimination in these within-class tests regardless of the GPCR classes. Amino acid composition-based classifiers, SVM_AAs and DT (decision trees), even though they do not rely on alignments to compare sequences, also had very high accuracy rates. Among SVM_AAs, SVM_AA(rbf) was the best performer with lower FP rates (higher specificity).
The median and maximum rates of false positives (MedRFPs and MaxRFPs) concisely summarize the performance behavior of each classifier (see Materials and methods). These FP rates are included in Table A1 of the appendix. For all classifiers MedRFPs were 0% or very close to 0%, indicating that half of the GPCR samples were identified correctly before any negative samples were misidentified as false positives. SVM_pairwise showed very low MaxRFPs, and SVM_AAs had slightly higher MaxRFPs (9% or higher). Surprisingly, SAM and SVM_Fisher had very high MaxRFPs for within-non-Class-A tests (e.g., 62% for SAM was the average between 49 and 75%). This indicates that some non-Class A GPCRs had very low scores and could not be identified unless setting the threshold score very low and allowing many negative samples to become false positives. Consistent with this, almost all of the errors made by SAM and SVM_Fisher were false negatives (FNs). Higher divergence among non-Class A GPCR sequences must have contributed to these results.
Between-class tests
The results were quite different for between-class tests. As shown in Fig. 1 (plotted with squares and +'s), the accuracy rates of SAM and SVM_Fisher were only around 70-80%. Low Matthews correlation coefficients (MCC < 60%; Table A2 of appendix) of both classifiers reflect very low sensitivity (high FN rates) even though specificity was not quite low. This implies that SAM and SVM_Fisher could not identify sequences only weakly similar to their trained models. MaxRFPs of these classifiers were 100% or close to 100%, indicating some non-Class A GPCRs scored lower than almost all of the non-GPCR test sequences. Since their MedRFPs (< 24%) were lower, at least half of the positive samples were found before too many negative samples were misidentified. Surprisingly, SVM_pairwise, even though it uses pairwise alignments to compare sequences, performed the best (higher than 90% accuracy), closely followed by alignment-free SVM_AA(rbf) or SVM_AA(pol). All of the amino acid composition-based classifiers (SVM_AAs and DT) performed better than SAM and SVM_Fisher. Accuracy levels of SVM_AAs were constantly close to 90% or higher. Although their MaxRFPs were sometimes higher than those of SVM_pairwise, their MedRFPs were still very close to 0%.
Subsequence test
Figs. 2 and 3 summarize the performance (accuracy rates) of the eight classifiers against short subsequences. Overall patterns were consistent among different classifiers; performance increased when the subsequence lengths became longer. Fig.  2 shows that for the within-class tests, profile HMM-based SAM and SVM_Fisher had the advantage over the other classifiers. Even against 50 or 75-amino-acid (aa) subsequences, these classifiers maintained the accuracy at 94% or higher (for Class A) or 88% or higher (for non-Class A). The performance of SVM_pairwise was slightly lower than these two classifiers. Among the amino acid composition-based classifiers, DT showed the lowest accuracy rates. The accuracy rates of SVM_AAs were close to but slightly lower than those of SVM_pairwise.
Consistent with the results obtained for the full sequence analysis, for the between-class tests, SAM and SVM_Fisher gave the worst performance regardless of the subsequence lengths (Fig. 3) . Both SVM_pairwise and SVM_AAs performed similarly and constantly better than SAM, SVM_Fisher, and DT. Their discrimination performance was better when SVM_AAs were trained on non-Class A. In contrast, SAM performed worse when trained on non-Class A. SVM_AAs maintained around 80% accuracy even against 50-aa subsequences.
D. melanogaster EST analysis
Since almost all EST sequences contain fragments of both nontranslated exons and coding sequences, identifying their family memberships is more challenging than subsequence identification. Table 3 compares the performance between SAM and SVM_AA(rbf). The majority of D. melanogaster ESTs that contained GPCR coding sequences were in fact derived from Class A GPCRs (1937 of 2103). Against these Class A GPCRcontaining ESTs, SAM performed very well when trained on the same Class A (∼ 90% accuracy). However, none of them was correctly identified when training was done using the non-Class A dataset. Similarly, when training was done with the Class A dataset, none of non-Class A-containing ESTs was correctly identified. "Frizzled/smoothened" and "odorant/gustatory receptors" are other distant GPCR groups and these sequences were not included in our training data. Predictably, SAM failed to identify the majority of the ESTs containing these sequences. In the cases in which SAM failed, SVM_AA(rbf) showed better identification performance. Furthermore, the majority of the Class A-containing ESTs in fact coded highly conserved opsin proteins (1807 of 1937). Against the remaining 130 Class A ESTs, SAM showed only a slight advantage. In total, SVM_AA (rbf) identified more GPCR-containing ESTs (145) than SAM did (95). Note that, although SVM_AA(poly) seemed to perform better than SVM_AA(rbf) for short subsequences (Figs. 2 and 3 ), in this EST analysis, SVM_AA(poly) showed extremely high FP rates (50% or higher from 370,488 negative ESTs).
Supplementary data
The following supplementary data are available online: Tables SI and SII, actual classifier performance for within-and between-class tests; Table SIII , the list of accession numbers for the sequences used in this study; and Fig. S1 , actual accuracy rates observed from the eight classifiers for subsequence tests.
Discussion
Profile HMMs are currently the most used method in protein classification (e.g., Pfam, SMART, Superfamily, PANTHER). Profile HMMs are built on multiple alignments generated from known protein families. Therefore, they cannot be optimized directly for discriminating positive samples from negative samples. SVM_Fisher, developed by Jaakkola et al. [24] , combines the power of generative model building of HMMs with the discriminative power of SVMs. Our results showed only a small improvement in performance with SVM_Fisher over SAM when the classifiers were trained and tested to identify more diverged non-Class A GPCR sequences. Both profile HMM-based classifiers performed poorly in betweenclass tests and they misidentified many GPCRs as false negatives. While the higher specificity of profile HMMs contributed to very low errors when classification was against the same group of sequences they were trained on, such high specificity may have prevented profile HMMs from identifying distantly related sequences not well represented in their models. SVM_pairwise surpassed profile HMM-based classifiers, especially for between-class tests. It appears to combine the strength in profile HMMs (high specificity) and flexibility in SVM_AAs. The simple use of amino acid frequencies with SVMs is completely free from alignments and was very effective for discriminating GPCRs from non-GPCRs regardless of how they were trained.
Based on the different results we obtained in this study, profile HMMs have an advantage when training and testing can be done using sufficiently similar sequences. SVM_AAs perform better when currently available sample proteins do not represent well the remotely similar new proteins that are needed to be identified. It is beneficial for the users to know how remote is too remote to select the best classifier for their interest. To examine further the relationships between the level of similarity and classifier performance, we performed similar analyses using different families among Class A GPCRs as shown in Table 4 (see Materials and methods). Three major families (amine/rhodopsin, peptide, and olfactory) were chosen from Class A. One of these Class A family datasets was used for training, and the testing was done against the other two Class A family datasets. As shown in Table 5 , SAM and SVM_pairwise performed better than SVM_AA(rbf). Such results were expected since the difference among these Class A families are not as great as in the between-class tests. In fact, sensitivities of SVM_AA(rbf) were very close to those of SAM. The performance decrease observed in SVM_AA(rbf) was caused mainly by the misclassification of negative samples but not positives. Furthermore, the performance by SAM trained with the olfactory family dataset, the most conserved dataset, was the lowest, showing a possible overfitting effect. Compared to SAM and SVM_AA(rbf), SVM_pairwise again showed consistently almost perfect classification performance.
The disadvantage of using SVM_pairwise is its computational expense. It requires generating all combinations of SmithWaterman local pairwise alignments both in training and in testing. It becomes computationally significantly expensive especially against larger datasets (e.g., genomes). In contrast, SVM_AA is quick and simple, requiring only the amino acid composition from each protein. There are many public softwares that can be used to obtain the amino acid composition from protein sequences. Using SVM_AA is easy and more practical especially for large-scale (e.g., genome-scale) analyses.
We should note that the results shown so far were obtained at the minimum error point (MEP). It shows the best possible performance each classifier can produce, and such performance cannot be expected in real life. In reality, we have to rely on the classifiers optimized based on the training set used. When we used the results simply produced by each classifier as a default output (using an E value of 0.05 as the threshold for SAM), the results for within-class tests were close to those obtained at the MEP (see supplementary materials). However, the accuracy rates for between-class tests by SAM, SVM_Fisher, and SVM_pairwise were lower by as much as 20%. The difference was much smaller for SVM_AAs.
In Kim et al. [8] and Moriyama and Kim [9] , they reported the performance of their alignment-free classifiers to be better than that of profile HMMs (Pfam), especially for short subsequence identification. The datasets they used to train and test their classifiers were randomly sampled across all of the GPCR classes. For profile HMMs, however, multiple models were collected from the Pfam database, with each model corresponding to a different GPCR class (e.g., 7tm_1 for the rhodopsin family). Therefore, their results for profile HMM/Pfam were equivalent to results combined from within-and between-class tests in this study. In fact, this is generally what happens when we submit query sequences to profile HMM databases such as Pfam. For example, currently 22 GPCR proteins are known from Arabidopsis thaliana [25] [26] [27] [28] . Using multiple profile HMMs constructed from 14 GPCR groups, Fredriksson and Schioth [29] identified only six Arabidopsis GPCRs. In their recent study, Ono et al. [30] reported that combining profile HMMs with other methods including BLAST [31] and PROSITE [6] , they could identify 21 of the Arabidopsis GPCRs. Compared to such a small number of GPCRs found in Arabidopsis, animal genomes encode much larger numbers of GPCRs (e.g., > 800 in human and ∼1000 in Caenorhabditis elegans [26] ). This indicates either that the number of GPCRs exploded only in metazoan lineages after plants and metazoa parted in their evolutionary histories or that distant plant members have not been identified properly. Combining various alignment-free classifiers and transmembrane prediction methods, for example, our group recently identified about 400 GPCR candidates from the A. thaliana genome [32] . Although knowing how many of these candidates are actual GPCRs (true positives) needs to wait until experimental confirmation is done, relying only on highly specific results produced by profile HMMs does not allow us to explore such possibilities.
Recently a new alignment-free GPCR detection method, GPCRHMM, was developed by Wistrand et al. [33] . The authors analyzed transmembrane (TM) topologies among GPCRs and compared differences in loop lengths and amino acid composition between different GPCR regions. A hidden Markov model is built based on these regional features. Since their classifier was trained using positive samples collected across all the GPCR families (except for plant Mlo and insect odorant receptor families), it is not possible to compare the results from our within-and between-test analyses directly with those by GPCRHMM. Nevertheless such comparisons would be beneficial for users when choosing classifiers. Therefore, we applied GPCRHMM against all of our datasets (Table A4 in the appendix). As expected, GPCRHMM discriminated Class A and non-Class A GPCRs from non-GPCRs with very high accuracy. All Class A sequences (AR, PE, and OL datasets in Table 4 ) were identified almost perfectly. On the other hand, of the two non-Class A GPCR datasets (N1 and N2 in Table 4 ) 70 sequences each were identified as negative (non-GPCR). This is, however, not surprising because the training samples used for GPCRHMM do not include such extremely diverged GPCRs as plant Mlo's and insect odorant receptors. In each of the nonClass A GPCR datasets (N1 and N2), 68 sequences were obtained from these families and these sequences were missed by GPCRHMM. This result shows again that it is very important to understand how classifiers are trained and for what purpose we want to use each classifier.
Conclusions
SVM_pairwise is the most balanced classifier that is sensitive to remote similarity and can also be highly discriminative for classifying GPCR classes. However, use of SVM_pairwise for a large-scale analysis may not be practical for its computational cost. To identify member proteins from well-established protein families for which a good number of representative samples are available, profile HMMs as well as GPCRHMM give highly accurate classifications. When protein sequences of interest are distant members of divergent protein families and only a limited amount of information is available for training classifiers, SVM_AA(rbf) is the better alternative. Our recommendation is thus to use both SAM (or GPCRHMM) and SVM_AA(rbf) for the first stage of analysis and to follow up with SVM_pairwise to reduce false positives Table A3 . b The Class A family dataset used to train each classifier. The between-family tests were performed using the two families that were not used for the training. See Table 4 for these datasets. to achieve a thorough mining of divergent protein family members.
Materials and methods

Data sources
GPCRs are seven-transmembrane proteins involved in G-protein-mediated signal transduction. They form a large (the largest among eukaryotic transmembrane protein families) and highly diverged superfamily. GPCRDB (Information System for G-Protein-Coupled Receptors) [26] divides the superfamily into five major classes (see Table 1 ). Class A is by far the most populated GPCR class, with more than 4300 entries in the database. Other families not listed in Table 1 are, for example, "Frizzled/Smoothened," "insect odorant receptors," and "plant Mlo receptors" (see http://www.gpcr.org/7tm for the complete listing of GPCR families). Other GPCR classification systems exist. For example, Fredriksson et al. [29] divide Class B into two major families: "secretin" and "adhesion." However, for the purpose of our current study, the difference is not significant. Each class is further divided into families, subfamilies, and so forth, based on their ligand specificities as well as sequence similarities.
The GPCR sequences of different classes/families are highly diverged from each other. Their lengths are also varied, especially in the 5′-and 3′-terminals as well as the loop regions. Such high variation makes reconstructing reliable multiple alignments across families or from the entire GPCR superfamily very difficult or practically impossible. This is, therefore, an ideal protein family for us to use to analyze classifier performance at various degrees of similarities. GPCRs have also been used in previous classifier developments [e.g., [8] [9] [10] [13] [14] [15] [16] [17] 19, 33] .
As shown in Table 1 , entries in GPCRDB are derived from the Swiss-Prot Protein Knowledgebase [34] , a curated protein database providing high-quality annotations, as well as its computer-annotated supplement, TrEMBL. To use GPCR sequences less likely to be misclassified, for our positive samples, we included only Swiss-Prot-derived GPCR sequences.
Positive and negative samples
The lists of accession numbers for the sequences used in each dataset are available in the supplementary materials. All sequences are available from http:// bioinfolab.unl.edu/emlab/gpcr/.
Class A datasets
Two hundred GPCR sequences were randomly sampled from Class A. Such random sampling may not represent all groups evenly since some groups are represented by only small numbers of entries in the database and other groups include many highly similar sequences. To examine the effect of training data sampling, we previously examined two other sampling methods: a phylogenybased sampling using a certain cut-off similarity level and family-wise sampling based on the Class A classification by GPCRDB. The phylogeny-based sampling avoids redundant representation by highly similar sequences, and the family-wise sampling avoids biased representation by large groups. While these sampling methods could cover the entire GPCR sequence space more evenly, no significant improvement was observed in classifier performance (for detailed descriptions, see Khati [35] ). In this study we thus used only random sampling for preparing training datasets. Two independent datasets were prepared from Class A GPCRs.
Non-Class A datasets
Positive datasets were also generated by sampling from non-Class A (including Classes B, C, D, and E). As shown in Table 1 , only 162 GPCR sequences were available for non-Class A. One positive dataset including all of these sequences was prepared. Two other smaller but nonoverlapping positive datasets were also generated by randomly dividing the 162 sequences into two groups (each including 81 non-Class A GPCRs).
Non-GPCR negative datasets
For negative samples, 200 non-GPCR sequences longer than 100 amino acids were randomly sampled from Swiss-Prot. We added also 10 bacteriorhodopsin sequences. Bacteriorhodopsins are seven-transmembrane proteins. However, they do not couple with G proteins, nor function as GPCRs. Adding such somehow similar but unrelated negative samples may improve the discriminating power of classifiers, resulting in fewer false positives. Note, however, that Khati [35] reported that such performance increase was minimal. The total number of sequences in each negative dataset was thus 210. Two independent negative sets were prepared.
Datasets used for Class A family analysis
From Class A GPCRs, we chose four major subfamilies: amine, peptide, opsin (rhodopsin), and olfactory. Clustering patterns were examined by phylogenetic analysis using ClustalW multiple alignment [36] , protein distance estimation based on the JTT model [37] , and neighbor-joining phylogenetic reconstruction [38] implemented in Phylip (version 3.65) [39] . Consistent results were obtained by Fredriksson et al. [40] in their extensive analysis of human GPCRs. Amine and opsin groups were closely clustered and Fredriksson et al. [40] included them in a single group α. Therefore, we combined these two groups and generated three Class A datasets, AR, PE, and OL, as shown in Table 4 . Their average pairwise divergence (amino acid substitutions per site estimated by JTT protein distance) was the highest among the peptide (PE) group and the lowest among the olfactory (OL) group. Pairwise protein divergence of 0.3 was used to identify highly similar sequence clusters, and from each such cluster a single sequence was randomly chosen and others were excluded.
For non-Class A datasets, GPCR sequences were obtained from Classes B-E (Table 1) as well as "Frizzled/Smoothened," "ocular albinism proteins," "insect odorant receptors," "plant Mlo receptors," "nematode chemoreceptors," "vomeronasal receptors," and "taste receptors T2R." As before, highly similar sequences were removed by using a pairwise protein divergence of 0.3 as the cut-off threshold. Two nonoverlapping datasets (N1 and N2 in Table 4 ) were generated and one (N1) was used for training and the other (N2) for testing.
Training and test dataset preparation
Positive and negative datasets were combined to create Class A training and test sets, each including 410 sequences, and non-Class A training and test sets, one including 372 and two including 291 sequences. The two Class A datasets and the two smaller non-Class A datasets were mutually exclusive.
Subsequence test sets
Based on the average length of GPCRs (374 aa from Class A), six lengths were chosen: 50, 75, 100, 150, 200, and 300 aa. One subsequence with a given length was randomly taken from each sequence of the dataset. While all GPCR sequences were longer than 300 aa, some non-GPCR sequences were shorter than the required lengths and had to be replaced with new sequences obtained from Swiss-Prot. Six subsequence test sets were generated for one each dataset of Class A and non-Class A, each including 410 and 291 sequences, respectively.
D. melanogaster EST datasets
A total of 374,229 D. melanogaster EST sequences (337,753 for 5′ and 36,476 for 3′ ESTs) were collected from the EST division of GenBank (National Center for Biotechnology Information, http://www.ncbi.nlm.nih.gov/) in October 2005. Using the blastx similarity search program (http://www.ncbi. nlm.nih.gov/BLAST/) [41] , we compared them against all 304 D. melanogaster GPCR protein sequences in GPCRDB. Using 90% for the amino acid identity and a 5-aa (15 bp) length for HSPs (high-scoring segment pairs or regions aligned with GPCR coding sequences) as the threshold, we identified 2103 ESTs (1994 for 5′ and 109 for 3′ ESTs) that contain fragments of GPCR coding sequences. The average length of these ESTs was 557 bp (ranging from 151 to 871 bp). The average HSP length was 125 bp, and on average an HSP covered 20-25% of each EST. These 2103 ESTs were translated in three reading frames and used for testing classifier performance.
Class A analysis datasets
For the within-family tests, each of the three Class A datasets (AR, PE, and OL in Table 4 ) was randomly divided into two. One part was combined with a non-Class A dataset N1 and used for training, and the other was combined with another non-Class A dataset N2 and used for testing. For the between-family tests, each of the three Class A datasets (AR, PE, and OL) was combined with the non-Class A dataset N1 for training. Two of the three Class A datasets not used for training were combined with another non-Class A dataset N2 and used for testing (e.g., if AR + N1 dataset was used for training, PE + OL + N2 dataset was used for testing).
Classifiers used Profile hidden Markov models
A profile HMM is a full probabilistic representation of a sequence profile [42] . Sample sequences need to be alignable, and thus only positive sample information is directly incorporated. We used the program package of the Sequence Alignment and Modeling system (SAM version 3.5; http://www.cse. ucsc.edu/research/compbio/sam.html) [43] in this study; buildmodel was used to build profile HMMs with the nine-component Dirichlet mixture priors [44] and hmmscore was used to calculate scores and E values. The "calibration" option (for more accurate E-value calculation) and the fully local scoring option (-sw 2) were used. The w0.5 script is used to build profile HMMs especially for searching remotely similar sequences. We built profile HMMs with and without using the w0.5 script. As shown in the appendix, especially for between-class test, w0.5 did not consistently improve GPCR discrimination performance. Therefore, we discussed only results obtained without using w0.5.
Support vector machines
SVMs are learning machines that make binary classifications based on a hyperplane separating a remapped instance space [45] . Kernel functions are chosen so that the remapped instances on a multidimensional space are linearly separable. Both positive and negative samples are used in their training.
SVM_Fisher. This method introduced by Jaakkola et al. [24] combines generative models (trained only on positive samples as profile HMMs) with discriminative methods, SVMs. If an HMM, H 1 , is built from a set of positive sequences, the probability model for a sequence X is denoted as P(X|H 1 ,θ), and a Fisher score vector (FSV) is given by U X = Δ θ logP(X|H 1 ,θ). The detailed derivation of the FSV is given by Karchin et al. [10] .
Given a profile HMM, each sample sequence was compared against it using a SAM program, get_fisher_scores, and transformed into a 9n-component FSV based on the nine-component Dirichlet mixture ("matchprior" option; n is the number of match states). This FSV was then used as an input vector for SVMs. A program, svm_learn, of the SVM light package (version 5.0; http://svmlight. joachims.org/) [46] was used with a radial basis kernel, exp(−γ||x − y|| 2 ), where γ was set based on the median of Euclidean distances between positive examples and the nearest negative example as described in Jaakkola et al. [24] . SVM classification was done by another SVM light program, svm_classify.
SVM_pairwise. In this method developed by Liao and Noble [11] , each sequence is compared to every sequence in the dataset by the Smith-Waterman local pairwise alignment [47] . If n is the total number of proteins in the training set and f xi is the E value of the Smith-Waterman similarity score between a sequence X and the ith training sequence (i = 1, 2, …, n), the feature vector corresponding to a sequence X is in the form of SVMs with amino acid composition. Simple 19-amino-acid frequencies of each protein sequence (the 20th amino acid frequency can be explained completely by the other 19) were used as an input vector for SVMs. The SVM light package was used as before. The four kernel functions used were the linear kernel (x · y + 1), the polynomial kernel (kx · y +1) p , the sigmoid kernel (tanh(kx ·y +c)), and the radial basis kernel (exp(−γ||x − y|| 2 )). γ in the radial kernel function was set as described before (γ =122 for Class A and γ = 126 for non-Class A). Also the regulatory parameter C was set as 0.5002 for Class A and 0.5003 for non-Class A datasets. The other parameter values were chosen for the most optimal discrimination. We call these SVM classifiers SVM_AA(lin), SVM_AA(pol), SVM_AA(sig), and SVM_AA(rbf).
Decision trees
The 19-amino-acid frequencies were also used as an input vector for decision trees. The program C4.5 (release 8; http://www.rulequest.com/ Personal/) by Quinlan [49] was used. A decision trees classifier with boosting showed only a minimum performance gain [35] . Therefore, in this study, we used the decision trees without boosting.
GPCRHMM
Recently Wistrand et al. [33] developed a new GPCR detection method, GPCRHMM. It incorporates GPCR-specific TM features (e.g., loop-region lengths, different amino acid composition among loop and TM regions) in a hidden Markov model architecture. GPCRHMM is available at http://gpcrhmm. cgb.ki.se/index.html.
Performance analysis Test statistics
Classification results are grouped as the following four categories:
• true positive (TP), the number of actual GPCRs predicted as GPCRs;
• false positive (FP), the number of actual non-GPCRs predicted as GPCRs;
• true negative (TN), the number of actual non-GPCRs predicted as nonGPCRs; and • false negative (FN), the number of actual GPCRs predicted as non-GPCRs.
Based on these numbers, the following performance measures were calculated: . MCC provides a more balanced evaluation of performance (reviewed in, e.g., [50] ).
Minimum error point
The MEP is the threshold score at which the classifier produces the minimum number of errors (FP + FN), showing the best possible performance. MEP was used in Karchin et al. [10] . Unless specified, the performance statistics were obtained at the MEP for all classifiers except for DT.
Maximum and median rates of false positives
The MaxRFP is the FP rate at a certain threshold score at which all positive samples are correctly identified. Similarly, the MedRFP is the FP rate at a certain threshold score at which half of the positive samples are correctly identified. These statistics (used in [24] ) concisely summarize the behavior of each classifier performance. Therefore, we chose to show these statistics in Tables A1  and A2 instead of receiver operating characteristic curve, which is the plot between TP rates (sensitivities) against FP rates (1 − specificity) with a given range of threshold values.
Leave-one-out cross-validation test
Since non-Class A datasets were much smaller than Class A datasets, and two independent datasets prepared from non-Class A included only 81 positive samples, in addition to independent test data analysis, we performed leave-oneout cross-validation analysis. For non-Class A, the dataset including all the positive samples (162 sequences) was used for this analysis. b Class A and non-Class A datasets include both positive (GPCR) and negative (non-GPCR) samples (see Table 2 ). AR, PE, and OL datasets include only Class A GPCR samples, and N1 and N2 datasets include only non-Class A GPCR samples (see Table 4 ).
