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A number of different Fuzzy Answer Set Programming (FASP) formalisms have been pro-
posed in the last years, which all differ in the language extensions they support. In this
paper we investigate the expressivity of these frameworks. Specifically we show how a vari-
ety of constructs in these languages can be implemented using a considerably simpler core
language. These simulations are important as a compact and simple language is easier to
implement and to reason about, while an expressive language offers more options when
modeling problems.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
Answer Set Programming (ASP) (see e.g. [2]) is a declarative modeling language that is especially suitable for describing
combinatorial problems. In ASP, rules of the form r : a ← β are used to denote that a should hold when the conjunction of
literalsβ holds. AnASP program is a collection of such rules. Typically, programs arewritten in the generate-define-test style,
which means that certain rules generate potential solutions, and other rules eliminate solution candidates based on tests
(constraints) that depend on certain concepts from the defining part. For example, the following ASP program Pgc models a
2-color graph coloring problem:
gen1 : white(X) ← not black(X)
gen2 : black(X) ← not white(X)
sim1 : sim(X, Y) ← white(X),white(Y)
sim2 : sim(X, Y) ← black(X), black(Y)
constr : ← edge(X, Y), sim(X, Y)
In this program, rules gen1 and gen2 form the generate part of the program. They create a potential coloring of the graph
by stating that a node is either white or black. Rules sim1 and sim2 form the defining part and describe when two nodes are
similar in color. The test part consists of the constr rule. This rule eliminates solution candidates where two adjacent nodes
are similarly colored.We can use this program to solve the graph coloring problem for specific graphs. First, rules of the form
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facta,b : edge(a, b) ← are added to theprogram,which encode that there is an edgebetweennode a and b. The resulting rules
are grounded, meaning that a rule such as gen2 is replaced by the set of rules {gen2a : black(a) ← not white(a) | a ∈ Nodes},
whereNodes is the set of nodes in the graph. The groundedprogram is then solved using an answer set solver such as Smodels
[57] or DLV [33], which generates answer sets of the program that correspond to admissible graph colorings.
An important research topic in ASP is determiningwhether certain language extensions can be simulated using a simpler
core language. Indeed, there has even been a work package by the European Working Group on Answer Set Programming
(WASP) that focused on this question [50]. These simulations are important as they allow using standard available answer
set solvers for solving programs with extensions. Furthermore they allow us to focus on a small core theory when showing
properties, while still retaining generality.
In recent years Fuzzy Answer Set Programming (FASP) has been proposed, which aims to extend ASP with the capacity
to model continuous optimization problems in a similar manner. Many different formalisms have been proposed (see
e.g. [6,7,39,41,54,63–65]), which all differ in the language constructs they support. For example, some of these approaches
feature negation-as-failure, others have classical negation, and again others allow arbitrary monotonic functions in rule
bodies. Unfortunately, in contrast to ASP, there has been little work focusing on the language extensions of FASP. In this
paper we investigate the expressivity of different constructs. In particular, we analyze howmany of the features that appear
in FASP variants can be simulated in a language that is considerably simpler. This creates a bridge between the desire to
have a rich and expressive FASP language on one hand and the wish to have a small core language that is easy to implement
and reason about on the other hand. The advantage of having a rich and expressive language is that it removes the burden
from programmers to write the simulations by hand, making the language easier to use. The advantage of having a small
core language is that (i) this makes it easier to reason about the language, (ii) it makes it easier to investigate links to other
theories and (iii) it facilitates the implementation of the backend of a FASP solver.
The structure of the paper is as follows. In Section 2, we recall the necessary notions of fuzzy logic used throughout the
paper. After this, in Section 3, we identify a core language for FASP, called CFASP, that is sufficient to express the following
extensions:
(1) Constraints. One of the important constructs in ASP are constraint rules such as rule constr in program Pgc above. Such
a rule states that its body (the expression on the right of←) can never be true in a valid solution of the problem under
consideration. The constraint in the example above helps to exclude color assignments in which nodes are similarly
colored. In Section 4, we extend CFASP with constraints, resulting in the language CFASP⊥. We reveal the capabilities
of these constraints and furthermore show that a well-known procedure for eliminating constraints in ASP can be
generalized to the fuzzy case.
(2) Monotonically decreasing functions. When generalizing ASP to a many-valued setting, various types of functions
may serve as generalizations of logical connectives, ranging from t-norms and t-conorms to averaging operators, as
well as problem-specific hedges. Some authors (e.g. [10]) therefore allow arbitrary functions whose partial mappings
are increasing or decreasing. It is easy to see that this class covers all commonly used operators from fuzzy logic.
In Section 5, we extend CFASP with decreasing functions, resulting in the language CFASPf . We show that allowing
some of the partial mappings to be decreasing does not actually increase expressivity. In particular, we show that
by using the negation-as-failure primitive, such functions can be simulated using operators that are increasing in all
arguments.
(3) Rule aggregation. Some FASP formalisms, referred to asAFASP, feature an aggregator, which is an expressionmapping
rule satisfaction values to a single value. In Section 6, we show how this extension can be simulated using only rules.
(4) S-implicators. All the AFASP approaches introduced in the literature limit rules to correspond to residual implicators.
However, there might still be some contexts in which an S-implicator is more natural than a residual implicator. In
Section 7, we extend AFASPwith S-implicators, resulting in the language AFASPs. Wemotivate the use of S-implicators
and show how to simulate rules based on S-implicators in AFASP.
(5) Strong negation. In ASP, two types of negation are used intertwiningly, called negation-as-failure and strong negation
(also known as classical negation). In Section 8, we show how the simulation of strong negation in classical ASP can
be generalized to the fuzzy case.
Fig. 1 shows how the above extensions of FASP are related. An arrow from language L1 to L2 indicates that L1 can be simulated
in L2.
In Section 9, we discuss the related work and in Section 10 we present some concluding remarks.
2. Fuzzy logic
Consider a complete latticeL.Wedenote theorderingofL as≤L or as≤when there is no cause for confusion. Furthermore
we denote its greatest (resp. least) element as 1L (resp. 0L). When no confusion is possible, we just write 1 and 0. An L-fuzzy
set in a universe X is an X → L mapping. We use F = {xl11 , . . . , xlnn } to denote an L-fuzzy set F in a universe X , where
for i ∈ 1 . . . n we have that xi ∈ X , li ∈ L and F(xi) = li. For x ∈ {x1, . . . , xn} we have that F(x) = 0L. Note that any
regular set A in a universe X can be considered as an L-fuzzy set by defining for any x ∈ X that A(x) = 1L if x ∈ A and
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Fig. 1. Diagram of the relationships between the different CFASP and AFASP languages.
Table 1
Common t-norms and t-conorms over ([0, 1],≤).
Name t-Norm t-Conorm
Minimum/maximum x ∧m y = min(x, y) x ∨m y = max(x, y)
Łukasiewicz/Łukasiewicz x ∧l y = max(0, x + y − 1) x ∨l y = min(x + y, 1)
Product/bounded sum x ∧p y = x · y x ∨p y = x + y − x · y
Table 2
Common residual pairs and induced negators over ([0, 1],≤).
t-Norm Residual implicator Induced negator
Minimum x →m y =
{
y if x > y
1 otherwise ∼m x =
{
0 if x > 0
1 otherwise
Łukasiewicz x →l y = min(1, 1 − x + y) ∼l x = 1 − x
Product x →p y =
{
y/x if x > y
1 otherwise ∼p x =∼m x
A(x) = 0L otherwise. The intersection of two L-fuzzy sets in a universe X is the fuzzy set F1 ∩ F2 defined for any x ∈ X as
(F1 ∩ F2)(x) = inf(F1(x), F2(x)). The inclusion of two L-fuzzy sets in a universe X is defined as F1 ⊆ F2 iff for all x in X
we have F1(x) ≤L F2(x). The set of all L-fuzzy sets over X is denoted as FL(X) or as F(X) when L = ([0, 1],≤). We call
([0, 1],≤)-fuzzy sets fuzzy sets.
A negator ∼ is a decreasing L → L function satisfying ∼ 0 = 1 and ∼ 1 = 0. This operator generalizes classic
negation. If for each x ∈ L it holds that ∼ (∼ x) = x, we call the negator involutive. A t-norm ∧ is an increasing,
commutative and associative L2 → L function that satisfies x ∧ 1 = x. It generalizes classic conjunction. A t-conorm
∨ is an increasing, commutative and associative L2 → L function that satisfies x ∨ 0 = x. T-conorms generalize classic
disjunction. An implicator → is an L2 → L function that is decreasing in its first, and increasing in its second argument,
satisfies 0 → 0 = 1 and for all x ∈ L satisfies 1 → x = x. T-norms whose partial mappings are sup-morphisms
(i.e. supi(xi ∧ y) = (sup(xi)i∈I) ∧ y) induce a residual implicator defined by x → y = sup{λ ∈ [0, 1] | x ∧ λ ≤ y}.
Any such t-norm and its residual implicator satisfy the residuation principle, which states that x ∧ z ≤ y is equivalent
to z ≤ x → y. Any implicator → furthermore induces a negator ∼defined by ∼ x = x → 0. We summarize common
t-norms, t-conorms, residual implicators and induced negators over the complete lattice ([0, 1],≤) in Tables 1 and 2. The
residual implicator of the minimum and product t-norm are called the Gödel implicator, respectively Goguen implicator.
Next to the residual implicators, there is another common type of implicator called the S-implicators, which are built from
a generalization of the classical logic formula ¬x ∨ y. In this paper we will primarily use the Kleene–Dienes S-implicator,
defined as x →kd y = (∼ l x ∨m y).
3. The FASP core language
In this section we introduce a core language for FASP, called core FASP, which in the following sections will be shown to
be sufficient to express many of the common extensions to FASP. First we present the language and afterwards we discuss
the simulation techniques that will be used in the succeeding sections.
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3.1. Language
Definition 1. Consider a set A of atoms. A literal is either an atom a ∈ A, a value from a lattice L, or a naf-literal of the form
∼a, where ∼corresponds to a negator.
Definition 2. Given a set of atoms A, a rule over a complete lattice L is an object of the form
r : a ← f (b1, . . . , bn) (1)
where a is an atom called the head, f is an increasing Ln → L function, bi (1 ≤ i ≤ n) are literals, r is the rule label and← corresponds to a residual implicator. We often refer to a rule of the form (1) only by its label r. For a rule r we denote
its head as rh, its body as rb and the residual implicator corresponding to ← as →r . The t-norm of which →r is a residual
implicator is denoted by ∧r .
The core programs are sets of rules.
Definition 3. A core FASP program (short: CFASP program) over a complete lattice L is a set of rules over L. We denote the
set of atoms occurring in a core FASP program P as BP and the lattice over which the program ranges as LP . Given an atom
a we define Pa = {r | r ∈ P, rh = a}. A core FASP program is called simple if it contains no literals of the form ∼ l. An
interpretation I of a core FASP program P is a BP → Lmapping. It is extended to constants from L by I(l) = l for l ∈ L, to
literals of the form∼ l by I(∼ l) =∼ I(l), to bodies of rules by I(f (b1, . . . , bn)) = f (I(b1), . . . , I(bn)) and finally to a rule r
of the form (1) by
I(r) = I(rb) →r I(a) (2)
An interpretation I is called a model of P iff for each r in P we have I(r) = 1.
The semantics of these programs are given by a certain subset of the models, called answer sets.
Definition 4. Consider a simple CFASP program P. An interpretation I of P is called an answer set of P iff I is the minimal
model of P.
Equivalently, we can characterize answer sets as the least fixpoints of the following operator.
Definition 5. Consider a simple CFASP program P. The immediate consequenceoperator associatedwith P is an operator
mapping interpretations to interpretations defined for an interpretation I of P and a ∈ BP as
P(I)(a) = sup{I(rb) | r ∈ Pa}
We denote the least fixpoint of the immediate consequence operator for a program P as ∗P . It is well known that this
least fixpoint corresponds to the minimal model of P (see e.g. [7]) and that it can be obtained by repeatedly applying the
immediate consequence operator, starting from the empty set, until a fixpoint is found. When programs are not simple, a
transformation generalizing the Gelfond-Lifschitz transformation from [18] is used to define the semantics.
Definition 6. Let P be a CFASP program and let I be an interpretation of P. The reduct of a literal lw.r.t. I is defined as lI = I(l)
if l is of the form ∼ l and lI = l otherwise. The reduct of an expression f (b1, . . . , bn) is defined as (f (b1, . . . , bn))I =
f (bI1, . . . , b
I
n). The reduct of a rule r ∈ P of the form (1) is defined as rI = a ← (f (b1, . . . , bn))I . The reduct of a program P
is defined as PI = {rI | r ∈ P}.
Definition 7. Consider a CFASP program P. An interpretation I of P is called an answer set of P iff I is the answer set of PI .
Note that any answer set of a program P is also a minimal model of P. The converse proposition does not necessarily hold
however [24].
Example 1. Consider the following CFASP program P over ([0, 1],≤):
r1 : a ← max(b, c)
r2 : b ← ∼ l c
r3 : c ← 0.3
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Consider the interpretation I = {a0.7, b0.7, c0.3} of P. To check whether it is an answer set we construct the reduct PI:
r1 : a ← max(b, c)
r2 : b ← 0.7
r3 : c ← 0.3
Since I is the minimal model of PI we find that I is indeed an answer set of P.
3.2. Simulation technique: value fixing
In the simulations that we will discuss next it is often needed to “fix” the value of a certain atom in the body of a rule
when the reduct is applied. For atoms in a naf-literal the reduct operation does this automatically, but for atoms that occur
as the argument of an increasing function a special technique is needed. We call this technique value fixing. As an example,
consider the following CFASP program P over ([0, 1],≤):
r1 : a ← max(b, c)
r2 : b ← ∼ l c
r3 : c ← ∼ l b
r4 : b ← 0.4
Now suppose that, given an interpretation I of P we want to ensure that in the reduct of P w.r.t. I the body of rule r1 is equal
to the expressionmax(I(b), c), i.e. that (rI1)b = max(I(b), c). This is for example needed when the value of a should only be
dependent upon the guessed value for b, which will occur frequently in the simulations occurring in the following sections.
We can do this by (i) introducing a “fresh” atom notb; (ii) adding a rule nb : notb ←∼ l b to P; and (iii) replacing the b in the
body of rule r1 with ∼ l notb. This results in the following program P′:
r′1 : a ← max(∼ l notb, c)
r2 : b ← ∼ l c
r3 : c ← ∼ l b
r4 : b ← 0.4
nb : notb ← ∼ l b
One can easily verify that for an interpretation I of P and its corresponding interpretation I′ = I∪{not∼l I(b)b } of P′ the reduct
P′I
′
consists of the following rules:
r′I
′
1 : a ← max(∼ l I′(notb), c)
rI
′
2 : b ← ∼ l I′(c)
rI
′
3 : c ← ∼ l I′(b)
rI
′
4 : b ← 0.4
nI
′
b : notb ← ∼ l I′(b)
By definition of I′ we then have that (r′1)b = max(∼ l I′(notb), c) = max(∼ l (∼ l I(b)), c) = max(I(b), c).
In general the procedure goes as follows. Given a CFASP program P, a rule r ∈ P and an atom b ∈ rb. To fix the value of b
in a certain position of the body of r in the reduct operation we proceed as follows:
(1) Add a new rule nb : notb ←∼ i b to P, where notb is a “fresh” literal and ∼ i is an involutive negator.
(2) Replace the position of b that needs to be fixed by ∼ i notb.
Note that the above procedure works for any program with a truth lattice for which an involutive negator exists.
4. Constraints
4.1. Uses of constraints
In classical answer set programming there are special rules called constraints. Constraints differ from regular rules by
the omission of a head literal and are used to specify that in any valid solution, the body of the rule should not be satisfied.
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For example, in program Pgc from Section 1 the constraint constr specifies that two adjacent nodes should be differently
colored. This is an important aspect of answer set programming and a necessary feature to elegantly describemany problem
domains. Some FASP formalisms [24,63] have a generalization of this feature. For example, in [24] rules of the following
form are allowed:
constr : l ← f (b1, . . . , bn) (3)
where l is an element of some complete latticeL and f is an increasingLn → L function. Due to the fact that← is interpreted
as a residual implicator it follows that anymodel of a program incorporating a rule of the form (3), called a constraint, satisfies
I(f (b1, . . . , bn)) ≤ l. We denote the language obtained by extending CFASP with rules of the form (3) above CFASP⊥. The
semantics of CFASP⊥ are defined similarly to CFASP: an interpretation I of a program P is called an answer set iff I is a model
of P and it is the least fixpoint of PI . Note that, in contrast to the CFASP semantics, we additionally require answer sets to
be models. This is needed because in the CFASP case any answer set is a model of program, whereas this might not be the
case if a program has constraints. Hence, the set of answer sets of a CFASP⊥ program P is a subset of the set of answer sets
of the CFASP program P \ CP , where CP is the set of all constraints of P.
Note that a constraint introduces an upper bound on the value of a body function.We can use this to ensure that the truth
degree of certain atoms are constrained to a certain interval. Consider an atom a. If we wish to constrain a to the interval
[0.3, 0.8], we can add the following rules to a CFASP⊥ program:
constr : 0.8 ← a
constr′ : 0.7 ←∼ l a
It is easy to see that any model M of these two rules satisfies 0.8 ≥ M(a) and 0.3 ≤ M(a), hence M(a) ∈ [0.3, 0.8]. In
general we can define the following transformation:
Definition 8. Let P be a CFASP⊥ program over ([0, 1],≤), a ∈ BP and assume we wish to constrain the value of a to the
interval [l, u] (with l and u in [0, 1]). The interval-constrained version of P w.r.t. a and [l, u], called P′, has the following
rule base:
P′ = P ∪ {lowa : (1 − l) ←∼ l a} ∪ {uppa : u ← a}
The following proposition shows that the interval-constrained version of a program indeed constrains the value of a
literal in the desired way.
Proposition 1. Let P be a CFASP⊥ program over ([0, 1],≤) and a ∈ BP . Then if M′ is an answer set of the interval-constrained
version of P w.r.t. a and the interval [l, u] (with l and u in [0, 1]), called P′, it holds that M′(a) ∈ [l, u].
4.2. Implementing constraints
The program C = {c : p ←∼ p} is well-known in answer set programming because it has no classical answer sets. In
fact, any program for which rule c is the only rule with p in its head has no answer sets [2]. This peculiarity actually turns
out to be useful in eliminating answer sets under certain conditions. For example, consider the following classical program
G:
r1 : a ← ∼b
r2 : b ← ∼a
This program has answer sets {a} and {b}. If we would like to eliminate the answer set in which b holds, we can add b to the
body of rule c and add the resulting rule to the program:
r1 : a ← ∼b
r2 : b ← ∼a
cb : p ← ∼p ∧ b
Suppose now that A is an interpretation of G ∪ {cb} such that b ∈ A. If p ∈ A, then A is not a model of G ∪ {cb} and thus
A is not an answer set. If p ∈ A, then cAb : p ← 0 ∧ b. However, from this we can easily see that A is not the least fixpoint
of (G∪{cb})A , hence A is not an answer set. This means {a} is the only answer set of G ∪ {cb} and the addition of rule cb
effectively eliminated answer set {b}.
Program C has fuzzy answer sets, however, meaning that its useful capacity to eliminate undesired answer sets has
not directly been preserved in the fuzzy setting. Using the Gödel implicator together with the Łukasiewicz negation, for
instance, it is not hard to see that {p0.5} is the unique answer set. Therefore, an adaptation of program C is needed to
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eliminate undesirable answer sets in the fuzzy case. To this end, consider the following program Z:
Z = {r : p ←m ( ∼m p > 0)} (4)
where rule r is defined over ([0, 1],≤). The body ∼ m p > 0 can be thought of as f (∼ m p) with f the [0, 1] → {0, 1}
function defined as f (x) = 1 if x > 0 and f (0) = 0. This function f is increasing, so rule r is a rule from a CFASP program.
One can easily see that the only models of Z areMl = {pl}, l ∈]0, 1]. None of these models are answer sets, however, since
for l > 0 we get
ZMl = {rMl : p ←m (0 > 0)}
and ∗
ZMl
= {p0} = Ml .
In the crisp case, the program C can be used to simulate constraints [2]; it turns out that our program Z can also be used
to simulate constraints in CFASP programs. As an example, consider the CFASP⊥ program P:
r1 : a ←m ∼ l b
r2 : b ←m ∼ l a
c : 0.5 ←m a
The only answer sets of this program are of the form Ml = {al, b1−l}, with l ∈ [0, 0.5], as rule c eliminates all solutions M
whereM(a) > 0.5. Now consider the CFASP program P′:
r1 : a ←m ∼ l b
r2 : b ←m ∼ l a
c′ : c0.5 ←m a
r0.5 : c0.5 ←m 0.5
r′0.5 : ⊥ ←m (∼ l ⊥ > 0) ∧m (c0.5 > 0.5)
with c0.5 and⊥ fresh atoms. Note that P′ is constraint-free and that, for any l ∈ [0, 0.5],M′l = Ml ∪ {c0.50.5,⊥0} is an answer
set of P′. Note that these are the only answer sets of P′ as well. Indeed, suppose there is some fixpoint N of P′ such that
N(a) > 0.5. From rules c′ and r0.5 we obtain that N(c0.5) = N(a) > 0.5, which implies that N(⊥) needs to satisfy
N(⊥) = P′(N)(⊥)
= sup{N(rb) | r ∈ P′⊥}
= N((r′0.5)b)
= N((∼ l ⊥ > 0) ∧m (c0.5 > 0.5))
= N(∼ l ⊥ > 0)
The equality N(⊥) = N(∼ l ⊥ > 0) has no solution, however, as N(∼ l ⊥ > 0) takes on a value in {0, 1} but for N(⊥) = 0
we get N(∼ l ⊥ > 0) = 1 and for N(⊥) = 1 we get N(∼ l ⊥ > 0) = 0. In general, one can verify that P and P′ have
corresponding answer sets, i.e. if M is an answer set of P then M ∪ {c0.50.5,⊥0} is an answer set of P and, conversely, if M′ is
an answer set of P′, thenM′ ∩ BP is an answer set of P.
We now show that the construction used in the preceding example can be applied in general to CFASP⊥ programs over
the lattice ([0, 1],≤). Formally, this transformation is defined as follows:
Definition 9. Let P be a CFASP⊥ programover the lattice ([0, 1],≤) and letKP = {k | (k ← α) ∈ CP} be the set of constants
appearing as theheadof rules fromCP (the set of constraint rules inP). The correspondingCFASP programP′ ofP then contains
the following rules:
P′ = {r′: a ← α | (r: a ← α) ∈ P \ CP}
∪ {r′: ck ← α | (r: k ← α) ∈ CP}
∪ {rk: ck ← k | k ∈ KP}
∪ {r′k:⊥ ← (∼⊥ > 0) ∧ (ck > k) | k ∈ KP}
where ∧ is an arbitrary t-norm,⊥ ∈ BP and for all k ∈ KP also ck ∈ BP .
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The following propositions show that the answer sets of the CFASP⊥ program P and its corresponding CFASP program P′
coincide.
Proposition 2. Let P be a CFASP⊥ program and let P′ be its corresponding CFASP program as defined by Definition 9. If M is an
answer set of P, then M′ = M ∪ {ckk | k ∈ KP} ∪ {⊥0} is an answer set of P′, where KP is defined as in Definition 9.
Proposition 3. Let P be a CFASP⊥ program and let P′ be its corresponding CFASP program as defined by Definition 9. If M′ is an
answer set of P′, then M = M′ ∩ BP is an answer set of P.
5. Monotonically decreasing functions
A number of FASP frameworks not only allow functions that are increasing in rule bodies, but allow functions whose
partial mappings are either monotonically increasing or decreasing (see for example [10,24]). Functions with decreasing
partialmappings in fact generalize negation-as-failure to functions ofmore than one argument: if f (x1, . . . , xn) decreases in
its ith argument, the function increases when xi decreases. Since xi decreases when themaximal value that we can derive for
xi decreases, this means f (x1, . . . , xn) increases when the support for xi decreases. This corresponds to the idea underlying
negation-as-failure. However, it turns out that generalizing negation-as-failure to functions ofmore than one argument does
not lead to a higher expressiveness, as we show in this section that any program with monotonically decreasing functions
can be translated to a program in which the only decreasing functions are negators, i.e. to core FASP programs. First we
define the syntax and semantics of programs with decreasing functions.
Definition 10. A general FASP rule (short: CFASPf rule) over a complete lattice L is an object of the form
r : a ← f (b1, . . . , bn; c1, . . . , cm) (5)
where a, bi and cj are atoms and f is an Ln+m → L function that is increasing in its n first and decreasing in its m last
arguments. The head, body and label of a rule are defined and denoted similar to CFASP rules. A general FASP program
(short: CFASPf program) over a complete lattice L is a set of CFASPf rules over L.
Note that we only allow atoms, and not literals in CFASPf programs. This is not a problem, however, as it is easy to see that
literals of the form∼ s areL → L functions that have no increasing arguments. Interpretations, the immediate consequence
operator and models of CFASPf programs and rules are defined similar to CFASP programs. Furthermore, a CFASPf program
is called simple if all rules are of the form r : a ← f (b1, . . . , bn; ), i.e. if no decreasing functions occur in rule bodies. The
semantics of CFASPf programs depend on a new reduct definition, given as follows:
Definition 11. Let r : a ← f (b1, . . . , bn; c1, . . . , cm) be a CFASPf rule over L. The reduct of r w.r.t. some interpretation I,
denoted rI , is defined as
rI : a ← f ′(b1, . . . , bn)
where
f ′(b1, . . . , bn) = f (b1, . . . , bn; I(c1), . . . , I(cm))
The reduct of a general FASP program P over L, denoted PI , is the set of rules {rI | r ∈ P}.
Answer sets of CFASPf programs are then defined similar to those of CFASP programs.
Definition 12. Let P be a CFASPf program over L. A modelM of P is called an answer set of P iffM = ∗
PI
.
We can now show that any CFASPf program can be simulated using a CFASP program. Intuitively the procedure works
as follows. Given a rule of the form (5) above, we replace the function f in its body with a new function f ′ defined by
f ′(b1, . . . , bn, notc1 , . . . , notcm; ) = f (b1, . . . , bn;∼ notc1 , . . . ,∼ notcm), where notc is a new atom defined by the rule
nc : notc ←∼ c, with ∼an involutive negator. In this way, we have replaced the decreasing function with an increasing
function with literals, i.e. with the functions occurring in core FASP program rules. Note that we are using the value fixing
method from Section 3.2 in this simulation.
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Formally, this procedure is defined as follows.
Definition 13. Let P be a CFASPf program over a lattice L. Then its corresponding CFASP program P′ contains the following
rules:
P′ = {r′ : a ← f ′(b1, . . . , bn, notc1 , . . . , notcm) | (r : a ← f (b1, . . . , bn; c1, . . . , cm)) ∈ P}
∪{nl : notl ←∼ l | l ∈ NP}
where∼is an involutive negator on L,NP is the set of all atoms a that occur in a decreasing argument position of a function
in the body of some rule in P, and f ′ is defined by f ′(b1, . . . , bn, notc1 , . . . , notcm) = f (b1, . . . , bn;∼ notc1 , . . . ,∼ notcm).
Also for each l ∈ BP it must hold that notl ∈ BP , i.e. the notl atom is a “fresh” atom.
As an example, consider a CFASPf program P with the following rules:
r1 : a ←m 1
1 + b · c
r2 : b ←m 0.8
r3 : c ←m 0.5
An answer set of P isM = {a10/14, b0.8, c0.5}. If we apply the transformation of Definition 13 on P we obtain P′ with rules:
r′1 : a ←m f ′(notb, notc)
r′2 : b ←m 0.8
r′3 : c ←m 0.5
nb : notb ←m ∼ l b
nc : notc ←m ∼ l c
where f ′(notb, notc) = 1
1 + (∼ l notb) · (∼ l notc) . We can then show that M
′ = M ∪ {not∼l M(b)b , not∼l M(c)c } is an answer
set of P′. The reduct P′M
′
contains the following rules:
r′M
′
1 : a ←m f ′(notb, notc)
r′M
′
2 : b ←m 0.8
r′M
′
3 : c ←m 0.5
nM
′
b : notb ←m 0.2
nM
′
c : notc ←m 0.5
where f ′ is defined as above. From the reduct we can see that ∗
P′M′
(b) = 0.8, ∗
P′M′
(c) = 0.5, ∗
P′M′
(notb) = 0.2 and
∗
P′M′
(notc) = 0.5. This leads to ∗
P′M′
(a) = 10/14 and thusM′ is the least fixpoint of 
P′M′ , which is what we expected.
The following propositions show that this transformation preserves the answer set semantics.
Proposition 4. Let P be a CFASPf program and let P′ be its corresponding CFASP program as defined by Definition 13. If M is an
answer set of P, then M′ = M ∪ {notl∼M(l) | l ∈ NP} is an answer set of P′.
Proposition 5. Let P be a CFASPf program and let P′ be its corresponding CFASP program as defined by Definition 13. If M′ is an
answer set of P′, then M = M′ ∩ BP is an answer set of P.
6. Aggregators
6.1. Simulation
In some applications, CFASP, CFASP⊥ and CFASPf can be too rigid because of their insistence to satisfy all rules completely.
For example, consider the following CFASP⊥ program Pfgc modeling a continuous graph coloring problem:
gen1 : white(X) ← ∼ l black(X)
gen2 : black(X) ← ∼ l white(X)
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Fig. 2. Example instances for the graph coloring problem.
sim1 : sim(X, Y) ← (white(X) ↔ white(Y))
sim2 : sim(X, Y) ← (black(X) ↔ black(Y))
constr : 0 ← (edge(X, Y) ∧m sim(X, Y))
In this program the function↔ is defined as x ↔ y = min(x →l y, y →l x). Rules gen1 and gen2 intuitively generate a
certain coloring of the graph, which can be rejected by constraint constr if two adjacent nodes are similarly colored. The two
rules sim1 and sim2 define what it means for two nodes to be similar. For the graph depicted in Fig. 2a we find that there
are twoanswer sets, viz.A1 = {edge(a, b)1, edge(b, a)1, sim(a, a)1, sim(b, b)1, sim(a, b)0, sim(b, a)0,white(a)1, black(a)0,
black(b)1,white(b)0} and A2 = {edge(a, b)1, edge(b, a)1, sim(a, a)1, sim(b, b)1, sim(a, b)0, sim(b, a)0, black(a)1,
white(a)0,white(b)1, black(b)0}. The graph depicted in Fig. 2b has no answer sets however. This is not ideal, as in many
cases we would like to find a solution, even if it is not optimal (i.e. satisfies all rules completely). Hence, we might find it
tolerable if some nodes are colored similarly, as long as the similarity is not too high. For the graph in Fig. 2b this couldmean
that a solution coloring node a completely white, node b completely black and node c white to degree 0.5 is still acceptable.
The solution proposed in [24,63] is to allow rules to be partially fulfilled and use an aggregator to attach a score to answer
sets, corresponding to their suitability as a model of the program. Formally an aggregated FASP (AFASP) program P is a
tuple 〈RP,AP〉, where RP is a CFASP program and AP is an increasing3 function mapping RP → L functions, called rule
interpretations, to a value in L. The semantics of AFASP programs are defined using an adapted immediate consequence
operator P,ρ , relative to an AFASP program P and rule interpretation ρ of P, which is defined for an interpretation I of P
and atom a ∈ BP as follows:
P,ρ(I)(a) = sup{Is(r, ρ(r)) | r ∈ (RP)a} (6)
where Is(r,w) = inf{l ∈ LP | (I(rb) →r l) ≥ w} is called the support of a rule of P w.r.t. an interpretation and a weight
w ∈ LP . In [24] we have shown that if rules are interpreted using a residual implicator we have Is(r,w) = I(rb) ∧r w. An
interpretation I is anm-answer set (m ∈ L) of an AFASP program P iff I = ∗
PI,ρI
andAP(ρI) ≥ m, where for each r ∈ P we
have ρI(r) = I(r) and PI = 〈(RP)I,AP〉.
For example, we can combine the CFASP program P′fgc , which is the constraint-free version of the CFASP⊥ program Pfgc
above, with the aggregator A(ρ) = α(ρ) · β(ρ) where
α(ρ) = ∏{ρ((gen′1)a) · ρ((gen′2)a) · ρ((sim′1)a,b) · ρ((sim′2)a,b)
· ρ(r0) · ρ(r′0) | a, b ∈ Nodes} ≥ 1
β(ρ) = 0.3 · ρ(constr′a,b) + 0.3 · ρ(constr′b,a)
+ 0.1 · ρ(constr′a,c) + 0.1 · ρ(constr′c,a)
+ 0.1 · ρ(constr′b,c) + 0.1 · ρ(constr′c,b)
to create the AFASP program Gfgc = 〈P′fgc,A〉. Note that with gen′a we denote the grounding of rule gen′ with node
a. Intuitively, this aggregator denotes that the constraint concerning nodes a and b is most important, while the con-
straints concerning nodes a and c and nodes b and c are of equal importance. One can then easily verify that for graph 2
the following interpretation4 A0.6 ={edge(a, b)1, edge(b, a)1, edge(a, c)1, edge(c, a)1, edge(b, c)1, edge(c, b)1, sim(a, a)1,
sim(b, b)1, sim(c, c)1,white(a)1, black(b)1,white(c)0.5, black(c)0.5, sim(a, c)0.5, sim(c, a)0.5, sim(b, c)0.5, sim(c, b)0.5}
is an 0.6-answer set of Gfgc . Hence, using AFASP we can find approximate answer sets.
3 WhereRP → L functions are ordered pointwise, i.e. ρ1 ≤ ρ2 iff for each r ∈ RP we have ρ1(r) ≤ ρ2(r).
4 Note that, as remarked in the preliminaries, we do not include atoms with truth value 0 – such as c and ⊥ – in the enumeration of an interpretation.
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At first sight, one might be tempted to think that a program with an aggregator can be replaced by a core FASP program
P′ such that P′ = RP ∪ {r′aggr : aggr ← f ((r1)h ←r1 (r1)b, . . . , (rn)h ←rn (rn)b)}, where f corresponds to the function
defined by the aggregator of P. The intended meaning is such that M is an m-answer set of P iff M ∪ {aggrm} is an answer
set of P′.
This trivial translation is not correct, however, as it does not correctly incorporate the notion of partial rule satisfaction.
For example, consider the AFASP program P with rule base RP = {(r1 : a ← 1), (r2 : b ← 1)} and with aggregator
AP(ρ) = inf{ρ(r) | r ∈ RP}. Using the transformation proposed above, we obtain the core FASP program P′ = {(r′1 : a ←
1), (r′2 : b ← 1), (r′aggr : aggr ← inf((a ← 1), (b ← 1))}. For the 0.7-answer set M = {a0.7, b1} of P the corresponding
interpretationM′ = M ∪ {(r′aggr)0.7} is not an answer set of P′, however, as P′ only has one answer set, viz. {a1, b1, (r′aggr)1}.
This problem can be solved in the following way.
Definition 14. Let P be an AFASP program with rule base RP = {r1, . . . , rn} over the lattice L and suppose an involutive
negator ∼exists over this lattice. Its corresponding CFASPf program, denoted as P′, contains the following rules:
P′ = {r′ : a ← (α ∧r r′i ) | (r : a ← α) ∈ RP}
∪ {na : nota ←∼a | a ∈ BP}
∪ {r′ρ : r′i ← (α′ →r (∼nota)) | (r : a ← α) ∈ RP}
∪ {r′aggr : aggr ← f (r′1i, . . . , r′ni)}
Furthermore, all literals nota for a ∈ BP , r′i for r ∈ RP and aggr are literals not occurring inBP . Also, the function f corresponds
toAP in the sense thatAP(ρ) = f (ρ(r1), . . . , ρ(rn)) and α′ is obtained from α by replacing each naf-literal∼a a in α with∼a(∼nota), where ∼a is the negator associated with the naf-literal.
Note that due to the r′ρ rules in Definition 14, we translate an AFASP program to a CFASPf program, rather than a CFASP
program. This is not a problem however, as we have shown in Section 5 that any CFASPf program can be translated to a
corresponding CFASP program.
Example 2. Consider program P1 with rule baseRP1 :
r1 : a ←m ∼ l b
r2 : b ←m 0.7
The aggregator of P1 is AP1(ρ) = inf{ρ(r) | r ∈ RP1}. Applying Definition 14, we obtain the CFASPf program P′1 with rules:
r′1 : a ←m (∼ l b) ∧m r′1i
r′2 : b ←m 0.7 ∧m r′2i
na : nota ←m ∼ la
nb : notb ←m ∼ lb
r′1ρ : r′1i ←m ((∼ l (∼ l notb)) →m (∼nota))
r′2ρ : r′2i ←m (0.7 →m (∼notb))
r′aggr : aggr ←m inf(r′1i, r′2i)
Consider now the 1-answer set M = {a0.3, b0.7} of P1. Our intention is that Definition 14 is constructed in such a way that
M′ = {a0.3, b0.7, r′11i , r′21i , not0.7a , not0.3b , r′aggr1} is an answer set of P′1. One can verify that this is indeed the case.
Note that we are using the value fixing method from Section 3.2 in our simulation. This is needed to correctly preserve the
semantics. To see this, consider the following alternative program P′′1 :
r′1 : a ←m (∼ l b) ∧m r′1i
r′2 : b ←m 0.7 ∧m r′2i
r′1ρ : r′1i ←m ((∼ l b) →m a)
r′2ρ : r′2i ←m (0.7 →m b)
r′aggr : aggr ←m inf(r′1i, r′2i)
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Now consider the 1-answer set M = {a0.3, b0.7} of P1. We wish the aggregator-free version of P1 to be constructed in
such a way that M′ = M ∪ {r′i M(r) | r ∈ RP} ∪ {aggrAP(ρM)} is an answer set of P′′1 . Hence in the case of P′′1 , we find that
M′ = M ∪ {r′11i , r′21i } ∪ {aggr1} should be an answer set of P′′1 . However, there is an M′′ < M′ such that M′′ is a fixpoint of

P′′1
M′ , which contradicts the fact that M′ is an answer set of P′′1 . Indeed, for M′′ = {a0.2, b0.7} ∪ {r′10.2i , r′21i } ∪ {aggr0.2} it
can be seen thatM′′ is a model of P′1 and a fixpoint of P′′1M
′ as follows. For awe obtain:

P′′1
M′ (M′′)(a) = ∼ lM′(b) ∧m M′′(r′1i) = (1 − 0.7) ∧m 0.2 = 0.2
Likewise we obtain that 
P′′1
M′ (M′′)(b) = 0.7. Now for r′1i we obtain

P′′1
M′ (M′′)(r′1i) = M′′(((∼ l b) →m a)M
′
)
= M′′(M′(∼ l b) →m a)
= (∼ lM′(b)) →m M′′(a)
= 0.3 →m 0.2
= 0.2
Similarly we find that 
P′′1
M′ (M′′)(r′2i) = 1. Lastly, for aggr we obtain

P′′1
M′ (M′′)(aggr) = M′′(inf(r′1i, r′2i)) = inf(0.2, 1) = 0.2
HenceM′′ is a fixpoint of 
P′′1
M′ , contradicting thatM′ is an answer set of P′′1 .
The problem the preceding example illustrates is that we must be able to “fix” the value of the literals r′1i and r′2i when
we are taking the reduct relative toM′. The only way to ensure this is by eliminating all literals from the body of the r′1ρ and
r′2ρ rules by means of the reduct procedure. Hence wemust replace each positively occurring literal in the bodies of r′1ρ and
r′2ρ by a negatively occurring literal; this is done by replacing a positively occurring literal a with ∼ lnota, which preserves
the same value, but will be replaced by the reduct operation.
The following propositions show that our translation preserves the semantics.
Proposition 6. Let P be an AFASP program with RP = {r1, . . . , rn} and let P′ be its corresponding CFASPf program as defined
by Definition 14. If M is an m-answer set of P, then M′ = M ∪ {aggrAP(ρM)} ∪ {not∼M(a)a | a ∈ BP} ∪ {r′i M(r) | r ∈ RP} is an
answer set of P′.
Proposition 7. Let P be an AFASP program and let P′ be its corresponding CFASPf program as defined by Definition 14. If M′ is an
answer set of P′, with m = M′(aggr), then M′ ∩ BP is an m-answer set of P.
Sometimes it is convenient to extend AFASP programs with constraints or arbitrary functions that are monotonic in their
partial mappings. We can easily translate programs with these extensions to regular AFASP programs however, as we will
now show. First, define the sets AFASP⊥ andAFASPf as the set of AFASP programswhere the rule base is a program in CFASP⊥,
respectively CFASPf . Then we can define the following translations:
Definition 15. Let P be an AFASP⊥ program over the lattice ([0, 1],≤) and let KP = {k | (k ← α) ∈ CP} be the set of
constants appearing as the head of rules from CP (the set of constraint rules inRP). The corresponding AFASP program P′ of P
then consists of the rulebaseR′P , i.e. the CFASP program corresponding to the CFASP⊥ programRP as defined by Definition 9,
and the following aggregator:
AP′(ρ) =
{
AP(ρ) if ∀k ∈ KP : ρ(rk) ≥ 1 ∧ ρ(r′k) ≥ 1
0 otherwise
where rk and r
′
k are as defined by Definition 9.
Definition 16. Let P be an AFASPf program over a latticeL. The corresponding AFASP program P′ consists of the rulebaseR′P ,
i.e. the CFASP program corresponding to the CFASPf programRP as defined by Definition 13, and the following aggregator:
AP′(ρ) =
{
AP(ρ) if ∀l ∈ NP : ρ(nl) ≥ 1
0 otherwise
where NP and nl are as defined by Definition 13.
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The following propositions show that the above definitions preserve the semantics.
Proposition 8. Let P be an AFASP⊥ program and let P′ be its corresponding AFASP program as defined by Definition 15. If M is
an m-answer set of P for some m ∈ ]0, 1], it holds that M′ = M ∪ {ckk | k ∈ KP} ∪ {⊥0} is an m-answer set of P′, where KP is
as defined by Definition 15.
Proposition 9. Let P be an AFASP⊥ program and let P′ be its corresponding AFASP program as defined by Definition 15. If M′ is
an m-answer set of P′ for some m ∈ ]0, 1], it holds that M = M′ ∩ BP is an m-answer set of P.
Proposition 10. Let P be an AFASPf program and let P′ be its corresponding AFASP program as defined by Definition 16. If M is
an m-answer set of P for some m ∈ LP \ {0}, it holds that M′ = M ∪ {not∼M(l)l | l ∈ NP} is an m-answer set of P′, where NP is
as defined by Definition 16.
Proposition 11. Let P be an AFASPf program and let P′ be its corresponding AFASP program as defined by Definition 16. If M′ is
an m-answer set of P for some m ∈ LP \ {0}, it holds that M = M′ ∩ BP is an m-answer set of P.
6.2. Simulation technique: value injection
In the simulations that follow in the remainder of this paper it is often necessary to “inject” the value of an atom in the
aggregator. For example, consider the AFASP program P on the lattice ([0, 1],≤) with the following rule base:
r1 : a ←m ∼ l b
r2 : b ←m ∼ l a
Now, suppose that we want to attach an aggregator that uses the truth value of atom a to P. Aggregators only have access to
the truth values of rules, however, so we need to find a way to propagate the truth value of a to the truth value of a certain
rule. In the example we can do this by inserting a new constraint ia : 0 ←l∼ l a to P, resulting in the altered program P′ with
the following rule base:
r1 : a ←m ∼ l b
r2 : b ←m ∼ l a
ia : 0 ←l ∼ l a
For any interpretation I of P′ we have that ρI(ia) = (∼ l I(a)) →l 0 =∼ l (∼ l I(a)) = I(a), since for all x ∈ [0, 1] it holds
that x →l 0 =∼ l x. Hence, we have successfully transferred the value of a into the degree to which a rule is satisfied.
In general, for an AFASP program P, if we need to use the value of an atom a ∈ BP in the aggregator of P, we can proceed
as follows:
(1) Add a new constraint to RP of the form ia : 0 ←i∼ i a, where ←i corresponds to an implicator over LP for which an
involutive negator exists with the property that for any x ∈ LP we have that x →i 0 =∼ i 0.
(2) In the aggregator, refer to ia everytime the value of a is needed.
Note that this procedure works for any program that uses a truth lattice for which there exists an involutive negator ∼ i
that is induced by an implicator →i (i.e. for which it holds that for any x ∈ LP we have that x →i 0 =∼ i 0). It is clear
that in [0, 1] the Łukasiewicz implication satisfies this criterium. In general every MV-algebra satisfies this requirement by
definition [19].
7. S-implicators
Occasionally, when using aggregators, the ability to use other types of implicators in rules could be useful. If the Kleene–
Dienes implicator were used, for example, then r : a ← f (b1, . . . , bn)would only evaluate to 1 if either the body evaluates
to 0, or the head evaluates to 1. This means that as soon as I(f (b1, . . . , bn)) > 0, the rule is triggered and the head is taken
to be completely true.
Example 3. Consider the following rules, encoding that we want to have a barbecue, unless the weather is bad:
r1 : bad_weather ←kd rain
r2 : bad_weather ←l ∼sunshine
r3 : bbq ←l ∼bad_weather
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where rain is the degree to which it is raining and sunshine is the expected amount of sunshine. Because the Kleene–Dienes
implicator is used in the first rule, a barbecue is out of the question even if it rains only a little bit (e.g. drizzle). If it is not
raining, our motivation for having a barbecue depends linearly on the amount of sunshine, hence a Łukasiewicz implicator
is used.
However, as the rules in the programs we discussed so far are restricted to residual implicators, we are not directly able to
write a rule as in Example 3 in the AFASP programs introduced in Section 6. Now consider the language AFASPs, which is
AFASP extended with S-implicator rules. To extend the semantics of AFASP programs with S-implicator rules, we need to
determine their support. The following proposition shows how this support can be computed:
Proposition 12. Let L be a lattice, ∼an involutive negator over L, ∧ a t-norm over L, →r the residual implicator of ∧, ∨ the
t-conorm defined by x ∨ y =∼(∼ x∧ ∼ y) and let←s be the S-implicator induced by∼and∨. Then for any interpretation I of
a rule r : a ←s α and w ∈ L it holds that:
Is(r,w) =∼(∼w ←r I(α))
Using the support calculated above, the semantics of an AFASPs program can be defined similar to Section 6. We can
transform an AFASPs program to an equivalent AFASP program.
Definition 17. Let P be an AFASPs program with rule baseRP = RrP ∪ RsP such thatRrP is the set of rules constructed from
residual implicators andRsP is the set of rules constructed from S-implicators. Furthermore assume thatLP is such that there
is an implicator ←i that induces an involutive negator ∼ i. Then the rulebase of the AFASPf program P′ corresponding to P
is defined as:
RP′ = RrP
∪ {r′ : a ←∼ i(notwr′ ←r α) | r : a ←s α ∈ RsP}
∪ {r′w : wr′ ← (∼ inota ←s α) | r : a ←s α ∈ RsP}
∪ {na : nota ←∼ ia | r : a ←s α ∈ RsP}
∪ {r′nwr′ : notwr′ ←∼ iwr′ | r : a ←s α ∈ RsP}
∪ {r′c : 0L ←i∼ iwr′ | r : a ←s α ∈ RsP}
where←r for each r : a ←s α ∈ RsP is the residual implicator induced by the same t-norm as←s. The literalswr′ , nota and
notwr′ are fresh literals not contained in BP . Furthermore,←i is a residual implicator that induces the involutive negator∼ i
and the implicator ← is an arbitrary residual implicator. The aggregator of P′ is defined as:
AP′(ρ) =
⎧⎨
⎩
(AP)(ρ′) if ρ(r′) ∧ ρ(r′w) ∧ ρ(na) ∧ ρ(r′nwr′ ) ≥ 1L
0L otherwise
where ρ′(r) = ρ(r′c) for any r ∈ RsP and ρ′(r) = ρ(r) for any r ∈ RP \ RsP .
The limitation on the lattice states that the lattice must have one negator defined using x →i 0 that satisfies (x →i
0) →i 0 = x. This constraint is needed to properly define the support of the rule with an S-implicator, as is also apparent
from Proposition 12. Furthermore it is needed to use the value injection method from Section 6.2 and ensures that we can
use the value fixing method from Section 3.2 in this simulation.
Also note that the program defined above still contains S-implicators. However, they appear in the rule bodies, and not
as the implication associated to a rule. Hence, we have reduced the semantics of a program with mixed S-implication and
residual implication rules to a program solely consisting of the latter. The occurrence of the S-implicators in the rule bodies
is responsible for the program being an AFASPf program. This is not a problem, as in Section 6 we have shown that such a
program can be simulated using an AFASP program. Furthermore note that for any interpretation I of P and corresponding
interpretation I′ of P′ we have ρI(r′c) = I(wr′). In this way the aggregator expression obtains the same value for any
interpretation of P′ as it does for P. Further note that the construction with nota is necessary to be able to fix the value of
nota w.r.t. a certain reduct as in Section 6.
As an example, consider the AFASPs program from Example 3. The corresponding AFASP program contains the following
rule base
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r2 : bad_weather ←l ∼sunshine
r3 : bbq ←l ∼bad_weather
r1
′ : bad_weather ←l ∼ l (notw
r′1
←m rain)
r1
′
w : wr′1 ←l (∼ l notbad_weather ←kd rain)
r1
′
notbad_weather
: notbad_weather ←l (∼ l bad_weather)
r1
′
nw
r′1
: notw
r′1
←l ∼ l wr′1
r1
′
c : 0 ←l ∼ l wr′1
Suppose we add some facts that tell us that it is raining to a degree of 0.2 and it is sunny to a degree of 0.7. The 1-answer set
we obtain for the program from Example 3 is A = {rain0.2, sunny0.7, bad_weather1, bbq0}. One can verify that the 1-answer
set of the S-implicator free version is A′ = A ∪ {w1
r′1
} ∪ {not0bad_weather} ∪ {not0wr′1 }.
The following propositions show that the answer sets of the AFASPs program coincide with those of the corresponding
AFASP program. Hence AFASPs programs can be translated to equivalent CFASP programs using the results from Section 6.
Proposition 13. Let P be an AFASPs program and let P′ be the corresponding AFASP program as defined by Definition 17. If
M is an m-answer set (m ∈ LP and m > 0L) of P, it holds that M′ = M ∪ {wρM(r)r′ | r ∈ RsP} ∪ {not∼iM(a)a | a ∈
BP, ∃r ∈ RsP : rh = a} ∪ {not∼iρM(r)wr′ | r ∈ RsP} is an m-answer set of P′, where ∼ i is as defined by Definition 17.
Proposition 14. Let P be an AFASPs program and let P′ be the corresponding AFASP program as defined by Definition 17. If M′ is
an m-answer set (m ∈ LP′ and m > 0L) of P′, it holds that M = M′ ∩ BP is an m-answer set of P.
8. Strong negation
In classic ASP, besides negation-as-failure, there is a second form of negation called strong negation. 5 This form of
negation is used when explicit derivation of negative information is needed. The resulting semantic difference can be very
important. For example, if we wish to state that it is safe to cross the train tracks when no train is coming we write the
following program when using negation-as-failure (from [2]):
cross ← ∼train
This however means that when the information about a train coming is absent, we cross the tracks, which is not the safest
thing to do. With strong negation, the problem is written as:
cross ← ¬train
where ¬train is a special literal that can appear in the head of rules. As the value of ¬train is derived using the rules of the
program and not derived by the absence of information about train, we only cross the tracks when we can explicitly derive
that no train is coming. Of course, when both a and ¬a appear in the head of rules there is the possibility of inconsistency.
The usual semantics for ASP determine that whenever the standard definition would lead to an answer set of a program
P in which both a and ¬a occur, by definition, the only answer set of P is given by Lit(P) = BP ∪ {¬a | a ∈ BP} (see
[2]). A program in which this occurs is inconsistent and, as in classical propositional logic, anything can be derived from an
inconsistent program.
In [63] the inconsistency problem is solved by attaching to each interpretation I of a program P and literal a ∈ BP a
score of consistency Ic(a) =∼ c(I(a) ∧c I(¬a)), where ∼ c is a negator and ∧c a t-norm. The interpretation I is then called
x-consistent, with x ∈ LP , iffAc(Ic) ≥ x, whereAc is the consistency aggregator that maps BP and Ic to a global consistency
score for I. This consistency aggregator, which differs from the regular aggregator, is required to be increasing when the
consistencies for literals increase.
It is well-known that ASP programs with strong negation can be translated to equivalent programs without strong
negation by substituting a new literal a′ and adding the constraint← a, a′ for each¬a ∈ Lit(P). The resulting program has
no consistent answer sets iff program P has the unique answer set Lit(P).
We can generalize the procedure for eliminating strong negation in classical ASP to fuzzy programs and embed strong
negation in AFASP. In particular, to implement the strong negation approach of [63] into AFASP, we proceed as follows.
5 This negation is often referred to as classical negation as well, not to be confused with negation over {0, 1}.
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Definition 18. Let P be an AFASP program with strong negation, i.e. with ¬a ∈ BP for some literals a ∈ BP and let ∼ c , ∧c
and Ac be the negator, t-norm and aggregator expression determining the consistency score of P w.r.t. some interpretation.
Furthermore assume that we can define an implicator →i in LP that induces an involutive negator ∼ i. Then P′, the strong-
negation free version of P is defined as follows:
(1) BP′ = (BP \ {¬a | a ∈ BP}) ∪ {a′ | ¬a ∈ BP}
(2) RP′ = {r : a ← α′ | r : a ← α ∈ RP, a ∈ BP \ {¬a | a ∈ BP}}∪ {r : a′ ← α′ | r : ¬a ← α ∈ RP, a ∈ BP \ {¬a | a ∈ BP}}∪ {ca : 0 ←i (∼ i(∼c(a ∧c a′))) | a ∈ BP \ {¬a | a ∈ BP}}
(3) AP′(ρ) = (Ac({aca | a ∈ BP}),AP(ρ))
where for a rule r : a ← α ∈ RP we define α′ as the expression obtained by replacing each ¬a for the corresponding a′.
Last, for each a ∈ BP it must hold that a′ ∈ BP , i.e. a′ is a “fresh” literal.
Technically, we first replace all classically negated literals with a fresh variable. Then we “inject” the value of Ic(a) for a
literal a into the aggregator of the new program using the method explained in Section 6.2 (this is done in the ca rules). Last,
we create the new aggregator as a tuple of the consistency degree and the old aggregator, allowing us to order answer sets
using both measures. Note that for an AFASP program P this aggregator obtains a value in L2P , which is a total lattice.
Example 4. Consider an AFASP program P with rule baseRP:
r1 : a ←m ¬b
r2 : ¬b ←m 0.2
r3 : ¬a ←m 0.4
The rule aggregator is defined as AP(ρ) = min(1, ρ(r1) + ρ(r2) + ρ(r3)) and the consistency aggregator as Ac(Ic) =
inf{Ic(a) | a ∈ BP}. For all literals the consistency negator ∼ c is ∼ l and the consistency t-norm ∧c is ∧m. According to
Definition 18, the strong negation free version of P is a program P′ with rule baseRP′ :
r1 : a ←m b′
r2 : b′ ←m 0.2
r3 : a′ ←m 0.4
ca : 0 ←l ∼ l(∼ l(a ∧m a′))
cb : 0 ←l ∼ l(∼ l(b ∧m b′)
The aggregator of P′ is AP′ = (Ac({aca , bcb}),AP). Now, consider an interpretation I = {a0.2, (¬b)0.2, (¬a)0.4} of P and
the corresponding interpretation I′ = {a0.2, b′0.2, a′0.4} of P′. Computing Ic we obtain that Ic(a) = 1 − (I(a) ∧m I(¬a)) =
1 − (0.2 ∧m 0.4) = 0.8 and likewise Ic(b) = 1 − (I(b) ∧m I(¬b)) = 1 − (0 ∧m 0.2) = 1. Computing ρI′ we easily
obtain ρI′(r1) = ρI′(r2) = ρI′(r3) = 1; for ca and cb we obtain ρI′(ca) =∼ l(∼ l(a ∧m a′) →l 0) = 1 − (Ic(a) →l
0) = 1 − (1 − Ic(a)) = Ic(a) and likewise for cb we get ρI′(cb) = Ic(b). The evaluation of AP′ with ρI′ then gives
AP′(ρI′) = (Ac({aIc(a), bIc(b)}),AP(ρI′)) = (Ac(Ic),AP(ρI′)). Hence, the aggregator indeed maps an interpretation to a
tuple containing the consistency degree and the rule aggregation score.
The following proposition links our definition to the strong negation approach of [63].
Proposition 15. Let P be an AFASP program with strong negation and let P′ be its strong-negation free version. Then an inter-
pretation I′ of P′ is an (x, y)-answer set of P iff the corresponding interpretation I of P is an x-consistent y-answer set in the sense
of [63].
9. Relationship to existing approaches
The study of extensions of ASP has received plenty of attention over the past years, including the efforts of the European
Working Group on Answer Set Programming (WASP) [50]. The main objectives of such a study are (1) researching the
complexity and additional expressivity certain extensions bring; (2) investigating whether extensions can be compiled to a
core language that is easy to implement, or is already implemented. Certain interesting links have been brought to light in
this research. For example, it has been shown that nested expressions can be translated to disjunctive logic programs [51]
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and that aggregates can be translated to normal logic programs [52]. Next to these general extensions to ASP, the translation
of other frameworks to ASP has also been studied. For example DLV supports abduction with penalization [53] through
its frontend by compiling this framework to a logic program with weak constraints [5]. For preferences in ASP a common
implementation method is to use a meta-formalism that can be compiled into a generate program that finds answer sets
and a check program that checks whether the generated answer sets are optimal [3,4]. Though the preference extensions
have a higher complexity, this method ensures that programs with preferences can still be solved using off the shelf ASP
solvers such as Smodels [57] and DLV [33].
The combination of answer set programming and logic programming with uncertainty theories has also received a lot
of attention. Among others, there have been extensions of logic programming using probabilistic reasoning [9,17,36,37,
46,47,60], possibilistic reasoning [1,48,49], fuzzy reasoning [6,20,38–42,54,60,63–65], and more general many-valued or
uncertainty reasoning [7,8,10–12,15,16,25–28,30–32,34,35,45,56,58,59,61,62]. Roughly, one can divide these approaches
in two classes, viz. implication-based (IB) and annotation-based (AB) frameworks [59]. In the implication-based setting a rule
is generally of the form
a
w← α
where a is an atom, α is a body expression, 6 and w ∈ L, with L the lattice used for truth values. Intuitively, such a rule
denotes that in any model of the program the truth degree of the implication α → a must be greater than or equal to the
weight w. In the annotation-based approaches one considers annotations, which are either constants from the truth lattice
L, variables ranging over this truth lattice, or functions over elements of this truth lattice applied to annotations. A rule is
then of the form
a : μ ← b1 : μ1, . . . , bn : μn
where a, a1, . . . , an are atoms andμ,μ1, . . . , μn are annotations. Intuitively, an annotated rule denotes that if the certainty
of each bi is at least μi, then the certainty of a is at least μ. The links between these two approaches are well-studied in
e.g. [12,26,31,32]. In this section, we give an overview of these related approaches and study their links with CFASP.
9.1. Fuzzy and many-valued logic programming without partial rule satisfaction
Many proposals for fuzzy and many-valued logic programming have rules that need to be completely fulfilled. In this
category one finds most annotation-based approaches, e.g. [6,25,26,54,59,62] and some implication-based approaches
where theweight of each rule is 1, e.g. [10–12,28]. Someof these proposals only containmonotonic functions in rules (e.g. the
AB approach from [6,26] and the IB approaches from [11,12,28]), while others feature negation (e.g. the AB approaches
from [25,54,59,62]) or even arbitrary decreasing functions (e.g. the IB approach from [10,58]). Since the semantics of the
IB approaches correspond to the semantics of CFASP the results presented in this paper show that the approaches with
arbitrary decreasing functions can actually be simulated in the approaches with negation. Stronger even, they can also
simulate constraints, AFASP, S-implicators and classical negation.
This furthermore means that CFASP also inherits the modelling power that is already present in some of these proposals.
For example, from the embeddings shown in [9,12], and using the fact that we can embed [10] in our approach using
the simulation of decreasing functions, we inherit the capacity to translate Generalized Annotated Logic Programs [26],
Probabilistic Deductive Databases [29], Possibilistic Logic Programming [14], Hybrid Probabilistic Logic Programs [13] 7 and
Fuzzy Logic Programming [64] to CFASP.
9.2. Weighted rule satisfaction approaches
Some IB approaches to fuzzy and many-valued logic programming feature partial rule fulfillment by adding “weights”
to rules (e.g. [7,8,15,31,32,34,35,38,39,41–44,56]). These weights are specified manually and they reflect the minimum
degree of fulfillment required for a rule. Formally, such a rule takes on the form of
a
w← α
where a is an atom, α is a body expression (explained further on), ← corresponds to a residual implicator over [0, 1] that
is denoted as →r and w is a value of [0, 1]. For convenience we denote the t-norm of which →r is the residual implicator
as∧r . Furthermore we will use rh and rb to refer to the head, resp. the body of a rule r as usual, and rw to refer to the weight
w. In the case of [15,38,39,41,42,56], the bodies of rules are of the form b1 ∧1 . . . ∧n−1 bn, where bi (1 ≤ i ≤ n) is an atom
and ∧j (1 ≤ j ≤ n − 1) is a t-norm. In some cases these bodies are augmented with negation-as-failure literals, such as in
6 We define this in more detail further on.
7 Note that the translation process in [9] is exponential in the size of the program, but, as the authors point out, this is to be expected as reasoning in these
programs in most cases is exponential.
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[38,39,41–44]. Other approaches, such as [7,8,31,32,34,35], have rule bodies of the form f (b1, . . . , bn), where bi (1 ≤ i ≤ n)
are atoms and f is a monotonically increasing L → L function. Some of these approaches feature negation-as-failure under
the well-founded semantics [34,35]. Furthermore, [7] allows a combination of multiple lattices to be used for rules. This last
feature is obtained in CFASP by using the cartesian product of all these lattices as the lattice for program rules and using the
corresponding projections to extend the operators used to this product lattice.
The semantics of a program consisting of weighted rules without negation-as-failure is defined in two equivalent ways
in the literature. We will take [39] and [7] as examples of these two methods, but the following discussion equally applies
to all the approaches mentioned earlier, barring some minor syntactical issues. In the case of [39], an interpretation M is
called amodel of a program P when for all r in P it holds thatM(rh) ≥ M(rb ∧r rw). Answer sets of these programs are then
defined as minimal models. In [7], answer sets are defined as the least fixpoints of an immediate consequence operator,
defined for a program P, interpretation I of P and atom l ∈ BP , as:
P(I)(l) = sup{I(rb ∧r rw) | r ∈ Pl}
It can be shown that these two types of semantics coincide (see e.g. [38]). We can simulate programs with weighted rules
in CFASP as well. For example, consider the following program P:
a
0.7←m 0.9
b
0.5←m a
where rules with ←m are associated with the Gödel implicator. The (unique) answer set of P is A = {a0.7, b0.5}. The
corresponding CFASP program is P′:
r1 : a ← 0.9 ∧m 0.7
r2 : b ← a ∧m 0.5
One can easily verify that the unique answer set of P′ is also A. In general we can just replace a weighted rule of the form
a
w← α with a CFASP rule r : a ← α ∧r w. For a formal proof we refer to [22].
Last, for programs with weighted rules that have negation-as-failure andmonotonically increasing functions the seman-
tics are defined using aGelfond-Lifschitz reduct that is similar to CFASP. Hence, the translation above alsoworks for programs
with negation-as-failure, which moreover means that these languages have the same expressive power as CFASP.
9.3. Aggregated fuzzy answer set programming
In [63], an aggregated fuzzy answer set programming framework is introduced. It differs from the AFASP language in
Section 6 by using unfounded sets instead of fixpoints to define the semantics and by placingmore restrictions on the syntax.
Syntactically, in [63], a rule over a lattice L is of the form r : a ← b1 ∧ . . .∧ bn∧ ∼ c1 ∧ . . .∧ ∼cm, where a, bi (1 ≤ i ≤ n),
cj (1 ≤ j ≤ m) are atoms,∧ is a t-norm on L and∼is a negator on L. A program is a collection of rules with the same t-norm
and negator. Hence, in a single program only a single t-norm and negator can be used.
Semantically, in [63] an answer setM has a degree k, which, as in Section 6, reflects the value of an aggregator function that
combines thedegreeof satisfactionof the rules in theprogramintoavalue in the latticeunderlying theprogram. Furthermore,
an answer set is defined in [63] as amodel that is free from unfounded sets. Intuitively, the concept of unfounded set provides
a direct formalization of “badly motivated” conclusions.
Formally, a set X of atoms is called unfounded w.r.t. an interpretation I of a program P iff for all a ∈ X , every rule
r : a ← α ∈ P satisfies either
(i) X ∩ α = ∅, or
(ii) Is(a, ρI(r)) < I(a), or
(iii) I(rb) = 0
Intuitively, condition (i) above describes a circular motivation while (ii) asserts that a is overvalued w.r.t. r. Condition (iii) is
needed to ensure that the semantics are a proper generalization of the classical semantics. Answer sets to a degree k are then
defined in [63] as k-models that are free from unfounded sets, i.e. a k-modelM is a k-answer set iff supp(M)∩X = ∅ for any
unfounded set X , where we recall that supp(M) = {a | a ∈ BP,M(a) > 0}. A nice feature is that this single definition covers
any program P, regardless of whether it is positive, or has constraint rules. The downside is that generalizing this definition
to programs with arbitrary monotonic functions is non-trivial.
In [23] it is shown that, when a total ordering is used in the lattice, the semantics of [63] correspond to the semantics
that we use for AFASP in Section 6. Hence, due to the syntactical differences CFASP is more expressive than the framework
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introduced in [63].When theorderingused is not total, however, this equivalence is no longer valid. For example, consider the
lattice (B×B,≤) such that (1, 1) is the top element of the lattice, (0, 0) is the bottom element and (0, 0) ≤ (0, 1) ≤ (1, 1)
and (0, 0) ≤ (1, 0) ≤ (1, 1). Now consider an AFASP program P, with AP(ρ) = inf{ρ(r) | r ∈ P}, over this lattice:
r1 : a ← (1, 0)
r2 : a ← (0, 1)
According to the property of residual implicators that x → y = 1L iff x ≤ y, any interpretation I of P that satisfies rule r1
to the degree (1, 1) must obey I(a) ≥ (1, 0). Likewise any interpretation I that satisfies r2 to the degree (1, 1) must obey
I(a) ≥ (0, 1). Hence the only 1-model of P is I = {a(1,1)}. However, according to rule (ii) above {a} is an unfounded set,
which means that under the unfounded semantics I is not an answer set of P. On the other hand, I = ∗
PI,ρI
, and thus I is an
answer set of P according to the fixpoint semantics. If we consider rules as constraints that need to be fulfilled, the fixpoint
semantics correspond better to our intuition.
10. Concluding remarks
In this paper we have introduced a core language for FASP, motivated by the usefulness of the basic core languages
that exist for ASP. Furthermore, we have shown that this core language is sufficiently expressive to cover many common
extensions to FASP that have been suggested in the literature. Specifically we have proven that constraints, monotonically
decreasing functions, aggregators, S-implicators and strong negation can be expressed by this core language. We have also
shown that in the case of constraints and strong negation these simulations bear a great resemblance to the simulations
that exist for classical ASP, which provides additional insights into the connection between classical ASP and FASP.
Our analysis is important both from a theoretical and practical point of view. From the theoretical perspective, our core
language makes reasoning over FASP simpler, while our simulation results show that the theoretical results are still strong
enough to cover a whole range of FASP programs. From the practical perspective our results show that to implement a solver
we only need to implement one for the core language. The extensions can then be added in the front end of the solver, rather
than needing to cope with it in the back end. For programs that only have t-norms in rule bodies we can use the results
in [21] to implement this core language. For programs that only have linear functions in rule bodies we can use the results
from [55].
Last, the fact that many extensions of FASP can be compiled to this reduced core does not mean that these extensions are
useless: many of the simulations provided in this paper are cumbersome. To make FASP an intuitive language that is easy to
model in, these extensions are thus of crucial importance.
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A. Proofs
A.1. Proofs of Section 4.1
Proposition 1. Let P be a CFASP⊥ program over ([0, 1],≤) and a ∈ BP . Then if M′ is an answer set of the interval-constrained
version of P w.r.t. a and the interval [l, u] (with l and u in [0, 1]), called P′, it holds that M′(a) ∈ [l, u].
Proof of Proposition 1. SinceM′ is amodel of P′, we know thatM′(uppa) ≥ 1 andM′(lowa) ≥ 1. Hence,M′(uppa) = 1 and
M′(lowa) = 1. From the residuation principle we then obtain both that u ≥ M′(a) andM′(a) ≥ l, henceM′(a) ∈ [l, u]. 
A.2. Proofs of Section 4.2
First, we introduce a number of technical lemmas for the proof of Proposition 2.
Lemma 1. Let P be a CFASP⊥ program and let P′ be the corresponding CFASP program as defined by Definition 9. If M is an answer
set of P and M′ = M ∪ {ckk | k ∈ KP} ∪ {⊥0}, for any interpretation I of P′ it holds that
(
P′M′ (I)) ∩ BP = PM (I ∩ BP)
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Proof. First, suppose a ∈ BP . From this assumption we know that ((P′M′ (I)) ∩ BP)(a) = 0. Furthermore, by definition of
PM we know that (PM (I ∩ BP))(a) = sup{(I ∩ BP)(rb) | r ∈ PMa }. Since PMa = ∅ due to a ∈ BP we thus must conclude
that (PM (I ∩ BP))(a) = 0, and thus ((P′M′ (I)) ∩ BP)(a) = (PM (I ∩ BP))(a).
Now, suppose a ∈ BP . By definition of P′M′ we have
(
P′M′ (I) ∩ BP)(a) = sup{I(r′b) | r′ ∈ P′
M′
a }
By definition of the reduct of a program we obtain
(
P′M′ (I) ∩ BP)(a) = sup{I((r′b)
M′
) | r′ ∈ P′a} (A.1)
Any r ∈ Pa is by definition a non-constraint rule and thus is mapped to r′ ∈ P′a such that r = r′. Furthermore the only rules
in P′a are rules that correspond to some r ∈ Pa, leading to the conclusion that Pa = P′a. SinceM = M′ ∩ BP we can see that
for an expression α built from the literals in BP we have both αM = αM′ and M(αM) = M′(αM′). Hence, combining this
with the foregoing we can see that for each r ∈ Pa and corresponding r′ ∈ P′a we have
I(rMb ) = I((r′b)M
′
) (A.2)
Combining (A.1) with (A.2) we obtain
(
P′M′ (I) ∩ BP)(a) = sup{I(rMb ) | r ∈ Pa}
By the definition of the reduct of a program this is equivalent to
(
P′M′ (I) ∩ BP)(a) = sup{I(rb) | r ∈ PMa }
As the atoms occurring in rb of any r ∈ PMa are all atoms of BP this means that
(
P′M′ (I) ∩ BP)(a) = sup{I ∩ BP(rb) | r ∈ PMa }
By the definition of PM it then follows that
(
P′M′ (I) ∩ BP)(a) = (PM (I ∩ BP))(a) 
Lemma 2. Let P be a CFASP⊥ program. If M is a model of P, for any rule r ∈ Pk (with k ∈ KP and KP as defined by Definition 9)
it holds that
M(rb) ≤ k
Proof. This follows easily by the observation thatM(rb) →r k ≥ 1 asM is a model of P and the fact thatM(rb) →r k ≥ 1
can only be the case whenM(rb) ≤ k as →r is a residual implicator. 
Lemma 3. Let P be a CFASP⊥ program and let P′ be the corresponding CFASP program as defined by Definition 9. If M is a model
of P and M′ = M ∪ {ckk | k ∈ KP} ∪ {⊥0}, then for any interpretation I of P′ such that I ⊆ M′ for all k ∈ KP it holds that:

P′M′ (I)(ck) = k
Proof. Suppose k ∈ KP . First we show that for all r′ ∈ (P′M′ck ) we have I(r′b) ≤ k. By combining this with the definition of

P′M′ we then obtain the stated. Suppose r
′ ∈ (P′M′ck ). The case for r′b = k is trivial, so assume r′b = k. Since I ⊆ M′ we know
from the fact that all functions in P′M
′
are monotonic that
I(r′b
M′
) ≤ M′(r′bM
′
)
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SinceM(αM) = M(α) for any rule body α this is equivalent to
I(r′b
M′
) ≤ M′(r′b)
As r′ ∈ (P′M′ck ) by definition of P′ there must be a corresponding r ∈ CP such that rh = k and rb = r′b. AsM = M′ ∩ BP and
all atoms occurring in r′b are atoms in BP we thus obtain
I(r′b
M′
) ≤ M(rb)
Using Lemma 2 on rule r, which is a constraint rule, we obtain
I(r′b
M′
) ≤ k
Now from the definition of 
P′M′ (I)(ck) we obtain

P′M′ (I)(ck) = sup{I(rb) | r ∈ P′
M′
ck
}
From the former and the definition of rk we know that k is the supremum of {I(rb) | r ∈ P′M′ck } and thus

P′M′ (I)(ck) = k 
Lemma 4. Let P be a CFASP⊥ program and let P′ be the corresponding CFASP program as defined by Definition 9. If M is an answer
set of P and M′ = M ∪ {ckk | k ∈ KP} ∪ {⊥0}, then M′ is a fixpoint of P′M′ .
Proof. Observe thatBP′ can be partitioned inBP ∪{ck | k ∈ KP}∪{⊥}.Wewill consider these partitions separately. First, for
a certain k ∈ KP we know by Lemma 3 that P′M′ (M′)(ck) = k = M′(ck). AsM′(⊥) = 0, it also easily follows by definition
of P′M
′
that
P′M′ (M
′)(⊥) = 0 = M′(⊥). For BP , by definitionM = M′ ∩ BP holds; hence by Lemma 1, the definition ofM′
and the fact thatM is a fixpoint we obtain

P′M′ (M
′) ∩ BP = PM (M′ ∩ BP)
= PM (M)
= M
= M′ ∩ BP
Hence 
P′M′ (a) = M′(a) for all a ∈ BP . 
Proposition 2. Let P be a CFASP⊥ program and let P′ be its corresponding CFASP program as defined by Definition 9. If M is an
answer set of P, then M′ = M ∪ {ckk | k ∈ KP} ∪ {⊥0} is an answer set of P′, where KP is defined as in Definition 9.
Proof of Proposition 2. We have to show that M′ is the least fixpoint of P′ . First, suppose that M = ∅, then it is easy to
see that M′ = M ∪ {ckk | k ∈ KP} ∪ {⊥0} is the least fixpoint of P′M′ and thus an answer set of P′. Second, for M = ∅,
let 〈Ji | i an ordinal〉 and 〈J′i | i an ordinal〉 be the sequence corresponding to the computation of the least fixpoint of PM ,
resp. 
P′M′ . We show that
J′i = Ji ∪ {ckk | k ∈ KP} ∪ {⊥0} (A.3)
for any ordinal i > 0 from which the proposition readily follows by transfinite induction.
First note that for any ordinal i it must hold that J′i ⊆ M′ due to ∗P′M′ ⊆ M
′ by Lemma 4 and the fact that J′i ⊆ ∗P′M′ .
If i is a successor ordinal (including 1), then (A.3) follows from Lemmas 3, 1 and the observation that I((r′k)b) = 0 for any I
with I(ck) = k.
If i is a limit ordinal then, by definition, J′i =
⋃
j<i J
′
j which, using the induction hypothesis, yields J
′
i =
⋃
j<i Jj ∪
{ckk | k ∈ KP} ∪ {⊥0} from which (A.3) follows immediately. 
To prove Proposition 3, we first introduce the following lemma.
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Lemma 5. Let P be a CFASP⊥ program and let P′ be the corresponding CFASP program as defined by Definition 9. If M′ is an
answer set of P′, then
(∀k ∈ KP : M′(ck) = k) ∧ M′(⊥) = 0
with KP as defined by Definition 9.
Proof. For any ck , with k ∈ KP , it must hold that M′(ck) ≥ k as M′(rk) = 1 due to M′ being a model of P′. Likewise
M′(r′k) = 1. However,M′(ck) > k for such a k is impossible since the definition of P′ would imply that
M′(⊥) = 
P′M′ (M
′)(⊥)
= sup{M′((r′k′)b) | k′ ∈ KP}
Now for any k′ ∈ KP such that ¬(M′(ck′) > k′) we have by definition of r′k′ that M′((r′k′)b) = 0. For the earlier chosen k
we obtain that M′((r′k)b) = (∼ M′(⊥) > 0). It is easy to see that M′(⊥) = (∼ M′(⊥) > 0) has no solution however,
contradicting thatM′ is an answer set if such a k exists. This meansM′(ck) = k for any k ∈ KP and thus also
M′(⊥) = M′((∼⊥ > 0) ∧ (ck > k)) = 0
completing the proof. 
Proposition 3. Let P be a CFASP⊥ program and let P′ be its corresponding CFASP program as defined by Definition 9. If M′ is an
answer set of P′, then M = M′ ∩ BP is an answer set of P.
Proof of Proposition 3. Using Definition 9 and Lemma 5 it is easy to verify that P′M
′
contains the following rules, where
M = M′ ∩ BP :
P′M
′ = {r′ : a ← α | (r : a ← α) ∈ (P \ CP)M}
∪ {r′ : ck ← α | (r : k ← α) ∈ CPM}
∪ {rk : ck ← k | k ∈ KP}
∪ {r′k : ⊥ ← (1 > 0) ∧ (ck > k) | k ∈ KP}
By construction of P′ andM we know that for each r ∈ P we haveM(r) = M′(r′). ThusM is a model of P.
Second, M is clearly a fixpoint of PM as only the rules from {r′ : a ← α | (r : a ← α) ∈ (P \ CP)M}, which are
identical to those in (P \ CP)M , are used in computing P′M′ (M) = M. Hence ∗PM ⊆ M. Suppose now that ∗PM ⊂ M,
then for M′′ = ∗
PM
∪ {ckk | k ∈ KP} ∪ {⊥0} it must hold that M′′ ⊂ M′ due to Lemma 5. Using Lemma 3 we know that

P′M′ (M
′′)(ck) = k = M′′(ck); furthermore we can easily see that P′M′ (M′′)(⊥) = 0 = M′′(⊥) and for a ∈ BP that

P′M′ (M
′′)(a) = M′′(a) from the definition of P′ and M′′. This means that M′′ is a fixpoint of 
P′M′ , which contradicts the
fact thatM′ is the least fixpoint of 
P′M′ . ThusM = ∗PM , meaningM is an answer set of P. 
A.3. Proofs of Section 5
Proposition 4. Let P be a CFASPf program and let P′ be its corresponding CFASP program as defined by Definition 13. If M is an
answer set of P, then M′ = M ∪ {notl∼M(l) | l ∈ NP} is an answer set of P′.
Proof of Proposition 4. We have to show thatM′ is the least fixpoint of 
P′M′ . First, note that for any l ∈ NP by definition
of P′ andM′

P′M′ (M
′)(notl) =∼M′(l) =∼M(l) = M′(notl) (A.4)
Now, for a ∈ BP each rule r : a ← f (b1, . . . , bn; c1, . . . , cm) in P is replaced by r : a ← f ′(b1, . . . , bn, notc1 , . . . , notcm),
with f ′ as in Definition 13. Hence sinceM′(notl) =∼M(l) we obtain that
M(f (b1, . . . , bn; c1, . . . , cm)M) = M′(f ′(b1, . . . , bn, notc1 , . . . , notcm)M
′
) (A.5)
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and also
M(r) = M′(r′) (A.6)
since ∼ is involutive, M = M′ ∩ BP and the atoms occurring in P are all atoms of BP . As M is a fixpoint of PM , it then
follows from (A.4) to (A.6) and by definition ofM′ thatM′ must be a fixpoint of
P′M′ (one only has towork out the definition
of 
P′M′ together with the formerly mentioned equations to see this).
Suppose now there is someM′′ ⊂M′ that is also a fixpoint of
P′M′ . By definition of P
′ it is easy to see that for each l ∈ NP
it then must hold thatM′′(notl) =∼M′(l) =∼M(l). From this it follows that for each r ∈ P we obtain (M′′ ∩ BP)((rb)M) =
M′′(r′b) by definition of P′ and thus we obtain for each a ∈ BP :
PM (M
′′ ∩ BP)(a) = sup{M′′ ∩ BP(αM) | r : a ← α ∈ P}
= sup{M′′(α′) | r′ : a ← α′ ∈ P′M′ }
= 
P′M′ (M
′′)(a)
= M′′(a)
HenceM′′ ∩ BP is a fixpoint of PM . However, since for each l ∈ NP we haveM′′(notl) = M′(notl) and asM′′ ⊂ M′, it holds
thatM′′ ∩ BP ⊂ M. This however contradicts the fact thatM is the least fixpoint of PM , showing no suchM′′ can exist and
thusM′ is the least fixpoint of 
P′M′ . 
Proposition 5. Let P be a CFASPf program and let P′ be its corresponding CFASP program as defined by Definition 13. If M′ is an
answer set of P′, then M = M′ ∩ BP is an answer set of P.
Proof of Proposition 5. By definition of P′ it is not hard to see that for each rule r ∈ P we have
M((rb)
M) = M′(r′b) (A.7)
We show thatM is the least fixpoint ofPM . From (A.7) we can easily see thatM must be a fixpoint ofPM . Now suppose
someM′′ (withM′′ ⊂ M) is also a fixpoint of PM . Then we can constructM′′′ = M′′ ∪ {not∼M(l)l | l ∈ NP}. It is not hard to
see that for each rule r ∈ P:
M′′((rb)M) = M′′′(r′b)
Hence, asM′′ is a fixpoint of PM , we obtain thatM′′′ is also a fixpoint of P′M′ , contradicting the fact thatM
′ is an answer
set of P′. 
A.4. Proofs of Section 6
We first include some general propositions on the AFASP framework that will be useful below.
Proposition 16. Let I be an interpretation of a rule r : a ← α (over the lattice L). Then Is(r,w) = I(α) ∧r w, with w ∈ L.
Proof. See [22]. 
Proposition 17. Let I1 and I2 be interpretations of a rule r : a ← α with α a positive expression (over the lattice L) such that
I1 ⊆ I2. Then (I1)s(r,w) ≤ (I2)s(r,w).
Proof. Using Proposition 16 and the monotonicity of t-norms we can easily see that:
(I1)s(r,w) = I1(α) ∧r w ≤ I2(α) ∧r w = (I2)s(r,w) 
Proposition 18. Let P be a simple AFASP program and ρ a rule interpretation of this program. The immediate consequence
operator P,ρ is monotonically increasing, i.e. for every two interpretations I1 and I2 it holds that
I1 ⊆ I2 ⇒ P,ρ(I1) ⊆ P,ρ(I2)
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Proof. Can be easily seen by the definition of the immediate consequence operator, Proposition 16 and the monotonicity of
t-norms. 
Proposition 19. Let M be an m-answer set (m ∈ LP) of an AFASP program P. Then M is a fixpoint of P,ρM .
Proof. Suppose a ∈ BP , then using the definition of P,ρM , Proposition 16, the definition of the reduct, and since M is a
fixpoint of PM,ρM (by the definition of answer set), we obtain:
P,ρM (M)(a) = sup{Ms(r, ρM(r)) | r ∈ (RP)a}
= sup{M(rb) ∧r ρM(r) | r ∈ (RP)a}
= sup{M(rMb ) ∧r ρM(rM) | r ∈ (RP)a}
= sup{Ms(r, ρM(r)) | r ∈ (RP)Ma }
= M(a) 
Using the above propositions we can prove the results of this section.
Proposition 6. Let P be an AFASP program with RP = {r1, . . . , rn} and let P′ be its corresponding CFASPf program as defined
by Definition 14. If M is an m-answer set of P, then M′ = M ∪ {aggrAP(ρM)} ∪ {not∼M(a)a | a ∈ BP} ∪ {r′i M(r) | r ∈ RP} is an
answer set of P′.
Proof of Proposition 6. We show that M′ is the least fixpoint of 
P′M′ . First we show that it is a fixpoint of P′M′ . We
consider four cases:
(1) For aggr ∈ BP′ we obtain by definition of P′ andM′ that

P′M′ (M
′)(aggr) = M′(f (r′1i, . . . , r′ni)) = AP(ρM) = M′(aggr)
(2) For a ∈ BP and corresponding nota ∈ BP′ we obtain using the definition ofM′ that

P′M′ (M
′)(nota) = M′((∼a)M′) = M′(∼M′(a)) = M′(∼M(a)) = M′(nota)
(3) For r : a ← α ∈ RP and corresponding r′i ∈ BP′ we obtain using the definition ofM′ and the definition of P′ that

P′M′ (M
′)(r′i ) = M′((α′ →r (∼nota))M
′
)
= M′(α′) →r M′(∼nota)
= M(α) →r∼(∼M(a))
= M(α) →r M(a)
= M(r)
= M′(r′i )
(4) For a ∈ BP we obtain, using the definition of P′, the fact that for any expression α and interpretation of α we have
I(αI) = I(α), the definition of the reduct of a program and the fact thatM is a fixpoint of PM,ρM that

P′M′ (M
′)(a) = sup{M′((α)M′) ∧r M′(r′i ) | (r : a ← α) ∈ Pa}
= sup{M(αM) ∧r ρM(r) | (r : a ← α) ∈ Pa}
= sup{M(αM) ∧r ρM(rM) | (r : a ← α) ∈ Pa}
= sup{M(α) ∧r ρM(r) | (r : a ← α) ∈ PMa }
= sup{Ms(r, ρM(r)) | (r : a ← α) ∈ PMa }
= M(a)
= M′(a)
Hence we can conclude thatM′ is a fixpoint of
P′M′ . Now suppose there is an interpretationM
′′ ⊂ M′ of P′ such thatM′′ is
also a fixpoint of 
P′M′ . For a ∈ BP we then obtain by definition of P′ that
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
P′M′ (M
′′)(nota) = M′′((∼a)M′) = M′′(∼M′(a)) =∼M′(a)
Hence M′′(nota) = M′(nota) for each a ∈ BP . For (r : a ← α) ∈ RP we obtain by definition of P′, the fact that in (α′)M′
there are no naf-literals and the fact that implicators are increasing in their first and decreasing in their second argument
that

P′M′ (M
′′)(r′i ) = M′′((α′ →r (∼nota))M
′
)
= M′′(M′(α′) →r (∼M′(nota)))
= M′′(M(α) →r (∼(∼(M(a)))))
= M′′(M(α) →r M(a))
= M(r) = M′(r′i )
From this and the definition of P′ it then also easily follows that M′′(aggr) = M′(aggr). Hence as M′′ ⊂ M′, from the
foregoing it follows thatM′′ ∩ BP ⊂ M. Now for each a ∈ BP we can show that
PM,ρM (M
′′)(a) = sup{M′′(αM) ∧r ρM(r) | (r : a ← α) ∈ RP}
= sup{M′′(αM′) ∧r ρM(r) | (r : a ← α) ∈ RP}
= sup{M′′(αM′) ∧r M′′(r′i ) | (r : a ← α) ∈ RP}
= sup{(M′′(αM′) ∧r M′′(r′i )) ∧r′ ρM′(r′) | (r : a ← α) ∈ RP}
= sup{M′′s (r′, ρM′(r′)) | (r : a ← α) ∈ RP}
= 
P′M′ (M
′′)(a)
= M′′(a)
meaning M′′ ∩ BP is a fixpoint of PM , contradicting the fact thatM is the least fixpoint of PM . Hence such an M′′ cannot
exist andM′ is the least fixpoint of 
P′M′ . 
Proposition 7. Let P be an AFASP program and let P′ be its corresponding CFASPf program as defined by Definition 14. If M′ is an
answer set of P′, with m = M′(aggr), then M′ ∩ BP is an m-answer set of P.
Proof of Proposition 7. We have to show that for M = M′ ∩ BP we have AP(ρM) ≥ m for any m ≤ M′(aggr) and that
M is the least fixpoint of PM,ρM . First we show that AP(ρM) ≥ m for any m ≤ M′(aggr). Suppose m ∈ LP such that
m ≤ M′(aggr). Since M′ is a fixpoint of 
P′M′ from the definition of P
′ we can easily see that for any a ∈ BP we must have
M′(nota) =∼M′(a) =∼M(a) as there is only one rule with nota in the head and likewise that for any (r : a ← α) ∈ RP
and corresponding r′i ∈ BP′ we must have M′(r′i ) = M′(α →r∼ nota) = ρM(r). Furthermore it follows that M′(aggr) =
M′(f (r′1i, . . . , r′ni)) as again there is only one rule with aggr in the head and thus as M′(f (r′1i, . . . , r′ni)) = AP(ρM) by
construction of P′ that AP(ρM) ≥ m asM′(aggr) ≥ m.
Secondwe show thatM is the least fixpoint ofPM,ρM . First we show thatM is a fixpoint ofPM,ρM . Suppose a ∈ BP , then
from the fact that M′ is a fixpoint of 
P′M′ , the definition of M, the fact that for any expression α we have M(α
M) = M(α)
and the foregoing part of the proof we know that:
M′(a) = 
P′M′ (M
′)(a)
= sup{M′((α ∧r r′i )M
′
) | (r : a ← α) ∈ RP}
= sup{M′(αM′) ∧r M′(r′i ) | (r : a ← α) ∈ RP}
= sup{M(αM) ∧r ρM(r) | (r : a ← α) ∈ RP}
= sup{M(αM) ∧r ρM(rM) | (r : a ← α) ∈ RP}
= sup{Ms(r, ρM(r)) | (r : a ← α) ∈ (RP)M}
= PM,ρM (M)(a)
HenceM is a fixpoint ofPM,ρM . Now suppose there is someM
′′ ⊂ M such thatM′′ is also a fixpoint ofPM,ρM . Consider then
M′′′ = M′′ ∪ {aggrM′(aggr)} ∪ {not∼M(a)a | a ∈ BP} ∪ {r′iρM(r) | (r : a ← α) ∈ RP}. ObviouslyM′′′ ⊂ M′ by construction. We
show thatM′′′ is a fixpoint of
P′M′ contradicting the assumption thatM
′ is an answer set of P′. Since BP′ can be partitioned
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in the four sets {nota | a ∈ BP}, {r′i | (r : a ← α) ∈ RP}, {aggr} and BP we consider the elements in these four partitions
separately:
(1) For a ∈ BP and the corresponding nota ∈ BP′ we obtain

P′M′ (M
′′′)(nota) = M′′′((∼a)M′) = M′′′(∼M′(a)) =∼M′(a) = M′′′(nota)
(2) For (r : a ← α) ∈ RP and the corresponding r′i we obtain

P′M′ (M
′′′)(r′i ) = M′′′((α′ →r (∼nota))M
′
)
= M′′′((M′(α′) →r (∼(∼(M′(a)))))
= M′(α′) →r M′(a)
= M′(α) →r M′(a)
= M(α) →r M(a)
= ρM(r)
= M′′′(r′i )
(3) For aggr we obtain

P′M′ (M
′′′)(aggr) = M′′′(f (r′1i, . . . , r′ni))
= f (ρM(r1), . . . , ρM(rn))
= AP(ρM)
= M′(aggr)
= M′′′(aggr)
(4) Suppose a ∈ BP . SinceM′′ is a fixpoint ofPM,ρM andM′′ = M′′′ ∩ BP it follows thatM′′′ ∩ BP is a fixpoint ofPM,ρM .
From this we obtain:

P′M′ (M
′′′)(a) = sup{M′′′((α ∧r r′i )M
′
) | r : a ← α ∈ RP}
= sup{M′′′(αM′) ∧r M′′′(r′i ) | r : a ← α ∈ RP}
= sup{M′′′(αM) ∧r ρM(r) | r : a ← α ∈ RP}
= sup{M′′′s (rM, ρM(r)) | r : a ← α ∈ RP}
= PM,ρM (M′′′)(a)
= M′′′(a)
Hence M′′′ is a fixpoint of 
P′M′ . This is however impossible as M
′ is an answer set of P′ and thus the least fixpoint of

P′M′ . Thus no suchM
′′ can exist andM is the least fixpoint of PM . 
Proposition 8. Let P be an AFASP⊥ program and let P′ be its corresponding AFASP program as defined by Definition 15. If M is
an m-answer set of P for some m ∈ ]0, 1], it holds that M′ = M ∪ {ckk | k ∈ KP} ∪ {⊥0} is an m-answer set of P′, where KP is
as defined by Definition 15.
Proof of Proposition 8. SupposeM is anm-answer set of P for somem ∈]0, 1]. Then by definition of answer sets we know
thatM = ∗
PM,ρM
andAP(ρM) ≥ m. By construction ofM′ we immediately obtain thatAP′(ρM′) = AP(ρM) ≥ m. Hence, if
we show thatM′ = ∗
P′M′ ,ρM′
the stated follows.
Since AP′(ρM′) > 0 and by construction of P′ we know that
ρM′(rk) = ρM′(r′k) = 1 (A.8)
Now, consider program C defined as C = {r : a ← α ∧ ρM(r) | r : a ← α ∈ RP}, with∧ an arbitrary t-norm. By definition
of the immediate consequence operator it is easy to see that
PM,ρM = CM (A.9)
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Now consider C′, the constraint free version of C obtained using the procedure outlined in Section 4. By construction of C,
C′ and P′ and from (A.8) it is easy to see that

P′M′ ,ρM′
= 
C′M′ (A.10)
From Proposition 2 we know that if M is an answer set of C, it follows that M′ is an answer set of C′. Since M is an answer
set of P, it follows that M = ∗
PM,ρM
and thus by (A.9) that M = ∗
CM
. From this it also follows that M is a model of C, and
thus that M is an answer set of C. By Proposition 2 we thus obtain that M′ is an answer set of C′. Using (A.10) and the fact
that the former impliesM′ = ∗
C′M′ we obtain thatM
′ = ∗
P′M′ ,ρM′
, from which the stated follows. 
Proposition 9. Let P be an AFASP⊥ program and let P′ be its corresponding AFASP program as defined by Definition 15. If M′ is
an m-answer set of P′ for some m ∈ ]0, 1], it holds that M = M′ ∩ BP is an m-answer set of P.
Proof of Proposition 9. Is similar to Proposition 8. 
Proposition 10. Let P be an AFASPf program and let P′ be its corresponding AFASP program as defined by Definition 16. If M is
an m-answer set of P for some m ∈ LP \ {0}, it holds that M′ = M ∪ {not∼M(l)l | l ∈ NP} is an m-answer set of P′, where NP is
as defined by Definition 16.
Proof of Proposition 10. Is similar to Proposition 8. 
Proposition 11. Let P be an AFASPf program and let P′ be its corresponding AFASP program as defined by Definition 16. If M′ is
an m-answer set of P for some m ∈ LP \ {0}, it holds that M = M′ ∩ BP is an m-answer set of P.
Proof of Proposition 11. Is similar to Proposition 8. 
A.5. Proofs of Section 7
Lemma 6. Let L be a lattice,∼an involutive negator over L,∧ a t-norm over L,→r the residual implicator of∧,∨ the t-conorm
defined by x ∨ y =∼ (∼ x∧ ∼ y) and let ←s be the S-implicator induced by ∼and ∨. Then for any interpretation I of a rule
r : a ←s α and w ∈ L it holds that:
I(a ←s α) ≥ w ≡ I(a ←r ∼(∼w ←r α)) ≥ 1
Proof. Using the definition of ←s, the residuation principle and the relationships between ∼, ∧ and ∨ stated in Lemma 6,
we obtain:
(I(a ←s α)) ≥ w ≡ (I(a) ←s I(α)) ≥ w
≡ (I(a)∨ ∼ I(α)) ≥ w
≡ (∼(∼ I(a) ∧ I(α))) ≥ w
≡ (∼ I(a) ∧ I(α)) ≤ (∼w)
≡ (∼ I(a)) ≤ (∼w ←r I(α))
≡ (I(a)) ≥ (∼(∼w ←r I(α)))
≡ (I(a) ←r∼(∼w ←r I(α))) ≥ 1
≡ (I(a ←r∼(∼w ←r α))) ≥ 1 
Proposition 12. Let L be a lattice, ∼an involutive negator over L, ∧ a t-norm over L, ∨ the t-conorm defined by x ∨ y =∼
(∼ x∧ ∼ y) and let ←s be the S-implicator induced by ∼and ∨. Then for any interpretation I of a rule r : a ←s α and w ∈ L
it holds that:
Is(r,w) =∼(∼w ←r I(α))
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Proof of Proposition 12. Using the definition of ←s, the definition of Is(r,w), the residuation principle, the relationships
between ∼,∧ and ∨ stated in Proposition 12 and using Lemma 6, we obtain:
Is(r,w) = inf{y ∈ L | I(y ←s α) ≥ w}
= inf{y ∈ L | I(y ←r∼(∼w ←r α)) ≥ 1}
= inf{y ∈ L | (y ←r∼(∼w ←r I(α))) ≥ 1}
= inf{y ∈ L | y ≥∼(∼w ←r I(α)) ∧ 1}
= inf{y ∈ L | y ≥∼(∼w ←r I(α))}
=∼(∼w ←r I(α)) 
To show Proposition 13, we introduce a few technical lemmas.
Lemma 7. Let P be an AFASPs program and let P′ be its corresponding AFASP program as defined by Definition 17. Then if M is a
fixpoint ofPM,ρM of P, it holds for the interpretation M
′ = M ∪ {wρM(r)
r′ | r ∈ RsP} ∪ {not∼M(a)a | a ∈ BP, ∃r ∈ RsP : rh = a} ∪
{not∼ρM(r)wr′ | r ∈ RsP} of P′ that
(1) ∀r ∈ RrP : ρM′(r) = ρM(r)
(2) ∀r ∈ RsP : ρM′(r′) = 1L
(3) ∀r ∈ RsP : ρM′(r′w) = 1L
(4) ∀r ∈ RsP : ρM′(na) = 1L
(5) ∀r ∈ RsP : ρM′(r′nwr′ ) = 1L
(6) ∀r ∈ RsP : ρM′(r′c) = ρM(r)
where r′, r′w, na, and r′c are defined as in Definition 17.
Proof. We consider these cases separately:
(1) Trivial from the definition of P′ andM′.
(2) When r : a ←s α ∈ RsP , from Proposition 12 we have for the corresponding r′ ∈ RP′ by definition ofM′ that
ρM′(r
′) = M′(a) ← M′(∼ i(notwr′ ←r α))
= M(a) ← M′(∼ i(∼ i ρM(r) ←r α))
= M(a) ←∼ i(∼ i ρM(r) ←r M′(α))
= M(a) ←∼ i(∼ i ρM(r) ←r M(α))
= M(a) ← Ms(r, ρM(r))
= 1L
The last step follows from the fact that x ≤ y ≡ x → y = 1 for any residual implicator → and from the fact that M
is a fixpoint of PM,ρM .
(3) When r : a ←s α ∈ RsP , using the definition ofM′ we have for the corresponding r′w ∈ RP′ that
ρM′(r
′
w) = M′(wr′ ← (∼ inota ←s α))
= M′(wr′) ← (∼ iM′(nota) ←s M′(α))
= ρM(r) ← (∼ i(∼ iM(a)) ←s M(α))
= ρM(r) ← (M(a) ←s M(α))
= 1L
(4) When r ∈ RsP with rh = a, we have for the corresponding na ∈ RP′ that
ρM′(na) = M′(nota ←∼ i a)
= M′(nota) ←∼ i M′(a)
=∼ i M(a) ←∼ i M(a)
= 1L
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(5) When r : a ←s α ∈ RsP we obtain for the corresponding r′nwr′ ∈ RP′ that
ρM′(r
′
nwr′ ) = M′(notwr′ ←∼ iwr′) =∼ i ρM(r) ←∼ i ρM(r) = 1L
(6) When r ∈ RsP we obtain for the corresponding r′c ∈ RP′ that
ρM′(r
′
c) = M′(0L ←i∼ iwr′) =∼ i(∼ iM′(wr′)) = ρM(r) 
Lemma 8. Let P be an AFASPs program with M a fixpoint of PM,ρM and let M
′ = M ∪ {wρM(r)
r′ | r ∈ RsP} ∪ {not∼M(a)a |
a ∈ BP, ∃r ∈ RsP : rh = a} ∪ {not∼ρM(r)wr′ | r ∈ RsP} be an interpretation of its corresponding AFASP program P′, as defined by
Definition 17. Then any interpretation I of P and I′ of P′ such that I(a) = I′(a) for all a ∈ BP satisfies

P′M′ ,ρM′
(I′) =PM,ρM (I) ∪ {wρM(r)r′ | r ∈ RsP} ∪ {not∼i M(a)a | a ∈ BP, ∃r ∈ RsP : rh = a}
∪ {not∼i ρM(r)wr′ | r ∈ RsP}
with ∼ i as in Definition 17.
Proof. Note that by Definition 17 one can immediately see that BP′ consists of four partitions, i.e. BP′ = BP ∪ {wr′ | r ∈
RsP} ∪ {nota | a ∈ BP, ∃r ∈ RsP : rh = a} ∪ {notwr′ | r ∈ RsP}. We consider the elements of these partitions separately.
(1) Suppose r : a ←s α ∈ RsP andconsider the correspondingwr′ ∈ BP′ , thenbydefinitionofP′M′ ,ρM′ andProposition16
we have

P′M′ ,ρM′
(I′)(wr′) = sup{I′(r′b) ∧r′ ρM′(r′) | r′ ∈ P′M
′
wr′ }
By Definition 17 we know that P′M
′
wr′ = {(r′w)M
′ }. Furthermore, by Lemma 7 we know ρM′(r′w) = 1L, which, together
with Definition 17, leads to

P′M′ ,ρM′
(I′)(wr′) = I′(((∼nota) ←s α)M′)
Now by definition of the reduct andM′, combined with the fact that ∼ i is involutive, this leads to

P′M′ ,ρM′
(I′)(wr′) = I′(M′(a) ←s M′(α)) = ρM′(r)
Now by the construction ofM′ we obtain

P′M′ ,ρM′
(I′)(wr′) = ρM′(r) = ρM(r)
(2) Suppose r : a ←s α ∈ RsP and consider the corresponding nota ∈ BP′ . As P′M
′
nota
= {(na)M′ }, we obtain by the
definition of 
P′M′ ,ρM′
and Proposition 16 that

P′M′ ,ρM′
(I′)(nota) = I′((r′M
′
nota
)b) ∧na ρM′(na)
By Lemma 7 we know that ρM′(na) = 1L, hence by definition of na we get

P′M′ ,ρM′
(I′)(nota) = I′((∼a)M′)
By the definition of the reduct and the fact thatM(a) = M′(a) for a ∈ BP this means

P′M′ ,ρM′
(I′)(nota) =∼M(a) = M′(nota)
(3) Suppose r : a ←s α ∈ RsP and consider the corresponding notwr′ ∈ BP′ . This case is entirely analogous to the case
for nota.
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(4) Finally, for a ∈ BP we consider two cases:
(a) Suppose r : a ← α ∈ RrP , then it is easy to see by definition of P′, Proposition 16 and Lemma 7 that
Is(r
M, ρM(r)) = I′s(rM
′
, ρM′(r)) (A.11)
(b) Suppose r : a ←s α ∈ RsP with corresponding r′ : a ←∼(notwr′ ←r α) inRP′ . By definition of reduct, we obtain
that r′M′ : a ←∼ (M′(notwr′ ) ←r αM
′
). Hence by definition of M′ we obtain r′M′ : a ←∼ (∼ ρM(r) ←r αM′).
Combining this with Proposition 16, Proposition 12, Lemma 7 and the fact that for a ∈ BP ∩ BP′ it holds that
I(a) = I′(a), we obtain:
I′s(r′M
′
, ρM′(r
′)) = ρM′(r′) ∧r′ I′(∼(∼ρM(r) ←r αM′))
=∼(∼ρM(r) ←r I′(αM′))
=∼(∼ρM(rM) ←r I′(αM′))
= Is(rM, ρM(rM))
Combining 4a and 4b we easily obtain that
PM,ρM (I) = P′M′ ,ρM′ (I
′) ∩ BP
Hence, by combining these cases the stated follows. 
Proposition 13. Let P be an AFASPs program and let P′ be the corresponding AFASP program as defined by Definition 17. If
M is an m-answer set (m ∈ LP and m > 0L) of P, it holds that M′ = M ∪ {wρM(r)r′ | r ∈ RsP} ∪ {not∼iM(a)a | a ∈
BP, ∃r ∈ RsP : rh = a} ∪ {not∼iρM(r)wr′ | r ∈ RsP} is an m-answer set of P′, where ∼ i is as defined by Definition 17.
Proof of Proposition 13. First, by Lemma 7 and Definition 17 it is easy to see that AP′(ρM′) ≥ m.
Second, we show thatM′ is an answer set of P′, i.e. that it is the least fixpoint of 
P′M′ ,ρM′
. From Lemma 8 we can readily
see thatM′ is a fixpoint of
P′M′ ,ρM′
. Suppose now there is anM′′ ⊂ M′ such thatM′′ is also a fixpoint of
P′M′ ,ρM′
. We show
by contradiction that such anM′′ cannot exist. First, note that due to Lemma 8 and the fact that bothM′ andM′′ are fixpoints
of
P′M′ ,ρM′
it must hold that for all l ∈ BP′ \ BP we haveM′′(l) = M′(l). Hence by Lemma 8 this meansM′′ ∩ BP ⊂ M′ ∩ BP
and thusM′′ ∩ BP ⊂ M. However, by Lemma 8 and the fact thatM′′ is a fixpoint of P′M′ ,ρM′ we have thatM
′′ ∩ BP must be
a fixpoint of PM,ρM , contradicting the fact thatM is the least fixpoint PM,ρM due toM being an answer set of P. 
To show Proposition 14, we introduce the following Lemma.
Lemma 9. Suppose P is an AFASPs program and let P′ be its corresponding AFASP program as defined by Definition 17. Then for
any m-answer set M′ of P′, with 0L < m, m ∈ LP and M = M′ ∩ BP , it holds for all r : a ←s α ∈ RsP that
(1) M′(nota) =∼M′(a)
(2) M′(notwr′ ) =∼M′(wr′)
(3) M′(wr′) = ρM(r)
Proof. Since M′ is a fixpoint of 
P′M′ ,ρM′
these cases follow easily from the definition of 
P′M′ ,ρM′
, Proposition 16, the
definition of P′ and the fact that P′M
′
nota
= {(na)M′ }, P′M′notw
r′
= {(r′nwr′ )M
′ } and P′M′wr′ = {(r′w)M
′ }. 
Proposition 14. Let P be an AFASPs program and let P′ be the corresponding AFASP program as defined by Definition 17. If M′ is
an m-answer set (m ∈ LP′ and m > 0L) of P′, it holds that M = M′ ∩ BP is an m-answer set of P.
Proof of Proposition 14. First we show that AP(ρM) ≥ m. For a rule r ∈ RrP , by definition of P′ it holds trivially that
ρM(r) = ρM′(r). Further, for each rule r ∈ RsP there is a corresponding rule r′c : 0L ←i∼ i(wr′) in P′. From Lemma 9 we
know thatM′(wr′) = ρM(r) and thus, as∼ ix = x →i 0L and∼ i(∼ ix) = x that ρM′(r′c) = ρM(r). Hence, asAP′(ρM′) ≥ m
andm > min(P), this means AP(ρM) ≥ m by definition of AP′ .
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Second we show thatM is the least fixpoint of PM,ρM . First we show that it is a fixpoint. From the definition of PM,ρM
and Proposition 16 we obtain for a ∈ BP that
PM,ρM (M)(a) = sup{Ms(rM, ρM) | (r : a ← α) ∈ RP}
We consider two cases: (r : a ← α) ∈ RrP and (r : a ← α ∈ RsP).
(1) If (r : a ←r α) ∈ RrP , then in P′ we have an equivalent rule and thus combining this with the former remark that
ρM(r) = ρM′(r) for such rules we obtain
Ms(r
M, ρM(r)) = M′s(rM, ρM′(r))
(2) If (r : a ←s α) ∈ RsP , then we have a corresponding rule r′ : a ←∼ (notwr′ ←r α) in RP′ . We can show that
Ms(r
M, ρM(r)) = M′s(r′M
′
, ρM′(r)) for this rule using Proposition 16, the fact that ρM′(r′) ≥ 1L sinceAP′(ρM′) > 0L,
the fact that I(β I) = I(β) for any interpretation I, Lemma 9, Proposition 12 and the definition of the reduct:
M′s(r′
M′
, ρM′(r)) = M′((∼(notwr′ ←r α))M
′
) ∧r′ ρM′(r′)
= M′(∼(notwr′ ←r α)) ∧r′ 1L
=∼(∼(M′(wr′)) ←r M′(α))
=∼(∼(ρM(r)) ←r M′(α))
=∼(∼(ρM(r)) ←r M(α))
=∼(∼(ρM(r)) ←r M(αM))
= Ms(rM, ρM(r))
From 1 and 2 we thus obtain for a ∈ BP that
PM,ρM (M)(a) = sup{Ms(rM, ρM(r)) | r ∈ Pa}
= sup{M′s(rM
′
, ρM′(r)) | r ∈ P′a}
= 
P′M′ ,ρM′
(M′)(a)
= M′(a)
= M(a)
Hence, M is a fixpoint of PM,ρM . Now, suppose that M is not the least fixpoint of PM,ρM , then some M
′′ = ∗
PM,ρM
⊂ M
must exist. Consider then
M′′′ = M′′ ∪ {wρM(r)
r′ | r ∈ RsP} ∪ {not∼M(a)a | a ∈ BP, ∃r ∈ RsP : rh = a} ∪ {not∼ρM(r)wr′ | r ∈ RsP}
It is clear from the construction ofM′′′ thatM′′′ ⊂ M′. Now, using Lemma 9 we know from the construction ofM′′ andM′′′
that

P′M′ ,ρM′
(M′′′) = M′′′
Hence,M′′′ is a fixpoint of 
P′M′ ,ρM′
, which contradicts the fact thatM′ is the least fixpoint of 
P′M′ ,ρM′
. 
A.6. Proofs of Section 8
Proposition 15. Let P be an AFASP program with strong negation and let P′ be its strong-negation free version. Then an inter-
pretation I′ of P′ is an (x, y)-answer set of P iff the corresponding interpretation I of P is x-consistent in the sense of [63].
Proof of Proposition 15. Obvious from the construction of P′. 
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