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Asymptotic behaviour of certain families of harmonic bundles on
Riemann surfaces
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Abstract
Let (E, ∂E , θ) be a stable Higgs bundle of degree 0 on a compact connected Riemann surface. Once we
fix a flat metric hdet(E) on the determinant of E, we have the harmonic metrics ht (t > 0) for the stable
Higgs bundles (E,∂E , tθ) such that det(ht) = hdet(E). We study the behaviour of ht when t goes to ∞.
First, we show that the Hitchin equation is asymptotically decoupled under the assumption that the Higgs
field is generically regular semisimple. We apply it to the study of the so called Hitchin WKB-problem.
Second, we study the convergence of the sequence (E, ∂E , θ, ht) in the case rankE = 2. We introduce a
rule to determine the parabolic weights of a “limiting configuration”, and we show the convergence of the
sequence to the limiting configuration in an appropriate sense. The results can be appropriately generalized
in the context of Higgs bundles with a Hermitian-Einstein metric on curves.
Keywords: harmonic bundle, asymptotic behaviour, asymptotic decoupling, Hitchin WKB-problem, limiting
configuration, Hermitian-Einstein metric
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1 Introduction
Let X be a compact connected Riemann surface. Let (E, ∂E , θ) be a Higgs bundle of rank r on X with
deg(E) = 0. Let h be a Hermitian metric of E. We have the Chern connection ∇h associated to (E, ∂E , h).
Let R(h) denote the curvature of ∇h. Let θ†h denote the adjoint of θ with respect to h. Recall the celebrated
Hitchin equation [6]:
R(h) +
[
θ, θ†h
]
= 0
If the Hitchin equation is satisfied, h is called a harmonic metric of (E, ∂E , θ), and (E, ∂E , θ, h) is called a
harmonic bundle.
Remark 1.1 The Hitchin equation makes sense for a Higgs bundle with a Hermitian metric on any complex
curve. In this introduction, X is assumed to be compact to simplify the explanation.
If deg(E) is not 0, we take a Hermitian metric hdet(E) of the determinant line bundle det(E), and we
consider the Hermitian-Einstein condition R(h)⊥+ [θ, θ†h] = 0, where R(h)
⊥ is the trace-free part of R(h). The
condition is also called the Hitchin equation. In this introduction, we assume deg(E) = 0 for simplicity.
If rankE = 1, we always have [θ, θ†h] = 0. Hence, the Hitchin equation is reduced to R(h) = 0, i.e., the
metric h is flat with respect to the Chern connection. By the classical harmonic theory, we can always find such
a harmonic metric in the rank one case, which is unique up to the multiplication of positive constants.
In the higher rank case, we fix a harmonic metric hdetE of (det(E), ∂detE , tr θ). According to Hitchin [6]
and Simpson [19], if the Higgs bundle (E, ∂E , θ) is stable, we have a unique harmonic metric h of (E, ∂E , θ)
such that det(h) = hdetE .
For any non-zero complex number t, the Higgs bundle (E, ∂E , tθ) is also stable. We obtain a family of
harmonic metrics ht (t ∈ C∗) satisfying det(ht) = hdetE . It is easy to observe that ht1 = ht2 if |t1| = |t2|. So,
it is enough to consider the case where t are positive numbers.
Simpson studied the behaviour of (E, ∂E , tθ, ht) when t → 0. (See [19, 20, 21, 22], for example.) He
discovered the convergence to a polarized variation of Hodge structure, and he gave various applications of this
interesting phenomena.
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More recently, there has been a growing interest to the behaviour of (E, ∂E , tθ, ht) when t → ∞. In [7],
Katzarkov, Noll, Pandit and Simpson proposed “Hitchin WKB-problem” on the behaviour of the family of
harmonic metrics ht and the monodromy of the associated flat connections ∇h + θ + θ†h, in relation with their
magnificent theory of harmonic maps to buildings. In [11, 12], Mazzeo, Swoboda, Weiss and Witt studied the
rank 2 case under the assumption that the zeroes of det(θ)− (tr θ)2/4 are simple, i.e., the spectral curve of the
Higgs field is smooth irreducible and simply ramified over X , motivated by the study on the structure of the
end of the moduli spaces of Higgs bundles. They introduced the concept of “limiting configuration”, and they
proved the convergence to the limiting configuration under the assumption, inspired by the work of Gaiotto,
Moore and Neitzke [4, 5]. In [3], Collier and Li closely studied the issue for some Toda-like harmonic bundles
in a rather explicit way, and they resolved Hitchin WKB-problem in these cases for some kind of non-critical
paths.
In this paper, we shall give two results on the asymptotic behaviour of the harmonic bundles (E, ∂E , tθ, ht)
(t →∞). One is the asymptotic decoupling, and the other is the convergence to the limiting configuration for
harmonic bundles of rank two.
1.1 Asymptotic decoupling
The Hitchin equation is much simplified if R(h) = [θ, θ†h] = 0 holds. The equation R(h) = 0 implies that
(E,∇h, h) is a unitary flat bundle. The additional condition [θ, θ†h] = 0 implies that, at least locally, we have
a flat decomposition (E,∇, h) = ⊕ri=1(Ei,∇i, hi) into flat line bundles such that θ = ⊕φi · idEi , where φi
are holomorphic one forms. In [11], this kind of simplification seems to be called “decoupling” of the Hitchin
equation.
Our first purpose is to show that if t is sufficiently large, the Hitchin equation for (E, ∂E , tθ) is almost
decoupled in some sense.
1.1.1 Generically regular semisimple Higgs bundles
To state the claim more precisely, we introduce a condition for Higgs bundles. Let (E, ∂E , θ) be a Higgs bundle
on X . We have the associated coherent sheafME,θ on the cotangent bundle T
∗X . The support Σ(E, θ) is called
the spectral curve of the Higgs bundle. The number of the points of ρ(P ) := T ∗PX ∩ Σ(E, θ) are finite for any
P ∈ X . We say that the Higgs bundle (E, ∂E , θ) is generically regular semisimple if the following holds:
• We have a discrete subset D ⊂ X such that ρ(P ) = rankE for any P ∈ X \D.
Let D(E, θ) denote the set of the points P ∈ X such that ρ(P ) < rankE, which we call the discriminant of the
Higgs bundle.
Suppose that (E, ∂E , θ, h) is generically regular semisimple. Then, the following holds for any point P ∈
X \D(E, θ) with a small neighbourhood UP of P :
• We have holomorphic 1-forms φP,1, . . . , φP,r on UP and a decomposition of the Higgs bundle
(E, ∂E , θ)|UP =
r⊕
i=1
(EP,i, ∂EP,i , φP,i idEP,i),
where we assume that rankEi = 1 (i = 1, . . . , r), and that φP,i − φP,j (i 6= j) have no zero.
1.1.2 Asymptotic decoupling
Let (E, ∂E , θ) be a stable Higgs bundle of degree 0 on X . Suppose that it is generically regular semisimple. We
take any Ka¨hler metric gX ofX . For any local section s of End(E)⊗Ωp,q, we have the function |s|ht,gX : X −→ R,
where |s|ht,gX (P ) (P ∈ X) are the norm of s|P with respect to ht and gX . We have the asymptotic decoupling
in the following sense.
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Theorem 1.2 (Theorem 2.9) We take any neighbourhood N of the discriminant D(E, θ). Then, there exist
positive constants C0 and ǫ0 such that the following holds on X \N :∣∣R(ht)∣∣ht,gX = |t|2∣∣[θ, θ†ht]∣∣ht,gX ≤ C0 exp(−ǫ0t).
The constants C0 and ǫ0 may depend only on (X, gX), N and Σ(E, θ).
We also have the family of flat connections D1ht := ∇ht + tθ + (tθ)
†
ht
, which are correctly associated to the
harmonic bundles (E, ∂E , tθ, ht). Let us describe that we have nice approximations of these connections.
Let P be any point of X \ D(E, θ). We take a small neighbourhood UP of P in X \D(E, θ). We have a
decomposition of the Higgs bundle (E, ∂E , θ)|UP =
⊕r
i=1(EP,i, ∂EP,i , θP,i), where rankEP,i = 1. Let ht,EP,i be
the restriction of ht to EP,i. By taking the direct sum, we obtain a Hermitian metric ht,P,0 :=
⊕r
i=1 ht,EP,i of
E|UP . Note that Theorem 1.2 implies the following.
Lemma 1.3 We have positive constants C′P,0 and ǫ
′
P,0 such that the following estimate holds for any local
sections ui and uj (i 6= j) of EP,i and EP,j:∣∣ht(ui, uj)∣∣ ≤ C′P,0 exp(−ǫ′P,0t)|ui|ht |uj|ht
In particular, we have a constant KP > 1 such that K
−1
P ht,P,0 ≤ ht|UP ≤ KPht,P,0 for any t > 1.
By varying P ∈ X \ D(E, θ) and by gluing ht,P,0, we obtain a family of Hermitian metrics ht,0 (t > 1)
on E|X\D(E,θ). We have the Chern connection ∇t,0 of (E|X\D(E,θ), ht,0). Let (tθ)†ht,0 denote the adjoint of
tθ|X\D(E,θ) with respect to ht,0. We set D1ht,0 := ∇t,0 + tθ + (tθ)†ht,0 .
Theorem 1.4 (Proposition 2.12, Corollary 2.13) Take any neighbourhood N of D(E, θ). Then, we have
a constant K > 1 such that K−1ht,0|X\N ≤ ht|X\N ≤ Kht,0|X\N for any t > 1. We also have positive constants
C1 and ǫ1 such that the following holds on X \N :∣∣R(ht,0)∣∣ht,gX ≤ C1 exp(−ǫ1t), ∣∣D1ht − D1ht,0 ∣∣ht,gX ≤ C1 exp(−ǫ1t)
The constants C1 and ǫ1 may depend only on (X, gX), N and Σ(E, θ).
We note that we can obtain these estimates in an elementary way which is standard in the study of the
asymptotic behaviour of harmonic bundles around the singularity, pioneered by Simpson [20], and pursued
further by the author [13, 16]. We also emphasize that we can obtain these kinds of estimates without the
assumption that harmonic bundles are given on a compact Riemann surface. Indeed, we shall study harmonic
bundles given on discs in §2, which is clearly enough for the above estimates on relatively compact regions.
Finally, we remark that the estimates can be generalized in the case deg(E) 6= 0, i.e., in the context of Higgs
bundles with Hermitian-Einstein metrics on curves. (See §2.5.)
1.1.3 Hitchin WKB-problem
Together with a rather standard argument of singular perturbations, we can apply Theorem 1.4 to the Hitchin
WKB-problem in [7].
We recall a notation in [7]. Let V be an r-dimensional complex vector space. For Hermitian metrics h1, h2,
we can take a base e1, . . . , er of V which is orthogonal with respect to both hi (i = 1, 2). We have the real
numbers κj (j = 1, . . . , r) determined by κj := log |ej|h2 − log |ej|h1 . We impose κ1 ≥ κ2 ≥ · · · ≥ κr. Then, we
set
~d(h1, h2) :=
(
κ1, . . . , κr
) ∈ Rr.
Let us return to the study on the family of harmonic bundles (E, ∂E , tθ, ht) (t > 0) for a stable Higgs bundle
(E, ∂E , θ) of rank r with deg(E) = 0 on a compact Riemann surface X , which is generically regular semisimple.
We take a universal covering π : Y −→ X \ D(E, θ). Then, we have the decomposition of the Higgs bundle
π∗(E, ∂E , θ) =
⊕r
i=1(Ei, ∂Ei , φi idEi), where φi are holomorphic 1-forms. We have rankEi = 1, and φi − φj
(i 6= j) have no zeroes.
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Let [0, 1] denote the closed interval {0 ≤ s ≤ 1}. Let γ : [0, 1] −→ Y be a C∞-path. We have the expressions
γ∗(φi) = ai ds where ai are C∞-functions on [0, 1]. The path γ is called non-critical if Re ai(s) 6= Re aj(s)
(i 6= j) for any s. In that case, we may assume Reai(s) < Re aj(s) (i < j). We set
αi := −
∫ 1
0
Re(ai)ds.
We have the families of Hermitian metrics ht,γ(κ) (t > 0) on the fibers Eγ(κ) (κ = 0, 1), induced by the
harmonic metrics ht. Let Πγ,t : Eγ(0) −→ Eγ(1) denote the parallel transport of the flat connection D1ht along
γ. Let Π∗γ,tht,γ(1) denote the family of Hermitian metrics on Eγ(0) induced by ht,γ(1) and Πγ,t.
Theorem 1.5 (Theorem 2.17) If γ is non-critical, there exist positive constants C2 and ǫ2 such that the
following holds: ∣∣∣1
t
~d
(
ht,γ(0),Π
∗
γ,tht,γ(1)
)− (2α1, . . . , 2αr)∣∣∣ ≤ C2 exp(−ǫ2t)
The constants C2 and ǫ2 may depend only on X, φ1, . . . , φr and γ.
The theorem was conjectured in [7], and a different version of the problem called the Riemann-Hilbert
WKB-problem was studied in detail. Some cases were verified in [3]. (See [3, 7] for the precise statements.)
We emphasize that we can obtain this kind of estimate for more general families of harmonic bundles given on
complex curves which are not necessarily compact.
1.2 Convergence to the limiting configuration
1.2.1 Limiting configuration
Let (E, ∂E , θ) be a stable Higgs bundle of rank r with deg(E) = 0 on a compact Riemann surface X , which
is generically regular semisimple. We have the family of harmonic bundles (E, ∂E , tθ, ht) (t > 0). Let ∇t
denote the Chern connection of (E, ∂E , ht). By Theorem 1.2, we can take a sub-sequence ti →∞ such that the
sequence of vector bundles with a Hermitian metric and a unitary connection (E,∇ti , hti)|X\D(E,θ) converges
in some sense to a vector bundle with a Hermitian metric and a unitary flat connection (E∞,∇∞, h∞) on
X \ D(E, θ). It is interesting to determine the flat connection ∇∞. Following [11, 12], such a limit (or the
associated parabolic bundle) is called a limiting configuration of the Higgs bundle (E, ∂E , θ) in this paper. Note
that it is not clear, in general, whether ∇∞ is independent of the choice of a sub-sequence. In this paper, we
shall study the case rankE = 2 by assuming that θ is generically regular semisimple, but without assuming
that the zeroes of det(θ) − (tr θ)2/4 are simple. See §1.2.6 for a remark on the case where the Higgs bundle is
not generically regular semisimple.
Remark 1.6 The higher rank case has not yet been studied in general. Under some assumptions on the spectral
curves, it looks possible to generalize the method in [11, 12] and our method in this paper. See also [3] for some
Toda-like cases.
1.2.2 The case where the spectral curve is smooth irreducible and simply ramified over X
In [11, 12], Mazzeo, Swoboda, Weiss, and Witt studied the case under the assumption that rankE = 2 and
that the zeroes of det(θ) − (tr θ)2/4 are simple, i.e., the orders of the zeroes of the quadratic differential
det(θ) − (tr θ)2/4 are at most 1, inspired by the work of Gaiotto, Moore and Neitzke [5]. (We remark that in
[11, 12], the condition deg(E) = 0 is not imposed.) Let us describe the limiting configuration in this case. It is
enough to consider the case tr(θ) = 0. Under the assumption, the spectral curve X˜ := Σ(E, θ) is smooth and
connected. The natural projection π : X˜ −→ X is the ramified covering of degree 2. The ramification index is
at most 2. The discriminant D(E, θ) is exactly the set of the points on which π is ramified. Let ι : X˜ −→ T ∗X
denote the inclusion. We have the line bundle L˜ on X˜ such that ME,θ ≃ ι∗L˜. We have E ≃ π∗L˜.
We have the unique non-trivial involution ρ : X˜ −→ X˜ over X , i.e., π ◦ ρ = π, ρ ◦ ρ = idX˜ and ρ 6= idX˜ . We
have the line bundle ρ∗L˜ on X˜ . We have a natural inclusion of OX˜ -modules π∗E −→ L˜⊕ρ∗L˜, and the cokernel
is isomorphic to the structure sheaf of D˜(E, θ) := π−1D(E, θ). We have L˜⊗ ρ∗L˜ ≃ π∗ det(E)⊗OX˜(D˜(E, θ)).
Because deg(L˜)−∣∣D˜(E, θ)∣∣/2 = 0, we have a Hermitian metric hlim
L˜
of L˜|X˜\D˜(E,θ) with the following property.
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• The Chern connection of (L˜|X˜\D˜(E,θ), hlimL˜ ) is flat.
• Let P˜ ∈ D˜(E, θ). Let eP˜ be a local frame of L˜ around P˜ . Let (U˜P˜ , w) be a holomorphic coordinate system
around P˜ with w(P˜ ) = 0. Then,
∣∣∣log(|w|hlim
L˜
(eP˜ , eP˜ )
)∣∣∣ is bounded on U˜P˜ \ P˜ .
• We have hlim
L˜
⊗ ρ∗hlim
L˜
= π∗hdet(E) on X˜ \ D˜(E, θ).
Such hlim
L˜
is uniquely determined. We have the induced Hermitian metric hlimE,θ of E|X\D(E,θ) = π∗(L˜)|X\D(E,θ).
We have the Chern connection ∇limE,θ of (E|X\D(E,θ), hlimE,θ). This is the limiting configuration of (E, ∂E , θ) in
this case. Interestingly, in [11, 12], it is proved that the family (E, ∂E , ht, θ)|X\D(E,θ) (t > 0) is convergent to
(E|X\D(E,θ), ∂E , hlimE,θ, θ) in an appropriate sense.
1.2.3 Limiting configuration in the general case
It is natural to study the case where θ is generically regular semisimple, but the zeroes of det(θ)− (tr θ)2/4 are
not necessarily simple. We may assume tr θ = 0. It is enough to consider the case where the spectral curve of
the Higgs bundle (E, ∂E , θ) is reducible to the two components, i.e., we have holomorphic 1-forms ω 6= 0 such
that Σ(E, θ) = Im(ω) ∪ Im(−ω). Indeed, if the spectral curve is irreducible, we have only to consider the pull
back of the Higgs bundle by a ramified covering map of degree 2 given by the normalization of the spectral
curve. (See §1.2.5. See §4.3.2 and §5.1.3 for more details.) Let Z(ω) denote the zero set of ω, which is equal to
the discriminant D(E, θ).
We have two line bundles Li (i = 1, 2) with an inclusion ιE : E −→ L1 ⊕ L2 with the following property:
• Set θL1⊕L2 := ω idL1 ⊕(−ω) idL2 . Then, we have θL1⊕L2 ◦ ιE = ιE ◦ θ.
• The restriction ιE|X\Z(ω) is an isomorphism.
• The induced morphisms E −→ Li are surjective.
Set di := deg(Li). We may assume that d1 ≤ d2. For each P ∈ Z(ω), letmP denote the order of the zero of ω
at P . Namely, for a holomorphic coordinate system (UP , z) around P with z(P ) = 0, we have ω|UP = gP ·zmP dz
with gP (P ) 6= 0. The support of the cokernel (L1 ⊕ L2)/E is contained in Z(ω). For each P ∈ Z(ω), let ℓP
denote the length of the stalk of (L1 ⊕ L2)/E at P . Note that we have L1 ⊗ L2 = det(E)⊗O
(∑
P∈Z(ω) ℓPP
)
.
In particular, we have
d1 + d2 −
∑
P∈Z(ω)
ℓP = deg(E) = 0.
Let L′1 denote the kernel of E −→ L2. Similarly, let L′2 denote the kernel of E −→ L1. Proper subbundles
of E preserved by θ are only L′1 and L
′
2. Hence, the stability condition for (E, θ) is equivalent to deg(L
′
i) < 0
(i = 1, 2). It is equivalent to di = deg(Li) > 0 (i = 1, 2).
To give the limiting configuration of (E, ∂E , θ), we would like to give “parabolic weights” of Li (i = 1, 2) at
Z(ω). In §1.2.2, all the parabolic weights are 1/2. In the general case, it turns out that the parabolic weights
are given by the following rule.
For each P ∈ Z(ω), we consider the piecewise linear function χP : R≥0 −→ R≤0 given by
χP (a) :=
{
(mP + 1)a− ℓP /2 (a ≤ ℓP /2(mP + 1))
0 (a > ℓP /2(mP + 1))
We set χE,θ(a) :=
∑
P∈Z(ω) χP (a). Then, we have a unique 0 ≤ aE,θ < maxP∈Z(ω)
{
ℓP /2(mP + 1)
}
such that
d1 + χE,θ(aE,θ) = 0.
We determine the parabolic weights of L1 at P ∈ Z(ω) as −χP (aE,θ), and the parabolic weights of L2 at
P ∈ Z(ω) as χP (aE,θ) + ℓP . We have associated singular Hermitian metrics on Li, i.e., we consider Hermitian
metrics hlimLi (i = 1, 2) on Li|X\Z(ω) satisfying the following conditions.
• The Chern connections of (Li|X\Z(ω), hlimLi ) are flat.
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• Let P ∈ Z(ω). Let vP,i be local frames of Li around P . Let (UP , z) be a holomorphic coordinate
neighbourhood around P with z(P ) = 0. Then, the functions
log
(|z|−2χP (aE,θ)hlimL1 (vP,1, vP,1)), log(|z|2χP (aE,θ)+2ℓP hlimL2 (vP,2, vP,2))
are bounded on UP \ P .
• We have hlimL1 ⊗ hlimL2 = hdet(E).
We obtain the Hermitian metric hlimE,θ = h
lim
L1
⊕ hlimL2 of E|X\Z(ω), and the Chern connection ∇limE,θ.
Remark 1.7 We still have the ambiguity for hlimLi . Namely, if h
lim
Li
(i = 1, 2) satisfy the above conditions,
αhlimL1 and α
−1hlimL2 also satisfy the above conditions for any α > 0. In §1.2.2, we have an additional condition
ρ∗hlimL1 = h
lim
L2
under the natural isomorphism ρ∗L1 ≃ L2, with which the metrics are uniquely determined. But,
in general, it seems that we do not have such an extra condition.
The metric hlimE,θ is also characterized as a harmonic metric of the polystable Higgs bundle (E, ∂E , θ)|X\Z(ω)
adapted to the parabolic structure given as above.
Although we have the ambiguity of the metrics, the connection ∇limE,θ is uniquely determined.
Remark 1.8 Let us consider the case where mP = ℓP = 1 for any P ∈ Z(ω), and d1 = d2 = |Z(ω)|/2. Then,
we have aE,θ = 0, and hence −χP (aE,θ) = χP (aE,θ) + ℓP = 1/2. These are the parabolic weights appeared in
§1.2.2.
Remark 1.9 It might be instructive to mention that if we have deg(L1) = deg(L2) then we have aE,θ = 0, and
−χP (aE,θ) = χP (aE,θ) + ℓP = ℓP /2.
1.2.4 Convergence to the limiting configuration
Suppose that (E, ∂E , θ) is stable of degree 0 with rankE = 2 and that θ is generically regular semisimple. For
simplicity, we assume tr θ = 0. Let ht (t > 0) denote the harmonic metric of the Higgs bundle (E, ∂E , tθ) with
det(ht) = hdet(E).
For any α > 0, let Ψα be the automorphism of L1 ⊕ L2 given by Ψα = α idL1 ⊕α−1 idL2 . Let Ψ∗αht be the
metric of E|X\D(E,θ) given by ht(Ψαs1,Ψαs2) for local sections sj (j = 1, 2) of E|X\D(E,θ). We take any point
Q ∈ X \D(E, θ) and a frame vQ of L1|Q, and we put
γ(t, Q) :=
(
hlimL1 (vQ, vQ)
ht(vQ, vQ)
)1/2
.
The following theorem is our second main result in this paper.
Theorem 1.10 (The degree 0 case of Theorem 5.1) When t goes to ∞, the sequence Ψ∗γ(t,Q)ht converges
to hlimE,θ in the C
∞-sense on any compact subset in X \ Z(ω). In particular, the sequence of the connections ∇t
converges to ∇limE,θ. (See §1.2.3 for hlimE,θ and ∇limE,θ.)
For the proof of Theorem 5.1, we need to study the global property of (E, ∂E , θ), in contrast that we can
obtain the estimates in §1.1.2 locally at any point of X \ D(E, θ). A key is the construction of a family of
Hermitian metrics h0t of E such that the L
p-norms of R(h0t ) +
[
tθ, (tθ)†
h0t
]
are bounded, for which we naturally
encounter the above parabolic weights for the limiting configuration. We have the family of the self-adjoint
endomorphisms kt of (E, h
0
t ) such that ht(u1, u2) = h
0
t (ktu1, u2) for any local sections ui (i = 1, 2). By applying
a variant of the arguments used in [15] with the tools given in [19], we shall observe that the sequence κikti
converges in some sense for an appropriate sequence κi > 0. Then, the claim of the theorem follows.
We note that for the construction of the family of metrics h0t , we use the general theory of wild harmonic
bundles. We need a family of harmonic metrics given on a neighbourhood of the discriminant locus, for which
we apply the Kobayashi-Hitchin correspondence for wild harmonic bundles on curves given in [2] (see [20] for
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the tame case). On the basis of the general results on the asymptotic behaviour of wild harmonic bundles
studied in [20] and [16], we can deduce rather detailed properties of the family of the harmonic metrics as in
Proposition 3.17 and Proposition 3.19.
At this moment, it is not clear to the author whether we could directly use the argument in [11] to prove
Theorem 1.10 or its variant in our setting. But, we should note that we do not study the order of the convergence
in Theorem 1.10. In contrast, when all the zeroes of det θ − (tr θ)2/4 are simple, the method in [11] is strong
enough to give the order of the convergence.
Remark 1.11 Let (E, ∂E , θ) be a stable Higgs bundle of rank 2 on X such that θ is generically regular semisim-
ple, but that deg(E) is not necessarily 0. We fix a Hermitian metric hdet(E) of det(E). For each t > 0, we have
the Hermitian-Einstein metric hHEt of (E, ∂E , θ) such that det(h
HE
t ) = hdetE, according to [6] and [19]. Here,
the Hermitian-Einstein condition means the trace-free part of R(hHEt ) + [tθ, (tθ)
†
hHEt
] is 0. We can study the
behaviour of hHEt (t→∞) by using Theorem 1.10. (See Theorem 5.1.)
Suppose that deg(E) = 2m for an integer m. We take a line bundle L with deg(L) = −m. We can easily
reduce the study on the behaviour of hHEt to the study on the behaviour of harmonic metrics for (E, ∂E , θ)⊗L.
Suppose that deg(E) is odd. We take any (unramified) covering map ϕ : X ′ −→ X of degree 2. Then, the degree
of ϕ∗(E, ∂E , θ) is even. Hence, the study can be reduced to the degree 0 case. (See also §5.2.)
1.2.5 Symmetric case and irreducible case
Let us explain that we can obtain a stronger result if the Higgs bundle is equipped with an extra symmetry.
Suppose that X is equipped with a non-trivial involution ρ, i.e., ρ : X −→ X is a holomorphic automorphism
such that ρ ◦ ρ = idX and ρ 6= idX . Let (E, ∂E , θ) be a stable Higgs bundle of degree 0 on X with tr θ = 0 such
that the spectral curve is reducible, i.e., Σ(E, θ) = Im(ω) ∪ Im(−ω) for a holomorphic one form ω 6= 0 on X .
We impose the following conditions.
• We have ρ∗ω = −ω.
• The Higgs bundle (E, ∂E , θ) is equivariant with respect to the action of {1, ρ} on X .
We have the induced isomorphism ρ∗ det(E) ≃ det(E). We naturally have ρ∗hdet(E) = hdet(E).
Let Li (i = 1, 2) be as in §1.2.3. We naturally have the isomorphisms ρ∗L1 ≃ L2 and ρ∗L2 ≃ L1, which are
compatible with the isomorphism ρ∗E ≃ E. Because deg(L1) = deg(L2), we have aE,θ = 0 and −χP (aE,θ) =
χP (aE,θ) + ℓP = ℓP /2 for any P ∈ Z(ω). We can uniquely determine the metrics hlimLj by imposing the extra
condition ρ∗hlimL1 = h
lim
L2
.
Theorem 1.12 (The degree 0 case of Theorem 5.3) For t > 0, let ht be the harmonic metrics of the Higgs
bundles (E, ∂E , tθ) such that det(ht) = hdet(E). Then, the sequence ht is convergent to h
lim
E,θ = h
lim
L1
⊕ hlimL2 on
any compact subset in X \ Z(ω).
Let us remark that we can apply Theorem 1.12 to the case where the spectral curve is irreducible and the
Higgs field is generically regular semisimple. Let X ′ be a compact connected Riemann surface. Let (E′, ∂E′ , θ′)
be a stable Higgs bundle of rank 2 with deg(E′) = 0 onX ′ such that (i) the spectral curve Σ(E′, θ′) is irreducible,
(ii) tr θ′ = 0, (iii) θ′ is generically regular semisimple. We take the normalization κ : X −→ Σ(E′, θ′). Let
p : X −→ X ′ be the morphism obtained as the composite of κ and the projection Σ(E′, θ′) −→ X ′. We set
(E, ∂E , θ) = p
∗(E′, ∂E′ , θ′). We have the involution on Σ(E′, θ′) induced by the multiplication of −1 on the
cotangent bundle T ∗X ′. It induces an involution ρ on X . We fix a Hermitian metric hdet(E′) of det(E′).
If (E, ∂E , θ) is polystable, we can easily observe that the harmonic metrics h
′
t for the Higgs bundles
(E′, ∂E′ , tθ′) are independent of t. (See §4.3.2.) We formally set hlimE′,θ′ := h′t.
If (E, ∂E , θ) is stable, the above symmetry conditions for (E, ∂E , θ) and ρ are satisfied. The pull back
hdet(E) = p
∗hdet(E′) satisfies the condition ρ∗hdet(E) = hdet(E). We have the metrics hlimLi and h
lim
E,θ = h
lim
L1
⊕hlimL2
as above. Because we have ρ∗hlimE,θ = h
lim
E,θ, we have a unique Hermitian metric h
lim
E′,θ′ on X
′ \ D(E′, θ′) such
that p∗hlimE′,θ′ = h
lim
E,θ. We also have a characterization of h
lim
E′,θ′ as a harmonic metric for the stable filtered
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Higgs bundles on (X ′, D(E′, θ′)) induced by the limiting configuration of (E, ∂E , θ). (See §4.3.2.) We have the
following direct corollary.
Corollary 1.13 (The degree 0 case of Corollary 5.2) For t > 0, let h′t be the harmonic metrics of the
Higgs bundles (E′, ∂E′ , tθ′) such that det(h′t) = hdet(E′). Then, the sequence h
′
t is convergent to h
lim
E′,θ′ on any
compact subset in X ′ \D(E′, θ′).
1.2.6 Complement
Let (E, ∂E , θ, h) be a Higgs bundle of rank 2. Suppose that θ is nilpotent, i.e., Σ(E, θ) is the 0-section in
T ∗X . Then, we can easily observe that limt→∞(E, ∂E , tθ, ht) is convergent to a polarized complex variation
of Hodge structure. We sketch it. We have a polystable Higgs bundle (E∞, ∂∞, θ∞) obtained as the limit
limt→∞(E, ∂E , tθ) in the coarse moduli space of semistable Higgs bundles of degree 0 on X . Note that the
norms
∣∣R(∇ht)∣∣ht,gX = ∣∣tθ∣∣2ht,gX (t > 0) are uniformly bounded, where gX is a Ka¨hler metric of X . (See
Proposition 2.1, for example.) Hence, we obtain a harmonic metric h∞ of (E∞, ∂∞, θ∞) as the limit of a
convergent subsequence hti (ti → ∞). If (E∞, ∂∞, θ∞) is not stable, θ∞ is trivial, (E∞, ∂∞) is a direct sum
of line bundles, and h∞ is a flat metric. If (E∞, ∂∞, θ∞) is stable, then as in the case of the limit for t → 0
studied by Simpson, we can observe that (E∞, ∂∞, θ∞) is a Hodge bundle, and h∞ is equivariant with respect
to the natural grading S1-action. Hence, (E∞, ∂∞, θ∞, h∞) comes from a polarized complex variation of Hodge
structure.
In view of the moduli theoretic picture [6, 22], we can see it as follows. The energies of the family of
(E, ∂E , tθ, ht) (t > 0) are bounded. So, the family is relatively compact in the moduli space of harmonic
bundles. Hence, when t goes to ∞, (E, ∂E , θ, ht) goes to a fixed point in the moduli space induced by the
natural C∗-action on the moduli space of Higgs bundles. It means that (E, ∂E , θ, ht) is convergent to a polarized
complex variation of Hodge structure.
If (E, ∂E , θ) is not generically regular semisimple but rankE = 2, then the study of limt→∞(E, ∂E , tθ, ht) is
easily reduced to the above case.
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2 Asymptotic decoupling
2.1 Simpson’s main estimate for harmonic bundles on discs
Let (E, ∂E , θ, h) be a harmonic bundle on a complex curve X . We have the spectral curve Σ(E, θ) in the
cotangent bundle of X . We have an estimate of the norm of θ, depending only on Σ(E, θ) (Proposition 2.10).
If Σ(E, θ) is decomposed into a disjoint union Σ1 ⊔ Σ2, then we have the corresponding decomposition of the
Higgs bundle (E, ∂E , θ) = (E1, ∂E1 , θ1) ⊕ (E2, ∂E2,θ2). The Hermitian product of sections of E1 and E2 given
by h should be small. We have such estimates depending only on Σ(E, θ) (Corollary 2.6). Because we use the
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arguments essentially given in [20], such estimates are called Simpson’s main estimate. It is enough to consider
the case where X is a disc.
2.1.1 Estimate of the sup norm in terms of the eigenvalues
For R > 0, we set ∆(R) :=
{
z ∈ C ∣∣ |z| < R}. We consider a harmonic bundle (E, ∂E , θ, h) of rank r on ∆(R).
We have the description θ = f dz, where f is a holomorphic endomorphism of E. Fix M > 0, and suppose the
following.
• For any P ∈ ∆(R), the eigenvalues γ of f|P satisfy |γ| < M .
We recall the following proposition, for which a proof was given in [14], for example. We include an outline
of the proof for the convenience of the readers.
Proposition 2.1 Fix 0 < R1 < R. Then, we have C1, C2 > 0 depending only on r, R1, R such that
|f |h ≤ C1M + C2
holds on ∆(R1).
Proof Let f †h denote the adjoint of f with respect to h. As in [20], we have the following inequality on ∆(R)
(see also Lemma 2.4 below):
−∂z∂z log |f |2h ≤ −
∣∣[f, f †h]∣∣2h
|f |2h
For any P ∈ ∆(R), we set g(P ) := ∑ri=1 |αi|2, where α1, . . . , αr are the eigenvalues of f|P . There exists a
constant C3 > 0 depending only on r such that∣∣[f, f †h]|P ∣∣h ≥ C3(|f|P |2h − g(P )).
We obtain
−∂z∂z log |f |2h(P ) ≤ −C23
∣∣|f|P |2h − g(P )∣∣2
|f|P |2h
Note that if |f|P |2h ≥ 2g(P ) for some P , then we have
−
∣∣|f|P |2h − g(P )∣∣2
|f|P |2h
≤ −1
4
|f|P |2h.
For any positive number B, we have
−∂z∂z log B
(R2 − |z|2)2 = −
2R2
B
B
(R2 − |z|2)2 .
Take B satisfying B ≥ 8R2/C23 and B ≥ 2R4rM2. Then, we use an idea in the proof of a lemma of Ahlfors [1].
Set Z := {P ∈ ∆(R) ∣∣ |f|P |2h > B(R2 − |z(P )|2)−2}. Suppose that Z 6= ∅, and we shall derive a contradiction.
We have |f|P |2h > BR−4 ≥ 2rM2 > 2g(P ) for any P ∈ Z. Hence, the following inequality holds on Z:
−∂z∂z
(
log |f |2h − log
(
B(R2 − |z|2)−2)) ≤ −C23
4
(
|f |2h −B(R2 − |z|2)−2
)
≤ 0
Note that Z is relatively compact in ∆(R). So, we have |f |2h = B(R2−|z|2)−2 on the boundary of Z, and hence
we obtain |f |2h ≤ B(R2 − |z|2)−2 on Z. But, it contradicts with the choice of Z. So, we obtain Z = ∅. Namely,
we have |f |2h ≤ B(R2 − |z|2)−2 on ∆(R). Then, we obtain the claim of the proposition.
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2.1.2 Asymptotic orthogonality
We continue to use the notation in §2.1.1. Suppose that we have a finite subset S ⊂ C and a decomposition
(E, θ) =
⊕
α∈S(Eα, θα). We have the expression θα = fαdz for each α, where fα is a holomorphic endomorphism
of Eα.
Assumption 2.2 Fix C10 > 1, and we impose the following conditions.
• We set d := min{|α−β| ∣∣α, β ∈ S, α 6= β}. Then, we have d ≥ 1 and M ≤ C10d. Here, M is the constant
in the beginning of §2.1.1.
• For any P ∈ ∆(R), the eigenvalues γ of fα|P satisfy |γ − α| ≤ d/100.
Let πα be the projection of E onto Eα with respect to the above decomposition. Let π
′
α denote the orthogonal
projection of E onto Eα. We set ρα := πα − π′α. The following proposition is a variant of the estimates given
in [20] and [13, 16] for harmonic bundles given on punctured discs or the products of punctured discs, but it is
more useful for the purpose in this paper.
Proposition 2.3 Let R1 be as in Proposition 2.1. Fix 0 < R2 < R1. There exist positive constants ǫ0 and C11
depending only on R, R1, R2, r and C10, such that |ρα|h ≤ C11 exp(−ǫ0d) on ∆(R2).
Proof We recall a general inequality for holomorphic sections of End(E) which commutes with θ, for the
convenience of the readers.
Lemma 2.4 Let s be any holomorphic section of End(E) such that [θ, s] = 0. Then, we have the following
inequality:
− ∂z∂z log |s|2h ≤ −
∣∣[f †h, s]∣∣2h
|s|2h
(1)
Proof We have the equality −∂z∂z|s|2h = −|∂z,hs|2h − h
(
s, ∂z∂z,hs
)
. Hence, we obtain the following:
− ∂z∂z log |s|2h = −
∂z∂z|s|2h
|s|2h
+
∂z |s|2h
|s|2h
∂z|s|2h
|s|2h
= −h(s, ∂z∂z,hs)|s|2h
−
∣∣∂z,hs∣∣2h
|s|2h
+
h(∂z,hs, s)
|s|2h
h(z, ∂z,hs)
|s|2h
≤ −h(s, ∂z∂z,hs)|s|2h
= −h(s, (∂z∂z,h − ∂z,h∂z)s)|s|2h
. (2)
By the Hitchin equation, we have R(h) + [θ, θ†h] = R(h) + [f, f
†
h] dz dz = 0, i.e., R(h) = [f, f
†
h]dz dz. We obtain
the following from (2):
−∂z∂z log |s|2h ≤ −
h
(
s,
[
[f, f †h], s
])
|s|2h
Because [f, s] = 0, we obtain
−∂z∂z log |s|2h ≤ −
h
(
s,
[
f, [f †h, s]
])
|s|2h
= −h
(
[f †h, s], [f
†
h, s]
)
|s|2h
= −
∣∣[f †h, s]∣∣2h
|s|2h
Thus, we obtain Lemma 2.4.
Let rα := rankEα. Because ∂z∂z log rα = 0, we obtain the following inequality on ∆(R) from (1):
−∂z∂z log
(|πα|2h/rα) ≤ −
∣∣[f †h, πα]∣∣2h
|πα|2h
According to Proposition 2.1 and Lemma 2.7 below, there exists a positive constant C12 depending only on
R, R1, r and C10 such that we have
∣∣πα∣∣h ≤ C12 and |ρα|h ≤ C12 on ∆(R1). We set kα := log(|πα|2h/rα). Note
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that |πα|2h = |π′α|2h + |ρα|2h and |π′α|2h = rα. Hence, we have kα = log(1 + |ρα|2/rα). There exists a positive
constant C13 depending only on R, R1, r and C10 such that C
−1
13 |ρα|2h ≤ kα ≤ C13|ρα|2h on ∆(R1).
According to Lemma 2.8 below, there exists a constant ǫ1 > 0 depending only on R,R1, r, C10 such that we
have
∣∣[f †h, πα]∣∣h ≥ ǫ1d|ρα|h on ∆(R1). Hence, we have a constant ǫ2 > 0 depending only on R,R1, r, C10 such
that the following holds on ∆(R1):
−∂z∂zkα ≤ −ǫ2d2kα
For any positive number ǫ3 > 0, we have the following on ∆(R1):
−∂z∂z exp
(
ǫ3d|z|2
)
= −(dǫ3 + d2|z|2ǫ23) exp(ǫ3d|z|2) ≥ −(dǫ3 + d2ǫ23R21) exp
(
ǫ3d|z|2
)
Take ǫ3 > 0 such that ǫ3 ≤ (ǫ2R−11 )/2 and ǫ3 ≤ dǫ2/2. Then, we have
−∂z∂z exp
(
ǫ3d|z|2
) ≥ −ǫ2d2 exp(ǫ3d|z|2).
We take C14 > 0 depending only on R,R1, r, C10 such that kα(P ) < C14 for |z(P )| = R1. We set
Z :=
{
P ∈ ∆(R1)
∣∣∣ kα(P ) > C14 exp(ǫ3d|z|2 − ǫ3dR21)(P )}.
Suppose that Z is non-empty. By the choice of C14, Z is relatively compact in ∆(R1). So, we have kα =
C14 exp
(
ǫ3d|z|2 − ǫ3dR21
)
on the boundary of Z. We also have the following inequality on Z:
−∂z∂z
(
kα − C14 exp
(
ǫ3d|z|2 − ǫ3dR21
)) ≤ −ǫ2d2(kα − C14 exp(ǫ3d|z|2 − ǫ3dR21)) ≤ 0
We obtain kα ≤ C14 exp
(
ǫ3d|z|2− ǫ3dR21
)
on Z, which contradicts with the construction of Z. Hence, we obtain
that Z = ∅, i.e., kα ≤ C14 exp
(
ǫ3d|z|2 − ǫ3dR21) = C14 exp
(−ǫ3(R21 − |z|2)d) holds on ∆(R1). We obtain the
following on ∆(R2):
kα ≤ C14 exp
(−ǫ3(R21 −R22)d)
Then, by setting C11 := C14 > 0 and ǫ0 := ǫ3(R
2
1 −R22) > 0, we obtain the claim of Proposition 2.3.
For any endomorphism g of E, let g†h denote the adjoint of g with respect to h. We also denote it by g
† if
there is no risk of confusion.
Corollary 2.5 There exist positive constants C20 and ǫ20, depending only on R, R1, R2, r and C10 such that∣∣[f, (πα)†h]∣∣h = ∣∣[f †h, πα]∣∣h ≤ C20 exp(−ǫ20d) on ∆(R2).
Proof We have |ρα|h = |πα − π′α|h ≤ C11 exp(−ǫ0d). We also have
∣∣(ρα)†h∣∣h = ∣∣(πα)†h − π′α∣∣h ≤ C11 exp(−ǫ0d).
We obtain ∣∣[f, π†α]∣∣h = ∣∣[f, π†α − πα]∣∣h ≤ ∣∣[f, ρ†α]∣∣h + ∣∣[f, ρα]∣∣h ≤ 2(C1M + C2)C11 exp(−ǫ0d).
Then, we obtain the desired estimate.
Corollary 2.6 There exist positive constants C21 and ǫ21 depending only on R, R1, R2, r and C10, such that
the following holds:
• Take any α, β ∈ S with α 6= β. Let sα and sβ be local sections of Eα and Eβ. Then, we have∣∣h(sα, sβ)∣∣ ≤ C21 exp(−ǫ21d) · |sα|h · |sβ |h (3)
Proof We have h(sα, sβ) = h(παsα, sβ) = h(sα, π
†
αsβ) = h(sα, (π
†
α − πα)sβ). We have π†α − πα = ρ†α − ρα,
where ρ†α denote the adjoint of ρα with respect to h. Then, we obtain (3) from Proposition 2.3.
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2.1.3 Appendix: Preliminary from linear algebra
Fix positive constants Gi (i = 1, 2). Fix a positive integer r > 0. Let U be any r-dimensional C-vector space
with a Hermitian metric h. Let f be an endomorphism on U . Suppose that we have a finite subset S ⊂ C
and a decomposition (U, f) =
⊕
α∈S(Uα, fα), which is not necessarily orthogonal. We impose the following
conditions.
• We set d := min{|α− β| ∣∣α, β ∈ S, α 6= β}. Then, we have d ≥ 1 and |f |h ≤ G1d+G2.
• The eigenvalues γ of fα satisfy |γ − α| ≤ d/100.
Let πα be the projection with respect to the decomposition U =
⊕
Uα. Let π
′
α denote the orthogonal
projection of U onto Uα. We set ρα := πα − π′α. To clarify the argument, we recall the following lemma from
[20] which was used in [13, 16].
Lemma 2.7 There exists a positive constant B1 depending only on r and Gi (i = 1, 2) such that∣∣πα∣∣h ≤ B1, |ρα|h ≤ B1.
Proof Because ρα and π
′
α are orthogonal, we have |ρα|h ≤ |πα|h. Hence, it is enough to obtain the estimate
for πα. Let idU denote the identity on U . We have
πα =
1
2π
√−1
∫
γα
(
ζ idU −f
)−1
dζ.
Here, γα denotes the loop γα(θ) = α + de
√−1θ/10 (0 ≤ θ ≤ 2π). There exist positive constants Bi (i = 2, 3)
depending only on r and Gi (i = 1, 2) such that∣∣(γα(θ) idU −f)−1∣∣h ≤ d−1B2((G1 + d−1G2)r + 1) ≤ d−1B3.
Thus, we obtain the claim of the lemma.
Let f †h denote the adjoint of f with respect to h. To clarify our argument, we recall the following lemma
from [20] which was used in [13, 16].
Lemma 2.8 We have δ > 0 depending only on r and Gi (i = 1, 2) such that
∣∣[f †h, πα]∣∣h ≥ δ · d · |ρα|h.
Proof We take a numbering of the elements of S, i.e., S = {α1, . . . , αm}. We impose α1 = α. We set
Fj(U) :=
⊕
i≤j Uαi and F<j(U) :=
⊕
i<j Uαi . Let U
′
j be the orthogonal complement of F<j(U) in Fj(U).
We have the orthogonal decomposition Fj(U) =
⊕
i≤j U
′
i . Because f(Fj) ⊂ Fj , we have the decomposition
f =
∑
i≤j fij , where fij : U
′
j −→ U ′i . As the adjoint, we have f †h =
∑
i≤j(fij)
†
h, where (fij)
†
h : U
′
i −→ U ′j . We
set f †ij := (fji)
†
h. Then, we have f
†
h =
∑
i≥j f
†
ij , where f
†
ij : U
′
j −→ U ′i .
For each i, we take an orthonormal base e
(i)
1 , . . . , e
(i)
ri of U
′
i for which f
†
ii is represented by a lower triangular
matrix Ai. Let Γi ∈ End(U ′i) be determined by Γi(e(i)k ) = α(i)k e(i)k , where α(i)k denote the (k, k)-entry ofAi. Then,
f †ii−Γi is nilpotent. We put Γ =
∑
Γi ∈ End(U). Then, f †h−Γ is nilpotent, and we have |f †h−Γ|h ≤ G1d+G2.
Let Π denote the orthogonal projection of End(E) =
⊕
Hom(U ′j , U
′
i) onto
⊕
j>iHom(U
′
j , U
′
i). Let F1
be the endomorphism on
⊕
j>iHom(U
′
j , U
′
i) given by F1(B) := Π([f
†
h, B]). Let F2 be the endomorphism on⊕
j>iHom(U
′
j , U
′
i) given by F2(B) := [Γ, B] = Π([Γ, B]).
Let us observe that F1 − F2 is nilpotent. We have the nilpotent endomorphism F˜ on End(E) given by
F˜ (B) = [f †h − Γ, B], which preserves
⊕
j≤i Hom(U
′
j , U
′
i). Then, F1 − F2 is equal to the endomorphism on⊕
j>iHom(U
′
j , U
′
i) ≃ End(E)
/⊕
j≤iHom(U
′
j , U
′
i) induced by F˜ , and hence F1 − F2 is nilpotent.
There exists a constant B11 > 0 depending only on r such that |F1 − F2|h ≤ B11(G1d+G2). Moreover, F2
is invertible, and there exists a constant B12 > 0 depending only on r such that |F−12 |h ≤ B12d−1. Hence, we
obtain that |F−11 |h ≤ B13d−1(1 + (G1 +G2/d)r) for a constant B13 > 0 depending only on r.
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Note that we have Π([f †h, π
′
α]) = 0. Hence, we have the following:∣∣[f †h, πα]∣∣h ≥ ∣∣∣Π([f †h, πα])∣∣∣h = ∣∣∣Π([f †h, ρα])∣∣∣h = ∣∣F1(ρα)∣∣h ≥ B−113 d(1 + (G1 +G2d−1)r)−1|ρα|h
Thus, we obtain the claim of the lemma.
2.2 Asymptotic decoupling of harmonic bundles on discs
We continue to use the setting in §2.1. We further impose the following condition:
• rankEα = 1 for each α ∈ S.
In other words, we assume to have holomorphic functions gα (α ∈ S) on ∆(R) such that θ =
⊕
gα idEα dz.
(Recall the generically regular semisimple condition in §1.1.1.) By the condition, we have |gα(P )−α| ≤ d/100.
In this setting, we explain that Simpson’s main estimate implies the asymptotic decoupling of the Hitchin
equation.
Let gC denote the Euclidean metric dz dz of C. For any section s of End(E) ⊗ Ωp,q on ∆(R′) (R′ > 0), let
|s|h,gC denote the function on ∆(R′) by taking the norm of s at each P ∈ ∆(R′) with respect to h and gC.
2.2.1 Decay of the curvatures
Let R(h) denote the curvature of the Chern connection of (E, ∂E , h). We obtain the following “asymptotic
decoupling” of the Hitchin equation R(h) + [θ, θ†h] = 0.
Theorem 2.9 There exist positive constants C30 and ǫ30, depending only on R, R1, R2, r and C10 such that∣∣R(h)∣∣
h,gC
=
∣∣[θ, θ†h]∣∣h,gC ≤ C30 exp(−ǫ30d) on ∆(R2).
Proof It is enough to obtain the estimate for [θ, θ†h]. We have the decomposition f
†
h =
∑
α,β πα ◦ f †h ◦ πβ . By
Corollary 2.5, if α 6= β, we have C31 > 0, depending only on R, R1, R2, r and C10, such that∣∣πα ◦ f †h ◦ πβ∣∣h = ∣∣[πα, f †h] ◦ πβ ∣∣h ≤ C31 exp(−ǫ20d).
For α 6= β, we have [fα, πβ ◦ f †h ◦ πβ ] = 0. Because rankEα = 1, we also have
[
fα, πα ◦ f †h ◦ πα
]
= 0. Then, we
obtain the estimate for [θ, θ†h].
2.2.2 The connections and the projections
Let ∂E denote the (1, 0)-part of the Chern connection associated to h and ∂E . According to Proposition 2.3,
the decomposition E =
⊕
Eα is almost orthogonal. Let us see that such an almost orthogonality holds at the
level of the first derivative in the sense that ∂Eπα is very small.
Proposition 2.10 Take 0 < R3 < R2. There exist positive constants ǫ40 and C40 depending only on R, R1,
R2, R3, r and C10 such that
∣∣∂Eπα∣∣h,gC = ∣∣∂Eπ†α∣∣h,gC ≤ C40 exp(−ǫ40d) on ∆(R3).
Proof It is enough to obtain the estimate for ∂Eπα. In the following, the constants may depend only on R,
R1, R2, r and C10. We have C41 > 0 such that the following holds on ∆(R2):∣∣∂E∂Eπα∣∣h,gC = ∣∣[R(h), πα]∣∣h,gC ≤ C41 exp(−ǫ30d).
Because ∂Eπ
†
α = 0, we have the following on ∆(R2):∣∣∂E∂E(πα − π†α)∣∣h,gC ≤ C41 exp(−ǫ30d)
We already have
∣∣πα−π†α∣∣h ≤ C42 exp(−ǫ0d) for a constant C42 > 0. We may assume ǫ30 < ǫ0. Hence, we have
a constant C43 > 0 such that
∥∥πα − π†α∥∥h,gC,Lp2 ≤ C43 exp(−ǫ30d) for a large p > 1. Here, ‖ · ‖h,gC,Lp2 denote the
Lp2-norm with respect to h and gC on ∆(R2). Then, we obtain the claim of the lemma.
Recall that π′α denote the orthogonal projection of E onto Eα. Let us see that it is almost holomorphic.
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Proposition 2.11 We have a positive constant C50, depending only on R, R1, R2, R3, r and C10 such that
the following holds on ∆(R3): ∣∣∂Eπ′α∣∣h,gC = ∣∣∂Eπ′α∣∣h,gC ≤ C50 exp(−ǫ40d).
Proof It is enough to prove the estimate for ∂Eπ
′
α. Let E = Eα ⊕ E⊥α denote the orthogonal decomposition.
We may naturally regard ρα := πα − π′α as a morphism E⊥α −→ Eα. We may also regard ρ†α := π†α − π′α as a
morphism Eα −→ E⊥α .
We have the induced holomorphic structure on E⊥α ≃ E/Eα. Let ∂
(0)
E be the holomorphic structure on
Eα ⊕E⊥α obtained as the direct sum. We have ∂E = ∂
(0)
E + κ, where κ is a section of Hom(E
⊥
α , Eα)⊗Ω0,1. We
have
∂E(πα − π†α) = ∂Eρα − ∂Eρ†α = ∂
(0)
E ρα − ∂
(0)
E ρ
†
α − κ ◦ ρ†α + ρ†α ◦ κ (4)
Note that ∂
(0)
E (ρα), ∂
(0)
E (ρ
†
α), κ ◦ ρ†α and ρ†α ◦ κ are sections of Hom(E⊥α , Eα) ⊗ Ω0,1, Hom(Eα, E⊥α ) ⊗ Ω0,1,
Hom(Eα, Eα)⊗Ω0,1 and Hom(E⊥α , E⊥α )⊗Ω0,1, respectively. Note that the bundles are orthogonal with respect
to h and gC. In general, for any orthogonal decomposition of bundles V =
⊕Vi and for any section s = ∑ si
of V , the norms of si are smaller than the norm of s. Hence, we obtain the following from (4):∣∣∂(0)E ρα∣∣h,gC ≤ ∣∣∂E(πα − π†α)∣∣h,gC = ∣∣∂E(π†α)∣∣h,gC (5)
We also have ∂Eπ
′
α = −∂Eρα = −∂
(0)
E ρα. Hence, we obtain
∣∣∂Eπ′α∣∣h,gC ≤ ∣∣∂E(π†α)∣∣h,gC from (5). Then, the
claim of Proposition 2.11 follows from the estimate in Proposition 2.10.
2.2.3 The decay of the curvatures on the line bundles
Let ∂α denote the holomorphic structure of Eα. Let hα be the restriction of h to Eα. Let ∂α denote the
(1, 0)-part of the Chern connection of (Eα, ∂α, hα). Let R(hα) denote the curvature of the connection ∂α + ∂α.
We have ∂αs = π
′
α ◦ ∂Es and ∂αs = ∂Es for any section s of Eα.
Proposition 2.12 We have a positive constant C60 depending only on R, R1, R2, R3, r and C10 such that∣∣R(hα)∣∣hα,gC ≤ C60 exp(−ǫ40d) on ∆(R3).
Proof In the following, the constants may depend only on R, R1, R2, R3, r and C10. Let s be any section of
Eα. We have
∂E ◦ π′α
(
∂Es
)
= ∂E ◦ π′α ◦ ∂E
(
παs
)
= ∂E ◦ πα(∂Es) + ∂E ◦ π′α ◦ (∂Eπα)(s) = πα(∂E∂Es) + ∂E
(
π′α(∂Eπα)s
)
.
We also have
π′α ◦ ∂E ◦ ∂Es = π′α ◦ ∂E(πα∂Es) = πα∂E∂Es+ π′α∂E(πα)∂Es.
Hence, it is enough to obtain an estimate of ∂E(π
′
α ◦ ∂Eπα) = ∂E(π′α) ◦ ∂E(πα) + π′α ◦ ∂E∂Eπα. By Proposition
2.10 and Proposition 2.11, we have C61 > 0 such that
∣∣∂E(π′α) ◦ ∂E(πα)∣∣h,gC ≤ C61 exp(−ǫ40d). We also have∣∣π′α ◦ ∂E∂Eπα∣∣h,gC = ∣∣π′α ◦ [R(h), πα]∣∣h,gC ≤ C62 exp(−ǫ40d) for a constant C62 > 0. Then, the claim of the
lemma follows.
2.2.4 Approximation of the flat connections
We consider the flat connection D1 := ∂E+∂E+θ+θ
† on E. We also have the connection D10 on E =
⊕
α∈S Eα
given by
D
1
0 =
⊕
α∈S
((
∂α + ∂α
)
+ (gαdz + gαdz) idEα
)
.
Here, gα are holomorphic functions such that θ =
⊕
gα idEα dz, as in the beginning of §2.2.
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Corollary 2.13 There exists a positive constant C70, depending only on R, R1, R2, R3, r and C10 such that∣∣D1 − D10∣∣h,gC ≤ C70 exp(−ǫ40d) on ∆(R3).
Proof It is enough to obtain an estimate of ∂E −
⊕
α∈S ∂α. We have a constant C71 > 0, depending only on
R, R1, R2, R3, r and C10 such that
∣∣π′α ◦ (∂Eπα)∣∣h,gC ≤ C71 exp(−ǫ40d). Hence, for any section s of Eα, we
have ∣∣πα ◦ ∂Es− ∂αs∣∣h,gC = ∣∣π′α ◦ πα ◦ ∂Es− π′α∂E(παs)∣∣h,gC = ∣∣π′α ◦ ∂Eπα(s)∣∣h,gC ≤ C71 exp(−ǫ40d)|s|h.
Then, the claim of the lemma follows.
2.2.5 Higher derivatives
We take a numbering {α1, . . . , αr} on S. For each i, we can take a holomorphic frame ui of Eαi such that
|ui|0|h = 1 and |∂αiui|h,gC ≤ C80 exp(−ǫ80d) on ∆(R3) for some positive constants C80 and ǫ80, depending only
on R, R1, R2, R3, r and C10. Let us sketch how to obtain such sections in an elementary way. For a real
coordinate z = x +
√−1y, we can take a section si of Eαi on ∆(R2) such that
(
∂αi + ∂αi
)
si = si · νidx =
si · νi(dz + dz)/2 such that νi(x, 0) = 0. The curvature form is given by ∂yνi dy dx. By Proposition 2.12, we
have |νi| ≤ C′80 exp(−ǫ′80d). Take R′2 such that R3 < R′2 < R2. We can take a function ρi on ∆(R′2) satisfying
∂zρi = νi/2, |ρi| ≤ C′′80 exp(−ǫ′′80d) and ‖∂zρi‖Lp(∆(R′2)) ≤ C′′80,p exp(−ǫ′′80) for any p ≥ 1. We set vi := sie−ρi
on ∆(R′2). Then, we have ∂αivi = 0 and ∂αivi = vi · κidz, where ‖κi‖Lp(∆(R′2)) ≤ C
(3)
80,p exp(−ǫ(3)80 d). Because
∂zκid z dz is the curvature of Eα, we have
∣∣∂zκi∣∣ ≤ C(4)80 exp(−ǫ(4)80 d). Hence, we obtain |κi| ≤ C(5)80 exp(−ǫ(5)80 d)
on ∆(R3). By adjusting the norm of vi at the origin, we obtain the desired section ui. Note that we have∣∣log |ui|h∣∣ ≤ C81 exp(−ǫ81d) for some positive constants C81 and ǫ81 depending only on R, R1, R2, R3, r and
C10.
We obtain a frame u = (u1, . . . , ur) of E on ∆(R3). Let H be the r-square Hermitian matrix valued function
given by Hij = h(ui, uj). Let Θ be the holomorphic r-square matrix valued function such that Θii = gαi and
Θij = 0 (i 6= j). We have θu = u ·Θdz. Let Θ† be the r-square matrix valued function given by Θ† = H−1tΘH .
We have θ†hu = uΘ
† dz.
Because Hii = |ui|2h, we have
∣∣logHii∣∣ ≤ 2C81 exp(−ǫ81d), as remarked above. We also have positive
constants C82 and ǫ82 depending only on R, R1, R2, R3, r and C10 such that the following holds:
|Hij | ≤ C82 exp(−ǫ82d), (i 6= j) (6)∣∣∂zHij∣∣ = ∣∣∂zHij ∣∣ ≤ C82 exp(−ǫ82d) (7)∣∣∂z∂zHij∣∣ ≤ C82 exp(−ǫ82d) (8)
Indeed, (6) follows from Corollary 2.6. We have ∂h(ui, uj) = h
(
(∂Eπαi)ui, uj
)
+ h
(
παi(∂Eui), uj
)
. As in
the proof of Corollary 2.13, we have
∣∣παi∂Eui − ∂αiui∣∣h,gC ≤ C′82 exp(−ǫ′82d)|ui|h. Then, we obtain (7) from
Proposition 2.10 and our choice of ui. We obtain (8) from the estimate for the curvature ∂
(
H
−1
∂H
)
and (7).
Lemma 2.14 Take any ℓ = (ℓ1, ℓ2) ∈
(
Z≥0 ×Z≥0
) \ {(0, 0)} and R4 < R3. We also take any p > 1. Then, we
have positive constants C83,ℓ,p and ǫ83,ℓ,p depending only on R, R1, R2, R3, R4, r, C10, ℓ and p, such that the
following holds: ∥∥∂ℓ1z ∂ℓ2z H|∆(R4)∥∥gC,Lp ≤ C83,ℓ,p exp(−ǫ83,ℓ,pd).
Proof The proof is given in a standard inductive argument using the Hitchin equation and the elliptic regularity.
Because Θii in the Hitchin equation can be large, we give a rather detailed argument.
Let us consider the case ℓ = (2, 0). By (7) and (8), we have positive constants C84 and ǫ84 such that
‖∂zH|∆(R4)‖Lp1 ≤ C84 exp(−ǫ84d). So, we obtain ‖∂z∂zH|∆(R4)‖Lp ≤ C85 exp(−ǫ85d) for some C85 > 0 and
ǫ85 > 0. Similarly, we can obtain the estimate for ‖∂z∂zH∆(R4)‖Lp .
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Suppose the claim has already been proved for any R4 and p if ℓ1+ℓ2 < k. We consider ℓ = (ℓ1, ℓ2) satisfying
ℓ1 + ℓ2 = k and ℓi > 0. The Hitchin equation is described as follows:
H
−1
∂z∂zH −H−1∂zH ·H−1∂zH −
[
Θ, H
−1
(tΘ)H
]
= 0 (9)
For each ℓ, we have C86,ℓ depending on C10 and ℓ, such that the following holds:∣∣∣∂ℓzΘii∣∣∣ = ∣∣∣∂ℓzΘii∣∣∣ ≤ C86,ℓd
Applying ∂ℓ1−1z ∂
ℓ2−1
z to (9), we obtain the following:
H
−1
∂ℓ1z ∂
ℓ2
z H −
[
∂ℓ1−1z Θ, H
−1t(∂ℓ2−1z Θ)H
]
+G = 0
Here, G is expressed as a linear combination of terms which contains derivatives of H. Hence, we have
‖G|∆(R4)‖Lp ≤ C87 exp(−ǫ87d). We also have
∥∥∥[∂ℓ1−1z Θ, H−1t(∂ℓ2−1z Θ)H]|∆(R4)∥∥∥Lp ≤ C88 exp(−ǫ88d), by (6)
and (9). Hence, we obtain the desired estimate if ℓ1 + ℓ2 = k and ℓi 6= 0. We can deal with the cases
ℓ = (k, 0), (0, k) by using the elliptic regularity. Then, by an inductive argument, we can obtain the claim of
Lemma 2.14.
Corollary 2.15 Take any ℓ = (ℓ1, ℓ2) ∈
(
Z≥0×Z≥0
) \ {(0, 0)} and R4 < R3. Then, we have positive constants
C90,ℓ and ǫ90,ℓ depending only on R, R1, R2, R3, R4, r, C10 and ℓ such that the following holds:
sup
∆(R4)
∣∣∂ℓ1z ∂ℓ2z H∣∣ ≤ C90,ℓ exp(−ǫ90,ℓd).
2.3 Hitchin WKB-problem
2.3.1 Preliminary
Let V be an r-dimensional complex vector space. For Hermitian metrics hj (j = 1, 2), we can take a base
e1, . . . , er of V which is orthogonal with respect to both h1 and h2. We have the real numbers αi determined
by κi := log |ei|h2 − log |ei|h1 . We impose κ1 ≥ κ2 ≥ · · · ≥ κr. Then, we set
~d(h1, h2) :=
(
κ1, . . . , κr
) ∈ Rr.
Let Vj (j = 1, 2) be r-dimensional complex vector spaces with Hermitian metrics hj. Let f : V1 −→ V2 be a
linear isomorphism. We define the Hermitian metric f∗h2 on V1 by f∗h2(u, v) = h2(f(u), f(v)). We recall the
following lemma from [7], which can be easily proved.
Lemma 2.16 We have orthonormal frames q(s) = (q1(s), . . . , qr(s)) (s = 0, 1) on Vs such that f(qj(0)) =
eβjqj(1) (j = 1, . . . , r), where βj are real numbers satisfying β1 ≥ β2 ≥ · · · ≥ βr. In this case, we have
~d(h1, f
∗h2) = (β1, . . . , βr). (10)
We set ‖f‖op := sup
{∣∣f(u)∣∣
h2
∣∣∣u ∈ V1, |u|h1 = 1}. By Lemma 2.16, we have β1 = log ‖f‖op. We also have
k∑
j=1
βj = log
∥∥ k∧ f∥∥
op
,
where
∧k
f :
∧k
V1 −→
∧k
V2 are the induced morphisms. Hence, we have the following formula, as noted in
[7]:
βk = log
∥∥ k∧ f∥∥
op
− log∥∥k−1∧ f∥∥
op
. (11)
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2.3.2 Hitchin WKB-problem
LetX be any complex curve. Let φi (i = 1, . . . , r) be holomorphic 1-forms onX . Let [0, 1] := {s ∈ R | 0 ≤ s ≤ 1}
be the closed interval. Let γ : [0, 1] −→ X be a C1-map. Suppose that it is a non-critical path in the sense of
[7], i.e., the following holds:
• At any point s ∈ [0, 1], we have γ∗Re(φi)s 6= γ∗Re(φj)s (i 6= j).
We have the expression γ∗(φi)s = ai(s) ds for some C∞-functions ai : [0, 1] −→ C. We may assume Re ai(s) <
Re aj(s) (i < j) for any s. We set
αi := −
∫ 1
0
Re(ai) ds.
We have α1 > α2 > · · · > αr.
Let (E, ∂E , θ, h) be a harmonic bundle of rank r on X . We suppose the following.
• We have the decomposition (E, ∂E , θ) =
⊕r
i=1(Ei, ∂Ei , tφi idEi) for some t > 0, where rankEi = 1.
We have the associated flat connection D1 = ∂E + ∂E + θ + θ
† on E. Let Πγ : E|γ(0) −→ E|γ(1) be the
parallel transport of D1 along γ. We have the metrics hγ(0) on the fibers E|γ(κ) (κ = 0, 1) induced by h. We
obtain the metric Π∗γhγ(1) on E|γ(0) induced by hγ(1) and Πγ .
The following theorem was conjectured in [7], and some cases were verified in [3].
Theorem 2.17 There exist positive constants t0, ǫ0 and C0, which may depend only on X, φ1, . . . , φr and γ,
such that the following holds if t ≥ t0:∣∣∣1
t
~d(hγ(0),Π
∗
γhγ(1))− (2α1, . . . , 2αr)
∣∣∣ ≤ C0 exp(−ǫ0t)
Proof In the following, the constants Ci and ǫi may depend only on X , φ1, . . . , φr and γ, unless otherwise
specified.
We can take finite points s0 = 0 < s1 < · · · < sN−1 < sN = 1 and coordinate neighbourhoods (Uk, zk)
around γ(sk) such that the following holds:
• We can take Rk > 0 (k = 0, . . . , N) such that Uk contains the disc ∆k(Rk) := {|zk| < Rk} and that
∆k(Rk/2) := {|zk| < Rk/2} (k = 0, . . . , N) give a covering of γ([0, 1]).
• We have the expressions φi|Uk = fk,idzk. Set dk := min
{|fk,i(0) − fk,j(0)| ∣∣ i 6= j}. Then, we have
|fk,i(zk)− fk,i(0)| ≤ dk/100 on ∆k(Rk).
If t0 is sufficiently large, we have t0dk ≥ 1 for any k. Then, Assumption 2.2 is satisfied for the harmonic bundles
(E, ∂E , θ, h)|∆k(Rk) if t ≥ t0. So, we can apply the results in §2.1–2.2 to each (E, ∂E , θ, h)|∆k(Rk).
Let hEi be the restriction of h to Ei. Let ∇i be the Chern connection of (Ei, ∂Ei , hEi), and we have the
following connection on E:
D
1
0 =
r⊕
i=1
(∇i + t(φi + φi) idEi)
We fix a Ka¨hler metric gX of X . By Corollary 2.13, we have the following estimate on the union of ∆k(Rk/2)
with respect to h and gX for some positive constants C1 and ǫ1:∣∣∣D1 − D10∣∣∣
h,gX
≤ C1 exp(−ǫ1t)
We have the vector bundle γ∗E =
⊕r
i=1 γ
∗Ei with the metric γ∗h and the connections γ∗D1 and γ∗D10. We
take any orthonormal frames ui of γ
∗Ei such that γ∗∇iui = 0. They give a frame u = (u1, . . . , ur) of γ∗E. We
have the following estimates for some positive constants C2 and ǫ2:∣∣∣γ∗h(ui, uj)∣∣∣ ≤ C2 exp(−ǫ2t), (i 6= j).
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The connection γ∗D10 is represented by the diagonal matrix Ads with respect to the frame u, where the (i, i)-
entry of A is 2tReai(s). Hence, we have
γ∗D1u = u
(
A(s) +B0(s) + B1(s)
)
ds
where Bm(s) (m = 0, 1) are r-square matrix valued C
∞-functions such that (i) B0(s)ij = 0 (i 6= j) and
B1(s)ij = 0 (i = j), (ii) there exist ǫ3 > 0 and C3 > 0 such that∣∣Bm(s)∣∣ ≤ C3 exp(−ǫ3t) (m = 0, 1).
We may assume that C3 exp(−ǫ3t) is sufficiently small for any t ≥ t0 if t0 is sufficiently large. Then, applying
Corollary 2.19 in §2.4 below, we have a C1-function G : [0, 1] −→Mr(C) and a C0-function H : [0, 1] −→Mr(C)
such that the following holds for some positive constants C4 and ǫ4:
• The C1-norm of G is dominated by C4 exp(−ǫ4t).
• H(s) are diagonal, and the C0-norm of H is dominated by C4 exp(−ǫ4t).
• The connection γ∗D1 is represented by (A+ B0 +H) ds with respect to the frame v := u(I +G), where
I denotes the r-square identity matrix.
The frame v exp
(
− ∫ s
0
(A+B0 +H)dτ
)
of γ∗E is flat with respect to γ∗D1. The parallel transport Πγ of γ∗D1
from Eγ(0) to Eγ(1) is represented by the following matrix with respect to u(0) and u(1):
(
I +G(1)
)
exp
(
−
∫ 1
0
(A+B0 +H)dτ
)(
I +G(0)
)−1
Here, I denotes the r-square identity matrix.
Let p(s) = (p1(s), . . . , pr(s)) (s = 0, 1) be the orthonormal frames of E|γ(s), induced by the frames u(s) and
the Gram-Schmidt process. We have p(s) = u(s) · (I +K(s)), where we have positive constants C5 and ǫ5 such
that |K(s)| ≤ C5 exp(−ǫ5t). Let L(s) (s = 0, 1) be determined by L(s) = (I +K(s))(I +G(s)) − I. Then, Πγ
is represented by the following matrix with respect to the orthonormal bases p(0) and p(1):
Zγ :=
(
I + L(1)
)
exp
(
−
∫ 1
0
(A+B0 +H)dτ
)(
I + L(0)
)−1
For any r-square matrix Y , we set
‖Y ‖op := sup
{
|Y v|
∣∣∣ v ∈ Cr, |v| = 1}.
We clearly have ‖Y1Y2‖op ≤ ‖Y1‖op‖Y2‖op. So, we have positive constants C6 and ǫ6, such that the following
holds:
log ‖Zγ‖op ≤ log
∥∥∥exp(− ∫ 1
0
(A+B0 +H)dτ
)∥∥∥
op
+ ρ1, |ρ1| ≤ C6 exp(−ǫ6t)
We also have positive constants C7 and ǫ7, such that the following holds:
log
∥∥∥exp(− ∫ 1
0
(A+B0 +H)dτ
)∥∥∥
op
≤ 2tα1 + ρ2, |ρ2| ≤ C7 exp(−ǫ7t)
We also have positive constants C8 and ǫ8, such that the following holds:∣∣Πγp1(0)∣∣hγ(1) = exp(2tα1) · (1 + ρ3), |ρ3| ≤ C8 exp(−ǫ8t)
Hence, we have positive constants C9 and ǫ9, such that the following holds:
log ‖Zγ‖op ≥ 2tα1 + ρ4, |ρ4| ≤ C9 exp(−ǫ9t)
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Therefore, we have positive constants C10 and ǫ10, such that the following holds:∣∣∣log ‖Zγ‖op − 2tα1∣∣∣ ≤ C10 exp(−ǫ10t)
By applying the argument to
∧k Zγ , we obtain positive constants C11 and ǫ11, such that the following holds for
any k: ∣∣∣log ‖ k∧Zγ‖op − 2t k∑
j=1
αj
∣∣∣ ≤ C11 exp(−ǫ11t) (12)
By using (11), we can deduce the claim of the theorem from (12).
2.4 Appendix: A singular perturbation theory
We explain a singular perturbation theory which is available in our situation, and which seems slightly different
from those in [3] and [7]. Note that we applied Corollary 2.19 in the proof of Theorem 2.17 to find a family of
small gauge transforms with which the family of connections γ∗D on [0, 1] are transformed to the connections
whose connection matrices are diagonal.
2.4.1 Preliminary
We set [0, 1] :=
{
s ∈ R ∣∣ 0 ≤ s ≤ 1}. For any non-negative integer ℓ, let Cℓ([0, 1]) denote the space of C-valued
Cℓ-functions on [0, 1]. We set ‖f‖0 := sups∈[0,1] |f(s)| for any f ∈ C0([0, 1]).
Let Mr(C) denote the space of r-square matrices. Let Mr(C)0 denote the space of the r-square diagonal
matrices, i.e., Mr(C)0 =
{
(aij) ∈ Mr(C)
∣∣ aij = 0 (i 6= j)}. Let Mr(C)1 denote the set of the off-diagonal
matrices, i.e., Mr(C)1 :=
{
(aij) ∈Mr(C)
∣∣ aij = 0 (i = j)}. We have Mr(C) =Mr(C)0 ⊕Mr(C)1.
For any non-negative integer ℓ, let Cℓ([0, 1],Mr(C)) denote the space of C
ℓ-maps X : [0, 1] −→ Mr(C).
Similarly, let Cℓ([0, 1],Mr(C)κ) (κ = 0, 1) be the space of C
ℓ-maps X : [0, 1] −→ Mr(C)κ. We set ‖X‖0 :=
supi,j ‖Xij‖0 for X ∈ C0([0, 1],Mr(C)).
2.4.2 Statement
Fix C0 > 0. We consider aj , bj ∈ C0([0, 1]) (j = 1, . . . , r) satisfying the following conditions:
• Re a1(s) < Rea2(s) < · · · < Re ar(s) for any s.
• ∣∣bj(s)∣∣ ≤ C0 for any s.
For any t ≥ 0, we put αtj(s) := taj(s) + bj(s). Let At denote the r-square matrix whose (j, j)-entries are αtj .
Proposition 2.18 There exist constants C1 > 0 and ǫ1 > 0, depending only on C0, such that the following
holds:
• For any t ≥ 0 and any B ∈ C0([0, 1],Mr(C)1) satisfying ‖B‖0 ≤ ǫ1, we can take Gt ∈ C1
(
[0, 1],Mr(C)1
)
and Ht ∈ C0([0, 1],Mr(C)0) such that (i) ‖Gt‖0 + ‖∂sGt + [At, Gt]‖0 + ‖Ht‖0 ≤ C1‖B‖0, (ii) we have
At +B = (I +Gt)−1(At +Ht)(I +Gt) + (I +Gt)−1∂sGt. (13)
Here, I denotes the r-square identity matrix.
We shall prove the proposition in §2.4.3–2.4.4. Indeed, we shall give a more refined claim (see Corollary 2.23).
We give a reformulation of Proposition 2.18. Recall that when we have a vector bundle V with a connection
∇ and a frame w = (w1, . . . , wm), we have the matrix-valued 1-form A = (Aij) determined by ∇wj =
∑
Aijwi,
and we describe the relation by ∇w = wA.
19
Corollary 2.19 Let E be a C1-vector bundle on [0, 1] with a frame v = (v1, . . . , vr). Let B ∈ C0([0, 1],Mr(C)1)
satisfying ‖B‖0 ≤ ǫ1. Take t ≥ 0. Let ∇t be the connection on E given as follows:
∇tv = v(At(s) +B(s))ds.
Then, we can take Gt ∈ C1([0, 1],Mr(C)1) and Ht ∈ C0([0, 1],Mr(C)0) such that (i) ‖Gt‖0+‖∂sGt+[At, Gt]‖0+
‖Ht‖0 ≤ C1‖B‖0, (ii) for the frame ut = v · (I +Gt)−1, we have ∇tut = ut · (At +Ht)ds. Here, ǫ1 and C1 are
constants as in Proposition 2.18.
Remark 2.20 In Proposition 2.18, the off-diagonal part B is required to be sufficiently small. It is satisfied in
the Hitchin WKB-problem if t is sufficiently large, as observed in Corollary 2.13. However, it is not satisfied in
the Riemann-Hilbert WKB-problem [7] even if t is large, in general. But, we may still apply Proposition 2.18
after dividing the path to shorter paths 1 as did in [7]. It also seems possible to apply Proposition 2.18 to the
WKB-problem for family of λ-connections without going to small paths.
2.4.3 Some linear maps
Let C1([0, 1],Mr(C)1)∂ denote the subspace of C
1([0, 1],Mr(C)1) which consists of the functions X = (Xij) :
[0, 1] −→ Mr(C) such that Xij(1) = 0 (i < j) and Xij(0) = 0 (i > j). We have the linear map Dt0 :
C1([0, 1],Mr(C)1)∂ −→ C0([0, 1],Mr(C)1) given by
Dt0(X) := ∂sX + [A
t, X ], i.e., Dt0(X)ij = ∂sXij + (α
t
i − αtj)Xij .
For i 6= j, we put
F ti,j(s) :=
∫ s
0
(
αti(τ) − αtj(τ)
)
dτ.
We have the map It0 : C
0
(
[0, 1],Mr(C)1
) −→ C1([0, 1],Mr(C)1)∂ given as follows:
It0(X)i,j :=

∫ s
1 exp(−F ti,j(s) + F ti,j(τ))Xi,j(τ)dτ (i < j)∫ s
0 exp(−F ti,j(s) + F ti,j(τ))Xi,j(τ)dτ (i > j)
Together with the identity map on C0([0, 1],Mr(C)0), we also obtain the following maps:
It0 : C
0([0, 1],Mr(C)0)⊕ C0([0, 1],Mr(C)1) −→ C0([0, 1],Mr(C)0)⊕ C1([0, 1],Mr(C)1)∂
Dt0 : C
0([0, 1],Mr(C)0)⊕ C1([0, 1],Mr(C)1)∂ −→ C0([0, 1],Mr(C)0)⊕ C0([0, 1],Mr(C)1)
Then, It0 and D
t
0 are mutually inverse.
Lemma 2.21 There exists a constant K1 > 0, depending only on C0, such that the following holds for any
t ≥ 0 and for any (Z,W ) ∈ C0([0, 1],Mr(C)0)⊕ C0([0, 1],Mr(C)1):∥∥It0(Z,W )∥∥0 ≤ K1∥∥(Z,W )∥∥0.
Proof The estimate for (i, i)-entries are obvious by the construction. Let us consider the estimate for (i, j)-
entries (i 6= j). We set Qti,j(s) := t
∫ s
0
(
ai(τ) − aj(τ)
)
dτ and Ri,j(s) :=
∫ s
0
(
bi(τ) − bj(τ)
)
dτ . We have F ti,j =
Qti,j +Ri,j . Because Re(ak) < Re(aℓ) (k < ℓ), we have the following for s1 ≤ s2:
ReQti,j(s1)− ReQti,j(s2) ≥ 0 (i < j), ReQti,j(s1)− ReQti,j(s2) ≤ 0 (i > j).
Hence, we have a constant K ′1, depending only on C0, such that
∣∣∣exp(−F ti,j(s) + F ti,j(τ))∣∣∣ ≤ K ′1 holds in the
cases (i) s ≤ τ and i < j, (ii) s ≥ τ and i > j. Then, we obtain the following in the case i < j:∣∣It0(X)i,j∣∣ ≤ ∫ 1
s
∣∣∣exp(−F ti,j(s) + F ti,j(τ))Xi,j(τ)∣∣∣ dτ ≤ K ′1 ∫ 1
s
|Xi,j(τ)|dτ ≤ K ′1‖Xi,j‖0
Hence, we obtain ‖It0(X)i,j‖0 ≤ K ′1‖Xi,j‖0 in the case i < j. Similarly, we obtain ‖It0(X)i,j‖0 ≤ K ′1‖Xi,j‖0 in
the case i > j.
1This was remarked by C. Simpson.
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2.4.4 Proof of Proposition 2.18
We take a small number ǫ > 0. We set
Hǫ :=
{
H ∈ C0([0, 1],Mr(C)0)
∣∣ ‖H‖0 ≤ ǫ}, Gtǫ := {G ∈ C1([0, 1],Mr(C)1)∂ ∣∣ ‖Dt0G‖0 ≤ ǫ}.
Note that ‖G‖0 ≤ K1‖Dt0G‖0 for any G ∈ Gtǫ .
Let I ∈Mr(C) denote the identity matrix. If ǫK1 < 1/2, then (I +G)(s) are invertible for any G ∈ Gtǫ. So,
we have the maps J t : Hǫ × Gtǫ −→ C0([0, 1],Mr(C)0)⊕ C0([0, 1],Mr(C)1) given by
J t(H,G) := (I +G)−1(At +H)(I +G) + (I +G)−1∂sG−At.
Let T(H,G)J
t denote the derivative at (H,G). We have T(0,0)J
t(X,Y ) = X +Dt0Y . More generally, we have
T(H,G)J
t(X,Y ) = (I +G)−1X(I +G) + (I +G)−1(At +H)Y − (I +G)−1Y (I +G)−1(At +H)(I +G)
− (I +G)−1Y (I +G)−1∂sG+ (I +G)−1∂sY (14)
We regard T(H,G)J
t as maps C0([0, 1],Mr(C)0)⊕C1([0, 1],Mr(C)1)∂ −→ C0([0, 1],Mr(C)0)⊕C0([0, 1],Mr(C)1).
We obtain the following family of endomorphisms on C0([0, 1],Mr(C)0)⊕ C0([0, 1],Mr(C)1):
T(H,G)J
t ◦ (T(0,0)J t)−1, ((H,G) ∈ Hǫ × Gtǫ).
Lemma 2.22 There exists a constant C2 > 0, depending only on C0, such that the following holds for any
t ≥ 0 and any (Z,W ) ∈ C0([0, 1],Mr(C)0)⊕ C0([0, 1],Mr(C)1):∥∥∥T(H,G)J t ◦ (T(0,0)J t)−1(Z,W )− (Z,W )∥∥∥
0
≤ C2
(‖H‖0 + ‖Dt0G‖0)(‖Z‖0 + ‖W‖0)
Proof We consider
(I +G)−1(At)Y − (I +G)−1Y (I +G)−1(At)(I +G)− (I +G)−1Y (I +G)−1∂sG+ (I +G)−1∂sY −Dt0Y. (15)
We have (I +G)−1∂sY = (I +G)−1Dt0Y − (I +G)−1[At, Y ]. Hence, (15) is rewritten as
(I +G)−1(At)Y − (I +G)−1Y (I +G)−1(At)(I +G)− (I +G)−1Y (I +G)−1∂sG
− (I +G)−1[At, Y ] + ((I +G)−1 − I)Dt0Y (16)
It is equal to the following:
(I +G)−1Y (At)− (I +G)−1Y (I +G)−1(At)(I +G)− (I +G)−1Y (I +G)−1∂sG
+
(
(I +G)−1 − I)Dt0Y (17)
We have the following:
− (I +G)−1Y (I +G)−1(At)(I +G)− (I +G)−1Y (I +G)−1∂sG
= −(I +G)−1Y (I +G)−1(At)− (I +G)−1Y (I +G)−1(∂sG+ (At)G)
= −(I +G)−1Y (I +G)−1(At)− (I +G)−1Y (I +G)−1G(At)− (I +G)−1Y (I +G)−1Dt0G (18)
Hence, (17) is equal to the following:
(I +G)−1Y (At)− (I +G)−1Y (I +G)−1(At)− (I +G)−1Y (I +G)−1G(At)
− (I +G)−1Y (I +G)−1Dt0G+
(
(I +G)−1 − I)Dt0Y
= −(I +G)−1Y (I +G)−1Dt0G+
(
(I +G)−1 − I)Dt0Y (19)
21
In all, we obtain the following:
T(H,G)J
t ◦ (T(0,0)J t)−1(Z,W )− (Z,W ) = −(I +G)−1It0(W )(I +G)−1Dt0G− ((I +G)−1 − I)W
+ (I +G)−1Z(I +G)− Z + [(I +G)−1H(I +G), (I +G)−1It0(W )] (20)
Because ‖G‖0 ≤ K1‖Dt0G‖0, we have ‖(I + G)−1 − I‖0 ≤ C3‖Dt0G‖0 and ‖(I + G)−1X(I + G) − X‖0 ≤
C4(‖Dt0G‖0‖X‖0) for positive constants Ci (i = 3, 4) depending only on C0. We also have the following for a
positive constant C5 depending only on C0:∥∥∥[(I +G)−1H(I +G), (I +G)−1Y ]∥∥∥
0
≤ C5
(‖Dt0G‖0 + ‖H‖0)‖Dt0Y ‖0
Hence, we obtain the claim of the lemma.
Corollary 2.23 There exist positive constants ǫ10 > 0 and C10 > 0, depending only on C0, with the following
property:
• For any t ≥ 0 and any B ∈ C0([0, 1],Mr(C)1) such that ‖B‖0 ≤ ǫ10, we have a unique (Ht, Gt) ∈ Hǫ×Gtǫ
such that J t(Ht, Gt) = B and that ‖Ht‖0 + ‖Dt0Gt‖0 ≤ C10‖B‖0.
Proof We set Gǫ :=
{
G ∈ C0([0, 1],Mr(C)1)
∣∣ ‖G‖0 ≤ ǫ} ⊂ C0([0, 1],Mr(C)1). We have the bijections
It0 : Gǫ ≃ Gtǫ for any t ≥ 0. We consider the maps
F t := J t ◦ (T(0,0)J t)−1 : Hǫ × Gǫ −→ C0([0, 1],Mr(C)0)⊕ C0([0, 1],Mr(C)1).
Let TF t : C0([0, 1],Mr(C)) −→ C0([0, 1],Mr(C)) denote the derivative of F t. According to Lemma 2.22, we
have a positive constant C3 such that the operator norms of T(H,G)F t− id are dominated by C3
(‖H‖0+ ‖G‖0)
for any (H,G) ∈ Hǫ × Gǫ. The constant C3 may depend only on C0, and the estimate is uniform for t. By the
inverse function theorem (see [8], for instance), there exist positive constants ǫ10 and C10, depending only on
C0, with the following property:
• For any t ≥ 0 and any B ∈ C0([0, 1],Mr(C)1) such that ‖B‖0 ≤ ǫ10, we have a unique (Ht, Gt) ∈ Hǫ×Gǫ
such that F t(Ht, Gt) = B and that ‖Ht‖0 + ‖Gt‖0 ≤ C10‖B‖0.
By setting Gt := (T(0,0)J
t)−1G
t
, we obtain the claim of Corollary 2.23. We also finish the proof of Proposition
2.18.
2.5 Appendix: The case of Hermitian-Einstein metrics
For R > 0, we set ∆(R) :=
{
z ∈ C ∣∣ |z| < R}. Let (E, ∂E , θ) be a Higgs bundle of rank r on ∆(R). We fix
a Hermitian metric hdet(E) of det(E). Let h be a Hermitian-Einstein metric of (E, ∂E , θ) such that det(h) =
hdet(E), i.e., R(h)
⊥ + [θ, θ†h] = 0, where R(h)
⊥ denotes the trace-free part of the curvature R(h). We have an
obvious generalization of the results in §2.1 and §2.2, which we state explicitly in this subsection.
We have a C∞-function ν such that ∂∂ν = R(hdet(E))/r such that the L
p
2-norm of ν is dominated by
C0,p‖R(hdet(E))‖∞ (p > 1), where ‖R(hdet(E))‖∞ denotes the sup norm of R(hdet(E)) with respect to the
Euclidean metric, and C0,p denotes the constant depending on p and the radius R. Then, the metric h˜ = he
−ν
is a harmonic metric for the Higgs bundle (E, ∂E , θ). Note that h and h˜ induce the same metrics on the vector
bundles End(E)⊗ Ωp,q.
We have the description θ = f dz. Let M be the constant as in §2.1.1. We obtain the following from
Proposition 2.1.
Corollary 2.24 Fix 0 < R1 < R. Then, we have C1, C2 > 0 depending only on r, R1, R such that |f |h ≤
C1M + C2 holds on ∆(R1).
We impose the conditions as in Assumption 2.2. We obtain the following from Proposition 2.3.
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Corollary 2.25 Let R1 be as in Proposition 2.1. Fix 0 < R2 < R1. There exist positive constants ǫ0 and C11
depending only on R, R1, R2, r and C10, such that |ρα|h ≤ C11 exp(−ǫ0d) on ∆(R2).
We impose the condition that rankEα = 1 as in §2.2. We have R(h˜) = R(h)⊥ and θ†h = θ†h˜. Hence, we obtain
the following from Theorem 2.9.
Corollary 2.26 There exist positive constants C30 and ǫ30, depending only on R, R1, R2, r and C10 such that∣∣R(h)⊥∣∣
h,gC
=
∣∣[θ, θ†h]∣∣h,gC ≤ C30 exp(−ǫ30d) on ∆(R2).
Because h and h˜ give the same connection on End(E) as the Chern connections, we obtain the following
from Proposition 2.10 and Proposition 2.11.
Corollary 2.27 Take 0 < R3 < R2. There exist positive constants ǫ40 and C40 depending only on R, R1,
R2, R3, r and C10 such that
∣∣∂E,hπα∣∣h,gC = ∣∣∂Eπ†α∣∣h,gC ≤ C40 exp(−ǫ40d) and ∣∣∂Eπ′α∣∣h,gC = ∣∣∂E,hπ′α∣∣h,gC ≤
C40 exp(−ǫ40d) on ∆(R3).
Let hα (resp. h0,α) denote the restriction of h (resp. h˜) to Lα. Because hα = h˜αe
ν/r, we obtain the following
from Proposition 2.12.
Corollary 2.28 We have a positive constant C60 depending only on R, R1, R2, R3, r and C10 such that∣∣R(hα)−R(hdet(E))/r∣∣hα,gC ≤ C60 exp(−ǫ40d) on ∆(R3).
We have the projectively flat connection D1 := ∂E + ∂E,h + θ + θ
†
h induced by h. We also have the flat
connection D˜1 := ∂E + ∂E,h˜ + θ + θ
†
h˜
. They are related as D1 = D˜1 + ∂ν · idE . We have the Chern connections
∂α + ∂α,h on Eα induced by hα. Similarly, we have the Chern connections ∂α + ∂α,h˜ on Eα induced by h˜α.
They are related as ∂α,h = ∂α,h˜ + ∂ν · idEα . Hence, we obtain the following from Corollary 2.13.
Corollary 2.29 We set D10 :=
⊕(
∂α + ∂α,h + (gαdz + gαdz) · idEα
)
as in §2.2.4. Then, there exists a positive
constant C70, depending only on R, R1, R2, R3, r and C10 such that
∣∣D1 − D10∣∣h,gC ≤ C70 exp(−ǫ40d) holds on
∆(R3).
We also have an obvious generalization of the estimates of the higher derivatives in §2.2.5, which we omit
to describe.
3 Local models
3.1 Review on unramifiedly good filtered Higgs bundles
3.1.1 Filtered bundles on curves
Let X be a complex curve with a discrete subset D. We recall the concept of filtered bundles on (X,D) [20].
Let RD denote the set of maps D −→ R. Elements of RD are denoted by a = (aP |P ∈ D). Let OX(∗D) be the
sheaf of meromorphic functions on X whose poles are contained in D. Let E be a locally free OX(∗D)-module
of rank r. A filtered bundle over E is a family of coherent OX -submodules P∗E =
(PaE ⊂ E ∣∣a ∈ RD) with the
following property.
• PaE are lattices of E , i.e., PaE ⊗OX OX(∗D) = E .
• The stalk of PaE at P ∈ D depends only on aP ∈ R. We denote it by PPaP (EP ).
• We have PPa (EP ) ⊂ PPb (EP ) for a ≤ b. For any a ∈ R, there exists ǫ > 0 such that PPa (EP ) = PPa+ǫ(EP ).
• For n ∈ Z, we have PPa (EP )⊗OX,P OX(nP )P = PPa+n(EP ).
Such P∗E is called a filtered bundle over E on (X,D). For any OX(∗D)-submodule G ⊂ E , we have the induced
filtered bundle P∗G over G given by PaG = PaE ∩ G in E .
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Parabolic structure Let P∗E be a filtered bundle on (X,D). Let 0 ∈ RD denote the element such that the
P -th component of 0 are 0 for any P ∈ D. We have the locally free OX -module P0E on X . For each Q ∈ X ,
let P0E|Q denote the fiber of the vector bundle P0E over Q. For P ∈ D and for −1 < a ≤ 0, we set
FPa (P0E|P ) := Im
(
PPa (EP ) −→ P0E|P
)
.
In this way, we obtain a filtration FP of P0E|P indexed by {−1 < a ≤ 0}. We have FP0 (P0E|P ) = P0E|P . Note
that we have the natural identification P0E|P ≃ PP0 (EP )
/PP−1(EP ) because PPa+n(E) = PPa (E)⊗OX,P OX,P (nP ),
and hence we have FP−1(P0E|P ) = 0. For any −1 < a ≤ 0, there exists ǫ > 0 such that FPa (P0E|P ) = FPa+ǫP0E|P .
Such a family of filtrations (FP |P ∈ D) is called a parabolic structure on the vector bundle P0E along D.
We can easily observe that filtered bundles on (X,D) are equivalent to vector bundles on X with a parabolic
structure along D.
3.1.2 Unramifiedly good filtered Higgs bundles
Let X and D be as in §3.1.1. Let P∗E be a filtered bundle on (X,D). Let θ be a Higgs field of E , i.e., θ is
a holomorphic section of End(E) ⊗ Ω1X . The filtered bundle with a Higgs field (P∗E , θ) is called unramifiedly
good at P , if the following holds.
• We have a finite subset I(P ) ⊂ OX(∗D)P and a decomposition of the stalk PPa EP =
⊕
a∈I(P )PPa EP,a
such that
(θ − da id)PPa EP,a ⊂ PPa EP,a ⊗ Ω1X(logD)P .
Here, da denotes the exterior derivative of a ∈ I(P ) ⊂ OX(∗D)P . We have PPa EP,a ⊂ PPb EP,a for a ≤ b.
The induced map I(P ) −→ OX(∗D)P /OX,P is assumed to be injective.
If (P∗E , θ) is unramifiedly good at any P ∈ D, it is called an unramifiedly good filtered Higgs bundle.
Remark 3.1 More generally, a filtered bundle with a Higgs field (P∗E , θ) is called good at P if we have a
neighbourhood XP of P , a Galois covering map X
′
P −→ XP ramified along P , and an unramifiedly good filtered
Higgs bundle (PP∗ E ′, θ′) on (X ′P , π−1(P )) such that (P∗E , θ)|XP is the descent of (PP∗ E ′, θ′). In this paper, we
consider only unramified ones.
3.1.3 Unramified wild harmonic bundles and the associated unramifiedly good filtered Higgs
bundles
Let X and D be as in §3.1.1. Let (E, ∂E , θ, h) be a harmonic bundle on X \D. It is called wild and unramified
over (X,D) if the following holds for any P ∈ D.
• Let (UP , z) be a holomorphic coordinate neighbourhood of P in X with z(P ) = 0. Then, we have a finite
subset I(P ) ⊂ z−1C[z−1] and a decomposition
(E, ∂E , θ)|UP \{P} =
⊕
a∈I(P )
(Ea, ∂Ea , θa),
and the coefficients aa,j(z) of the characteristic polynomials det(t id−ga) =
∑
aa,j(z)t
j are holomorphic
at z = 0, where ga ∈ End(Ea) are determined by θa − da idEa = ga dz/z.
A unramified wild harmonic bundle is called tame if I(P ) = {0} in OX(∗D)P /OX,P at each P ∈ D.
The tame case of the following proposition was established in [20], and generalized to the wild case in [16].
Proposition 3.2 Let (E, ∂E , θ, h) be an unramified wild harmonic bundle on (X,D). Then, we have an un-
ramifiedly good filtered Higgs bundle (Ph∗E, θ) on (X,D) with the following property.
• We have (Ph
a
E, θ)|X\D = (E, θ) for any a ∈ RD.
• Let U be any open subset of X. Let f be a holomorphic section of E on U \D. Then, f is a section of
Ph
a
E on U if and only if |f |h = O(|zP |−aP−ǫ) for any ǫ > 0 around each P ∈ U ∩D, where zP denotes a
holomorphic coordinate around P with zP (P ) = 0.
In this situation, h is called adapted to the filtered bundle Ph∗E.
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3.1.4 Filtered Higgs bundles on compact Riemann surfaces
Suppose that X is a compact connected Riemann surface with a finite subset D. Let (P∗E , θ) be an unramifiedly
good filtered Higgs bundle on (X,D). Let G ⊂ E be any locally free OX(∗D)-submodule. We set PaG := PaE∩G
in E for any a ∈ RD, and then we obtain a filtered bundle P∗G over G. The degree of P∗G is defined as follows
[9, 10] for any b ∈ RD:
deg(P∗G) = deg(PbG)−
∑
P∈D
∑
bP−1<a≤bP
a · dimC
(PPa (GP )/PP<a(GP )) (21)
Here, we set PP<a(GP ) =
⋃
c<aPPc (GP ), and we regard PPa (GP )
/PP<a(GP ) as finite dimensional C-vector spaces
in a natural way. It is easy to see that the right hand side of (21) is independent of the choice of b. The
unramifiedly good filtered Higgs bundle (P∗E , θ) is called stable (resp. semistable) if the following inequality
holds for any locally free OX(∗D)-submodule G ⊂ E with (i) θG ⊂ G ⊗ Ω1X , (ii) 0 < rankG < rank E :
deg(P∗G)
rankG <
deg(P∗E)
rank E
(
resp.
deg(P∗G)
rankG ≤
deg(P∗E)
rank E
)
The unramifiedly good filtered Higgs bundle (P∗E , θ) on (X,D) is called polystable if it is the direct sum of
stable ones (P∗Ei, θi) (i = 1, . . . ,m) with deg(P∗Ei) = deg(P∗E). In the following proposition, the tame case
was proved by Simpson [20], and see [16] for the wild case, for example.
Proposition 3.3 Let (E, ∂E , θ, h) be an unramifiedly good wild harmonic bundle on (X,D). Then, the associ-
ated filtered bundle (Ph∗E, θ) on (X,D) is poly-stable with deg(Ph∗E) = 0.
In the following proposition, the tame case was proved by Simpson [20], and the wild case was proved by
Biquard and Boalch [2].
Proposition 3.4 Let (P∗E , θ) be an unramifiedly good filtered Higgs bundle on (X,D) with deg(P∗E) = 0. If
(P∗E , θ) is stable, we have a harmonic metric h of (E, θ) = (E , θ)|X\D with an isomorphism (Ph∗E, θ) ≃ (P∗E , θ).
Such a metric h is unique up to the multiplication of positive constants.
3.1.5 Filtered bundles of rank one on curves
Let X be any complex curve with a discrete subset D. Let L be a line bundle on X . Suppose that a tuple
of real numbers b = (bP |P ∈ D) is attached. Then, we have the filtered bundle Pb∗L over the meromorphic
bundle L(∗D) given as follows. For a = (aP |P ∈ D) ∈ RD, we have the integers n(aP ) (P ∈ D) such that
aP − 1 < n(aP ) + bP ≤ aP , and we set
PbaL := L
(∑
P∈D
n(aP )P
)
.
If X is compact, we have deg(Pb∗L) = deg(L)−
∑
P∈D bP .
3.1.6 Comparison of filtered bundles
Let X be a compact connected Riemann surface with a finite subset D. Let P∗E be a filtered bundle over a
locally free OX(∗D)-module E on (X,D). Fix a point P ∈ D. Set D1 := D \ P . For any b ∈ R, let PPb E
denote the OX(∗D1)-module such that PPb E(∗P ) = E and the stalk of PPb E at P is PPb (EP ). For any b ∈ R and
c ∈ RD1 , we set Pc(PPb E) := P(b,c)E . For any b ∈ R, we have the filtered bundle P∗(PPb E) =
(PcPPb E ∣∣ c ∈ RD1)
over PPb E on (X,D1).
We have the set
{
a
∣∣ 0 < a ≤ 1, PPa (EP )/PP<a(EP ) 6= 0} = {a1, . . . , aℓ}. We assume ai < ai+1. The following
observation is given in [9].
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Lemma 3.5 We have the following equality:∫ 1
0
deg
(P∗(PPb E)) db = deg(P∗(PP0 E))− ℓ∑
i=1
(ai − 1) dim
(PPai(EP )/PP<ai(EP )) (22)
Here, we regard deg
(P∗(PPb E)) as a measurable function in variable b. In particular, we have deg(P∗E) =∫ 1
0 deg
(P∗(PPb E)) db.
Proof We obtain (22) by a direct computation. Because PPai(EP )/PP<ai(EP ) ≃ PPai−1(EP )/PP<ai−1(EP ), we can
observe the right hand side of (22) is equal to deg(P∗E).
We recall a lemma for the comparison of filtered bundles for the convenience of the readers.
Lemma 3.6 Let E be a locally free OX(∗D)-module. Let P i∗E (i = 1, 2) be filtered bundles over E such that
P1
a
E ⊂ P2
a
E for any a ∈ RD. If deg(P1∗E) = deg(P2∗E), then we have P1aE = P2aE for any a ∈ RD.
Proof We use an induction on |D|. If D = ∅, the claim is clear. Take P ∈ D, and set D1 := D \ {P}. We
obtain the filtered bundles P i∗PPb E (i = 1, 2) for any b ∈ R as above. By using Lemma 3.5, we can easily deduce
deg
(P1∗(PPb E)) = deg(P2∗ (PPb E)) for any b ∈ R from the equality deg(P1∗E) = deg(P2∗E). By the hypothesis of
the induction, we obtain P1c (PPb E) = P2c (PPb E) for any c. Then, the claim of the lemma follows.
3.2 Filtered Higgs bundles of rank 2 on (P1,∞)
Let ζ be the standard coordinate on C ⊂ P1. We set V˜ = OP1(∗∞)v˜1 ⊕OP1(∗∞)v˜2. Take a non-zero complex
number α and a positive integer m. We have the Higgs field θ˜ on V˜ given by
θ˜(v˜1, v˜2) = (v˜1, v˜2)
(
αζmdζ 0
0 −αζmdζ
)
.
Fix 0 ≤ ℓ ≤ m. Let E˜ℓ ⊂ V˜ be the OP1(∗∞)-submodule generated by e˜1 = v˜1 + v˜2 and e˜2 = ζℓv˜2. Because
θ˜(E˜ℓ) ⊂ E˜ℓ ⊗ Ω1P1 , we obtain the meromorphic Higgs bundle (E˜ℓ, θ˜). We have
θ˜(e˜1, e˜2) = (e˜1, e˜2)
(
αζmdζ 0
−2αζm−ℓdζ −αζmdζ
)
.
Take c ∈ R, and set c1 := c and c2 := −c − ℓ. We have the parabolic Higgs bundle (Pc∗E˜ℓ, θ˜) on (P1,∞)
with deg(Pc∗E˜ℓ) = 0 given as follows
Pcb (E˜ℓ)|P1\{∞} =
(
OP1([b− c1]∞)v˜1 ⊕OP1([b − c2]∞)v˜2
)
|P1\{∞}
Here, [x] := max{n ∈ Z |n ≤ x}. We shall impose that c1 ≥ c2, i.e., c ≥ −ℓ/2.
3.2.1 Stability condition
We set Li := OP1(∗∞)v˜i ⊂ V˜ (i = 1, 2). We have E˜ℓ ∩ Li = OP1(∗∞) · ζℓv˜i. We have the induced parabolic
bundle Pc∗(E˜ℓ ∩Li). We have deg
(Pc∗(E˜ℓ ∩Li)) = −ℓ− ci. Hence, (Pc∗E˜ℓ, θ˜) is stable if and only if −ℓ− ci < 0
(i = 1, 2), i.e., ci < 0 (i = 1, 2). We also have that (Pc∗E˜ℓ, θ˜) is semistable if and only if −ℓ − c1 = 0 or
−ℓ− c2 = 0, i.e., c1 = 0,−ℓ. Under the assumption c1 ≥ c2, the semistability is equivalent to c1 = 0.
3.2.2 The determinant bundles
We have det(E˜ℓ) = OP1(∗∞)·e˜1∧e˜2 = OP1(∗∞)·ζℓv˜1∧v˜2. The induced filtered bundle det(Pc∗E˜ℓ, θ˜) over det(E˜ℓ)
is equal to P0∗
(OP1 ·e˜1∧e˜2), where P0b (OP1 ·e˜1∧e˜2) = OP1([b])·e˜1∧e˜2 for [b] := max{n ∈ Z |n ≤ b}. In particular,
they are independent of c. We fix the Hermitian metric hdet(E˜ℓ) of det(E˜ℓ) given by hdet(E˜ℓ)
(
e˜1∧ e˜2, e˜1∧ e˜2
)
= 1.
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3.2.3 Harmonic metrics in the case ℓ = 0
If ℓ = 0, (Pc∗E˜0, θ˜) cannot be stable. And, (Pc∗E˜0, θ˜) is semistable if and only if c = 0. Indeed, it is polystable
in that case, i.e., we have the decomposition (P0∗ E˜0, θ˜) = (P0∗L1, θ˜1) ⊕ (P0∗L2, θ˜2), where θ˜1 and θ˜2 are the
multiplications of αζmdζ and −αζmdζ, respectively. We have the harmonic metrics hLi for (P0∗Li, θ˜i). We
impose hL1 ⊗ hL2 = hdet(E˜0). Then, we have a harmonic metric hE˜0 = hL1 ⊕ hL2 for (P0∗ E˜0, θ˜). Note that we
have an ambiguity given by automorphisms of (P0∗ E˜0, θ˜), i.e., for any α > 0, αhL1 ⊕ α−1hL2 is also a harmonic
metric for (P0∗ E˜0, θ˜). We also note that hLi(v˜i, v˜i) are constants.
3.2.4 Harmonic metrics in the case ℓ > 0 and their homogeneous property
Suppose that ℓ > 0. According to Proposition 3.4, if the unramifiedly good filtered Higgs bundle (Pc∗E˜ℓ, θ˜) is
stable, i.e., −ℓ < c < 0, we have the harmonic metric hc,ℓ of (E˜ℓ, θ˜)|C adapted to the filtered Higgs bundle
(Pc∗E˜ℓ, θ˜) such that det(hc,ℓ) = hdet E˜ℓ .
For any τ ∈ C∗, let ϕτ : P1 −→ P1 be given by ϕτ (ζ) = τ2ζ. We have the isomorphism Φτ : ϕ∗τ E˜ℓ ≃ E˜ℓ
given by τ ℓϕ∗τ e˜1 ←→ e˜1 and τ−ℓϕ∗τ e˜2 ←→ e˜2. Under the isomorphism, we have τ ℓϕ∗τ v˜i ←→ v˜i (i = 1, 2).
Hence, Φτ induces an isomorphism of the filtered bundles ϕ
∗
τP∗E˜ℓ ≃ P∗E˜ℓ. Under the isomorphism, we have
ϕ∗τ θ˜ = τ
2(m+1)θ˜. Hence, the Hermitian metric ϕ∗τhc,ℓ gives a harmonic metric of (Pc∗E˜ℓ, τ2(m+1)θ˜). Note that
detϕ∗hc,ℓ = hdet E˜ℓ .
Proposition 3.7 If |τ | = 1, we have ϕ∗τhc,ℓ = hc,ℓ.
Proof If |τ | = 1, both the Hermitian metrics ϕ∗τhc,ℓ and hc,ℓ are harmonic metrics of (E˜ℓ, θ˜). They are adapted
to the filtered bundle Pc∗E˜ℓ, and they satisfy det(hc,ℓ) = det(ϕ∗τhc,ℓ) = hdet E˜ℓ . Hence, we have hc,ℓ = ϕ∗τhc,ℓ by
the uniqueness.
Corollary 3.8 The functions hc,ℓ(e˜i, e˜i) (i = 1, 2) depend only on |ζ|. The function ζ−ℓhc,ℓ(e˜1, e˜2) depend only
on |ζ|. The functions hc,ℓ(v˜i, v˜j) (i, j ∈ {1, 2}) depend only on |ζ|.
Remark 3.9 We clearly have the homogeneous property of the harmonic metrics such as Corollary 3.8 even in
the case ℓ = 0.
3.2.5 The norms of v˜j
By the norm estimate of wild harmonic bundles [16], we have constants Ci,c > 0 (i = 1, 2) depending on c such
that C1,c|ζ|cj ≤
∣∣v˜j∣∣hc,ℓ ≤ C2,c|ζ|cj , where c1 = c and c2 = −c− ℓ. Let us refine it in our situation.
Proposition 3.10 There exist positive constants bc, C3 and ǫ3 such that the following holds on {|ζ| > 1}:∣∣∣log |v˜1|hc,ℓ − log(bc|ζ|c1)∣∣∣ ≤ C3 exp(−ǫ3|ζ|m+1) (23)∣∣∣log |v˜2|hc,ℓ − log(b−1c |ζ|c2)∣∣∣ ≤ C3 exp(−ǫ3|ζ|m+1) (24)∣∣∣ζ∂ζ log |v˜i|hc,ℓ − ci/2∣∣∣ ≤ C3 exp(−ǫ3|ζ|m+1) (i = 1, 2) (25)
Here, bc may depend on c , but C3 and ǫ3 are independent of c.
Proof Let η := ζ−1 be the coordinate around ∞. Set U∞ = {|η| ≤ 1} ⊂ P1.
Lemma 3.11 There exist C4 > 0 and ǫ4 > 0 which are independent of c, such that the following holds on
U∞ \ {∞}: ∣∣∣∂η∂η(log |v˜j |hc,ℓ)∣∣∣ ≤ C4 exp(−ǫ4|η|−m−1)
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Proof Let hLj,c,ℓ denote the restriction of hc,ℓ to Lj . Let R(hLj ,c,ℓ) denote the curvature of the Chern
connection of (Lj , hLj,c,ℓ). Let gC be the Euclidean metric dζ dζ. By Proposition 2.12, we have positive
constants C5 and ǫ5 which are independent of c, such that the following holds:∣∣R(hLj ,c,ℓ)∣∣hLj,c,ℓ,gC ≤ C5 exp(−ǫ5|ζ|m+1)
Because ∂∂ log
∣∣v˜j∣∣hc,ℓ = R(hLj,c,ℓ), we obtain the claim of the lemma.
We set Yη˜ :=
{
η˜ ∈ C ∣∣ |η˜| < 1}. For any κ < 1, we have the isomorphism Ψκ : Yη˜ −→ {|η| < κ} given by
Ψκ(η˜) = κη˜. We have the following on Yη˜ \ {0}:∣∣∂η˜∂η˜Ψ∗κ(log |v˜1|hc,ℓ)∣∣ ≤ C4κ2 exp(−ǫ4κ−m−1|η˜|−m−1)
Take a large p > 1. For each c and κ, we can take an R-valued Lp2-function Gκ,c on a neighbourhood of the
closure of Yη˜ such that (i) Gκ,c is a function of |η|, (ii) there exist positive constants C6 and ǫ6 such that the
Lp2-norm of Gκ,c on Yη˜ is dominated by C6 exp(−ǫ6κ−m−1), (iii) Gκ,c(0) = 0, (iv) the following holds on Yη˜:
∂η˜∂η˜
(
Ψ∗κ(log |v˜1|hc,ℓ)−Gκ,c
)
= 0
Because Ψ∗κ(log |v˜1|hc,ℓ) − Gκ,c − log |η˜|−c1 is bounded, we have a holomorphic function gκ,c on Yη˜ such that
Ψ∗κ(log |v˜1|hc,ℓ) −Gκ,c − log |η˜|−c1 = Re(gκ,c). Because Ψ∗κ(log |v˜1|hc,ℓ) −Gκ,c − log |η˜|−c1 depends only on |η|,
we obtain that gκ,c is constant. We also obtain
η˜∂η˜Ψ
∗
κ(log |v˜1|hc,ℓ) + c1/2− η˜∂η˜Gκ,c = 0.
Hence, on {|η| < κ}, the function log |v˜1|hc,ℓ − (Ψ−1κ )∗Gκ,c − log |η|−c1 is a constant. We have positive
constants C7 and ǫ7 such that the following holds on {κ/2 < |η| < κ}:∣∣(Ψ−1κ )∗Gκ,c∣∣ ≤ C7 exp(−ǫ7|η|−m−1)∣∣η∂η(Ψ−1κ )∗Gκ,c∣∣ ≤ C7 exp(−ǫ7|η|−m−1)
We also obtain that the function F := log |v˜1|hc,ℓ − log |η|−c1 gives a continuous function on {|η| < 1}. We
set bc := exp(F (0)). Then, we obtain (23), and (25) for i = 1. By using
∣∣v˜1 ∧ v˜2∣∣hc,ℓ = |ζ|−ℓ and the estimate
(26) below, we obtain the estimate (24). We also obtain (25) for i = 2 with a similar argument.
3.2.6 Asymptotic orthogonality and some complements
As studied in [16], we have the following estimate on {|ζ| ≥ 1}, which also follows from Corollary 2.6:∣∣hc,ℓ(v˜1, v˜2)∣∣ ≤ K exp(−δ|ζ|m+1) · ∣∣v˜1∣∣hc,ℓ · ∣∣v˜2∣∣hc,ℓ ≤ K ′ exp(−δ|ζ|m+1) (26)
Here, K, K ′ and δ are positive constants which are independent of c.
Let ∂c,ℓ denote the holomorphic structure of E˜ℓ. Let ∂c,ℓ denote the (1, 0)-part of the Chern connection of
(E˜ℓ, hc,ℓ). Let gC denote the Euclidean metric of Cζ .
Lemma 3.12 We have positive constants K1 which are independent of c, such that
∣∣ζ∂c,ℓv˜i∣∣hc,ℓ,gC ≤ K1 · |v˜i|hc,ℓ
on {|ζ| ≥ 1}.
Proof In this proof, the constants Ki and δi are independent of c. To simplify the description, we denote hc,ℓ
by h. By the asymptotic orthogonality (26), we have a positive constant K2 such that the following holds on
{|ζ| ≥ 1}: ∣∣∂c,ℓv˜1∣∣h,gC ≤ K2(|v˜1|−1h · ∣∣h(∂c,ℓv˜1, v˜1)∣∣gC + |v˜2|−1h · ∣∣h(∂c,ℓv˜1, v˜2)∣∣gC)
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By Proposition 3.10, we have a constant K3 > 0 such that the following holds on {|ζ| ≥ 1}:
|v˜1|−1h
∣∣h(∂c,ℓv˜1, v˜1)∣∣gC = |v˜1|h · ∣∣∣∂ log |v˜1|2h∣∣∣gC ≤ K3|v˜1|h · |ζ|−1
Let π1 denote the projection of V˜ = L1 ⊕ L2 onto L1. We also have the following on {|ζ| ≥ 1}:
|v˜2|−1h ·
∣∣h(∂c,ℓv˜1, v˜2)∣∣gC ≤ |v˜2|−1h · ∣∣h((∂c,ℓπ1) · v˜1, v˜2)∣∣+ |v˜2|−1h · ∣∣h(π1(∂c,ℓv˜1), v˜2)∣∣ (27)
By Proposition 2.10, we have positive constants K4 and δ4 such that∣∣∂c,ℓπ1∣∣h,gC ≤ K4 exp(−δ4|ζ|m+1). (28)
By (26) and Proposition 2.3, we have positive constants K5 and δ5 such that∣∣h(π1(∂c,ℓv˜1), v˜2)∣∣ ≤ K5 exp(−δ5|ζ|m+1)∣∣∂c,ℓv˜1∣∣h,gC · ∣∣v˜2∣∣h. (29)
Hence, we obtain the following on {|ζ| ≥ 1}:∣∣∂c,ℓv˜1∣∣h,gC ≤ K2(K3|ζ|−1 +K4 exp(−δ4|ζ|m+1))|v˜1|h +K2K5 exp(−δ5|ζ|m+1)∣∣∂c,ℓv˜1∣∣h,gC
Hence, we obtain the desired estimate for ∂c,ℓv˜1. Similarly, we obtain the estimate for ∂c,ℓv˜2.
Lemma 3.13 We have positive constants K6 and δ6 which are independent of c, such that the following holds:∣∣∣∂ζhc,ℓ(v˜1, v˜2)∣∣∣ ≤ K6 exp(−δ6|ζ|m+1), ∣∣∣∂ζhc,ℓ(v˜1, v˜2)∣∣∣ ≤ K6 exp(−δ6|ζ|m+1),∣∣∣∂ζ∂ζhc,ℓ(v˜1, v˜2)∣∣∣ ≤ K6 exp(−δ6|ζ|m+1).
Proof In this proof, the constants Ki and δi are independent of c. We obtain the estimate for ∂ζhc,ℓ(v˜1, v˜2)
from (27–29) and Lemma 3.12. We obtain the estimate for ∂ζhc,ℓ(v˜1, v˜2) in a similar way. Let R(hc,ℓ) denote
the curvature of (E˜ℓ, hc,ℓ). We have the following:
∂∂hc,ℓ(v˜1, v˜2) = hc,ℓ(∂c,ℓv˜1, ∂c,ℓv˜2) + hc,ℓ(v˜1, R(hc,ℓ)v˜2)
We have positive constants K7 and δ7 such that |R(hc,ℓ)|hc,ℓ,gC ≤ K7 exp(−δn|ζ|m+1). Hence, we have∣∣hc,ℓ(v˜1, R(hc,ℓ)v˜2)∣∣gC ≤ K8 exp(−δ8|ζ|m+1)
for positive constants K8 and δ8. Let πi denote the projection of V˜ = L1 ⊕ L2 to Li. We have the following:
hc,ℓ(∂c,ℓv˜1, ∂c,ℓv˜2) = hc,ℓ
(
π1(∂c,ℓv˜1), π2(∂c,ℓv˜2)
)
+ hc,ℓ
(
(∂c,ℓπ1)v˜1, π2(∂c,ℓv˜2)
)
+ hc,ℓ
(
π1(∂c,ℓv˜1), (∂c,ℓπ2)v˜2
)
+ hc,ℓ
(
(∂c,ℓπ1)v˜1, (∂c,ℓπ2)v˜2
)
(30)
Hence, as in the case of the estimate for hc,ℓ(∂c,ℓv˜1, v˜2), we have positive constants K9 and δ9 such that∣∣hc,ℓ(∂c,ℓv˜1, ∂c,ℓv˜2)∣∣gC ≤ K9 exp(−δ9|ζ|m+1). Thus, we obtain the desired estimate for ∂ζ∂ζhc,ℓ(v˜1, v˜2).
3.2.7 Convergence of some sequences
Set t := τ2(m+1) for τ ∈ C∗. We use the notation in §3.2.4. We have the family of the harmonic metrics
ht,c,ℓ := ϕ
∗
τhc,ℓ for (Pc∗E˜ℓ, tθ˜) satisfying det(ht,c,ℓ) = hdet(E).
Under the isomorphism Φτ : ϕ
∗
τ E˜ℓ ≃ E˜ℓ, we have τ ℓϕ∗τ v˜i ←→ v˜i (i = 1, 2). Take any T > 0. We have
positive constants C and ǫ, which are independent of c and T , such that the following holds on {|ζ| ≥ T } for
any t satisfying |t| > T−1:∣∣∣log∣∣v˜1∣∣ht,c,ℓ − log(bc|t|(ℓ+2c)/2(m+1)|ζ|c)∣∣∣ ≤ C exp(−ǫ|ζ|m+1|t|)
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∣∣∣log∣∣v˜2∣∣ht,c,ℓ − log(b−1c |t|−(ℓ+2c)/2(m+1)|ζ|−c−ℓ)∣∣∣ ≤ C exp(−ǫ|ζ|m+1|t|)∣∣∣ht,c,ℓ(v˜1, v˜2)∣∣∣ ≤ C exp(−ǫ|ζ|m+1|t|) · ∣∣v˜1∣∣ht,c,ℓ · ∣∣v˜2∣∣ht,c,ℓ∣∣R(ht,c,ℓ)∣∣ht,c,ℓ,gC ≤ C exp(−ǫ|ζ|m+1|t|)
Here, gC denote the standard Euclidean metric on C.
Let hlimc,ℓ be the Hermitian metric of V˜|C∗ given by
hlimc,ℓ (v˜1, v˜1) = |ζ|2c, hlimc,ℓ (v˜2, v˜2) = |ζ|−2c−2ℓ, hlimc,ℓ (v˜1, v˜2) = 0.
For any γ > 0, the automorphism Ψγ on V˜|C∗ is given by Ψγ = γ idL1 ⊕γ−1 idL2 . We define Ψ∗γht,c,ℓ(u1, u2) :=
ht,c,ℓ(Ψγu1,Ψγu2). The following is clear.
Proposition 3.14 Set γ(t) := b−1c t
−(ℓ+2c)/2(m+1). Then, we have the convergence lim|t|→∞Ψ∗γ(t)ht,c,ℓ = h
lim
c,ℓ
on C∗. For any fixed T > 0, we have a constant δT > 0 depending on T , such that the order of the convergence
is exp(−δT |t|) on {|ζ| ≥ T }.
3.3 Family of harmonic metrics in the case ℓ > 0
We continue to use the notation in §3.2. We study the dependence of the harmonic metrics hc,ℓ on c in the case
ℓ > 0.
3.3.1 Continuity of bc with respect to the parabolic weights
Proposition 3.15 bc is continuous with respect to c.
Proof Fix −ℓ < c0 < 0. It is enough to study the continuity at c0. We give a preliminary. Take a neighbour-
hood U of c0. We have a family of Hermitian metrics h0c,ℓ (c ∈ U) of E˜ℓ satisfying the following conditions:
• We have h0c0,ℓ = hc0,ℓ on C.
• We have h0c,ℓ(v˜1, v˜2) = hc0,ℓ(v˜1, v˜2), h0c,ℓ(v˜1, v˜1) = hc0,ℓ(v˜1, v˜1)|ζ|c−c
0
and h0c,ℓ(v˜2, v˜2) = hc0,ℓ(v˜2, v˜2)|ζ|c
0−c
on {|ζ| ≥ 1}.
• ∣∣v˜1 ∧ v˜2∣∣h0
c,ℓ
= |ζ|ℓ.
• We have limc→c0 h0c,ℓ = h0c0,ℓ in the C∞-sense on any compact subset in C.
Note that the conditions are compatible on
{|ζ| ≥ 1}. We fix a C∞-Ka¨hler metric gP1 of P1.
Lemma 3.16 We have a constant C > 0 such that the following holds on P1 \ {∞} for any c ∈ U :∣∣R(h0c,ℓ)∣∣h0
c,ℓ
,g
P1
≤ C, ∣∣[θ˜, θ˜†
h0
c,ℓ
]
∣∣
h0
c,ℓ
,g
P1
≤ C
Proof In the proof, Ci and ǫi are positive constants, which are independent of c. It is enough to consider the
issue on
{|ζ| ≥ 1}. The estimate for [θ˜, θ˜†
h0
c,ℓ
] follows from (26) and the construction of h0c,ℓ. Let us study the
estimate for R(h0c,ℓ).
Let H be the M2(C)-valued function on {|ζ| ≥ 1} given by Hij = hc0,ℓ(v˜i, v˜j). By Lemma 3.13, we have
positive constants C1 and ǫ1 such that the following holds:∣∣∂H12∣∣g
P1
≤ C1 exp(−ǫ1|η|−m−1),
∣∣∂H21∣∣g
P1
≤ C1 exp(−ǫ1|η|−m−1),
Set c01 = c
0 and c02 = −c0 − ℓ. By Lemma 3.12, we have a positive constant C2 such that the following holds:∣∣∂Hii∣∣g
P1
≤ C2|η|−2c0i−1 (i = 1, 2)
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Let Γc be the M2(C)-valued function given as Γc,11 = |ζ|c−c0 , Γc,22 = |ζ|c0−c, and Γc,ij = 0 (i 6= j). Then,
R(h0c,ℓ) on {|ζ| ≥ 1} is represented by the following matrix with respect to the frame (v˜1, v˜2):
∂
(
(ΓcHΓc)
−1∂(ΓcHΓc)
)
= ∂(Γ−1c H
−1
) · Γ−1c ∂Γ ·HΓc − Γ−1c H
−1
(Γ−1c ∂Γc)∂(HΓ)
+ ∂Γ−1c (H
−1
∂H)Γc − Γ−1c H
−1
∂H · ∂Γc + Γ−1c ∂(H
−1
∂H) · Γc (31)
Because
∣∣R(hc0,ℓ)∣∣hc0,ℓ,gP1 ≤ C3 exp(−ǫ3|η|−m−1), we have∣∣∂(H−1∂H)∣∣
g
P1
≤ C4 exp(−ǫ4|η|−m−1),
and hence
∣∣Γ−1c ∂(H−1∂H) · Γc∣∣g
P1
≤ C5 exp(−ǫ5|η|−m−1). We also have
∂(Γ−1c H
−1
) · Γ−1c ∂Γc ·HΓc − Γ−1c H
−1
(Γ−1c ∂Γc)∂(HΓc) = −
[
(HΓc)
−1∂(HΓc), (HΓc)−1(Γ−1c ∂Γc)HΓc
]
(32)
Because the off-diagonal part of HΓc and ∂(HΓc) are dominated by C6 exp(−ǫ6|η|−m−1), the term (32) is
dominated by C7 exp(−ǫ7|η|−m−1) dζ dζ. Similarly,
∂Γ−1c (H
−1
∂H)Γc − Γ−1c H
−1
∂H · ∂Γc = −
[
Γ−1c ∂Γc,Γ
−1
c (H
−1
∂H)Γc
]
is dominated by C8 exp(−ǫ8|η|−m−1) dζ dζ. Then, the claim of the lemma follows.
We have the self-adjoint endomorphisms kc of (E˜ℓ, h
0
c,ℓ) determined by hc,ℓ(u1, u2) = h
0
c,ℓ(kcu1, u2). Note
that kc are bounded with respect to h
0
c,ℓ, although the estimate might depend on c at this stage. We also remark
that Tr kc(P ) ≥ 1 at any P ∈ C. The claim of Proposition 3.15 is deduced from the following proposition.
Proposition 3.17 We have the convergence kc −→ id (c→ c0) uniformly on C.
Proof Take a large p > 1. Let ‖kc‖h0
c,ℓ
,g
P1 ,L
p be the Lp-norm of kc with respect to h
0
c,ℓ and gP1. We set
sc := kc/‖kc‖h0
c,ℓ
,g
P1 ,L
p . According to [19, Lemma 3.1], we have the following inequality on C:
√−1Λg
P1
∂∂ Tr(sc) ≤
∣∣∣Λg
P1
Tr
((
R(h0c,ℓ) + [θ˜, θ˜
†
h0
c,ℓ
]
)
sc
)∣∣∣ (33)
We recall the following general lemma, which is a variant of [20, Lemma 2.2].
Lemma 3.18 Let ϕ and g be bounded R-valued C∞-functions on a punctured disc {x ∈ C | 0 < |x| < 1}.
Suppose that −∂x∂xϕ ≤ g holds on {x ∈ C | 0 < |x| < 1}. Then, the inequality holds on {x ∈ C | |x| < 1} in the
sense of distributions.
Proof We give only an outline of the proof. We take a C∞-function ρ : R −→ R≥0 satisfying ρ(t) = 1 (t ≤ 1)
and ρ(t) = 0 (t ≥ 2). For any N > 0, we set χN (x) = ρ
(−N−1 log |x|). Note that ∂χN , ∂χN and ∂∂χN are
bounded with respect to the Poincare´ metric (log |x|2)−1|x|−2dx dx, which are uniformly for N .
Let f be any R≥0-valued test function on {|x| < 1}. The claim of the lemma is the following inequality:∫
|x|<1
−ϕ∂x∂xf |dx dx| ≤
∫
|x|<1
g · f |dx dx|
By the assumption, we have
∫
|x|<1−ϕ∂x∂x(χNf) |dx dx| ≤
∫
|x|<1 g · χNf |dx dx|. It is enough to prove that
limN→∞
∫
|x|<1 ϕ
(
∂∂(χNf)− χN∂∂(f)
)
= 0. It follows from the uniform boundedness of ∂χN , ∂χN and ∂∂χN
with respect to the Poincare´ metric.
In particular, the inequality (33) holds on P1. The right hand side of (33) is uniformly bounded in Lp. We
can find Lp2-functions Mc on P
1 and constants Ci > 0 (i = 10, 11) such that the following holds for any c ∈ U :
Λg
P1
∂∂
(
Tr(sc)−Mc
) ≤ C10, sup |Mc| ≤ C11
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By [19, Proposition 2.1], we can take constants Ci > 0 (i = 12, 13) such that the following holds for any c ∈ U :
sup
P1
(
Tr(sc)−Mc
) ≤ C12 ∫
P1
∣∣Tr(sc)−Mc∣∣dvolP1 ≤ C13
Hence, we can take a constant C14 > 0 such that the following holds for any c ∈ U :
sup
P1
|sc| ≤ C14 (34)
Again, according to [19, Proposition 3.1], we have
√−1Λg
P1
∂∂ Tr(sc) =
√−1Λg
P1
Tr
(
sc
(
R(h0c,ℓ + [θ˜, θ˜
†
h0
c,ℓ
])
))− ∣∣s−1/2c (∂ + θ˜)sc∣∣2h0
c,ℓ
,g
P1
.
Hence, we obtain the boundedness of
∥∥s−1/2c (∂ + θ˜)sc∥∥h0
c,ℓ
,g
P1 ,L
2 (c ∈ U). Moreover, we have∥∥s−1/2c (∂ + θ˜)sc∥∥h0
c,ℓ
,g
P1 ,L
2 → 0 (c→ c0).
Because s
1/2
c is uniformly bounded with respect to h0c,ℓ, we obtain the boundedness of
∥∥(∂ + θ˜)sc∥∥h0
c,ℓ
,g
P1 ,L
2
(c ∈ U). We also have ∥∥(∂ + θ˜)sc∥∥h0
c,ℓ
,g
P1 ,L
2 → 0 (c→ c0). In particular, we obtain the uniform boundedness of
sc in L
2
1 with respect to h
0
c,ℓ.
We take any subsequence sci which is weakly convergent in L
2
1 locally on P
1 \ {∞}. Let s∞ denote the
limit. The sequence sci converges to s∞ almost everywhere. By the uniform boundedness (34), we have the
boundedness of s∞. It also implies ‖s∞‖Lp = lim ‖sci‖Lp = 1. In particular, s∞ 6= 0. By the construction, we
have (∂ + θ˜)s∞ = 0. Hence, s∞ gives a non-zero endomorphism of the stable filtered Higgs bundle (Pc0∗ E˜ℓ, θ˜).
It implies that s∞ is the multiplication of a non-zero complex number. In particular, det(s∞) 6= 0. It implies
that
∥∥kci∥∥Lp,h0
c,ℓ
,g
P1
are bounded. We obtain that
∥∥kc∥∥Lp,h0
c,ℓ
,g
P1
(c ∈ U) are bounded.
It implies that the sequence kc (c ∈ U) are bounded in L21. We also have C15 > 0 such that supP1 |kc| < C15
(c ∈ U). We take any subsequence kci which is weakly convergent in L21 locally on P1 \ {∞}. Then, the limit
k∞ is the multiplication of a non-zero positive number. Because det(kc) = 1 for any c, we obtain that k∞ = id.
It implies that kc (c ∈ U) is weakly convergent to id in L21 locally on P1 \ {∞}.
By using [19, Proposition 3.1], we obtain
√−1Λg
P1
∂∂
(
Tr(kc)− 2
) ≤ C16 (c ∈ U) for a constant C16 > 0. By
[19, Proposition 2.1], we obtain supP1
(
Tr(kc)− 2
) ≤ C17 ∫P1∣∣Tr(kc) − 2∣∣dvolP1 (c ∈ U) for a constant C17 > 0.
Note that we always have Tr(kc)− 2 ≥ 0, and Tr(kc)− 2 = 0 implies that kc = id. Then, we obtain the uniform
convergence Tr(kc)− 2→ 0 (c→ c0). It implies the uniform convergence kc → id (c→ c0). Thus, the claims of
Proposition 3.17 and Proposition 3.15 are proved.
3.3.2 Behaviour of bc when c→ 0
Recall that we have the following description on {|ζ| > 1}:
log
∣∣v˜1∣∣hc,ℓ = c log |ζ|+ log bc + ρ1,c, log∣∣v˜2∣∣hc,ℓ = −(ℓ+ c) log |ζ| − log bc + ρ2,c.
According to Proposition 3.10, we have |ρi,c| ≤ C30 exp(−ǫ30|ζ|m+1) (i = 1, 2) for positive constants C30 and
ǫ30 which are independent of c.
Proposition 3.19 When c→ 0, we have bc →∞. We also have the uniform convergences ρi,c −→ 0 (i = 1, 2).
Proof First, let us study the convergence of ρi,c. We begin with a preliminary. We set Y0 := Cw × P1 and
D0 := Cw × {∞}. Let p : Y0 −→ P1 be the projection. We have the locally free OY0(∗D0)-module p∗(L1 ⊕L2).
Let vi be the pull back of v˜i. We have the OY (∗DY )-submodule Eℓ ⊂ p∗(L1⊕L2) generated by e1 = v1+w ·v2
and e2 = ζ
ℓv2.
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The restriction of Eℓ to {w} × P1 is denoted by Eℓ,w. For each w, we may naturally regard Eℓ,w as a
subsheaf of V˜ = L1 ⊕ L2. We have θ˜(Eℓ,w) ⊂ Eℓ,w ⊗ Ω1P1 . So, we have the family of Higgs bundles (Eℓ,w, θ˜).
The restrictions of vi and ei to {w} × P1 are denoted by vi,w and ei,w, respectively. We have
θ˜
(
v1,w, v2,w
)
=
(
v1,w, v2,w
)( αζmdζ 0
0 −αζmdζ
)
,
θ˜
(
e1,w, e2,w
)
=
(
e1,w, e2,w
)( αζmdζ 0
−2wαζm−ℓdζ −αζmdζ
)
.
We have a natural isomorphism Eℓ,0 ≃ L1 ⊕ ζℓL2. For w 6= 0, we pick w1/2, then we have the isomor-
phism Φw : (Eℓ,w, θ˜) ≃ (E˜ℓ, θ˜) given by w−1/2e1,w ←→ e1 and w1/2e2,w ←→ e2, i.e., w−1/2v1,w ←→ v1 and
w1/2v2,w ←→ v2.
We take a C∞-metric h of Eℓ|Cw×Cζ satisfying the following conditions:
• On Cw × {|ζ| ≥ 1}, we have h(v1, v1) = |ζ|−2|w|, h(v2, v2) = |ζ|−2(ℓ−|w|), and h(v1, v2) = 0.
• On {w = 0} × Cζ , we have h(e1,0, e1,0) = 1, h(e2,0, e2,0) = 1, and h(e1,0, e2,0) = 0.
The restriction of h to {w} × P1 is denoted by hw. We take a small δ > 0, and consider Uw := {|w| ≤ δ}. We
have the following uniform boundedness on Cζ :∣∣∣R(hw) + [θ˜, θ˜†hw]∣∣∣hw,gP1 ≤ C31 (w ∈ Uw).
Moreover, we have the uniform convergence limw→0
(
R(hw) +
[
θ˜, θ˜†
hw
])
= 0.
For any c satisfying −δ < c < 0, we have the self-adjoint endomorphism kc of (Eℓ,−c, h−c) determined by
Φ∗−chc,ℓ(u1, u2) = h−c(kcu1, u2). Take a large p > 1. Let ‖kc‖h−c,gP1 ,Lp be the L
p-norm of kc with respect to
h−c and gP1. We set sc := kc/‖kc‖h−c,gP1 ,Lp .
Suppose that |ρ1,c|+ |ρ2,c| is not uniformly convergent to 0 when c→ 0, and we shall deduce a contradiction.
Under the assumption, we have a positive number δ > 0 and a subsequence cj → 0 such that
sup
|ζ|>1
(|ρ1,cj |+ |ρ2,cj |) ≥ δ. (35)
By the argument in the proof of Proposition 3.17, we can assume that scj weakly converges to a non-zero
endomorphism s∞ of Eℓ,0 in L21 locally on P
1 \ {∞}, such that (i) (∂ + θ˜)s∞ = 0, (ii) s∞ is bounded with
respect to h0. So, it gives an endomorphism of the poly-stable parabolic Higgs bundle (Ph0∗ E0, θ˜). We obtain
that s∞ = α1 idL1 ⊕α2 idζℓL2 . Here, αi are non-negative real numbers, and (α1, α2) 6= (0, 0). Suppose that
α1 6= 0. We have the following uniform convergence on any compact subset in C.
lim
j→∞
(
hcj,ℓ(v˜1, v˜1)|ζ|−2c
j‖kcj‖−1h
−cj
,g
P1 ,L
p
α−11
)
= 1
It implies that ρ1,cj is convergent to 0 on any compact subset in {|ζ| ≥ 1}. Together with the uniform
estimate
∣∣ρ1,cj ∣∣ ≤ C30 exp(−ǫ30|ζ|m+1), we obtain the uniform convergence limj→∞ sup|ζ|>1 |ρ1,cj | = 0. We
have
∣∣v˜1 ∧ v˜2∣∣hc,ℓ = |ζ|−ℓ. By (26), we have the following estimate:∣∣∣∣∣v˜1∣∣hc,ℓ · ∣∣v˜2∣∣hc,ℓ − |ζ|−ℓ∣∣∣ ≤ C32 exp(−ǫ32|ζ|m+1)
Here, the constants C32 and ǫ32 are independent of c. Then, we can deduce the uniform convergence ρ2,cj → 0.
Hence, we obtain limj→∞ sup|ζ|>1 |ρi,cj | = 0 (i = 1, 2) in the case α1 6= 0. Similarly, we can deduce the uniform
convergences limj→∞ sup|ζ|>1 |ρi,cj | = 0 (i = 1, 2) in the case α2 6= 0. But, it contradicts with (35). Thus, we
can conclude the uniform convergences limc→0 ρi,c = 0 (i = 1, 2).
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Let us study the divergence of bc. By the convergence of ρi,c, we have the following on {|ζ| ≥ 1}:
lim
c→0
(
b−1c
∣∣v˜1∣∣hc,ℓ) = 1, limc→0(bc∣∣v˜2∣∣hc,ℓ) = |ζ|−ℓ. (36)
Suppose that there exists a subsequence ci → 0 such that bci are bounded, and we shall deduce a contradic-
tion. We may assume the convergence bci → bˇ. We shall give a detailed argument in the case bˇ = 0. Later, we
shall sketch the argument for the simpler case bˇ 6= 0.
We set Y1 := Cx × P1 and D1 := Cx × {∞}. Let p1 : Y1 −→ P1 be the projection. We have the locally
free OY1(∗D1)-module p∗1(L1 ⊕ L2). The pull back of vi are denoted by v̂i. Let Êℓ ⊂ p∗1(L1 ⊕ L2) generated by
f̂1 = xv̂1 + v̂2 and f̂2 = ζ
ℓv̂1. The restriction of Êℓ to {x} × P1 is denoted by Êℓ,x. The restriction of v̂i and f̂i
to {x} × P1 are denoted by v̂i,x and f̂i,x. We have
θ˜(v̂1,x, v̂2,x) = (v̂1,x, v̂2,x)
(
αζmdζ 0
0 −αζmdζ
)
θ˜(f̂1,x, f̂2,x) = (f̂1,x, f̂2,x)
(
αζmdζ 0
2xαζm−ℓdζ −αζmdζ
)
We have Êℓ,0 ≃ ζℓL1 ⊕ L2. For x 6= 0, taking x1/2, we have the isomorphism Ψx : (Êℓ,x, θ˜) ≃ (E˜ℓ, θ˜) given by
the correspondences x−1/2f̂1,x ←→ v1 + v2 and x1/2f̂2,x ←→ ζℓv1, i.e., x1/2v̂1 ←→ v1 and x−1/2v̂2 ←→ v2.
We have the isomorphisms of holomorphic vector bundles Υxi : Êℓ,0 ≃ Êℓ,xi given by Υxi(f̂j,0) = f̂j,x. We
shall implicitly identify the vector bundles Êℓ,0 and Êℓ,xi by Υxi in the following argument.
Let xi := b
2
ci . By the assumption, we have limi→∞ xi = 0. We obtain the harmonic metrics Ψ
∗
xihci,ℓ on
(Êℓ,xi , θ). We take a family of C
∞-Hermitian metrics h0xi of Êℓ,xi|Cζ satisfying the following conditions.
• h00(v̂1,0, v̂1,0) = 1, h00(v̂2,0, v̂2,0) = |ζ|−2ℓ, and h00(v̂1,0, v̂2,0) = 0.
• Υ∗xih0xi → h00 in the C∞-sense on any compact subset in Cζ .
• We have h0xi(v̂1,x, v̂1,x) = |ζ|2c
i
, h0xi(v̂2,x, v̂2,x) = |ζ|−2c
i−2ℓ and h0xi(v̂1,x, v̂2,x) = 0 on {|ζ| > 1}.
Let ki be the self-adjoint endomorphism of (Êℓ,xi , h
0
xi) determined by Ψ
∗
xihci,ℓ = h
0
xi · ki. By (36), we have
the convergence of Υ∗xiki to the identity on any compact subset in {|ζ| > 1}. We have the convergence of Υ∗xik−1i
to the identity on any compact subset in {|ζ| > 1}.
Let us study the convergence of Υ∗xiki and Υ
∗
xik
−1
i on {|ζ| < 2}. We have the following uniform estimate:∣∣R(hci,ℓ)∣∣h
ci,ℓ
,g
P1
≤ C42.
Hence, we have a constant C43 > 0 which is independent of c
i such that −∂ζ∂ζ log |f̂1|hci,ℓ ≤ C43 on {|ζ| < 2}.
Namely, we have
−∂ζ∂ζ
(
log |f̂1|h
ci,ℓ
− C43|ζ|2
)
≤ 0
We have already known the uniform boundedness of |f̂1|h
ci,ℓ
on {1 < |ζ| < 2}. Then, we obtain the uniform
boundedness of |f̂1|h
ci,ℓ
on {|ζ| < 2}. Similarly, we obtain the uniform boundedness of |f̂2|h
ci,ℓ
on {|ζ| < 2}.
Hence, ki and k
−1
i are uniformly bounded on {|ζ| < 2}.
Then, we may assume that the sequence Υ∗xiki is weakly convergent to k∞ in L
p
2 on any compact subset in Cζ .
We have the convergence of Υ∗xik
−1
i to k
−1
∞ . We obtain a harmonic metric h∞ = h
0
0 ·k∞. By the construction, we
have P0∗Êℓ,0 ⊂ Ph∞∗ Êℓ,0. Because deg(P0∗ Êℓ,0) = deg(Ph∞∗ Êℓ,0) = 0, we obtain P0∗ Êℓ,0 = Ph∞∗ Êℓ,0 by Lemma
3.6. But, (P0∗ Êℓ,0, θ˜) is not poly-stable because P00L2 ≃ OP1(ℓ) and degP00L2 = ℓ > 0. Hence, we have deduced
a contradiction from the assumption bci → 0.
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Let us give a sketch of the argument in the case lim bci = bˇ 6= 0. Under the assumption, the sequence
hci,ℓ is convergent on {|ζ| ≥ 1}. As in the previous case, by taking a subsequence, we may assume that the
sequence hci,ℓ is weakly convergent in L
p
2 on any compact subset in Cζ , and the limit h∞ is a harmonic metric
of (E˜ℓ, θ) which is adapted to the filtered bundle P0∗ E˜ℓ. But, (P0∗ E˜ℓ, θ) is not poly-stable. Hence, we obtain a
contradiction even in the case bˇ 6= 0.
3.3.3 Convergence of some sequences
Let ti be a sequence of positive numbers such that ti →∞. According to Proposition 3.15 and Proposition 3.19,
we can take a sequence of negative numbers ci such that ci → 0 and bcitci/(m+1)i = 1. We set τi := t1/2(m+1)i .
We use the notation in §3.2.4. We have the isomorphisms Φτi : ϕ∗τiE˜ℓ ≃ E˜ℓ. Let hi denote the Hermitian
metric of E˜ℓ induced by Φτi and ϕ
∗
τihci,ℓ. Take any T > 0. We have the following estimates on {|ζ| ≥ T } for
any i such that t
1/(m+1)
i T > 1, where C and ǫ are positive constants independent of i and T :∣∣∣log∣∣v˜1∣∣hi − log(|ζ|citℓ/2(m+1)i )∣∣∣ ≤ C exp(−ǫ|ζ|m+1ti)∣∣∣log∣∣v˜2∣∣hi − log(|ζ|−ℓ−cit−ℓ/2(m+1)i )∣∣∣ ≤ C exp(−ǫ|ζ|m+1ti)∣∣hi(v˜1, v˜2)∣∣ ≤ C exp(−ǫ|ζ|m+1ti) · |v˜1|hi · |v˜2|hi
Let hlim be the Hermitian metric of V˜|C∗ given by
hlim(v˜1, v˜1) = 1, h
lim(v˜2, v˜2) = |ζ|−2ℓ, hlim(v˜1, v˜2) = 0.
For any γ > 0, the automorphism Ψγ on V˜|C∗ is given by Ψγ = γ idL1 ⊕γ−1 idL2 . We define Ψ∗γhi(u1, u2) :=
hi(Ψγu1,Ψγu2). The following is clear.
Proposition 3.20 Set γi := t
−ℓ/2(m+1)
i . Then, we have the convergence limi→∞Ψ
∗
γihi = h
lim on C∗.
3.4 Complement
We use the notation in §3.2. Take 0 < κ < 1. We take a C∞-function ρ : C −→ R≥0 satisfying ρ(ζ) = 1
(|ζ| ≤ 1/2) and ρ(ζ) = 0 (|ζ| ≥ 1). We set
u1 := −(κρ(ζ) + |ζ|2ℓ)−1ζℓe2 + e1, u2 := e2.
They give a C∞-frame of E˜ℓ. Note that we have u1 = v1 and u2 = ζℓv2 on {|ζ| ≥ 1}.
We take a large integer L. Let hκ be the Hermitian metric of E˜ℓ determined by the following conditions:
|u2|hκ = κL, |u1|hκ = κ−L, hκ(u1, u2) = 0
Let ∇κ be the Chern connection of (E˜ℓ, hκ), and let R(hκ) denote the curvature of ∇κ. Let θ˜†κ denote the
adjoint of θ˜ with respect to hκ. Let θ˜
†
κ denote the adjoint of θ˜ with respect to hκ.
Lemma 3.21 On
{|ζ| ≤ 1}, we have ∣∣R(hκ)∣∣hκ,gC ≤ C50κL and ∣∣[θ˜, θ˜†κ]∣∣hκ,gC ≤ C50κL for a constant C50 > 0.
On
{|ζ| ≥ 1}, we have R(hκ) = [θ˜, θ˜†κ] = 0.
Proof In the proof, O(κL) denotes functions which are dominated by C51κ
L for a constant C51 > 0. The
equalities on {|ζ| ≥ 1} are clear. Let us argue the estimates on {|ζ| ≤ 1}. We have ∂(κ−Lu2) = 0, and
∂(κLu1) = − ∂(ζ
ℓ
ρ) · κ2L+1
(κρ(ζ) + |ζ|2ℓ)2 (κ
−Lu2).
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We have
∇κ
(
κLu1, κ
−Lu2
)
=
(
κLu1, κ
−Lu2
)
A, A =
 0 ∂(ζℓρ(ζ))κ2L+1(κρ(ζ)+|ζ|2ℓ)2
−∂(ζℓρ(ζ))κ2L+1
(κρ(ζ)+|ζ|2ℓ)2 0

It is easy to obtain the following estimate on {|ζ| ≤ 1}:
∂(ζ
ℓ
ρ(ζ))κ2L+1
(κρ(ζ) + |ζ|2ℓ)2 = O(κ
L)dζ,
∂(ζℓρ(ζ))κ2L+1
(κρ(ζ) + |ζ|2ℓ)2 = O(κ
L)dζ
We also have the following on {|ζ| ≤ 1}:
d
(∂(ζℓρ(ζ))κ2L+1
(κρ(ζ) + |ζ|2ℓ)2
)
= O(κL) dζ dζ
Hence, we have the following on {|ζ| ≤ 1}:
dA+A ∧ A = O(κL) dζ dζ
It implies the estimate for R(hκ) on {|ζ| ≤ 1}.
The Higgs field θ˜ is represented as follows:
θ˜(κLu1, κ
−Lu2) = (κLu1, κ−Lu2)
 αζ
mdζ 0
−2κ2L+1αρ(ζ)ζm−ℓ
κρ(ζ)+|ζ|2ℓ dζ −αζmdζ

The adjoint θ˜†κ is represented as follows:
θ˜†κ(κ
Lu1, κ
−Lu2) = (κLu1, κ−Lu2)
 αζ
m
dζ −2κ
2L+1αρ(ζ)ζ
m−ℓ
κρ(ζ)+|ζ|2ℓ dζ
0 −αζmdζ

Hence, [θ˜, θ˜†κ] is represented as follows:[
θ˜, θ˜†κ
]
(κLu1, κ
−Lu2) = (κLu1, κ−Lu2)A2
A2 :=
 4κ4L+2|α|2ρ(ζ)2
|ζ|2(m−ℓ)
(κρ(ζ)+|ζ|2ℓ)2 dζdζ −4κ2L+1|α|2ρ(ζ) |ζ|
2mζ−ℓ
κρ(ζ)+|ζ|2ℓ dζ dζ
4κ2L+1|α|2ρ(ζ) |ζ|2mζ−ℓκρ(ζ)+|ζ|2ℓ dζ dζ −4κ4L+2|α|2ρ(ζ)2 |ζ|
2(m−ℓ)
(κρ(ζ)+|ζ|2ℓ)2 dζdζ

In particular, we have the following on {|ζ| ≤ 1}:
A2 = O
(κ4L+2ρ(ζ)|ζ|2(m−ℓ)
(κρ(ζ) + |ζ|2ℓ)2 +
κ2L+1ρ(ζ)|ζ|2m−ℓ
κρ(ζ) + |ζ|2ℓ
)
dζ dζ = O(κL)dζ dζ
Thus, we are done.
3.4.1 Convergence of some sequences
Suppose that we are give a number a > ℓ/2(m + 1). Set ν := a − ℓ/2(m + 1) > 0. Let ti be a sequence of
positive numbers such that ti → ∞. We set κi := t−ν/Li , for which we have κi → 0. We have the Hermitian
metric hκi of E˜ℓ as above.
We use the notation in §3.2.4. We set τi := t1/2(m+1)i . We have the isomorphisms Φτi : ϕ∗τiE˜ℓ ≃ E˜ℓ. Let hi
be the Hermitian metric of E˜ℓ induced by ϕ
∗
τihκi and Φτi .
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On {|τ | ≥ κi}, we have the following:
|v˜1|hi = tai , |v˜2|hi = t−ai |ζ|−ℓ, hi(v˜1, v˜2) = 0
Let hlim be the Hermitian metric of V˜|C∗ given by
hlim(v˜1, v˜1) = 1, h
lim(v˜2, v˜2) = |ζ|−2ℓ, hlim(v˜1, v˜2) = 0.
For any γ > 0, the automorphism Ψγ on V˜|C∗ is given by Ψγ = γ idL1 ⊕γ−1 idL2 . We define Ψ∗γhi(u1, u2) :=
hi(Ψγu1,Ψγu2). The following is clear.
Proposition 3.22 Set γi := t
−a
i . Then, we have the convergence limi→∞Ψ
∗
γihi = h
lim on C∗.
4 Limiting configurations
4.1 A description of generically regular semisimple Higgs bundles of rank 2
Let X be a connected complex curve. Let (E, ∂E , θ) be a Higgs bundle on X of rank 2 which is generically
regular semisimple. For simplicity, we assume that tr(θ) = 0. Let us consider the case that the spectral curve
Σ(E, θ) is reducible, i.e., we have a holomorphic 1-form ω 6= 0 on X such that Σ(E, θ) is the union of the images
of ω and −ω. Such ω is determined up to the multiplication of ±1.
Remark 4.1 Suppose that tr(θ) 6= 0. Then, we set θ′ := θ − (tr θ/2) idE. Then, the Higgs bundle (E, ∂E , θ′)
satisfies tr(θ′) = 0. Hence, it is enough to study Higgs bundles such that the trace of the Higgs field is 0.
Suppose that Σ(E, θ) is irreducible. We take a normalization ϕ : X˜ −→ Σ(E, θ). We have the induced
morphism ϕ1 : X˜ −→ X. The Higgs bundle ϕ∗1(E, ∂E , θ) satisfies the above condition. If X is compact and
(E, ∂E , θ) is stable, then ϕ
∗
1(E, ∂E , θ) is stable or poly-stable. So, the study on the irreducible case can be reduced
to the reducible case. (See also §4.3.2.)
Let Z(ω) denote the zero set of ω. We have the decomposition of the OX
(∗Z(ω))-module
E ⊗OX
(∗Z(ω)) = L′ω ⊕ L′−ω
corresponding to the decomposition of the spectral curve, i.e., θ = ω · idL′ω ⊕(−ω) · idL′−ω . Let Lω (resp. L−ω)
denote the OX -module obtained as the image of E by the induced morphism E −→ L′ω (resp. E −→ L−ω). We
can regard E as an OX -submodule of Lω ⊕ L−ω.
We obtain the OX -module det(Lω⊕L−ω)
/
det(E) whose supports are contained in Z(ω). For each P ∈ Z(ω),
let ℓP denote the length of the stalk of det(Lω ⊕ L−ω)/ det(E) at P . Because we have the exact sequence
0 −→ Lω ∩E −→ E −→ L−ω −→ 0,
we have Lω ∩E = Lω
(−∑P∈Z(ω) ℓP · P ) in Lω ⊕ L−ω. Similarly, we have L−ω ∩E = L−ω(−∑P∈Z(ω) ℓP · P )
in Lω ⊕ L−ω.
Local description Let (UP , z) be a small holomorphic coordinate neighbourhood around P satisfying z(P ) =
0. Let sP be any frame of det(E)|UP .
Lemma 4.2 We have local frames v± of L±ω around P such that (i) e1 = v+ + v− and e2 = zℓP v− is a frame
of E|UP , (ii) e1 ∧ e2 = sP .
Proof If ℓP = 0, we have E = Lω ⊕ L−ω on UP , and hence the claim is clear. We shall consider the case
ℓP > 0. We omit to distinguish the restriction to UP . We take a frame e
′
2 of z
ℓL−ω. We take a section e′1 of E
such that e′1 and e
′
2 give a frame of E. We have the unique decomposition e
′
1 = v
′
+ + v
′
−, where v
′
± are sections
of L±ω. By the construction, L±ω is generated by the images of e′1 and e
′
2. Because ℓP > 0, we can observe
that the image of v′± generates L±ω, i.e., v
′
± are frames of L±ω. We may assume that e
′
2 = z
ℓP v′−.
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Let g be the holomorphic function determined by e′1∧e′2 = g ·s. Because g(P ) 6= 0, we can take a holomorphic
function g1 such that g
2
1 = g. We set ei := g
−1
1 · e′i and v± := g−11 v′±. Then, they satisfy the desired condition.
Let mP denote the order of zero of ω at P , i.e., we have ω = z
mP gP (z) dz on UP for a holomorphic function
gP (z) with gP (0) 6= 0. For the frame (e1, e2), the Higgs field θ|UP is described as
θ(e1, e2) = (e1, e2)
(
ω 0
−2z−ℓPω −ω
)
.
In particular, we have ℓP ≤ mP .
4.2 The limiting configurations of stable Higgs bundles
Let X be a compact connected Riemann surface. Let (E, ∂E , θ) be a Higgs bundle of rank 2 on X such that (i)
(E, ∂E , θ) is stable, (ii) (E, ∂E , θ) is generically regular semisimple, (iii) tr(θ) = 0. We assume that the spectral
curve of θ is reducible. We obtain a holomorphic 1-form ω 6= 0 and the line bundles L±ω as in §4.1. We impose
that deg(Lω) ≤ deg(L−ω). We set L1 := Lω and L2 := L−ω.
We set di := deg(Li) (i = 1, 2). We have
d1 + d2 −
∑
P∈Z(ω)
ℓP = deg(E).
The stability condition for (E, θ) is equivalent to the inequalities deg(Lj ∩ E) = dj −
∑
P∈Z(ω) ℓP < deg(E)/2
(j = 1, 2), i.e.,
dj − deg(E)/2 > 0 (j = 1, 2).
The local scaling factor aP of (E, ∂, θ) at P ∈ Z(ω) is defined as follows:
aP :=
ℓP
2(mP + 1)
.
We have the functions χP : R≥0 −→ R≤0 (P ∈ Z(ω)) given as follows:
χP (a) :=
{
(mP + 1)(a− aP ) (0 ≤ a ≤ aP )
0 (a ≥ aP )
We set χE,θ(a) :=
∑
P∈Z(ω) χi(a).
Lemma 4.3 We have the unique number aE,θ satisfying the conditions
d1 − deg(E)
2
+ χE,θ(aE,θ) = 0, 0 ≤ aE,θ < max
{
aP
∣∣P ∈ Z(ω)}.
Proof The function χE,θ is strictly increasing for 0 ≤ a ≤ a1 := max{aP |P ∈ Z(ω)}, and we have χE,θ(a) = 0
for a ≥ a1. Hence, we have d1 − deg(E)2 + χE,θ(a1) = d1 − deg(E)2 > 0. We have χE,θ(0) = −
∑
P∈Z(ω) ℓP /2.
Because of d1 + d2 − deg(E) −
∑
P∈Z(ω) ℓP = 0 and d1 ≤ d2, we have d1 − deg(E)2 + χE,θ(0) ≤ 0. Hence, the
claim of the lemma follows.
As in §3.1.5, the numbers −χP (aE,θ) (P ∈ Z(ω)) give a parabolic structure on the line bundle L1. For any
c = (cP |P ∈ Z(ω)) ∈ RZ(ω), let n(c) = (nP (c) |P ∈ Z(ω)) ∈ ZZ(ω) be determined by the condition
cP − 1 < nP (c)− χP (aE,θ) ≤ cP .
Then, we set P lim
c
(L1) = L1
(∑
P∈Z(ω) nP (c)P
)
. We obtain a filtered bundle P lim∗ (L1) =
(P lim
c
(L1)
∣∣ c ∈ RZ(ω))
over the meromorphic line bundle L1
(∗Z(ω)). The parabolic degree of P lim∗ (L1) is
d1 −
∑
P∈Z(ω)
(−χP (aE,θ)) = d1 + χE,θ(aE,θ) = deg(E)
2
.
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Similarly, the numbers χP (aE,θ)+ℓP (P ∈ Z(ω)) determine a filtered bundle over L2(∗Z(ω)). The parabolic
degree of P lim∗ (L2) is
d2 −
∑
P∈Z(ω)
(χP (aE,θ) + ℓP ) = d1 − deg(E)
2
+ d2 −
∑
P∈Z(ω)
ℓP =
deg(E)
2
.
The direct sum P lim∗ L1 ⊕ P lim∗ L2 is called the limiting configuration of (E, ∂E , θ).
4.2.1 Hermitian metrics of the limiting configuration
We fix a Hermitian metric hdet(E) on the determinant line bundle det(E). We have the 2-form R(hdet(E))
obtained as the curvature of the Chern connection of (det(E), hdet(E)).
Lemma 4.4 We have Hermitian metrics hlimLj of the holomorphic line bundles Lj|X\Z(ω) satisfying the following
conditions:
• The curvature of the Chern connection ∇limj of (Lj|X\Z(ω), hlimLj ) is equal to R(hdet(E))/2.
• For each P ∈ Z(ω), let (UP , zP ) be any holomorphic coordinate neighbourhood of P with zP (P ) = 0.
Then, |zP |−2χP (aE,θ)hlimL1|UP \{P} and |zP |2χP (aE,θ)+2ℓP hlimL2|UP \{P} induce Hermitian metrics of C∞-class
on L1|UP and L2|UP , respectively.
• Under the isomorphism det(E)|X\Z(ω) ≃ (L1 ⊗ L2)|X\Z(ω), we have hlimL1 ⊗ hlimL2 = hdet(E) on X \ Z(ω).
Proof Because this is standard, we give only a sketch of the proof. We can take Hermitian metrics hLj (j = 1, 2)
of Lj|X\Z(ω) such that |zP |−2χP (aE,θ)hL1|UP \{P} and |zP |2χP (aE,θ)+2ℓP hL2|UP \{P} induce Hermitian metrics of
C∞-class on L1|UP and L2|UP , respectively. Let R(hLj) denote the curvature form of (Lj|X\Z(ω), hLj ). They
naturally induce 2-forms of C∞-class on X , which are also denoted by R(hLj ). Because
√−1
2π
∫
R(hLj) is equal
to the parabolic degree of P lim∗ Lj , we have
∫ (
R(hLj)−R(hdet(E))/2
)
= 0. We have C∞-functions ρj (j = 1, 2)
on X such that ∂∂ρj = R(hLj )−R(hdet(E))/2. We set h(1)Lj := e−ρjhLj . Then, we have R(h
(1)
Lj
) = R(hdet(E))/2.
Because det(E) = L1 ⊗ L2 ⊗OX
(−∑ ℓPP ), the tensor product h(1)L1 ⊗ h(2)L2 induces a C∞-Hermitian metric of
det(E). By comparison of the curvature, we have h
(1)
L1
⊗ h(2)L2 = α · hdet(E) for a positive constant α. Hence, we
obtain Hermitian metrics hlimLj with the desired property by adjusting h
(1)
Lj
, for example by setting hlimL1 = α
−1h(1)L1
and hlimL2 = h
(1)
L2
.
Such a metric hlimE,θ := h
lim
L1
⊕ hlimL2 is also called the limiting configuration of (E, ∂E , θ). Note that we have
the ambiguity of the actions of automorphisms α idL1 ⊕α−1 idL2 (α > 0), i.e., the pair of α · hlimL1 and α−1 · hlimL2
satisfies the conditions in Lemma 4.4. But, the induced Chern connection ∇limE,θ := ∇lim1 ⊕∇lim2 on E|X\Z(ω) is
well defined. Note that ∇limE,θ is projectively flat, whose curvature is given by the multiplication of R(hdet(E))/2.
Remark 4.5 The metric hlimE,θ is also characterized as a Hermitian-Einstein metric for the Higgs bundle(
(L1, tω)⊕(L2,−tω)
)
|X\Z(ω)
adapted to the filtered bundle P lim∗ L1⊕P lim∗ L2 for any t 6= 0 such that det(hlimE,θ) =
hdet(E). Because (P lim∗ L1, tω) ⊕ (P lim∗ L2,−tω) is polystable, we have the ambiguity of the metric hlimE,θ by the
automorphisms α idL1 ⊕α−1 idL2 , as usual.
4.3 The limiting configuration in complementary cases
Let X be a compact connected Riemann surface. Let (E, ∂E , θ) be any Higgs bundle of rank 2 on X such
that (i) (E, ∂E , θ) is generically regular semisimple, (ii) tr(θ) = 0. We give limiting configurations in some
complementary cases.
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4.3.1 Polystable Higgs bundles
Suppose that (E, ∂E , θ) is polystable. Then, we have the decomposition (E, θ) = (Lω, ω) ⊕ (L−ω,−ω). In
particular, the spectral curve is reducible, and we have ℓP = 0 in the description in §4.1. In this case, we set
(E, θ) as the limiting configuration.
We take a Hermitian metric hdet(E) on the line bundle det(E). We have Hermitian metrics h
lim
L±ω
on L±ω
such that R(hlimL±ω) = R(hdet(E))/2. We set h
lim
E := h
lim
Lω
⊕ hlimL−ω such that hlimLω ⊗ hlimL−ω = hdet(E). The metric
hlimE,θ is also called limiting configuration. It is characterized as a Hermitian-Einstein metric on the Higgs bundle
(E, ∂E , θ) such that det(h
lim
E,θ) = hdet(E). We have the ambiguity of the metric h
lim
E,θ caused by automorphisms
of (E, θ).
The limiting configuration can also be given as a filtered bundle on (X,Z(ω)) as in the case of stable
Higgs bundles §4.2. We consider the trivial parabolic structures for L±ω at P ∈ Z(ω). Namely, for any
c = (cP |P ∈ Z(ω)) ∈ RZ(ω), let n(c) = (nP (c)) ∈ ZZ(ω) be determined by the condition cP − 1 < nP (c) ≤ cP .
Then, we set P lim
c
(L±ω) = L±ω
(∑
P∈Z(ω) nP (c)P
)
. The parabolic degrees of P lim∗ (L±ω) is deg(E)/2. The
filtered bundle P lim∗ Lω ⊕ P lim∗ L−ω is called the limiting configuration of (E, ∂E , θ).
Remark 4.6 The metric hlimE,θ can be characterized as a Hermitian-Einstein metric for (E, θ)|X\Z(ω) adapted
to the filtered bundle such that det(hlimE,θ) = hdet(E).
4.3.2 The case where the spectral curve is irreducible
Suppose that the spectral curve Σ(E, θ) is irreducible. It implies that the Higgs bundle (E, ∂E , θ) is stable. We
take a normalization X˜ −→ Σ(E, θ). We have the induced morphism p : X˜ −→ X , which is a ramified covering
of degree 2. We have the involution of Σ(E, θ) induced by the multiplication of −1 on the cotangent bundle
T ∗X . It induces an involution ρ of X˜ over X . We can regard X as the quotient space of X˜ by the action of
the group {1, ρ}.
We set (E˜, ∂E˜ , θ˜) := p
∗(E, ∂E , θ). The spectral curve of (E˜, θ˜) is reducible, i.e., it is the union Im(ω˜)∪Im(−ω˜)
for a holomorphic one form ω˜ on X˜. We have a natural isomorphism ρ∗(E˜, ∂E˜ , θ˜) ≃ (E˜, ∂E˜ , θ˜). By the
construction, we have ρ∗ω˜ = −ω˜. We have Z(ω˜) = p−1D(E, θ). We have the line bundles L˜ω˜ and L˜−ω˜ on X˜
with an inclusion E˜ −→ L˜ω˜ ⊕ L˜−ω˜ as in §4.1. Because ρ∗ω˜ = −ω˜, we have natural isomorphisms ρ∗L˜±ω˜ ≃ L˜∓ω˜
such that the following is commutative:
ρ∗E˜ −−−−→ ρ∗L˜ω˜ ⊕ ρ∗L˜−ω˜
≃
y ≃y
E˜ −−−−→ L˜−ω˜ ⊕ L˜ω˜
Note that we have already known that (E˜, ∂E˜ , θ˜) is poly-stable. Indeed, because (E, ∂E , θ) is stable, we have
a Hermitian-Einstein metric hHE for (E, ∂E , θ). The pull back p
∗hHE is a Hermitian-Einstein metric for
(E˜, ∂E˜ , θ˜), which implies the poly-stability of the Higgs bundle.
Stable case When (E˜, ∂E˜ , θ˜) is stable, we obtain the limiting configuration for (E˜, ∂E˜ , θ˜) as a filtered bundle
on (X˜, Z(ω˜)) by the procedure in §4.2. Namely, we obtain the filtered line bundles P lim∗ L˜±ω˜ as in §4.2. In this
case, we have deg(L˜ω˜) = deg(L˜−ω˜) which implies that aE˜,θ˜ = 0 and that the parabolic weights are −χP (aE˜,θ˜) =
χP (aE˜,θ˜)+ ℓP = ℓP /2. Because ℓP = ℓρ(P ), the isomorphisms ρ
∗L˜±ω˜ ≃ L˜∓ω˜ induce the isomorphisms of filtered
line bundles ρ∗P lim∗ L˜±ω˜ ≃ P lim∗ L˜∓ω˜. We have the Hermitian metrics hlimL˜±ω˜ of L˜±ω˜|X˜\Z(ω˜) as in Lemma 4.4. We
may also impose the condition ρ∗hlim
L˜ω˜
= hlim
L˜−ω˜
with which the metrics hlim
L˜±ω˜
are uniquely determined.
We set hlim
E˜,θ˜
:= hlim
L˜ω˜
⊕ hlim
L˜−ω˜
on E˜|X˜\Z(ω˜). Because ρ
∗hlim
E˜,θ˜
= hlim
E˜,θ˜
, we have the Hermitian metric hlimE,θ of
E|X\D(E,θ) such that p∗hlimE,θ = h
lim
E˜,θ˜
. The metric hlimE,θ and the associated Chern connection ∇limE,θ of E|X\D(E,θ)
are uniquely determined.
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Remark 4.7 The metric hlimE,θ is also characterized as follows. Because the filtered bundle P lim∗ L˜ω ⊕ P lim∗ L˜−ω
is equivariant with respect to the action of {1, ρ}, we have the filtered bundle P lim∗ E on (X,D(E, θ)) obtained
as the descent of P lim∗ L˜ω ⊕P lim∗ L˜−ω. (See §4.3.3 below for the descent of filtered bundles in this situation.) We
can easily observe that the filtered Higgs bundles (P lim∗ E, tθ) (t 6= 0) are stable, and that the parabolic degree is
deg(E). The metric hlimE,θ is a unique Hermitian-Einstein metric for the Higgs bundle (E, ∂E , tθ)|X\D(E,θ) for
any t, such that det(hlimE,θ) = hdet(E) adapted to the filtered bundle P lim∗ E.
Polystable case We have E˜ = L˜ω˜ ⊕ L˜−ω˜. As in §4.3.1, we take Hermitian metrics hlimL˜±ω˜ of L˜±ω˜ satisfying
R(hlim
L˜±ω˜
) = p∗R(hdet(E))/2 and hlimL˜ω˜ ⊗ h
lim
L˜−ω˜
= p∗hdet(E), and we set hlimE˜,θ˜ := h
lim
L˜ω˜
⊕ hlim
L˜−ω˜
. We also impose the
condition ρ∗hlim
L˜ω˜
= hlim
L˜−ω˜
, with which the metrics hlim
L˜±ω˜
and hlim
E˜,θ˜
are uniquely determined. Because ρ∗hlim
E˜,θ˜
, we
have a unique Hermitian metric hlimE,θ of E such that p
∗hlimE,θ = h
lim
E˜,θ˜
.
The metric hlimE,θ is also characterized as follows.
Lemma 4.8 For any t 6= 0, hlimE,θ is a unique Hermitian-Einstein metric for the stable Higgs bundle (E, ∂E , tθ)
such that det(hlimE,θ) = hdet(E). In particular, the Hermitian-Einstein metrics for the Higgs bundles (E, ∂E , tθ)
are independent of t.
Proof The claim is clear by the construction of hlimE,θ.
Remark 4.9 We have the filtered bundle P lim∗ E˜ as in §4.3.1. Because it is equivariant with respect to ρ, we
obtain a filtered bundle P lim∗ E obtained as the descent of P lim∗ E˜. The metric hlimE,θ is also characterized as a
unique Hermitian metric for the stable Higgs bundle (P lim∗ E, tθ) (t 6= 0).
4.3.3 Descent (Appendix)
Let X˜,X, p, ρ, D(E, θ) and Z(ω˜) be as in §4.3.2. Let V˜ be a locally free OX˜(∗Z(ω˜))-module of finite rank which
is equivariant with respect to {1, ρ}, i.e., we are given an isomorphism Φ : ρ∗V˜ ≃ V˜ such that Φ ◦ ρ∗Φ = id. Let
P∗V˜ be a filtered bundle over V˜ , which is equivariant with respect to {1, ρ}, i.e., ρ∗PaV˜ = PaV˜ for any a ∈ RZ(ω˜)
under the above isomorphism. In this case, the decent of P∗V˜ is given as follows. By the equivariance of V˜ ,
we have a locally free OX(∗D(E, θ))-module V with an isomorphism p∗V ≃ V˜ . It is also described as follows.
We have the locally free OX(∗D(E, θ))-module p∗V˜ . It is equivariant with respect to {1, ρ}, where the action
of {1, ρ} on X is trivial. Then, V is the invariant part of p∗V˜ with respect to the action. For any P ∈ D(E, θ),
let q(P ) denote the number of the set p−1(P ), which are 1 or 2. Let a = (aP |P ∈ D(E, θ)) ∈ RD(E,θ). For
Q ∈ p−1(P ), we set a˜Q := q(P ) · aP . We obtain the locally free OX˜ -module Pa˜(V˜ ). It is equivariant with
respect to {1, ρ}. We obtain the locally free OX -module p∗Pa˜V˜ . It is equivariant with respect to {1, ρ}. The
invariant part is denoted by PaV . Thus, we obtain a filtered bundle P∗V over V , which is the decent of P∗V˜ .
5 Convergence to the limiting configurations
5.1 Statements
5.1.1 General case
Let (E, ∂E , θ) be a stable Higgs bundle of rank 2 on a compact connected Riemann surface X , such that (i)
(E, ∂E , θ) is generically regular semisimple, (ii) the spectral curve is reducible, (iii) tr(θ) = 0. We fix a Hermitian
metric hdet(E) of det(E). We use the notation in §4.2. We have the limiting configuration P lim∗ L1⊕P lim∗ L2. We
take Hermitian metrics hlimLj for the parabolic line bundle P lim∗ Lj satisfying the condition in Lemma 4.4. We set
hlimE,θ := h
lim
L1
⊕ hlimL2 . We have the associated Chern connection ∇limE,θ of E|X\Z(ω), which is projectively flat.
For any t > 0, the Higgs bundle (E, ∂E , tθ) is also stable. We have the Hermitian-Einstein metrics ht of
the Higgs bundles (E, ∂E , tθ), i.e., R(ht) + [tθ, tθ
†
ht
] is equal to the multiplication of R(hdet(E))/2 according
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to Hitchin [6] and Simpson [19]. We impose that det(ht) = hdet(E). We have the Chern connection ∇ht of
(E, ∂E , ht).
For any γ > 0, let Ψγ denote the automorphism of L1 ⊕ L2 given by Ψγ = γ idL1 ⊕γ−1 idL2 . We define the
metric Ψ∗γht of E|X\Z(ω) by Ψ
∗
γht(u1, u2) = ht(Ψγu1,Ψγu2) for local sections ui of E|X\Z(ω).
Take any Q ∈ X \ Z(ω). Let vQ be any frame of L1|Q. We set
γ(t, Q) :=
(
hlimL1 (vQ, vQ)
ht(vQ, vQ)
)1/2
We shall prove the following theorem in §5.2–§5.4.
Theorem 5.1 When t goes to ∞, the sequence Ψ∗γ(t,Q)ht converges to hlimE,θ in the C∞-sense on any compact
subset in X \ Z(ω).
In particular, we obtain the following convergence of unitary connections ∇ht .
Corollary 5.2 The sequence ∇ht (t→∞) converges to ∇limE,θ on any compact subset in X \ Z(ω).
Proof If deg(E) = 0 and R(hdet(E)) = 0, according to the estimates in §2.2, it is enough to prove that the
sequence of the Chern connections of (Lj|X\Z(ω), ht|Lj) converges to the Chern connection of (Lj|X\Z(ω), h
lim
Lj
).
It follows from Theorem 5.1.
Let us consider the case where deg(E) is even. We have a holomorphic line bundle L0 on X with an
isomorphism det(E) ≃ L0 ⊗ L0. We have the Hermitian metric hL0 of L0 such that hdet(E) = hL0 ⊗ hL0 under
the isomorphism. Then, ht⊗h−1L0 on E⊗L−10 is a harmonic metric of (E⊗L−10 , ∂E⊗L−10 , θ, ht⊗h
−1
L0
). We have the
convergence of ∇ht⊗h−1L0 to the Chern connection of
(
(L1⊗L−10 )|X\Z(ω), hlimL1 ⊗h−1L0
)⊕ (L2⊗L−10 )|X\Z(ω), hlimL2 ⊗
h−1L0
))
by the consideration in the case deg(E) = 0 and hdet(E) = 0. Hence, we obtain the convergence of ∇ht
to ∇limE,θ in the case where deg(E) is even.
Let us consider the case where deg(E) is odd. We take a covering map p : X˜ −→ X of degree 2 such that X˜
is connected. Note that p∗(E, ∂E , θ) is stable because deg(p∗Li)− deg(p∗E)/2 > 0. Because deg(p∗E) is even,
we have the convergence of p∗∇ht to p∗∇limE,θ. Hence, we obtain the convergence of ∇ht to ∇limE,θ.
5.1.2 Symmetric case
We can deduce a stronger result if X and (E, ∂E , θ) are equipped with an extra symmetry. Suppose that X is
equipped with a holomorphic non-trivial involution ρ, i.e., ρ is an automorphism of X such that ρ ◦ ρ = idX
and ρ 6= idX . Let (E, ∂E , θ) be as in §5.1.1. We impose the following additional conditions.
• (E, ∂E , θ) is equivariant with respect to the action of {idX , ρ}. Namely, we have an isomorphism υρ :
ρ∗(E, ∂E , θ) ≃ (E, ∂E , θ) such that ρ∗υρ ◦ υρ = id.
• We have ρ∗ω = −ω.
We impose the condition ρ∗hdet(E) = hdet(E) to the metric hdet(E) under the induced isomorphism ρ∗ det(E) ≃
det(E).
The conditions imply that we have natural isomorphisms ρ∗L1 ≃ L2 and ρ∗L2 ≃ L1 which are compatible
with ρ∗E ≃ E. Because deg(L1) = deg(L2), we have aE,θ = 0 and −χP (aE,θ) = χP (aE,θ) + ℓP = ℓP /2
for any P ∈ Z(ω). We also have ℓP = ℓρ(P ). So, we have natural isomorphisms ρ∗P lim∗ L1 ≃ P lim∗ L2 and
ρ∗P lim∗ L2 ≃ P lim∗ L1 compatible with the isomorphism ρ∗E ≃ E. We can impose the additional condition
ρ∗hlimL1 = h
lim
L2
to the conditions in Lemma 4.4, with which the metrics hlimLi are uniquely determined. We shall
prove the following theorem in §5.5.
Theorem 5.3 Suppose the symmetric property of (E, ∂E , θ) as above. For any t > 0, let ht be the Hermitian-
Einstein metric for (E, ∂E , tθ) satisfying det(ht) = hdet(E). Then, when t goes to ∞, the sequence ht is
convergent to hlimE,θ in the C
∞-sense on any compact subset in X \ Z(ω).
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5.1.3 The case where the spectral curve is irreducible
As a complement, we explain how to deduce the results in the case where the spectral curve is irreducible, from
Theorem 5.3.
Let (E, ∂E , θ) be a Higgs bundle of rank 2 such that (i) (E, ∂E , θ) is generically regular semisimple, (ii) the
spectral curve Σ(E, θ) is irreducible, (iii) tr(θ) = 0. Note that the Higgs bundle is stable. We fix a Hermitian
metric hdet(E) on det(E). We have the Hermitian-Einstein metrics ht of (E, ∂E , tθ) such that det(ht) = hdet(E).
Recall that we have constructed a Hermitian metric hlimE,θ of E|X\D(E,θ) in §4.3.2.
Corollary 5.4 When t goes to ∞, the sequence ht converges to hlimE,θ in the C∞-sense on any compact subset
in X \D(E, θ).
Proof We use the notation in §4.3.2. If the Higgs bundle (E˜, ∂E˜ , θ˜) is polystable, then the metric ht are
independent of t and equal to hlimE,θ as remarked in Lemma 4.8. Let us consider the case where (E˜, ∂E˜ , θ˜) is
stable. Then, by Theorem 5.3, p∗ht is convergent to hlimE˜,θ˜ = p
∗hlimE,θ in the C
∞-sense on any compact subset in
X˜ \ Z(ω˜). Hence, we obtain the convergence of ht to hlimE,θ.
5.2 A reduction for the proof of Theorem 5.1
Let us observe that for the proof of Theorem 5.1 it is enough to consider the case where deg(E) = 0 and
R(hdet(E)) = 0. The argument already appeared in the proof of Corollary 5.2.
Lemma 5.5 Suppose that we have already proved the claim of Theorem 5.1 in the case where deg(E) = 0 and
R(hdet(E)) = 0. Then, we obtain the claim of Theorem 5.1 in the general case.
Proof Let us consider the case where deg(E) is even. We have a holomorphic line bundle L0 with an isomor-
phism L⊗20 ≃ det(E). We have a Hermitian metric hL0 on L0 such that hL0⊗hL0 = hdet(E). By the assumption
and the construction of the limiting configuration, we obtain that the sequence Ψ∗γ(t,Q)(ht ⊗ h−1L0 ) converges to
hlimE,θ⊗h−1L0 in the C∞-sense on any compact subset in X \Z(ω). Hence, we obtain the convergence of Ψ∗γ(t,Q)(ht)
to hlimE,θ.
Let us consider the case where deg(E) is odd. We take a covering p : X˜ −→ X of degree 2 such that
X˜ is connected. Note that p∗(E, ∂E , θ) is stable because deg(p∗Li) − deg(p∗E)/2 > 0. We take Q˜ such that
p(Q˜) = Q. Because deg(p∗E) is even, we obtain that the sequence Ψ∗
γ(t,Q˜)
(p∗ht) is convergent to p∗hlimE,θ in the
C∞-sense on any compact subset in X˜ \ p−1D(E, θ). Hence, we obtain the convergence of Ψ∗γ(t,Q)ht to hlimE,θ.
Thus, the proof of Lemma 5.5 is finished.
It remains to prove Theorem 5.1 in the case where deg(E) = 0 and R(hdet(E)) = 0, which will be established
in §5.3–5.4.
5.3 Construction of approximate solutions
Let X and (E, ∂E , θ) be the Higgs bundle as in §5.1.1. We impose deg(E) = 0. We fix a flat metric hdet(E) on
det(E).
5.3.1 Rescaling around the zeroes
Let P ∈ Z(ω). We take a holomorphic coordinate system (UP , z) such that the eigenvalues of θ are ±d(zmP+1) =
±(mP + 1)zmP dz. Such z is determined up to the multiplication of a (mP + 1)-th square root of 1. We take
frames vi of Li|UP (i = 1, 2) such that (i) e1 = v1+v2 and e2 = z
ℓP v2 give a frame of E|UP , (ii) |e1∧e2|hdet(E) = 1.
We use the Higgs bundle (E˜ℓ, θ˜) in §3 by setting α = mP + 1. Let ϕt : UP −→ C be given by ϕt(z) =
t1/(mP+1)z = ζ. We have
ϕ∗t θ˜
(
ϕ∗t e˜1, ϕ
∗
t e˜2
)
= (ϕ∗t e˜1, ϕ
∗
t e˜2)
(
tαzmP dz 0
−2αt · t−ℓP /(mP+1)zmP−ℓP dz −tαzmP dz
)
.
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Hence, we have the isomorphism ϕ∗t (E˜ℓ, θ˜) ≃ (E, tθ)|UP given by the following correspondence:
tℓP /2(mP+1)ϕ∗t e˜1 ←→ e1, t−ℓP /2(mP+1)ϕ∗t e˜2 ←→ e2
Moreover, we have tℓP /2(mP+1)ϕ∗t v˜j ←→ vj .
5.3.2 Local constructions around the zeroes
In the following, for a given positive function ν, let O(ν) denote a function f such that |f | ≤ Cν, where C is a
positive constant independent of t. Let ǫ denote small positive numbers which are independent of t.
Let P ∈ Z(ω). Suppose that aE,θ − ℓP /2(mP +1) < 0. We have the harmonic metric hχP (aE,θ),ℓP of (E˜ℓ, θ˜)
as in §3.3. We obtain harmonic metrics h0t,P := ϕ∗thχP (aE,θ),ℓP of (E, ∂E , tθ)|UP . By construction, we obtain
the following from Proposition 3.10:
Lemma 5.6 Take R1,P > 0 such that {|z| ≤ R1,P } ⊂ UP . Take 0 < R2,P < R1,P . On {R2,P ≤ |z| < R1,P } ⊂
UP , we have ∣∣v1∣∣h0t,P = taE,θ |z|χP (aE,θ) · bχP (aE,θ)(1 +O(exp(−ǫ|z|mP+1t)))∣∣v2∣∣h0
t,P
= t−aE,θ |z|−ℓP−χP (aE,θ)b−1χP (aE,θ)
(
1 +O
(
exp(−ǫ|z|mP+1t)))
h0t,P
(
v1, v2
)
= O
(
exp(−ǫ|z|mP+1t))
We also have the following lemma.
Lemma 5.7 On
{
R2,P ≤ |z| ≤ R1,P
}
, we have the following:
∂ log |v1|2h0
t,P
= χP (aE,θ)dz/z +O
(
exp(−ǫt)) dz = O(1) dz
∂ log |v2|2h0
t,P
= −(ℓP + χP (aE,θ))dz/z +O
(
exp(−ǫt)) dz = O(1) dz
∂∂ log |vj |2h0t,P = O
(
exp(−ǫt)) dz dz (j = 1, 2)
∂h0t (v1, v2) = O
(
exp(−ǫt)) dz, ∂h0t (v1, v2) = O(exp(−ǫt)) dz,
∂∂h0t (v1, v2) = O
(
exp(−ǫt)) dz dz
Proof According to Proposition 3.10, we have z∂z log |v1|2h0t,P − χP (aE,θ) = O
(
exp(−ǫ|z|m+1t)). Hence, we
obtain the estimate for ∂ log |v1|2h0
t,P
on the domain. We obtain the estimate for ∂ log |v2|2h0
t,P
in a similar way. We
obtain the estimate for ∂∂ log |vj |2h0
t,P
from Lemma 3.11. We obtain the estimate for ∂h0t (v1, v2) and ∂∂h
0
t (v1, v2)
from Lemma 3.13.
Suppose that aE,θ − ℓP /2(mP + 1) = 0. If ℓP = aE,θ = 0, we set hti,P = ϕ∗tihE˜0 , where hE˜0 is the harmonic
metric given in §3.2.3. Suppose ℓP > 0. According to Proposition 3.15 and Proposition 3.19, for a given
sequence ti →∞, we can take a sequence of negative numbers ci → 0 such that
log bci
−ci =
log ti
mP + 1
, i.e., bcit
ci/(mP+1) = 1
We obtain the sequence of harmonic metrics hti,P := ϕ
∗
tihci,ℓP of (E, ∂E , tiθ)|UP , where hci,ℓP are given as in§3.3. By Proposition 3.10, we have the following.
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Lemma 5.8 Take 0 < R2,P < R1,P as in Lemma 5.6. On {R2,P ≤ |z| ≤ R1,P }, we have the following
estimates: ∣∣v1∣∣h0
ti,P
= t
aE,θ
i |z|ci
(
1 +O
(
exp(−ǫ|z|mP+1ti)
))
∣∣v2∣∣h0
ti,P
= t
−aE,θ
i |z|−ci−ℓP
(
1 +O
(
exp(−ǫ|z|mP+1ti)
))
h0ti,P
(
v1, v2
)
= O
(
exp(−ǫ|z|mP+1ti)
)
As in the case of Lemma 5.7, we have the following.
Lemma 5.9 Take 0 < R2,P < R1,P . On
{
R2,P ≤ |z| ≤ R1,P
}
, we have the following:
∂ log |v1|2h0
ti,P
= cidz/z +O
(
exp(−ǫti)
)
dz = O(1) dz
∂ log |v2|2h0ti,P = −(ci + ℓP )dz/z +O
(
exp(−ǫti)
)
dz = O(1) dz
∂∂ log |vj |2h0
ti,P
= O
(
exp(−ǫti)
)
dz dz
∂h0ti(v1, v2) = O
(
exp(−ǫti)
)
dz, ∂h0ti(v1, v2) = O
(
exp(−ǫti)
)
dz
∂∂h0ti(v1, v2) = O
(
exp(−ǫti)
)
dz dz
Suppose that jP := aE,θ − ℓP /2(mP + 1) > 0. We use the notation in §3.4. For a given sequence ti → ∞,
we set κi := t
−jP /L
i . We have the Hermitian metrics hκi of E˜ℓ as in §3.4. We obtain the Hermitian metrics
h0ti,P := ϕ
∗
tihκi of E|UP . By construction, we have the following on {t−1/(mP+1)i ≤ |z| < 1}:∣∣v1∣∣h0
ti,P
= t
aE,θ
i ,
∣∣v2∣∣h0
ti,P
= t
−aE,θ
i |z|−ℓP , h0ti,P (v1, v2) = 0
Lemma 5.10 Take 0 < ǫP << (mP + 1)jP . We have the following estimate:
R(h0ti,P ) = O
(
t
−jP+ǫP /(mP+1)
i
)
|z|ǫP−2dz dz
[
tiθ, (tiθ)
†
h0
ti,P
]
= O
(
t
−jP+ǫP /(mP+1)
i
)
|z|ǫP−2dz dz
Proof Because we have R(h0ti,P ) = [tθ, (tθ)
†
h0
ti,P
] = 0 on {|z| ≥ t−1/(mP+1)}, it is enough to argue the estimates
on |z| < t−1/(mP+1)i . We have the following:
R(h0ti,P ) = O
(
t−jPi t
2/(mP+1)
i
)
dz dz,
[
tiθ, (tiθ)
†
h0ti,P
]
= O
(
t−jPi t
2/(mP+1)
i
)
dz dz
Both of them are dominated by
O
(
t
−jP+2/(mP+1)
i
)
|z|2−ǫP (|z|ǫP−2dzdz) = O(t−jP+ǫ/(mP+1)i )|z|ǫP−2dz dz
Thus, we obtain the claim of the lemma.
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5.3.3 Global construction
We take a Ka¨hler metric gX of X . Let ti be any sequence of positive numbers going to ∞. We set βi := taE,θi .
We shall construct a family of Hermitian metrics h0ti of (E, ∂E , θ) with the following property:
• There exists p > 1 such that the Lp-norms of R(h0ti) +
[
tiθ, (tiθ)
†
h0ti
]
with respect to gX and h
0
ti are
bounded.
• There exists C > 0 such that C−1h0ti ≤ h0ti,P ≤ Ch0ti on the neighbourhood UP for each P ∈ Z(ω), and
that C−1h0ti ≤ Ψ∗βihlimE,θ ≤ Ch0ti on X \
⋃
P∈Z(ω) UP .
Let P ∈ Z(ω). We take 0 < R2,P < R1,P such that {|z| ≤ R1,P } ⊂ UP . We take a function ρP : R −→ R≥0
such that ρP (s) = 1 (s ≤ R2,P ) and ρP (s) = 0 (s ≥ R1,P ). On {R2,P ≤ |z| ≤ R1,P } ⊂ UP , we define h0ti by the
following conditions:
log h0ti(vj , vj) = ρP (|z|) log h0ti,P (vj , vj) + (1− ρP (|z|)) log hlimE,θ(Ψβivj ,Ψβivj) (j = 1, 2)
h0ti(v1, v2) = ρP (|z|)h0ti,P (v1, v2)
Note that log h0ti,P (vj , vj) − log hlimE,θ(Ψβivj ,Ψβivj) are uniformly bounded on {R2,P ≤ |z| ≤ R1,P }. On {|z| ≤
R2,P }, we set h0ti := h0ti,P . On X \
⋃
P∈Z(ω){|z| ≤ R1,P }, we set h0ti := Ψ∗βihlimE,θ. Then, we can check that the
family of the Hermitian metrics h0ti has the desired property by using the estimates in §5.3.2.
The following lemma is clear by the construction and Proposition 3.14, Proposition 3.20 and Proposition
3.22
Lemma 5.11 The sequence of Hermitian metrics Ψ∗
β−1i
h0ti|X\Z(ω) is convergent in the C
∞-sense on any compact
subset in X \ Z(ω). For the limit h˜0∞, the decomposition L1 ⊕ L2 is orthogonal. There exists M1 > 0 such that
M−11 h
lim
E,θ ≤ h˜0∞ ≤M1hlimE,θ. In particular, there exists M2 > 0 with the following property.
• For any neighbourhood N of Z(ω), there exists i0(N) such that M−12 hlimE,θ ≤ Ψ∗β−1i h
0
ti ≤M2hlimE,θ on X \N
for any i ≥ i0(N).
Let ρi be the self-adjoint endomorphisms of
(
E|X\Z(ω), hlimE,θ
)
determined by Ψ∗
β−1i
h0ti(u, v) = h
lim
E,θ(ρiu, v) for
any local sections u and v. We also have the following.
Lemma 5.12 The sequence ρi are convergent in the C
∞-sense with respect to hlimE,θ on any compact subset in
X \ Z(ω). The limit ρ∞ preserves the decomposition L1 ⊕ L2. We have the boundedness of ρ∞ and ρ−1∞ with
respect to hlimE,θ.
5.4 Proof of Theorem 5.1
We continue to use the notation in §5.3.
5.4.1 Boundedness of a modified sequence
Let ti → ∞ be any sequence. It is enough to prove that we can take a subsequence t′i such that the sequence
Ψ∗γ(t′i,Q)ht
′
i
converges to hlimE,θ.
Let ∆X be the Laplacian with respect to the Ka¨hler metric gX of X . We construct the family of Hermitian
metrics of h0ti on E as in §5.3. Let ki be the self adjoint endomorphism of (E, h0ti) determined by hti = h0tiki,
i.e., hti(u, v) = h
0
ti(kiu, v) for local sections u and v. According to [19, Proposition 3.1], we have the following
on X :
∆X Tr(ki) ≤
∣∣∣ΛgX Tr(ki · (R(h0ti) + [tiθ, (tiθ)†h0ti ]))
∣∣∣
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Let p > 1 be as in §5.3.3, i.e., the Lp-norms of R(h0ti) +
[
tiθ, (tiθ)
†
h0ti
]
with respect to gX and h
0
ti are bounded.
We take q > 1 such that p−1 + q−1 < 1. Set r := (p−1 + q−1)−1. Let νi := ‖ki‖Lq,h0ti ,gX be the L
q-norm of ki
with respect to h0ti and gX . Set si := ν
−1
i ki. We have
∆X Tr(si) ≤
∣∣∣ΛgX Tr(si · (R(h0ti) + [tiθ, (tiθ)†h0ti ]))
∣∣∣ (37)
The Lr-norms of the right hand side in (37) are bounded for i. So we have a constant C1 > 0 and L
r
2-functions
Gi such that
∆X
(
Tr(si)−Gi
) ≤ C1, ‖Gi‖Lr2 ≤ C1.
Hence, we have C2 > 0 such that supX
∣∣si∣∣h0ti ≤ C2 holds for any i. Again, according to [19, Proposition 3.1],
we have the following:
∆X Tr(si) =
√−1ΛX Tr
(
si ·
(
R(h0ti) + [tiθ, (tiθ)
†
h0ti
]
))− ∣∣s−1/2i (∂ + tiθ)si∣∣2h0ti ,gX
We have a constant C3 > 0 such that
∣∣(∂E + tiθ)si∣∣2h0ti ,gX ≤ C3∣∣s−1/2i (∂E + tiθ)si∣∣2h0ti ,gX . Hence, we obtain the
following for a constant C4 > 0: ∫
X
∣∣∂Esi∣∣2h0ti ,gX +
∫
X
∣∣ti[θ, si]∣∣2h0ti ,gX ≤ C4
5.4.2 Weak convergence of a subsequence
We consider the sequences of metrics hti := Ψ
∗
β−1i
hti and h
0
ti := Ψ
∗
β−1i
h0ti on E|X\Z(ω). Let ki be the self-adjoint
endomorphism of
(
E|X\Z(ω), h
0
ti
)
determined by hti = h
0
tiki. We have ‖ki‖Lq,h0ti ,gX = νi. Set si := ν
−1
i ki. We
have
sup
X
∣∣si∣∣h0ti ≤ C2. (38)
We also have ∫
X
∣∣∂Esi∣∣2h0ti ,gX +
∫
X
∣∣ti[θ, si]∣∣2h0ti ,gX ≤ C4 (39)
By Lemma 5.11 and (39), we may assume that the sequence si is weakly convergent in L
2
1 on any compact
subset in X \ Z(ω) with respect to gX and hlimE,θ. Let s∞ denote the weak limit.
Lemma 5.13 s∞ is bounded with respect to hlimE,θ. We have s∞ 6= 0.
Proof By Lemma 5.12 and (38), there exists M3 > 0 with the following property.
• For any neighbourhood N of Z(ω), there exists i3(N) such that |si|hlim
E,θ
≤M3 on X \N for any i ≥ i3(N).
Hence, we have the boundedness
∣∣s∞∣∣hlim
E,θ
≤M3.
Take a small δ > 0. By (38), we have a small neighbourhood N1 of Z(ω) such that∫
X\N1
∣∣si∣∣qh0ti dvolgX ≥ 1− δ > 0
Hence, we obtain
∫
X\N1
∣∣s∞∣∣qhlim
E,θ
dvolgX > 0. In particular, we have s∞ 6= 0.
Lemma 5.14 We have [s∞, θ] = 0. In particular, s∞ preserves the decomposition L1 ⊕ L2.
Proof We have limi→∞
∫
X
∣∣[si, θ]∣∣2h0ti ,gX = 0 from (38), which implies the claim of the lemma.
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5.4.3 Modification
Let ρi be as in Lemma 5.12. We set s
1
i := ρi ◦ si. It is self-adjoint with respect to hlimE,θ, and we have
ν−1i Ψ
∗
β−1i
hti = h
lim
E,θ · s1i . The sequence s1i is weakly convergent in L21 on any compact subset in X \ Z(ω). Let
s1∞ denote the weak limit. We have s
1
∞ = ρ∞ ◦ s∞. We obtain the following from Lemma 5.12, Lemma 5.13
and Lemma 5.14.
Lemma 5.15 s1∞ is bounded with respect to h
lim
E,θ. We have s
1
∞ 6= 0 and [s1∞, θ] = 0.
Lemma 5.16 We have ∂Es
1
∞ = 0.
Proof Applying [19, Proposition 3.1] to hlim∞ and ν
−1
i Ψ
∗
β−1i
hti , we obtain the following on X \ Z(ω):∣∣(s1i )−1/2∂Es1i ∣∣2hlim
E,θ
,gX
≤ ∣∣(s1i )−1/2(∂ + tiθ)s1i ∣∣2hlim
E,θ
,gX
= −√−1ΛgX∂∂ Tr(s1i )
We take a C∞-function µ : R −→ R≥0 such that µ(s) = 1 (s ≤ 1) and µ(s) = 0 (s ≥ 2). For any sufficiently
large real number T , let χT : X −→ R≥0 be the C∞-function such that (i) χT ≡ 1 on X \
⋃
P∈Z(ω) UP , (ii)
χT (z) = µ
(−T−1 log |z|) on the coordinate neighbourhoods (UP , z) for P ∈ Z(ω).
We have a constant M4 > 0 with the following property.
• For any neighbourhood N of Z(ω), there exists i4(N) such that |s1i |hlim
E,θ
≤M4 on X \N for any i ≥ i4(N).
Then, we have a constant C10 such that for any fixed T > 0 the following holds for a large i:∫
χT
∣∣∂Es1i ∣∣2hlim
E,θ
,gX
dvolgX ≤ C10
∫
χT
∣∣(s1i )−1/2∂Es1i ∣∣2hlim
E,θ
,gX
dvolgX
≤ C10
∣∣∣∣∫ χT∂ · ∂ Tr(s1i )∣∣∣∣ = C10 ∣∣∣∣∫ (∂∂χT ) · Tr(s1i )∣∣∣∣ (40)
By taking the limit for i→∞, we obtain∫
χT
∣∣∂Es1∞∣∣2hlim
E,θ
,gX
dvolgX ≤ C10
∣∣∣∣∫ (∂∂χT ) · Tr(s1∞)∣∣∣∣
Note that we have already known the boundedness of Tr(s1∞). We also have the uniform boundedness of ∂∂χT
with respect to the Poincare´ like metric on X \ Z(ω). Hence, by taking the limit for T →∞, we obtain∫ ∣∣∂Es1∞∣∣2hlim
E,θ
,gX
dvolgX ≤ 0
Hence, we obtain ∂Es
1
∞ = 0.
By Lemma 5.15 and Lemma 5.16, we have s1∞ = α1 idL1 ⊕α2 idL2 for non-negative real numbers αi (i = 1, 2).
We have (α1, α2) 6= (0, 0).
5.4.4 End of the proof of Theorem 5.1
Suppose that α1 6= 0. Let uj be local frames of Lj (j = 1, 2) on a relatively compact open subset in X \ Z(ω).
We set γi := β
−1
i ν
−1/2
i α
−1/2
1 . Then, we have the following:
lim
i→∞
∣∣u1∣∣htiγi = ∣∣u1∣∣hlimL1 (41)
By the asymptotic orthogonality in §2, we have the following on X \N , where N is any neighbourhood of Z(ω):∣∣u1 ∧ u2∣∣2det(E) = |u1|2hti |u2|2hti − |hti(u1, u2)|2 = |u1|2hti |u2|2hti · (1 +O(exp(−ǫti)))
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We also have
∣∣u1 ∧ u2∣∣det(E) = ∣∣u1∣∣hlim
E,θ
· ∣∣u2∣∣hlim
E,θ
. Hence, we obtain the following from (41):
lim
i→∞
∣∣u2∣∣htiγ−1i = ∣∣u2∣∣hlimL2 (42)
We obtain the following for j = 1, 2 from (41) and (42):
lim
i→∞
Ψ∗γihti(uj , uj) = h
lim
E,θ(uj, uj).
We also have the following on X \N , where N is any neighbourhood of Z(ω):
Ψ∗γihti(u1, u2) = hti(u1, u2) = O(exp(−ǫti)) · |u1|hti · |u2|hti = O(exp(−ǫti)) · |u1|Ψ∗γihti · |u2|Ψ∗γihti
So, we obtain limi→∞Ψ∗γihti(u1, u2) = 0 = h
lim
E,θ(u1, u2). Hence, we have the convergence of Ψ
∗
γihti to h
lim
E,θ in
C0 on any compact subset in X \ Z(ω).
By the construction of the sequence γ(ti, Q), we have limi→∞ γ(ti, Q) · γ−1i = 1. Hence, we have the
convergence of Ψ∗γ(ti,Q)hti to h
lim
E,θ in C
0 on any compact subset in X \Z(ω). We can obtain the convergence of
the higher derivative from Corollary 2.15. Thus, we are done in the case α1 6= 0.
We can argue the case α2 6= 0 in a similar way. Thus, the proof of Theorem 5.1 is finished.
5.5 Proof of Theorem 5.3
5.5.1 Preliminary
Let (E, ∂E , θ) be any stable Higgs bundle of rank 2 onX such that (i) (E, ∂E , θ) is generically regular semisimple,
(ii) the spectral curve Σ(E, θ) is reducible, (iii) tr(θ) = 0. We have holomorphic line bundles Li (i = 1, 2) with
an inclusion E −→ L1 ⊕ L2 as in §4.2. We assume that deg(L1) = deg(L2). Then, we have aE,θ = 0 and
−χP (aE,θ) = χP (aE,θ) + ℓP = ℓP /2.
We fix a Hermitian metric hdet(E) of det(E). For any t > 0, we have Hermitian-Einstein metrics ht for
(E, ∂E , tθ) such that det(ht) = hdet(E). We have the metric h
lim
E,θ as in §5.1.1.
We take any sequence ti → ∞. Let k(2)i be the self-adjoint endomorphisms of (E|X\Z(ω), hlimE,θ) determined
by hti = h
lim
E,θ · k(2)i .
Lemma 5.17 After going to a subsequence {i(p)} ⊂ {i} there exists a sequence of positive numbers νi(p) such
that the sequence ν−1i(p)k
(2)
i(p) weakly converges to a morphism α1 · idL1 ⊕α2 · idL2 in L21 locally on X \ Z(ω) for
non-negative real numbers αj (j = 1, 2) with (α1, α2) 6= (0, 0).
Proof Let us consider the case where deg(E) is even. We take a holomorphic line bundle L0 with an isomor-
phism L0⊗L0 ≃ det(E). We have a Hermitian metric hL0 such that hL0⊗hL0 = hdet(E). We have the harmonic
metrics hE⊗L−10 ,ti for (E⊗L
−1
0 , ∂E⊗L−10 , tiθ). We have hE⊗L−10 ,ti = hti⊗h
−1
L0
and hlim
E⊗L−10 ,θ
= hlimE,θ⊗h−1L0 . Hence,
k
(2)
i is the self-adjoint endomorphisms of ((E⊗L−10 )|X\Z(ω), hlimE⊗L−10 ,θ) determined by hE⊗L−10 ,ti = h
lim
E⊗L−10 ,θ
·k(2)i .
Note that aE⊗L−10 ,θ = 0 and βi = t
a
E⊗L
−1
0
,θ
i = 1 in §5.3.3 and §5.4. Then, the claim of the lemma for k(2)i has
been already observed in §5.4.2–§5.4.3. We can easily reduce the case where deg(E) is odd to the case where
deg(E) is even, by taking the pull back by a covering X˜ −→ X of degree 2.
5.5.2 Proof of Theorem 5.3
We take any sequence ti →∞. It is enough to prove that we can take a subsequence t′i such that ht′i converges
to hlimE,θ on any compact subsets in X \ Z(ω).
Let k
(2)
i be the self-adjoint endomorphisms of (E|X\Z(ω), h
lim
E,θ) determined by hti = h
lim
E,θ · k(2)i , as in §5.5.1.
Because ρ∗hlimE,θ = h
lim
E,θ and ρ
∗hti = hti , we have ρ
∗k(2)i = k
(2)
i . As remarked in Lemma 5.17, by going to
a subsequence, we may assume to have a sequence of positive numbers νi such that the sequence ν
−1
i k
(2)
i is
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weakly convergent to α1 idL1 ⊕α2 idL2 in L21 locally on X \ Z(ω), where αi are non-negative numbers such
that (α1, α2) 6= (0, 0). Because ρ∗
(
ν−1i k
(2)
i
)
= ν−1i k
(2)
i , ρ
∗(L1) = L2 and ρ∗(L2) = L1, we have α1 = α2. In
particular, α1 ·α2 6= 0. Because det(k(2)i ) = 1, the sequence ν−2i converges to α1 ·α2. In particular, the sequences
νi and ν
−1
i are bounded.
We take a subsequence hti(p) for which the sequence k
(2)
i(p) is convergent to β idL1 ⊕β idL2 for a positive
number β. But, we have det(k
(2)
i(p)) = 1 and hence β = 1, i.e., k
(2)
i(p) is convergent to the identity id, indeed.
Hence, we can conclude that the sequence k
(2)
i is convergent to id, and the proof of Theorem 5.3 is finished.
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