This paper is about the dynamics of non-diffusive temperature fronts evolving by the incompressible viscous Boussinesq system in R 3 . We provide local in time existence results for initial data of arbitrary size. Furthermore, we show global in time propagation of regularity for small initial data in critical spaces. The developed techniques allow to consider general fronts where the temperature is piecewise Hölder (not necessarily constant), which preserve their structure together with the regularity of the evolving interface.
Introduction
In this paper we study the following active scalar equation
where θ(x, t) is the temperature of a three dimensional incompressible fluid
The velocity u(x, t) evolves by the Boussinesq viscous system u t + u · ∇u − ∆u + ∇π = θe 3 ,
with π(x, t) the fluid pressure and e 3 = (0, 0, 1). The viscosity and gravity constants are taken equal to one for the sake of simplicity and (x, t) = (x 1 , x 2 , x 3 , t) ∈ R 3 × [0, +∞). The system above is the well-known Boussinesq equation [5] with viscosity and without heat diffusion. This system models natural convection phenomena generated by fluid flow due to the effect of buoyancy forces. Temperature gradients induce density variations from an equilibrium state, which gravity tends to restore. These flows are usually characterized by small deviations of the density with respect to a stratified reference state in hydrostatic balance. Potential energy is thus the main agent of movement, compared to inertia. Oberbeck was the first to notice by linearization that the buoyancy effect was proportional to temperature deviations [35] , and later Boussinesq [5] completed the model based on physical assumptions. It has been since then one of the main ingredients in geophysical models [24] , [34] , from ocean and atmosphere dynamics to mantle and solar inner convection, as well as a basic tool in building environmental engineering. In particular, it is an important model to understand the Rayleigh-Bénard problem [12] .
From the mathematical point of view, the model is important due to the fact that it is related with the Euler and Navier-Stokes equations with constant density. Specifically the system (1,2,3) contains 3D Navier-Stokes as a particular case and the inviscid 2D Boussinesq case corresponds to the 3D axisymmetric swirling Euler equations [33] . Furthermore, a very important feature is that, for the 2D and 3D cases in the Boussinesq system, vortex stretching mechanism is present. Therefore the well-posedness of the equations is a mayor open problem in the mathematical analysis of partial differential equations modeling incompressible fluids [43] .
For smooth initial data, the system was proved to exist for all time in the 2D case with regular initial data [8] , [27] . The regularity of the initial data was improved later in [1] and [25] using Besov and Sobolev spaces, respectively. Global-in-time results were shown through the scale of Sobolev spaces of different regularity in [28] . The uniqueness of weak solution was proved in [15] making use of paradifferential calculus techniques.
On the other hand, in the 2D inviscid case the global existence of solution is still an open problem. There are numerical evidences of global-regularity [17] in the periodic setting but recent simulations indicated the possibility of finite-time blow-up in the case of bounded domain with regular boundary [32] . Based on this scenario, new one-dimensional Boussinesq models have been developed to show blow-up including boundary effects [10] , [11] . They have been recently extended to dimension two [26] for models which include the incompressibility condition [29] . Returning to the 2D inviscid Boussinesq system, it develops finite time blowup in scenarios where the solutions have finite energy and evolve in spatial domains with a corner [18] . On the other hand, there is long-time existence for solutions in the whole plane close to stable regimes, where the temperature of the fluid in increasing in the vertical direction [19] . Considering this setting for bounded domains the solutions have finite energy and the same result has been proven adding damping to the model [7] .
There are also global existence results for the 2D Boussinesq system with anisotropic and partial viscosities (see [2] , [6] , [30] , [3] , [31] and references therein). These scenarios model important physical situations with different horizontal and vertical scales for atmospheric and oceanic flows, where the viscosity constant can be zero in some axis-directions.
Taking the initial temperature trivial, θ(x, 0) = 0, it is easy to obtain the Navier-Stokes equation from the Boussinesq approximation, so that in 3D the well-posedness is a challenging problem [20] . Similar blow-up criteria and global-in-time regularity for small initial data results can be shown [42] , [36] , but the effect of gravity produces stratified temperature solutions in the inviscid case [41] .
Here, we consider a free boundary problem governed by the incompressible Boussinesq system (1,2,3), where the temperature has jumps of discontinuity. This setting provides important scenarios where the temperature is a front evolving with the fluid flow [24] , [34] . This problem was first considered in [16] , where initial fronts are given with regularity measured through the Besov spaces θ 0 ∈ B 2/q−1 q,1 , q ∈ (1, 2). The authors use paradifferential calculus and striated regularity techniques to obtain C 1+γ propagation of regularity of the boundary of the fronts, 0 < γ < 1, in 2D for arbitrary initial data and in 3D adding smallness assumptions. This result can then be applied to patch-type temperature, where the front takes different constant values on complementary domains.
More generally, patch-type solutions have been highly studied for different equations coming from fluid mechanics models (see [9] , [4] , [14] ). In particular, in the setting of rapidly rotating temperature fronts, for the patch problem in 2D [38] there is numerical evidence of pointwise collapse with curvature blow-up [13] . Moreover, it has been shown that the control of the curvature removes the possibility of pointwise interface collapse [21] . In [22] , the authors proved that for 2D Boussinesq temperature patches the curvature of the interface cannot blow up in finite time. A new cancellation on the time-dependent singular integral operators given by the second derivatives of the solution to the heat equation was needed. A different proof for the persistence of low regularity was also shown and, by making use of level-set methods, an extra cancellation in the tangential direction is used to propagate higher regular interfaces.
In this paper we deal with 3D temperature fronts that do not need to be patches of constant temperature. We first provide a local-in-time existence result for very low regular initial temperature, θ 0 ∈ L 1 ∩ L p , 3 2 < p < ∞, without size constraints. Adding a smallness condition in critical spaces, the results are global in time. Notice that equation (3) can be written as a forced heat equation and therefore the velocity is given by
where P is the Leray projector and (∂ t −∆)
0 f denotes the solution of the linear heat equation with force f and zero initial condition:
Above we use the standard notation e t∆ f = F −1 (e −t|ξ| 2f ), whereˆand F −1 denote Fourier transform and its inverse. The regularity obtained for the velocity field (see Theorem 2.1) allows to use the particle trajectories of the system,
with the back-to-label map A(X(a, t), t) = a, to write the equation for the interface
and thus to propagate the structure and interface regularity of fronts given by θ 0 (x) = θ 0 (x)1 D 0 (x), with D 0 ⊂ R 3 a bounded simply connected domain with boundary ∂D 0 ∈ C 1+γ . Under this well-posed scenario, we are able to prove that piecewise Hölder fronts,
whose interface has bounded curvature, preserve this regularity. Taking advantage of the space-time singular integral given by the heat kernel, we find a new perspective to deal with the operators given by second derivatives of the temperature term in (4). This will allow to consider non-constant patches. The new viewpoint connects the parabolic approach used in [22] with the elliptic one in [23] , avoiding the use of time-weights and interpolation theory. Moreover, the technique provides a unified approach to propagate higher regular interfaces. Indeed, for fronts with C 2+γ boundary, where one cannot expect to gain enough regularity for the velocity globally in space, the approach used in 2D is no longer valid. That is due to the fact that in the 3D case the tangent vector fields are not divergence free. The parabolicelliptic approach overcomes this difficulty and shows in a clear way how to introduce contour dynamics methods to deal directly with the boundary evolution.
The paper is organized as follows: In the next section, we give the local and global in time results for low regular temperature fronts, and show that C 1+γ interfaces propagate preserving their regularity. Then, in Section 3, we present the new approach that will allow us to deal with piecewise Hölder fronts whose initial curvature is bounded. We will find that u ∈ L 1 (0, T ; W 2,∞ ) and therefore the boundary evolves without possibility of curvature blow up. In Section 4, building upon the previous results, we will use contour dynamics methods to find the persistence of higher regularity.
Local and global regularity results for C 1+γ fronts
This section is devoted to show a framework to provide local-in-time existence of low regular solutions for the Boussinesq system (1,2,3) with no restriction on the size of the initial data.
It also shows global-in-time solutions with smallness assumption on the initial data in critical spaces.
+γ+ε be a divergence-free vector field and θ 0 ∈ L p for all 1 ≤ p <
for any µ ≤ min{γ + ε, 1/2} and any 0 <ε < ε. The time of existence T > 0 is such that
Furthermore, if the initial data satisfy
for δ > 0 an universal constant, the solutions exist for all time T > 0.
Remark 2.2. The theorem above allows to propagate C 1+γ regularity for temperature fronts; i.e. for initial
where
Proof: Local Existence: We consider first the L 2 energy balance for the Boussinesq system, obtaining that
From the transport character of (1) it is possible to find
Next we consider theḢ 1 2 norm evolution of the velocity. The argument is similar to [37] but the procedure is included for completeness.
Writing u = v + w we decompose the velocity into a linear heat equation and a nonlinear system with zero initial data as follows
where P denotes the Leray projection. It is then clear that
.
On the other hand 1 2
The chain of bounds
The above inequality yields
as long as
Next we consider the evolution of 1/2 +γ derivatives, withγ = γ + ε, as follows
We consider to cases.
together with (6) allow us to use Gronwall's inequality in (7) in order to conclude that
Next we provide the solution of the system as follows
to get for γ < γ +ε <γ the following bound
, and therefore
Using that u · ∇u
we are done with the regularity for
From (9) we also obtain that
by Sobolev injection. Taking into account (11) with α = 1/2 and (10) with γ +ε = 1/2 −ε ∈ (0, 1/2), interpolation inequality
provides that
Therefore, by choosingε = 1 −γ ∈ (0, 1/2) and α = 1−γ 2γ ∈ (0, 1/2), we obtain that
From (9) we find that
Using (9) again we also obtain that
Global Existence: We consider the splitting (9) to find
The L p maximum principle for θ together with the smallness condition
The injectionḢ
2,∞ recover the more classical smallness assumption as state in the theorem.
Next we use the splitting (9) one more time to obtain
Taking k 1 small enough it is possible to get
Finally, the bound u Ḣ1 ≤ c u
It yields global existence in (7) so that we can continue the proof in the same way as in the local-in-time approach.
3 Local and global regularity results for W 2,∞ fronts
In this section we provide the local-in-time and global-in-time results to propagate the regularity of fronts with bounded curvature.
+ε be a divergence-free vector field with ε ∈ (0, 1). Assume that D 0 ⊂ R 3 is a bounded simply connected domain with boundary ∂D 0 ∈ W 2,∞ , and
where D(t) = X(D 0 , t). The regularity of the velocity is given by
where s ≤ min{1/2, ε}. The time of existence T > 0 is such that
for C 0 > 0 an universal constant. Furthermore, if the initial data satisfy
Remark 3.2. The theorem above allows to show the result for fronts of the form
Proof: First point in the argument is to use theorem 2.1 in order to find a unique solution up to a time T > 0 to the system. Under the smallness assumption the previous estimates are global and so are the following, giving the global existence result.
Next we use splitting (9) to find
where the terms are controlled due to the estimates found in the previous section. The last estimate for the velocity is performed:
so that it remains to bound the last term above. Next we analyze the singular integral operator ∇ 2 (∂ t −∆)
0 P(θe 3 ). We apply the Fourier transform to find
for j, k, l form 1 to 3 and δ l,3 the Kronecker delta. It shows that we only need to deal with the following four cases
by exchanging coordinates. The principal values above are understood as a limit removing the time singularity. The identity ∆K = ∂ t K, for K the heat kernel at any t = 0, implies that
Therefore, we can write (see Chapter 3.3 in [39] )
where the kernels k i , i = 1, ..., 4, correspond to fourth order Riesz transforms, hence they are even, homogeneous of degree −3, and have zero mean on spheres. We denote by δ ij the Kronecker delta. Going back to (14) , we can now bound the temperature terms by the following
We show the details in the case i = 4, as the rest can be handled in a similar manner. Then we start by splitting as follows
Using the equation (1), the term I 1 becomes
so integration by parts shows that
The first term can be written as follows
We note here that k 4 defines a singular integral operator, and thus J 1 is not bounded for a general bounded function. We first define a cut-off distance
Above the neighborhoods N j , j = 1, ..., L, provide local charts of the free boundary ∂D(t) so that for any x ∈ ∂D(t) there exists a N j ⊂ R 2 such that x = Z(α, t) with α ∈ N j . The positive quantity δ is fixed due to Theorem 2.1. Then we can perform the following splitting
where the first term is bounded by
In order to bound L 2 we distinguish between two cases: x ∈ D(t) and x / ∈ D(t). From now on, if x ∈ ∂D(t) the meaning of θ(x, t) is the limit of θ(y, t) from inside D(t) as y → x.
In the first case, we split L 2 as follows
and therefore
Since θ satisfies a transport equation, the regularity obtained for u allows us to find that
The last term above can be bounded since the kernels are homogeneous and even, and ∂D(t) ∈ C 1+γ due to Remark 2.2 (see [4] , and [14] for 3d). In the case x / ∈ D(t), we definex = arg d(x, ∂D(t)) ∈ ∂D(t). Then we can split L 2 as follows
so taking into account the triangle inequality we find that
thus we conclude that
Going back to (21), the bounds (22) and (24) give
We proceed now to bound J 2 in (19) . We can write it in the following manner
so standard properties of the heat equation give us that
Using the same reasoning as in the term J 1 , we can conclude that
The last term is indeed more regular and it can be bounded as follows
So introducing the bounds (25), (26) and (27) in (19) we have that
The term I 2 is analogous to I 1 but replacing the Riesz transforms with identities, so we find that
We are then done with estimate (17) and therefore plugging it into (14) we find the regularity needed to end the proof.
Local and global regularity results for C 2+γ fronts
This section is devoted to prove the results for C 2+γ fronts.
+γ+ε be a divergence-free vector field with γ ∈ (0, 1) and ε ∈ (0, 1 − γ). Assume that D 0 ⊂ R 3 is a bounded simply connected domain with boundary ∂D 0 ∈ C 2+γ , and θ 0 (x) = θ 0 (x)1 D 0 (x) with θ 0 ∈ C γ (D 0 ). Then, there is a unique solution (u, θ) of (1,2,3) with u(x, 0) = u 0 (x) such that
where µ ≤ min{1/2, γ + ε}. The time of existence T > 0 is such that
for δ > 0 an universal constant, the solutions exist for all time T > 0. 
Proof: From the previous result we just need to study the C 2+γ regularity of the velocity. From the equation, since θ is not even continuous, one cannot expect to obtain such regularity globally in space, so we need to study it on the surface. The nonlinear term and the corresponding to the initial data in the splitting (9) can be treated as in (13) . In particular, for these terms one can indeed obtain the regularity globally in space:
For the temperature term we consider as before one of the main kernels as explained in the proof of Theorem 3.1. The others can be treated in a similar manner. We deal with the kernel K 4 given in (15) . Integration by parts in time provides as before
with k 4 given in (16) and δ 0 the Dirac delta. Notice that the second and third term correspond to solutions of the linear heat equation, and therefore can be bounded as follows
As we want to study the Hölder regularity along the surface, we consider two points on the surface x = Z(α, t), x + h = Z(α, t). Then we start with the following splitting
and
The term above gives
by using Theorem 3.1. The term J 1 has to be decompose in the following manner
, where
and analogously
Adding L 3 and L 5 we find
where the principal value is bounded as in (23) taking 2|h| smaller than the cutoff (20) . The next bound is performed as follows
so that it remains to bound L 6 to be done with the Hölder regularity for I 1 . We rewrite the term to see that
From (15) and (16), we recall that
in the distributional sense. Then, integration by parts gives that
For simplicity, from now on we disregard the dependence in time of the notation. We take a cutoff distance η > 0 and denote B η = {y ∈ ∂D(t) : |x − y| < η}. We can always choose the size of h small enough so that x + h ∈ B η/2 . Then we can write L 6 as follows
For the M 2 term we use the mean value theorem to obtain
To estimate the term M 1 we choose a parametrization Z(β, t) on B η of the surface ∂D(t) near the points Z(α, t), Z(α, t) so that
and substituting Γ 4 from (31) we can write
For convenience, we will choose the parametrization with isothermal coordinates (see e.g. [40] , Chap. 5.10), i.e., verifying that
Then, we add and subtract the appropriate quantities and group the terms together,
The term O 1 can be decomposed further:
We define the following quantity
which measures the arc-chord condition of Z(t) on B η . Then, it is not difficult to see that
with
To deal with Q 1 , we first notice that
so using that Z(t) ∈ C 1+ε , 0 < ε ≤ γ, we obtain
Recalling thatα ∈ Z −1 (B η/2 ), we have that
, we find that
and thus
We conclude then the bound for Q 1
To deal with Q 2 , we use the following identity
followed by integration by parts to show that
Then, Q 2 is bounded as follows
Introducing one more splitting, the term R 1 is written in the following manner
One immediately obtains that
The terms S 3 and S 5 are joined together
Recalling that Z(α) is the center of B η , we know that
so that the integral is on a disk and therefore vanishes. Finally, integration by parts in S 6 shows that
so, since α,α ∈ Z −1 (B η/2 ), we can apply the mean value theorem to conclude that
Joining the above bounds we have that
We now rewrite R 2 as follows
(α 1 − β 1 ) 3 |α − β| 5 − (α 1 − β 1 ) 3 |α − β| 5 (Z 1 (α) − Z 1 (β))n 1 (β)dl(β) , which recalling again that α,α ∈ Z −1 (B η/2 ) can be bounded by the following
The terms R 3 and R 4 can be bounded analogously to R 1 and R 2 , respectively. Introducing the bounds (40), (41) back in (39), we obtain that
From (37), the bounds (38) and (42) yields that
The terms P 2,j and P 3,j can be estimated analogously, so we conclude in (45) that
Going back to (35) , for simplicity of notation we will denote α−β |α−β| 3 · (∂ α Z 1 ((1−r)β +rα))(G(α, β)−G(α, β))dβdr. Therefore, the difference |O 2 (α)−O 2 (α)| can be bounded by introducing the following splitting To deal with the first two terms, we first notice that for both w = α and w =α it holds that
Therefore, one can integrate to find that
Next,P 3 is readily bounded as follows
The mean value theorem applied inP 4 provides that
Z −1 (Bη )∩{|α−β|≥2|α−α|} |α −α| |α − β| 3 |α − β| γ dβ, and sinceα − β| ≤ |α − β|, we conclude that
Similarly,P 5 is bounded as follows
Joining the above bounds and going back to (45) we find that
This last bound combined with (44) allow us to estimate (35)
which jointly to (33) gives in (32) that
and thus the Hölder estimate of I 1 (29) is concluded. Since we already have the bounds (30) , formula (28) shows that the proof is ended.
