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Повышенная изменчивость и одновременно – пониженная частота выборочных измерений 
контролируемых показателей природных вод повышают вероятность ошибочной оценки их качества. 
В работе решается задача повышения достоверности такой оценки путем анализа массивов 
новых данных совместно с данными, накопленными в предыдущие периоды. Для этого  была 
применена модификация байесовского подхода с использованием показателя степени однородности 
объединяемых данных. Показано, что в последнем случае объединенная оценка смещается по срав-
нению с байесовской в сторону оценки максимального правдоподобия по вновь полученным экспе-
риментальным данным, «забывая» таким образом устаревшие данные. При этом 90-процентный 
доверительный интервал, в котором заключены истинные значения контролируемых показателей, 
сужается, что повышает достоверность вероятностной оценки качества воды. Предложенный подход 
проиллюстрирован на примере универсального непараметрического метода оценки вероятности 
соответствия концентрации некоторого загрязняющего вещества предъявляемым требованиям, как 
наиболее общего показателя качества воды. Пример доведен до конкретных числовых значений, 
позволяющих как провести сравнение классического и модифицированного байесовского подхода, 
так и выдать рекомендации по рациональному использованию последнего. Предложенный подход 
может найти широкое применение в задачах анализа статистических показателей качества в раз-
личных предметных областях при дефиците экспериментальных данных.
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Increased variability and, at the same time, a reduced frequency of selective measurements of 
controlled indicators of natural waters increase the probability of erroneous evaluation of their quality. The 
task is to increase the reliability of such an assessment by analyzing arrays of new data in conjunction with 
data accumulated in previous periods. To do this, a Bayesian approach was modified using the uniformity 
measure of the combined data. It is shown that in the latter case the combined estimate shifts from the 
Bayesian one to the maximum likelihood estimate from the newly obtained experimental data, thus “forgetting” 
the obsolete data. At the same time, the 90% confidence interval, in which the true values of the monitored 
indicators are concluded, is narrowed, which increases the reliability of the probabilistic assessment of 
water quality. The proposed approach is illustrated by the example of a universal nonparametric method for 
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estimating the probability of the concentration of a certain pollutant in compliance with the requirements as 
the most common indicator of water quality. The example is brought to specific numerical values, allowing 
both to compare the classical and modified Bayesian approach, and to give recommendations on the rational 
use of the latter. The proposed approach can find wide application in the problems of analysis of statistical 
quality indicators in various subject areas with a shortage of experimental data.
Keywords: water quality control, probabilistic estimation, Bayesian approach, mixture of distributions, 
maximum likelihood function
Введение
Требования к достоверности контроля каче-
ства природных вод нарастают по мере того, как 
они аккумулируют все большее количество извест-
ных и новых загрязняющих веществ [1, 2]. Трудно-
сти решения этой задачи обусловлены сочетани-
ем сравнительно редкого выборочного контроля 
с повышенной нестабильностью контролируемых 
показателей. Это создает повышенные риски оши-
бочных заключений о соответствии или несоот-
ветствии воды установленным требованиям [3, 4]. 
Для снижения таких рисков необходимо повысить 
объем контролируемой информации. Поскольку 
при этом нежелательно повышать частоту (а зна-
чит, и стоимость) измерений, общепринято стрем-
ление присоединять к свежим данным более ста-
рые, накопленных за предшествующий период. К 
сожалению, простое объединение не может быть 
эффективно, поскольку такие данные взаимно кор-
релированы тем меньше, чем больший интервал 
времени их разделяет. Такое объединение стано-
вится корректным, если учитывается факт сниже-
ния значимости старых данных в пользу более акту-
альных новых сведений. С этой целью необходима 
методика повышения достоверности контроля, в 
основу которой ниже положен байесовской подход.
1. Основные положения байесовского 
подхода
В модели Томаса Байеса совместная 
вероятность случайных событий А и В есть 
откуда [5]:
(1)
где  – функция правдоподобия, описы-
вающая распределение случайной величины А 
при фиксированном значении  – апо-
стериорная расчетная плотность вероятности, 
 – безусловная плотность 
вероятности (нормирующий множитель), Ω – об-
ласть определения параметра B [5, 6].
Рассмотрим основные положения байесовско-
го подхода на простейшем примере оценки веро-
ятности непревышения некоторым загрязняющим 
веществом предельно допустимой концентрации 
(ПДК), принятой показателем качества воды. При 
этом шкалой измерений является наиболее «сла-
бая» номинальная метрологическая шкала. Мето-
ды анализа результатов измерений, приведенных 
в этой шкале, относятся к классу универсальных 
непараметрических методов математической ста-
тистики. Они не требуют количественных значе-
ний данных, информации о законах распределения 
этих данных и оценок их характеристик (матема-
тических ожиданий, дисперсий и пр.). Эти методы 
являются альтернативой широко используемых в 
практических приложениях параметрических мето-
дов, основанных на предположениях о нормальном 
законе распределения вероятностей данных изме-
рений, адекватность которого в качестве статисти-
ческой модели результатов измерений концентра-
ции загрязняющих веществ требуют специального 
исследования [3].
Процедура байесовского оценивания легко 
выполнима при экспериментальной оценке вероят-
ности , когда из общего числа n наблюдений 
имеется m ≤ n удовлетворительных и d = n – m неу-
довлетворительных. Тогда функция правдоподобия 
представляет собой биномиальное распределение 
(2)
где RП – вероятность удовлетворительного соста-
ва воды, индекс «П» здесь и далее характеризует 
правдоподобие величины. 
Важно, чтобы априорная плотность вероятно-
сти была [7]: «самовоспроизводимой» (после коррек-
ции по Байесу не должен меняться вид распреде-
ления), многообразной по форме (для адекватного 
описания априорных данных), «наихудшей» для га-
рантии точности получаемых апостериорных оце-
нок (этому требованию отвечают распределения, 
полученные из условия максимальной неопреде-
ленности (энтропии)). Перечисленным условиям для 
функции (2) удовлетворяет бета-распределение:
(3)
где  – бета-функция, γ0 ≥ 1, η0 ≥ 1 – ее па-
раметры, индекс «0» здесь и далее относит вели-
чину к априорному распределению1.
Выражения (2) и (3) позволяют при исполь-
зовании формулы Байеса (1) получить выражение 
для апостериорной вероятности соответствия воды 
установленным требованиям [7]:
1 Подробное обоснование данного вида 
априорного распределения читатель найдет, 
например, в [6].
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(4)
где новые параметры γ = γ0 + m, η = η0 + n – m, а ин-
декс «Б» здесь и далее относит величину к ее зна-
чению по Байесу.
В качестве оценки параметра R выбираем 
апостериорное математическое ожидание
(5)
где знак «^» над величиной здесь и далее харак-
теризует оценку.
Если параметры γ0, η0 получены по резуль-
татам предшествующих наблюдений, то γ0 = m0, 
η0 = n0 – m0. При этом,  – оценка вероят-
ности по частоте, найденная в предыдущий пери-
од. Для этого случая , т.е. байесовская 
оценка представляет собой оценку по объединен-
ной выборке.
2. Ограничения байесовского подхода
Оценка  является несмещенной толь-
ко  при ус ловии однороднос ти данных 
, критерий которой в 
задачах контроля при аппроксимации биномиаль-
ного распределения нормальным имеет вид:
(6)
где  – квантиль стандартного нормального рас-
пределения уровня значимости 1-α/2.
Проверка статистической гипотезы об од-
нородности связана с ошибками, и принимается 
с вероятностью 1 – α, т.е. только при нахождении 
статистики u0 в допуске: . Действи-
тельная достоверность допускового контроля за-
висит от расстояния статистики u0 от границы поля 
допуска, которое может быть измерено в вероят-
ностной форме – наблюдаемом уровне значимо-
сти α0, найденном из точного равенства . 
При условии  квантиль  и α0 = 1; гра-
ница же поля допуска для принятия гипотезы од-
нородности определяется на практике при значе-
ниях .
Для использования величины α0 в качестве 
«меры» однородности/неоднородности можно произ-
вести нормирование – ввести показатель , 
при α0 = 1 равный единице, а при α0 = αгр – нулю. 
При промежуточных значениях α0, например 0.8 и 
αгр = 0.1 получим . При уменьшении αгр име-
ем . Так, при αгр = 0.01 и α0 = 0.8: ; 
при αгр = 0.001 и α0 = 0.8: . Следователь-
но, наблюдаемое значение α0 также может быть 
использовано для оценки меры однородности как 
при принятии, так и при отклонении соответству-
ющей гипотезы. 
Пример 1. Проверить статистическую одно-
родность данных по нефтепродуктам Уральского 
Управления по гидрометеорологии и мониторинга 
окружающей среды (УГМС) в 2007 и 2008 гг. в реке 
Исеть (левый приток р. Тобол) на створе в черте г. 
Екатеринбург, если из 12 результатов ежегодных 
измерений в 2007 г. было зафиксировано 11 удов-
летворительных, а в 2008 – 6. 
Решение. Исходные данные: 2007 г. – n = 12, 
m = 11,  2008 г. – n = 12, m = 6,  = 0.5. 
Отсюда . 
Это значение больше квантиля стандартного нор-
мального распределения  при α = 0.05. 
Таким образом, данные контроля качества воды 
2007 и 2008 гг. статистически разнородны. Они мо-
гут быть признаны однородными только при очень 
малом граничном значении αгр = 0.01. 
Тогда нормированное значение при получен-
ном выше  есть 
.
Таким образом, объединять информацию, по-
лученную в 2007-2008 гг. в соответствии с классиче-
ским байесовским подходом нельзя. Необходимо 
разработать подход, учитывающий степень стати-
стической однородности, характеризуемой найден-
ным значением показателя α*.
3. Обобщенная форма байесовских оценок.
Обобщенную форму байесовских оценок бу-
дем формировать на основе так называемой сме-
си распределений [7], имеющей два слагаемых, со-
ответствующих байесовской и экспериментальной 
плотности вероятностей (функции правдоподобия):
,
где индекс «ОБ» характеризует объединение выбо-
рок, с учётом степени статистической однородности.
При  используется апостериорная плот-
ность вероятности ; при  происходит от-
каз от априорной информации и оценка строится 
на основе только функции правдоподобия  
вновь поступивших данных.
Покажем процедуру построения байесовской 
оценки на рассмотренном выше примере нахожде-
ния вероятности по частоте.
Байесовская оценка имеет вид (5) 
: . Оценка мак-
симального правдоподобия из (2) равна . 
С учетом выражения для обобщенной формы бай-
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есовских оценок получим: , 
откуда, производя простые вычисления, имеем:
(7)
Ср а в н и в а я  э т о  в ы р а же н и е  с  в ы -
р а ж е н и е м  б а й е с о в с к о й  о ц е н к и 
, 
приходим к выводу о перераспределении суммар-
ного объема выборки n0 + n в сторону уменьшения 
веса относительного априорного объема  вме-
сто  и увеличения веса относительного объ-
ема вновь поступившей информации о контроли-
руемых показателях   вместо .
4. Ожидаемая (прогнозируемая) оценка 
вероятности.
Ожидаемая оценка качества воды основана 
на так называемом предапостериорном анализе [5]. 
Таковым является анализ знаменателя формулы 
Байеса (1) апостериорного закона распределения 
вероятности R соответствия качества воды уста-
новленным требованиям. Этот знаменатель, рав-
ный  представляет собой 
безусловный закон распределения ожидаемого чис-
ла m и при целых значениях γ0, η0 представляет со-
бой бета-биномиальное распределение:
с математическим ожиданием и дисперсией
,
.
Отсюда ожидаемая оценка вероятности  
при проведении n «будущих» наблюдений равна 
оценке априорной 
, (8)
дисперсия которой повышена:
. (9)
Здесь  – количество наблю-
дений объединенной выборки, индекс «пр» харак-
теризует вероятностное значение ожидаемой (про-
гнозируемой) величины.
На основе выражений (8), (9) с использовани-
ем нормальной аппроксимации может быть запи-
сан доверительный интервал, определяющий гра-
ницы изменения оценки :
, (10)
где  – квантиль стандартного нормального рас-
пределения. При получении экспериментальной 
оценки  и сравнении ее с границами дове-
рительного интервала , , могут быть сдела-
ны следующие выводы:
1.   – экспериментальная оценка соот-
ветствует ожидаемой;
2.   – экспериментальная оценка ниже ожи-
даемой;
3.   – экспериментальная оценка выше ожи-
даемой.
Использование нормальной аппроксимации 
позволяет оценить также меру несоответствия экс-
периментальной и вероятностной оценки. Так, для 
наиболее важного водопользователю случая 2 ожи-
даемая степень снижения вероятности  по срав-
нению с , т.е.
 
 с вероятностью β опре-
делится по соотношению [7]:
, (11)
где вследствие рассмотрения только нижней грани-
цы  заменено на , β – ошибка второго рода, 
определяющая ошибочную вероятность соответ-
ствия эксперимента и прогноза.
Анализируя теперь пошаговое изменение ве-
личины Δ в выборке нарастающего объема можно 
выявить закономерности динамики изменения со-
става воды.
Пример 2. Рассчитать прогнозируемую оценку 
вероятности соответствия по данным 2007 г., 2008 г. 
по условиям примера 1.
Решение. Ожидаемая оценка вероятности в 
2008 г. совпадает с оценкой вероятности в 2007 г.
,
однако имеет большую дисперсию
, .
Нижняя односторонняя 90%-доверительная 
граница составляет .
Уменьшение оценки с вероятностью β может 
достигать в соответствии с (11) при α = β =0.05 вели-
чины Δ = 0.3724. Тогда ожидаемое значение иско-
мой вероятности есть , 
что близко к экспериментальному значению .
При необходимости объединения несколь-
ких этапов наблюдений полученная оценка (7) 
рассматривается как априорная для последую-
щего этапа и используется не только для оценива-
ния искомого показателя, но и для проверки стати-
стической однородности с последующим этапом. 
При этом удобно представить такую оценку в виде 
338
Аналитика и контроль.       2018.        Т. 22.        № 3.
, где , , знак I 
– целая часть числа.
Для трех этапов измерений имеем: n0, m0, ; 
α1, n1, m1, ; α2, n2, m2, . Тогда в 
качестве априорной информации для третьего 
временного интервала рассматривается оцен-
ка (7) в виде: , 
а для объединенной оценки  получаем 
. Подста-
новка в последнюю формулу выражения для и вве-
дение обозначений ;  
приводит к искомой формуле:
. (12)
Сравнение выражений для и  показы-
вает, что веса  и  более ранних оценок 
,  уменьшаются, т.е. происходит постепенное 
«забывание» предшествующей информации.
На практике чрезвычайно редок случай пол-
ного совпадения характеристик исследуемой ин-
формации, полученной в различные временные 
периода. Поэтому практически всегда α1 и α2 мень-
ше единицы, и происходит приведенное выше пе-
рераспределение суммарного объема выборки в 
пользу увеличения веса вновь полученных дан-
ных, вне зависимости от того, «хуже» они или «луч-
ше» предыдущих.
В результате объединенные оценки вероят-
ности нахождения исследуемого показателя в до-
пуске по частоте могут быть как хуже, так и лучше 
оценок максимального правдоподобия, получен-
ных без учета ранее поступившей информации, в 
зависимости от того, уменьшается или увеличива-
ется эта вероятность. Однако точность этих объ-
единенных оценок, характеризующихся довери-
тельным интервалом, всегда выше, чем точность 
оценок максимального правдоподобия. В то же 
время учет степени статистической однородности 
объединяемой информации приводит к некоторо-
му ухудшению этих оценок и их точности по срав-
нению с байесовскими оценками, произведенны-
ми по суммарной выборке.
Пример 3. Применение модифицированной 
байесовской оценки вероятности соответствия ка-
чества воды предъявляемым требованям. Изложен-
ный материал позволяет вернуться к приведенному 
во втором разделе статьи примеру оценки загряз-
нения воды нефтепродуктами с целью повышения 
достоверности анализа и вероятностной оценки ка-
чества воды путем учета вновь поступающей ин-
формации и своевременным отбрасыванием более 
ранних устаревших данных. Основой для этого бу-
дут служить байесовский метод оценивания и по-
строение смеси распределений. 
По данным примера 1 содержание нефтепро-
дуктов в р. Исеть зафиксировано в 2007 г.: n0 = 12, 
m0 = 11; 2008 г. – n1 = 12, m1 = 6. При этом в 2009 г. 
там же – n2 = 12, m2 = 7. 
Решение. Результаты расчётов, проведенных 
по формулам (5), (6), (7) и (12) сведены в таблицу.
Таким образом, использование априорной инфор-
мации несколько повышает объединенную оценку. При 
этом по-прежнему имеет место выигрыш в точности. 
Действительно, видно, что 90-процентный довери-
тельный интервал при оценке максимального правдо-
подобия есть  = 0.5833 ± 1.645∙0.1423 = 
, а при объединенной оцен-
ке –  = 0.5474±1.645∙0.0829 = 
= (0.4110÷0.6838), т.е. сужается. При этом нижняя, 
наиболее значимая для контроля водно-экологи-
ческой безопасности, граница, при объединенной 
оценки почти на 20 % больше, чем при оценке мак-
симального правдоподобия: 
Предлагаемый метод может быть использо-
ван для анализа динамики качества воды не толь-
ко во времени, но и в пространстве, например, на 
отдельных гидрохимических створах той же реки 
Исеть, где ряды данных не будут однородными. 
Таблица
Результаты расчётов объединённых оценок
Table
Results of calculations of joint assessments
№ 
п/п
Объеди-
няемые 
оценки
Оценки максималь-
ного правдоподо-
бия (МП)
90 %
доверительный 
интервал оцен-
ки МП
α*
Байесов-
ская оценка
Объеди-
нённая 
оценка
90 %
доверительный 
интервал объе-
динённой оценки
1 2007 г.
0.002
не возмож-
на
0.5024
2 2008 г.
3 2009 г. 0.6666 0.5277 0.5474
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На рисунке схематически изображены основ-
ные результаты расчетов, проведенных по предло-
женной выше методике для анализа концентрации 
нефтепродуктов на створах р. Исеть в 2009 г. выше 
г. Екатеринбурга (створ 1), в черте города (2) и ниже 
на 7 (3) и 19.1 км (4).
При построении байесовской оценки с про-
веркой статистической однородности объединя-
емой информации, но без учета степени этой од-
нородности, получили бы следующие результаты:
– данные, полученные на створе выше Екатерин-
бурга и в черте города статистически разнородны 
и не могут быть объединены;
– данные, полученные в черте города и ниже по те-
чению однородны и могут быть объединены;
– результирующая оценка определяется по объе-
диненной выборке. При этом, поскольку на ство-
рах 2,3,4, m = 3, 2 и 5 (2-й столбец рис. 1), имеем 
, что ниже, чем объединенная 
оценка , полученная с учетом степени од-
нородности. Таким образом, использование апри-
орной информации целесообразно потому, что по-
зволяет более объективно оценить исследуемые 
показатели.
Приведённый пример носит демонстрацион-
ный характер: проиллюстрировать целесообразность 
применения модифицированного байесовского под-
хода для итерационного (пошагового) мониторинга 
качества воды (в отличие от ступенчатого монито-
ринга по времени и пространству не учитывающего 
предысторию нестационарного процесса динамики 
качества воды). Поэтому авторы не ставили перед 
собой объёмную задачу полного анализа качества 
воду по ряду загрязняющих веществ.
Заключение 
Достоверность вероятностных оценок каче-
ства воды может быть повышена путем объеди-
нения значений контролируемых показателей за 
несколько предыдущих лет. При этом необходим 
учет факта снижения значимости старых данных 
в пользу более актуальных новых сведений, для 
чего в работе предложено использование байесов-
ского подхода и построение так называемой сме-
си распределений. 
Показано, что байесовский подход как теоре-
тическая основа для построения практических ал-
горитмов контроля динамики состава природных 
вод позволяет корректировать «свежими» данны-
ми более раннюю априорную информацию. Труд-
ность такого подхода связана с тем, что указанную 
информацию необходимо описывать в виде неко-
торых функций распределения вероятностей, что 
даже в простейшем случае совместного оценива-
нии математического ожидания и дисперсии нор-
мального закона априорного распределения ока-
зывается достаточно сложным. К тому же, если 
отсутствует однородность объединяемой инфор-
мации, то байесовский подход не может применять-
ся, т.к. дает смещенные результаты.
Разработан оригинальный метод, сочетаю-
щий в себе байесовское оценивание и формиро-
вание смеси распределений с весовыми коэффи-
циентами, зависящими от степени статистической 
однородности объединяемой информации, как это 
продемонстрировано приведенным выше приме-
ром. Тем самым сформирована рабочая методика, 
апробированная на исследовании содержания не-
фтепродуктов в реке Исеть. Показано, что за счет 
придания большего веса «свежим» данным, объе-
диненная оценка смещается по сравнению с байе-
совской в сторону оценки максимального правдо-
подобия. При этом 90-процентный доверительный 
интервал, в который заключены истинные значе-
ния контролируемых показателей сужается, что 
повышает вероятность правильного вывода о ка-
честве воды.
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