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Abstract-The purpose of this paper is to show that using dynamic programming techniques certain variational 
problems are equivalent to nonlinear hyperbolic partial differential equations. 
I. INTRODUCTION 
In Section 2 we present the variational problem we shall treat. In Section 3, we show how 
dynamic programming techniques yield a non-linear hyperbolic partial differential equation. In 
Section 4 we show how this yields upper bounds in a very simple fashion. In Section 5 using duality 
we show how lower bounds may be obtained. In Section 6 we discuss the problem of obtaining 
approximate solutions. In Section 7, we discuss selected computations. 
To illustrate the techniques, we have considered only the one-dimensional case. It will be clear 
from the discussion, how the multi-dimensional case can be handled. The case where there are 
several independent variables; however, is more complex. The calculus of variations yields partial 
differential equations while dynamic programming yields functional differential equations, the 
Gateaux equation. 
2. THE VARIATIONAL PROBLEM 
We consider the problem of minimizing the functional; 
J(u) = I’ q(u, u’) dt 
u(0) = c, u’(t) = 0 
a free boundary condition. 
The Euler-Lagrange quation is: 




subject to the boundary conditions above. 
3. DYNAMIC PROGRAMMING APPROACH 
We write f(c, t) = min J(U), a straightforward ynamic programming argument yields the 
equations; 
a’p+ar=o. 
au ac ’ 
see [l]. 
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Combining these equations, we obtain the desired partial differential equations. The initial 
condition is f( c, 0) = 0. 
If we assume, as is usually done, that cp is uniformly convex in u’; we have a unique solution for 
V. 
If we equate fct with f,,, we obtain a nonlinear partial differential equation for v. This is an 
analytic equivalent of the duality between the calculus of variations and dynamic programming. 
The calculus of variations views a curve as a locus of points, dynamic programming views it as an 
envelope of tangents. This view makes it easy to extend dynamic programming to stochastic 
variational problems and variational problems involving learning. 
If the functional has the form 
J(u) I,’ du, u’, t) dt 
we use the function f(a, t) = min Jl cp(u, u’, t) dt and proceed as above. 
The initial conditions are ea:y to obtain in each case. If the final condition is u(t) = d some care 
must be used in determining the initial condition. 
The same method can be used where there are integral constraints. This is a case where we want 
to obtain the partial differential equation for the largest characteristic value. 
The advantage of showing the equivalent variational problem with a nonlinear partial 
differential equation is that we can often show existence over a larger t interval than is obtained by 
using standard methods. 
4. UPPERBOUNDS 
Since the partial differential equation is equivalent to a variational problem where a minimum is 
required, any trial function in a variational problem yields an upper bound. This, in turn, yields an 
upper bound for the partial differential equation. 
5DUALITYANDLOWERBOUNDS 
Associated with every variational problem where a minimum is desired is a dual problem where 
a maximum is desired. This idea was introduced by Friedricks; see Ref. [2]. 
6. APPROXIMATESOLUTION 
It is often desired to obtain approximate solutions of the partial differential equation. We can do 
this by obtaining an approximate solution of the variational problem. Quasilinearization is often 
useful. Many other methods exist. 
7.SELECTEDCOMPUTATIONS 
It is often desired to obtain the solution at a particular value of c and t. To this end, we can solve 
the variational problem for these values of c and t. 
To obtain a particular value, it is necessary to solve the partial differential equation. 
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