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Resumen El particionado hardware/software es una tarea fundamental en el co-disen˜o de sistemas embebidos.
En ella se decide, teniendo en cuenta las me´tricas de disen˜o, que´ componentes se ejecutara´n en un procesador de
propo´sito general (software) y cua´les en un hardware espec´ıfico. En los u´ltimos an˜os se han propuesto diversas
soluciones al problema del particionado dirigidas por algoritmos metaheur´ısticos. Sin embargo, debido a la diver-
sidad de modelos y me´tricas utilizadas, la eleccio´n del algoritmo ma´s apropiado sigue siendo un problema abierto.
En este trabajo se presenta una comparacio´n de seis algoritmos metaheur´ısticos: Bu´squeda aleatoria (Random
search), Bu´squeda tabu´ (Tabu search), Recocido simulado (Simulated annealing), Escalador de colinas estoca´stico
(Stochastic hill climbing), Algoritmo gene´tico (Genetic algorithm) y Estrategia evolutiva (Evolution strategy). El
modelo utilizado en la comparacio´n esta´ dirigido a minimizar el a´rea ocupada y el tiempo de ejecucio´n, las restric-
ciones del modelo son consideradas como penalizaciones para incluir en el espacio de bu´squeda otras soluciones.
Los resultados muestran que los algoritmos Escalador de colinas estoca´stico y Estrategia evolutiva son los que
mejores resultados obtienen en general, seguidos por el Algoritmo gene´tico.
Keywords: Co-disen˜o hardware/software, Particionado hardware/software, Algoritmos metaheur´ısticos, Bu´sque-
da aleatoria, Bu´squeda tabu´, Recocido simulado, Escalador de colinas estoca´stico, Algoritmo gene´tico y Estrategia
evolutiva.
Abstract Hardware/software partitioning is a key task for embedded system co-design. The main goal of this
task is to decide which components of an application will be executed in a general purpose processor (software)
and which ones on a specific hardware. In last years, several approaches have been proposed for solving the HSP
problem, directed by metaheuristics algorithms. However, due to diversity of models and metrics used, the choice
of the best suited algorithm is an open problem yet. This article presents a comparison of six metaheuristics
algorithms: Random Search, Tabu Search, Simulated Annealing, Hill Climbing, Genetic Algorithm and Evolution
Strategy. The model presented is aimed to minimize the hardware area and execution time, restrictions are
considered as penalizations in order to include in the search space other solutions. Results show that Hill climbing
and Evolution strategy are the algorithms that obtains best results in general, followed by the Genetic Algorithm.
Keywords:Hardware/software co-design, Hardware/software partitioning, Metaheuristic algorithms, Random
search, Tabu search, Simulated annealing, Stochastic hill climbing, Genetic algorithm, Evolution strategy.
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1. Introduccio´n
En la actualidad muchos son los escenarios donde se pueden encontrar dispositivos que incluyen
sistemas embebidos (SE) para controlar su funcionamiento. Estos sistemas tienen tres caracter´ısticas
fundamentales [34]: (1) ejecutan una u´nica funcionalidad, (2) esta´n ligados a fuertes restricciones y (3)
deben ser reactivos y/o responder en tiempo real. Al tratarse de sistemas sobre los que se ejecuta una sola
aplicacio´n, tiene sentido plantearse la modificacio´n de la configuracio´n hw/sw de forma que se optimice
la ejecucio´n de aquella. Es habitual, por tanto, que los te´rminos aplicacio´n y sistema se usen de forma
intercambiable en este contexto. La segunda caracter´ıstica se refiere a que el disen˜o de un SE esta´ guiado
por el cumplimiento de las diferentes me´tricas de disen˜o que se establezcan. Existen varias me´tricas que
pueden ser utilizadas para guiar el disen˜o de los SE, entre las que se encuentran: taman˜o, rendimiento,
coste por unidad, flexibilidad, consumo de potencia, entre otras; da´ndose muchas veces el caso de que para
el disen˜o de un mismo sistema interviene ma´s de una me´trica. Esto implica que el proceso de disen˜o es un
proceso complejo en s´ı mismo, ya que persigue llegar a una solucio´n de compromiso entre las diferentes
me´tricas.
El disen˜o de SEs de cierta complejidad supone, en la mayor´ıa de los casos, el desarrollo de parte del
sistema sobre un microprocesador (Sw) y otra parte en hardware a medida (Hw). Tradicionalmente el
disen˜o del Hw y el Sw se desarrollan por separado y en etapas tempranas. Este procedimiento no permite
asegurar el cumplimiento de los requisitos, adema´s de generar iteraciones muy costosas para refinar el
disen˜o. La tendencia actual es utilizar una descripcio´n unificada, co-disen˜o [7], para el Hw y el Sw que
permita, adema´s de verificar la correccio´n del disen˜o, explorar las distintas posibilidades de particionado
sin necesidad de pasar por la costosa fase de implementacio´n.
Una de las etapas ma´s importantes dentro del proceso de co-disen˜o es el Particionado Hardwa-
re/Software (PHS) [7] [36]. En esta etapa se define cual sera´ la configuracio´n final que adoptara´ el
sistema; es decir, cuales de los bloques funcionales que sera´n implementados en Sw y cuales de ellos
sera´n implementados en Hw. Generalmente la decisio´n se toma en base a la experiencia del disen˜ador
y/o realizando una somera exploracio´n del espacio de disen˜o. Este procedimiento, adema´s de no ajustarse
a ninguna metodolog´ıa, no asegura un resultado o´ptimo, ya que para obtener la mejor configuracio´n es
necesario resolver un problema de optimizacio´n que en la mayor´ıa de sus formulaciones es NP-fuerte [3].
Para sustituir estos me´todos “ad-hoc”han sido propuestos varios modelos [16] [17] [18] [21] [4] [2]
[24] que permiten llegar a una solucio´n, que si bien en algunos casos pudiera ser un o´ptimo local, es
aceptada como suficientemente buena. La mayor´ıa de estos modelos utilizan algoritmos metaheur´ısticos
de optimizacio´n (recocido simulado, bu´squeda tabu´, algoritmos gene´ticos, entre otros), los cuales permiten
explorar de forma ma´s exhaustiva el espacio de disen˜o en busca de la solucio´n adecuada. En gran parte
de los casos, estos modelos esta´n guiados por la optimizacio´n de una sola me´trica de disen˜o (a´rea de
hardware utilizada, tiempo de ejecucio´n, consumo de potencia, etc.) restringiendo otras segu´n el modelo
definido y de acuerdo con los intereses del sistema en cuestio´n. La diversidad de algoritmos utilizados
unido a la carencia de bancos de prueba impide la seleccio´n acertada de uno en particular que se adapte
mejor al problema PHS.
La principal contribucio´n de este trabajo consiste en la aplicacio´n de algoritmos metaheur´ısticos de los
que no se tienen evidencias sobre su utilizacio´n previa para el problema PHS y su comparacio´n con otras
metaheur´ısticas que s´ı han sido empleadas, obtenie´ndose interesantes resultados. Para ello, se propone
utilizar la me´trica I´ndice de rendimiento, definida en [25], la cual combina dos importantes restricciones
en el disen˜o de sistemas embebidos (el coste de hardware (a´rea) y el tiempo de ejecucio´n). En la seccio´n 2
se revisan los trabajos ma´s relevantes relacionados con la problema´tica PHS. En la seccio´n 3 se expone el
modelo de particionado utilizado en este art´ıculo. En la seccio´n 4 se describen los experimentos realizados
y los resultados obtenidos. Finalmente se exponen las conclusiones y se define el trabajo futuro.
2. Trabajos relacionados
En las u´ltimas de´cadas varios han sido los trabajos donde se han propuesto soluciones al problema
PHS. Generalmente todas las propuestas introducen variaciones en uno o varios de los tres elementos
ba´sicos que componen este problema: (1) Especificacio´n y modelado de la aplicacio´n, (2) Definicio´n de la
funcio´n objetivo y las restricciones del sistema y (3) Algoritmo de bu´squeda de solucio´n
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Para especificar el sistema es necesario definir su granularidad y la implementacio´n inicial del mismo [1]
[36] [14] [30] [21]. La granularidad segu´n [14] es el taman˜o que sera´ considerado para un bloque funcional
del sistema (instrucciones, bloques ba´sicos, bloques de control, funciones o procedimientos); deben tenerse
en cuenta durante el particionado. Adema´s, el sistema puede ser implementado inicialmente en software
o hardware. Si se implementa en software (o hardware) la estrategia durante el particionado es migrar los
bloques funcionales hacia el hardware (o software) hasta que se logre encontrar la solucio´n que cumpla con
las me´tricas de disen˜o impuestas. La descripcio´n de la implementacio´n inicial puede hacerse utilizando
diversos lenguajes, preferiblemente uno de alto nivel, con los que el disen˜ador especifica las funcionalidades
que tendra´ el sistema; los ma´s utilizados suelen ser C, SystemC y VHDL/Verilog.
El modelado del sistema [6] define de que´ forma sera´ representado antes y durante el proceso de
particionado. Entre los modelos ma´s utilizados esta´n los grafos de control de flujo (Control flow graph),
grafos de flujo de datos (Data flow graph) y los grafos de llamadas (Call graph). Muchos de estos modelos
computacionales esta´n condicionados por la granularidad escogida. Por ejemplo, si se selecciona una
granularidad a nivel de funciones o procedimientos el modelo pudiera ser un grafo de llamada en el cual
los nodos representan las funciones del sistema y los arcos representan la llamada de una funcio´n a otra.
Es importante destacar que la conclusio´n a la que llegan los autores en [6] es que la seleccio´n de un
modelo depende del tipo de sistema. En [21] los autores exponen varios aspectos de algunas propuestas
de particionado donde se puede apreciar la diversidad de modelos que pueden ser utilizados.
Por u´ltimo, para buscar la solucio´n o´ptima, o una cercana a esta, es necesario definir la funcio´n de
coste, las restricciones y el algoritmo que se encargara´ de resolver el problema de optimizacio´n. En los
dos primeros aspectos esta´n involucradas las me´tricas que se obtendra´n a partir de los requerimientos
que se especifiquen para el sistema. Existen diferentes me´tricas a considerar en el disen˜o de un sistema
embebido (tiempo de ejecucio´n, consumo de potencia, taman˜o, etc.) [34], en este sentido van dirigidas
algunas de las propuestas que utilizan dichas me´tricas en la funcio´n objetivo o en las restricciones, segu´n el
modelo que se proponga. En [24] el autor hace una abstraccio´n de estas me´tricas considerando solamente
tres grandes grupos: (1) coste de hardware, (2) coste de software y (3) coste de comunicacio´n entre los
bloques Hw y Sw. En [13] los autores proponen como funcio´n objetivo minimizar la utilizacio´n del bus
y del procesador y el taman˜o del hardware, mientras que las restricciones esta´n basadas en me´tricas de
tiempo relacionadas con la ejecucio´n de las operaciones. En el sistema Cosyma [9] se optimiza el tiempo
de ejecucio´n bajo restricciones de tiempo y cantidad de ejecuciones de bloques ba´sicos. En el sistema
LYCOS propuesto en [23], as´ı como en [16] los autores buscan maximizar la aceleracio´n que se produce
al mover un nodo de software a hardware, teniendo en cuenta el a´rea total ocupada por el disen˜o. En [15]
los autores plantean minimizar el a´rea de hardware ocupada teniendo en cuenta el consumo de potencia
y el tiempo de ejecucio´n del sistema. En [17] y [18] se propone minimizar el tiempo de ejecucio´n, en el
cual se incluyen los costos de comunicacio´n entre nodos adyacentes, utilizando como restriccio´n el a´rea
ocupada por el sistema. En [12] los autores utilizan el tiempo de ejecucio´n de las funciones, el costo de
comunicacio´n entre las funciones y la proximidad de las funciones para determinar que´ tareas pueden
ejecutarse en un procesador.
En cuanto a las propuestas relacionadas con los aspectos algor´ıtmicos, la mayor´ıa utiliza heur´ısticas
gene´ricas, aunque hay otros trabajos que utilizan heur´ısticas especialmente disen˜adas y otros algoritmos.
Entre las primeras, varios autores presentan aproximaciones basadas en estrategias voraces [1] [33]. Tam-
bie´n se han realizado diversas propuestas basadas en los algoritmos de bu´squeda tabu´ y aleatoria [35]
[8] [33] [17], mientras que otros plantean soluciones basadas en recocido simulado [35] [9] [33] [21] [8],
algoritmos gene´ticos [17] [27] [35] y enjambre de part´ıculas [4] [2]. Lo´pez et al. [21] proponen la utilizacio´n
de un sistema experto para resolver el problema. Lo´pez-Vallejo y Lo´pez [21] y Frank Vahid [33] utilizan el
algoritmo Kernighan/Lin. Varios autores [33] [21] [12] emplean el agrupamiento jera´rquico y Gupta y De
Micheli [13] proponen la te´cnica de migracio´n de grupos. Tambie´n existen trabajos que emplean heur´ısti-
cas de propo´sito espec´ıfico tal es el caso de la propuesta de Jigang y Srikanthan [15] [17]. Finalmente,
otras propuestas que hacen uso de algoritmos basados en programacio´n dina´mica [15] y en programacio´n
lineal [16] [18] [23].
A modo de resumen se puede plantear que la mayor´ıa de las contribuciones esta´n orientadas a los
modelos para el particionado y a los aspectos algor´ıtmicos. En el primer caso se aprecia una amplia
diversidad de modelos que utilizan varias me´tricas entre las que esta´n el a´rea ocupada y el tiempo de
respuesta del sistema. Estas dos me´tricas son las que con mas frecuencia se utilizan en la funcio´n objetivo
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y en las restricciones que modelan el problema. La tabla 1 muestra un resumen de los me´todos revisados.
Como puede apreciarse, existen algunas heur´ısticas de propo´sito general que todav´ıa no has sido evaluadas
para el problema PHS. Tal es el caso del Escalador de colinas estoca´stico y la Estrategia evolutiva, que han
sido utilizadas con buenos resultados en otros problemas (por ejemplo [28]), y que en general no pueden
ser descartados segu´n el Teorema NFL [37]. Finalmente cabe destacar la imposibilidad de comparar de
forma coherente los resultados, debido a las diferencias en el modelado del problema y en los bancos de
prueba utilizados. Este hecho evidencia la necesidad de realizar una formulacio´n u´nica para el problema
PHS.
Tabla 1: Resumen de las contribuciones al PHS
Algoritmo
An˜o
1993 1997 2003 2004 2006 2007 2008 2010
Bu´squeda Aleatoria [33]
Bu´squeda tabu´ [8] [17]
Goloso [33] [1] [17]
Recocido simulado [33] [8] [21]
Algoritmo gene´tico [9] [17]
PSO [2] [4]
Heur´ısticos espec´ıficos [15] [17]
KL [33] [21]
Migracio´n de grupos [13]
Agrupamiento jera´rquico [33] [21] [12]
Programacio´n dina´mica [15]
Programacio´n lineal [23] [16] [18]
Comparaciones [33] [21] [17]
2.1. Estrategias para la validacio´n de las propuestas PHS.
Como parte de la identificacio´n y estudio de los trabajos relacionados, es necesario resaltar la forma
en que son validados los modelos en los trabajos propuestos; de forma tal que sea posible identificar
la manera ma´s adecuada de validar el modelo presentado en este trabajo. Se identifican dos estrategias
fundamentales de validacio´n. La primera de las variantes consiste en realizar un conjunto de pruebas sobre
el modelo y cada uno de los algoritmos propuestos, con el propo´sito de ajustar o afinar los para´metros
de estos para ese modelo en particular [9] [13] [14] [1] [20] [27].
La segunda esta´ dirigida a establecer referentes comparativos ya sea entre varias propuestas o entre
varios algoritmos en una misma propuesta. En este caso se encuentra el trabajo de [16], donde se realiza
una modificacio´n al algoritmo propuesto por [23], igualmente en [18] extienden el modelo propuesto en [16].
Por u´ltimo en [17] se compara el algoritmo propuesto con los algoritmos utilizados por [35], empleando los
mismos valores de para´metros. Existen varios trabajos que plantean la comparativa de varios algoritmos
para un mismo modelo [32] [8] [21] [31] [35] [3] [39] [2], tal es el caso del presente trabajo. Adema´s en
las propuestas de [19] [26] [4] [15] se utilizan algoritmos exactos como referentes comparativos para los
heur´ısticos; obtenie´ndose medidas cuantitativas de la optimizacio´n obtenida por cada algoritmo.
Para ejecutar ambas variantes de validacio´n es necesario decidir que´ tipo de aplicacio´n utilizar de
acuerdo con los propo´sitos de la validacio´n, aplicaciones simuladas o aplicaciones reales. La primera de
estas variantes consiste en generar aplicaciones simuladas, o sea generar grafos de control de flujo o grafos
de llamadas (segu´n la granularidad definida), los cuales representan la estructura de una aplicacio´n cual-
quiera. Para cada uno de los nodos de estos grafos se generan de forma aleatoria valores que representan
cada uno de los costes definidos. En este caso se encuentran las propuestas de: [8] [32] [19] [22] [31] [35]
[26] [3] [18] [17] [20] [15] [27] [39] [2]. Como puede apreciarse, este tipo de enfoque es bastante utilizado;
adema´s se ha podido apreciar que en otros contextos es igual de utilizado. Tales son los casos de [38]
[11], en los que adema´s de usar el enfoque simulado utilizan para validar su propuesta la ejecucio´n de un
conjunto de pruebas sobre el algoritmo.
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(c) Grafo de llamadas anotado.
Figura 1: Ejemplo de disen˜o y su representacio´n.
En la otra variante son utilizadas aplicaciones t´ıpicas de distintos dominios de aplicacio´n en los sistemas
embebidos, por ejemplo: procesamiento digital de sen˜ales [14] [9] [31] [35] [21] [3] que implementa el [29]
[20] [32] [9] , criptograf´ıa [26] [4] [3], comunicaciones [13] [8] [32] [19] [1] [3], entre otras. Para esta variante
es imprescindible contar con herramientas que estimen cada uno de los costes, el principal problema
de estas herramientas radica en que se requiere de la combinacio´n de varias herramientas en un mismo
entorno de desarrollo y depende de las arquitectura de Hw que se utilicen.
3. Modelo para el problema del particionado hardware/software
Teniendo en cuenta los trabajos previos y la especificidad de los SEs, se ha definido un modelo PHS
que combina las siguientes caracter´ısticas: granularidad, me´tricas asociadas a los bloques funcionales,
modelo computacional utilizado, codificacio´n de la solucio´n, dominio de las variables y funcio´n objetivo.
De esta forma, se define el disen˜o a particionar como:
D = (F,Gc,C) (1)
F = {f1, f2, ..., fn} (2)
Gc = {N,A} (3)
C = {c1, c2, ..., cn} (4)
Donde F representa el conjunto de los me´todos o funciones de los que consta el problema, siguiendo
una granularidad gruesa. Esta´ comu´nmente aceptado que el modelado de grano grueso es ma´s apropiado
para los SE ya que el utilizar grano fino generar´ıa muchas transacciones entre Hw y Sw; lo cual pudiera
dar lugar a peores resultados. Gc es el grafo de llamadas, cuyos nodos N = F corresponden con los
propios me´todos y los arcos aij representan una llamada desde la funcio´n fi a la funcio´n fj . C es el coste
asociado a cada nodo o funcio´n y se expresa por la terna (sti, hai, hti). La figura 1 muestra un ejemplo
sencillo de co´digo correspondiente al sistema a particionar y su representacio´n.
Segu´n este modelo, una solucio´n al problema del particionado se expresa como un conjunto de ele-
mentos binarios X = {x1, x2, ..., xn} donde el elemento i representa el tipo de implementacio´n asignada
a la funcio´n pi; si xi = 1 indica implementacio´n Hw e implementacio´n Sw en caso contrario. Teniendo en








CostoArq representa el coste ba´sico de la arquitectura. Este coste esta´ asociado al hecho de que
cualquier solucio´n, incluso una solucio´n completamente Sw, necesita de unas infraestructuras Hw mı´nimas
(perife´ricos, memoria, procesador, etc.)
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[(1− xi)sti + xihti] (6)
En este trabajo se utiliza como me´trica el I´ndice de rendimiento (Ir) propuesto por [25]. Esta me´trica
permite evaluar conjuntamente el impacto de una particio´n determinada en el coste hardware (A- a´rea
ocupada) y en el tiempo de ejecucio´n de la aplicacio´n (T ). De esta forma el proceso de exploracio´n es
similar al que en la pra´ctica lleva a cabo un disen˜ador humano a la hora de abordar la particio´n de un
sistema embebido. Adema´s las restricciones del sistema se consideran como penalizaciones, con el fin de
incluir en el espacio de bu´squeda soluciones que, si bien no forman parte de e´ste, puedan ayudar a llegar
a la solucio´n deseada. De esta forma se define la funcio´n objetivo como:
mı´n Ir = A ∗ T + PA + PT . (7)
Los te´rminos PA y PT que aparecen en la ecuacio´n anterior representan las penalizaciones de a´rea
y tiempo respectivamente que se aplicar´ıan en caso de que la evaluacio´n de las dos me´tricas para una




A/Amax A > Amax
0 A 6 Amax
PT =
{
T/Tmax T > Tmax
0 T 6 Tmax
4. Experimentos y resultados
Como ya se ha comentado anteriormente, no existen bancos de prueba consensuados y bien definidos
que permitan realizar una comparacio´n efectiva entre algoritmos. Para solventar esta dificultad adoptare-
mos la estrategia comu´nmente aceptada de utilizar benchmarks sinte´ticos o simulados. De esta forma los
resultados obtenidos sera´n extrapolables e independientes del dominio de aplicacio´n y de las plataformas
finales de implementacio´n.
4.1. Exploracio´n del espacio de soluciones
Los experimentos se ejecutaron sobre cuatro sistemas o problemas representados por grafos de 50, 100,
150 y 200 nodos. Los valores de tiempo de ejecucio´n en software (sti), a´rea de hardware ocupada (hai) y
el tiempo de ejecucio´n en hardware (hti) fueron generados aleatoriamente, al igual que en [9] [23] [35] [3].
El tiempo de ejecucio´n en software (sti) se genero´ aleatoriamente en el rango [1,30], mientras que para el
a´rea de hardware (hai) los valores generados fueron en el rango [1,100]. Como el tiempo de ejecucio´n de
un nodo software generalmente es mayor que su contraparte hardware, el tiempo de ejecucio´n del nodo
en hardware (hti) se genero´ aleatoriamente en el rango [1,
1
2 ∗ sti].
Con estas aplicaciones sinte´ticas (problemas) se realizaron 30 exploraciones del espacio de particionado
utilizando cada uno de los 6 algoritmos de bu´squeda. En cada exploracio´n se generaron 50.000 particiones
y las consiguientes evaluaciones de la funcio´n objetivo. La diferencia entre las distintas exploraciones
llevadas a cabo para un algoritmo determinado, estriba en el punto de partida de la exploracio´n, siendo este
establecido aleatoriamente. La tabla 2 resume las caracter´ısticas principales de los problemas utilizados
en los experimentos. Como puede apreciarse, se establecio´ el mismo CosteArq (a´rea mı´nima) para todos
los problemas.
Para realizar los experimentos se utilizaron algoritmos metaheur´ısticos basados en un punto (Bu´squeda
aleatoria (BA), Bu´squeda tabu´ (BT), Escalador de colinas estoca´stico (EC), Recocido simulado (RS))
y poblacionales (Algoritmo gene´tico (AG), Estrategia evolutiva (EE)). La codificacio´n de los algoritmos
se realizo´ mediante la biblioteca Biciam [10], la cual implementa un modelo unificado de algoritmos
metaheur´ısticos. En el caso de Recocido simulado los para´metros utilizados fueron: temperatura inicial
= 15, temperatura final = 0 y un α = 0,93. Para el caso del Algoritmo gene´tico la poblacio´n inicial es de
50 individuos, el factor de truncamiento es del 30 % de la poblacio´n inicial, mientras que la probabilidad
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1 50 2232 10 784 189
2 100 5564 10 1719 440
3 150 7048 10 2383 648













































(b) Algoritmos: EC, AG y EE
Figura 2: Calidad de la solucio´n obtenida por cada algoritmo.
de mutacio´n y cruzamiento es de 0.9 para ambos casos. Por u´ltimo, para el algoritmo de Estrategia
evolutiva la poblacio´n inicial y el factor de truncamiento son similares al Algoritmo gene´tico, utilizando
una probabilidad de mutacio´n de 1. Es importante aclarar que los para´metros empleados en todos los
algoritmos fueron los que mejor resultados ofrecieron despue´s de analizar diversos valores.
La figura 2 muestra el comportamiento de los algoritmos respecto al promedio de los resultados
obtenidos en la evaluacio´n de la funcio´n objetivo para cada uno de los problemas analizados. Como puede
apreciarse, para grafos de 50 nodos los algoritmos alcanzan resultados similares; mientras que para el
resto de los grafos si existen diferencias significativas entre dos grupos de algoritmos (BA, BT y RS, no
alcanzan nunca los resultados del resto de algoritmos). Adema´s, para el caso de los algoritmos EC, AG
y EE, estos alcanzan los mismos valores en la funcio´n objetivo en cada uno de los problemas tratados.
Debido a la similitud de resultados de los algoritmos EC, AG y EE, se realizo´ un segundo conjunto
de experimentos con el fin de esclarecer las diferencias entre ellos. En este experimento se obtuvo de-
talladamente la cantidad de iteraciones promedio necesarias para cada algoritmo converger a su valor
mı´nimo. Como puede apreciarse en la tabla 3, el algoritmo EC es el que ma´s ra´pido converge en todos
los problemas, lo que implica que este algoritmo obtiene las mejores soluciones en menor tiempo. Es
importante hacer notar que los resultados obtenidos en este trabajo son similares a los obtenidos en [28]
para el trazado de grafos.









50 828 1089 1264
100 1627 1856 2143
150 2438 4297 3642
200 2808 4810 6032
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Finalmente se disen˜o´ un tercer experimento con el objetivo de esclarecer la causa del buen compor-
tamiento del EC. Este experimento consistio´ en ejecutar 30 veces el algoritmo bu´squeda aleatoria con
10.000 evaluaciones por cada una de las ejecuciones. El objetivo de este experimento es estimar si en el
espacio de soluciones de este problema no existen muchos o´ptimos locales que provoquen que el EC se
estanque en un o´ptimo local y le impida llegar a una mejor solucio´n. El procedimiento para calcular la
cantidad de o´ptimos locales fue explorar la vecindad de cada una de las 30.000 soluciones generadas y
ver cuantas de estas fueron o´ptimos locales. Los resultados obtenidos arrojaron que como promedio solo
el 2 % de las soluciones generadas fueron o´ptimos locales, con lo que se puede concluir que en el espacio
de soluciones no existe una cantidad suficiente de o´ptimos locales que provoquen un estancamiento en el
EC.
4.2. Ana´lisis multi-objetivo de los resultados.
Teniendo en cuenta que en la funcio´n objetivo coexisten dos me´tricas contrapuestas, se realizo´ un
ana´lisis de los resultados desde el punto de vista multiobjetivo. En la primera parte del ana´lisis se
determino´ para cada algoritmo el frente optimal de Pareto [5]. En una segunda etapa, se elaboro´ un frente
optimal de Pareto unificado a partir de las soluciones no dominadas de cada algoritmo. Es importante
sen˜alar que estos ana´lisis se realizaron sobre los cuatro problemas utilizados con anterioridad (50, 100,
150 y 200 nodos).
Ana´lisis de los Frentes de Pareto. Para cada algoritmo se determino´ su Frente de Pareto, se-
leccionando de entre todas las soluciones generadas so´lo las del tipo ”no dominada”. El ana´lisis de este
frente permite establecer comparativas entre los diferentes me´todos de exploracio´n. Para ello se tuvieron
en cuenta tres factores: el porcentaje de soluciones no dominadas, el taman˜o del frente y la distribucio´n
de las soluciones.
En la figura 3 es posible apreciar el comportamiento de los algoritmos para cada uno de los problemas
tratados con respecto al porcentaje de soluciones no dominadas. Cuanto mayor es este porcentaje, mayor





Donde UXX representa la cantidad de soluciones u´nicas generadas por el algoritmo XX, SnDXX
la cantidad de soluciones no dominadas del algoritmo XX y PSnDXX el porcentaje de soluciones no
dominadas del algoritmo XX.
Es importante sen˜alar que los algoritmos BA, BT y RS, si bien fueron los que mayor cantidad de
soluciones u´nicas generaron, fueron los que menor porcentaje de no dominadas tuvieron, es decir, fueron
capaces de encontrar muchas soluciones pero el espacio donde se movieron estaba alejado de su corres-
pondiente frente de Pareto. En cambio los algoritmos EC, EE y AG generaron menos soluciones u´nicas
pero con un mayor porcentaje de soluciones no dominadas. Se debe resaltar que el algoritmo EC fue el
que mayor porcentaje obtuvo en la mayor´ıa de los casos, tal y como puede apreciarse, seguido por el
algoritmo EE y AG.
A continuacio´n se presentan dos elementos que aportara´n una caracterizacio´n cualitativa del frente
de Pareto en cada algoritmo, siendo estas el taman˜o del frente y la distribucio´n de las soluciones sobre
e´l. La importancia de emplear ambas es que dan una idea del espacio que abarca el frente y dentro de
este espacio como se compartan las soluciones en cada parte. Las caracter´ısticas esperadas para cualquier
frente es que sea amplio y que las soluciones se encuentren bien distribuidas sobre e´l.
Al realizar un ana´lisis visual de los frentes obtenidos, se aprecia que para los cuatro problemas es-
tudiados los algoritmos se comportan de forma similar. En cuanto al taman˜o del frente los algoritmos
EC, EE y AG fueron los que obtuvieron un frente ma´s amplio, mientras que para BA, BT y RS fue ma´s
compacto. La distribucio´n de las soluciones en los tres primeros fue aceptable con una mayor dispersio´n
hacia uno de los extremos, mientras que para el resto s´ı estuvieron bien distribuidas a lo ancho de todo el
frente. Para ejemplificar este comportamiento, la figura 4 muestra el frente de Pareto para cada algoritmo
en el problema de 150 nodos.
Frente de Pareto unificado.
Si bien las dos medidas anteriores dan una idea de la calidad de las soluciones no dominadas, no
existe un algoritmo que supere claramente al resto. En la segunda etapa del ana´lisis multiobjetivo se

































































(b) Algoritmos: RS, AG y EE
Figura 4: Frente optimal de Pareto de cada algoritmo para 150 nodos.






























Figura 5: Comportamiento de los algoritmos con respecto al porcentaje de soluciones no dominadas en
el frente unificado.
construyo´ un frente de Pareto unificado, a partir de las soluciones no dominadas de cada algoritmo, el
cual permitira´ analizar el aporte de cada algoritmo a este frente y las caracter´ısticas del mismo.





Donde SFU representa la cantidad de soluciones presentes en el frente unificado, SUXX la cantidad de
soluciones no dominadas en el frente perteneciente al algoritmo XX y PSUXX el porcentaje de soluciones
no dominadas del algoritmo XX en el frente unificado.
La figura 5 muestra el aporte de cada algoritmo al frente unificado. Es necesario resaltar en esta gra´fica
que el algoritmo EE es el que mejor porcentaje logra para todos los problemas. De manera general todos
los algoritmos aportan al menos una solucio´n en casi todos los problemas, salvo RS que para 50 nodos
no aporta ninguna y BT que no lo hace para 150 nodos. Mientras que para los tres u´ltimos problemas,
los de mayor cantidad de nodos, los algoritmos EE y AG, en ese orden, son los que mayor cantidad de
soluciones aportan al frente.
En la figura 6 se puede observar el frente de Pareto unificado para cada uno de los problemas tratados,
a partir de considerar las contribuciones de cada algoritmo. Al analizar los gra´ficos es posible hacer notar
que en todos los problemas los resultados muestran la tendencia de los algoritmos a dominar determinadas
regiones del frente. Es decir, existen algoritmos que sus soluciones esta´n dominadas por el a´rea, otros que
sus soluciones esta´n dominadas por el tiempo y otros algoritmos que la mayor parte de las soluciones se
encuentran en el centro del frente. La mayor´ıa de las soluciones aportadas por los algoritmos BA, BT y
RS tienden a estar dominadas por la me´trica tiempo, mientras que los algoritmos EE, AG y EC tienden
a dominar el extremo contrario del frente, o sea soluciones dominadas por el a´rea. Adema´s los algoritmos
EC y AG tienden a aportar soluciones en el centro del frente, excepto para el problema de 200 y 50 nodos
respectivamente. Por u´ltimo destacar qeu el algoritmo EE es el que mantiene en todos los problemas una
distribucio´n y ubicacio´n similar.




















































































Figura 6: Frente optimal de Pareto unificado para los distintos problemas.
5. Conclusiones
En este trabajo se compararon seis algoritmos metaheur´ısticos en el problema del PHS de sistemas
embebidos, utilizando para esto un mismo modelo con diferentes instancias de problemas para grafos
de 50, 100, 150 y 200 nodos. Todas las instancias se generaron de forma sinte´tica definiendo de forma
aleatoria los valores de tiempo de ejecucio´n en software (sti), a´rea de hardware ocupada (hai) y el tiempo
de ejecucio´n en hardware (hti) para cada nodo. En el modelo se utilizo´, por primera vez, el I´ndice de
rendimiento como funcio´n objetivo.
Los resultados que se obtuvieron, en un primer ana´lisis, mostraron que el Escalador de colinas fue el
algoritmo que mejor solucio´n obtuvo en la menor cantidad de iteraciones. Lo relevante de este resultado
esta´ en que en ninguna de las publicaciones consultadas se utiliza este algoritmo para el problema PHS.
Adema´s se comprobo´ que los resultados obtenidos por el escalador de colina se deben a las caracter´ısticas
del espacio de soluciones donde no existen un nu´mero considerable de o´ptimos locales.
A partir de los resultados obtenidos en el ana´lisis desde el punto de vista multiobjetivo se pudo com-
probar, que si bien el Escalador de colinas estoca´stico fue el algoritmo que mayor cantidad de soluciones
no dominadas obtuvo en la mayor´ıa de los casos, el algoritmo Estrategia evolutiva aporto´ una mayor
cantidad de este tipo de soluciones al frente de Pareto unificado.
A la vista de los resultados, se puede concluir que el tipo de solucio´n obtenida (dominadas por a´rea
o por tiempo) esta´ determinada por el algoritmo utilizado. Este resultado sugiere la propuesta de un
algoritmo combinado que permita darle solucio´n al problema PHS, segu´n el tipo de solucio´n que desee
obtener el disen˜ador en un momento determinado. Finalmente el estudio comparativo realizado en este
trabajo podr´ıa facilitar la toma de decisiones a la hora de seleccionar el algoritmo ma´s apropiado en
funcio´n de las caracter´ısticas de la aplicacio´n.
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