Abstract. In the first part of this paper we introduce a method for computing Hilbert decompositions (and consequently the Hilbert depth) of a finitely generated multigraded module M over the polynomial ring K[X 1 , . . . , X n ] by reducing the problem to the computation of the finite set of the new defined Hilbert partitions. In the second part we show how Hilbert partitions may be used for computing the Stanley depth of the module M . In particular, we answer two open questions posed by Herzog in [8] .
Introduction
In this paper we study methods for computing two algebraic-combinatorial invariants, namely the Hilbert depth and the Stanley depth of a finitely generated multigraded module M over the standard multigraded polynomial ring R = K[X 1 , . . . , X n ]. In recent years, Stanley decompositions of multigraded modules over R have been discussed intensively. Such decompositions, introduced by Stanley in [16] , break the module M into a direct sum of Stanley spaces, each being of type mS where m is a homogeneous element of M, S = K[X i 1 , . . . , X i d ] is a polynomial subalgebra of R and S Ann m = 0. One says that M has Stanley depth s, Stdepth M = s, if one can find a Stanley decomposition in which d ≥ s for each polynomial subalgebra involved, but none with s replaced by s + 1.
The computation of the Stanley depth is not an easy task, due mainly to its combinatorial nature. A first step was done by Herzog, Vladoiu and Zheng in [11] , where they introduced a method for computing the Stanley depth of a monomial ideal of R. Some remarkable results in the study of the Stanley depth in the multigraded case were presented by Apel (see [1] , [2] ), Herzog et al. (see [9] , [10] ) and Popescu et al. (see [3] , [15] ).
Hilbert series are the most important numerical invariants of finitely generated graded and multigraded modules over R and they form the bridge from commutative algebra to its combinatorial applications (we refer here to classical results of Hilbert, Serre, Ehrhart and Stanley). A new type of decompositions for multigraded modules M depending only on the Hilbert series of M was introduced by Bruns, Krattenthaler and Uliczka in [5] : the Hilbert decompositions. They are a weaker type of decompositions not requiring the summands to be submodules of M, but only vector subspaces isomorphic to polynomial subrings. The notion of Hilbert depth Hdepth M is defined accordingly. Several results concerning both the graded and multigraded cases were presented in Bruns, Krattenthaler and Uliczka [6] , [17] and Uliczka and the second author [12] . All of them are based on both combinatorial and algebraic techniques.
The contain of the paper is organized as follows. Section 2 is devoted to introduce the definitions and main tools concerning Hilbert depth to be used along the paper. In Section 3, a procedure for computing the Hilbert depth is presented. Remark that the method described in [11] may be used to compute the Hilbert depth in the particular case of a monomial ideal of R (notice that-according to [5] -the Hilbert depth coincides with the Stanley depth in that case). By introducing the concept of Hilbert partition (cf. Definition 3.1) and using the functorial techniques exposed by E. Miller in [13] , we extend it to a method for computing the Hilbert depth in the general case of a multigraded R-module (see Theorem 3.3 and Corollary 3.4).
Hilbert decompositions are intimately related to Stanley decompositions: All Stanley decompositions are Hilbert decompositions. In the rest of the paper, we investigate how strong connected are the Hilbert depth and the Stanley depth.
In Section 4 we present an approach to the problem of computing Stanley depth of a finitely generated multigraded module M over the polynomial ring R based on Section 3. We show that in a finite number of steps one can decide whether a Hilbert partition (together with a finite set of elements of M) is inducing a Stanley decomposition or not (the converse is always true: any Stanley decomposition induces a Hilbert partition), see Proposition 4.4.
We conclude that there exists an method (although not easy to use) to compute the Stanley depth by looking at all the Hilbert partitions and selecting those that are also inducing Stanley decompositions in Corollary 4.7. Thus, the answer to Question 1.1 is "Yes". Moreover, with the assumption that dim K M a ≤ 1 for all a ∈ Z n , checking whether Hilbert decompositions are inducing Stanley decompositions is easy and we introduce a precise algorithm for computing the Stanley depth in that case in Corollary 4.10. This solves Problem 1.2.
In the last section we show that the methods introduced in the Sections 3 and 4 can effectively be applied in order to deduce some simple statements (which to the best of our knowledge are not known to have a proof by using other methods).
Prerequisites
Throughout the paper we will use the notation a = (a 1 , . . . , a n ) for elements a ∈ Z n (or N n ). We consider the polynomial ring R = K[X 1 , . . . , X n ] over a field K with the multigraded structure on R, namely the Z n -grading in which the degree of X i is the i-th vector e i of the canonical basis of R n . For any c ∈ N n we will denote
All R-modules we consider are assumed to belong to the category M of finitely generated Z n -graded (or multigraded) R-modules. All the isomorphisms occurring in the paper are in the category of Z n -graded vector spaces. If we need to consider an isomorphism of R-modules, we will mention it explicitly.
Hilbert functions are one of the most important numerical invariants of graded and multigraded modules; they form the bridge from commutative algebra to its combinatorial applications. Let M = a∈Z n M a ∈ M. Then we consider its Hilbert function
For further details about Hilbert functions in the multigraded case the reader is referred to Bruns and Gubeladze [4] .
From the combinatorial viewpoint a module is often only an algebraic substrate of its Hilbert function, and one may ask which presentation a given Hilbert function can have. Following [5] we define the main objects of our study, namely Hilbert decompositions and Hilbert depth of modules. such that R i are subalgebras generated by a subset of the indeterminates of R for each i ∈ I, s i ∈ Z n , and
Observe that all the Hilbert decompositions of a module M depend only on the Hilbert function of M. Next, we shall consider a natural partial order on Z n as follows: Given a, b ∈ Z n , we say that a b if and only if a i ≤ b i for i = 1, . . . , n. Note that Z n with this partial order is a distributive lattice with meet a ∧ b and join a ∨ b being the componentwise minimum and maximum, respectively. We set the interval between a and b to be
We recall some definitions and results given by E. Miller in [13] which will be useful in the sequel. Let g ∈ N n . The module M is said to be N n -graded if M a = 0 for a / ∈ N n ; M is said to be positively g-determined if it is N n -graded and the multiplication map ·X i : M a −→ M a+e i is an isomorphism whenever a i ≥ g i . A characterization of positively g-determined modules is given by the following. (1) the subquotient bounded in the interval [0, g], denoted by B g , where
(2) the positive extension of M, denoted by P g , where
or, in other words, (P g M) a = M g∧a , endowed with the R-action
defined as the multiplication map ·X i : M g∧a → M g∧a+e i if a i < g i ; or as the identity map otherwise.
From the above definitions one can immediately obtain:
, and assume that M ∈ M is positively g-determined. Then
The following example makes clear the behaviour of the functors B g and P g .
We have B g (R(−a)) = 0 unless a g, in which case we have that
is the artinian subquotient of R which is nonzero precisely in the degrees from the interval [a, g]. Applying P g to this yields back R(−a) so that P g (B g (R(−a))) is isomorphic to R(−a) if a g. 
A method for computing the multigraded Hilbert depth of a module
The aim of this section is to describe a procedure for computing the Hilbert depth of a multigraded module over the polynomial ring. Let M denote a finitely generated multigraded R-module with a minimal multigraded free presentation
and assume for simplicity, and without loss of generality, that all β 0,a = 0 (and a fortiori all
We shall also consider the Hilbert series of M, that is
Let g ∈ N n be such that the multigraded Betti numbers of M satisfy the equalities β 0,a = β 1,a = 0 unless 0 a g. Then, according to Proposition 2.3, the module M is positively g-determined. The Hilbert series of M can be recovered from the polynomial Definition 3.1. We define a Hilbert partition of the polynomial H M (X) g to be an expression
as a finite sum of polynomials induced by the intervals [a i , b i ] (the notation I P makes clear the dependency on P and so the finiteness).
In order to describe the Hilbert decomposition of M induced by the Hilbert partition P of H M (X) g , we introduce the following notations. For a g we set
Moreover we denote by K[Z a ] the subalgebra generated by the subset of the indeterminates Z a . We also define the map
and for 0 a b g we set
Proof. We have
Since B g and P g are K-linear functors, the conclusion follows from Proposition 2.4 by applying P g .
We can now state the main theorem of this paper. (
is a Hilbert decomposition of M. Moreover, In particular, Hdepth M can be computed as the maximum of the numbers Hdepth D(P), where P runs over the finitely many Hilbert partitions of
as a direct sum of subquotients of R bounded in the interval [0, g] and seen as K-vector spaces. Since P g is a K-linear functor, Proposition 2.4 yields the decomposition
By Lemma 3.2, we obtain the desired decomposition [⋆] . The statement about the Hilbert depth of D(P) follows straight from the definitions. This proves the statement (1).
(2) Let T = K[Z](−a) be a Hilbert space. Then we have
where the components of b(a) ∈ N n are defined as
is a Hilbert partition of H M (X) g , and (1) implies the inequality Hdepth D(P) ≥ Hdepth D.
It is now an easy matter to check:
Corollary 3.4. Let M a finitely generated multigraded R-module. Then
In particular, there exists a Hilbert partition P :
We finish this section with two examples which show that Corollary 3.4 can be used in an effective way for computing Hdepth M. and a minimal multigraded free resolution of (X 1 , X 2 )R, namely
This shows that we may choose g = (1, 1). A simple inspection to the shape of M shows that
It is easy to check that there are no Hilbert partitions containing only monomials of degree two as right ends of the intervals. The Hilbert partitions containing monomials of degree ≥ 1 as right ends of the intervals are
We see also that Hdepth(M) = 1. In the sequel we will focus on the Hilbert partitions P 1 and P 3 . They are represented in Figure 2 where the monomials are indicated by •, and the corresponding coefficients by numbers with an arrow pointing at the circles. 
The induced Hilbert decomposition of M is in this case
Similarly one gets
Similar arguments involving the graded free resolution of M show that one can choose g = (1, 1). Then
It is easily seen that there are no Hilbert partitions containing only monomials of degree two as right ends of the intervals and the Hilbert partitions containing monomials of degree ≥ 1 as right ends of the intervals are
They yield the induced Hilbert decompositions (−(1, 1) ).
Notice that Hdepth D(P 1 ) = Hdepth D(P 2 ) = 1, and we have Hdepth(M) = 1. 
A method for computing the Stanley depth of a module
In this section we shall use Theorem 3.3 in order to compute the Stanley depth of a finitely generated multigraded R-module M. For simplicity we shall make the same assumptions as in Section 3. First of all we recall what Stanley depth is. In the sequel we present a possible approach to the problem of computing Stanley depth of a finitely generated multigraded R-module M. The next proposition shows that one can decide in a finite number of steps whether a Hilbert decomposition is inducing a Stanley decomposition or not (compare with [5, Proposition 2.9] , where essentially an infinite number of steps is necessary for deciding when a Hilbert decomposition can be converted into a Stanley one). 
and let
D(P) : M ∼ = r i=1 c∈G[a i ,b i ] K[Z b i ](−c) = i∈I R i (−s i )
be the induced Hilbert decomposition of M. Remark that I is finite (it depends on
s i +t i j g α i j X t i j ) = 0 with α i j ∈ K, X t i j ∈ R i , then α i j = 0 for all i j .
All the Stanley decompositions induced by suitable choices of elements m i have the same Stdepth equal to Hdepth D(P).
Proof. We only have to show that (2) implies (1). The condition R i Ann m i = 0 assures that m i R i is a Stanley space. In order to prove that the sum in (1) is direct, it suffices to show that any two different Stanley spaces in (1) have no homogeneous element in common.
Let m s ∈ M s be a homogeneous element and assume for simplicity that
where m s 1 ∈ M s 1 , m s 2 ∈ M s 2 and s 1 , s 2 ∈ I. It is clear that s 1 s and s 2 s, and therefore
where
Next let us suppose s g. We have s 1 s and s 1 g, which implies s 1 s ∧ g.
is an isomorphism. Hence
Now it is easily seen that
Remark that in general a Hilbert partition will not induce a Stanley decomposition, as the following example shows. 
of Example 3.6 (the right side is actually the R-module structure). (−(0, 1) ) is a Hilbert decomposition of M which does not induce a Stan-
. Since M (0,0) = K and every element in K is annihilated by the ideal (X 1 , X 2 ), there is no possible choice for m 1 . The same holds for the Hilbert decomposition (−(1, 1) ). We conclude that Stdepth M = 0. Proposition 4.4 allows us to prove the main result of this section, which shows that the Stanley depth can be computed by looking at the Hilbert partitions. Proof. Let mK[Z] be a Stanley space in F such that m ∈ M a . Then we have
We may replace Z by Z ∪ {X l } and after a finite number of steps we deduce that
Remark the following fact:
, then the fact ( * ) implies that X t i j ∈ K[Z i ]. It follows that α i j = 0 for all i j since F is a Stanley decomposition. By Proposition 4.4 it is easily seen that the induced decomposition
is a Stanley decomposition. Finally, Theorem 3.3 yields the desired inequality Stdepth D(P) ≥ Stdepth F.
A procedure for the computation of the Stanley depth can be simply deduced now. The following example shows that Stanley decompositions induced by Hilbert partitions can effectively be computed. Example 4.8. We return to the Example 3.5. Let M = R⊕(X 1 , X 2 )R. We consider again the Hilbert partitions
It is easy to check that
are induced Stanley decompositions.
Remark 4.9. Corollary 4.7 shows that the answer to Question 1.1 is "Yes". However, in general the method presented above may be very difficult to use, since one has to test the conditions in Proposition 4.4 (2) for all systems of elements 0 = m i ∈ M s i . If we add the assumption that dim K M a ≤ 1 for all a ∈ Z n , this simplifies considerably. We introduce below a precise algorithm for computing the Stanley depth in this case, solving Problem 1.2. (We assume that all β 0,a = 0 unless a ∈ N n ); Compute g ∈ Z n such that M is positively g-determined; Compute H M (X) g ; 1 j = n; 2 while j > 0 do Compute P j = {P| P is Hilbert partition of H M (X) g , Hdepth P = j}; forall the P ∈ P j do Set D(P) : M ∼ = i∈I R i (−s i ) be the induced Hilbert decomposition; StanleyDecomposition = true;
Proof. First we explain the algorithm. In line 1 the variable j is initialized with the maximum possible value for the Stanley depth. In the loop starting at line 2 we are searching for a Stanley decomposition of depth j which is induced by a Hilbert decomposition. If one of these is found then we return the value j at line 4 and we finish the search. If none is found then the value of j is decreased at line 5.
The only fact to prove is that the condition at line 3 assures that D(P) is inducing a Stanley decomposition. Assume that for all i ∈ I we have that as multigraded R-modules. The spaces m i R i do not overlap because dim K M a ≤ 1, so the sum is actually direct. Since each summand is a Stanley space, we obtain a Stanley decomposition.
Some applications
As shown in the previous sections, both the Hilbert depth and the Stanley depth of a finitely generated multigraded R-module M can be computed by considering Hilbert partitions of the polynomial H M (X) g . Note that these invariants cannot be easily computed in practice, since the number of possible partitions is huge (even in very simple cases, see e.g. Example 3.5). In this section we will show that the methods introduced so far allow us however to deduce some simple statements. For simplicity we shall make the same assumptions as in Section 3.
The following proposition was proved in [11, Lemma 3.6] for ideals. Now we can state and prove it for Stanley depth of modules. Proof. The statement about depth is clear since X n+1 , . . . , X n+m is a regular sequence for M ′ . Assume that the module M is positively g-determined and set g ′ = (g, 0, . . . , 0) ∈ Z n+m . Since the multiplication map ·X i : M a −→ M a+e i is an isomorphism whenever i ≥ n + 1, we deduce that M ′ is positively g ′ -determined. It follows H M (X) g = H M ′ (X) g ′ =: P (X), from which we deduce the statement about Hdepth using Theorem 3.3 and Corollary 3.4. By Corollary 4.7 and Proposition 4.4 it is clear that a Hilbert partition of P (X) is inducing a Stanley decomposition for M if and only if it is inducing a Stanley decomposition for M ′ , and the last statement follows.
In the same fashion as above, the following proposition-shown in [ 
