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Abstract
This paper presents a novel technique for segmenting
an audio stream into homogeneous regions according to
speaker identities, background noise, music, environmen-
tal and channel conditions. Audio segmentation is useful
in audio diarization systems, which aim to annotate an in-
put audio stream with information that attributes temporal
regions of the audio into their specific sources. The seg-
mentation method introduced in this paper is performed
using the Generalized Likelihood Ratio (GLR), computed
between two adjacent sliding windows over preprocessed
speech. This approach is inspired by the popular segmen-
tation method proposed by the pioneering work of Chen
and Gopalakrishnan, using the Bayesian Information Cri-
terion (BIC) with an expanding search window. This paper
will aim to identify and address the shortcomings associ-
ated with such an approach. The result obtained by the pro-
posed segmentation strategy is evaluated on the 2002 Rich
Transcription (RT-02) Evaluation dataset, and a miss rate
of 19.47% and a false alarm rate of 16.94% is achieved at
the optimal threshold.
1. Introduction
With the ever increasing number of TV channels and
broadcasting radio stations and the continually decreasing
cost and increasing volume of large storage means, large
volumes of spoken documents, such as broadcast news, are
being recorded and audio archives around the world are ex-
panding on a daily basis. There is hence a growing need to
apply automatic human language technologies to allow ef-
ficient searching, indexing and accessing of these informa-
tion sources. In addition to the fundamental speech recog-
nition technologies, other technologies such as audio di-
arization are required to extract metadata that provides in-
formation beyond the words that were spoken. The task
of audio diarization aims to annotate an input audio stream
with information that attributes temporal regions of the au-
dio signal into their specific sources. These sources can
include speakers, background noise, music, environmental
and channel characteristics.
In its simplest form, an audio diarization system breaks
the input audio into speech and non-speech segments, which
includes silence, music and noise. A more complicated di-
arization system would also indicate the location of speaker
changes within speech segments, and associate segments of
speech coming from the same speaker. This is usually re-
ferred to as speaker diarization or speaker segmentation and
clustering, and is the focus of most recent research efforts in
audio diarization. Speaker diarization systems have proven
useful in areas such as speaker indexing and information
retrieval as well as assisting in speech recognition applica-
tions. In information retrieval applications, a speaker di-
arization system allows automatic indexing of spoken au-
dio documents, enabling the end user to browse the audio
document by speaker. In speech recognition applications,
speaker diarization can be used to localize the instances of
a specific speaker, channel or environment to pool data for
model adaptation, which in turn boosts transcription accu-
racies. Speaker diarization hence plays an important role in
automatic transcription of broadcast news [1, 4].
Speaker segmentation, the process of partitioning the au-
dio data into homogeneous segments according to speaker
identities, is an important element within a diarization
framework and is the main focus of this paper. A review of
the audio segmentation system using the BIC will be pre-
sented in Section 2. Section 3 provides a detailed explana-
tion of the algorithms developed for segmentation using the
GLR metric. Section 4 presents the result obtained on the
RT-02 Evaluation dataset, Section 5 provides discussions of
the results in comparison with other segmentation strategies
discussed in literature, and Section 6 draws some conclu-
sions.
2. Audio Segmentation using the BIC
The use of the BIC for speaker segmentation was first
proposed by the pioneering work of Chen et. al [2]. BIC-
based segmentation approaches have since received increas-
ing attention in the speech technology community, and has
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become one of the most popular segmentation strategies to
date [5].
The BIC is defined mathematically as:
BICj = log Lj (x1, · · · , xn)−
1
2
λkj log n (1)
where X = {xi : i = 1, · · · , n} is the data to be mod-
eled, and x1 · · ·xn are assumed independent [2]. M =
{Mj : j = 1, · · · ,K} are the candidates of the desired
parametric models. In equation (1) above, the first term rep-
resents the maximum log likelihood of the data under model
Mj . The second term, 12λkj log n, is responsible for penal-
izing the candidate models according to their complexities.
kj is the number of parameters in the model, and λ is the
penalty weight (λ = 1 according to BIC theory). The opti-
mum model corresponds to the one for which the value of
BIC, given by (1), is the largest.
Deciding whether a boundary exists at frame i in a win-
dow containing consecutive data samples {x1, · · · , xn} is
simply a model selection process between two compet-
ing models in the cepstral domain. The first model as-
sumes that {x1, · · · , xn} is more appropriately modeled
by a single distribution (ie. {x1, · · · , xn} is drawn from
a single full-covariance Gaussian (x1 · · ·xn ∼ N(μ,E)).
The second model assumes that {x1, · · · , xn} is more
appropriately modeled by two separate distributions (ie.
{x1, · · · , xn} is drawn from two full-covariance Gaussians,
where {x1, · · · , xi} is drawn from the first Gaussian, and
{xi+1, · · · , xn} from the second Gaussian (x1 · · ·xi ∼
N(μ1, E1);xi+1 · · ·xn ∼ N(μ2, E2)). It can be shown [2]
that if the expression
ΔBICi = n log|E| − i log |E1| − (n− i) log |E2|
−
λ
2
(d +
d(d + 1)
2
) log n (2)
is positive, then frame i is a good candidate segment bound-
ary. Note that xi ∈ d, where d is the dimension of the
feature vector space.
Detecting an audio stream with multiple boundaries is
simply an extension to the model selection technique de-
scribed above. A small window is initialized to the first
frames of the audio sequence, and BIC is applied to de-
tect whether a segment boundary exists within the window.
If no change point is found, the window is expanded and
the search is redone. Otherwise, the window is reset to the
change point and the search restarted. This ensures that the
segmentation decision is based on as many data points as
possible [2].
Despite its robustness, the technique described above is
very computationally expensive, with quadratic complexity.
There have since been numerous research efforts in attempt
to improve both the speed and accuracy of BIC-based algo-
rithms [6, 7]. In [6], Tritschler et. al proposed a variable
window scheme with an initial small search window, which
expands at an increasing rate if no segment was detected, in
order to reduce computational costs. Also it was suggested
that if no segment was found in the initial frames within
the search window, it is unlikely that a segment would be
detected in the initial frames when the search window is ex-
panded. The search for a boundary within the initial frames
can hence be eliminated when the search window is large.
In [7], Zhou et. al proposed the application of Hotelling’s
T2-Statistic, also with an increasing window size, to deduce
the initial candidate boundaries, which are then validated or
rejected via a BIC test at the candidate boundary locations.
It was shown that this approach improved the computational
speed by a factor of 100 compared to the original algorithm
proposed in [2].
3. Proposed Algorithm
The segmentation algorithm proposed in this paper is
based on the idea of evaluating the BIC between a pair of
adjacent constant-sized windows over preprocessed speech.
Due to a constant window size, the penalty term in the BIC
equation becomes a constant offset, and can hence be ig-
nored when the BIC is used as a distance or dissimilarity
measure between two adjacent windows. The equation then
becomes the Generalized Likelihood Ratio (GLR) [3].
In this case, the GLR value at frame i, between two ad-
jacent constant-sized windows on either side of frame i, is
given by:
GLRi = w(2 log |Ei| − log |Ei1| − log |Ei2|) (3)
where w is the window size, Ei is the covariance of the
combined window on either side of frame i, and Ei1 and
Ei2 are the covariances of each window respectively.
3.1. Speech Preprocessing
Preprocessing of speech is performed by extracting Mel
Frequency Cepstral Coefficients (MFCCs) of order 12, plus
the 0th coefficient, and their derivatives. The feature extrac-
tion process uses 25ms windows for each parameter vector
and a 10ms period between successive vectors.
3.2. Segmentation using the GLR distance
metric - basic algorithm
A small window is more capable of detecting boundaries
around short segments, while it is also more prone to false
alarms arising in the middle of speaker turns that do not cor-
respond to true speaker change points. Tuning the window
size hence results in a trade-off between missed detections
and false detections of speaker boundaries. A window size
of 600 frames is emperically chosen, and the GLR is com-
puted over the entire audio between a pair of sliding win-
dows of 600 frames each. The GLR value of every 10th
frame is then extracted. This reduces the computational de-
mand of the subsequent steps as well as achieving a smooth-
ing effect. The GLR curve, consisting of every 10th value
of the original GLR curve, is further smoothed by a median
filter of length 7, a value emperically chosen for optimal
performance.
The locations of the peaks of the smoothed GLR curve
are computed by finding the locations of the zero crossings
of the first derivative changing from positive to negative.
Each peak is then examined, with the locations of ’signif-
icant’ peaks assumed to be speaker change points, while
others are ignored. For each peak, the value of the GLR at
the peak is used to determine whether the peak should be
regarded as significant.
3.3. Determining significant peaks using
valley depth
The approach described in Section 3.2 is prone to false
alarms as a direct result of fluctuations of the GLR value
above the threshold that is not smoothed out by the me-
dian filtering process. This creates a number of unde-
sirable peaks above the threshold that do not correspond
to true speaker change points. A method of locating the
true speaker change points from a list of potential segment
boundary locations, given by the location of the peaks of
the GLR curve, hence needs to take into account the depths
of the valleys between the peaks.
This paper presents the following algorithm. First, the
GLR value at each peak is examined, and those peaks that
fall below the threshold are rejected. For all other peaks,
the GLR value at the trough between the peak itself and
its neighbouring peaks are examined. If the GLR value at
the trough exceeds a certain threshold, the lower of the two
peaks is rejected, since the shallow valley between the two
peaks indicate that the peaks are not both significant. The
ideal value of the threshold used in this case was empirically
determined to be 0.8 times the GLR value of the lower peak.
This approach was shown to improve the segmentation re-
sults by eliminating a number of false alarms occurring as a
result of the fluctuations of GLR values above the threshold.
The improved results will be presented in Section 4.
3.4. Segmentation incorporating a smaller
window
With the approach described so far, a large sliding win-
dow is more likely to deduce more accurate segment bound-
ary locations due to more sufficient statistics to be repre-
sented by the Gaussians, given that the true speaker change
points are far apart. On the other hand, rapid speaker
changes resulting from short speaker segments such as
”thank you” or ”good morning” are more likely to result in
contamination of statistics from the speech of two or more
speakers when using a large window, and are hence more
difficult to detect. In these cases, a smaller window is often
capable of detecting boundaries around the short segments
that would otherwise be missed if only the larger window
was used. This is illustrated in Figure 1, where the vertical
lines indicate the reference segment boundary locations.
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Figure 1. Comparison of window size and its
effects on boundary detection around short
segments
As evident from Figure 1, the smaller window is more
capable of detecting boundaries around short segments. The
advantages of both large and small windows can hence be
combined to create a system that is accurate in locating the
speaker boundaries around long segments, and capable of
detecting the boundaries around short segments.
The change points from each window are located as de-
scribed in Section 3.3, and those detected by the 600 frame
window are honoured. Each of the change points detected
by the 400 frame window is then examined in turn. If a
change point already exists in the list of change points found
by the 600 frame window within 150 frame either side, it
is ignored. Otherwise it is added to the list. When tested
on the RT-02 Evaluation dataset, this approach was shown
to improve the segmentation performance overall, when the
threshold is sufficiently large. The results are detailed in the
next section.
4. Results
This section details the results of the algorithms de-
scribed in Section 3, when tested on the RT-02 Evaluation
dataset. The performance evaluation metric used in this pa-
per is the error score, which is defined as the miss rate plus
the false alarm rate. A missed segment is defined as a ref-
erence segment with no corresponding segment in the hy-
pothesis one second either side. A false alarm is defined
as a segment found by the system with no corresponding
segment in the reference one second either side.
4.1. Segmentation results - basic algorithm
The error score, over a range of thresholds, is shown by
the dotted line in Figure 2. Increasing the threshold results
in a tradeoff between miss and false alarm rates. A large
threshold is associated with a high miss rate and a low false
alarm rate, and vice versa. A breakdown of the error score,
into its miss and false alarm rate components, is shown by
the dotted line in Figure 3, where the upward sloping lines
represent the miss rates and the downward sloping lines rep-
resent the false alarm rates. The high false alarm rate pro-
duced by this algorithm is a direct result of the fluctuations
of GLR values above the threshold, as discussed in Section
3.2.
4.2. Segmentation results incorporating val-
ley depth
The dashed line in Figure 2 shows the error score ob-
tained by incorporating valley depth information when de-
termining which potential candidate segment boundary,
given by the locations of the peaks of the GLR curve, are
true speaker change points. The dashed line in Figure 3
shows a breakdown of the error score into its respective miss
rate and false alarm rate components. Comparing this to the
results obtained by the basic algorithm, shown by the dot-
ted line, it is evident that the decision incorporating valley
depth information has eliminated a number of false alarms
and hence decreased the false alarm rate considerably. The
miss rate has increased less significantly, resulting in a de-
crease in the overall error score, as evident in Figure 2.
4.3. Segmentation results incorporating a
smaller window
The solid line in Figure 2 represents the error score ob-
tained by incorporating a 400 frame window, according
to the algorithm presented in Section 3.4, as compared to
the previous algorithms using only a single window. The
solid line in Figure 3 shows the components of the error
score, compared to the results obtained by the previous ap-
proaches. From Figure 3, it is evident that an improved
detection of boundaries around short segments has signifi-
cantly reduced the miss rate, compared to the single window
approach incorporating valley depth information. When the
threshold is sufficiently large, the increase in the false alarm
rate is less significant than the reduction in the miss rate, re-
sulting in a lower error score overall. When the threshold
is small, however, the error score is higher than previous
approaches, which only use a single window. This is due
to the fact that the introduction of a second window allows
more false alarms to emerge when the threshold is small.
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Figure 2. Comparison of Error Scores
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Figure 3. Breakdown of the error scores into
miss rate and false alarm rate components
5. Discussion
The algorithms using an expanding window, as outlined
in Section 2, have quadratic complexity and are hence far
more computationally expensive compared to the segmen-
tation strategies outlined in this paper. When the speaker
change points are far apart, the computational costs associ-
ated with algorithms using an expanding window increase
dramatically, whereas the approach proposed in this paper is
not affected due to the constant window size. Furthermore,
with an expanding search window, false alarms can emerge
when the initial search window is small, due to insufficient
statistics to be represented by the Gaussians. In a speaker
diarization system, the next step after speaker segmentation
is to associate the segments belonging to the same speaker
together, in a process known as speaker clustering. Having
many false alarms emerge when the initial search window
is small will result in many short segments for the cluster-
ing stage to process. Once again, due to insufficient data
present in the short speaker segments, these segments are
more likely to be assigned to the wrong cluster, which in
turn results in contamination of the statistics within a clus-
ter and deteriorates subsequent clustering performance.
6. Conclusion
This paper presents a novel speaker segmentation strat-
egy using the Generalized Likelihood Ratio evaluated be-
tween a pair of adjacent, constant-sized windows over pre-
processed speech. It is shown that improvements in seg-
mentation results can be achieved through considering the
depth of the valleys between peaks to determine which
peaks correspond to valid speaker change points, as well as
incorporating the boundaries detected by a smaller window
to take advantage of its capability in detecting boundaries
around shorter segments. The proposed algorithm has been
tested on the Rich Transcription 2002 Evaluation dataset.
This algorithm does not produce spurious short segments,
which allows the subsequent clustering stage to make good
clustering decisions based on longer segments. The algo-
rithm proposed in this paper is hence suitable to be applied
within a speaker diarization framework.
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