Transfer learning addresses the problem of how to leverage previously acquired knowledge (a source domain) to improve the efficiency of learning in a new domain (the target domain). Although transfer learning has been widely researched in the last decade, existing research still has two restrictions: 1) the feature spaces of the domains must be homogeneous; and 2) the target domain must have at least a few labeled instances. These restrictions significantly limit transfer learning models when transferring knowledge across domains, especially in the big data era. To completely break through both of these bottlenecks, a theorem for reliable unsupervised knowledge transfer is proposed to avoid negative transfers, and a Grassmann manifold is applied to measure the distance between heterogeneous feature spaces. Based on this theorem and the Grassmann manifold, this study proposes two heterogeneous unsupervised knowledge transfer (HeUKT) models -known as RLG and GLG. The random linear monotonic map geodesic flow kernel model (RLG) uses a linear monotonic map (LMM) to reliably project two heterogeneous feature spaces onto a latent feature space and applies geodesic flow kernel (GFK) model to transfers knowledge between two the projected domains. The Grassmann LMM GFK (GLG) optimizes the LMM to achieve the highest possible accuracy and guarantees that the geometric properties of the domains remain unchanged during the transfer process. To test the overall effectiveness of two models, this paper reorganizes five public datasets into ten heterogeneous cross-domain tasks across three application fields: credit assessment, text classification, and cancer detection. Extensive experiments demonstrate that the proposed models deliver superior performance over current benchmarks, and that these HeUKT models are a promising way to give computers the associative ability to judge unknown things using related known knowledge.
Introduction
How to best use the tremendous amount of currently available data to support prediction and decision making is a challenge in the field of artificial intelligence and machine learning. For example, to predict user behaviors for a new product A where there is not enough training data, but there is useful data from a similar product B, can we use the knowledge learned from B to support predictions about A? Transfer learning has been proposed to address this problem [1, 2] and has garnered tremendous attention from researchers [3] [4] [5] [6] . Transfer learning aims to transfer the knowledge learned from one or more source domains to a specific target domain, which can help to improve learning accuracy in an almost unknown field. Taking four real world applications as examples, we could use the knowledge from English documents to classify a French document; apply Germany's credit records to improve the accuracy of Australia's credit assessment; use labeled databases to classify unlabeled datasets; or improve the forecasting accuracy of a new electricity grid using the existing knowledge of an old grid. These examples clearly show that good transfer learning models can reduce the cost of labeling huge datasets, while improving classification or regression accuracy for an almost unknown field. Data is increasing with incredible speed, especially in the big data era, which means that labeling all existing data is an impossible mission. Thus, how to use the knowledge (labeled dataset) from a source domain to explore an infinite number of unknown things (unlabeled datasets) in a target domain has become extremely important.
At present, models to transfer learning can be divided into three main categories according to how much knowledge exists in each domain. 1) Supervised knowledge transfer (SKT) aims to only use the labeled instances in the source domains to transfer knowledge to a target domain (target domain has some labeled instances) [7] . 2) Semi-supervised knowledge transfer (SSKT) addresses transfer problems when there are unlabeled instances in the source domains that could be used to help improve accuracy in the target domain (target domain has some labeled instances) [8] . 3) Unsupervised knowledge transfer (UKT) transfers knowledge from a related domain to an unknown target domain that does not have any labeled instances [9] . For each category, transfer learning feature spaces can be considered in two main categories: homogeneous feature spaces, where the source and target domain have the same features; and heterogeneous feature spaces, where the source and target domain have different features. Many effective models for homogeneous feature spaces have been proposed, mainly containing four technologies: 1) latent space construction, which aims to find a latent space between the feature spaces of the source and target domains so that the two domains have the same distribution in the latent space [9] [10] [11] [12] ; 2) feature representation, which aims to find most representative features between the source and target domains so that the distributions of representative features of both domains are the same [13] [14] [15] [16] ; 3) instance re-weighting, which aims to give each instance a weight so that both re-weighted domains have the same distribution [17] ; and 4) fuzzy set construction, which aims to construct fuzzy sets of the source and target domains so that knowledge can be transferred through both fuzzy sets [18, 19] . Fewer models have been proposed for heterogeneous feature spaces than for homogeneous situations. Main models to heterogeneous feature spaces are: 1) latent space construction, which aims to find a latent space between the feature spaces of the source and target domains so that both domains have the same distribution in the latent space [8, 20, 21] ; and 2) independence criterion, which aims to map each instance in the source domain to an instance in the target domain so that the prediction machine trained by the source domain can be used to predict instances in the target domain [22] . Based on these categories, knowledge transfer models can be divided into six scenarios, which are shown in Fig. 1 . In these six scenarios, (a)-(e) have been researched for many years and (f), HeUKT, still does not have a big progress.
Fig. 1.
The six scenarios of knowledge transfer. In subfigures (a), (b), and (c), the dimensions of the feature spaces of the source and target domains are the same, so we use circles to represent the instances in both domains. In the other subfigures, the dimensions of the feature spaces of the source and target domains are different, so we use circles to represent the instances in the source domains and rectangles to represent the instances in the target domains. In this paper, we do not need to assume that two domains have common features. Although many works have been proposed for improving the effectiveness of knowledge transfer models, the biggest obstacle to exploiting information of tremendous datasets still exists, which is that only small portion of the information is labeled. Labeling instances carries a high cost and, although SSKT models can transfer knowledge between domains when there are only a few labeled instances in the target domain, the labeling process itself limits SSKT's applicability, because labeling still demands huge costs in very large-scale domains. Based on existing works, current knowledge transfer models still have two restrictions: 1) the feature spaces of source and target domains are homogeneous; and 2) the target domain has at least a few labeled instances. Taking two models as examples: 1) A geodesic flow kernel (GFK) model can transfer knowledge from a source domain to an unlabeled target domain, but it must assume the two domains are homogeneous [9] ; and 2) A heterogeneous feature augmentation (HFA) model can transfer knowledge between two heterogeneous domains, but it needs some labeled instances in the target domain [8] . Both restrictions result in that few HeUKT models are proposed and tremendous unlabeled domains are hard to be labeled using labeled domains.
To completely break through both restrictions, this paper highlights their two major obstacles. 1) Previous works lack an effective way to measure two heterogeneous feature spaces when the target domain is unlabeled. 2) As yet, no theorem avoids negative transfer -a widely admitted issue in the field of transfer learning [1] . The first issue is caused by the fact that we do not know how to accurately measure the divergence between two domains. The second issue hides the knowledge transfer process, which means knowledge could be incorrectly transferred. To date, the first issue has been partly addressed, but only when the target domain has at least some labeled instances [20, 22] , and the second issue is yet to be addressed. Although kernel canonical correlation analysis (KCCA) has been proposed as an HeUKT model [23] , it requires that the two domains have instance pairs and lacks a theoretical foundation. As such, KCCA creates negative-transfer situations in the extensive experiments conducted in this paper.
To address both issues, a Grassmann manifold is applied to measure the distance between heterogeneous feature spaces, solving the first issue. To solve the second issue, a theorem is provided to guarantee that knowledge is transferred in the expected way. To the best of our knowledge, this is the first time that a theorem has been developed that identifies the sufficient conditions to overcome a negative transfer, and therefore retains an unchanged relationship between the label spaces of two domains during the transferring process. Based on this theorem, a series of maps, denoted by LMM, are proposed to map two heterogeneous feature spaces onto a latent feature space. In the latent feature space, GFK is then applied to transfer knowledge between two mapped domains when there are no labeled instances in the target domain -this is the first proposed model, the random LMM GFK (RLG). However, because the parameters of an LMM are randomly selected, a Grassmann manifold is used to optimize the parameters of the LMM by guaranteeing the geometric properties of the domains remain unchanged during the transfer learning process -this is the second proposed model, the Grassmann LMM GFK (GLG)). To validate the effectiveness of the proposed HeUKT models, this paper reorganizes five public datasets into ten tasks across three application fields: credit assessment, text classification, and cancer detection. The experimental results reveal that the proposed models are suitable for HeUKT and can break through both restrictions simultaneously. Table 1 demonstrates the merits and drawbacks of both the two proposed models and KCCA [23] . 
The proposed HeUKT models make it possible to use finite knowledge (labeled domains) to explore (label) infinite knowledge (unlabeled target domains) in the big data era and, astonishingly, give computers associative abilities -the ability to judge unknown things using related knowledge -just like human beings. The main contributions of this paper follow.
1) This paper proposes two effective models (RLG and GLG) for heterogeneous unsupervised cross-domain transfer learning to transfer knowledge from a source domain to an unlabeled target domain where the two domains have heterogeneous feature spaces. Both models outperform the state-of-the-art models in three application fields. 2) A theorem is proposed to avoid negative transfer and guarantee that the knowledge transfers in the expected way. With the proposed theorem, the HeUKT models are easier to investigate than before; 3) This paper lays a strong foundation for the future development of HeUKT models.
Using the developments presented in this paper, computers will be able to obtain much more knowledge using existing knowledge (labeled domains); 4) The relationship between two heterogeneous feature spaces is revealed using a Grassmann manifold. 5) A new definition for the derivative of a matrix-by-matrix is given, and this plays significant role in: a) establishing a Taylor series for an Eigen dynamic system (EDS); b) differentiating a function based on the matrix; and c) providing a general way to propose more HeUKT models.
This paper is organized as follows. Section 2 reviews related works from the perspective of knowledge storage and transfer learning. Section 3 is the main body to introduce two proposed models, and Section 4 demonstrates the optimization process of the proposed model GLG. Section 5 describes the extensive experiments to test the models' effectiveness, and Section 6 concludes the paper and discusses future works.
Related Work
The literature related to three categories of transfer learning is discussed: SKT, SSKT and UKT. Before introducing each category, some definitions of the notations are provided for ease of reading. Given a specific domain, D = {X, P(X)}, a task consists of two components: a label space Y and an objective predictive function f(•) (denoted by T = {Y, f(•)}), which is not observed but can be learned from the training data. 
Supervised Knowledge Transfer
SKT models assume that there are few labeled instances in the target domain and all instances in the source domains are labeled. We provide the following definition to clearly introduce SKT.
Definition 1 (supervised knowledge transfer). Given a source domain DS={(xs1, ys1), …, (xsn, ysn)}, a target domain DT = {(xt1, yt1), …, (xtl, ytl), xtl+1, …, xtm}, a learning task TS on DS, and a learning task TT on DT, where tl≪tm, supervised knowledge transfer aims to help improve the learning of the target predictive function fT(xti) in DT using the knowledge in DS and DT, where (xt1, yt1), …, (xtl, ytl) are labeled instances in the DT.
SKT scenarios are characterized by three kinds of feature spaces: homogeneous feature spaces, heterogeneous feature spaces, and differently labeled spaces. These are denoted by HoSKT, HeSKT, and DLSKT, respectively. In the HoSKT and HeSKT, we assume the labeled spaces are the same. In the DLSKT, we assume the feature spaces are the same.
HoSKT is a famous research field within transfer learning. Its representative models are transfer component analysis (TCA) [10] , geodesic flow kernels (GFK) [9] , informationtheoretical learning (ITL) [11] and stationary subspace analysis (SSA). TCA applies maximum mean discrepancy (MMD) to measure the distance between the source and target domains, and optimizes this distance to make sure the two domains are closer than before [10] . The GFK aims to find the best subspaces between the source and target domains using the geodesic flow of a Grassmann manifold. It is applied to all subspaces to find the latent spaces through integration [9] . ITL identifies feature spaces where data in the source and the target domains are similarly distributed and also learns the feature space discriminatively, so as to optimize an information-theoretic metric as a proxy to the expected misclassification errors in the target domain [11] . SSA decomposes a multivariate time series into a stationary and a non-stationary subspace for more effective transfers [24] . It should be highlighted that these models also can be used to solve unsupervised transfer issues in homogeneous feature spaces.
HeSKT aims to transfer knowledge from DS to DT, where xsi and xti have different dimensions. There is less literature in this setting than for homogeneous situations. The main models are heterogeneous spectral mapping (HeMap) [21] , manifold alignment-based models (MA) [20] , asymmetric regularized cross-domain transformation (ARC-t) [25] , heterogeneous feature augmentation (HFA) [8] , semi-supervised kernel matching for domain adaptation (SSKMDA) [22] , and the DASH-N model [26] . Of these models, ARC-t and HFA are only suitable for completely labeled source domains, while the others can be used to transfer knowledge from partially labeled source domains. Hence, here our discussions are limited to ARC-t and HFA, and the other models are introduced in Section 2.3. ARC-t learns an asymmetric transformation metric between different feature spaces by exploiting labeled data from both domains [25] . HFA first maps the data from two domains into a common subspace such that the similarity between instances across different domains can be measured. It then develops two new feature transforming functions for the two domains, which respectively augments the transformed source and the target instances with their original features and padding zeroes [8] .
DLSKT can be regarded as inductive transfer learning in [1] .
Semi-supervised Knowledge Transfer
Semi-supervised knowledge transfer assumes there are few labeled instances in the target domain and almost all instances in the source domains are labeled. To clearly introduce SSKT, we provide the following definition. SSKT concerns homogeneous feature spaces and heterogeneous feature spaces (papers related to differently labeled spaces can be found in previous section). These are denoted by HoSSKT and HeSSKT, respectively.
Many HoSSKT models have been developed in the literature to cope with the feature distribution divergence between the source domain and the target domain [22] . For example, covariate shift models attempt to bridge the gap between domains by putting more weights on source instances that are in the dense region of the target domain [27] . These models, however, perform poorly for highly divergent domains where important features of the target instances are not supported in the source domain distribution. Self-labeling adaptation models, on the other hand, focus on target instances. They train an initial prediction machine on the labeled source instances and then use that to label the target instances. The newly labeled target instances are used to update the initial prediction machine through self-training [28] or cotraining. Their performance greatly depends on the initial prediction machine trained from labeled data in the source domain, nor are they well suited to highly divergent domains. SSKMDA maps the instances of the target domain onto the source domain and achieves better performance in public databases than existing models [22] . Unlike these models, fuzzy sets are used to link the two domains in [18, 19] , and models based on fuzzy technologies obtain higher accuracy in the field of classification and regression.
HeSSKT transfers knowledge from DS to DT when xsi and xti have different dimensions. There is less literature in this setting than for homogeneous situations. The main models are HeMap, MA, SSKMDA and the DASH-N model. HeMap is proposed for transfer learning on heterogeneous feature spaces via spectral transformation, and it works by first using spectral embedding to unify the different feature spaces of the target and source datasets, even when they have completely different feature spaces [21] . Manifold alignment is proposed to obtain better classification accuracy and has better performance than other models because it considers finding a mapping by dividing the mapped instances into different categories according to the original observations [20] . Given its ability to handle data in heterogeneous feature spaces, SSKMDA has been successfully used for text classification, and achieves better performance than HeMap and MA. DASH-N is a recently proposed model that jointly learns a hierarchy of features together with transformations that rectify the mismatch between the different domains and has successful applications in object recognition [26] .
Unsupervised Knowledge Transfer
Unsupervised knowledge transfer assumes there are no labeled instances in the target domain, and almost all instances in the source domains are labeled. To clearly introduce UKT, we provide the following definition.
Definition 3 (unsupervised knowledge transfer).
Given a source domain DS={(xs1, ys1), …, (xsk, ysk), xsk+1, …, xsn}, a target domain DT = {xt1, …, xtm}, a learning task TS on DS, and a learning task TT on DT, unsupervised knowledge transfer aims to improve learning of the target predictive function fT(xti) in DT using the knowledge in DS and DT, where (xt1, yt1), …, (xtl, ytl) are labeled instances in the DT.
As a rare research branch of transfer learning, UKT is only introduced briefly in this section. It considers homogeneous and heterogeneous feature spaces, denoted by HoUKT and HeUKT, respectively.
HoUKT is researched as the part of HoSKT because some HoSKT models can be used to transfer knowledge when there are no labeled instances in the target domain. The representative models are TCA, GFK, ITL and SSA. The common step in these models maps instances in the domains into a latent space. If the mapping step is not related to the target domain, then the maps can be used to solve HoUKT problems. TCA applies MMD to measure the distance between domains without any information from target domain. GFK only uses xsi and xti to find the path of a Grassmann manifold. Similarly, other models can construct a latent space without any information of target domain, all of which were introduced in Section 3.1. In the very recent year, HoUKT models attract more attentions and many researches propose effective models, such as transfer deep network [16] , optimal transport [29] and scatter component analysis [12] .
HeUKT aims to transfer knowledge from DS to DT, where xsi and xti have different dimensions and there are no labeled instances in the target domain. To the best of our knowledge, no literature exists that solves this problem. Although the authors of [23] claim their model, based on canonical correlation analysis (CCA), can handle HeUKT, it does not overcome the issue of negative transfer and, without a theoretical guarantee, their model cannot provide stable accuracy.
Remaining Issues When Transferring Knowledge
Based on the literature we reviewed, we propose some promising fields relating existing issues in the field of transfer learning:
1. Heterogeneous knowledge transfer. Developing an HeUKT model to classify or regress a completely unlabeled target domain, which is the most common type of domain in datasets generated in the big data era. 2. Avoiding negative transfer. Exploring how to ensure the labeled spaces do not change during the transferring process will provide a theory to guarantee that labeled data can be transferred correctly. 3. Exploring the relationships between heterogeneous feature spaces. Finding a way to recognize the relationships between two domains without any labeled information.
In this paper, we concentrate on proposing an HeUKT model and a theorem to avoid negative transfer.
Heterogeneous Unsupervised Knowledge Transfer (HeUKT)
This section proposes a theorem to avoid negative transfer and the two HeUKT models. The proposed theorem leads us to propose LMM, which can map two heterogeneous feature spaces onto a latent space. With the help of LMM (randomly select parameters of LMM), GFK can be applied to transfer knowledge between two mapped domains. The model with random LMM is the first proposed model, RLG. To optimize parameters of LMMs, a Grassmann manifold is used to measure distance between two heterogeneous feature spaces, which significantly helps to construct a cost function for optimization of LMMs. The model with optimized LMM is the second proposed model, GLG. In this section, section 3.1 restates the problem and sets notations. Then, section 3.2 and section 3.3 introduce how to measure distance between two heterogeneous feature spaces. Finally, section 3.4 proposes a theorem to avoid negative transfer and section 3.5 proposes RLG and GLG.
Problem Statement and Notation Settings
In this section, for simplicity, we assume that there is one source domain DS and one target domain DT with different feature spaces. Concretely, DS = {XSi, ySi} and DT = {XTi}, where XSi∈ ℝ , XTi∈ ℝ , ySi∈{0, 1} and m≠n. Our aim is to label each instance in DT using the knowledge from DS. It is important to clarify that there are no labeled instances in the target domain.
The Grassmann Manifold and Principal Angles
On a Grassmann manifold GN, n (or GN, m), subspaces with n (or m) dimensions of ℝ are regarded as points in GN, n (or GN, m), indicating that we can transfer the issue of measuring the distance between two subspaces to the problem of calculating the distance in the Grassmann manifold. That is to say, if two domains are defined in Section 3.1, first, we need to confirm the subspaces spanned by XSi and XTi using a singular value decomposition (SVD) and, second, we need to calculate the distance between the spanned subspaces A = span(XSi) and B = span(XTi) using one of distance definitions in the Grassmann manifold. Two models based on the Grassmann manifold can be used to transfer knowledge from a source domain to a target domain; these are DAGM [30] and GFK. The former was proposed by Gopalan et al., the latter was proposed by Gong and Grauman [9] . GFK shows superiority to other domain adaptation models when the target domain has no labeled instances. Nevertheless, two conditions form its main limitations: 1) the source domain and target domain must have the same dimensional feature spaces, mainly caused by a lack of development of geodesic flow on GN, n and GN, m (m≠n); and 2) a lack of knowledge transferring condition, meaning that there is no guarantee of correctness in the transfer process.
In proposing an HeUKT model based on a Grassmann manifold, we first recall some definitions and properties of the Grassmann manifold GN, n. [31] ). Given two subspaces A, B ∈ GN, n, form the matrices A, B ∈ ℝ × , the i th principal vectors (pi, qi) are defined as solutions for the optimization issue
Definition 4 (principal angles
The principal angles are defined by
It is clear that 1 < 2 <… < n < π/2, and we let i(A, 
where i is the i th principal angle between A and B, is the i th eigenvalue of matrix A T B. The geodesic distance is the distance viewed as a Riemannian manifold. Many other common distances are defined on Grassmann manifolds: Asimov, Binet-Cauchy, Chordal, Fubini-Study, Martin, Procrustes, projection, spectral. These different distances focus on different principal angles and different ways to use principal angles: 1) Asimov, projection, and spectral only apply the maximum angle to define the distance; 2) Chordal and Procrustes use sin( i) and sin( i/2) to construct distances; and 3) Binet-Cauchy, Fubini-Study and Martin use cos( i) to construct distances (see [31] ).
Distances Between Heterogeneous Feature Spaces
As mentioned in the previous section, the distances defined on a Grassmann manifold are based on the principal angles defined in Definition 4. Thus, we need to provide the corresponding definition of the principal angles when there are two different dimensional subspaces A∈ GN, n and B∈ GN, m (m≠n), which are spanned by XSi and XTi (A = span(XSi) and B = span(XTi)). [31] ). Given two subspaces A∈ GN, n and B∈ GN, m (m≠n), which form the matrices A∈ ℝ × and B ∈ ℝ × , the i th principal vectors (pi, qi) are defined as solutions to the optimization issue (r = min(n, m))
Definition 6 (principal angles on heterogeneous subspaces
Then, the principal angles on heterogeneous subspaces are defined by
Additionally, in the literature, Ye and Lim [31] prove that the solution to the optimization problem in Definition 6 can be computed using SVD. Thus, we can calculate the principal angles between different dimensional subspaces, which is the foundation of GLG. To perfectly define the distances on different dimensional subspaces, Ye and Lim use two Schubert varieties to prove that all the defined distances in the same dimensional subspaces are also correct in the different dimensional subspaces. This means we can calculate the distances between two different dimensional subspaces using the principal angles defined in Definition 6. Here, we only provide the theorem related to the distance between two dimensional subspaces; a detailed proof can be found in [31] . [31] ). Let A be a subspace of dimension n and B be a subspace of dimension m in ℝ . Suppose n ≤ m ≤ N. We define the following Schubert varieties: ( , ) can be regarded as the Grassmann distance between A and B with the following properties:
Theorem 1 (Ye and Lim
is independent of the dimension of the ambient space N and is the same for all N ≥ m+1;
(ii) ( , ) reduces to the Grassmann distance between A and B when n = m;
(iii) ( , ) may be computed explicitly as
From the Theorem 1, it can be seen that the distance between A and B is the distance from B to the nearest m-dimensional subspace that contains A, as well as the distance from A to the nearest n-dimensional subspace contained in B. Through Theorem 1 and Theorem 12 of [31] , we obtain the proper definition to measure the distance between the different dimensional subspaces that can be regarded as spanned subspaces by XSi and XTi.
A Theorem for Reliable Unsupervised Knowledge Transfer
Section 3.3 provides a satisfactory definition for the distance between heterogeneous feature spaces, which leads to a powerful mathematical avenue for establishing an HeUKT model. However, before we propose the HeUKT models, the transfer conditions, i.e., how to avoid negative transfers [32] , are a gap in the field of transfer learning and domain adaptation and should be defined. These transfer conditions guarantee the label space will not change when transferring knowledge. If the label space significantly changes when transferring knowledge, a significant error must exist, because we use a prediction machine trained by the original label space to predict the data with a completely different label space.
For example, in Australian credit records, 1 represents good credit and 0 represents bad credit. The same system exists for German credit records. If we want to use knowledge from Germany to predict credit statuses in Australia, assuming there are no labeled instances in the Australian domain, it is apparent that the result predictions will be completely wrong if Australia's label space (an unknown space) changes greatly -if the good-credit label is changed to 0, for example. Therefore, each UKT model should prove that it can guarantee the label space of the target domain will not change when transferring knowledge. A negative example is provided to show situations in which the label space changes substantially when transferring knowledge in Section 5.4.
The definition for the unsupervised knowledge transferring condition follows. It is obvious that we will know the knowledge is transferred in an expected way if this condition can be satisfied.
Definition 7 (unsupervised knowledge transferring condition).
Given a source domain DS = ( , Y) and a target domain DT = ( , Y) and P(Y| ) = ( , )P(Y| ), if there are two maps fS( ) and fT( ) that can help to transfer knowledge, then fS( ) and fT( ) must satisfy the following condition, with the aim of guaranteeing the label space of the target domain will not change when transferring knowledge.
where ( , ) represents the divergence between two label space and is only depended on and ( ( , ) >0 and ( ,
P(Y| ) is more than P(Y| ) and vice versa.
Although Definition 7 provides a basic condition for unsupervised knowledge transfer, we still need to explore some properties related to fS( ) and fT( ) to judge which kind of maps satisfy the condition defined in Definition 7. Before giving the important property of fS( ) and fT( ), this paper proposes the definition of "monotonic maps".
Definition 8 (monotonic map).
If there is a map f defined on that satisfies the following condition
where ( , <) and (f( ), <) are binary relations and "<" is a strict partial order over the set and f( ), then the map f( ) is the monotonic map.
Using Definition 8, we propose Theorem 2 to guarantee the unsupervised knowledge transfer condition.
Theorem 2 (unsupervised knowledge transfer theorem). Given a source domain DS = ( , Y) and a target domain DT = ( , Y) and P(Y| ) = ( , )P(Y| ), if there are two maps
fS( ) and fT( ) that can help knowledge transfer, and satisfy that:
1) fS( ) and fT( ) are monotonic maps;
2) −1 ( ( )) = and −1 ( ( )) = ;
then fS( ) and fT( ) can satisfy the unsupervised knowledge transfer condition and guarantee the label space of the target domain will not change when transferring knowledge.
Proof. Based on the condition P(Y| ) = ( , )P(Y| ), we have
which is equal to
Let ZS = fS( ) and ZT = fT( ). Since −1 ( ( )) = and −1 ( ( )) = , we have
Because fS( ) is monotonic maps under a strict partial order "<", there must be a 1-1 map between and ZS, meaning that
Similarly, we know
and P ( −1 ( )) = P ( ) P ( −1 ( )) = P ( ).
Hence, we arrive at following equation:
That is,
Finally, we arrive at the following equation:
It is obvious that fS( ) and fT( ) can satisfy unsupervised knowledge transfer condition and guarantee the label space of the target domain will not change when transferring knowledge.
□

Remark: From the proof, it is also clear that this theorem can be used for continuous datasets.
Based on Theorem 2, we demonstrate some properties of fS( ) and fT( ) and highlight the sufficient conditions for reliable unsupervised knowledge transfer. If an HeUKT model satisfies the two conditions mentioned in Theorem 2, it can transfer knowledge across domains with theoretical reliability.
Two HeUKT Models
After defining the distances between heterogeneous feature spaces and proposing a theorem to ensure the reliability of unsupervised knowledge transfer, two proposed models, RLG and GLG, are introduced. The solution for GLG is outlined in Section 4.
Concerning the issue of heterogeneous feature spaces, a common idea is to find maps that can project different dimensional feature spaces onto a latent space [10] or directly project one feature space onto another one [22] . However, in existing literature, there needs to be some labeled instances in the target domain to maintain the relationship between the source and target domains. Thus, the key to an HeUKT model is to find some properties that can be maintained between the original domains and the mapped domains. Theorem 2 determines the properties the maps should satisfy, but there are still two concerns: 1) which type of map is suitable for an HeUKT model; and 2) which properties should the selected map maintains between the original domains and the mapped domains. We address the first concern by proposing a linear monotonic map (LMM).
Lemma 1 (linear monotonic map).
Given the matrices ∈ ℝ × , ∈ ℝ × and a strict partial order "<" (or ">") over the set ℝ × and ℝ × ( (1) < (2) means the element in (2) is always more than a corresponding element in (1) ), then the map f( ) = U T is the monotonic map if, and only if, U satisfies following conditions:
Proof. Given two matrices (1) = (1) and (2) = (2) , where i = 1, …, l and j = 1, …, n.
Without loss of generality, we assume (1) < (2) , which means (1) < (2) . Now we consider f( 1 ) and f( 2 ) using following expressions:
So, we know
− (2) < 0 and (1) , (2) are any matrices which satisfy the condition Proof. Because fS( ) and fT( ) are LMMs, monotonic maps, they satisfy the first condition of Theorem 2 and we only need to prove −1 ( ( )) = and −1 ( ( )) = . Without loss of generality, we assume that fT( ) = U T . Then, there is
where U + is the Moore-Penrose pseudoinverse of U. Similarly, we have −1 ( ( )) = .
Hence, based on the Theorem 2, Theorem 3 can be proven. □ Theorem 3 addresses the first concern and provides a suitable map, such as the map in Lemma 1, to project two heterogeneous feature spaces onto a latent feature space. It is worthwhile pointing out that an LMM is just one among many suitable maps for Theorem 2. In this paper, we will use an LMM to construct the first HeUKT model in this paper. In future work, more maps will be found and used to establish HeUKT models.
Based on the LMM, we first propose an effective model to map two heterogeneous feature spaces onto a latent feature space, as shown in Model 1. Based on the geometric properties of the Grassmann manifold, the GLG is proposed. On a Grassmann manifold, the principal angles play significant role for defining the distance between two subspaces and explaining the projection situation between them [33] . Hence, ensuring the principal angles remain unchanged is an option to guarantee some of the properties between the original domains and the mapped domains. Specifically, for any two pairs of subspaces (A, B) and (C, D) , if the principal angles of (A, B) and (C, D) are the same (implying that min{dim(A), dim(B)}= min{dim(C), dim(D)}, dim(A) represents the dimension of A), then relationship between A and B can be regarded as similar to the relationship between C and D. Based on the nature of this idea, we provide a cost function to ensure the principal angles of original domains remain unchanged after the knowledge has been transferred.
Model 1 (RLG)
.
Definition 9 (cost function I).
Given two domains DS = {XSi, ySi} and DT = {XTi}, where XSi∈ ℝ , XTi∈ ℝ , ySi∈{0, 1}, and m≠n, let fS(XSi) = XSi and fT( ) = XTi , and assume there are lS instances in DS and lT instances in DT. Then the cost function J1 of GLG is defined as follows:
where ∈ ℝ × , ∈ ℝ × , r = min{m, n}, is a random real number in the closed interval [0, 0 ], 0 is a fixed real number to measure the extent of the disturbance of XSi or XTi, 1S is a matrix which has the same size as XSi, and its all elements are 1. span( ) is a subspace spanned by .
From Definition 9, it is obvious that the maps fS(XSi) and fT( ) will ensure all principal angles do not change (even when there are some disturbance up to 0 ) if J1 is equal to 0. Thus, based on Theorem 3 and Definition 9, the GLG follows.
Model 2 (GLG).
The model GLG aims to find ∈ ℝ × , ∈ ℝ × to minimize the cost function J1 defined in Definition 9, while fS(XSi) = XSi and fT( ) = XTi are LMMs. GLG is expressed as Since this optimization issue is related to the subspaces spanned by the original instances ( ) and the subspaces spanned by the distributed instances ( + • ), the best way to efficiently arrive at the optimized solution is a difficult and complex problem. Focusing on the solution for GLG, Section 4 introduces the proposed optimization algorithms.
Optimizing GLG
To lay a strong foundation for the remainder of Section 4, initially, we demonstrate the main issues when optimizing Model 2. As established in Definition 9, the value of J1 is related to the principal angles calculated by and and the 0 . Thus, the keys to the efficient solution of Model 1 are to: 1) obtain the ( ) ⁄ , ( ) ⁄ ; and 2) calculate the integration. Although ( ) is a real number, it is hard to calculate ( ) ⁄ because that its calculation contains the process of spanning a set of instances to be a subspace. More difficult still, we need to define the derivatives of the matrix-by-matrix to analyse the microscopic changes in the eigenvectors in an Eigen dynamic system (eigenvectors are used to construct the subspaces spanned by instances) when there are some disturbances in original instances, which are closely related to 1) and 2) mentioned in the previous paragraph.
Hence, the microscopic analysis in an Eigen dynamic system (EDS) is addressed in the first subsection, and forms another theoretical contribution of this paper.
Microscopic Analysis in an Eigen Dynamic System
In this section, we explore the extent of changes in subspace A = span(X) if the set of instances (X) suffers some disturbance, expressed as ⁄ . Without loss of generality, assume A ∈ , (formed as a ℝ × matrix) and X ∈ ℝ × , where n is the number of features of X, l is the number of instances, and N is the dimension of the whole space. According to the process of SVD, A is the first n columns of the eigenvectors of XX T , which means we have the following equations, where is the i th column of A and is the eigenvalue corresponding to .
It is obvious that and will correspondingly change if X is disturbed due to equality. This equation represents the basic EDS, which is widely used in many fields. To microscopically analyse this equation, we differentiate it to be
After a series of calculations, Lemma 2 is derived as follows.
Lemma 2 (first-order derivatives of EDS).
Given a set of instances X ∈ ℝ × , let A = span(X) ∈ , (formed as an ℝ × matrix), be the i th column of A, and be the eigenvalue corresponding to . The first-order derivatives of EDS are
where ( − ) + is the Moore-Penrose pseudoinverse of − .
Proof. Let 1) Λ represent the diagonal matrix constructed by ;
Hence, we derive the following equations:
Based on these equations and ( − ) − = A( − ) + A T , we can obtain
Next, the first-order derivatives of EDS are calculated. First, we transform Eq. (1) into the following term.
Then, we pre-multiply both sides of ( − ) − and arrive at following equation based on Eq. (2).
Because of Eq. (3), we have
Since = 1, we arrive at
Hence, we arrive at the derivatives of eigenvector.
= −( − ) +
To calculate the derivatives of the eigenvalue, we only need to pre-multiply both sides of Eq.
(4) with to obtain =
It should be pointed out that is a real number rather than a matrix.
□
From Lemma 2, it is apparent that we need to calculate the ⁄ to obtain the first-order derivatives of the EDS, which is an issue related to the derivative of the matrix-by-matrix. Unfortunately, the derivative of a matrix-by-matrix is not as widely considered and a specific notation is not widely agreed upon. The most famous definition of the derivative of a matrixby-matrix is the Kronecker products in matrix derivatives [34] , which considers the matrix as a vector. However, the definition related to Kronecker products changes the size of the matrix after the derivative, indicating that we cannot continue the matrix calculation after the derivatives. For example, ⁄ will be a × matrix if we use the definition based on Kronecker products, which cannot be calculated from . So, to obtain the specific form of the first-order derivatives of the EDS, we define the derivative of the matrix-by-matrix using the form shown in Definition 10.
Definition 10 (The derivative of matrix-by-matrix).
Given two matrices X1∈ ℝ 1 × 1 and X2∈ ℝ 2 × 2 , ⁄ is defined using following formula. 
where ( ) is the element of i th row and j th column of matrix Xk, k = 1, 2, is a small real number (near 0) to represent the direction of (1) .
Remark: the value of depends on the specific research problem. For example, if we want to
use Definition 10 to investigate monotonic maps, should be set as > or < . 
□
The main purpose of Definition 10 is to: 1) measure the gradient of each element of with respect to all elements of ; and 2) define a form to maintain the size of the matrix . Fortunately, using this definition, a series of theorems can be proved and validated, and these theorems show some important properties related to the map : ℝ × → , , which is not discussed in any literature we reviewed. Since the proofs of the theorems are too complex, they are not provided in complete form in this paper; only the calculation results and examples are given to aid understanding.
Theorem 4 (Taylor series of πS).
Given a set of instances X ∈ ℝ × and πS: X → span(X), span(X) is denoted by A ∈ , (formed as a ℝ × matrix). Let ( ) be the i th column of A and be the eigenvalue corresponding to ( ) . We have a Taylor series of πS expressed using following form:
where is a small real number and
Proof. Given the first two equations have already been proven, we only focus on the remaining two, which are the second-order and third-order derivatives of the EDS. For simplicity, let represent ( ) in the proof.
For the second-order derivatives of EDS, we differentiate Eq. (4) to get
and collecting the terms gives
Premultiplying both sides of ( − ) − derives the following equation based on Eq. (2) and Eq. (6). We can also differentiate Eq. (7) to get the second-order derivatives of eigenvalues in the EDS:
For the third-order derivatives of EDS, we differentiate Eq. (8) and collect the terms to get 
(Testing Taylor series of πS).
This example shows the random generation of a 600-by-20 matrix X, whose elements are
We propose following criteria to evaluate the Taylor series of πS in Theorem 4. Generally, C2 should be far lower than C1 and C3 and should be a very small real number.
Theoretically, C2 should be within [10 -6 , 10 -5 ] because ‖ 4 • ( ) ‖ ≈ 10 -6 ( =0.01). Table 2 shows the results of 50 experiments. 4.43×10 -12 From Table 2 , it is clear that the Taylor series for πS, defined in Theorem 4, is convergent. Thus, Definition 10 is successfully explains the micro-properties of the EDS.
□
Theorem 5 (linear monotonic map).
Given the matrices ∈ ℝ × , ∈ ℝ × , the map f( ) = U T is the monotonic map if, and only if, f( ) satisfies following conditions:
Proof. Assume uij is the element in U, i = 1, …, r, j = 1, …, n and given two matrices (1) = (1) and (2) = (2) , where i = 1, …, l and j = 1, …, n. Without loss of generality, we assume (1) < (2) , which means (1) < (2) . So, ( ) can be expressed using the following equation:
So, based on Lemma 1, we can prove that the map f( ) = U T is the monotonic map if, and only if, f( ) satisfies following conditions:
Remark: From the proof, it is clear that the condition of Theorem 5 is equivalent to the condition of Lemma 1, which shows this new definition related to the derivative of the matrixby-matrix is effective for measuring whether a function defined on a matrix is a monotonic map. Although this paper only considers a linear map, it is obvious that we can use this new definition to find more monotonic maps and their corresponding monotonic conditions, which enriches the theoretical background of matrix-based functions.
Theorems 4 and 5 show that Definition 10 is a valid way to obtain the derivative of the matrixby-matrix. Based on Corollary 1 and Lemma 2, we can analyse the microscopic propertiy of the first-order derivatives of EDS using specific formula shown as
There are two possible circumstances that affect how to determine the microscopic property of the first-order derivatives of the EDS. 1) ⁄ is too small to apply a gradient descent algorithm to optimize the cost function; 2) ⁄ has a decent value so we can use a gradient descent algorithms to find the best solution. However, because ( − ) − cannot be expressed using analysing form, we cannot prove which situation applies. To explore this issue, an example demonstrates the test for the value of the ⁄ .
Example 4.1.2 (random instances for ⁄ ).
In this example, a 600-by-20 matrix X is randomly generated, whose elements are within [0, 1] , and the Frobenius norm of ⁄ (i = 1, …, 20) is calculated. Figure 4 shows the boxplots of ‖ ⁄ ‖ in 50 experiments (50 different X), which obviously shows that most ‖ ⁄ ‖ are less than 10 -2 . In general gradient descent algorithms, the gradient term needs to be multiplied by a small real number to guarantee convergence. However, if ⁄ is already too small (less than 10 -2 ), the multiplied term of the gradient descent algorithm may be less than 10 -3 , which means the parameters need to be optimized and are almost unchanged in the gradient descent process. This problem reveals the optimized results almost depend on the initial values, which means that the optimization process is invalid. □ From provided example, it is apparent that situation 1) happened, indicating that ⁄ is too small to apply a gradient descent algorithm to optimize the cost function. Hence, based on this analysis, evolutionary algorithms are better choices to optimize the cost function J1. Actually, chain rules for derivatives of the general matrix do not exist in mathematics [35] , and there are so many optimizing problems in the field of subspace that could be regarded as another research direction.
Simplifying the Cost Function
Compared to gradient descent algorithms, the main drawback of evolution algorithms is that they are time-consuming. Thus, simplifying the cost function J1 needs to be considered. In the previous subsection, we demonstrate that ⁄ is very small, so, based on Theorem 4, it is obvious that the spanned space almost does not change when the original instances suffer some disturbance (especially when 0 is small). Considering this property, we using the following form to simplify the cost function J1.
Hence, we obtain the simplified cost function J2.
Definition 11 (cost function II). Given two domains DS = {XSi, ySi} and DT = {XTi}, where
XSi∈ ℝ , XTi∈ ℝ , ySi∈{0, 1} and m≠n, let fS(XSi) = XSi and fT( ) = XTi and assume that there are lS instances in DS and lT instances in DT. Then the cost function J2 of GLG is defined as follows:
where ∈ ℝ × , ∈ ℝ × , r = min{m, n}, 0 is a fixed real number to measure the extent of the disturbance of XSi or XTi, 1S is a matrix which has the same size as XSi and all its elements are 1 and span( ) which generates a subspace based on .
Evolutionary Algorithm-based Estimation
This section details the algorithms to optimize the cost function J2 and to get the solution of GLG. Initially, we assume that there are two domains DS = {XSi, ySi} and DT = {XTi}, where XSi∈ ℝ , XTi∈ ℝ , ySi∈{0, 1}, and m≠n. The source domain DS can be formed as two matrices:
XSi∈ ℝ × and ySi ∈ ℝ ×1 , and the target domain is formed as one matrix: XTi∈ ℝ × , where lS is the number of instances in DS, and lT is the number of instances in DT. Let fS(XSi) = XSi and fT( ) = XTi , where ∈ ℝ × , ∈ ℝ × , and r = min{m, n}.
Five fundamental algorithms are demonstrated in pseudo code 1 :
1) Span(X): to obtain the subspace spanned by X; 2) Vec(U, l, n): to transfer U to a vector, or to transfer U to a matrix; 3) Gr_dist(X1, X2): to calculate the principal angles between X1 and X2; 4) Normalize(X): to normalize X; 5) Fitness(V1, V2, X1, X2): to calculate the value of the cost function J2.
Algorithm 1 demonstrates the specific process to construct a subspace spanned by matrix X. The forth line of this algorithm aims to guarantee that there is only one subspace spanned by X (if V is an eigenvector of XX T , then -V is also an eigenvector of XX T ; thus, if line 4 of the Algorithm did not exist, there would be many subspaces). It should be clarified that Algorithm 1 generates a subspace spanned by X in the whole space with the dimension l and l generally does not equal N mentioned in Section 4.1.
Algorithm 1. Span(X)
Input: X: a matrix representing the set of instances Output:
Basis_Vector: the subspace spanned by X; General evolutionary algorithms always consider optimize parameters using a vector form rather than a matrix form. Thus, we need to construct Algorithm 2 to transform a matrix into a vector and, conversely, to transform a vector into a matrix.
Algorithm 2. Vec(U, l, n)
Input:
U: a matrix or a vector; l: the row number of matrix U (if U is a vector, l is the row number of the matrix desired); n: the column number of matrix U (if U is a vector, n is the column number of the matrix desired); Output:
Tx: a vector or a matrix 1 2 3 4 5 6 7
[l0, n0] = size(U); % to obtain the row number and column number of U; IF l0 > 1 % if U is a matrix, then this algorithm aims to transform it to a vector; Tx = reshape(U, 1, l×n); % reshape U to a 1-by-l×n vector; ELSE Tx = reshape(U, l, n); % reshape U to a l-by-n matrix; END Return Tx Based on Section 3.3, Algorithm 3 is proposed to calculate the principal angles between two subspaces spanned by two sets of instances. Line 3 of this algorithm determines the dimension of the whole space, and the svd function is directly used to calculate the matrices u, s and v such that usv
The diag function is used to extract the diagonal elements of s and re-form these elements into a vector. Since we only know the cosine values (diagonal elements of s) of the principal angles, the acos function is used to obtain the angles (known as the arccos function in mathematics).
Algorithm 3. Gr_dist(X1, X2)
Input:
X1: a matrix representing the set of instances. X2: a matrix representing the set of instances.
Output:
Theta: the principal angles between the subspaces spanned by X1 and X2. A normalizing process is a common strategy to adjust values that are measured on different scales to a notionally common scale. This paper mainly concentrates on knowledge transfer between two different domains, so it is necessary to construct a Normalize function to obtain the standard data, as shown in Algorithm 4.
Algorithm 4. Normalize(X)
Input:
X: a matrix representing the set of instances.
Output:
Mx: a normalized matrix of X. The last fundamental algorithm, Algorithm 5, aims to obtain the value of the cost function J2, which is the core algorithm of any evolution algorithm. Since we need to normalize the original datasets into [0, 1], 0 = 1% is equal to 0 = 0.01, as shown in lines 8 and 9 of Algorithm 5.
Algorithm 5. Fitness(V, X1, X2)
Input: V: the vector used to construct U1 and U2 corresponding to X1 and X2; X1: a matrix representing the set of instances X2: a matrix representing the set of instances Output:
Error: the value of cost function J2. 
END Return Error
After constructing these five fundamental algorithms, an evolution algorithm should be selected to minimize the cost function J2. Based on related works developed by Deb and Yang [36] , we selected the Cuckoo search algorithm (CSA). Since CSA has been proven to be effective and fast in many application fields, we believe that CSA has decent ability to minimize the cost function J2. It should be clarified that minimizing the cost function J2 is not the last step of the knowledge transfer process; it only projects two heterogeneous feature spaces onto a latent space. In the mapped feature spaces, the GFK model will be used to transfer knowledge from the mapped source domain to the mapped target domain. The specific procedure of GLG is shown in Algorithm 6. 2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19  20  21  22  23  24  25  26  27  28  29  30  31  32  33  34  35  36  37  38  39  40 [l2, n2] = size(XT); % to obtain the row number and column number of XT; r = min(n1, n2); % to determine the dimension of the mapped subspace; nd = (n1+ n2)×r; % the dimension of each nest; n = 30; % the number of nests; Pa = 0.25; % the discovery rate of alien solutions; bL = 0; % Lower bound of each dimension bU = 1; % Upper bound of each dimension Nest_O = unifrnd(bL, bU, n, nd); % to generate initial nests; (N_best_N(1: n1×r) , r, n1); % to reform the U1 corresponding to XS; U2 = Vec (N_best_N(n1×r+1: n2×r), r, n2) ; % to reform the U2 corresponding to XT; Txs = XS(U1) In Algorithm 6, the BoundLimit function (lines 18 and 21) aims to guarantee that: 1) each dimension of nests is within the lower and upper bounds; and 2) U1 and U2 can satisfy Theorem 5. CSA has been widely applied in many fields and its code can be downloaded from MathWorks.com. Therefore, this paper does not include more detailed information related to CSA.
Eventually, TDS = {TXSi, ySi} can be used to train a prediction machine, based on TXS and TXT, to predict the labels of TDT = {TXTi}.
Experiments
To validate the overall effectiveness of the proposed models, extensive experiments on five real-world datasets were conducted. The datasets represent three fields: credit assessment, text classification and cancer detection [37] , all of which can be downloaded from the UCI Machine Learning Repository (UMLR) 2 and Transfer Learning Resources (TLR) 3 . In addition, support vector machine (SVM) is considered as a prediction machine.
Datasets for HeUKT
This section introduces the datasets used to evaluate the proposed HeUKT models. Since there are no public datasets directly related to HeUKT models, we needed to reorganize some existing datasets. Table 3 shows the original datasets from UMLR and TLR. Since Reuters-21578 is downloaded from TLR which contains transfer learning datasets, we need to merge source domain and its corresponding target domain into a new domain. Concretely, 1) OrgsPeople_src and OrgPeople_tar will be merged into OrgPeople; and 2) OrgsPlaces_src and OrgPlaces_tar will be merged into OrgPlaces; and 3) PeoplePlaces_src and PeoplePlaces_tar will be merged into PeoplePlaces. Table 4 details the transfer tasks and clarifies the source and target domains. Each task in Table 4 is described in detail below.
1) G2A: Assume that the German data is labeled and the Australian data is unlabeled. Label "1" means "good credit" and label "2" means "bad credit". This task is equivalent to the question: "Can we use knowledge from German credit records to label unlabeled Australian data?"
2) A2G: Assume that the Australian data is labeled and the German data is unlabeled. Label "1" means "good credit" and label "2" means "bad credit". This task is equivalent to the question: "Can we use knowledge from Australian credit records to label unlabeled German data?" 3) Ope2Opl: Assume that in one dataset "Org" is labeled "1" and "People" is labeled "0" (Ope in Table 4 ). Another unlabeled dataset may contain "Org" labeled as "1". This task is equivalent to the question: "Can we use the knowledge from Ope to label 'Org' in the unlabeled dataset?" 4) Opl2Ope: Assume that in one dataset "Org" is labeled "1" and "Places" is labeled "0" (Opl in Table 4 ). Another unlabeled dataset may contain "Org" labeled as "1". This task is equivalent to the question: "Can we use the knowledge from Opl to label 'Org' in the unlabeled dataset?" 5) Opl2Ppl: Assume both the dataset, Opl, mentioned in Task 4 and another unlabeled dataset may contain "Places" labeled as "0". This task is equivalent to the question: "Can we use the knowledge from Opl to label 'Places' in the unlabeled dataset?" 6) Ppl2Opl: Assume that in one dataset "People" is labeled "1" and "Places" is labeled "0"
(Ppl in Table 4 ). Another unlabeled dataset may contain "Places" labeled as "0". This task is equivalent to the question: "Can we use the knowledge from Ppl to label 'Places' in the unlabeled dataset?" 7) Ppl2Ope: Assume we know that Ppl is related to Opl which is related to Ope. This task is equivalent to the question: "Can we use the knowledge from Ppl to label 'Org' in the unlabeled dataset (Ope)?" 8) Ope2Ppl: Assume we know that Ope is related to Opl which is related to Ppl. This task is equivalent to the question: "Can we use the knowledge from Ope to label People' in the unlabeled dataset (Ppl)?" 9) CO2CD: Assume that in the Breast Cancer Wisconsin (Original) dataset (CO in Table  4 ) "1" represents "malignant" and "0" represents "benign". Another unlabeled dataset related to breast cancer also exists. This task is equivalent to the question: "Can we use the knowledge from CO to label 'malignant' in the unlabeled dataset?" 10) CD2CO: Assume that in the Breast Cancer Wisconsin (Diagnostic) dataset (CD in Table 4 ) "1" represents "malignant" and "0" represents "benign". Another unlabeled dataset related to breast cancer also exists. This task is equivalent to the question: "Can we use the knowledge from CD to label 'malignant' in the unlabeled dataset?"
Given the basic assumption: P(Y| ) = P(Y| ) ( ( , ) ≡ 1), a strongly dissimilar dataset should be corrected. In the selected datasets, German Credit Data has a biased situation (70% is labeled "1" and 30% is labeled "2"). However, the Australian Credit Approval dataset is unbiased, thus we randomly selected 600 unbiased instances from German Credit Data in every experiment (we ran the experiment 50 times for each model and each task). For text classification, we randomly selected 1500 unbiased instances from each domain to test the proposed models and benchmarks. SVD was used to reduce the dimension of text documents, after which only 50% of the information remained. In addition, for each dataset, the order of features and instances was randomly permuted before knowledge transfer.
Benchmarks Compared to proposed models
Since only one study has proposed an HeUKT model (KCCA [23] ), this section discusses which benchmarks should be considered to compare the proposed models. There are two natural baselines that consider situations where no related knowledge exists in the unlabeled domain (the target domain): 1) label all instances as "1"; and 2) cluster the instances and randomly label the categories. We denote the "all labeled as 1" model as A1 and the clustering model as CM. Clearly, A1 and CM are non-transfer models.
When using knowledge from source domain, there is a benchmark model that applies dimensional reduction technology to force the two domains to have the same number of features. We denote this model as DR_GFK (DG) where the dimensionality of higher dimensional feature spaces will be reduced to the dimensionality of the lower dimensional feature space. Based on this setting, GLG and DG will map two feature spaces onto the same dimensional space. Additionally, randomly mapping two domains onto the same dimensional space constitutes another model, which we denote as Random_Maps_GFK (RMG).
Each experiment was carried out 50 times based on different random selections of instances. Four experiments are described separately in the following sections.
Experiment I: RMG
As mentioned in Section 3.4, this section demonstrates situations in which the transfer process is unreliable. It is a natural idea to propose an HeUKT model that aims to randomly map two domains onto the same feature space, then use HoUKT models to adapt the domains. Hence, randomly generated fS(XSi) = XSi and fT( ) = XTi to transfer knowledge from the source domain to the target domain (referred to as Random_Maps_GFK). Table 5 shows the classification results for Random_Maps_GFK and CM across 50 tests against three criteria: average accuracy, max accuracy, and min accuracy. From Table 5 , it is obvious that RMG is not a valid option for transferring knowledge from the source domain to the target domain. Its accuracy across the 50 tests was too low, especially for the CD2CO task where the min accuracy was 7.91%. This means the label space was greatly changed during knowledge transfer. To demonstrate the significance of Theorem 2, the results of two-sample tests are shown in Table 6 : the MMD [38] of the mapped domains in terms of max accuracy and min accuracy for the CD2CO task. In Table 6 , "No" means that the two domains have different distributions and "Yes" means the two domains have the same distribution. Table 6 ). From the subfigures (f) in the two figures, it is apparent that the adapted domains have almost same distribution, indicating that the domain adaptation model, GFK, effectively forced the two domains to have the same distribution (the results of MMD test are "Yes" in Table 6 ). Finally, the SVM was used to train the mapped source domain and label the target domain; however, these identically-distributed domains unexpectedly resulted in extremely different accuracy at 7.91% (Fig. 5 ) and 96.49% (Fig. 6) . This will result in a significant error, even if P( ( )) = P( ( )) which is caused by P(Y| ( )) ≠ P(Y| ( )). Thus, this section supports our claim that Definition 7 (the unsupervised knowledge transfer conditions) and Theorem 2 (the unsupervised knowledge transfer theorem) are both necessary and shows the consequences of ignoring Theorem 2.
Experiment II: RLG
In this section, we demonstrate the classification results of RLG and CM. As proposed in Section 3.5, LMM is a map suitable for Theorem 2, because they can guarantee that the label space will not change when transferring knowledge. Table 7 shows the classification results for RLG and CM across 50 tests against three criteria: average accuracy, max accuracy and min accuracy. From Table 7 , it is clear that RLG is better than CM and RMG. Particularly in the field of cancer detection, RLG showed much higher average accuracy with levels above 90%. Specifically, we can derive the following facts from Table 7: 1) RLG's effectiveness is significantly different for datasets from different fields; 2) Using knowledge from German credit records to help classify Australian data was more effective than the other way around (A2G), which may be because the German data has more features than the Australian data;
3) On the Ope dataset, the knowledge transfer from Opl was better than that from Ppl, which may be due to the fact that Ope is directly related to Opl rather than Ppl; 4) On the Ppl dataset, the knowledge transfer from Opl was better than that from Ope, which may be due to the fact that Ppl is directly related to Opl rather than Ope; 5) Using knowledge from the CD data to help classify CO data was more effective than CO2CD, which may be because the CD data has more features than the CO data; and 6) No matter which criterion is selected to evaluate the models' effectiveness, the proposed model is much better than CM and RMG.
Thus, this section uses real-world datasets to test the effectiveness of one of the proposed models and the results reflect that the proposed LMMs and Theorem 2 are significant findings for HeUKT models. More importantly, the insights derived from the classification results make sense in terms of human thinking. For example, 1) more related domains enable more effective transfers; and 2) domains with more features have more useful knowledge to transfer and are therefore better at transferring that knowledge.
Experiment III: GLG
Another proposed model, GLG, is tested in this section, and this time compared to CM. Based on the algorithms in Section 4.3, the classification results across 50 tests against three criteria, average accuracy, max accuracy and min accuracy, are listed in Table 8 . From Table 8 clearly shows that GLG is better than CM and RMG. Particularly in the field of cancer detection, RLG showed much higher average accuracy with levels above 90%. Specifically, we can derive the following facts from Table 8 (quite similar with Table 7): 1) RLG's effectiveness is significantly different for datasets from different fields; 2) Using knowledge from German credit records to help classify Australian data was more effective than the other way around (A2G), which may be because the German data has more features than the Australian data; 3) On the Ope dataset, the knowledge transfer from Opl was better than that from Ppl, which may be due to the fact that Ope is directly related to Opl rather than Ppl; 4) On the Ppl dataset, the knowledge transfer from Opl was better than that from Ope, which may be due to the fact that Ppl is directly related to Opl rather than Ope; 5) Using knowledge from the CD data to help classify CO data was more effective than CO2CD, which may be because the CD data has more features than the CO data; and Against every criterion selected to evaluate the models' effectiveness, the proposed model is much better than CM and RMG. From the perspective of models' functions, the GLG serves to find effective and stable LMMs, thus the GLG model should be better and more stable than RLG. Fortunately, the test results show that GLG has a positive effects in finding better and more stable LMMs in almost all tasks. Similar to RLG, the insights derived from the classification results of GLG make sense to human thinking.
Experiment IV: Overall Comparisons
After separately testing CM, RMG, RLG and GLG, in this section, we combine these classification results and compare them to A1, DG and KCCA as shown in Table 9 . From Table 9 , it is obvious that the proposed models effectively complete these 10 tasks, and complete them better than other benchmarks. Specifically, we can derive the following insights from this table: 1) The GLG model produced more stable classification results than the other models across 50 experiments.
2) The GLG and RLG models show higher classification accuracy than the other models across 50 experiments. 3) Because DR, CM, RMG models cannot guarantee the label space remains unchanged during the transfer process, the A1 model outperformed the others in most tasks. 4) Although the KCCA model outperformed A1, DR, CM and RMG in some tasks, its classification results are unstable because KCCA cannot avoid negative transfer. 5) Given the same target domain, the selection of source domain influences the classification results;
To better illustrate the classification effectiveness of the proposed models, Fig. 7 shows the results of each model across 50 experiments. Clearly, RLG and GLG outperform the other models in terms of accuracy and stability. 
Conclusions and Further Studies
This paper proposes a theorem (Theorem 2) to fill a theoretical gap in the field of heterogeneous unsupervised cross-domain transfer learning, which provides the sufficient conditions to guarantee that knowledge is transferred correctly from a source domain to a target domain. A series of maps is then developed, denoted by LMM, and a further theorem is provided to ensure the LMM can satisfy the conditions of Theorem 2. To obtain the best parameters of the LMM and to propose a better HeUKT model, a Grassmann manifold and principal angles are used to guarantee the mapped source and target domains retain similar geometric properties to the original domains. After theoretical micro-analysis the subspaces, a foundation of Grassmann manifold, an evolutionary algorithm obtains the optimized parameters. The overall effectiveness of proposed two HeUKT models (RLG, GLG) was tested through extensive experiments using five real world datasets across three fields of applications: credit assessments, text classification and cancer detection. In all evaluation criteria, our models demonstrate superior performance over the state-of-the-art benchmarks. Based on the theoretical results of this paper, we conclude general steps for the future development of the HeUKT models:
1) Specifying the form of maps. In mathematics, there are many forms of maps, including linear map, binomial maps, exponent maps and logarithm maps. The key to this step is to apply these maps to transfer knowledge from the source domains to a target domain without any restrictions.
2) A theorem for each map. In general, a map without any restrictions cannot hold the sufficient conditions of Theorem 2. Thus, it is necessary to propose a corresponding theorem for each map. These proposed theorems could clearly demonstrate which maps under which restrictions could be applied to correctly transfer knowledge.
3) Optimizing the parameters of the map. The conditions in the theorems for these maps generally can be regarded as very rough estimations, thus we need to optimize the parameters of the maps under corresponding conditions. If the gradient of the maps' parameters exist and are effective, gradient-decent-based algorithms could be considered. If the gradient of maps' parameters cannot be found in existing mathematical literature, an evolutional algorithm could be selected for concrete issues.
Compared to 3 most related works, major differences of this work are demonstrated as follows.
1) For the first work [23] , they claim that their proposed model can transfer knowledge between two heterogeneous domains when two domains have paired instances and target domains is unlabeled. However, when there is no paired instance, their model is invalidate because they cannot avoid the negative transfer and cannot measure distance between two heterogeneous feature spaces. Our work is designed to transfer knowledge without this limitation (paired instances) and proposes a theorem to avoid negative transfer. For obtaining high and stable accuracy, a Grassmann manifold is applied to measure distance between two heterogeneous feature spaces (without labels).
2) For the second work [12] , they propose a fast representation learning algorithm for unsupervised knowledge transfer. However, their model can only be applied to transfer knowledge across homogeneous domains. Based on the proposed theorem, our work proposes LMMs to map two heterogeneous feature spaces onto a latent space. In the latent space, homogeneous knowledge transfer models can be applied to transfer knowledge across domains. The effectiveness of LMMs is the key to reliably transfer knowledge across heterogeneous domains.
3) For the third work [22] , they propose a feature space independent semi-supervised domain adaptation to transfer knowledge across heterogeneous domains. However, they must use some labeled instances of a target domain to help correctly measure the distance between two heterogeneous feature spaces. Our work applies principal angles of a Grassmann manifold to measure the distance between two heterogeneous feature spaces (without any labeled instances). Based on principal angles, a cost function is proposed to obtain the optimized LMMs. Lastly, proposed models successfully transfer knowledge across heterogeneous domains.
Based on above conclusions, it is clear that our work is novel and fills a gap in the field of knowledge transfer. Our future studies will focus on three directions: 1) a model for finding related heterogeneous domains without any labeled instances; 2) more maps (like the LMM) for improving the prediction accuracy, and to allow future HeUKT models to transfer knowledge when the label spaces of two domains are different but related; and 3) an effective model to help prediction machines improve accuracy when the number of labeled instances in the target domain increases.
Once solutions for these three directions have been developed, all types of instances generated in the big data era will be able to be given initial labels according to existing labeled domains.
