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ﮐﻢ ﺑﻮدن ﺣﺠﻢ ﻧﻤﻮﻧﻪ و وﺟﻮد هﻤﺨﻄﯽ ﻣـﯽ ﺑﺎﺷـﺪ. در  دو ﻣﻌﻀﻞ داده هﺎ ﺑﺮای ﺗﺤﻠﯿﻞ آﻣﺎریﻣﻘﺪﻣﻪ و اهﺪاف: 
ﻗـﺮار ﮔﺮﻓﺘـﻪ اﺳـﺖ. ﯾـﮏ  ﺳﺎل هﺎی اﺧﯿﺮ رﮔﺮﺳﯿﻮن ﻻﺳﻮ ﺑﻪ ﻋﻨﻮان ﯾﮑﯽ از راهﮑﺎرهﺎی اﯾﻦ ﻣﺸﮑﻼت ﻣﻮرد ﺗﻮﺟﻪ
ﭘﺎراﻣﺘﺮ ﺗﻨﻈﯿﻢ ﻣﯽ ﺑﺎﺷﺪ ﮐﻪ ﻧﻘﺶ ﻣﻬﻤﯽ در ﻧﺘﺎﯾﺞ اﯾـﻦ رﮔﺮﺳـﯿﻮن دارد. راه هـﺎی ، ﻋﺎﻣﻞ ﻣﻬﻢ در رﮔﺮﺳﯿﻮن ﻻﺳﻮ
ﻣﺘﻨﻮﻋﯽ ﺑﺮای ﺑﺮآورد اﯾﻦ ﭘﺎراﻣﺘﺮ ﭘﯿﺸـﻨﻬﺎد ﺷـﺪه اﺳـﺖ ﮐـﻪ در اﯾـﻦ ﻣﻄﺎﻟﻌـﻪ ﺑـﻪ دو ﻧـﻮع آن )ﺑﯿـﺰی و ﻏﯿﺮﺑﯿـﺰی( 
ﺑﻌﻀـﯽ از اﯾـﻦ ﻣـﺪل هـﺎ  ﮏ ﻣﻮرد ﻣﻘﺎﯾﺴﻪ ﻗﺮار ﮔﺮﻓـﺖ.ﭘﺮداﺧﺘﻪ ﺷﺪ. در ﻧﻬﺎﯾﺖ ﻋﻤﻠﮑﺮد ﭼﻬﺎر ﻣﺪل ﻻﺳﻮ ﻟﺠﺴﺘﯿ
  ﺑﺮای اوﻟﯿﻦ ﺑﺎر در رﮔﺮﺳﯿﻮن ﻟﺠﺴﺘﯿﮏ ﺑﮑﺎر ﮔﺮﻓﺘﻪ ﺷﺪ.
ﺑـﺎ ﺳـﺎﺧﺘﺎر ﺳﺎزی ﻣﯽ ﺑﺎﺷﺪ. در اﯾﻦ ﭘﺎﯾﺎن ﻧﺎﻣﻪ ﺑﻪ ﻣﻘﺎﯾﺴﻪ ﻋﻤﻠﮑﺮد ﭼﻬﺎر ﻣﺪل  ﻣﺪلاﯾﻦ ﻣﻄﺎﻟﻌﻪ از ﻧﻮع روش هﺎ: 
و ﮐﻪ ﺑﺮاﺳـﺎس ﻣﻨﻄـﻖ ﺑﯿـﺰی ﻻﺳﻮ ﻟﺠﺴﺘﯿﮏ ﻣﻌﻤﻮﻟﯽ  ﻣﺪل هﺎ ﺷﺎﻣﻞ: ﻣﺪل ﻣﺘﻔﺎوت ﺗﻮزﯾﻊ ﭘﺴﯿﻦ ﭘﺮداﺧﺘﻪ ﺷﺪ.
و ﻣﻘﺪار ﺛﺎﺑﺖ ﺑﺮای ﭘﺎراﻣﺘﺮ ﺗﻨﻈﯿﻢ ﻣﻮرد اﺳـﺘﻔﺎده ﻗـﺮار ﺑﺎ اﻧﺘﺨﺎب ﺗﻮزﯾﻊ ﭘﯿﺸﯿﻦ ﻻﭘﻼس ﺑﺮای ﺿﺮاﯾﺐ رﮔﺮﺳﯿﻮﻧﯽ 
ﻣﺪل ﺑﯿﺰی ﺑﺎ ﺗﻮزﯾﻊ ﭘﯿﺸﯿﻦ ﮔﺎﻣﺎ ﺑﺮای ﻣﺮﺑﻊ ﭘﺎراﻣﺘﺮ ﺗﻨﻈـﯿﻢ  و ﺗﻮزﯾـﻊ هـﺎی ﻧﺮﻣـﺎل و ﮔﺎﻣـﺎ ﺑـﺮای  (،١ﮔﺮﻓﺖ)ﻣﺪل 
زﯾﻊ ﭘﯿﺸﯿﻦ ﮔﺎﻣﺎ ﺑﺮای ﭘﺎراﻣﺘﺮ ﺗﻨﻈﯿﻢ  و ﺗﻮزﯾﻊ هـﺎی ﯾﮑﻨﻮاﺧـﺖ و ﮔﺎﻣـﺎ ، ﻣﺪل ﺑﯿﺰی ﺑﺎ ﺗﻮ(٢)ﻣﺪل ﺳﺎﯾﺮ ﭘﺎراﻣﺘﺮهﺎ 
ﭘـﺎراﻣﺘﺮ ﺗﻨﻈـﯿﻢ  و ﺿـﺮاﯾﺐ  ﺑـﺮای ( و  ﻣـﺪل ﺑﯿـﺰی ﺑـﺎ ﺗﻮزﯾـﻊ هـﺎی ﭘﯿﺸـﯿﻦ ﮔﺎﻣـﺎ٣ﺑـﺮای ﺳـﺎﯾﺮ ﭘﺎراﻣﺘﺮهـﺎ )ﻣـﺪل 
از ﻃﺮﯾﻖ روش اﻋﺘﺒﺎرﺳـﻨﺠﯽ ﻣﺘﻘﺎﺑـﻞ ﺑﺪﺳـﺖ آﻣـﺪ. ﺑـﺮای  ١ﭘﺎراﻣﺘﺮ ﺗﻨﻈﯿﻢ در ﻣﺪل  .ﺑﻮدﻧﺪ (۴رﮔﺮﺳﯿﻮﻧﯽ)ﻣﺪل 
  )ﺑﯿﺰی( ﺗﻮزﯾﻊ هﺎی ﭘﯿﺸﯿﻦ ﻣﺨﺘﻠﻒ ﺑﺮای ﭘﺎراﻣﺘﺮ ﺗﻨﻈﯿﻢ در ﻧﻈﺮ ﮔﺮﻓﺘﻪ ﺷﺪ.  ﺳﺎﯾﺮ ﻣﺪل هﺎ
ﺑﯿﻤـﺎر ﻣﺒـﺘﻼ ﺑـﻪ ﺳـﺮﻃﺎن  ٩٣٣ﺑﻤﻨﻈﻮر ﻣﻘﺎﯾﺴﻪ ﻋﻤﻠﮑﺮد ﻣﺪل هﺎ از داده هﺎی ﺑﯿﻤﺎران ﺳﺮﻃﺎن ﻣﻌﺪه )ﺷـﺎﻣﻞ 
( و داده هﺎی ﺷﺒﯿﻪ ﺳـﺎزی ﺷـﺪه )ﭘـﻨﺞ ۴٩٣١ﺗﺎ  ٠٨٣١ﻣﻌﺪه در دو ﺑﯿﻤﺎرﺳﺘﺎن ﺷﻬﺮ ﮐﺮﻣﺎن در ﻃﯽ ﺳﺎل هﺎی 
ﺣﺠﻢ ﻧﻤﻮﻧﻪ و ﺳﺎﺧﺘﺎر هﻤﺒﺴﺘﮕﯽ هﺎی ﻣﺨﺘﻠﻒ( اﺳﺘﻔﺎده ﺷﺪ.  ﺷﺎﺧﺺ هﺎی ﻋﻤﻠﮑـﺮدی ﻣـﺪل هـﺎی ﺳﻨﺎرﯾﻮ ﺑﺎ 
ﻣﺨﺘﻠﻒ ﺑﺮ روی داده هﺎی ﻗﺴﻤﺖ آزﻣﺎﯾﺸﯽ ﻣﺤﺎﺳﺒﻪ ﺷﺪﻧﺪ. هﻤﭽﻨﯿﻦ در داده هﺎی ﺳـﺮﻃﺎن ﻣﻌـﺪه ﻋـﻼوه ﺑـﺮ 
  ﻋﻮاﻣﻞ ﺧﻄﺮ در ﻣﺮگ ﺑﯿﻤﺎران ﺷﻨﺎﺳﺎﯾﯽ ﺷﺪﻧﺪ.، ﻣﻘﺎﯾﺴﻪ ﻋﻤﻠﮑﺮد ﻣﺪل هﺎ
ﻣ ــﺮد ﺑﻮدﻧ ــﺪ. ﻣﯿ ــﺎﻧﮕﯿﻦ و اﻧﺤــﺮاف ﻣﻌﯿ ــﺎر ﺳــﻦ ﺑﯿﻤ ــﺎران  % ٣٦/٧، در داده هــﺎی ﺳــﺮﻃﺎن ﻣﻌ ــﺪهﯾﺎﻓﺘ ــﻪ ه ــﺎ: 
در اﯾـﻦ  اﻧـﺪ. از اﻓﺮاد ﻣﺒﺘﻼ ﺑﻪ ﺳﺮﻃﺎن ﻣﻌﺪه ﻓﻮت ﮐـﺮدهﻧﻔﺮ  ٥٩١، در ﭘﺎﯾﺎن ﻣﻄﺎﻟﻌﻪ ﺑﻮد. ﺳﺎل ٢٦/٤٨±٤١/٢٥
دارای ﺑﺰرﮔﺘﺮﯾﻦ  ٢ﻣﯿﺎﻧﻪ ﭘﺎراﻣﺘﺮ ﺗﻨﻈﯿﻢ در ﻣﺪل دارای ﺑﻬﺘﺮﯾﻦ ﻋﻤﻠﮑﺮد ﺑﻮدﻧﺪ.  ١ﻣﺪل و ﺳﭙﺲ  ٢ﻣﺪل ، داده هﺎ
ﺷﮑﻞ ﺗﻮﻣﻮر و ﻣﺪت زﻣﺎن ﺗﺸﺨﯿﺺ ﺑﯿﻤﺎری دارای ارﺗﺒﺎط ﻣﻌﻨـﯽ ، ﺑﻮد. ﺑﺼﻮرت ﮐﻠﯽ ﻣﺘﻐﯿﺮهﺎی ﺟﻨﺴﯿﺖﻣﻘﺪار 
  دار ﺑﺎ ﻣﺮگ ﺑﯿﻤﺎران ﺷﻨﺎﺧﺘﻪ ﺷﺪﻧﺪ.
 ycaruccAﻋﻤﻠﮑﺮد ﻣﺪل هﺎ ﺑﺮ اﺳﺎس ﺷـﺎﺧﺺ هـﺎی ، در داد هﺎی ﺷﺒﯿﻪ ﺳﺎزی ﺷﺪه ﺑﺎ اﻓﺰاﯾﺶ ﺣﺠﻢ ﻧﻤﻮﻧﻪ
، هـﺎ اﻓـﺰاﯾﺶ ﻣـﯽ ﯾﺎﺑـﺪﻣﺘﻐﯿﺮ ﺒﺴـﺘﮕﯽ ﺑـﯿﻦ ﺑﻬﺒﻮد ﯾﺎﻓﺖ. هﻤﭽﻨﯿﻦ ﻧﺘﯿﺠﻪ ﮔﺮﻓﺘﻪ ﺷﺪ هـﺮ ﭼـﻪ هﻤ noisicerPو  
دارای ﺑﻬﺘـﺮﯾﻦ   ٢و  ١ﻋﻤﻠﮑﺮد ﻣﺪل هﺎ ﺿﻌﯿﻒ ﻣﯽ ﺷﻮﻧﺪ. ﺑﺼﻮرت ﮐﻠـﯽ در ﺳـﻨﺎرﯾﻮ هـﺎی ﻣﺨﺘﻠـﻒ ﻣـﺪل هـﺎی 
  ﺑﻬﺘﺮ از ﺳﺎﯾﺮ ﻣﺪل هﺎ ﺑﻮد. ٢ﻣﺪل  noisicerPﻋﻤﻠﮑﺮد ﺑﻮدﻧﺪ. هﻤﭽﻨﯿﻦ در هﻤﻪ ﺳﻨﺎرﯾﻮهﺎ ﺷﺎﺧﺺ 
و در ﻧﻬﺎﯾـﺖ  ۴، ﻣـﺪل ١ل ، ﻣﺪ٢ ﻣﺪلﺒﺎرﺗﻨﺪ از: ﺗﺮﺗﯿﺐ ﻋﻤﻠﮑﺮد ﻣﺪل هﺎ در اﯾﻦ ﻣﻄﺎﻟﻌﻪ ﻋﺑﺤﺚ و ﻧﺘﯿﺠﻪ ﮔﯿﺮی: 
  .٣ ﻣﺪل 
ﺑﺎ اﯾﻦ راﺑﻄﻪ ﻣﯽ ﺗﻮان ﻧﺘﯿﺠﻪ ﮔﺮﻓﺖ اﻧﺘﺨﺎب ﻣﻨﺎﺳﺐ ﺳﺎﺧﺘﺎر ﺑﺮای ﭘﺎراﻣﺘﺮهﺎی ﻣﺪل ﺑﺴﯿﺎر ﻣﻬﻢ ﻣﯽ ﺑﺎﺷـﺪ. در 
ﺑﻬﺘـﺮ  ١دارای ﺑﻬﺘﺮﯾﻦ ﻋﻤﻠﮑﺮد ﺑﻮد و در ﺑﻌﻀﯽ از ﻣـﻮارد ﻣـﺪل  ٢ﻣﺪل ، ﺑﻌﻀﯽ از ﺳﻨﺎرﯾﻮهﺎی ﺷﺒﯿﻪ ﺳﺎزی ﺷﺪه
ﻣﯽ ﺗﻮان ﻧﺘﯿﺠﻪ ﮔﺮﻓﺖ ﮐﻪ ﻣﺪل ﻻﺳـﻮ ، ﺑﻮد. ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ ﭘﯿﭽﯿﺪﮔﯽ ﮐﻤﺘﺮ و ﺳﺮﻋﺖ اﺟﺮای ﺑﯿﺸﺘﺮاز  ﺳﺎﯾﺮ ﻣﺪل هﺎ 
  ﻧﺪارد. ٢( ﻣﻮرد اﺳﺘﻔﺎده در اﯾﻦ ﻣﻄﺎﻟﻌﻪ اﺧﺘﻼف ﻗﺎﺑﻞ ﺗﻮﺟﻬﯽ ﺑﺎ ﻣﺪل ﺑﯿﺰی ١ﻣﻌﻤﻮﻟﯽ )ﻣﺪل 







Background & Objective: Two main issues that challenge the practice of statistical analysis are 
small sample size and multi-collinearity. In the recent years, lasso regression is proposed to tackle 
these issues. In the Lasso regression, tuning parameter has a key role on the estimated regression 
coefficients, model prediction and goodness of fit. For estimating tuning parameter, various 
methods have been proposed that two types of them (Bayesian and non-Bayesian) have been 
discussed in this study. Finally, we compared the performance of four Bayesian and non-Bayesian 
logistic models using real data and simulation. 
Methods: In this modeling study, we compared the performance of four models including one 
ordinary Lasso logistic model (Model 1) and three Bayesian logistic models (Models 2 to 4) with 
different posterior distribution structures. In Model 1, the tuning parameter was obtained through 
the cross validation method. For other models (Bayesian), different prior distributions were 
considered for the tuning parameter. 
In order to compare the performance of the models, gastric cancer data (including 339 gastric 
cancer patients in two hospitals of Kerman city between 2001 and 2014) and simulated data (five 
scenarios with different sample size and correlation structure) were used. Performance indices of 
different models were computed on the test dataset. Also, the influential risk factors on the 
mortality of the gastric cancer patients were identified. 
Results: In gastric cancer data, 63.7% of patients were male. The mean ± SD for age was 62.84 
±14.52 years. The number of death due to gastric cancer at the end of the study were 195 person. In 
this data, Model 2 and then Model 1 had the best performance. The median of the tuning parameter 
in Model 2 was maximum. In totally, the variables gender, tumor shape and date of diagnosis had 
statistical significant on the mortality.  
In the simulated data, the performance of the models improved based on Accuracy and Precision 
indices is improved as the sample size increased. In addition, the performance of the models 
decreased when the correlation between the variables increased. Generally in the different 
scenarios, Models 1 and 2 had the best performance. Also, the precision index of Model 2 in the all 
scenarios was better in compared to the other models. 
Conclusion: The order of performance of the models in this study is as follows: 
Bayesian Model 2> Non-Bayesian Model 1> Bayesian model 4> Bayesian model 3 
According to the models performance order, the selection of proper structures for model 
parameters is very important. In the some simulated scenarios, the best performance is related to 
model 2 and in some other scenarios model 1 had the best performance. Therefore, due to the lower 
complexity and higher operating speeds, it can be concluded that the non-Bayesian (ordinary) 
Lasso model used in this study had not notable different from the Bayesian Model 2.  
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