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3. Interpolazione polinomiale
I metodi di interpolazione polinomiale consistono nel trovare polinomi che assumono il
valore di una funzione in un insieme di punti assegnato. Sia f(x) una funzione di variabile
reale e (xi, yi) con i = 1, . . . , n una successione di punti nel piano che appartengono al
grafico della funzione. Se i punti sono distinti esiste ed e` unico il polinomio interpolante
Pn−1(x) di grado n − 1. La interpolazione viene anche detta di Lagrange. Un problema
che si pone e` quello della convergenza per n → ∞, che dipende sia dalla regolarita` della
funzione sia dalla scelta dei punti di interpolazione. Al crescere di n si possono manifestare
oscillazioni che impediscono la convergenza. Mostreremo che la ottimale nell’intervallo
[−1, 1] non e` data dai punti equispaziati ma dagli zeri dei polinomi di Tchebycheff. Una
alternativa e` data dalla interpolazione con polinomi di ordine m basso raccordati con
continuita` insieme con le derivate fino all’ordinem−1. Infine si puo` costruire un polinomio
che non interpola esattamente ma che minimizza l’errore nei punti di interpolazione. In
questo caso il metodo detto dei minimi quadrati o best-fit fornisce anche l’errore statistico
sui coefficienti del polinomio.
Interpolazione di Legendre
Il polinomio interpolante Pn−1(x) si scrive
Pn−1(x) =
n−1∑
k=0
akx
k
dove i coefficienti sono soluzione del sistema lineare
yi =
n−1∑
k=0
akx
k
i
dove Mi k = x
k
i e` la matrice dei coefficienti. La matrice M e` non singolare se i punti di
interpolazione x1, x2, . . . , xn sono tutti distinti poiche´ il suo determinante e` quello di Van
der Monde.
M =


1 x1 x
2
1 . . . x
n−1
1
1 x2 x
2
2 . . . x
n−1
2
...
...
...
...
1 xn x
2
n . . . x
n−1
n

 detM =∏
i<j
(xi − xj)
Una base per i polinomi interpolanti e` fornita da
L
(n−1)
k (x) =
∏
i6=k
(x− xi)
(xk − xi) L
(n−1)
k (xj) = δkj
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ed il polinomio si riscrive nella forma
Pn−1(x) =
n∑
k=1
yk L
(n−1)
k (x)
Data una funzione f(x) possiamo costruire il polinomio interpolante in n punti assegnati
e valutare esplicitamente l’errore di interpolazione.
Proposizione Il polinomio Pn−1(x) che interpola i punti (xi, yi) con i = 1, . . . , n esiste
ed e` unico se x1, x2, . . . , xn sono distinti. Se i punti (xi, yi) appartengono al grafico di una
funzione f(x) di classe Cn
x1 < x2 < . . . xn y1 = f(x1), . . . , yn = f(xn)
vale la formula seguente per l’errore di interpolazione
f(x) = Pn−1(x) +
f (n)(ξ)
n!
Un(x) Un(x) =
n∏
i=1
(x− xi)
dove x1 < ξ < xn se x1 < x < xn
Prova Consideriamo la funzione g(z) definita nell’intervallo [x1.xn]
g(z) = f(z)− Pn−1(z)− Un(z)f(x)− Pn−1(x)
Un(x)
E` evidente che la funzione g(z) si annulla nei punti di interpolazione x1, x2, . . . , xn ed
inoltre nel punto x. Per il teorema di Rolle se una funzione g(z) di classe C1 si annulla
agli estremi di un intervallo assegnati, allora la sua derivata prima si annulla in un punto
ξ interno all’intervallo g′(ξ) = 0. Se la funzione e` di classe Cn e sia annulla non solo agli
estremi di un intervallo [x1, xn] ma anche in n − 1 interni ad esso, allora la sua derivata
di ordine n si annulla in un punto interno all’intervallo g(n)(ξ) = 0. Imponendo questa
condizione si ha
0 = g(n)(ξ) = f (n)(ξ)− n! f(x)− Pn−1(x)
U(x)
da cui segue il risultato sopra enunciato. Abbiamo assunto che x fosse un punto qualsiasi
interno a [x1, xn] ma diverso dai punti di interpolazione. Il risultato vale anche nei punti
di interpolazione, perche´ in ciascuno di questi l’errore e` nullo. Se il punto x e` esterno
all’intervallo [x1, xn], ad esempio x > xn il risultato vale ancora ma in questo caso x1 <
ξ < x.
Osserviamo che nel limite in cui tutti i punti collassano su un unico punto ossia x2, . . . , xn
tendono a x1 il polinomio interpolante diventa il polinomio di Taylor di grado n − 1 e
l’errore della formula di interpolazione diventa il corrispondente resto Rn−1(x). La verifica
e` immediata nel caso n = 2.
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Convergenza
La convergenza della interpolazione e` assicurata per funzioni analitiche se l’intervallo
[−a, a] entro il quale sono scelti i punti interpolanti sta dentro il disco di analiticita` il cui
raggio supponiamo sia maggiore di R. La convergenza e` assicurata se a < R/3 qualunque
sia la distribuzione dei punti interpolanti, mentre se i punti sono equispaziati e` sufficiente
che si abbia a < R/2.
Dalla formula di Cauchy segue quella per la derivata di ordine n
f(z) =
1
2πi
∮
f(t)
t− z dt −→ f
(n)(z) =
n!
2πi
∮
f(t)
(t− z)n+1 dt
dove l’integrazione corre sul cerchio di raggio R ossia t = Reiθ. Se |f(t)| ≤M sul cerchio
e se scegliamo z = ξ sull’asse reale nell’intervallo [−a, a] allora |ξ − t| ≥ R − a essendo
R > a. Pertanto
|f (n)(ξ)| ≤ n!M
2π
∫ 2π
0
Rdθ
|ξ −Reiθ|n+1 ≤
n!M R
(R− a)n+1
Vale quindi la stima
|f(x)− Pn−1(x)| ≤ |f
n(ξ)|
n!
|Un(x)| ≤ M R
(R − a)n+1 |Un(x)|
Per una distribuzione qualsiasi dei punti di interpolazione si ha |Un(x)| < (2a)n da cui
segue
|f(x)− Pn−1(x)| ≤ MR
R− a
(
2a
R − a
)n
e quindi se a < R/3 per ogni x in [−a, a] l’errore si annulla per n → ∞. Se i punti sono
equispaziati |Un(x)| < an e quindi per la convergenza e` sufficiente che sia a/(R − a) < 1
ossia a < R/2. Infatti se xj = a − (j − 1) h con j = 1, .., n e h = 2a/(n − 1) stimiamo il
massimo di |U(x) valutandolo in x = a− h/2
|Un(x)| =
n∏
j=1
|a− h/2− xj | = h
2
4
n∏
j=3
h(j − 1− 1/2) ≤ (n− 1)! h
n
4
≤ an
Usando la disuguaglianza n! ≤ 2(n/2)n valida per n ≥ 1 si trova che |Un(x)| ≤ an−1 h/2.
Ricordiamo anche che per il fattoriale vale la formula di Stirling
lim
n→∞
=
√
2πn nn e−n
n!
= 1
e da questa si ottiene la stima piu` accurata |Un(x)| < an (2/e)n che risulta essere valida
valida per n ≥ 5.
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Nel caso di funzioni che siano solo continue si hanno esempi di non convergenza in tutto
l’intervallo. Questo e` il caso i f(x) = |x| in [−1− 1] per la quale la successione Pn−1(x) di
polinomi interpolanti in n punti equispaziati non converge tranne che in ±1. Se prendiamo
invece il caso di una funzione analitica come 1/(1+x2) il cui raggio di convergenza e` R = 1
la convergenza e` assicurata nell’ intervallo [−a, a] con a < 1/2. per punti equispaziati. Se
scegliamo a = 5 e punti equispaziati i polinomi interpolanti non convergono per |x| > 3.63
Questo esempio e` dovuto a Runge (Vedi Quarteroni pag 270).
L’esistenza di successioni di polinomi convergenti ad una funzione continua f(x) in un
intervallo [a, b] e` assicurata dal teorema di Weierstrass. Non si tratta pero` di polinomi
inteprolanti. Ad esempio i polinomi di Bernstein
Bn(x) =
n∑
k=0
(
n
k
)
xk(1− x)n−k f
(
k
n
)
convergono uniformemente ad una f(x) continua in [0, 1]
Un ruolo importante nella analisi numerica hanno i polinomi di Tchebycheff definiti da
Tn(x) = cos(n arcos(x))
e soddisfa la relazione di ricorrenza
Tn+1 = 2xTn(x)− Tn−1 T0 = 1 T1(x) = x
Se f(x) e` di classe C2 nell’intervallo [−1, 1] i polinomi Pn−1(x) interpolanti nei punti
xk = cos
(
2k − 1
2n
π
)
k = 1, . . . , n
convergono uniformemente a f(x) per n→∞.
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Figura 3.1 Lato sinistro: grafico dei polinomi di base L8
k
con k=1,..,9 rispetto a punti di interpolazione
equispaziati su [−1,1]. Colori: k=1 celeste, k=2 blu, k=3 verde scuro, k=4 verde, k=5 rosa, k=6 rosso, k=7
viola, k=8 lilla, k=9 marrone. Lato destro: stesso grafico con interpolazione sui nodi di Tchebycheff
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I punti o nodi di Tchebycheff si ottengono proiettando sull’asse x i punti distribuiti unifor-
mmemente sul semicerchio unitario e definiti dagli angoli φk = π(2k − 1)/2n. Per questo
motivo i punti si addensano agli estremi x = ±1. Nella figura 1 si mostra il grafico dei
polinomi di base per punti di interpolazione equispaziati oppure scelti nei nodi di Tcheby-
cheff. Il grafico della funzione Un(x) che entra nel calcolo del resto viene dato in appendice
dove si presenta anche un confronto sulla convergenza dei polinomi interpolanti P (n−1)(x)
per queste due scelte di punti di interpolazione. Gli zeri, detti anche nodi, dei polinomi di
Tchebycheff scelti come punti di interpolazione minimizzano l’errore rispetto ad ogni altra
scelta, vedi appendice per maggiori dettagli.
Interpolazione a tratti
Un modo per evitare problemi di convergenza consiste nell’interpolare un funzione con
polinomi di ordine bassom = 1, 2, 3, . . . raccordandoli con continuita` insieme con le derivate
fino all’ordine m − 1. Se m = 1 si parla di splines lineari m = 2 si parla di splines
quadratiche, se m = 3 di splines cubiche. Nella figura 2 si illustra la interpolazione tramite
splines quadratiche
y
x x x1 2 3
x
Figura 3.2 Interpretazione geometrica della interpolazione con splines su tre punti x1,x2,x3
Splines Lineari Si interpola la funzione con segmenti e quindi il suo grafico e` la
poligonale che congiunge i punti (xi, yi) dove yi = f(xi) e i = 1, 2, . . . , n−1. La espressione
per la spline S(x) e` quindi
S(x) =


L1(x) = f(x1) +
f(x2)− f(x1)
x− x1 (x− x1) x1 ≤ x ≤ x2
. . .
Ln(x) = f(xn) +
f(xn+1)− f(xn)
xn+1 − xn (x− xn) xn ≤ x ≤ xn+1
Per completare S(x) su tutto l’asse reale definiamo S(x) = L1(x) per x < x1 e S(x) =
Ln(x) per x > xn+ 1. Possiamo anche riesprimere la spline mediante le funzioni a tenda
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T (x − xi) con 1 ≤ i ≤ n + 1 che costituiscono una base non ortonormale nell’intevallo
x1 = a, xn+1 = b. Se supponiamo i punti equispaziati xk = a+(k− 1)h con h = (b−a)/n
dove k = 1, 2, . . . , n+ 1
S(x) =
n+1∑
k=1
f(xk)T (x− xk)
dove
T (x) = 1− |x|
h
se |x| < h T (x) = 0 se |x| > h
Notiamo che il prodotto scalare
∫
T (x− xk)T (x− xj)dx 6= 0 solo se |j − k| ≤ 1.
Le splines lineari S(x) convergono a f(x) in [a, b] per n → ∞ se max (xk+1 − xk) va a
zero come accade nel caso di punti equispaziati, purche´ la funzione sia di classe C2. Infatti
notiamo che nell’intervallo [xk, xk+1] si ha che f(x) − S(x) e` dato da f(x) − Lk(x) =
f ′′(ξk(x))(x−xk)(x−xk+1) dove ξk(x) appartiene all’intervallo stesso. Quindi se |f ′′(x)| ≤
M in [a, b] abbiamo
max
a≤x≤b
|S(x)− f(x)| ≤ max
1≤k≤n
1
2
|f ′′(ξk(x)| (x− xk)(xk+1 − x) ≤ M
8
max
1≤k≤n
(xk+1 − xk)2
Nel caso di intervalli equispaziati troviamo che il massimo dell’errore tra f(x) e S(x) e`
inferiore a M(b − a)2/(8n2). La spline puo` essere usata per calcolare l’integrale di f(x)
ed in questo caso l’errore di integrazione risulta espresso da M(b− a)3/8n2, risultato che
troveremo per altra via nel prossimo capitolo.
Splines quadratiche In questo caso in ciascun intervallo [xk − xk+1] e` definito un
polinomio Pk(x) di grado 2 cui coefficienti vengono determinati imponendo che agli estremi
abbiano il valore della funzione e che la derivata prima sia continua. La derivata prima in
x1 deve essere assegnata e si sceglie uguale a quella della funzione s1 = f
′(x1).
S(x) =


P1(x) = f(x1) + s1(x− x1) + a1(x− x1)2 x1 ≤ x ≤ x2
. . .
Pk(x) = f(xk) + sk(x− xk) + ak(x− xk)2 xk ≤ x ≤ xk+1
. . .
Pn(x) = f(xn) + sn(x− xn) + an(x− xn)2 xn ≤ x ≤ xn+1
Per completare la spline su tutto l’asse reale definiamo S(x) = f(x1) + s1(x − x1) per
x < x1 e S(x) = f(xn+1)+ sn+1(x−xn+1) dove s1 e` nota. Al primo passo imponiamo che
P1(x) e P2(x) siano uguali e imponiamo la stessa condizione sulle loro derivate prime. In
questo modo determiniamo il valore di a1 ed s2
(x2 − x1) a1 = f(x2)− f(x1)
x2 − x1 − s1 s2 = s1 + 2a1 (x2 − x1)
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Se n = 1 imponiamo la continuita` di P1(x) e della sua derivata prima con la funzione
lineare f(x2)+s2(x−x2) di cui viene determinato s2 E` conveniente introdurre la seguente
notazione
∆k = xk+1 − xk (∆f)k = f(xk+1)− f(xk)
xk+1 − xk
con la quale le precedenti relazioni si riscrivono nella seguente forma
a1∆1 = (∆f)1 − s1 s2 = s1 + 2a1∆1
Se n = 1 ossia se abbiamo solo due punti di interpolazione ed il coefficiente a1 solo P1(x). E`
conveniente definire la spline per x > x2 come la funzione lineare S(x) = f(x2)+s2 (x−x2)
che otteniamo da P2(x) ponendo a2 = 0. In generale S(x) e` definita da una funzione lineare
note per x < x1 e dalla funzione lineare S(x) = f(xn+1) + sn+1 (x − xn+1) dove sn+1 e`
definita dalla condizione di raccordo. Nel caso generale imponendo che Pk(x) e Pk+1(x)
siano uguali iniseme con le loro derivate prime in xk+1 determiniamo ak e sk+1
ak∆k = (∆f)k − sk sk+1 = sk + 2ak∆k
Per k = n otteniamo quindi non solo an che determina Pn(x) ma anche sn+1 che definisce
la spline come funzione lineare per x > xn+1.
Nella figura 2 si mostra la spline quadratica nel caso di due soli punti di interpolazione ossia
per n = 1. Nella figura 3 si confrontano splines lineari e quadratiche per la funzione cos(πx).
Si noti come l’errore massimo per le splines quadratiche diminuisca pi rapidamente e come
la continuita` nella derivata, che le caratterizza, renda il loro grafico liscio eliminando i
punti angolosi che compaiono nella interpolazione lineare a tratti.
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Figura 3.3 Lato sinistro: interpolazione con splines di f(x)=cos πx) sui punti xk=−1+2∗(k−1)/N con
k=1,...,N+1 per N=3. Funzione f(x) in verde, interpolazione con splines lineari in blu, con splines
quadratiche in lilla. L’errore ‖f(x)−S(x)‖∞ per splines lineari risulta essere 0.5, per splines quadratiche
0.25. Lato destro: stessa cosa con N=5. Errore per splines lineari 0.19, quadratiche 0.024.
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Splines cubiche
Le splines cubiche sono costruite in modo analogo scegliendo in ogni intervallo [xk, xk+1]
un polinomio di grado 3. L’intervallo di partenza e` [a, b] dove x1 = a, xn+1 = b.
S(x) =


P1(x) = f(x1) + s1(x− x1) + a1(x− x1)2 + b1(x− x1)3 x1 ≤ x ≤ x1
. . .
Pk(x) = f(xk) + sk(x− xk) + ak(x− xk)2 + bk(x− xk)3 xk ≤ x ≤ xk+1
. . .
Pn(x) = f(xn) + sn(x− xn) + an(x− xn)2 + bn(x− xn)3 xn ≤ x ≤ xn+1
La spline si completa su tutto R imponendo che S(x) = f(x1) + s1(x − x1) per x < x1
e S(x) = f(xn+1) + sn+1(x − xn+1) per x > xn+1. Imponendo che S(x) risulti continua
con la sua derivata prima nei punti x2, . . . , xn+1 e che abbia derivata seconda continua in
tutti i punti interni, determiniamo i suoi coefficienti. Essendo la spline lineare per x < x1
e x > xn+1 la continuita` della spline e della sua derivata prima e` assicurata ovunque,
quella dell derivata seconda in ]x1, xn+1[. Le funzioni lineari debbono essere assegnate
imponendo che s1 = f
′(x1) e sn+1 = f
′(xn+1). I coefficienti ak, bk vengono determinati
imponendo la continuita` di S(x) e S′(x) nel punt xk+1 ossia che Pk(xk+1) = Pk+1(xk+1)
e P ′k(xk+1) = P
′
k+1(xk+1). Tuttavia ak, bk vengono a dipendere da sk, sk+1 che non sono
ancora determinati, tranne s1. Imponendo la continuita` della derivata seconda nei punti
interni troviamo un sistema di n − 1 equazioni lineari per s2, . . . , sn con coefficienti noti.
Calcolati s2, . . . , sn si determinano ak, bk che da questi dipendono.
Se n = 1 i coefficienti a1 e b1 si ottengono imponento continuita` di S(x) e S
′(x) in x = x2
e si trova {
a1∆1 + b1∆
2
1 = (∆f)1 − s1
2a1∆1 + 3b1∆
2
1 = s2 − s1
Risolvendo questo sistema lineare si ottiene{
a1∆1 = 3(∆f)1 − 2s1 − s2
b1∆
2
1 = −2(∆f)1 + s1 + s2
Se n = 1 la spline e` completamente determinata perche´ s1 ed s2 sono noti. Se n = 2
imponendo la continuita` di S(x) e S′(x) in x = x3 si ha{
a2∆2 = 3(∆f)2 − 2s2 − s3
b2∆
2
2 = −2(∆f)2 + s2 + s3
dove s2 non e` ancora determinato. Imponendo quindi che S
′′(x) sia continua in x2 ossia
P ′′1 (x2) = 2a2 si ottiene
2a1 + 6b1∆1 = 2a2
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Moltiplicando per ∆1 e sostituendo a ∆1a1, ∆
2
1b1, ∆2a2 le espressioni ottenute in prece-
denza si ottiene la seguente relazione
6(∆f)1 − 4s1 − 2s2 − 12(∆f)1 + 6s2 + 6s1 = 6∆1
∆2
(∆f)2 − 2∆1
∆2
(2s2 + s3)
Semplificando si giunge alla relazione finale
s1∆2 + 2s2(∆1 +∆2) + s3∆1 = 3∆2(∆f)1 + 3∆1(∆f)2
che determina s2. Sostituendo il valore di s2 ora trovato nelle precedenti espressioni per
a1, b1, a2, b2 la spline S(x) per n = 2 e` completamente determinata.
Nel caso di n qualsiasi le equazioni che forniscono ak e bk si scrivono imponendo che
Pk(xk+1) = f(xk+1) e P
′
k(xk+1) = sk+1{
ak∆k = 3(∆f)k − 2sk − sk+1
bk∆
2
k = −2(∆f)k + sk + sk+1
k = 1, . . . , n
Siccome s1, sn+1 sono assegnati restano da determinare s2, ..., sn, imponendo la continuita`
della derivata seconda in xk+1 ossia P
′′
k (xk+1) = P
′′
k+1(xk+1) = 2ak+1 con k = 1, ..., n− 1.
Il risultato e` 2ak + 6bk∆k = 2ak+1 e sostituendo ak∆k e bk∆
2
k con la espressione scritta
sopra troviamo analogamente al caso n = 2
sk−1∆k + 2sk(∆k−1 +∆k) + sk+1∆k−1 = 3∆k(∆f)k−1 + 3∆k−1(∆f)k k = 2, . . . , n
Questo e` un sistema lineare nelle n − 1 incognite s2, . . . , sn−1 con matrice tridiagonale il
cui metodo di soluzione e` indicato in un capitolo successivo.
La interpolazione con splines cubiche e` molto utilizzata per funzioni regolari, che siano cioe`
di classe almeno C2, perche´ il loro grafico e` particolarmente liscio e l’errore e` decisamente
piu` piccolo rispetto alle splines quadratiche. Il programma per costruire le splines si puo`
trovare sul Numerical Recipes.
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Best fit polinomiale
Dati n punti (xi, yi) con i = 1, ..., n risultato di misure o appartenenti al grafico di una
funzione yi = f(xi) vogliamo costruire il polinomio Pm−1 di grado m fissato che minimizza
l’errore qualunque sia m ≤ n. Cio` che vogliamo minimizzare e` la distanza tra (y1, ...., yn)
e (f(x1), ..., f(xn)) o meglio il suo quadrato detto anche funzione costo C che dipende dai
coefficienti a0, a1, am−1 del polinomio Pm−1 = a0+a1x+. . .+amx
m−1. Il metodo si applica
anche alla ottimizzazione della rappresentazione della funzione su una base assegnata φi(x)
sostituendo al polinomio la funzione Φm = a1φ1(x)+ . . . amφm(x). In entrambi i casi C(a)
e` una forma quadratica e la ricerca del minimo si ottiene risolvendo un sistema lineare.
Nel caso di interpolazione lineare scriviamo f(x) = a0 + a1x e l funzione costo e` data da
C(a) =
n∑
k=1
(a0 + a1xk − yk )2
La ricerca del minimo si effettua risolvendo il corrispondente sistema lineare ottenuto
imponendo che ∂C/∂ai = 0 ossia
∂C
∂a0
= 2
n∑
k=1
(a0 + a1xk − yk) = 0
∂C
∂a1
= 2
n∑
k=1
(a0xk + a1x
2
k − xkyk) = 0
Abbiamo quindi il sistema lineare Ma = b
a =

 a0
a1

 M =

 n
∑n
k=1 xk∑n
k=1 xk
∑n
k=1 x
2
k

 b =


∑n
k=1 yk∑n
k=1 xkyk


e possiamo anche introdurre la matrice n× 2 detta X
X =


1 x1
1 x2
...
...
1 xn−1
1 xn

 X˜ =
(
1 1 . . . 1 1
x1 x2 . . . xn−1 xn
)
Tramite la matrice X possiamo esprimere la matrice M ed il vettore b
M = XT X b = XTy
La soluzione del problema e` espressa da
a =M−1b = (XT X)−1XTy
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Nella Figura 4 si illustra un esempio di best fit lineare.
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Figura 3.4 Best fit lineare alla funzione f(x)=a+bx con a=5 b=2 e rumore di ampliezza ǫ=0.5 nei punti
del suo grafico rappresentati in in colore blu. Risultato del fit lineare, rappresentato dalla linea verde, i
cui parametri sono a=5.10±0.4 b=1.99±0.1
Possiamo riscrivere anche il risutato del fit definendo y Fit il vettore le cui componenti
sono a0 + a1 yk
y Fit = Xa = Wy W = X(X
T
X)−1XT
dove come vedremo W e` un proiettore.
Stime dell’errore
Possiamo dare una stima sull’errore statistico nei coefficienti a. A tal fine supponiamo
i dati veri abbiano una distribuzione lineare e che la linearita` si perda attraverso una
perturbazione di natura stocastica. Siano dunque i dati veri 〈 yi 〉 ed i relativi coefficienti
〈 a0 〉 e 〈 ai 〉 per cui possiamo scrivere in forma matriciale
〈y 〉 = X〈 a 〉
I dati perturbati per una data realizzazione del processo stocastico sono yi = 〈 yi 〉 + ǫξi
dove ξi sono variabili aleatorie indipendenti a media nulla e varianza 1. Per ogni campione
di dati possiamo quindi scrivere in forma e matriciale
y = X 〈 a 〉+ ǫξ (∗)
Di questi dati cerchiamo una rappresentazione lineare della forma
y Fit = Xa
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e determiniamo a minimizzando ‖y − Xa‖2. Si trova quindi che
a = (XTX)−1XTy = (XTX)−1XT (X 〈 a 〉+ ǫξ) = 〈 a 〉+ ǫ(XTX)−1XT ξ
dove abbiamo tenuto conto di (*). Notiamo che anche a e` un vettore le cui componenti
sono variabili aleatorie. Scriviamo quindi
a = 〈 a 〉+ ǫΞ Ξ = (XTX)−1XT ξ
La matrice di covarianza Σ2(a) risulta definita da Σij(a) = ǫ
2 〈ΞiΞj 〉 che si riscrive anche
Σ2(a) = ǫ2〈ΞΞT 〉. Tenendo conto che 〈 ξ ξT 〉 = I si ottiene subito che
Σ2(a) = ǫ2 (XTX)−1XT 〈 ξ ξT 〉X(XTX)−1 = ǫ2 C C = (XTX)−1
Dove la matrice C dipende dalla distribuzione dei punti e ǫ e` l’ampiezza dell’errore di y
rispetto a < y >. Noi conosciamo una sola realizzazione di y ed anche y Fit che riscriviamo
nella forma
y Fit = X〈 a 〉+ ǫW ξ W = X(XTX)−1XT
Consideriamo i seguenti processi stocastici
y − 〈y 〉 = ǫ ξ y Fit − 〈y 〉 = ǫW ξ y − y Fit = ǫ (I−W) ξ
che sono tutti a media nulla. La matrice W e` un proiettore e valgono le relazioni
W
T = W W2 = W
Ricordiamo che I e` W sono matrici n× n mentre XTX e` una matrice 2× 2. Ne segue che
Tr(W) = Tr(X(XTX)−1XT ) = Tr(XTX)(XTX)−1) = Tr(I2) = 2
Tr(I) = n Tr(I−W) = n− 2
Ne segue che il processo stocastico (I −W)ξ ha media nulla e varianza n − 2. Per una
realizzazione del processo stocastico ξ valutiamo
1
n− 2‖y − y Fit ‖
2 = ǫ2
1
n− 2‖(I−W)ξ ‖
2
ed osserviamo che la media rispetto a ξ e` data da
1
n− 2 〈 ‖y− y Fit ‖
2 〉 = ǫ
2
n− 2 Tr(I−W) = ǫ
2
Possiamo quindi stimare ǫ2 basandoci su una singola realizzazione.
ǫ2 ≃ 1
n− 2
n∑
i=1
(yi − a0 − a1xi)2
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Sotto opportune condizioni lo scarto quadratico medio risulta ∝ ǫ2 n−1/2.
Il nostro obiettivo era quello di valutare l’errore sui coefficienti del fit lineare, che sono le
componenti del vettore a. La matrice di covarianza e` data da ǫ2C dove C dipende dalla
distribuzione dei punti xi mentre ǫ e` stimato dalla distanza tra y e y Fit diviso per
√
n− 2.
Riscriviamo esplicitamente la matrice di covarianza C
C = (XTX)−1 =
1
n
∑n
k=1 x
2
k − (
∑n
k=1 xk)
2


∑n
k=1 x
2
k −
∑n
k=1 xk
−∑nk=1 xk n


Notiamo che il denominatore si puo` riscrivere nella forma n2σ2x dove σ
2
x e` lo scarto qua-
dratico nella distribuzione di punti xi
σ2x =
1
n
n∑
k=1
x2k −
(
1
n
n∑
k=1
xk
)2
Con questa notazione le varianze di a0 ed a1
〈 a20 〉 − 〈 a0 〉2 = ǫ2C11 =
ǫ2
nσ2x
∑n
k=1 x
2
k
n
〈 a21 〉 − 〈 a1 〉2 = ǫ2C22 =
ǫ2
nσ2x
e Nel caso particolare di punti distribuiti simmetricamente rispetto all’origine o comunque
tali che il loro baricentro e` nell’origine n
∑n
k=1 xk = 0 la varianza di a0 vale ǫ
2/n.
Generalizzazione
La generalizzazione e` immediata al caso di fit polinomiale con Pm−1(x) = a0+ a1x+ . . .+
am−1x
m−1. Infatti in tal caso cambia la definizione di X in quanto la dimensione della
matrice passa da 2× n a m× n poiche´ le sue colonne diventano m
X =


1 x1 x
2
1 . . . x
m−1
1
1 x2 x
2
2 . . . x
m−1
2
...
...
1 xn x
2
n . . . x
m−1
n


Nel caso di una base non polinomiale ossia con funzioni φj(x) valgono le stesse formule
scritte in precedenza dove sostituiamo φj+1(x) a x
j . Un caso interessante e` quello della
interpolazione polinomiale dove la nostra funzione data da PM (x)/QN(x) con Q(0) = 1
dipende da m = N + M + 1 parametri che sono i coefficienti dei polinomi PM e QM .
La dipendenza dei parametri non e` lineare. Questo problema puo` essere semplicemente
evitato se la funzione costo da minimizzare viene scritta come
C(a) =
n∑
k=1
(PM (xi)− yiQN (xi) )2
La formula che si ottiene e` del tutto simile a quella scritta nel caso dei polinomi. Si noti
che le funzioni razionali sono piu` flessibili dei polinomi e consentono spesso una approssi-
mazione efficace.
84
Appendice: scelta ottimale dei punti di interpolazione
L’errore di interpolazione di una funzione f(x) in un intervallo [a, b] dipende dalla scelta
dei punti. Se f(x) e` di classe Cn detti xk con k = 1, . . . , n i punti di interpolazione
nell’intervallo [a, b] abbiamo visto che l’errore del polinomio interpolante Pn−1 e` dato da
f(x)− P(n−1)(x) = Un(x) f (n)(ξ)/n!. Pertanto introducendo la norma seguente
‖f‖∞ = max
x∈[a,b]
|f(x)|
si ha che
‖f − Pn−1‖∞ ≤ ‖Un‖∞ ‖f
(n)‖∞
n!
Poiche´ ‖Un‖∞ dipende dalla scelta di x1, . . . , xn esiste una scelta di questi punti per cui
l’errore e` minimo. Quando i punti sono equispaziati ossia
xj = a+ h (j − 1) j = 1, . . . , n h = b− a
n− 1
il massimo di Un si stima prendendo il suo valore nel punto x = a− h/2 e si ha quindi
|Un(x)| ≤ h
2
n∏
j=2
(a− h/2− xj) = h
n
2
n∏
j=3
(
j − 1− 1
2
)
≤ h
n
4
(n− 1)!
Vale quindi la stima seguente
‖f − Pn−1‖∞ ≤ h
n
4n
‖f (n)‖∞
Usando la formula di Stirling abbiamo la seguente valutazione asintotica per n≫ 1
hn
4
(n− 1)! ≃ 1
4
(
b− a
n− 1
)n
(n− 1)n−1 e−n+1
√
2π (n− 1) =
(
b− a
2
)n (
2
e
)n
e
√
2π
4
√
n− 1
dove e
√
2π < 4
√
n− 1 per n ≥ 4. Possiamo verificare numericamente che l’ultima disug-
uaglianza nella formula seguente
|Un(x)| ≤ h
n
4
(n− 1)! ≤
(
b− a
2
)n (
2
e
)n
vale per n ≥ 5 da cui segue che una accurata stima di errore e` data
‖f − Pn−1‖∞ ≤
(
2
e
)n (
b− a
2
)n ‖f (n)‖∞
n!
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Esiste una scelta dei punti di interpolazione per la quale il massimo di Un risulta essere
minimo. Se l’intervallo e` [−1, 1] i punti di interpolazione ottimali sono dati dagli zeri dei
polinomi di Tchebycheff Tn(x) introdotti all’inizio di questo capitolo.
Tn(x) = cos(n arcos (x)) − 1 ≤ x ≤ 1
che soddisfano la ricorrenza
Tn+1(x) = 2xTn(x)− Tn−1(x) T0 = 1 T1 = x
Il coefficiente di grado massimo di Tn e` dato da 2
n−1 e si definiscono i polinomi monici
Tˆn = 2
1−nTn per n ≥ 1 in cui il il coefficiente del monomio di grado massimo xn vale 1. I
primi polinomi sono dati da
Tˆ0 = 1 Tˆ1 = x Tˆ2 = x
2 − 1
2
Tˆ3 = x
3 − 3
4
x
Nella figura 4 si confrontano i grafici di |Un(x)| calcolata per punti equispaziati e per i
nodi di Tchebycheff.
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Figura 3.5 Plot del polinomio Un(x) con n=9 per punti equispaziati, curva blu, e punti scelti nei nodi di
Tchebycheff, curva verde.
Proprieta` notevole Se i punti di interpolazione x1, . . . , xn sono nell’intervallo [−1, 1]
allora il massimo di |Un(x)| su questo intervallo e` sempre maggiore o uguale a 21−n.
Se i punti di interpolazione coincidono con gli zeri dei polinomi di Tchebycheff allora
Un(x) = Tˆn(x) ed il massimo di |Un| assume precisamente questo valore. Infatti dalla
definizione di Tn(x) segue che il massimo di |Tn(x)| vale 1 e quindi il massimo di |Tˆn(x)|
vale 21−n.
86
Dimostriamo il risultato nel caso particolare n = 2
|U2(x)| =


(x− x1)(x− x2) I x2 < x ≤ 1
(x− x1)(x2 − x) II x1 ≤ x ≤ x2
(x1 − x)(x2 − x) III −1 < x ≤ x1
Nelle regioni I e III il la funzione e` monotona ed il massimo e` raggiunto in x = 1 e x = −1.
Nella regione II il massimo e` raggiunto in x = (x1 + x2)/2. Percio` si ha che
‖|U2‖∞ = max
{
(1− x1)(1− x2),
(
x2 − x1
2
)2
, (1 + x1)(1 + x2)
}
Se x2 > x1 > 0 allora il massimo e` raggiunto nella regione III ed e` > 1. Se x1 < x2 < 0
allora il massimo e` raggiunto nella regione I ed e` > 1. Consideriamo il caso in cui x2 >
0 > x1 e poniamo x2 = β > 0 e x1 = −α < 0. In questo caso se β ≥ α si ha
‖|U2‖∞ = max
{
(1 + β)(1− α),
(
β + α
2
)2}
≥ max{1− α2, α2}
Il massimo e` 1− α2 se α2 < 1/2 mentre vale α2 se α2 > 1/2. Quindi il massimo assume il
valore minimo 1/2 per α2 = 1/2. Lo stesso vale per β > α ossia il massimo non supera mai
1/2. Concludendo si ha ‖|U2‖∞ ≥ 1/2 ed il valore minimo 1/2 e` raggiunto per x1 = −1/
√
2
e x2 = 1/
√
2. In questo caso x1 e x2 sono gli zeri del polinomio Tˆ2(x) di Tcehbyshev
U2(x) =
(
x− 1√
2
) (
x+
1√
2
)
= x2 − 1
2
= Tˆ2(x)
Dalla definizione segue che
‖Tˆn‖∞ = 21−n ‖Tn‖∞ = 21−n
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Figura 3.6 Lato sinistro. Plot della funzione f(x)=1/(1+x2), curva blu, e confronto con la interpolazione
in punti equispaziati, curva rossa, in [−5,5] e punti scelti nei nodi di Tchebycheff, curva verde. Questo
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esempio di Runge mostra che per punti equispaziati si perde la convergenza per |x|>3.5 mentre con i nodi
di Tchebicheff si ha convergenza su tutto l’intervallo di interpolazione. Lato destro, logaritmo dell’errore
per la interpolazione su punti equispaziati, curva rossa, e nodi di Tchebycheff, curva verde.
Se scegliamo come punti di interpolazione i nodi di Tchebycheff si ha che Un(x) = Tˆn(x)
e la stima di errore diventa
‖f − Pn−1‖∞ ≤ 1
2n−1
‖f (n)‖∞
n!
Il massimo di |Un(x)| passa da (2/e)n per punti equispaziati a 1/2n−1 e quindi l’errore e`
asintoticamente decisamente piu` piccolo. Se l’intervallo e` [a, b] effettuiamo il cambiamento
di variabile x = (b+a)/2+t (b−a)/2 dove t ∈ [−1, 1]. Scegliendo come i nodi di Tchebycheff
e tj si passa ai punti di interpolazione xj = (b + a)/2 + tj (b − a)/2 se teniamo conto che
x− xj = (t− tj)(b− a)/2 si trova
‖f − Pn−1‖∞ ≤ 1
2n−1
(
b− a
2
)n ‖f (n)‖∞
n!
Nella figura 6 si confronta la interpolazione alla funzione 1/(1+x2) sui punti equispaziati e
sui nodi di Tchebycheff nell’intervallo [−5, 5] ed i corrispondenti errori. La non convergenza
per punti equispaziati se |x| > 3.6 e` evidente.
Costante di Lebesgue
Data una funzione continua f ∈ C0 definita su [−1, 1] tra tutti i polinomi Qn−1 di grado
n− 1 esiste un polinomio P ∗n−1 che da la migliore approssimazione ossia
‖f(x)− P ∗n−1(x)‖∞ ≤ ‖f(x)−Qn−1(x)‖∞
Per il teorema di Weierstrass la successione P ∗n−1(x) converge a f(x) nella norma sopra
indicata. Scelto un set di n punti interpolanti sia Pn−1(x; f) il polinomio interpolante. Ne
segue che
‖Pn−1(x; f)‖∞ = ‖
n∑
j=1
f(xj)L
(n−1)
j (x)‖∞ ≤ Λn ‖f‖∞ (A1)
dove abbiamo introdotto la costante di Lebesgue definita da
Λn =
∥∥∥∥∥∥
N∑
j=1
|L(n−1)j (x)|
∥∥∥∥∥∥
∞
Questa costante consente di stimare l’errore di interpolazione rispetto all’errore che si ha
con il polinomio di miglior approssimazione P ∗n−1(x).
‖Pn−1(x; f)− f‖∞ ≤ ‖Pn−1(x; f)− P ∗n−1‖∞ + ‖P ∗n−1 − f‖∞ =
= ‖Pn−1(x; f)− Pn−1(x, P ∗n−1)‖∞ + ‖P ∗n−1 − f‖∞ ≤
≤ (1 + Λn) ‖f − P ∗n−1‖∞
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Abbiamo usato la linearita` della interpolazione Pn−1(x, f)−Pn−1(x, P ∗n−1) = Pn−1(x, f −
P ∗n−1) e la maggiorazione della sua norma con Λn‖f − P ∗n−1‖ sulla base della equazione
(A1).
Per ogni scelta dei punti di interpolazione Λn diverge almeno come log n.
Per una griglia uniforme si ha la seguente stima asintotica
Λn ∼ 2
n
e n logn
per n→∞. Per i nodi di Tchebycheff vale invece la stima
Λn ∼ 2
π
log n + c
dove c ≃ 1. Poiche´ asintoticamente Λn fornisce una stima del rapporto tra l’errore di inter-
polazione e l’errore rispetto al polinomio ottimale, ne segue che tale errore calcolato per i
nodi di Tchebycheff cresce molto piu` lentamente di quello calcolato per i punti equispaziati.
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