Abstract. The discretization of the multi{dimensional radiative transfer equation results in a very large linear system of equations. The standard solution method used by astrophysicists is a simpli ed xed point iteration (called approximate {iteration) which becomes slow for problems most interesting in astrophysics. As an alternative, a class of (block) conjugate gradient{like methods is proposed, together with special preconditioners for coping with the nonsymmetry and the bad condition number. The e ciency of these new solvers in combination with a nite element upwind scheme on problem adapted nonuniform grids is demonstrated by several test calculations for physically relevant data.
Introduction
In this paper we examine the numerical solution of the two{dimensional (model) radiative transfer equation with one ordinate n r x u(x; ) + (x)u(x; ) = (x) Z 2 0 R( ; 0 )u(x; 0 )d 0 + f(x) in~ ; (1) u(x; ) = 0 on ? ? : (2) Here,~ and ? ? are de ned as := 0; 2 ) ; ? ? := fx 2 @ jn x n < 0g ; (3) where n x represents the outward normal unit vector to @ at x 2 @ , and the direction vector n is de ned as n := (cos ; sin ) T . We assume that R 2 is a simply connected bounded domain, and that f(:); (:); (:) 2 L 2 ( ) . For simplicity the so{called phase function R(:; :) is sometimes set constant to R( ; 0 ) := 1=2 , but all results of this paper remain valid also in the general case.
This integro{di erential equation is commonly used in nuclear reactor theory and in astrophysics, where it describes the interaction between emission (given by f), transport (by r x ), absorption (by ) and scattering (given by ) of the intensity u of a radiation. For more information about the physical background see, for instance, the book 5] and the literature cited therein. Also, some mathematical papers about this topic, mainly showing theoretical results related to neutron transport, can be found, viz. in 3] and 7].
The main di culty in solving this equation is the high dimensionality of the solution domaiñ leading to storage (and computing time) problems, namely 3D for our model (2D in space + 1D for the ordinates), and 5D for the full problem (3D in space + 2D for the ordinates).
Moreover, the coupling of the transport operator (n r x ) with the integral expression (for large ), which are both of equal physical importance, leads to the need for new e cient numerical techniques.
This article is part of a trilogy and discusses mainly the numerical and algorithmical aspects of the solution process. Part II ( 12] ) shows the application of this new algorithm to "real" astrophysical problems. Part III ( 2] ), nally, illustrates some theoretical aspects (various space and ordinate discretizations, regularity, approximation and convergence results) and, additionally, some numerical comparisons with other grid methods. Further, it gives a short description of the related visualization techniques. I thank Prof. R. Wehrse for providing the astrophysical background and interesting problems, and Prof. R. Rannacher and Chr. F uhrer for helpful discussions.
Numerical approach
Beside the many one{dimensional algorithms (see 4]) which explicitly take advantage of the radial symmetry of the given functions ; ; f (this excludes, for instance, double stars), the most frequently used method in 2D is a kind of simple xed point iteration (called approximate {iteration). Given an intensity function u n (x; ) , the solution process for the next u (5) where T stands for the transport operator, and S describes the integral operator. Since the solution process for the transport step can be performed in parallel, for each angle separately, this method is well suited for parallel computers. But, its convergence rates may be very bad, especially for large parameters (x) , as will be shown below.
Usually, the ordinate space is divided equidistantly, and the integral operator is discretized by simple quadrature formulas, as the trapezoidal rule. For the spatial discretization, i.e., for the transport operators, nite di erences are used with appropriate characteristics or upwind strategies, on mostly regular cartesian meshes. The structure of the resulting numerical scheme is very simple and regular, without (high) storage requirements. But besides its bad convergence properties, the exibility for treating complex geometries and solution adapted grids is lost.
This restriction can be overcome by using nite element methods for the spatial discretization which are well suited for unstructured grids and complex geometries. In 2] we examine di erent approaches like arti cial viscosity, streamline{di usion and various nite element upwind techniques. The most promising and powerful of them, according to our extensive test calculations, is taken in this paper: The ordinate space is discretized equidistantly, and the integral operator is evaluated by the trapezoidal formula. For the space discretization we use nonconforming nite elements, more precisely, the rotated bilinear element generated by spanhx 2 ?y 2 ; x; y; 1i, because of its high numerical exibility (see 8], 11]). We apply a special upwind scheme which is a modi cation of the ones proposed in 6] and 10]. Additionally, we calculate in a preprocess for each of the discrete transport operators, namely n k r x , a corresponding renumbering of the grid points such that the resulting sti ness matrices are always lower triangular matrices. The amount of work and additional storage is minimal, but the gain is obvious since now the solution of a transport step consists of inverting a triangular matrix, independently of the chosen grid and domain (for some examples see Figure 1 ). 
we arrive at an equivalent formulation for the solution of our problem in (7), now in simpli ed form of one linear system of equations:
In the next section some iterative methods for this nonsymmetric linear system (of block{ matrices) will be presented. We exclude explicitely the use of multigrid algorithms since the performed solution methods show excellent convergence rates which are independent of the mesh size h and the number of discrete ordinates K . This is achieved through the chosen block{diagonal preconditioners. The rates may become bad according to critical values of the problem parameters. However, in this situation it cannot be expected that the use of multigrid techniques will lead to an essential improvement.
Some iterative solution methods
The rst class of iterations is that of the preconditioned Richardson{methods which contains schemes like the (over{ and underrelaxed) Jacobi-and SOR{methods (see 13] ). Applied to our problem they read 
Here, C N;K is a preconditioning matrix for A N;K , and N;K is an under{ or overrelaxation parameter. One example for this class of methods is the Jacobi{method (resp. block{Jacobi) if C N;K is the diagonal (resp. the block{diagonal) of A N;K . Another well known possibility is to take the lower triangular part, with a relaxation parameter, which corresponds to the SOR{method. More precisely, if we choose C N;K := T N;K + M N;K ; (11) we get a kind of (incomplete) block{Jacobi iteration. This method is exactly the same as the favoured astrophysical scheme in (5), the approximate {iteration. A slight improvement is obtained by taking the full block{diagonal matrix:
A much better preconditioning may be the block{SOR{method:
But this process costs more auxiliary vectors and loses the parallel facilities. The procedure may be to solve the transport equation for the rst angle 1 , to multiply this new solution with ! 21
K M h and to add it to the right{hand side. Then the next transport steps for the following angles are performed in a recursive manner. The numerical work compared with the Jacobi{ variants is about the same (modulo the additional vectors), but the gain in the convergence rates can be enormous. From considerations for certain scalar problems a squaring of the convergence rates compared to those of the Jacobi{method may be expected. Our numerical examples will show the improvement of the classical simple xed point iteration by these very easy modi cations.
The convergence of all these methods is ensured by the fact that the transport sti ness matrices T k h are M{matrices (see 13]), due to the upwinding, and the fact that 0 (for physical reasons). These properties and the diagonal structure of the lumped mass (16) whereC N;K is one of the already proposed (block{) preconditioners. Since this additional system is positive de nite (for ) and the eigenvalues are separated, it can be solved in only a few steps (2 { 3) by a block{CG{method. The numerical results in the next section will demonstrate some of the discussed properties of the presented methods.
Numerical results
We apply the proposed methods of Section 3 to three classes of test problems: 
In 12] more realistic and physically relevant versions of f; and are considered.
3) A related example with given nonsymmetric functions f; and (simulating a double star con guration) to show results without assumptions onto the symmetry of the problem.
These calculations are performed on a SUN{workstation for various kinds of grids, ranging from equidistant orthogonal to more general grids with strong re nements in certain areas (see Figure 1 ). We begin with some results concerning our model problem 1). 
The basic step size for the equidistantly discretized unit square is h = 1=64 , and the number of angles is K = 8 . The parameter is varying in the range 10 ?6 ; 10 6 ] , and for we make the choice 2 f0:5; 10 ?1 ; 10 ?2 ; 10 ?4 g . The coordinate axes show log (x{axis) and the convergence rates (y{axis). First we present the results for the Richardson{iterations with the proposed (block{) preconditioners, starting with the very moderate cases = 0:5 and = 10 ?1 (see Figure 2 ). The su ces 1 and 2 in the gures mean preconditioning with incomplete (1) and full block{diagonal (2) . The number in brackets gives the relaxation parameter if it is di erent from the value 1:0 . All calculations show (almost) no dependence is reached which is useless for small {values. The CG{variants (here the su ces 1 or 2 mean Jacobi-or SOR{preconditioning, and I stands for preconditioning by the integral part) show a better behaviour for ! 1 (see Figure 4 and 5), demonstrating the predicted in uence of the separated eigenvalues. Only for the range 10 ?1 ? 10 3 we get a peak in the convergence rates, but (mostly) much smaller than for the Richardson{schemes. As before, we may get worse results for large if using the SOR{ preconditioning. Also, we see (almost) no K{dependence, only just a little bit for decreasing h resulting in worse results. Again for = 0:5 all methods work very well, only beginning with = 10 ?1 we can see some di erences. The simple CG{method, originally developed for symmetric problems, shows weaker results, like the squared SCG, which stays stable but slows down due to the squared condition number. CGS is much better but the convergence history is not monotone, while Bi-CGSTAB produces perfectly monotone convergence rates. Also visible is the fact that the new (subsequent) preconditioning by the integral part leads to (only) slight improvements. Both variants of block{diagonal preconditioning are about the same, while SOR is better in a midrange of , but can lead to divergence for ! 1 , too .
These facts can be seen much better for the cases = 10 ?2 and = 10 ?4 , when for CG and CGS the combination of the large nonsymmetric part and the bad condition number ( 1= ) seems to lead to divergence. This can be perfectly illustrated by the convergence history for the CGS, where such big jumps for the residual can occur that the method begins to fail. The SCG is still stable but the convergence results are very poor. Only the (new) Bi-CGSTAB, with or without additional integral preconditioning, leads to satisfactory results. The second test example describes in simpli ed form the radiation in a dust cloud, coming from a star and initiated by the source function f (see 12] for more details). We perform our calculations on a unit circle, with grid adaption around the center (this means, around the star). The coarse grid in Figure 1 has been re ned ve times for our calculations, resulting in 74.500 gridpoints. The number of discrete angles is again K = 8 , since the in uence of K on the convergence rates can be neglected. The parameter is varying in the range 10 0 ; 10 2 ] (simulating the di erent frequencies in a real con guration), and C is chosen from f1; 10 2 ; 10 4 g . From the results for problem 1) we can expect convergence rates behaving like C C +1 for the Richardson{methods, while for the used CG{variants, here restricted to CGS, SCG and Bi-CGSTAB, no predictions can be made, since our chosen range is just the critical one of problem 1).
Looking rst to C = 1 (see Figure 6 ), we can see the predicted behaviour for the Richardson{ methods. Here, overrelaxation ( N;K 1:2) leads to slight improvements, and surprisingly, the SOR{iteration shows much better results. All CG{variants, di erent from the squared SCG, lead to excellent rates which are of the same quality. Again much more interesting is the case C = 10 2 , where the Richardson{variants result in very poor rates which can be only slightly improved by SOR. The CGS leads only in conjunction with SOR{preconditioning to convergence, while the SCG is always stable but slow. Only the Bi-CGSTAB{method converges fast, and again the integral preconditioning leads to an additional improvement. Finally we present the results for the really hard case C = 10 4 . Here, the rates for the Richardson{iterations vary around 0:997 , without visible in uence of any relaxation parameter. Also, CGS is fully divergent, while SCG leads now to surprisingly good results. As before, the Bi-CGSTAB demonstrates that this variant is the most stable and fastest one, and again the additional preconditioning by the integral equation part leads to further improvement. Concluding our results referring to this more astrophysical problem we can state that again the CG{variants, and especially the Bi-CGSTAB, are superior to the classical Richardson{schemes and, hence, justify the greater amount of numerical work and storage.
At last, we demonstrate in problem 3) the conclusions found by solving a con guration which is related to problem 2), now with no radial{symmetric functions. Here, we simulate the radiation coming from a double star (coarse grid see Figure 1 ), initiated by the function f with two di erent sources, and di erent behaviour of and around the two stars, but similiar to problem 2). Our proposed coarse grid is re ned ve times, resulting in 46.000 grid points, and the number of discrete ordinates is again K = 8 . The values for vary in the same range as for problem 2), and for C we make the choice C = 10 2 . Then, the convergence rates for the Richardson{schemes are about 0.9, with slight advantages for the SOR, and they are of the same quality as those of the SCG. Again, the Bi-CGSTAB is the winner and con rmes its role as a candidate for a Black Box solver (see Figure 9 ). 
Conclusion
A new solution technique has been introduced for the solution of the radiative transfer equation which is superior to the classical iterative methods, e.g., the approximate {iteration, which is in use by astrophysicists. It consists of preconditioned block{CG{methods andnite element upwind discretizations on unstructured grids. The combination of these novel techniques now allows the solution of physically relevant problems with large absorption and scattering, even on workstations. This approach provides the basis for future simulations of more complex radiative transfer problems, including the full model with 3 spatial and 2 angular variables, and an additional coupling, linear or nonlinear, through the frequencies.
