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ABSTRACT
 
In this research various Perceptron-like algorithms are
 
investigated. The work is divided into three parts. In the
 
first part the Complex Perceptron and the Real Perceptron
 
are compared both in theory and by simulations using the
 
same data. There are no published comparisons of the two
 
algorithms. An equivalence has been found between the two
 
algorithms. A problem that can be solved with one algorithm
 
can also be solved with the other. In the second part of the
 
research, the Complex Perceptron is extended to the Pocket
 
Complex Perceptron algorithm, which can handle non-linearly
 
separable data. This algorithm can be useful when it is
 
desirable to find a solution in complex domain, and the data
 
are not linearly separable. This provides a method to
 
classify a set of data in complex domain. In the third part,
 
it is found that the weight vector in the Least Mean Square
 
(LMS) algorithm, with nominal modifications, converges to
 
Fisher's linear discriminant (FLD). This result is important
 
as it demonstrates the strong link between statistics and
 
neural networks. Also, the classification performance of the
 
LMS algorithm versus classification performance using FLD
 
were compared by means of simulations using various data
 
sets. It was found experimentally that it is more efficient
 
to use FLD in classifying the data than using the LMS
 
algorithm.
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 1.0 INTRODUCTION
 
The first artificial neural network was the Perceptron
 
which was introduced by. Frahk Rosenblatt [i]1-In
 
the Perceptron is. designed to iilustrate, sorne of the
 
fundamental properties of intelligent systems [1], such as
 
incremental learning from examples. It consists of one layer
 
of artificial neurons in which it accepts patterns from the
 
outside world and supplies a result. The "weights" which
 
represent strengths of connections between layers are
 
determined by the "teacher" which modifies the weights
 
until the desired mapping between input and output is
 
achieved. The memory of a net of Perceptrons is distributed,
 
in the sense that any association may make use of a large
 
portion of the cells in the system [3]. The theoretical
 
limitations of Perceptrons were pointed by Minsky and Papert
 
in their famous book 'Perceptrons' [27].
 
The Perceptron Learning Rule is of centra1 importance
 
for supervised learning^ in neural networks since most
 
neural networks developed later include the Perceptron
 
learning in one form or the other.
 
The real Perceptron introduced by Rosenblatt [1] has
 
three types of units: sensory units, association units, and
 
response units. The sensory units sense the input stimuli
 
^ Supervised learning rewards accurate classifications
 
and punishes those which yield inaccurate responses by the
 
use of an updating function.
 
and convey the information to the neural net. The
 
association units check for the correctness of the output
 
and conveys the information to the response unit, which in
 
turn produces the output. The connections from the sensory
 
units to the association units have fixed weights, and the
 
connections from the association units to the response units
 
have variable weights [11]. The,Perceptron classifies the
 
set of externally applied stimuli (inputs) x^, Xj, ..., Xp
 
into two classes, Ci or C2. These classes are said to be
 
linearly separable if they lie on the opposite sides of a
 
hyperplane and non-separable if they do not lie on the
 
opposite sides of a hyberplane.
 
Two classes Ci and Cj.are said to be linearly
 
separable, if there exists a weight vector W such that
 
W^X > 0 if: X 6 (1)
 
< 0 if X 6 C2 (2)
 
where is the transpose of the column weight vector W and
 
X is the column input vector.
 
The Perceptron finds a weight vector W by using an
 
updating formula such that equations (1) and (2) are
 
satisfied, given the subsets of training vectors and X2
 
are linearly separable. The Perceptron updating formula is
 
as follows :
 
 N(k+1) = W{k) + a.£j^X{k) (3)
 
= • (4)
 
Where W is the weight vector; a is the learning rate which
 
is a small real positive value; is the error associated
 
with the input vector X(k); is the desired output and o^
 
is the actual output; and X is the input vector. The weight
 
vector W, the learning rate a, the error s, and the input
 
vector X are all real-valued; and k can be regarded as
 
discrete time step.
 
Neural networks when operating in the complex domain in
 
which inputs, weights, activation functions, and outputs are
 
complex valued have certain advantages [7]. Extensive
 
discussion of neural networks in complex domain can be found
 
in reference [6]. Such networks are useful due to the fact
 
that most often signal and image processing applications are
 
expressed in the complex domain. These networks are also
 
studied because of their potential for wide applicability.
 
The Complex Perceptrori was introduced by G. Georgiou
 
[4]. In paper [4] Georgiou generalized Rosenblatt's
 
Perceptron Theorem in two aspects: Firstly, to the Multi
 
valued Perceptron, where the output can take more than two
 
discrete values, and seicondly, to the Continuous Perceptron,
 
where the output takes continuous values. In both cases all
 
quantities involved are complex-valued. The output of the
 
Continuous and Multi-valued Perceptrons falls on the unit
 
circle in the complex plane [4].
 
The Complex Perceptron is an extension of real
 
Perceptron in which inputs, weights, and activation
 
functions are complex-valued [3].
 
The weights of the Complex Perceptron are complex-

valued, and so are the inputs. The output values of a Multi
 
valued Complex Perceptron, are taken from the set {cT'^|a''=
 
gi2irk/q _ 0,1,2,. . . ,(q-1), where q is greater than or
 
equal to 2 }. The output belongs to the set of q roots of
 
unity, which are evenly distributed over the unit circle on
 
Complex plane [4].
 
The Complex Perceptron Theorem states:
 
"Starting from a random initialization of the
 
weight vector W(l), each input pattern Xi is
 
repeatedly presented at finite time intervals to
 
the Complex Perceptron. At step.k of the
 
algorithm, the weight vector is modified according
 
to the rule: .
 
N{k+1) = W{k) + asjX{k) (5)
 
Where,
 
Xik)
 
is the conjugate of the input vector X at time k, a
 
is a real positive constant, and the
 
error associated with X(k) [4]."
 
There are no comparisons of the Real and Complex Perceptron
 
algorithms in the literature.
 
Two classes are said to be non-linearly separable if
 
the input patterns do not lie on the opposite sides of a
 
hyperplane. If the two classes are non-linearly separable,
 
then the Perceptron algorithm does not converge, i.e., not
 
only -it cannot find a solution, but it can also go; to a
 
worst set of weights in one or more number of iterations.
 
The Real Pocket algorithm was developed to handle non­
linearly separable problems [10]. It is of theoretical and
 
practical interest to extend the Complex Perceptron
 
algorithm to the Pocket Complex Perceptron algorithm so that
 
non-linearly separable classes can be handled.
 
The LMS algorithm also known as delta rule or the
 
Widrow-Hoff rule (Widrow and Hoff, 1960) operates- on single
 
linear neuron model in a way similar to Perceptron
 
algorithm. Widrow and Hoff originally formulated LMS
 
algorithm for use in adaptive switching circuits [5]. The
 
LMS algorithm is performed on a machine called Adaline whose
 
development was inspired by Rosenblatt's Perceptron.
 
Discriminant analysis is a technique used by
 
researchers to study -thedifferences between -two or more
 
groups of objects. This technique has been successfully used
 
in personnel placement testing, roll call analyses of
 
legislatures, psychological testing of children, the effects
 
of medical treatments, economic differences between
 
geographic regions, predicting voting behavior and many
 
more. This technique also helps, in analyzing the differences
 
between the groups and provides means to classify any case
 
into the group which it most closely resembles [14].
 
Fisher developed FLD method in 1936 [20], which is a
 
well known technique in statistics [14] and is used in
 
Discriminant Analysis. The formula for FLD is as follows:
 
* (x^ - Y^)
 
where 'W is the direction along which the projection of the
 
data belonging to the two classes (Ci and C2) that are
 
maximally separated according to the separating criterion,
 
where, X is assigned to class Ci if d > 0 and to class C2
 
otherwise, is the transpose of the input vector X, S"^ is
 
the inverse of the covariance matrix S, and
 
and X^ ,
 
are the sample mean vectors.
 
This research shows that the LMS algorithm with nominal
 
modification computes the well known FLD. Also, the LMS
 
algorithm was implemented and compared with FLD in terms of
 
the number of misclassifications of the input data.
 
Chapter 2 explains the methodology followed in
 
accomplishing the desired objectives of this research.
 
Chapter 3 explains the results obtained in extending
 
the Real Perceptron to Complex Perceptron in both of which
 
can handle linearly separable data.' Inputs and outputs of
 
Real and Complex Perceptron are real and complex valued.
 
respectively. Comparison results between Real and Complex
 
Perceptron are presented. Also, a theorem is presented, to
 
show that data are linearly separable in the real domain if
 
and only if they are linearly separable in the complex
 
domain.
 
Chapter 4 presents the results of extending the Complex
 
Perceptron to the Pocket Complex algorithm, which can handle
 
non-linearly separable data as opposed to Complex
 
Perceptron. Inputs and outputs of Pocket Real and complex
 
algorithms are real and Complex valued, respectively.
 
Comparison results between Pocket real and Complex
 
algorithms are also presented.
 
Chapter 5 discusses the LMS algorithm and FLD. Also,
 
this chapter presents a theorem that proves FLD can be
 
computed by making nominal modifications to LMS algorithm
 
[26]. Comparison of results of LMS and FLD are also
 
presented.
 
Conclusions of the present research are explained in
 
Chapter 6.
 
2.0 METHODOLOGY
 
The present research was divided into three parts. In
 
the first part, a cQmparison of Complex and the Real
 
Perceptron was performed. Complex and Real Perceptron
 
algorithms can handle only linearly separable data. Complex
 
Perceptron is extended to Pocket Complex Perceptron, which
 
can handle non-linearly separable data. In the last part of
 
the present research, it is proved that the LMS algorithm
 
with nominal modifications converges to FLD in statistics.
 
Also, LMS algorithm is compared to FLD in terms of
 
classification performance.
 
Comparison of the Complex Perceptron versus the Real
 
Perceptron is achieved by using the following steps:
 
1. 	 Implementation of the Complex and Real Perceptron
 
algorithms by using complex and real data.
 
2. 	 Execution of the algorithm for real data and recording
 
convergence time in number of iterations. Also,
 
recording the Central processing Unit (CPU) time of the
 
algorithm.
 
3. 	 Transformation of the real data to complex data using
 
the transformation g(Rl, R2) = R1 + i R2 where R1 and
 
R2 are the components of the real input vector.
 
4. 	 Execution of the Complex Perceptron algorithm for the
 
new complex data and recording of the Convergence time
 
in terms of number of iterations and the CPU time.
 
5. 	 Comparison of the convergence time in number of
 
iterations for complex and real cases.
 
6. 	 Execution while varying the learning rate (i.e.,'a' in
 
the equation 1.1) and comparison of the convergence
 
time in number of iterations (real and/or complex data)
 
and CPU time.
 
7. 	 Interpretation of the results by comparing the number
 
of iterations taken to converge using both algorithms.
 
The investigation of Pocket Complex Perceptron is done
 
with the following steps:
 
1. 	 Development of the Pocket Complex Perceptron by
 
extending the Pocket Real Perceptron to the complex
 
domain.
 
2. 	 Implementation of the Pocket Complex Perceptron by
 
using the complex data.
 
3. 	 Comparison of the Pocket Real algorithm to Pocket
 
Complex algorithm by plotting the graphs.
 
The investigation of LMS and FLD is done with the
 
following steps:
 
1. 	 Proof that shows that the LMS algorithm with nominal
 
modifications computes the well known FLD.
 
2. 	 Implementation of the LMS algorithm with the real data
 
and comparing it with FLD by counting the number of
 
misclassifications in the input data.
 
The above mentioned steps are further explained in what
 
follows:
 
Programs were written in the C++ language to implement
 
the Complex Perceptron. The initialization of the weight
 
vector W was performed randomly. The program was executed
 
using,real data as input by making the imaginary part of the
 
input as zero. Elapsed time of convergence in number of
 
iterations was then recorded. Convergence is said to be
 
reached if the weight vector W approaches to Wq , when the
 
data are separated. Wq is the weight vector that can
 
maximally separate a linearly separable data set.
 
Transformation of the real data to the complex data was
 
performed by using the transformation for each component of
 
the reai vector g(Rl,R2) = R1 + i R2, where R1 and R2 are
 
components of a real input vector. Then, the program was
 
executed using the complex data as input. Furthermore, the
 
time of convergence in terms of the number of iterations pf
 
complex and real data were compared. Also, the learning rate
 
was varied by initializing 'a' the learning rate, to a
 
small real positive constant between 0 and 1 e.g.,(0.1,0.2,
 
0.3...) and the number of iterations until convergence was
 
recorded.
 
The next step of the present research involved
 
developing the Pocket Complex Perceptron. The Pocket
 
algorithm exists for the Real Perceptron but does not exist
 
for the Complex one. The algorithm was executed on various
 
complex data sets and the results are discussed in the
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results section of Pocket Complex Perceptron chapter.
 
The final stage of the present research involved the
 
experimental support of a proof that shows the LMS
 
algorithm, with nominal modifications, causes the weight
 
vector to converge to FLD. This result is important as it
 
further demonstrates the link between statistics and neural
 
networks, since two fundamental techniques in their
 
respective areas are shown to be, in a way, equivalent.
 
Furthermore, the implementation and comparison of LMS
 
algorithm with FLD is performed. The results are explained
 
in the results section of Least Mean Square algorithm and
 
Fisher's Linear Discriminant chapter.
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3.0 COMPLEX PERCEPTRON
 
The Perceptron was first introduced by Rosenblatt [1].
 
The Perceptron is a neuron-like element which is a trainable
 
machine capable of learning to classify certain patterns by
 
its modifying connections, strengths [1]. The figure of an
 
architectural graph of a Perceptron used in this research is
 
shown in Figure 1. Based on the idea of Perceptron learning,
 
researchers laid groundwork for the basic machine learning
 
algorithms. Perceptron learning is based on the difference
 
between the actual and the desired output [12], which is
 
called error. Perceptron learning is a supervised learning,
 
which rewards accurate classifications and punishes those
 
which yield inaccurate responses by using an updating
 
function.
 
The error signal in Perceptron learning is given by the
 
following equation:
 
r 4 d - o ,.
 
where o = sgn(W^ X), d is the desired response, and sgn is
 
the activation function, w'^ is the transpose of weight
 
vector, and X is the input vector for time n. Weight
 
adjustments are done according to
 
AW = a[d - sgn(W^X]X
 
12
 
Wi
 
W2
 
OUT
 
Wn
 
Wn
 
Xn+1 = 1
 
X = (Xl, X2/X3, Xn, Xn+l)
 
W = (Wl, W2, W3, Wn, Wn+1)
 
OUT = sgn(W X)
 
Figure 1 Figure of Architecture of a Perceptron
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 where a is the learning rate, W the weight vector, X
 
input vector, and sgn the activation function are defined as
 
follows:
 
...
 
A ^2 ...
 
sgn(W^X) = +1, if sgn(W'^X) > 0
 
and
 
sgn(W^X) = -1, if sgn{W'^X) < 0
 
These equations are applicable for the bipolar binary
 
case. The bipolar binary function is defined as follows:
 
finet) A sgninet) = ^ q
 
The word 'bipolar' means, both 1 and -1 responses of
 
the neuron as opposed to 'unipolar' in which the responses
 
of the neuron are 0 and 1.; The weight adjustment factor v
 
(Aw) becomes zero, when the desired and actual outputs are
 
equal.
 
Complex Perceptron was first introduced in 'The Multi
 
valued and Continuous Perceptrons' by Georgiou [4]. The
 
Complex Perceptron is an extension of real Perceptron in
 
14
 
 which weights, inputs, and actiyation functions are complex
 
valued.
 
The Real Perceptron equations with nominal changes also
 
hold for Complex Perceptron. The changes are as shown below:
 
Al¥(n) = c[d(n) - Re{W'^{n)X{n))]X{n)
 
AW(n) = c[din)-Re{w'^{n)X{n))]X{n)
 
where,
 
X{n)
 
is the complex conjugate of X at time n and Re(W^(n)X(n)) is
 
the real part of (W^(n)X(n)), where
 
Re{N (n)X{n)) = +1, when Re(!¥ ^(n)X(n)) > 0
 
Re(iV ^(n)X(n)) = -1, when Re(W (^n)X(n)} < 0
 
Definition 1: In the real domain, two sets of data are said
 
to be linearly if,
 
W^X > 0 if X belongs to class 1
 
w'^X < 0 if X belongs to class 2
 
• 15 ■■ 
 where is the transpose of the weight vector and X is the
 
input vector.
 
Definition 2: In the complex domain two sets of data are
 
said to be linearly separable if there exists a complex>^^^^r^^ ^^. ;
 
vector W such that
 
Re(w'^X) > 0 if X belongs to class 1
 
Re(W^X) < 0 if X belongs to class 2
 
where Re(W^X) is the real part of the complex value (W^X),
 
is the transpose of the weight vector and X is the input
 
vector.
 
Real data can be converted to the complex data by using
 
the transformation g(Rl,R2) = R1 + i R2 where R1 and R2 are
 
consecutive components of the real input vector, R1 having
 
odd numbered index. In other words if the input is
 
dimensional in real domain it becomes n/2 dimensional in
 
complex domain. Similarly, complex data can be converted to
 
real data by splitting the complex number (Rl, R2) to real
 
numbers Rl and R2. The n dimensional data in cpmiplex domain
 
becomes 2n-dimensional data in the real domain.
 
The following theorem is valid for two real to complex
 
transformations as discussed in the proof.
 
Theorem: Data are linearly separable in the real domain if
 
and only if they are linearly separable in the complex
 
domain.
 
Proof:
 
( => ) Suppose the input data are linearly separable in the
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real domain and the data belongs to classes C1 or C2 .
 
Then, there exists ; W,siuch.that ,
 
X > 0 if X,belongs to .class Cl and
 
#.X <,0. if X belpngs to class C2
 
where is the .transpose matrix of the weight vector W =
 
(w;, w., W3, w,;, . . , W;,)' and X is the input vector (x-, x^,
 
X3, X,;,.., X.)' in the real domain.
 
(i) Transform X from the real domain to the complex domain
 
in the following way: (x;, x,, x^, x., .., x..) in the real
 
domain becomes
 
((Xi ,0),.(X2 , 0), (X3, 0), (x,.j, 0), . . , (Xn, 0)).
 
Let Z (zj, Zj, Z3, z,;,. . , z„) be the weights in the complex
 
domain. ^
 
By picking Zi = WiR,. it is clear that
 
Re(z-,x,+Z2X-.+Z3X3+Z4X/.,..,ZpX.J > 0 if X belongs to cl and. T: = '
 
Re(Z3X1+Z2X2+Z3X3+Z4X4,,. . ,z..,Xr,) < 0 if X belongs to c2
 
Thus if a data set is linearly separable real domain it is
 
trivially separable in the complex domain.
 
(ii) Now consider the transformation of real vector X to
 
complex vector Y in the following fashion; where subscript R
 
and I denote real and imaginary parts.
 
Suppose X belongs to class Cl.
 
. T. •• • ■. 'i ; , ■ ■ ' i; V, 
^■X2, ■->. yiii\,; . . . .;y: yi' .' T- ^y. ;­ -
X3 -> y2R . .y '■ ■ ■■ ■■ ■ ■ y'y.; 
V ' ■.T■ ■■yiii'-:T7 ■ 1.- . i" 'V 'y..' ' • . y 
 X4: -> Y21
 
^ n-i ^ ynR : '
 
To prove that the data in the complex domain are also
 
linearly separable with this transformation, we must find
 
such that:
 
Re(Ziyi+Z2y2+Z3y3+Z4y4,,.,Znyn) > 0 if Y belongs to class cl and
 
Re(Ziyi+Z2y2+Z3y3+Z4y4,. .,Znyn) < 0 if Y belongs to class c2.
 
Choose ZiR = w,
 
Zii = -W2­
. .. . Z2R. = W3
 
-Znl = .-Wn . . .■ . . ■ ■'V/; . ^ 1V-, -v' ^ v' . ■ / • 
.=> ZirXi Z11X2 ,+ Z2RX3 - Z21X4 + . . + ZnRXn.i 
. ■ , -Z,,iX„ > . 0.- • 
=> ZirYir ~ + Z2Ry2R - Z2iy2i + • • + Z;,Ry,iR 
■ ;-ZniynL. > 0 ■ . 
=> Re(ziyi+Z2y2+Z3y3+Z4y4, . . ;zny„) > 0 • 
Also, if X belongs to C2, it was concluded tha,t 
Re (Ziyi+Z2y2+Z3y3+Z4y4, . . , Znyn) < 0. Thus, Z was found as 
required;. 
  
( <= )
 
Suppose the input data are linearly separable in the complex
 
domain and the data belongs to class C1 or C2 .
 
Then, there exists W such that
 
Re(W^ X) > 0 if X belongs to class C1 and
 
Re(W^ X) < 0 if X belongs to class C2
 
Let the weight vector be ((wir,Wii),( W2r,W2i), (w3r,W3i),(
 
W4R/W41),.., (WpR ,Wni)) and X be the input vector
 
( / (X2r,X2i), (X3R,X3j;),( X4r,X4i),.., X^i) ) .
 
Transform
 
^IR ~> Yl
 
Xii -> 72
 
X2R -> 73
 
X21 ->74
 
XinR -> 72n-l
 
Xnl -> 72n
 
To prove that the data in the real domain are also linearly
 
separable with this transformation, we must find such
 
that
 
Zi7i+Z2y2+Z373+Z474,. . ,ZnYn > 0 if Y belongs to class cl and
 
Ziyi+Z2y2+Z3y3+Z4y4,..,z^yn < 0 if Y belongs to class c2
 
Suppose X belongs to class cl
 
Choose Choose z^ = w^r
 
Z2 = -W4J
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 ^3 - ^2R
 
Z. = -w
21
 
. Zn-i ^nR
 
Zn = -Wni
 
=>
 
ZiXiR +Z2X11 + Z3X2R,+Z4X2i + .. + Z^.^X^r
 
+ZnXnl > 0
 
=>
 
Ziyi+Z2y2+Z3y3+Z4y4,..,ZnYn > 0
 
The Complex Perceptron algorithm appears in Table 1
 
20
 
 Table 1. Summary of Complex Perceptron Algorithm.
 
Step 1 : Initialize Weight vector W to small random values
 
Step 2 : While (( # iterations < Iteration_max) and
 
(Change = YES)) .
 
net(n) = N (^n)X(n)
 
If (d(n) = d(n)) then
 
e(n)-d{n)-o(n)
 
, . ,+lif Re{net{n)) > 0
 
= '-1 IfRelnetin)} < 0
 
Change = NO
 
Else
 
Change = YES
 
W{n+1)=W{n)+r|e(n)X{n)
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In order to evaluate the Complex Perceptron algorithm
 
linearly separable data were obtained from arGhives in the
 
University of California, Irvine. All data obtained had
 
more than'3 dimensions■visualization of which is hard. To be 
able to easily visualize the data, two-dimensional two-class 
data were randomly generated, and also used. 
The linearly separable data for the Real and Complex 
Perceptron algorithms was obtained using the following 
formulas: 
= X cos e - y sin e + X 
Y^\= X cos e + y sin e + 
Where and are the generated x and y coordinates of a 
data point. x and y are randomly generated numbers in a 
small range. X,, and are the x and y coordinates of the 
point along which the angle 0 passes. 0 is the angle at 
which the data are linearly separable. The 2-D graphs for 
the generated data are shown in Graph 1. 
The effectiveness of the Complex Perceptron can be 
enhanced by adding, as in the case of the real Perceptron, 
an extra component w^+i to the weight vector W. This w^+i is , 
also referred to as threshold and in this case each input 
vector X is appended with a number 1, which is the input of 
threshold. 
22 
,3/1 : Resiilts;
 
Implementation of the Complex Perceptron algorithm was
 
performed by writing programs in the C++ language. The
 
initializatipn of the weight veGtor W was performed
 
randomly. The program was executed by using real data as
 
input and the elapsed time for convergence was recorded. ,
 
Transformation of the real data to the complex data was done
 
using the transformation g(Rl,R2) = R1 + i R2 where R1 and
 
R2 are consecutive components of a real input vector. The
 
program was executed using the complex data as input. The
 
time of convergence in number of iterations for complex data
 
was compared to the time of convergence in number of
 
iterations for the real data. The learning rate was varied
 
by choosing 'a' to be a small real positive constant
 
between 0 and 1 e.g.,(0.1,0.2, 0.3...). The number of
 
iterations taken until convergence was recorded.
 
The Complex Perceptron algorithm was executed on
 
various data sets which include the Iris data [24], Glass
 
data [25], and randomly generated data. Iris data
 
represents the three classes of an Iris plant [24]. Classes
 
one and two which are linearly separable were used in this
 
research. Glass data represents the type of glass i.e., .
 
whether the glass is 'float' processed or not. In this
 
research float processed building windows and non-float
 
processed building windows data was used. The reason for
 
executing the algorithm on randomly generated data was to
 
check visually how the algorithm separates very closely
 
connected data.
 
The Complex Perceptron algorithm was executed both on
 
real and complex data. Real data are complex data with the
 
imaginary part being zero and both real and imaginary parts
 
were real numbers in the complex data. A comparison of the :
 
Real and Complex perceptron was performed using the number
 
of iterations and the CPU time each data set reguired to
 
converge to a separating weight vector. CPU time was
 
calculated using the 'timex' command, and by doing so, the
 
'user' times were compared. 'timex' is a command used to
 
find how much time has elapsed from the start of execution
 
to the end of the execution of a program. The "user' time
 
gives the total CPU time that is allocated to the program.
 
The initialization of the weight vector was performed
 
randomly by providing a seed to a random number generator.
 
In order to regenerate the same run, if needed, the seed
 
was saved. The algorithm was run with various learning rates
 
between 0.1 and 0.9. CPU time and the total number of
 
iterations to convergence, were recorded. A number of runs
 
were performed on each data set by changing the random seed.
 
The results are presented in Tables 2, 3 and 4. The
 
resulting weight vector separates the data into two regions
 
where data in one region belongs to class 1 and the data in
 
the other to class 2. Graphs that show the data and obtained
 
results are presented in Graphs 1 and 2.
 
From Tables 2, 3, and 4 it can be seen that the
 
performance of Real and Complex Perceptron algorithms is
 
comparable. There is no obvious difference in the
 
performance of the Real Perceptron versus Complex
 
Perceptron.
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Table 2.:G6mparison ofReal and Gomplex Pereeptron Using Iris Data.
 
SEED LEARNING #OF GPU #OF GPU 
RATE ITERATIONS TIME ITERATIONS TIME 
IN REAL IN GOMPLEX 
PERGEPTRON PERGEPTRON 
0.1 7 0.12 5 0.08 
0:2 7 0.12 7 Ovll 
0:3 6 0.10 3 0.05 
0.4 6 0.10 5 0.08 
0.5 5 0.09 5 0.08 
0.6 5 0.09 5 0.08 
0.7 5, 0.09 5 0.08 
0.8 5 0.09 8 Ovl2 
0.9 5 0.09 8 0,12 
2 0.1 9 0.16 6 0.09 
2 0.2 6 0.10 4 0.06 
2; 0:3 6 0.10 4 0.06' 
2; 0:4: 5 0.09 4 0.06 
2 0.5 ^5; 0.09 4 0.06 
0.6 0.09 4 0.06 
;2' 0.7 '5: 0.09 4 0.66 
2: 0.8 0.12 4 0.06 
2; 0.9 7 0:12 4 0.06 
3: 0.1 4 0.07 .5 0.08 
3 0.2: 8 0.14 7 0.11 
3' 0.3 6: 0:10 T 0.05 
3 0.4 6 0.10 5 0.08 
3 0.5 3 0.05 5 0.08 
3 0.6 5 0.09 5' 0.08 
3 0.7 5 0.09 5 0.08 
3 0.8 5 0.09 8 0.12 
3 0.9 5 0.09 8 0.12 
4 0.1 5 0.09 8 0.12 
4 0.2 6 0.10 4 0.06 
4 0.3 3 0.05 4 0.06 
4 0.4 5 0.09 4 0.06 
4 0.5 5 0.09 4 0.06 
4 0.6 5 0.09 4 0.06 
4 0.7 6 0.10 4 0.06 
27
 
4 0.8 8 0.14 4 0.06 
4 0.9 8 0.14 4 0.06 
5 0.1 4 0.07 7 0.11 
5 0.2 8 0.14 6 0.09 
5 0.3 6 0.10 5 0,08 
5 0.4 6 0.10 5 0.08 
5 0.5 3 0.05 5, 0.08 
5 0.6 5 0.09 8 0.12 
5 0.7 5 0.09 7 0.11 
5 0.8 5 0.09 5 0.08 
5 0.9 5 0.09 5 0.08 
6 0.1 7 0.12 7 0.11 
6 0.2 6 0.10 6 0.09 
6 0.3 5 0.09 4 0.06 
6 0.4 5 0.09 4 0.06 
6 0.5 8 0.14 4 0.06 
6 0.6 8 0.14 4 0.06 
6 0.7 8 0.14 4 0.06 
6 0.8 5 0.09 4 0.06 
6 0.9 5 0.09 4 0.06 
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Table 3.
Comparison
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Table 4.
 
SEED LEARNING #OF CPU :'#0P v ;;:, CPU
 
RATE ITERATIONS TIME ITERATIONS TIME 
IN REAL IN COMPLEX 
PERGEPTRON? PERCEPTRON 
0.1 463 11.27 436 10.91 
0.2 469 11.41 457 1L44 
0.3 ?424 10.31 436 10:92 
0.4 434 10.49 :0.32 
0.5 427 10,39 472:; 11:82 
0.6 458 11.14 432 10.82 
on 474 11.54 430 10.77 
0.8 425 10,35 428 10.72 
0.9 426 10.37 446 :1L19 
2 0.1 432 10.52 428 10.72 
2 0.2 419 10.19 442 11.07 
2 0.3: 477 11.61 430 10.77 
2 0.4 ;472 11.48 46 I.15 
2. ■0:5 439 10,69 476 11:92 
2 0.6­ 484 11.78 426 II.93 
Q.7 427 10.39 436 10:92 
1. 0.8 ::433 10.53 Ti 0.27 
2 0.9 445 10.83 443 11.10 
. 3: 0.1 450 10.95 423: 10.59 
3 0.2 437 10.64 448 11.22 
■i 0.3 404 11.29 438 10.97 
■3': 0.4 448 10.91 464 11.62 
,3 0.5 437 10.65: 485 12.15 
3 0.6 431 10.49 435:^ 10.89 
■ ■3' 0.7 446 10.85 :425 10.64 
3; 0.8 461 11.22 427 10.69 
3: 0.9 44 1.07 431 10.79 
4 0.1 48 I.17 443 11.09 
4­ 0.2: 435 10.58 442 11.07 
4 0.3 452 II.00 433 10.84 
4 0.4 431 10.49 442 11.06 
4 0.5 441 10.73 492 12.36 
4 0.6 445 10.83 425 10.64 
4: 0.7 52 1,26 435 10.90 
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4.0 POCKET PERCEPTRON ALGORITHM
 
The Pocket Perceptron algorithm is a.modification of ,
 
the Perceptron leiarnihg algorithm. This algdrithm makes
 
Perceptron learning well-behaved with non-separable training
 
data." It was first introduced by Gallant [10] Perceptron
 
learnxng is not well-behaved for ndn-separable data. While
 
running on the non-separable data, it passes through sets of
 
weights, perhaps even the optimal, but it does not converge
 
to any set of weights. Moreover, the Perceptron algorithm
 
can go from optimal set of weights to a worst possible set
 
of weights in one iteration if non-separable data are used.
 
The Pocket algorithm becomes well-behaved by the 
presence of positive feedback. The basic idea of the Pocket 
algorithm is to run the Perceptron learning algorithm while 
keeping an extra set of weights 'in your pocket' [13]. ; " 
Perceptron weights replace the Pocket weights whenever the 
Perceptron weights have a■better number of correct 
classification of the training data. This algorithm stops 
when the data are completely classified or when the maximum 
number of iterations are reached. The inputs, weights, and 
outputs of the regular Pocket algorithm are real values. 
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The Pocket Complex algorithm developed in this research
 
has complex-valued inputs, weights, and outputs.
 
The Pocket complex algorithm is explained in a step wise
 
fashion in Table 5.
 
To execute the Pocket Complex algorithm non-linearly 1
 
separable input data was generated. This data are generated
 
using the following formula:
 
X C [0,r]
 
V .l':' e 6 [0,211] ;V;. V; '
 
where r is any positive real number.
 
Then (Ip, ly) are the coordinates of a randomly generated
 
point where,
 
^ ■ ■ - C I ;< cos e ^ v., 
■ ' ' P P : 
; , ■ ■ - I- X sin e ' 1 .^1- ' " , 
.i; ■ . ■ ?:'■ ,1: :;l: .• ':■ ■t^■­
where Cp and Cy are the (fixed) coordinates of the center of 
circle, where X and 0 are randomly generated real numbers in 
a fixed range. Different sets of data were generated by 
changing Cp, Cy, X, and 0. By using the formulas of 1,, and ly 
the points within the two overlapping circles were 
generated. The data, thus generated are a non-linearly 
separable data. 
The effectiveness of the neuron was enhanced by adding 
34 : 
an extra component to the weight vector W. This is
 
referred to as threshold, and in this case, each input
 
vector X was appended with a number 1, which is the input
 
for the threshold. The difference between the generated data
 
for this algorithm, as opposed to the Complex Perceptron
 
data, is that the Pocket Complex data were non-linearly
 
separable, whenever Complex Perceptron data were linearly
 
separable. ;
 
The Pocket algorithm exists for the Real Perceptron but
 
not for the Complex one. Thus, the Pocket algorithm was
 
extended to the complex case. The algorithm was executed on
 
various real data and complex generated data sets.
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Table 5. ; Pocket Complex Algorithra
 
step 1: Set num_ok_p = 0, num_ok_w = 0, W, to the 0
 
vector
 
Step 2: 	While (( # iterations < iteration_max) and
 
num_ok_p != total # of training examples))
 
Select a . trairiing example, e'^; with^ corresponding
 
classification c"".
 
Ste.p 3: If W'd classifies e"", i.e., v;.;) ; d
 
if ( RelW.E*") > 0 and C"" = +1) or
 
c'' = -1)
 
Then:
 
. . TfIthe current ■ riin of correct,;GlassifiGa:tions 
, :(nutn__ok_w) i the run of .correct : 1
 
: the weight : . ;
 
.Ivector in;hhd pocket , iI'V 1:.^;;
 
^pocket ^ ^ 
 
1'Elsb':'' '.1.. . 1' 	 ■ '.v^ 
W =: w +.Cj'E^.
 
step 4: 	Go to step 2.
 
3,6
 
4.1 'Results- '
 
The Pocket algorithm was executed on raa.nY generated
 
data sets, both real and complex. The output of the
 
algorithm was a set of pocket weights which optimally
 
separated the non-linearly separable data. Also, the
 
percentage(%) of correctly classified input vectors and the
 
number of epochs at every iteration were recorded. Plots of
 
the generated data sets are presented in Graphs 3, 4, 5, 6,
 
7. Graphs 3.1, 4.1, 5.1, 6.1, and 7.1 present the plots of
 
the number of the percentage(%) of correctly classified
 
versus epochs input vectors when executed using the real
 
data. Similarly, Graphs 3.2, 4.2, 5.2, 6.2, and 7.2 present
 
the plots.of the number of the percentage(%) correctly
 
classified versus epochs input vectors when executed using
 
the complex data. The optimal set of Pocket weights was
 
obtained when the percentage(%) number of correct
 
classifications stabilizes. In other words there was no
 
increase in the correct classifications after that point.
 
From the Graphs 3 through 7, it is inferred that the
 
performance of Pocket Real and Pocket Complex algorithms is
 
comparable. This result was expected, since the two
 
Perceptron algorithms were found to be equivalent in a way,
 
in the previous chapter.
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5.0 LEAST MEAN SQUARE ALGORITHM AND FISHER'S LINEAR
 
DISCRIMINANT'
 
5.1 Least: Mean Square Algorithm 
The Least.. Mean ^ Square (LMS) algorithm; aiso kn , 
delta rule, or, as Widrow—Hoff rule/ was devd^^ in 1960 by 
Bernard Widrow and MarGianHoff [5]. The LMS algorithm 
operates with a single : neurbn [11].: It was. originally 
developed for use in adaptive switching circuits [10]. 
.Adaline is the machine on which the LMS algorithm was first 
performed. The LMS. algorithm is used in many applicatiohs, 
including adaptive equalization of telephone, channels for 1 
high speed,data . transmission.,;adaptive ■antenhaS fbr the . . 
suppression of. interferihg. signals .brigihati.ng from ;unknown 
directdons etc. 111]. .1;, . ' - .v 
. T algorithm.■is' based. on t.h use of; instantaneous . 
estimates of the. auto correlation, function and the crp.ss.- . . 
■cdrrel.ation 	function. [11] . In . this algorithm the weight^^ ^^ ^ ^ '\i ! 
vector at step: n, wqh) > consists of the weights Wi(n) ', ; 
Wj ,, .. . V Wp (ri) are, ■ i^ to .. small, random, 
values. - ■This weight^ vv W (n) ^follows, a precisely defined . 
traj,..ect6ry . that ::terminates .eve.nt.u on. an .optiiaal. soltition 
.Wq (n) > The . LMS: algdrithm: is. explained in Table. 6. The , 
learhing-rate .parameter ri is; a small i.eal value that was. 
properly selected. 	 . . 
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Table 6. Summary of LMS Algorithm
 
Step 1 ; Initialize Weight vector W to some small random
 
value
 
Step 2 : While (( # iterations < Iteration_max) and
 
(Change = YES))
 
net(n) = W{n)X{n)
 
e{n) - d{n) - net(n)
 
N{n+1) ^ W{n) + rie(n)X(n)
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The LMS algorithm minimizes the mean square error
 
J(W):
 
J(W) = E{e^)
 
where e = d - y, d is the desired output for input
 
vector X, y = is the actual output of the neuron, and
 
E{) is the statistical expectation operator. The LMS
 
algorithm updates the weight vector, using the following
 
formula:
 
AiV = rieX.
 
where T] is the learning rate which is a small positive
 
constant. The effectiveness of the algorithm can be enhanced
 
by adding an extra component w^+i to the weight vector W,
 
which is referred to as threshold; and in this case each
 
input vector X is appended with a number 1, which is the
 
input of the threshold.
 
The LMS algorithm was executed on the generated data
 
using the same formulas used in the Pocket algorithm. The
 
outputs in the LMS algorithm were a set of optimal weights.
 
This optimal weights were obtained only after the error was
 
minimized. The plots of the error minimization as the number
 
of epochs increases are presented in Graphs 8.1 through
 
8.10. The plots were obtained by using the same data as
 
presented in Graph 8 and by changing the learning rate a and
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the random seed. The data set presented in the Graph 8 is
 
non-linearly separable.
 
From Graphs 8.1 through 8.10, it was inferred that the
 
error is minimized using the LMS algorithm. It can be
 
clearly inferred from,these graphs that as the number of
 
epochs increases, the error decreases and finally stabilizes
 
at a point after which, there was no decrease in the error
 
even though the number of epochs increased.
 
5.2 Fisher's Linear Discriminant
 
The Fisher's Linear Discriminant (FLO) was devised in
 
1936 [20] to discriminate among two classes (ooi and ©2) of
 
data. It finds a direction = (w^, W2, ... w^), which is
 
called FLO. The superscript 'T' is the transpose.
 
FLD maximizes this measure of separation of the two
 
classes:
 
W'X, ­
p — ± £
 
\/w'^SW
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where S is common covariance matrix which is estimated by
 
using this formula :
 
S = {(X (X - (X - 3^)(X - ).
 
Here, X is the input vector and
 
and
 
are the mean vectors of input classes (cOi and coj)
 
It can be shown that the vector
 
W ~s-^(x[ - Y^) .
 
is the vector that maximizes P. The symbol stands for
 
"proportional". W define a direction as opposed to a unique
 
vector. Computation of FLD depends on the statistical
 
quantities of class means and the common variance of the two
 
classes.
 
Let input correlation matrix is denoted by C, which
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is estimated using the following formula:; 
C= E[X . ^  ^ ■ i (1) 
where, n is the total number of input vectors. The number of
 
vectors belonging to class Oi is n, and those belonging:to ©2
 
is n2, and thus n = n, + Uj.. Also, let be the largest
 
eigen value of C.
 
A theorem is proved in reference [26] that shows that
 
the LMS algorithm with nominal modifications computes the
 
FLD. For completeness, the proof of the theorem is
 
. presented below: i
 
Theorem: If 0 < a < 2/X.^^.^ and if the desired output for
 
class ©-. is di = n/n^ and for class ©2 is d2 = -n/nj, then the
 
weight vector of the neuron trained with the LMS algorithm
 
converges to FLD. . , ;
 
Proof: The requirement that 0 < a < 2/X^^y, guarantees that
 
the LMS algorithm will converge. At convergence, E(AW) = 0,
 
and thus taking the expectations of both sides of equation
 
Aw = a e X, we have ,
 
0 = E(AW) = E(dX) - E(yX). . .V,::;
 
The above vector equation is split into two by
 
considering the (n+1)th component, which corresponds to the
 
threshold w^+i, separately:
 
  
 
E(d) - E(y) =0. (3)
 
To avoid introducing new notation, from this point,
 
vectors X and W do not include the previously appended
 
components 1 and w^+i, respectively. Noting that
 
E(d) = ni (n/ni) + nj (-n/nj) (4)
 
and
 
E{X) = in^/n)x2+ :{n^/n)x^' (5)
 
Equation (3) can be rewritten as ;
 
0 = E(y) = E(X^W + w„,i) (6)
 
and thus:
 
w
 { {n^/n)x^ + (n^/n)x^)^ W. (7)

n+1
 
Considering Equation(2), without the (n+l)th component,
 
the following equation is obtained:
 
0 = E(dX) - E(XX''W + Wn-n X) (8)
 
which by using equation(5), can be written as.
 
X - X = C W + w {^X+ ^XJ (9)
 
n n
 
by using the relation.
 
, m m
 
s = C - — - —X2X2 . (10)
 
n n
 
From equation(9) and (10), it can be,written as
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X -X. = SW + —XX.'W +^X_X/IV
 
n ■ . : n. ^
 
n:	 n:
 
—X,X,"W -	-±-X^X"W - n,—X-XXw - n—X,'X,W (11)
2 1 1 9 2 2 1 9 1 2 1 9 I 1
 
n n n . n
 
■^1 	 -^1 n. rp-^0 	 ^22}sw + —X'X/p/d - —) + (^X,X;^fV(l - —) 
n	 n" n ^ n 
"1^2 X^X^'W) 2h2iX^'X^W	 (12) 
nn ■ 
■"1—T -"l — ^2+ —X ^W{ (1 - —i )X - —XJ 
n	 n n 
(13) 
n. 
+ -^X.^Wi (1 ■ )X9 - -IX, 
n	 n n 
n n n	 n. 
2 2-	 ^1­sw + ^X^^W{ {^)X^ - (—x^) ) -^X^'Wi^X^ - XJ (14)..2 
n n n n n n 
nn _ _ _ n.n
SW + —^X, ^ W{X, - XJ -L^x/MiX^ - X^) (15)2 1 1 2' 
n	 n 
— — -^T^? — T —rSiV + (X - XJ ( W - ^-^X,^W)	 (16)■	 1 2' ^ 2 1 2 2
 
n n
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(X^ - X^) - (X^ - X^),(fl^P/(X^^ - x/)) (17)
 
n
 
=>
 
SJ7 = (1 - (X^ - X^) (X - X } (18)
 
n
 
From the above equation, it is concluded that W is in
 
direction of Fisher's Linear Discriminant:
 
W~S-UX^-X^) (19)
 
Corollary: If n^ = n2, using d^. = 1 and dj = -1, LMS
 
converges to FLD.
 
The comparison of FLD with the LMS algorithm is
 
performed using the steps explained in Table 7 (page 65). In
 
this comparison
 
Cos 0= ^ ^
 
1^1 I . 1^2 I
 
is calculated to check the parallelism between resulting
 
weight vectors and W2 are emerging. is the resulting
 
weight vector of the LMS algorithm and W2 is the resulting
 
weight vector of FLD. Wi^ is the transpose matrix of the
 
weight vector . The |Wi| and IW2I are the absolute values
 
of the weight vectors and W2 .
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Finally, the classification capabilities of the LMS
 
algorithm and classification using FLD were compared. The
 
formula used for FLD [20] classification is shown below:
 
d ^  * (3q - x^). - 1/2 * ^ * (3q - ^)
 
The results of the comparisons are presented in Table
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 Table 7. Comparison Summary of FLD With the Original LMS
 
Algorithm
 
Step 1: Calculate the Covariance.Matrix by using the
 
formula
 
S = -^i) - X^){X ­
' xeco, 0 . . xeo).
 
Where,
 
X^ and X2
 
are the means of the mean vectors of two classes
 
Step 2: Calculate the inverse of the Covariance Matrix S
 
(S"^) by using the 'Xmaple' program.
 
Step, 3: Calculate the weight, vector using
 
= s-^(^ ­
Step 4: Calculate the weight vector W2,using the LMS 
algorithm. 
Step 4: Calculate Cos9 using the formula 
Cos 0 - ■ ^ 
Wil . 1^2
 
where Wi is the optimal weight vector obtained by
 
using the LMS algorithm and Wj is the weight vector
 
obtained by using FLD.
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5.3 Results
 
The theorem presented in Fisher's Linear Discriminant
 
section (5.2) was tested using C++ programs. The data to
 
execute these programs was acquired from .the machine
 
learning databases of the University of California/Irvine
 
archives. The data sets used.for this program were Iris and
 
Hayes-Roth data. Iris data are composed of three classes..
 
data of Iris plant namely. Iris Setosa, Iris Viginica, and
 
Iris Versicolor [24]. Iris Setosa and Iris Viginica were
 
used in the present research. Hayes-Roth data are.the data
 
of human subjects using their classification and recognition
 
performance [231. This data are divided into four classes.
 
In the present research only classl and class2 are used
 
where classl is the data of prototypes and class2 is the
 
near-prototypes, with high presentation frequency during
 
learning [23]. These programs were also executed on the
 
generated data. The two dimensional data was generated as
 
explained in Pocket algorithm and is shown in Graphs 9 and
 
10.
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The LMS and FLD programs were executed separately using
 
theclassl and class2 data of Iris data and Hayes-Roth data,
 
and generated data. The resulting weight vectors and Wj
 
are obtained after the execution of LMS and FLD. algorithms.
 
The v'alue of cos 6 is calculated. To validate the results,
 
several runs were conducted; and Wj are obtained and cos
 
6 is calculated. The results of the cos 0' for the Iris data
 
with desired outputs 2 and -2 are shown in Appendix A and
 
with desired outputs 1 and -1 are shown in Appendix B.The
 
results of the cos 0 for the Hayes-Roth data with desired
 
outputs 2 and -2 are presented in Appendix C. The cos 0 for
 
the generated data with desired outputs 1.5 and -3 are
 
presented in Appendix D. From the values of the Cos 0 it was
 
inferred that the values are approaching the number 1. It
 
means that is in the direction of Wj. These results
 
demonstrate the strong link between statistics and neural
 
networks by showing the confluence of two fundamental
 
methods each in its respective fields.
 
From analyzing the results in Table 8, it can be
 
inferred that FLD has lesser number of misclassifications^
 
as compared to LMS algorithm. In other words FLD is more
 
efficient in Classifying the data as opposed to LMS. The LMS
 
Classifying one class of data inaccurately to the wrong
 
class.
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algorithm can be used when the continuous learning is
 
desirable.
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 Table 8. Comparison of LMS Algorithm and FLD Formula.
 
Data #.of misclassifications # of misclassifications
 
using LMS. rule using FLD formula
 
Iris 0 0 
Iris 0 0 
Iris 0 0 
Iris ' 0 0 
Iris 0 0 
Hayes-Roth 49 27 
Hayes-Roth , 49 27 
Hayes-Roth 48 27 
Hayes-Roth 48 27 
Hayes-Roth 48 27 
Generated 26 10 
Generated 10 10 
Generated 10 ' - 10 
Generated 21 10 
Generated 10 10 
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6.0 CONCLUSIONS
 
In the investigation of the perceptroh type algorithms
 
it was found that an equivalence exists between the
 
Real and Complex Perceptron algorithms: One separates
 
two classes of data if and dhly if the other does.
 
Simulations of the Complex and Real Perceptrons were
 
performed, and it was found that their performance was
 
comparable.
 
The Pocket Complex Algorithm was extended to the
 
Complex Perceptron.which is able to handle non-linearly
 
separable data. Both the Pocket Real algorithm and the
 
Pocket Complex algorithm are comparable. The Pocket
 
Complex algorithm is useful in situations where it is
 
desirable, to find a solution in the complex domain.
 
For the first time, the result that the LMS algorithm
 
with nominal modifications converges to FLD in
 
statistics was verified by simulations. This result
 
demonstrates that there is a strong link between the
 
areas of statistics and neural networks.
 
It was found that in classifying data, using an FLD
 
method was more effective than using the LMS algorithm.
 
On the other hand, LMS algorithm can be useful in
 
situations where continuous learning is desirable.
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APPENDIX A: COMPUTATION OF COS0 USING IRIS DATA
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The following is the output of 'xmaple' program and the
 
program that calculates cos 0. The input to this program is
 
the Iris data for classl and class2 where desired outputs
 
are 2.0 and -2.0. The desired outputs,are 2.0 and -2.0
 
because nl, n2 are the number of input vectors in classl and
 
class2 respectively. The n=nl + n2 and dl, = n/nl and d2 = ­
n/n2 where dl and d2 are the desired outputs classl and
 
class2.
 
In Iris file nl=n2=50
 
n = nl + n2 = ,100 .
 
dl = n/nl = 100/50 =2
 
d2 = -n/n2 = -100/50 = -2
 
The A is the covariance matrix of the Iris data. XI and
 
X2 are the mean vectors of the classl and class2 of the Iris
 
data and w is the.weight vector resulting from the FLD.
 
The inputs to the program that calculates cos 6 is W1
 
and W2. Where W1 is the output weight vector of the LMS
 
algorithm and W2 is the output weight vector of the FLD. Wl
 
is obtained repeatedly by changing the learning rate and the
 
random seed for the initializing weight vector. W2 is the
 
same, value through out because FLD does not depend on
 
learning rate and, initial weight vector.
 
The output weight,vector Wl of the FLD is calculated
 
using the 'xmaple' program and the output is shown below :
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> A := array( [ [40.76590, -5.97740, 74.75980, 28.40650]
 
> ,[-5.97740, 22.43640, -40.6728, -14.9490],
 
> [74.75980, -40.67280, 207.73600, 79.49300],
 
> [28.40650, -14.94900, 79.49300, 31.74750] ]);
 
[ 40.76590 -5.97740 74.75980 28.40650 ] 
[ -5.97740 22.43640 -40.6728 -14.9490 ] 
A := [ 74.75980 -40.67280 207.73600 79.49300 ] 
[ 28.40650 -14.94900 ,79.49300 31.74750 ] 
>inverse (A);
 
[ .1186109898 -.07317381062 -.07685506555 .05185420403 ]
 
[-.07317381077 .1156230747 .07369907174 -.06461923306 ]
 
[-.07685506552 .07369907189 .1746451699 -.3338265255 ]
 
[ .05185420455 -.06461923236 -.3338265258 .7905467428 ]
 
>X1;= array([5.00600, 3.41800, 1.46400, 0.24400]);
 
XI := [ 5.00600, 3.41800, 1.46400, .24400 ]
 
> X2:= array([5.93600, 2.77000, 4.26000, 1.32600]);
 
X2 := [ 5.93600, 2.77000, 4.26000, ,1.32600 ]
 
> w := evalm(A &* (XI - X2));
 
w := [ -281.5498760, 149.9937360, -762.7238704,
 
-292.7182200 ]
 
> w:=evalm(inverse(A) &* (X1-X2));
 
w := [ .00105566474, .00683080197, -.0078753849,
 
-.0120902824 ]
 
Xl:=array([[5.00600],[3.41800],[1.46400],, [0.24400]]);
 
[ 5.00:600 ]
 
[ 3.41800 ]
 
XI := [ 1.46400 ]
 
[ .24400 ]
 
> X2:=array([[5.93600],[2.77000],[4.26000],[1.32600]]);
 
[ 5.93600 ]
 
[ 2.77000 ]
 
X2 := [ 4.26000 ]
 
[ 1.32600 ]
 
> w:= evalin(inverse(A) &* (X1-X2));
 
[ .00105566474 ]
 
.[ .00683080197 ]
 
w := [ -.0078753849 ]
 
[ -.0120902824 ]
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 The execution of the cos 6 program is done using
 
different weight vectors W2 for each execution. Different
 
W2's 	can be obtained from LMS algorithm by changing random
 
seed 	and the learning rate. The. results of the cos 6 are
 
shown below:
 
Random Seed 1
 
Desired outputs 2, -2
 
Learning rate 0.02
 
<challenge>$ e
 
ENTER Wl :.00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.0607979
 
0.231207
 
-0.694527
 
-0.347559
 
THE VALUE OF 008(9) = 0.87034!
 
*	 Random Seed 1
 
Desired outputs 2, -2
 
Learning rate 0.01
 
<challenge>$ e
 
ENTER Wl :.00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.021748
 
0.415397
 
-0.739076
 
-0.89156
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THE VALUE OF COS0 = 0.988481
 
*	 Random Seed = 2
 
Desired outputs 2, -2
 
Learning rate 0.011
 
<challenge>$ e
 
ENTER,Wl.:.00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 ;0.0279259
 
0.387812
 
-0.727987
 
-0.855368
 
THE VALUE OF COS 0 = 0.986152
 
*	 Random. Seed .3
 
Desired outputs 2, -2
 
Learning rate 0.0013
 
<challenge>$ e
 
ENTER Wl :.00105566474
 
.00683080197
 
-0.007875.3849
 
-0.0120902824
 
ENTER W2 ;0.0409654
 
0.341033
 
-0.710838
 
-0.771826
 
THE VALUE OF COS 0 = 0.979521
 
*	 Random Seed 4
 
Desired outputs 2, -2
 
Learning rate 0.014
 
<challenge>$ e
 
ENTER Wl :.00105566474
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.00683080197 r
 
,-0.007875384:9:^ . v
 
-0.0120902824
 
ENTER ,W2 .:0,047046
 
0..321539 ^ :
 
-0.704713 ^
 
-0.72355
 
THE. VALUE :0F COS6 = 0.974588
 
Random Seed 5
 
Desired outputs 2, -.2
 
Learning , rate,0.80.15:
 
e ■ 
' ENTER W1 :.'00.105566474
 
.00683080197
 
-O:.0078753849'^ - . ­
-.0.,0120902824.:;1::
 
ENTER W2 :0.0524652V
 
O.:304202- :7
 
-0..700194 7
 
-0:670555
 
THE VALUE OF . COS,07= 0...967842
 
* . Random Seed . 6" :. 
Desired:outputs 27 7277 
. Learning rate.0.016 
ENTER W1 :.00105566474, .
 
:00683080197:::
 
:-0,00787538497-7'^::^ ^!^
 
-0.0120902824 V;:!: ;, ; :
 
ENTER. W2 ;.0.0570068:
 
:0.:28:8.556 7..7 ::'.V 7:'. 7- .; ,
 
.=0.697229 :7: 7
 
-O..612808:77 77
 
THE . VALUE^ OP COS 0 .=.6.958419.V :,
 
■ ■ - ■ ■ VI.•7.: .717.1-:'71.' 77":'Iv' 
  
 
*	 Random"Seed 7 .
 
Desired outputs 2, -2
 
Learning rate 0.017
 
<challenge>$ e
 
ENTER W1 00105566474
 
.0068-3080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.0604504
 
0.274059
 
-0.695.672
 
-0.550581
 
THE VALUE OF COS 0 = 0.945175
 
*	 Random Seed 8
 
Desired outputs 2, -2
 
Learning rate .018
 
.<challenge>$ e
 
ENTER W1 :. 00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.0625207
 
0.260109
 
-0.695188
 
-0.484591
 
THE VALUE OF COS 0 = 0.926783
 
*	 Random Seed 9
 
Desired outputs 2, -2
 
Learning rate 0.019
 
<challenge>$ e
 
ENTER Wl :.00105566474
 
.00683080197
 
-0.0078753849 ,
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-0.0120902824
 
ENTER W2 :0.0628285
 
0.24606
 
-0.695155
 
-0.416183
 
THE VALUE OF COS 0 = 0.902017
 
*	 Randoin Seed 10
 
Desired outputs 2, -2
 
Learning rate 0.02
 
<challenge>$ e
 
ENTER W1 :.00105566474 
.00683080197 
-0.0078753849 ■ 
-0.0120902824 
ENTER W2 :0.0607979
 
0.231207 .
 
-0.694527
 
-0.347559
 
THE VALUE OF COS 0 = 0.870348
 
*	 Random Seed 1
 
Desired outputs 2, -2
 
Learning rate 0.021
 
<challenge>$ e
 
ENTER W1 : . 00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824 	 ;
 
ENTER W2 :0.0555648
 
0.214772
 
-0.691683
 
-0.282051
 
THE VALUE OF COS 0 = 0.832851
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*	 Random Seed 11
 
Desired outputs 2, -2
 
Learning rate 0.01
 
<challenge>$ e
 
ENTER Wl 00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.021748
 
0.415397
 
-0.739076
 
-0.89156
 
THE VALUE OF COS 6 = 0.988481
 
*	 Random Seed 11 ,
 
Desired outputs 2,. -2
 
Learning rate 0.011
 
<challenge>$ e
 
ENTER Wl :.00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.0279259
 
0.387812
 
-0.727987
 
-0.855368
 
THE VALUE OF COS 0 = 0.986152
 
*	 Random Seed 11
 
Desired outputs 2, -2
 
Learning rate 0.012
 
<challenge>$ e
 
ENTER Wl 00105566474
 
.00683080197
 
-0.0078753849
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-0.0120902824
 
ENTER W2 :0.0344801
 
0.363047
 
-0.718588
 
-0.815632
 
THE VALUE OF COS 0 = 0.983245
 
*	 Random Seed 11
 
Desired outputs 2, -2
 
Learning rate 0.013
 
<challenge>$ e
 
ENTER W1 :.00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.021748
 
0.415397
 
-0.739076
 
-0.89156
 
THE VALUE OF COS 0 = 0.988481
 
*	 Random Seed 10
 
Desired outputs 2, -2
 
Learning rate 0.01
 
<challenge>$ e
 
ENTER W1 :.00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.021748
 
0.415397
 
-0.739076
 
-0.89156
 
THE VALUE OF COS 0 = 0.988481
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*	 Random Seed 8 ,
 
Desired outputs 2, -2
 
Learning rate 0.01
 
<challenge>$ e '
 
ENTER Wl :.00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.021748
 
0.415397.
 
-0.739076. ­
-0.89156
 
THE VALUE QF COS 0 =0.988481
 
*	 Random Seed =7
 
desired outputs 2, -2
 
Learning rate 0.01
 
<charienge>$ e
 
ENTER Wl :.00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.021748
 
0.415397
 
-0.739076
 
-0.89156
 
THE VALUE OF COS 0 = 0.988481
 
*	 Random Seed 7
 
Desired outputs 2, -2
 
Learning rate 0.001
 
<challenge>$ e
 
ENTER Wl :.00105566474
 
.00683080197
 
-0.0078753849 .
 
-0.0120902824
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ENTER W2 :0.097004
 
0.681972
 
-0.824018
 
-1.18017
 
THE VALUE OF COS 0 = 0.999565
 
*	 Random Seed = 7
 
Desired outputs 2, -2
 
Learning rate 0.002
 
<challenge>$ e
 
ENTER W1 1.00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.0766355
 
0.671561
 
-0.837336
 
-1.15307
 
THE VALUE OF COS,0 = 0.998798
 
*	 Random Seed 7
 
Desired outputs 2, -2
 
Learning rate 0.0001
 
<challenge>$ e
 
ENTER W1 :.00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.105386
 
0,683353
 
-0.791742
 
-1.20699
 
THE VALUE OF COS 0 = 0.999996
 
*	 Random Seed 7
 
Desired outputs 2, -2
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 Learning rate 0.00009
 
<challenge>$ e
 
ENTER W1 00105566474
 
.00683080197
 
^^0.Q07875384-'9 ; /..C:- ­
-0.0120902824
 
ENTER W2 :0.105492 ;
 
0.681676
 
-0.795732
 
-1.19681
 
THE VALUE OF COS 0 = 0.999964
 
Random Seed 1
 
Pesired outputs 2, -2
 
Leairning rate .01
 
7 ENTER Wi:\::;00105566:474 ^ 1
 
VOOEB3080107
 
-0.:.:P:078753:849
 
-0.0120902824
 
: ENTER W2 .:0.010874
 
0.207698:
 
.-o.:36953:8 :
 
:;-0,.^^SVR^­
.THE VALUE ;0F COS 0= 0.988481
 
Random Seed 7
 
Desired outputs 2, -2
 
.Learriing rate 0.00009
 
ENTER. W .00105566474
 
.,00683.080197
 
-O.0078753849
 
-0.O120O02824
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 ENTER W2 :0.0514946
 
0.339785
 
-0.399442
 
-0.593897
 
THE VALUE OF COS 0 = 0.99991
 
*	 Random. Seed 7
 
Desired outputs 2, -2
 
Learning rate 0.0001
 
<challenge> $ e
 
ENTER W1 :.00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 : 0.0527192 .
 
0.341695
 
-0.395849
 
-0.603562
 
THE VALUE OF COS0 = 0.999996
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The following is the output of 'xmaple' program and the
 
program that calculates cos 0. The input to this program is
 
the Iris data for classl and class2 where desired outputs
 
are 1.0 and -1.0.
 
. The A is the covariance matrix of the Iris data. XI and
 
X2 are the mean vectors of the classl and class2 of the Iris
 
data and w is the weight vector resulting from the FLD.
 
The inputs to the program that calculates cos 0 is WI
 
and W2. Where WI is the output weight vector of the LMS
 
algorithm and W2 is the output weight vector of the FLD. WI
 
is obtained repeatedly by changing the learning rate and' the
 
random seed for the initializing weight vector. W2 is the
 
same value through out because FLD does not depend on
 
learning rate and initial weight vector.
 
The output weight vector WI of the FLD is calculated
 
using the 'xmaple' program and the output is shown below ;
 
> A := array( [ [40.76590, -5.97740, 74.75980, 28.40650]
 
> ,[-5.97740, 22.43640, -40.6728, -14.9490],
 
> [74.75980, -40.67280, 207.73600, 79.49300],
 
> [28.40650, -14.94900, 79.49300, 31.74750] ]);
 
[ 40.76590 -5.97740 74.75980 28.40650 ] 
[ -5.97740 22.43640 -40.6728 -14.9490 ] 
A := [ 74.75980 -40.67280 207.73600 79.49300 ] 
[ 28.40650 -14.94900 79.49300 31.74750 ] 
>inverse (A);
 
[ .1186109898 -.07317381062 -.07685506555
 
.05185420403 ]
 
[ -.07317381077 .1156230747 .07369907174
 
-.06461923306 ]
 
[ -.07685506552 .07369907189 .1746451699
 
-.3338265255 ]
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. [ .05185420455 -.06461923236 -.3338265258
 
.7905467428 ]
 
>X1:= array([5.00600, 3.41800, 1.46400, 0.24400]);
 
XI := [ 5.00600, 3.41800, 1.46400, .24400 ]
 
> X2:= array([5.93600, 2.77000, 4.26000, 1.32600]);
 
X2 := [ 5.93600, 2.77000, ,4.26000, 1.32600
 
> w := evalm(A &* (XI - X2));
 
w := [ -281.5498760, 149.9937360, -762.7238704,
 
-292.7182200 ]
 
> w:= evalm(inverse(A) &* (,X1-X2));
 
w := [ .00105566474, .00683080197, -.0078753849,
 
-.0120902824 ]
 
Xl:=array([[5.00600],[3.41800],[1.46400],[0.24400]]);
 
[ 5.00600 ]
 
[ 3.41800 ]
 
XI := 	[ 1.46400 ]
 
[ .24400 ]
 
> X2:=array([[5.93600],[2.77000]	,[4.26000],[1.32600]]);
 
[ 5.93600 ]
 
[ 2.77000 ]
 
X2 := 	 [ 4.26000 ]
 
[ 1.32600 ]
 
> w:= evalm(inverse(A).&* (X1-X2));
 
[ .00105566474 ]
 
[ .00683080197 ]
 
w := 	[ -.0078753849 ]
 
[ -.0120902824 ]
 
The execution of the cos 0 program is done using
 
different weight vectors W2 for 	each execution. Different
 
W2's can be obtained from LMS algorithm by changing random
 
seed and the learning rate. The 	results of the cos 0 are
 
shown 	below:
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The execution of the cos 0 program is done and the
 
results are as follows:
 
*	 Random Seed 1
 
Desired outputs 1, -1
 
Learning rate 0.0001
 
<challenge>$ e
 
ENTER W1 1 .00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.0607979
 
0.231207 :
 
-0.694527
 
-0.347559
 
THE VALUE OF COS 0 =0.870348
 
*	 Random Seed 1
 
desired outputs 1, -1
 
Learning rate 0.00015
 
<challenge>$ e .
 
ENTER W1 :.00105566474
 
.00683080197
 
-0.0078753849
 
-0.0120902824
 
ENTER W2 :0.021748
 
0.415397
 
-0.739076
 
-0.89156
 
THE VALUE OF COS 0 = 0.988481
 
89
 
APPENDIX C: COMPUTATION OF COS0 USING HAYES-ROTH
 
DATA
 
90
 
 The following is the output of 'xmaple' program and the
 
program that calculates cos 0. The input to this program is
 
the Hayes-Roth data,for classl and ,class2 where desired
 
outputs are 2.0, and -2.0. The desired outputs are 2.0 and ­
2.0 because nl, n2 are the number of input vectors in classl 
and class2 respectively. The n=nl + n2 and dl = n/nl and d2 
= -n/n2 where dl and ■d2 are,the desired outputs classl and 
class2.. ; ■ 
In Hayes-Roth file nl-n2=51
 
n = nl + n2 - 102
 
dl = n/nl .=102/51 = 2 
, d2 = -n/n2 = -102/51= -2 
The A is the covariance matrix of,the Hayes-Roth data. 
XI and X2 are the mean vectors of the classl and class2 of 
the Hayes-Roth data and w is,the weight vector resulting 
from the FLD. 
The inputs to the program that calculates cos 0 is W1 
and W2. Where Wl is the output weight vector of the LMS 
algorithm and W2 is the output weight vector of the FLD. Wl 
is obtained repeatedly by changing the learning rate and the 
random seed for the initializing weight vector. W2 is the 
same value through out because FLD does not depend on 
learning rate and initial weight vector. 
The output weight vector Wl of the FLD is calculated 
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using 	the 'xmaple' program and the output is shown below
 
> A := array([[143649, 226, -237.529, 191.471,.
 
-275..529],
 
[226, 68, 7, -2, . -5],
 
[-237.529, ,7, 51.8529, -8.14706, -8.14706],
 
[191.471, -2, -8.14706,, 51.8529, -8.14706],
 
[-275.529, -5,-8.14706,-8.14706, 51.8529]]);
 
> > > > [ 14.3649 226. -237.529 191.471 -275.529 
. [ 226. 68 7 -2 -5 
A := [ -237.529 , 7 51.8529 -8.14706 -8.14706 
[ 191.471 -2 -8.14706 51.8529 -8.14706 
[ -275.529 -5 -8.14706 -8.14706: 51.8529 
> Yl' := array([[72.607843 ], [2.000000],
 
[1.607843], ; . [1.6078.43], [1.607843]]),;
 
>	 [ 72.607843 ]
 
.[ 2.000000 ].
 
Yl := [ 1.6078,43 ]
 
[1.607843 ]
 
. [ 1.607843 ]
 
>, Y2 := array([[64.686275], [2.000000],
 
[1.862745], [1.862745], . : 11.862745]]);
 
> . [ 64.686275 ]
 
' [ 2.000000 ]
 
Y2 := [, 1.862745 ]
 
[ 1.862745 ]
 
[ 1.862745 ]
 
> w := evalm(inverse(A) &* (Y1-Y2));
 
[ .00004023285764 ]
 
[ -.0001430367628 ]
 
w := 	[ -.006943100095 ]
 
[ -.0072522207,49 ] .
 
[, -.006946226642 ],
 
The execution of. the cos 0 program is done using
 
different weight vectors-W2 for each execution. Different
 
W2's can be obtained from> LMS algofithm. by changing random
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 seed 	and the learning rate The results of the cos 0 are
 
shown beldw:: :
 
*	 Random/Seed 1,
 
Desired outputs 2, -2
 
Learning rate 0.0001
 
ENTER Wl i.00004023285764
 
: 0001430367628
 
-.006943100095
 
-.0.07252220749
 
-.006946226642
 
ENTER,W2 :-0.0284145 ■ i , : :
 
-0.0197755
 
,0.0470074
 
-0.461746
 
-0.170774,
 
THE, VALUE OF COS 0 = 0.695554
 
Random Seed 1
 
Desired outputs 2, -2
 
Learning rate 0.00015
 
<challenge>$ e
 
ENTER W1 :.00004023285764
 
-.0001430367628
 
-.006943100095
 
-.007252220749
 
-.006946226642
 
ENTER W2,:-0.0171663
 
-0.0507813
 
-0.0430235
 
-0.277666
 
-0.184627 ,
 
THE VALUE OF COS 0 = 0.866396
 
Random Seed 1
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 Desired outputs 2, -2
 
Learning rate 0.00017
 
<challenge>$ e
 
ENTER W1 :.00004023285764
 
-.0001430367628
 
-.006943100095
 
-.007252220749
 
-.006946226642
 
ENTER W2 :-0.0161528
 
-0.0337654
 
-0.105885
 
-0.260644
 
-0.238331
 
THE VALUE OF COS 0 =0.946993
 
Random Seed 1
 
Desired outputs 2, -2
 
Learning rate 0.000018
 
ENTER W1 :.00004023285764
 
-.0001430367628
 
-.006943100095
 
-.007252220749
 
-.006946226642 '
 
^ ENTER W2 u-0.0109594­
-0.0331168
 
-0.0153889
 
-0.299491
 
-0.204307
 
THE VALUE OF COS 9 = 0.831808
 
Random Seed 1 • ;
 
Desired outputs 2, -2
 
Learning rate 0.0000175
 
ENTER W1 :.00004023285764
 
94 
-.0001430367628
 
-.006943100095
 
-.0072522207,49
 
-.006946226642
 
ENTER W2 :-0.0109149
 
-0.0319481
 
-0.0160357
 
-0.299205
 
-0.205953
 
THE VALUE OF COS 0 =0.833481
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The following,is ttie . output of 'xmaple' program and the
 
program that calculates cos 9. The input to this program is
 
the 2-D generated data for clgssl and cTass2 where desired
 
outputs are 1.5 and.-3.0. The; desired Outputs are 1.5 and ­
3.0 because nl, n2 are the number of input vectors in classl
 
and class2 respectively. The n=nl + n2 and dl = n/nl and d2
 
= -n/n2 where dl and d2 are the desired outputs classl and
 
class2.
 
In data file nl=100, n2=50
 
n = nl + n2 = 150
 
dl = n/nl = 150/100 = 1.5
 
, d2 = -n/n2 = -150/50 = -3.0
 
The A is the covariance matrix of the generated data.
 
XT and X2 are the mean vectors of the classl and class2. of
 
the Iris data and w is the weight vector resulting from the,
 
FLD. , ' .
 
The. inputs to the program that calculates cos 0 is W1 and
 
W2. Where W1 is the output weight vector of the LMS
 
algorithm and W2 is the output weight vector of the FLD. W1
 
is obtained repeatedly by changing the learning rate and the
 
random seed for the initializing weight vector. W2 is the
 
same value through out because FLD does not depend on
 
learning rate and initial weight vector.
 
The output weight vector W1 of the^ FLD is calculated .
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using 	the ixmaple' program and the output is shown below
 
<challenge>$ coy
 
Enter data file name: gen.dat
 
428.402 164.171
 
164.171 141.805
 
<challenge>$ m
 
ENTER FILE NAME :genl.dat
 
2.069187 2.471858
 
<challenge>$ m
 
ENTER FILE NAME :gen2.dat
 
3.608903 3.240389 .
 
>A := array([[428.402, 164.171],[164.171, 141.805;
 
A:= [ 428.402 164.171 ]
 
[ 164.171 141.805 ]
 
> XI := array([[2,069187], ^ , [2.471858 ]]);
 
XI:= , [ 2.069187 J
 
[. 2,471858 ] : ,
 
> X2 ,:= array([[3.608903] , [3.240389 ]]);
 
X2:= 	[ 3.608903 ]
 
[ 3.240389 ]
 
> W := evalm(inverse (A) &* (XI - ,X2));
 
W:= [ -.002727098748 ]
 
. [ -.002262405921 ]
 
The execution of the cos 0 program is done using
 
different weight vectors W2 for each execution. Different
 
W2's can be obtained from LMS algorithm by changing random
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 seed 	and the learning rate. The results of the cos 0 are
 
shown below:
 
*	 Rand Seed = 1 Learning Rate = .001
 
epoch = 5000
 
desired outputs 1.5, -3.0
 
<challenge>$ e
 
ENTER W1 002727098748
 
-.002262405921
 
ENTER W2 :-0.628097
 
-0.814795
 
THE VALUE OF COS 9 = 0.97556
 
Rand Seed = 1 Learning Rate = .0001
 
epoch = 5000
 
desired outputs 1.5, -3.0
 
ENTER W1 :-.002727098748
 
-.002262405921
 
,'eNTER^^^^:w^ :-0.723627
 
-0.777075
 
THE VALUE OF COS0 = 0.99176
 
*: 	 Rand Seed = 1 Learning Rate = .0001
 
epoch = 50000
 
desired outputs 1.5 -3.0
 
Challenge>$ e
 
ENTER W1 002727098748
 
-.002262405921
 
ENTER W2 :-0.695364
 
-0.916915
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THE VALUE OF COS 0 = 0.973797
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