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Abstract: In a previous article, [arXiv:1501.02506, JPhysA 48 (2015) 225207], we
demonstrated that whenever [X, Y ] = uX + vY + cI the Baker–Campbell–Hausdorff
formula reduces to the tractable closed-form expression
Z(X, Y ) = ln(eXeY ) = X + Y + f(u, v) [X, Y ],
where f(u, v) = f(v, u) is explicitly given by
f(u, v) =
(u− v)eu+v − (ueu − vev)
uv(eu − ev) =
(u− v)− (ue−v − ve−u)
uv(e−v − e−u) .
This is much more general than the results usually presented for either the Heisenberg
commutator [P,Q] = −i~I, or the creation-destruction commutator [a, a†] = I. In the
current article we shall further generalize and extend this result, primarily by relaxing
the input assumptions. We shall work with the structure constants fab
c of the Lie
algebra, (defined by [Ta, Tb] = fab
c Tc), and identify suitable constraints one can place
on the structure constants to make the Baker–Campbell–Hausdorff formula tractable.
We shall also develop related results using the commutator sub-algebra [g, g] of the
relevant Lie algebra g. Under suitable conditions, and taking LAB = [A,B] as usual,
we shall demonstrate that
ln(eXeY ) = X + Y +
I
e−LX − e+LY
(
I − e−LX
LX
+
I − e+LY
LY
)
[X, Y ].
Keywords:
Matrix exponentials, matrix logarithms, Baker–Campbell–Hausdorff formula,
commutators, creation-destruction algebra, Heisenberg commutator, squeezed states.
ar
X
iv
:1
50
5.
04
50
5v
1 
 [m
ath
-p
h]
  1
8 M
ay
 20
15
Contents
1 Introduction 2
2 Strategy 3
3 Structure constants 4
3.1 Case 1: Reproducing the special commutator 4
3.2 Case 2: Commutator algebras of dimension unity 4
3.3 Case 3: Nilpotent Lie algebras 7
3.4 Case 4: Abelian commutator algebras 7
3.5 Case 5: [X, Y ] is in the centre of the commutator algebra 9
3.6 Case 6: [X, Y ] is in the centralizer of {LmXLnY [X, Y ]} 9
4 Discussion 11
– 1 –
1 Introduction
The Baker–Campbell–Hausdorff formula for Z(X, Y ) = ln(eXeY ) when X and Y are
non-commutative quantities is a general multi-purpose result of considerable interest
in not only both pure and applied mathematics [1–12], but also within the fields of
theoretical physics, physical chemistry, the theory of numerical integration, and other
disciplines [11–18]. Applications include topics as apparently remote and unconnected
as the embedding problem for stochastic matrices. For our current purposes, the general
Baker–Campbell–Hausdorff formula can best be written as [11]
ln(eXeY ) = X + Y +
∫ 1
0
dt
∞∑
n=1
(I − eLXetLY )n−1
n(n+ 1)
(eLX − I)
LX
[X, Y ]. (1.1)
Here as usual LAB = [A,B]. If one makes no further simplifying assumptions, then
this expression expands to an infinite series of nested commutators, with the first few
well-known terms being [1, 2]
ln(eXeY ) = X + Y +
1
2
[X, Y ] +
1
12
LX−Y [X, Y ]− 1
24
LYLX [X, Y ] + . . . (1.2)
Higher-order terms in the expansion quickly become very unwieldy. See for instance
references [1–12]. In contrast, by making specific simplifying assumptions about the
commutator [X, Y ] one can sometimes obtain a terminating series, or develop other
ways of simplifying the expansion. The most common terminating series results are:
• If [X, Y ] = 0, then: ln(eXeY ) = X + Y .
• If [X, Y ] = cI, then: ln(eXeY ) = X + Y + 1
2
cI.
• If [X, Y ] = vY , then:
ln(eXeY ) = X +
vY
1− e−v = X + Y +
vev − ev + 1
v(ev − 1) [X, Y ]. (1.3)
Observe that [X, Y ] = vY implies that X acts as a “shift operator”, a “ladder
operator”, for Y , thus allowing one to invoke the techniques of Sack [6]. This
particular result can also be extracted from equation (7.9) of Wilcox [7]; but only
after some nontrivial manipulations.
Considerably more subtle is our recent result [11]:
• If [X, Y ] = uX + vY + cI, then:
ln(eXeY ) = X + Y + f(u, v) [X, Y ], (1.4)
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where
f(u, v) = f(u, v) =
(u− v)eu+v − (ueu − vev)
uv(eu − ev) . (1.5)
It is often more useful to write this as
f(u, v) =
(u− v)− (ue−v − ve−u)
uv(e−v − e−u) . (1.6)
Sometimes the structure is more clearly brought out by writing this in the form
f(u, v) =
1
e−u − e−v
(
1− e−u
u
− 1− e
−v
v
)
. (1.7)
In a series of very recent articles, Matone [19–21], has generalized this result in various
ways.1 In the current article we shall also develop several generalizations — but shall
work towards a rather different goal by instead seeking to weaken the conditions under
which this simplified form of the Baker–Campbell–Hausdorff [BCH] formula applies.
2 Strategy
In reference [11] our strategy was to use
[X, Y ] = uX + vY + cI, (2.1)
to first deduce
LX [X, Y ] = v[X, Y ]; LY [X, Y ] = −u[X, Y ]. (2.2)
Once equation (2.2) is established, then equation (1.1) collapses to
ln(eXeY )→ X + Y +
∫ 1
0
dt
∞∑
n=1
(1− eve−tu)n−1
n(n+ 1)
(ev − 1)
v
[X, Y ]. (2.3)
This implies
f(u, v) =
(ev − 1)
v
∫ 1
0
dt
∞∑
n=1
(1− eve−tu)n−1
n(n+ 1)
. (2.4)
Performing the sum and evaluating the integral is straightforward, (if a little tedious),
with the result given in equations (1.5)–(1.7). See reference [11] for details. But to
obtain this final result, the key step involves the two commutators in equation (2.2),
not the original commutator in equation (2.1). This suggests it might be more useful
to focus attention on equation (2.2), since that is a less restrictive result that does not
require equation (2.1). Are there situations where we can get equation (2.2) to hold
with equation (2.1) being violated?
1 Matone and Pasti have then also applied somewhat related ideas to the “covariantization” of
differential operators [22].
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3 Structure constants
Let us work in a Lie algebra with basis Ta, and define the structure constants fab
c by
taking [Ta, Tb] = fab
c Tc. Then setting
X = xa Ta and Y = y
a Ta (3.1)
implies
[X, Y ] = (xa yb fab
c) Tc. (3.2)
We shall now systematically build up to our most general result in several incremental
stages. The art lies in choosing structure constants appropriately.
3.1 Case 1: Reproducing the special commutator
Let us first choose
fab
c = m[a δb]
c. (3.3)
Then
[X, Y ] =
1
2
{(xama)Y − (yama)X} . (3.4)
If we now define
X = Xˆ + αI; Y = Yˆ + βI, (3.5)
then
[Xˆ, Yˆ ] =
1
2
{
(xama)Yˆ − (yama)Xˆ
}
+
1
2
{(xama)β − (yama)α} I. (3.6)
This is our special commutator of equation (2.1), under the identifications
u = −(y
ama)
2
; v =
(xama)
2
; with c =
1
2
{(xama)β − (yama)α} . (3.7)
Thus this particular set of structure constants has not actually generalized our previous
result — instead it has provided a natural way in which the specific commutator (2.1)
will automatically arise.
3.2 Case 2: Commutator algebras of dimension unity
Let us now choose
fab
c = ωab n
c. (3.8)
Note that the special commutator of equation (2.1) can certainly be put into this form.
Specifically, by taking Ta = (X, Y, I) we have
ωab =
 0 +1 0−1 0 0
0 0 0
 ; and nc = (u, v, c). (3.9)
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But we shall now work with completely arbitrary nc and ωab, thereby generalizing our
previous result. Let us define
u = −ya ωab nb; v = xa ωab nb, (3.10)
and observe
[X, Y ] = (ωab x
a yb) (nc Tc). (3.11)
Now compute
LX [X, Y ] = (ωab x
a yb) LX(n
c Tc) (3.12)
= (ωab x
a yb) (ωab x
a nb) (nc Tc) (3.13)
= (ωab x
a nb) (ωab x
a yb) (nc Tc) (3.14)
= v[X, Y ]. (3.15)
Similarly
LY [X, Y ] = (ωab x
a yb) LY (n
c Tc) (3.16)
= (ωab x
a yb) (ωab y
a nb) (nc Tc) (3.17)
= (ωab y
a nb) (ωab x
a yb) (nc Tc) (3.18)
= −u[X, Y ]. (3.19)
This establishes equation (2.2) without equation (2.1).2 Consequently
ln(eXeY ) = X + Y + f(u, v)[X, Y ], (3.20)
for the same function f(u, v) as previously encountered. More explicitly we now have
ln(eXeY ) = X + Y + f(xa ωab n
b,−ya ωab nb) (ωab xa yb) (nc Tc). (3.21)
We can also write this as
ln(eXeY ) =
{
xc + yc + f(xa ωab n
b,−ya ωab nb) (ωab xa yb) nc
)} Tc. (3.22)
That is, (at least in this particular class of Lie algebras), we see that we can view the
Baker–Campbell–Hausdorff formula as a generalized notion of “addition”. By defining
the generalized “addition” operator ⊕ via (x⊕ y)c Tc = ln(eXeY ), we explicitly have
(x⊕ y)c = xc + yc + f(xaωabnb,−ya ωab nb) (ωab xa yb) nc. (3.23)
2 More formally, this can be phrased as the statement that the commutator [X,Y ] be a simultaneous
eigenvector of the two adjoint operators LX and LY .
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Now the statement that fab
c = ωab n
c can be rephrased as the statement that the
commutator sub-algebra [g, g], (the sub-algebra formed from the commutators of the
ambient Lie algebra g), is of dimension unity.3 Note that the object [g, g] is also called
the first derived sub-algebra, or the first lower central sub-algebra, (aka first descending
central sub-algebra), though these two series of sub-algebras will differ once one goes
to higher levels. Observe that:
• If the commutator sub-algebra [g, g] is of dimension zero, then the Lie algebra is
Abelian, and the Baker–Campbell–Hausdorff result is trivial: ln(eXeY ) = X+Y .
• If the commutator sub-algebra [g, g] is of dimension one then [Ta, Tb] ∝ N , for
some fixed N . Now write N = nc Tc, then [Ta, Tb] ∝ (nc Tc), thereby implying
[Ta, Tb] = ωab n
c Tc.
• We can naturally split this into 2 sub-cases:
ωab n
b = 0 and ωab n
b 6= 0. (3.24)
• If ωab nb = 0, then both
u = ya ωab n
b = 0; and v = −xa ωab nb = 0. (3.25)
Therefore LX [X, Y ] = 0 = LY [X, Y ], and so
[g, [g, g]] = 0. (3.26)
That is, the second lower central sub-algebra is trivial, and in particular the
original Lie algebra is nilpotent. (Examples: The Heisenberg algebra and the
creation-destruction algebra.)
• If ωab nb 6= 0 then u and v are nontrivial, and f(u, v) is also nontrivial. The Lie
algebra is now not nilpotent but satisfies the more subtle condition that
[g, [g, g]] = [g, g]. (3.27)
That is, the second lower central sub-algebra, (and so all the higher-order lower
central sub-algebras), all equal the first lower central sub-algebra. This can also
be phrased as the demand that the commutator sub-algebra be an ideal of the
underlying Lie algebra.
In short, the explicit Baker–Campbell–Hausdorff formula (3.21) holds whenever the
commutator sub-algebra [g, g] is of dimension unity.
3 We typically take g to be some arbitrary but fixed ambient Lie algebra, with both X ∈ g and
Y ∈ g. Alternatively we might initially take g to be the minimal free Lie algebra generated by X and
Y , but then might add some constraints (eg: nilpotency, solvability, etc) to modify that free algebra.
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3.3 Case 3: Nilpotent Lie algebras
Consider now the higher terms in the lower central series, defined iteratively by
g0 = g; g1 = [g, g]; gn = [g, gn−1]. (3.28)
If, for some n, we have gn = 0 then the Lie algebra g is said to be “nilpotent”. In this
case all nth-order and higher commutators vanish and the Baker–Campbell–Hausdorff
series truncates — but this result has previously been (implicitly) used when developing
the Reinsch algorithm [9, 10], and our own variant thereof [12]. That algorithm works
by utilizing a faithful representation for the first n nested commutators of a free Lie
algebra in terms of strictly upper triangular (n + 1) × (n + 1) matrices with entires
only on the first super-diagonal. That is: working with a level-n nilpotent Lie algebra
“merely” reproduces the first n terms in the Baker–Campbell–Hausdorff formula, and
gives zeros thereafter. So while certainly useful, this is not really new [9, 10, 12]. In
terms of the structure constants, nilpotency is achieved if at some stage
fab
i fic
j fjd
k fke
m · · · = 0. (3.29)
3.4 Case 4: Abelian commutator algebras
Can the discussion above be generalized even further? Note that in all generality
[[Ta, Tb], [Tc, Td]] = fab
mfcd
nfmn
e Te. (3.30)
So whenever fab
c = ωab n
c, we have
[[Ta, Tb], [Tc, Td]] = 0, (3.31)
or more abstractly
[[g, g], [g, g]] = 0. (3.32)
That is, the commutator sub-algebra is Abelian. This is a special case of a “solvable”
Lie algebra. Can anything be done for more general solvable Lie algebras?
Let us now consider the situation where the the commutator sub-algebra is Abelian,
but we do not demand that the commutator algebra is one dimensional. The Jacobi
identity leads to
LXLYW = [X, [Y,W ]] (3.33)
= −[Y, [W,X]]− [W, [X, Y ]] (3.34)
= [Y, [X,W ]] + [[X, Y ],W ] (3.35)
= LYLXW + L[X,Y ]W. (3.36)
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That is
[LX , LY ]W = L[X,Y ]W. (3.37)
But if W is itself a commutator, W = [U, V ], and if the commutator algebra is Abelain,
[[g, g], [g, g]] = 0, then we have
[LX , LY ][U, V ] = 0. (3.38)
That is, in this situation, and when acting on commutators, LX and LY commute. But
this is exactly the situation in the Baker–Campbell–Hausdorff expansion of equation
(1.1), LX and LY are always acting on commutators. So as long as the commutator
sub-algebra is itself Abelian we can rearrange equation (1.1) to write
ln(eXeY ) = X + Y +
(eLX − I)
LX
∫ 1
0
dt
∞∑
n=1
(I − eLXetLY )n−1
n(n+ 1)
[X, Y ], (3.39)
and treat the LX and LY as though they commute. But then, summing and integrating
as previously, we have
ln(eXeY ) = X + Y + f(LX ,−LY )[X, Y ], (3.40)
for exactly the same function f(u, v), subject only to the condition [[g, g], [g, g]] = 0 that
the commutator algebra be Abelian. Note that this last formula is still an operator
equation, which still contains an infinite set of nested commutators — albeit in a
relatively explicit manner. Indeed, under the stated conditions, from equation (1.7) we
see4
ln(eXeY ) = X + Y +
I
e−LX − e+LY
(
I − e−LX
LX
+
I − e+LY
LY
)
[X, Y ]. (3.41)
Note that in terms of the structure constants the condition [[g, g], [g, g]] = 0 is equivalent
to the explicit constraint
fab
m fcd
n fmn
e = 0. (3.42)
Furthermore, we note the series expansion
f(u, v) =
1
2
+
u+ v
12
+
uv
24
− (u+ v)(u
2 − 5uv + v2)
720
− uv(u
2 − 4uv + v2)
1440
+ . . . (3.43)
which verifies that, (as it should), the operator f(LX ,−LY ) contains only non-negative
powers of LX and LY .
4 With considerable hindsight, reinterpretation, and rearrangement, this result can be seen to be
closely related to the meta-Abelian analysis of Kurlin [23].
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3.5 Case 5: [X, Y ] is in the centre of the commutator algebra
Let us now relax the conditions for the validity of this result even further: The key
step is to realize that
[LX , LY ][U, V ] = L[X,Y ][U, V ], (3.44)
so that LX (effectively) commutes with LY as long as [[X, Y ], [U, V ]] = 0. As previously
noted, this certainly holds as long as the commutator algebra is Abelian, [[g, g], [g, g]] =
0, but it is quite sufficient to demand that the specific commutator [X, Y ] is an element
of the centre Z[g,g] of the commutator algebra [g, g]. That is
[[X, Y ], [g, g]] = 0. (3.45)
In terms of the structure constants this is equivalent to the weakened constraint
xa yb fab
m fcd
n fmn
e = 0. (3.46)
Under this milder condition we still have (effective) commutativity of LX with LY ,
thereby allowing us to treat the LX and LY appearing in the Baker–Campbell–Hausdorff
formula (1.1) as though they commute. Integrating and summing the series we again
see
ln(eXeY ) = X + Y + f(LX ,−LY )[X, Y ], (3.47)
again for exactly the same function f(u, v), now subject only to the weaker condition
that [[X, Y ], [g, g]] = 0. Under the stated conditions, that the specific commutator
[X, Y ] be an element of the centre of the commutator algebra [g, g], we again find
ln(eXeY ) = X + Y +
I
e−LX − e+LY
(
I − e−LX
LX
+
I − e+LY
LY
)
[X, Y ]. (3.48)
3.6 Case 6: [X, Y ] is in the centralizer of {LmXLnY [X, Y ]}
As our final weakening of the input assumptions, (while still keeping the same strength
conclusions), take an arbitrary but fixed ambient Lie algebra g and consider the set
S = {LmXLnY [X, Y ]; m ≥ 0, n ≥ 0}. (3.49)
The construction of this set is inspired by considering the form of the terms which
appear in the Baker–Campbell–Hausdorff expansion (1.1).5
5 If in contrast we were to take g as the minimal free algebra generated by X and Y , then this
would not be a weakening of case 5, it would merely be a restatement of case 5.
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If we now demand merely that [X, Y ] commute with all the elements of S, (that is,
[[X, Y ],S] = 0 or equivalently L[X,Y ]S = 0, so that [X, Y ] is in the so-called centralizer
of the set S), then the Jacobi identity, (in the form (3.37)), implies
[LX , LY ]L
m
XL
n
Y [X, Y ] = 0, (3.50)
which we could also write as
[LX , LY ]S = 0. (3.51)
Then in particular
LYL
m
XL
n
Y [X, Y ] = LXLYL
m−1
X L
n
Y [X, Y ]
= L2XLYL
m−2
X L
n
Y [X, Y ]
= . . .
= LmXL
n+1
Y [X, Y ]. (3.52)
That is, under these conditions LX and LY can still be treated as though they commute
in the Baker–Campbell–Hausdorff expansion. Under these conditions, all of the terms
appearing in the Baker–Campbell–Hausdorff expansion of equation (1.1) can now be
reduced to elements of the set S. Integrating and summing the series we again see
ln(eXeY ) = X + Y + f(LX ,−LY )[X, Y ], (3.53)
again for exactly the same function f(u, v), but now subject only to the even weaker
condition [[X, Y ],S] = 0, that the specific commutator [X, Y ] be an element of the
centralizer of S. To be explicit about this, under the stated conditions
ln(eXeY ) = X + Y +
I
e−LX − e+LY
(
I − e−LX
LX
+
I − e+LY
LY
)
[X, Y ]. (3.54)
Careful inspection of the above quickly verifies that the only terms present when one
expands the above are of the form LmXL
n
Y [X, Y ], (the elements of the set S), and that
our simplifying assumption has eliminated all terms such as L[X,Y ]L
m
XL
n
Y [X, Y ], and
variants thereof. By summing over the integers m and n the centralizer condition can
also be restated as
[[X, Y ], esLXetLY [X, Y ]] = 0; ∀s, t. (3.55)
This is as far as we have currently been able to weaken the input assumptions we
originally started with, while still keeping a reasonably close analogue of our initial
result involving the function f(u, v).
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4 Discussion
The Baker–Campbell–Hausdorff formula is a general purpose tool that has found many
applications both in pure and applied mathematics [1–12], and generally in the physical
sciences [11–18]. Via the study of the embeddability problem for stochastic matrices
(Markov processes) there are even potential applications in the social sciences and
financial sector. Explicit closed-form results are relatively rare, see the Introduction
for examples. In this present article we have significantly extended our previous results
reported in reference [11] by systematically weakening the input assumptions. In a
number of increasingly general situations we have shown that the Baker–Campbell–
Hausdorff expansion can be written in closed form as
ln(eXeY ) = X + Y + f(u, v)[X, Y ], (4.1)
where f(u, v) is the symmetric function
f(u, v) = f(v, u) =
(u− v)eu+v − (ueu − vev)
uv(eu − ev) . (4.2)
This was first demonstrated in reference [11] for the very explicit commutator [X, Y ] =
uX + vY + cI. Herein, (with suitable expressions for u and v), a structurally identical
result is established for Lie algebras with a one-dimensional commutator sub-algebra.
More generally, whenever the commutator sub-algebra is Abelian, one has
ln(eXeY ) = X + Y + f(LX ,−LY )[X, Y ]. (4.3)
More specifically
ln(eXeY ) = X + Y +
I
e−LX − e+LY
(
I − e−LX
LX
+
I − e+LY
LY
)
[X, Y ]. (4.4)
This result furthermore extends to the weaker input condition [X, Y ] ∈ Z[g,g], that is,
[X, Y ] being an element of the centre of the commutator algebra. Even more generally,
this result extends to [X, Y ] being an element of the centralizer of those Lie brackets
that appear in the Baker–Campbell–Hausdorff expansion. Overall, we find it quite
remarkable just how far we have been able to push this result. There are of course
many other directions that one might also wish to explore — we have concentrated
our efforts on directions in which it seems that relatively concrete and explicit results
might be readily extractable.
– 11 –
Acknowledgments
This research was supported by the Marsden Fund, through a grant administered by
the Royal Society of New Zealand. AVB was also supported by a Victoria University
of Wellington Summer Scholarship.
References
[1] Ru¨diger Achilles and Andrea Bonfiglioli,
“The early proofs of the theorem of Campbell, Baker, Hausdorff, and Dynkin”,
Arch. Hist. Exact Sci. (2012) 66:295–358
doi: 10.1007/s00407-012-0095-8
[2] Andrea Bonfiglioli and Roberta Fulci,
Topics in Noncommutative Algebra:
The Theorem of Campbell, Baker, Hausdorff and Dynkin,
Lecture Notes in Mathematics 2034
ISBN 978-3-642-22596-3
doi: 10.1007/978-3-642-22597-0
(Springer, London, 2012)
[3] E. B. Dynkin,
“Calculation of the coefficients in the Campbell-Hausdorff formula”,
Doklady Akademii Nauk SSSR (N.S.), 57 (1947), 323–326.
English translation available at:
http://people.math.umass.edu/˜gunnells/S14/lie/dynkin-BCHfmla.pdf
[4] E.B. Dynkin,
“On the representation by means of commutators of the series log(exey)
for noncommuting x, y”,
Mat. Sb. 25 (1949), 155–162.
Available (Russian only) at: http://mi.mathnet.ru/eng/msb/v67/i1/p155
[5] K Goldberg,
“The formal power series for log(exey)”,
Duke Math. J. 23 (1956) 13–21.
https://projecteuclid.org/euclid.dmj/1077466673
[6] RA Sack,
“Taylor’s theorem for shift operators”,
Philosophical Magazine 3 (1958) 497.
– 12 –
[7] RM Wilcox,
“Exponential operators and parameter differentiation in quantum physics”,
Journal of Mathematical Physics 8 (1967) 962–982.
doi: 10.1063/1.1705306
[8] N Newman and RC Thompson,
“Numerical values of Goldberg’s coefficients in the series for log(exey)”,
Mathematics of Computation 48 (1987) 265–271.
http://www.ams.org/journals/mcom/1987-48-177/S0025-5718-1987-0866114-9/
[9] MW Reinsch,
“A simple expression for the terms in the Baker–Campbell–Hausdorff series”,
Journal of Mathematical Physics 41 (1999) 2434;
doi: 10.10631/1.533250 [math-ph/9905012].
[10] Fernando Casas and Ander Murua,
“An efficient algorithm for computing the Baker–Campbell–Hausdorff series
and some of its applications”,
Journal of Mathematical Physics 50 (2009) 033513;
doi: 10.1063/1.3078418 [arXiv:0810.2656 [math-ph]].
[11] Alexander Van-Brunt and Matt Visser,
“Special-case closed form of the Baker–Campbell–Hausdorff formula”,
Journal of Physics A 48 (2015) 225207 [arXiv:1501.02506 [math-ph]].
doi:10.1088/1751-8113/48/22/225207
[12] Alexander Van-Brunt and Matt Visser,
“Simplifying the Reinsch algorithm for the Baker–Campbell–Hausdorff series”,
arXiv:1501.05034 [math-ph].
[13] R. A. Fisher, M. M. Nieto and V. D. Sandberg,
“Impossibility of generalizing squeezed coherent states”,
Phys. Rev. D 29 (1984) 1107;
doi: 10.1103/PhysRevD.29.1107
[14] B. L. Schumaker and C. M. Caves,
“New formalism for two-photon quantum optics.
2. Mathematical foundation and compact notation”,
Phys. Rev. A 31 (1985) 3093; doi: 10.1103/PhysRevA.31.3093
[15] D. R. Truax,
“Baker–Campbell–Hausdorff relations and unitarity of SU(2) and SU(1,1) squeeze
operators”,
Phys. Rev. D 31 (1985) 1988;
doi: 10.1103/PhysRevD.31.1988
– 13 –
[16] M. M. Nieto and D. R. Truax,
“Squeezed states for general systems”,
Phys. Rev. Lett. 71 (1993) 2843–2846 [hep-th/9308029];
doi: 10.1103/PhysRevLett.71.2843
[17] P. Shanta, S. Chaturvedi, V. Srinivasan, G. S. Agarwal, and C. L. Mehta,
“Unified approach to multiphoton coherent states”,
Phys. Rev. Lett. 72 (1994) 1447–1450;
doi: 10.1103/PhysRevLett.72.1447
[18] M. M. Nieto,
“Functional forms for the squeeze and the time displacement operators”,
Quant. Semiclass. Opt. 8 (1996) 1061
[quant-ph/9605032].
[19] Marco Matone,
“An algorithm for the Baker–Campbell–Hausdorff formula”,
arXiv:1502.06589 [math-ph]. JHEP, in press.
[20] Marco Matone,
“Classification of commutator algebras leading to the new type of closed
Baker–Campbell–Hausdorff formulas”, arXiv:1503.08198 [math-ph].
[21] Marco Matone,
“Closed form of the Baker-Campbell-Hausdorff formula for semi-simple complex Lie
algebras”, arXiv:1504.05174 [math-ph].
[22] Marco Matone and Paolo Pasti,
“Wilson Loops on Riemann Surfaces, Liouville Theory and Covariantization of the
Conformal Group”,
arXiv:1505.02569 [hep-th].
[23] Vitaliy Kurlin,
“The Baker–Campbell–Hausdorff formula in the free metabelian Lie algebra”,
Journal of Lie Theory 17 (2007) 525–538;
[arXiv:math/0606330 [math.QA], Quantum Algebra].
http://www.heldermann.de/JLT/JLT17/JLT173/jlt17027.htm
– 14 –
