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1. Introduction
The theory of free probability and free entropy was developed by Voiculescu from 1980s. It
played a crucial role in the recent study of finite von Neumann algebras (see [1], [3], [4], [5],
[6], [7], [8], [9], [12], [16], [17], [25], [26], [27]). An analogue of free entropy dimension in C∗
algebra context, the notion of topological free entropy dimension of of n-tuples of elements in
a unital C∗ algebra, was introduced by Voiculescu in [28], where some basic properties of free
entropy dimension are discussed.
We start our investigation of the properties of topological free entropy dimension in [13],
where we computed the topological free entropy dimension of a self-adjoint element in a unital
C∗ algebra. Some estimation of topological free entropy dimension in an infinite dimensional,
unital, simple C∗ algebra with a unique trace was also obtained in the same paper. In this article,
we will continue our investigation on the properties of topological free entropy dimension.
First, we compute the topological free entropy dimension in an n×n complex matrix algebra
Mn(C) as follows (see Theorem 3.1):
δtop(x1, . . . , xm) = 1− 1
n2
,
where x1, . . . , xm is any family of self-adjoint generators of Mn(C) and δtop(x1, . . . , xm) is the
Voiculescu’s topological free entropy dimension of x1, . . . , xm.
In [28], Voiculescu asked the question whether the equality
χtop(x1 ⊕ y1, . . . , xn ⊕ yn) = max{χtop(x1, . . . , xn), χtop(y1, . . . , yn)},
1The second author is partially supported by an NSF grant.
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2holds when x1, . . . , xn and y1, . . . , yn are self-adjoint elements in a unital C
∗ algebras A, or B
respectively, and χtop is the topological free entropy defined in [28]. Motivated by his question,
in the paper we consider the topological free entropy dimension in the orthogonal sum of unital
C∗ algebras. More specifically, we prove the following result.
Theorem 4.2: Suppose that A and B are two unital C∗ algebras and x1 ⊕ y1, . . . , xn ⊕ yn is
a family of self-adjoint elements that generate A⊕B as a C∗-algebra. Assume
s = δtop(x1, . . . , xn) and t = δtop(y1, . . . , yn).
(1) If s ≥ 1 or t ≥ 1, then
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) = max{δtop(x1, . . . , xn), δtop(y1, . . . , yn)}
(2) If s < 1, t < 1 and both families {x1, . . . , xn}, {y1, . . . , yn} are stable (see Definition 4.1) ,
then (i)
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) = st− 1
s+ t− 2;
and (ii) the family of elements x1 ⊕ y1, . . . , xn ⊕ yn is also stable.
Combining the preceding two results, Theorem 3.1 and Theorem 4.2, we obtain the topo-
logical free entropy dimension of any family of self-adjoint generators in a finite dimensional C∗
algebra (see Theorem 5.1): Suppose that A is a finite dimensional C∗ algebra and dimCA is
the complex dimension of A. Then
δtop(x1, . . . , xn) = 1− 1
dimCA ,
where x1, . . . , xn is a family of self-adjoint generators of A.
The organization of the paper is as follows. In section 2, we recall Voiculescu’s definition of
topological free entropy dimension. The computation of topological free entropy dimension in an
n×n complex matrix algebra is carried out in section 3. In section 4, we prove a formula of the
topological free entropy dimension in the orthogonal sum of the unital C∗ algebras. In section
5, we calculate the topological free entropy dimension in any finite dimensional C∗ algebra.
In this article, we only discuss unital C∗ algebras which have the approximation property
(see Definition 5.3 in [13]).
2. Definitions and preliminary
In this section, we will recall Voiculescu’s definition of the topological free entropy dimension
of n-tuples of elements in a unital C∗ algebra.
2.1. A Covering of a set in a metric space. Suppose (X, d) is a metric space and K is
a subset of X . A family of balls in X is called a covering of K if the union of these balls covers
K and the centers of these balls are in K.
32.2. Covering numbers in complex matrix algebra (Mk(C))n. Let Mk(C) be the
k × k full matrix algebra with entries in C, and τk be the normalized trace on Mk(C), i.e.,
τk =
1
k
Tr, where Tr is the usual trace on Mk(C). Let U(k) denote the group of all unitary
matrices in Mk(C). Let Mk(C)n denote the direct sum of n copies of Mk(C). Let Ms.ak (C) be
the subalgebra of Mk(C) consisting of all self-adjoint matrices of Mk(C). Let (Ms.ak (C))n be
the direct sum (or orthogonal sum) of n copies of Ms.ak (C). Let ‖ · ‖ be an operator norm on
Mk(C)n defined by
‖(A1, . . . , An)‖ = max{‖A1‖, . . . , ‖An‖}
for all (A1, . . . , An) in Mk(C)n. Let ‖ · ‖Tr denote the usual trace norm induced by Tr on
Mk(C)n, i.e.,
‖(A1, . . . , An)‖Tr =
√
Tr(A∗1A1) + . . .+ Tr(A
∗
nAn)
for all (A1, . . . , An) inMk(C)n. Let ‖ · ‖2 denote the trace norm induced by τk onMk(C)n, i.e.,
‖(A1, . . . , An)‖2 =
√
τk(A
∗
1A1) + . . .+ τk(A
∗
nAn)
for all (A1, . . . , An) in Mk(C)n.
For every ω > 0, we define the ω-‖ · ‖-ball Ball(B1, . . . , Bn;ω, ‖ · ‖) centered at (B1, . . . , Bn)
in Mk(C)n to be the subset of Mk(C)n consisting of all (A1, . . . , An) in Mk(C)n such that
‖(A1, . . . , An)− (B1, . . . , Bn)‖ < ω.
Definition 2.1. Suppose that Σ is a subset of Mk(C)n. We define ν∞(Σ, ω) to be the minimal
number of ω-‖ · ‖-balls that consist a covering of Σ in Mk(C)n.
For every ω > 0, we define the ω-‖·‖2-ball Ball(B1, . . . , Bn;ω, ‖·‖2) centered at (B1, . . . , Bn)
in Mk(C)n to be the subset of Mk(C)n consisting of all (A1, . . . , An) in Mk(C)n such that
‖(A1, . . . , An)− (B1, . . . , Bn)‖2 < ω.
Definition 2.2. Suppose that Σ is a subset of Mk(C)n. We define ν2(Σ, ω) to be the minimal
number of ω-‖ · ‖2-balls that consist a covering of Σ in Mk(C)n.
The following lemma is obvious.
Lemma 2.1. Suppose K is a subset of Mk(C)n, equipped with a distance d. Suppose that
{Bλ}λ∈Λ is a family of balls of radius ω so that
K ⊆ ∪λ∈ΛBλ.
Then
Covering number of K by balls of radius 2ω ≤ Cardinality of Λ.
2.3. Noncommutative polynomials. In this article, we always assume that A is a unital
C∗-algebra. Let x1, . . . , xn, y1, . . . , ym be self-adjoint elements inA. Let C〈X1, . . . , Xn, Y1, . . . , Ym〉
be the unital noncommutative polynomials in the indeterminates X1, . . . , Xn, Y1, . . . , Ym. Let
{Pr}∞r=1 be the collection of all noncommutative polynomials in C〈X1, . . . , Xn, Y1, . . . , Ym〉 with
rational complex coefficients. (Here “rational complex coefficients” means that the real and
imaginary parts of all coefficients of Pr are rational numbers).
4Remark 2.1. We alsways assume that 1 ∈ C〈X1, . . . , Xn, Y1, . . . , Ym〉.
2.4. Voiculescu’s Norm-microstates Space. For all integers r, k ≥ 1, real numbers
R, ǫ > 0 and noncommutative polynomials P1, . . . , Pr, we define
Γ
(top)
R (x1, . . . , xn, y1, . . . , ym; k, ǫ, P1, . . . , Pr)
to be the subset of (Ms.ak (C))n+m consisting of all these
(A1, . . . , An, B1, . . . , Bm) ∈ (Ms.ak (C))n+m
satisfying
max{‖A1‖, . . . , ‖An‖, ‖B1‖, . . . , ‖Bm‖} ≤ R
and
|‖Pj(A1, . . . , An, B1, . . . , Bm)‖ − ‖Pj(x1, . . . , xn, y1, . . . , ym)‖| ≤ ǫ, ∀ 1 ≤ j ≤ r.
Define the norm-microstates space of x1, . . . , xn in the presence of y1, . . . , ym, denoted by
Γ
(top)
R (x1, . . . , xn : y1, . . . , ym; k, ǫ, P1, . . . , Pr)
as the projection of Γ
(top)
R (x1, . . . , xn, y1, . . . , ym; k, ǫ, P1, . . . , Pr) onto the space (Ms.ak (C))n via
the mapping
(A1, . . . , An, B1, . . . , Bm)→ (A1, . . . , An).
2.5. Voiculescu’s topological free entropy dimension. Define
ν∞(Γ
(top)
R (x1, . . . , xn : y1, . . . , ym; k, ǫ, P1, . . . , Pr), ω)
to be the covering number of the set Γ
(top)
R (x1, . . . , xn : y1, . . . , ym; k, ǫ, P1, . . . , Pr) by ω-‖ · ‖-balls
in the metric space (Ms.ak (C))n equipped with operator norm.
Definition 2.3. Define
δtop(x1, . . . , xn : y1, . . . , ym;ω)
= sup
R>0
inf
ǫ>0,r∈N
lim sup
k→∞
log(ν∞(Γ
(top)
R (x1, . . . , xn : y1, . . . , ym; k, ǫ, P1, . . . , Pr), ω))
−k2 logω
The topological entropy dimension of x1, . . . , xn in the presence of y1, . . . , ym is defined by
δtop(x1, . . . , xn : y1, . . . , ym) = lim sup
ω→0+
δtop(x1, . . . , xn : y1, . . . , ym;ω)
Remark 2.2. Let R > max{‖x1‖, . . . , ‖xn‖, ‖y1‖, . . . , ‖ym‖} be some positive number. By defi-
nition, we know
δtop(x1, . . . , xn : y1, . . . , ym)
= lim sup
ω→0+
inf
ǫ>0,r∈N
lim sup
k→∞
log(ν∞(Γ
(top)
R (x1, . . . , xn : y1, . . . , ym; k, ǫ, P1, . . . , Pr), ω))
−k2 log ω
Remark 2.3. Apparently, δtop(x1, . . . , xn : y1, . . . , ym) does not depend on the order of the
sequence {Pr}∞r=1.
52.6. C∗ algebra ultraproduct and von Neumann algebra ultraproduct. Suppose
{Mkm(C)}∞m=1 is a sequence of complex matrix algebras where km goes to infinity as m goes
to infinity. Let γ be a free ultrafilter in β(N) \ N. We can introduce a unital C∗ algebra∏∞
m=1Mkm(C) as follows:
∞∏
m=1
Mkm(C) = {(Ym)∞m=1 | ∀ m ≥ 1, Ym ∈Mkm(C) and sup
m≥1
‖Ym‖ <∞}.
We can also introduce norm closed two sided ideals I∞ and I2 as follows.
I∞ = {(Ym)∞m=1 ∈
∞∏
m=1
Mkm(C) | lim
m→γ
‖Ym‖ = 0}
I2 = {(Ym)∞m=1 ∈
∞∏
m=1
Mkm(C) | lim
m→γ
‖Ym‖2 = 0}
Definition 2.4. The C∗ algebra ultraproduct of {Mkm(C)}∞m=1 along the ultrfilter γ, denoted
by
∏γ
m=1Mkm(C), is defined to be the quotient algebra of
∏∞
m=1Mkm(C) by the ideal I∞. The
image of (Ym)
∞
m=1 ∈
∏∞
m=1Mkm(C) in the quotient algebra is denoted by [(Ym)m].
Definition 2.5. The von Neumann algebra ultraproduct of {Mkm(C)}∞m=1 along the ultrfilter
γ, also denoted by
∏γ
m=1Mkm(C) if no confusion arises, is defined to be the quotient algebra of∏∞
m=1Mkm(C) by the ideal I2. The image of (Ym)∞m=1 ∈
∏∞
m=1Mkm(C) in the quotient algebra
is denoted by [(Ym)m].
Remark 2.4. The von Neumann algebra ultraproduct
∏γ
m=1Mkm(C) is a finite factor (see
[18]).
3. Topological free entropy dimension in Mn(C)
In this section, we are going to calculate the topological free entropy dimension of a family
of self-adjoint generators of Mn(C).
3.1. Upper-bound.
Proposition 3.1. Let n be a positive integer and Mn(C) be the n × n matrix algebra over
the complex numbers. Let x1, . . . , xm be a family of self-adjoint matrices that generate Mn(C).
Then
δtop(x1, . . . , xm) ≤ 1− 1
n2
.
Proof. Since Mn(C) is a unital C∗ algebra with a unique tracial state, by Theorem 5.1 in
[13], we know that
δtop(x1, . . . , xm) ≤ κδ(x1, . . . , xm),
where κδ(x1, . . . , xm) is the Voiculescu’s free dimension capacity in [28]. By [14] or Proposition
1 in [12], we have
κδ(x1, . . . , xm) ≤ 1− 1
n2
.
6Therefore,
δtop(x1, . . . , xm) ≤ 1− 1
n2
.

3.2. Some lammas. In this subsection, we let n, t be some positive integers and k = nt.
Let
A =


1 · It 0 · · · 0
0 2 · It · · · 0
· · · · · · · · · · · ·
0 0 · · · n · It

 and W =


0 1 · It 0 · · · 0
0 0 1 · It · · · 0
· · · · · · . . . · · · · · ·
1 · It 0 0 · · · 0


be in Mk(C), where It is the identity matrix of Mt(C).
Lemma 3.1. Let δ > 0. Suppose ‖U1AU∗1 − U2AU∗2‖2 ≤ δ and ‖U1WU∗1 − U2WU∗2‖2 ≤ δ for
some unitary matrices U1 and U2 in U(k). Then there are a unitary matrix V1 in Mt(C) and
V =


V1 0 · · · 0
0 V1 · · · 0
· · · · · · . . . · · ·
0 0 · · · V1

 ∈ U(k)
so that
‖U1 − U2V ‖2 ≤ 14n2δ.
Proof. Assume that
U∗2U1 =


U11 U12 · · · U1,n
U21 U22 · · · U2,n
· · · · · · · · · · · ·
Un,1 Un,2 · · · Un,n

 ∈ U(k)
where each Ui,j is a t× t matrix for all 1 ≤ i, j ≤ n.
Let
S =


U11 0 · · · 0
0 U22 · · · 0
· · · · · · . . . · · ·
0 0 · · · Un,n

 .
7It is easy to see that ‖S‖2 ≤ 1 and
δ2 ≥ ‖U1AU∗1 − U2AU∗2‖22 =
1
k
Tr((U∗2U1A− AU∗2U1)(U∗2U1A− AU∗2U1)∗)
=
1
k
∑
1≤i 6=j≤m
Tr(|i− j|2UijU∗ij)
≥ 1
k
∑
1≤i 6=j≤m
Tr(UijU
∗
ij).
Hence
‖U1 − U2S‖2 = ‖U∗2U1 − S‖2 =
√
1
k
∑
1≤i 6=j≤m
Tr(UijU∗ij) ≤ δ. (3.2.1)
Thus,∥∥∥∥∥∥∥∥∥∥


U22 0 · · · 0
0 U33 · · · 0
· · · · · · . . . · · ·
0 0 · · · U11

−


U11 0 · · · 0
0 U22 · · · 0
· · · · · · . . . · · ·
0 0 · · · Un,n


∥∥∥∥∥∥∥∥∥∥
2
= ‖W ∗SW − S‖2 = ‖SW −WS‖2 = ‖U∗2U1W −WU∗2U1 − (U∗2U1 − S)W +W (U∗2U1 − S)‖2 ≤ 3δ.
It follows that
1√
k
√
Tr((Uj,j − Uj+1,j+1)(Uj,j − Uj+1,j+1)∗) ≤ 3δ, ∀ 1 ≤ j ≤ n− 1. (3.2.2)
Let
X =


U11 0 · · · 0
0 U11 · · · 0
· · · · · · . . . · · ·
0 0 · · · U11

 .
By inequality (3.2.2), we have
‖S −X‖2 ≤ 1√
k
√√√√ n∑
i=2
Tr((U11 − Uii)(U11 − Uii)∗) ≤ 1√
k
n∑
i=2
√
Tr((U11 − Uii)(U11 − Uii)∗)
≤ 1√
k
n∑
i=2
i−1∑
j=1
√
Tr((Uj,j − Uj+1,j+1)(Uj,j − Uj+1,j+1)∗) < 3n2δ. (3.2.3)
8Let U11 = V1H be the polar decomposition of U11 in Mt(C) and
V =


V1 0 · · · 0
0 V1 · · · 0
· · · · · · . . . · · ·
0 0 · · · V1

 .
Note ‖H‖ = ‖U11‖ ≤ ‖S‖ ≤ 1. We have
‖X − V ‖2 = ‖


H 0 · · · 0
0 H · · · 0
· · · · · · . . . · · ·
0 0 · · · H

− I‖2
≤ ‖


H2 0 · · · 0
0 H2 · · · 0
· · · · · · . . . · · ·
0 0 · · · H2

− I‖2
= ‖X∗X − I‖2 ≤ 2‖S −X‖2 + ‖S∗S − I‖2 ≤ 6n2δ + 2δ,
where the last inequality follows from inequalities (3.2.1) and (3.2.3). It follows that
‖U1 − U2V ‖2 ≤ ‖U1 − U2S‖2 + ‖S −X‖2 + ‖X − V ‖2 ≤ 3δ + 3n2δ + 6n2δ + 2δ ≤ 14n2δ.

Lemma 3.2. Let k = nt and
N1 =




V1 0 · · · 0
0 V1 · · · 0
· · · · · · . . . · · ·
0 0 · · · V1

 ∈ U(k) | V1 ∈ U(t)


⊂Mk(C).
For every U ∈ U(k), let
Σ(U) = {U1 ∈ U(k) | ∃ a unitary matrix V in N1 such that ‖U1 − UV ‖2 ≤ 14n2δ }.
Then
µ(Σ(U)) ≤ (C1 · 30n2δ)k2 ·
(
C
δ
)t2
,
where µ is the normalized Haar measure on U(k) and C,C1 are constants independent of t, δ.
9Proof. By computing the covering number of N1 by δ-‖ · ‖2-balls in U(k), we know
ν2(N1, δ) ≤
(
C
δ
)t2
,
where C is a constant independent of t, δ. Thus, by Lemma 2.1, the covering number of the set
Σ(U) by the 30n2δ-‖ · ‖2-balls in U(k) is bounded by
ν2(Σ(U), 30n
2δ) ≤ ν2(N1, δ) ≤
(
C
δ
)t2
.
But the ball of radius 30n2δ in U(k) has the volume bounded by
µ(ball of radius 30n2δ in U(k)) ≤ (C1 · 30n2δ)k2,
where C1 is a universal constant. Thus
µ(Σ(U)) ≤ (C1 · 30n2δ)k2 ·
(
C
δ
)t2
.

Lemma 3.3. Let A, W and
N1 =




V1 0 · · · 0
0 V1 · · · 0
· · · · · · . . . · · ·
0 0 · · · V1

 ∈ U(k) | V1 ∈ U(t)


⊂Mk(C).
be defined as above. Let
Ω(A,W ) = {(U∗AU, 1
2
U∗(W +W ∗)U,
1
2
√−1U
∗(W −W ∗)U) | U ∈ U(k)}.
Then, for each δ > 0,
ν2(Ω(A,W ),
1
4
δ) ≥ (C1 · 30n2δ)−k2 ·
(
C
δ
)−t2
,
where C1, C are some universal constants independent of t, δ.
Proof. For every U ∈ U(k), define
Σ(U) = {U1 ∈ U(k) | ∃ a unitary matrix V ∈ N1, such that ‖U1 − UV ‖2 ≤ 14n2δ}.
By preceding lemma, we have
µ(Σ(U)) ≤ (C1 · 30n2δ)k2 ·
(
C
δ
)t2
.
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A “parking” (or exhausting) argument will show the existence of a family of unitary elements
{Ui}Ni=1 ⊂ U(k) such that
N ≥ (C1 · 30n2δ)−k2 ·
(
C
δ
)−t2
and
Ui is not contained in ∪i−1j=1 Σ(Uj), ∀ i = 1, . . . , N.
From the definition of each Σ(Uj), it follows that
‖Ui − UjV ‖2 ≥ 14n2δ, ∀ unitary matrix V ∈ N1, ∀ 1 ≤ j < i ≤ N.
By Lemma 3.1, we know that
‖UiAU∗i − UjAU∗j ‖2 > δ or ‖UiWU∗i − UjWU∗j ‖2 > δ,
which implies that
ν2(Ω(A,W ),
1
4
δ) ≥ N ≥ (C1 · 30n2δ)−k2 ·
(
C
δ
)−t2
.

3.3. Lower-bound. Suppose x1, . . . , xm is a family of self-adjoint elements that generate
Mn(C). Let {est}ns,t=1 be a canonical system of matrix units in Mn(C). We might assume that
xi =
n∑
s,t=1
x
(i)
st · est, ∀ 1 ≤ i ≤ m,
for some {x(i)st }1≤s,t≤n,1≤i≤m ⊂ C. Let
a =
n∑
i=1
i · eii and w =
n−1∑
i=1
ei,i+1 + en,1.
Note that Mn(C) is a finite dimensional C∗ algebra. It is easy to see that there exist noncom-
mutative polynomials P1(x1, . . . , xm) and P2(x1, . . . , xm) such that
a = P1(x1, . . . , xm) and w = P2(x1, . . . , xm).
The proof of Lemma 5.1 in [13] can be easily adapted to prove the following Lemma 3.4.
Lemma 3.4. We have
δtop(a,
w + w∗
2
,
w − w∗
2
√−1 : x1, . . . , xm) ≤ δtop(x1, . . . , xm).
Lemma 3.5. We have
δtop(a,
w + w∗
2
,
w − w∗
2
√−1 : x1, . . . , xm) ≥ 1−
1
n2
.
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Proof. Let t be positive integer and k = nt. Note that
xi =
n∑
s,t=1
x
(i)
st · est, ∀ 1 ≤ i ≤ m
a =
n∑
i=1
i · eii
w =
n−1∑
i=1
ei,i+1 + en,1.
We let
Xi =
(
n∑
s,t=1
x
(i)
st · est
)
⊗ It, ∀ 1 ≤ i ≤ m
A =
(
n∑
i=1
i · eii
)
⊗ It
W =
(
n−1∑
i=1
ei,i+1 + en,1
)
⊗ It
be matrices in Mk(C). It is not hard to see that, for every t ∈ N and k = nt,
(A,
W +W ∗
2
,
W −W ∗
2
√−1 ) ∈ Γ
(top)
R (a,
w + w∗
2
,
w − w∗
2
√−1 : x1, . . . , xm; k, ǫ, P1, . . . , Pr)
when R > max{‖a‖, ‖x1‖, . . . , ‖xm‖, 1}, ǫ > 0 and r ≥ 1. Therefore,
Ω(A,W ) ⊂ Γ(top)R (a,
w + w∗
2
,
w − w∗
2
√−1 : x1, . . . , xm; k, ǫ, P1, . . . , Pr),
where Ω(A,W ) is defined in Lemma 3.3. Letting δ = 4ω, by lemma 3.3, we have
ν2(Γ
(top)
R (a,
w + w∗
2
,
w − w∗
2
√−1 : x1, . . . , xm; k, ǫ, P1, . . . , Pr), ω) ≥ (C1 · 120n
2ω)−k
2 ·
(
4C
ω
)−t2
,
where C1, C are some constants independent of t, ω. By the definitions of the operator norm
and the trace norm on (Mk(C))3, we get
ν∞(Γ
(top)
R (a,
w + w∗
2
,
w − w∗
2
√−1 : x1, . . . , xm; k, ǫ, P1, . . . , Pr),
ω√
3
)
≥ ν2(Γ(top)R (a,
w + w∗
2
,
w − w∗
2
√−1 : x1, . . . , xm; k, ǫ, P1, . . . , Pr), ω)
≥ (C1 · 120n2ω)−k2 ·
(
4C
ω
)−t2
. (3.3.1)
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It quickly induces that
δtop(a,
w + w∗
2
,
w − w∗
2
√−1 : x1, . . . , xm) ≥ 1−
1
n2
.

Combining Lemma 3.4 and Lemma 3.5, we have the following result.
Proposition 3.2. Suppose x1, . . . , xm is a family of self-adjoint generators of Mn(C). Then
δtop(x1, . . . , xm) ≥ 1− 1
n2
.
3.4. Conclusion. By Proposition 3.1 and Proposition 3.2, we obtain the following result.
Theorem 3.1. Suppose x1, . . . , xm is a family of self-adjoint generators of Mn(C). Then
δtop(x1, . . . , xm) = 1− 1
n2
.
4. Topological free entropy dimension in orthogonal sum of C∗ algebras
In this section, we assume that A, B are two unital C∗ algebras and A⊕B is the orthogonal
sum, or direct sum, of A and B. We assume that the self-adjoint elements x1 ⊕ y1, · · · , xn ⊕ yn
generate A⊕B as a C∗ algebra. Thus x1, . . . , xn and y1, . . . , yn, are the families of self-adjoint
generators of A, or B respectively.
4.1. Upper-bound of topological free entropy dimension in orthogonal sum of C∗
algebras. Let R > max{‖x1‖, . . . , ‖xn‖, ‖y1‖, . . . , ‖yn‖} be a positive number. By the definition
of topological free entropy dimension, we have the following.
Lemma 4.1. For each
α > δtop(x1, . . . , xn) and β > δtop(y1, . . . , yn),
(i) there is some 1
10
> ω0 > 0 so that, if 0 < ω < ω0,
inf
r∈N
lim sup
k1→∞
log(ν∞(Γ
(top)
R (x1, . . . , xn; k1,
1
r
, P1, . . . , Pr), ω))
−k21 log ω
< α;
inf
r∈N
lim sup
k2→∞
log(ν∞(Γ
(top)
R (y1, . . . , yn; k2,
1
r
, P1, . . . , Pr), ω))
−k22 log ω
< β.
(ii) Thus, for each 0 < ω < ω0, there is r(ω) ∈ N satisfying
lim sup
k1→∞
log(ν∞(Γ
(top)
R (x1, . . . , xn; k1,
1
r(ω)
, P1, . . . , Pr(ω)), ω))
−k21 log ω
< α;
lim sup
k2→∞
log(ν∞(Γ
(top)
R (y1, . . . , yn; k2,
1
r(ω)
, P1, . . . , Pr(ω)), ω))
−k22 log ω
< β.
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(iii) Therefore, for each 0 < ω < ω0 and r(ω) ∈ N, there is some K(r(ω)) ∈ N satisfying
log(ν∞(Γ
(top)
R (x1, . . . , xn; k1,
1
r(ω)
, P1, . . . , Pr(ω)), ω)) < −αk21 log ω, ∀ k1 ≥ K(r(ω));
log(ν∞(Γ
(top)
R (y1, . . . , yn; k2,
1
r(ω)
, P1, . . . , Pr(ω)), ω)) < −βk22 log ω, ∀ k2 ≥ K(r(ω)).
Lemma 4.2. Suppose that A and B are two unital C∗ algebras and x1⊕y1, . . . , xn⊕yn is a family
of self-adjoint elements that generate A⊕B. Let R > max{‖x1‖, . . . , ‖xn‖, ‖y1‖, . . . , ‖yn‖} be
a positive number. For any ω > 0, r0 ∈ N, there is some t > 0 so that the following holds:
∀ r > t, ∀ k ≥ 2, if
(X1, . . . , Xn) ∈ Γ(top)R (x1 ⊕ y1, . . . , xn ⊕ yn; k,
1
r
, P1, . . . , Pr),
then there are k1, k2 ∈ N,
(A1, . . . , An) ∈ Γ(top)R (x1, . . . , xn; k1,
1
r 0
, P1, . . . , Pr0),
(B1, . . . , Bn) ∈ Γ(top)R (y1, . . . , yn; k2,
1
r 0
, P1, . . . , Pr0)
and U ∈ U(k) so that (i) k1 + k2 = k; and (ii)∥∥∥∥(X1, . . . , Xn)− U∗(
(
A1 0
0 B1
)
, . . . ,
(
An 0
0 Bn
)
)U
∥∥∥∥ ≤ ω.
Proof. We will prove the result by using the contradiction. Assume, to the contrary, the
result of the lemma does not hold, i.e. there are some ω0 > 0, r0 ≥ 1, two strictly increasing
sequences {rm}∞m=1 and {km}∞m=1, and
(X
(m)
1 , . . . , X
(m)
n ) ∈ Γ(top)R (x1 ⊕ y1, . . . , xn ⊕ yn; km,
1
rm
, P1, . . . , Prm)
satisfying ∥∥∥∥∥(X(m)1 , . . . , X(m)n )− U∗(
(
A
(m)
1 0
0 B
(m)
1
)
, . . . ,
(
A
(m)
n 0
0 B
(m)
n
)
)U
∥∥∥∥∥ > ω. (4.1.1)
for all
(A
(m)
1 , . . . , A
(m)
n ) ∈ Γ(top)R (x1, . . . , xn; s1,m ,
1
r0
, P1, . . . , Pr0),
(B
(m)
1 , . . . , B
(m)
n ) ∈ Γ(top)R (y1, . . . , yn; s2,m ,
1
r0
, P1, . . . , Pr0)
and all U ∈ U(k) where s
1,m
+ s
2,m
= km.
Let γ be a free ultra-filter in β(N) \ N. Let ∏γm=1Mkm(C) be the C∗ algebra ultra-product
of (Mkm(C))∞m=1 along the ultra-filter γ, i.e.
∏γ
m=1Mkm(C) is the quotient algebra of the C∗
algebra
∏
mMkm(C) by I∞, the 0-ideal of the norm ‖ · ‖γ, where ‖(Ym)∞m=1‖γ = limm→γ ‖Ym‖
for each (Ym)
∞
m=1 in
∏
mMkm(C).
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By mapping xi ⊕ yi to [(X(m)i )∞m=1] in
∏γ
m=1Mkm(C) for each 1 ≤ i ≤ n, we obtain a unital
∗-isomorphism ψ from the C∗ algebra A⊕B onto the C∗ subalgebra generated by [(X(m)1 )∞m=1],
. . . , [(X
(m)
n )∞m=1] in
∏γ
m=1Mkm(C) . Thus ψ(IA ⊕ 0) and ψ(0 ⊕ IB) are two projections in∏γ
m=1Mkm(C) satisfying
ψ(IA ⊕ 0) + ψ(0⊕ IB) = IQγ
m=1Mkm(C)
.
Without loss of generality, we can assume that there is a sequence of projections {Pm}∞m=1
with Pm ∈Mkm(C) such that
[(Pm)
∞
m=1] = ψ(IA ⊕ 0) and [(Ikm − Pm)∞m=1] = ψ(0⊕ IB),
where Ikm is the identity matrix ofMkm(C). For each Pm inMkm(C), there are positive integers
s
1,m
, s
2,m
, with s
1,m
+ s
2,m
= km, and a unitary matrix Um in U(km) so that
Pm = U
∗
m
(
Is
1,m
0
0 0
)
Um and Ikm − Pm = U∗m
(
0 0
0 Is
2,m
)
Um,
where Is
1,m
are Is
2,m
the identity matrices of Ms
1,m
(C), or Ms
2,m
(C) respectively.
Note
xi ⊕ 0 = (IA ⊕ 0)(xi ⊕ yi)(IA ⊕ 0) ∈ A
⊕
0.
Thus
ψ(xi ⊕ 0) = [(Pm)∞m=1][(X(m)i )∞m=1][(Pm)∞m=1]
= [(PmX
(m)
i Pm)
∞
m=1]
= [(U∗m
(
Is
1,m
0
0 0
)
UmX
(m)
i U
∗
m
(
Is
1,m
0
0 0
)
Um)
∞
m=1].
Similarly,
ψ(0⊕ yi) = [(Ikm − Pm)∞m=1][(X(m)i )∞m=1][(Ikm − Pm)∞m=1]
= [((Ikm − Pm)X(m)i (Ikm − Pm))∞m=1]
= [(U∗m
(
0 0
0 Is
2,m
)
UmX
(m)
i U
∗
m
(
0 0
0 Is
2,m
)
Um)
∞
m=1].
Let (
A
(m)
i 0
0 0
)
=
(
Is
1,m
0
0 0
)
UmX
(m)
i U
∗
m
(
Is
1,m
0
0 0
)
, for i = 1, . . . , n
and (
0 0
0 B
(m)
i
)
=
(
0 0
0 Is
2,m
)
UmX
(m)
i U
∗
m
(
0 0
0 Is
2,m
)
, for i = 1, . . . , n
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where A
(m)
1 , . . . , A
(m)
n are in Ms1,m(C) and B(m)1 , . . . , B(m)n are in Ms2,m(C). Then,
[(
(
A
(m)
i 0
0 0
)
)∞m=1] = [(Um)
∞
m=1]ψ(xi ⊕ 0)[(U∗m)∞m=1] for i = 1, . . . , n
[(
(
0 0
0 B
(m)
i
)
)∞m=1] = [(Um)
∞
m=1]ψ(0⊕ yi)[(U∗m)∞m=1] for i = 1, . . . , n.
Therefore, when m is large enough, we have
(A
(m)
1 , . . . , A
(m)
n ) ∈ Γ(top)R (x1, . . . , xn; s1,m ,
1
r0
, P1, . . . , Pr0),
(B
(m)
1 , . . . , B
(m)
n ) ∈ Γ(top)R (y1, . . . , yn; s2,m ,
1
r0
, P1, . . . , Pr0),
On the other hand,
([(X
(m)
1 )
∞
m=1], . . . , [(X
(m)
1 )
∞
m=1]) = (ψ(x1 ⊕ y1), . . . , ψ(xn ⊕ yn))
= (ψ(x1 ⊕ 0) + ψ(0⊕ y1), . . . , ψ(xn ⊕ 0) + ψ(0⊕ yn))
= [(U∗m)
∞
m=1]
(
[(
(
A
(m)
1 0
0 0
)
)∞m=1] + [(
(
0 0
0 B
(m)
1
)
)∞m=1], . . . ,
[(
(
A
(m)
n 0
0 0
)
)∞m=1] + [(
(
0 0
0 B
(m)
n
)
)∞m=1]
)
[(Um)
∞
m=1]
= [(U∗m)
∞
m=1]
(
[(
(
A
(m)
1 0
0 B
(m)
1
)
)∞m=1], . . . , [(
(
A
(m)
n 0
0 B
(m)
n
)
)∞m=1]
)
[(Um)
∞
m=1]
which is against the inequality (4.1.1). This completes the proof.

Lemma 4.3. Let α, β > 0 and
f(s) = αs2 + β(1− s)2 + 1− s2 − (1− s)2, for 0 ≤ s ≤ 1.
Then
max
0≤s≤1
f(s) =


αβ − 1
α + β − 2 if α < 1, β < 1
max{α, β} otherwise.
Proof. Note that
f(s) = (α + β − 2)s2 − 2(β − 1)s+ β.
Thus, if α + β 6= 2, then f has an extreme point at
s0 =
β − 1
α + β − 2 ,
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with
f(s0) =
αβ − 1
α+ β − 2 .
Case one: If α + β > 2, we know
αβ − 1
α + β − 2 = α−
α2 − 2α + 1
α + β − 2 ≤ α = f(1); similarly
αβ − 1
α + β − 2 ≤ β = f(0).
Thus
max
0≤s≤1
f(s) = max{α, β} if α+ β > 2.
Case two: If α+ β − 2 < 0 and f achieves its absolute maximum in the interval (0, 1), then
0 < s0 < 1. This is equivalent to
α < 1 and β < 1.
Thus
f(s0) =
αβ − 1
α+ β − 2 = α−
α2 − 2α + 1
α + β − 2 ≥ α = f(1), and f(s0) =
αβ − 1
α + β − 2 ≥ β = f(0).
It follows that
max
0≤s≤1
f(s) =


αβ − 1
α + β − 2 if α < 1, β < 1
max{α, β} if α + β < 2, α ≥ 1 or α + β < 2, β ≥ 1.
Case three: If α + β − 2 = 0, it is easy to check that
max
0≤s≤1
f(s) = max{α, β}.
As a summary, we obtain
max
0≤s≤1
f(s) =


αβ − 1
α + β − 2 if α < 1, β < 1
max{α, β} otherwise.

Proposition 4.1. Suppose that A and B are two unital C∗ algebras and x1 ⊕ y1, . . . , xn ⊕ yn is
a family of self-adjoint elements that generate A⊕B. If
α > δtop(x1, . . . , xn) and β > δtop(y1, . . . , yn),
then
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) ≤


αβ − 1
α + β − 2 if α < 1, β < 1
max{α, β} otherwise.
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Proof. Let R > max{‖x1 ⊕ y1‖, . . . , ‖xn ⊕ yn‖} be a positive number. By Lemma 4.1,
there is some ω0 > 0 so that the following hold: for any 0 < ω < ω0, there are r(ω) ∈ N and
K(r(ω)) ∈ N satisfying
ν∞(Γ
(top)
R (x1, . . . , xn; k1,
1
r(ω)
, P1, . . . , Pr(ω)), ω) <
(
1
ω
)αk21
, ∀ k1 ≥ K(r(ω)); (4.1.2)
ν∞(Γ
(top)
R (y1, . . . , yn; k2,
1
r(ω)
, P1, . . . , Pr(ω)), ω) <
(
1
ω
)βk2
2
, ∀ k2 ≥ K(r(ω)). (4.1.3)
On the other hand, for each 0 < ω < ω0 and r(ω) ∈ N, it follows from Lemma 4.2 that there is
some t ∈ N so that ∀ r > t, ∀ k ≥ 1, if
(X1, . . . , Xn) ∈ Γ(top)R (x1 ⊕ y1, . . . , xn ⊕ yn; k,
1
r
, P1, . . . , Pr),
then there are
(A1, . . . , An) ∈ Γ(top)R (x1, . . . , xn; k1,
1
rω
, P1, . . . , Prω),
(B1, . . . , Bn) ∈ Γ(top)R (y1, . . . , yn; k2,
1
rω
, P1, . . . , Prω)
and U ∈ U(k) so that (i) k1 + k2 = k; and (ii)∥∥∥∥(X1, . . . , Xn)− U∗(
(
A1 0
0 B1
)
, . . . ,
(
An 0
0 Bn
)
)U
∥∥∥∥ < ω.
Moreover, we can further assume that U ∈ U(k)/(U(k1)
⊕U(k2)).
Now it is a standard argument to show that for r > t,
ν∞(Γ
(top)
R (x1 ⊕ y1, . . . , xn ⊕ yn; k,
1
r
, P1, . . . , Pr), 3ω)
≤
∑
k1+k2=k
((
C2
ω
)k2−k2
1
−k2
2
· ν∞(Γ(top)R (x1, . . . , xn; k1,
1
rω
, P1, . . . , Prω), ω)
· ν∞(Γ(top)R (y1, . . . , yn; k2,
1
rω
, P1, . . . , Prω), ω)
)
, (4.1.4)
where C2 is some constant independent of k, ω. But
(4.1.4) =

K(r(ω))∑
k1=1
+
k−K(r(ω))−1∑
k1=K(r(ω))+1
+
k∑
k1=k−K(r(ω))


((
C2
ω
)k2−k2
1
−(k−k1)2
· ν∞(Γ(top)R (x1, . . . , xn; k1,
1
rω
, P1, . . . , Prω), ω)
· ν∞(Γ(top)R (y1, . . . , yn; k − k1,
1
rω
, P1, . . . , Prω), ω)
)
. (4.1.5)
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Let
Mω = max
1≤k1≤K(r(ω))
ν∞(Γ
(top)
R (x1, . . . , xn; k1,
1
rω
, P1, . . . , Prω), ω)
Nω = max
1≤k2≤K(r(ω))
ν∞(Γ
(top)
R (y1, . . . , yn; k2,
1
rω
, P1, . . . , Prω), ω)
By (4.1.2) and (4.1.3), we get that if k > 2K(r(ω)) then
ν∞(Γ
(top)
R (x1 ⊕ y1, . . . , xn ⊕ yn; k,
1
r
, P1, . . . , Pr), 3ω)
≤ K(r(ω))Mω
(
C2
ω
)k2−(k−K(r(ω)))2 (
1
ω
)βk2
+K(r(ω))Nω
(
C2
ω
)k2−(k−K(r(ω)))2 (
1
ω
)αk2
+
k−K(r(ω))−1∑
k1=K(r(ω))+1
(
C2
ω
)k2−k21−(k−k1)2 ( 1
ω
)αk21 ( 1
ω
)β(k−k1)2
. (4.1.6)
Let
f(s) = αs2 + β(1− t)2 + 1− s2 − (1− s)2, for 0 ≤ s ≤ 1.
And
L(α, β) = max
0≤s≤1
f(s).
Then
(4.1.6) ≤
[
K(r(ω))(Mω +Nω)
(
C2
ω
)k2−(k−K(r(ω)))2
+ kCk
2
2
]
·
{(
1
ω
)βk2
+
(
1
ω
)αk2
+
(
1
ω
)L(α,β)k2}
. (4.1.7)
Note that
lim
k→∞
log
[
K(r(ω))(Mω +Nω)
(
C2
ω
)k2−(k−K(r(ω)))2
+ kCk
2
2
]
k2
= logC2;
and
L(α, β) ≥ max{α, β}.
We obtain,
lim sup
k→∞
log(ν∞(Γ
(top)
R (x1 ⊕ y1, . . . , xn ⊕ yn; k, 1r , P1, . . . , Pr), 3ω))
k2
≤ logC2 + L(α, β) log
(
1
ω
)
.
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It induces that
δtop(x1 ⊕ y1, . . . , xn ⊕ yn)
= lim sup
ω→0+
inf
r∈N
lim sup
k→∞
log(ν∞(Γ
(top)
R (x1 ⊕ y1, . . . , xn ⊕ yn; k, 1r , P1, . . . , Pr), ω))
−k2 log ω
≤ L(α, β) =


αβ − 1
α + β − 2 if α < 1, β < 1
max{α, β} otherwise,
where the last equation is from Lemma 4.3. 
Proposition 4.2. Suppose that A and B are two unital C∗ algebras and x1 ⊕ y1, . . . , xn ⊕ yn is
a family of self-adjoint elements that generate A⊕B. If
s = δtop(x1, . . . , xn) and t = δtop(y1, . . . , yn),
then
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) ≤


st− 1
s+ t− 2 if s < 1, t < 1;
max{s, t} otherwise.
Proof. It follows directly from the preceding lemma.

4.2. One of topological free entropy dimensions ≥ 1.
Lemma 4.4. Suppose that A and B are two unital C∗ algebras and x1 ⊕ y1, . . . , xn ⊕ yn is a
family of self-adjoint elements that generate A⊕B. Then
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) ≥ max{δtop(x1, . . . , xn), δtop(y1, . . . , yn)}.
Proof. Let R > max{‖x1⊕y1‖, . . . , ‖xn⊕yn‖} be a positive number. For any r ≥ 1, ǫ > 0,
k > k1, and any
(A1, . . . , An) ∈ Γ(top)R (x1, . . . , xn; k1, ǫ, P1, . . . , Pr),
(B1, . . . , Bn) ∈ Γ(top)R (y1, . . . , yn; k − k1, ǫ, P1, . . . , Pr)
we have
(
(
A1 0
0 B1
)
, . . . ,
(
An 0
0 Bn
)
) ∈ Γ(top)R (x1 ⊕ y1, . . . , xn ⊕ yn; k, ǫ, P1, . . . , Pr).
Thus,
ν∞(Γ
(top)
R (x1⊕y1, . . . , xn⊕yn; k, ǫ, P1, . . . , Pr), ω) ≥ ν∞(Γ(top)R (y1, . . . , yn; k−k1, ǫ, P1, . . . , Pr), 2ω).
It follows that
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) ≥ δtop(y1, . . . , yn).
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Similarly,
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) ≥ δtop(x1, . . . , xn).
Hence we have proved the result of the lemma. 
Theorem 4.1. Suppose that A and B are two unital C∗ algebras and x1⊕y1, . . . , xn⊕yn is a fam-
ily of self-adjoint elements that generates A⊕B. If one of δtop(x1, . . . , xn) and δtop(y1, . . . , yn)
is larger than or equal to 1, then
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) = max{δtop(x1, . . . , xn), δtop(y1, . . . , yn)}
Proof. The result follows directly from Proposition 4.2 and Lemma 4.4.

4.3. Both of topological free entropy dimensions < 1. We start this subsection with
the following definition.
Definition 4.1. Suppose that A is a unital C∗ algebra and x1, . . . , xn is a family of self-adjoint
elements in A. The family of elements x1, . . . , xn is called stable if for any α < δtop(x1, . . . , xn)
there are positive numbers C3 > 0 and ω0 > 0, r0 ∈ N, k0 ∈ N so that
ν∞(Γ
(top)
R (x1, . . . , xn; q · k0,
1
r
, P1, . . . , Pr), ω) ≥ C(q·k0)
2
3
(
1
ω
)α·(q·k0)2
, ∀ 0 < ω < ω0, r > r0, q ∈ N.
Example 4.1. (1) From the inequality (3.3.1), it follows that any family of self-adjoint
generators x1, . . . , xn of Mn(C) is stable.
(2) A self-adjoint element x in a unital C∗ algebra is stable (see [12]).
(3) Suppose that K is the algebra of all compact operators in a separable Hilbert space H and
unital C∗ algebra A is the unitization of K. Then any family of self-adjoint generators
x1, . . . , xn of A is stable since δtop(x1, . . . , xn) = 0 (see Theorem 5.6 in [13]).
Notation 4.1. Suppose that A ∈Mk1(C) and B ∈Mk2(C). We denote the element(
A 0
0 B
)
∈Mk1+k2(C)
by A⊕ B.
Notation 4.2. Suppose that Γ1 ⊂ (Mk1(C))n and Γ2 ⊂ (Mk2(C))n. We denote the set{(
A1 0
0 B1
)
, . . . ,
(
An 0
0 Bn
)
| (A1, . . . , An) ∈ Γ1, (B1, . . . , Bn) ∈ Γ2
}
in (Mk1+k2(C))n by Γ1 ⊕ Γ2.
The main goal of this subsection is to prove the following result.
Proposition 4.3. Suppose that A and B are two unital C∗ algebras and x1 ⊕ y1, . . . , xn ⊕ yn is
a family of self-adjoint elements that generates A⊕B as a C∗ algebra. Assume
s = δtop(x1, . . . , xn) < 1 and t = δtop(y1, . . . , yn) < 1.
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If both families {x1, . . . , xn} and {y1, . . . , yn} are stable, then
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) = st− 1
s+ t− 2 .
Moreover, the family of elements x1 ⊕ y1, . . . , xn ⊕ yn is also stable.
Remark 4.1. The difficulty to prove the preceding result lies in the fact that IA ⊕ 0 might not
be in the ∗-algebra generated by x1 ⊕ y1, . . . , xn ⊕ yn.
The proof of Proposition 4.3 will be postponed after we prove some lemmas firstly. Recall
the definition of the packing number of a set in a metric space as follows.
Definition 4.2. Suppose that X is a metric space with a metric distance d. The packing number
of a set K by δ-balls in X, denoted by Packd(K, δ), is the maximal cardinality of the subsets F
in K satisfying for all a, b in F either a = b or d(a, b) ≥ δ.
The following result follows easily from the definition of packing number.
Lemma 4.5. For any subset K of ((Mk(C))n, ‖ · ‖), we have
Pack∞(K, δ) ≥ ν∞(K, 2δ) ≥ Pack∞(K, 4δ),
where Pack∞(K, δ) is the packing number of the set K by δ-‖ ‖-balls in (Mk(C))n.
Lemma 4.6. Let
Γ1 ⊂ (Mk1(C))n Γ2 ⊂ (Mk2(C))n.
Then, for δ > 0,
Pack∞(Γ1 ⊕ Γ2, δ) ≥ ν∞(Γ1, 2δ) · ν∞(Γ2, 2δ),
where Γ1 ⊕ Γ2 is as in Notation 4.2.
Proof. By Lemma 4.5, there exists a family of elements {(Aλ1 , . . . , Aλn)}λ∈Λ, or {(Bσ1 , . . . , Bσn)}σ∈Σ,
in Γ1, or in Γ2 respectively, such that
‖(Aλ11 , . . . , Aλ1n )− (Aλ21 , . . . , Aλ2n )‖ ≥ δ, ∀ λ1 6= λ2 ∈ Λ
‖(Bσ11 , . . . , Bσ1n )− (Bσ21 , . . . , Bσ2n )‖ ≥ δ, ∀ σ1 6= σ2 ∈ Σ;
and
Card(Λ) ≥ ν∞(Γ1, 2δ), Card(Σ) ≥ ν∞(Γ2, 2δ),
where Card(Λ), or Card(Σ), is the cardinality of the set Λ, or Σ respectively. Thus, if λ1 6= λ2
or σ1 6= σ2,∥∥∥∥∥
((
Aλ11 0
0 Bσ11
)
, . . . ,
(
Aλ1n 0
0 Bσ1n
))
−
((
Aλ21 0
0 Bσ21
)
, . . . ,
(
Aλ2n 0
0 Bσ2n
))∥∥∥∥∥
= max{‖(Aλ11 , . . . , Aλ1n )− (Aλ21 , . . . , Aλ2n )‖, ‖(Bσ11 , . . . , Bσ1n )− (Bσ21 , . . . , Bσ2n )‖}
≥ δ.
Hence
Pack∞(Γ1 ⊕ Γ2, δ) ≥ ν∞(Γ1, 2δ) · ν∞(Γ2, 2δ).
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Definition 4.3. Let k1, k2, s be some positive integers such that k1 ≥ 2s, k2 ≥ 2s. Define
Ω(k1, k2, s) be the collection of all these k1×k2 matrices T satisfying ‖T‖ ≤ 2 and rank(T ) ≤ 2s,
where rank(T ) is the rank of the matrix T .
Sublemma 4.3.1. Let k, k1, k2, s be some positive integers such that k1 ≥ 2s, k2 ≥ 2s and
k = k1 + k2. Let ι be the embedding of Mk1,k2(C) into Mk(C) by the mapping
ι : A→
(
0 A
0 0
)
for any A in Mk1,k2(C) . For any δ > 0, we have
ν2(ι(Ω(k1, k2, s)), δ) ≤
(
C4
δ
)4s(k1+k2)+2s
,
where C4 is a constant independent of k1, k2 and s.
Proof. For any T in Ω(k1, k2, s), by Definition 4.3 we have ‖T‖ ≤ 2 and rank(T ) ≤ 2s.
Thus by polar decomposition, there are partial isometry V1 in Mk1,k2(C), a unitary matrix V2
in Mk2(C) and a family of numbers 0 ≤ λ1, . . . , λ2s ≤ 2 such that,
T =V1 diag(λ1, . . . , λ2s, 0, . . . , 0) V
∗
2
=(V1(I2s ⊕ 0 · Ik2−2s)) diag(λ1, . . . , λ2s, 0, . . . , 0) (V2(I2s ⊕ 0 · Ik2−2s))∗.
Now it is a standard argument (for example see [23]) to show that
ν2(ι(Ω(k1, k2, s)), δ) ≤
(
C4
δ
)4s(k1+k2)+2s
,
where C4 is a constant independent of k1, k2 and s. 
Let s1, s2, s3 be positive integers so that s1 ≥ s3, s2 ≥ s3.
Definition 4.4. Define R(s1, s3) be the collection of all these self-adjoint matrices Q inMs1+s3(C)
satisfying: there are some unitary matrix U1 in Ms1+s3(C) and real numbers
λ1, . . . , λs1, . . . , λs1+s3
such that (i)
Q = U∗1diag(λ1, . . . , λs1, . . . , λs1+s3)U1;
and (ii)
λi ≥ 2, ∀ 1 ≤ i ≤ s1.
Define Q(s2, s3) be the collection of all these self-adjoint matrices Q inMs2+s3(C) satisfying:
there are some unitary matrix U2 in Ms2+s3(C) and real numbers
µ1, . . . , µs2, . . . , µs2+s3
such that (i)
Q = U∗2diag(µ1, . . . , µs2, . . . , µs2+s3)U2;
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and (ii)
|λi| ≤ 1, ∀ 1 ≤ i ≤ s2.
Sublemma 4.3.2. Let δ > 0 be a positive number. Let s1, s2, s3 be positive integers so that
s1 ≥ s3, s2 ≥ s3. Let k1 = s1+ s3, k2 = s2+ s3 and k = k1+ k2. Suppose X is a k1× k2 complex
matrix such that, (i) ‖X‖ ≤ 1; and (ii) for some Q1 in R(s1, s3) and Q2 in Q(s2, s3),
Tr((Q1X −XQ2)∗(Q1X −XQ2))
k
≤ δ.
Then, there is some T in Ω(k1, k2, s3) (as defined in Definition 4.3) such that
Tr((X − T )∗(X − T ))
k
≤ δ.
Proof. By the definitions of R(s1, s3) and Q(s2, s3), we know there are some unitary matrix
U1 in U(k1), U2 in U(k2), and families of real numbers λ1, . . . , λk1 and µ1, . . . , µk2 such that (i)
Q1 = U
∗
1diag(λ1, . . . , λk1)U1
Q2 = U
∗
2diag(µ1, . . . , µk2)U2;
and (ii)
λi ≥ 2, |µj| ≤ 1, ∀ 1 ≤ i ≤ s1, 1 ≤ j ≤ s2.
Let
U1XU
∗
2 =
(
Y11 Y12
Y21 Y22
)
∈ Mk1,k2(C),
where Y11 ∈ Ms1,s2(C), Y12 ∈Ms1,s3(C), Y21 ∈Ms3,s2(C) and Y22 ∈Ms3,s3(C).
From the facts that
Tr((Q1X −XQ2)∗(Q1X −XQ2))
k
≤ δ,
and
λi ≥ 2, |µj| ≤ 1, ∀ 1 ≤ i ≤ s1, 1 ≤ j ≤ s2,
we know that
Tr(Y ∗11Y11)
k
≤ δ.
Let
T1 =
(
0 Y12
Y21 Y22
)
.
Then ‖T1‖ ≤ 2‖X‖ ≤ 2, rank(T1) ≤ 2s3, and
Tr((X − U∗1TU2)∗(X − U∗1TU2))
k
=
Tr(Y ∗11Y11)
k
≤ δ.
Let T = U∗1T1U2 and we finished the proof of the sublemma.

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Lemma 4.7. Let s1, s2, s3 be positive integers so that s1 ≥ s3, s2 ≥ s3, and R(s1, s3), Q(s2, s3)
be defined in Definition 4.4. Let k1 = s1+ s3, k2 = s2+ s3 and k = k1+ k2. Then there exists a
family of unitary matrices {Uγ}γ∈I in Mk(C) so that (i) when γ1 6= γ2 ∈ I,
‖U∗γ1(Q1 ⊕Q2)Uγ1 − U∗γ2(Q˜1 ⊕ Q˜2)Uγ2‖ ≥ δ, ∀ Q1, Q˜1 ∈ R(s1, s3), Q2, Q˜2 ∈ Q(s2, s3);
and (ii)
Card(I) ≥ (C6 · 130δ)−k2 ·
(
C5
δ
)−(s21+s22+8s3+12(k1s3+k2s3))
,
where C5, C6 are some constants independent of k, s1, s2, s3; and Q1 ⊕Q2, Q˜1 ⊕ Q˜2 are defined
as in Notation 4.1.
As we will see, Lemma 4.7 is a consequence of the Sublemma 4.3.3, Sublemma 4.3.4 and
Sublemma 4.3.5, which we will prove first. Following the notations as before, let s1, s2, s3,
k1 = s1 + s3, k2 = s2 + s3, and k = k1 + k2 be as above.
Definition 4.5. Define S(s1, s2, s3) to be the collection of all these matrices
S =
(
S11 S12
S21 S22
)
∈ Mk(C),
where Sij ∈ Mki,kj(C) for 1 ≤ i, j ≤ 2, satisfying (i) ‖Si,j‖ ≤ 2 for 1 ≤ i, j ≤ 2; (ii) S12 ∈
Ω(k1, k2, s3) and S21 ∈ Ω(k2, k1, s3), where Ω(k1, k2, s3) and Ω(k2, k1, s3) are defined in Definition
4.3.
Sublemma 4.3.3. Suppose that δ > 0 and U1, U2 are unitary matrices in Mk(C) so that the
following holds: there are some Q1, Q˜1 ∈ R(s1, s3), and Q2, Q˜2 ∈ Q(s2, s3) such that
‖U∗1 (Q1 ⊕Q2)U1 − U∗2 (Q˜1 ⊕ Q˜2)U2‖ ≤ δ,
where R(s1, s3), Q(s2, s3) are defined in Definition 4.4 and Q1⊕Q2, Q˜1⊕ Q˜2 are as in Notation
4.1. Then, there is some S in S(s1, s2, s3) such that
‖U1 − U2S‖2 ≤ 2δ.
Proof. Let
U2U
∗
1 =
(
U11 U12
U21 U22
)
where Uij is ki× kj complex matrix for 1 ≤ i, j ≤ 2. By the conditions on U1, U2, we know that
‖U12‖ ≤ 1 and
Tr((U12Q2 − Q˜1U12)∗(U12Q2 − Q˜1U12))
k
≤ δ2.
By Sublemma 4.3.2, we know that there is some T12 in Ω(k1, k2, s3) so that
Tr((U12 − T12)∗(U12 − T12))
k
≤ δ2.
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Similarly, there is some T21 in Ω(k2, k1, s3) so that
Tr((U21 − T21)∗(U21 − T21))
k
≤ δ2.
Let
S =
(
U11 T12
T21 U22
)
be in Mk(C). Now it is not hard to check that S is in S(s1, s2, s3) and
‖U1 − U2S‖2 ≤ 2δ.

Sublemma 4.3.4. For any δ > 0, let
Sδ(s1, s2, s3) = {S ∈ S(s1, s2, s3) | ∃ U ∈ U(k) such that ‖U − S‖2 ≤ 2δ}.
We have
ν2(Sδ(s1, s2, s3), 64δ) ≤
(
C5
δ
)s2
1
+s2
2
+8s3+12(k1+k2)s3
,
where C5 is some constant independent of k, s1, s2, s3.
Proof. Assume
S =
(
S11 S12
S21 S22
)
,
is in Sδ(s1, s2, s3), where Sij is ki × kj complex matrix for 1 ≤ i, j ≤ 2.
Assume that
S11 = H11W11
is the polar decompositions of elements S11 inMk1(C), where W11 is unitary matrix inMk1(C)
and H11 is a positive matrix in Mk1(C). From the fact that ‖U − S‖2 ≤ 2δ, it follows that
(16δ)2 ≥ (‖(S − U)S∗‖2 + ‖U(S − U)∗‖2)2 ≥ ‖SS∗ − Ik‖22
≥ Tr((H
2
11 − (Ik1 − S12S∗12))2)
k
.
Let
2 ≥ λ1 ≥ λ2 ≥ · · · ≥ λk1 ≥ 0,
be the eigenvalues of H11 in Mk1(C) arranged in the decreasing order. Note that S12 is in
Ω(k1, k2, s3). By the Definition 4.3, S12 is a k1 × k2 complex matrix satisfying ‖S12‖ ≤ 2 and
rank(S12) ≤ 2s3. We can assume that
4 ≥ µ1 ≥ µ2 ≥ · · · ,≥ µ2s3 ≥ 0 ≥ · · · ≥ 0
are eigenvalues of S12S
∗
12 in Mk1(C) arranged in the decreasing order. By Lemma 4.1 in [25],
we have
k(16δ)2 ≥ Tr((H211 − (Ik1 − S12S∗12))2) ≥
k1−2s3∑
i=1
|λ2i−1|2+
k1∑
i=k1−2s3+1
|λ2i+µi−1|2 ≥
k1−2s3∑
i=1
|λi−1|2.
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Thus, there is some
U11 ∈ U(k1)/(U(k1 − 2s3)⊕ I2s3)
such that
Tr(H11 − U∗11diag(1, 1, . . . , 1, λk1−2s3+1, . . . , λk1)U11)2
k
=
∑k1−2s3
i=1 |λi − 1|2
k
≤ (16δ)2. (4.3.1)
Similarly, assume that
S22 = H22W22
is the polar decomposition of S22 inMk2(C) where W22 is a unitary matrix and H22 is a positive
matrix in Mk2(C). Then there are some
U22 ∈ U(k2)/(U(k2 − 2s3)⊕ I2s3)
and some 0 ≤ σk2−2s3+1, . . . , σk2 ≤ 2 such that
Tr(H22 − U∗22diag(1, 1, . . . , 1, σk2−2s3+1, . . . , σk2)U22)2
k
≤ (16δ)2. (4.3.2)
Define the mapping ρ from the space
X = ( U(k1), ‖ · ‖Tr√
k
) × (U(k2), ‖ · ‖Tr√
k
) × (U(k1)/(U(k1 − 2s3)⊕ I2s3),
‖ · ‖Tr√
k
)
× (U(k2)/(U(k2 − 2s3)⊕ I2s3),
‖ · ‖Tr√
k
) × (Ω(k1, k2, s3), ‖ · ‖Tr√
k
) × (Ω(k2, k1, s3), ‖ · ‖Tr√
k
)
× {(λk1−2s3+1, . . . , λk1) | 0 ≤ λj ≤ 2, ∀ k1 − 2s3 + 1 ≤ j ≤ k1}
× {(σk2−2s3+1, . . . , σk2) | 0 ≤ σj ≤ 2, ∀ k2 − 2s3 + 1 ≤ j ≤ k2}
into S by sending
(W11,W22, U11, U22, S12, S21, (λk1−2s3+1, . . . , λk1), (σk2−2s3+1, . . . , σk2)) ∈ X
to
S˜ =
(
U∗11H˜11U11W11 S12
S21 U
∗
22H˜22U22W22
)
∈Mk(C),
where
H˜1 = diag(1, 1, . . . , 1, λk1−2s3+1, . . . , λk1) H˜2 = diag(1, 1, . . . , 1, σk2−2s3+1, . . . , σk2).
By inequalities (4.3.1) and (4.3.2), we know for any S ∈ Sδ, there is some x ∈ X satisfying
‖S − ρ(x)‖2 ≤ 16
√
2δ.
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Computing the covering number of ρ(X ) by combining with Sublemma 4.3.1 and Lemma 2.1,
we get
ν2(Sδ(s1, s2, s3), 60δ) ≤
(
C5
δ
)k21+k22+k21−(k1−2s3)2+k22−(k2−2s3)2+8(k1+k2)s3+4s3+4s3
≤
(
C5
δ
)k2
1
+k2
2
+8s3+12(k1s3+k2s3)
,
where C5 is some constant independent of k, s1, s2, s3.

Sublemma 4.3.5. For every U ∈ U(k), let
Σ(U) = {W ∈ U(k) | ∃ S ∈ S(s1, s2, s3) such that ‖W − US‖2 ≤ 2δ}.
Then the volume of Σ(U) is bounded by the following:
µ(Σ(U)) ≤ (C6 · 130δ)k2 ·
(
C5
δ
)s2
1
+s2
2
+8s3+12(k1s3+k2s3)
,
where µ is the normalized Haar measure on the unitary group U(k) and C5, C6 are some constants
independent of k, s1, s2, s3.
Proof. For any δ > 0, let
Sδ(s1, s2, s3) = {S ∈ S(s1, s2, s3) | ∃ U ∈ U(k) such that ‖U − S‖2 ≤ 2δ}.
It follows from the preceding sublemma that
ν2(Sδ(s1, s2, s3), 60δ) ≤
(
C5
δ
)s21+s22+8s3+12(k1s3+k2s3)
where C5 is a constant independent of s1, s2, s3. Thus, by Lemma 2.1, the covering number of
the set Σ(U) by the 130δ-‖ · ‖2-balls in Mk(C) is bounded by
ν2(Σ(U), 130δ) ≤
(
C5
δ
)s2
1
+s2
2
+8s3+12(k1s3+k2s3)
.
But the ball of radius 130δ in U(k) has a volume bounded by
µ(ball of radius 130δ in U(k)) ≤ (C6 · 130δ)k2,
where C6 is a universal constant. Thus
µ(Σ(U)) ≤ (C6 · 130δ)k2 ·
(
C5
δ
)s2
1
+s2
2
+8s3+12(k1s3+k2s3)
.

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Proof of Lemma 4.7: For every U ∈ U(k), define
Σ(U) = {W ∈ U(k) | ∃S ∈ S(s1, s2, s3), such that ‖W − US‖2 ≤ 2δ}.
By previous lemma, we have
µ(Σ(U)) ≤ (C6 · 130δ)k2 ·
(
C5
δ
)s2
1
+s2
2
+8s3+12(k1s3+k2s3)
.
A “parking” (or exhausting) argument will show the existence of a family of unitary elements
{Ui}Ni=1 ⊂ U(k) such that
N ≥ (C6 · 130δ)−k2 ·
(
C5
δ
)−(s21+s22+8s3+12(k1s3+k2s3))
.
and
Ui is not contained in ∪i−1j=1 Σ(Uj).
Hence
‖Ui − UjS‖2 ≥ 2δ, ∀ S ∈ S(s1, s2, s3), with ∀1 ≤ j < i ≤ N.
By Sublemma 4.3.3, we know that for all 1 ≤ j < i ≤ N
‖U∗i (Q1 ⊕Q2)Ui − U∗j (Q˜1 ⊕ Q˜2)Uj‖ ≥ δ, ∀ Q1, Q˜1 ∈ R(s1, s3), Q2, Q˜2 ∈ Q(s2, s3);
i.e. there exists a family of unitary matrices {Uγ}γ∈I in Mk(C) so that (i) when γ1 6= γ2 ∈ I,
‖U∗γ1(Q1 ⊕Q2)Uγ1 − U∗γ2(Q˜1 ⊕ Q˜2)Uγ2‖ ≥ δ, ∀ Q1, Q˜1 ∈ R(s1, s3), Q2, Q˜2 ∈ Q(s2, s3);
and (ii)
Card(I) ≥ (C6 · 130δ)−k2 ·
(
C5
δ
)−(s21+s22+8s3+12(k1s3+k2s3))
,
where C5, C6 are some constants independent of k, s1, s2, s3 and R(s1, s3), Q(s2, s3) are defined
in Definition 4.4. 
Lemma 4.8. Let k1, m ≥ 2 be some positive integers. Suppose that Q is a self-adjoint element
in Ms.a.k1 (C) such that
‖Q− 3Ik1‖ <
2
m3
,
where Ik1 is the identity matrix of Mk1(C). Then Q is in R(k1− 4k1m4 , 4k1m4 ), where R(k1− 4k1m4 , 4k1m4 )
is defined in Definition 4.4.
Proof. Suppose that λ1 ≥ λ2 ≥ . . . ≥ λk1 are the eigenvalues of Q. Let
T1 = {i ∈ N |1 ≤ i ≤ k1 and |λi − 3| ≤ 1
m
}
and
T2 = {1, 2, . . . , k1} \ T1.
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By Lemma 4.1 in [25], we have
k1
(
2
m3
)2
≥ Tr((Q− 3Ik1)2) ≥
∑
i ∈{1,...,k1}\T1
|λi − 3|2 ≥
(
1
m
)2
card(T2),
where card(T2) is the cardinality of the set T2. Thus
card(T2) ≤ 4k1
m4
.
Hence, by Definition 4.3, we have Q is in R(k1 − 4k1m4 , 4k1m4 ).

Similarly, we have the following result.
Lemma 4.9. Let k2, m ≥ 2 be some positive integers. Suppose that Q is a self-adjoint element
in Ms.a.k2 (C) such that
‖Q‖ < 2
m3
.
Then Q is in Q(k2 − 4k2m4 , 4k2m4 ), where Q(k2 − 4k2m4 , 4k2m4 ) is defined in Definition 4.4.
Lemma 4.10. Suppose that A and B are two unital C∗ algebras and x1 ⊕ y1, . . . , xn ⊕ yn is a
family of self-adjoint elements that generates A⊕B. For m ≥ 2, choose
zm = Pm(x1 ⊕ y1, . . . , xn ⊕ yn)
to be a self-adjoint element in A⊕B, where Pm(x1 ⊕ y1, . . . , xn ⊕ yn) is a noncommutative
polynomial of x1 ⊕ y1, . . . , xn ⊕ yn, satisfying
‖zm − 3IA ⊕ 0‖ ≤ 1
m3
.
Then
δtop(x1 ⊕ y1, . . . , xn ⊕ yn, zm) ≤ δtop(x1 ⊕ y1, . . . , xn ⊕ yn).
Proof. The result can be proved in the similar fashion as the one of Lemma 5.1 in [13]. 
Now we are ready to present the proof of Proposition 4.3.
Proof of Proposition 4.3: Let R > max{4, ‖x1⊕ y1‖, . . . , ‖xn⊕ yn‖} be a positive num-
ber. Since both families of x1, . . . , xn and y1, . . . , yn are stable, if
α < δtop(x1, . . . , xn)
β < δtop(y1, . . . , yn),
then there are some constants C7 > 0 and ω0 > 0, r0 ≥ 1, k1, k2 ≥ 1 so that
ν∞(Γ
(top)
R (x1, . . . , xn; q · k1,
1
r
, P1, . . . , Pr), ω) ≥ Cq·k17
(
1
ω
)α·q·k1
, ∀ω < ω0, r > r0, q ∈ N, (4.3.3)
ν∞(Γ
(top)
R (y1, . . . , yn; q · k2,
1
r
, P1, . . . , Pr), ω) ≥ Cq·k27
(
1
ω
)β·q·k2
, ∀ω < ω0, r > r0, q ∈ N. (4.3.4)
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For such α, β > 0, define
f(a) = αa2 + β(1− a)2 + 1− a2 − (1− a)2, ∀ 0 ≤ a ≤ 1.
Since α < 1 and β < 1, we know
max
0≤a≤1
f(a) =
αβ − 1
α + β − 1 .
For any γ > 0, let b, c be some positive integers such that
f
(
bk1
bk1 + ck2
)
>
αβ − 1
α + β − 1 − γ.
For m ≥ 2, choose
zm = Qm(x1 ⊕ y1, . . . , xn ⊕ yn)
to be a self-adjoint element in A⊕B, where Qm(x1 ⊕ y1, . . . , xn ⊕ yn) is a self-adjoint noncom-
mutative polynomial of x1 ⊕ y1, . . . , xn ⊕ yn, satisfying
‖zm − 3IA ⊕ 0‖ ≤ 1
m3
,
i.e.
‖Qm(x1, . . . , xm)− 3IA‖ ≤ 1
m3
;
‖Qm(y1, . . . , ym)‖ ≤ 1
m3
.
For any given r ≥ 1 and ǫ > 0, by the definition of topological free entropy dimension, there
exist r′ ≥ r and ǫ′ < ǫ such that the following hold: ∀ q ∈ N, if
(A1, . . . , An) ∈ Γ(top)R (x1, . . . , xn; qbk1, ǫ′, P1, . . . , Pr′) = Γ1
(B1, . . . , Bn) ∈ Γ(top)R (y1, . . . , yn; qck2, ǫ′, P1, . . . , Pr′) = Γ2,
then
(A1⊕B1, . . . , An⊕Bn, Qm(A1⊕B1, . . . , An⊕Bn)) ∈ Γ(top)R (x1⊕y1, . . . , xn⊕yn, zm; k, ǫ, P1, . . . , Pr),
where k = qbk1 + qck2.
Let
Ω(Γ1,Γ2) = {U∗(A1 ⊕B1, . . . , An ⊕Bn, Qm(A1 ⊕B1, . . . , An ⊕ Bn))U |
U ∈ U(k), (A1, . . . , An) ∈ Γ1, (B1, . . . , Bn) ∈ Γ2}.
By Lemma 4.6, there is a family of elements {(Aλ1 , . . . , Aλn)}λ∈Λ, or {(Bσ1 , . . . , Bσn)}σ∈Σ , in
Γ1, or Γ2 respectively, so that
‖(Aλ1 ⊕Bσ1 , . . . , Aλn⊕Bσn)− (Aλ
′
1 ⊕Bσ
′
1 , . . . , A
λ′
n ⊕Bσ
′
n )‖ > ω, ∀ (λ, σ) 6= (λ′, σ′) ∈ Λ×Σ; (4.3.5)
and
Card(Λ)Card(Σ) ≥ ν∞(Γ1, 2ω) · ν∞(Γ2, 2ω).
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Note, for any (λ, σ) ∈ Λ× Σ, we have
‖Qm(Aλ1 , . . . , Aλn)− 3Iqbk1‖ ≤ ‖Qm(x1, . . . , xn)− 3IA‖+ ǫ <
2
m3
‖Qm(Bσ1 , . . . , Bσ1 )‖ ≤ ‖Qm(y1, . . . , yn)‖+ ǫ <
2
m3
By Lemma 4.8 and Lemma 4.9, we have that
Qm(A
λ
1 , . . . , A
λ
n) ∈ R(qbk1 −
4k1
m4
,
4k1
m4
) ⊆ R(qbk1 − 4k
m4
,
4k
m4
) (4.3.6)
and
Qm(B
σ
1 , . . . , B
σ
1 ) ∈ R(qbk1 −
4k2
m4
,
4k2
m4
) ⊆ Q(qck2 − 4k
m4
,
4k
m4
). (4.3.7)
On the other hand, from Lemma 4.7, there exists a family of unitary matrices {Uγ}γ∈I inMk(C)
so that (i) when γ1 6= γ2 ∈ I,
‖U∗γ1(Q1 ⊕Q2)Uγ1 − U∗γ2(Q˜1 ⊕ Q˜2)Uγ2‖ ≥ ω,
∀ Q1, Q˜1 ∈ R(qbk1 − 4k
m4
,
4k
m4
), Q2, Q˜2 ∈ Q(qck2 − 4k
m4
,
4k
m4
); (4.3.8)
and (ii)
Card(I) ≥ (C6 · 130ω)−k2 ·
(
C5
ω
)−((qbk1− 4k
m4
)2+(qck2−
4k
m4
)2+8 4k
m4
+12(k 4k
m4
))
≥ (C6 · 130ω)−k2 ·
(
C5
ω
)−((qbk1)2+(qck2)2+ 72k2
m4
)
where C5, C6 are some constants independent of k,m.
Consider the family of matrices
{U∗γ (Aλ1 ⊕Bσ1 , . . . , Aλn ⊕ Bσn , Qm(Aλ1 ⊕Bσ1 , . . . , Aλn ⊕ Bσn))Uγ}λ∈Λ,σ∈Σ,γ∈I
in Ω(Γ1,Γ2). By (4.3.6), (4.3.7) and (4.3.8) we know that, if γ1 6= γ2 ∈ I, then for any (λ1, σ1)
and (λ2, σ2) in Λ× Σ,
‖U∗γ1Qm(Aλ11 ⊕ Bσ11 , . . . , Aλ1n ⊕Bσ1n )Uγ1
− U∗γ2Qm(Aλ21 ⊕ Bσ21 , . . . , Aλ2n ⊕Bσ2n )Uγ2‖ ≥ ω.
Combining with (4.3.5), we have
Pack∞(Ω(Γ1,Γ2), ω) ≥ Card(Λ)Card(Σ)Card(I)
≥ ν∞(Γ1, 2ω)ν∞(Γ2, 2ω)(C6 · 130ω)−k2 ·
(
C5
ω
)−((qbk1)2+(qck2)2+ 72k2
m4
)
.
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By inequalities (4.3.3) and (4.3.4), when ω, ǫ are small, ∀ q ∈ N we have
ν∞(Γ
(top)
R (x1 ⊕ y1, . . . , xn ⊕ yn, zm; k, ǫ, P1, . . . , Pr)), ω/2)
≥ Pack∞(Ω(Γ1,Γ2), ω)
≥ C(qbk1)27
(
1
ω
)α·(qbk1)2
· C(qck2)27
(
1
ω
)β·(qck2)2
· (130C6ω)−k2 ·
(
C5
ω
)−(qbk1)2−(qck2)2− 72k2
m4
≥ Ck28
(
1
ω
)( αβ−1
α+β−2
−γ− 72
m4
)k2
, (4.3.9)
where k = qbk1 + qck2 and C8 is a constant independent of k, ω. Then, it induces that
lim sup
ω→0+
inf
r∈N
lim sup
k→∞
log(ν∞(Γ
(top)
R (x1 ⊕ y1, . . . , xn ⊕ yn, zm; k, ǫ, P1, . . . , Pr)), ω))
−k2 logω
≥ αβ − 1
α + β − 2 − γ −
72
m4
.
Since γ,m are arbitrary, we obtain
δtop(x1 ⊕ y1, . . . , xn ⊕ yn, zm) ≥ αβ − 1
α + β − 2 .
Hence, by Lemma 4.10,
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) ≥ δtop(x1 ⊕ y1, . . . , xn ⊕ yn, zm) ≥ st− 1
s+ t− 2 ,
where
s = δtop(x1, . . . , xn) and t = δtop(y1, . . . , yn).
(i) Combining with Proposition 4.2, we have that
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) = st− 1
s+ t− 2 ,
where
s = δtop(x1, . . . , xn) and t = δtop(y1, . . . , yn).
(ii) Moreover, by inequality (4.3.9), we know that x1 ⊕ y1, . . . , xn ⊕ yn, zm is a stable family.
Since zm is a polynomial of x1 ⊕ y1, . . . , xn ⊕ yn, we know that x1 ⊕ y1, . . . , xn ⊕ yn is also a
stable family.

Remark 4.2. If IA ⊕ 0 is in the ∗-algebra generated by x1 ⊕ y1, . . . , xn ⊕ yn, i.e. there is a
non-commutative polynomial P such that IA⊕0 = P (x1⊕ y1, . . . , xn⊕ yn), then a much simpler
proof can be provided by using Lemma 3.3 in [13] instead of Lemma 4.7 here.
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4.4. Conclusion. As a summary, we have the following result.
Theorem 4.2. Suppose that A and B are two unital C∗ algebras and x1 ⊕ y1, . . . , xn ⊕ yn is a
family of self-adjoint elements that generates A⊕B. Assume
s = δtop(x1, . . . , xn) and t = δtop(y1, . . . , yn).
(i) If s ≥ 1 or t ≥ 1, then
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) = max{δtop(x1, . . . , xn), δtop(y1, . . . , yn)}
(ii) If s < 1, t < 1 and both families {x1, . . . , xn}, {y1, . . . , yn} are stable, then
δtop(x1 ⊕ y1, . . . , xn ⊕ yn) = st− 1
s+ t− 2;
and the family of elements x1 ⊕ y1, . . . , xn ⊕ yn is also stable.
5. Topological free entropy dimension of finite dimensional C∗ algebras
In this section, we are going to compute the topological free entropy dimension of a family
of self-adjoint generators of a finite dimensional C∗ algebra.
Theorem 5.1. Suppose that A is a finite dimensional C∗ algebra and dimCA is the complex
dimension of A. If x1, . . . , xn is a family of self-adjoint generators of A, then
δtop(x1, . . . , xn) = 1− 1
dimCA .
Proof. It is well known that
A ⋍Mn1(C)
⊕
Mn2(C)
⊕
· · ·
⊕
Mnm(C),
for a sequence of positive integers n1, . . . , nm. By Theorem 3.1 and Theorem 4.2, we have
δtop(x1, . . . , xn) = 1− 1
n21 + · · ·+ n2m
= 1− 1
dimCA .

Similarly, we have the following result.
Theorem 5.2. Suppose that K is the algebra of all compact operators in a separable Hilbert
space H. Suppose that A is the unitization of K and B is a finite dimensional C∗ algebra. If
x1, . . . , xm is a family of self-adjoint elements that generates A
⊕B as a C∗ algebra, then
δtop(x1, . . . , xm) = 1− 1
dimCB + 1 .
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