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1 Executive Summary 
The original Distributed Terascale Facility (DTF) proposal—the genesis of TeraGrid—set the 
stage for a new era of computational science and engineering.  The following is excerpted from 
the Project Summary of that proposal: 
As a comprehensive computational, data management, and networking environment of 
unprecedented scale and capability, the TeraGrid will be the enabling 
cyberinfrastructure for 21
st
 century U.S. science and engineering. Operating as a single 
distributed resource that is co-allocated and scheduled, the TeraGrid will support both 
traditional scientific computing and emerging disciplinary scientific groups. A unified 
TeraGrid Operations Center will coordinate system management, user support, and 
access. 
… 
By engaging vendors, application researchers, computing experts, and government 
collaborators in a partnership that leverages the explosive growth of Grid technology, 
open source software, and high-performance commodity hardware, we can deploy a 
cyberinfrastructure far more powerful and flexible than any single supercomputing 
system, catalyzing scientific discovery across broad disciplines. 
This vision was the basis for the TeraGrid. Its fundamental message has not significantly 
changed, but our understanding of what it fully means and what it implies has changed over the 
life of the project. 
As envisioned, the TeraGrid’s impact to science and engineering has been profound.  An 
astounding amount of work has been enabled by the TeraGrid’s systems and integrated services, 
at all levels. This can be seen in the annual Science Highlight booklet produced by TeraGrid. 
These examples have come from a variety of fields, including astrophysics, material science, 
climate, biomolecular science, medicine, geophysics, energy, fluid dynamics, weather, particle 
physics, imaging physics, literature and text studies, electronic structures, economics, machine 
learning, bioinformatics, epidemiology, network analysis, and ecology. A number of these were 
not anticipated a decade or more ago when the original TeraGrid proposal was written. These 
highlights are but a subset of the nearly 9,000 peer-reviewed publications supported by TeraGrid. 
Scientists and engineers have been successful because TeraGrid made user success one of its 
highest priorities. The infrastructure and supporting services catalyzed and supported an 
increasing number of collaborative science, computer science, and computational science teams 
allowing complex questions to be addressed in multiple domains.  The TeraGrid encouraged not 
only U.S., but also global collaborations, which led to new science and new capabilities. Non-
U.S. scientists have been able to make use of TeraGrid resources as part of collaborations with 
U.S. scientists. This has facilitated the work of the U.S. partners, and helped TeraGrid by 
bringing in leading-edge users who had demands that foreshadowed future user needs. 
The TeraGrid not only provided a single-system information and support  interface for using all 
the National Science Foundation’s (NSF) Office of Cyberinfrastructure (OCI) funded 
supercomputers, it also pioneered various successful mechanisms for engaging broader 
communities.  The Science Gateways program has had tremendous impact on the way researchers 
and educators alike go about their business. Simplified interfaces to domain-specific tools hid 
many of the complicated details of running on HPC resources, lowering the bar of entry and 
enabling a wider community of users. The Campus Champions program enrolled volunteer 
faculty and IT staff members from universities across the country to inform their local community 
about TeraGrid capabilites and TeraGrid about the needs and wishes of their peers. Judging from 
utilization statistics, surveys, and personal statements by participants, the impact of these 
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innovations was profound and beneficial. It raised expectations while eliciting suggestions on 
how to do even better in future programs.  
As a pathfinding project that entered into new areas, TeraGrid successfully faced the challenges 
and opportunities that arose throughout its life.  It is important that a project of this scale be able 
to tell of its successes and how it has impacted the course of computational science and 
engineering—and we do so in this report.  However, we would be remiss if we did not also 
expose the challenges faced and the solutions—some successful and some not—that TeraGrid 
pursued in response to those challenges.   
As such, this report is not a concatenation of activity reports over 10 years.  Our goal is to relay 
what the impacts of the project have been (and continue to be!), what insights the project 
participants have gained in operating such a large and complex distrubuted project, the lessons 
learned in how we approached the challenges faced, and some recommendations for 
consideration by other projects of a similar ilk.  By no means are all such projects identical, nor 
can they be treated in the same way.  There is a web of contextual issues, evolving community 
needs, rapidly changing technologies, and socio-political forces that all must be taken into 
consideration and are all likely substantially different for each project.    
The TeraGrid experience allowed the national and international computational science and 
engineering community to mature in a variety of ways, and a number of things were learned 
along the way.  By the very nature of the project, it was not possible to know what the appropriate 
strategies should be a priori. Still, the project was adept in finding the means to be successful.  
This is a tribute to the members of the project and their perseverance.   
 
2 Introduction and Overview 
The TeraGrid was an open cyberinfrastructure that enabled and supported leading-edge 
scientific discovery and promoted science and technology education. The TeraGrid comprised 
supercomputing and massive storage systems, visualization resources, data collections, and 
Science Gateways, connected by high-bandwidth networks, integrated by coordinated policies 
and operations, and supported by computational science and technology experts, 
Accomplishing this vision was crucial for the advancement of many areas of scientific discovery. 
It was essential to ensuring U.S. scientific leadership, and addressing increasingly important 
societal issues. TeraGrid achieved its purpose and fulfilled its mission through a three‐pronged 
strategy:    
Deep: ensured profound impact for the most experienced users, through provision of the 
most powerful computational resources and advanced computational expertise. It enabled 
transformational scientific discovery through leadership in HPC for high-end 
computational research;  
Wide: enabled scientific discovery by broader and more diverse communities of 
researchers and educators who leveraged TeraGrid’s high‐end resources and increased 
the overall impact of TeraGrid’s advanced computational resources to larger and more 
diverse research and education communities, through user interfaces, portals, and domain 
specific gateways, and enhanced support to facilitate scientific discovery without 
requiring users to become high-performance computing experts;  
Open: facilitated simple integration with the broader cyberinfrastructure through the use 
of open interfaces, partnerships with other grids, and collaborations with other science 
research groups delivering and supporting open cyberinfrastructure facilities.  
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Figure 2-1: TeraGrid Facility Partner Institutions 
This “deep, wide, and open” strategy guided the development, deployment, operations, and 
support activities to achieve maximum impact on science research and education across 
communities. 
TeraGrid ultimately evolved into an integrated, national-scale computational science 
infrastructure operated in a partnership comprising the Grid Infrastructure Group (GIG), eleven 
Resource Provider (RP) institutions, and six Software Integration partners, with funding from the 
NSF OCI. Initially created as the Distributed Terascale Facility (DTF) with four partners through 
a Major Research Equipment (MRE) award in 2001, the DTF evolved by including more partners 
until 2004 when the formal TeraGrid began providing production computing, storage, and 
visualization services to the national community. In August 2005, NSF funded a five-year 
program to operate, enhance, and expand the capacity and capabilities of the TeraGrid to meet the 
growing needs of the science and engineering community through 2010, and then extended the 
TeraGrid an additional year into 2011 to provide an extended planning phase in preparation for 
TeraGrid Phase III eXtreme Digital (XD).  
The TeraGrid’s integrated resource portfolio evolved over the life of the project from an initial 
integrated but distributed cluster to more than 20 HPC systems, several massive storage systems, 
and remote visualization resources, all supported by a dedicated interconnection network. This 
infrastructure was integrated at several levels: policy and planning, operational and user support, 
and software and services.  
The national, and global, user community that relied on TeraGrid grew tremendously to more 
than 10,000 total lifetime users. To support the great diversity of research activities and their wide 
range in resources needs, user support and operations teams leveraged the expertise across all of 
the TeraGrid Resource Providers. In addition, users benefited greatly from our coordinated 
education, outreach, and training activities. 
TeraGrid’s diverse set of HPC resources provided a rich computational science environment. 
These resources were available via a central allocations and accounting process for the national 
academic community. The project saw many varied resources come and go throughout its 
duration and as it drew to a close made way for the transition to the follow-on XD program. 
The coordination and management of the TeraGrid partners and resources required organizational 
and collaboration mechanisms that were rather different from a classic organizational structure 
for single organizations. The structure and practice evolved from many years of collaborative 
arrangements between the centers, some predating the TeraGrid and the inter-relationships 
continued to evolve in the context of a persistent collaborative environment.  
At the end of the project, the 
TeraGrid team (Figure 1-1) was 
composed of eleven RPs and the 
GIG, which in turn had sub-awards 
to the RPs plus six additional 
Software Integration partners. The 
GIG provided coordination, 
operations, software integration, 
management and planning. GIG area 
directors (ADs) directed project 
activities involving staff from 
multiple partner sites, coordinating 
and maintaining TeraGrid central 
services.  
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At the close of the project, TeraGrid policy and governance rested with the TeraGrid Forum (TG 
Forum) comprising the eleven RP principal investigators and the GIG principal investigator. The 
TG Forum was led by an elected Chairperson. This position facilitated the functioning of the TG 
Forum on behalf of the overall collaboration.  
This overall structure was the product of 10 years of evolution driven by a number of factors. 
Even this configuration, while reasonably effective, was considered only to be the best that could 
be done under the circumstances.  It was certainly not what most conceived as the best that might 
be done more generally given the experience we gained during the project.  Unfortunately, as 
described in this report, those circumstances prevented making some changes that many felt were 
necessary to make the project more effective and efficient. 
As was already noted and will be described in more detail in the subsequent section of this report, 
there were many things learned and as a result there are some observations and recommendation 
from those lessons we share via this report.  In the next two sections we summarize the most 
prominent of those, reserving discussion of these items in the later sections. 
 
2.1 Key lessons learned 
Here we summarize some of the key lessons that emerged from the TeraGrid experience.  
Discussion of each will follow later in the report. 
The work of managing such a large project needs to be carefully distributed to make sure 
all the work gets done, but also needs to be well coordinated, to make sure there is a 
consistent message.   
The adoption of project management practices significantly improved operation.  The 
introduction of these practices directly contributed to the project’s ability to plan and execute 
according to that plan. It resulted in a much better organized and managed reporting process. 
Project management effort must be carefully balanced between the need for organization in 
a distributed, multi-institutional project and the need to avoid excessive reporting 
requirements.  In TeraGrid, a healthy balance was struck. 
TeraGrid lacked a structure to make contentious decisions and the authority to enforce 
those decisions even when some participants disagreed. 
Early on, there was inconsistency in direction provided by NSF to the project principals. A 
program officer who is a partner in success and who advocates for the project while advising the 
project when it is going astray is far more effective than a program officer who sees their role as 
an overseer and enforcer.   
Embedding support staff directly into the research teams resulted in far greater impact 
than simply assisting with their identified issues and “working at a distance.”  Working 
closely with scientists, we were able to evaluate their specific needs and help provide appropriate 
solutions. 
Focused partnerships with domain experts can support dissemination of domain and non-
domain tools more broadly. We saw non-domain tools (e.g., GridFTP) adopted into the non-
TeraGrid services of RPs and we saw porting of domain-specific applications and tools to other 
RP resources. 
Providing simplified interfaces to domain-specific tools lowered the bar of entry and 
enabled a very broad community of users. 
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The effort and resources necessary to support users manage the huge volume of data 
generated by HPC resources was underestimated and thus under-resourced and under-
supported. It still isn't clear that the magnitude of the very large challenge of data 
management/capacity is understood and recognized either by the community or by funding 
agencies. 
There is an enormous unmet need in the research community for large-scale, reliable, 
persistent storage, in both networked and non-networked contexts, independent of 
computational (or data analysis and visualization) resources. This demand is growing 
significantly relative to the supply.  
Features users wanted were not always provided by TeraGrid. In general, TeraGrid did not 
do an adequate job of explaining to users why these features were not available, though in most 
specific cases, TeraGrid did work with the users to offer workarounds. 
TeraGrid users were often frustrated by the inadequacy of resources to carry out their 
calculations. In addition, there is a disconnect between science value and computational 
science usage.  
TeraGrid was only able to measure science output in a limited manner. The metric of science 
publications is limited in accuracy.  
User information was a complex web of content distributed among various TeraGrid-wide and 
local RP sites, which, despite sustained efforts and progress over the course of the project 
remained difficult for staff to maintain and for users to navigate. 
The heterogeneity of the user environments on the various computing systems was a 
difficult challenge for all stakeholders; the Common User Environment working group created 
in 2008 achieved significant progress, but the problem remains.  
Communications is essential. Communications was a common challenge within projects, across 
Resource Providers, and with the community. 
Rarely are constituencies ready to start at the time the project starts, and often times are 
ready to “graduate” from projects sooner than anticipated.   
Partnerships proved to be effective for disseminating opportunities for community 
involvement. 
Persistent, affordable access to resources is critically important for maintaining engagement 
with scientists and engineers.  This is particularly true for those from smaller institutions.   
The community continues to seek appropriate, quality materials for education, research, 
learning, etc.  Successful repositories require persistence to encourage people to submit their 
materials for review and broad dissemination.   
TeraGrid was able to sustain and scale-up projects through highly leveraged funding from 
other grants raised by the RPs, particularly in the education realm.   The external funding 
was consistently between 5 and 10 times as much as the base funding provided through the 
TeraGrid award.   
It became easier for institutions to support CS&E and HPC courses on a sustained basis 
when free or inexpensive software and tools, and open source software or tools were made 
available.  For K-12 schools, it’s important that the methods and tools directly support learning 
standards that school systems and teachers are required to address. 
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There was no overall assessment of the broader impact of TeraGrid, nor any data for 
conducting longitudinal studies of impact.  This has been a long-term problem with the NSF-
funded HPC centers from the outset; good data for analyzing impact over the last 25 years has not 
been collected.   
The most successful programs launched by TeraGrid had several things in common:  
 there was strong support across TeraGrid to assist, support, and respond to suggestions 
and needs of the program;  
 there was a small team focused on recruiting new participants and responding quickly to 
their questions;  
 a single member of the TG project was clearly identifiable as the leader and champion of 
the program; 
 access to resources was provided to allow new users/projects to be added quickly;  
 regular training for project participants was provided; 
 project participants were motivated to participate to better serve their particular user 
community, and the project participants formed a community of practice (a Virtual 
Organization) that allowed them to share information, challenges, and solutions. 
 
2.2 Recommendations 
While TeraGrid did not necessarily successfully address all of its challenges, there are some 
insights that were gained. We present some recommendations for consideration here.  Again, 
these are discussed in subsequent sections of this report. 
Effort needs to be put into bridging the gap between local resources and national resources 
for institutions with little or no experience with such resources.  The TeraGrid had many 
implicit assumptions regarding the abilities of new institutions they tried to engage and often ran 
into this problem. 
Reaching out to new communities needs to involve sensitivity to the local user culture.  
TeraGrid sometime missed this point and assumed many communities had a culture similar to the 
traditional HPC community. 
Metrics of success are critical and difficult but must be developed.  More research is needed 
into what the metrics for science output are. This is a complex and difficult problem faced by 
many projects, but some progress must be made on this issue for the benefit of those projects and 
future projects. 
Projects need an integrated evaluation plan from the outset, buy-in from all parties, 
appropriate IRB approvals, and processes to collect data for longitudinal studies. Embedded 
evaluation that is both formative (evaluation during execution) and summative (post project 
evaluation) would contribute to more than just a final report.   
Projects need to provide “pathways” for partners and constituents to enter during the 
course of the project, and allow them to “graduate” when they feel they have accomplished 
their goals or are otherwise unable to continue.  This includes acknowledging that some users 
will complete their research, education, or CI projects and not require further use of TeraGrid’s 
resources and services.  A success can be the completion of a research project, development of 
curricular materials, or assistance from TeraGrid in creating their own CI infrastructure, whether 
or not the users are long-term sustained users of TeraGrid.  
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Planning and communication need to occur throughout the lifespan of a project, starting 
with the development of the proposal, through the final stages of documenting the outcomes, 
projects, experiences and lessons learned for sharing with the larger community. There is a need 
to clearly define the goals, objectives and outcomes at the outset, and then to periodically revisit 
these.  
EOT initiatives would be strengthened through the identification and understanding of 
research-proven strategies and methods. TeraGrid had no strong research-based staff involved 
in the efforts. Projects of this scale should be informed by best practices and applied to EOT 
endeavors, as appropriate. 
There needs to be careful balance in the relationship between the program officer and the 
project.  They need to work together allowing the project leadership to lead while affording the 
program officer the ability—when appropriate—to drive the project to do things it wouldn't 
otherwise do. 
For projects as large and visible as TeraGrid, there must be a team approach to program 
management with checks and balances.  Further, the project team on a program of this 
magnitude should have a regular dialog with NSF management at and above the division director 
level to determine if NSF program management is helping the project to meet its approved 
deliverables and statements of work.   
Projects need a formal means of adapting and changing to the ever-evolving requirements, 
directions, and conditions. While TeraGrid did adapt and change, it was clear that it was done in 
an ad hoc manner.   
 
3 Impact to Science and Engineering 
The TeraGrid’s impact on science and engineering has been profound: the investigation of a large 
number of science questions has been enabled by the TeraGrid’s systems and integrated services. 
This can be seen in the annual Science Highlight booklet produced by TeraGrid, which each year 
has shown 10 to 15 examples of outstanding science accomplishments on TeraGrid. These 
examples have come from a variety of fields, including astrophysics, material science, climate, 
biomolecular science, medicine, geophysics, energy, fluid dynamics, weather, particle physics, 
imaging physics, literature and text studies, electronic structures, economics, machine learning, 
bioinformatics, epidemiology, network analysis, and ecology. In some recent cases, the highlights 
involve collaborative science and computer science teams combining multiple domains to answer 
more complex science questions. 
Figures 3.1 and 3.2 show the overall usage of TeraGrid by (self-reported) field of science, in 
terms of NUs
1
 and users, respectively.  It can be seen that the number of users in a field of science 
is not directly tied their usage. For example, a larger fraction of usage than users occurs in 
physics. In addition, the fraction of usage of TeraGrid in some fields has grown over time, while 
the fraction of usage in other fields has been reduced. Growing fraction of usage may be a result 
of an overall growth in the role of computational science in a field, while shrinking fraction of 
usage may be a mark of a field that is more mature in its use of computational science.  Keep in 
mind that the charts show fractions of usage while the overall amount of resources has grown in 
most years. 
                                                     
1 NUs are normalized units, used to convert CPU-hours between on machines of differing abilities. 
  
 12 
 
 
Figure 3.1. Fraction of TeraGrid NUs used in various fields of science in each year. 
 
Figure 3.2. Fraction of TeraGrid users doing work in various fields of science in each year. 
 
3.1 Deep Usage 
A key example of what the TeraGrid has called “deep” usage (individual groups who have used 
large amounts of resources) is the Southern California Earthquake Center (SCEC), which has run 
the world’s largest, most detailed, highest frequency models of earthquake propagation in 
Southern California. The models lead to understanding geographical structure, running numerical 
simulations of seismic radiation from complex fault ruptures and wave propagation through 3D 
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crustal structures. These simulations were used for the Great Southern California ShakeOut, the 
largest earthquake drill in history, and the recent M8 model, the largest-ever earthquake 
simulation. Predictions of the level of ground motion that is to be expected at specific locations 
were encapsulated in a hazard map that, through the USGS, has become a US government 
publication that is referenced in statewide and local building codes. TeraGrid has viewed SCEC 
as an exemplar because the overall project needs different types of systems, since for different 
parts of their workflow, different architectures are best. They also need to store large files in 
medium-term storage, and to move these files between systems. This is a good example where 
our integrative services (portal, sign-on, software packages, help desk, allocations process, 
advanced user support, EOT, campus champions) really helped accomplish science. 
Some projects have focused on a single resource, such the agent-based simulations of the H1N1 
pandemic to advise the government in its response, done by Shawn T. Brown, Bruce Y. Lee, and 
Donald Burke (PSC/Pitt) on Pople; and the flu modeling led by Klaus Schulten (UIUC) on Abe, 
which simulated the molecular level dynamics of antiviral drugs interacting with Spanish, Avian 
and Swine flus. The comparative analysis revealed how mutations in the A/H1N1 viral DNA can 
prevent Tamiflu, the most common antiviral flu medication, from binding to the binding site (the 
virus’ neuraminidase protein). As a result, the researchers developed a fuller picture of how 
mutations to the flu virus' structure lend it drug resistance. 
One of the most useful and detailed examples of work on a single system was the Revolutionizing 
Climate Modeling - Project Athena: A Multi-Institutional, International Collaboration project (led 
by Jim Kinter, COLA). This may have been the best global climate modeling ever done in the 
world. The team took the earth simulator code from the Earth Simulator computer in Japan and 
converted the code to work on the Cray XT architecture, then ran it on Athena for 6 months, 
using all of Athena during this time. The output data set from this run is now a data source for 
new research. 
The continued availability and integrated support of a coordinated set of high-performance 
resources allowed various fields of research to rely on the resources, thereby increasing the role 
of computational science in these fields. An example is in numerical relativity, where a 
breakthrough in November 2005 made it possible to simulate black holes dynamically, i.e. as they 
are born or merge, rather than just using them as a static background. The Cactus Toolkit was 
used by many researchers, but many also had independent codes. The breakthrough was made by 
running simulations, both test runs on workstations as well as full-scale runs on HPC systems, 
and studying how these simulations failed. Success was achieved once people used sufficiently 
high resolution and learned how to treat singularities numerically. This was a true community 
effort with many TeraGrid allocations; some PI names with larger allocations include: Manuela 
Campanelli, Pablo Laguna, Luis Lehner, Erik Schnetter, Stuart Shapiro, and Manuel Tiglio. 
These calculations perform a time evolution of a three-dimensional space-time, and require a 
large amount of CPU time, typically running on hundreds of cores over several weeks. 
Deep usage isn’t limited to computing cycles. Indiana University’s Data Capacitor has been a key 
TeraGrid resource for a number of projects. Images of the Sarvamoola Granthas (13th century 
Hindu teachings written on palm leaves) were done with the Center for Preservation of Ancient 
Manuscripts at Rochester Institute of Technology, and stored in redundant locations in Indiana, 
Mu-Hyun Baik (Indiana), meanwhile, coupled computing and storage to study the amyloid-ß 
protein, widely believed to be causally involved in Alzheimer’s disease. 
TeraGrid deep usage also supported urgent computing, where the results are not only important to 
long-term science discovery, but also short term human and societal issues, such as planning for 
severe events, including hurricane forecasting, tornado prediction, oil spill modeling, and disease 
outbreak modeling. Tornado modeling is predictive and regular: during the tornado season, 
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TeraGrid resources have been regularly used to predict the time and location of where tornados 
and other severe storms are likely to form. Hurricane forecasting is somewhat reactive, once 
storms with the potential to become hurricanes occur, TeraGrid resources are used to predict the 
evolution of the storms and their impacts, including the storm surges. And oil spill and disease 
outbreak modeling is the most reactive: the use of TeraGrid occurs after the initial event and 
predicts its consequences.  
3.2 Wide Usage 
As for communities comprised of individual researchers who have used smaller numbers of 
cycles (what the TeraGrid has called “wide” usage), Science Gateways were found to have had 
the largest impact. In early 2011, over 40% of TeraGrid jobs were submitted through gateways, 
including 25% of all TeraGrid jobs that were submitted through the CIPRES gateway. In short, 
gateways increase the number of people who can answer science questions. 
The CIPRES portal supports systematics, the study of diversification of life and relationships 
among living things through time. It includes parallel versions of commonly used software such 
as MrBayes, RAxML, and GARLI. The gateway provides access to most or all native command 
line options, as well as personal user space for storing results. CIPRES users come from all 
continents except Antarctica and from 17 EPSCoR states in the U.S. CIPRES is used in many 
classes, but also used for major research resulting in publications journals such as Nature, Cell 
and the Proceedings of the National Academy of Sciences.  
The UltraScan gateway provides analysis and modeling software used by biochemists, 
biophysicists, and material scientists, developed at by Dr. Borries Demeler and his group at UT 
Health Science Center San Antonio (UTHSCSA), for the analysis of analytical ultracentrifugation 
experiments. The UltraScan gateway allows thousands of users to make use of the ultracentrifuge 
at UTHSCSA and the analysis software, or upload results from a local instrument and use just the 
software. The production gateway is used by researchers throughout the world and makes use of 
computational resources throughout the world in addition to TeraGrid. In addition to making use 
of TeraGrid computational resources, UltraScan has also been supported by TeraGrid staff, in the 
gateway team and elsewhere. UltraScan received help in integrating Globus software, in building 
the ability to use multiple resources, and in the allocations process. 
Linked Environments for Atmospheric Discovery (LEAD) was one of the original 10 gateways 
that pushed the gateways program in areas such as fault tolerance and on-demand scheduling. In 
the gateway, predetermined automatic runs are performed daily. For example, 1-km scale 
thunderstorm simulations are run daily and in real-time. LEAD users are mostly novices, e.g. an 
undergraduate student or a beginning graduate student. They select weather data, such as 
operational weather model output or weather observations, convert the data into a form that can 
be used in a model, and set up all model input parameters. Next, the user decides which 
RP/resource is available for runs, and the job is then run on the resource. Successful run results 
and provenance are stored in a database. Visualization and post-processing can also be done on 
the portal. The LEAD gateway was used as part of a 10-week, 10-campus Weather Challenge. 
The load imposed on the TeraGrid infrastructure and subsequent heroics to ensure a successful 
competition led to in depth debugging activities that changed the development path of grid 
software and highlighted installation inadequacies for Resource Providers. 
In addition, there are other “wide” users who don’t use gateways. For example, Charlie Peck 
says: 
At Earlham, a small liberal arts college, access to TeraGrid has made a big difference to 
our scientists. Previously they were only able to use our fairly modest local cluster 
resources. For one of the biologists and one of the chemists these were insufficient so being 
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able to ‘graduate’ to TG-scale machines enabled them to ask bigger, more interesting 
questions. TG has also given our computer science faculty and students many opportunities 
to become involved in the larger CI community. SC and other similar venues in some sense 
are too large a place for amateurs to get started, On the other hand, TG has made it 
possible for them to get started in this area. 
3.3 Science Output 
TeraGrid primarily measured science output in terms of publications. Information on the 
publications supported by TeraGrid is contained in Table 3.1
2
. In addition to the number of staff 
and user publications, we also report on the publications in the ten journals that have highest ISI 
Web of Knowledge Eigenfactor Score
3
. 
 2005 2006 2007 2008 2009 2010 2011Q1 
Total staff publications    164 150 77 10 
Total user publications 486 875 1122 1019 1806 2593 800 
Nature 2 13 4 4 5 4 3 
P Natl Acad Sci USA 9 19 11 12 23 23 7 
Science 0 1 1 1 6 11 0 
Phys Rev Lett 13 44 29 29 40 69 10 
J Biol Chem 0 1 0 0 0 4 1 
J Am Chem Soc 9 16 45 33 21 47 22 
Phys Rev B 7 25 32 21 69 55 19 
Appl Phys Lett 3 8 2 8 15 12 11 
Cell 1 0 0 0 0 3 1 
New Engl J Med 0 0 0 0 0 0 0 
Table 3.1. Publications supported by TeraGrid per year (see caveats in text). 
3.1 Allocations 
Figure 3.3 shows the overall usage of TeraGrid, in terms of requests that have come in through 
the peer-review process, the available resources, and the allocations that were made.  
                                                     
2 There are a number of caveats that are important to understand about this data and how it was collected. (1) The 
reported publications were taken from xRAC renewal requests and progress reports, so probably represent an 
undercount of total scientific productivity in terms of the projects represented. We did not have a way to capture 
publications from projects that ended and did not renew their allocations, including Startup (DAC) allocations. (2) Until 
2009, researchers provided publication information in many different formats, scattered throughout their allocation 
requests. In 2009, POPS began asking for a separate, specific document that just listed relevant TG-supported 
publications. (3) The primary data collectors were part-time student assistants, and given the inconsistent format of 
allocation requests, may have included too many publications (e.g., all citations in an allocation request) or not enough 
(e.g., if the relevant citations were not clearly delineated). (4) There is no checking for duplicates within or across 
years. For example, a publication listed in Year X as “submitted” or “accepted” may have been listed again by the 
requestor in Year X+1, this time as “published.” In other cases, requestors may have listed all TG publications in all 
subsequent renewal requests (e.g., a requestor's list for a 2010 renewal may have included publications previously 
reported in 2007 and 2008 as well as those from 2009). In a few cases, collaborators may have reported joint papers in 
different allocation requests. (5) Some projects focused on reporting peer-reviewed publications. Other projects listed 
everything, including posters, invited talks, technical reports, and so forth. (6) Data from 2005 and 2006 excludes 
publications supported by CI Partnership resources (primarily HPC systems at NCSA and SDSC) which were not yet 
considered part of TeraGrid. (6) 2005 in this table is FY2005, 2006 is FY2006 and the first quarter of FY2007, and 
2007-2010 are calendar years. 
3 The Eigenfactor Score calculation is based on the number of times articles from the journal published in the past five 
years have been cited, but it also considers which journals have contributed these citations so that highly cited journals 
will influence the network more than lesser cited journals. References from one article in a journal to another article 
from the same journal are removed, so that Eigenfactor Scores are not influenced by journal self-citation. 
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Figure 3.3. Requested and provided allocations, available SUs (in millions of SUs) 
The TeraGrid peer-review and allocations process had two parts. First, the peer-reviewers made 
recommendations based solely on the request, without taking into account the available resources. 
If the requested resources were intended to support a previously federally peer-reviewed project, 
the reviewers did not review the science, but just looked at whether the requested use of the 
TeraGrid seemed to match the project. Otherwise, the reviewers reviewed the project’s science, in 
addition to its reasonableness of resource usage. Second, the TeraGrid staff applied some 
weighting factors to reduce the recommended allocations to a set of allocations that fit into the 
available resources. It is clear that the linear fits to these data show that user requests are growing 
faster than resources. 
3.2 Lessons learned 
The most obvious lesson is that the TeraGrid’s impact on science and engineering has been 
profound. A large amount of work has been enabled by the TeraGrid’s systems and integrated 
services, at all levels. 
In both the “deep” and “wide” cases, scientists and engineers have been successful because 
TeraGrid has made user success one of its highest priorities. Peter Coveney, University 
College London, who uses many TeraGrid, UK, and European systems says:  
TeraGrid has been a more productive environment than any others in the past though it 
did have its flaws. Systems are much bigger than those in the UK, plus there is the 
flexibility to use them for my needs (steering, multiple sites, etc.), which system operators 
elsewhere aren’t willing to support. 
In addition to these modes, TeraGrid has been successful in supporting urgent response 
situations, both predictive and reactive, and both through software as well as human efforts. 
These have included tornado and hurricane modeling, oil spill simulations, epidemiology and flu 
structure modeling, etc. 
Focused partnerships with domain experts can make domain tools widely available. Rich 
Loft, PI of NCAR’s collaboration with TeraGrid says: 
NCAR’s participation in TeraGrid has increased the use of TeraGrid resources in the 
atmospheric sciences. One indication of this is that today, GridFTP is also an integral 
part of both our TeraGrid and our non-TeraGrid services. NCAR user support staff have 
also worked with other resource providers to port not only our flagship applications, 
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such as CCSM/CESM and WRF, but also tools and libraries such as NCL, VAPOR and 
NetCDF. 
Coveney and others also point to TeraGrid’s strong integrated services that got much better 
over time, which include both user support and advanced user support. An element of 
advanced user support has been visualization support, where a TeraGrid team has helped 
scientists understand and present data. Joe Insley, a member of this team, says: 
In terms of providing visualization support for users, we found that embedding support 
staff directly into the research team resulted in far greater impact than, for instance, 
generating general-purpose visualization tutorials. Working closely with scientists, we 
were able to evaluate their specific needs and help provide appropriate solutions. 
The TeraGrid has encouraged U.S. and global collaborations, which have led to new science 
and new capabilities. For example, scientists who are not in the U.S. have been able to make use 
of TeraGrid resources only as part of a collaboration with U.S. scientists. Peter Coveney, at 
University College London, is a good example of this. He has worked with a number of different 
U.S. scientists and, in the process, received access to resources he would not have otherwise had. 
This has also helped the U.S. partners in these collaborations, and it has helped TeraGrid by 
bringing in leading-edge users who have demands that may foreshadow the needs of more users 
later. Another example is the U.S./Swiss Sinergia collaboration that was significantly advanced 
with TeraGrid effort. The outcome was that the Single Crystal Neutron Diffraction community 
has focused on new simulation and modeling tools with a specific focus on diffraction of 
disordered or quasi-ordered systems, for example, 2D order but stacking disorder. Outcome 
highlights include: new analysis and software tools; development of general analysis tools; 
support and allocation support for these studies; and mentoring of a Postdoc and a graduate 
student funded under the Sinergia project. These results were in part due to the TeraGrid effort as 
well as the Singergia funding from the Swiss National science Foundation (SNF), the Spallation 
Neutron Source at ORNL, U. Zurich, U. Tennessee, U. Bern and ETH. 
The TeraGrid has been very successful at placing a large quantity of computational cycles 
in the hands of researchers throughout the country, and helped to broaden participation in 
high-end computational science beyond the large labs where such resources previously had 
been solely available. However, the TeraGrid has been less successful at dealing with and 
helping users manage the huge volume of data generated by the HPC resources it provided. 
This may be a shortcoming of the way NSF has funded the TeraGrid resource providers, 
emphasizing performance over balanced computational science support in the dollars allocated to 
the project. Many users feel that the TeraGrid and/or NSF must have assumed that researchers 
would just take whatever data they generated home with them at the end of the day, which is not 
particularly scalable. It still isn't clear that the magnitude of the very large challenge of data 
management/capacity is fully recognized by the funding agencies. 
The Science Gateways program has had tremendous impact on the way researchers and 
educators alike go about their business. Providing simplified interfaces to domain-specific 
tools while hiding much of the complicated details of running on HPC resources has lowered the 
bar of entry and enabled a much broader community of users. As Greg Voth (UC) says: 
Science Gateways seem a particularly efficient use of funding for computational 
resources since they share the cost for hardware and support, ensure that resources are 
used consistently, and reduce the amount of grant funding that is necessary for 
computational groups to do cutting-edge research. 
Rich Loft, NCAR PI for TeraGrid, says:  
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NCAR participated in the TeraGrid Science Gateways program both as a Resource 
Provider and as a developer of TeraGrid-enabled Science Gateways. Science Gateways 
reduced the burden of supporting users that could now perform their work using 
gateways instead of the UNIX command line, while providing those communities support 
tailored to their needs. 
There is an enormous unmet need in the research community for large-scale, reliable, 
persistent storage, in both networked and non-networked contexts, independent of 
computational (or data analysis and visualization) resources. This demand is growing 
significantly relative to the supply. Bob Sugar, the lead PI of the MILC Collaboration's 
TeraGrid/XSEDE allocations says:  
... the lack of a serious plan for archival storage is particularly worrisome. Our group 
has a very large amount of data stored at SDSC and NCSA. This data was created at 
considerable cost to the NSF/TeraGrid. [The future of these archives is uncertain.] There 
do not appear to be any plans to help users move data from these archives, nor any place 
to move them that has long term stability. 
Features users wanted were not always provided by TeraGrid. In some cases, for example, a 
single username and password that could be used to access all TeraGrid resources, TeraGrid was 
not able to provide these features for operational, technical, and policy reasons. In other cases, for 
example, automated metascheduling of jobs across TeraGrid systems, TeraGrid felt there was 
insufficient benefit to the overall user community in providing the features, or if there was 
sufficient benefit, there was no workforce/funding to actually provide the features. And in some 
other cases, for example, a global file system mounted on all TeraGrid systems and a common 
user environment, TeraGrid did work towards the features, but did not succeed in fully providing 
them before the end of the project. In general, TeraGrid did not do an adequate job of 
explaining to users why these features were not available, though in most specific cases, 
TeraGrid did work with the users to offer workarounds. To help with the single-sign-on 
issue, TeraGrid provided a click-to-access mechanism and a drag-and-drop file transfer function 
that worked on all systems for users who had signed on to the TeraGrid user portal. 
TeraGrid users were often frustrated by the inadequacy of resources to carry out their 
calculations. TeraGrid often had fewer available resources than the peer-reviewers wanted us to 
provide. It is clear from the linear fits to the allocations data that user requests are growing faster 
than resources. In addition, there is a disconnect between science value and computational 
science usage. Since the TeraGrid peer-reviewers don’t judge science of federally peer-reviewed 
projects, but those federal (NSF, NIH, DOE, etc.) peer reviewers don’t judge computational 
impacts when they make decisions, the computational needs of the federal impacts are not rolled 
up, so TeraGrid (and NSF) do not know what resources will be needed for these awards. 
TeraGrid was only able to measure science output in a limited manner. First, the metric of 
science publications is somewhat limited. Citations of those publications might be a better metric, 
but this would also have a longer built-in time delay. More research is needed into what the 
metrics for science output are. Second, TeraGrid didn’t really measure this as well as it could 
have. Specifically, the lack of a standard method of reporting publications and the lack of any 
means of user reporting on publications from completed projects were shortcomings. Because the 
allocation of resources is usually divorced from an evaluation of the scientific impact, resources 
were not always rationally allocated to the scientifically most deserving projects. 
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4 Impact to Researchers, Educators and the Broader Community 
The principal new capabilities that TeraGrid introduced to researchers and educators are: a 
single-system information and support  interface for using all OCI funded supercomputers; the 
Science Gateways program that enables communities of researchers and/or educators to 
streamline the way in which their members use these resources; the Campus Champions 
program that enrolls volunteer faculty and IT staff members from universities across the country 
to inform their local community about TeraGrid capabilites, and TeraGrid about the needs and 
wishes of their peers; the unified support (not just the interface), that enabled researchers to 
move to new systems without losing ties to the relevant code experts; and the coordination of 
training and education functions. Judging from utilization statistics, surveys, and personal 
statements by participants (all reported on the the regular TeraGrid quarterly and annual reports), 
the impact of these innovations has been profound and beneficial, while raising expectations and 
eliciting suggestions on how to do even better in future programs.  
4.1 How TeraGrid Helped 
The following quotes from users describe the impact the project has had on the way they use HPC 
resources.  
A success of the TeraGrid is interoperability between TeraGrid and academic computing 
groups... Based partly on acceptance of a security model, and on support for common 
grid software (Globus), [we] have been able to smoothly interoperate between computing 
centers. We can easily move files between [our campus] and TeraGrid centers, almost as 
if the files are being transferred within a single administrative domain…  We did find 
significant value in dividing portions of our scientific calculations across multiple 
computing providers.   
[Our] computational research program on TeraGrid involves more than 8 different 
research groups for both independent research activities as well as collaborative 
research projects that use the full spectrum of TeraGrid resources. This leads to 
significant need… for advanced user support from TeraGrid. TeraGrid ASTA staff helped 
[us] optimize community codes and provided technical recommendations for efficient use 
of the TeraGrid resources, development of successful allocation proposals, and 
investment for sea changes in architectures towards petascale.  
Our production simulations were too large and long running for a single researcher to 
manage. By supporting a TeraGrid community account, and a Science Gateway bridging 
TeraGrid and campus computing systems, TeraGrid supported multiple research staff 
running and monitoring our scientific workflows.  
In the opinion of another principal investigator,  
excellent user support and technical staff working in conjunction with research groups 
have brought the scientific computing community into the age of petascale computation. 
Our group has always obtained quick answers as needed, and user support was able to 
solve any problems that arose. TeraGrid advanced support has been instrumental in 
assisting with the development, benchmarking, and optimization of molecular simulation 
codes used in this research group. The support provided through this program has been 
extremely helpful in identifying individual computationally intensive routines as well as 
offering advice and assistance in the implementation of new parallelization strategies to 
make efficient use of high performance computing resources: current and next 
generation.  
Users also remarked on the benefits of integrating the allocations system: 
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It has simplified the process of submitting grant proposals in that there is only a single 
grant submission instead of applying to many individual resources… Before TeraGrid it 
was much more cumbersome to get access. Basically it was done through individual 
proposals to some supercomputer resources. Ultimately, the changes exceeded our 
hopes. We suddenly envisioned much bigger problems to tackle than we ever thought of 
before.  
Campus Champions describe the benefits they and their institutions have experienced:   
The Campus Champions program has provided an avenue for training that I would not 
have otherwise had. I am able to bring knowledge learned back to my University and 
help our users make use of our local resources more efficiently. The Campus Champions 
program is growing into a virtual organization that will benefit all of its members. Many 
of the topics discussed in the various Champions meetings deal with issues that are not 
only relevant to TeraGrid but to local resources as well. This organization is becoming a 
good venue for sharing of information. The freedom to allow this organization to grow 
according to the needs of its members is a huge win in my view.  
High-level project statistics corroborate the observations quoted above. The number of TeraGrid 
users with active allocations per quarter increased from under 500 in Q1, 2004 to almost 6500 in 
Q2, 2011. Yet the number of trouble tickets per user per quarter decreased from about 2 in 2004 
to below 0.5 in 2011. This indicates that TeraGrid was able to cope with the increase in the user 
population and in the number and complexity of the resources it integrated, without creating a 
corresponding increase in the problems this presented for our users.  By Q2, 2011 this active user 
count included almost 1200 end-users of 20 active Science Gateways. The Advanced Support for 
TeraGrid Applications (ASTA) program, launched in the summer of 2005, completed a total of 
116 projects by June 30, 2011; 33 projects were ongoing (to be completed by XSEDE ECSS).  
The Campus Champions program, launched in 2008, has grown to 93 institutions and 124 
individual volunteers.  
4.2 Strategies 
How did the TeraGrid team organize itself to provide this user experience? After several years of 
evolution and experimentation, the following structure was adopted in 2008 and maintained until 
the end of the project.   
4.2.1 Coordinated User Support 
The User Interaction Council (UIC) in the GIG, consisting of the Director of Science and the area 
directors responsible for documentation, training, allocations and accounting, user engagement, 
helpdesk, frontline support, advanced support, Science Gateways, data and visualization, 
coordinated the activities in all these areas to improve user productivity.  The UIC organized 
annual TeraGrid user surveys, which were formulated, administered and analyzed by an 
independent pollster affiliated with the University of Colorado.  The GIG Director of Science 
served as the liaison between the TeraGrid project team and its Science Advisory Board.  
Day-to-day user engagement was accomplished by various means. Under the User Champions 
program, RP consultants were assigned to each production award right after the results of an 
allocations meeting became known. The assignment took place by discussion in the user services 
working group, taking into account the distribution of an allocation across RP sites and machines, 
and the affinity between the group and the consultants based on expertise, previous history, and 
institutional proximity. The assigned consultant contacted the user group as their champion 
within the TeraGrid, and sought to learn about their plans and issues. Campus Champions were 
enrolled as members of the user services working group, and thus were trained to become “on-site 
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consultants” extending the reach of TeraGrid support. To help users efficiently scale their codes 
and ancillary data processing flows to petascale systems, and to develop massively data-centric 
applications, the extreme scalability working group brought together staff experts from the 
TeraGrid RPs with developers from the user community and with external partners working to 
develop petascale applications. Leveraging this working group, the UIC partnered with the Blue 
Waters project to organize a series of five annual symposia on leading-edge issues, each attended 
by over 60 scientists supported by NSF, DOE, and other agencies. 
The TeraGrid Operations Center (TOC) at NCSA served as the centralized first tier of user 
support for the TeraGrid. It created a trouble ticket for each problem reported and tracked its 
resolution until it was closed.  If a ticket could not be resolved within one hour at the TOC itself, 
it was referred to the RP where the problem was experienced, or, if the problem appeared to be 
TeraGrid-wide, to the user services working group. There, it was assigned to a second-tier user 
consultant who began by discussing the matter with the user, in order to narrow the diagnosis and 
to understand if the issue was with the user’s application, with the RP or TeraGrid-wide 
infrastructure, or both. Tiger teams were formed by the user services working group as necessary, 
to diagnose and solve complex problems that implicated several RP sites or fields of expertise. 
User Champions were preferentially assigned to resolving issues experienced by “their” users.  If 
it became clear that the users required longer-term expert assistance, the consultants suggested 
that they apply for third-tier support via the Advanced Support or Science Gateways programs. 
4.2.2 Advanced Support 
The Advanced Support for TeraGrid Applications (ASTA) program allowed users to work with 
Ph.D. level TeraGrid staff for a period of a few months to a year. Activities included porting 
applications, implementing algorithmic enhancements, implementing parallel programming 
methods, incorporating math libraries, improving the scalability of codes to higher core counts, 
optimizing codes to utilize specific resources, enhancing scientific workflows, providing help for 
Science Gateways and performing visualization and data analysis projects. TeraGrid users could 
submit an ASTA request as a part of their annual, supplemental, or startup/education resource 
allocation proposal. The recommendation score provided by the reviewers was taken into account 
by the GIG area director for advanced support and, upon discussion with the users regarding a 
well-defined ASTA work plan, the TeraGrid-wide advanced user support working group matched 
its staff to the project by taking into account the staff members’ expertise in the relevant domain 
science and HPC/CI techniques and the RP sites where the user had a resource allocation.  This 
integrated process secured significant advantages over the earlier practice of each RP providing 
third-level support independently: users could choose to compute at any RP site and still benefit 
from consultants familiar with their code, or with their field, who worked for other RPs. The 
number of fields and techniques that could be covered thus became much larger. In the past, if a 
user requested help from “their” RP but there was no resident expert, some consultant had to be 
set the task of getting up to speed to help this user. By contrast, the integrated ASTA program 
was able to provide both system-specific expertise from the host RP(s) and domain-specific 
expertise from any site where it was already available, on a timely basis.   
The TeraGrid’s integrated team of expert staff also worked on projects that benefitted the general 
user community, complementing the ASTA program which assisted individual groups. For 
frequently used scientific applications in chemistry, biochemistry, materials science, engineering, 
numerical mathematics, visualization and data, tasks included coordinated installation, testing, 
debugging,  performance analysis, optimization and development of user documentation for 
various systems fielded by the RPs. Major focus areas were molecular dynamics (AMBER, 
NAMD); materials science (VASP, CPMD);  the hybrid (MPI-OpenMP/pthreads) programming 
model; PGAS languages; and code performance analysis (TAU).  The integrated team of expert 
user consultants also contributed to the development and delivery of advanced content for the 
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TeraGrid Education, Outreach and Training program, including leading roles in the organization 
and execution of the annual TeraGrid conferences, and support for the Campus Champions 
program. 
4.2.3 Science Gateways 
The Science Gateways program was launched as a signature initiative of Phase II of the TeraGrid 
in 2005. A key element of the TeraGrid “Wide” strategy was to establish collaboration between 
TeraGrid expert staff and an initial set of 10 “partner communities” to develop common 
protocols, technology and middleware for gateways, specifically simplified access to job 
submission, data movement, workflow tools and data-streaming. By 2007 these objectives had 
been achieved to a sufficient degree that the program could transition to providing support for 
new projects coming in through the peer-review process. The following examples illustrate the 
impact of recent Science Gateways work upon broad communities of researchers and educators. 
The Cyberinfrastructure for Phylogenetic Research (CIPRES) gateway has the largest community 
using TeraGrid of any gateway. Users come from all continents except Antarctica and from 17 
EPSCoR states in the U.S. CIPRES is used in many classes, but also used for major research 
resulting in publications journals such as Nature, Cell and the Proceedings of the National 
Academy of Sciences. The success of CIPRES has helped shape allocation policy and supporting 
infrastructure for other gateways, for example the ability to charge individual allocations through 
a gateway. 
The Grid Asteroseismology Modeling Portal (AMP) started with international workshops to poll 
scientists and a NASA science review. Consuming data streams from the Kepler satellite, AMP 
users run very compute-intensive jobs, primarily on Kraken. This team has served as initial users 
of several important TeraGrid capabilities, such as attribute-based authentication and remote job 
submission via GRAM5. They have also pioneered job chaining on Kraken, greatly reducing 
queue waits. 
The Social Informatics Data Grid (SIDGrid) gateway provides access to expensive, unique, multi-
modal datasets, which include streaming data that change over time—voice, video, fMRI images, 
text annotations and numerical data (heart rate, eye movement, etc.). SIDgrid has been used in a 
multi-disciplinary course at the University of Chicago involving computer science, linguistics and 
psychology students, allowing them to “speak the same language” for the course. Multiple 
researchers can collaborate on annotations, and researchers at smaller labs without such 
sophisticated capabilities can also make use of the datasets. Computational aspects of the work 
include distributed acoustic analysis using Praat, statistical analysis using R, and matrix 
computations using Matlab and Octave. 
The SIDGrid development team has also expanded in other areas, developing Google gadgets that 
interface to the TeraGrid (search igoogle.com’s “add stuff” area for TeraGrid). Developers of the 
future may start from an iGoogle page and just add gadgets to develop a gateway. The team’s 
work includes inter-gadget communication, single sign-on across gadgets, data management and 
ensemble support using Swift. Many papers have been presented on this work at TeraGrid 
conferences. The Open Protein Simulator (OOPS) gateway, developed by the same team, was 
used in CASP9 protein structure prediction challenge (May, 2010) sponsored by the U.S. 
National Library of Medicine. 
The Geographic Information Systems (GISolve) gateway has been an avenue for broadening 
participation in the TeraGrid. Communities using GISolve include those interested in plant 
biology, food supply, wildlife migration, land use and public health.  Activities that have 
addressed these communities’ needs include a spatially-explicit agent-based model used to 
discover the spatiotemporal patterns of elk and their driving processes within the Greater 
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Yellowstone Ecosystem, and a hands-on tutorial was conducted at the USGS Center for 
Excellence for Geospatial Information Science (CEGIS) to study hydrological data involving 
environmental contaminants from agricultural processes. A data transfer service between the 
USGS National Map and TeraGrid has been initiated. 
The combined Community Earth System Model (CESM) and Earth System Grid (ESG) gateway 
is evolving to become a semantically enabled environment that includes modeling, simulated and 
observed data holdings, and visualization and analysis for climate as well as related domains. 
Purdue has developed a mature gateway that provides experts and non-experts with access to the 
NCAR-developed CESM code. ESG provides integrated data management, access, analysis, and 
visualization on a grid that is global in scale and serves more than 20,000 users, along with the 
World Climate Research Program (WCRP) and the Intergovernmental Panel on Climate Change 
(IPCC). ESG’s structure requires the metadata necessary for reproducibility and validation, an 
increasingly important component of climate simulations because of their impact on policy. 
CESM results from the Purdue portal are stored in ESG. 
4.3 Shortcomings 
The large and heterogeneous TeraGrid virtual organization grew organically from a nucleus of 
four identical clusters in 2001 to 11 resource providers fielding more than 20 diverse systems in 
2011. Consequently, the user experience TeraGrid was able to offer to the science and education 
community was far from perfect. The following description should convey a sense of the 
complexity of the structure behind the user information and support interface. At the GIG level, 
up to 7 different working groups in 7 different areas had to be coordinated among themselves and 
with the 11 RPs, each of which needed to maintain the autonomy to also serve stakeholders 
outside the TeraGrid program. This led to a complex web of content distributed among various 
TeraGrid-wide and local RP sites. Despite sustained efforts and progress over the course of the 
project (unified information database, knowledge base, one-stop portal), it remained difficult for 
staff to maintain and for users to navigate. It was often difficult and time consuming for the 
central helpdesk to hand off problem tickets to the most qualified and available staff members at 
the RPs. The heterogeneity of the user environments on the various computing systems was a 
difficult challenge for all stakeholders; the Common User Environment working group created in 
2008 achieved significant progress, but the problem remains.  
Users did notice these shortcomings. In the annual survey reports for 2008-2010, while the 
satisfaction scores with TeraGrid services once people found them clustered above 75%, the 
scores for “ease of discovery” of these services clustered around 67%. The following stakeholder 
comments are pertinent:  
Allocations documentation could be greatly improved…  
…having a non-standard set of documentation (different for each resource) was an error 
that I am happy to see being corrected in XSEDE.  
There is a lot of online information, but it is not always easy to find what one wants. 
Better organization would certainly help. 
Sometimes the documentation was either out of date or simply flat wrong. Most of the 
time we tried to follow the procedure outlined on the individual machines, but we had lots 
of troubles. We asked for help, and sometimes it worked. However, in several cases the 
standard helpdesk procedure did not get us anywhere. Fortunately, we were then put in 
touch with people who obviously knew much more. That would generally get us sorted 
out. 
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The centralized helpdesk is a big win for TeraGrid. Things get tricky with the diverse 
partners and systems though. Sometimes you need to know the right people to talk with to 
get the appropriate support. I.e., help is exceptional for the simple things, but can be less 
successful for the more complicated things. 
Unfortunately, we quickly found out that (lack of) transportability was a BIG issue. It 
took far too long to get a program running on another machine, basically because 
everybody had their own rules and scripts, default compilers, library paths, etc. It often 
was very frustrating, and the out-of-date, incomplete, or even wrong documentation (see 
above) didn't help. So, at the end we decided to just stick with two machines. 
The following stakeholder comments and suggestions pertain to user support scope and strategies: 
Contact all new startup users, TRAC and Renewals on a regular basis to check back in to 
see what you can do better. 
There is a need for second level and third level of support while installing TeraGrid 
software. These requests should make it back to the individual developer. 
Perhaps users did not really understand the ASTA program and the need to justify their 
request. Maybe it is an education issue. Defining when an ASTA effort is done is a 
difficult thing and needs better definition. 
Other than obtaining high-level support case by case when we really needed it, we did 
not take advantage of the "advanced user support". We actually had applied for it and 
were granted some, but I suppose people felt that it would just take too long to get 
somebody unfamiliar with our really big programs up to speed. Maybe that was a 
mistake on our part, but that's how it ultimately came out. 
Running jobs on multiple sites was better on TeraGrid than anything else in the past. 
There needs to be more incentive of doing this sort of thing though. New use modes 
should be encouraged.  
Another obstacle that we encountered was TeraGrid's difficulty in procuring commercial 
software licenses since TeraGrid itself is not a legal entity and can’t purchase and own 
licenses. This meant that license procurement was up to each site according to its budget 
and internal procedures. This also complicated matters when a TeraGrid resource was 
oversubscribed so our user(s) were moved to another resource where the software they 
needed did not exist.  
4.4 Directions for Improvement 
The emerging consensus is that, by using the strategies described in this section, TeraGrid has 
made a good start in improving the usefulness of high-performance computing to researchers, 
educators and the broader community, while clarifying the principal directions in which such 
efforts need to be expanded: data focus, seamless integration with other resources, and the 
creation of a true community of fully engaged stakeholders. These ideas are eloquently 
expressed in the following stakeholder comments:    
The TeraGrid has been less successful at dealing with and helping users manage the 
huge volume of data generated by the HPC resources it provided. This may be a 
shortcoming of the way NSF has funded the TeraGrid service providers, emphasizing 
performance over balanced computational science support. Users feel that the TeraGrid 
and/or NSF must have assumed that researchers would just take whatever data they 
generated home with them at the end of the day, which is not particularly scalable. It still 
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isn't clear that the magnitude of the very large challenge of data management/capacity is 
recognized.  
My limited experience with small schools trying to use TeraGrid suggests that if they do 
not already have their own small HPC resources, then they are not equipped to begin 
using TeraGrid. Schools that have a well-established HPC environment are better able to 
make use of TeraGrid resources. Smaller schools, which have little or no HPC resources, 
find the TeraGrid environment to be foreign and do not have research workloads and 
workflows that can make use of TeraGrid. They need help just to get started locally 
before using a national resource.  
The fundamental tension between requiring highly innovative solutions to long-standing 
problems at the same time as requiring provision of high-quality, high-reliability services 
drives not just management, but also necessitates a culture shift in the computational 
science user community. TeraGrid management rose to the challenge, in my view, but the 
user community didn't change its attitude in any significant way. That might be a framing 
issue: describing us as "users" or worse "customers" and making the number of 
customers a metric of success sets up the situation where TeraGrid is like the Walmart of 
HPC. If instead, users were viewed as partners or collaborators, with skin in the game, 
they might have interacted with TeraGrid differently.  
 
5 Impacts on Education, Outreach and Training 
TeraGrid pursued a broad range of Education, Outreach and Training (EOT) activities.   
Activities were conducted at the local, regional, state-wide, national and international levels.  
Audiences included K-12 teachers and students, undergraduate faculty and students, graduate 
students, postdocs, researchers, and campus personnel (including IT staff, administrators, CIO 
staff, and other staff and faculty).  Activities engaged personnel from among K-12 school systems 
(rural, urban and suburban), Minority Serving Institutions (MSIs), higher education institutions 
within EPSCoR jurisdictions, 2- and 4-year colleges and universities, and research universities. 
TeraGrid reached a large national audience.  For example, during 2010 alone, TeraGrid’s efforts 
engaged over 23,000 people, of which over 4,600 (~20%) were among underrepresented 
communities, as shown in Table 1 below.  
 # Participants # Underrepresented people # Events 
Workshops 3,423 1,614 160 
Tutorials 1,248 64 56 
Async Tutorials 7,010  32 
Forum and Tours 3,042 568 62 
Presentations 5,191 468 68 
Demos/Fairs/Exhibits 3,101 1,675 11 
Classes 278 87 17 
Seminars 411 49 9 
Total 23,704 4,645 415 
Table 1: 2010 Community Engagement 
TeraGrid engaged communities via the Campus Champions program by providing training that 
spanned a range of introductory to advanced topics including code development and optimization 
as well as applications packages; by providing computing resources through the TeraGrid 
allocations process (TRAC); by providing professional development and curriculum development 
workshops and summer schools; by providing research experiences, internships and fellowships 
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for students and faculty; through exhibits and talks at professional society meetings; through 
campus visits; and by publishing impact stories via the web, annual highlights documents, and 
media outlets. 
The impact of these efforts resulted in greater awareness of TeraGrid’s resources and services, a 
significant increase in the number of start-up and education accounts, a significant number of 
people better prepared to more effectively utilize and apply TeraGrid’s resources, K-12 and 
undergraduate curricular materials and lessons developed and shared with the community at 
large, numerous stories of positive impact among students, educators and researchers, and an 
increase in the number of underrepresented communities involved in using TeraGrid resources 
and services.  TeraGrid was able to achieve national engagement and positive impact by working 
with people in all 50 states and all of the U.S. possessions.  TeraGrid was able to engage non-
traditional communities of scholars including researchers and educators from among the 
humanities, arts, and social science communities. 
TeraGrid produced an annual EOT Highlights glossy document each of the last three years that 
each included more than a dozen stories spanning education, outreach and training efforts across 
the country.  These stories captured stories of impact among K-12 communities, higher education 
communities, underrepresented communities, and non-traditional fields of scholarly research and 
education incorporating high-performance computing.  These documents were used heavily by 
the Campus Champions to spread news about TeraGrid, and directly benefitted the projects that 
were documented in the publications. 
5.1 Training 
As shown in Table 1, TeraGrid conducted numerous live, synchronous and asynchronous training 
sessions to assist the community in making effective use of the TeraGrid resources and services. 
TeraGrid has provided computational resources as well as content experts for these sessions.   
5.1.1 On-Site Training 
TeraGrid provided live workshops and tutorials at the Resource Provider sites, through tutorials at 
the annual TeraGrid and SC Conferences, and at numerous workshops and institutes.  Overall, 
they received very high marks from the attendees.  The training sessions were very positively 
received because they addressed the needs of the attendees, and provided mentoring to the 
attendees.  The attendees at the events provided recommendations for additional training that 
TeraGrid was able to prioritize for development and deployment. 
5.1.2 Synchronous Training 
To address the fact that TeraGrid serves a national/international community, TeraGrid provided 
three types of quarterly training.  They included: 1) new user start-up covering logging into the 
portal, changing your password, connecting to resources, moving files, and security; 2) 
allocations proposal writing sessions to assist new users in getting on to TeraGrid systems; and 3) 
security training to assist users in maintaining the security of their accounts, programs and data. 
Feedback from the participants indicated an increased level of comfort in accessing their 
allocations, asking additional questions of User Services, and pursuing additional, deeper training 
through other TeraGrid programs.  
This type of delivery allowed TeraGrid to reach a larger national audience and avoided extra 
travel, time and expenses.  TeraGrid worked to adapt the highest priority live training sessions for 
synchronous and asynchronous delivery.  There were multiple tools and approaches used to 
deliver synchronous training including ReadyTalk, Webex, EVO, and H.323 compatible 
audio/video equipment. There was no single tool that proved to be most effective.  Rather, the 
success was based on the people delivering the content and their ability to optimize the 
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interactions and minimize the complexity of the technology.  Most effective was the “one to 
many” approach during which one trainer could provide content for a number of remote 
individuals. It became clear that synchronous training benefits most from mentoring of the 
participants and the preparation by the presenters to effectively deliver content remotely.   
5.1.3 Asynchronous Training 
To address just-in time, anywhere, anytime learning, TeraGrid placed considerable effort in 
developing asynchronous training content via NCSA’s CI-Tutor system, Cornell’s Virtual 
Workshop and Ranger Workshop offerings.  As shown in Table 1, these online tutorials have 
been used by a very large community and have received numerous compliments through 
feedback pages available via the online systems, annual surveys, and informal feedback.  The 
major challenge was to provide substantially more asynchronous training since the development 
of high quality and effective asynchronous content is a slow process.   
The Campus Champions received regular synchronous training by TeraGrid staff through their 
monthly conference calls.  The topics were selected by the Champions to best assist them in 
working with their local users.   They also participated in tutorials and specialized training 
sessions at the annual TeraGrid Conferences. 
5.1.4 Community Comment 
TeraGrid received constructive community feedback through event surveys, annual surveys, and 
informal community comments. The overwhelming response was that community members 
appreciated the sessions and were able to apply what they learned in their own research.   This 
was reflected via repeat participation in TeraGrid events by the community.  TeraGrid also 
conducted in-depth national surveys that assessed community needs to drive the development of 
new training offerings.  TeraGrid collaborated with PRACE on the surveys, and identified that the 
European community faced common issues and needs. 
The following was provided as constructive feedback by NSF during the writing of this report:  
TeraGrid was effective at providing general training in the use of TeraGrid resources.  
TeraGrid needed to align training to specific user communities such as domain-specific 
topics.  The TeraGrid project seemed to be aimed at expert and high-end users only. For 
example, training seemed a one-way opportunity for the anointed to help the un-anointed. 
This has been changing but we would like to see the pace increase. Highlights seem to 
focus on the 80% traditional users or new users who adopt the traditional tools rather 
than the new emerging users with nontraditional needs, requirements and ideas (e.g. 
crowdsourcing, real-time, linkage with non-TG systems or domain-specific workflows). 
5.2 Education 
The TeraGrid education programs focused on computational thinking, computational science and 
engineering, and high-performance computing education.  Education projects engaged a wide 
range of audiences including middle and high school students and teachers, undergraduate faculty 
and students, and graduate students.  The activities engaged students and educators from among 
K-12 urban, suburban and rural schools, minority serving institutions, 2- and 4-year colleges and 
universities, and EPSCoR institutions.  The education program was able to engage over 100 
participants of which 40% were from minority serving institutions and 30% were from EPSCoR 
institutions.   
5.2.1 Computational Science and Engineering and HPC Competencies 
The Ralph Regula School demonstrated that the development of a core set of undergraduate 
computational science and engineering competencies provided a basis for developing and/or 
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modifying course offerings to prepare undergraduate students with computational science 
knowledge and skills.  With a base set of competencies, institutions, departments and faculty 
were able to develop course curricula that aligned with these competencies to better prepare 
students for advanced studies and careers in CS&E.  This effort was able to effectively engage 2- 
and 4-year institutions as well as PhD granting institutions.  TeraGrid worked with the Ralph 
Regula team to develop a core set of HPC competencies.  These efforts should be continued to 
provide a foundation for national-scale incorporation of CS&E and HPC into undergraduate and 
graduate level courses for the preparation of future HPC professionals.   
5.2.2 K-20 Curricular Impact 
TeraGrid and its partners were very successful in working with K-12, undergraduate and graduate 
educators in assisting them with incorporating computational thinking and computational science 
and engineering tools, resources and methods into numerous classrooms across the country.  An 
emphasis was placed on providing K-12 teachers with materials that have direct linkages to state 
and national teaching and learning standards.  Efforts were made to tie undergraduate materials to 
the computational science and engineering competencies developed by the Ralph Regula School, 
described previously.  The activities engaged educators across the spectrum of science, 
technology, engineering and mathematics (STEM) fields.  We made believers out of non-
believers, and collected quality materials and resources from K-12 classroom educators within the 
CSERD repository for broad dissemination.  These materials collected within CSERD were used 
as exemplars in subsequent workshops. 
TeraGrid has engaged a number of educators in workshops and programs, and has documented 
the impact on these institutions to enhance their courses to excite and motivate more students to 
pursue STEM studies and careers.  There was tremendous success as measured by the level of 
interest and adoption by educators among the communities served by the Resource Providers.  
The Resource Provider projects worked with local schools and institutions in their city, in their 
county, and in their state.  They each conducted their own evaluations and reported tremendous 
success in engaging students and educators.  
TeraGrid also had success at the national level through the SC Education Programs, run from 
SC07 through SC11.  These efforts included an average of 10 week-long hands-on summer 
workshops that focused on incorporating CS&E and HPC into the curriculum, as well as 4 day 
hands-on workshops during the annual SC Conferences.  More than 400 educators from around 
the country were engaged annually, resulting in new and modified computational science course 
offerings across the K-12 STEM spectrum, many of which were documented in the EOT 
Highlights.  These programs were most successful when administrative staff were involved to 
achieve sustained adoption by their institutions. 
It was determined that a larger national impact on K-12 education could be attained by working 
with college and university teacher preparation programs, and that larger scale impact on higher 
education could be achieved by working at the institutional or department level.  
5.2.3 Student Programs 
TeraGrid supported a number of student programs including research experiences for 
undergraduates (REUs), student internships and fellowships, workshops, institutes, and other 
programs.  In the last three years of TeraGrid, with NSF support, over 100 students (high school, 
undergraduate and graduate) were supported to attend the annual TeraGrid conference.   TeraGrid 
worked with Open Science Grid to produce a white paper outlining a program for students that 
would be most effective in recruiting and sustaining a larger and more diverse population of 
students pursuing STEM and CS&E/HPC studies and careers.  It was found that students benefit 
most when the following were provided: 
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 Awareness of the opportunities for students to have rewarding careers 
 In-depth training to students  
 Mentoring to the students to retain them in advanced studies and STEM careers 
 Internships to immerse students in research or development projects  
 Recognition via presentations, posters, competitions and awards 
5.2.4 International Education Collaborations 
TeraGrid worked with PRACE to share strategies, develop surveys, exchange training materials, 
and pursue joint HPC summer schools. TeraGrid and PRACE shared EOT surveys, and jointly 
contributed to the HPC University portal. TeraGrid engaged with DEISA/PRACE to plan and 
conduct two EU-US HPC Summer Schools in 2010 and 2011 for 60 graduate students and 
postdocs each year.  A report of the summer schools strongly endorsed the continuation of 
international HPC summer schools to sustain learning, community building, and cultural 
exchanges.   
TeraGrid also collaborated with a number of European countries on a joint EU-US Atlantis 
initiative to identify strategies for engaging more youth in STEM and computational science and 
engineering.  International collaborations should be continued. 
The partners in these efforts learned a great deal from each other and from the participants, and 
increased the level of awareness and engagement in CS&E and HPC internationally. 
5.3 Outreach 
The TeraGrid outreach activities worked to engage new and non-traditional communities into 
becoming practitioners of computational science and engineering across all fields of study, and 
through this process, worked to expand the community of people utilizing TeraGrid’s resources 
and services.   
5.3.1 Engaging Non-traditional Communities 
TeraGrid worked with faculty, staff and students from at least 40 minority-serving institutions. 
The number of allocations at MSIs grew steadily such that by 2011, there were 45 PIs from 21 
MSIs with allocations on TeraGrid systems. TeraGrid worked with people at institutions in each 
of the 27 EPSCoR states, Puerto Rico, and the U.S. Virgin Islands.  Further, there have been 
researchers in all of these jurisdictions, except the Virgin Islands, with an allocation of time on 
the TeraGrid systems.  TeraGrid engaged 37 EPSCoR institutions, 7 MSI institutions, and 5 
institutions that are categorized as MSI and EPSCoR in the Campus Champions program.  A 
number of EOT highlights stories captured the impact among underrepresented faculty 
fellowships provided by TeraGrid to enhance education and research endeavors. 
Among the constraints on many researchers and faculty from MSIs are: 1) a higher teaching load 
during the academic year, and 2) limited or no funding for the summer (when they are not 
teaching). To address these time and financial constraints, TeraGrid provided funding for stipends 
and travel for faculty and researchers from underrepresented groups to participate in TeraGrid 
activities, to visit with TeraGrid user consultants, and to lower their teaching load so that they 
could get started using TeraGrid resources for their research and curriculum. All of the awarded 
fellows made significant progress integrating TeraGrid resources and capabilities into their work.  
The most successful Fellows became Champions on their campuses. 
We have heard from the community including faculty members at small liberal arts colleges, 
saying that access to TeraGrid made a big difference to their scientists. Previously they were only 
able to use modest local cluster resources. When the local resources were insufficient, faculty 
were able to "graduate" to TeraGrid scale machines enabling them to ask bigger, more interesting 
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questions.  TeraGrid gave faculty and students many opportunities to become involved in the 
larger CI community.  
It is important to build trust and respect among non-traditional communities so they feel like full 
partners in the programs.  It is important to engage these communities from the outset while 
developing the project plans.  It helps to build trust by having face-to-face meetings in the 
community setting of the participants, as it also helps the project team to appreciate the 
challenges of working in the local environment. It is critical to listen to the community, and to be 
flexible and willing to change to address the community perspectives and needs. Projects should 
consider hiring staff and/or engaging partners with backgrounds similar to those of the 
communities being engaged.  For projects involving young students, it is recommended to engage 
parents and local community members to get their support. 
5.3.2 Campus Champions 
Since signing the first campus, University of Kentucky, in 2008, the program has grown to over 
100 member campuses, and has become one of the most successful programs launched by 
TeraGrid for raising awareness of TeraGrid, for expanding the user base, and for providing 
information, accounts, training, and general support to TeraGrid users.  The Campus Champions 
program was successful for a number of reasons: there was strong support across TeraGrid 
including User Services, Advanced User Support, and Allocations to assist, support, and respond 
to suggestions from the Champions for improving TeraGrid services; there was a small team 
focused on recruiting new campuses, and responding quickly to questions from the Champions; 
accounts were provided to Champions to allow them to quickly add new users; TeraGrid provided 
regular training for the Champions; TeraGrid encouraged participation at the TeraGrid annual 
conference and waived registration fees for all Champions; and the Champions themselves were 
motivated to participate to better serve their local campus users and to help recruit other 
campuses; and the Champions formed a community of practice (a Virtual Organization) with one 
another that allowed them to share information, challenges, and solutions. 
According to the Champions, the Campus Champions program provided an avenue for training 
that the Champions would not have otherwise had. They were able to bring knowledge learned 
back to their campus, and help their users make more efficient use of local and national resources. 
Many of the topics discussed in the various Champions meetings dealt with issues that are not 
only relevant to TeraGrid but to other local and national resources used by their campus 
personnel. This organization became a good venue for sharing of information and building 
community among the Champions. The freedom that empowered this organization to grow 
according to the needs of its members was a huge win in the view of the Champions themselves. 
From the perspective of a Champion:  
I would have to say that the idea and implementation of a "Campus Champions" plan 
would have to be considered one of the great successes of the old TeraGrid program 
which, under XSEDE will undergo a metamorphosis into a very substantial component of 
TEOS as well as a valuable tool to the AUSS staff. I was one of the first to join the 
program and find it stunning to see how far the program has gone in such a short time.”  
As another Champion mentioned:  
I would be remiss not to include the fact that the term "Campus Champions" has become 
so common place that it is even used without knowledge of its TeraGrid / XSEDE 
association. This is testament to the success of the program.”  “The Champions efforts 
should start revealing themselves as lighter loads on the help@xsede.org staff with the 
help tickets coming in hopefully being submitted or at least monitored by Champions 
from the campus associated to the resource user in question. With the XSEDE knowledge 
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gained by the Champion as part of the program, help tickets should become more specific 
and easier to complete. Having a few members of the CC being attendees at the quarterly 
XRAC meetings could provide valuable information to share with the rest of the CC 
group when determining appropriate resources for new users. 
From the perspective of another Champion:  
Smaller schools that have little or no HPC resources find the TeraGrid environment to be 
foreign and do not have research workloads and workflows that can make use of 
TeraGrid.  Champions like Rice who have a well established HPC environment are better 
able to make use of TeraGrid resources, and have been able to serve as regional 
Champions to aid smaller schools in their region to help them get started. 
Cyberinfrastructure (CI) Days was launched as a joint effort among TeraGrid, Open Science 
Grid, Internet2, National Lambda Rail, EDUCAUSE, MSI-CIEC, and other groups.  CI Days 
events were designed to bring together researchers, IT staff, CIOs, VPs for research and students 
to discuss campus level CI needs, and to connect campus personnel with national resource 
providers. While the CI Days events were effective, the Campus Champions Program was 
designed to provide sustained support and information flow, and has proven to be effective for 
sustained interaction. 
The Champions themselves are quite diverse in their own needs and commitment to the program, 
which is driven in large part by the interest in using TeraGrid resources by their campus 
members.  Future programs will need to consider how best to support a diverse mix of campuses 
to ensure that the campuses are benefitting from their participation, which again may require 
careful consideration of the human and capital resources required. The program also needs to pay 
attention to new Champions just getting started, what expertise they need, and how to help them 
get started, while continuing to support more mature Champions who have been with the program 
for some time, for balanced support and assistance. 
5.3.3 Professional Society Outreach 
TeraGrid placed an emphasis on attending professional society meetings, workshops and 
conferences to give talks, participate on panels, offer tutorials, and to have an exhibit table. The 
TeraGrid outreach activities were designed in large part to raise awareness of TeraGrid’s 
resources and services to grow the TeraGrid user base. The EOT team placed an emphasis on 
attending conferences that would engage non-traditional communities, including minorities and 
students.  Such conferences included Grace Hopper, Tapia, SACNAS, National Society of 
Hispanic Engineers, etc. It was found that recruiting users of TeraGrid to present at their own 
professional society meetings was very effective—peers talking with peers to excite colleagues to 
also use TeraGrid.  
It was often found through Q&A with the attendees that many if not most of the people in the 
audiences at outreach events did not know about TeraGrid, did not know how to get access, or 
were generally unaware of the resources and services provided by TeraGrid. Conference 
participants were asked for contact information if they were interested in having TeraGrid follow 
up with them for deeper engagement. 172 new contacts were collected. With User Services 
providing follow-up, 22 became new TeraGrid users. TeraGrid showed that outreach efforts 
received more interest and more impact when the opportunities for engagement were introduced 
via a booth or other exhibit-type presentation (rather than presenting a paper or participating on a 
panel). This presented a challenge because exhibiting doesn’t have the professional prestige of 
other conference events (papers, panels, posters, etc). Through talks, a larger number of people 
were reached at once, and could be redirected to an exhibit table or the website for more 
information.  
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TeraGrid has organized an annual TeraGrid Conference since 2006 to engage the community in 
learning about TeraGrid and in sharing how they have applied TeraGrid resources to enhance 
their research and education endeavors.  The community has benefitted from focused time to 
interact with and learn from TeraGrid staff and other community members. The community 
feedback from the TeraGrid’11 Conference was especially positive. 
TeraGrid actively participated in the annual SC Conferences.  SC proved to be beneficial for 
TeraGrid and the Resource Providers.  The SC Conferences allowed TeraGrid to raise awareness 
of its resources, provided opportunities to interact with researchers and educators who could 
benefit from TeraGrid’s offerings, and fostered opportunities for information sharing and new 
partnerships on a national and international level. 
5.4 Cross-cutting Perspectives 
There are activities that span education, outreach and training that help to ensure that the “whole 
is greater than the sum of the parts.”  The following identify these cross-cutting issues and lessons 
learned. 
5.4.1 Planning and Communications are Essential 
Planning and communications are a common challenge within projects, across Resource 
Providers, and with the community.   These need to occur throughout the life-span of a project, 
starting with the development of the proposal, through the final stages of documenting the 
outcomes, projects, experiences and lessons learned for sharing with the larger community. There 
is a need to clearly define the goals, objectives and outcomes at the outset, and then to 
periodically revisit these.  
TeraGrid proactively worked to establish working relationships with external media groups, 
including HPCwire, International Science Grid This Week (iSGTW), and others. Through these 
relationships, TeraGrid was able to reach more people than TeraGrid could on its own. TeraGrid 
determined that science highlights and EOT highlights should be gathered and published annually 
to highlight the impact of TeraGrid on science and engineering research and education to NSF, 
Congress and the public. These stories proved to be very effective for NSF, the project, and the 
people in the stories.  
5.4.2 Pathways of Community Engagement 
Rarely are constituencies ready to start at the time the project starts, and often times are ready to 
“graduate” from projects sooner than anticipated.  Projects need to provide “pathways” for 
partners and constituents to enter during the course of the project, and allow them to “graduate” 
when they feel they have accomplished their goals or are otherwise unable to continue. 
5.4.3 Recruitment 
TeraGrid worked with Campus Champions, utilized the list of TeraGrid users, and partners with 
other organizations and media outlets to disseminate information and recruit participants.  
Recruitment also benefits from incentives such as fellowships, internships, stipends, awards, 
institutional recognition programs, or faculty release time.  For projects recruiting international 
participants, there are other considerations.  TeraGrid learned that some international people who 
need to travel, require plenty of lead time (as much as 2 to 3 months) to secure visas.  
Partnerships proved to be effective for disseminating opportunities for community involvement. 
5.4.4 Persistent, Affordable Access to Resources 
TeraGrid expanded the types of allocations available to more easily help people get started on 
TeraGrid systems.  Start-up accounts were designed to allow new users of TeraGrid to quickly get 
started.  Education and training accounts were designed to help support learning activities 
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including classroom activities as well as workshops or tutorials providing hands-on introductions 
to the use of TeraGrid systems.  Campus Champions accounts were established to make it easy 
for a Campus Champion to get a local user on their campus started while the user developed their 
own start-up or research request for an allocation.  These have each proven to be very effective 
and need to be continued if we are to continue to grow the CS&E and HPC community. 
The CS&E and HPC constituencies TeraGrid worked with needed access to high bandwidth 
networks, computational resources, mentors, software, and other resources and services.  To help 
address equipment needs, a number of projects worked with business, industry, and vendors to 
garner their involvement and financial support to provide the needed CI.   A number of campuses 
have worked with various providers including network providers (e.g. Internet2, NLR), and 
professional organizations (e.g. EDUCAUSE, NSTA) to provide access to CI and expertise. 
The community continues to seek appropriate, quality materials for education, research, learning, 
etc.  TeraGrid leveraged the Computational Science Education Reference Desk (CSERD) effort 
that focused on providing computational science and engineering resources and materials for K-
12 and undergraduate education.  The materials included lesson plans, activities, linkages to K-12 
learning standards, software, and related materials. CSERD had more than 3 million accesses per 
month, largely because the TeraGrid materials were well reviewed and well regarded by the 
community.  
TeraGrid further leveraged this infrastructure by creating the HPC University portal that focused 
on HPC training and education materials for undergraduates, graduates, researchers, and 
professionals. While it never went viral, the community effort to build the HPC University portal 
and the collection of reviewed materials has been solid and helpful for new users, especially for 
trainers needing to provide resources.  Successful repositories require persistence to encourage 
people to submit their materials for review and broad dissemination.   
5.4.5 Sustainability and Scaling-up 
TeraGrid was able to sustain and scale-up projects through highly leveraged funding from other 
grants raised by the RPs, and most of these were in the Education realm.   The external funding 
was consistently between 5 and 10 times as much as the base funding provided through the 
TeraGrid award.  The external funding allowed for engaging other partners who could further 
contribute to and enhance the overall EOT efforts.  As there will never be enough funding to 
achieve the full mission and goals of EOT, it is important to continue to leverage external 
partnerships and funding.   
It became easier for institutions to support CS&E and HPC courses on a sustained basis when free 
or inexpensive software and tools, and open source software or tools are made available.  Also, 
the ability to run on common networks rather than very high-speed networks, the availability of 
easy to use interfaces, and online training to help people learn to use the resources, assist with 
sustained usage.  For K-12 schools, it’s important that the methods and tools directly support 
learning standards that schools systems and teachers are required to address. 
5.4.6 Evaluating Impact 
While many of the RP EOT projects funded by external awards included evaluations, there was 
no overall assessment of the broader impact of TeraGrid, nor any data for conducting longitudinal 
studies of impact.  This has been a long-term problem with the NSF-funded HPC centers from the 
outset—no good data for analyzing impact over the last 25 years was collected.   
It was determined in the last three years of TeraGrid, that an EOT-wide evaluation was critically 
needed to assess the broader impact of the efforts.  The goal was to collect sufficient data and 
information to eventually be able to conduct longitudinal studies, while also providing formative 
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feedback for improvements of programs and activities.  A formative evaluation was conducted of 
the SC07-SC10 education programs, which allowed the education programs to improve. 
However, the external evaluation process was late in the TeraGrid funding cycle, there was not 
buy-in by all of the sites, there was little data collected, and no IRB was established.  The 
implementation fell short of the goals for the external evaluation.   
TeraGrid needed to have clear metrics for assessing impact, an integrated evaluation plan from 
the outset, buy-in from all parties, appropriate IRB approvals, and processes to collect data for 
longitudinal studies. Embedded evaluation that is both formative (evaluation during execution) 
and summative (post project evaluation) would contribute to more than just a final report.  
EOT initiatives would be strengthened through the identification and understanding of research-
proven strategies and methods. TeraGrid had no strong research-based staff involved in the 
efforts. Projects of this scale should be informed by best practices and applied as appropriate in 
EOT endeavors. It is important that projects of this scale commit resources for professional 
growth, small pilot mini-grants that contribute evidence to the collection of best practices, 
professional development support, mechanisms to help build sustainability for the community 
(formal affiliation with larger national professional educator organizations, for example), and 
more ways to recognize community leadership (like the Mary Ellen Verona award, the UCES 
award, and the Robert Panoff award) can contribute to a stronger national EOT effort.  
 
6 Administration and Organization 
The TeraGrid has been a pathfinding project in many aspects, not the least of which has been how 
such large, distributed, human- and software-intensive projects should be managed.  The 
management of the TeraGrid evolved dramatically over the life of the project. By this very 
nature, it was not possible to know what the appropriate structures and policies should be a priori.  
Unfortunately, the project did not have any built-in mechanisms to evolve.  As a result, changes 
that were made were not always executed via a structured process.  Still, the project was 
successful in finding the means to be successful.  This is a tribute to the members of the project 
and their perseverance.   
The administrative and organizational issues of the project were highly intertwined. We have 
developed a number of points of discussion here that should be considered in the context of large 
complex projects, particularly those with the dual mission of requiring highly innovative 
solutions to long-standing problems and at the same time requiring provision of high-quality, 
high-reliability services.  While TeraGrid did look to other projects such as MREFCs, DOE 
projects, NASA projects and the like, there were some fundamental differences in the TeraGrid 
experience that permeated the project.  Two of note were (a) that the TeraGrid was not tasked 
with deploying largely static resources to be operated and supported with anticipated funding for 
an extended period of time and (b) TeraGrid was not the result of a mission agency priority and 
thus did not benefit from the collective effort of the NSF supporting its success. 
In preparing this report, considerable thought has been put into teasing apart the administrative 
and organizational issues the project faced over its lifetime.  We have tried to focus on some of 
the most important issue to consider for such a project. 
6.1 Leadership, Authority and Conflict in a Distributed Organization 
Throughout the project, there were periods of greater and lesser solidarity of the project 
participants and of the project principals.  This led to periods of uncertainty as to where 
leadership and authority resided.  This was complicated for some period by the involvement of 
NSF at levels that many in the project felt was inappropriate and problematic.  Nonetheless, the 
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project persevered.  As stated by one senior member of the community commenting on their view 
of the management of the project: 
From my personal point of view, I felt that TeraGrid was a very well managed and 
directed project whose organizational complexity, ambitious agenda and multiple 
external inputs (NSF, RP managers, users, advisories etc.) presented large and 
unprecedented management challenges that were, by and large, competently met, with 
aplomb.  
Still, the TeraGrid went through many painful periods of trying to sort out issues of leadership 
and authority.  The fundamental nature of TeraGrid past the initial phase of the DTF created an 
environment and project that had multiple sources of leadership without clear authority.  The NSF 
was providing multiple visions for the future, the DTF leadership was attempting to provide unity 
across the distributed project, and the multiple independently-funded RP awardees were 
simultaneously striving to be participants in the TeraGrid while also maintaining identity and 
some level of autonomy.  In this environment, there was no participant with any real authority to 
bring the participants together. 
The project principals (particularly those at the original centers/sites—NCSA, ANL, PSC, SDSC) 
pulled together during 2005 and developed a management and governance structure borrowing 
from similar collaborative work such as the open source software community and the Internet 
Engineering Task Force (both of which involved collaborators/competitors with differing local 
priorities and policies, attempting to build and operate shared infrastructure).  The result was a 
$48M five-year award and what appeared to at least most participants to be a renewed community 
spirit. 
This was a strong step forward, but we found that not all of these collaborative/competitive 
communities work in the same way.  Some of the ideas drawn in were of benefit and the TeraGrid 
as a project matured as a result—but it was still in early adolescence.  Not all of these ideas were 
applicable and some things were yet to be brought in. 
Due to a variety of factors, the project began to undergo significant turnover in the senior 
management.  This was something the project was ill-prepared to handle.  While the perception of 
some may have been different, the management structure did not tightly bind the participating 
sites in the project and had no strong influence of the participants either.  With the loss of a strong 
leader, the project suffered lack of focus and cohesion.  At various times prior to 2008, there were 
unexpected and sometimes inconsistent changes in direction regarding various aspects of the 
project. This was not helpful at the time, but perhaps it was trial-and-error experimentation 
necessary to find the (more) reasonable solutions that were adopted in 2008.  
Leading up to this, there was a change in NSF program management, and there was much more 
significant intervention in the project by the program officer.  Though in many ways the 
intervention of NSF was very beneficial to the project, there were serious side effects.  Those are 
discussed more below.   
In 2008, the project adopted more integrative practices (project management and reorganization 
of the RP Forum; common user environment; integrated advanced user support), and these did 
benefit the project considerably. It was helpful when the ADs were given true responsibility for 
their areas—developing goals to achieve for a given year and being given responsibility for staff 
in their area.  Prior to this, the project director was dictating a plan that was developed in a much 
less open way than desired or likely beneficial to the project long term.  The concept of RPs 
bidding to do the work described was particularly powerful. It was only then that TeraGrid had 
people on board from the beginning to do exactly what was needed in a given year. Though there 
likely were improvements that could have been made, the process was another significant step 
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forward for the project.  Methods for creating a functional single system image out of an 
increasingly heterogeneous and complex collection of resources had been lagging behind actual 
user needs, and these changes helped considerably.  
These changes also allowed for the emergence of a stronger consensus driven leadership of the 
project under the TG Forum.  This happened for several reasons.  Clearly, it required the 
emergence of a leader, but something more fundamental had occurred during the course of the 
preceding years: the principals of the participating institutions had learned a lot about 
participating in a collaborative project with those who were also their competitors.  While it did 
not eliminate the significant difficulties of having to fight for survival against your collaborators, 
the group of principals had become better at managing this fundamentally flawed aspect of the 
funding structures presented by NSF.  This maturation of the leadership also helped to facilitate 
consensus building, but this leadership structure still presented a fundamental problem: the 
consensus model only worked to the extent that people were willing to work with one another.  If 
there was not a consensus, TeraGrid stagnated.  A side effect is that people quit bringing up 
contentious issues.  TeraGrid still lacked a structure to make contentious decisions and the 
authority to enforce those decisions even when some participants disagreed. 
In the final state, the TeraGrid principals had found a state of being able to work together 
reasonably well even without the existence of a leader with clear authority.  As a result, the 
project was effective only because the participants were willing to accept various decisions and 
were committed to the success of the project as a whole.  It had found a way to delegate some of 
this consensus building to other leaders in the project and recognized that the limit of authority 
was only over the activities funded via the GIG.  With the institution of the annual planning 
engaging the Ads, this was very effective but limited in scope. 
6.2 Management and Organization 
The work of managing such a large project needs to be carefully distributed to make sure 
all the work gets done, but also needs to be well coordinated to make sure there is a 
consistent message.  As a project, TeraGrid found that there needs to be a management structure 
where no groups are left hanging. With working groups, it was important that each working group 
fell within a given AD’s purview and that that AD felt responsible for the working group’s 
success.  Everything can be improved but for such a complex undertaking with significant 
personnel turnover TeraGrid did very well. There were some specific things that TeraGrid 
changed that made a significant difference. 
As TeraGrid adopted more integrative practices, one of the most important changes occurred 
when significantly more structured project management practices and processes were imposed by 
NSF.  From the perspective of those supporting project management in a large infrastructure 
deployment project, the TeraGrid must have looked rather haphazard.  As a collection of 
academics who were more in the mode of a research collaborative as opposed to a distributed 
infrastructure deployment and support organization, this was not surprising.  The adoption of 
project management practices significantly improved various aspects of how the project 
was managed.   
As with most things for TeraGrid, this did not go easily.  As an organization, TeraGrid 
understood very little about this.  The practices were being imposed by NSF in an inconsistent 
and incomplete manner without clear understanding of what sort of project management was 
really needed and without planning for how it should be introduced.  The introduction of these 
practices was necessary to support the more active leadership role of the ADs, however, and 
they significantly helped to improve the project’s ability to plan and execute according to 
that plan.  It also resulted in a much better organized and managed reporting process.   
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The regular quarterly and annual reports had been a substantial drain on the project since its 
inception.  The institution of project management and the associated structured reporting 
processes allowed the project to develop a process that facilitated the regular reporting and 
significantly reduced the overhead to the project.  However, TeraGrid did discover that project 
management effort must be carefully balanced between the need for organization in a 
distributed, multi-institutional project and the need to avoid excessive reporting 
requirements.  In TeraGrid, a healthy balance was struck. 
6.3 Interactions with the Funding Agency 
Over the period of the project, interactions with the NSF varied greatly and went through some 
very difficult periods.  Some of these had significant impacts on the project and the project 
participants.  Early on, there was inconsistency in direction provided by NSF to the project 
principals and interactions with the NSF led to such severe friction among TeraGrid sites 
that personal, professional, and institutional relationships were permanently damaged.  For 
example, during the transition from ETF to TeraGrid there were mutually exclusive visions 
communicated independently and concurrently by different program officers, resulting in 
misunderstandings among principles and, along with missteps among principles, resulted in a 
follow-on proposal that was rejected.  This nearly destroyed the entire program, as the CISE 
program office (prior to formation of OCI) was faced with very little time to recover in order to 
avoid forfeiting funds at the end of a fiscal year.  Further, the credibility of the then nine-site 
collaboration was strained by the inability to mount a successful follow-on proposal as the sole 
proposer. 
As mentioned above, the project principals ultimately pulled together and developed a successful 
proposal for a $48M five-year award.  Despite this progress, NSF program management changes 
were made in early FY2007 that brought in a significant new approach in NSF's interaction with 
the project.  Under this new approach, a single program officer held responsibility for all aspects 
of the project.  The program officer directed that the management and governance structures be 
dismantled, with the program officer taking a direct role in the technical strategies.  This included 
work stoppage on several projects deemed "out of scope" despite being detailed in the project 
statement of work. 
The relationship between the project and the NSF became very adversarial, and this did not 
benefit the project or the NSF.  While it can be argued that it was within the program officer’s 
rights to take the actions, and that the actions were ultimately beneficial to the project to a degree, 
it was not clear that they were handled appropriately. Appropriate changes could have likely been 
made in a much more collegial manner. This period of interaction made it painfully clear that 
there needs to be careful balance in the relationship between the program officer and the 
project.  They need to work together allowing the project leadership to lead while affording 
the program officer the ability—when appropriate—to drive the project to do things it 
wouldn't otherwise do. 
For projects as large and visible as TeraGrid there must be a team approach to program 
management with checks and balances.  Further, the project team on a program of this 
magnitude should have a regular dialog with NSF management at and above the division director 
level to answer the question "is NSF program management helping the project to meet its 
approved deliverables and statements of work."   
This also speaks to the fundamental nature of the relationship between the project and the 
program officer.  TeraGrid found, through painful experience, that a program officer who is a 
partner in success and who advocates for the project while advising the project when it is 
going astray is far more effective than a program officer who sees their role as an overseer 
and enforcer.  There is also a strong need to be consistent and more mindful of the realities of 
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implementation. This facilitates providing consistency and clarity in what is expected of the 
project personnel. 
6.4 Managing Change in Light of Uncertainty 
The technological landscape has changed significantly over the life of the project.  The needs of 
the communities TeraGrid supports have changed significantly over the life of the project.  The 
leadership of TeraGrid has changed significantly over the life of the project.  The NSF program 
management has changed significantly over the life of the project.  The vision, goals and 
objectives and thus the plans for the project have all had to change as a result and in light of the 
fact that things will continue to change.  While change was implicitly assumed by some, there 
was no real ability to explicitly manage that change.  As the project matured and tried to impose 
upon itself (or had it imposed on it) greater structure and formality, the evidence of this became 
clear. 
While TeraGrid did adapt and change, it was clear that it was done in an ad hoc manner.  While 
this was not all bad, it did mean that TeraGrid was not as careful as it might have been.  Later in 
the project, with more formal planning processes, the project could handle change a bit more 
effectively, but it never formally managed change.  As a result, TeraGrid was never able to 
objectively ask questions like: Is there sufficient flexibility?  Do we have the necessary budgetary 
procedures to adapt? How can we most effectively incorporate new requirements?  What are the 
most important adaptations to pursue?  Clearly, the project needed to develop a formal means 
of adapting and changing to the ever-evolving requirements, directions, and conditions. 
There were also many external forces that TeraGrid simply had to deal with. The lack of 
persistence among resource providers is very troubling. The quality of center staff is important to 
users, and high quality is not facilitated by uncertain lifetimes of the centers.   
Change can be slow in a large, virtual organization. Management at all levels needs to be 
continually involved, recognizing accomplishments, taking action when milestones are missed 
and continually setting new goals—"where should the program be going now, what do we want 
to do next, why are we still doing X."   
In the end, these are all issues related to effectively managing change over time within the 
project. This meant that changes were frequently painful, they were not well communicated, and 
the changes pursued were not prioritized.   
6.5 Closing Thoughts on Administration and Organization 
While discussion here regarding administration and organization can be viewed as largely 
negative, this is not the composite view.  The intent of this report is to relay the lessons learned 
from the TeraGrid experience with an eye toward benefiting other similar projects.  One has to 
take a larger view of this project and its context when considering these things.  TeraGrid was a 
groundbreaking organization in many ways.  The organizational and management challenges the 
project faced and how well it addressed them was frequently noted in formal reviews of the 
project.  One might argue that in hindsight things might have been done better, and this may be 
true.  What is important to consider is that there was not the benefit of hindsight at the time.  The 
TeraGrid was what it needed to be at the time.  It broke new ground and delivered the resources 
and expertise that were needed to drive scientific discovery. 
Something that should not be lost, however, is that many of the lessons we learned and the 
solutions we found could only be discovered by reaching into spaces the community had only 
barely explored.  The project leadership and staff—and arguably the community—were not 
prepared and had not sufficiently matured to understand the need for, and how to make use of, 
many of the solutions found.  It was only by having survived the difficulties of the TeraGrid 
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project—along with its great successes—that this project taught the community many things that 
it needed to learn in order to mature and grow.   
