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Abstract
Iterative Rational Krylov Algorithm (IRKA) of [8] is an interpolatory model reduc-
tion approach to optimal H2 approximation problem. Even though the method has
been illustrated to show rapid convergence in various examples, a proof of convergence
has not been provided yet. In this note, we show that in the case of state-space sym-
metric systems, IRKA is a locally convergent fixed point iteration to a local minimum
of the underlying H2 approximation problem.
1 Introduction
Consider a single-input-single-output (SISO) linear dynamical system in state-space form:
x˙(t) = Ax(t) + b u(t), y(t) = cTx(t), (1)
where A ∈ Rn×n, and b, c ∈ Rn. In (1), x(t) ∈ Rn, u(t) ∈ R, y(t) ∈ R, are, respectively, the
states, input, and output of the dynamical system. The transfer function of the underlying
system is H(s) = cT (sI − A)−1b. H(s) will be used to denote both the system and its
transfer function.
Dynamical systems of the form (1) with large state-space dimension n appear in many
applications; see, e.g., [1] and [10]. Simulations in such large-scale settings make enormous
demands on computational resources. The goal of model reduction is to construct a surrogate
system
x˙r(t) = Ar xr(t) + bru(t), yr(t) = c
T
r xr(t), (2)
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of much smaller dimension r ≪ n, with Ar ∈ R
r×r and br, cr ∈ R
r such that yr(t) ap-
proximates y(t) well in a certain norm. Similar to H(s), the transfer function Hr(s) of the
reduced-model (2) is given by Hr(s) = c
T
r (sIr−Ar)
−1br. We consider reduced-order models,
Hr(s), that are obtained via projection. That is, we choose full rank matrices Vr,Wr ∈ R
n×r
such that W Tr Vr is invertible and define the reduced-order state-space realization with (2)
and
Ar = (W
T
r Vr)
−1W Tr AVr, br = (W
T
r Vr)
−1W Tr b, cr = V
T
r c. (3)
Within this “projection framework,” selection of Wr and Vr completely determines the
reduced system – indeed, it is sufficient to specify only the ranges ofWr and Vr in order to
determine Hr(s). Of particular utility for us is a result by Grimme [6], that gives conditions
on Wr and Vr so that the associated reduced-order system, Hr(s), is a rational Hermite
interpolant to the original system, H(s).
Theorem 1.1 (Grimme [6]). Given H(s) = cT (sI−A)−1b, and r distinct points s1, . . . , sr ∈
C, let
Vr = [(s1I −A)
−1b . . . (srI −A)
−1b] W Tr =


cT (s1I −A)
−1
...
cT (srI −A)
−1

 . (4)
Define the reduced-order model Hr(s) = c
T
r (sIr −Ar)
−1br as in (3) Then Hr is a rational
Hermite interpolant to H at s1, . . . , sr:
H(si) = Hr(si) and H
′(si) = H
′
r(si) for i = 1, . . . , r. (5)
Rational interpolation within this “projection framework” was first proposed by Skelton et
al. [18],[20],[21]. Later in [6], Grimme established the connection with the rational Krylov
method of Ruhe [14].
Significantly, Theorem 1.1 gives an explicit method for computing a reduced-order system
that is a Hermite interpolant of the orginal system for nearly any set of distinct points,
{s1, . . . , sr}, yet it is not apparent how one should choose these interpolation points in order
to assure a high-fidelity reduced-order model in the end. Indeed, the lack of such a strategy
had been a major drawback for interpolatory model reduction until recently, when an effective
strategy for selecting interpolation points was proposed in [8] yielding reduced-order models
that solve
‖H −Hr‖H2 = min
dim(Hˆr)=r
∥∥∥H − Hˆr
∥∥∥
H2
. (6)
where the H2 system norm is defined in the usual way:
‖H‖H2 =
(
1
2π
∫ ∞
−∞
| H(ω) |2 dω
)1/2
. (7)
The optimization problem (6) has been studied extensively, see, for example, [13, 19, 8, 15,
5, 17, 7, 2, 3, 22] and references therein. (6) is a nonconvex optimization problem and finding
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global minimizers will be infeasible, typically. Hence, the usual interpretation of (6) involves
finding local minimizers and a common approach to accomplish this is to construct reduced-
order models satisfying first-order necessary optimality conditions. This may be posed either
in terms of solutions to Lyapunov equations (e.g., [19, 15, 22]) or in terms of interpolation
(e.g., [19, 8, 17, 3]):
Theorem 1.2. ([13, 8]) Given H(s), let Hr(s) be a solution to (6) with simple poles
λˆ1, . . . , λˆr. Then
H(−λˆi) = Hr(−λˆi) and H
′(−λˆi) = H
′
r(−λˆi) for i = 1, . . . , r. (8)
That is, any H2-optimal reduced order model of order r with simple poles will be a Hermite
interpolant to H(s) at the reflected image of the reduced poles through the origin.
Although this result might appear to reduce the problem of H2-optimal model approxima-
tion to a straightforward application of Theorem 1.1 to calculate a Hermite interpolant on
the set of reflected poles, {−λˆ1, . . . ,−λˆr}, these pole locations will not be known a priori.
Nonetheless, these pole locations can be determined efficiently with the Iterative Rational
Krylov Algorithm (IRKA) of Gugercin et al. [8]. Starting from an arbitrary initial selection
of interpolation points, IRKA iteratively corrects the interpolation points until (8) is satisfied.
A brief sketch of IRKA is given below.
Algorithm IRKA. Iterative Rational Krylov Algorithm [8]
Given a full-order H(s), a reduction order r, and convergence tolerance tol.
1. Make an initial selection of r distinct interpolation points, {si}
r
1, that is
closed under complex conjugation.
2. Construct Vr and Wr as in (4).
3. while (relative change in {si} > tol)
a.) Ar = (W
T
r Vr)
−1W Tr AVr
b.) Solve r × r eigenvalue problem Aru = λu and assign si ← −λi(Ar) for
i = 1, . . . , r.
c.) Update Vr and Wr with new si’s using (4).
4. Ar = (W
T
r Vr)
−1W Tr AVr, br = (W
T
r Vr)
−1W Tr b, and cr = V
T
r c.
IRKA has been remarkably successful in producing high fidelity reduced-order approximations
and has been successfully applied to finding H2-optimal reduced models for systems of high
order, n > 160, 000, see [9]. For details on IRKA, see [8].
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Notwithstanding typically observed rapid convergence of the IRKA iteration to interpolation
points that generally yield high quality reduced models, no convergence theory for IRKA has
yet been established. Evidently from the description above, IRKA may be viewed as a fixed
point iteration with fixed points coinciding with the stationary points of theH2 minimization
problem. Saddle points and local maxima of the H2 minimization problem are known to
be repellent [11]. However, despite effective performance in practice, it has not yet been
established that local minima are attractive fixed points.
In this paper, we give a proof of this for the special case of state-space-symmetric systems
and establish the convergence of IRKA for this class of systems.
2 State-Space-Symmetric Systems
Definition 1. H(s)=cT (sI −A)−1b is state-space-symmetric (SSS) if A=AT and c = b.
SSS systems appear in many important applications such as in the analysis of RC circuits
and in inverse problems involving 3D Maxwell’s equations [4].
A closely related class of systems is the class of zero-interlacing-pole (ZIP) systems.
Definition 2. A system H(s) = K
n−1∏
i=1
(s− zi)
n∏
j=1
(s− λj)
is a strictly proper ZIP system provided that
0 > λ1 > z1 > λ2 > z2 > λ3 > · · · > zn−1 > λn.
The following relation serves to characterize ZIP systems.
Proposition 2.1. [16] H(s) is a strictly proper ZIP system if and only if H(s) can be written
as H(s) =
n∑
i=1
bi
s− λi
with λi < 0, bi > 0, and λi 6= λj for all i 6= j.
The next result clarifies the relationship between SSS and ZIP systems.
Lemma 2.1. [12] Let H(s) be SSS. Then H(s) is minimal if and only if the poles of H(s)
are distinct. Moreover, every SSS system has a SSS minimal realization with distinct poles,
and is therefore a strictly proper ZIP system.
It can easily be verified from the implementation of IRKA given above, that for SSS systems,
the relationship Vr=Wr is maintained throughout the iteration, and the final reduced-order
model at Step 4 of IRKA can be obtained by
Ar = Q
T
rAQr br = cr = Q
T
r b, (9)
where Qr is an orthonormal basis for Vr; the reduced system resulting from IRKA is also SSS.
4
3 The Main Result
Theorem 3.1. Let IRKA be applied to a minimal SSS system H(s). Then every fixed point
of IRKA which is a local minimizer is locally attractive. In other words, IRKA is a locally
convergent fixed point iteration to a local minimizer of the H2 optimization problem.
To proceed with the proof of Theorem 3.1, we need four intermediate lemmas. The first
lemma provides insight into the structure of the zeros of the error system resulting from
reducing a SSS system.
Lemma 3.1. Let H(s) be a SSS system of order n. If Hr(s) is a ZIP system that interpolates
H(s) at 2r points s1, s2, . . . , s2r, not necessarily distinct, in (0,∞), then all the remaining
zeros of the error system lie in (−∞, 0).
Proof. By Lemma 2.1, we may assume that H(s) is a strictly proper ZIP systems. Since
H(s) is a strictly proper ZIP system, its poles are simple and all its residues are positive. Let
λi < 0, φi > 0, for i = 1, . . . , n be the poles and residues of H(s), respectively. Now let
R(s) =
2r∏
i=1
(s− si), P (s) =
n−r−1∏
i=1
(s+ zi), Q(s) =
n∏
i=1
(s− λi), Q˜(s) =
r∏
i=1
(s− λ˜i),
where λ˜i, si, and zi are, respectively, the poles of Hr(s), the interpolation points, and the
remaining zeros of the error system. Then for some constant K, H(s)−Hr(s) = K
P (s)R(s)
Q(s)Q˜(s)
.
First suppose that {λi}
n
i=1 ∩ {λ˜k}
r
k=1 = ∅. Then for each λj , j = 1, . . . , n,
Res(H(s)−Hr(s);λj) = K
P (λj)R(λj)
n∏
i=1
λi 6=λj
(λj − λi)Q˜(λj)
= φi > 0. (10)
Thus, sgn(KP (λj)) = (−1)
j−1 sgn(Q˜(λj)) where sgn(α) denotes the sign of α. Now if
(−1)j−1 sgn(Q˜(λj)) = (−1)
j(sgn(Q˜(λj+1)), then − sgn(Q˜(λj)) = sgn(Q˜(λj+1)), so Q˜(s) must
change sign on the interval [λj+1, λj]. Since Q˜(s) is a polynomial of degree r, and r < n, Q˜(s)
can switch signs at most r times, else Q˜(s) ≡ 0. But this means there are at least n− r− 1
intervals [λjk+1, λjk ], for k = 1, . . . , n − r − 1, for which sgn(Q˜(λjk)) = sgn(Q˜(λjk+1)), and
therefore sgn(KP (λjk)) = − sgn(KP (λjk+1)). So KP (s) must change sign over at least
n − r − 1 intervals, and therefore has at least n − r − 1 zeros on [λn, λ1]. Again, since the
error is not identically zero when r < n, and the degree of KP (s) is n− r − 1, this implies
that all the zeros of KP (s) lie in (−∞, 0).
Suppose with some p ≤ r, λij = λ˜kj for j = 1, . . . , p. Observe from partial fraction expansions
of H(s) and Hr(s) that the error can be written as a rational function of degree n+ r−p−1
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over degree n+ r− p with distinct poles. n of these poles belong to H(s) and the remaining
r − p come from the poles of Hr(s) that are distinct from the poles of H(s). Now let
R(s) =
2r∏
i=1
(s− si), P (s) =
n−r−p−1∏
i=1
(s+ zi), Q(s) =
n∏
i=1
(s− λi), Q˜(s) =
r−p∏
l=1
(s− λ˜kl),
where {λ˜kl}
r−p
l=1 = {λ˜k}
r
k=1\{λi}
n
i=1. Hence, H(s)−Hr(s) = K
P (s)R(s)
Q(s)Q˜(s)
. Observe that there are
at most 2p subintervals of the form [λi∗ , λi∗+1] or [λi∗−1, λi∗ ], where λi∗ ∈ {λi}
n
i=1 ∩ {λ˜k}
r
k=1.
It follows that there are at least n−2p−1 subintervals of the form [λi, λi+1], where λi, λi+1 6∈
{λi}
n
i=1 ∩ {λ˜k}
r
k=1. On each such subinterval for which this is the case, we have
Res(H(s)−Hr(s);λi) = K
P (λi)R(λi)
n∏
j=1
λj 6=λi
(λi − λj)Q˜(λi)
= φi > 0. (11)
So sgn(KP (λi)) = (−1)
i−1 sgn(Q˜(λi)). By the same argument as above where the poles of
H(s) and Hr(s) are distinct, either Q˜(s) or P (s) has a zero on the interval [λi, λi+1]. Since
Q˜(s) has at most r−p zeros, this means that there are at least n−2p−1−(r−p) = n−p−r−1
subintervals between poles of H(s) where P (s) has zeros. Hence, the lemma is proved.
Lemma 3.2. Let H(s) = bT (sI − A)−1b be SSS, and Hr(s) = b
T
r (sIr − Ar)
−1br be any
reduced order model of H(s) constructed by a compression of H(s), i.e., Ar=Q
T
rArQr,
br= Q
T
r b. Then for any s ≥ 0, H(s)−Hr(s) ≥ 0.
Proof. Pick any s ≥ 0. Then (sIn −A) is symmetric, positive definite and has a Cholesky
decomposition, (sIn −A) = LL
T . Define Zr = L
TQr. Then
H(s)−Hr(s) = b
T
[
(sIn −A)
−1 −Qr
(
QTr (sIn −A)Qr
)−1
QTr
]
b
= (L−1b)T
[
I −Zr
(
ZTr Zr
)−1
ZTr
]
(L−1b).
Note the last bracketed expression is an orthogonal projector onto Ran(Zr)
⊥, hence is positive
semidefinite and the conclusion follows.
Our convergence analysis of IRKA will use its formulation as a fixed-point iteration. The
analysis will build on the framework of [11]. Let
H(s) =
n∑
i=1
φi
s− λi
and Hr(s) =
r∑
j=1
φ˜j
s− λ˜j
(12)
be the partial fraction decompositions of H(s), and Hr(s), respectively. Given a set of r
interpolation points {si}
r
i=1, identify the set with a vector s = [s1, . . . , sr]
T . Construct an
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interpolatory reduced order model Hr(s) from s as in Theorem 1.1 and identify {λ˜i}
r
i=1 with
a vector λ˜ = [λ˜1, . . . , λ˜r]
T . Then define the function λ : Cr → Cr by λ(s) = −λ˜. Aside
from ordering issues, this function is well defined, and the IRKA iteration converges when
λ(s) = s. Thus convergence of IRKA is equivalent to convergence of a fixed point iteration
on the function λ(s). Similar to s and λ˜, let φ˜ = [φ˜1, . . . , φ˜r]
T . Having identified Hr(s) with
its poles and residues, the optimal H2 model reduction problem may be formulated in terms
of minimizing the cost function J (φ˜, λ(s)) = ‖H −Hr‖
2
H2
, where
J (φ˜, λ(s)) =
n∑
i=1
φi(H(λi)−Hr(λi)) +
r∑
j=1
φ˜j(H(λ˜j)−Hr(λ˜j)) (13)
See [8] for a derivation of (13). Define the matrices S11,S12,S22 ∈ R
r×r as
[S11]i,j = −(λ˜i + λ˜j)
−1, [S12]i,j = −(λ˜i + λ˜j)
−2 and [S22]i,j = −2(λ˜i + λ˜j)
−3
for i, j = 1, . . . , r. Also, define R,E ∈ Rr×r:
R = diag({φ˜1, . . . , φ˜r}), and E = diag({H
′′(−λ˜1)−H
′′
r (−λ˜1), . . . , H
′′(−λ˜r)−H
′′
r (−λ˜r)}.
Lemma 3.3. Let H(s) be SSS and let Hr(s) be an IRKA interpolant. Then E is positive
definite at any fixed point of λ(s).
Proof. By Lemma 3.2, H(s) − Hr(s) ≥ 0 for all s ∈ [0,∞). Thus the points H(−λ˜i) −
Hr(−λ˜i) are local minima of H(s) − Hr(s) on [0,∞) for i = 1, . . . , r. It then follows that
H ′′(−λ˜i) −H
′′
r (−λ˜i) ≥ 0. But by Lemma 3.1, H(s)− Hr(s) has exactly 2r zeros in C+, so
H ′′(−λ˜i)−H
′′
r (−λ˜i) > 0 for i = 1, . . . , r.
Lemma 3.4. The matrix S˜ =
[
S11 S12
S12 S22
]
is positive definite.
Proof. We will show that for any non-zero vector z = [z1, z2, . . . , z2r]
T ∈ R2r
zTSz =
∫ ∞
0
[ r∑
i=1
zie
λ˜it − t
( r∑
i=1
zr+ie
λ˜it
)]2
dt > 0.
Define zr = [z1, z2, . . . , zr]
T ∈ Rr and z2r = [zr+1, zr+2, . . . , z2r]
T ∈ Rr. Then
zTSz = zTr S11zr + 2z
T
r S12z2r + z
T
2rS22z2r (14)
Let Λ = diag(λ˜1, . . . , λ˜r) and u be a vector of r ones. Note that S11 solves the Lyapunov
equation ΛS11 + S11Λ+ uu
T = 0. Thus,
zTr S11zr =
∫ ∞
0
zTr e
ΛtuuT eΛtzr dt =
∫ ∞
0
( r∑
i=1
zie
λ˜it
)2
dt (15)
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Similarly, S12 solves ΛS12 + S12Λ− S11 = 0. An application of integration by parts gives:
∫ ∞
0
t
( r∑
i=1
zie
λ˜it
)( r∑
i=1
zr+ie
λ˜it
)
dt =
∫ ∞
0
t(zTr (e
ΛtuuT eΛt)z2r) dt
= zTr
[
− t(eΛtS11e
Λt)
]∞
0
z2r + z
T
r
(∫ ∞
0
eΛtS11e
Λt dt
)
z2r
= −zTr S12z2r (16)
Finally, note that S22 solves ΛS22 +S22Λ− 2S12 = 0. Repeated applications of integration
by parts then yields the equality:
zT2rS22z2r =
∫ ∞
0
t2
( r∑
i=1
zr+1e
λ˜it
)2
dt (17)
Combining equations (14), (15), (16), and (17) gives the desired results since
zTSz =
∫∞
0
[
r∑
i=1
zie
λ˜it − t
( r∑
i=1
zr+ie
λ˜it
)]2
dt.
Then it follows that the Schur complement S22 − S12S
−1
11 S12 of S˜ is also positive definite.
With the setup above, we may now commence with the proof of Theorem 3.1.
Proof of Theorem 3.1: It suffices to show that for any fixed point which is a local minimizer
of J (φ˜, λ(s)), the eigenvalues of the Jacobian of λ(s) are bounded in magnitude by 1. As
shown in [11], the Jacobian of λ(s) can be written as −S−1c K where
Sc = S22 − S12S
−1
11 S12 and K = ER
−1.
First off, note that from Lemma 3.3, and the fact that H(s) is a ZIP system by Lemma 2.1,
K is positive definite. Evaluating the pencil K − λSc at λ = 1 gives
Φ = −S22 +ER
−1 + S12S
−1
11 S12,
This pencil is regular since Sc is positive definite by Lemma 3.4, and therefore det(K−λSc)
is zero if and only if det(S−1c K − λI) = 0.
Let ∇2J denote the Hessian of the cost function J (φ˜, λ(s)). As shown in [11], ∇2J can
be written as
∇2J =
[
I 0
0 R
]
M
[
I 0
0 R
]
, where M =
[
S11 S12
S12 S22 −ER
−1
]
.
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Note that −Φ is the Schur complement ofM . Hence, if the fixed point is a local minimimum,
then −Φ must be positive definite and so for λ = 1 the pencil is negative definite. Since
both K and Sc are positive definite, there exists a nonsingular transformation Z by which
the quadratic form yT (K − λSc)y is transformed into z
T (Λ− λI)z, where Λ is a diagonal
matrix formed from the solutions of
det(K − λSc) = 0. (18)
Thus, the solutions of (18) correspond to the eigenvalues of S−1c K. Λ− I must be negative
definite since Φ is, and therefore the eigenvalues of the S−1c K must be real-valued and less
than one. Furthermore, note that P = S−1c K solves the Lyapunov equation
PS−1c + S
−1
c P
T = 2S−1c KS
−1
c ,
so by the standard inertia result, all the eigenvalues of S−1c K are positive, and the desired
result follows. 
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