Abstract-Increasingly complex and powerful Systems-onChips (SoCs), connected through a 5G network, form the basis of the Internet-of-Things (IoT). These technologies will drive the digitalization in all domains, e.g. industry automation, automotive, avionics, and healthcare. A major requirement for all above domains is the long-term (10 to 30 years) secure communication between the SoCs and the cloud over public 5G networks. The foreseeable breakthrough of quantum computers represents a risk for all communication. In order to prepare for such an event, SoCs must integrate secure quantum-computer-resistant cryptography which is reliable and protected against SW and HW attacks. Empowering SoCs with such strong security poses a challenging problem due to limited resources, tight performance requirements and long-term life-cycles. While current works are focused on efficient implementations of post-quantum cryptography, implementation-security and reliability aspects for SoCs are still largely unexplored. To this end, we present three contributions. First, we present a RISC-V co-processor for postquantum security, able to support lattice-based cryptography. Second, we use HW/SW co-design techniques to accelerate the NTT transformation and hash generation. Third, we perform the fault analysis of the implementation. We show that our coprocessor achieves high reliability and security capabilities while preserving good performance.
I. INTRODUCTION
Traditional Public-Key Cryptography (PKC) provides the basis for establishing secured communication channels between multiple parties. By using hard-to-solve mathematical problems, such as factoring large integers (RSA) or computing discrete logarithms (ECC), PKC ensures confidentiality, authenticity and non-repudiation of electronic communications and data storage. However, the foreseeable breakthrough of quantum computers represents a risk for many PKC ecosystems. It has been shown that cryptography based on these mathematical problems will be broken in polynomial time by Shor's algorithm, once a sufficiently large quantum computer is built. Hence, the integration of quantum-resistant (also called post-quantum) cryptography becomes mandatory to achieve long term security. For this, there exist mathematical problems which remain secure even in the presence of quantum computers. Among the different post-quantum alternatives, lattice-based cryptography, based on computationally hard problems in certain lattices, is an efficient solution. However, empowering electronic devices with novel and strong security, poses a challenging problem due to the on-time market pressure, limited resources and tight performance requirements. Specially, when dealing with complex Systems-on-Chips (SoCs) that integrate several heterogeneous IP hardware components from different providers. Open source hardware opens a path towards an ultra-fast design cycle for complex and highly customized SoCs. RISC-V is a free and open instruction set architecture (ISA), which enables a new era of processor innovation. RISC-V allows the development of open source hardware with hardware security extensions and secure co-processors.
In this work, we propose a HW/SW co-design for latticebased cryptography based on RISC-V. In summary, our contributions are: i) first implementation of lattice-based cryptography on an energy-efficient RISC-V core; ii) first real HW/SW co-design for lattice-based cryptography for high flexibility but also efficiency; iii) acceleration of the two performance bottlenecks: the Number Theoretic Transform (NTT) and hash generation; and iv) fault analysis of the algorithm based on simulation-based fault injection.
II. LATTICE-BASED CRYPTOGRAPHY
Most lattice-based cryptographic schemes are built upon the Learning With Errors (LWE) problem and its variants. Due to its efficiency and practicality, the Ring-Learning With Errors (R-LWE) problem, introduced in [1] , is the most popular LWE variant. It has shown to be as hard as the NP-hard approximate Shortest Vector Problem (SVP) in a regular lattice.
Cryptographic schemes based on the R-LWE problem require polynomial additions and multiplications, where all calculations are performed in the ring R = Z q / x n +1 . While polynomial additions can be performed in O(n) operations, a direct approach for the polynomial multiplication requires O(n 2 ) operations. An R-LWE instance can be created by calculating c = a · s + e, where a is a publicly known polynomial, s the secret polynomial and e an error polynomial. The hardness of the R-LWE problem is to recover the secret polynomial from c or to distinguish c from uniform noise. If the degree of the polynomials and/or the coefficients of the error polynomial are large, it is unfeasible for an attacker to solve this problem. 
A. NewHope
Among all the lattice-based cryptographic schemes, NewHope is due to its simplicity and performance one of the most promising candidates. The original scheme was proposed in [2] (NewHope-USENIX). In 2017, NewHope was revised and submitted to the NIST competition [3] (NewHope-NIST). Protocol 1 shows the underlying algorithm of NewHope-NIST. Five steps are highlighted due to the relevance to the present work. For more details, we refer the reader to [3] .
In
Step 1, Alice takes 32 bytes from a physical source of entropy and stores them as a seed. The random bytes are seen as an input of the protocol. The seed is used to generate the public polynomial a with the function Gen a, which expands the seed using the SHAKE-128 hash function. The coefficients of a are uniformly distributed between 0 and q − 1.
In Step 2, Alice and Bob sample the secret polynomials s, s and error polynomials e, e and e from a binomial distribution χ. The sampling process requires, similar to the generation of a, a lot of random bytes. Again a hash function (SHAKE-256) is used to expand a random seed. All resulting coefficients of these polynomials are relatively small and distributed between −8 mod q and +8.
In Step 3, the R-LWE instance b is created. Due to the hardness of recovering s from b, b can be sent securely, together with the public seed, to Bob.
In Step 4, in case of a usual key exchange, a random key is assigned to the vector m. When NewHope is used for Public Key Encryption (PKE), the message that should be encrypted is assigned to m. The secret vector m is transformed to the secret polynomial d using the function NHEncode.
Step 5, two further R-LWE instances, u and c, are created. The R-LWE instance c is used to hide the secret polynomial d. After receiving c and u, Alice removes the largest noise terms from d by subtracting us from c. After the decoding step, NHDecode, Alice and Bob share with a certain probability the same secret key or message m and m .
B. Number Theoretic Transform (NTT)
The polynomial multiplications and hash generations are the performance bottleneck of NewHope. To reduce the complexity of the multiplication to O(n log n), the NTT can be used
, where • denotes a coefficient-wise multiplication. The NTT is a Fast Fourier Transform (FFT) where the n-th primitive root of unity ω n is an element of a finite field instead of the complex numbers. To transform the coefficients of polynomial a into the spectral and back into the normal domain, Eq. 1 and Eq. 2 can be used:
where n − 1 is the degree of the polynomial, ω n the n-th root of unity, and γ n = √ ω n , which is used to avoid reductions mod (x n + 1), is its square root. The Cooley-Tukey technique exploits the symmetric structure of the NTT and breaks the equations into a sum with even and a sum with odd indices to increase efficiency. The basic algorithm is shown in Algorithm 1. Note that the algorithm requires a bit reversal of the input coefficients. The Twiddle factors (powers of ω n ) and the powers of γ are calculated during run-time to avoid a large number of pre-calculations and high memory usage. Instead of storing n Twiddle factors only log(n) values for ω m = ω n/m n are stored. Line 7 to 10 is the core of the algorithm, also denoted as butterfly operation.
Algorithm 1: NTT transform
Input: Coefficients ai, pre-calculated values of ωm Result: Coefficientsâi 1 a ← BitReversal(a) 2 for m = 2 to n by m = 2m do 3 ωm ← ω n/m n , ω ← 1 4 for j = 0 to m/2 − 1 by 1 do 5 for k = 0 to n − 1 by m do 6 t ← ω · a k+j+m/2 7 u ← a k+j 8 a k+j ← u + t 9 a k+j+m/2 ← u − t 10 end 11 ω ← ω · ωm 12 end 13 end
III. RELATED WORKS
Efficient software implementations of the NewHope algorithm were already proposed in [3] and [4] . The authors in [3] use Advanced Vector Extensions (AVX), which are supported by Intel processors since the Sandy Bridge generation, to significantly speed up their design. NewHope was also implemented in [4] on the popular ARM Cortex-M microcontroller family. The authors have shown that by careful optimization at assembler level it is possible to speed up critical operations.
However, in order to achieve more significant speed and energy improvements, the use of hardware accelerators is necessary. Previously proposed hardware implementations focused on the NTT transformation, which is used for speeding [5] , [6] , requires pre-calculations to store the Twiddle factors (powers of ω n in Eq. 1) and other values together with the NTT input and output in the memory. The second approach, as in [7] , [8] , calculates the Twiddle factors during run-time to reduce the high memory overhead. The authors of [8] optimized the proposal of [7] by introducing a smart memory access scheme.
So far, none of the previous works considered a HW/SW co-design, which combines the advantages of both implementation methods and offers at the same time high flexibility and high performance.
IV. RISC-V ARCHITECTURE
The target hardware platform used in this work is a minimalist System-on-Chip, showed in Fig. 1 . The processing element is a RISC-V core from the Pulpino distribution [9] , known as RI5CY core. The interconnection mechanism chosen was the AMBA AHB, which enables medium to high performance communication when handling a single master and few peripherals. There are two AHB buses instantiated in this design, one for the instruction port (AHB Inst.) and the other for the data port (AHB Data). The instruction port is only connected to an instruction memory. At the data port, the AHB integrates a data memory, an UART serial interface, a GPIO, a Timer, and our developed NTT and hash accelerators. This hardware platform was simulated at RTL, and synthesized on an FPGA. Since there is no boot loader, all software is hard-coded in the memories as initialization files; during synthesis, the instruction memory becomes a Read-Only Memory (ROM).
The RI5CY core is a four stage in-order pipeline 32-bit processor. Its main components, as showed in Fig. 1 , are a prefetch buffer, an instruction decoder, a general purpose register bank (GPR), an arithmetical and logical unit (ALU), a multiplication unit (MULT), a control and status register unit (CSR), and a load-store unit (LSU). This core provides full support to the RV32I instruction set architecture, and partial support of the RV32M (only the multiplication instruction).
To develop applications and test the system operations, all elements were mapped to memory addresses. This organization was used to configure the AHB Data decoder, and also to write a software library, that works as a driver for applications usage. The memory map employed can be observed in Table I . 
V. HARDWARE ACCELERATOR
To increase the efficiency of NewHope, two hardware accelerators were developed: the NTT and hash accelerator.
A. NTT Accelerator
The architecture of our NTT accelerator is shown in Fig. 2 . The configuration signal NTT config can be accessed by the memory address 0x1D100000. The accelerator has five different configuration modes: i) idle, ii) write data to accelerator memory, iii) read data from accelerator memory, iv) NTT operation, and v) NTT −1 operation. During the write mode, the coefficients of a polynomial are written in bit reversed order into the RAM block. While software implementations require large LUTs or at least O(log n) operations for the bit reversal, in hardware the wires of the address signal (AddrA) can be simply interchanged when writing the input data (DIA) to the memory. Our NTT accelerator uses the memory access scheme proposed in [8] . Each memory line stores two 16 bit coefficients that are processed together. At the beginning all even coefficients are written into the lower half-words and all odd coefficients into the higher half-words. After storing all coefficients, the accelerator can be either configured to perform the NTT or NTT −1 operation. Depending on the NTT config signal either the small LUT for ω m or ω −1 m is selected. The Address Unit controls the memory read and write access required for the transformation. In each iteration of the Cooley-Tuckey algorithm, the lower and higher halfwords are loaded from the memory and assigned to L1 and H1, respectively. The Butterfly Unit performs the multiplications with the Twiddle factors, the additions and the subtractions. The multiplier of the Butterfly Unit is also reused for updating ω. To avoid preprocessing (multiplications with powers of γ in Eq. 1), ω can be initialized with γ m = √ ω m as in [8] . In contrast to [8] , we also integrate post-processing (multiplications with powers of γ and n −1 ) into the NTT algorithm. The post processing step is only required during the last round of the NTT −1 operation.
B. Hash Accelerator
The hash accelerator is used to expand the random seed in order to generate the polynomials a, s, s , e, e and e . More specifically, the extendable-output functions SHAKE-128 for generating the polynomial a and SHAKE-256 for generating the secret and error polynomials are used. The SHAKE functions are part of the SHA-3 hash family, which was originally developed under the name Keccak. Figure 3 shows our hash hardware accelerator. The hash generator has two main modules: the Keccak Absorb and the Keccak Permutation module. The Keccak config signal, accessible at address 0x1E100000, triggers the Keccak Absorb and Keccak Permutation module and configures the read/write access module. The Keccak Absorb module takes as input the true random seed and the parameters rate and in len (input length). The parameter rate, which determines the output bit length, and in len can be accessed at address 0x1E100004 and 0x1E100008, respectively. During the absorption phase the input is transformed into a state with 25x64 bits. In the next phase, the Keccak Permutation module, which is based on the implementation in [10] , transforms the state using the Keccak round function, consisting of shift, XOR, AND and NOT operations. After the permutation phase, the output can be taken from the state register. The output hash length depends on the rate and is set to 1344 bit for SHAKE-128 and 1088 bit for SHAKE-256. After taking the 1344 or 1088 bit, the permutation phase can be repeated until the number of desired output bits is obtained. As SHAKE has no predefined output length, it serves as an ideal pseudo random number generator.
VI. FAULT ANALYSIS
Our fault analysis is divided into two parts. First, we analyze the reliability of the NTT computation with respect to random faults and then we propose a fault attack model and countermeasures.
A. Resilience Evaluation
We carry out simulation-based fault-injection (FI) campaigns [11] to assess the resilience of both NTT implementation variants (with pre-calculated LUTs for Twiddle factors, powers of γ and bit reversal, and without). Pure SW-based implementations were executed on our existing ETISS-ML [12] simulator. The tool enables the simulation of the impact of soft-errors [13] by injecting bit-flips randomly in space (CPU flipflop) and time (clock-cycle) into a RTL model of the processor, while it executes the NTT routine. We perform 10,000 such experiments for each of the two NTT variants. The impact of each soft error is classified as follows:
• Micro-architecture Masking (μAM): The fault is masked within the micro-architecture of the processor before impacting a software-visible state such as the register file or memory.
• Application Masking (AM):
The fault propagates into a software visible state, however the outputs of the NTT computation is not corrupted.
• Unexpected Termination (UT): The execution ends up in an exception-handler, as a result of a CPU exception.
• Hang (H): The CPU crashes and stops execution.
• Silent Data Corruption (SDC): The output of the NTT is corrupted and no exception is reported by the processor.
• Latent (LAT): The fault remains in the processor but does not propagate. Table II (first two rows) show the corresponding outcome rates for the variants NTT-LUT and NTT. The soft error resilience or failure rate is usually set to be the SDC rate as these are corrupted outputs that are not reported by the processor. Precisely, the effective failure-rates (SDC) for both NTT-LUT and NTT are shown to be 4.96% and 3.66%. Hence, the NTT approach has slightly better soft error resilience. Execution redundancy is a generally applicable technique to reduce the effective SDC of a given SW application [14] . We harden both NTT implementations using Dual Modular Redundancy (DMR) principles. The corresponding results are shown in Table II . The DMR detection rates are also expressed in terms of percentage. The DMR was able to detect 168 out of 208 SDC scenarios thus resulting in a SDC detection rate of 80.77%. The effective SDC rates for NTT-LUT and NTT drop down to 0.72% and 0.8% respectively. Furthermore, these redundancy-based techniques do not suffer from inherent performance overhead when targeted towards parallel architectures, hence further motivating the case for a HW/SW co-design implementation approach.
B. Fault Attack Model
Besides increasing resilience against random faults, it is also crucial to consider malicious fault attacks. Fault attacks
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intentionally manipulate a cryptographic system at the physical level to leak information about secret parameters. Typical fault injection methods are power supply manipulations, clock glitching, temperature attacks, optical attacks and electromagnetic attacks. In particular, optical attacks have a high localization and timing precision. They use a strong light source, e.g. a laser, to cause an ionization effect in the transistors and can even set or reset a single bit [15] .
A fault attack on NewHope was already proposed in [16] . The authors manipulated the seed that is passed to the sampling functions. NewHope concatenates the same seed with a nonce (number that is used only once) to sample the secret and error polynomials. The authors manipulated this nonce so that the sampling routine does not output anymore different secret and error polynomials, introducing a severe security issue.
In the following, we propose another attack scenario on the NTT −1 operation. Let us assume an attacker who is able to temporarily reset a specific word in the data memory or register of the RISC-V core. The main secret elements in Protocol 1 are the secret polynomial s and the key/message m. The aim of our attack is to reveal the message m in a PKE setting. During the encoding NHEncode (Step 4 Protocol 1) one bit of the vector m is encoded into four coefficients of the polynomial d. Depending on whether the respective message bit is zero or one, the coefficients are encoded to either zero or q/2 , respectively. The polynomial d is now hidden in polynomial c = bs + e + d. The polynomial multiplication of bs is realized with NTT −1 (NTT(b) • NTT(s )). Now, when the output coefficients of the NTT −1 are forced to zero, the ciphertext is equal to c = e + d. As the coefficients of e are very small, the ciphertext c ≈ d. Then, the manipulated ciphertext is sent to Bob over the insecure public channel, which can be eavesdropped by the attacker. The output coefficients of the NTT −1 are multiplied with n −1 and γ −i (Eq. 2). If we set one of these parameters to zero, the resulting coefficient is zero, too.
The register or memory location that has to be attacked highly depends on the implementation. In our software implementation, a variable γ is initialized with n −1 and multiplied with γ −1 in each iteration of the last inner loop. The constants n −1 and γ −1 are defined with a macro in the C header file. As the macro is only a text substitution, the constants are not loaded into the data memory. However, they are loaded during the execution of the NTT −1 into the registers R19 and R29, respectively. If an attacker sets one of these constants to zero, the value zero propagates and forces all subsequent coefficients to zero. In the NTT hardware implementation a simple Hardware Trojan in form of a multiplexer could be employed that forwards in the attacking mode the value zero instead of n −1 γ −i to the post-processing unit. The DMR, which was used to decrease the SDC rate, is also an effective method for detecting fault attacks. Another simple countermeasure is to check if the last coefficient of the output polynomial is zero, which is very unlikely at normal operation. If it is, the transmission to Bob is rejected. But this countermeasure would not prevent different fault attacks.
VII. TEST RESULTS
Our SoC platform was implemented on the Zedboard, which is equipped with a Xilinx Zynq-7000. First, we ported the NewHope-NIST Chosen-Plaintext Attack (CPA) secure reference implementation to our RISC-V platform. We used the NewHope parameter set n = 1024 (dimension) and q = 12289 (modulo reduction parameter), which results into the highest NIST security level. The SW reference implementation was then optimized with the NTT and hash accelerators.
The cycle counts of our test results and related works are provided in Table III and the resource utilization of the hardware implementations in Table IV . The reference implementation in [3] uses an Intel Core i7-4770K (Haswell) CPU to measure the amount of clock cycles. They also used Single Instruction Multiple Data (SIMD) instructions of the AVX2 instructions set to optimize the performance. Clearly, this high performance platform results into a very low number of clock cycles. In [4] , the authors optimized NewHope on assembly level and ported it to the microcontroller platforms Cortex-M0 and Cortex-M4. Their work has shown that with careful optimizations on assembler level a high improvement can be achieved. Our RISC-V SW implementation is based on the reference C code in [3] . In contrast to the other software implementations, we avoided at the NTT computation large LUTs for the bit reversal, Twiddle factors and the powers of γ. Our software was compiled with the "GNU MCU Eclipse RISC-V Embedded GCC Version 7.2.0" toolchain without using optimization flags. Note that RISC-V is a very new technology and the compiler is not yet highly developed.
In [8] , the authors propose a good trade-off between performance and memory usage for the NTT transformation. The authors implemented the basic R-LWE scheme without key generation phase for a smaller dimension of n = 512. Therefore, it is difficult to directly compare it with the other implementations. The authors in [6] have a very fast implementation for NewHope-USENIX but a high BRAM utilization. In [5] , the direct predecessor of NewHope-NIST (NewHope Simple) was implemented. They optimized for area while keeping a decent performance.
Our NTT implementation requires only one BRAM for storing the coefficients. The log(n) values for ω m and ω −1 m can be stored in a small LUT. The high number of DSP slices comes from the constant time modulo multiplier, modulo adder and modulo subtractor, which are based on the Montgomery and Barrett algorithms. Constant time modulo reduction is necessary to avoid timing attacks, such as in [17] . Writing the coefficients from the RISC-V core to the memory and reading the transformed coefficients requires 7,178 clock cycles, respectively. The absorbing phase of our hash accelerator requires one clock cycle and the 24 rounds for the permutation phase require 12 clock cycles. The total amount of clock cycles for generating a and sampling the secret and error polynomials is composed by the time for the transfer of input/output data, the absorption phase, the repetitive calls of the permutation module and the creation of the polynomial from the expanded seed. Due to increasing communication overhead, our HW/SW co-design is slower than the best pure hardware implementations but outperforms existing microcontroller implementations. The NTT and hash hardware accelerators bring a huge performance boost. At the same time our HW/SW design offers high flexibility. The algorithm, security level, and hardening against random noise as well as fault attacks can be easily changed or integrated on software level.
VIII. CONCLUSION
In this work, we proposed a co-processor for lattice-based cryptography. As use-case, we implemented the prominent cryptographic scheme NewHope on a RISC-V based SoC platform. Our test results have shown that, even with increasing data transfer, a significant speed up can be achieved by using an NTT and hash hardware accelerator. Moreover, we investigated the reliability of NTT software implementations regarding random fault injections. Not only random faults but also precise injections by an attacker are of major concern. We developed a realistic fault attack scenario and propose simple countermeasures to harden the design against random and adversarial fault injections.
