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Abstract 
  
 This thesis aims to investigate the production and transmission of synchrophasor data. 
Synchrophasor data provides near real-time data at widely separated points across the power grid. This 
data is produced by PMUs, and their ubiquity on the grid is becoming a reality. Commercial PMUs today 
are proprietary systems which in general do not produce data which is up to what the IEEE standard for 
synchrophasors dictates. By building a one-phase, open source, distribution level PMU, the inner 
workings and complications of synchrophasor generation can be understood. Many studies have been 
performed in the area of PMUs, but this thesis focuses on distribution level measurements and the root 
causes of erroneous data. The device described produces synchrophasor data from 120 V outlets for the 
cost of $350. It is based on National Instruments hardware, and contains a backup battery for 
continuous measurements. The greatest issues in its creation were obtaining high accuracy in the phase 
measurements and acquiring a reliable network connection to transmit the data. These issues were 
caused by inherent hardware limitations, software development issues, and networking complications. 
Using the information from this device can direct further efforts in remedying bad data from 
synchrophasor measurement units. 
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1. Introduction 
 
Phasor measurement units (PMUs) are devices which sample substation voltages and currents 
through power and current transformers. The device then performs signal processing computations to 
generate voltage and current phasors referenced to the Global Positioning System's (GPS) broadcast 
timing signal. The phasors are time-stamped using information embedded in the GPS signal. A diagram 
depicting an overview of how a phasor is derived from the grid is shown in Figure 1, using a two-bus 
system. The appeal of PMUs lies in the capacity to generate phasor data at locations separated by 
thousands of miles, in a window of time accuracy smaller than one µs. For anticipated power system 
applications this is effectively simultaneous. This enables phasors derived from measurements at 
thousands of locations across the system to be transmitted and assembled to provide a synchronized 
snapshot of the system's state at given time. The time-alignment of the phasors also allows for relative 
phase angles between different points on the system to be determined. These attributes contribute to 
the exceptional and ever growing value of the PMU system. 
Synchrophasor data is typically generated and transmitted 30 or 60 times per second and archived. 
Synchrophasor data archives provide a much higher fidelity record of the power system's state than 
legacy data stores. For a comparison, a common system used to measure the grid is the Supervisory 
Control and Data Acquisition (SCADA) system. SCADA measurements are taken around every 5 seconds, 
a factor of 100 times slower than PMUs. As a consequence of this high rate of measurement, archived 
synchrophasor data is a valuable resource for investigating the power system's state before, during, and 
immediately after an atypical event. The high speed data is especially well equipped to monitor fast 
oscillations and voltage instability that would go unnoticed by slower measurement rates. The data can 
also be used to validate power system models, and identify models that do not accurately reflect actual 
system behavior. These devices can be used to analyze and understand the electrical behavior of a 
system during a specific event. As modern PMUs become cheaper and more versatile, many more are 
appearing on the transmission system. Utilities and other entities have placed 1,500+ PMUs on the grid 
today. All of the data generated is being sent to Phasor Data Concentrators (PDCs). These PDCs can 
condense the data and then either store it for retrieval, or send it upstream to a higher level PDC where 
the data is further condensed. 
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Figure 1: Synchrophasor diagram 
 
1.1 PMU History 
 
Measurements of synchronized phasors were introduced in the 1980s [1]. The predecessor of the 
PMU was the Symmetrical Component Distance Relay (SCDR). This relay measured the positive, 
negative, and zero sequence voltages and currents on high voltage transmission lines. Due to the high 
cost of computing power, the SCDR ran a new algorithm which required it to only solve one equation 
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which communicated the direction and distance of a fault to the relay. The development of the SCDR 
programming spawned the Symmetrical Component Discrete Fourier Transform. This algorithm allowed 
for the measurement of positive voltage and current within one cycle of a 60 Hz system. This high speed 
acquisition of data proved to be very valuable, provided the measurements could be accurately 
referenced to a given time. 
The advent of the GPS system allowed for locations on the same power system to synchronize their 
clocks, regardless of physical separation. The early years of the GPS satellite system were not so 
accurate, but as they were developed the clock accuracy became more reliable, to within 1 µs of actual 
time. Along the same time of the GPS development, computers became smaller and cheaper. The 
processing systems required for phasor calculations became small enough to fit on an electronics rack, 
and cheap enough to be purchased for research into synchrophasors. 
Dr. Phadke and Dr. Thorp at Virginia Tech in 1988 developed the first prototype of a PMU. The 
prototype was installed and tested on the BPA, AEP, and NYPA systems. Macrodyne Co. was the first 
commercial company to begin making PMUs for utilities in 1992. Their PMU, the Model 1690, was 
created in collaboration with the researchers at Virginia Tech. With the creation of the PMU, the IEEE 
published a standard, C37.118, soon after regulating the output statement. This standard was most 
recently revised in 2014. 
 
1.2 Synchrophasors in Industry 
 
Commercial PMUs are becoming a very widespread and crucial tool on the transmission system for 
utilities. Due to initiatives from the government for improving the smart grid, data is being shared 
among independent companies at an unprecedented level. The high number of PMUs and the data flow 
can be seen in Figure 2. As more research is put into synchrophasors, more uses are found for the data. 
In industry today, synchrophasors are used for a variety of purposes [2].  They provide situational 
awareness and widespread monitoring. With the use of PMUs, the power system as a bulk can be 
observed and large blackouts like the 2003 Northeast blackout may have been avoidable. In real-time 
operations they are used to detect oscillations and voltage instability. When integrated with SCADA and 
other systems, synchrophasor data can be used to drive real-time alarms. Achieved data from PMUs can 
also be used in a variety of ways. Responses to disturbances or any fast events can be integrated into 
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power system planning to create a more resilient grid. Data can also be used in post-mortem event 
analysis to investigate causes and possible prevention of future occurrences.  
While the data produced by the units is becoming more transparent, as can be seen again in Figure 
2, the devices themselves remain a mystery. All of these devices are trying to produce the same end 
result, but with their own proprietary systems. Our survey of PMU performance showed that no PMU 
fully conformed to the IEEE Standard C37.118.1-2011, for Synchrophasor Measurements for Power 
Systems [3]. No tested PMU met all the IEEE Standard requirements in steady state and dynamic 
conditions tests. The significant performance differences are due, in part, to the many different ways to 
implement a device generating phasor measurements. We understand that several legacy algorithms 
are commonly used to process the data; however, they need to be improved.  
 
 
Figure 2: Map of PMUs across North America, taken from [2] 
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1.3 Scope of the Research 
 
In summer 2012, our group (consisting of myself, Bogdan Pinte, at the time Andy Yoon, and 
overseen by Karl Reinhard) began a project to design and implement an open box PMU as part of the 
Synchrophasor Data Quality research activity, Trustworthy Cyber Infrastructure Protection for the Grid 
(TCIPG) Project at the University of Illinois at Urbana-Champaign. Our goal was to build a device from a 
blank page to provide a deeper understanding of the technical challenges in meeting the standards. 
Commercial devices are closed, proprietary systems which many do not fully understand. Through 
building a device from scratch, each component is taken into account along with all the unique 
challenges that it presents. 
In this project it was decided to build a unit that would measure 120 V from the wall outlet to 
generate synchrophasors. By implementing a one-phase device, the important functionality of the PMU 
is retained, while opening the door to developing lower cost devices. We included a design objective to 
integrate an uninterruptible power supply (UPS) which would enable our PMU to continuously collect 
synchrophasor data during blackouts or other grid instabilities. The end goal of this project is to create a 
functioning PMU that operates on household voltage, while adhering to all IEEE standards that apply to 
it. This was to be tested at Washington State University’s PMU testing center, but time restrictions have 
kept that goal from being realized. Aside from the insight provided from this project, it also offers 
several research and educational applications -- and ubiquitous deployment at the distribution level to 
monitor local system performance.  
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2. Literature Review 
 
 Many papers have been written in recent years on the topic of synchrophasors and their uses. 
Most pertain to the transmission uses of PMUs, while relatively few address distribution level uses. 
There are a few similar projects or papers which relate to distribution level PMUs. These research 
projects have been showing up in recent years, mostly due to the high cost associated with commercial 
PMUs. Much research has been put into the uses of synchrophasor data, and researchers have 
requested to collect and analyze real system data. A distribution level PMU can provide this data 
without expensive commercial PMUs, or the hassle of obtaining an agreement with a utility to share 
their data.  
 
2.1 IEEE C37.118 
 
The IEEE C37.118 is the standard which regulates PMU calculations and output format. It is 
broken down into two separate sections; one regulates how the synchrophasors are calculated, the 
other regulates the communication protocol [4]. This standard was created in response to the advent of 
the commercial PMU. The latest version of the standard came out in 2011, with a revision of the first 
half of the standard in 2014. This standard was devised by a large committee, utilizing the input from 
industry. It is formulated in a way to make the synchrophasors formatted as similarly as possible no 
matter the process used to generate them, as well as to make communication uniform between devices. 
 
2.1.1 Synchrophasor Calculation (C37.118.1-2011) 
 
 The IEEE C37.118.1 standard defines synchronized phasor, frequency, and rate of change of 
frequency (ROCOF) measurements for static and dynamic measurements. This standard does not make 
any mention of the software, hardware, or methods used for computation. It is designed for 
measurements in substations or on the transmission level, but this project tries to adhere to the 
requirements as best as possible.  
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 The version of this standard released in 2011 came with some strict requirements for the 
measurements, mostly in dynamic conditions. A survey of commercial PMU performance was conducted 
by Texas A&M and XpertPower in 2012. They tested the PMUs for all of the requirements of the 
standard, and found that none could pass all the tests. Every PMU failed at least one of the tests, and for 
the frequency ramp test, all the PMUs failed in two out of the three categories [3]. This result is one of 
the main driving forces behind this research effort: to find out what is causing this standard to not be 
met by any PMUs. Through building a PMU that strives to meet all the standards, the areas which are 
most hindering can be discovered.  
This standard dictates that the phasor must be accurate to within 1% of Total Vector Error (TVE). 
This means that the magnitude measurement combined with the phase measurement must be less than 
1% off of actual at any given time. The measured frequency must also be within 0.005 Hz of actual. For a 
distribution level PMU these requirements should still apply. The nominal voltage will be 120 V, which 
allows for a voltage error of up to 1.2 V, or phase error of up to 0.573° on a 60 Hz system. The voltage 
portion of the error allows for a lot of breathing room; it is more likely an issue would be faced with the 
phase portion of the error. 
 In 2014, the IEEE published the revision to the standard, C37.188.1a-2014. They relaxed many of 
the requirements of the standard in order for the PMUs to actually meet all the requirements. In many 
of the dynamic test sections, the 1% TVE was loosened to 3% TVE along with other easements in 
measurement accuracies and timings. Various complaints from industry and academia which stated the 
standard was too strict helped fuel this change. As a result of this change, many of the PMUs should 
become compliant with the standard. Even though the PMUs meet the standard, the quality of the data 
will still not be as high as originally demanded. The root cause of the erroneous data produced by these 
units is still unknown, and if in the future the higher quality data is needed this cause will need to be 
addressed. 
 
2.1.2 Communication Protocol (C37.118.2-2011) 
 
 The second part of the standard is the C37.118.2, which regulates the communication between 
the PMUs and power system equipment, such as a PDC [4]. This standard is meant to define the way the 
data is communicated so equipment from different vendors can interact correctly. It is also meant to 
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keep the data efficient and reliable throughout its communication. This protocol for PMUs is very 
widespread throughout the community; National Instruments’ LabVIEW even has prebuilt functions 
generating data in this format.  
 There are four standard types of communications a PMU can send and receive: data, 
configuration, header, and command. The first three are communications that are sent out by the PMU 
upstream, while the command message is received by the PMU. The data type relays the measurements 
taken by the unit, and is the most common sent out. The configuration type is a message which 
describes the format in which the data will be coming in. This message consist of parameters such as 
how many phasors will be transmitted and what bit format the data will be. The header message is a 
human readable segment which describes the data. This consists of the name of the transmitting 
station, which phases are being read, and things of that nature. The last type, the command message, is 
sent from PDC to PMU to format the PMU output so that the PDC can read it properly.  
 The data message is by far the most common type of PMU/PDC communication and arguably 
the most important. The message begins with a synchronization segment, along with the size of the 
overall message. The ID of the PMU is then given and the Seconds of Century (SOC) for the phasor which 
it will describe was taken. Then a bookkeeping segment, then the phasors are given along with 
frequency, and ROCOF. There are two undefined segments of up to 8 bytes, called the analog and digital 
fields. There are many speculative uses for these sections but the standard leaves it up to the user. The 
message ends with a CRC-CCITT byte which is an error detecting bit of code which ensures accurate 
transmission of data. If a flaw is detected in the message, the PDC will simply throw away the data. The 
type of communication can be either TCP or UDP. UDP broadcasts without any insurance of being 
received; this combined with flaw messages being deleted creates a lot of data which is lost in 
transmission.  
 
2.2 FNET 
 
 The Frequency Monitoring Network (FNET) device was created by a team at the University of 
Tennessee led by Yilu Liu in 2003. Like this project, they measure 120 V wall voltage along with a GPS to 
create synchrophasors. The goal of their project is to create a widespread network of FNETs, allowing 
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them to step back and get a look at the grid as a whole. They want to see large area islanding and the 
patterns of large scale system events [5].  
The units that they create, however, are still fairly expensive and inaccurate. Looking over a 
wide area, the phase has a large change, and thus allows for much lower accuracy. At a NASPI 
conference our team was told by Yilu that a new device needs to be produced at an order of magnitude 
greater accuracy to keep pushing frequency monitoring potential. This greater accuracy would allow for 
more minute details to be examined. This is why, during the creation of our PMU, we put a priority on 
the accuracy we could achieve, especially in the phase measurement. This device can be used to 
supplement the FNETs array of units at a cheaper price. Also, the higher accuracy would allow 
monitoring of distribution systems separated by only a few miles. This high resolution of a distribution 
system would offer other insights into the grid not obtained by normal commercial PMUs. 
 
2.3 Similar Efforts 
 
There are other projects that are similar to the distribution PMU and FNET. These projects are 
from across the globe and all have their own specific goals for building a smaller PMU. After review of 
these projects, however, no unit generates the synchrophasors in line with the standard, nor do we get 
a deeper understanding of the difficulty in creating a PMU. In creating one ourselves, to the IEEE 
specifications, we can really understand where the difficulties lie. 
 The OpenPDC project first began in 2004, to act as synchrophasor concentrator and data 
storage. The project was created under the Eastern Interconnect Phasor Project, which is now the North 
American Synchrophasor Initiative (NASPI). The OpenPDC is open source and allows anyone to use it as 
they please. It has become a ubiquitous tool on the power grid due to this. This type of open 
development is what this project aspires to. Upon completion, or near completion, it could be released 
for all to use and edit. Just like the OpenPDC, the distribution PMU will allow researchers to download 
the software and build their own version. This could lead to great improvements in its software as well 
as academic lessons learned on the synchrophasor estimation process.  
 The OpenPMU is a 120 V synchrophasor estimator created by a team in the U.K. which was 
meant as an alternative to commercial PMUs. The creation of this device was specifically targeted 
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toward researchers in the field who would like to collect synchrophasor data but cannot afford 
commercial PMUs. Their device utilized LabVIEW as well as 3rd party software to calculate and 
communicate phasors, but could not meet the accuracy requirements stated in the standard [6]. 
 GridTrak is a small, single phase PMU which was built around a microcontroller in 2010. This 
project was based around cheap hardware and size efficiency. There are many shortcomings to this 
project for our needs. It has not been tested against the IEEE standard; furthermore, its timing source is 
internal and therefore susceptible to very large drift after long periods of time. 
 Where all of these projects are lacking, it is hoped that our PMU can shine. While utilizing an 
FPGA for the timing, synchronized with a GPS, our measurements should be able to meet the 
requirements of the standard. Also not mentioned in the above projects are the fundamental reasons 
why they could not achieve accurate measurements. Our project will give insight into these reasons 
through the arduous process of building a distribution PMU from a blank sheet of paper. 
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3. Research Results 
 
In summer 2012, we began our project to design and implement an open box PMU as part of 
the Synchrophasor Data Quality research activity, Trustworthy Cyber Infrastructure Protection for the 
Grid (TCIPG) Project at the University of Illinois at Urbana-Champaign. The distribution level PMU which 
was created went through many iterations culminating in the device that will be described below. This 
device can be plugged into the wall outlet (120 Vrms) which it uses to create a synchrophasor 
representation of the waveform. This phasor is built with National Instruments hardware using a GPS 
signal for timing, and then uploads the data to a storage device locally or through a network. The device 
is powered through an Uninterruptable Power Supply (UPS), which allows it to take continuous 
measurements during blackouts or periods of instability 
By implementing a one-phase device, the important functionality of the PMU is retained, while 
opening the door to developing lower cost devices. This project offers several research and educational 
applications -- and ubiquitous deployment at the distribution level to monitor local system performance. 
Our efforts to build a device from a blank page provide a deeper understanding of the technical 
challenges in meeting the standards. The functionality of the device is to be tested using the University 
of Illinois Information Trust Institute testbed, as well as by comparing it to other commercially available 
PMUs [3]. A view of the final devices created can be seen in Figure 3. 
 
 
Figure 3: Completed distribution PMU 
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3.1 Hardware 
 
 
Figure 4: General diagram of PMU components 
 
The hardware for PMUs all have the same basic requirement for components in order to 
generate synchrophasor data. These general components can be seen in Figure 4. Our distribution PMU 
was originally built around this general model. The main components needed to create a synchrophasor 
are a timing signal, analog to digital converter, processor, and communication hardware. It was elected 
to use a National Instruments platform for all analog-to-digital conversion, data processing, and 
communication. The learning curve with a visual programming tool was faster than traditional 
programming which allowed this project to get started sooner. Using National Instruments’ technology 
allowed us to program in LabVIEW, a visual programming language. The timing signal came from a GPS 
receiver. GPS allows for the most accurate time keeping, at the most locations, while maintaining a very 
low price. In order to add the additional feature of continuous measurements during blackouts, a UPS 
was elected to be added to the hardware. The UPS backup circuit used also doubles as a power 
converter which takes 120 V ac down to 12 V dc to power the hardware. The layout of the current 
iteration of the distribution PMU can be seen in Figure 5.    
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Figure 5: Component list & price (left) and research PMU configuration (right) 
 
3.1.1 Central Hardware Platform 
 
The first iteration of the PMU used a National Instruments’ Compact Real-time Input/Output 
(cRIO), a multipurpose chassis with an onboard CPU and FPGA chip. The cRIO also contained a high 
voltage (up to 400 V) analog to digital converter. This high voltage converter allow for direct sampling of 
the 120 V wall voltage. This device had all the processing power and speed required for a PMU, but the 
cost was much higher than what was desired, around $10,000. The next iteration used the less powerful 
version of the cRIO, the Single Board RIO (sbRIO). This device was equivalent to the cRIO in terms of 
processing and the FPGA, but it only had a +/- 10 V analog input. This caused an extra feature to be 
added to the device to step down the voltage. This added to the complexity of the device, but the price 
of the unit dropped down to around $3,000. A cheaper platform was still required on which to base the 
PMU. The current version uses the newest and cheapest FPGA/processor platform from National 
Instruments, the myRIO. The myRIO contains all the necessary components that the sbRIO did, at a 
much cheaper price of $250. The myRIO also contained Wi-Fi hardware, which was too troublesome for 
end use, but made programming multiple units simultaneously much easier. All three devices can be 
seen in Figure 6 for side by side comparison.  
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The myRIO has two analog channels which are capable of reading up to +/- 10 V. The inputs 
have a resolution of 12 bits, which allows for a granularity of 4.883 mV per step. After the conversion 
this leads to an error of 0.09% in the voltage readings. The maximum sampling rate the board allows is 
500 kS/s. The sampling rate used was only around 10 kS/s or lower to keep the processing from 
becoming too burdensome. The onboard processor/FPGA is a Xilinx Z-7010 which provides a 667 MHz 
processor as well as a FPGA chip. The FPGA chip has an internal clock rate of 40 MHz. The onboard 
memory is 512 MB of DDR3 as well as 256 MB of nonvolatile memory. The myRIO board takes 6 – 12 V 
dc and at maximum power consumes 14 W. The myRIO is an order of magnitude cheaper than the other 
options while still maintaining the necessary power for phasor estimation. Other microcontrollers, such 
as the raspberry pi, were considered as even cheaper alternatives. These do not contain FPGAs, 
however, and the timing would be more unreliable. Further still, they could not be programmed in 
LabVIEW and the software would have to be restarted from scratch. There also is a ‘board only’ option 
for the myRIO at a cheaper price. This board lacked the +/- 10 V analog to digital conversion, containing 
only + 5 V analog inputs. This would relate to having to rectify the signal in order to process it, adding to 
the component complexity and adding more noise in front of the input. 
 
 
Figure 6: cRIO (top left) sbRIO (top right) and myRIO (bottom) for comparison 
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3.1.2 Other Components 
 
The original GPS receiver used in this project was a Garmin GPS 18x LVC receiver. This receiver 
was around $60 and communicated, through serial communication, a string of data where the user 
selects what that string contains. The cRIO and sbRIO contained a serial port, but the myRIO did not. A 
new GPS was selected which could communicate with the myRIO easily, the Waveshare UART GPS NEO-
6M. This receiver communicated over UART, which the myRIO was configured to accept. This GPS 
outputs all of the standard GPS information in a series of strings once every second, along with the 
standard Pulse per Second (PPS) signal. eLoran is another source of timing which could be used as a 
backup for the GPS timing signal. It works similarly to GPS, but uses terrestrial broadcast towers and 
transmits at a low frequency. 
 With the sbRIO and myRIO only accepting lower voltages, the wall voltage needed to be stepped 
down. Originally a transformer was used to reduce power consumption as well as maintain maximum 
accuracy. The price of the transformer, as well as its bulky size, did not work well with the overall theme 
of small and inexpensive. A resistor divider circuit was opted to be used instead. A high value for each 
resistor was used to minimize power lost in the circuit. Not all of the resistor values were precisely equal 
for each PMU, but the equations below show the calculation for one of the devices. Equation (1) 
calculates the step down ratio to be accounted for in the software, and equation (2) shows the power 
consumed due to the resistors. 
 
R1 = 2.25 MΩ;  R2 = 121.2 kΩ;  
121.2𝑘
2.25𝑀 + 121.2𝑘
=  0.051 
(1) 
 120𝑉2
2.25𝑀 + 121.2𝑘
=  .006 𝑊 
(2) 
The amount of power used by the resistors is negligible when compared to the consumption of the 
myRIO which is around 12 W. It was feared the ratio found above would vary along with temperature 
and cause errors in the data as temperatures fluctuated. It was found, however, that if all the resistors 
are kept at the same temperature, their linear dependence on temperature keeps the ratio the same; as 
can be seen in equations (3) and (4). This linear dependence is only true, though, when kept within a 
small temperature range. Since the resistors are kept indoors, at very close proximity, and have a very 
lower power consumption, the temperature of the resistors is assumed to be equal and within a small 
range.  
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 𝑅 ≈ 𝑅𝑜(1 + 𝑎(𝑇 − 𝑇𝑜))  (3) 
 
 𝑅1(1 + 𝑎(𝑇 − 𝑇𝑜))
𝑅1(1 + 𝑎(𝑇 − 𝑇𝑜)) + 𝑅2(1 + 𝑎(𝑇 − 𝑇𝑜))
≈
𝑅1
𝑅1 + 𝑅2
 
(4) 
 
 The backup circuit and battery used in the device were first only parts haphazardly taken from a 
commercial UPS. The power was converted internally from 120 V ac to 12 V dc and sent to a battery; this 
was then converted back to 120 V ac and sent out of the UPS. We then converted this down to 12 V dc 
with a wall wart plug to power the myRIO. This method and device were cumbersome and wasteful. 
Later a device was found from DROK electronics which met all of our needs. It took 120 V ac and 
outputted 12 V dc, as well as having inputs/outputs for the backup battery. This allowed for continuous 
power for the myRIO from the 120 V source or the 12 V dc battery onboard. With the myRIO consuming 
12 W, a battery of 1.2 Ah was chosen to provide ~1 hour of backup power. The battery portion of the 
device makes up around 33% of the volume and around 66% of the weight.  
 The cRIO and sbRIO all had Ethernet communication built into their boards, but the myRIO did 
not. The myRIO had a Wi-Fi option, but it was decided not to use it so it would require no specific setup 
in its end destination - just plug it in. National Instruments’ had drivers available online to allow for USB 
to Ethernet connection with a third party adapter. This allowed for an easy installation of the PMU, 
although it required access to the internet without the use of a router. If there was a router between 
the PMU and the internet, special exceptions in the firewall needed to be made to allow the 
communication to get out.  
 In order for a user to make sure the PMU was operation properly, an LCD screen was placed on 
the outside. This screen displays the current voltage, frequency, UTC time, and whether the GPS signal is 
valid. The time and GPS validity help the user gauge if the GPS is operating correctly at a glance and the 
voltage/frequency help tell if the unit is correctly reading the outlet. The screen only updates one to two 
times a second. A button is also available to the user to allow cutting of the battery during 
transportation.  
 
17 
 
3.2 Software 
 
 All of the software programmed on the distribution level PMU is based on National Instruments’ 
LabVIEW. It is a visual programming tool which makes large complex programs easier to navigate and 
understand. There are two main levels of programs that are running within the myRIO simultaneously. 
The first is the FPGA program which is running on the Xilinx chip. The second is the program running in 
the real-time processor onboard the myRIO. Both programs have different tasks and run independently 
of one another. 
The FPGA program’s main function is to collect the data from the analog to digital converter and 
divide the data up into segments based on its internal clock. The input from the GPS then updates the 
internal clock once a second to UTC time. The FPGA’s internal clock has a max error of 4000 ticks per 40 
million. This timing causes a small error in the phase measurement of the synchrophasor. If the PMU is 
outputting data at 60 Hz, the resulting error in phase will be 0.036⁰. It will be less noticeable in lower 
reporting rates. There is also an inherent error in the GPS signal of up to 1 µs. This will cause an 
additional phase error of 0.022⁰ for a 60 Hz system. 
 After a few iterations of programming the myRIO, we got to see the software National 
Instruments developed for a PMU based off of the cRIO hardware. The program was very complex but 
we did realize some tricks and easier methods which we could utilize in our program. The overall main 
processes were too cumbersome for the myRIO’s hardware to handle, so we had to keep on with our 
own designs. The current version of the LabVIEW software can be found in the appendix. 
 
3.2.1 Phasor Calculation 
 
 The FPGA collects data from the analog to digital converter at 10 kS/s. This data is divided into 
segments based on the PPS from the GPS receiver. Each of these segments is placed in a buffer for the 
processor to read. The onboard 40 MHz clock causes some restrictions on certain output rates, along 
with the sampling rate. For a 30 Hz desired output, a 10 kHz sampling rate would create inherent error 
as can be seen in equation (5): 
 10 kHz
30 Hz
=  333. 3̅ S/div  
(5) 
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The program would end up cutting out 1/3 of the last sample of the actual section desired to be 
captured. This would give an error of 0.72⁰ on the phase measurement. This error was too high, and a 
different sampling rate was needed. A short Matlab script was written to calculate the optimal sampling 
rate for all the IEEE specified output rates; 10, 12, 15, 20, 30, and 60 Hz. Combined with a 40 MHz clock, 
there was no sampling rate which perfectly divided into all of these output rates. The closest was found 
to be 9.6 kS/s. This led to an error of less than 0.05⁰, which was considered acceptable. 
There is a buffer where the data is kept between the FPGA and real-time programs. This data is 
divided into segments based on the output rate. All of the data needs to be transmitted from the FPGA 
to the buffer to the processor which has to be done in real time. In order to minimize space used on the 
FPGA and the speed of transmitting the data, 16 bits per data point was selected. The processor takes 
these segments and processes each one individually. A FFT and other measurements are performed 
giving the frequency, RMS voltage, and phase readings of the segments. These functions are pre-built 
national instruments programs in LabVIEW. The timestamp is aligned with the center of the wave as per 
the IEEE standard. This assortment of data is then converted into the IEEE format in the form of a 
hexadecimal string, which is then added to a queue to be sent over the network. 
 
3.2.2 Communication 
 
The communication of PMUs can be set up as UDP or TCP over IP. UDP is a one way 
communication protocol; no insurance is made if the data is received, nor if the data is error free when 
received. The advantage of UDP is faster communication and there is no need to set up any listening 
ports. TCP protocol ensures the packet of data is received by the destination, and that it is correct. TCP is 
a better choice for communication where data loss is troublesome. The communication performed by 
the myRIO is set up as a UDP steam over a network to an OpenPDC server. UDP protocol was chosen 
over TCP so that the PMU did not need to be configured to receive any commands from another device. 
In later development of this device, TCP should be used to allow less data to be lost in transmission.  
Many issues arose with communicating to IP addresses which were not a part of the subnetwork 
the PMU was on. The trouble, in part, was the built-in firewalls in all of the routers to the network. The 
OpenPDC was configured on campus, behind the campus’s firewall, and required special permissions for 
the IP address the PMU was using. With the firewall open to the unit, it could still not communicate out. 
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An additional firewall would not allow the message to pass out of the network the PMU was on. In order 
to get a PMU to communicate over a standard network owned by Comcast, for example, many steps are 
needed to route the data successfully. This is likely the cause of many PMU data errors in the field: 
incorrectly configured networking settings. Many companies use their own data lines, which is costly 
and not plausible for a distribution level network. Another solution is to use a 4G network through 
Verizon, but firewall issues also arise here, as well as needing additional components to access this 
network. An uninterrupted path through a preexisting network is the best and cheapest option for 
distribution level communication.  
 
3.3 Unit Placement 
 
 The μPMUs are to be placed in selected locations such that synchrophasors will provide a 
meaningful interpretation of the distribution grid. There are many factors which drive the optimum 
location for placement. Many papers are written on the topic of PMU placement on the transmission 
system, but placement on the distribution system has unique constraints [7]. The distribution system 
has unbalanced loads due to two-phase and single-phase branches off of the three-phase feeder. 
Distributed generation is also common with the growing number of solar installations and other small 
generation within the distribution system. An earlier study into the state estimation of the distribution 
grid written by Baran et al. [8] uses a ranking method which is based on the interesting quantities 
criterion. The method uses a radially shaped network, which is a common configuration for distribution 
systems. A more modern approach to this problem is addressed by Yang and Roy [9]. This approach 
takes the full three phases into account, which eliminates errors due to an unbalanced three phase 
system. [10]-[11] present two more algorithms for finding optimum placement taking into account 
distributed generation along the network.  
In addition to the constraints mentioned above, our PMU will only be looking at a single phase 
at any particular point. When the PMU is placed, the phase of the network it is on must be known, or 
inferred from the phase difference in order to give the phase measurement any meaning. Imbalances in 
the network will cause misinterpretations of the phase differences measured on separate phases. 
Obtaining measurements in different locations from the same phase would be best for monitoring 
power flow and monitoring phase. With all the measurements coming from one phase, and the other 
phases ignored, entire events could be missed, such as a single phase to ground fault. 
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Due to the lack of available location, the μPMUs will be placed in arbitrary phases of the 
distribution system. In the future, the data from these assortments of known phases being measured 
will be compared to one another post-mortem to assess what information can be reliably retrieved from 
comparing the different phases. 
 
3.4 Data Retrieved 
 
 When the distribution PMU was created, during testing, it collected data from the 120 V outlet 
in our lab and apartment. There were many interesting patterns that were noticed while it was running. 
The voltage measurements on the devices were very sensitive to large machines plugged in nearby. A 
washing machine or large motor turning on in the local grid caused a very noticeable dip in the voltage. 
The phase and frequency were not affected in any visible way. Figure 7 shows the frequencies of two 
separate distribution level PMUs which are plugged into the same outlet. This was done as a first look-
test into the accuracy and reliability of the PMUs.  
 
 
 
Figure 7: Frequency chart from 2 PMUs connected to same outlet for 10 mins (top) and 50 sec (bottom) at 10 Hz output rate 
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The frequency readings stay in line with one another quite well in the 10 minute view. In the zoomed 
chart we can see that they do not deviate from each other by more than .005 Hz, which is allowable by 
the IEEE standard. 
 In Figure 8 the voltage reading from the same two PMUs can be seen. The IEEE standard allows 
for 1% TVE of the phase and amplitude, for which the voltage portion is well within the 1.2 V of error. In 
the zoomed in chart the waveforms can be seen to match very closely for some areas but drift away up 
to 50 mV in some areas. For distribution level readings, the accuracy of these figures indicate that the 
standard can be met in these areas with the current program. 
 
 
Figure 8: Voltage measurement over same time frame as Figure 7 
 
 The phase reading over the course of the same time does not share the same accuracy of the 
above measurements. In Figure 9 the phase can be seen over the ten minute segment. PMU 2 appears 
to be reading a phase which is consistently 50 degrees higher than PMU 1. In the 50 second segment of 
time taken from the phase measurement, the two phases are never more than +/- 2 degrees further 
apart than 50 degrees. This gives hope that it is a simple error in the software which is pointing the 
program to look at the wrong part of the waveform to find the phase, and can be easily fixed. 
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Figure 9: Phase measurement seen over same time scale as Figure 8 
 
 
At the NASPI 2015 conference, many new technologies involving synchrophasors were 
discussed. Many individuals believed that with all the current devices that are measuring the grid at the 
same point, a new device should emerge to perform the analog to digital conversion for all devices. This 
device would measure at a high rate with very high accuracy and precision. The digital data would then 
be transmitted to all the devices on the node for them to perform their individual tasks. With new 
devices such as this on the horizon, a cheaper and more compact PMU will be even more relevant for 
the future of the grid, on the distribution level as well as the transmission level. With further 
development of this PMU, it could offer a cheap alternative to commercial PMUs even on the 
transmission level when a current and voltage transformer are already in place. New hardware would 
need to be found as the myRIO cannot sample all 3 phases, and the FPGAs clock is not perfectly timed 
for 60 Hz operation.  
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4. Conclusion 
 
 This research is driven by our curiosity about the inner workings of the modern PMU, 
particularly as commercially available PMUs are largely black boxes. As this technology becomes more 
widespread commercially and researched more thoroughly in academia, the need to understand exactly 
where this data comes from, and how it is created, is evident. This research is built around the idea that 
the best way to understand how PMUs work would be to create one from scratch. By building a one 
phase device, the fundamentals of the system can be explored without the high cost of commercial 
products.  
 There are many papers exploring PMUs and the uses of synchrophasor data. Most of these 
papers pertain to transmission level voltages, and not the uses of distribution level or 120 V devices. 
There are a few projects which have similar devices, but most are built for different purposes than the 
device described in this thesis. In building this device, it is also hoped that the data will be IEEE 
compliant. Many of the commercial units out there do not adhere to the IEEE Standard (C37.118) for 
PMUs, and it is not clear why they fail these tests. In creating a device which does adhere, the 
troublesome areas in the standard can be investigated and the data produced by the device can be used 
for further research on the distribution system. 
 The device built for this research is based on the National Instruments’ myRIO. The whole 
system cost $356 dollars to build. The device has a UPS backup battery circuit to allow for constant 
measurements even during blackouts. There are some inherent errors in the synchrophasor data 
produced due to the hardware. The limitations of the myRIO do not cause enough error to be unable to 
meet the standard, however. Throughout the process, many complications arose from getting the data 
from the device to a server. Network barriers and settings can be the cause of missing data or a non-
working PMU altogether.  
 The software of the device is a likely source of errors in the data. The measurements of the 
phase of the waveform call for very precise timing. Obtaining an accurate phase measurement with this 
device is still in progress and, along with the network communication, has been the most difficult 
hurdle. 
 Throughout this research project it became very apparent that producing a synchrophasor is 
difficult, even without adhering to the IEEE standard. It is a complex task to have the very precise 
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hardware timing work in unison with the software. The knowledge I have gained through working on 
this project is indispensable as I move forward with working on PMUs and fostering new ideas in the 
synchrophasor research area. 
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Appendix: LabVIEW Code 
  
 Figures 10-16 show LabVIEW code which is implemented on the myRIO. The code is too large to 
view in its entirety so it is broken up here into smaller segments. These segments are not a complete 
picture of the code, however, they show the main functions necessary. 
 
 
Figure 10: Main loop on FPGA program for collecting data and keeping track of data points collected 
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Figure 11: Loop on processor which keeps track of time, taken from GPS signal 
 
29 
 
 
Figure 12: Part of main loop on processor; top portion extracts time data from GPS signal and bottom takes all the 
measurement data and puts it in the correct format 
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Figure 13: Top section initializes the whole program and bottom takes the data and creates the measurement data and 
displays them as graphs 
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Figure 14: Time information is further manipulated for viewing 
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Figure 15: Routing saved data through the correct paths 
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Figure 16: Saving data in proper format to correct path 
 
