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ABSTRACT
We model the molecular emission from cometary knots in planetary nebulae (PNe)
using a combination of photoionization and photodissociation region (PDR) codes, for
a range of central star properties and gas densities. Without the inclusion of ionizing
extreme ultraviolet (EUV) radiation, our models require central star temperatures
T∗ to be near the upper limit of the range investigated in order to match observed
H2 and OH
+ surface brightnesses consistent with observations - with the addition of
EUV flux, our models reproduce observed OH+ surface brightnesses for T∗ ≥ 100 kK.
For T∗ < 80 kK, the predicted OH
+ surface brightness is much lower, consistent with
the non-detection of this molecule in PNe with such central star temperatures. Our
predicted level of H2 emission is somewhat weaker than commonly observed in PNe,
which may be resolved by the inclusion of shock heating or fluorescence due to UV
photons. Some of our models also predict ArH+ and HeH+ rotational line emission
above detection thresholds, despite neither molecule having been detected in PNe,
although the inclusion of photodissociation by EUV photons, which is neglected by
our models, would be expected to reduce their detectability.
Key words: astrochemistry – ISM: molecules – planetary nebulae: general
1 INTRODUCTION
Planetary nebulae (PNe) are the end-stage of the life cycle
of low- and intermediate-mass stars, consisting of the gas
ejected during previous phases of stellar evolution, surround-
ing a hot central star. Following the discovery of CO and
H2 emission from PNe (Mufson et al. 1975; Treffers et al.
1976), surveys have established that both molecules are com-
monly present in PNe (e.g. Huggins et al. 1996; Hora et al.
1999), with the molecular gas component in some cases form-
ing a significant fraction of the total nebular mass. Other
molecules, such as HCN, HCO+ and CS, have also been
detected in PNe (Edwards et al. 2014; Schmidt & Ziurys
2016), allowing investigation of the otherwise undetectable
neutral regions.
In order to survive the ultraviolet (UV) radiation from
the central star, molecules must be shielded within re-
gions with significant optical depths (Tielens & Hollenbach
1993; Natta & Hollenbach 1998), such as the cometary
knots commonly observed in PNe (O’Dell & Handron 1996;
O’Dell et al. 2002). Matsuura et al. (2009) found that the
H2 emission from NGC 7293 is highly localised within
these knots, although in NGC 6781 the molecular emis-
sion more resembles a ring surrounding the central star
(Bachiller et al. 1993; Hiriart 2005). Aleman et al. (2011)
were able to reproduce the observed H2 surface bright-
nesses of cometary knots in NGC 7293 with a combined
photoionization/photodissociation region (PDR) code, find-
ing that the low-density/diffuse gas surrounding the knots
contributes very little to the overall H2 emission. A de-
tailed model of NGC 6781, assuming a dense, shock-heated
PDR surrounding the inner ionized region, was produced
by Otsuka et al. (2017) to fit a wide range of observational
data from the UV to radio, including H2 and CO molecular
emission.
The molecular ion OH+, originally observed in emis-
sion around ultraluminous galaxies (van der Werf et al.
2010), in the ISM (Wyrowski et al. 2010), the Orion bar
(van der Tak et al. 2013) and, along with ArH+, in the
Crab Nebula (Barlow et al. 2013), was detected in five
PNe by Etxaluze et al. (2014) and Aleman et al. (2014).
Aleman et al. (2014) noted that all five PNe had central
star temperatures greater than 100 kK, and suggested that
soft X-rays may be responsible for producing this emission,
as in the case of ultraluminous galaxies (van der Werf et al.
2010). X-rays were also found to be needed to reproduce the
observed abundances of CN and HCO+ (Kimura et al. 2012)
in PNe. In their model of NGC 6781, Otsuka et al. (2017)
predicted a significantly larger quantity of OH+ than de-
duced from observations, despite good agreement with other
molecular abundances.
In this paper, we model the molecular emission from
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cometary knots in PNe using a combination of photoioniza-
tion and PDR codes. Previous efforts (Aleman & Gruenwald
2004; Aleman et al. 2011; Kimura et al. 2012; Otsuka et al.
2017) have treated both problems simultaneously, ensuring
that the PDRs are modelled self-consistently by solving the
full radiative transfer problem throughout the knot. We use
the approach adopted by Priestley et al. (2017) for their
Crab Nebula modelling, assuming that the photoionized re-
gion can be modelled separately from the PDR, providing
an incident radiation field which determines the properties
of the neutral gas. This allows us to use more detailed PDR
models, including more molecular species and calculating the
emission self-consistently, and to investigate a larger range
of parameter space, due to the lower computational cost.
Rather than attempt to reproduce the properties of one spe-
cific object, we vary the input parameters of our models and
compare the resulting molecular emission predictions to the
values typically observed in PNe.
2 METHOD
To determine the incident radiation field on the knots, we
model the photoionized region of the PNe using mocassin
(Ercolano et al. 2003, 2005, 2008), a Monte Carlo photoion-
ization code. We assume a 1D spherically symmetric geom-
etry, with an inner region of diffuse gas of density nd ex-
tending up to a radius rk at which the knot is located, be-
yond which the gas density is increased to nk. We increase
the width of this dense region until the ionizing extreme
UV (EUV) flux (taken to be 200 − 912 A˚) has been fully
absorbed, marking the transition from a photoionized re-
gion to a PDR. We then integrate the emerging spectral
energy distribution (SED) from 912 to 2400 A˚ to determine
the far UV (FUV) field (in Draine units, ∼ 1.7 times the
Habing field; Habing 1968; Draine 1978) and from 0.1 to
200 A˚ to determine the X-ray flux incident on the PDR.
We then model the PDR as a 1D slab with constant den-
sity nk and a thickness of ∆rk using ucl pdr (Bell et al.
2005, 2006; Bayet et al. 2011; Priestley et al. 2017), a PDR
code that is also capable of treating X-rays. We assume ∆rk
is small enough compared to rk that we can ignore the ef-
fect of geometrical dilution on the radiation field inside the
PDR. We take nd = 100 cm
−3, at the lower end of the typ-
ical density range of 102 − 104 cm−3 for diffuse gas in PNe
(Osterbrock & Ferland 2006), and nk = 10
5 cm−3, appro-
priate for the cometary knots in NGC 7293 (Meaburn et al.
1998; Matsuura et al. 2007). We use rk = 0.2 pc and ∆rk =
0.003 pc, again consistent with values for the cometary knots
in NGC 7293 (Matsuura et al. 2009).
The gas-phase elemental abundances used are
listed in Table 1. We used values typical of PNe
(Kingsburgh & Barlow 1994; Pottasch et al. 2005), with
the exception of Mg, Si and Fe, where we assumed solar
abundances (Lodders 2010) depleted by the maximum ISM
values from Jenkins (2009). We assumed a dust-to-gas mass
ratio of 0.005, typical of values found for PNe (Aleman et al.
2011; Ueta et al. 2014; Otsuka et al. 2017). We used a dust
composition of half amorphous carbon, half silicate grains
and a power law grain size distribution with an exponent of
−3.5, and minimum/maximum grain radii of 0.005/0.25 µm.
The choice of grain composition has been found to have
only a small effect on H2 abundances and emission - while
the dust-to-gas mass ratio and dust grain size can cause
significant variations (Aleman & Gruenwald 2004, 2011;
Aleman et al. 2011), we do not investigate varying the dust
properties in our models.
We investigate central star luminosities of L∗ = 100
and 1000 L⊙, and temperatures of T∗ = 50, 80, 100, 120
and 150 kK, covering much of the parameter space rele-
vant to old PNe (Vassiliadis & Wood 1994; Miller Bertolami
2016). We used model stellar spectra from the TheoSSA
database (Rauch 2003), using log g = 6.0, 7.0 and 8.0 as
typical values for PNe without stellar winds or outflows
(Guerrero & De Marco 2013), and take log g = 7.0 as our
standard value. We found that the transmitted X-ray SED
output from our mocassin models could be well fitted by a
four-component power law. The transmitted UV and X-ray
fluxes for each combination of L∗, T∗ and log g are listed in
Table 2.
For our PDR modelling we used the chemical network
from Priestley et al. (2017), including ArH+ and HeH+. We
use the dissociative recombination rate for ArH+ with elec-
trons calculated by Abdoulanziz et al. (in prep.). We in-
cluded the collisional excitation of OH+ by H using the rate
coefficients calculated by Lique et al. (2016), which may be-
come important in lower ionization regions, in addition to
collisional excitation by electrons (van der Tak et al. 2013).
We assume a typical ISM value for the cosmic ray ioniza-
tion rate (1.3× 10−17 s−1) and an AV /NH conversion factor
of 3.0 × 10−22 mag cm2, reduced from ISM values by a fac-
tor of two to account for our lower dust-to-gas mass ratio.
Values of the cosmic ray ionization rate derived from ob-
servations can be higher than our adopted value by over
an order of magnitude (e.g. Neufeld & Wolfire 2017), which
may become important if the ionization rate exceeds that
from the X-ray flux.
We also investigate the likely effects of the EUV (200−
912 A˚) flux, suggested to be responsible for powering H2
emission in NGC 7293 by O’Dell et al. (2007), by running
mocassin models consisting of only diffuse gas up to rk,
without the denser shell absorbing the ionizing radiation.
The transmitted fluxes are listed in Table 3. The ‘X-ray’
fluxes, now defined as over the wavelength range 0.1−750 A˚,
are significantly increased for all models, and are much less
affected by T∗, as the expanded range includes the SED peak
for all central star temperatures. The UV fields are slightly
reduced from the previous values, as the diffuse UV emission
from the dense ionized gas (calculated in mocassin but not
ucl pdr) is no longer included. ucl pdr treats X-rays fol-
lowing the methods described in Meijerink & Spaans (2005)
- the extent to which this approach is valid for EUV pho-
tons, and the likely impact on our results, is discussed in
Section 4.2.
3 RESULTS
Figure 1 shows the predicted OH+ 971 GHz line surface
brightness versus T∗, for models with log g = 7.0. The emis-
sion strength increases rapidly for central star temperatures
above 100 kK, while also increasing with L∗, as increas-
ing X-ray fluxes enhance the ionized fraction in the gas
and thus the OH+ abundance (van der Werf et al. 2010).
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Table 1. Gas-phase elemental abundances, relative to hydrogen,
adopted for the PN modelling.
Element Abundance Element Abundance
H 1.00 Mg 1.5× 10−6
He 0.10 Si 1.5× 10−6
C 2.5× 10−4 S 1.5× 10−5
N 1.0× 10−4 Cl 1.8× 10−7
O 5.0× 10−4 Ar 2.0× 10−6
Ne 1.0× 10−4 Fe 1.5× 10−7
The observed range of surface brightnesses (Aleman et al.
2014; Etxaluze et al. 2014) can be explained by models with
central star temperatures close to 150 kK, although these
models have OH+ column densities in excess of the values
calculated by Aleman et al. (2014). For T∗ ≤ 120 kK the
surface brightnesses are well below those observed, despite
several PNe with OH+ detections having central star tem-
peratures in this region. The line ratios between the three
lowest frequency OH+ rotational transitions, at 909, 971
and 1033 GHz, are essentially constant across all models,
with relative strengths of 0.2 : 1 : 0.6 respectively. This
is in qualitative agreement with the ratios for all the PNe
with detected OH+ emission, from Aleman et al. (2014) and
Etxaluze et al. (2014), with the exception of NGC 6781.
Figure 2 shows predicted the H2 2.12µm line surface
brightness versus T∗ for two values of the central star lumi-
nosity. The range of values observed in PNe from Hora et al.
(1999) is also shown. The predicted emission strength is
barely affected by L∗, and is roughly constant below 120 kK,
as the H2 line requires significant population of the v = 1 vi-
brational state, and the PDR gas temperature is far higher
for the 150 kK models than for those with lower T∗. For
T∗ = 150 kK, the predicted H2 surface brightnesses are
consistent with the smallest values detected by Hora et al.
(1999), but the highest surface brightnesses in this line are
not reproduced by these models.
Figure 3 shows the predicted CO J = 4− 3 line surface
brightness versus T∗. In this case the emission is strongly
affected by the value of L∗, as the increased UV field for the
1000 L⊙ models readily dissociates CO molecules. Surface
brightness increases with T∗ for the same L∗ as less of the
central star flux is emitted at FUV wavelengths. The 100 L⊙,
150 kK model has a predicted surface brightness comparable
with the lowest values measured by Etxaluze et al. (2014)
and Ueta et al. (2014), but again, no model reproduces the
higher observed values. Increasing the elemental abundance
of carbon is unlikely to resolve this discrepancy, as our oxy-
gen abundance is only a factor of two higher, limiting the
amount of CO which can be formed. Elemental oxygen abun-
dances in PNe are rarely significantly higher than our value
of 5× 10−4 (Kingsburgh & Barlow 1994).
Figure 4 shows the predicted ArH+ J = 1 − 0 617
GHz line surface brightness versus T∗. ArH
+ has not been
detected in any PN to date, despite the J = 1 − 0 and
2−1 transitions falling within the Herschel SPIRE frequency
range. The dashed line in Figure 4 corresponds to the sur-
face brightness of the weakest OH+ SPIRE line detection
from Aleman et al. (2014). If this is taken as a lower limit,
only the 150 kK, 1000 L⊙ model predicts detectable ArH
+
emission in this line, although the 150 kK, 100 L⊙ model is
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Figure 1. OH+ 971 GHz surface brightness versus T∗, for models
with nH = 10
5 cm−3, log g = 7.0 and L∗ = 100L⊙ (solid line) and
1000 L⊙ (dashed line). The dotted horizontal lines show the range
of observed values from Etxaluze et al. (2014) and Aleman et al.
(2014).
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Figure 2. H2 2.12µm surface brightness versus T∗, for models
with nH = 10
5 cm−3, log g = 7.0 and L∗ = 100L⊙ (solid line)
and 1000L⊙ (dashed line). The dotted horizontal lines show the
range of observed values from Hora et al. (1999).
only a factor of a few below the limit. The J = 2 − 1 tran-
sition at 1234 GHz is generally brighter in all models by
a factor of a few, but considering the lower signal-to-noise
at higher frequencies, we still find only the 150 kK, 1000 L⊙
model produces a surface brightness above the weakest OH+
(1033 GHz) line detection. A similar situation is found for
the HeH+ 149µm line, using the OH+ 152µm PACS detec-
tions as a lower limit for detectability - all models except for
150 kK, 1000 L⊙ are below the detection threshold.
Increasing the gas density to nH = 10
6 cm−3, while re-
ducing ∆rk to 3×10
−4 pc to ensure the same column density,
the OH+ and H2 line surface brightnesses are increased for
all models, with the effect greater for L∗ = 1000 L⊙. Figure
5 shows the OH+ 971 GHz line surface brightness versus
T∗, for these increased density models. Even for 1000 L⊙,
the increase in surface brightness is not great enough to
MNRAS 000, 1–11 (2018)
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Table 2. Central star luminosities L∗ and effective temperatures T∗, and output UV and X-ray fluxes from our mocassin modelling of
PNe. The X-ray component includes all transmitted flux between 0.1 A˚ and 200 A˚..
log g = 7.0 log g = 6.0 log g = 8.0
L∗/L⊙ T∗/kK FUV/Draines FX/ erg cm
−2 s−1 FUV/Draines FX/ erg cm
−2 s−1 FUV/Draines FX/ erg cm
−2 s−1
102 50 233 0.00 226 0.00 238 0.00
102 80 91.5 3.24× 10−7 92.9 3.67× 10−7 90.6 3.73× 10−7
102 100 69.8 2.18× 10−5 71.5 7.31× 10−5 68.7 4.96× 10−6
102 120 59.2 6.56× 10−4 60.0 2.32× 10−3 58.8 4.04× 10−4
102 150 48.1 4.55× 10−2 47.2 6.16× 10−2 48.7 3.52× 10−2
103 50 2230 0.00 2160 0.00 2280 0.00
103 80 817 1.05× 10−6 829 1.01× 10−6 815 2.13× 10−6
103 100 606 2.39× 10−4 622 8.61× 10−4 596 5.75× 10−5
103 120 501 7.38× 10−3 499 4.19× 10−2 497 4.43× 10−3
103 150 366 0.570 351 0.713 377 0.459
Table 3. Central star luminosities L∗ and effective temperatures
T∗, and output UV and X-ray fluxes from our mocassinmodelling
of PNe, for model atmospheres with log g = 7.0 including the
EUV flux. The X-ray component now includes all flux up to 750 A˚.
L∗ / L⊙ T∗ / kK FUV / Draines FX / erg cm
−2 s−1
102 50 233 0.183
102 80 85.1 0.550
102 100 62.7 0.605
102 120 51.7 0.613
102 150 41.7 0.580
103 50 2110 6.54
103 80 609 11.8
103 100 387 12.6
103 120 284 12.4
103 150 175 13.4
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Figure 3. CO J = 4− 3 surface brightness versus T∗, for models
with nH = 10
5 cm−3, log g = 7.0 and L∗ = 100 L⊙ (solid line) and
1000 L⊙ (dashed line). The dotted horizontal lines show the range
of observed values from Etxaluze et al. (2014) and Ueta et al.
(2014).
bring models with T∗ < 150 kK within the range of ob-
served values. The CO J = 4− 3 emission, shown in Figure
6, is much more strongly affected, with all the 100 L⊙ mod-
els now exceeding the observational upper limits, while for
40 60 80 100 120 140 160
T∗ / kK
10
−16
10
−15
10
−14
10
−13
10
−12
10
−11
10
−10
10
−9
10
−8
10
−7
A
rH
+
6
1
7
G
H
z
/
e
rg
c
m
−
2
s
−
1
s
r−
1
Figure 4.ArH+ 617 GHz surface brightness versus T∗, for models
with nH = 10
5 cm−3, log g = 7.0 and L∗ = 100L⊙ (solid line)
and 1000L⊙ (dashed line). The dotted horizontal line shows the
surface brightness of the weakest SPIRE OH+ detection from
Aleman et al. (2014).
L∗ = 1000 L⊙ the predicted surface brightnesses are compa-
rable to observation, with the exception of the 50 kK model,
for which it is still too low. ArH+ and HeH+ surface bright-
nesses both decrease, although the 150 kK, 1000 L⊙ model
still predicts detectable levels for both molecules.
Figure 7 shows the input stellar spectra for model at-
mospheres with T∗ = 120 kK and log g ranging from 6.0 to
8.0, demonstrating the large variation at X-ray wavelengths
between the models (note that the total flux up to 200 A˚
is highest for log g = 6.0, despite Fλ being much lower at
the shortest wavelengths). The results from our photoion-
ization modelling, listed in Table 2, show that the incident
X-ray flux is generally higher for log g = 6.0 and lower for
log g = 8.0, while the UV field is not significantly affected.
Figure 8 shows the OH+ 971 GHz line surface bright-
ness versus T∗, for models with log g = 6.0. The increased
X-ray flux results in stronger OH+ emission, particularly
for T∗ = 120 kK, for which the 1000 L⊙ model gives a sur-
face brightness within a factor of a few of observations. This
model also predicts H2 surface brightnesses consistent with
observed values, compared to the log g = 7.0 case, where
the emission is far weaker. The CO J = 4−3 surface bright-
MNRAS 000, 1–11 (2018)
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Figure 5. OH+ 971 GHz surface brightness versus T∗, for models
with nH = 10
6 cm−3, log g = 7.0 and L∗ = 100 L⊙ (solid line) and
1000 L⊙ (dashed line). The dotted horizontal lines show the range
of observed values from Etxaluze et al. (2014) and Aleman et al.
(2014).
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Figure 6. CO J = 4− 3 surface brightness versus T∗, for models
with nH = 10
6 cm−3, log g = 7.0 and L∗ = 100 L⊙ (solid line) and
1000 L⊙ (dashed line). The dotted horizontal lines show the range
of observed values from Etxaluze et al. (2014) and Ueta et al.
(2014).
nesses are largely unchanged from the log g = 7.0 case, while
the ArH+ and HeH+ lines are only slightly weaker than the
detection limits taken from Aleman et al. (2014). Increasing
log g to 8.0 reduces model surface brightnesses by at most a
factor of a few compared to log g = 7.0.
Figures 9 and 10 show respectively the predicted OH+
971 GHz and H2 2.12µm line surface brightnesses versus T∗,
for models including the EUV flux. Models with T∗ < 150 kK
have much higher surface brightnesses in both lines than the
corresponding models without the additional flux, as the
EUV flux heats the gas at the edge of the knot to much
higher temperatures, as well as increasing the ionization
fraction. The H2 2.12µm surface brightnesses are increased
to within a factor of a few of observed values for T∗ ≥ 80 kK.
As with H2, for T∗ < 150 kK there is a significant increase
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Figure 7. Model central star spectra for model atmospheres with
T∗ = 120 kK and log g = 6.0 (solid line), 7.0 (dashed line) and
8.0 (dotted line), obtained from the TheoSSA database (Rauch
2003).
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Figure 8. OH+ 971 GHz surface brightness versus T∗, for models
with nH = 10
5 cm−3, log g = 6.0 and L∗ = 100L⊙ (solid line) and
1000 L⊙ (dashed line). The dotted horizontal lines show the range
of observed values from Etxaluze et al. (2014) and Aleman et al.
(2014).
in the OH+ surface brightnesses. Models with T∗ > 80 kK
all predict surface brightnesses similar to or higher than ob-
servations, while for T∗ = 50 kK the predicted values are
below the lowest observed. Aleman et al. (2014) only de-
tected OH+ emission from PNe with T∗ ≥ 100 kK - while our
models in this temperature range are consistent with the ob-
served surface brightness, we also predict similar values for
T∗ = 80 kK, whereas observations by Aleman et al. (2014)
of three high-luminosity PNe with 80 kK ≤ T∗ < 100 kK
did not detect any OH+ lines. The reasons for this are dis-
cussed in Section 4.5. The CO J = 4−3 surface brightnesses
are essentially unchanged from the previous values. Figure
11 shows the ArH+ 617 GHz surface brightnesses versus T∗
for the models including the EUV flux. The T∗ = 150 kK
models both predict surface brightnesses above the detec-
tion threshold, while for lower T∗ the predicted values are
MNRAS 000, 1–11 (2018)
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Figure 9. OH+ 971 GHz surface brightness versus T∗, for models
with nH = 10
5 cm−3, log g = 7.0 and L∗ = 100 L⊙ (solid line) and
1000 L⊙ (dashed line) including the EUV flux. The dotted hori-
zontal lines show the range of observed values from Etxaluze et al.
(2014) and Aleman et al. (2014).
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Figure 10. H2 2.12µm surface brightness versus T∗, for models
with nH = 10
5 cm−3, log g = 7.0 and L∗ = 100 L⊙ (solid line)
and 1000 L⊙ (dashed line) including the EUV flux. The dotted
horizontal lines show the range of observed values from Hora et al.
(1999).
much higher than the original case, although still consistent
with the non-detection of this line in PNe. For HeH+, the
predicted 149µm surface brightnesses are above the detec-
tion threshold for all models.
Figure 12 shows the OH+ column density versus T∗ for
models including the EUV flux. The column density is calcu-
lated by integrating through a single knot - multiple knots
along the line of sight would result in higher values. The
range of values in PNe calculated by Aleman et al. (2014)
from observations, assuming local thermodynamic equilib-
rium (LTE), are also shown. All models which reproduce the
observed OH+ line surface brightnesses have column densi-
ties significantly larger than those found by Aleman et al.
(2014). Otsuka et al. (2017) found an OH+ column density
of 1013 cm−2 in their model of NGC 6781, also significantly
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Figure 11. ArH+ 617 GHz surface brightness versus T∗, for mod-
els with nH = 10
5 cm−3, log g = 7.0 and L∗ = 100 L⊙ (solid line)
and 1000L⊙ (dashed line) including the EUV flux. The dotted
horizontal line shows the surface brightness of the weakest SPIRE
OH+ detection from Aleman et al. (2014).
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Figure 12. OH+ column density versus T∗, for models with
nH = 10
5 cm−3, log g = 7.0 and L∗ = 100 L⊙ (solid line) and
1000 L⊙ (dashed line) including the EUV flux. The dotted hori-
zontal lines show the range of values calculated from observations
by Aleman et al. (2014).
higher than the value for this PN derived from observations.
As we calculate the line emission directly, without assuming
LTE, and since models without the EUV flux, which have
lower OH+ column densities, predict surface brightnesses
below that observed, the higher values from our models are
likely to be more accurate.
4 DISCUSSION
4.1 Location of the molecular emission
Figure 13 shows the abundances of H, H2 and e
−, and
the gas temperature, versus distance into the knot for the
120 kK 100 L⊙ ucl pdr model including the EUV flux. At
the edge of the knot the gas temperature and ionization
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Figure 13. Abundances of H (thin solid line), H2 (dashed line)
and e− (dotted line) and gas temperature (thick solid line) versus
distance into the knot for the 120 kK 100L⊙ log g = 7.0 EUV
model. The left y-axis shows the abundance relative to hydrogen
nuclei, and the right the gas temperature.
fraction are high (∼ 104 K and ∼ 0.2 respectively). The
ionization fraction decreases smoothly with distance as the
EUV flux is rapidly attenuated, while the gas temperature
drops much more sharply at a distance of ∼ 2 × 1014 cm.
Aleman et al. (2011), who used similar values for the gas
and central star properties, found similar temperatures and
ionization fractions for their K1 model (with a step-function
density profile), although the decrease in temperature is less
sharp than in our models. The H2 abundance rises slowly
from an initial level of 10−4 before rapidly increasing at
∼ 2 × 1014 cm, with the PDR region where hydrogen is
mostly atomic taking up a relatively small part of the knot.
Aleman et al. (2011) stopped their models once the gas tem-
perature reached 100K - in this region, our models are in
good agreement, although our H2 abundances in the 100K
region are slightly lower.
Figure 14 shows the emissivities of the H2 2.12µm, CO
J = 4 − 3, OH+ 971 GHz and ArH+ 617 GHz lines versus
distance. The 2.12µm emission is concentrated in the ion-
ized and PDR regions, despite the H2 abundance not rising
above 10−3, and the emissivity is negligible in the molecu-
lar region of the knot as the much lower gas temperatures
are unable to significantly populate the upper vibrational
levels. Aleman et al. (2011) found similar peak emissivities
for this line, although in our models the emissivity drops
off much more sharply into the cloud, as with the temper-
ature. The OH+ and ArH+ emissivities are also highest at
the edge of the knot, but decrease more gradually than for
H2, with the emission extending into the molecular region.
The CO J = 4− 3 emissivity, unlike the other lines, is high-
est in the molecular region, with the contribution from the
ionized/atomic parts of the knot negligible. Increasing L∗
produces higher temperatures and ionization fractions, and
a smaller molecular region, while the size of the molecular
region increases with T∗ as the FUV flux decreases.
10
10
10
11
10
12
10
13
10
14
10
15
10
16
r / cm
10
−30
10
−29
10
−28
10
−27
10
−26
10
−25
10
−24
10
−23
10
−22
10
−21
10
−20
10
−19
10
−18
E
m
is
s
iv
it
y
/
e
rg
c
m
−
3
s
−
1
Figure 14. Line emissivities of H2 2.12µm (solid line), CO J =
4 − 3 (dashed line), OH+ 971 GHz (dotted line) and ArH+ 617
GHz (dot-dashed line) versus distance into the knot for the 120 kK
100L⊙ log g = 7.0 EUV model.
4.2 Treatment of EUV flux
Our EUV models include, as part of the X-ray flux in
ucl pdr, the ionizing photon flux from 0.1 − 750 A˚ as X-
rays in ucl pdr. The 750 − 912 A˚ flux is absorbed in the
ionized region treated by mocassin. ucl pdr uses the meth-
ods described by Meijerink & Spaans (2005) to treat X-rays,
which are not designed with EUV photons in mind. The code
calculates the wavelength-dependent cross-section for pho-
toionization using the fits from Verner & Yakovlev (1995),
and uses this to calculate the ionization and heating rates at
each point in the knot. As the fits are not limited to X-ray
wavelengths, the contribution to the ionization and gas heat-
ing by the EUV radiation will be correctly included. How-
ever, the chemical network only includes singly- and doubly-
ionized elements, and of these, only cooling by C+, Si+ and
Fe+ is accounted for. The cooling rate is therefore likely to
be underestimated, and the model gas temperatures likely
too high.
Molecular photodissociation rates are based on the
UMIST database (McElroy et al. 2013) rates, scaled by the
ratio of the energy density between 912 and 2400 A˚ to that
of the Draine field (Draine 1978), and so does not include
the effects of EUV photons. Significantly for our results,
OH+ (Saxon & Liu 1986), ArH+ (Roueff et al. 2014) and
HeH+ (Roberge & Dalgarno 1982) all have photodissocia-
tion cross-sections which peak at EUV wavelengths. The
EUV flux is also not included in the treatments of dust
heating and gas heating by the dust photoelectric (PE) ef-
fect, which may be important in the deeper regions of our
models where the dust PE effect is the dominant heating
mechanism.
EUV photons are attenuated rapidly in the knots - in
both mocassin and ucl pdr the flux at these wavelengths
is reduced to zero within ∼ 10−4 pc, so the effects are only
significant in the outer regions of the knot (corresponding
to the transition zones in Aleman & Gruenwald (2011)). As
the CO emission originates from the PDR regions deeper
into the knots, we do not expect those values to be sensitive
to the EUV treatment - the differences between models with
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and without EUV are minimal. For the other molecules, the
effects of including EUV are much more significant as the
majority of the emission originates in the transition zones.
In these parts of the knots, the heating rate is dominated
by the X-ray/EUV flux, so the PE effect can be neglected.
The main coolant in our models in these regions is atomic
hydrogen - assuming that this would be the case even if
cooling from all atomic/ionic species were included, we can
be reasonably confident in the calculated temperatures in
these regions.
The main issue with our treatment of the EUV
flux is therefore the neglect of photodissociation by EUV
photons, which will only have a significant impact if
it is the main destruction mechanism for a particular
molecule. Aleman & Gruenwald (2004) and Aleman et al.
(2011) found charge exchange to be more significant in the
destruction of H2 in the transition zones of PNe, and as
photodissociation by FUV photons, longwards of 912 A˚, is
accounted for, our H2 abundances are unlikely to be strongly
affected. For OH+, ArH+ and HeH+, the increased pho-
todissociation cross-sections in the EUV region (compared
to the FUV) means that the photodissociation rates used
are lower than the true values, and therefore the molecular
abundances and the line emission will be overestimated. The
extent will depend on the rates of other destruction mech-
anisms - in the transition zones, dissociative recombination
with electrons is likely to be the most important destruction
mechanism for the molecular ions, and if this is significantly
higher than the photodissociation rates the effect on the
abundances will be minimal.
4.3 Effect of input parameters
We have not investigated changing the values of a num-
ber of input parameters, including the dust-to-gas ratio,
cosmic ray ionization rate and the distance of the knot
from the ionizing source, rk, from their ’standard’ values,
all of which may affect the resulting molecular emission.
Aleman et al. (2011) found that increasing the dust-to-gas
mass ratio by an order of magnitude resulted in a ∼ 20 per
cent increase in H2 2.12µm surface brightness in their mod-
els of cometary knots in NGC 7293. As this increase is most
likely due to the increased H2 formation rate on dust grains
(Aleman & Gruenwald 2011), other molecules are unlikely
to be as strongly affected, and it is not enough to remove
the need for the EUV flux. Similarly, we find increasing the
cosmic ray ionization rate by a factor of 100 has little effect
except for a moderate increase in the OH+ surface bright-
ness for the lowest T∗ models - with the inclusion of the EUV
flux, the effects are negligible in all models.
Aleman et al. (2011) also found that rk has an im-
pact on the H2 emission, which presumably applies to other
molecules as well. The results shown in Aleman et al. (2011)
suggest that the H2 surface brightness (for a given set of knot
parameters) does not vary enormously with distance, unless
the knot is beyond the ionization front, at which point it de-
creases rapidly. Our value of rk = 0.2 pc is within the nebular
ionization front radius for all central star parameters inves-
tigated. Reducing rk to 0.1 pc for the 100 L⊙ 120 kK model,
we find the H2, OH
+, ArH+ and HeH+ surface brightnesses
all increase by a factor of ∼ 2, while the CO surface bright-
ness decreases by a similar factor. Aleman et al. (2011) also
found that in some cases the H2 surface brightness decreases
with rk below a certain radius, presumably due to the in-
creased UV flux dissociating the molecules. This behaviour
might also be expected for OH+, ArH+ and HeH+, although
as discussed in Section 4.2, this is not treated in our models
due to the non-inclusion of EUV photodissociation for these
molecules.
4.4 Shock heating and fluorescent emission
With the inclusion of EUV photons, our models predict H2
surface brightnesses for T∗ ≥ 80 kK within a factor of a
few of the lowest values observed in PNe (Hora et al. 1999).
However, H2 2.12 µm emission is observed in PNe with a
much wider range of central star temperatures, down to
48 kK for NGC 40 (Hora et al. 1999; Ueta et al. 2014), and
many PNe have surface brightnesses far higher than the val-
ues we obtain. This suggests that an additional source of H2
emission is present in actual PNe which is missing from our
models.
We assume that the PN knots are in thermal equi-
librium, with the heating from the incident radiation field
balanced by cooling from line emission and gas-grain in-
teractions. H2 emission can, however, be produced in the
shocked region produced by the interaction of nebular ma-
terial with the AGB wind from earlier evolutionary stages
(Natta & Hollenbach 1998), in which case the gas may be
heated to higher temperatures. Otsuka et al. (2017) pro-
posed that the H2 emission from NGC 6781 - one of the
PNe with an OH+ detection - is in fact due to shock heat-
ing, which they modelled by setting a minimum gas temper-
ature. Table 4 lists observed molecular line surface bright-
nesses for NGC 6781 and NGC 7293, a PN with similar
central star properties to those used by Otsuka et al. (2017)
(100 L⊙, 120 kK; Henry et al. 1999) but with H2 emission
which does not appear to be caused by shocks (O’Dell et al.
2007), along with predicted values from three PDR models
with these central star parameters - our initial model (with-
out any incident EUV radiation), the same model including
the EUV flux and a model with both EUV flux and a min-
imum temperature Tmin = 1500K (Otsuka et al. 2017 used
Tmin = 1420K for NGC 6781).
The initial model fails to reproduce the observed sur-
face brightness of any line for both PNe, although the
values for ArH+ and HeH+ are consistent with the non-
detection of these lines. The EUV model is at worst within
a factor of a few of observed surface brightnesses in NGC
7293 for H2, CO and OH
+, but predicts much lower H2
and CO surface brightnesses than observed in NGC 6781.
Aleman et al. (2011) also modelled the H2 emission from
the cometary knots in NGC 7293, and found surface bright-
nesses in good agreement with observed values, without in-
corporating shock heating, assuming the knot is seen edge
on and integrating the peak emissivity over knot depths of
order ∼ 0.001 pc. If we adopt this approach, rather than in-
tegrating the emissivity through the knot, we find a 2.12µm
surface brightness of 1.3 × 10−5 erg cm−2 s−1 sr−1, within
the range of observed values. The Tmin model predicts H2
and OH+ surface brightnesses somewhat higher than ob-
served in NGC 6871, while the CO J = 4 − 3 line is ∼ 100
times stronger than observed. The H2 surface brightness is
significantly higher than for NGC 7293 and for all of our
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other models, and is of the same order as the highest val-
ues observed in PNe (Hora et al. 1999), suggesting that the
emission from these object may originate from shocked gas.
Akras et al. (2017) found higher H2 surface brightnesses (up
to 10−3 erg cm−2 s−1 sr−1) in K 4 − 47, which they suggest
shows evidence of shock interactions. The ArH+ and HeH+
surface brightnesses are unchanged by the imposition of a
minimum temperature. The ArH+ 617 GHz surface bright-
ness is below the detection threshold for both models, while
the HeH+ 149µm surface brightness is higher.
An alternative excitation mechanism for H2 line emis-
sion is fluorescence following the absorption of UV pho-
tons (Sternberg & Dalgarno 1989), a mechanism which is
not treated by ucl pdr. O’Dell et al. (2007) found that in
the case of NGC 7293, fluorescence caused by non-ionizing
UV photons (in the range 912 − 1100 A˚) is an implausi-
ble mechanism for producing the observed H2 emission, as
too great a proportion of the flux must be reprocessed. For
log g = 7.0, the T∗ = 50 kK model atmosphere emits the
highest proportion of its flux in this range, about 0.14, while
for higher T∗ this decreases to . 0.03. The unattenuated flux
at 0.2 pc from a 100 L⊙ central star is 0.08 erg cm
−2 s−1,
so the maximum possible energy available to power fluo-
rescence for T∗ = 50 kK is 0.01 erg cm
−2 s−1. A 2.12µm
line surface brightness of 10−5 erg cm−2 s−1 sr−1 (the low-
est observed values from Hora et al. (1999)) would require
∼ 10−4 erg cm−2 s−1 if the emission is powered by fluores-
cence, corresponding to only 1% of the available flux, sug-
gesting that H2 emission from PN with T∗ . 100 kK could
plausibly originate from this mechanism. For higher T∗, the
lower flux in the range producing fluorescence means that
the criticisms of O’Dell et al. (2007) still stand, and the
highest H2 surface brightnesses observed in PNe seem in-
capable of being produced by this mechanism.
4.5 Non-detections of OH+
In the sample of Aleman et al. (2014), all the PNe with OH+
detections have central star temperature T∗ & 100 kK. How-
ever, two PNe listed as having central star temperatures
in this range, NGC 7027 and Mz 3, are not detected in
OH+. Aleman et al. (2014) suggested that the high (2.3)
C/O ratio in NGC 7027 may explain the non-detection of
OH+, as the available oxygen is locked up in CO molecules.
Increasing the carbon abundance and reducing the oxy-
gen abundance to 6 × 10−4 and 2 × 10−4 respectively, our
100 L⊙, 120 kK model predicts an OH
+ surface brightness
of 2.4 × 10−7 erg cm−2 s−1 sr−1, only slightly reduced from
the original value of 6.6 × 10−7 erg cm−2 s−1 sr−1. This re-
flects the lower oxygen abundance rather than any locking-
up of the oxygen, as the OH+ emission originates in the
ionized/PDR region where the CO abundance is low. The
lack of observed OH+ emission in NGC 7027 is therefore un-
likely to be due to the C/O ratio, and may instead be due
to the smaller nebular radius (0.03 pc compared to ∼ 0.1 pc
for PNe with OH+ detections), and its very high central star
luminosity (104 L⊙; Middlemass 1990) which would imply a
much higher flux of UV photons in the knot and therefore
a higher photodissociation rate for OH+. This could also
account for the non-detection of ArH+ and HeH+ in this
PN, which was in apparent conflict with the predictions of
our models. Mz 3 was listed by Aleman et al. (2014) as hav-
ing T∗ = 107 kK, citing Phillips (2003). However, a number
of other authors have estimated a much lower central star
temperature of 32− 36 kK (Cohen et al. 1978; Zhang & Liu
2002; Smith 2003), for which our models predict no de-
tectable OH+ emission.
Our models with T∗ = 80 kK predict OH
+ surface
brightnesses similar to those with T∗ = 100 kK. However,
of the three PNe listed by Aleman et al. (2014) as having
T∗ in the range of 80 − 90 kK, none have OH
+ detections.
All three PNe (NGC 3242, NGC 7009 and NGC 7026) are
highly luminous (L∗ ∼ 2000 − 5000 L⊙; Frew 2008), and
have ionized radii of ∼ 0.1 pc, smaller than assumed in our
low luminosity models, so the increase in the UV flux, and
therefore the photodissociation rates, will be very substan-
tial, accounting for their lack of detectable molecular line
emission.
4.6 ArH+ and HeH+ emission
Our EUV models all predict HeH+ surface brightnesses at
or above detection thresholds, and our models with T∗ =
150 kK also predict detectable levels of ArH+ emission, de-
spite neither molecule having yet been detected in PNe.
HeH+ has previously been predicted to form in detectable
quantities in PNe (e.g. Cecchi-Pestellini & Dalgarno 1993),
while ArH+ is known to be present in mainly atomic regions
with low H2 abundances and a suitable ionization source
(Schilke et al. 2014; Priestley et al. 2017), conditions which
certainly apply to the surface regions of knots in PNe.
In models for the clumps in the Crab Nebula
(Priestley et al. 2017), it was found that the predicted equi-
librium level of HeH+ emission was large enough to have
been detected in Herschel PACS spectra. However, the for-
mation timescale for HeH+ was found to be significantly
larger than the age of the Crab, suggesting that the as-
sumption of chemical equilibrium can lead to an overesti-
mate for the molecule’s abundance. The formation timesca-
cle for ArH+, by contrast, is short enough that the assump-
tion of equilibrium is justified. Figure 15 shows the forma-
tion timescales for HeH+, OH+ and ArH+ versus distance
into a knot at a distance of 0.2 pc, for the 150 kK, 1000 L⊙
EUV model. The abundances of all three molecules drop off
beyond ∼ 1015 cm, which combined with the lower tempera-
ture means that there is no significant emission beyond this
point. The formation timescales in this region for ArH+ and
OH+ are similar, of order a few to ten years, whereas for
HeH+ the timescale is much larger (τform ∼ 300 − 1000 yr).
Given typical ages of these old PNe (>1000 yr; Ueta et al.
(2014)), this is unlikely to be long enough to significantly re-
duce the abundance of these species. A possible explanation
is the EUV field - as discussed in Section 4.2, photodisso-
ciation by EUV photons is not treated by our models. The
inclusion of the EUV flux would therefore be expected to re-
duce the abundances of both molecules, potentially reducing
the emission to below the detection threshold.
5 CONCLUSIONS
We have performed combined photoionization and PDR
modelling of PN cometary knots, for a range of central star
parameters and gas densities. Our initial PDR models fail
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Table 4. Observed line surface brightnesses for NGC 7293 and NGC 6781, and models with L∗ = 100L⊙ and T∗ = 120 kK. Details of
models are described in the text. Surface brightnesses are in erg cm−2 s−1 sr−1. Observed values are from Aleman et al. (2011) (H2) and
Etxaluze et al. (2014) (CO, OH+, ArH+) for NGC 7293, and Otsuka et al. (2017) (H2, CO) and Aleman et al. (2014) (OH+, ArH+,
HeH+) for NGC 6871.
Model H2 2.12µm CO J = 4− 3 OH+ 971 GHz ArH+ 617 GHz HeH+ 149 µm
NGC 7293 0.9− 3.7× 10−5 0.7− 2.0× 10−7 4.1− 9.3× 10−7 . 4× 10−8 -
NGC 6781 2.7× 10−4 3.7× 10−7 4.3− 4.7× 10−7 . 5× 10−8 . 9× 10−7
Initial 7.7× 10−17 3.4× 10−8 4.2× 10−10 2.5× 10−12 9.5× 10−12
EUV 3.8× 10−6 4.2× 10−8 6.6× 10−7 1.8× 10−8 2.1× 10−6
Tmin 9.0× 10
−4 2.3× 10−5 1.1× 10−6 1.8× 10−8 2.1× 10−6
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Figure 15. Formation timescales versus distance into the knot
for HeH+ (solid line), OH+ (dashed line) and ArH+ (dotted line),
for the 150 kK 1000 L⊙ log g = 7.0 EUV model.
to reproduce the observed H2 and OH
+ surface brightnesses
for PNe with T∗ < 150 kK. Only by including the ionizing
UV flux from the central star do the models predict sur-
face brightnesses for T∗ ≥ 100 kK consistent with the val-
ues observed in PNe. Predicted OH+ column densities are
& 1012 cm−2, significantly larger than those derived from
observations assuming LTE, but in agreement with previous
modelling work (Otsuka et al. 2017). Predicted H2 surface
brightnesses are somewhat lower than observed values, and
our models do not explain the highest emission strengths ob-
served in PNe, or the detection of H2 emission in PNe with
cooler (T∗ < 80 kK) central stars. The presence of shocks
may be capable of producing the higher H2 surface bright-
nesses observed, while fluorescence due to excitation by UV
photons could be a viable source of H2 emission for nebu-
lae with central star temperatures below 50 kK. Our models
predict HeH+ (and, for T∗ = 150 kK, ArH
+) line surface
brightnesses potentially above detection thresholds, despite
neither molecule having been detected in PNe. As photodis-
sociation by EUV photons is not treated for either molecule,
the true surface brightnesses may be significantly lower than
our predicted values if this is an important destruction mech-
anism.
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