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ABSTRACT 
This thesis explores on-line and off-line techniques to enhance the performance of 
a nominal controller. A basic tool used throughout the thesis is the parametrization of the 
class of all stabilizing controllers for a nominal plant in terms of a stable transfer function 
matrix Q. This parametrization has the attractive property that closed loop transfer 
function matrices are affine in Q which facilitates either on-line or off-line optimization of 
Q. 
The first part of the thesis involves the proposal and analysis of a direct adaptive 
control scheme, utilizing a priori plant information, designed to enhance the performance 
of some robust nominal design. Treated here are cases for disturbance suppression and 
tracking involving two degree-of-freedom controllers for both linear time-invariant, and 
linear time-varying plants. 
The adaptive scheme proposed is applied to a filtering problem, in particular to 
Kalman filtering in the presence of unknown colored noise. The resolution of a 
uniqueness problem which arises in such situation is the key to the success of the 
generaliz.ation to the filter case. 
An indirect adaptive control approach is also developed. In the same spirit, a priori 
knowledge of the plant is used to parametrize a frequency shaped deviation of the actual 
plant from the nominal plant such that unmodelled dynamics is minimized. The 
parametrization allows standard identification technique such as least squares and process 
control techniques such as pole assignment and linear quadratic gaussian control to be 
used to advantage. 
The next part of the thesis looks at new techniques of frequency shaped loop 
transfer recovery with the objective of enhancing a nominal linear quadratic gaussian 
design. Adaptive versions of this method are also explored. 
Results on the parametrization for the class of all stabilizing controllers to include 
the non-linear plant case are also reported. This investigation further develops the main 
tool of the thesis and should motivate our planned future research in generalizing the 
results of the earlier chapters to the non-linear plant case. 
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Moore. The idea to develop an adaptive LQG/L TR is from Prof Moore, but I proposed 
the specific adaptive version of the loop recovery in Chapter 8 and developed the results 
which justify the approach. 
Chapter 9 The idea to develop a nonlinear theory originated from Prof Moore. 
However I developed most of the results independently. 
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CHAPTER 1 
INTRODUCTION 
1. MOTIVATION 
In a controller design, it is common practice to first work with a nominal plant 
model, and to seek to meet performance specifications for this model. Typical 
performance measures penalize disturbance response, tracking errors, and control energy. 
Other measures such as phase and gain margins, overshoot, and damping maybe part of 
the specification. There remains the question of robustness, since this may not be 
adequately specified in the performance objectives for the nominal model. Clearly, it is 
desirable to maintain stability and performance in the face of plant uncertainty or plant 
variations. The two objectives of high performance for a nominal model, and robustness 
to plant variations are usually not complementary and some trade-off between the two is 
necessary. The challenge of any control engineer is therefore to develop the control 
scheme that achieves both objectives in the context of any other goals. 
Control theory and practice have two well developed traditions, that of off-line 
optimal control design and that of adaptive control. The objective of both approaches is 
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the same, namely that of achieving high performance for a class of plants. Both 
~pproaches have strengths and weaknesses in achieving this objective, and currently there 
is a growing recognition that in practice the control engineer must use techniques and 
results from each approach to complement the other. The ideal would be a design process 
that blends both approaches so that each is used at its point of strength and compensates 
for the weakness of the other. 
Off-line optimal control methods are powerful, building on insight from classical 
control and exploiting standard numerical optimization procedures. The strength of such 
techniques is that once a nominal plant model and a performance index are defined, 
straightforward off-line numerical procedures lead to an optimal design. Also, since the 
optimization procedures are performed off-line, designs for high order multi.variable 
plants can be achieved. However, there are some weaknesses. First, under plant 
variations and operating uncertainties, the nominal plant model may not accurately reflects 
the actual plant. In this case, the optimal design for this nominal plant may give very poor 
or intolerable performance when applied to the actual plant. A second weakness arises 
since measures of robustness are difficult to quantify, and even if incorporated into a 
performance index can lead to non-smooth optimization procedures which can be 
formidable to implement. Frequently robustness measures in the performance 
specifications are inadequate, and consequently there is lack of robustness in many off-
line designs. A final weakness is that it may not be possible for the one controller to be 
able to stabilize all plants in the class of interest. Phase margins of 180° when the loop 
gain exceeds unity cannot be achieved. 
In adaptive control, the philosophy is that information obtained about the plant in 
the process of controlling can be exploited to enhance controller performance. The 
concept appears simple and attractive. For a time-invariant plant, adaptation of the 
controller should allow it to converge in time to a high performance controller. For a plant 
with drifting parameters, the procedure should allow on-line tuning of the controller to 
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achieve near optimum performance with respect to some specified performance index. 
There are many pitfalls. 
The adaptations can only enhance performance if there is adequate learning of the 
process. Errors can occur in learning. There may be unmodelled dynamics, excessive 
actuator and/or sensor noise, or lack of excitation of plant modes. Without adequate 
safeguards, an adaptation procedure may diverge instead of converge. In a practical 
design, it is expected that adaptive control can be guaranteed to be successful only if the 
plant is in some neighborhood of the actual plant 
Since the learning process for adaptive control is performed on-line, it must not be 
too complex. In fact, it is well known that for totally unknown plants, adaptive control 
works well only for relatively simple plants. When the plants get too complex, the 
learning rate of the adapting process is often too slow to be of any practical use. 
Ironically, it is complex plants that are more likely to benefit from some form of adaptive 
control. 
As mentioned earlier, although it is recognized that some form of a priori 
knowledge of the plant may well be necessary for an adaptive scheme to be attractive, it is 
unclear from existing adaptive techniques how this a priori information can be exploited to 
its fullest potential. The challenge taken up in this thesis is to explore ways of blending 
the on-line approach to controller design with the off-line approach so that the strength of 
both approaches are exploited. 
Our starting point and the basic assumption throughout the thesis is that we do 
have some a priori knowledge of the plant. In practice, information about the plant can 
arise from physical laws and experimental data. The "black box" plant is in fact 
uncommon although most of the adaptive algorithms to date appears to be constructed 
with that in mind. An unifying thread throughout the thesis is the blending of a priori 
plant knowledge used to achieve an off-line controller design with on-line adaptive 
techniques designed to enhance the performance of the nominal controller design. 
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The a priori knowledge of the plant in our case is summed up in terms of a 
nominal plant and an associated robust nominal controller designed using off-line 
optimization techniques. The nominal plant and controller equations are then exploited in 
an ad~ptive controller design. The new techniques exploited the theory for the class of all 
stabilizing controllers. 
The adaptive algorithms we proposed turn out to be fairly easy to implement They 
are based on the standard recursive least squares technique. The additional complexities 
come in the form of signal pre-processing with filters arising from the factorizations 
theory which is the basis for the characterization of the class of all stabilizing controllers. 
These algorithms though new, are however natural generalizations of existing algorithms. 
In fact, it is shown in the thesis that certain versions of the algorithms reduce to standard 
adaptive algorithms such as the self tuning regulator of Astrom and Wittenmark and the 
model reference adaptive controller if we assume no a priori knowledge of the plant. That 
is we take the nominal plant model to have a zero gain and the associated nominal 
controller also to have a zero gain. 
The adaptive controller enhancement techniques of the thesis also apply to 
enhancement of filters in uncertain noise environments. Results also reported in the thesis 
include off-line and on-line versions of loop recovery techniques. Although most of the 
material of the thesis is for linear system design, some preliminary results are developed 
for nonlinear systems, in particular a generalization of the Youla parametrization of the 
class of all stabilizing controllers for a class of nonlinear systems. 
2. STRUCTURE AND ORGANIZATION 
The core of the thesis is organized into eight chapters. Each chapter is self-
contained being based on a paper referenced at the end of this chapter and can be read 
independently without undue references to earlier chapters. The sequence of chapters 
represents a logical flow of information motivated by the central theme of the thesis. 
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Some background materials presented in earlier chapters are repeated in later chapters to 
achieve completeness within each chapter. The theme of each chapter is now introduced. 
In Chapter 2, a direct adaptive control scheme is proposed which has the propeny 
that it can, if considered desirable, limit its searches to the space of all stabilizing linear 
proper controllers for a nominal linear plant. The adaptive controller feeds back 
disturbance estimates. It augments any fixed linear stabilizing controller, viewed as a 
minimum variance disturbance decoupling controller, for the nominal plant. For a 
nominal plant, the adaptive augmentations evanesce, but when the plant is other than the 
nominal one, the adaptive scheme seeks to minimize the effect of disturbances and thus to 
improve the performance over that of the fixed controller. The proposed adaptive 
controller is simple to implement even for high order multi variable plants with high order 
fixed controllers, and have the significance that they seek to enhance performance of 
standard controller designs in the face of plant perturbations or uncertainties, rather than 
surplant or compete with them. This material appears in [1]. 
Chapter 3 generalizes results of Chapter 2 to the case of adaptive tracking. The 
adaptations proposed search within the class of all stabilizing two-degree of freedom 
controllers for a nominal plant, and minimize a reference signal/disturbance rejection 
measure. The emphasis in the chapter is on issues relevant to the tracking task and 
simulation results to demonstrate the effectiveness of the approach. This material appears 
in [2]. 
In Chapter 4, we consider enhancing the performance of a stabilizing causal 
controller K0 (possibly time varying) for a causal nominal plant G (possibly time 
varying), with controller augmentations including a time-varying adaptive stable 
subsystem Q. The objective is to search on-line in the class of stabilizing causal 
controllers for the nominal plant, characterized in terms of Q and state space descriptions 
of G, Ko. For the case of time-invariant plants, most of the algorithms and theory of the 
chapter specialize to known results in Chapter 2 and 3. More general formulations of the 
coprime factorizations using state-space description of time-varying systems, and 
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associated characterization of the class of all stabilizing causal controllers are presented in 
this chapter. They specialize to known results when the stabilizing controller has a full 
order state estimate feedback state space description as in Chapter 2. To view the results 
of this chapter in terms of familiar schemes, specialization to the well-studied self-tuning 
regulator and parallel model reference adaptive controller are presented. The latter 
provides an illustration of the application of the results to two-degree-of-freedom design 
as presented in Chapter 3 but for the more general time-varying case. This material 
appears in [3]. 
In Chapter 5, we switch attention to filters, in particular the Kalman filter where it 
has a structure very similar to the plant-controller structure of the earlier chapters. It is 
known that Kalman filters operating in colored process noise environments have 
frequency shaped gains. When the process noise environment is unknown and changing, 
then it is natural to use filters with adaptive frequency shaping. In this chapter, we present 
one such least squares based scheme which builds on the theory for the class of all 
stabilizing proper controllers for a proper plant transfer function. It has the attractive 
property that projection into a stabilizing domain at each time instant can be avoided if a 
certain structure involving a finite impulse response sub-filter is imposed on the tuning 
filter. Otherwise, any Hurwitz test can be of a low order polynomial. Examples are given 
which illustrate the advantages of the scheme here. This material appears in [4]. 
Chapter 6 develops the adaptive disturbance estimate feedback schemes of 
Chapter 1. These developments are based on the parametrization theory for the class of 
all stabilizing controllers for a nominal plant, and the dual class of plants stabilized by a 
nominal controller. Such parametrization allows us to conveniently parametrize plant 
uncertainties for on-line identification and control purposes, minimizing effects of 
unmodelled dynamics. Based on these parametrizations, along with prefiltering which 
minimizes the effect of unmodelled dynamics, standard adaptive stabilization, adaptive 
pole assignment, or adaptive linear quadratic schemes are shown to achieve controller 
enhancement. The key idea is to exploit a priori information about a plant and design 
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objectives in an off-line design, and yet exploit the power of indirect adaptive techniques 
to learn and tune on-line. Attention is focussed on techniques for fixed but uncertain 
plants. This material appears in [5]. 
In Chapter 7, we take a deviation from adaptive techniques to study some possible 
off-line techniques for controller enhancement. In particular, we look at loop transfer 
recovery (L TR) techniques of state feedback designs. We are motivated by the new 
technique on the class of all stabilizing controllers utilized in the last few chapters. Loop 
transfer recovery techniques are known to enhance input or output robustness properties 
of linear quadratic gaussian (LQG) designs. Here novel loop recovery techniques are 
applied to LQG designs based on H00/H2 optimization methods. The motivation is to 
exploit the power of the H00/I-I2 approach so as to avoid high estimator or control loop 
gains, to cope systematically with non-minimum phase plants, and to maintain availability 
of the optimal state estimates when required. In the new methods, there is retained the 
simplicity of the original loop recovery approach, in that a scalar parameter can be 
adjusted to achieve a compromise between optimality for the nominal plant model and 
robustness at the plant input or output. There is also a built in frequency shaping in the 
sensitivity function based performance index used for the H00/H2 optimization. This 
emphasizes cross-over frequencies. However, in this method there is an increase in 
controller complexity of at most 2n-1, n being the order of the plant, unless controller 
reduction techniques are applied. 
In the case of minimum phase plants, full or asymptotic loop recovery can be 
achieved and the H00/H2 optimization is trivial. However for non-minimum phase plants, 
only a partial loop recovery is possible and the H00/H2 optimization seeks to achieve a 
"best" possible recovery property. The chapter focuses on H00 optimization. Design 
examples are included to illustrate the relative strength of the new H00 sensitivity recovery 
methods for loop recovery. This material appears in [6]. 
In Chapter 8, we propose for scalar plants an adaptive LQG controller with 
adaptive input sensitivity function recovery of an associated adaptive LQ design. The 
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sensitivity recovery as shown in Chapter 7, can be viewed as a frequency shaped loop 
recovery where the weights involve a sensitivity function. The adaptive loop/sensitivity 
recovery is achieved by feeding back the estimation residuals to the control through a 
stable bounded-input, bounded-output (BIBO) adaptive filter, Qk. For simplicity, we 
consider fixed but uncertain plants in the model set, and identification schemes where 
there are consistent parameter estimates. For non-minimum phase plants, an asymptotic 
partial recovery is achieved via a recursive least squares update of the BIBO filter Qk. The 
degree of recovery can be prescribed a priori between zero and the maximum possible. 
For the case of minimum phase plant estimates, full loop recovery may be achieved 
asymptotically by prescribing a maximum degree of recovery. 
The motivation for proposing the new adaptive control algorithm is to enhance 
robustness of adaptive LQG designs, taking advantage of the robustness enhancement 
properties of sensitivity recovery for off-line designs, studied in Chapter 7. The challenge 
in achieving a practical adaptive LQG/L TR algorithm is to minimize complexity increase 
over an adaptive LQG algorithm, to avoid high estimator loop gains, and to cope with 
non-minimum phase plants. The robustness properties of the new algorithm are 
demonstrated by simulation results. This material appears in [8]. 
Chapter 9 of this thesis studies the problem of representing a class of nonlinear 
systems by both left and right BIBO (bounded-input-bounded-output) coprime factors. 
This chapter presents preliminary results on nonlinear systems. This is an attempt to add a 
new dimension to the theme of the thesis which so far deals with linear (time-invariant as 
well as time-varying) systems. It is well known that industrial processes are usually 
nonlinear but are frequently linearizable. However, there are cases where linearization will 
not yield a satisfactory approximation to the underlying nonlinear process. In this case, 
nonlinear techniques may have to be used. Working within a nonlinear framework is still 
the subject of intensive research; here we present a first step towards a solution within our 
framework, but for the nonlinear case. Further developments are left to future research. 
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In this chapter, we present ways of representing both left and right coprime factors 
for nonlinear systems. Based on the coprime factorizations, the class of all stabilizing 
controllers of a particular structure for the set of plants under consideration is then 
characterized in term of a BIBO stable map, Q. The results specialize to the Youla-Kucera 
parametrization in the linear case. Results giving the various conditions for a nonlinear 
feedback system to be well-posed are also presented. This material appears in [8]. 
The final chapter of the thesis, Chapter 10 summarizes the results and techniques 
developed in the thesis and present possible directions for future research in the area 
addressed by the thesis. 
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CHAPTER 2 
ENHANCEMENT OF FIXED CONTROLLERS 
VIA ADAPTIVE DISTURBANCE ESTIMATE 
FEEDBACK 
1. INTRODUCTION 
Adaptive controllers for simple processes are weff studied, and indeed under 
certain idealized conditions are known to be globally convergent [1], [2], [3]. When 
applied in many situations which are less than ideal, then they have at best local 
convergence properties [4]. In current adaptive control research, there is a move away 
from seeking "universal" schemes for application to any control situation, to more limited 
objectives within restricted classes of control applications. An area which offers scope 
for achieving significant practical results is the blending of adaptive techniques with 
robust or optimal fixed controller design, see for example [5]. The idea is to exploit the 
strength of fixed off-line robust/optimal controller design for complex systems, and the 
capability of adaptive techniques to give on-line performance enhancement in the face of 
plant perturbations or uncertainties. 
In earlier studies [6], the authors demonstrated that simple adaptive pole 
assignment or linear quadratic gaussian schemes could be applied to enhance the stability 
and performance properties of a high order multivariable robust/optimal (frequency 
2-2 
Chapter 2 Adaptive Disturbance Estimate Feedback 
shaped linear quadratic gaussian) off-line controller design. The blending of the on-line 
and off-line techniques is based on engineering insights of the particular problem. The 
success of the blending technique in [ 6] depends on the fact that the plant uncertainties are 
restricted to a narrow frequency band and have a low order representation. The question 
arises as to the potential of blending off-line and on-line control techniques in more 
general situations. One objective in a blending procedure is for the on-line and off-line 
designs to work towards either the same performance objective, or to complementary 
objectives. In the former case, should the plant be. the nominal one, then the adaptive 
scheme should tuned so that it does not provide any additional control asymptotically. An 
example of complementary objectives is that the off-line design be robust and the on-line 
design enhance performance, even for the nominal plant case. 
In this chapter, we propose a novel class of adaptive disturbance estimate 
feedback (DEF) controller. The objective is to blend on-line adaptive control techniques 
with off-line designed controllers so as to enhance the performance of the latter. The 
understandable fear of any fixed robust controller designer is that in superimposing 
adaptive loops, the adaptations based on crude calculations could dominate and destroy 
the control action of the carefully off-line designed controller. To limit the adaptive control 
actions when indicated, we impose the following requirements for .the adaptive loop in the 
first instance. 
(i) When the plant is the nominal one, then there is no adaptive control action, at 
least asymptotically. 
(ii) The adaptive scheme seeks to minimize the same disturbance rejection 
criterion that the off-line design minimizes for the nominal plant 
(iii) The adaptive scheme searches only over the class of stabilizing proper 
controllers for the nominal plant, when so instructed 
In Section 2, any off-line designed stabilizing proper linear controller for a 
nominal linear plant is viewed as a minimum variance controller for some disturbance 
rejection index. Also the class of all stabilizing proper controllers for the nominal plant is 
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defined in terms of this perturbed stabilizing controller. The results in this section are 
developed for the multivariable case as they do not significantly increase the complexity of 
the presentation. In Section 3, the objectives of an on-line adaptive scheme for enhancing 
on-line performance are set out, and specific proposals are made for implementation. Here 
the results are presented for the scalar case only, noting that the ideas have potential for 
dealing with the multivariable case. Certain basic properties of the proposed blending of 
on-line and off-line controller design are studied in Section 4 with more properties studied 
in a subsequent work. Simulation examples studied in Section 5, including ones which 
make connections to earlier work. Conclusions are drawn in Section 6. 
2. CONTROLLER THEORY 
In this section, background controller theory is organized to set up the motivation 
for the adaptive schemes of subsequent sections. We consider in tum plant descriptions, 
stabilizing controllers, the class of all stabilizing proper controllers, performance indices, 
inverse problems, and disturbance rejection controllers for perturbed plants. 
Plant Description Consider a plant with nominal state space description 
(2.1) 
and transfer function 
[ A I B] G0 (z) = C(zl-A)-1B+D = ------1---- e Rp C IDT (2.2) 
where Rp denotes the class of rational proper transfer functions, and [ ]T denotes a 
transfer function as defined in (2.2) using block partitioning. Consider also coprime 
factorizations 
G0 = N0Mo-1 = Mo-1 N0 ; N0 , M0 , No, Moe RH00 (2.3) 
where RH00 denotes . the class of all asymptotically stable rational proper transfer 
functions. Suitable selections are given below in (2.7). 
Stabilizing proper controllers Consider proper stabilizing controllers for G0 as K 
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E Rp (rational proper transfer functions), see Figure 2.1, where the closed system is well 
posed in that KG0 , G0 K E Rsp (the class of strictly proper rational transfer functions). 
Thus 
[ I -K]-1 exists and belongs to RH00 
-G0 I 
Consider also coprime factorizations for some stabilizing controller Ko as 
Ko= UoVo-1 = Vo·10o ; Uo, Vo, Uo, Vo E RH00 
which satisfy the double Bezout equation 
[ Vo -~
0][Mo Uo] =[Mo Uo][V0 -~0] =[I OJ 
-N0 Mo No Vo No Vo -N0 Mo O I 
Plant . 
- ProperC]o(z) 
-
Controller 
Proper K
0 
(z) ~ ..... 
Figure 2.1 Nominal Plant and Controller 
(2.4) 
(2.5) 
(2.6) 
Two Factorizations For some stabilizing constant state feedback gain F for (2.1) 
and some stabilizing constant output injections H, AL for (2.1), we consider two 
alternative factorizations satisfying (2.3)-(2.6) as follows 
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That the first factorizations in (2.7) satisfy (2.6) is known, see [7] for generalizations and 
its references. That the second factorizations satisfy (2.6) is shown in the appendix with 
proofs following a similar pattern as that for the first factorizations. Notice that the first 
factorizations have an implicit requirement that Ko e Rsp whereas the second require that 
G0 E Rsp (D=0 ). 
Class of all Stabilizing Proper Controllers This class can be characterized [7] in 
terms of an arbitrary Q e RH00 under (2.3),(2.5) and (2.6) as 
K=UV-1 , U=Uo+MoQ, V=Vo+NoQ 
=\1-10, 0= Oo+QMo, \1=\1o+QNo 
Note also that (2.8) can be written via (2.6) as 
K =Ko+ \1 o-1Q(I + Vo-1NoQ)-1V0 - 1 
which can be reorganized as in Figure 2.2 with 
(2.8) 
(2.9) 
eRH00 (2.10) 
It is known [7] that the associated four closed loop transfer functions between the Ui and 
ei of Figure 2.2a are affine in Q as follows 
[ 
I -K]-1 = [ I -K_0 ]-1 + [Mo] Q [ No Mo] e RH"" 
-G0 I -G0 I No 
(The inverses exist trivially when either G or Koe Rsp) 
More generally the following result is readily established 
(2.11) 
Lemma 2.1 Part (i) With Koe Rp stabilizing G0 e Rp and J0 defined in (2.10), 
the transfer function relating u = [u1' u2' u3' ll4' ]'toe= [e1' e2' e3' e4' ]' of Figure 2.2b 
is as follows 
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[ 
S11 S12 0 ] [S12] 
W = 0 I O + I Q [ S21 
S21 0 I 0 
0 I ] (2.12) 
which is affine in Q. Moreover the system of Figure 2.2 with G0 , J0 , Q having 
stabilizable and detectable realization is internally (asymptotically) stable if and only if Q is 
(asymptotically) stable. Further W e RH00 if and only if Q e RH00• 
Part (ii) Should G0 , J0 be stabilizable and detectable realizations as in Part (i), but Q be 
some causal time-varying operator, then W generalizes as a causal time-varying operator. 
Moreover, a necessary and sufficient condition for W to be a bounded-input, bounded-
output operator is that Q be bounded-input, bounded-output 
Proof: See Appendix. 
Remarks This lemma is a natural generalization of earlier results for single loop 
time-invariant systems. It tells us that in implementing a control system as in Figure 2.2, 
the operator Q can be any adaptive loop (for example), and as long as Q is causal 
bounded-input, bounded-output, then bounded-input, bounded-output stability of the 
system of Figure 2.2 is maintained. 
For the factorizations (2.7), it is immediate that 
Jo= [A+BF+:C+HDF+-:-(B+;m)-] . '[A+BF;:;BFLC_:--(~=FL)_ :-] 
-(C+DF) I I -D T -C I I O T 
(2.13) 
and the class of all stabilizing controllers can be organized as in Figure 2.3. 
Performance Index As a performance index associated with G, let us consider 
minimization of a disturbance response. Consider the plant G0 augmented as P e Rp with 
P22 = G0 • Thus with Z-transform relationships, ignoring initial conditions, consider 
[
e(z)] = [ Pn (z) P12(z) ] [w(z)] 
y(z) P21 (z) P22(z) u(z) 
(2.14) 
P22 = Go E Rp 
Here Wk is an unknown disturbance input, and ek is a reference or disturbance response, 
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frequently including terms involving Uk and Xk. (The case when Wk is a known 
(reference) input, or has such components is studied in [8] .) 
~ 
.-----------. 
Jo 
r 
e3 = s 
(a) u4 Q 
e4 Q E RH 00 
[~ 
(b) 
Figure 2.2 Class of all Stabilizing Controllers 
Now with feedback controllers K applied to the plant G0 so that u(z) = K(z)y(z) 
then (2.14) can be reorganized (refer to Figure 2.4) as 
e(z) =FK(z)w(z), FK = P11 + P12K(I-GoK)-1P21 
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e(z) = Fo(z)w(z), FQ =Tu+ T12QT21 (affine in Q) (2.15) 
where the second formulation follows from structuring K in terms of some Ko, J0 and Q 
e RH00 as in (2.8)-(2.11), and re-organizing FK of Figure 2.4a as FQ of Figure 2.4b. 
This re-organizing leads to the following expression for T (note that T22=0). 
Lemma 2.2 
Koe Rp stabilizes P (with P22 = G0) 
if and only if 
Ko e Rp stabilizes G0 and T e RH00 
Moreover, under these conditions and with Qe RH00 
FKo = Tu e RH00 
Proof: See Appendix 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
Lemma 2.3 Consider the case of a plant G not the nominal plant G0, and in 
particular consider the scheme of Figure 2.4 under (2.16) with the augmented plant, P(G) 
= P of (2.14) save that P22 = G (true plant) instead of G0. Then the arrangement is as in 
Figure 2.5 with 
and 
[
P11 +P12Ko(I-GKo)-l P21 
T(G) = 
Vo-1CI-GKo)-1P21 
P12(I-KoG)- 1V0 - 1 J 
Vo- 1(I-GK0)- 1G V0-LV0-1N 
e(z) = P11w(z) + [P12U0 + P12MoQJr(z), r(z) = Moy(z) - Nou(z) 
= Puw(z) +·P12Uor(z) + P12 Mos(z), s(z) = Qr(z) 
Proof: See Appendix. 
A minimum variance disturbance rejection task is as follows 
min II [FK]sp 1122 = min 11 [FQ]sp 1122 
stabilizing K Qe RH00 
where [.]sp denotes strictly proper part. Let us denote optimal K, Q as K*, Q*. 
(2.20) 
(2.21) 
(2.22a) 
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When FK and FQ e Rsp, the equivalent minimum variance task is as follows, 
(a) 
(b) 
min E[ek'ek], E[wk]=O, E[wic'wk]=I 
stabilizing K ' 
Plant 
State F.stimator 
Stabilizing Output Injection 
u ...-------- y 
u 
-1 
C(zl-A) B 
Plant 
B 
-1 (zl-A) 
arbitrary stable proper 
F 
Stabilizing State Feedback 
Control 
State F.stimator 
Stabilizing Output Injection 
...--------, y 
C(zI-A/ B 
B 
arbitrary stable proper 
-1 /2 
zR zllc 
F 
Stabilizing State Feedback 
Control 
Figure 2.3 Class of All Stabilizing Controllers based on State 
Estimate Feedback Design 
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w e w e 
p T 
y 
K Q 
w e w 
(a) (b) 
Figure 2.4 Disturbance Rejection Controllers 
Example (i) Consider a stochastic version of the plant (2.1) in innovation 
representation form as 
Xk+l = Axk + Buk + Gwk, Yk = Cxk + Wk 
Consider also a standard linear quadratic (LQG) index, 
k 
ILQG = E{f .L (Ui-1'Rclli-l + Xj'QcXi)}, Rc>O, Q~O 
t=l 
Now define 
0 0 I O Rcl/2 
0 A I r B 
--------------1------------
I O I O 0 
0 Qc1/2 I O 0 
0 C I I 0 T 
With the factorizations of (2.7b), then T22 = 0, T21 = I and 
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I O Rcll2F I -Rclf2FL Rcl/2 l 0 A+BF I -(A+BF)L B -------------------1---------------------------
T =l[ ~ ;1/i] i [~ [~] J 
0 0 I I O T 
With the above definition;, lLQG = E{½ .I (ei'ei)} and it is straightforward to see that 
1=1 
the above LQG controller design task is equivalent to the disturbance rejection 
optimization (2.22) under (2.15). 
w e 
P(G) w e 
T(G) 
y 
u r 
l s 0 Q 
r 
s 
Q 
(b) 
(a) 
Figure 2.5 Non-nominal Plant Case 
Example (ii) Consider the following plant description based on ARMAX 
(input/output ) scalar variable models. 
A(z)y(z) = B(z)u(z) + C(z)w(z) 
where A(z) = l+aiz-1+ ... +anz-n, B(z) = biz-1+ ... bmz-m, C(z) = l+ciz-1+ ... cnz-n 
and G0 = B(z)/A(z) e Rsp 
Chapter 2 Adaptive Disturbance Estimate Feedback 
e = [Re 112uk- l] 
k Yk ' P=I 
L 
[ C~z)l A(z)J 
C(z) 
A(z) 
[z-~::/2] 
A(z) 
B(z) 
A(z) 
2-12 
An optimal one-horizon nominal controller Ko for (2.14) designed according to the LQ 
index (one horizon) 
ILQ = E { Yk+ 12 + Rcuk2 }, Rc>O 
is given as follows [10] 
Ko(z) = [A(z) - C(z)] z 
zB(z) + b1-1RcC(z) 
Suitable factorizations for G0 and Ko are then given as follows. 
N0 = B(z)/C(z), Mo = A(z)/C(z) 
Uo = [A(z) - C(z)] z Vo zB(z) + b1-lRcC(z) 
zB(z) + bi-1RcA(z) zB(z) + b1-1RcA(z) 
With these factorizations, then T22 = 0, T21 = I and 
Remark It is noted that the selection of P(G) to realize a particular disturbance 
response for a particular plant G and controller K is not unique. We will present 
subsequently other selections of P(G). 
The Inverse Problem of Optimal Disturbance Rejection It is known that not all 
stabilizing controllers are optimal in an LQ sense, as above, but for the more general 
index (2.22), we claim the following. 
Lemma 2.4 Any stabilizing controller K0 E Rp for G0 E Rsp is optimal in that 
with K=Ko, ll[Fk]5p1122 (see also (2.15a) ) is minimized over all stabilizing K for some P 
e Rp with P22 = G0 and K0 stabilizing P. Likewise, for the same P, ll[FQ]spll22 (see also 
(2.15b)) is minimized over Q e RH00 with Q = 0. Necessary conditions on Pare that T 
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defined in (2.16) satisfy 
T (P) E RH00 (2.23) 
Sufficient conditions on P are that for arbitrary P12, P21 satisfying P12M0 , MoP21e 
RH00 , then P11 = I-P12M0U0 P21. Moreover, this P [which satisfies (2.23)] achieves 
e(z) = w(z). 
Proof: See Appendix. 
Remark Notice that a P selection satisfying (2.23) may not lead to meaningful 
disturbance rejection indices. Take for example the case when P12 = 0 and Pu = 0. Here 
ek = 0 irrespective of Ko. It clearly makes sense to proceed with an index (2.22) that has 
meaning in an "engineering" sense. 
Disturbance Estimation In order to minimize the effect of an unknown 
disturbance signal, it is reasonable to first estimate the disturbance, or at least its 
innovations, and then to feed back (somehow) such an estimate into the control signal. Of 
course, if a component or linear combination of the disturbance has no effect on the 
disturbance response, then there is no point in estimating this component 
Lemma 2.5 Consider the disturbance rejection controllers of Figure 2.4 with 
(2.16), (2.23) holding. Sufficient conditions for Wk to be reconstructed from fk by stable 
transfer functions are that 
P21-L (left inverse) exists, T21-L = P21-Livto-1 E RH00 (2.24) 
Thus, ignoring initial conditions, under (2.24), 
r(z) = T21(z)w(z) , w(z) = T21-L(z)r(z) (2.25) . 
For the case P21 = Ivto-1 , then (refer to Figure 2.4) e(z) = w(z) = r(z). 
Proof: See Appendix. 
Remarks The sufficient condition (2.24) is the simplest to work with. Others 
can be generated. For example, with Yw(z)e RH00 where Ye RH00 (2.24) can be replaced 
by 
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[
T21]-L " [T21]-L [r(z)] 
E RH00 , w(z) = 
y y 0 
This condition could be useful to apply when w(z) is a deterministic signal, as a constant 
bias, or a finite sum of sinusoids of known period. Another sufficient condition is that for 
some W such that [T21 W] E RH00 then 
[T21 W]-L E RH00, ~(z) = [T21 W]-Lr(z) 
where WJc is interpreted as being generated from a signal Yk driving a system with transfer 
function W. This condition could be useful when T21 is non-minimum phase and Vk is 
viewed as the innovations of Wk, and W is all pass. 
Disturbance Rejection Controller for Perturbed Plant Given that Koe Rp is an 
optimal disturbance rejection controller for P E Rp with P22 = G0 , then the disturbance 
response vector e(z) is minimized in an Li sense over all Q e RH00 by the value Q = 0. 
Consider now the case of a plant G e Rp, not the nominal one, but with the same 
disturbance rejection index as above. Let us consider an optimization over a restricted 
dimensional stabilizing proper Qe, parametrized in term of 0, a finite dimensional vector 
(matrix). 
With P11 , P12, P21 appropriately selected and P22 = G (not G0 ), consider the 
minimization task, in obvious notation 
min II [FQ[P(G), Ko] ]sp II 2 
stabilizing e 
(2.26) 
Of course, such an optimization even with FQ affine in Q is known to be difficult to carry 
out off-line with known G, and is impossible with G unknown. There may well be local 
minima which cause problems. We do not present any characterization of performance 
improvement for such an optimization since this appears too formidable a task. Suffice to 
say that the more restrictions is placed on Qe, the less is the potential for improvement, 
although it is known that the dimension on Q for optimum improvement is ~ 2n-1 where 
n is the order of G0 • 
In the next section, we seek an on-line optimization procedure with this objective 
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(3 .26) in mind. Also, given that G is unknown, the selection of P11, P12, P21 as in 
examples (i) and (ii) would lead to unknown P11, P12, P21 and therefore an 
unconstructable disturbance response ek. However, if the disturbance response, ek is 
based on some measurable system signal such as the output weighted LQG scheme, we 
have a simple feasible formulation. Details are provided in the next section. On the other 
hand if the disturbance response is not based on measurable system signal, P will have to 
be estimated on-line. We will consider the case when w, u are scalar to avoid 
parametrization uniqueness issues, complex formulations and the like which arise in 
dealing with the multivariable case. We define Qa in terms of a scalar Q as follows. 
Qe(z) Po+ P1z-l + ... + Pmz-m 
1 + cxiz- 1 + .. . + CXnz-n 
(2.27) 
e· = [ cx1, cx2, ... , CXn, Po, P1, ... , Pm ] 
3. ADAPTIVE DISTURBANCE ESTIMATE FEEDBACK 
In this section, we introduce a direct adaptive DEF control scheme to perform on-
line optimization of disturbance rejection indices. The adaptive loop feeds back 
disturbance esti~ates. It augments an existing controller interpreted as an optimal 
disturbance rejection controller. Attention is restricted to scalar variable nominal plants, 
although many of the concepts carry over in the multivariable case. The point in our 
derivations where we specifically require scalar plants is highlighted. 
Consider some plant with Z-transform function G e Rp with a nominal 
representation G0 e Rp and inputs Uk, outputs Yk as in (2.1), (2.2). Consider also some 
stabilizing controller design Ko e Rp for G0 • Our objective is to enhance this controller 
by appropriate preprocessing of signals and introduction of an adaptive loop. We 
proceed by stages. 
Ko inten,reted as a Disturbance Rejection Controller Perhaps the controller Ko is 
known to be optimal for some known augmented plant P with P22 = G0 in a disturbance 
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rejection sense defined in Section 2. If P is unknown a priori, then we propose to select a 
P according to Lemma 2.4 such that (2.23) is satisfied. Then Ko is optimal for this P, 
according to Lemma 2.4. Other ways of selecting P to satisfy different control objectives 
are presented later in the section and are investigated in greater details in [20]. 
First sta~e of Preprocessin~ Let us augment the controller Ko to yield J0 e Rp as 
in (2.10) based on factorizations of G0 , Ko from (2.3), (2.5). Two cases are of interest. 
The first is when we are free to construct the augmented controller J0 • Such 
augmentations do not introduce additional dynamics if Ko is a state estimate feedback 
design. Otherwise, the order of J0 is at least that of the plant. This introduces an 
additional control variable Sk and measurement variable fk as in Figure 2.2a. Ignoring 
initial conditions, we have 
[
u(z)] = Jo [y(z)] 
r(z) s(z) 
Notice that J0 is not uniquely defined since the factorizations of G0 , Ko are not unique. 
The second case is where Ko is already constructed so that we cannot access its 
states. The control variable Uk and measurement variable fk, ignoring initial conditions, 
are then written as 
r(z) = V0 - 1(z)y(z) - v0 - 1(z)N0 (z)s(z) = Moy(z) - N'0 u(z) 
u(z) = Ko(z)y(z) + V0 - 1(z)s(z), s(z) = Q(z)r(z) 
In this second implementation, there is an implied requirement that Ko be stable, and 
therefore V 0-1 is stable. If v 0-1 is unstable, we will end up with an internal instability 
problem which is not associated with the first case where J0 is implemented as one block. 
This means both K0 (z)y(z) and VO -1 (z)s(z) may be unbounded though 
u(z)=Ko(z)y(z)+V0 - 1(z)s(z) may be bounded. 
Our proposed adaptive scheme is depicted in Figure 3.1. In Figure 3.la, the Jo 
block is implemented as a single block and in Figure 3.1 b, the Ko block is augmented 
without acessing its states. So far, we have discussed blocks P and J0 [or Ko] in 
feedback the various signals Wk, ek, Uk, Yk, fk, Sk, We now move on to a description of 
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the Qk block. 
Adaptive Ok !&Ql2. With Qe parametrized as in (2.27), consider a feedback 
controller Qk with signals llc, Sk as follows 
Sk + & lkSk-1 + ... + &n1csk-n = ~kllc+ ~lkfk-1 + ... + ~mkllc-m 
and parameters (time-varying in general) 
~k
1 
= [ &1k ··· &,nk ~Ok ··· ~mk] 
(3 .1) 
(3.2) 
The construction of fk and selection of ~k via a least squares algorithm are considered 
subsequently. Lemma 2.1 tells us that with Q (possibly time varying) bounded-input, 
bounded-output, then when G = G0 , the closed loop system is bounded-input, bounded-
output stable. For the special case when Qk is a moving average filter, 
I\ I\ I\ I\ I\ I\ I\ 
Sk = Pokfk + Plkfk-1 + ... + Pmkfk-m , 8k' = [Pok P1k ... PmJJ (3.3) 
then with G = G0 the closed loop system is readily seen to be asymptotically stable under 
the mild restriction that ~ are bounded for all i. 
Second stage of Preprocessing Ignoring initial conditions, introduce stable 
prefilters P12Mo as in Figure 3.1, to yield signals ~k, ~k via 
(3.4) 
Before proceeding to complete the formulation of the adaptive algorithm we present 
a preliminary result 
Lemma 3.1 Consider the scheme of Figure 2.5 under (2.20), (2.21) save that Q 
is replaced by the time-varying operator Qk as defined above. Then, in operator notation, 
(3 .5) 
I\ I\ I\ 
Moreover, with Qk/e defined obviously in terms of 81, 82, ... 8k-l, 8 and ek/e, the 
corresponding disturbance response, then again in operator notation, 
(3.6) 
Furthermore, in the scalar plant case when Qk/e is scalar, (3.6) can be conveniently 
written as 
~k = <pk'8 + ek/e 
<pk' = [ ( ek-1-~k-l) ... ( ek-n-~k-n) -~k -~k-1 ... -~k-m ] (3.7) 
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Figure 3.1 Adaptive scheme - a useful specialization 
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Proof: The proof of (3.5), (3.6) is a trivial generalization of Lemma 2.3. The 
derivation of (3.7) is as follows. Let 0' = [ cq ... an ~0--- ~m]. Noting that Sk-i/9 = Sk-i, 
for i ~ 1, we have 
SkJS = -a1sk-l - ... -anSk-n +~ofk + ... + ~mfk-m 
11ris gives 
ek/9 = Sk + [-P12Mosk-l, ... ,-P12M0Sk-n, P12Mo~orlc, ... ,P12Mo~mfk-m] 0 
and noting that P12Mosk-i = ek-i - Sk-i, for i ~ 1, (3.7) follows. 
(3.8) 
Remark 1. That ~9, Sk are affine in 0 is a by-product of the fact that FQ is affine 
in Q. 11ris property is crucial to conveniently applying any optimization of 0, off-line or 
I\ 
on-line. The lemma forms the foundation of our adaptive algorithm which selects ek to 
minimize an L2 norm on ~9-
2. With Qk stabilizing, then the effect of initial conditions decays asymptotically and it is 
reasonable to ignore effect of initial conditions. 
Third Stage of Preprocessing It may be that there is a priori information about the 
frequency band of plant perturbations or controller non-robustness. It then makes sense to 
adapt only Q within such filter bands. 11ris suggests that the residual r, be preprocessed 
by a band-pass filter to yield filtered estimates rf to be used in place of r in the adaptive 
scheme. Further details on this are not explored in this chapter. 
Least Sq_uares 0 Selection The off-line minimization task (2.26) (with FQ e Rsp) 
when translated into the time domain is the least squares minimization 
min E[ek'ek] (3 .9a) 
stabilizing e 
For on-line least squares, the appropriate index is 
min E[ek/0'ekJ0] (3.9b) 
stabilizing e 
11ris optimization leads to parameters ~k to be applied in the adaptive loop (3.1), (3.2). 
Given this objective, the associated least squares algorithm to use is as follows. 
I\ I\ I\ I\ I\ I\ I\ I\ 
ek = ek-1 + Pk<?kek, ek = Sk - <l'k18k-l 
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k 
A AA AAA AA 
= Pic-1 - Pic-1 <pie[ I+ <pk' Pic-1 <pie ]·1cpk' Pic-1, suitably initialized 
A A A A A A 
<pie' = [ (ek-1/k-I-Sk-I) ... (ek-n/lc-n-Sk-n) -~k ... -~k-m ], ek/k = Sk - <pk'ek 
A 
or <pie = <pk as in (3.7). (3.10) 
Should Q( ~k) e: RH00, then ~k may be projected into a stability domain in that Q( ~k) e 
RH00 holds. Resetting ~ to zero is one method to achieve this. Other methods involve 
reduction of the step size appropriately. Such projection is not necessary when Qk is a 
moving average and ~ is in a bounded domain. Another advantage of working with 
FIR Qk is that fast least squares schemes with good numerical properties can be applied. 
Details are omitted here. 
The Adaptive DEF Controller The organization of the adaptive DEF controller is 
depicted in Figure 3.1. Observe that once the prefiltering is in place, the adaptation of ~k 
is via a standard least squares scheme. 
Selection of PJ? independent of G From the algorithm of (3.10), and updating 
the adaptive loop (3.1), (3.2), it is observed that the formulation requires the 
implementation of P12 together with the measurability of ek. It is usual to have ~ derived 
by appropriate filtering of Uk, Yk such as ek' = [uk' Yk']. However selections such as 
those given in example (i) or (ii) in the known nominal plant case will lead to P12 
involving the nominal plant 0 0 • In the case, as here, when the plant is G;c00 , such 
selections of P12 will be in terms of the unknown G. This is not useful for our purposes. 
Here we exploit the fact that the pair P11, P12 are not uniquely defined for a particular ek 
expressed in terms of Uk and Yk· Taking an arbitrary full column rank P12 selection 
independent of G, although leading to complex formulations for P11, appears reasonable. 
Of course, for different P12 there will be different regression vector filtering. These 
observations, we believe are crucial to the success of our approach. To illustrate, let us 
consider some special cases. 
We propose the following two selections of P12 
Chapter 2 Adaptive Disturbance Estimate Feedback 
In the framework of Section 2, with ek = H(z)wk, we have from (2.14), 
P11wk = ek - P12uk = [ H(z) - P12K(Q0(I-GK(Q1c.))· 1P21]wk 
For the case ek' = [uk' Yk'], then a reasonable choice is as follows. 
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(3.11) 
(3.12) 
Although P11 implicit in (3.11) or explicitly in (3.12), is non-linear and time-varying, it 
does not invalidate the derivation of Section 2 and 3 since the derivations are carried 
through with P11wk as a separate additional term. Note here that P11 is not implemented 
in the adaptive algorithm and in general, knowledge of its form as in given by (3.12) is 
not required. Another interesting selection of P12 is 
P12=Mo·1 (3.13) 
Note that for this selection of P12, the implemented filters of Figure 3.la,b are simplified. 
4. ANALYSIS 
In this section, we study certain robustness results for the nominal controller 
with (nonadaptive) DEF controllers and stability/convergence properties for the adaptive 
DEF controllers. 
Robustness of DEF Controllers 
Theorem 4.1 Suppose Ko is stabilizing for the plant G0 with factorizations (2.3) 
- (2.6). Define corresponding factorizations for 01 associated with the controller Ko, 
which does not necessarily stabilize 01. Thus G1 = N1M1·1 = M1·1N1 where N1 , M1 , 
N 1, M1 are not necessarily stable or coprime. Denote the class of all stabilizing controllers 
for G0 cl\aracterized in terms of Q as in (2.8), (2.9) as K(Q). Define S = M1No - N1Mo 
= M1 (G0 - G1)M0 , a frequency shaped version of (G0 -G1). Then the necessary and 
sufficient conditions for K(Q) to internally stabilize both 0 0 , G1 with well-posed control 
loops are that a stable proper Q stabilizes S, or equivalently, 
[ I -Qi-1 exists and belongs to RH00 , Q E RH00 
-S I 
(4.1) 
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Moreover, a sufficient condition is 
II Q II < II S 11-1, Q e RH00 
2-22 
(4.2) 
Proof: Consider the stabilization of G1 by K(Q), and focus on the relevant 
version of (2.4) in that K is replaced by K(Q) and G0 by G1. Straightforward 
manipulations using definitions (2.5), (2.8) and the Bezout identity (2.6) give 
[ 
I -K(Q)]-1 ={ [y-1 _o_ J [ y -_OJ }-1 
-G1 I O M1 1 -N1 M1 
via (2.8) 
= { [
1 
-QJ [Yo -00J }-l [y OJ 
-S I -N0 M0 0 M1 
via (2.6), (2.8) 
= [ y0 _ ~ 0J-1 [ I -QJ-1 { [ I -QJ 
-N0 Mo -S I -S I [
Yo ~ l + [QNo QMoJ } via (2.8) 
0 MJ S\10 S0o 
= [ I -Ko]-\ [Mo Uo] [ I -Q]-1 [O Q] [Vo ~ 0 l 
-G0 I N0 VO -S I S O N0 MJ via (2.5) 
=[ I -Ko]-1 +[Mo Vo]{ l-1 -Q]-1 _ I }[Yo ~ol 
-Go I N0 VO -S I No MJ (4.3) 
Sufficiency of the theorem is immediate. Equation (4.3) can be rewritten via (2.6) as 
[
I -Q]-l=[Yo -~o]{[ I -K(Q)]-1-[ I -Ko]-l}[Mo-Uo] +I 
-S I -No Mo -G1 I -G0 I -N0 V 0 
and necessity is established. Applying the small gain theorem (10], (1-SQ)·l e RH00 if 
II SQ II < 1, giving the sufficient condition (4.2) as claimed. 
Remark To complement the theorem, we note from (11] the parity interlacing 
requirement for simultaneous stabilization: Denote the non-minimum phase zeros, 
including those at infinity of Sin increasing order of magnitude as cr1, cr2, ... crm. Then S 
is stabilizable by a stable compensator, Q if the number of poles between any adjacent 
non-minimum phase zeros, (cri, O-i+l) is even. 
Stability of the Adaptive DEF Controller It is shown in (16] that unmodelled 
dynamics or even small bounded disturbances can cause many adaptive control algorithms 
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to go unstable. However, it is also shown in [ 17-19] that appropriate simple 
modifications or precautions are all that are needed to ensure robust stability. Such 
' 
modifications are not discussed further in the present chapter. Likewise a complete 
stability analysis is beyond the scope of this chapter. 
We stress that the proposed adaptive scheme is not presented as a globally stable 
scheme in the sense of the relatively simple arrangement as presented in [17-19]. At most 
local stability is claimed as for the scheme of [ 17-19] when some of their assumptions are 
relaxed. Rather the scheme proposed is presented as one rational approach for adaptive 
augmentation of existing robust fixed controllers aimed to enhance the performance of 
such controllers. The limited objective is to improve performance for plants in the 
neighborhood of the nominal plant used in the robust fixed controller design. It must be 
admitted that the prime engineering objective is to enhance performance at the margins of 
acceptability of the robust design. Ironically this is the case least subject to analysis being 
usually outside a region for which local stability results can be guaranteed. 
It is shown in [20], that our scheme actually specializes to the well known self-
tuning regulator and the model reference adaptive scheme by appropriate choice of the 
nominal plant and controller. Attractive global and local stability results for these adaptive 
controllers support our approach and suggest to us that a more complete stability analysis 
of our approach can only realistically become available on a case by case basis. 
Convergence Results for Adaptive DEF Controller The adaptive DEF controller 
is constructed with the objective of evanescing for the case when the plant is the nominal 
one and the controller has optimal performance and enhancing performance otherwise. 
Does it achieve these objectives? We present convergence results based on the assumption 
that for small perturbations of the nominal model, the closed-loop adaptive controller with 
IIQII suitably constrained is stabilizing. This assumption enables us to use the ODE 
approach in our analysis. 
Nominal Plant Case 
Theorem 4.2 Part (i) Consider the adaptive DEF controller of Section 2, 3 
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applied to a nominal plant 0 0 . If~k converges to some value 0* with Qa* e RH00 , then 
the DEF controller K(0*) is stabilizing for G0 and optimum in the minimum variance 
sense of (3.9) , or equivalently the disturbance rejection sense of (2.22b). Moreover 
when Ko = K (0 = 0 ) is a unique optimum disturbance rejection controller, then if ~k 
converges, it converges to 0* = 0. 
Part (ii) With plant disturbance such that~ is persistently exciting for each fixed 
Q . I\ I\ ~ , m that E[ (J)k' <?k] > 0, then t1k of the least squares algorithm converges almost surely 
and asymptotic optimality is achieved as in Part (i). 
Proof Part (i): The first result is immediate since the DEF controller is stabilizing 
for all fixed 0 with Qa e RH00 • Now since ~k is a least squares estimate, it minimizes 
k 
the index t I, ll~i- 0'<pi 11 2 for all k. With ~k converging to 0*, and closed loop 
i=l 
stability guaranteed since Qa * e RH00, then ask --+ 00, this least squares index approaches 
the index E II ~k - 0'<pk 112 = E [ ~k,~k ]. (This is a well known asymptotic ergodicity 
result). Consequently, 0* optimizes the index (3.9). Moreover, when K0 is a unique 
optimum controller there is a contradiction unless 0* = 0 since K(0) is uniquely 
parametrized in terms of 0. 
Part (ii) First observe that for "frozen" 0, q)Ic = a~k/<10, due to the fact that ek is 
affme in Q. Consequently, the least squares algorithm is a standard recursive prediction 
error (RPE) algorithm, with associated ordinary differential equation (ODE) 
01: = R1:-l f(01:) ' R1: = 0(01:) - R1: 
"·" I\"· f(01:) = -E[ <?k ek ], 0(01:) = E[ <pk <pk ] (4.4) 
Its Lyapunov function is 
V(0) = ¥[ ~k' ~kl ~ 0 with V(0)= av;a0 and 0 = -f(01:)R1:· 1f(01:) ~ 0. Under 
excitation of ~k so that R > 0, then the convergence of V ensures that 01: of the ODE 
globally converges to the set {0 I f(0) = 0 }. Since, the theory for the class of all 
stabilizing controllers reviewed in Section 2, tells us that the closed loop system for all ~k 
is projected into a stability domain, the ODE theory of [12] now tells us that ~k itself 
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converges. The results of Part (i) apply to ensure asymptotic optimality. 
Remarks The key convergence condition above is that ~k for each frozen 0 be 
persistently exciting. Such can be achieved when Wk is sufficiently rich as when its 
innovations are white with a variance bounded below and ~ is reachable from Wk, see 
(13], (14] for details. Sufficient conditions are that fk=<Moy1c-~0 uk) be full rank (this is 
also necessary), and that Q(z) is minimal in that there are no pole/zero cancellations. This 
latter condition on Q can be by-passed by a mild modification to the least squares 
algorithm to ensure that Pk-1 > kol for some "small" o > 0. Then in (4.4), R = G-R+ol 
and R > 0, irrespective of excitation of ~ -
Non-Nominal Plant 
In the previous section, Lemma 3.1 is used to generate the adaptive algorithm. The 
algorithm justified as a least squares scheme for the nominal case is in fact a recursive 
prediction error (RPE) scheme for plants (P22 '# G0 ) other than the nominal one. This is 
summarized as follows. 
Lemma 4. 1 The adaptive DEF controller of Section 2,3 applied to any plant G is 
a recursive prediction error algorithm (RPE) in that 
~ = -aek( '81, 'e2 ... ~k-2, 0)/iJ01e=9ic_ 1 (4.5) 
Consider that the controller K(0) with Q=0 is an optimal stabilizing disturbance rejection 
controller for a nominal plant G0 , and is also stabilizing for the actual plant G. Consider 
that the parameter update equations (3.10) initialized by '80 = 0 are modified by stepsize 
reductions to ensure that ll'eklko for o suitably small. Then the DEF/RPE scheme is 
globally convergent to the optimal (off-line) prediction error controller set {0° I 110°11<8}. 
" " " " That <pk is dependent on 01, 02, ... , 0k-1 can be observed from (3.4) 
" " since Uk is generated from 01 up to 0k-1· From (3.7), (4.5) which is the defining 
property of a RPE scheme follows. The rest of the Lemma follows from standard 
properties of a RPE scheme with projection into a stability domain. 
Remark 1. The selection of a value of o can be guided by Theorem 4.1. Should 
~k be such that for each k, the closed loop system is asymptotically stable, then the 
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projection into 11 ~k 11 < o is not required. This projection is after all a projection into a 
stability domain. Of course for some arbitrary plant G, there is no way of checking on 
line whether~ lies in a stability domain, and thus the theorem is useful only when G is 
in the neighborhood of G0 • Of course, as subsequent simulations show, the DEF/RPE 
scheme may converge even when the conservative conditions of the above theorem are 
violated, but precise convergence results for these cases are not yet available. 
2. Observe that there is no positive real condition on the plant noise as in extended least 
squares algorithms. Here, the RPE algorithm "substitutes" a projection into a stability 
domain condition for e, which is automatic when Q is forced to be stable as when Q is a 
moving average operator. 
5. SIMULATION RESULTS 
Here simulations of the DEF adaptive controller are presented to illustrate their 
performance enhancement capabilities. 
Example (i) Enhancement of an LOG Controller) Consider a nominal plant (2.1) 
parametrized as 
[ 
3.0 
A -
0 
-3.25 
(5.1) 
with unstable poles at z = l.5±j 1.0 and a non-minimum phase zero at z = 1. 1. Consider 
the perturbed plant 
[ 
2.8 
A -1 
- -2.96 
(5.2) 
which has unstable poles at z = l.6±j 1.0 and a non-minimum phase zero at z = 1.3. 
Consider also a second perturbed plant 
[ 
3.6 
~ = -5.49 ~]. B2 =[_:5 ]. c2 =[ 1 0]. 0 2 =[o], r2 =[ _:::~] (5.3) 
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which has unstable poles at z = l.8±jl.5 and a non-minimum phase zero at z=l.5. An 
LQG controller is designed based on the index (2.22) with Qc = C0 'C0 and Re = 0.2704. 
The factorization of (2.7b) is used to construct J0 via (2.13). The nominal controller 
stabilizes the first perturbed plant model with closed loop eigenvalues of 0.513±j0.3672 
and -0.5318±j0.0478. It however fails to stabilize the second plant model. The closed 
loop eigenvalues are -0.6955±j0.78, 0.5048 and 0.0350. 
Applying the DEF adaptive controller of Sections 2 and 3 discussed in Example (i) 
with a 3-term scalar moving average (MA) Q_ adapted on-line, Table 1 summarizes the 
results for simulation of 5000 sample points when Wk is a white noise, zero mean 
sequence of variance one. 
Table 1 
Pl n ii 
JLQG with fixed nominal 
controller 3.99 5.449 unstable 
JL~ with nominal controller 
an an adapted 3-term Q 4.00 4.005 9.649 
hQG with ideal fixed 
controller 3.99 3.671 7.809 
In both simulations, the performance is shown to have improved with an adapted 
Qk. For plant (ii), besides an improvement in performance, the scheme enhanced the 
overall robustness of the controller. Figure 5.1 shows plots of the plant output, input and 
estimates of 0. The estimates converge after about 40 samples and Ko together with the 
augmentation Q_, stabilizes the plant. 
Example cm (Enhancement of a one-horizon LO controller) The one-horizon LQ 
controller is a suboptimal scheme in relation to an infinite LQ controller. Its performance 
can be enhanced by an on-line adaptive DEF algorithm developed in relation to Example 
(ii) of earlier sections. Simulations on the nominal plant and index of Example (i) show 
that the infinite horizon index improves from 5.18 for the optimal one-horizon LQ 
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controller to 4.48 when augmented with the adaptive DEF controller . 
y 
. :] • &A..Au ... :_ : ~: 0-f 9! ~~-: I I 
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.:J[ u ,..~ !~&AAA •.. ~ ,:1 ·:rr:--:- : I I 
0 30 60 90 120 150 
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2 
1 
Q ~1 0 
~2 
~o -1 
-2 
0 30 60 90 120 150 
Time Samples 
Figure 5.1 Simulation Example (i), Plant (ii). 
Top:Plant output, Centre:Plant input, 
Bottom:Parameter estimates of Q. 
6. CONCLUSIONS 
A disturbance estimate feedback (DEF) adaptive control scheme using least 
squares parameter updates is described. The adaptations constitute a recursive prediction 
error (RPE) scheme and inherit the stability properties of such. The scheme can if 
required, limit its search to the space of all stabilizing linear proper controllers for a 
nominal linear plant model of the actual plant Such schemes are conservative and can be 
viewed as seeking on-line a robust controller for the nominal plant. The scheme 
minimizes the effect of disturbances based on the same performance criterion as that of the 
design for the nominal fixed controller, thereby improving the performance over that of 
the fixed controller and yet preserving the original objective of the fixed controller design. 
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The adaptive loop evanesces when the plant is the nominal one and the fixed controller 
optimal, but otherwise serves to improve the fixed controller. Simulation results verify the 
effectiveness of the adaptive scheme. For the more radical versions of the DEF scheme, 
pie adaptations need not limit themselves to being stabilizing for the nominal plant while 
adapting. Then the potential for stabilizing a wider class of plants exists, but such a 
potential would need to be carefully explored before application. 
APPENDIX 
Verification of (2.6) 
(A.1) 
Then for the second set of factorizations 
[::;~+-;-;uA~F-!_ i _-(A;BL l 
[ 
A+ALC ALC-BF I -B (A+BF)L] 
0 A+BF I B -(A+BF)L 
- -------------------------1---------------------
F+FLC F+FLC I I 0 
C C I O I 't 
-[--A:F--::-!----~--(A+rL] -[ : : ] 
0 C I O I T 
(A.2) 
The second equality follows from a co-ordinate basis change, and the third by removal of 
uncontrollable and unobservable modes. The verification of (2.7a) follows likewise. 
Proof of Lemma 2.1 
From Figure 2.2b, the relationship between e and u is given by· 
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[ 
S11+S12QS21 S12 
e = QS21 I 
S12 0 
S12Q] 
Q u 
I 
(A.3) 
and (2.12) follows. 
Since Wis affine in Q with the "coefficients" involving Sij belonging to RH00 via (2.10b), 
then Q e RH00 implies W e RH00• Notice also that Q e RH00 implies that W 23 e RH00 and 
thus We RH00 • Thus WE RH00 implies Q e RH00 • Now, it is known that internal 
(asymptotic) stability of the system of Figure 2.2 under detectability and stabilizability of 
its blocks (G0, J, Q) is equivalent to all the transfer function between the Ui and ei being 
(asymptotically) stable. Thus internal stability (under the lemma condition ) is equivalent 
to W being (asymptotically) stable. As in the earlier reasoning, internal stability holds if 
and only if Q is (asymptotically) stable. The part (i) results of the lemma are now 
established. Likewise, since Sij are bounded-input, bounded-output operators, under part 
(ii) assumptions, the part (ii) results follow. 
Proof of Lemma 2.2 
For the schemes of Figure 2.4 with K=Ko, Q=O, internal stability is equivalent to the 
following condition on input /output transfer functions 
j P11+P12(I-KoG0)·1KoP21 
l Ko(I-GoKo)·
1P21 
(1-GoKo)· 1 P12 
P12(I-KoG0)-1 
(I-KoGo)·1 
(I-GoKo)-1Go 
Equivalently from (2.3), (2.5), (2.6), (A.4) 
P12(I-KoG0)·1Ko l 
(I-KoGo)·1Ko J 
(I-GoKo)·1 
E RH00 (A.4) 
(A.5) 
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Since V 0, 0 0 e RH00 are coprime, and V 0, U0 e RH00 are coprime, then 
P12Mo[v0 00 ] E RH00 <=> P12M0 E RH00 
[~:]~12 E RH00 <=> MoP21 E RH00 
and (A.5) is equivalent to (2.23). The Lemma results are now immediate. 
Proof of Lemma 2.3 
Writing 
[
e(z)]- [w(z)] [u(z)] _ [y(z)] 
-P(G) , -Jo 
y(z) u(z) r(z) s(z) 
and noting 
[
e(z)] [w(z)] 
= T(G) , 
r(z) s(z) 
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straightforward algebraic manipulations generalize T of (2.16) to T(G) of (2.20) when P 
is generalized to P(G). 
Define coprime factorizations for G as G = NM-1 = M-1N such that with the 
factorizations of Ko as in (2.5), the double Bezout identity of (2.6) is satisfied. Here M, 
N, M, Ne RH00only if Ko stabilizes G. Now 
e(z) = T11(G)w(z) + T12(G)Q(I-T22(G)Q)-1T21(G)w(z) 
Substituting for T22(G) from (2.20) and applying the Bezout identity, 
(I-T22(G)Q)-1 = [I -Vo-1(I-GKo)-1G\1o-1Q + Vo-1NoQJ-1 
=[Vo- GUo- GVo-1Q + (I-GKo)NoQJ-1(1-GKo)Vo 
=[V0+N0 Q- GUo- Gv0 - 1(I+0oNo)QJ-1(I-GKo)Vo 
= (V-GU)-1(1-GKo)V0 = (MV-NU)-1 
Thus (A.6) can be re-organized, via (2.20) and (2.8) as 
e(z) = [P11+P12UoM]w(z)+ P12MQ(MV-NU)-1MP21w(z) 
= P11w(z)+ P12[U0 (MV-NU)+MQ](MV-NU)-1MP21w(z) 
Now the square bracket term of (A.8) can be re-organized as 
(A.6) 
(A.7) 
(A.8) 
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[UoM(Vo+NoQ)-UoN(Uo+MoQ)+MQ] = [Uo+ <UoMNo-UoNMo)Q+MQ] 
= [Uo+ (MOoNo-UoNMo)Q+MQ] = [Uo+~o-UoNJMoQ] =[Uo+MoQ] 
giving a re-organization of (A.8) as, writing V=V(Q), U=U(Q), 
e(z) = P11 w(z)+P12[Uo+MoQ][MV(Q)-NU(Q)]-1MP21 w(z) 
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From (2.10), we have r(z) = v0-1y(z) - v0-1N0s(z) and u(z) = Koy(z) - V0-ls(z). 
Applying the Bezout identity (2.6), gives r(z) = Moy(z)-N0u(z). Now from 
y(z) = Gu(z) + P21w(z), u(z)=K(Q)y(z), 
so that 
y(z) = V(Q)[MV(Q)-NU(Q)]·1MP21w(z), u(z) =U(Q)[MV(Q)-NU(Q)]·1MP21w(z) 
giving 
r(z) = Moy(z)-N0u(z) = [MV(Q)-NU(Q)J-IMP21w(z) 
Substituting into (A.9) gives and the lemma result (2.21). 
Proof of Lemma 2.4 
(A.10) 
For arbitrary stabilizing Koe Rp for G0 e Rsp it is always possible to choose P of the 
form 
p = [ I-P12Ko(I-G0Ko)·1P12 P12] 
P21 Go 
(A.10) 
This gives FKo = T11 = I so that [FKolsp = 0 and ek = Wk, Therefore the index of (2.22) 
is minimized. Necessary conditions for (2.23) follow directly from Lemma 2.2. 
Proof of Lemma 2.5 
The assumption that Pi1 has full column rank guarantees the existence of P21 ·L 
and thus T21 ·L. Moreover, (2.25) follows from the condition T22= 0 and a stability 
assumption on T21·L. 
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CHAPTER 3 
PERFORMANCE ENHANCEMENT OF 
2-DEGREE-OF-FREEDOM CONTROLLERS 
VIA ADAPTIVE TECHNIQUES 
1. INTRODUCTION 
Fixed (optimal) robust controllers, no matter how well designed have performance 
deterioration for plants not "close" to the nominal one. In a previous paper [1], the idea of 
enhancing the performance of a fixed robust controller when applied to plants other than 
the nominal one is explored using adaptive (on-line) techniques. The approach is based on 
prefiltering using the theory for the class of all stabilizing controllers, and an adaptive 
disturbance estimate (innovations) feedback (DEF) using a least squares parameter update 
scheme. Local convergence results accrue under the observation that the least squares 
update is in fact a recursive prediction error (RPE) algorithm in disguise. 
This chapter explores refinement and generalization of the adaptive DEF regulation 
schemes of [1] to the case of adaptive tracking, or equivalently to the case of two-degree-
of -freedom controllers where there is independent manipulation of the reference signal 
(feedforward) and the plant output (feedback). The approach is based on a convenient 
formulation of the class of all two-degree-of-freedom controllers of [2,3], so that the 
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techniques and convergence results of [1] can generalize in a natural way. For the 
adaptive augmentati~n, what is achieved is a co-ordination between the adaptive 
feed.forward and the adaptive feedback controllers to minimize the same objective function 
optimized by an off-line design. Should the plant be the nominal one, and the fixed 
controller optimal for a disturbance /tracking objective, then both the adaptive loops 
evanesce. 
Simulation results of the servo problem demonstrate the performance enhancement 
capabilities of the adaptive disturbance estimate feedback/forward (DEF/RPE) scheme. 
In Section 2, suitable formulations are presented for the class of all stabilizing tw<r 
degree-of-freedom controllers. Associated properties are reviewed. Section 3 defines an 
optimization task in which the adaptive scheme of subsequent sections are based. The 
adaptive scheme is presented in Section 4, with two designs and simulation results 
presented in Section 5. Conclusions are drawn in Section 6. 
2. TWO-DEGREE-OF-FREEDOM CONTROLLERS 
It is a trivial result that all one-degree--of -freedom stabilizing controllers can be 
generated as a subset of all two-degree-of-freedom stabilizing controllers. In this section, 
in providing background material, we exploit the counter intuitive but known result that 
theory for the class of all stabilizing one-degree-of-freedom controllers can be specialized 
to give a corresponding theory for the class of all twerdegree-of-freedom controllers. 
Plant Description Consider a nominal plant G0 e Rp augmented as 
Go = [0 GoT E Rp (2.1) 
where Rp denotes the class of rational proper transfer function matrices. Consider also a 
coprime factorization in RH00 
G - N M -1 - ~A' -li-'r · N M ~T ~A' E RH00 o - o o - HJ.{) i"lo, o, o, i"lo, J.Y.I.{) (2.2) 
where RH00 denotes the class of all asymptotically stable rational proper transfer function 
matrices. 
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Stabilizing Controller Consider a proper stabilizing one-degree-of-freedom 
controller for (2.1) as 
(2.3) 
with closed loop system well posed as when KoG0 , GoKo e Rsp, where Rsp denotes the 
class of rational strictly proper transfer function matrices. Then 
[ 1 -Ko ]-l exists and belongs to RH00 
-G0 I 
Consider also coprime factorizations for Ko in RH00 as 
Ko= UoVo·1 = \'o· 10o, Uo, Vo, Oo, '10 e RH00 
such that the following double Bezout identity is satisfied. 
Consider also arbitrary 
and the following definitions 
U(Q) = U0 + M0 Q, 0(Q) = Oo+ QMo, 
V(Q) = Vo+ NoQ, '1(Q) = '1 o + Q ~o 
Also define the partitioned matrices 
(2.4) 
(2.5) 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
Coprime Factorizations Let us focus on the special coprime factorizations for Go, 
K2 in RH00 of (2.1), (2.3). 
00 = NM-1 = M·lN; N, M, N, ME RH00 (2.10) 
and 
(2.11) 
satisfying the double Bezout identity 
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[ V2 -~2][M U2]=[M U2][v
2 
-~
2]=[! 0] 
-N M N V2 N V2 -N M O I 
(2.12) 
Lemma 2.1 With the special coprime factorizations of (2.10) - (2.12), a set of 
coprime factorizations in RH00 for G0 , Ko of (2.2) - (2.6) are 
where 
(2.14) 
Moreover a coprime factorization in RH00 for K 1 is K 1 = V 2- l O 1 and for K is 
(2.15) 
Proof: Direct substitution of (2.13) shows that the double Bezout identity (2.6) 
with factorizations (2.2), (2.5) are satisfied under (2.11). It is known [3] that with a 
factorization for K1 as K1 = Vi-101, and for K2 = \12-102, then the property that Ko= 
[K1 Kil stabilizes G0 of (2.4) tells us by simple manipulations that (V2Vi-1) is stable, 
though not necessarily proper. In other words, the unstable modes of K must also be in 
K2. Thus without loss of generality, we can take V0 = V2 and (2.14) holds. The 
formulation (2.15) is then immediate. 
Remarks 1. Other formulations can be based on the definition G0 =[ 
1 
_o ] 
0 G0 
instead of (2.1). 
2. In the following theorem we summarize known results in parts(i), (ii), (iii), and in 
Part (iv) specialize and interpret the results under (2.11) as a convenient characterization 
of the class of all stabilizing two-degree-of-freedom controllers. 
3-5 
Chapter 3 Two-degree-of-freedom Controllers 
Class of All Stabilizing Controllers 
Theorem 2.1 Part {i) With Koe Rp of (2.3)-(2.6) a stabilizing controller for the 
augmented plant G0 e Rp of (2.1), the class of all proper stabilizing one degree of 
freedom controllers K(Q) e Rp for G0 e Rp can be characterized in terms of arbitrary Q = 
[Q1 Qi] e RH00 of (2.8) in the notation of (2.8), (2.9) as 
(2.16) 
This is depicted in Figure 2.1 a. 
Part {ii) Consider the scheme of Figure 2. la where the controllers K(Q) are 
realized as separate subsystems J0 and Q, and the notation in Figure 2.lb applies. The 
closed loop transfer function matrix W e Rp are affine in Q e RH00 as 
[ Su S12 0] [S12] W = 0 I O + I Q [ S21 0 I ] e RH00 
S21 0 I 0 
(2.17) 
Moreover the system of Figure 2.1 with G0 , J0 , Q realized as separate subsystems and 
G0 , J0 , Q stabilizable and detectable realizations is internally (asymptotically) stable if and 
only if Q is (asymptotically) stable. 
Part {iii) Should G0 , J0 be stabilizable and detectable realizations as in Part (ii), but 
Q be some causal time-varying, possibly nonlinear operator, then W generalizes as a 
causal time-varying operator. Then a necessary and sufficient condition for W to be a 
bounded-input, bounded-output operator is that Q be bounded-input, bounded-output 
Part {iv) (Two-degree-of-freedom Interpretation) Referring to Figure 2.2a, the 
class of all stabilizing controllers K(Q) of (2.16) for G0 = [0 G0 ']' partitioned as 
(2.18) 
where 
generates the class of all stabilizing two-degree-of-freedom controllers (as depicted in 
Figure 2.2b) for the plant 00 e Rp. The properties of Part (ii), (iii) accrue in this case, 
and also the simplifications of Lemma 2.1 apply. 
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(a) 
(b) 
Proof: 
Augmented Plant J-----11.,. G .,__ __ 
0 
--------------------
J 
0 
Q=[~ ~] 
--- --~ 
e =s 3 
' Controllers {K(Q) I Qe RH00 } 
I I 
~------------------------------~ 
s .. [::] 
Q 
______ _.e4 
--atu ~-w---~ 
Figure 2.1 Class of All Stabilizing Controllers 
Part (i) is well known [3] irrespective of the specialization (2.1). The 
particular formulations of Parts (ii) can be found in [1], and the Part (iii) results are from 
[1, 5]. Part (iv) is straightforward from the re-organization of Figure 2.2a as Figure 2.2b. 
Remarks 1. Referring to Part (i), observe that when Q = 0, the stabilizing controller 
is Ko e Rp. The properties of Part (ii) and (iii) concern subsequent controller proposals 
when Q is realized as a separate subsystem. The Part (iii) result allows analysis when Q is 
an adaptive filter - of necessity time-varying and non-linear. As long as Q is causal, 
bounded-input, bounded-output, then bounded-input, bounded-output stability of the 
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system in Figure 2.1 is maintained. It is noted that should the plant be non-nominal, then 
Q stable is no longer sufficient to guarantee closed loop stability. Conditions for 
maintaining closed loop stability is discussed in Chapter 2. Also as discussed in Chapter 2 
and later in this chapter, a sufficient condition for maintaining stability is achieved by 
limiting the norm of Q. 
2. The class of all model matching controllers is now seen to be a further specialization of 
the class of all two-degree-of-freedom stabilizing controllers as in the following theorem. 
(a) 
d -
-
~ 
(b) 
Augmented 
Plant 
G0 =[~J 
K(Q) = 
CT<i(Q) 1S(Q2)] 
Plant 
-
- Go -
Figure 2.2 One Degree of Freedom Controller Ko for Go = [ 0 G cJ is 
a Two Degree of Freedom Controller for G
O
• 
Theorem 2.2 The class of all model matching stabilizing controllers K(Q) 
=[K1(Q1,Qi) K2(Qi)] e Rp for G0 with nominal stabilizing controller Ko =[K1 K2] e 
Rp satisfying 
Wi* = (I-K2G0)-1K1, W2* = G0 (I-K2Go)-1K1 E RH00 (2.19) 
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for some W 1 *, W 2 * is the subset of the class of all stabilizing two-degree-of-freedom 
controllers of Theorem 2.1 with Q = [ 0 Qi ] , that is with Q1 = 0. This class inherits the 
properties of Theorem 2.1 with Q specialized as above. 
Proof: From (2.13), we have Wt"'= MVoK1 = M01 and W2*= NV0 K1 = NU1 
and from (2.8), (2.13), 
K(Q) = V(Q)-1 U(Q) = V(Q)-1[(U1+Q1) (U2+QiM2)] 
With Q1 =0, 
W1 = (I-K2(Qi)G0)-1K1(Q) = M01 = Wt"' 
and W2 = Go(I-K2(Qi)Go)-1K1(Q) = NU1 = W2* 
3. THE OPTIMIZATION TASK 
Off-line Optimization For optimization of one-degree-of-freedom controllers, it 
proves convenient to consider an augmented plant P as in Figure 3.1 with P22 = 0 0 • The 
disturbance/ references are Wk and the disturbance/reference response is Ck. The H2, H00 
optimization task is to search over the class of stabilizing controllers to minimize the 
transfer function matrix from Wk to Ck in an fI2, H00 sense. In this section, we apply the 
specialization of the one-degree-of-freedom controller to conveniently define a 
corresponding two-degree-of-freedom H2, H00 optimization. Here with* denoting terms 
not of immediate interest, 
P2i= [:J P21 = [ ~ ~ ]. ht = [ ! ~ ]. w = [::J Y = eJ (3.1) 
K(Q) = [ K1(Q) K2(Qi)], Q = [ Q1 Qi] (3.2) 
Under (3.2), ri = Yl = w1 is taken to be a known reference signal. Also, Y2 is the plant 
output, and w2 is an unknown disturbance. The two-degree-of-freedom structure is clear 
from the above specialization and re-organization of Figure 3.1 as in Figure 3.2. As for 
the one-degree-of-freedom case, 
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T=[ P11+P12UJ\1oP21 P12Mo] 
MoP21 0 
(3.3a) 
where P22, P21 have the structure 
(3.3b) 
Also, the disturbance/ reference response transfer function matrix is 
(3.4) 
which is affine in Q. The H2 or H00 optimization task is as in the one-degree-of-freedom 
case. 
min II [FQ]sp II 2 oroo =min II [FK]sp II 2oroo 
Qe RH"" stabilizing K 
(3.5) 
where [,]sp denotes the strictly proper part. To summarize, 
Theorem 3, 1 The two-degree-of-freedom H2 or H"" optimization task is a 
specialization of the standard one-degree-of-freedom optimization (3.5) under (3.3), (3.4) 
associated with Figure 3.1. The specialization is given in (3.1), (3.2) with depiction in 
Figure 3.2. 
Proof: Follows directly from the specialization of the one-degree-of-freedom 
controller to the two-degree-of-freedom controller. 
Remark Clearly the H2, H"" model matching optimization task is a specialization-
of the two-degree-of-freedom case with Q1 = 0. 
On-line Optimization Task Consider the situation when a plant G differs from the 
nominal plant G0 • Our proposal is to implement the controller K(Qk) with Qic 
implemented as a disturbance estimate feedback (DEF) filter and its parameters tuned on 
line. With Qk (now time-varying) constrained to be stable , then K(Qic) is stabilizing for 
the nominal plant G0 • Our purpose is to tune Qic on-line so that K(Qic) gives improved 
- -
tracking and disturbance rejection performance when applied to G, and for the case G = 
00 , then Qk tunes to zero and thus K(Qic) tunes to the nominal controller Ko. Details are 
developed in the next section. 
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Figure 3.1 Disturbance/Reference Rejection Transfer Function Matrices 
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Figure 3.2 The Two-degree-of-freedom Specialization 
4. ADAPTIVE TRACKING 
In this section, we introduce an adaptive two-degree-of-freedom tracking scheme 
with a view to enhancing tracking and disturbance rejection performance. The theory of 
the previous section suggests that such can be structured along the same lines as that for 
the one-degree-of-freedom controller in [1]. 
First Sta&e·of Preprocessin& The nominal controller Ko is augmented to yield a Jo 
e Rp of (2.9). These augmentations do not introduce additional dynamics but introduce 
an additional control variable Sk and measurement variable fk as in Figure 3.1. From 
(3.1), (2.9), (2.13) and in obvious operator notation, 
(4.1) 
Time-varyin& Filter/Controller 01,- Here Q = [Q1 Qi] denotes a feedback 
controller with input r and output s. As foreshadowed in earlier sections, Q is realized as 
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an adaptive filter/controller with Q1, Qi interpreted as the feed.forward and feedback 
adaptive loop augmentations of a nominally optimal two-degree-of-freedom controller. 
For simplicity of presentation, we shall restrict attention primarily to scalar variable 
nominal plants with Q1, Qi also scalar. In the first instance, consider a time invariant filter 
Q(z·1) parametrized in term of a finite dimension parameter vector 8 as follows 
Q1(z·l) = 'Yo+ "(1z·l + ... + 'Ymz·P 
1 + CX:1z· 1 + ... + CXnz·n 
~o + ~1z·l + ... + ~mz·m 
1 + cx1z· 1 + ... + CXnz·n 
8' = [ ex 1, cx2, ... , <ln, ~o, ~1, ... , ~m, 'Yo,···, 'Yp] 
The following state (representation) vector is 
<l>k = [-Sk-1 ... -Sk-n r2,k ... r2,k-m w1,k ... WI,k-p] 
(4.2) 
(4.3) 
The dimensions n, m, p are set from an implementation convenience/performance trade-
off. In the adaptive case, the parameters are time-varying resulting from least squares 
calculations studied later. We will assume a unit delay in calculations. Thus 8 is replaced 
I\ 
by ek-1, and the filter with operator Qt= [Q1k QiiJ is implemented as 
Sk = ~k-l 1<l>k (4.4a) 
with parameters (time-varying in general) 
~k· = [ &1k ... &nk ~Ok ... ~mk YOk .•. 'YpiJ (4.4b) 
Equations (4.1)-(4.4) together yield a description of a time-varying controller K(Q0 
with input y = [w1' Y2T and output u. As foreshadowed earlier, we seek ~k selections 
so that this time-varying (adaptive) controller minimizes an appropriate disturbance 
response. 
A Disturbance/ Reference Minimization Framework So far we have dealt with the 
disturbance/reference response minimization associated with an augmented nominal plant 
G 0 = [0 00 ']' further augmented as P with P22 = G0 driven by disturbance/reference w, 
controls u, and having as outputs the disturbance/reference response e and plant output y. 
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Here we consider a generalization to the case G = (0 G']' where G, termed the actual 
plant, is not in general the nominal plant 00 • Now P generalizes as P(G) with P22 = G. 
What reasonable selections do we make for the other blocks of P(G)? We defer an answer 
on this question. Let us first proceed to complete the formulation of the adaptive 
algorithm. 
Second Stage of Preprocessing Ignoring initial conditions, introduce stable 
prefilters P12Mo to yield signals ~k, l;Ic as 
~ = ek - P12MQk-11'k 
(4.5) 
and 
(4.6) 
These pre-processing are motivated by the following result developed in Chapter 2. 
Lemma 4.1 [11 Consider an augmented plant P(G) with P22 = G, and with the 
controller K(Qk,) applied as defined above via (4.1)-(4.4). Then the disturbance response 
ek is given, via operator notation, from 
(4.7a) 
Moreover, denoting ek as an a priori response in that it is based on estimates io, ~ 1, .. . 
~k-1, and ek/e as an a posteriori response based on estimates i1, @2, ... ~k-1 , e_, then again 
in operator notation, 
(4.7b) 
Proof: Follows from extensive manipulations, see proofs to Lemma 2.3 and 3.1 in 
Appendix of Chapter 2. 
Remark It is now possible to show that ek/e is affine in the parameter e and that a 
least squares selection e can be made to minimize an L2 norm on ek/0· 
In the scalar case, the following theorem is the foundation of the adaptive scheme. 
Theorem 4.1 Consider the adaptive scheme of Figure 4.1 with (4.5)-(4.7) 
holding, then we have 
ek/e = ~k - <?k18k (4.8a) 
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<?k
1 
= [ (ek-1 - 'k-1), ... ,(ek-n - 'k-n), -~2,k , ... , -~2,k-m,- ~1,k , .... -~1,k-m] (4.8b) 
¼ = ek - P12M [Q1,kWI,k + Qi,kr2,k] (4.8c) 
~1,k = P12Mw1,k, ~2,k = P12Mr2,k (4.8d) 
w2k -
-
P(G) 
-
-
l\ ~I~ y 2k 
-
Jo 
---
-
~:] " 5ic I - [ Qlk Q2k] -
-
. 
I 
.....__I 
I , I 
I 
I 
, ' 
-Puhl 
LuM o ~ 0 p~ 
, I 
-:t 
-~,~ 
'k ~2k ,. ek 
,, 1lr 
Least Squares Algorithm -
-
Figure 4.1 Adaptive Scheme 
Proof: Define ,k = P11wk + P12Uofk and from (4.7a) and the factorizations of 
(2.13), we have 
'k = ek - P12M~fk 
and (4.8c) holds. 
With Qic;e parametrized as in (4.2) and note that Sk-i/0 = Sk-i for 21, we have 
(4.9) 
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Sk/0 = -a1kSk-l ... -an1csk-n + ~okr2,1c ... + ~mkr2,1c-m + 'YokWl,k ... +"fpkWl,k-p 
= [ -Sk-1 ··· -Sk-n k r2,1c ... r2,k-m Wl,k ... WI,k-p] 0k 
Observe from (4.9) that cP12Msk-i) = (~-i - ~k-i) for ~1, we have 
ek/0 = ~k + P12M[ -Sk-1 ... -Sk-n k r2,1c ... r2,1c-m WI,k ... WI,k-p] 0k 
and (4.8) follows. 
Remarks Note that e, ~, ~1. ~2 are in general vectors even for scalar G. 
Least Square 8 Selection The minimization task (3.5) (with FQ e Rsp) when 
translated into the time domain is the least squares minimization 
min E[ek/e'ek/0] (4.10) 
e 
Least Square \ Selection With the minimization task (4.10) in mind, the approach 
of [1] is to perform an on-line least squares "minimization" yielding parameters \ to be 
applied in the adaptive loop (4.4). Given this objective, the natural algorithm to use is as 
follows. 
I\ I\ I\ I\ I\ I\ I\ I\ 
ek = ek-1 + Pic<f)kek, ek = ~k - <l'k 10k-1 
k 
I\ ~/\ I\ 
Pk = (~<pi' <pi )· 1 
1 
I\ I\ I\ I\ I\ I\ I\ I\ 
= Pk-1 - Pk-l<f'k[ I+ <l'k 1 Pk-l<l'k J-lq,k'Pic-1, suitably initialized 
I\ I\ I\ 
<f>k' = [ (ek-l/lc-l-~k-1) ··· (ek-n/k-n-~k-n) -~2,k ··· -~2,k-m ,-~1.k ··· -~1.k-ml 
I\ I\ I\ 
ek/lc = ~k - <f>k'0k 
I\ 
or <f)k = <f)k of (4.8b) (4.11) 
The Adaptive Tracking/Disturbance Rajection Controller The organization of the 
adaptive controller is depicted in Figure 4.1. Once the pre-filtering is in place, the 
adaptation is via a standard least squares scheme. As the two-degree-of-freedom adaptive 
scheme can be viewed as a specialization of the one-degree-of-freedom controller, 
analysis of the scheme follows the same line as the one-degree case and will not be 
repeated here. 
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Remarks 1. In the robustness analysis of [1], necessary and sufficient conditions 
for closed loop stability are derived for plants G differing from the nominal model G0 • 
' 
Moreover a sufficient condition for K(Q.k.) to stabilize Gunder the assumption that Ko 
stabilizes both G, G0 is a constraint on the norm of Q; the extent depending on a norm of 
the difference between G and G0 • In the two degree of freedom case, when G = 
[G1' G']' and G1 = 0 is known exactly, there is no corresponding restriction on Q1. 
However the norm of Qi is constrained as in the one-degree-of-freedom case. 
2. The above adaptive scheme with the plant not equal to the nominal model is a recursive 
prediction error (RPE) scheme. Thus with projection into a stability domain, which can be 
achieved as discussed in Remark 1, by a suitable constraint on the norm of Qi, global 
convergence to the off-line prediction error controller is achieved. 
Disturbance/Reference Res_ponse Selection The above algorithm relies on a suitable 
selection of P12 and measurability of ek. Our objective in this chapter is to achieve a 
suitable selection that ensures the property that when the actual plant G is the nominal G0 , 
then the filter Qk tunes to Qk = 0, so that K(Q.k.) tunes to the nominal controller Ko. There 
are two specific approaches studied in this chapter. The first is when Ko is the result of an 
LQG design and ek is chosen so that the L2 norm of ek is the quadratic index used for the 
design. The second is when the L2 norm of ek is some measure of the difference 
between the desired disturbance/reference response of a nominal design and the 
corresponding disturbance/reference response of the actual design on line. These two 
cases are studied in the next section. 
5. Two DESIGNS 
(i) Linear Quadratic Servo Tracking Consider a stochastic state space model of a 
plant G0 in innovation representation form as 
Xk+ 1 = Axk + B Uk + rw2k, Y2k = Cxk + W2k (5 .1) 
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The tracking objective is for Y2k to track a known reference w1k, assume the reference 
w1k to be the zero input response of some system given by 
- -
xk+1 = Axk, w1k = cxk (5.2) 
Let us denote a stabilizing state estimate feedf orward and feedback gains as F 1, F2 and 
some stabilizing output injections AL1 = H1, AL2 = H2 such that 
(5 .3) 
Theorem 5.1 A two-degree-of-freedom stabilizing controller for G0 = [ 0 G0 ']' 
is, in the notation above, 
I A+H2C+BF2+BF2L2C BF1(I+L1C) I -BF1L1 -(H2+BF2L2) 
- -
Ko= 0 A+H1C I -H1 0 
--------------------------------------------------1-----------------------------
(5.4) 
- I F2(I+L2C) F1(I+L1C) I -F1L1 -F2L2 T 
Moreover, coprime factorizations for G0 and Ko satisfying (2.6) are then given as 
follows. 
eRH00 
(5.5) 
Proof Direct substitution of (5.1) into (2.6) gives the result. 
3-18 
Chapter 3 Two-degree-of-freedom Controllers 
Remarks 1. With L 1 = L2 = 0 the results specialize to more familiar ones with 
strictly proper controllers. 
2. Applying these factorizations, J0 , T and FQ are then given as in (2.9), (3.3),(3.4) and 
H21H00 off-line or on-line optimization tasks as in (3.5) can be carried out as for the one-
degree-of-freedom case. 
Consider also a generalized linear quadratic (LQG) index 
ILQG = E{½ _i [ui'RcUi + (w1i-Y2i)'Qc(WU-Y2i)]}, Rc>0, Qc~0 
I=l 
=E{½ _i ei' ei}, 
I=l 
(5.6) 
As mentioned previously, Wik is some external reference signal and ek is a 
disturbance/tracking response. For the plant of (5.5), the augmented plant P which 
achieves the relationships between inputs u, w and outputs e, y implicit in the above 
definitions is constructed as follows. 
(5.7) 
where [ ]T denotes a transfer function as defined in (5.lb). Notice that P22 = 0 0 = 
[0 0 0 ']'. 
When the actual plant G is not the nominal plant 00 , then P22 = G = [0 G']'. We 
propose selections 
[ 
Pll P12 ] 
P(G) = p
21 
p
22 
, where 
Pu= 
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[Rcl/2] [ I P12 = I , P21 = O O ] , P22 = [ ~ ] , (P21 )22 = [--~--:--~--] (P21h2 G C I I T (5.8) 
The above selection is justified as follows. From (5.6) and Figure 3.1, we have 
= P11 Wk + P12 Uk (5.9) 
Using the definition G = [0 G']' and K(Q0 = [K1(Q0 K2(Q20], (5.8) follows. 
Remarks 1. Notice that P11 is expressed in terms of the actual closed loop transfer 
functions, so is dependent on the unknown plant G and on Qic. It is thus useless for any 
off-line design purposes, but not for the on-line design approach of the chapter. 
2. Other variations such as the tracking of an a priori known reference signal can also be 
formulated along the same lines. Details omitted here. 
Simulation Results 
Simulation results for the adaptive servo tracking problem as described above is 
presented as follows. 
Nominal Plant Model 
[ 
3.0 1 ] 
Ao= -3.25 0 -[ 1.0] Bo-
-I.I 
Co=[l 0] [ 
3.2 ] 
ro = -2.75 (5.10) 
Input Reference Model 
(5.11) 
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Actual Plant 
A= [ 3.1 1 ] [ 1.0 ] 
-3.4 0 B = -1.15 C=[l 0] [ 
3.3 ] 
r= -2.95 (5.12) 
Applying standard LQG theory of [4], with Rc112 = 0.01, Qc1/2 =1, we have 
[ 
-1.413 ] [ -3.2 ] 
Hi= 0.828 H2 = 2.75 (5.13) 
F1 = [ -18.711 -18.011 ] F2 = [ -2.992 -0.818 ] 
With these values of H1, H2, F1, F2 the factorizations of (2.13) are used for the 
prefiltering stages of (4.1), (4.5), (4.6). Three-term finite impulse response (FIR) models 
are used for Q1, Qi. The results are as follows. 
TABLE 
Adaptive Scheme 
Fixed Controller with G * G0 (not adaptive) 
Ideal Fixed Controller with G = G0 
E[w1k ·Y2kl2 
0.049 
0.243 
0.024 
0.064 
0.251 
0.028 
Q1(z-l) = -38.8 + 86.85z-l - 47.84z-2 Qi(z-1) = 0.016 + 0.187z-l 0.lOlz-2 
Clearly, with the adaptive scheme in place, performance is enhanced as compared to 
having just a fixed controller. The performance approaches the ideal fixed controller. 
(ii) A Model Following Case A restriction of the method of (i) above is that Ko 
must be the result of some LQG design. More generally, we propose a model following 
approach. 
Let Ukr, Y2kr denote the input, output signals of the nominal plant G0 in closed 
loop with the given nominal controller Ko, and define the following index. 
ILQG = E{½ .l [(u1-u1')'Rc(u1-u1') + (y21-Y21'l'Qc(y21-Y21')]}, Rc~0, Qc~0 
1=1 
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(5.14) 
where Uk, Y2k are as defined in (3.1) and Re, Qc are weighting matrices. 
Minimization of the index (5.14) forces the actual plant input and output signals to 
follow closely the input and output signals should the plant be the nominal plant G0 • With 
ek defined as in (5.14), we then have 
[ 
-RcKo<I-GoKo)·1 l 
= ~+ 
[0 Qc112] { (l-GK(Qk))·L(I-Gol(0 )·1} - K(Qk)(I-GK(Qk))· 1 
(5.15) 
which defines a suitable P12, and P11 to meet the objectives. 
6. CONCLUSIONS 
An adaptive tracking/disturbance rejection scheme using least squares updates is 
described. The scheme adapts feedback and feedforward adaptive augmentations of a 
two-degree-of-freedom controller. A non-trivial specialization of the one-degree-of-
freedom controller theory to a two-degree-of-freedom controller is presented. 
The adaptive scheme augments a stabilizing fixed controller and performs tracking 
and disturbance rejection based on the same disturbance/tracking error index as that used 
for the nominal controller, thereby enhancing performance. Thus the control objective of 
the original controller design is preserved, together with performance enhancement. The 
scheme has the desirable property that should the nominal model truly represent the plant, 
adaptation evanesces, thereby preserving all desirable properties of a fixed robust 
controller. There are also local convergence properties. Simulations show the 
effectiveness of the scheme. 
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CHAPTER 4 
ADAPTIVE CONTROL WITHIN THE CLASS 
OF STABILIZING CONTROLLERS FOR A 
TIME-VARYING NOMINAL PLANT 
1. INTRODUCTION 
The class of all stabilizing controllers for a time-invariant linear plant is 
conveniently characterized in terms of an arbitrary stable transfer function Q, [1]. Since 
closed-loop transfer functions are affine in Q, off-line optimization for performance and 
robustness of stable Q within an H2 or H00 framework is attractive. Also, with Q 
implemented as a separate subsystem, it can be adapted on-line to asymptotically minimize 
an L2 disturbance response signal, as proposed in [2]. This allows on-line tuning of an 
off-line optimal/robust design which can be organized so as to optimize the same L2 
disturbance response as that of the off-line design, with the important property that the 
adaptations evanesce when the plant is the nominal one. Off-line optimization within an 
H00 framework does not appear to generalize for convenient application to time-varying 
systems, although on-line H2 asymptotic optimization for time varying plants appears to 
be a practical objective. This motivates for us the study of convenient variations to the 
state space characterization for the class of all stabilizing controllers for time-varying 
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systems, of [3,4], and thereby to generalize the adaptive disturbance estimate feedback 
results of [2] to time varying plants. 
Our approach is based on coprime factorizations of time-varying systems with 
state space descriptions first studied in [4]. Here using state space descriptions of a 
nominal causal plant G0 and an arbitrary stabilizing causal controller Ko, we present 
suitable factorizations for G0 and Ko, and characterize the class of all stabilizing time-
varying controllers for time-varying linear plants in terms of an arbitrary stable time-
varying dynamical system operator Q. When Ko is a full order state estimate feedback 
controller, the characterization is identical to that in [4]. When Ko is not so constrained, 
the characterization of [4] is not suitable for our purposes of enhancing an existing off-
line controller Ko design by an adaptive scheme which has the property that it is 
asymptotically open-loop when applied to an actual plant which is the nominal one. In our 
characterization, there is a further step not taken in [4], namely to reformulate all 
stabilizing controllers into the familiar J-Q form of [5,2] for the time invariant case, thus 
establishing the complete correspondence of ihe linear time-varying case to current 
Kucera/Youla parametrization theory for the time-invariant case. Retained in our 
formulations is the crucial property that the closed-loop input/output operators are affine 
in Q. This is achieved by appropriate handling of certain uncontrollable/unobservable 
modes and is not as trivial as first might appear. 
For adaptive controllers which augment an existing off-line designed 
robust/optimal controller, we propose that the stable operator Q which can generate the 
class of all stabilizing controllers, be realized as a separate subsystem with parameters 
adjusted on-line to minimize some disturbance response norm. This direct adaptive 
scheme retains a number of the attractive properties of its time-invariant counterpart. The 
application of the adaptive approach is illustrated by specializations which achieve the 
well studied self-tuning regulator and parallel model reference adaptive controller of [7]. 
In Section 2, we set up the framework for subsequent sections by the convenient 
characterization of the class of all stabilizing time-varying controllers for a linear time-
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varying plant to provide a setting for the adaptive scheme of Section 3. In Section 4, the 
self-tuning regulator and parallel model reference adaptive controller of [6] are formulated 
as special cases in our framework. In Section 5, simulation results show the effectiveness 
of our scheme in enhancing the performance of the recursive least squares scheme 
operating under colored noise environment. Conclusions are drawn in Section 5. 
2. TIME-VARYING SYSTEMS 
Let us consider the class of causal linear, time-varying, finite-dimensional, 
discrete-time, state space systems, and in particular, the subclass which is uniformly 
detectable and stabilizable with bounded input and output matrices. Let us denote this 
class as SDB. Now consider a plant G0 e SDB with the following state space 
description. 
G0 : Xk+l = AkXk + BkUk, Yk = CkXk + DkUk, Bk, Ck, Dk bounded (2.1) 
Symbolically, we represent the dynamical equation of (2.1), omitting time integer 
subscripts for convenience, as 
G0 = [-~-:-~-] e SDB 
CID XO 
(2.2) 
where [ lxo denotes the state space description with initial condition xo. The following 
definitions are used throughout the chapter. 
Definition 2.1 (Multiplication ) For the two systems 
then cascading defines multiplication as 
RS= 
0 AS I BS 
-----------------1--------[ 
AR BRCS I BROS] 
cR oRcS I oRoS XR XS 0 0 
Definition 2.2 (Elementary Minimality) For a system S, we define [S]# as S with 
any elementary uncontrollable and unobservable modes removed. Such modes are made 
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explicit by time-invariant co-ordinate basis changes, are decoupled from other modes, and 
have zero input or output gains for all ton [ O,oo). In general, [RS]#* [R]#[S]#. 
Definition 2.3 CTnverse) Given a system 
where (D5)-1 exists and is bounded, the inverse system denoted s-I is given as 
Applying Definition (2.1) including elimination of elementary uncontrollable and 
unobservable modes, we obtain [SS-1]#=1, [S-lS]#=I. The left/right inverse s-L, s-R is 
likewise defined in terms of (DS)-L / (DS)-R. Then [SS-R]#=I, [S-LS]#=I. 
Definition 2.4a (System Stability) In what follows, we say a linear time-varying 
system belongs to the class of exponentially totally stable systems, denoted ETS if for any 
initial conditions, it is exponentially stable and for any bounded inputs, its states and 
outputs are bounded. In the case of systems in SDB as in (2.1), this definition is 
equivalent to having Xk+l = AkXk exponentially stable. 
Definition 2.4b (Closed-loop Stability) A controller Ko stabilizes a plant G0 , 
referring to Figure 2.1, when the system with inputs u1, u2 and outputs e1, e2 belongs to 
ETS. 
G 
0 
K 
0 
Figure 2.1 Stabilizing Time-varying Controller 
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Lemma 2.1 With the Definition 2.4, a controller Ko stabilizes a plant G0 if and 
only if the closed-loop system operator 
[ I -Klo]-1 e ETS 
-Go (2.3) 
[Here we have assumed that the closed-loop system is well-posed in that the inverse in 
(2.3) exists for all time instants k and in the limit ask~ oo] 
Proof: Consider the plant of (2.1) and the state space description of the controller 
(2.4) 
Then 
I A+BZDKc BZCK BZ BZDK l I BKzc AK+BKzocK I BKzo BKz 
= l-----------------------------------1-------------------------J * 
znKc zcK I z Zl)K XO 
zc zocK zn z 
(2.5) 
where Z = (I-DDK)-1, Z = (I-DKD)·l exist and are bounded above under well-posedness 
assumptions. This is the closed-loop system as in the Definition 2.4b. Thus (2.5) belongs 
to ETS if and only if Ko stabilizes 0 0 • 
· Lemma 2.2 (A Stabilizing Controller) Consider Fk a bounded stabilizing 
feedback gain for the uniformly stabilizing pair (Ak, Bk),with Bk bounded, in that ~k+l = 
(Ak+BkFk)~kE ETS. Consider also that Hk is a bounded stabilizing output injection for 
the uniformly detectable pair (Ak, Ck), with Ck bounded, in that ~k+l = (Ak+HkC0~k e 
ETS. Then a stabilizing controller for (2.1) is given from 
(2.6) 
4-6 
Chapter 4 Time-varying Systems 
Proof: A co-ordinate basis change shows that system closed-loop stability is 
equivalent to ~k+l = (Ak+BkF0/;k, ~k+l = (Ak+HkCIJ/;k e ETS. 
Lemma 2.3 (Coprime Factorizations) Stable factorizations for G0 of (2.1) with 
Bk, Ck, Dk bounded and Ko with Fk, Hk bounded and stabilizing as in Lemma 2.2 are 
Go= NoMo-1 = Mo-1 No, No, No, Mo, Mo eETS 
(2.7) 
where 
[ 'lo 
-No 
- Uo]- [-A+HC __ :_-(B+HD) _ H __ ] 
- - F I I 0 
Mo CI-D Ix-Oil 
[~00 ~:] = [-~~'.'.+~---~~--] 
C+DF I D I XO 
(2.8) 
Moreover, the double Bezout identity holds under Definitions 2.1, 2.2. 
[[ '10 - ~o] [~o ~o]] {[Mo Uo] [ '10 - ~o]] = [I 
- No Mo o o # No Vo _ No Mo # 0 ~] (2.9) 
Proof: See Appendix. 
Remarks 1. Satisfying the double Bezout Identity tells us that the various 
inverses [ N0 Mo]-R etc exist and belong to ETS. Let us denote the factorizations (2.8) 
with such properties as coprime factorizations. 
A more general factorization than (2.8) is given in the following lemma. 
Lemma 2.4 (More General Coprime Factorizations) Consider the plant G0 e 
SOB, stabilizing controller Ko e SOB of (2.4) and stabilizing bounded state feedback 
gain F~ in that ~k+l = (A~+B~F~)~kE ETS. Then coprime factorizations for Go, Ko 
are given from (2.4) with 
A+BZoKc BZCK I -BZ BZoK 
-Oo] = 
Mo 
BKzc AK+BKzocK I -BKzo BKz 
-----------------------------------1--------------------
F-ZoKc -ZCK I Z -ZoK 
eETS 
zc -(FK..zocK) I -ZD z 
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~:J Jl ___ ~:BF -----::::::--L--~------: JJ * eETS 
C+DF pK D I x0 
[
Mo 
No 
(2.10) 
Z = (I-DDK)-1, 2 = (I-DKD)-1 
Moreover, any coprime factorization U0 , V 0, 0 0 , VO satisfying the Bezout Identity (2.9) 
imply that with G0 , Ko defined as in (2.10) , then Ko stabilizes G0 • 
Proof: Noting the stability of the closed-loop system of (2.5), (2.10) can be 
directly verified. 
Remark Even the time-invariant specialization of the factorization (2.8) are to our 
knowledge novel and appear useful. 
Theorem 2.1 (The class of all stabilizing time-varying controllers) Tiris class has 
coprime factorizations parametrized in term of arbitrary Qe ETS under (2.7),(2.9) via 
linear fractional maps as in [4], 
K = V-1 0 = UV-1, 
O=O0 +QMo, V=V0 +QN0 , U=U0 +MoQ, V=V0 +NoQeETS (2.11) 
Moreover, the closed-loop system operators are affine in Q as 
- KJ-1 = [ I 
I -Go 
-K 0 ]-l [[Mo] I + No Q [No 
Proof: Applying the definition (2.1 la), simple manipulations yield 
=[{[~ 
=[ L~o 
=[_~o 
~-1 [! 
~}[fo Q~]}] # 
-KoJ-1 + [ [Mo Uo] [QN0 QMo]] 
I N0 Vo O O # 
(2.12) 
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and (2.12) follows. Thus Qe ETS implies K stabilizes G0 and sufficiency is established. 
Pre- and post-multiply (2.12) by [\i0 -00 ], [-Uo' v 0 ·]' eETS respectively and 
applying the Bezout identity (2.9) establishes necessity - the linear fractional map between 
K and Q is bijective. Likewise for the dual definition (2.7b). Further simple 
manipulations show that the Bezout identity (2.9) holds with U0 , V 0, 00 , '10 replaced by 
U, V, 0, '1 and coprimeness of the factorization is established. 
Remark This class can be conveniently reorganized as in Figure 2.2a where 
Realizations for J0 from (2.10), (2.8) are respectively 
I AK -BK(C+DF) I -BK BKD l A+BF+HC+HDF I -H B+HD 0 A+BF I O -B -----------------------1----------------
l----~~--:;;~-~c~:~i-:---~--i:;~~J / [ -(CfDF) : ~ -b l/2·!J) FK C+DF I I -D xO 0 
s 
Jo Q 
~ 
e4=Sk 
(b) 
Q K(Q) 
e3=rk 
·I FQ .. QeETS (a) 
(c) 
Figure 2.2 Class of All Stabilizing Time-varying Controllers 
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Separate Implementation of J2 and O It will be required in subsequent work to 
realize J0 and Q as separate subsystems. An important requirement is that the system with 
J0 and Q separately realized as 
[ 
AO I BO ] 
--------1--------
cQ I D0 x~ 
E ETS (2.14) 
is ETS. 
Lemma 2.5 Consider the closed-loop system as depicted in Figure 2.2 where the 
controller consists of J0 and Q realized as separate subsystems (2.13), (2.14). Then the 
closed-loop system with inputs u = [ u1' u2' u3' U4'l' and outputs e = [ e1' e2' e3' e4']', 
and arbitrary Qe ETS is 
A+BoKZC -BZCK 0 0 BZ BDZ 0 0 
-BKzc AK+BKzocK 0 0 -BKZD -BKz 0 0 
-BD0zC -BDO(F-ZDCK) A+BF -Bc0 -BDOZD -BDQz -BDO -B 
w B0zC BO(F-ZDCK) 0 AO BOZD BQz BO 0 
---------------------------------------------------- ------------------------------------
(DK+DQ)ZC -YZCK+DOF -F cQ n (DK+DO)Z no I 
yzc 
-YZDCK+DDOF -C-DF Dc0 YZD yz DDO D 
zc F-ZDCK 0 0 ZD z I 0 
nQzc DO(F-ZDCK) 0 cQ DOZD oQz no I xw 0 
E ETS 
(2.15) 
Proof: A straight forward connection of the various subsystems in Figure 2.2 
leads to the formulation of (2.15). Stability of (2.15) is observed by noting boundedness 
of the input/output gains and that Qe ETS, Ko stabilizing Go, and ~k+I =(Ak+BkFk)~k 
eETS. 
Lemma 2.6 (Affine Property) Consider the closed-loop system of Figure 2.2b 
where S denotes the subsystem consisting of G0 and 10 with input u = [(u1 ' u2') e4']' 
and output e= ((e1' e2') e3']' and F(Q) denotes the subsystem with input (u1' u2')' and 
output (e1' e2')'. Then 
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A+BZoKc -BZCK 0 
-BKzc AK+BKzncK 0 
0 0 A+BF 
S= 
[ ZoKc zc 
-F 
-(C+DF) 
[ zc 0 
Moreover, with the indicated partitioning 
[ BZ BZDK] [ OJ -B~ZD -B~Z -~ 
] [ z ZD 
] [ ZD 
~] [~] 
Z ] [ 0] XS 0 
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(2.16) 
(2.17) 
and referring to (2.15) 
F(Q) =[In O]W[In 0]' , where n is the dimension of Z plus dimension of Z 
(2.18) 
is affine in [Q]#. 
Proof: Simple manipulations give the formulae for Sin (2.16), and from Lemma 
2.5 its stability follows. Property (2.17) follows since S22 has only elementary 
unobservable modes. Lengthy but straightforward manipulations verify (2.18). 
Remarks 1. Should Q contain elementary uncontrollable or unobservable modes, 
the difference between F(Q) and F([Q#]) are the elementary uncontrollable or 
unobservable modes of Q. 
2. Consider an augmented G0 , denoted P0 with P22 = G0 , as in Figure 2.3a and the 
following 
p -[Pu 
o - P21 
(2.19) 
Denote T0 as the system consisting of 0 0 and J0 with input (wk', Sk)' and output (ek' 
fk')' as in Figure 2.3b. Then the lemma generalizes in a straightforward manner. In 
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particular, Lemma 2.6 with the closed-loop system operator Fp([QJ#), giving outputs ek 
from input Wk, is affine in [QJ# e ETS as 
T12] T 22 e ETS, [T22]# = 0 (2.20) 
3. The results (2.18), (2.20) specialize in the time-invariant case to known results in 
terms of transfer functions. That is, (2.18), (2.20) hold where [QJ#, Fp([QJ#), Tij, etc are 
transfer functions. 
Jo 
s Q 
r s r 
(a) Q 
wk ~ t\ wk F (Q) ... p pll 
(b) 
p21 p12 
,---- ------------------- ----~ 
I I 
I ~--~ S 1----ai I 
I 11 I 
I ._ _ _, I 
I I 
I ----. .-....i...-, I 
I I 
: 521 s 12 : 
I '--....----' ._ _ _. I 
I .---, I 
I I 
' ~--~ Q ~----" ' I I I .._ _ _. I 
(c) ... - - - - - - - - - - - - - - - - - - - - - - - - - - - - - ' 
• F (Q) 
Figure 2.3 Class of All Stabilizing Time-varying Controllers for Augmented Plant 
An Associated Performance Index Let us define a performance index associated 
with the system of Figure 2.3c. We define an optimal disturbance rejection task as 
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selection of a time-varying [QJ#e ETS such that the system response is minimized in 
some sense. Here we consider a quadratic optimization using the index over the controller 
class [QJ# e ETS. 
1 k 
Index= k _I, ei'ei 
I=l 
(2.21) 
Off-line optimization of this index appears more formidable than an on-line prediction 
error version to be studied in the next section, exploiting the fact that Fp([QJ#) is affine in 
Input/Output Operator via Factorization To facilitate construction of adaptive 
schemes for on-line achievement of the disturbance rejection task, the following lemma is 
introduced. 
Lemma 2.7 The systems T0 , [Fp(Q)]# can be expressed in terms of the 
subsystems Pij and stable plant/controller coprime factorizations of (2.7)-(2.10) as 
(2.22a) 
(2.22b) 
Proof: Consider the feedback schemes of Figure 2.3a realized in terms of stable 
subsystems as in Figure 2.3c. Thus (with [F*(Q)]# as indicated in Figure 2.3c) 
where 
I ABZDKc -BZCK O I BZ O l I -BKzc AK+BKzncK o 1 -BKzn o 
S= l-----~------~~~~---- A ~;F ---:---~------- -;----J.~ 
Z = (I-DDK)-1, 2 = (1-DKD)·l 
From Figure 2.3c, it is immediate that the system Fp(Q) has the property 
[Fp(Q)]# = [Pu+ P12S11P21+ P12S12QS21P21]# eETS 
Now from the factorizations of (2.10), it is easy to verify the following 
(2.23) 
E ETS 
(2.24) 
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!:Mo Do]#= [S11]#, l:Mol# = [S12]#, [Mo]#= [S21]# 
From (2.25) and (2.24), (2.22) follows. 
3. ADAPTIVE SCHEMES 
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In this section, we consider an adaptive control scheme which augments an 
original off-line designed controller Ko with dynamics including an on-line tuned 
subsystem as Qin Figure (2.3a,b). The tuning is to minimize the quadratic index (2.21). 
More specifically, we consider the adaptive scheme of Figure 3.1 where P = P0 of (2.19), 
save that P22 =G, the 'actual plant' with the nominal representation G0 • The time-varying 
subsystem Q is now an adaptive filter, denoted Qk to emphasize that its parameters are 
selected based on measurements up until time k. As previously, Ko is the nominal 
controller for the nominal plant G0 . Also P11, P12, P21, P22=G0 are such that Ko 
minimizes the index (2.21). Subsequently, we will present a technique for constructing a 
P0 from K0 , G0 , M0 , N0 , V0 , U0 , Mo, N0 , '10 and D0 so that Ko minimizes the index 
(2.21). Let us also avoid algebraic loops with the assumption that the concatenation of the 
three subsystems Qic, Mo, P12 include a series unit delay. 
Parametrization of Qk Let us parametrize the subsystem Qk in term of a 
parameter vector Sic, and for simplicity consider the scalar Qk case only. Thus 
Sk+ <Xk(l)Sk-1+ ... + <Xk(n)sk-n = ~k(O)fk+ ... + ~k(m)fk-m 
(3.1) 
An interesting special case is when Qk is a moving average in that ak(i) = 0 for all i. Then 
Qice ETS if ~k(i) are bounded above for all i. 
I\ 
Least Square ek Selection For adaptive control of time-varying systems, it 
makes sense to use a least squares based scheme with some form of forgetting. However, 
for simplicity let us work with the standard least squares algorithm with the parameters ek 
of Qic updated as 
I\ I\ I\ I\ I\ I\ I\ I\ I\ 
ek = ek-1 + Pk(J)kek, ek = 'k - cpk'ek-1 , 0o given (3.2a) 
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/\ (~ /\ /\ }1 /\ /\ /\ /\ /\ /\ /\ /\ 
Pk= ""'r <p i(j)i' = Pk-1 - Pk-I(j)k[ I+ (j)k1 Pk-1(j)k]-1(j)k' Pk-1, suitably initialized 
' (3.2b) 
I\ I\ I\ I\ I\ I\ 
(j)k' = [(ek-l/k-l-~k-1) ... (ek-n/k-n-sk-n) ~k---~k-ml, ek =sk - (j)k 18k (3 .2c) 
or 
I\ 
(j)k' = (j)k', (j)k1 = [(ek-l-~k-1) ... (ek-n-~k-n) ~k---~k-ml (3.2d) 
where ~k, ~k are generated as depicted in Figure 3.1, or equivalently using obvious 
operator notation, 
Sk = ek - P12MoQic-11'k 
~k=-P12Mork 
I\ 
This scheme seeks 0k to achieve the prediction index minimization 
k 
min½ L <ti - ~i'0)'(ei - ~i'0) 
0 i=l 
and is motivated by the following considerations 
(3.3a) 
(3.3b) 
(3.4) 
Lemma 3.1 Consider the adaptive scheme of Figure 3.1 with a series unit delay 
in the operator P12MoQic. Then the disturbance response ek at time k, being dependent on 
I\ I\ I\ I\ 
81, 82, ... 0k-1 , but not on 0k, is given as 
ek = P11Wk+ [P12Uo+ P12MoQicll'k, l'k = [ MoYic- Noukl 
Proof: See Appendix. 
I\ I\ I\ 
Let us now define an a posteriori response, dependent on 81, 82, ... , 8k-1,8 as 
ek/e = P11Wk+ [P12Uo+ P12Mo<2k/e]l'k, l'k = [ MoYk· Noukl 
Now the following theorem is the foundation for the adaptive scheme above. 
(3.5) 
(3.6) 
Theorem 3.1 Consider the adaptive scheme of Figure 3.1 with (3.1)-(3.6) 
excluding (3.4) holding. Then the a posteriori response of (3.6) satisfies 
ek/e = Sk - <pk'0k 
(j)k1 = [(ek-I-~k-1), ... (ek-n-~k-n), ~k, ... ~k-ml 
~ = ek - P12MoQicl'k 
~k =P12Mork 
I\ 
Moreover, with Sk of (3.3a) and (j)k of (3.2c) then 
(3.7a) 
(3.7b) 
(3.7c) 
(3.7d) 
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(3.8) 
I\ 
and the estimates 8k of (3.2) achieve the minimization (3.4) , ignoring exponentially 
decaying terms in (3.8). 
Proof: See Appendix 
w k -
-
-
p ~ 
~ - yk 
-
Jo -
-
-
rk 4 
sk 
, 
I 
- Q~ -
- -I 
I 1• I 1' 
I 
P12M0 
I 
I 
-Puhlo 
I 
I 
I 
I 
I 
I 
" 
l: -
-I 
ek ~ I ~k k '' I 
' 
Least Squares Algorithm -~ 
Figure 3.1 Adaptive Scheme 
Construction of P An objective of the adaptive Qlc scheme proposed is that it 
enhances the performance of the nominal controller when applied to plant °*Go, and has 
Qic ~ 0 as k ~ oo when G=G0 • To achieve this objective it is necessary in some cases to 
construct a P from Ko, G0 such that the nominal controller Ko optimizes the performance 
criterion when P22=Go and leads to an appropriate disturbance response when 
P22=°*G0 • Given a controller Ko stabilizing a plant G0 in some sense, we propose such 
a selection, based on the time-invariant theory of [2], 
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(3 .9) 
Now simple manipulations show that ek = [(Yk - n"')+P12(uk- Uk"')], where uk"', Yk"' are 
the input/output signals obtained for the hypothetical case when G=G0 With this selection 
of P, the adaptive scheme seeks a Qk such that the actual plant input/output responses 
follow the nominal desired responses as closely as possible in an L2 sense. Note that 
P11 is a nonlinear operator as well as being time-varying. However such is not excluded 
from the theory since P11 is not involved in the manipulations to derive (2.22) and the 
results of Theorem 3.1. See [2] for other possible selections. 
Remarks 1. The adaptive scheme and theorem above specialize to those in [2] 
for time-invariant plants. Simulation studies are given in [2] to underline the attractiveness 
of the approach. An interesting case where the time-varying algorithm and results can be 
confirmed, is to achieve the familiar self-tuning regulator of Section 4. We refer to those 
given in the literature for the special cases just noted and to the special case of Remark 3 
below. Although the techniques of this section are a natural generalization of those in [2], 
they do demand and motivate for us the theoretical work of Section 2, which appears to 
be a useful, although mild, generalization of earlier time-invariant theory and time varying 
results. Additional simulation studies in Section 5 show that our scheme is equally 
effective in enhancing system identification scheme. 
2. The above adaptive scheme has attractive convergence properties by virtue of it being 
I\ 
a recursive prediction error method in that <l'k = -dek/k(9)/d9 19=~. This aspect is studied 
in [2] for the time-invariant case and is not repeated here, since the generalization is 
straightforward. Projection into a stability domain of the closed-loop system is guaranteed 
when ll9kll is small and Qk is itself projected into such a domain - at least for plants G in 
the neighborhood of 0 0 • This is simple to implement for Qk a moving average filter. The 
case when the parameter update involves forgetting is worthy of separate study. 
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4. Two SPECIALIZATIONS 
TIIE SELF TUNING REGULA TOR 
4-17 
Stochastic Plant Consider a stochastic (ARMAX) plant in terms of a shift 
operator q-1 
- - -
AYk = Buk +Cwk 
A= 1+ a1z-1+ ... +a0 -n, B = biz-1+ ... +amz-m, C = 1 + ci·1+ ... +cpz-P (4.1) 
where Wk is a disturbance. Let us denote Gu as the system with input Uk and output Yk 
[having a transfer function A.·l(z-1)B(z-1)], and Gw as the system with input Wk and 
output Yk [having a transfer function A_ -1 ( z-1 )C ( z-1)]. 
Augmented Plant Consider now an augmented plant (2.19) associated with (4.1) 
as 
p = [ [Qic+I](I-GuQ0·1Gw 
Gw 
-I] 
Gu 
where P11 is constructed in terms of Qic, to achieve the results developed below. 
(4.2) 
Nominal Plant/Controller Consider Ko= 0 as a trivial stabilizing controller for a 
nominal trivial plant G0 =0. The following coprime factorizations for G0 , Ko as in (2.10) 
satisfy the Bezout identity (2.9). 
No= No= 0; Mo= Mo= I; Go= 0 
Uo = Oo = O; Vo= Vo= I; Ko= 0 
The associated J0 of (2.13) is then given as 
J =[ Ko 
o Vo-1 
(4.3) 
~] (4.4) 
The class of all stabilizing controllers for G0 parametrized in terms of Qe ETS, is now the 
class of stable controllers Q itself. 
Adaptive Scheme Consider now the adaptive scheme of Section 3 applied to the 
plant ( 4.1) augmented as in ( 4.2), under the nominal plant/controller condition ( 4.3) 
leading to (4.4). 
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From the form of 10 in (4.4), 11c = Yk, Sk =Uk and the adaptive filter Qic is in fact 
the adaptive controller operating directly between Yk and Uk, The disturbance response ek, 
under construction (4.2) is P11wk +P12uk = (Yk +uk) - Uk= Yk· Observe also from Figure 
3.1 that under (4.2), (4.3) then l;Ic = Yk and tc = ~ = Yk +Uk.The situation is as depicted 
in Figure 4.1. 
p 
" 8 k Least Squares 
'--------,I 
Update 
Figure 4.1 Self Tuning Regulator 
Self-tuning Regulator Consider the adaptive scheme of Section 3, depicted in 
Figure 3.1. Consider also the specialization as depicted in Figure 4.1 for models (4.1), 
augmented as (4.2), and associated with the nominal situation of (4.3), (4.4). Note also 
that in this case (~k - tc) = (ek - ~k) = Uk, ~k' = Cj)k = [-Uk-1 .. ,-Uk-n Yk .. ,Yk-ml- It is now 
immediate that the adaptive scheme of Figure 4.1 is the familiar self-tuning regulator of 
[7], which seeks to achieve adaptive output minimum variance control. 
Remarks 1. Selecting the nominal plant 0 0 = 0 appears natural in view of the fact 
that for the self tuning regulator, no a priori knowledge of the plant is assumed. 
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2. Although the adaptive scheme of Section 3 is rationalized for the case when Qic e 
ETS, yet this constraint may be overly restrictive as in the self-tuning regulator 
specialization where there is an advantage known of not introducing such a constraint 
3. In order for the self-tuning regulator to be encompassed by the framework of Section 
3, it is essential that the augmented plant P11 be time-varying and nonlinear. Indeed we 
expect that in dealing with adaptive situations which have engineering significance, Pu 
will in general be time-varying and nonlinear, thereby justifying the new theory of Section 
2. 
4. Notice that the P of (4.2) does not converge to that of (3.9) since the performance 
index of the self-tuning regulator does not penalize control energy. 
MODEL REFERENCE ADAPTIVE CONTROL 
We will illustrate here the specialization to a parallel structure model reference 
adaptive control. Specialization to the other structures, series, etc follows a similar 
approach. 
Consider the stochastic plant of (4.1). Consider also a reference model denoted 
Gm and given as follows. 
Aryk* = Br<ik 
Ar= 1+ aiz-1+ ... +anr-nr, Br= b1z-1+ ... +amr2-mr (4.5) 
Model reference control is a tracking task requiring two-degree-of-freedom 
controller design. Here we apply the approach of [8] where a two-degree-of-freedom 
controller, K0 = [Koc Kob] is viewed as a one-degree-of-freedom controller for a 
nominal plant Gob augmented as Go= [ 0 Gob]'. 
Nominal Plant/Controller Let us consider again a trivial plant/controller as G0=[0 
0]', K0 =[0 OJ. Other than a difference in block dimensions, the factorizations (4.3) 
holds, as .does the formulation for J0 of (4.4). The class of all stabilizing controllers for 
G0 is now parametrized in term of Q = [Qf Qb] E ETS. 
Augmented Plant Consider an augmented plant (2.19) associated with (4.1), 
(4.5) as 
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[Qkb+I](I-GuQkb)- 1Gw 
0 
Gw 
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-~] 
Gu 
(4.6) 
Model Reference Adaptive Control Consider now the adaptive scheme of 
Section 3 applied to the augmented plant ( 4.6). The relevant specialization is derived 
along the same lines as for the self-tuning regulator to yield the scheme of Figure 4.2. 
Indeed, a similar discussion as in Remarks 1, 2, 3 apply for this case. Further details are 
omitted here. 
• ~ ~ = yk-yk 
-
-
wk_ p 
- Br~ 
-
-
Uk yk • I 
-:_ '-r. 
sk=uk .. rk=[8;~ 
cOi'. fai ~ 
---
~=r(~ 
" 
ek Least Squares ~ 
---
Update 
-
- /I • 
= = -~k ~k ykyk+~ 
Figure 4.2 Model Reference Adaptive Control 
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5. SIMULATION EXAMPLE 
In this section, we present a solution to a classical time-varying problem within 
our time-varying adaptive control framework. We consider the task of enhancing the least 
squares identification scheme in the presence of colored input noise sequences. 
Consider an ARMAX plant given as 
where 
A= l+aiz-1+ ... +anz-n, B = bo+biz-1+ ... +bmz-m, C = l+ciz-1+ ... +cpz-P 
Recall that the standard recursive least squares identification scheme is given as 
A A Pie 1 lsq,kls A 
Skis =0k-lls + - (Yk - (l)k•Is9kls) ). +q,k•Ispk- l lsq,kls 
pk_ 1 Isq,klsq,k'lspk- l ls 
pkls = ( Pk-lls - -----"-""""--..;..;.;;...----...;;.... )A 
).+q,k•lspk-l lsq,kls 
A ls_ A A _ A A 
e [ b bm ] ' k - a1, ... , an, Q, ••• , 
<?k'ls = [ -Yk-1, ... ,-Yk-n,Uk,···,Uk-m] 
).ls = forgetting factor, ).ls s; 1 
(5.1) 
(5.2) 
This scheme is depicted as in Figure 5.1, which can be viewed as a nominal feedback 
control loop with 
[ 
I I pklsq,kls] 
Go - -q,k•ls -:-----0 ---- 0ols and Ko = I 
Here, we use the notation of Section 2, ignoring the nonlinearity aspects due to the fact 
that (l)k is Yk-dependent in general. 
A 
Now the standard least squares scheme will yield white residuals (Yk - q,k•Isek-lls) 
only when the signal model noise Cwk is white (C=l). Let us here exploit the theory of 
this chapter to propose a novel algorithm to take account of the colour in Cwk. 
We propose a 'control' objective, consistent with our estimation objective, to 
minimize/whiten the residual which drives G0 • This suggests that we define an augmented 
plant as follows. 
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(5.3) 
Using the techniques developed in Section 2 and 3, we have 
[ 'lo 
-No 
[
M o 
No 
Uo] = 
Vo 
r 1-PklS<j)klsq,k'lS ~ -Pklsq,kls O l 
I ------------------------1----------------------------
l -<pk'ls I I I J -<pk'lS I O I x * 0 
(5.4) 
[ 
1-Pklsq,klsq,k'ls I Q _pklsq,kls] 
- ------------------------1--------------------------
Jo - 0 I I I 
-<pk'ls I O . I J XO 
(5.5) 
ek_ 
s 8 k-1 
s 
I 
-
pl s l s ~ I l 5 - k <pk . Delay _. <pk I:•-
" l " l j 
'I 
I 
Figure 5.1 Recursive Least Squares Scheme 
With Q parametrized as 
YkQ = btQUk-lQ + h2,QUk-2Q (5.6) 
the adaptive algorithm is as given in (3.2) of Section 3. 
For our simulations, the following plant is used 
A= l+l.7z-1+Q.72z-2, B = 1+0.5z-1+Q.7z-2, C = l+0.2z-1+0.lz-2 
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and A= 0.99. 
The results of the novel scheme is compared to that obtained by using the well 
known extended least squares and the pure recursive least squares schemes. Table 1 
summarizes the results for run of 5000 samples using input white noise of variance one. 
TABLE 1 
Our Scheme 
1 + l.71z·l+0.73z-2 
0.95+0.48z-1+0.68z-2 
-0.194z-L0.056z-2 
1.047 
1 + l.69r1+0.71z-2 1 + l.64z-1+0.66z-2 
0.95+0.48z-1+0.67z-2 0.95+0.43z-l+0.68z-2 
1 +0.21z-l+0.101z-2 
1.077 1.11 
Remarks 1. From the arrangement of our scheme, and our prior knowledge of 
estimation schemes, we know that J0 (Q) [the two blocks, J0 and Qic] should converge 
to c-1(z-1). The Markov expansion of J0 (Q) and c-I(z-1) are given respectively as 
Jo(Q) = 1+ b1Qz-l + biQz-2 + b1Q<pk'lsl\ls<piclsb1Qz-3 + ... 
C· l(z-1) = 1 - qz-1 + (ci2·c2)z-2 + ... 
From Table 1, we see that J(Q) converges fairly closely to C-1(z-1). The first two Markov 
parameters give an estimate of c-I(z-1) and the remaining ones converge to zero. 
2. Using our scheme, the recursive least squares scheme is enhanced and in fact 
simulation results show that it is not inferior compared to the well understood extended 
least squares scheme. Of course, we expect -the approach of this chapter to apply 
successfully to far more general situations than the familiar one studied here for 
illustration purposes. 
6. CONCLUSIONS 
In this chapter, the class of all time-varying controllers for a linear time-varying 
plant is conveniently characterized in terms of the state space descriptions of a nominal 
causal plant G and its causal stabilizing controller K and an arbitrary stable time-varying 
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filter Q. This work generalizes well known time-invariant results and mildly generalizes 
known time varying results in the literature. An immediate application of this theory is in 
adaptive control where a novel scheme is presented that implements Q as a separate filter 
and tunes the parameters of Q on-line to enhance the performance of a nominal time-
varying controller. It has a useful property in that when operating conditions are nominal, 
the adaptations evanesce. Our adaptive scheme has the convergence properties of a 
recursive prediction error scheme and specializes to well known schemes such as the 
self-tuning regulator and model reference adaptive controller in one trivial case when the 
nominal plant and controller are zero operators. Simulation results show the effectiveness 
of the scheme. 
APPENDIX 
Proof of Lemma 2.3 
Application of the inversion Definition 2.3 to Mo of (2.3) gives 
(A.1) 
Cascading the two systems NoMo-1 then gives via Definition 2.1 
NoMo· I = [--~~~--+·-~· ]J--t-+·:~-L = [ .. ;r; .... :i---!--!--L-xo 
[ 
A+BF O I O ] 
= 0 A I -B -G 
--------------------1------ - 0 
C+DF -C I D 0,-xo 
(A.2) 
where the third equality follows from a co-ordinate basis change and the fourth by 
deletion of uncontrollable modes. The dual results G0 = Mo-1 No can be similarly verified, 
as well as the factorizations for Ko in (2.4). The double Bezout (2.9) follows direct 
verification. 
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Proof of Lemma 3.1 
It is straightforward to show that with P22 = G instead of G0 , then lengthy but 
simple algebraic manipulations generalize TO of (2.22a) as 
T = [P11+P12Ko(I-GKo)"1P21 
Vo·1(1-GKo)·1P21 
(A.3) 
Note that with G=G0 , [T22]#=0, but with G~0 , [T22]# * 0 in general. Now using 
operator notation, ignoring initial conditions, and coprime factorizations G = NM-1 = 
M_-1 N with M, N, M, N e ETS such that with the factorizations of Ko as in (2. 7b ), the 
double Bezout identity of (2.9) is satisfied (This is possible since Ko stabilizes G0 ) 
ek = T11wk + T12Qic(I-T22Q0·1T21Wk 
Substituting for T22 from (A.3) and applying the Bezout identity, 
(I-T22Q0·1 = [1-Vo·1(I-GKo)·1GVo·1Q + V0• 1NoQ]·1 
=[V0 - GUo- GV0 • 1Q + (I-GKo)NoQ]·1(I-GKo)Vo 
=[V o+NoQ - GUo- GVo·1(I+UaNo)Q]·1(1-GKo)Vo 
= (V-GU)·1(1-GKo)V0 = (MV - ~-1 
Thus (A.4) can be re-organized, via (A.3) and (2.11) as 
ek = [P11+P12UoMo]wk + P12MQ(MV-~·1MP21wk 
= P11wk+ P12[U0 (MV-~)+MQJ(MV-~-1MP21wk 
Now the square bracket term of (A.6) can be re-organized as 
(A.4) 
(A.5) 
(A.6) 
[U0 { M(Vo+NoQ0-N(Uo+MoQ0 }+MOk] = [Uo+ (UoMNo-UaNMo)Qic+MQJ 
= [Uo+<MVo-UoN)MoQJ 
giving a re-organization of (A.6) as, writing V=V(Q0, U=U(Q0, 
ek = P11wk+P12[Uo+Mo0k][MV(Q0-NU(Q0]·1MP21wk (A.7) 
From (2.13), we have r(z) = v0 •1y(z) - V0 • 1N0 s(z) and u(z) = Koy(z) - Vo·1s(z). 
Applying the Bezout identity (2.9), gives r(z) = Moy(z)-Nou(z). Now from 
y(z) = Gu(z) + P21w(z), u(z)=K(Q)y(z), 
so that 
y(z) = V(Q)[MV(Q)-~(Q)]·1MP21w(z), u(z) =U(Q)[MV(Q)-~(Q)]·1MP21w(z) 
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giving 
r(z) = Moy(z)-N0 u(z) = [MV(Q)-NU(Q)J-1MP21w(z) 
Substituting into (A.6) gives and the lemma result (3.5). 
Proof of Theorem 3 .1 
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(A.8) 
Define ~k = P11wk + P12UoI1c and from (3.5), we have (3.7c) holds. Equation 
(3.6) can then be written as 
With QicJe parametrized as in (3.10), and note that Sk-i/8 = Sk-i for i ~1, we have 
Skf8 = -ak(l)sk-1 -... - ak(n)sk-n + ~k(O)fk+ ... + ~k(m)Ik-m 
= [-Sk-1 ... ·Sk-n fk ... Ik-m] 8k 
Observe from (3.5) that (P12Mosk-U = (ek-i - Clc-i) for ~1, we then have 
ek/e = ~k + P12Mo[ -Sk-1 ... -Sk-n Ik ... Ik-m ] ek 
and (3.7) follows. 
Accounting for exponentially decaying initial conditions in the filter P12Mo, (3.8) 
follows, and the last claim of the theorem holds if exponentially decaying terms are 
ignored. 
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CHAPTER 5 
ADAPTIVE FREQUENCY SHAPED 
KALMAN FILTERS 
1. INTRODUCTION 
In conventional Kalman Filter design, white process and measurement noise are 
assumed. However, in many practical situations, this assumption is overly restrictive. 
One way around this problem is [ 1] to represent the colored noise processes in term of 
stable filters driven by white noise. The plant states are accordingly augmented with the 
noise states and the optimal Kalman Filter is then designed for the augmented system. The 
resulting Kalman Filter can be viewed as having a frequency shaped Kalman 'gain'. 
When the noise statistics are not accurately known, or are non-stationary, then an adaptive 
Kalman Filter is in order. 
We observe that the class of all stable frequency shaped Kalman Filters can be 
uniquely parametrized by a stable, proper transfer function, Q with the attractive property 
that the filter transfer function is linear in Q (or more precisely affine in Q). The task is 
then to optimize Q on line so as to minimize the filter prediction errors. Noting the fact 
that the relevant transfer functions are affine in Q, we demonstrate that least squares 
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techniques can be adapted to tune Q on-line to minimize an L2 norm on the prediction 
errors. There is a connection with the work of [2]. 
The proposed adaptive scheme has some attractive properties. With the adaptation 
of Q such that Q is stable, then the search is within the class of all stable filters. This 
means that the adaptive filter with Q converging to a constant will be itself asymptotically 
stable. If Q is taken to be a finite impulse response (FIR) filter, then the resulting scheme 
is automatically projected into the stability domain. 
The attractive property of the proposed adaptive filter is that a priori knowledge 
can easily be incorporated by building a Kalman Filter for a nominal process. In the event 
that the signal process statistics are those for which the nominal filter is designed, then Q 
adapts itself to zero; in which case the asymptotic achieved performance is that of a 
desirable ideal fixed filter. 
In Section 2, the class of all stable filters, with the signal process co-ordinate 
basis, is specified in terms of a parametrizing stable sub-filter Q. In Section 3, the 
objectives of an on-line adaptive scheme to adapt Qare set out, and specific proposals are 
made for practical implementation. Properties of the proposed scheme are studied in 
Section 4. In Section 5, simulation examples are presented. Conclusions are drawn in 
Section 6. 
2. FILTER THEORY 
In this section, background theory based on the class of all stabilizing controllers 
is organized to set up the motivation for the adaptive frequency shaped filter of the 
subsequent sections. 
Plant Description Consider the following state space plant description 
dxt/dt = Axt + But 
Yt = Cxt + Du1 (2.1) 
with transfer function 
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[A I BJ G = C(sl - A)-1 B+D = ----1---- e R CID P 
T 
(2.2) 
where Rp denotes the class of rational, proper transfer functions and [ ]T denotes a 
transfer function as defined in (2.2). An associated transfer function is defined as 
GH = C[sl-A]-1 e Rsp 
where Rsp denotes the class of rational, strictly proper transfer functions. 
Consider also a stochastic state space model for the plant as 
dxtfdt = Axt + But + Wt 
Yt = Cxt + Dwt + Vt 
where Wt, Vt, are in general colored noise sources and may be correlated. 
(2.3) 
(2.4) 
State Estimator Consider the optimal Kalman Filter for the plant of (2.4). If wt, v t 
are independent zero mean white stationary noise sources such that 
E( [!j [WTV,1 )= [ ~w t ]O(t-t). Rv>O, Rw2'0 (2.5) 
then the optimal time-varying Kalman Filter gain matrix Rt is 
(2.6a) 
With [A,B] stabilizable and [A,C] detectable, the steady state solution to (2.6) exists with 
(2.6b) 
where Ho is the time-invariant Kalman Filter gain and the filter is (asymptotically) stable, 
(see Figure 2.1), which can now be viewed as a feedback loop with plant, GH e Rsp and 
nominal controller, Ho e Rp. 
An interesting (not so well known) property for our subsequent work is that for 
arbitrary ro-0 
[ (s+a)GHHoJ-1 e RH00 (2.7) 
where RH00 denotes the class of rational, proper, stable transfer functions. 
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The properness follows since the first term in a Markov expansion of (s+a)GHHo is 
CP0 C'Rv-1 which is non-singular. The minimum phaseness of (s+a)GHHo when GR is 
minimum phase, as here, is derived as follows. With Rv1/2 a minimum phase stable 
spectral factor of Rv, and X=l+Rv-112GHHoRv112, then the associated spectral 
factorization derived from (2.6b) is 1-XX*~o. Thus x- 1 is bounded real and 
(X-l)(X+I)-1, (X+l)(X-I)-1 are positive real. Consequently 2[Rv112GHHoRv112]-1+Ie 
RH00 and (s+a)GHHo is minimum phase. The necessity that GH be minimum phase 
follows. 
In general, with Wt and Vt colored and/or correlated, Ho e RH00 is frequency shaped. As 
an example, consider the case when Wt , Vt are derived from passing independent white 
unit variance noise sequence Wt through filters r w(z), rv(z). Now the gain Ho is itself a 
filter with transfer function 
Ho = r w + [C(sl-A)-1]-L(r v -1) e RH00 (2.8) 
where [ J-L denotes left inverse. 
More general situations require solution of an augmented Riccati equation or spectral 
factorization to determine Ho. 
y =y-y 
" y 
Figure 2.1 Time Invariant Kalman Filter 
Class of All Stabilizing Controllers Let Ke Rp be proper stabilizing controllers 
for Ge Rp with the closed loop system well posed, as when K, Ge Rsp· Equivalently, 
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[ -]-1 I -K _ exists and belongs to RH00 
-G I 
(2.9) 
- -Consider Ko as some stabilizing controller for G , so that the closed loop system is well 
posed Coprime factorizations are denoted 
G = NM-1 = M-1 N; N, M, N, Me RH00 
(2.10) 
such that the following double Bezout identity is satisfied (note that this is known as the 
double Bezout identity since in expanded form, two of the equations are the usual Bezout 
identity) 
[Vo -~o] [M Uo] = [M Uo] [Vo -~o] = [I 0] 
-N M N V 0 N Vo -N M O I 
(2.11) 
The class of all stabilizing controllers, K can be arbitrarily characterized [3] in term of 
some Q e RH00 under (2.11) as 
K=UV-1 , U=U0 +MQ, V=V0 +NQ 
(2.12) 
which can be rewritten via (2.11) as 
K =Ko+ Vo-1Q(I + v0 - 1NQ)-1V0 · 1 (2.13) 
which may then be reorganized as in Figure 2.2 with 
Jo= [ Ko V o·l ] e Rp 
Vo·1 -Vo·1N 
(2.14) 
With the above characterizations, it is known [3], that the associated four closed loop 
transfer functions of (2.8) are affine in Q as follows 
[ ~ _ K]- l = [ 1_ _ Ko]- I + [~ Q [ f:! li1 ] e RH~ 
-G I -G I 
(2.15) 
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Figure 2.2 Class of All Stabilizing Controllers 
The Class of Open-Loop Transfer Functions Here we see a convenient 
parametrization of the class of all open-loop transfer functions GoL = GK e Rsp achieved 
by the class of all stabilizing controllers Ke Rp for Ge Rp, as above. There are mild 
restrictions on G for this parametrization. 
Theorem 2.1 Consider the class of plants Ge Rp such that there exists an He Rp 
satisfying 
H , (GH)-lG e RH00 , (GH)-1 e Rp 
Sufficient conditions are 
H, (GH)-1, [ I -0]-l e RH00 
-H I 
(2.16) 
(2.17) 
Consider the class of all stabilizing controllers Ke Rp for Ge Rp satisfying (2.17) with 
open loop transfer functions GoL = GKe Rsp· Then the class of all such transfer function 
GoLe Rsp (with Gas a factor) can be uniquely parametrized in term of arbitrary QoL e 
RH00 n Rsp with closed loop transfer functions affine in QoL- This class is 
GoL(QoL)= GK(QoL), K(Qou=HK(Qou (2.18) 
where K(QoL) is the class of all stabilizing controllers for G H parametrized in term of an 
arbitrary QoL e RH00 n Rsp, as in the previous subsection. 
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Proof: See Appendix. 
Remarks 1. The condition (2.17) is not necessary to achieve the results of the 
theorem. For example, a dual condition applies, Ge RH00 • Details on this are omitted. 
2. Should state estimation as such be not important but only signal prediction or 
whitening, the open loop GoL = G K can be realized as one filter, rather than as a 
'controller' K applied to a 'plant' G . In this case, sufficient condition (2.17) can be 
relaxed as (GH)-1 e Rp. [The proof of this result is a specialization of the Appendix proof 
where only the first conditions in (A.1), (A.2) are relevant] 
The Class of 'Potential Kalman Filters' The class of all achievable stabilizing 
strictly proper open loop transfer functions with right factor GH, denoted GoL = GHKH e 
Rsp, is said to generate the class of all stable 'potential Kalman filters' with transfer 
function (l+GHKH)-1. 
Theorem 2.2 Consider the class of all stable 'potential Kalman filters' generated 
by the class of all stabilizing 'gains' KH e Rp applied to GH e Rp in closed loop as in 
Figure 2.3a yielding 'potential Kalman filter' transfer functions (I+GHKH)-1 with 
GHKHE Rsp· This class can be uniquely parametrized in term of arbitrary Q e RH00n 
Rsp, as depicted in Figure 2.3b by making the identification 
KH(Q)=(s+a)Ho K(Q), a>O (2.19) 
where K(Q) is the class of all stabilizing proper controllers for (s+a)GHHo, also 
uniquely parametrized in term of arbitrary QR e RH00 n Rsp as in the previous section, 
and depicted in Figure 2.3(c). 
Proof: Follows from Theorem 2.1 by taking H=(s+a)H0 , G= GH noting that fI, 
G satisfying (2.18) via (2.7) and the fact that Hoe RH00 stabilizes GH. 
Remarks 1. It is conceivable to generate the class of all stabilizing KH for GH in 
terms of an arbitrary parameter QR e RH00 , thereby generating all 'potential Kalman 
filters' with transfer function (I+GHKH)- 1. However although KH is uniquely 
parametrized in term of QR, yet GoL=GHKH is not necessarily uniquely parametrized in 
term of QR, This fact motivates the above theorem. 
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y /I 
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~(Q) /I 
y y y 
+ 
(b) 
K(Q) GH ,. 
y 
+ J 
(s+a)GJI0 
y 
s 
r=y 
Q 
(c) 
Figure 2.3 Class of All Potential Whitening Filters 
2. In discrete-time, there is in general no Kalman Filter property corresponding to (2.7), 
so the above theorem can not be trivially generalized to the discrete-time case. However, 
for many discrete-time Kalman Filters, the property corresponding to (2.7) does hold 
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over minor variations, so that the ideas of the chapter can be applied in many discrete time 
filtering situations. 
3. For the case when interest is only in 'potential whitening filters/predictors', then GH 
need not be a factor of GoL, so that the above theory simplifies as in Remark 2 following 
Theorem 2.1. In fact, GoL(Q=O) =C(sl-A)-1 Ho viewed as a 'controller' stabilizes 
!(identity), viewed as a 'plant'. From this the class of all 'controllers' GoL(Q=O) can be 
generated to stabilize the 'plant', I where Q as arbitrary Q e RH00• 
4. In generating K(Q), to stabilize G0 =(s+a)GHHo, given that (s+a)-11 does, the 
following factorization can be employed. Denote (s+a)GHHo=M1-1N 1=N1M1-1 
giving J of Figure 2.3c as 
J = [(s+a)-lI I ] 
I -N1 
(2.20) 
(2.21) 
Implementation with Extended O Referring to Figure 2.3b, we propose in this 
chapter to realize a whitening (Kalman) filter with GH, JH, Q as separate realizations. The 
aim is to have Q on line to minimize the prediction error covariance (whiten the prediction 
errors). The following results tell us that as long as Q is a bounded input, bounded-output 
operator, the overall filter is bounded input, bounded output stable. Let us define 
(2.22) 
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Lemma 2.1 Part (i) The transfer function relating u=[u1', u2', u3' , u4'] ' to 
e=[e1', e2', e3',e41' of figure 2.4b is as follows. 
(2.23) 
which is affine in Q. Moreover the system of Figure 2.4 with G, J, Q stabilizable and 
detectable realizations is internally (asymptotically) stable if and only if Q is 
(asymptotically) stable. Further We RH00 if and only if Q e RH00• 
Part (ii) Should G, J, Q be stabilizable and detectable realizations as in Part (i), 
but Q be some causal time-varying operator, then W generalizes as a causal time-varying 
operator. Here a necessary condition is that Q be bounded input, bounded output. 
Proof: From Figure 2.4, the transfer function from u toe giving (2.23) is easily 
verified. Since W is affine in Q with SijE RH00 (from (2.22)), Qe RH00 implies We RH00• 
Notice also that Qe:RH00 implies that W32 ~ RH00 and thus Wea RH00 • Thus WeRH00 
implies Qe RH00 • Internal (asymptotic) stability of the system of Figure 2.4 under 
detectability and stabilizability of its blocks (G, J, Q ) is equivalent to all the transfer 
function between the Ui and ei being (asymptotically) stable. As in the earlier reasoning, 
internal stability holds if and only if Q is (asymptotically) stable. The part (i) results of the 
lemma are now established. Likewise, since Sij are bounded-input, bounded-output 
operators, under part (ii) assumptions, the part (ii) results follow. 
Performance Index Consider the class of 'potential Kalman filters ' of Figure 2.3 
driven from the signal process Yt and with the prediction errors y t as the response, 
reorganized as in Figure 2.5, where , [ with definition in (2.20)] 
FQ =Tu+ T12QT21 · e RH00 (2.24) 
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Notice that FQ is affine in Q E RH00, since T22 = 0. In optimizing the filter over all Q e 
RH00, the index 
t 
[ y -r'Y-r d't is the most natural to use. 
When the signal model is the nominal one, then the optimal Q is Q=O, so that the 
augmented filter collapses to the nominal Kalman filter. Otherwise Q *°· In the next 
section, we constrain Q to be a low order filter and adapt Q on line. 
-
G 
J 
e3 
Q 
U4 e4 
(a) Qe RH
00 
[~] s [~] 
Q 
(b) 
Figure 2.4 Class of Controllers Achieving Internal Stability 
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y 1 y y FQ ... T y 
T22.=0 
s r 
t 
Index J y 'y dt Q 't 't 
0 Q E RH00 
Figure 2.5 Transfer Functions affine in Q 
3. ADAPTIVE FREQUENCY SHAPED FILTERS 
In this section, we introduce a direct adaptive scheme to perform on-line 
optimization of the prediction error L2 index. It augments an existing filter gain which is 
optimal for some nominal noise environment. Since implementation is most convenient in 
discrete-time, let us work with sampled variables where appropriate. 
For the remainder of the chapter, let us keep the equation /algorithm simple by 
considering only the scalar measurement case. The multivariable situation is clearly more 
complicated but follows along the same lines. 
Parametrization of O (scalar) In the presence of colored noise, the optimal Kalman 
Filter gain is frequency shaped. Correspondingly, Q is frequency shaped. Consider a Q e 
Rsp parametrized in term of e for the scalar case as 
Qe(z) = P1z·l + ... + Pmz-m 
1 + ex 1z·1 + ... + CXnz-n 
0 = [ cx1, cx2, ... , CXn, P1, ... , Pm ]' (3.1) 
Preprocessing So far, referring to Figure 2.3, and recall that J12 =h1 =I. We 
have augmentations of a nominal Kalman filter to give signals rt= Yt and St. Ignoring 
initial conditions, observe that T11=T21, 
T11(s) y(s) = -T12(s)Q(s)T21(s)y(s) + y 
or ~(s) = -T12(s)Q(s)~(s) + y, ~(s) = T11(s)y(s) (3.2) 
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With scalar measurements,we have 
~(s) = Q(s)~(s) + y, ~(s) = -T12(s) ~(s) (3.3) 
Observe that the second stage of preprocessing requires the implementation of stable 
filters T11, T21, T12 (scalar case) to achieve signals ~k, ~k- Examples are given in the 
subsequent section. 
In the discrete time domain, with appropriate sampling rates/aliasing filters/zero 
order holds, and with Q(z) constrained as in (3.1), then (3.3) can be expressed as 
~k = <pk'S + Yk 
(!)k 1 = [(Yk-1-~k-1) ··· (Yk-m-~k-m), ~k-1 ··· ~k-n] (3.4) 
That ~ , ~k are affine in e is a byproduct of the fact that FQ is affine in Q. This property 
is crucial to the convenient application of any optimization of 0 on-line or off-line. 
Least S!J.Jlares e Selection The on-line task is now 
k 
min L Yk1Yk 
stabilizing 0 1 
(3.5) 
Adaptive Loop With G, J, T, fk, Skas above, consider a time-varying feedback 
controller, denoted Q as 
Sk + & lkSk-1 + ... + &nkSk-n = ~lkfk-1 + ... + ~mkfk-m 
with parameters (time-varying in general) 
@k· = [ &1k ... &nk ~lk ... $mk] 
(3.6a) 
(3.6b) 
I\ 
The selection of~ via a least squares algorithm is considered subsequently. Lemma 2.1 
tells us that with Qe (possibly time-varying) bounded-input, bounded-output, then the 
closed loop system is bounded-input, bounded-output stable. For the special case when Q 
is a moving average filter, 
Sk = ~lkfk-1 + ... + ~mkfk-m, ~k
1 
= ~lk ··· $mk] (3.7) 
then the closed loop system is readily seen to be asymptotically stable under the mild 
I\ 
restriction that ~ ik are bounded for all i. 
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I\ 
Least Squares ek Selection With the minimization task of (3.5) in mind. we here 
I\ 
propose an on-line least squares 'minimization' yielding estimates ~ to be applied in the 
adaptive loop (3.6). Given this objective, the natural algorithm to use is as follows. 
I\ I\ I\ I\ I\ I\ I\ I\ 
ek = ek-1 + Pic(l)kek/k-1, ek/k-1 = /;k- <?k 18k-l 
k 
I\ ~/\ I\ 
Pk= (~./Pi1(j)i )-1 
1 
I\ I\ I\ I\ I\ I\ I\ I\ 
= Pie-I - Pk-I(j)k[ I+ (j)k'Pic-I(j)k ]-1<pk'Pic-1, suitably initialized 
I\ I\ I\ I\ I\ I\ 
(j)k' = [ (ek-1/k-I-~k-I) ... (ek-n/k-n-¼-n) -~k ... -~k-m ], ek/k = ~k - <?k 18k (3 .8) 
I\ I\ 
Variations on (1-\c definition are possible involving other estimates of e k· 
J 
s 
Q 
Adjustment Law 
r= y 
-1 (s+d)(sl-A) H0 
i..-----1 
Figure 3.1 The Adaptive Frequency Shaped Kalman Filter 
C 
X 
Finite Impulse Response (FIR) Q Of course when Q is an moving average (i.e. 
I\ I\ 
FIR) controller, then (3.8) simplifies in that (j)k=<?k, and with ek constrained to be 
I\ 
bounded, then closed loop stability properties hold without projecting ~ into a stability 
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domain. Another advantage of working with FIR Q is that fast least squares schemes with 
good numerical properties can be applied. Details are omitted here. 
The organization of the adaptive Kalman filter is depicted in Figure 3.1. Observe 
" that once all the prefiltering is in place, the adaptation of 0ic is via a standard least squares 
scheme. 
4. ANALYSIS 
In this section, we study certain stability/convergence properties of the adaptive 
scheme. 
Convergence Results for the Adaptive Kalman Filter The adaptive scheme of 
Section 2 and 3 is constructed with the objective of whitening the filter residue should the 
operating environment differs from nominal conditions under which the filter is designed. 
Lemma 4, 1 With the input signal Yk such that /;k is persistently exciting for each 
Q, in that E[~ '$] >0, then ~k of the least squares algorithm converges almost surely. 
When the optimal filter is in the set of 'potential Kalman filters' generated by 0, then 
asymptotic optimality is achieved in that E[y 'y ] is minimized with y white. Otherwise 
there is convergence to the nearest 'potential Kalman filter' in a Kulback Information 
Measure sense. 
Proof: Follows from standard recursive prediction error (RPE) theory [4], [5] by 
ordinary differentiation equation (ODE) analysis. 
Remarks 1. The key convergence condition above is that <Ac for each frozen 0 be 
persistently exciting. Such can be achieved when Yk is sufficiently rich in that its variance 
bounded below and (Ac is reachable from Yk. see [6], [7] for details. Sufficient conditions 
are that T12 be full rank (this is also necessary), and that Q(z) is minimal in that there is no 
pole/zero cancellation. This latter condition on Q can be by-passed by a mild modification 
to the least squares algorithm to ensure that Pic·1 >bl for some "small" o>O. See Section 4 
of Chapter 2. 
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2. Observe that there is no positive real conditions on the plant as in extended least 
squares algorithms. Here , the RPE algorithm "substitutes" a projection into a stability 
domain condition for 0 , which is automatic when Q is forced to be stable as when Q is a 
moving average operator. 
5. SIMULATION EXAMPLE 
Consider a nominal discrete-time plant with transfer function 
[ 
0.5 1 I 0.73 ] 
-0.16 0 I · 0.34 
-----------------1----------
1 0 I O T 
(5.1) 
and driven by zero mean white noise of unit variance, and having added zero mean 
independent measurement noise of unit variance. The associated Kalman filter of Figure 
2.1 with dynamics GH and gain Ho is as follows. 
[ 
0.5 1 I 1 0 ] 
GH = _:~~~----~----1----~------l___ , Ho= [ :~·~;~] 
1 0 IO OT . 
(5.2) 
Observe that [zGHH0 ]-1 e RH00 • (It remains an open problem to find simple necessary 
and sufficient conditions for such a property to hold for discrete time Kalman filters). 
Consider also that the actual plant has process noise filtered through the filter 
[ 
0.6 1 I 1 ] 
r _ -0.1 0 I 0.2 
w - -----------------1----------
1 0 I 1 T 
(5.3) 
The measurement noise is here taken to be the nominal noise. The preprocessing is carried 
out using the factorization of (2.20) together with (3.2) and (3.3). 
A three term FIR Q is used to tune the filter. Simulations show an improvement in 
the performance of the filter over that of the nominal designed filter. Table 1 summarizes 
the results for simulation of 5000 sample points. 
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Table 1 
Ada tive Filter Nominal Filter Ideal Kalman Filter 
E[yk-~ iJ2 
E[(xk-1 iJ'(xk-10] 
3.01 
2.51 
4.38 
3.66 
3.00 
2.20 
S-17 
The adapted Q converges to (-4.7z-l - 0.037z-2 -0.173z-3) after about 700 samples. An 
overall improvement of performance is recorded over that of the nominal filter. In fact the 
adaptive filter approaches that of the ideal Kalman filter as shown in column 3 of Table 1. 
The ideal Kalman filter is constructed as follows. The plant states are augmented with the 
states of the colored process noise and the filter is constructed with r w and the noise 
covariances known exactly. 
Simulations not reported here also indicate that when the measurement noise is 
colored, there is improvement in the prediction error variance, although not necessarily in 
the estimated states as expected. 
6. CONCLUSIONS 
A Kalman filter with adaptive frequency shaped gains, suitable for operating in 
unknown colored noise environments is described. The scheme uses least squares 
parameter update and is inherently stable. 
The adaptive loop enhances the performance of the filter under adverse operating 
conditions but evanesces under nominal designed conditions, thereby preserving the 
desirable properties of an off-line design. 
Simulation results show that the scheme is effective in enhancing Kalman filter 
performance when applied to other than nominal signal models. 
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APPENDIX 
Proof of Theorem 2.1 
To show that (2.17) implies (2, 16) From (2.17 a,c ), He RH00 stabilizes G. This 
implies there exists a pair of coprime factors X, Y e RH00 for G =X-lY such that 
X + YH = I which in tum implies the coprimeness of X, YH and 
(G:fI)-1 +I= (Y:fI)-1. 
Thus under (2.18a,c), 
(YH)-1 e RH00 if and only if (G:fI)-1 e RH00 
Therefore, (2.18a,b,c) implies (YH)-1 e RH00, and correspondingly 
(GH)-10= (YH)-lY e RH00 
and (2.16) follows. 
The UniQ.J.le Parameoization Now from (2.9), Ke Rp stabilizes Ge Rp if and 
only if 
(I-GK)-1, (I-GK)-1 G, K(I-GK)-1, K(I-GK)-1 Ge RH00 (A.1) 
Likewise, any K stabilizes GH, if and only if 
(I-GHK)-1, (I-GHK)-lGH, K(I-GHK)-1, K(I-GHK)-lGH e RH00 (A.2) 
Given an arbitrary Ke Rp stabilizing Ge Rp yielding an open loop transfer function 
GoL =GK, then (2.16) allows the definition 
K = (GH )-lGK e Rp (A.3) 
Now certainly K controlling GH achieves the open loop transfer function GHK=GoL 
=GK, but does K e Rp of (A.3) stabilizes GH e Rp, or equivalently does (A.2) hold 
under (A.1), (A.3) and (2.16)? The answer is yes since the first two conditions of (A.1) 
imply the first two conditions of (A.2) under G H K= GK and He RH00 , 
and the second two conditions of (A.1) imply that (GH)-lGK (I-GHK)-1, (GH)-lG K 
(1-GHK)-lGH e RH00 under (2.16). Thus the last two conditions of (A.2) hold under 
(A.3). 
So far we have seen that all open loop transfer functions GoL achieved by the class 
of all K stabilizing G yielding GoL =GKe Rp can be achieved by a class of K e Rp 
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[defined in (A.3)] stabilizing GK e Rp to yield an open loop transfer function GHK. It 
remains to show that for all Ke Rp stabilizing GH, as in (A.2), K= HK stabilizes G, as 
in (A.1). 
Now the first and third conditions of (A.1) follows trivially from the first and third 
conditions of (A.2) under K= HK and with He RH00 of (2.16). 
Consider coprime factorizations X, Ye RH00 for G =X·1Y satisfying X + YH = I, 
giving X, YH coprime, and coprime factorizations R,S e RH00 for K=RS-1 satisfying 
the Bezout equation XS - (YH)R=I. Now write the second and fourth term of (A.1) as 
(I;-,GHK)-lG = S(X S - YHR)-1Y = SY e RH00 
HK(I-GHK)-lG = HR( XS - YHR)-lY = HRY e RH00 (A.4) 
Thus the second and fourth conditions of (A.1) are satisfied under K= HK and with :fI 
At this point, we had shown that the class of all stabilizing controllers K for GH generates 
the class of all stabilizing open loop transfer function GoL = GK. Now from the theory 
of Section 2, then K can be uniquely parametrized by arbitrary QoL e RH00 • With GoL 
constrained to satisfy GoLe Rp then it is known that QoL must be constrained as QoLe 
RH0011R p. 
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CHAPTER 6 
INDIRECT ADAPTIVE TECHNIQUES 
FOR FIXED CONTROLLER 
PERFORMANCE ENHANCEMENT 
1. INTRODUCTION 
Control theory has tended to develop in two separate directions. Off-line robust 
control exploits the a priori information about a plant and the off-line power of computers 
to achieve robust controllers which achieve performance objectives. On-line adaptive 
control theory, has as an ideal, to learn and implement on-line whatever is necessary to 
achieve the control objectives. Most of the significant results developed are those for 
input-output (black box) model. Adaptive schemes are known to work well for low order 
models with simple objectives. Inclusion of a priori plant information does not always 
allow a convenient plant parametrization for on-line identification based on least squares, 
although the less well understood recursive prediction error schemes can be applied. 
There is still a need for methods to efficiently apply adaptive techniques to assist 
in the control of high order plants, when there is a priori plant information. The challenge 
addressed here, as in [1], [2], is to find convenient parametrizations which allow adaptive 
techniques to work. 
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In Chapter 2, the problem of enhancing a fixed controller performance using 
additional filtering and standard recursive least squares based algorithms is developed. 
Off-line and on-line controller designs are blended harmoniously together based on the 
theory for the class of all stabilizing controllers. In this chapter, the approach of [1] is 
broadened to permit the blending of standard adaptive pole-assignment, or adaptive linear 
quadratic designs, or indeed any adaptive stabilizing scheme to achieve enhancement of 
off-line designed (robust) controllers. In [1], the emphasis is to restrict adaptation to 
within the class of stabilizing controllers for the nominal plant. Here the emphasis of the 
theory developments is to provide a firm basis to operate over a wider class of controllers. 
In [1], the approach is definitely direct adaptive control approach with on-line tuning of 
controller parameters, whereas here the approach is an indirect approach in that there is 
learning of the plant as an intermediate step towards its stabilization. 
Of course, in applying standard adaptive control schemes to high order systems, 
as here, the dominant issue in one's mind is unmodelled dynamics, the subject of recent 
papers [3-7]. In our proposed schemes, appropriate prefil ters emerge from the theory 
rather as an ad hoc adjunct. However, these prefilters are not uniquely defined (by our 
theory) , and can be selected to minimize the effects of unmodelled dynamics in the 
_ algorithms. 
The key theoretical development concerns convenient parametrizations of plants 
and controllers. A controller transfer function matrix K(Q), parametrized in terms of a 
transfer function matrix Q, applied to a plant transfer function matrix G(S), parametrized 
in terms of a transfer function S, leads to a stable control loop if and only if Q stabilizes 
S. The parametrization can be such that the nominal plant G0 is G(0), and a fixed 
controller Ko = K(0) which is suitably robust yet high performance for Go. Thus the a 
priori information about the plant is the nominal G0 and its (robust) controller Ko, and the 
plant uncertainties are parametrized in terms of the transfer function S. It remains for the 
adaptive scheme to identify S and stabilize it with an adaptive Q, denoted Qk, using 
standard techniques.This results is developed in Section 2. 
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Based on the key theoretical results, we propose an on-line least squares based 
scheme to identify the plant uncertainties as parametrized by S. This is studied in Section 
3. We proceed to view the standard adaptive schemes as adapting Qic to not only stabilize 
S but to assist in achieving the performance objectives of the original controller Ko 
design. The application of standard indirect adaptive control techniques to achieve 
asymptotically a controller Q is developed in Section 4. Design examples are included 
which highlight the power of the proposed approach. Conclusions are drawn in 
Section 5. 
2. CONTROLLER THEORY 
In this section, we first review a convenient characterization of the class of all 
stabilizing controllers in terms of an arbitrary stable proper transfer function Q. Dual 
results are noted for the class of all plants, parametrized in terms of arbitrary stable proper 
transfer function S, stabilized by a nominal controller. The conditions for closed loop 
stability when controllers parametrized in terms of Q are applied to plants parametrized in 
terms of S are of interest. The key result of the section is that stability holds if and only if 
the "plant" S is stabilized by a feedback "controller" Q. The significance of the result is 
discussed and motivates the introduction of a useful class of coprime factorizations. For 
convenience, the results of this section are presented in discrete time, although they apply 
with trivial modifications to the continuous time case. 
Nominal Plant Description Consider a stabilizable and detectable nominal plant 
model with state space description 
Xk+l = Axk+ Buk, Yk = Cxk + Duk (2.1) 
and transfer function matrix 
[ A I BJ G (z) = C(zI-A)-lB+D = ------1---- e R 0 
. CI DT P 
(2.2) 
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where Rp denotes the class of rational proper transfer functions, and [ ]T denotes a 
transfer function as defined 'in (2.2) using block partitioning. Consider also cop rime 
factorizations 
Go= NoMo·1 = Mo·1 No ; No, Mo, No, Moe RH00 (2.3) 
where RH00 denotes the class of all asymptotically stable rational proper transfer 
functions. Suitable selections are given below in (2.10) and (2.12). 
Stabilizing Proper Controllers Consider proper stabilizing controllers for G0 as 
K e Rp (rational proper transfer functions), see Figure 2.1, where the closed system is 
well posed. That is 
[ I -K]-1 exists and belongs to RH00 
-G0 I 
Consider also coprime factorizations for some stabilizing controller Ko for G0 as 
Ko= UoVo·1 = 'lo·10o ; Uo, Vo, Oo, 'lo E RH00 
which satisfy the double Bezout identity as 
[ '1
0 
- 0 0] [Mo Uo] [Mo Uo] [ '10 - 00 ] [ I OJ 
-N0 M.0 NoVo =NoVo -N0 Mo =01 
Plant 
Go 
Ko 
Controller 
Figure 2.1 Nominal Plant and Controller 
(2.4) 
(2.5) 
(2.6) 
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Coprime Factorizations [81 For some stabilizing constant state feedback gain F 
for (2.1) and some stabilizing constant output injections H for (2.1), the following 
factorizations satisfy (2.3), (2.5-2.6) 
. [:: ::] = [ ~j~~-+i--~il e RH~ 
[ 
Yo -0-o] _ [~~~=-L=~~~~~---~---J 
_ - F I I O eRH')O 
-No Mo C I -D I T 
These factorizations are easily verified to satisfy the Bezout Identity (2.6). 
Note that Ko under (2.5), (2.7) is a state estimate feedback controller with 
Ko = ----------------------1-----------[
A+BF+HC+HDF I -H L 
F I 0 
(2.7) 
(2.8) 
Class of All Stabilizing Proper Controllers for G2 This class can be characterized 
in terms of an arbitrary Q e RH00 under (2.3),(2.5) and (2.6) as [8] 
K(Q) = UV-1 , U = U0 + MoQ, V = V0 +NoQ 
=V-10, 0-= 0-0 +QMo, V=Vo+QNo 
Note also that (2.9) can be written via (2.6) as 
K(Q) = K0 + V0 -1Q(I + V0- 1N0Q)-1V0 - 1 
which can be reorganized as in Figure 2.2 with 
(2.9) 
(2.10) 
It is known that the associated four closed loop transfer functions between the Ui and ei 
of Figure 2.2a are affine in Q as follows [1] 
[ 
I -K(Q)]-1 =[ I -Ko]-1 +[Mo] Q [No Mo] eRH00 
-G0 I -Go I No 
(2.12) 
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Note also that there is a bijective relationship between K and Q. Moreover, simple 
manipulations give 
Q ='v (K(Q) - Ko) Vo= 'v o (K(Q) -Ko) V (2.13) 
JK 
e3 
(a) Q 
e4 
00 Qe RH 
[~~ WO [:j 
(b) 
Q 
e4 
.._ ___ ___. Qe RH 00 
Figure 2.2 Class of All Stabilizing Controllers 
Class of All Plants Stabilizable by a Controller ¾2 Consider a nominal plant Go 
and controller K0 with coprime factorization given by (2.3) and (2.5) satisfying the 
double Bezout identity of (2.6). Under the above definitions, the class of all proper plants 
stabilizable by Ko is characterized by an arbitrary Se RH00 as 
G(S) = NM-1 , N =No+ VoS, M = Mo +UoS 
(2.14) 
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This dual result is immediate upon interchanging the role of controller and plant in the 
more familiar theory for the class of all stabilizing controllers. Equation (2.14) can be 
' 
rewritten via (2.6) as 
G(S) =Go+ Mo-1 S( I+ Mo-1U0 S )-1Mo-1 
which can then be re-organized as in Figure 2.3 with 
Note also that there is a bijective relationship between G and S as follows 
S = M( G(S) - Go )Mo = Mo( G(S) - Go ) M 
(2.15) 
(2.16) 
(2.17) 
Thus any Se RH00 will generate a G that forms a stabilizing pair (G(S), Ko) with the 
converse holding. Also S~ RH00 implies the pair (G(S), Ko) is not stabilizing. 
u Y_ 
-
-
JG 
-
-
_u_~ai ._ __ G _ ___,..,.._Y-1_,~ 
s -
-
Se RH 
00 
¾ stabilizes G 
Figure 2.3 Class of All Proper Plants Stabilized by K
0 
Robust Stabilization Results In this subsection, we investigate stability 
conditions for plants G(S) with feedback controllers K(Q). 
Theorem 2.1 Let (G0 , Ko) be a stabilizing nominal plant-controller pair such that 
(2.4) holds with K(Q) set to Ko- Let G(S) be the class of plants parametrized by S as in 
(2.14) and K(Q) be the class of controllers parametrized by Q as in (2.9). [ Here there is 
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no requirement that Q, S e RH00.] Then (G(S), K(Q)) forms a stabilizing pair if and only 
if Q stabilizes S in that 
[ 
I -Q]-1 
exists and belongs to RH00 
-S I 
Moreover, the closed loop transfer function matrix of (G, K) is given by 
(2.18) 
[ I -K(Q)]-1=[ I -Ko]-1+[Mo Uo][I -Q]-1[0 Q][~o ~ol eRH00 ( 2.l9) 
-G(S) I -G0 I N0 VO -S I S O N0 MJ 
Proof: Equation (2.19) is derived as follows. 
[ 
I -K(Q)]-1 = { [\i-1 _o ] [ \i -_?] }-1 
-G(S) I O M-1 -N M 
= { L: -~J L!o !:J r [! ~ 
= [ V0 -,?o]-l [ 
1 
-Q]-l { [: -Q] [Vo ~ l + [QNo QMo] } 
-N0 Mo -S I --, I O MJ S~0 S00 
and the equality in (2.19) follows via (2.6). In fact the equality in (2.19) can also be 
written as 
[ 
I -K(Q)]-1 = [ I -Ko]-1 + [Mo Uo] { [ I -Q]-1 _ I} [Vo ~o l (2.20) 
-G(S) I -G0 I N0 V0 -S I No MJ 
or 
[
I -Q]-l=[Vo ·.?o]{ [ I -K(Q)]-1- [ I -Ko]-l}[Mo -Uo] + I (2_21 ) 
-S I -No Mo -G(S) I -G0 I -N0 Vo 
Under (2.4) with K set to Ko, and (2.18), it is immediate from (2.5), (2.20) that (2.19) 
holds and K(Q) stabilizes G(S). Conversely, if K(Q) stabilizes G(S), and Ko stabilizes 
G0 , then from (2.21) we have that (2.18) holds, or Q stabilizes S and the theorem is 
established. ~ 
Remarks 1. If S = 0, that is G = G0 , then (2.21) reduces to the well known 
result (2.12). Similarly, taking the case Q = 0, the dual result is obtained. 
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2. Note that although, the theorem is motivated from the theory of the class of all 
stabilizing controllers and the dual class of all proper plants stabilized by a nominal 
controller, there is no requirement in this theorem for either S or Q to belong to RH00 • 
This allows us to consider the case when the nominal controller does not stabilize the 
plant G. 
3. For the simultaneous stabilization of G0 , G, this theorem tells us that there must 
be a stable controller Q e RH00 stabilizing S, see also [9]. 
4. This result is a generalization of an earlier result in the conference paper [1]. 
5. Time-varying Case The above results holds for the time-varying case where the 
time-invariant matrices A, B, C, D of G0 in (2.1) are generalized to time-varying matrices 
Ak, Bk, Ck, Dk with corresponding time-varying controller, Ko of (2.8). Since the proof 
in only a mild generalization of that above using the notation and techniques of [12], it is 
not repeated here. 
Intemretation of S It is immediate from (2.17) that S can be interpreted as the 
difference in the transfer function matrices between the actual plant, G(S) and the 
nominal plant, G0 , frequency shaped by either M, Mo or Mo, M. This frequency shaping 
is not unique. The non-uniqueness can be exploited for controller enhancement techniques 
of the next sections. This motivates us to present now a more general class of 
factorization for G, G0 • 
More General Coprime Factorizations Consider the nominal plant of (2.1) and a 
stabilizable and detectable state space description description of the stabilizing nominal 
controller as 
(2.22) 
where in general K0 may not be the result of a state feedback and/or state estimator 
design. Let F be any stabilizing constant state feedback gain for (2.1) and FK be any 
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stabilizing constant state feedback gain for the controller K0 of (2.5). The following are 
coprime factorizations for G0 , Ko 
:: J Jl_ A:F -----::::::---!----~-------: JJ eRHoo 
C+DF FK I D I T 
(2.23a) 
A+BZDKc BZCK BZ BZl)K 
BKzc AK+BKzocK I BKzo BKz 
-----------------------------------1-------------------- eRHoo (2.23b) 
-(F-ZDKc) zcK I z _zl)K 
zc -(FK..zocK) I -ZD z T 
Z = (I-DDK)-1, Z = (I-DKD)-1 
Note that (2.23b) belongs to RH00 can be observed from the fact that the poles of (2.23b) 
are that of the closed loop system form by G0 and Ko. That the Bezout Identity is 
satisfied can be verified easily . 
Dual Factorizations The dual to (2.23) can be written down in terms of stabilizing 
output injections. Let H be any stabilizing constant output injection gain for the plant of 
(2.1) and HK be any stabilizing constant output injection gain for Ko of (2.5). Then dual 
factorizations to (2.23) for G0 , K0 and satisfying the double Bezout identity are as 
follows. 
AK+BKzocK BKzc I -(HK..BKDZ) BKz l 
BZCK A+BZDKc I BZ -(H-BDKZ) 
------------------------------ -1------------------------------- e RH00 
zcK DKzc I z DKz J 
DZCK ZC DZ Z T 
[Mo Uo] = No Vo (2.24a) 
[ 
'lo - Oo] J AK+tcK A+'kc _i___-(B~~) __ -(BK+ftDK)Jl eRHoo 
-N"o Mo l cK O I I -DK 
0 C I -D I T 
(2.24b) 
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Remarks 1. The poles of N0 , Mo for the factorizations of (2.23) and N0 , Mo for 
the dual factorizations of (2.24) are that of the nominal closed loop transfer function 
matrices. 
2. Note that if Ko is derived from a state feedback and state estimator design as 
given in (2.8), then selecting FK=C, (2.23) reduces to (2.7). Similarly, selecting HK=B, 
(2.24) reduces to (2.7). 
From the factorizations of (2.7), (2.23) or (2.24), the poles of Mo Mo are the 
poles or subset of the poles of the closed loop transfer function matrices form by G0 and 
Ko. Thus M0 , Mo are natural frequency shaping of (G0 -G) in the bandwidth of the 
nominal operating frequencies. With U0 , V0 , 0 0 , V0 given by either (2.7), (2.23) or 
(2.24), we have from (2.6) 
M = ( I - KoG )-Iy0-I (2.25a) 
(2.25b) 
It is immediate that M, M provides frequency shaping of (G0 -G) to emphasize the actual 
operating frequencies. In this parametrization, S does not merely tells us the deviation of 
the actual plant from our nominal plant but also emphasizes the deviation in the frequency 
bands of interest. Note that M, Mand Mo, Mo are determined by both the plant (actual 
and nominal) and the nominal controller, Ko. It is thus important that an appropriately 
designed nominal controller is used, or put another way, we are able to exploit the virtues 
of an original nominal controller design. 
An objective of the chapter is to show that there is advantage in identifying S 
compared to identifying the actual plant G0 • We note here that the exact order of Smay in 
fact be higher than that of G. However what we hope to achieve here through proper 
frequency shaping is an S that can be fairly accurately described by a low order model 
with sufficiently small unmodelled dynamics. We shall next present an example to show 
that using this parametrization, we in fact have a low order S. 
Example 1 In this example,we have a twelveth order scalar actual plant G and a 
twelveth order scalar nominal plant G0 • Figure 2.4 shows, the gain/phase verses 
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-~ 
c.:, 
4,---------------------------, 
Actual plant G 
3 
Nominal plant G 0 
2 
1 
0 LL....1.....LJ...L.LJ....1....J....l--1-.1....1--1-.LJ.--1-.1....1....L.1....1--1-.1..J::I:::E!f~!ia.i ....... ..L.J__J 
(a) 0 .5 1 1. 5 2 2.5 3 3. 5 Normalized Frequency 
Or:-----------------------------, 
Acnial plant G 
Nominal plant G 0 
-400 
-70Q I...L-L...L...L--1-L...._.L.....L_.__...L... ........ ...L......_._.._.__...____ ......... _.__ ................. _.._ ................ _.._...__..__._.....__, 
(b) 
0 .5 1 1. 5 2 25 3 3.5 
Nonnalized Frequency 
Figure 2.4 Frequency Response Plots for Actual Plant, 
Nominal Plant and (G - G0 ) 
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.s 
<,:I 
c., 
4 
3.5 J I, 
r 
Actual Plant 
3 
Reduced to 10th order Reduced to 6th order 
2.5 
2 
1.5 
1 
.5 
0 
0 .5 1 1.5 2 2.5 3 3.5 
Normalized Frequency 
Actual plant 
'-1,-------- reduced to 10th order 
~oo ..... _._ ...... _._ ................ _.__._.._._.,_.__,_.._..._._.__,_..,_....._._.__.__._ ........ _.__.__,_.._..._._._~ 
0 .5 1 1.5 2 2.5 3 3. 5 
Normalized Frequency 
Figure 2.5 Frequency Response Plots of Actual plant 
and its reduced order approximations. 
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2.7 
2.4 
2.1 
1.8 
-~ 
1.5 
c.:, S reduced to 6th order 
1.2 
.9 
.6 
.3 
Full order S 
0 
0 .5 1 1.5 2 2.5 3 3.5 
Normalized Frequency 
-300 
-400 
S reduced to 6th order 
-«xi L-.I--I.....L.._,_..l.-&.....L---L. ....... ...._ ...... .....1._,_....__..___......l._,_....__......., ............ ..._ .............. .....1. ....... ....__ ...... .....1. ... 
0 .5 1 1.5 2 2.5 3 3. 5 
Normalized Frequency 
Figure 2.6 Frequency Response Plots of 
Full order S and reduced order S. 
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normalized frequency plot of the actual plant G, the nominal plant G0 and the transfer 
function deviation (G-G0 ). The errors or mismatches are due to an under estimation of the 
damping factor of a pair of complex poles and the overall process gain. 
An attempt is made to approximate G by reduced order models using model 
reduction techniques; in this case, balanced truncation is used. Figure 2.5 show the 
gain/phase verses normalized frequency plot of the actual plant G, and models reduced to 
sixth and tenth order. A reasonable match, both in gain and phase are achieved by the 
tenth order reduced model whereas the matching performance of the sixth order reduced 
model is far from satisfactory. 
Using the S-parametrizations described above, a stabilizing nominal controller Ko 
based on the nominal plant G0 is designed using LQG technique with index 
k 
½LiYi2 + .005ui2). This controller also stabilizes the actual plant G. The transfer 
~I . 
function S is then computed via (2.17). Its gain/phase verses normalized frequency plot is 
shown in Figure 2.6. Model reduction through balanced truncation is again used to find a 
low order model approximation to S. The frequency response of a sixth order reduced 
model is shown alongside the frequency response of S. From these plots (and phase 
plots) it is immediate that the degree of fit of the sixth order reduced model for S is 
comparable to the tenth order approximation for the actual plant G and is superior 
compared to the sixth order approximation of the actual plant 
3. IDENTIFICATION 
It was shown in the last section that there are advantages in using the S 
parametrization to model the deviation of the actual plant G from the nominal plant G0 • In 
this section, we investigate ways in which S can be conveniently identified on-line. 
Lemma 3.1 Consider a nominal plant G0 and a stabilizing controller Ko with 
coprime factorizations (2.3) and (2.5) satisfying the Bezout identity of (2.6). Consider 
Figure 3.1 with G parametrized by S of (2.14) and JK given by (2.11). Under the above 
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conditions, the transfer function matrix from [w1' w2' s']' to [e1' e2' r']' of Figure 3.1 is 
given by 
(I-KoG)-1 
W= (I-GKo)-1 (3.1) 
where Sis given from (2.14). 
G 
r s 
(a) Q 
[:~] -- w -
-
s 
r 
(b) Q --
Figure 3.1 Non-nominal Plant Case 
Proof: From Figure 3.1, simple manipulations show that Wis given by 
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W=I 
(I-KoG)-1 (I-KoG)·1Ko (I-KoG)·1Vo·1 l (I-GKo)·1G (I-GKo)·1 (I-GKo)· lGV 0-1 
L V0 · 1(I-GKo)·1G Vo·1(I-GKo)-1 V0• 1(I-GKo)·1GV0•1-V0•1N0 J 
Now utilizing the double Bezout identity (2.6) and (2.14), we have 
V0•1(I-GKo)·1G'i0•1-V0•1N0 
= NVo·1 - Vo·1No 
= (N"o + S'1 o)'l o·1 - Vo·1No = S 
6-17 
(3.2) 
Remark The key message of this lemma is that the transfer function matrix from 
the input s to the output r is S. Thus information about S can be deduced by observing the 
signals r and s. 
To formulate the identification of S into the framework of standard identification 
algorithm, it is necessary to adopt some kind of noise model. Let us assume that the actual 
plant has a general associated noise model as given in Figure 3.2a. Here w is a noise 
sequence and Gw is the filter associated with the noise. 
w w 
- Gw 
-
, , 
-
- G ~L s 
u y 
s 
-
JK 
-
-
-
(b) 
r 
1 ' 
s 
(a) 
Figure 3.2 Plant/ Noise Model 
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Simple manipulations show that Figure 3.2a can be redrawn as Figure 3.2b with 
r = S s + M Gw w (3.3) 
This turns out to be a linear equation ins and can easily be reformulated into forms so that 
standard identification algorithm such as the recursive least squares or extended least 
squares can be applied. The noise filter (MGw) will depend on the appropriate Gw 
defining the underlying noise process. 
Example 2 Let us demonstrate the above for the case where the underlying actual 
process has a scalar ARMAX description 
G = B(z-1)/A(z-1), Gw = C(z-1)/A(z-1) 
A(z-1) = l+aiz-1+ .. . +amz-m, B(z-1) = bo+b1z-1+ ... +b0 z-n, 
C(z-1) = l+ciz-1+ ... +cpz~P 
Assume that a nominal plant G0 is available and G0 is given by 
Go= Bo(z-1)/Ao(z-1) 
Ao= l+a1z-1+ ... +amoz-mo, B(z-1) = 60+61z-1+ ... +Dnor00, 
Let the factorizations for G and G0 be given by 
Mo= Mo= Ao(z-1)/Do(z-1), No= No= Bo(z-1)/Do(z-1) 
M = M = A(z-l)JD(z-1), N = N = B(z-l)JD(z-1) 
(3.4) 
(3 .5) 
(3 .6) 
where D(z-1) and D0 (z-1) are stable polynomials derived from the factorizations of (2.7), 
(223) or (2.24). 
Now let us assume that Sis parametrized by polynomials As(z-1), Bs(z-1 ). 
s = Bs(z-1)/As(z-1) (3.7) 
Then from (2.17), we have 
As(z-1) = D(z-l)D0 (z-1), Bs(z-1) = B(z-l)A0(r1) - A(z-1)B0 (z-1) 
M Gw = C(z-1)/D(z-1), Cs(z-1) = C(z-1)D0(r1) (3.8) 
and As(z-1) r = Bs(z-1) s + Cs(z-1) w 
and the extended least square algorithm can be used to estimate As(z-1) and Bs(z-1) 
on-line. Given that D0 (z-1) is the derived from the factorizations of (2.7), (2.23) or 
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(2.24), D0 (z-1) reflects the nominal closed loop poles and can be appropriately designed 
through the design of the nominal controller Ko. 
4. CONTROL 
Identification of S through the scheme of Section 3 is a first stage which is 
interesting in its own right and may find applications in process identification where it is 
desirable to combine physical structure/parameters determination with algorithmic 
techniques like least squares. However a logical next stage is exploit on-line estimation of 
S for a on-line enhancement of controller performance. This aspect is now explored. We 
shall make a brief note on closed loop stability of our on-line adaptive scheme before 
going on to describe possible utilization of the information provided by S. 
w 
r 
s 
s 
"Plant" 
Q 
"Controller" 
Figure 4.1 Derived "Plant" and "Controller" 
Closed Loop Stabilitv The objective of the adaptive scheme is to enhance 
performance by adapting Q, now denoted Qic, and thereby achieving an adaptive 
controller K(Qk.) for the plant G(S). Of course a first requirement is stabilization. From 
the theory of Section 2, we are able to view the original problem of adapting K(Qic) for 
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G(S) to achieve stability as the derived problem of adapting the "controller", Qic to 
stabili,ze the "plant", S, now a standard task. This is depicted in Figure 4.1. 
We shall next describe two adaptive algorithms for tuning the "controller", Qic. 
We stress here that the algorithms to be described are not new. Rather what we aim to 
achieve in the subsequent part of the section is to justify the use of these algorithms to 
achieve our control objectives, whether these be merely stabilization, or pole-placement, 
or linear quadratic control 
Adaptive Pole-Placement We shall present a result which will provide the 
rationale behind using the pole-placement technique in the design of Qic. 
Theorem 4.1 (Eigenvalue Separation) Let (G0 , Ko) be a stabilizing nominal 
plant-controller pair such that (2.4) holds with K set to Ko. Let factorizations of G0 , Ko 
be given by (2.7), (2.23), (2.24). Let G(S) be the class of plants parametrized by S as in 
(2.14) (not necessarily stabilized by Ko) and K(Q) be the class of controllers parametrized 
by Q as in (2.9) with Ko = K(Q)IQ=O. Under these conditions, the closed loop poles of 
the pair [G(S), K(Q)] are the poles of the pairs (G0 , Ko) together with those of (S, Q). 
Proof: See Appendix. 
This theorem tells us that if the nominal controller Ko for the nominal plant G0 is 
designed based on a pole-placement technique, then in the perturbed plant case, the 
methodology can be followed through by assigning the perturbation arising through S to 
some appropriate pole locations using the "controller", Qk. There is therefore no conflict 
of design methodology. In this case, the a priori knowledge of the plant served to reduce 
the order of the adaptive controller. 
The formulation of the adaptive pole-placement "controller", Qic for the "plant", S 
can now be referred to some "standard" text and will not be reproduced here. Possible 
references are [ 10], [ 11]. Of course, all associated conditions such as persistency of 
excitation in the standard case will apply here. 
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Adaptive Linear Quadratic Control As in the previous subsection, we will first 
present a result which will explain the rationale behind the design of Qk using the linear 
' 
Quadratic technique. 
Theorem 4.2 Consider that the conditions of Theorem of 4.1 apply. Consider 
the derived feedback control scheme of Q in feedback with S as in Figure 4.1. Consider 
also a linear quadratic index, penalizing rands as 
(4.1) 
Then ILQ of ( 4.1) can be expressed in terms of a frequency shaped penalty on the plant 
outputs and inputs, y,u as, in obvious operator notation, 
k 
1 _.!_ ~ [ ., u·'] [ <Mo*Mo+Oo*ROo) -(Mo*No+00*RV0)] [Yi] (4_2) 
LQ-k £..ii Yi 1 -(N0*Mo+V0*R00) (N0*No+V/RV0) Ui 
i= 1 
where M0, N0, 0 0, VO are given from (2.3), (2.5) and * denotes conjugate transpose. 
frQQf: From (2.11) and (2.6), we have 
r = v0-1y- v0-1Nos = y-ly = Moy - Nou = [Mo -No][:] 
From (4.3) and u = K(Q)y, we have u =Ur.Now from (2.6), we have 
s=V0u-Ooy=[-Oo '1o][:] 
Substituting (4.3), (4.4) into (4.1), then (4.2) follows. 
(4.3) 
(4.4) 
Theorem 4.2 tells us that performing an LQ design based on the penalty of r and s 
is equivalent to performing an LQ design based on a frequency shaped penalty of y and u 
as in (4.2). We note from the factorizations of Section 2 that Mo, N0, 0 0, VO reflect the 
closed loop poles of the pair (G0, Ko). Thus in this case, we can interpret the frequency 
shaping given in (4.2) as an emphasis on y, u in the frequency bands of interest and is 
therefore a meaningful index to minimize. The formulation of the adaptive LQG controller 
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based on the index (4.1) is now a standard problem and shall not be reproduced here. The 
reader is referred to [ 11]. 
Example 3 (Simulation Results) In this example, we present simulation results 
for the case where an explicit adaptive LQG algorithm is used to design Qic. The actual 
plant G, and the nominal controller Ko (designed based on the nominal plant G0 ) of 
Example 1 in Section 2 are used. The following LQ index penalizing r and s is used in the 
design of the adaptive LQG augmentation Qk. 
k 
ILQ -! L (ri2 + Si2 ) 
i= 1 
(4.5) 
Table 1 shows a performance index comparison for the following various cases. 
The first case is where the actual plant G is controlled by the nominal controller Ko with 
no adaptive augmentation. The second case is when a standard adaptive LQG algorithm is 
used (see [11]). A third order model S is assumed and in this case, an estimate of S 
"converges" to 
S = 0.381z-1 - 0.0925z-2 - 0.3588z-3 
1 - 0.4239z-1 - 0.4392z-2 - 0.0181z-3 
Table 1 
Non-adaptive with actual plant G 
Adaptive with actual plant G 
Non-adaptive with actual plant G 
and corresponding LQG controller 
k 
½ I <Yi2 + .oo5ui2) 
i=l 
0.4230 
0.1860 
0.1756 
A marked improvement over that of the non-adaptive case is recorded. (Note that the 
average is taken after the identification algorithm "converges".) The third case is for the 
actual plant, G controlled by the corresponding LQG controller, designed based on 
knowledge of G rather than on that of a nominal model G0 • Clearly, the performance of 
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the adaptive scheme (case 2) is drastically better than for the nonadaptive case, and 
approaches that of the optimal scheme (case 3), confirming the performance enhancement 
ability of the technique. 
In a second simulation run we work with a plant G which is not stabilized by the 
nominal controller Ko. Again S is identified on-line using a third order model and an 
adaptive LQG algorithm as in the run above is used to design a Qk to augment Ko. Figure 
4.2 and 4.3 show the evolution of the parameter estimates and the plant output and input 
respectively. In this instance, the adaptive augmentation, Qk together with Ko stabilizes 
the plant. 
The results show that the technique not only enhance performance but also can 
achieve robustness enhancement. 
5. CONCLUSIONS 
From the theory and design studies of the chapter , it is clear that adaptive 
techniques can be rationally applied to enhance the performance and possibly robustness 
of off-line designed controllers. The effect of unmodelled dynamics is seen to be 
minimized by appropriate selection of certain non-uniquely specifically filters in the 
design. 
The methods are seen to constitute one rational approach to incorporate a priori 
plant information into an adaptive controller design. In the case when there is no a priori 
plant information so that the nominal plant is taken to be a zero gain and the off-line linear 
controller is also an open loop, the methods reduces to standard adaptive schemes ( see 
also [12] ). Although the methods are developed for constant parameter plants, the idea 
extend naturally to the case of drifting time-varying plants in a less restricted adaptive 
framework. 
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APPENDIX 
Proof of Theorem 4.1 
We shall prove the theorem for the factorizations (2.7) only. For the factorizations 
(2.23), (2.24), the procedure follows in a similar manner. 
Let Ko be given from (2.8) and 
Q = [-i+~J1.s = [~~-+~~1 (A.I) 
Straightforward manipulations give 
(A.2) 
and 
[ 
A+HC O I -HD -H ] 
[_~o -~T -------~ -------:;::-+-i----;--- T (A.3) 
From (2.7), again straightforward but tedious manipulations show that 
[Mo Uo][ I -Q]-1 [O Q] [Yo ~0 7 = N0 Vo -S I S O No MJ 
j A+BF HDsF BC:\-HC2 I -HDs O l I O A+HC O I B+HD H 
l---:---B2C~fi1F -----:-----:--B1+:2D ---:2 --J C+DF -DsF DC1+C2 I Ds O T (A.4) 
From (2.19), (A.3), (A.4), we have 
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I A+BF (B-HDs)F BC::1-HC::2 1 B-HDs o l I O A+HC O I -(B+HD) -H [_~ -~r = l--- :-----fhc~B1F -----:-----:-- B1+; 2D __ B
0
2 _J 
C+DF (D+Ds)F OC1+C2 I D+Ds I T 
(A.5) 
From (A.5), it is immediate that the closed loop poles are those of the nominal plant-
controller, ( G(S), K(Q)) pair and the derived "plant"-"controller", (S ,Q) pair. 
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CHAPTER 7 
Loop RECOVERY VIA 
H 00 /H 2 SENSITIVITY RECOVERY 
1. INTRODUCTION 
A reasonable and widely used controller design strategy is to first design a 
controller for a nominal deterministic plant model assuming availability of the plant states. 
Both performance for the nominal design and robusmess to plant model changes are 
considered in such a design. If an acceptable design can not be achieved, then actuators 
must be enhanced until the design is acceptable. The linear quadratic (LQ) method of [1,2] 
is a straightforward state feedback design approach which results in a simple controller 
consisting of a state feedback gain. Linear plus integral feedback can also be achieved, as 
can higher order frequency shaping. In classical terms, LQ designs guarantee 60° phase 
margins and [-6 , oo) dB gain margins or multivariable equivalents. As a next step, a state 
estimator is designed to achieve reasonable state estimates for the nominal plant in a 
nominal noise environment which may also reflect plant uncertainty. The filter feedback 
gains can be linear constant, linear plus integral, or incorporate higher order frequency 
shaping, depending on the noise models. Enhancing plant sensor capability may be an 
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integral part of this design step. In the well known linear quadratic gaussian (LQG) 
design approach of [1,2], the next step is to replace states by state estimates. This is an 
optimal strategy if the plant is the nominal model in the LQG context [1,2], but may be a 
poor strategy otherwise. The state estimate feedback design may have loop properties 
indicating poor stability margins (robustness) at the plant input and/or output [3]. 
A final design step in this LQG based design strategy is to modify the LQG 
controller design in such a way as to achieve full or partial loop transfer recovery (L TR) 
of the original state feedback design [ 4-9]. There is usually a scalar parameter which can 
be adjusted to achieve a trade-off between performance for the nominal design and 
robustness via recovery of the state feedbac_k design loop gain properties. Frequency 
shaped loop recovery allows different trade offs in different frequency bands [10]. 
The advantage of this multi-step LQG/L TR design approach is that it gives 
information at the first step concerning any trade-off between actuator complexity and 
performance/robustness possibilities and at the second step dual information on sensors. 
There are thus subgoals of control signal construction assuming perfect information and 
information extraction which are addressed separately in the first instance. It must be 
recognized that achievement of the two subgoals may not constitute achievement of the 
original controller goal, at least without a further design step such as the loop recovery 
step. Of course, for a specified plant with actuators and sensors prescribed, a direct 
controller design which achieves the "best" possible design via output feedback could be 
preferable. The H00 design methods [11] are attractive for such designs since they allow 
optimization of indices which incorporate performance and robustness measures specified 
conveniently in the frequency domain. If there is any limitation relative to the LQG/L TR 
approach, it is in situations where the engineer has freedom to include further actuators 
and sensors. When an H00 design does not achieve a practical controller, there is no clear 
indication of whether one should enhance actuators or sensors or both, except by trial and 
error. 
There are a number of concerns with the LQG/L TR design approach. For 
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minimum phase plants, loop recovery is obtained by increasing loop gains in the estimator 
or state feedback design. The resulting high gain systems may not be attractive for 
implementation because of high sensitivity to external disturbance, plant parameter 
changes, and certain unmodelled dynamics. For non-minimum phase plants, full loop 
recovery for LQG designs can only take place when there is an unstable pole-zero 
cancellation in the control loop transfer function matrix. This suggests that only partial 
loop recovery be attempted, or that the state estimate feedback control laws be constrained 
as discussed in [8], perhaps exploiting H00 optimization methods as suggested in (11] . 
In this chapter, we propose a different approach to loop recovery, termed here 
sensitivity recovery, and in particular, H00/H2 sensitivity recovery. We propose 
augmenting the nominal LQG controller with an additional feedback control loop between 
the plant output estimation errors and the plant inputs. The controller in the loop is a stable 
proper transfer function matrix a.Q(s) where Q(s) is designed using H00/H2 minimization 
of sensitivity differences, and a. is a scalar constant usually in the range (0,1]. With a.= 
0, there is the original LQG design, whereas with a.= 1, there is a maximum degree of 
sensitivity recovery and associated loop recovery with frequency shaping based on 
sensitivity functions. This approach is motivated from the characterization of the class of 
all stabilizing controllers (12] in terms of the above state estimate feed~ack arrangement 
with Q(s) arbitrary stable and proper. We show here that our H00/H2 sensitivity difference 
minimization achieves complete loop recovery and complete sensitivity recovery for 
minimum phase plants of relative degree 0 or 1, and asymptotic recovery otherwise. In 
this minimum phase plant case, the H00/H2 optimization of Q(s) is trivial. Also, full loop 
recovery is achieved for non-minimum phase plants with feedback of only the minimum 
phase factor states, assuming the plant is factored into a product of a stable all-pass factor 
and a minimum phase factor. The method achieves partial loop and sensitivity recovery 
for non-minimum phase plants. The H00/H2 optimization seeks a "best" partial recovery. It 
seeks a "best" sensitivity recovery, usually without frequency weighting, which can be 
interpreted as a "best" loop recovery with frequency weighting emphasizing cross-over 
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frequencies. A key contribution of this chapter is to formulate the loop recovery objective 
as standard H00/H2 optimization exercise by working with sensitivity functions, or 
equivalently appropriately frequency shaped loop gain functions. The inherent frequency 
shaping in the loop recovery via H00/H2 sensitivity recovery method explains the relative 
attractiveness of designs based on these methods. 
In Section 2, preliminaries pertaining to LQG designs and the class of all 
stabilizing controllers are reviewed. In Section 3, we present the H001H2 recovery 
technique with results for full loop recovery developed in Section 4. Two examples 
illustrating the technique are given in Section 5. Conclusions are drawn in Section 6. 
2. STABILIZING CONTROLLERS AND LQG DESIGNS 
In this Section, we review the theory on the class of all stabilizing controllers 
based on LQG designs to set the stage for subsequent development of the proposed loop 
recovery technique. 
Deterministic Plant Model Consider the following state space description of a 
linear time-invariant stabilizable and detectable plant G 
G: x = Ax + Bu , y = Cx + Du 
and transfer function matrix 
[ AI B] G = C(sI - A)-1B + D = ----1---- e Rp CID T 
(2. la) 
(2.lb) 
where Rp denotes the class of rational proper ·transfer function matrices. Throughout the 
chapter, [ ]T denotes a transfer function matrix according to the convention of (2.lb). 
Stabilizing Controllers A controller KE Rp is said to stabilize Ge Rp if and only 
if 
-K]-1 
E RH00 
I 
(2.2) 
[Here we assume that the control loop is well posed, or equivalently that the inverse in 
(2.2) exists] 
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LOG Design To be specific, consider a standard LQG design for the plant G of 
(2.1) based on the Separation Principle [1,2], as in Figure 2.1 for case Q(s) = 0. The 
steady state feedback gain vector, Fis obtained from an LQ design which involves the 
solution of the Riccati equation 
-Pc= PcA + A'Pc - PcBRc·1B'Pc + Qc 
Pc = lim Pc(t, T), Pc(T, T) = 0 
t~-00 
(2.3) 
parametrized by Re= Re'> 0 and Qc = Qc' = Cc'Cc ~ 0, [A, Cc] completely observable, 
00 
with interpretations as weighting coefficients in a quadratic index d (x'Qcx + u'Rcu) dt. 
It is known that under the conditions above, Pc> 0 and FB is non-singular. Also 
F(sl - A)·lB is minimum phase. 
Similarly, the steady state state estimator gain is obtained from 
Pe= PeA' + APe - PeC'Re·1CPe + Qe 
-
Pe = lim Pe, Pe(0) = 0 
t~ 
H = -PeC'Re·1 (2.4) 
parametrized by Re = Re' > 0, Qe = Qe' = BeBe';::: 0, [A, Be] completely controllable 
with interpretation as intensities of independent plant measurement and plant process 
noise disturbances in a stochastic model of the plant based on (2.1). Here CH is non-
singular and C(sl - A)-lH is minimum phase. 
The output feedback LQG (stabilizing controller) constructed from F and H based 
on the separation principle is then given as 
[ 
A+BF+HC+HDF 1-H] 
K - -----------------------1----
F IO T 
(2.5) 
See Figure 2.1 with Q(s) = 0. Actually in much of the theory to follow, F and H can 
represent any stabilizing gains for the derived plants 
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The situation is depicted in Figures 2.2, 2.3. Thus let us highlight this 
property/assumption as 
Assumption on F, H (sl - A- BF)-1, (sl - A - HC)-1 e RH00 (2.6) 
Here RH00 denotes the class of all asymptotically stable, real, rational, proper transfer 
function matrices. The stabilizability and detectability assumptions on G ensure the 
existence of F, H such that (2.6) holds. Generalization to the case of transfer function 
matrices F(s), H(s) e Rp are straightforward. Such would arise in frequency shaped 
LQG designs. Details are omitted. 
D 
B 
I\ 
Plant J 
X 
-1 -H G=D+c(sl-A) B 
r 
A 
I\ 
y 
E RH
00 
F 
Figure 2.1 The Class of All Stabilizing Controllers 
Class of All Stabilizing Controllers Now define coprime factorizations for G, K 
as 
G = NM-1 = M-lN; N, M, N, Me RH00 
K = uv-1 = v-1 o ; u, v, o, v e RH00 (2.7) 
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such that the following double Bezout Equation is satisfied. 
] [ M U ] [ f:/ -0 ] [I = N V -N M = 0 ~] (2.8) 
,----------------------------·Gp 
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Figure 2.3 Target Estimator Feedback Loop Design 
-
-
One possible set of factorizations given in term of F and H under (2.6) are as 
follows (for a more detail discussion of coprime factorization, see [12]. 
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[ -~ _ OJ- [·A+HC __ :_-(B+HD)_ H __ ] - - F I I 0 M C I -D I T 
~] = [-:7o:--1---i-- -; l (2.9) 
It is shown in [12] that the class of all stabilizing controllers, K(Q) for G can be 
uniquely parametrized in term of arbitrary Q e RH00 as follows. 
K(Q) = (U + MQ)(V +NQ)·l 
=K + ~-lQ(I + v-INQ)·Iv-1 
Duals can also be defined as 
K(Q) = ~ + QN)-1(0 + QM) 
= K + ~-l(l + QfW-1)-lQV-1 
(2.10) 
(2.11) 
It can be shown from (2. 7)-(2.10), that the class of all stabilizing controllers can 
be organized as in Figure 2.1, [ 13]. Here Q e RH00 is interpreted as an augmentation to 
the nominal LQG controller, K feeding back the estimation residuals r = (y - y) to the 
plant controls. In the next section, we shall discuss the selection of Q e RH00 to achieve 
loop transfer recovery. 
3. H00/H2 SENSITIVITY RECOVERY 
Input Sensitivity Functions Consider the full state feedback control system 
design of Figure 2.2. The closed loop transfer function matrix from w to z is the input 
sensitivity function matrix given by 
S i = (I - FGp )· 1 = [~-~~~:.~-] = M 
SF F I I T 
(3.1) 
The second equality follows from (2.9). For the state estimate feedback design, the input 
sensitivity function matrix is given by 
S i = (I - KG)·1 SEP (3.2) 
where K is given from (2.5). Let us now consider the class of all stabilizing controllers 
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K(Q) parametrized by Q e RH00 as given in (2.10) or (2.11) of Figure 2.1. For a 
stabilizing controller K(Q), Q e RH00 the associated input sensitivity function matrix is 
now 
Sb= [I - K(Q)G]-1 
Let us define an error transfer function matrix 
i s i s i 
EQ = SF - Q 
From (2.8) and (3.1), we have eb affine in Oas follows 
E~ = M - M(V + Q~ = M(I - fl) - MQN 
Notice also that a re-organization gives 
E~ = M[FGp - K(Q)G][I - K(Q)G]-1 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
This has the interpretation as a frequency shaped version of the loop gain transfer function 
error [FGF - K(Q)G]. The frequency shaping are M = [I - FGF]-1, target sensitivity 
function and [I - K(Q)G]-1, the sensitivity function parametrized by Q e RH00• These 
weightings together serve to emphasize the frequencies in the region of the cross over 
frequencies. 
Output Sensitivity Functions Consider the full state estimator feedback loop of 
Figure 2.3. The closed loop transfer function matrix from w to z is the output sensitivity 
function matrix given by 
(3.7) 
The second equality follows from (2.9). For the state estimates feedback design, the 
output sensitivity function matrix is given by 
S O = (I - GK)-1 SEP (3.8) 
where K is given from (2.5). Again consider the class of all stabilizing controllers K(Q) 
parametrized by Q e RH00 as given in (2.10) or (2.11). Consider some stabilizing 
controller K(Q), Q e RH00, then the output sensitivity function matrix is 
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SQ= [I - GK(Q)]-1 
Let us define an error transfer function matrix 
Eo =So - 50 Q SF Q 
From (2.8) and (3.1), we have EQ affine in Q as follows 
EQ=M- (V +NQ)M= (I- V)M-NQM 
= [I - GK(Q)]·1[GHH - GK(Q)]M 
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(3.11) 
Asymptotic loop recovery of an LQG design is said to occur when the loop 
transfer function matrix of the LQG design, viz KG [or GK], when suitably 
parametrized, approaches the loop transfer function matrix of the target LQ [or estimator] 
design, viz FGp [or GHH], for all finite s = jro. It is usual to work with a scalar 
parametrization O' [or p], where Qc includes a term crBB' [or Qe a term pC'C] and let cr ~ 
oo [or p ~ oo] to obtain asymptotic loop recovery. Now since F, H are stabilizing 
controllers for Gp, GH respectively, and K for G, then (I - FGp)- 1, (I - GHH)-1, 
(I - KG)-1, (I - GK)-1 exist for alls= jro. In view of these existence properties, we see 
that loop recovery occurs equivalently when the loop sensitivity function matrix of the 
LQG design, viz sAF [or S5~F ], when suitably parametrized, approaches the loop 
sensitivity function matrix or the LQ [or estimator] design slF [or S5°F] for all finites= 
jro. Of course, these equivalent loop recovery definitions apply also to the LQG design 
augmented with arbitrary Q e RH00, with sAF. SS~F replaced by s~ • s3 . More 
specifically, since K(Q) stabilizes G so that [I - K(Q)G]-1, [I - GK(Q)]·1 exist, as do 
M-1, M-1, then from (3.6), (3.11) we see that loop recovery occurs equivalently when Eb 
~ 0 [ or EQ ~ O] for all finite s = jro, that is there is asymptotic sensitivity recovery. We 
conclude the following equivalent asymptotic loop and sensitivity recovery conditions. 
Lemma 3.1 Asymptotic loop recovery at the plant input [or output] occurs if and 
only if for suitable parametrizations, there is asymptotic sensitivity recovery as 
Eb ~ 0 [ or EQ ~ 0] for all finite s = jro (3.12) 
A partial sensitivity recovery is said to occur when Eb [or cg] are made small in 
7-11 
Chapter 7 Loop Recovery 
some sense. This also corresponds to a partial loop recovery. albeit frequency shaped by 
virtue of (3.6), (3 .11). A reasonable measure could be the L00 norm, namely the 
maximum singular value of eb [ or E~ over all s = jro, denoted 
(3.13) 
In this chapter we introduce the definition of an H"° sensitivity recovery. This 
results from Q, Q0 E RI-!00 selections such that for all Q e RI-!00 
(3.14) 
The term H00 loo_p recovery is also appropriate with the understanding that there is in-built 
frequency shaping based on sensitivity functions in the recovery (H2 recovery is likewise 
defined in terms of L2 norms). 
Q and Q0 result from the standard H00 optimization tasks: 
min IIEQi lloo , 
Qe RI-I"° 
min IIEQ0 lloo 
QeRI-I"° 
(3.15) 
respectively. These are standard optimizations since eb, EQ e Rp (here E~ , EQ e 
RH00) are affine in Q E RH00 • When 
(3.16) 
there is full sensitivity recovery. and indeed by virtue of (3.6), (3.11) full loop recoverv. 
Thus we have the following lemma. 
Lemma 3.2 In the notation above; the state estimate and residue feedback 
controllers K(Q) of Figure 2.1 with F, H fixed, and Q e RI-!00 variable achieve full loop 
recovery (equivalently sensitivity recovery) if and only if Q is selected as Q [or Qo] e 
RH00 satisfying 
(I - ~) = QN, (I - V) = NQo (3.17) 
The question of existence of such Q, Q0 is taken up in the next section. Of 
course, one can work with frequency shaped H00 sensitivity recovery where frequency 
weighting W1, W2 e RI-!00 are introduced into the optimization (3.15) as 
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(3.18) 
It might be that such weighting emphasizes the frequency bands in the vicinity of the 
cross over frequencies. 
Scalar Parametrization To complete the above formulations, it remains for us to 
address the question of parametrizations of the LQG based designs to achieve full or 
partial sensitivity recovery. The scalar parametrization we propose here is in terms of the 
Q(s) as 
(3 .19) 
where <Xi, <Xo are scalar parameters in the range [O, 1] and Qi, Q0 are defined above. We 
can see immediately that with <Xi, <Xo = 1, there is H00 sensitivity recovery, being full 
recovery if lie~ lloo, 11€3
0
1100 is zero, and partial otherwise. Notice that for all finite <Xi, <Xo 
the controller class characterized in terms of <XiQi, aoQ0 is stabilizing since <XiQi, aoQo e 
On the H00 Optimization Consider Figure 3.la where Pis an augmented plant 
given by 
P -- [ Pu P12] , P22 = G 
P21 P22 
(3.20) 
and K denotes the class of all stabilizing controllers. Signals v and e represent the input 
disturbance/tracking signal and output error respectively. Figure 3. la can be reorganized 
as in Figure 3. lb via (2.10) or (2.11) where Q e RH00 parametrizes the class of all 
stabilizing controllers and 
J = [ K y-1 ] 
y-1 -V-lN 
(3 .21) 
(see [12], [13] for details). Figure 3. lb can be further collapsed into Figure 3.lc where T 
is given by 
T= [ Tu 
T21 
= [ P11+P12UMP21 
MP21 
(3.22) 
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The standard H00 optimization task can be formulated as 
min II T11 +T12QT21 lloo QeRH00 
(3.23) 
where Tu, T12, T21 e RH00 • A condition for the minimization of (3.23) is that, (11], 
T12, T21 are full rank for alls= jro including w = oo. When these full rank conditions fail, 
it is possible to introduce approximations which achieve close to the optimal Qe RH00• 
For the case T12 and/or T21 are not full rank at s=j00, then (3.23) can be reformulated as 
k~in h II T11 + [T12(s+a)k][(s+a)-kQ(s+a)·h][(s+a)hT21] lloo, a>O, k~O 
(s+a)·-"'<(s+a)· e RH00 
(3.24) 
such that [T12(s+a)k], [(s+a)hT21] are full rank at s=joo. 
e e 
p p T 
- -
J 
K(Q) Q 
Stabilizing K(Q) Q Qe RH
00 
(a) (c) 
(b) QE RH 
Figure 3.1 The Class of All Stabilizing Controllers 
A key contribution of this section is to formulate an H00 loop recovery task which 
can be solved using standard H00 optimization methods. It is crucial in this regard that the 
error transfer function matrix be affine in Q e RH00• 
Lemma 3.3 (H00 Sensitivity Recovery) Consider the H00 sensitivity recovery 
minimization (3.15) under (3.5), (3.11). Then this minimization can be formulated as a 
standard H00 optimization (3.20) - (3.23) with the matrices T and P defined as 
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T= [ M:V) 
-: l [ (1-V)M : l or (3.25) M 
[ M-1 -I ]. [ ~-I : ] P= or (3.26) G G 
(This specialization of Figure 3.l(a) are depicted in Figure 3.2(a) and (b) respectively) 
Proof: Simple manipulations. 
The H00 optimization condition that T12, T21 be full rank on the jro axis, translates 
here to requiring that M, N, [or N, M] be full rank on the jro axis. This condition is 
normally not satisfied, so that reformulation as in (3.24) yields an approximation to an 
optimal Q E RH00 • This aspect is further discussed in Section 5 where examples are 
studied. 
If we had formulated the H00 optimization 
min II FGp - K(Q)G lloo, min II GK(Q)-GHH lloo QeRH00 QeRH00 (3.27) 
to achieve loop recovery, then numerical implementation would not be tractable because 
K(Q), and thus [FGp - K(Q)G], and [GK(Q) - GHH], are not affine in Q - in fact they are 
linear fractional maps in Q as seen from (2.10), (2.11 ). Also, there is an absence of 
frequency shaping in the above optimization (3.27). We stress that there is genuinely a 
need to emphasis frequencies in the cross-over region, as achieved in the H00 sensitivity 
difference minimization formulation of (3.15), see also (3.16), (3.13). This in-built loop 
recovery frequency shaping for H00 sensitivity recovery explains the relative attractiveness 
of this approach. Referring to Figure 3.2, notice that the error, e, is derived from a 
difference of sensitivity functions as opposed to minimization of the sensitivity function 
itself as studied in [14]. 
As a final remark to this section, we quote standard H00 optimization theory [15] to 
give an upper bound of 2n-1, where n is the order of G. This bound be lower in special 
cases, one of which is studied in the next section. See also the examples of Section 5. 
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4. FULL LOOP RECOVERY CASES 
AND FURTHER REMARKS 
Minimum Phase Plants 
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We shall first present full loop recovery results for the special case of minimum 
phase plants, with full rank properties as follows 
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rank [ s~A : ] is constant for Re(s) ~ 0, that is, G is minimum phase, 
o-L (left inverse) or [(s+a)G]-L e Rp exists for a> 0, or 
Q-R (right inverse) or [(s+a)GJ-R e Rp exists for a> 0 
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(4.1) 
(4.2a) 
(4.2b) 
Theorem 4.1 (Full Loop or Sensitivity Recovery) Consider a plant of state 
dimension n, described by (2.1) and factorizations (2.7). Consider also a state estimate 
feedback controller as in Figure 2.1 constructed from a state feedback gain F, state 
estimator gain H, satisfying (2.6), and Q e RH00• Then with the definitions of Section 3, 
sufficient conditions for full loop and sensitivity recovery to be achieved, in that E6 i = 0 
{ or EQ 
O 
= 0} are that ( 4.1) and ( 4.2a) { or ( 4.2b)} hold, and Q is selected as Qi { or 
Q0 } given by 
Qi= (I- V )N-L e RH00 {or Q0 = N-R(I - V) e RH00 }, or (4.3a) 
Qi= [(s+a)(I - V)][(s+a)N]-L e RH00 { or Q0 = [(s+a)N]-R[(s+a)(I - V)] e RH00 } 
(4.3b) 
Moreover, if the plant has the same number of inputs as outputs, the modes of Qi { or Q0 } 
are identical to the set, or a subset of the zeros of the plant (values of s for which the 
plant, G loses rank) and the McMillan degree is upper bounded by n. Furthermore, when 
FB { or CH} are non-singular, and FGp { or GHH} is minimum phase [as when F, { or 
H} is given from (2.3), (2.4) of an LQG design], then the sufficient conditions are also 
necessary conditions for full loop recovery. 
Proof: We shall give the proof for the case of Q =Qi.The dual results for Q = Q0 
indicated in braces follow likewise. 
Sufficiency: Condition (4.1) tells us that G is minimum phase, and with coprime 
factorizations for G as G = :tvi-1 N of (2. 7), then N is also minimum phase. Condition 
(4.2a) gives immediately existence of N-L or [(s+a)N-L]e Rp, respectively. Thus under 
(4.1), (4.2a), N-L or [(s+a)N]-L e RH00 • Moreover with the definition (3.16) for Qi, 
then Qi e RH00 and (3.17a) holds, so that E6; = 0 via (3.5). 
If G is square, then the factorizations (2.9), substituted in (4.3a) lead upon 
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removal of uncontrollable/unobservable modes to 
OJ = (I - ~ )fl· I - [ A+;T+~ 1 [-A:~:C+-(B+:)1)-1. ]T 
[ 
A-BD-lC I -(B+HD)D-1 ] 
- -------------1-----------------
-F I O T 
(4.4) 
Similarly for (4.3b), we have 
Qi= [(s+a)(I - V)][(s+a)N]-1 
+ A+;c .. : (A+:~+al)B 1[-A-(A:::::)-IC +-(A+H::.:(CB)·l J 
[ 
A-(A+al)B(CB)-lC I -(A+al)B(CB)-LH ] 
- -----------------------------1-------------------------
F[(CB)-lC-I] I FB(CB)-1 T 
(4.5) 
where again the third equality follows from straightforward multiplication and then 
removal of uncontrollable/unobservable modes. From (4.4), (4.5), we see that Qi of 
(4.3a ,b) has McMillan degree upper bounded by that of G, viz n, as claimed. Actually 
the system of ( 4.5) can be further reduced by elimination of uncontrollable/unobservable 
modes corresponding to (s+a). This is easily achieved by transforming (A,B,C) to the 
controller canonical form and then performing the manipulations of ( 4.5). The 
uncontrollable/unobservable modes are then evident. Details are omitted. It is 
straightforward to see from (2.9) and (4.3) that the modes of Qi { or Q0 } are identical to 
the set or subset of the zeros of G as claimed. 
Necessity: First we show that (I - V), N are coprime under FGp, { or GHH} 
minimum phase and FB, { or CH} non-singular. We have from (2.8) 
M(I - V) + U0 N = M - I 
giving after simple manipulations 
{[(s+a)(I- M-1)]-l }(s+a)(I- V) + {[(s+a)(M - l)]-1(s+a)U}N = I (4.6) 
Coprimeness of (s+a)(I - V), N and thereby (I - V), N is established from this "Bezout" 
identity if the terms in braces belong to RH00• From Section 2, 
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[ AI B] (s+a)(I - M-1) = (s+a) ----1---- is minimum phase FIO T (4.7) 
Thus 
Now 
{[(s+a)(M- l)]-l(s+a)U}= 
[-:::::::::-:-B::;l -l [(FB)-1;(:~F+an!-_~:-1 
[ 
A-B(FB)-lF(A+aI) I B-H ] 
- -------------------------1--------------- E RHOO 
(FB)-lF(A+BF+aI) I -(FB)-lFH T 
(4.9) 
where the second equality follows from multiplication and then a removal of 
uncontrollable/ unobservable modes. That the transfer function matrix ( 4.9) belongs to 
RH00 follows from (4.8). Dual formulations apply in term of A, C, Hand F. Thus (4.6) 
is a Bezout identity under the minimum phase and non-singular conditions which implies 
(I - V), N are coprime. 
To show the necessity of (4.1), recall that this condition is equivalent to N 
minimum phase. Now since (I - V), N are coprime as above, then N non-minimum phase 
implies Qi {or Q0 } given by (4.3) is not stable, so that any "loop recovery" results in an 
unstable closed loop, a contradiction. 
Condition (4.2) is necessary as follows. The first term of the Markov expansion 
of (I - V) is strictly proper and is given by FBs-1 = Rc- 1B'PcBs-1 and is not singular. 
Thus [(s+a)k(J- V] e RH00 fork= 0 or 1 only. Thus to achieve a proper Qi from (4.3), 
the relative degree of G can at most be 1. 
In the event that (4.2) fails, asymptotic recovery can be guaranteed as stated in the 
following theorem. 
Theorem 4.2 (Asymptotic Loop or Sensitivity Recovery) Consider that the 
conditions of Theorem 4.1 hold save perhaps for condition (4.2). Then partial loop and 
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sensitivity recovery is achieved by the selection Q = Qi { or Q0 } where 
I\ Q = (~s+ 1)-P[(s+a)-2(1- V)][(s+a)!N]-L e RHO<> 
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(4.10) 
for some p 2: max[..e-1,0], 0 < ~ << 1 
I\ I\ 
Moreover for~~ 0, there is asymptotic recovery. Further, the order of Qi {or Q0 } is 
I\ I\ 
upper bounded by 2n. In the case of square G, the modes of Qi { or Q0 } consists of p 
modes at s = -~-1 and up to (n - ..e) modes at the set or subset of the zeros of G. 
Proof: First observed that for some ..e 2: 0, a> 0, then [(s+a)-2G]-L exists and is proper, 
or [(s+a)-2GJ-R exists and is proper. It follows, as for the proof to Theorem 4.1, that 
under (4.1), 
Qi= [(s+a)-2(1- V)][(s+a)-2N]-L stable 
Q0 = [(s+a)-2N]-R[(s+a)-2(1- V)] stable (4.11) 
are stable and achieve complete loop transfer recovery, save that Qi { or Q0 } is not proper 
for ..e > 1, and FB { or CH} non-singular, as in LQG designs. Let us consider a stable, 
• 
I\ I\ 
proper selection of Q = Qi { or Q0 } which approximates Qi { or Q0 } as 
I\ Q = (~s+ 1)-PQ E RHO<> 
(4.12) 
I\ I\ 
Clearly, for~~ 0, Qi~ Qi { Q0 ~ Q0 } for all finites= jro, and there is asymptotic loop 
recovery. The other results follows as for the corresponding results of Theorem 3.1. ~ 
Non-Minimum Phase Plants 
As discussed earlier, for non-minimum phase plants under full state feedback LQ 
design, it is not possible to achieve full loop (sensitivity) recovery. However for certain 
partial state feedback design, full or asymptotic loop (sensitivity) recovery can in fact be 
achieved. This is presented as follows. 
For the plant G of (2.1), consider factorizations as follows. 
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Ai BiCi IBioi 
m a m m a 
0 Ai I Bi 
= a a 
----------------------------1---------
(4.13a) 
T 
or 
A0 B°Cm I B°D0 
a a m a m 
0 Ai I B 0 
= m m 
----------------------------1---------
(4.13b) 
(!Ja ooco I D°Do T 
a m a m 
where oi, G0 are stable, all-pass transfer function matrices and G i, G O are minimum 
a a m m 
phase (possibly unstable) transfer function matrices. 
Remarks Note that G can always be factored so that the minimum phase factor is 
square (i.e. the number of inputs equal the number of outputs). Thus for a given G with 
full column rank for almost alls, d, G0 are inner transfer functions, that is d(-s)'Gi(s) 
a a a a 
= I, G0 (-s)'G0 (s) =I.Correspondingly, for a given G with full row rank for almost alls, 
a a 
oi, G 0 are co-inner transfer functions, that is d (-s)Gi (s)' = I, G0 (-s)G0 (s)' = I. 
a a a a a a 
In the ensuing partial state feedback scheme (first reported in [7]), only the states 
associated with the minimum phase factor are fed back whereas the states associated with 
the stable all-pass factor are not We make the following assumption. 
Assumption 4.1 For the plant factored as in (4.13a) {or (4.13b)}, there exist 
state estimator gain and state feedback gain 
Hi = [ ~!]. { or HO = [ ::] l 
Fi(s) = [Fi (s) 0], { or F0 (s) = [ 0 F 0 (s)] } 
m m 
such that 
[sl - (A+IPC)]·l, { or [sl - (A+H0C)]·l J e RH00 
(4.14a) 
(4.14b) 
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[sl - (A+BF(s)) J-1, ( or [sl - (A+BF0 (s)) J-1 } e RH00 (4.15) 
Remarks 1. Equation ( 4.14a) can be achieved using standard state estimator 
design techniques with appropriate selection of the weighting matrices Qe of (2.4) . 
Possible selections with Qe = ~ (or Qe = ~} are given as follows. 
(4.16) 
2. Details for the design of the dynamical subsystems F(s) ( or fO(s) } are omitted here. 
Refer to [7] for details. 
Factorizations Consider coprime factorizations (2.7)-(2.9) for the plant, G and 
the partial state estimate feedback controller, K for the specializations H=IP, F=F ( or 
H=H0 , F=F0 } of ( 4.14 ). The factorization specializations are indicated by superscript i 
(oro}as 
G = NiMi-l = Mi-1Ni { or G = N°M0 - 1 = M0 - 1N° } 
K = uiyrl = yrlOi{or K=uovo-1 = yo-lOO} (4.17) 
The factorizations can be stated in tenn of the state space matrices of the all pass and 
minimum phase factors of (4.13). (See below for such formulations for Ni, Vi, N°, v 0 .) 
Input/ Oun,ut Sensitivity Functions For the partial state feedback scheme above, 
the input sensitivity function, SP!F and output sensitivity function, SP~F are given as 
follows. 
Si =[I-Fi(sl-Ai)-1BioiJ-1=Mi 
PSF m m m a 
S O = [I - G° C0 (sl - A 0 )-1H0 J-1 = M0 PSF a m m m 
(4.18) 
(4.19) 
The second equalities of (4.18) and (4.19) follow from a direct comparison with the 
factorizations of ( 4.17). 
Sensitivity Difference Functions From (3.5), (3.11), we have the following 
equivalence 
E~ = Mi (I - Vi) + MiQiNi 
eg = (I _ yo )MO + NOQ0Mo (4.20) 
Explicitly we have Ni, (I -'Vi) and N°, (I - V0 ) given as follows 
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Ai+Hici (Bi+HiDi)ci l(Bi+HiDi)Di 
m mm m mma m mma 
0 Ai I Bi 
a a 
----------------------------------1-------------------
which defines zi, 
ci 
m T 
Ai+Hici (Bi+HiDi)d l(Bi+HiDi)Di 
m mm m mma m mma 
0 Ai I Bi 
a a 
--------------------------------1-------------------
F! 0 I O T 
which defines wi and likewise for zo, w0 • 
. [ Ao I Bo ] [ Ao+BoFo I Ho ] a a m mm m 
(I - VO) = --~--:--~~-- T -~~=~~;~-:----~---- T = G~o 
a a m m m 
where zi, zo are stable, minimum phase transfer function matrices. 
Equation (4.20) can then be written as 
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(4.21) 
(4.22) 
(4.23) 
(4.24) 
(4.25a) 
(4.25b) 
For full loop (sensitivity) recovery, Eb, EQ is made zero by appropriate selection of (1, 
Q0 • This is summarized in the following theorem. 
Theorem 4.3 Consider a plant factored into a product of a stable all-pass function 
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andaminimumphasefunction G! G~ {or G~G~} as in (4.13) such that the minimum 
phase factor is square. Suppose that the factorizations of (4.17) hold and also that 
[(s+a)kGJ-L or [(s+a)kG]-R e Rp exists for a> 0 and k= O or 1 (4.26) 
Then full loop recovery in that (the sensitivity difference functions of (4.25)) e.b = 0 { or 
e.g =O} is achieved by selecting Qi e RH00 { Q0 e RH00 } as 
Qi= Wi zt1 e RH00 {or zo-l w0 e RH00 }, fork= O or (4.27a) 
Qi= [(s+a)Wi][(s+a)Zi]-1 e RH00 { or [(s+a)Z0 f 1 [(s+a)W0 ] e RH00 }, for k=l (4.27b) 
where Wi, zi, w0 , zo are given from (4.21-4.24). Furthermore, when F iB i 
m m 
{ or C 0 H 0 } are not singular and Fi (sl - Ai )-lB i { or C 0 (sl - A 0 )-1H0 } are minimum 
mm m mm m mm 
phase [ as when F ~ { or H~ } is given from an LQG design], then the sufficient 
conditions are also necessary conditions for full loop recovery. 
Proof: Follows from (4.13)-(4.25) and the techniques in the proof of 
Theorem 4.1. 
Remarks 1. Note that in this case, we do not have any conditions corresponding 
to (4.2a,b). Here for minimum phase plants the condition (4.2a,b) is relaxed because 
there is a factorization of G into a stable all-pass factor and a square minimum phase 
factor, and also since we are only feeding back the states of this factor. Here zi, zo of 
(4.21), (4.23) are square, because the minimum phase factors of Gare square. 
2. The state dimension of Q is bounded by the state dimension of the minimum phase 
factor, G i or G 0 • This follows trivially from Theorem 4.1. 
m m 
3. As in Theorem 4.1, the modes of Qj, { or Q0 } are a subset of the zeros of the outer 
factor G i { or G O } • 
m m 
4. For cases where condition (4.26) fails, or equivalently [(s+a)kG]-L or [(s+a)kGJ-R e 
Rp exists for a>O and ~2, the technique similar to Theorem 4.2 can be applied. This · 
leads to asymptotic loop recovery as in Theorem 4.2. Details are omitted. 
Further Remarks 
1. Controller Reduction As indicated in the theorems and remarks, the order of 
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I\ I\ Q., Q. { or Q0 , Q0 } is upper bounded by n for square plants, or by 2n-1 otherwise in the 
minimum phase piant case. For the non-minimum phase full recovery case, the order is 
bounded by that of the minimum phase factor. For practical designs, it would be usual to 
carry out a controller reduction , or in the case when it is of interest to preserve the state 
. . I\ I\ 
esnmanon, and/or the tuning parameter a, a reduction on Q., Q. { or Q0 , Q0 } would be 
affected. Conventional thinking suggests that frequency shaped reductions which 
emphasize the cross-over frequency will achieve improved results. Further details are 
omitted here, see [16] and its references. 
2. Imaginazy Axis Plant Zeros If the plant transfer function matrix loses rank 
on s=jco, for some 0<co<oo, then the condition for achieving a unique minimization (3.20) 
using standard algorithms fails. In this case, it is common practice to perform an axis 
translation on the plant, in that s translates to s1 = (s + P), with P >0 selected so that 
G(s1) has constant rank on s = jro1 for all finite 001. In this case, the condition associated 
with (3.20) holds and the minimization can be performed. Of course, here the optimal Q 
obtained with respect to the translated plant is suboptimal with respect to the actual plant 
However, the approximation error can be made arbitrarily small by choosing P 
sufficiently small. 
3. Prescribed Degree of Stability The LQG based controllers of this chapter 
parametrized by Q e RH00 when Q is implemented as a separate subsystem, are known to 
have an eigenvalue separation property, in that the closed-loop modes are those of the 
estimator, the state feedback regulator, and the residual feedback controller Q. In the case 
I\ I\ 
of minimum phase plants with Q = aQi, aQ0 [or aQi, aQo], the modes of Q are 
equivalent to [close to] the plant zeros, or a subset of these. This situation could be 
unsatisfactory for plants with zeros close to the jco axis. It then makes sense to modify the 
sensitivity recovery task to search for Q(s+P) E RH00 which minimizes the index 
llei (s+P)ll00 or II e0 (s+P) lloo to achieve for the optimal Q(s) a relative stability of greater Q Q 
than p as in Remark 2 above. Of course when the controller is realized as a transfer 
function between y and u (and~ if required), then this remark does not apply. 
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4. Discrete Time Case For discrete time LQG designs, it is no longer 
guaranteed that FGF, GHH are minimum phase as in the continuous time case. Thus in 
discrete time, the minimum phase condition on the plant (although one of the sufficient 
conditions for full loop recovery), is no longer a necessary condition. Also as is well 
known the attractive gain and phase margin properties of continuous time LQ designs are 
not achieved in discrete time LQ designs. 
5. More General H001.H2 Sensitivity Recovery So far our focus has been on 
loop (sensitivity) recovery in stabilizing feedback based designs where the factorizations 
are given as in (2.9). Actually the theory of the chapter has wider application for arbitrary 
stabilizing controllers and factorizations satisfying (2.8), (2.10) and (2.11). Now the 
scheme of Figure 3.1 is implemented with J given from (3.21) with Q driven from rand 
feeding into s. Here full sensitivity recovery may not be possible, even for minimum 
phase plants and may be possible for non-minimum phase plants. The more general 
conditions are that with Q as 
Q=M-l(S-MV0 )N-1 (or N-l(S-VoM)M-1 ] 
then such Q must belong to RH00• Here S is the sensitivity function to be "recovered". 
Such results constitute a powerful approach to loop recovery for reduced order observer 
based designs. 
5. ILLUSTRATIONS 
In this section, we will illustrate our new technique for the case of a minimum 
phase plant and a non-minimum phase plant. 
Example 1 Consider the minimum phase plant given by 
G = U--~f !-!J = 52~;;+ 3 .(5.1) 
with stable zero at -1 and unstable poles at (1.5 ±t./3 I 2). Select Re= 1, Qc = C'C where 
C=[l 1] and Re = 1, Qe =I.We have 
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F = [-6.2142 -0.1623] and H = [-6.8049 -0.5038] 
Using the H00 loop recovery technique, we obtain from ( 4.2b) 
Qi = [-:;:~21-b:~i:i2J E RHoo 
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(5.2) 
(5.3) 
Correspondingly, using standard LQG/L TR technique, with fictitious process noise 
intensity 
Qe = I +lOOOOB'B (5.4) 
we obtain a corresponding (loop recovered) estimator gain HR given by 
HR = [-103.05 -0.9703] (5.5) 
Figure 5.1 shows the Nyquist plots for the various open loop transfer functions. Curve 1 
gives the plot for the nominal LQG design with F, H given from (5.2). Curve 2 
corresponds to our H00 sensitivity recovery technique with Q = Qi given from (5.3). It 
equals the desired full state feedback open loop transfer function, FGp and therefore 
achieves complete loop recovery as claimed. 
To demonstrate the trade-off in robustness/performance by the scalar 
parametrization Cl, Curve 3 shows the plot of the open loop transfer function with Q = 
0.5Qi. It lies about half way between Curves 1 and 2 corresponding to partial recovery. 
In fact with a sliding from Oto 1, a continuous family of plots between curve_ 1 and 2 is 
obtained (but not recorded here). 
The plot of the open loop transfer function using standard LQG/L TR technique is 
given by Curve 4 with fictitious process noise intensity and associated estimator gain 
given from (5.4), (5.5). This degree of recovery can be obtained by the H00 sensitivity 
recovery technique with Q = 0.93Qi, that is Cl = 0.93, without resorting to excessive 
estimator loop gains of (5.5). For the fictitious noise level increased by a further factor of 
1000, there is then a correspondence to Cl= 1, but the loop gain are intolerable high. 
Example 2 Consider the non-minimum phase plant 
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[ 
3 -3 I 1 ] 
G = -~--?.:.~- = s2~;! 
1 -1 I 0 T 
(5.6) 
with non-minimum phase zero at 1 and unstable poles at (1.5 ± j.../3 / 2). Here Re, Qc, Re, 
Qe are selected as in Example 1 and the results 
F = [-6.2142 -0.1623] and H = [0.1623 6.5275] (5.7) 
This leads to the minimization task of (3.20) where the H00 optimization algorithm of [11] 
is used. Recall from Section 2 that the proposed algorithm constraints Q(s+a)-1 e RH00 
for arbitrary a>O. The algorithm gives an optimal Qi as 
Q(s+a)-1 = 6.05(s+3.5278)(s+a)-l e RH00 (5.8) 
I\ 
We approximate Qi by Qi where 
A. __ 6.05(s+3.5278) 
'-0 E RH00 (~s+l) (5.9) 
where O < ~ << 1. 
In this non-minimum phase plant case, only partial loop and sensitivity recovery 
can be achieved. Figure 5.2 shows the Nyquist plots for the various open loop transfer 
functions. Curve 1 shows the plot of the open loop transfer function for the nominal LQG 
implementation with F, H given from (5.7). When the standard LQG/LTR technique is 
used, with fictitious noise intensity Qe = (I +lOOOOB'B), Curve 2 is obtained. There is a 
marginal improvement over the nominal case. With the fictitious noise intensity increased 
further, no improvement is recorded. In fact, there is a degradation over certain frequency 
ranges. This is shown in Figure 5.3. 
I\ 
Using the H00 sensitivity recovery technique with Q = Qi, Curve 3 of Figure 5.2 is 
obtained. Clearly there is an improvement over the standard technique as far as robustness 
in the critical frequency band is concerned. The improvement in the critical frequency 
band is obtained at the expense of some degradation in the non-critical frequency band. 
This clearly demonstrates the effectiveness of the in built frequency weightings of our H00 
sensitivity recovery to achieve the desired loop properties. 
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6. CONCLUSIONS 
In this chapter, a new approach to loop transfer recovery, termed H00/H2 
sensitivity recovery is described. This involves augmenting the basic estimator based 
controller with a stable, proper linear system Q feeding back estimation residuals. For 
minimum phase plants, the optimization is trivial and achieves full loop and sensitivity 
recovery for plants with relative degree O or 1, and asymptotic recovery otherwise. Full 
loop recovery is also achieved for the non-minimum phase plant case when the state 
feedback is restricted to feeding back only the states of a square minimum phase factor. 
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Otherwise, H00/H2 optimizing techniques are employed resulting in only partial loop 
recovery, albeit optimized in a reasonable sense. The techniques also have the advantage 
' 
of preserving the optimal state estimation, unlike standard loop recovery techniques where 
such estimates are not preserved. Improvement over standard loop recovery techniques 
are reported even in simple examples, by virtue of the in-built loop recovery frequency 
shaping of the H00/H2 sensitivity difference index. 
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CHAPTER 8 
ADAPTIVE LQG CONTROLLERS WITH 
LOOP TRANSFER RECOVERY 
1. INTRODUCTION 
The linear quadratic (LQ) controller design method for a nominal deterministic 
plant model is a straightforward state feedback design approach that results in a simple 
controller which is optimal with respect to its quadratic performance index. Not only is 
the design optimal, it has certain robustness properties. In classical terms, a continuous 
tirpe LQ design guarantees 60° phase margin and [-6, 00) dB gain margin (or 
multivariable equivalent). In linear quadratic gaussian (LQG) design, state estimates are 
used in lieu of states. The state estimator is designed based on a nominal white gaussian 
noise environment to give optimal estimates of the nominal plant state. For the nominal 
noise environment, the resulting LQG controller gives the optimal controller in that the 
expected value of the quadratic index is minimized. However, the result of incorporating a 
state estimator into the controller is that the resulting controller may no longer possess the 
desirable robustness present in the original LQ design. The LQG controller may have 
intolerable robustness [l-2]. 
It is usually considered desirable in an LQG controller design to modify the design 
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in such a way as to achieve full or partially loop transfer recovery (L TR) of the original 
state feedback design [3-5]. This modification regains the robustness lost as a result of 
feeding back state estimates instead of the states. The technique of [3-5] developed for 
minimum phase plants suffers a shortcoming in that it results in a high gain estimator 
loop. Also, there is no systematic way of coping with non-minimum phase plants. In an 
earlier paper [6], a new approach to achieving L TR is proposed. It is based on H2 or H00 
optimization over the class of all stabilizing controllers. Loop recovery (possibly only 
partial recovery) is achieved by feeding back output prediction errors (residuals) from the 
state estimator through a stable transfer function Q to the inputs. The approach eliminates 
the need for a highly sensitive estimator loop, and constitutes a more systematic way of 
coping with non-minimum phase plants. 
A fixed off-line designed controller, however robust, is limited in the class of 
plants it can stabilize and control adequately. It is thus necessary to turn to adaptive 
control techniques, involving on-line learning of the plant, to cope with a wider class of 
plants, plant variations, or plant uncertainties. Of course, adaptive techniques cope with 
only parametrized structured uncertainties. To cope with unstructured uncertainties such 
as unmodelled dynamics, it is usual to implement adaptively robust controller design. 
Here we develop an adaptive control design based on the well understood off-line linear 
quadratic methods. The adaptive linear quadratic gaussian (LQG) controller [7] calculates 
at each finite time step, an estimate of the plant parameters from which the LQG controller 
parameters are updated. However, this adaptive controller is not an adaptive robust 
controller since it inherits the poor robustness properties of off-line LQG designs. Clearly 
there is motivation to seek an adaptive LQG/L TR scheme as a means to achieve an 
adaptive robust controller and thereby exploits the full power of linear quadratic design 
methodology. If a suitable recursive version of the LQG/LTR design approach could be 
devised it would have a greater potential for robustness, inheriting the enhanced 
robustness associated with off-line LQG/L TR. The challenge in achieving a practical 
adaptive LQG/L TR algorithm is to minimize complexity increase over an adaptive LQG 
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algorithm, to avoid high estimator loop gains, and to cope with non-minimum phase 
plants. 
In this chapter, we propose generalizations of the LQG/L TR off-line design 
approach in [6] to the on-line adaptive LQG/L TR case. For minimum phase plants, the 
modifications to the adaptive LQG schemes are straightforward applications of the off-line 
results of [6] to the on-line case. For non-minimum phase plants, the off-line optimization 
LTR procedure with a stability constraint as suggested in [6], is too involved to be 
practically performed on-line. Here, we propose a recursive optimization based on the 
LTR procedure of [6] involving a standard recursive least squares algorithm. The 
computational effort involved in the recursive L TR is thus (loosely) of the same order as 
that of the identification and that of the LQG design. The algorithm, though developed 
with the non-minimum phase plants case in mind, is equally suited when applied to the 
minimum phase plants case. 
The simulation studies of the chapter aim to demonstrate that the proposed 
adaptive LQG/L TR scheme can be more robust than an adaptive LQG scheme. 
In Section 2, we revise the LQG/LTR methodology of [6] which optimizes over 
the class of all stabilizing controllers and present variations which are suitable for on-line 
implementation. In Section 3, we present the proposed adaptive LQG/L TR algorithm. 
Simulation results are presented in Section 4, and conclusions are drawn in Section 5. 
2. OPTIMIZATION TASK 
In this section, we first revise the theory on the class of all stabilizing controllers 
and a method of off-line loop transfer recovery which can be viewed as an H2 or H00 
optimization over this class. Next, variations are studied which prove suitable for on-line 
implementation. 
Deterministic Plant Model Consider the following state space description of a 
linear time-invariant stabilizable and detectable plant G 
G: Xk+I= Axk + Buk, Yk = Cxk + Duk (2.la) 
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and transfer function matrix 
[ Al B] G = C(zl - A)-1B + D = ----1---- e R CID T P (2.lb) 
where Rp denotes the class of rational proper transfer function matrices. Throughout the 
chapter, [ h denotes a transfer function matrix according to the convention of (2.lb). 
if 
Stabilizing Controllers A controller Ke Rp is said to stabilize Ge Rp if and only 
[_~ -K]-1 E RH00 I (2.2) 
[Here we assume that the control loop is well posed, or equivalently that the inverse in 
(2.2) exists] 
Plant -l 
G=D+C(zl-A) B 
ERH 00 
B 
-H 
/I 
r=y-y 
D 
Delay 
A 
F 
Figure 2.1 The Class of All Stabilizing Controllers 
/I 
y 
LOG Design Consider a standard LQG design for the plant G of (2.1) based on 
the Separation Principle [1,2], as in Figure 2.1 for case Q(s) = 0. The steady state 
feedback gain vector, F is obtained from an LQ design which involves the solution of the 
Riccati equation 
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pc = lim pc 
k~-oo k• 
8-5 
(2.3) 
parametrized by Re = Re' > 0 and Qc = Qc' = Cc'Cc ~ 0, [A, Cc] completely detectable, 
with interpretations as weighting coefficients in a quadratic index 
00 
I. (x'Qcx + u'Rcu). The closed loop arrangement arising from a LQ design is depicted 
0 
in Figure 2.2. 
w 
~----------------------------i (%, 
' 
1----'-:-.i B delay ----.-H, C 
. ' 
. ' 
. ,----, ' 
. ' 
. ' 
• ,____--1 A i.-----1 ' 
. ' 
. ' 
~-------------------------- ~ 
F 
Figure 2.2 State Feedback Design 
Similarly, the steady state state estimator gain is obtained from 
pke+l = A[P~- P~C'(CP~C'+Re)-1CP~]A' +Qe 
pe = lim pe, p0e = 0 t~oo k 
(2.4) 
parametrized by Re= Re' > 0, Qe = Qe' = BeBe' ~ 0, [A, Bel completely stabilizable with 
interpretation as intensities of independent plant measurement and plant process noise 
disturbances in a stochastic model of the plant based on (2.1 ). The state estimator loop is 
depicted in Figure 2.3. 
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Figure 2.3 Estimator Feedback Loop Design 
The output feedback LQG (stabilizing controller) constructed from F and H based 
on the separation principle is then given as 
[ 
A+BF+HC+HDF I-H1 
K - -----------------------1----
F I 0 
(2.5) 
See Figure 2.1 with Q(s) = 0. 
Class of All Stabilizing Controllers Now define coprime factorizations for G, K 
as 
G=NM-1 =M-1~ ·NM~ Me RH00 , , ' , 
K = uv-1 =-q-10; u, v, o, \1 e RH00 (2.6) 
such that the following double Bezout Equation is satisfied. 
[ y -0 ] [ M U ] [ M U ] [ -q -0 ] [I 
_f;i M N V = N V -~ M = 0 ~] (2.7) 
The set of factorizations we work with here are given in term of F and H and are 
as follows (for a more detail discussion of coprime factorization, see [8]). 
[ -~ _ OJ [-A+HC __ :_-(B+HD)_ H __ ] - = F I I 0 M C I -D I T 
~]= [-:7o:--1---i-- -;-i (2.8) 
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It is shown in [8] that the class of all stabilizing controllers, K(Q) for G can be 
uniquely parametrized in term of arbitrary Q e RH''° as follows. 
K(Q) = (U + MQ)(V +NQ)-1 
=K + y-lQ(I + y-lNQ)-ly-1 
Duals can also be defined as 
K(Q) = (V + QN)-1(0 + QM) 
= K + y-l(I + QNV-l)-lQv-1 
(2.10) 
(2.11) 
It can be shown from (2.6)-(2.9), that the class of all stabilizing controllers can be 
organized as in Figure 2.1, [9] or in Figure 2.4 where 
[ K v-1 ] J = y-1 -V-lN (2.12) 
Here Q e RH00 is interpreted as an augmentation to the nominal LQG controller, K feeding 
back the estimation residuals r = (y - y) to the plant controls. 
noise 
G 
u y 
J 
r s 
Q Qe RH 00 
Figure 2.4 Class of all stabilizing Controllers 
Loop/Sensitivity Recovery To regain robustness at the plant input, it is proposed 
in [ 6] that Qe RH00 be selected to achieve partial ( or perhaps full) loop/sensitivity recovery 
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of the original LQ controller. Loop recovery is said to take place if [F(zI-A)-lB - K(Q)G] 
~ 0 and input sensitivity recovery takes place if [(I-F(zI-A)-lB)-1 - (I-K(Q)G)-1] ~ O. 
It is pointed out in [6] that the sensitivity difference terms above can be viewed as a 
frequency shaped loop difference where the frequency weightings are the sensitivities, 
which weight most heavily the cross over frequencies of the loop gain. Thus simple 
manipulations give, as in [ 6], yield 
(I-F(zl-A)-lB)-1 - (I-K(Q)G)-1 = M [F(zI-A)-lB - K(Q)G] (I-K(Q)G)-1 
Now define the sensitivity difference as eb. Then 
eb = (I-F(zl-A)-lB)-1- (I-K(Q)G)-1 = M(I-~)-MQN (2.13) 
Full input sensitivity function recovery is achieved if eb is zero subject to closed loop 
stability, that is Qe RH00• Correspondingly, partial input sensitivity function recovery is 
achieved if eb is made small in some sense. Typical criteria are the two norm or infinity 
norm. 
Towards an Adaptive Loop/Sensitivity Recovery Let us first define a frequency 
shaped sensitivity error so as to achieve calculation simplicity, particularly for on-line 
versions. The error we consider is 
Geb = G(I-F(zI-A)-lB)-1 - G(I-K(Q)G)-1 
= N{ F(zI-A)·lB - K(Q)G} (I-X(Q)G)-1 = N(I-~ - NQN (2.14) 
Clearly, from (2.14) achieving a small Ge6 can be viewed as frequency shaped loop 
recovery of the original LQ design where the frequency weights are N and the sensitivity 
function (I-K(Q)G)-1 . The appropriateness of working with a minimization of Ge6 is 
virtually identical to that of working with e6, as studied in [ 6], and so is not repeated 
here. 
Let us define, in obvious operator notation, 
e1k = (Ge6)wk (2.15) 
where Wk is a sample function of a zero mean; unit covariance white noise, and e1k is the 
filtered response to Wk. Clearly, the H2 minimization of (Ge6) is equivalently to the 
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minimization task 
k 
• r 1 ~ t 
mm rm k ""'eli e1i Qe RH00 k"-700 i=l (2.16) 
This minimization task can be performed off-line. Here we wish to apply standard least 
squares techniques so as to achieve a practical on-line optimization. For minimum phase 
plants, the task (2.16) can be achieved using least squares and the least squares Q turns 
out to be stable anyway. For non-minimum phase plants, the minimization of (2.16) 
cannot be performed using a standard recursive least squares minimization algorithm since 
such an algorithm will yield a Q that is unstable. To see this, note that with N-L denoting 
the left inverse, Q = (I-V)N·L e RH00 is the unconstrained least squares solution giving a 
zero index. 
Least Squares Minimization Task A variation of the minimization task (2.16) 
which can be made arbitrarily close to the task (2.16) is the more standard least squares 
minimization task over all Q of appropriate dimension 
k 
• 1• 1 ~ t 
mm 1m - ~ ei ei Q k-?00 k i=l 
where with O < y < oo, and apply (2.14) 
[e:Jk [Geb] · [N(I-v') -NQN] ek = = Wk = Wk 
e ,QM yQ l\l 
We propose to implement a recursive minimization 
k 
. 1 ~ /\ ,/\ 
nnn k _£. ei ei Q I=l · 
where ~i denotes an estimate of ei. 
Stability of Least Squares Q 
(2.17) 
(2.18) 
(2.19) 
We will now show the key theoretical result of the chapter, crucial for achieving 
the proposed practical adaptive LQG/L TR controller: For a controllable and observable 
scalar plant G, the minimization of (2.17) for y > 0, ensures the stability of Q, and allows 
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a rationalization for specific disturbance response construction of (2.18), and least 
squares Q selection. 
Lemma 2.1 Consider the controllable and observable scalar plant G of (2.1) and 
a controller K(Q) with (2.6), (2.7) and (2.10), (2.11) holding. Consider also a zero 
mean, unit variance white noise Wk and that the noise response ek is given by (2.18). 
Assume a minimal realization of Q. Consider the least squares minimization task of (2.17) 
with 'Y > 0 giving a least squares Q denoted QLS. Then the optimal ek has a bounded 
variance, as does QLSwk. Moreover, QLS, is stable and is given by 
QLS=z-{ (Nl)N(I- \1)]se RH~ (2.20) 
where z*z = (NN)*(NN) + yM*M with Z, z-1 e RH00 and [X]s denotes the stable terms 
in a partial fraction expansion of X. 
Proof: Part (i) From (2.18), we see that with Q=0, then ek is the output of a 
linear stable time-invariant system driven by Wk and so has a bounded variance, being 
k 
li m ½ I, ei'ei . It is clear that for the optimal Q selection, the variance of ek is less 
k~oo i=l 
than this variance, and is bounded. 
We have that~. M) are coprime. Also from (2.7), VM - NO= I and in the scalar 
plant case equivalently VM - ON = I so that (N, M) are coprime. These two coprime 
conditions imply that the pair(-~. yM) is also coprime for"(> 0. Thus, there exist X1, 
X2 e RH00 such that 
(2.21) 
For the scalar plant case, when QN = NQ and QM = MQ, premultiply of (2.18) by 
[X1 X2] yields under (2.21), 
[X1 X2]ek - X1N(I-\1)wk= Qwk 
Since the operators on ek and Wk on the left hand side are time-invariant and stable, and 
ek, (and of course wk) has a bounded variance, under the minimization (2.17) yielding an 
optimum Q as QLS, then QLSwk has a bounded variance. Consequently, under the 
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assumption on Wk, it is clear that for QLS time-invariant, QLS must be stable. 
Part (ii) For the minimization of (2.17), consider a Q of appropriate order. Then 
from the results of the first part of this Lemma, we have by the ergodic theorems, 
k k 
. 1· 1 ~ ' . li 1 ~ ' . I 2 mm 1m k L, ei ei = mm m k .t... ei ei = mm E leicll2 Q k~oo i=l Qe RH00 k~oo i=l Qe RH00 
Now for Wk a zero mean, unit variance, white noise sequence, we have 
min E lletcll22 = 
QeRH00 [
N(l-~)-NNQ] 
yMQ 
2 
2 
(2.22) 
Define z*z = (NN)*(NN) + yM*M with z, z-1 e RH00 • It is immediate from spectral 
factorization theory that a stable and minimum phase spectral factor Z exists. That (Z*Z)-1 
e Rp and thereby z-1 e Rp follows since M-1 e Rp and y > 0. Decomposing (-NN yM] ' 
into an inner-outer factor pair, from (2.22) we then have 
= min 
QeRH00 
= min 
QeRH00 (
-N~j* Z:-) N(I-~) + ZQ 
2 
2 
2 
2 
2 
2 
Then, from [8], with Q = QLS of (2.20) , (2.23) is minimized as claimed. 
(2.23) 
Rationale for Definition of ek In defining a disturbance response ek as in (2.18) 
for minimization in the task (2.17), the inclusion of the term e1k is justified in terms of 
sensitivity recovery. The inclusion of the term e2k = ,QMwk, y > 0 in the minimization 
task of (2.17) achieves the requirement that Q e RH00• 
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Clearly, performing the minimization task of (2.16), without any constraint on Q 
and talcing y = 0, for the scalar plant case, will yield Q = (I - \')N-1. It is shown in [6] 
' 
that consequently the zeros of the plant G are contained in the modes of Q. If G is non-
minimum phase, then Q is unstable. From (2.10), it is straightforward to show that this is 
equivalent to the plant, controller pair containing 'unstable zero-pole cancellations'. 
Therefore the closed loop system is not stable in the definition of (2.2). It is well known 
that such a situation will not occur if in Figure 2.5a, Uk is bounded for bounded Wk. This 
can be translated, [8] to requiring Sk of Figure 2.5b to be bounded. Now, the transfer 
function from Wk to Sk is given by Sk = QM.wk. Thus selecting e2k = y Sk, y > 0 in the 
minimization of (2.17) avoids the 'unstable zero-pole cancellations' mentioned above. 
wk 
G G 
Uk yk 
Uk yk 
K(Q) J 
-
rk -(a) sk 
Q 
(b) Qe RH
00 
Figure 2.5 Stabiliity of Closed Loop System 
Degree of Sensitivity/Loop Recovery y Loop recovery is achieved in Figure 2.1 
by adding the signal s, derived from passing the estimation residue, r through a stable 
transfer function Q to the control. Thus s = 0 implies no loop recovery. On the other 
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hand, zero constraint on sallows for the possibility of full loop recovery. In our case, 
selecting the penalizing constant y to be either infinity or zero in the minimization task 
(2.19) caters for the two extreme cases. Thus choosing a finite y between zero and infinity 
can be interpreted as determining the degree of loop recovery desired 
3. ADAPTIVE LQG/L TR ALGORITHM 
In this section, we present an adaptive LQG controller for scalar plants with 
sensitivity recovery (frequency shaped loop transfer recovery) motivated by the off-line 
theory of [ 6] reviewed in the previous section. The rationale for the algorithm is implicit 
in the development of the previous section. 
The algorithm proposed consists of three parts. In the first part, a standard 
identification algorithm such as the recursive least squares or the extended least squares 
algorithm is used to identify a model of the plant. In the second part, a standard LQG 
controller using the parameter estimates and based on a single (or multiple) step update 
Riccati equation (see [7]) is used to achieve a state feedback control signal u\?G. In the 
third part, there is adaptive senstivity recovery by means of an adaptive Qic feeding back 
estimation residuals Ile, giving Sk = Qicllc which adds to the state feedback control u~QG. 
Details are now developed. 
Signal Model We shall assume the following scalar variable ARMAX model. 
- - -An = Buk + Cwk 
A= 1 + aiz- 1 + ... + anz-n, B = biz-I + ... + Bnz-n, C = 1 + ciz-1 + ... + cnz-n (3.1) 
where Wk is a random white noise sequence. This can be re-structured as 
Yk = 0'cpk + Wk 
0' = [a1 ... an b1 ... bn c1 ... Cn ], 
<pk'= [-Yk-1 ···-Yk-n Uk-1 ... Uk-n Wk-1 ··· Wk-n] (3.2) 
Identification: Extended Least Squares The following standard algorithm is used 
I\ 
to obtain plant parameter estimates ek from input/output measurements. 
I\ I\ I\ I\ I\ I\ 
ek = ek-1 + Pic<?k <Yk - 'Pk'ek-1) 
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k 
I\ ~/\/\ 
Pk = (L/J>icpi' )- 1 
i=l 
I\ I\ I\ I\ I\ I\ I\ I\ 
= Pk-I - Pk-1(J)k[ I+ (pk1 Pk-1(J)k ]-lcpk'Pk-1, suitably initialized 
I\ I\ I\ I\ I\ I\ 
(J)k' = [ -Yk-1 ... -Yk-n Uk-1 ... Uk-n Wk-1 ... Wk-n ], Wk= Yk - (j)k 08k 
I\ I\ . /\ (I (" I\ I\ 
8k = [ a1k ... ank Olk ... Dnk C}k ... cnk] 
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Standard conditions such as persistence of excitation, etc are necessary to ensure 
consistency of the parameter estimates. These conditions will not be discussed here. See 
[ 11] for more details. 
I\ 
LOO Adaptive Controller The parameter estimates~ of (3.3) allow estimates of 
the deterministic plant state space matrix written in companion matrix form as (2.1) with 
... O], Dk= 0 (3.4) 
00 
For the performance index LiYi2 + Rcui2), where Re is a scalar constant, the following 
i=l 
are standard equations defining an adaptive LQG control u\:QG (see [10]). 
u\:QG = Fk~k 
I\ 
Qc = Ck'Ck, P8= 0 
I\ I\ 
Fk = -[Bk'P~Bk + Rc]-1Bk'pC0k 
I\ I\ I\ I\ I\ 
P:+l = Ak'(I1- P~k[Bk'P~k + Rc]-1Bk'P~)Ak + Qc 
I\ I\ I\ 
Xk+l = AkXk + BkUk - Hkfk, fk= Yk - CkXk 
/\/\ /\/\ I 
Hk = [ (a1k-Cik) ... (an1c-Cnk) ] (3.5) 
Variations on these recursions allowing multi-step iterations, or central tendency 
implementation [10] can also be accommodated. 
Adaptive Ok Consider the adaptive LQG controller with a stable adaptive filter, 
Qk tuned on-line to achieve sensitivity recovery of the original LQ design. Let us first 
parametrize ~ (here a scalar) in terms of parameters E> for the time-invariant case as 
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Q _ Piz-
1 + ... + Ppz-P .. _ 
e - 1 • e - [a1 ... am P1 ... PP l (3.6) 1 + a1z- + . .. + Clmz-m 
For the time-varying Qic case, there is an obvious generalization withe now time-varying 
as 
ek = [a1k . .. amk P1k ... Ppk l 
We proceed to define an algorithm for ek selections based on Lemma 2.1 but for the 
time-varying case as here where G is estimated on-line. Using (3.4) and (3 .5), define 
from the time-invariant filters of (2.8) the following time-varying version 
I - \lk - [ ~=:~~-:--~Q~-] T , Nk - [ ~~~~:\--;~--] T (3.7) 
Filtered Regressors Now, with ~k derived from (3.3), define filtered verions of~ as 
and regressors 
Least Squares 0ic Selection Consider the following on-line least squares index 
k 
min -k1 L ei/e'ei/e , ek/e = ~k - 0'<!>k 
e i=l 
(3.9) 
This optimization leads to parameters Bk with associated least squares algorithm given as 
follows. 
rk = {± ;Jk·}-1 
I=l 
A A A AA A AA 
= rk-1 - rk-1 <!>k[I + <l>k' rk-1 <!>kl-1 <l>k' rk-1 
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I\ I\ I\ I\ I\ 
<Pk= [ (ek-I-~k-1) ... (ek-m-~k-m) ~k-1 ... ~k-p ]', ek = ~k - 0k' <!>k (3.10) 
I\ 
Note here that ek, ~k ~k are vectors. 
Adaptive Loop Define a signal Sk = Qicfk as follows, recalling that fk = Yk - Ck~k-
Thus 
Sk=~-1 1'\Vk 
'\jlk1 = [ -Sk-1 , , • -Sk-m fk-1 , · , fk-p] 
Then the plant input is given by 
(3.11) 
Uk= u\:QG + Sk (3.12) 
where u~QG is given from (3.3). 
Stability of Adaptive Controller The first two parts of the adaptive scheme 
consisting of the parameter estimator and the adaptive LQG controller are standard and 
analysis with regards to consistency of parameter estimates and stability of the LQG 
controller can be found for example in [ 11 ]. For our scheme, if asymptotically, the plant 
I\ 
estimate G ~ G and the resultant adaptive LQG controller is stabilizing, then from 
Lemma 2.1, the optimization task will yield a stable Qic. From the theory on the class of 
all stabilizing controllers, we then conclude that asymptotically, the resultant adaptive 
controller consisting of the adaptive LGQ controller and the stable operator Qic derived 
from the L TR optimization algorithm will yield a stable closed loop. 
Closed loop stability and good performance however cannot be guaranteed during 
the transient stage. To achieve closed loop stability and a reasonable performance during 
the transient stage, switching algorithms such as those presented in [11], [12] may have 
to be used, in which case stability analysis in our case will be no different from that 
presented in [11] or [12]. These issues will not be pursued further here. 
4. SIMULATION RESULTS 
Example 
A third order actual plant described by an ARMAX model given as follows is used 
in this example to demonstrate the robustness properties of the adaptive LQG/L TR 
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controller. 
(1 - l.55z-1 + 0.695z-2 + 0.085z-3)yk = (z-1 - 3.5z-2 + 3.0z-3)uk + Wk (4.1) 
The plant has stable poles at z = 0.2, 0.5 and 0.85 and non-minimum phase zeros at 
z = 1.5 and 2. To demonstrate the robustness of the adaptive LQG/LTR controller, we 
under-model the plant order in the recursive least squares algorithm. A second order 
model is assumed for the identification algorithm instead of a third order model. 
Consider first the implementation of a standard adaptive LQG controller, that is 
without on-line loop recovery. The results of a simulation are summarized by Figure 4.la 
and 4.2a. The estimated plant parameters of Figure 4.2a drift and eventually the closed 
loop system exhibits unstable behavior, as shown by the plant output in Figure 4. la. The 
adaptive LQG controller, without any modification, is clearly not robust enough to handle 
this under-modelling situation in the identification algorithm. 
The adaptive LQG/L TR controller as described in Section 3 is next implemented 
for the same plant with under-modelling in the identification algorithm as above. The 
penalty on Sk, y of (2.18) is chosen as y = 0.01 and a third order Qk is used. Figure 4.1 b 
shows the plant output for this simulation run. The plant output remains bounded. The 
plant parameter estimates are shown in Figure 4.2b. The parameters drift as in the 
adaptive LQG case, however as a result of the more robust controller implemented, the 
plant input and output signals remain bounded and therefore there is no wild swing in the 
estimates. Clearly the adaptive LQG/L TR controller is more robust in this situation. 
Discussions 
1. For a given fixed y and a Q of appropriate dimension, asymptotically the 
operator Qic approaches the transfer function given by (2.20). As y ~ 0, it is easy to 
deduce that the poles of the time-invariant optimal Q approaches the minimum phase zeros 
of the plant and the reflection of any non-minimum phase zeros of the plant into the unit 
circle. Clearly, if the plant pocesses zeros on or close to the unit circle, asymptotically Qk 
approaches a marginally stable transfer function. In simulation runs (not reported here) 
where the plant contains zeros close to the unit circle, a selection of a small y gives rise to 
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a marginally stable Q, which results in a marginally stable closed loop. Thus y has to be 
chosen large to avoid such a situation. However with a large y, Qic -, 0 and little loop 
recovery is achieved. 
2. As mentioned before, our proposed scheme is an adaptive robust controller as 
opposed to a robust adaptive controller. Thus for situation as depicted in the simulation 
runs above where the parameter estimates drift slowly, the additional L TR component 
serves to make the "almost time-invariant" controller more robust. This more robust 
controller can then cope with more diverse variations than the less robust LQG (i.e. 
without L TR) controller. However if the plant is subjected to rapid variations, causing the 
parameter estimates to change rapidly, the adaptive LQG/L TR controller is not going to 
perform any better than the adaptive LQG controller. To cope with more rapid variations 
in plant uncertainties, it is necessary to look at robust adaptive schemes, for example the 
switching schemes of (11], [12]. 
5. CONCLUSIONS 
In this chapter, an adaptive LQG controller with adaptive input sensitivity 
function/loop transfer recovery of an associated adaptive LQ design for a scalar plant is 
described. Loop recovery is achieved by feeding back estimation residuals to the control 
through a stable operator Qic and is motivated by robustness properties of off-line 
LQG/L TR techniques. The algorithm adapts on-line a robust LQG/L TR controller. On-
line L TR is achieved by optimizing over Qic using straightforward least squares 
techniques. The least squares index is constructed to achieve both loop recovery and 
maintain closed loop stability of the system. 
The proposed adaptive algorithm appears attractive from both a computational 
complexity and performance /robustness viewpoint. As expected, the adaptive LQG/L TR 
algorithm appears to have at least as good a robustness as the corresponding adaptive 
LQG scheme, and is more robust than the adaptive LQG scheme in some situations. It 
appears worthwhile to apply analytical and simulation studies to reflect a comparison 
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between the proposed algorithm and adaptive predictive schemes and others in common 
use. 
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CHAPTER 9 
LEFT COPRIME FACTORIZATIONS AND A 
CLASS OF STABILIZING CONTROLLERS 
FOR NONLINEAR SYSTEMS 
1. INTRODUCTION 
The coprime factorization approach as a framework for the study of linear control 
problems has been extensively researched, see (1-4], and their references. The approach 
has generated many useful insights even for the case when linearity assumptions are 
· relaxed. A number of results for the case of classes of nonlinear, injective systems are 
given in (5-7]. However the correspondence of the nonlinear theory to linear results is 
incomplete. For example, only right coprime factorizations are developed for the 
representation of the class of systems under consideration, yet it appears to us that a 
suitable left coprime representation should facilitate the generation of the class of all 
stabilizing controllers for appropriate nonlinear plants. In [8], an attempt is made to this 
effect. However, the solution relies on the assumption that only bounded input sequences 
are admissable to the control system. The assumption, though not invalidated in many 
practical systems, must be relaxed to achieve a more complete theory as in the linear case. 
In this chapter, we first present some background results on the well-posedness of 
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a nonlinear feedback system. Conditions for a nonlinear feedback system to be well-
posed are derived. We then go on to propose a left coprime factorization in a nonlinear 
context. Furthering the preliminary results of [5], [6], we show the existence of and give 
a construction for the left coprime representation of a nonlinear system without invoking 
the bounded input assumptions of [8]. With both the right and left coprime 
representations for the system, we are then able to characterize the class of all stabilizing 
controllers (of a particular structure) for the system conveniently in term of a BIBO stable 
subsystem Q. This we claim provides a more complete theory for the nonlinear case. 
A further contribution of this chapter is to achieve all the various results relaxing 
the requirement that the nonlinear systems be injective to allow for those for which there 
does not exist a bounded sequence and an unbounded sequence that have the same 
unbounded image through G. 
In Section 2, we set up the mathematical preliminaries and present our results on 
well-posedness of a nonlinear feedback system. Some known results on right coprime 
factorizations are also recalled. In Section 3, we present our results on left coprime 
factorizations and characterize the class of all stabilizing controllers. Conclusions are 
drawn in Section 4. 
2. BACKGROUND INFORMATION AND DEFINITIONS 
In this section, we set up a mathematical framework with a notation that follows 
[5] closely. The details are developed for discrete-time, time-invariant systems, though 
some of the results carry directly over to the continuous case. We shall begin by defining 
the space of input and output sequences. 
Let R denote the set of extended real numbers. We denote by So(R m) the set of all 
two-sided infinite sequences u={ ... O, 0, uo, u1, ... } where Uj E Rm for all integer j. 
From a practical viewpoint, the set of bounded sequences is the most interesting. We 
denote by So(0m), 0<0<oo the set of sequences bounded bye, in that lluj11<0 for all j. We 
will also denote the set of unbounded sequences in So(Rm) by U(m). 
9-3 
Chapter 9 Nonlinear Systems 
A system in our context is defined as a map G:So(Rm) ~ So(Rn) transforming 
input sequences into output sequences. We also denote I: s~s as the identity mapping 
where Sc So(RP), p>0. In particular, in this chapter, we make the following assumption 
on the system. 
Assumption 2.1 For the system G:So(Rm) ~ So(Rn) and for every sequence 
ye (lm(G)riO(n)), the sequences u<l), u<2), ... satisying G(u(l)) = G(u(2)) = ... = y are 
either all bounded or all unbounded. That is there does not exist a bounded sequence and 
an unbounded sequence that have the same unbounded image through G. Note that 
injective systems have this property, that is those having a one to one mapping from the 
input space to the output space . 
We will show later that this restriction is necessary to ensure that we always have 
existence of left coprime factorizations for G, and consequently to achieve the convenient 
characterization for the class of all stabilizing controllers for G. Many common nonlinear 
systems fall into this category including the class of linear discrete-time, time-invariant 
systems. 
It is claimed in [8], where results are derived for injective systems only, that the 
injective assumption is not overly restrictive since the problem of stabilizing a strictly 
causal non-injective system can be transformed into the problem of stabilizing an injective 
system with a slight change in the control configuration. However in [8], the coprime 
factorizations derived are for the transformed injective system and not for any original 
non-injective system. Further, the class of all stabilizing controllers generated for the 
transformed injective system does not necessarily translate to the entire class of stabilizing 
controllers for an original non-injective system. 
We now review some definitions for systems including feedback systems. 
Definition 2.1 (Causal System) A system G:So(Rm) ~ So(Rn) is causal 
(strictly causal) if given any pair of input sequences, u ~ = ( ... Uj-1, Uj), v_~ = ( ... Vj-1, Vj), 
equality of u j and v j for any j implies the corresponding output sequences satisfy 
-oo -oo 
[G(u j )] j = [G(v j )] j {[G(u j )]j+l = [G(v j )]j+l for strict causality} - being 
-00 -00 -00 -00 - 00 -00 -oo -00 
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independent of future inputs Ui, Vi for i ~ j (i>j). 
Definition 2.2 {Bounded-input-bounded-oun,ut Stable) A system Fis bounded-
input-bounded-output (BIBO) stable if and only if for all O<et<oo, there exists O<~<oo 
such that F:So(am) ~ So(~n). 
Definition 2.3 (Parallel or Sum) Given two systems G1,G2:So(RID) ~ So(Rn) a 
parallel operation (sum) on the two systems G=(G1+G2):So(Rm) ~ So(Rn) is defined 
pointwise for every element in the input space, that is for ue So (Rm), 
G(u)=G1(u)+G2(u). 
Definition 2,4 (Series or Cascade) Given two systems G1:So(RP) ~ So(Rm), 
G2:So(Rm) ~ So(Rn), then a series operation or cascade G=G1G2:So(RP) ~ So(Rn) is 
defined for every ue S(RP) by G(u)=G2(G1(u)) in the usual definition for composition of 
maps. In forming G, G2 is said to premultiply G, or G1 postmultiply G2. 
Remark Note that for any three systems A, B, C of compatible dimension, we 
have (A+B)C =AC+ BC, but C(A+B) '# CA +CB. 
Definition 2.5 (Inverse) Given a system F:So(Rm) ~ So(Rn), F·1:So(Rn) ~ 
So(R m) exists if and only if F is both injective and surjective (i.e. an isomorphism). If F 
is injective but not surjective, then we define a set theoretic inverse by f#:S ~ So(Rm) 
where S =lm(F) c So(Rn). Note FF-1 = I:So(Rn) ~ So(Rn), F· 1F = I:So(Rm) ~ 
So(Rm), f#F = I:So(Rm) ~ So(Rm) and Ff#= I:S~S. 
Definition 2.6 Unimodular Systems Consider a BIBO stable system, F:So(Rm) 
~ So(Rn) such that p-1:So(Rn) ~ So(Rm) exists. Then Fis said to be a unimodular 
system if and only if f·l is BIBO stable. 
Definition 2.7 (Well-posed Feedback System) A feedback system consisting of 
G:So(Rm) ~ So(Rn) and K:So(Rn) ~ So(Rm) is well-posed if and only if for any 
possible external input sequences, ve So(Rm), we So(Rn), all signals in the system with 
inputs v, wand output e, y are uniquely determined by causal maps. That is, the system 
of Figure 2.1 is well-posed if and only if for all input sequences v and w, the responses e 
and y can be causally determined. 
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Remark It is obvious that as long as e and y can be causally determined, all other 
remaining signals in the feedback system can be ca~sally determined. 
w 
V e 
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y 
K 
(a) 
p e y 
-
- G 
--
. 
n 
K -
-
(b) 
Figure 2.1 Well-posed Closed-loop System 
Definition 2.8 (Internal Stability) A well-posed feedback system is said to be 
internally BIBO stable if and only if all signals in the feedback system are bounded for all 
bounded external input sequences. 
We can now state a second assumption used in subsequent sections. 
Assumption 2.2 (Stabilizability) The system G:So(RID) ~ So(Rn) is stabilizable 
in that there exists some causal controller K such that the feedback system is well-posed 
and internally BIBO stable. In set theoretic form, a necessary condition is the existence of 
S c So(8ID), 0<8<oo and S;t;0 such that G[S] c So(~fl), 0<~<00• 
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Definition 2,9 (Fractional Description) Consider G:So(Rm) ~ So(Rn). Then G 
has a right fraction description if there exist M-1:So(Rm)~ S, N:S~So(Rn) for some Sc 
So(RP), p>O with N, M causal, BIBO stable and G=NM- 1. Also G has a left fraction 
description if there exist N:So(Rn)~'S, M-1:'S ~ So(Rm), for some 'Sc So(Rq), q>O 
with N, M causal, BIBO stable and G=M-lR 
Finally we shall define coprimeness of two systems. In particular, we shall 
differentiate between left and right coprimeness. 
Definition 2.10 (Right coprimeness) Let M:S~So(Rm), N:S~So(Rn) be a right 
fraction description for G:So(Rm) ~ So(Rn) and let a c So(Sm) c So(Rm), 0<0<oo, be 
the set of all 0 bounded sequences that have bounded images through G, but unbounded 
images through M-1. Let also {Mi, Nil. Mi:Si~So(Rm), Ni:Si~So(Rn) be the set of all 
other right fraction descriptions for G. Similarly, let <Xi c So(Sm) c So(Rm) be the set 
of all 0 bounded sequences that have bounded images through G, but unbounded images 
through Mr 1. Then N, M are said to be right coprime over the factorization space S if V i, 
a ("'\ <Xi = a = 0. 
Remark This definition reduces to the definition given in [ 6] which is stated in a 
slightly modified form as follows. Two causal systems M:S ~ So(Rm), N:S ~ So(Rn) 
for some Sc So(RP) such that G=NM-1:So(Rm) ~ So(Rn) are said to be right coprime 
over the factorization space S if for every real 't >O, there exists a real 0>0 such that 
s* ("'\ M-1[So(tID)] c So(0P) where N[S*] = So('tn) ("'\ ImG (2.1) 
Qualitatively, it means for every unbounded input sequence w 'to [~], at least one of the 
outputs is unbounded. 
Definition 2.11 (Left coprimeness) Let M:Im(G)~S, N:So(Rm)~S be a left 
fraction description for G:So(Rm) ~ So(Rn), with Im(G) c So(Rn) and let a c O(m) c 
So(RID) be the set of all unbounded sequences that has unbounded images through G, but 
bounded images through N. Let also Mi:Im(G)~Si, Ni:So(RID)~Si be the set of all 
other left fraction description for G. Similarly, let <Xi c O(m) c So(RID) be the set of all 
unbounded sequences that has unbounded images through G, but bounded images 
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through Ni. Then N, M are said to be left coprime over the factorization space~ if V i, a 
n <Xi= a . 
Remark 1. It is obvious that if there exist u<1)e So(Sm), 0<0<oo and u(2)e O(m) 
such that y = G(u(l)) = G(u(2)) e O(n), then it is necessary that v = N(uO)) = N(u(2)) e 
So(SP) (otherwise N is not BIBO stable). This however implies N, Mare not necessarily 
coprime. Thus systems possessing such properties do not necessarily possess left 
coprime factorizations. There does not appear to be any dual to this restriction for right 
coprime factorization, being ruled out by the assumption that G is a transfer function 
mapping from the input sequence space to the output sequence space. 
2. If a= 0 (empty set), then it is necessary that M, N are left coprime factorizations for 
G since a n <Xi = 0. 
We next present two preliminary results. On well-posedness of a plant G and 
controller K in feedback, we have the following. 
Theorem 2.1 Consider a causal plant G:So(Rm) ~ So(R0 ) and a causal 
controller K:So(R0 ) ~ So(Rm) in closed loop as in Figure 2. la. Then the closed-loop is 
well-posed if either 
(KG) is strictly causal and (I-KG)-1 exists and is causal 
or (GK) is strictly causal and (l-GK)-1 exists and is causal (2.2) 
Conversely, (I-KG)-1 , (I-GK)-1 exist and are causal if the closed loop is well-posed. 
Proof: We show here the well-posedness of the feedback system under the 
conditions that (KG) is strictly causal and (I-KG)-1 is causal. The other set of conditions, 
that is (GK) strictly causal and (I-GK)-1 exists and is causal, can be similarly proven by 
interchanging the role of G and K. 
Consider Figure 2. la with w= 0. Simple manipulations show that if (I-KG)- 1 
exists, then the maps from v toe and v toy are respectively given by (I-KG)-1 and G(I-
KG)-1. Consider arbitrary sequences ve So(Rm), we So(R0 ) so that Wi, Vi= 0 for i<O. 
For i=O, consider the case wo = 0. Then eo I ( wo=O} that is eo given wo=O is given as 
eo l(wo=O} = (I-KG)-1[(v) 01 
-oo 
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and YO l{wo=O} = G(I-KG)-l[(v) 01 
-oo 
If wo :/! 0, then define an intermediate variable 
PO= K[ ( ... ,[yo+wo] ) ] - K[(y) 0 ] +vo 
-oo 
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(2.3) 
(2.4) 
which can be determined by [(v) O ] and [(w) O ] since (KG) is strictly causal and 
-oo -oo 
therefore wo does not affect yo. Thus at initial time, the loop responses eo, yo of Figure 
2.la,b are equivalent, being 
eo l{wQ#O} = (I-KG)-1(( ... 0, po)], yo l{wo#O} = G[(e) 01 
-00 
(2.5) 
Now since (I-KG)-1 is causal, eo I { wo#O}, YO I { wQ#O} are uniquely determined by input 
sequences w1 and w2 up to i=O. 
For each j >1, define Pj = K[ ( ... ,YO···,Yj-1,(Yj+Wj))] - K[(y)_~] +vj, Yj = Yj l{wy;t,Q} 
where Pj can be uniquely determined by (v) j and (w) j . Then again the equivalence of 
-00 -oo 
Figure 2.la,b apply for each j and 
e· I { (v) j ,(w) j } = (I-KG)-1 [p j ], Yj = G [e j ] J -00 -oo -00 -00 (2.6) 
These variables are uniquely determined by inputs of v, w up to j. Working recursively 
and for all possible pairs of sequences v and w, we conclude that with (I-KG)-1 causal, 
there exist causal maps Fe from (v, w) toe and Fy from (v, w) toy as 
Fe: (So(Rm)xSo(R0 )) ~ So(Rm), Fy: (So(Rm)xSo(R0 )) ~ So(R0 ) (2.7) 
Since e, y are causal responses, all other signals in the feedback system can be causally 
determined. This completes the proof for the first part of the theorem. 
"Converse": The feedback loop is well-posed implies there exist maps from (v, w) toe, 
(v, w) toy etc. Consider the special case where w is set to be the zero sequence. This 
implies there exists a causal map P from v to e, that is for any v 
e = P[v] 
Now from Figure 2.la and with w = 0 
(I-KG)e = v 
This implies (I-KG)P[v] = v and therefore 
P = (I-KG)-1 
(2.8) 
(2.9) 
(2.10) 
Similarly, for the case where vis set to be the zero sequence, we have (I-GK)-1 exists. 
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This completes the proof. 
We next show the existence of (I-KG)-1 and (I-GK)-1 under the condition often achieved 
by practical controllers, namely 
(KG) and (GK) are strictly causal (2.11) 
Lemma 2,1 Consider the closed-loop system of Figure 2.la with G:So(Rm)-? 
So(R"), K:So(R") -? So(Rm) satisfying 2.11. Then (I-GK)"1, (l-KG)-1 exist. If in 
addition, the closed-loop system is internally stable, (I-GK)-1, (I-KG)"1 are BIBO stable. 
Proof: (The argument follows that developed in Lemma 2, 3 of [5]) Consider the effect 
of v only. From Figure 2.la, we have v=Fe, F=I-KG, and I:So(Rm)-? So(Rm) is an 
identity mapping. We shall first prove that Fis both injective and surjective. Let u j , u j 
-00 -00 
be two input sequences such that Fu j = Fu j . This implies 
-00 -00 
[u]j- [U]j = [ KGu ~L- [ KGu ~L (2.12) 
Now from the definition of So(Rm), there exists an i such that u i = u i (one such value 
-00 -00 
is i = 0). Then we have Ui+l - Ui+l = KGui+l -KGui+I_ Now from the strict causality 
-00 .00 
. f KG KG i+l KG i+l Th. . 1· R . 1 h. assumpuon o , u = u 1s imp 1es Ui+ 1 = Ui+ 1. ecurs1ve y, t 1s 
.00 -00 
implies u j = u j for all j. Thus Fis injective. Also (I-GK)-1 injective can be similarly 
-00 -00 
proven by considering the effect of w instead of v. 
To prove surjectivity, let ze So(R m) be any sequence such that Fu=z. Let j be an 
integer such that Zi =_0 for all i ~ j and define Ui = 0 for i $; j. We have Uj+l - (KGuj+I) = 
Zj+l 
Now since KG is strictly causal, KGuj+l is determined from only the inputs (u.00 ... Uj). 
Thus 
Uj+l =Zj+l + (KGUj+I) (2.13) 
and Uj+k, k>l can be computed recursively from Uj+l· We conclude that Fis surjective. 
Surjectivity of (I-GK) is similarly proven. Thus (I-KG), (I-GK) are isomorphisms and 
have unique inverses. Also under internal stability, (I-KG)·1, (I-GK)"1 are BIBO stable, 
since they represent the maps from v toe etc in Figure 2.la. 
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Right Coprime Factorizations We now recall the existence and construction of 
right coprime factorization for the class of discrete-time, nonlinear, injective systems. 
Lemma 2,2 (51 For a nonlinear causal injective plant G:So(Rm) ~ So(Rn), 
internal stabilizability by an output feedback controller K:So(Rn) ~ So(Rm) such that 
(KG) is strictly causal implies the existence of BIBO right factorizations, G=N*M*-1 
with N*:s* ~ So(Ril), M*:s* ~ So(Rffi). 
Remarks 1. Note that N*, M* are not necessarily coprime. 
2. For the remainder of the chapter, the term right factorization will denote a right 
factorizations with the stability, causality etc properties of N*, M* of the lemma. 
Lemma 2,3 (61 Let G:So(Rm) ~ So(Rn) be a causal, injective system possessing 
right factorizations G=N*M* -1 over the factorization spaces* where N*:S* ~ So(Rn), 
M*:s* ~ So(Rm) with N*, M* not necessarily coprime. Then G also has right coprime 
factorizations G=NM·1 over the factorization space S with N:S ~ So(Rn), M:S ~ 
So(Rm) coprime. 
Remark The coprime factorizations here are unique up to post-multiplication by a 
injective unimodular, stable system. 
Lemma 2,4 (61 Given that G:So(Rm) ~ So(Rn), causal and injective, has a right 
coprime factorization G=NM-1 over the factorization space S; N:S ~ So(Rn), M:S ~ 
So(Rm). Then there exist BIBO stable maps \1:So(Rm) ~ S, O:So(Rn)(")lm(G) ~ S such 
that 
VM - ON = I:S ~ s (2.14) 
Remark 1. Note that \1 is constructed such that its inverse exists. 
2. Equation (2.14) can be interpreted as the governing equation of an internally stable 
closed-loop system consisting of a cascade of two compensators as depicted in Figure 
2.2. Here the stable closed-loop transfer maps are given as follows. 
w to e : \1M(\1M - ON)· 1 = \>'M 
w to u : M(VM - ON)-1 =M 
w toy : N(VM - ON)"1 = N (2.15) 
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w e 
- 1 u y - r,./ - - G 
-
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-
~ . 
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- -u -
Figure 2.2 Well-posed Two Compensators Feedback System 
3. MAIN RESULTS 
First we present dual results to Lemma 2.2 on left coprime factorization 
representations and extend the results of Section 2 to plants satisfying Assumption 2.1. 
We then conveniently characterize the class of all stabilizing controllers in term of a BIBO 
stable Q. 
Lemma 3.1 Let G:So(Rrn) ~ So(Rn) be a causal nonlinear map satisfying 
Assumption 2.1, then for G there exist left BIBO coprime factorizations given G = M · 1 N, 
N:So(Rrn)~~ and M:So(Rn)~~B and the image M if restricted to the set Im(G) c 
So(Rn) gives~. that is M[Im(G)] = ~-
Proof: We shall show a construction of M and N given a G that satisfy the 
conditions of the lemma. Let us define the following sets for all e, 0<0<00, as depicted in 
Figure 3.1. 
f... = G[So(ern)] n U(n), the set of unbounded images of G that has bounded preimages. 
b 
f = G[So(Srn)] n So(Sn), the set of bounded images of G that has bounded preimages 
b 
f_ = G[U(m)] n U(n), the set of unbounded images of G that has unbounded preimages. 
u 
f = G[U(m)] n So(en), the set of bounded images of G that has unbounded preimages. 
u 
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We have then 
Im(G) = ~ u { u ~ u ~ (3.1) 
Denote 
T\b = So(0°) \ ( { u ~ ) ( \denotes set difference) 
and T\u = O(n) \ ( ~ u ~) (3.2) 
Consider the space of So(RP), p~n. Let <11, <12, <13, <14 be four disjoint bounded subsets 
of So(RP), that is <11, cr2, <13, <14 CSo(SP) such that ·l is isomorphic to <11, -l is b b 
isomorphic to cr2, f is isomorphic to <13 and T\b is isomorphic to <14 (it is obvious that for 
u 
Now denote 
S = ( cr 1 u cr2 u cr3 u f ) 
u 
and SB = (S U T\ u U <14 ) 
and define four bijective mappings '¥1, '¥2, '¥3, '¥4 such that 
'P1[Y~] = cr1, '¥2[-{l = cr2, 'P3[y~] = <13, 'P4[T\b] = <14 
We can now define the bijective mapping M:So(R0 )~Sa as follows. 
Mx='P1x ifxe~ 
Mx. = 'P2x if X E -{ 
Mx. = 'P3x if X E f._ 
u 
if XE T\b 
if x e f U T\u 
u 
(3.3) 
(3.4) 
(3.5) 
and for M restricted to Im(G), we have M[Im(G)] = S. Since bounded sequences in 
So(R0 ) are mapped by Minto bounded sequences in S, then Mis BIBO stable. 
Now N:So(Rm)~S is defined as follows; for each sequence xe So(Rm), 
N(x) = M[G(x)] (3.6) 
It is noted here that N is not injective if G is not injective. Again from our construction, N 
is BIBO stable and M-lN = G. In the construction, we have ensured that for every 
unbounded sequence in So(Rm) that has an unbounded sequence in Im(G), the 
corresponding sequence in the factorization space So(RP) is unbounded. Thus the set 
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a C So(SP) ( of Definition 2.11) is the empty set. Consequently via Remark 2 following 
Definition 2.11 , M, N are ieft BIBO coprime factorization for G. 
unbounded 
i 
bounded 
ScJ.Ifl) 
Figure 3.1 Mappings and Sets 
Remarks This method of constructing the left BIBO coprime factorization applies 
to linear systems as well, though this is not conventionally used. This method requires the 
definition of more than one function mapping for N, M with each mapping restricted to 
some subspace of the whole input space, that is So(Rm) for N and So(Rn) for M. In the 
linear system context, this would mean some of these mappings do not give stable 
systems when the whole input space is used. However, restricted to the suitable 
subspace, they are then "stable". Now in the linear system case, the superposition 
principle can be applied and this has led to other methods of constructing left coprime 
stable factorizations (discussed in [2]). In the wider class of nonlinear systems where, in 
general, the superposition principle cannot be applied, the methods of [2] do not apply. 
We shall now show a specific example of selecting the various bijective mappings 
'I' 1, '¥2, etc. 
Example 1 Let G:So(Rm) ~ So(Rm) be a causal plant satisfying Assumption 2.1 
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(note that G has the same number of inputs as outputs). Let K:So(RID) ~ So(Rm) be a 
causal stabilizing controller satisfying Assumption 2.1 such that (I-KG)-1, G(I-KG)·1 are 
BIBO stable. Note that this is also the condition for the existence of right fractional 
representation for G as in Lemma 2.2 of Section 2. Let us define the following as in 
Lemma 3.1. 
~ = G[So(8ID)] 11 U(m), the set of unbounded images of G that has bounded preimages. 
f_ = G[U(m)] 11 U(m), the set of unbounded images of G that has unbounded preimages. 
u ' 
K = U (m) \ ~ c U (m), this is equivalent to (11b u ~ ) of Lemma 3.1 . 
µ = (1-KG)-l[So(Sm)], this is equivalent to (cr2 u cr3 u cr4) of Lemma 3.1. 
Now since G is not injective, for each sequence in y~, there may be many preimages 
through Gin So(8m). Denote by a1, the set in So(8ID) that is mapped into~ by G. Let 
also denote for each Xi in~. the preimages as Uij, j=l,2, ... We define the set 
ao = {un}, i=l,2, ... (3.7) 
that is ao consists of all the first preimages for each Xie y~ and the map <l>:a1~ao 
where for each i, { Uij , j=l,2, ... }e a1 map into un e ao. Note that if G is injective, then 
<l>:a1~ao is a unity mapping. 
We now define 
(3.8) 
and G:ao~ y;_ where Gx = G=, xe ao. The four bijective mappings of Lemma 3.1 are 
b 
then given as 
'¥2 = '¥3 = '¥4 =·(I-KG)·1 and '¥1 = G-1 
Therefore M:So(Rm)~SB is define as 
Mx = (1-KG)-lx 
Mx = G·1x 
Mx=x 
and N:So(Rm)~SB as 
if x e So(Sm) 
if x e y~ c U(m) 
if x eU(m)\ ~ 
Nx = M[G(x)], x e So(8m) 
(3.9) 
(3.10a) 
(3.10b) 
(3.10c) 
(3.11) 
From the construction, it is obvious that M is surjective. Now the three mappings of 
I 
i 
! 
I 
I 
I 
I 
I 
' 
I 
I 
II 
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(3.10) are individually injective. Since the mapping in (3.10c) maps into O(m), whereas 
the mappings in (3.10a) and (3.10b) map into So(Sm), any possible cause of non-
injectivity must be from the non-empty intersection of the range of these two mappings. 
Now suppose x1 E So(Sm), x2 E O(m) has the same image through (I-KG)-1 and G-1, 
then 
(I-KG)·1x1 = G·1x2 
that is x2 = G(I-KG)-1x1 c O(m) for x1 E So(8m) (3.12) 
which contradicts the assumption that G(I-KG)·1 or equivalently, G(I-KG)-1 is BIBO 
stable. Therefore M is bijective. 
It is straightforward to see that M is BIBO stable. For N, we have a.1 c So(Sm) 
maps into a.o c So(Sm) and (So(8m) \ a.1 ) intoµ c So(Sm) . Thus N is also BIBO 
stable. N, M BIBO coprime follows from the Lemma 3.1. 
In the proof of Lemma 3.1, we show that there exists a construction of a pair of 
left BIBO coprime factors for G, with a specific construction given in the square G case. 
We show in the next Lemma that given a pair BIBO factorizations for G, not necessarily 
coprime, we can construct a pair of BIBO coprime factorizations for G. 
Lemma 3.2 Let G:So(Rm) ~ So(Rn) satisfying Assumption 2.1 has a left fraction 
factorization G=M* -11')'* where _N*:So(Rm) ~ 'S* and M*: So(Rn) ~ 'S*B (with 
M'[Im(G)] = 'S*, 'S* c 'S*B) are BIBO stable systems and 'S* c 'S*B c So(RP) for some 
p>O. Under this condition, G also has a left BIBO coprime factorization where G=M·1N 
and N:So(Rm) ~'Sand M: So(Rn) ~ 'S (with M[lm(G)] = 'S, 'Sc ~B) BIBO stable and 
BIBO coprime. Here 'Sc 'SB c So(RP) is a suitable subspace. 
Proof: N*, M* are not BIBO coprime if the set of all unbounded sequences o*c 
O(m) that has unbounded images through G but has bounded images in the factorization 
space 'SB is not "minimal" in that there exist another left factorization representation N, M 
for G such that the set 8 C O(m) satisfying the above condition is "smaller" than 8 in that 
o n o* = o '#- o*. In other words, if N*, M* are not left coprime , then this non-
coprimeness is due to this set o* 
I 
i 
I 
I 
\ 
I 
' 
I 
I 
I 
. I
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In this proof, we shall identify all such elements in ~· and construct a bijective mapping 
B:~* ~ ~ where~ c So(RP) and (BN*), (BM* ) are BIBO stable and coprime. Let us 
define the following sets 
~· = N*[So(Rffi)], ~·B = M* [So(Ril)] 
8* =G[U(m)] 11 U(n), that is unbounded sequences in Im(G) whose preimages through 
Gare also unbounded (the Assumption 2.1 on G excludes the case where some bounded 
and some unbounded elements are both mapped by G onto an unbounded element) 
7t = M* -1[M* [8*] 11 So(SP)] , that is the subset of unbounded elements in Im(G) whose 
preimage through G is unbounded and has bounded images through M* (note that M* is 
bijective, otherwise the inverse does not exist). This is the set that causes non-
coprimeness. 
P = 8* \ 7t , where\ denotes set difference 
11u = O(n) \ ((Im(G) 11 O(n)) 
Now let SI, S2 and S3 be disjoint subsets of U(p) such that 7t is isomorphic to SI and~ is 
isomorphic to S2 and 11u is isomorphic to ~3 (SI, S2 and S3 exist and an example is SI= 
7t, S2 = P and S3 = 11u for n=p). Since M* is an isomorphism, then there exist other 
isomorphisms as follows 
(3.13) 
Now let~= M*(8* u 11u) and constructing ~Bas ~B = [(S*B \ ~) u Sl u S2 u ~3 ], we 
define a bijective mapping B:~*B ~~as follows 
Bx= 'l'1x if x e M* (7t) 
Bx= 'l'2x if XE M* (P) 
Bx= 'l'2x if x E M* (11u) 
Bx= x if XE ~*B \ ~ (3.14) 
It remains to show that N=BN*:So(Rm) ~ ~B, M =BM*: So(R0 ) ~~Bare BIBO stable 
and BIBO coprime. 
In going from N* to N and M* to M, we only redirected the mapping of the sets 
o-l[1tuPu11u] C U(m) and [1tuP] C U(n) respectively onto (s1 us2us3) C U(p) . 
I 
I 
I 
I 
I 
I 
I 
I 
I 
! 
I 
I 
I 
I 
I 
I 
I 
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Thus BIBO stability of N* and M* is preserved in N and M. 
Now N, M are left BIBO coprime since all unbounded sequences that have unbounded 
images through G now have unbounded images in the factorization space, thereby 
satisfying the definition of left coprimeness. 1::,.1::,.1::,. 
Remark When G, K are injective, then Lemma 3.1 and 3.2 are the dual of 
Lemma 2.2 and 2.3 of Section 2. In the light of the techniques used in the derivation here, 
it is clear that Lemma 2.2 and 2.3 of Section 2 can be generalized to be duals of Lemma 
3.1 and 3.2; that is the injective assumption on G and K can be relaxed to Assumption 
2.1. 
Theorem 3.1 (The Class of all Stabilizing V, a maps) Consider a nonlinear, 
plant G:So(Rm) ~ So(R0 ) satisfying Assumption 2.1 with right BIBO coprime 
factorization G=NM·l over the factorization S where N:S ~ So(R0), M:S ~ So(Rm) and 
left BIBO coprime factorizations G=M.·1N over the factorization space~ where N:So(Rm) 
~ ~. M:So(R0 ) ~~-Let there exist 0 0 :So(R0 ) ~ S, V0 :So(Rm) ~ S BIBO stable such 
that V oM-00 N=Z is an unimodular map in that the feedback system of Figure 2.2 with 
V=V0 , 0=00 is stable. Then the class of all stable maps 0, V such that VM-ON=Z that 
forms a well-posed and stable feedback system with G is characterized in terms of 
arbitrary BIBO stable, nonlinear map Q:~ ~ S as 
0=(00 +QM):So(R0 ) ~ S, V=(V0 +QN):So(Rm) ~ S (3.15) 
Proof: Since 0, V stabilizes G and NM=MN, then 
VM - ON= (V 0 +QN)M - (00+QM)N 
= VoM- OoN+QNM-QMN = z 
where Z is unimodular. 
(3.16) 
To prove the converse, let 0=:So(R0 ) ~ S, V=:So(Rm) ~ S be any BIBO stable maps 
satisfying VM- ON= Z where Z is unimodular. Then (V-V0 )M = (0-00 )N. Writing 0 
= 0 0+QM where Q:~~s is a BIBO stable map, in turn 
(V-V0)M = (00 + QM- Oo)N 
V-V0 = (QM)NM·l = QMM·lN = QN 
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is of the form of (3 .15) thereby completing the proof. 
Remark The proof above is still valid for Q nonlinear, time-varying. With Q 
nonlinear, time-varying, we will then generate a class of nonlinear, time-varying maps 
(U, V) that stabilizes G. 
4. CONCLUSIONS 
The systems studied are discrete-time, time-invariant, nonlinear and sta~ilizable. A 
key result in the chapter is the proof of the existence of a left coprime factorization 
representation of a class of such systems, which includes those that are injective. This has 
led to the convenient characterization of the class of all stabilizing controllers for such 
systems. As expected, the results specialize to the well known and widely used Kucera 
parametrizations for the linear case 
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CHAPTER 10 
CONCLUSIONS AND DIRECTIONS FOR 
FUTURE RESEARCH 
1. CONCLUSIONS 
This thesis presents on-line and off-line controller design techniques to enhance 
the performance of a nominal controller. An assumption throughout the thesis is that some 
a priori information of the plant is known and is used to design an off-line nominal 
controller. A main ingredient of the approach is the blending of the off-line designed 
controller with on-line adaptive technique structured to enhance the performance and/or 
robustness of the off-line designed controller should the a priori information of the plant 
from which the nominal controller is designed is imperfect Theoretical results developed 
for the various proposed schemes reported in the thesis are confirmed by computer 
simulations. We believe the algorithms and results developed in this thesis represent a 
significant step towards achieving the objective of blending off-line controller design 
techniques with on-line adaptive techniques so that each is exploited at its strength. 
The proposed schemes and theoretical results are summarized as follows. 
1, 1 Novel Robust and Adaptive Controllers 
A Direct Adaptive Controller 
A direct adaptive scheme for disturbance rejection and/or tracking is proposed to 
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enhance the performance of an off-line designed robust nominal controller. The adaptive 
controller which can be applied to both linear time-invariant and linear time-varying plants 
is simple to implement and if required can limit its search to the space of all stabilizing 
linear proper controllers for a nominal plant model of the actual plant. The performance 
criterion used for tuning in the scheme can be based on the same performance criterion as 
that for the design of the nominal controller. In this case, when the nominal plant is 
different from the actual plant, the adaptive scheme serves to enhance the performance, in 
the sense of the original nominal controller design. However, when the actual plant is the 
nominal one, the adaptive control actions evanesce. For the trivial case when the nominal 
plant and controller are zero operators, the scheme specializes to the well known self 
tuning regulator or the model reference adaptive controller. 
The proposed scheme is also generalized to cope with the filter problem, in 
particular the Kalman filter under unknown colored noise. 
An Indirect Adaptive Controller 
A new indirect adaptive scheme is proposed to cope with high order plants for 
situations where good a priori information of the plants are available. The scheme 
involves identifying a frequency shaped deviation of a actual plant from a nominal plant. 
It is shown that by appropriate choice of the nominal controller, consequently giving rise 
to a corresponding frequency weighting for the deviation of the actual plant from the 
nominal plant, a low order model can be used to model the deviation with minimal 
unmodelled dynamics. The technique constitutes one rational approach to incorporating 
a priori knowledge of the plant into adaptive controller design. 
Loop Transfer Recovery and an Adaptive LOG/L TR Controller 
A novel technique to achieving loop transfer recovery term H00/H2 sensitivity 
recovery is presented. The technique involves augmenting a basic estimator based 
controller with a stable linear system, Q feeding back estimation residuals. Improvement 
over standard loop recovery techniques are reported and the technique has the advantage 
of preserving optimal estimation, unlike standard loop recovery techniques where such 
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estimates are not preserved. 
An adaptive version of the off-line loop recovery technique is also developed to 
achieve sensitivity function/loop transfer recovery of an associated adaptive LQ design for 
a scalar plant. On-line L TR is achieved by optimizing a stable operator Qic using 
straightforward least squares technique. The least squares index is constructed to achieve 
both loop recovery and maintain closed loop stability of the system. The proposed 
adaptive LQG/L TR scheme is at least as good as the adaptive LQG scheme and in some 
cases is more robust than the adaptive LQG scheme. 
1, 2 Theoretical Contributions 
Class of All Stabilizing Controllers for Time-vazying Linear Systems 
Generalization of the results on the parametrization of the class of all stabilizing 
controllers for linear time-invariant systems to linear time-varying systems are presented 
in the thesis. A complete correspondence of the properties for the time-invariant case to 
the time-varying case is achieved by appropriate handling of uncontrollable and 
unobservable modes. 
It is also shown in the thesis that the class of two-degree-of-freedom controllers 
can be achieved by considering a special case of the class of all stabilizing one-degree-of-
freedom controllers. 
Class of All Stabilizing Controllers for Nonlinear Systems 
Results on the parametrization of the class of all stabilizing controllers for discrete 
time, time-invariant and stabilizable nonlinear systems are also reported in the thesis. 
These results are developed from new results concerning existence of left coprime 
factorizations and constitute a first step towards generalization of the above adaptive 
schemes to include nonlinear systems. 
2. DIRECTIONS FOR FUTURE RESEARCH 
Enhancing Open-loop Nonlinear Optimal Control via Adaptive Techniques 
Optimal nonlinear deterministic control methods are considered very elegant in 
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theory, but lacks robustness in practice. In the optimal control approach, a mathematical 
model of the process is first formulated based on the fundamental laws in operation or via 
identification techniques. Next, a performance index is derived which reflects the various 
cost factors associated with the implementation of any control signal. Then, off-line 
calculations leads to an optimal control law u* via one of the various methods of optimal 
control. In theory then, applying such a control law to the physical process should result 
in optimal performance. However, the process is rarely modelled accurately, and 
frequently is subjected to stochastic disturbance. Consequently, the application of the 
'optimal' control signal u* results in poor performance, in that the process output y differs 
often dramatically from y*, the output of the idealized process model. It is difficult to 
define robustness measures to include in the cost function. 
A standard approach to enhance open-loop optimal control performance is to 
measure on-line the difference between the ideal optimal process output trajectory y* and 
the actual process output y. This difference signal, oy, depends on the difference, ou, 
between the optimal control u* for the nominal model and any actual control signal u 
applied. For small difference Ou, oy, a linearization of the process allows an approximate 
linear dynamic model for relating Oy to Ou. Now linear regulator theory can be applied to 
calculate Ou in terms of oy which is measurable, so as to regulate oy to zero. Indeed, the 
linearization can extend to yield an associated quadratic performance index consistent with 
the original nonlinear index so that linear optimal control theory can be applied to achieve 
optimal regulation under the linearization assumptions. 
Even with the application of linearization and feedback regulation to enhance 
optimal control strategies, there can still be problems with external disturbances and 
modelling errors. The linearization itself may be a poor approximation when there are 
large perturbations from the optimal trajectory. 
Possible Approaches One possible approach to enhance robustness of open-loop 
optimal control is to apply adaptive techniques to assist in regulation of the actual plant so 
that it behaves as closely as possible to the nominal (idealized) model. An adaptive control 
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technique designed to assist a stabilizing regulator for a nominal linear plant model 
(possibly time-varying) is presented in an earlier work in Chapter 4. This technique can 
be applied in conjunction with an open-loop nonlinear optimal controller and the standard 
linear optimal feedback regulator approach, with the view to enhancing performance of 
the optimal controller when applied to a plant, not the idealized model. 
Another possible approach to enhance robustness of open-loop optimal control is 
to utilize the preliminary results reported in Chapter 9. Thus, instead of performing a 
linearization, it may be possible to model the nonlinear plant using a nonlinear operator. 
The theory of Chapter 9 can then be used to parametrize the class of stabilizing controllers 
for the nonlinear plant in terms of a bounded-input bounded-output operator Q. However 
as pointed out in Chapter 9, the theory for the parametrization of the class of all stabilizing 
controllers for the nonlinear plant case is still incomplete. This is because a number of the 
properties that make the theory attractive in the linear case is not valid in the nonlinear 
case. This leads us to another possible direction for future research. 
Class of All Stabilizing Controller for Nonlinear Plants 
There are a number of limitations in the theory for the class of all stabilizing 
controllers reported in Chapter 9 which open up areas for future research. They are 
summarized as follows, 
(i) The class of stabilizing controllers parametrized in Chapter 9 must be of a 
particular structure. The parametrized controller must be realized as two separate blocks 
instead of the familiar single block in the linear case. Correspondingly, there is a need to 
realize the bounded-input bounded-output operator Q twice, once in each of the block. 
(ii) Closed loop system operators are not affine in Q. In the linear case, closed loop 
operator or transfer functions are affine in Q. This property enable many optimization 
tasks to be carried out with ease. This may be a limitation in the nonlinear case. 
(iii) The theory is restricted to time-invariant systems. 
In Chapter 9, the assumption on the nonlinearities in the plant is very weak and 
10-6 
Chapter 10 Conclusions and Directions for Future Research 
therefore encompasses a very large class of nonlinear systems. A possible area of future 
research is to investigate practical nonlinear problems and categorize subclasses of 
nonlinear systems such that some of the above properties hold. If this is possible, a 
solution to the nonlinear optimal control problem outlined above is in sight. A second 
application is to re-derive the adaptive algorithms of Chapter 2 to 6 in the nonlinear 
framework. This will make the adaptive algorithms more versatile since many industrial 
processes are in fact nonlinear. 
