In this paper we focus on the probabilistic channel equalization in digital communications. We face the single input single output (SISO) model to show how the statistical information about the multipath channel can be exploited to further improve our estimation of the a posteriori probabilities (APP) during the equalization process. We consider not only the uncertainty due to the noise in the channel, but also in the estimate of the channel estate information (CSI). Thus, we resort to a Bayesian approach for the computation of the APP. This novel algorithm has the same complexity as the BCJR, exhibiting lower bit error rate at the output of the channel decoder than the standard BCJR that considers maximum likelihood (ML) to estimate the CSI.
INTRODUCTION
Single input single output (SISO) communication channels can be characterized by a linear finite impulsive response that either represents the dispersive nature of a physical media or the multiple paths of wireless communications [1] . This representation causes inter-symbol interference (ISI) at the receiver end that can impair the digital communication. Given the channel estate information (CSI), the maximum likelihood sequence detector (MLSD) [2] (i.e. the Viterbi algorithm) provides the optimal decision for the whole transmitted sequence at the receiver end. Alternatively, the BCJR [3] algorithm computes the a posteriori probabilities (APP) for each transmitted symbol providing bitwise optimal decisions. These APP measure the uncertainty in the received symbols due to noise in the communication channel. After the equalizer a channel decoder purges the channel errors in the received sequence. This allows communication systems to yield maximal achievable rates when using reliable error correcting codes [4] .
The CSI is typically acquired using pilots (a preamble) [1] and a maximum likelihood (ML) estimator. These preambles are typically short to reduce the transmission of noninformative symbols, yielding inaccurate CSI estimates. In the following, we will refer to the BCJR equalizer with ML estimation of the channel as ML-BCJR. The ML-BCJR only delivers an approximation to the APP for each symbol because it does not include the uncertainty in the estimate. Inaccuracies in the APP estimates degrade the performance of modern channel decoders, such as turbo or low-parity density-check (LDPC) codes [5, 6] . The channel decoder may fail to deliver the correct transmitted codeword or may even fail to converge at all.
In this paper, we explore the use of a Bayesian equalizer that integrates the uncertainty in the CSI estimate to produce more accurate APP estimates. We found that when incorporating the uncertainty in the estimation of the CSI, the Markov property is lost. Hence, the BCJR cannot be run to compute the APP for each transmitted symbol. We propose a simple yet accurate approximation to the Bayesian solution that allows to recover the Markov property. In this novel solution, the Bayesian framework is embedded into the BCJR algorithm. The complexity of the resulting algorithm, hereafter referred to as Bayesian BCJR, is identical to the original BCJR algorithm.
The difference between the bit error rate (BER) of the ML-BCJR and the Bayesian BCJR equalizers is not significant, although it slightly favors the Bayesian equalizer. However, this is not an accurate measure of the quality of the APP estimates for each equalizer due to it only considers hard decisions, in contrast to the soft inputs needed by modern channel decoders. Thus, assuming LDPC coding in our communication system, we can compare the quality of the APP estimates for each equalizer. We experimentally show that at the output of the LDPC decoder the Bayesian BCJR equalizer considerably improves the performance of the ML-BCJR equalizer, when we measure the probability of error. These gains are more significant for high signal to noise ratios, channels with long impulsive responses and/or short training sequences.
We find in the literature related works that consider the uncertainties in the estimation of the CSI. In the framework of turbo-receivers [7] , this uncertainty in the estimation is considered in the iterative process of equalization and decoding, as in [8] , where the authors use a MMSE to estimate the channel, and in [9, 10] , where they do not focus on the optimal estimation of the APP. The inaccuracies in the estimation of different parameters of an OFDM system can be introduced in the computation of the APP, as proposed in [11] . In [12] , the authors consider the channel estimation inaccuracies during the decoding process by means of a practical decoding metric. For nonlinear channels we have shown in [13] that accurate APP estimates increase the performance of LDPC decoders. The paper is organized as follows. In Section 2 we describe the structure of a SISO communication system and the ML-BCJR solution. The proposed Bayesian approach and the algorithm to equalize are presented in Section 3. Experimental results in Section 4 help to illustrate the benefits of our method. Finally, Section 5 ends with conclusions and some proposals for future work.
ML-BCJR EQUALIZATION

System Model
We consider the discrete-time dispersive communication system depicted in Fig.1 [1] . The channel H(z) is completely specified by the CSI, i.e., , which is transmitted over the channel using a BPSK modulation:
where
] and w i is additive white Gaussian noise (AWGN) with variance σ 2 w . Thus, the received sequence is
At the beginning of every block we transmit a preamble with n known bits (b
• n ) and the receiver uses D = {x
, the training sequence, to estimate the channel. The ML criterion maximizes:
Second, we apply the BCJR algorithm to obtain an approximation to the APP for each transmitted bit:
where b = ±1 1 . With these APP we decode the received word using the LDPC decoder to obtain a maximum a posteriori estimate for m i .
BCJR Algorithm
In this section we review the BCJR algorithm [3] as it is the basis of the practical implementation of our algorithm. Given the CSI, the BCJR provides the APP estimates. These probabilities are computed as [14] :
where s i and s i+1 refer to the states in the equivalent Trellis at time i and i+1, and S b is the set of all possible transitions from s i = p to s i+1 = q caused by the input b i = b. The numerator in (4) can be expressed as:
where the vector x is divided in three different sets: received samples before instant i,
; and the received sample at instant i, x i . Some variables are deleted from the conditional probabilities due to the Markov property. In term II, x i−1 1 does not provide any information given s i = p, and in term III all the information about the received samples and the evolution in the Trellis is contained in the last state s i+1 = q. These probabilities are the three terms that the BCJR algorithm computes during its forward and backward recursions. We next include them as a function of the states before and after the symbol i has been transmitted:
In the BCJR algorithm, (7) is computed at each stage as:
where by Markovity some variables are extracted from both probabilities. The second term is equal to a half for a binary alphabet. In the first term, the transition from s i = p to s i+1 = q can be rewritten in terms of the set b i of transmitted bits, and assuming a channel with AWGN it follows that:
Transmitter Channel Receiver Fig. 1 . System model.
The probabilities (6) and (8) are computed at each stage through the forward recursion,
and backward recursion,
where Q are the states p (or q) at time i (or i + 1) that, for any value of b i , end at time i + 1 (or i) in state q (or p). We assume that both recursions start from known states.
Through the forward and backward recursions [14] and by exploiting the Markov property the BCJR algorithm efficiently computes the summation in (4), providing optimal APP estimates for AWGN channels [3] .
BAYESIAN EQUALIZATION
Introduction
If we provide the BCJR with the true CSI we have a perfect APP estimation [3] . However, in practice we estimate the CSI from a training sequence. The ML in (2) is a quite extended CSI estimator. And the APP estimates of the BCJR degrade with errors in the CSI. In this paper, we resort to a Bayesian approach to incorporate the uncertainty in the CSI through its posterior probability. Therefore, when we run the BCJR algorithm we take into account the uncertainty due to the noise over each received symbol and the uncertainty in the CSI estimate. We estimate the APP for each symbol as follows:
where p(b i = b|x, h) is the APP computed by the BCJR algorithm for a given h and p(h|D) is the CSI's posterior:
where in a channel with AWGN the likelihood is distributed as in (10) and, assuming Rayleigh fading, we can consider a zero-mean and unit-variance Gaussian prior for the computation of the posterior. Hence, the posterior is also Gaussian whose mean and covariance matrix are, respectively, equal to [15] :
Equation (15) is not analytically solvable. Numerical integration techniques, such as Monte Carlo, lead into timedemanding algorithms for the computation of the optimal APP in (15) . Therefore, in the following we propose an approximate yet accurate algorithm that allows to incorporate the CSI's posterior into the BCJR algorithm, with no increase in the complexity compared to the ML-BCJR.
Bayesian BCJR
By Bayes rule, the APP in (4) is obtained as:
where b/b i denotes the sum over all possible values of b j ∀ j =i, i.e., the marginal probability for b i = b. The prior is p(b) = 1/2 N . In a channel with AWGN, the likelihood in (20) yields:
and we can consider Markovity since x i only depends on b i . It follows that the joint probability for x in (20) factorizes as a product of independent Gaussians:
As seen in Subsection 2.2, the BCJR algorithm exploits the Markov property to efficiently compute this summation in (22) through the forward and backward recursions [14] , providing optimal APP estimates for AWGN channels [3] . Considering (20) in the Bayesian estimator in (15), it yields:
that provides the optimal APP estimates thanks to consider the inaccuracies in the CSI estimate. As stated in (17), the CSI posterior is Gaussian and the marginalization in (23) can be analytically computed leading to:
where this Gaussian likelihood is distributed as:
Compared to (21) and since the covariance matrix of the likelihood p(x|b, D) is non-diagonal, this term can not be expressed as a product of independent Gaussians, and the Markov property is lost in (24). Therefore, we conclude that the forward and backward recursions approach cannot be used in the Bayesian equalizer in (15). This poses a major problem when computing the solution. In this paper we propose to reestablish the Markov property by using an approximation, which allows solving the Bayesian approach through the forward and backward recursion. In particular, we approximate (25) by:
where:
Thus, (24) yields:
The APP obtained are a good approximation of the optimal APP depicted in (24), since the diagonal of the covariance matrix in (25) is dominant. Thanks to the reestablishment of the Markov property, (28) can be solved as (22). We have more accurate APP estimates at the same complexity as the ML-BCJR solution.
Practical Implementation
Based on the results in Section 2.2, we provide some details on the practical implementation of the forward-backward recursions algorithm to solve (28). Instead of computing γ assuming h is obtained through some estimation criterion such as ML, we marginalize the CSI's posterior in (16) from the Gaussian likelihood in (9):
The result of this integral can be analytically calculated since both terms are Gaussians:
Thus, the γ term is obtained at each stage as:
The α and β term are computed by means of the forward and backward recursions, as seen in (11) and (13) respectively, assuming they start from known states. Finally, the APP is calculated from the transition probabilities as in (4).
SIMULATION RESULTS
To illustrate the performance of the Bayesian BCJR, we compare its bit error rate curves to the ones of the ML-BCJR, before an after the decoder. In all experiments we consider the following scenario:
• Block frames of 500 random bits encoded with a regular LDPC code (3,6) of rate 1/2.
• Up to 10 6 frames of 1000 bits are transmitted over the channel.
• Between frames, a training sequence of n uncoded bits is transmitted to estimate the channel.
• Every frame, and its associated training sequence, is sent over the same Rayleigh fading channel. We consider that the channel coherence time is greater than the duration of the frame, i.e., the channel does not change during this time. All the frames are transmitted over the same channel to compute accurate estimates of the BER.
• We consider for the Bayesian estimation a prior with zero mean and variance equal to 1 for all taps.
In Fig. 2 we first depict the BER at the output of the equalizer, for a 3 taps channel and different lengths of the training sequence. As predicted, the difference between BER curves is negligible and decreases with the length of the training sequence.
It is the decoder the process that takes advantage of these better estimations of the APP provided by the Bayesian equalizer, improving its performance and achieving better results in terms of BER. In Fig. 3 we observe the results for different lengths of the training sequence for a channel with L = 3. At higher values of SNR and worst estimations of the channel, due to shorter training sequences, the difference between SNR values of both methods for a certain bit error rate increases. This yields to a gain over 0.5 dB around a SNR of 9 dB for n = 15. The BER curve assuming a perfect knowledge of the channel is included too to set a lower bound of performance for the system.
In Fig. 4 we include the BER curves for five lengths of the training sequence and a channel with L = 6. For this channel length we achieve a gain around 0.5 dB in the range of 9 − 10 dB and n = 20.
As the length of the training sequence becomes greater, the performance of the Bayesian equalizer tends to the ML-BCJR, and both methods achieve similar results in terms of BER, as we observe in Fig. 3 and Fig. 4 .
CONCLUSIONS AND FUTURE WORK
Channel equalization has been traditionally solved using a discriminative model where the only variable modeled as random is noise. The generative model introduced in this paper, where the posterior probability density function of
.123451600 78!.9:-00 ;3<=3>?09+@00 Fig. 3 . BER performance for Bayesian equalizer (solid lines) and ML-BCJR (dashed lines) after the LDPC decoder, for a channel with 3 taps and different lengths of the training sequence, n = 10 (•), n = 15 ( ), n = 20 ( ), n = 35 ( ) and n = 60 ( ). Dash-dotted line illustrates performance assuming perfect CSI. the estimated CSI is included, is a more principled solution. If we are to just estimate the encoded transmitted symbols, the discriminative model is a good choice. However, if the estimation of the APP is needed, i.e., the decoder very much benefits from this information, the discriminative solution exhibits poor results whenever the CSI is badly estimated. On the contrary, the Bayesian approach exploits the full statistical model to provide better APP estimates. We show in the experimental section that these estimations are useful if a LDPC encoding is used. Other soft-decoders may take advantage of this solution as well.
The proposed algorithm approximates the Bayesian equalizer and we obtain the APP estimates, close to the optimal solution, with no increase in the complexity or the computation time. In case of inaccurate estimations, we obtain a remarkable gain at the decoder's output, while long enough training sequences lead us to the same results in terms of BER as the ML-BCJR.
