We propose a new algorithm for dense optical flow computation. Dense optical flow schemes are challenged by the presence of motion discontinuities. In state of the art optical flow methods, over-smoothing of flow discontinuities accounts for most of the error. A breakthrough in the performance of optical flow computation has recently been achieved by Brox et al. Our algorithm embeds their functional within a contour-based segmentation framework. Piecewise-smooth flow fields are accommodated and flow boundaries are crisp. Experimental results show the superiority of our algorithm with respect to alternative techniques.
INTRODUCTION
Optical flow is the apparent motion in an image sequence, observable through intensity variations [1] . Although optical flow is generally not equivalent to the true motion field, they are quite similar in typical cases. Optical flow computation is a key step in many image and video analysis applications, including tracking, surveillance, dynamic super resolution and shape from motion.
Various approaches to optical flow computation have been suggested [2] .
These include differential techniques [3, 4] , phase based [5] and statistical methods [6] . Variational optical flow computation is a subclass of differential techniques. They use the calculus of variations to minimize a functional embodying the constancy of features in the image and smoothness of the resulting flow. Brox et al [7] have significantly improved upon the original work of Horn and Schunck [3] , by incorporating coarse-to-fine strategies [8, 9, 10] , robust statistics [9, 1] and gradient constancy in a highly nonlinear objective functional.
Dense optical flow methods, i.e. algorithms that estimate the optical flow everywhere in the frame, tend to fail along strong discontinuities in the optical flow field. Even in the algorithm of Brox et al [7] , that employs a robust smoothness term, most of the error develops there. In this paper, we embed the functional of [7] within a contour-based segmentation method. The goal is to profit from the excellent performance of that method, while producing crisp flow boundaries. Inspired by the MumfordShah segmentation framework [11] , we restate the optical flow problem as that of determining piecewise smooth flow fields bounded by contours, simultaneously minimizing the length of the contours and the optical flow functional of [7] inside the smooth regions.
Due to the presence of unspecified discontinuities in the integration domain, minimization of Mumford-Shah type functionals is difficult. Notable solution approaches include Ambrosio and Tortorelli's Γ-convergence technique [12] , and Vese and Chan's level set method [13] . We follow the latter, because it explicitly limits the width of the boundary.
The proposed objective functional is derived in the next section. The experimental results, presented in section 3, demonstrate tangible performance improvement with respect to the best published methods.
ALGORITHM
The suggested algorithm combines the superior performance of the algorithm of Brox et al [7] in finding smooth optical flow fields, with the ability of Vese and Chan's approach [13] to segment a field into nearly smooth regions.
The optical flow functional of [7]
The optical flow functional represents the following assumptions and constraints: Grey level constancy:
where I is the image luminance as a function of spatial position and time, and w = (u, v, 1) is the optical flow displacement field between the two frames. Gradient constancy: An extension of the grey level constancy assumption, that accommodates illumination changes between the two images.
Smoothness: The minimization of a functional relying only on the constancy assumptions is ill posed. A smoothness constraint provides regularization. Presence of outliers: Outliers appear in the flow because of image noise and sharp edges. They are handled in the functional by using robust fidelity and smoothness kernels. Note that in our case segmentation errors will also lead to outliers. These assumptions lead to the following functional:
Here Ψ(x 2 ) = √ x 2 + ǫ 2 is the modified L 1 norm, α is the weight of the smoothness term, and γ is the weight of gradient constancy with respect to grey level constancy.
Vese and Chan's segmentation scheme [13]
The level set method [14] is an effective tool for computing evolving contours. It accommodates topological changes and is calculated on a grid. In level set methods, regions are defined by contours that have zero width. This is the motivation for using the level-set segmentation approach in sharpening optical flow discontinuities.
In Vese and Chan's algorithm [13] , two smooth fields u + and u − approximate the original field and the level-set function φ indicates the selection between the fields. Defining (local) fidelity
that compares the field u with the field to be segmented u 0 , and (local) smoothness
the following functional is formulated:
Here H(φ) is the Heaviside (step) function of φ. Vese and Chan suggest minimizing this functional by iteratively solving the Euler-Lagrange equations for u + , u − and φ.
Our piecewise-smooth optical flow functional
Consider again the optical flow functional (3), and identify the expressions of (local) fidelity
and (local) smoothness
The expressions for (local) fidelity and smoothness of the optical flow field are now substituted in the segmentation functional of Vese and Chan (4). Defining the two optical flow fields w + = (u + , v + , 1) and w − = (u − , v − , 1), we obtain the proposed objective functional:
According to the calculus of variations, a minimizer of this functional must satisfy the Euler-Lagrange equations. The equations for w + and w − are similar to the corresponding equations in [7] , but the fidelity (data) term is enabled only where φ has the proper sign. The smoothness term is left unchanged so it will expand the optical flow field beyond the boundary; this replaces Vese and Chan's method of expanding the field using diffusion. We solve these equations using successive over relaxation.
The Euler-Lagrange equation for φ is
where δ(φ) = H ′ (φ). We solve this equation using standard discretization of the derivatives and relaxation methods.
Once the solutions w + , w − and φ are determined, the final estimated optical flow field is:
Initialization
The initial values of the fields w + , w − and φ are obtained by a single application of the original algorithm of [7] , followed by a single application of the piecewise-smooth segmentation algorithm of [13] . Following these two steps, the resulting φ is used for initialization. w + is initialized to (8) where w is the outcome of the first initialization step and avg φ>0 ( w) is the average of w over the region in which φ > 0. The initialization of w − is similar.
EXPERIMENTAL RESULTS
We present the performance of the algorithm on synthetic and real image sequences. The following parameters (taken from [7, 13] ) were used in all the experiments: α = µ = 80, γ = 100, and the numerical approximation of the Heaviside function
The number of iterations and ν were sequence-dependent. Table 1 compares our algorithm with other dense optical flow algorithms on the Yosemite sequence. The angular error was computed as in [2] . The implementation of our algorithm embedded the so-called 2D version of [7] , and the performance of our method is compared to that method. Nevertheless, by embedding their 3D version, our method should provide similar improvement with respect to that variant as well. For this sequence, ν = 0.02 * 255 and the number of iterations was 50. Figure 1 shows that the oversmoothing in [7] , that forces a gradual change of the optical flow field at the sky-ground interface, is replaced in our method by segmentation of the flow field that is crisp and close (≤ 2 pixels) to the ground truth boundaries. The error outside of the sky-ground interface is left unchanged.
Similar performance improvement was achieved on the Street with car sequence [15] . The sequence was converted from color to grey-levels. For this sequence, ν = 0.05 * 255 and the number of iterations was 50. Optimal performance of our algorithm, as well as of our implementation of [7] , was obtained with Gaussian pre-blurring with σ = 1.0. The results are presented in Table 2 and in Figure 2 .
To test the algorithm on real world data, we used the Rubic cube sequence. To demonstrate our algorithm in the presence of optical flow discontinuities, Figure 3 shows the computed flow between the first and last images in the sequence. It can be seen that the edges of the flow are sharp and that the table is mostly static. For this sequence ν = 0.15 * 255 and the number of iterations was 100. Table 2 . Comparison between several dense optical flow algorithms on the Street with car sequence. The numbers for the two first methods were derived from a graph in [15] .
