In this paper, we discuss the estimation of random errors due to shot noise in backscatter lidar observations that use either photomultiplier tube (PMT) or avalanche photodiode (APD) detectors. The statistical characteristics of photodetection are reviewed, and photon count distributions of solar background signals and laser backscatter signals are examined using airborne lidar observations at 532 nm using a photon-counting mode APD. Both distributions appear to be Poisson, indicating that the arrival at the photodetector of photons for these signals is a Poisson stochastic process. For Poissondistributed signals, a proportional, one-to-one relationship is known to exist between the mean of a distribution and its variance. Although the multiplied photocurrent no longer follows a strict Poisson distribution in analog-mode APD and PMT detectors, the proportionality still exists between the mean and the variance of the multiplied photocurrent. We make use of this relationship by introducing the noise scale factor (NSF), which quantifies the constant of proportionality that exists between the rootmean-square of the random noise in a measurement and the square root of the mean signal. Using the NSF to estimate random errors in lidar measurements due to shot noise provides a significant advantage over the conventional error estimation techniques, in that with the NSF uncertainties can be reliably calculated from/for a single data sample.
Introduction
Lidar or laser radar has been used for atmospheric remote sensing since early the 1960s to measure important atmospheric parameters (wind, temperature) and constituents such as aerosols, clouds, trace gases, etc. Accurately estimating and accounting for the measurement errors (or uncertainties) introduced by various lidar system components is an important issue that must be addressed in order to ensure the reliable application of lidar data products to atmospheric studies. Well-established error-propagation theory 1 is usually used in the error analysis of backscatter lidar observations. Based on this theory, an algebraic expression 2 can be derived that computes the total uncertainty as a function of the various error sources. However, application of this expression requires estimates of the uncertainties attributable to each significant source.
There are two major types of uncertainty in lidar observations: random errors and bias defects in optical components, and/or a systematic electronic noise. This type of error can produce a fixed amount of bias that cannot be reduced by averaging. In contrast to the random error, however, it is sometimes possible to reduce the effects of systematic errors when their sources are known. As the focus of this paper is random error, we will not be discussing systematic errors in any further detail.
In lidar observations, the noise arising from background radiation and detector dark current, but excluding those fluctuations due to the scattering signal, is generally referred to as the background noise. Background noise is easily measured and is independent of range from the laser transmitter. The standard deviation of the background signal can be determined, for example, from the samples acquired before firing the laser (i.e., when there is no backscattered signal), or from the samples corresponding to very high altitudes (e.g., > 40 km) where the laser backscatter is negligibly small when compared to the magnitude of the background signal. In contrast to the background noise, the magnitude of the noise associated with the scattering signal depends on the range-resolved intensity of the backscattered light, and thus needs to be estimated separately for each data sample.
In this paper we will focus our discussion on this latter type of error, and on methods for estimating its magnitude.
For lidar measurements, the conventional method widely used to estimate the random error is to compute the standard deviation of a series of consecutive samples. These samples can be obtained either vertically, from sequence of consecutive range bins within a single lidar profile, or horizontally, from samples at the same range bin obtained over some number of consecutive profiles. When using these statistical techniques, however, the natural variability of the atmosphere can cause significant overestimates of the random component of the measurement error. This effect is especially severe in those areas where the atmospheric composition changes rapidly (e.g., within clouds). Given that measuring the variability of the atmosphere is one of the fundamental objectives to be realized by the use of backscatter lidar observations, it is thus highly desirable to have an error estimate that can be generated in a manner wholly independent of the ambient atmospheric content.
In this paper, we introduce the noise scale factor (NSF) to estimate the random error due to signal shot noise. The derivation of the NSF is based on the fact that when the intensity of an incident light field does not fluctuate during the time of observation (i.e., when it remains in a statistically stationary state), photons sampled during this time will follow a Poisson stochastic process. 4, 5 In Section 2 of the paper we review the statistical basis of photodetection. The mathematical derivation of the NSF is presented in Section 3. Practical techniques for ascertaining the correct value for the NSF are developed in Section 4. This development is illustrated via application to the lidar that will fly aboard the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observations (CALIPSO) satellite 6 , and tested using data acquired during the Lidar In-Space Technology (LITE) mission 7 . Issues of transferring the NSF from one signal domain to another, and concerns arising from averaging partially correlated samples, are discussed in Section 5.
Concluding remarks and a summary are given in Section 6.
Statistics of Photodetection

a. Shot Noise
PMTs and APDs, operating either in a photon-counting mode or in an analog mode, are the standard photodetectors used for backscatter lidar observations. We will therefore focus our discussions on the statistics of photodetection using PMTs and APDs.
Even if the radiation field is of constant intensity, the number of photons arriving at the photodetector during any time increment is inherently uncertain due to the quantum nature of light. Straightforward, statistical proofs exist showing that if photon arrival rates are time-independent (i.e., they can be described as being a statistically stationary process), the total number of photons arriving during any time interval τ is Poissondistributed. 4 Theoretical studies have established the correspondence between the number of photons incident on the detector and the number of photoelectrons emitted, and thus the photoelectrons also have a Poisson distribution. 5 The probability of emitting n p photoelectrons during time τ is given by
In this expression, / p n P hv τη = represents the mean number of photons emitted. P is the power of the incident field, η is the quantum efficiency of detector, h represents Planck's constant, v describes the frequency of the field, and hv is the energy of the photon. Both here and afterwards, an overbar (e.g., p n ) is used to indicate that a quantity represents a mean or average value. For a Poisson distribution, the variance is equal to the mean, so that
where Δ p n represents the standard deviation. The variance quantifies the uncertainty in the measurement due to shot noise. The Poisson distribution applies to light emitted from an ideal laser having deterministic intensity, or from a thermal radiation source such as the sun that has a coherence time τ c much smaller than the sampling time τ. In general, if the radiation field intensity varies with time, the photodetection statistics are governed by a compound Poisson distribution (also known as Mandel's formula), 5, 9 whose rate density is proportional to the instantaneous electromagnetic energy collected by the detector. In this case, the variance is given by
where W is the integrated optical intensity over time interval τ and ΔW is the standard deviation of W. The additional term in the expression for the variance, ( ) 6 photodetection of thermal light is sometimes called "photon-bunching noise", is a consequence of the correlation of fluctuations in the thermal light intensity. 5, 9 In backscatter lidar observations, this excess noise may arise from fluctuations in the laser source and/or the natural variation of the atmospheric scattering media. Fluctuations of laser output are usually small, and are monitored during the observations in order to energy-normalize the lidar data prior to subsequent analyses. As a result, the effect of laser fluctuations is ignored in our analysis. However, the variability of the atmosphere and its components, especially clouds, can be very large. As mentioned above, characterizing this atmospheric variability is one of the primary objectives of backscatter lidar measurements. We therefore do not include an atmospheric variability term in our random uncertainty estimates.
b. Excess Noise (Multiplication Noise)
For a PMT or an APD operated in the analog detection mode, the output electrons (multiplied photoelectrons) at the anode do not obey Poisson statistics, even if the incident photons (or emitted photoelectrons) do. [10] [11] [12] This is because the photoelectron multiplication in these detectors is also a stochastic process, which can introduce an excess noise. In a typical PMT, the photoelectrons emitted from the photocathode are multiplied by a set of dynodes via the secondary emission of electrons. The probability distributions of the multiplication gains of these PMTs can be described by a multiple stochastic (compound) Poisson distribution 10, 12 . In APDs, on the other hand, photoelectrons can initiate impact ionization to produce extra hole-electron pairs, which in turn result in more hole-electron pairs as they move through the space-charge region (avalanche region or multiplying region). The photocurrent is thus multiplied. For a uniform APD having a thick multiplying region, the probability distribution of gains can be characterized analytically by a local-field theory.
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The variance of multiplied electrons can be expressed as [10] [11] [12] ( )
where n m is the number of multiplied electrons and m n is the mean number of such
where G m is the average gain of the multiplication and p n is the mean number of photons incident on the detector. The F m term in Eq. (4) 
In this case, G m =m N , where N is the number of dynodes. For uniformly multiplying APDs, 11 the excess noise factor is ( )
where k is the ratio of ionization coefficients due to holes and electrons. As an example, F m =1.5 for PMTs when m=3, and F m =5 for APDs when k=0.03 and G m =100.
Noise Scale Factor (NSF)
As shown by the above discussion, there exists a proportional relation between the variance and the mean of the shot noise for both PMTs and APDs operated in either a photon-counting detection mode or an analog mode. Based on this proportionality, we introduce the noise scale factor to estimate the standard deviation, Δx, of the shot noise in a measurement x from its mean, x , using
NSF has units of the square root of the units for x. For lidar observations using photon counting (e.g., Refs. 8 and 13), the random error due to shot noise can be estimated from the number of photon counts based on Eq. (2). In this case, NSF = 1 (counts 1/2 ) in the photon-counts domain. For the analog detection, the NSF in the multiplied-photoelectron domain is given by
For lidar observations, the data is normally sampled using a digitizer. In the digitizerreadings domain, NSF can be derived from the signal-to-noise ratio analysis for the lidar measurements (see, e.g., Ref. 14) , and is computed using
Here e is the electron charge, B ≈ 1/2ΔT 0 is the spectral bandwidth of the lidar receiver, and ΔT 0 is the integration time. G A is a gain factor that converts the anode current of the detector to digitizer counts, with the assumption that linear amplifiers are used. G A is a product of a number of converting/scaling factors and gains.
In practice, some amount of background signal, arising from the background radiation, detector dark current, etc., is unavoidably included in the lidar measurements. Thus each digitized sample, V, can be written as V = V s + V b , where V s represents the laser backscatter signal and V b represents the background contribution. The overall random uncertainty for each sample is therefore the sum of the uncertainties in each of these quantities:
In this expression s V is the mean of the scattering signal, and ΔV b is the background noise; i.e., the standard deviation of the background signal. ΔV b can be measured directly from the samples where there is no laser scattering signal (e.g., subsurface samples or very high-altitude samples). Generally s V is unknown. However, if the measurement is not very noisy, the uncertainty can be estimated from a single sample using
Note that, in practice, V s is typically derived by subtracting the measured mean value of the background signal, b V , from the raw digitizer reading V; i.e., s
computed in this manner, V s is also a random variable, and thus an additional uncertainty, b V Δ , which represents the uncertainty in the measured b V , must be introduced into the calculation; that is,
b V Δ is usually determined by computing the standard deviation of a number of samples where there is no scattering signal and b V is the mean of these samples. Therefore, the error in the estimate of the mean is
where N b is the number of the samples from which b V is computed. This number is usually quite large, so that b V Δ is typically much smaller than
The advantages of using the NSF to estimate the uncertainties inherent in lidar backscatter measurements are illustrated by the CPL profile measurements shown in Figure   2Figure 2. To derive the conventional error estimates, standard deviations (with respect to the mean signals) have been computed for each altitude bin between 0-km and 16-km for a sequence of 100 consecutive profiles. These values are plotted using a dashed line.
For comparison, standard deviations estimated from a single profile using the NSF technique are plotted using a solid line. The uncertainties computed using the two methods are generally consistent in the aerosol-free region above ~1.5 km, where only molecular scattering exists. However, in the aerosol layer between 0-km and 1.5-km, significant overestimates appear in the uncertainties computed using the conventional method. This behavior is due to the horizontal variation of the particle concentration within the aerosol layer (i.e., the implicit inclusion of the 2 W Δ term in Eq. (3)). This comparison clearly shows that the conventional method can overestimate the random error. More importantly, a number of horizontally homogeneous profiles are required in order to derive accurate results using the conventional method. On the other hand, the NSF method can estimate the random error using only a single sample.
NSF Measurement
When the parameters in Eq. (10) are all known, the calculation of NSF is straightforward. ) for both PMTs and APDs operated in the photon counting mode, we focus our discussion on the measurement of NSF for the analog detection mode of the two detector types.
As of this writing, CALIPSO has yet to be launched, hence we illustrate the algorithm development discussion using data acquired by LITE. 7 
when the solar radiation noise is dominant (i.e., daytime measurements), and using small. In the following subsections, methods for computing each of these quantities are described. In addition, test results derived using LITE measurements at both 532 nm and 1064 nm are presented for both PMTs and APDs, and are discussed in detail.
a. NSF Estimation for PMTs
The RMS noise and the mean of the solar background signal must be derived in order to compute NSF using Eq. (15). The RMS background noise is estimated by calculating the standard deviation over a large number of samples in each profile, selected from a region where the laser scattering signal is negligibly small (i.e., above ~40 km; refer to Figure   3Figure 3). For LITE and CALIPSO, the background signal is (or, for CALIPSO, will be) derived by converting the background monitor reading from its native units into equivalent science digitizer counts. In Figure 4Figure 
where c is a constant that satisfies
under the assumption that the NSF and 2 / Δ d d V V do not change for the chosen data segment. c is chosen by trial so that the NSF curve is flattest over the entire data segment. The NSF determined according to Eq. (17) is also presented in Figure 5Figure 5(c). It is seen to be constant over the entire data segment, with a mean of 1.39, and is generally consistent with the NSF computed using Eq. (16). This modified approach appears to be much less sensitive to noise when the background levels are low.
NSF Application Issues
a. Transferring NSF
The value of NSF is signal domain dependent. The formula for a linear transform of NSF from a domain V to another domain V K V ′ = ⋅ is given by
K is a conversion factor independent of V or V'. The derivation of this formula is straightforward. As an example, the application of this formula to the lidar measured attenuated backscatter coefficients, which are a fundamental lidar product, is discussed below.
Raw lidar measurements are usually further processed in order to produce additional meaningful data products. The attenuated backscatter coefficients, ( ) 
Here β(r) is the atmospheric backscatter coefficient (including both molecular and particulate contributions) at range r; T is the atmospheric transmittance, which accounts for signal attenuation between the lidar and the volume of atmosphere at range r; and C is the lidar calibration constant. b V is the measured background signal, which is usually determined from the mean of the subsurface samples where there is no laser scattering signal (e.g., as for CPL and other down-looking lidars) or from the samples acquired at high altitudes (e.g., 65-80 km for the CALIPSO lidar) where the laser scattering signal due to the atmospheric molecules and particles is negligibly small. The uncertainty in β ′ due to shot noise can be estimated using Note that, however, NSF is not constant in some domains. For example, in the
domain NSF is a function of r. In practice, it is usually more convenient (and less errorprone) to derive and apply the NSF in a domain in which its value is constant.
b. Sample Average
To produce high quality lidar data products, signal averaging over a number of range bins or over a number profiles (laser shots) is usually required. (Note, however, that while averaging is an effective way to reduce noise, as a trade-off it also degrades the resolution of the data.) When the samples are totally uncorrelated and N samples are averaged, the RMS noise (standard deviation) can be reduced by a factor equal to the square root of N.
1,
10, 11 Therefore, if the samples used in averaging are totally independent (uncorrelated), the random error due to noise in an averaged measurement,
where N bin and N shot are the number of range bins and laser shots, respectively, used to compute the average; i.e., The ratio of the measured standard deviation curve to the N -1/2 curve is presented in Figure 6Figure 6(c) (dashed line). This ratio is larger than 1.5 when the number of samples averaged is larger than 10.
When using correlated data, the difference between the measured and predicted values of Δ avg V can be significant. Therefore, when using the NSF to estimate random error in averaged measurements, a correction is required to compensate for effects of sample-tosample correlation. Introducing the correlation correction function f, Eq. (23) can be modified as
Note that signal averaging does not reduce
, and that the samples acquired from different laser shots are uncorrelated, so that a correction for averaging over multiple profiles is not necessary.
The f function can be either measured directly (i.e., the dashed curve in Figure 6Figure 6(c)) or computed from the autocorrelation function using
Here R is the autocorrelation function, as shown in Figure 6Figure atmosphere may also contribute to this discrepancy. The difference, however, is acceptably small (< 3%).
Summary
In the analysis of lidar data, there are two types of errors (uncertainties) that must be considered: random and systematic. This paper focuses on the estimation of random errors in the received signal due to noise inherent in the backscatter lidar measurement.
The statistical characteristics of photodetection using both photomultipliers and Altitude (km) 532 nm Figure 2 Examples of uncertainty estimates in attenuated backscatter (m -1 sr -1 ) derived from airborne lidar measurements using photon counting detection: standard deviations computed for each altitude bin using 100 consecutive profiles (conventional method) and using the NSF. The uncertainties computed using the conventional method are generally consistent with those derived using the NSF in the aerosol-free region (above ~1.5 km) where the atmospheric is relatively stable. However, due to the horizontal variability of the aerosol layer, the conventional method is seen to significantly overestimate the uncertainties below ~1.5 km in the profile. All calculations are derived from data acquired using a photomultiplier (PMT). Figure 5 NSF calculations using the orbit 117 data acquired at 1064-nm: (a) the square-root and RMS noise of the background signal, computed over the same altitude regime used in Figure 4 ; (b) NSF computed using Eq. (15); and (c) NSF computed using Eq. 16 (pale gray line) and Eq. 17 with c =12490 (black line). All calculations are derived from data acquired using an avalanche photodiode (APD). The data segment displayed is identical to that shown in Figure 4 . 
