The balance between selfing and outcrossing is a life history trait of major concern with 7 deep evolutionary consequences in mixed mating species. Yet, our current understanding of the 8 proximate and ultimate determinants of species' mating system is still unsatisfactory and largely 9 theoretical. Indeed, evolutionary biologists are still puzzled by the often dramatic variation of 10 mating strategies within single species. Of particular concern is the extent to which 11 environmental conditions shape patterns of variation and covariation of mating system 12 components within species. Here, we address this concern in the common morning glory 13 (Ipomoea purpurea) by taking advantage of an extensive dataset of floral traits, genetic estimates 14 of selfing and inbreeding, and relevant environmental factors compiled for 22 populations of this 15 species distributed along a disparate set of environments along Southeast and Midwest USA. 16 Combining a powerful array of parametric and model-free statistical approaches, we robustly 17 identify a set of natural and anthropogenic environmental factors underlying population-level 18 variation in selfing, inbreeding, and flower morphology. Remarkably, individual mating system 19 components are found to be associated with different environmental factors and only loosely 20 associated with each other, and thus potentially under multiple different selective pressures. 21 These results not only corroborate theoretical expectations of the significant role the environment 22 plays in the local determination of mating systems, but also provide compelling evidence of 23 complex underlying interactions between multiple evolutionary processes. 24 25 2 through selfing (Goodwillie et al., 2005)-a capability that, if not counterbalanced by other 49 evolutionary forces (Fisher, 1941; Stone et al., 2014), should be favored given the reproductive 50 assurance it confers. Under these conditions alleles that allow selfing should rapidly increase in 51 frequency given the automatic transmission advantage of self-fertilization (i.e., the 52 proportionately higher representation of selfed genes among offspring). On the other hand, if 53 local environmental conditions do not limit outcrossing opportunities, selfing could be 54 detrimental as it increases the chances of inbreeding depression and pollen discounting (i.e., 55 reduction in the opportunities for pollen to contribute to the outcrossing pollen pool; Chang and 56 Rausher, 1998; Harder and Wilson, 1998; Fishman, 2000). Together these environmentally 57 dependent interactions should ultimately determine the specifics of populations' mating system 58 (Barret and Eckert, 1990).
INTRODUCTION 27
Mating systems influence the genetic structure and diversity of populations and thus are a 28 key component of species' evolutionary dynamics (Darwin, 1876; Charlesworth, 2006 ). Mating 2006 . Under these circumstances plants should benefit from being able to produce offspring variables into statistically homogeneous sets and hence identifies groups of variables that 141 basically bring the same information (Chavent et al., 2012) . We chose this analysis because it 142 has the advantage of interpretability over alternative approaches such as principal component 143 analysis (Dormann et al., 2013) . By selecting from each resulting cluster the variable less 144 correlated with the other clusters, we retained a set of 8 non-highly-correlated environmental ). In addition, we 153 calculated the difference between the length of the tallest stamen and the height of the pistil, or 154 the anther-stigma distance (ASD). All five floral traits were averaged for each population across 155 flowers, dates, and individuals. Finally, because all four averaged floral measurements (i.e., 156 TAL, SL, CL, CW) were highly correlated with each other (Fig. S1a) , we condensed them into a multiplied by -1 so that flower size increased as PC scores increased. The resulting inverted axis 163 was used as an additional covariate of mating system traits in subsequent analyses. 164 We quantified mating system estimates for the 22 populations with floral data using 165 individuals genotyped at 15 microsatellite loci previously developed for I. purpurea (Aksoy et 166 al., 2013) (Kuester et al., 2017) . We also calculated inbreeding depression (ẟ) using Ritland's (Ritland, 176 1990) formula under the assumptions that populations are at inbreeding equilibrium and that the 177 genetic markers used are effectively neutral (Ritland, 1990; Goodwillie et al., 2005) . To investigate the degree of correlation between our floral traits and mating system 181 parameters we chose to run separate analyses for our composite floral trait (i.e., ASD) and for 182 our direct floral measurements (TAL, SL, CL, and CW). We made this decision because of the 183 likely cause-effect relationship of ASD with selfing rates (Chang and Rausher, 1998) and the 184 lack of significant correlations between ASD and the other floral traits, albeit the remarkably high correlations among all four direct measurements ( Fig. S1 ). First, we calculated pairwise 186 Pearson's simple correlation coefficients between ASD and t, F and δ. In addition, we explored 187 the degree of multivariate correlation between our four direct floral measurements (TAL, SL, 188 CL, and CW) and all three mating system parameters (t, F, δ) by running a canonical correlation 189 analysis (CCA) in R3.3.3 (R Core Team, 2017) using package CCA (González and Déjean, 190 2012). This latter analysis identifies a set of axes that maximize the correlation between two sets 191 of variables (floral and mating system variables in our case) and hence quantifies the extent and 192 significance of their multivariate relationship (Hotelling, 1936) . For subsequent analyses we kept 193 the first pair of CCA axes, which as expected shows the strongest correlation. however, no interactions were included in any model.
227
Because several OLS assumptions might be violated by our dataset we additionally 228 chose to run homologous model-free regressions using machine-learning tools. Specifically, we 229 opted to run Random Forest (RF) regressions because they deal efficiently with i) the large p-230 small n problem (large number of predictors relative to observations), ii) non-linear relationships between independent and predictor variables, and iii) predictors multicollinearity (Breiman, 232 2001; Strobl et al., 2008) . RF regressions use an ensemble of multiple-regression trees to fit 233 subsets of the data onto the different predictors by minimizing the sum of square errors and 234 summarize this ensemble of trees by bootstrapped aggregation (a.k.a. bagging; Breiman, 1999).
235
To select the best set of predictors in these regressions, we iteratively fitted the RF algorithm by 236 removing in each iteration the environmental predictor variable with the unscaled smallest 237 variable importance (i.e., backwards variable selection) until the out-of-bag error (i.e., error rate 238 from samples not used in the construction of a given tree) did not decrease any further (Díaz-239 Uriarte and Alvarez de Andrés, 2006; Strobl et al., 2008) . We chose this greedy method of Environmental influence on traits correlation 250 Finally, we evaluated how the univariate trait correlation was impacted by environmental 251 variation by re-calculating Pearson's correlation coefficients on subsamples of populations 252 grouped according to their environmental variable values. We followed a similar procedure re-253 estimating the multivariate trait correlation by re-running the CCA analysis on environmentally grouped sets of populations. Specifically, we independently grouped each environmental variable 255 into quantiles and used these groups to split our set of populations based on similarity on each 256 environmental variable. We then separately calculated the simple and CCA correlation 257 coefficients between floral traits and mating system parameters (as done above) for each 258 subsample. We assessed the significance of the effect of this environmental grouping by 259 comparing the correlation coefficient obtained against similarly obtained coefficients from a set 260 of 100 randomly split datasets that share the same number of observations for each split as the 261 environmentally grouped data. 
RESULTS

264
Trait correlation--As previously found (Chang and Rausher, 1998), ASD was 265 significantly correlated with outcrossing rate (t) (Fig. 2 ). Yet, ASD was not significantly 266 correlated with either inbreeding coefficient of maternal individuals (F) or inbreeding depression 267 (δ) in our dataset. All other floral traits were correlated in a multivariate manner with these three 268 mating system parameters, although the canonical axes themselves were not significant ( Table   269   S2 ). In this latter analysis, corolla (CL) and tallest statement (TAL) lengths, which are 270 themselves significantly correlated with each other (Fig. S1 ), showed the strongest effect on Geographic structure--We did not uncover significant geographic structure across 276 populations for ASD, for the three examined mating system parameters, or for their correlation with floral traits in I. purpurea. No mating system component or floral-mating system correlation 278 index (λ) was significantly associated with either latitude or longitude (Fig. S2) , and we did we 279 not find evidence of spatial autocorrelation, as measured by global Moran's I, in any of our 280 individual variables or λs (Fig. 3) . In addition, no population exhibited local spatial 281 autocorrelation in any of our traits (Table 1) , meaning there was no evidence for geographically 282 proximate populations showing similar trait values in the study range examined. Further, there 283 was no evidence of local spatial autocorrelation in the correlation indexes (Table 1) . with ASD in the OLS regression ( Fig. S3a ) and a thresholded negative association with ASD in 294 the RF regression (Fig. S4a) . Across both sets of regressions, we found that herbicide resistance 295 (survival rate after glyphosate application) was the most common predictor (retained in 5 out of 296 8 regressions), explaining in some cases up to 34% of the variance in mating system traits 297 (Tables 2 and 3 ). The second most common predictor of mating system traits in our analyses was 298 temperature range (retained in 4 out of 8 regressions), which explained up to 21% of the 299 variance. Nonetheless, the relative importance of these factors-measured as the net effect that change in the predictor causes in the response trait (OLS) or as the increase in the prediction 301 error the predictor removal causes (RF)-vary significantly across mating system traits (Tables 2   302   and 3) . For instance, in both OLS and RF regressions annual temperature range was identified as 303 the most important predictor of inbreeding depression (δ), but only as the third most important 304 predictor of inbreeding coefficient (F). Likewise, the shape of their relationship varies across Tables 2 and 3) . Similarly, the inbreeding coefficient was 316 strongly associated with herbicide resistance and proportionally increased as resistance 317 increased, as previously described (Kuester et al., 2017) . The inbreeding coefficient (F) was also 318 positively associated to mean temperature (OLS only) and relative humidity (RF only), and 319 inversely associated to annual precipitation (OLS only) and annual temperature range (OLS and 320 RF) (Tables 2 and 3 ). On the other hand, inbreeding depression was primarily explained by 321 annual temperature range (Tables 2 and 3 ) and showed a positive relationship with this 322 environmental factor. It is important to note however, that most other factors analyzed were retained in the RF regression for this latter trait; yet, the overall predictive power of this RF 324 regression was relatively low. Thus, while we found significant associations between 325 components of the mating system and environmental factors, the relationships between these 326 components and environment factors was not congruent. CL, and CW) and mating system parameters (results not shown). In contrast, herbicide resistance 334 and herbicide use significantly impacted the correlation between ASD and outcrossing rate and 335 ASD and inbreeding coefficient, respectively. Specifically, the ASD-t correlation was stronger at 336 the greatest herbicide resistance values (Fig. 4a) , whereas the ASD-F correlation was weaker at 337 moderately high herbicide use (Fig. 4b) . No significant effect of either herbicide use or herbicide 338 resistance on the univariate correlation between ASD and inbreeding coefficient (Fig. 4c ) or the 339 multivariate correlation between floral and mating system parameters was recovered (Fig. 4d ). Our study identifies disparate environmental factors that influence variation in the mating 343 system of I. purpurea across a significant portion of its range. While ASD and the level of 344 inbreeding depression were primarily associated with natural environmental variation, the 345 outcrossing rate and inbreeding coefficient were most strongly associated with the level of herbicide resistance (Kuester et al., 2017) . The selection pressure imposed by herbicide use also 347 seems to influence the strength of the association between ASD and selfing and inbreeding.
348
Particularly noteworthy, we did not recover any other environmental influence on the overall 349 weak association between outcrossing rate, inbreeding coefficient, and inbreeding depression 350 with floral traits (TAL, SL, CL, CW, and ASD). Further, we did not find significant geographic The complexity of mating systems 360 Compelling empirical evidence supports an association between individual mating 361 system components and environmental conditions, such as the one found here. For example, 362 outcrossing rate has been found to covary in a variety of plant systems with elevation (Neale and 363 Adams, 1985), humidity (Brown et al., 1978; Shea, 1987) , and temperature (Holtsford and 364 Ellstrand, 1992). Similarly, ASD has been found to strongly respond to environmental factors, 365 including humidity (Elle and Hare, 2002; Van Etten and Brunet, 2013) , water and nutrient Lankinen et al., 2016) . Also in agreement with our findings, plenty of studies have 368 identified an association between ASD (herkogamy) and outcrossing rates (Chang and Rausher, 1998; Motten and Stone, 2000; Takebayashi et al., 2006; but see Medrano et al., 2005) , and 370 some have identified associations between ASD and inbreeding depression within individual 371 populations (Takebayashi and Delph, 2000; Stone and Motten, 2002; but see Carr et al., 1997) .
372
Yet, a relatively small number of studies have simultaneously explored variation patterns of 373 multiple mating system parameters in natural populations across environmental gradients.
374
Among those that have, a variable strength of association is often identified (e.g., Lankinen et 375 al., 2016), which has prompted the hypothesis that variation in the different mating system 376 parameters, such as selfing and inbreeding depression, is more strongly conditioned by other 377 factors (e.g., population size and intraspecific competition for pollinators) than by each other 378 (Johnston and Schoen, 1996; Spigler et al., 2010) . Our findings support this hypothesis of Further attesting the complexity of mating system variation is the lack of geographic 386 structure recovered across all mating system parameters. This highlights the importance of fine-387 tuning mating strategies (through plasticity and/or adaptation) to local environmental conditions.
388
Considering the dramatic evolutionary consequences that reproductive strategies may carry 389 (Kalisz, 1989; Glémin et al., 2006) , individuals with reproductive strategies ill-matched to their 390 environmental reality are expected to experience strong detrimental fitness consequences. In line 391 with this expectation, population-level differences in selfing rates are usually associated with habitat quality, as pollen flow is more limited in harsher habitats (Griffin and Willi, 2014 ; Matos evolution in the common morning glory, Ipomoea purpurea: evidence for resistance presented. Corresponding simple linear regression results are given in Table S3 . 
