We consider electromagnetic interrogation problems for complex materials involving distributions of polarization mechanisms and also distributions for the parameters in these mechanisms. A theoretical and computational framework for such problems is given. Computational results for specific problems with multiple Debye mechanisms are given in the case of discrete, uniform, log-normal, and log-Bi-Gaussian distributions.
Introduction
For at least the past century [51, 52] , scientific investigators have sought to understand what happens to electromagnetic fields (and how to mathematically model the associated phenomena) when they are introduced into complex materials such as biotissue and more general dielectrics, conductors and magnetics. More specifically, a fundamental question is how to model dispersion and dissipation of the fields in these complex materials. This has most often led to the use of Maxwell's equations in a non-vacuum environment which entails constitutive relationships for polarization (in dielectrics), magnetization (in magnetic materials) and conductivity. We focus here on modeling polarization in dielectric materials for which we develop a new modeling framework. Even though we treat only polarization as our dispersive mechanism in our formulation (adopting Ohm's law for conductivity and considering non-magnetic materials), the approach is sufficiently general so as to be readily extended to treat magnetization and conductivity in materials (each in some type of convolution representation involving susceptibility kernels, e.g., see [2, 3] ). We develop a framework that allows not only uncertainty (through distributions of parameters representing molecular variability) at the molecular level, but also allows for the presence of multiple polarization mechanisms in the material.
We first explain a conceptual framework in the context of the 3-D Maxwell equations in a dielectric material. In particular, we use Maxwell's equations which govern the electric field E and the magnetic field H in a domain D = Ω 0 ∪ Ω with charge density ρ in the material Ω while the ambient Ω 0 is treated as a vacuum. Thus we first consider the system 
As usual, the current J is composed of the source current J s and the conductive current J c . Within the domain we have constitutive relations that relate the flux densities D, B and the conductive current J c to the electric and magnetic fields. We have
(ii) B = µ 0 H,
In (2), I Ω denotes the indicator function on the dielectric medium Ω. Thus J c = 0 in the ambient or air. The total electric polarization P T is given by P T = P I + P = 0 χE + P, where P I is the instantaneous polarization due to the interface between Ω 0 and Ω and P is the material or dielectric polarization. Hence the constitutive law (2, i) in Ω becomes D = 0 r E + P, where r = (1 + χ) is the relative permittivity of the dielectric medium.
Our main focus in this presentation is the dielectric polarization P which we assume has the general convolution form P(t, x) = g E(t, x) = t 0 g(t − s, x)E(s, x)ds,
where g is the general dielectric response function (DRF). In every practical example (Debye, Lorentz, etc.) DRFs are parameter dependent as well as time (and possibly space) dependent; we represent this as g = g(t, x; ν), where typically ν = ( ∞ , s , τ ) contains parameters such as the high frequency limit dielectric permittivity ∞ , the static permittivity s , and relaxation time τ . Examples of often-used DRFs are the Debye [11, 24, 30] in a material region Ω defined in the time domain by g(t, x) = 0 ( s − ∞ )/τ e −t/τ , the Lorentz [11, 24, 41] given by g(t, x) = 0 ω 2 p /ν 0 e −t/2τ sin(ν 0 t), and the Cole-Cole [24, 28, 33, 39, 47] defined by
where L is the Laplace transform. These DRFs also play a fundamental role in convolution representations such as (3) for nonlinear polarization laws [8, 20, 21, 25, 41] of Kerr type and Raman scattering [41] . While the ideas we describe here on distributions of relaxation times and mechanisms can readily be used to treat such nonlinear polarization laws, we shall in this paper concentrate on linear constitutive laws involving multiple relaxation parameters and multiple dispersive mechanisms in materials in the presence of multiple interrogating frequencies.
The macroscopic polarization model (3) can be derived from microscopic dipole, electron cloud, etc., formulations by passing to a limit over the molecular population [31] . However, such derivations tacitly assume that one has similar individual (molecular, dipole, etc.) parameters; that is, all dipoles, molecules, "electron clouds", etc., have the same relaxation parameters, plasma frequencies, etc. Historically, such models based on molecular level homogeneity throughout the material have often not performed well when trying to compare models with experimental data. Indeed, in 1907 Von Schweidler [24, 51] observed the need to assume multiple relaxation times when considering experimental data and in 1913 Wagner [24, 52] proposed continuous distributions of relaxation times. This idea was subsequently visited by Williams and Ferry [56] in comparing the behavior of viscoelastic polymers and dielectric materials. In the past half century intensive experimental efforts [32, 33, 34, 35, 36, 39, 46] have been pursued in describing data for complex materials with distributions of dielectric parameters (especially relaxation times in multiple Debye [32] or multiple Lorentz [41] mechanisms) in the frequency domain. A significant amount of this work is reviewed in the survey paper by Foster and Schwan [32] . There are now incontrovertible experimentally based arguments for distributions of relaxation parameters in mechanisms for heterogeneous materials. Moreover, there is compelling evidence of the presence of multiple mechanisms in complex materials such as tissue and modern polymeric composites. These multiple mechanisms may involve interfacial polarization, dipolar orientation, ionic diffusion (e.g., see p. 40, 49, 57 of [32] ) and may often require a selection of several types of distributional representations from examples such as the fractional power laws of the Cole-Cole [26, 27, 32, 36, 47] , the log normal, the uniform, as well as the Debye and Lorentz (although the fractional power law of Cole-Cole is more the rule rather than the exception -p. 39, [32] ). These multiple mechanisms are likely present in some weighted combination (e.g., see [37] and p. 369, [41] ) and often are manifested in a frequency-dependent manner. It is therefore advantageous to consider interrogation or inverse problems with multiple frequencies (e.g., ranging from RF (10 6 ) to GHz (10 10 )) or broadband excitation signals. To allow for a distribution F of parameters ν over some admissible set N , we generalize the polarization law (3) to P(t, x; F ) = h E(t, x) = 
We expect to chose F from (or from a subspace of) the space F = P(N ) of all probability measures F on N . We further generalize (4) to allow for dielectric materials with multiple mechanisms or multiple DRFs (i.e., heterogeneous molecular structures) by considering a family G of possible DRFs and distributions M over this family. This leads to the polarization constitutive relationship P(t, x; M, F ) = 
where for F ∈ F = P(N ) and M ∈ M = P(G), K is defined by
When we use (5) and (6) in the Maxwell system (1)-(2), we are led to a system of partial differential equations where lower order terms (in time) depend on probability measures. These measures are now the "parameters" that characterize the material dielectric properties which one must estimate or identify in interrogation problems.
With the recently growing interest in incorporating uncertainty into models and systems, the need to employ dynamics with probabilistic structures has received increased emphasis. In particular, systems with probability measures embedded in the dynamics (problems involving aggregate dynamics as discussed in [8] ) have become important in applications in biology [9, 10, 8] , electromagnetics [12] and hysteretic [16, 17, 42, 43] and polymeric [18, 19, 22] materials. These systems (in the case of first order ordinary differential equations) have the formẋ
where F is a probability distribution or measure. In fact such systems are not new and arise in relaxed or chattering control problems [44, 45, 48, 53, 54, 55] wherein the controls are probability measures. Indeed, such systems date back to the seminal work of L.C. Young on generalized curves in the calculus of variations [57, 58] .
In the next section we formulate an inverse problem for the Maxwell system with the general polarization law (5) and discuss theoretical and computational aspects of this problem. We then report on our initial computational efforts on a 1-dimensional version of the problem of finding the underlying polarization in a slab of material using signals reflected from a front air/material interface and a metal backing. We present numerical results for inverse problems involving Maxwell's equations with absorbing left boundary condition, a supraconducting right boundary condition and a general polarization term which includes uncertainty in the dielectric parameters. We attempt to determine an unknown distribution of parameters which describes the dielectric properties of the material. We explore both discrete and continuous distributions; for the continuous case appropriate parameterizations and discretizations are used.
A General Inverse Problem
We consider the Maxwell system (1)-(2) with polarization P = P(t, x; M, F ) given by (5) . Let
with (t, x) → z(t, x; M, F ) mapping from (0, T ) × Ω to R 6 . We assume we are given datad
corresponding to observations of C A z(t i , · ; M, F ). Here C A denotes evaluation of one or more components of E or H at an antenna {x A }. We use this data to estimate the distributions M and F in an ordinary least squares (OLS) formulation, seeking to minimize
over (M, F ) ∈ M × F = P(G) × P(N ). We thus seek to find (M ,F ) such that
We note that while for simplicity we use an OLS formulation here, most of the results discussed below could readily be developed in the context of other standard estimation formulations such as maximum likelihood estimators (MLE), weighted least squares (WLS), or generalized least squares (GLS).
For theoretical and computational purposes, one needs a topology on M and F and for this we choose the Prohorov metric ρ * of weak * convergence in M and F when they are considered as subsets of the topological duals C * B (G) and C * B (N ) of the spaces C B (G) and C B (N ) of bounded continuous functions on G and N , respectively [5, 8] . That is, F k → F in the ρ * metric if and only if
for all φ ∈ C B (N ), i.e., all bounded continuous φ on N ; similarly for M k → M . It is known [5, 8] that if G and N are complete metric spaces, then M = P(G) and F = P(N ) taken with the Prohorov metric ρ * are complete metric spaces. Moreover, if G and/or N are compact, then so are M and/or F. Using these properties and arguments similar to those in [5, 15] , the following problem stability results can be proven.
Theorem 1: Suppose (M, F ) → C A z(t, · ; M, F ) is continuous on M × F and suppose that G and N are compact. Then solutions (M ,F ) of minimizing (7) exist (generally, non-uniquely) and are continuous in the datad in the following sense. Suppose (M
are the solution sets of minimizing (7) for datad andd k , respectively, whered
The problem of minimizing (7) over M × F is in general an infinite dimensional optimization problem that poses formidable computational challenges. But we note that set G of possible DRFs can in almost all cases be taken as a fixed finite set, i.e., G = {g 1 , g 2 , ..., g K } which means that M would be given by
where ∆ gj is the Dirac measure with single atom at g j , i.e., d∆ gj (g) = δ gj (g)dg. Thus, this part of the optimization reduces to one over a closed bounded convex set in Euclidean space. The minimization over F = P(N ) is more interesting since in general one expects N to involve a continuum of (vector) parameters. We illustrate the possibilities with N = T = { τ |τ ∈ [τ a , τ b ]} for τ the relaxation parameter in, for example, a Debye or Lorentz mechanism. There are a number of ways this problem could be approached:
1. Assume that F is discrete, having the fixed form dF (τ ) = α j δ τj (τ )dτ and seek to find (α j , τ j ) minimizing (7) where
2. Assume that F is (absolutely) continuous and given in parametric form dF (τ ) = f (τ, µ, σ)dτ where f is known (e. g., normal, log-normal, uniform, etc.) and seek to find (µ, σ);
3. Assume F does not have a specific parametric form and seek to find the general form for F through the optimization of (7).
In the first two cases above, one effectively reduces the inverse problem to a computationally tractable (one hopes!-we explore these ideas computationally in subsequent discussions below) optimization problem that is finite dimensional. The third case remains infinite dimensional in nature and one must develop approximation ideas that lead to implementable computational algorithms. In [5] , the authors developed approximation ideas based on density results for measures arising in probability theory. We only outline those here, referring the reader to [5] for more details and proofs.
To develop approximation ideas for the nonparametric case, we first consider a family of partition points
It can be argued that ∪ ∞ N =1 F N is dense in F in the Prohorov metric ρ * . Moreover, if T is compact, one can prove a method stability theorem (see [5, 8] ) similar to Theorem 1 above. Specifically, let F * N (d) be the set of solutions obtained in minimizing (7) with F replaced by F N . Then the method stability theorem
More generally, one may wish to consider only classes of distributions F that arise from densities functions, i.e., absolutely continuous distributions in
where F weak is a given weakly compact subset of L 2 (T ). For example, F weak could be any given closed, convex, bounded subset of L 2 (T ). It is proven in [22] that sets F AC defined in this way are compact (in the ρ * metric) subsets of F and the corresponding existence and stability results of Theorem 1 hold for problems using F AC in place of F in the optimization for (7) . But once again these are infinite dimensional in nature and approximations are needed. We note, that although the computational framework described above utilizing Dirac measures is also valid here, it is often desirable to develop "smoother" approximations to elements of F AC . In particular, suppose that f ∈ F weak and F ∈ F = P(T ) with F = f. Since F weak is a subset of L 2 (T ), we can use any number of types of splines to formulate an approximation to f, i.e., let {S N j } N j=1 , N = 1, 2, ... be a standard spline family [15, 49, 50] (e.g., piecewise-linear, cubic, Hermite cubic, etc.) and
where the rational numbers w
for all φ ∈ L 2 (T ), and hence for all φ ∈ C(T ), which yields
where
we can conclude that the setF
is dense in F AC in the ρ * -metric. Hence spline families provide an alternative way to approximate elements of F AC in our computational work. We note that in this case the approximating elements are not probability distributions themselves. Once again one can state and prove a method stability theorem [15] using these spline approximations. That is: 
as N, k → ∞. Thus solutions depend continuously on data and the approximate problems are method stable.
To illustrate computational aspects of the ideas presented in this section, we turn next to a 1-D version of the inverse problem and present results in the next several sections on use of discrete and continuous distributions in the polarization laws.
The 1-D Problem Formulation
For our initial numerical efforts, we turned to the 1-D example as explained in detail in [11] . Under the assumptions detailed there, one obtains a domain as depicted in Figure 1 .
Restricting to one dimension, and using D = E + P , we can write Maxwell's equations in second order form as
where E is thek or z component of the electric field, P is the media's macroscopic electric polarization, J s is the interrogating signal, Ω is the domain of the material under investigation, Ω 0 is the ambient domain (considered a vacuum), and σ = σ(z) is the conductivity of the material. Note we are considering a nonmagnetic material containing no charge distribution (ρ = 0). Also, let = 0 (1 + I Ω ( r − 1)) where r = r (z) is the dielectric permittivity. The values µ 0 and 0 are the magnetic permeability and the electric permittivity of free space, respectively. See [11] for more details. The boundary conditions that we are assuming are absorbing at z = 0 (to provide a finite computational window) and supraconducting at z = 1 (representing a metal backing):
We assume homogeneous initial conditions
For implementation, we scale time byt = ct and the polarization byP = P/ 0 for convenience. Also note that we have employed the "method of mappings" to obtain a computational domain of z = [0, 1]. The actual dimensions of the domains considered in this report depend on the interrogating frequency ω. In particular, for ω = 2π × 10 11 we consider a material slab of thickness .004m preceded by a vacuum of depth .002m. We scale these dimensions as the wavelength scales when we change interrogating frequencies.
Converting the system (8) to weak form (and dropping the˜notation) we obtain
where η 0 = µ 0 / 0 and φ ∈ V = H 1 R (0, 1) = {φ ∈ H 1 (0, 1) : φ(1) = 0}. Finally, we integrate by parts, and apply the boundary conditions (9) to get
To describe the behavior of the electric polarization P , we may employ a general polarization kernel, or dielectric response function, g as follows:
where, for instance using a Debye polarization model,
However, this presupposes that the material may be sufficiently defined by a single relaxation parameter τ , which is generally not the case. In order to account for uncertainty in the polarization mechanisms, we allow for a distribution of relaxation parameters. Thus, we define our polarization model in terms of a distribution dependent dielectric response function h
where h is determined by a family of polarization laws each described by a different parameter τ , and therefore is given by
In particular, if the distribution F were discrete, consisting of a single relaxation parameter, then we would again have (13) . The macroscopic electric polarization becomes
or, interchanging integrals, we have
is the polarization due to the relaxation parameter τ . Thus assuming we have a computational method to compute (13), i.e., P, we use this as a basis for approximating P , either directly in the discrete case, or using a quadrature rule in the continuous case. The theory developed in Section 2 for general inverse problems can be directly applied to this 1-D problem once one has established continuity of the solution E with respect to the measures F in the space F = P(T ) taken with the Prohorov metric. But these desired continuity results are given in [12] .
Discrete Distribution
Consider the discrete distribution given by
where δ represents the Dirac distribution, and τ i = τ a + iτ h with τ h = τ b −τa . Then we have
. Note that for this example, the nodes (τ i ) are linearly spaced and the weights or masses (α i ) are uniform. More generally, one can treat a discrete distribution without linearly spaced nodes and/or uniform masses.
Uniform Distribution
The simplest continuous distribution is a uniform distribution. Consider
for τ a ≤ τ ≤ τ b , and zero otherwise. Since the distribution function is constant, we may pull it outside the integral giving
While this reduces down to essentially integrating τ out of the polarization convolution term, for most polarization models this does not have an analytical solution. Therefore we must resort to numerical quadrature. Recall the Composite Simpson's rule approximation to
where is even, x i = a + ih, h = b−a , and the weights are given by
else if i odd 2 3 else if i even . Thus, our Composite Simpson's approximation to (15) can be written
since the numerator in τ h = τ b −τa cancels the constant in front of the integral. Note here that while our nodes are still linearly spaced, now our weights are non-uniform. We could have used a uniform discrete distribution to approximate the continuous one, which would have resulted in uniform weights, but the corresponding quadrature rule for g(t, z; τ ) would have only been O(τ h ). Composite Simpson's rule provides better accuracy for the same number of function evaluations.
Log-Normal
A more realistic model for the distribution of Debye relaxation times is given by the log-normal distribution (see [24] ). Therefore we consider the probability distribution defined by
which means that log τ is normally distributed with mean µ and variance σ 2 . The ln 10 term appears because we are using base 10 logarithms. Thus
for τ a sufficiently close to zero and τ b sufficiently large. Since log τ is normally distributed, we choose our nodes based on a uniform discretization of log τ , denoted {ξ i } i=0 from log τ a := µ − 6σ to log τ b := µ + 6σ, where τ a and τ b are thusly defined by their logarithms. In this way we reduce our support to a compact set which should be large enough to effectively approximate our integral. In order to use Composite Simpson's rule we prefer to have a uniform discretization of nodes. Therefore we first change variables so that the integral is in terms of ξ = log τ . First, let
and note that
Then we have that
where implicitly dF = f (τ )dτ and dF =f (ξ)dξ. Applying Composite Simpson's rule gives finally
where we define τ i = 10 ξi and
For this case our nodes are non-linearly spaced in τ and our weights are non-uniform. The method used in the bi-gaussian case is derived in a similar fashion. Consider that the polarization is driven by two distinct mechanisms, one with a dielectric distribution determined by mean µ 1 and standard deviation σ 1 , and the other determined by mean µ 2 and standard deviation σ 2 . Then we define F 1 (τ ; µ 1 , σ 1 ) and F 2 (τ ; µ 2 , σ 2 ) as log normal distributions as above, and let our macroscopic electric polarization be a function of some combination of these distributions (e.g., determined by the relative volume percentage of each of two substances in a material). Thus if dF (τ ) = β 1 dF 1 (τ ) + β 2 dF 2 (τ ) then we again have the representation (16) . For the discretization, we prefer to apply Composite Simpson's to each distribution separately and then combine at the end. In other words
where {α 
Inverse Problem Formulation
Our goal is to estimate the probability distribution function (PDF) F ∈ P(T ) of relaxation parameters in a given model of the polarization, where P(T ) is the set of all PDFs on the admissible region T = [τ 1 , τ 2 ] ⊂ (0, ∞), by using reflections of electromagnetic interrogating signals off a metallic backing of a dielectric material. To this end we attempt to minimize the difference between simulations and observations of time-domain data. In our formulation, the observations,Ê j , are of the electric field E at discrete times t j taken at z = 0. Each simulation is a solution of Maxwell's equations given in (12) using the polarization model (14) with candidate values for the distribution of relaxation parameters. We propose a non-standard least-squares measurement (see [14] for a detailed justification) for the objective function, which is given by
where E(·, ·; F ) is the solution to (12) and (14) corresponding to the distribution F . Thus the inverse problem is to solve min
Inverse Problem Results Using a Discrete Distribution
Consider a discrete distribution with two atoms at τ 1 and τ 2 . Essentially, we are decomposing the electric polarization into two components, each dependent on distinct relaxation times as follows:
where each P(·, ·; τ i ) satisfies a Debye polarization equation with parameter τ i . For now we assume the proportions α 1 and α 2 = 1 − α 1 are known. Thus we are attempting to solve the following least squares optimization problem:
whereÊ j is synthetic data generated using the true solution (τ * 1 , τ * 2 ) in our simulator (with a highly refined mesh), and E(t j , 0; (τ 1 , τ 2 )) depends on each τ i through its dependence on P , see for example (12) . Figure 2 depicts an example of the log of the objective function plotted versus the logs of τ 1 and τ 2 (using a frequency of 10
11 Hz, α 1 = α 2 = .5, τ * 1 = 10 −7.5 and τ * 2 = 10 −7.8 ).
Analysis of Objective Function
We can see clearly from the log surface plot in Figure 2 that there exists a relation for the relaxation times for which the corresponding simulations best match the data. We will refer to this relation as the "curve of best fit". Note that the appearance of many local minima is due to the steep decent near the "curve of best fit" since the lattice points of the mesh used do not always lie near the curve. If we trace along this curve, as displayed in Figure 3 , we see that there are actually two global minima, the exact solution of log(τ 1 ) = −7.5 and log(τ 2 ) = −7.8, and since the proportion used in this case was α 1 = α 2 = .5, we also have the symmetric solution where τ 1 and τ 2 are swapped.
Unfortunately, the scale of these plots shows that the difference between the objective function at the minimizers and any other point on this curve in our parameter space is less than 4 × 10 −10 . Therefore the exact minimizing parameters are not likely to be identifiable in a practical, experimental setting.
The equation for this "best fit curve" can be derived by combining equations (12) and (14) . Note thaẗ
So that now substituting (20) into (12) we obtain The objective function for the relaxation time inverse problem plotted along the curve of constant λ using a frequency of 10 11 Hz.
For large frequencies, theĖ term in (21) dominates over all other terms which depend on G. We can see this by considering the frequency domain where the time derivative causes an increase by a factor of ω in the norm. Thus the equation for the "curve of best fit" is simply that of constant G(0, z). For the discrete Debye example we have
For scaling purposes, and to be consistent with the presentation in [11] , we definẽ
which in this example meansλ
and thus we may say that the "curve of best fit" is the line of constantλ. The frequency dependence of theĖ term in (21) suggests that for smaller frequencies it may not be the dominant contributor, and therefore, there may be a fundamentally different structure to the surface plot. This is in fact what we observe in our simulations. Figure 4 displays the log surface plot for f = 10 6 Hz. Note that the concavity of the "curve of best fit" has swapped orientation! This demonstrates that the surface plots are very much dependent on ω even though the relaxation mechanisms are the same. Computations for f = 10 9 Hz were similiar to 10 11 and thus are not shown here. See [13] for those computational results. Through our numerical calculations we have determined that for the case using a frequency of 10 6 Hz the "curve of best fit" is actually that of constantτ := α 1 τ 1 + α 2 τ 2 which is what one might expect as this is the weighted average of the relaxation times. For the example given here,τ ≈ 2.37000×10 −8 . In our simulations, angular frequencies less than one divided by this number were characterized by a constantτ while larger frequencies resulted in dominance by theλ term given above. The fact that the regime characterized by ωτ < 1 is fundamentally different in many respects from that of the ωτ > 1 regime is well documented (see, for example, [24] ). Still, the behavior of the objective function along its corresponding "curve of best fit" is similar for each frequency, despite the curves themselves being fundamentally different, as demonstrated by comparing Figure 3 to Figure 5 which uses a frequency of 10 6 Hz. Note, however, that the scale of Figure 5 is several orders of magnitudes larger, suggesting that the global minimizers may be easier to find for smaller frequencies.
Remark 1
We should mention here that in order to analyze only the relationship between the interrogating frequency and the relaxation time, we scaled the dimensions of the interrogated object according to the change in scale of frequency. For example, when the frequency is divided by 100000 to go from 10 11 to 10 6 , we accordingly multiply the slab thickness by 100000 to get 400m in order that the ratio of the dimensions to the wavelength of the signal remains the same.
Optimization Procedure and Results
We attempt to apply a two parameter Levenberg-Marquardt optimization routine to the modified least squares error between the given data and our simulations, as defined in (17) , to try to identify the two distinct relaxation times that generated the data. We are assuming that the corresponding volume proportions of the two materials (α 1 and α 2 := 1 − α 1 ) are known. We consider three different scenarios with respect to the volume proportions: α 1 ∈ {.1, .5, .9}. We also perform our inverse problem using the frequencies 10 11 Hz and 10
6 Hz. Lastly we test the optimization procedure with three various initial conditions given in Table  1 . The actual values are τ 1 = 10 −7.50031 ≈ 3.16 × 10 −8 and τ 2 = 10 −7.80134 ≈ 1.58 × 10 −8 . Note that the first set of initial conditions is the farthest from the exact solution, while the third is the closest. Table 1 : Three sets of initial conditions for the relaxation time inverse problem representing (τ 0 1 , τ 0 2 ) = (Cτ * 1 , τ * 2 /C) for C ∈ {5, 2, 1.25} respectively (case 0 represents exact solution), also given are the log 10 of each relaxation time, as well as the % relative error from the exact value. The results of the optimization are given in Tables 2 through 5 . Most of the cases appear not to have converged. Only a few of the cases corresponding to the closest initial conditions converged close to the original values of the relaxation times. But if we recall the shape of the objective function that we are trying to minimize (for example see Figure 2 ) then it is understandable how a gradient based method may converge directly to the "curve of best fit". However, once it reaches this curve, the optimization routine may jump back and forth across the "trench" and may not be able to traverse the curve to find the true global minimum. This is in fact what is occurring. Table 6 displays the values ofλ corresponding to each set of initial conditions, where case 0 denotes the exact solution. Table 7 displays the resulting values ofλ from the Levenberg-Marquardt routine using Table 8, and Table 9 displays the resulting values ofτ after running the LevenbergMarquardt routine using a frequency of 10 6 Hz. Note that while the initial values in case 1 are farthest from the exact solution, some of the correspondingτ are actually closest to the actual value (for example, α 1 = .1). While this suggests that this should more easily converge to the "curve of best fit", it will most likely be farther away from the exact solution on this curve, and therefore should still be considered the hardest of the cases to solve.
Recognizing that we have converged to the "curve of best fit" in each of the above cases, we may now restart an optimization routine that traverses this curve. Some modifications to the optimization routine's parameters are required to address the vast difference in scales of this subproblem as compared to the two parameter optimization problem. The final results of this two step optimization approach are given in Tables  10 through 13 . As expected, the results from case 3 are generally better than the other two sets of initial conditions. The highest frequency attempted, 10 11 Hz seemed to perform the most poorly (recall that 10 9 Hz was also tested, and those results are reported in [13] ). This suggests that the higher the frequency, the more difficult to accurately resolve the polarization mechanisms. Although the 10 6 Hz case used the curve of constantτ while the 10 9 Hz case used the curve of constantλ, there was no evidence to suggest that one case performed better than the other. Lastly, it appears that when material 1 (corresponding to relaxation parameter τ 1 ) is of the highest proportion, the optimization routine is best able to resolve τ 1 . Likewise, if material 1 is of a lower proportion, the routine instead does a better job of resolving τ 2 .
Determination of Volume Proportions
We now attempt to apply a one parameter Levenberg-Marquardt optimization routine to our problem to identify the relative amounts of two materials with known, distinct relaxation times. Thus we are trying to find the corresponding volume proportions of the two materials (α 1 and α 2 := 1−α 1 ). We again consider the three scenarios with respect to the exact volume proportions: α 1 ∈ {.1, .5, .9}. We also perform our inverse problem using the frequencies 10
11 Hz and 10 6 Hz (see [13] for f = 10 9 ). Lastly we test the optimization procedure with three various initial conditions: α 0 1 ∈ {.9999, .0001, .5} (except in the case when α * 1 = .5 in which case we used α 0 1 ∈ {.9999, .0001, .4}). We refer to these as Cases 1, 2, and 3, respectively. In all of the following we assume that the known relaxation times are τ 1 = 10 −7.50031 ≈ 3.16 × 10 −8 and τ 2 = 10 −7.80134 ≈ 1.58 × 10 −8 . For each case the functions that we are attempting to minimize are well behaved resembling quadratics (see [13] for plots). The results for this one parameter inverse problem, displayed in Tables 14 and 15, verify that the relative proportions of known materials are generally easily identifiable. Tables 16 and 17 display the final objective function values for each case. Note that typical initial values for J were around 0.1, further, the tolerance was set at 10 −9 , thus all but a few cases converged before reaching the maximum of 20 iterations.
Determination of Volume Proportions and Relaxation Times Simultaneously
Although we anticipate this problem formulation to be underdetermined, we run our optimization routine for the problem where neither the relaxation times, nor the relative volume proportions, of two distinct Debye materials are known. Thus this is a three parameter inverse problem for {τ 1 , τ 2 , α 1 } (since α 2 = 1 − α 1 ). Again we consider the following scenarios with respect to the actual volume proportions: α 1 ∈ {.1, .5, .9}. We also perform our inverse problem using the frequencies 10 11 Hz, 10 9 Hz and 10 6 Hz. Lastly we test the optimization procedure with the three various initial conditions that were given in Table 1 .
Our initial condition for the volume distribution is α 0 1 = .9999, which means there is essentially only material 1. We chose this initial condition mainly to see whether the optimization routine would try to compensate for the altered volume distribution by significantly changing the relaxation times and not sufficiently correcting the volume distribution. This is in fact what seems to have occurred.
Of the cases that converged, none converged to the correct solution. For example, the final values of α 1 were all greater than .6, (although the estimates corresponding to a smaller α * 1 were on average less than the estimates corresponding to α * 1 = .9). When looking at the final estimates for the relaxation times, however, there appears to be no rhyme nor reason. This is quite similar to what happened when we first tried to determine unknown relaxation times, but with a fixed volume proportion, in Section 5. Thus we may expect that here again no single parameter, τ 1 , τ 2 , nor α 1 , may converge, but instead we may see convergence of a general relation involving them all, namelyλ := but a few cases (particularly in the 10 9 Hz scenario) the optimization routine did converge as well as to be expected to the "curve of best fit". See [13] for tables of computations. In the previous section, with the fixed volume proportions, we were able to traverse the curve of constantλ (orτ appropriately) to find the global minimum. However, here we truly have an underdetermined problem and therefore we cannot extract any further information without providing more data.
Multiple Frequency Interrogation
In certain situations it may be feasible to add to the data used in the inverse problem in the previous section by interrogating the material again with a different frequency. In particular, if for example the first interrogating angular frequency is less than ω c := 1/τ then choosing the second frequency to be greater than this critical value should give different information, i.e., ω L < 1/τ < ω H . We have already seen that for frequencies lower than the critical angular frequency we are able to accurately resolveτ . Thus, using this information we may choose a second frequency to be higher than the critical level, and therefore expect to be able to resolveλ, as was done in our previous examples for high frequencies. We applied this approach to the test cases described for the f = 10 6 Hz interrogating signal. Using the results of the previous section, i.e., fixingτ and using the corresponding values of τ 1 , τ 2 , and α 1 as initial conditions, we attempted an inverse problem to match data obtained by interrogating the same material with a frequency f = 10 9 Hz, which is higher than the critical value. In particular, we performed a one parameter search for each of τ 1 and τ 2 successively, then a two parameter search for both simultaneously for fine-tuning. As in previous inverse problems, this allowed determination ofλ. Now withλ andτ both fixed, we traverse along both contours simultaneously with a one parameter inverse problem for τ 1 . Lastly, again, we do a full three parameter inverse problem for fine-tuning. The results for Cases 1, 2, and 3 are given in Tables 18 -20. Note that in order to ensure better accuracy when the wavelength is decreased, we double the number of finite elements used to solve the high frequency inverse problem.
In each case the lower frequency inverse problem was able to determine the value ofτ to at least three decimal places, while the values of τ 1 , τ 2 , α 1 andλ are in general not necessarily even improved over the initial estimates (e.g., τ 1 for Case 3). This is similar to the results of previous sections before traversing the contours of constantτ orλ. The higher frequency inverse problem withτ fixed was able to determine the value ofλ to at least three decimal places in each case, while again the values of τ 1 , τ 2 and α 1 are in general not necessarily even improved over the previous estimates. The final rows show the results from running a one parameter inverse problem for τ 1 with bothτ andλ fixed (and then using a three parameter search for fine tuning). Each of the final estimates for τ 1 , τ 2 , and α 1 have at least two decimal places accuracy. Table 18 : Numerical results from the inverse problem using data from interrogating the same medium with one frequency above, and one frequency below the critical angular frequency for that medium. Given are the τ 1 , τ 2 , and α 1 values along with the relative error forλ andτ for each step of the inverse problem: exact solution, initial conditions for Case 1, and the solutions from the low frequency inverse problem, from the high frequency inverse problem with fixedτ , and finally from fixing bothτ andλ. Table 19 : Numerical results from the inverse problem using data from interrogating the same medium with one frequency above, and one frequency below the critical angular frequency for that medium. Given are the τ 1 , τ 2 , and α 1 values along with the relative error forλ andτ for each step of the inverse problem: exact solution, initial conditions for Case 2, and the solutions from the low frequency inverse problem, from the high frequency inverse problem with fixedτ , and finally from fixing bothτ andλ. Table 20 : Numerical results from the inverse problem using data from interrogating the same medium with one frequency above, and one frequency below the critical angular frequency for that medium. Given are the τ 1 , τ 2 , and α 1 values along with the relative error forλ andτ for each step of the inverse problem: exact solution, initial conditions for Case 3, and the solutions from the low frequency inverse problem, from the high frequency inverse problem with fixedτ , and finally from fixing bothτ andλ. Recall that, as explained in Remark 1, the slab thickness here is 400m. These dimensions are merely arbitrary examples, but there is a direct restriction on the width of a slab if it is to be reliably simultaneously interrogated with frequencies just above and just below the critical angular frequency for a given medium, which is described by the material properties through the value ofτ . Thus, for example, materials with relaxation times on the order of 10 −11 , like water, that have dimensions on the order of .4m are quite feasible to interrogate with multiple frequencies above and below its critical frequency.
Inverse Problem Results Using a Uniform Distribution
The previous polarization inverse problems have assumed a discrete distribution with two atoms. According to experimental reports [24] , most materials demonstrate polarization effects described by a range of relaxation times. Here we consider the simplest of distributions by exploring the possibility of a uniform distribution of relaxations times (τ ) between a lower and upper limit (τ a and τ b respectively). This presents us again with a two parameter inverse problem, namely, to try to resolve the end points of the distribution used to generate the given data. Computationally we still approximate this distribution with discrete nodes, but instead of just one at each endpoint, we use = 13 uniformly distributed within the interval (recall Section 3.2). Note that we do not wish to restrict our optimization routine to search only for τ a < τ b , therefore subsequently if τ a > τ b it is assumed without loss of generality that τ b is the lower limit of the distribution and τ a is the upper limit. Figure 6 depicts the log of the objective function for a frequency of 10 11 Hz. The solid line in Figure 6 is the curve of constantλ. Given a uniform distribution of relaxation times in a Debye medium, this parameter is given (analytically) byλ
Note that in computations we must use the same quadrature method to evalute this integral as we do for G to ensure a correct correlation. Although the curve appears slightly different from the discrete distribution case in Figure 2 , the fact that this objective function is also small along this curve suggests that this problem should behave similarly to the discrete distribution case in Section 5. Figure 7 depicts the log of the objective function for a frequency of 10 6 Hz. We notice that again the orientation of the "curve of best" fit is different from the higher frequency case. The solid line in Figure 7 is the curve of constantτ :=
Again, the fact that theλ term only dominates the behavior when the interrogating frequency is greater than 1 2πτ is consistent with the discrete distribution case. Based on our previous experience with the discrete distribution, we anticipate that the two parameter inverse problem will simply converge to the "line of best fit". Thus instead, we use an equivalent method to converge to this curve, namely minimizing over just one parameter, τ a , leaving τ b fixed at its initial value (the same values as those given as τ 0 2 in Table 1 ). It should be noted that one may actually perform two of the one parameter constrained optimizations, one in each of the directions τ a and τ b , to allow for the possibility of the first direction not converging, for example, if τ 0 a , τ 0 b ≤ 10 −9 . In general, the second direction of the optimization requires only enough iterations to verify convergence, as the first direction has usually already converged to the "line of best fit". Using this one parameter at a time approach, we still converge to the "line of best fit", but theoretically use half as many function evaluations as the two parameter inverse problem, since we only compute one gradient at each step. (In practice, only a third as many function evaluations were actually needed to get the same order of accuracy as the two parameter inverse problem.)
We performed the one parameter inverse problem using the three initial condition cases described above in Table 1 and again using frequencies 10 11 Hz, 10 9 Hz and 10 6 Hz. The τ a estimates from running LevenbergMarquardt on the modified least squares objective function are given in Table 21 . Again, as in the discrete case, the values of the relaxation times do not appear to be converging to the correct solution. But we expect that the optimization routine is converging to the "curve of best fit". To test this we must look at the approximations toλ andτ .
The initial values ofλ andτ are given in Table 22 (note that these Figure 7 : The log of the objective function for the uniform distribution inverse problem versus the log of τ a and the log of τ b using a frequency of 10 6 Hz. The solid line above the surface represents the curve of constantτ . Table 23 . Clearly each case has converged to the "line of best fit"; in general the closer initial conditions converged closer to the actual value ofλ (orτ for f = 10 6 Hz). After our one parameter optimization routine resolvedλ (orτ for f = 10 6 Hz), we minimized for τ a along the line of constantλ (orτ ). Again, this is a one parameter inverse problem, and therefore very efficient. The results of these computations are given in Tables 24 and 25 , for τ a and the corresponding τ b (given constantλ orτ ), respectively.
Finally, for fine tuning, we apply the full two parameter Levenberg-Marquardt routine using the estimates from minimizing along constantλ (orτ ). These results are shown in Tables 26 and 27 . We see that the estimates change very little, if at all, which suggests that our approximation method is not only efficient, but quite accurate as well. 1.68829e-08 1.58005e-08 1.57988e-08 2 1.57433e-08 1.57993e-08 1.57991e-08 3
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Inverse Problem Results Using a Gaussian Distribution
In this section we explore the possibility of determining dielectric parameters that are normally distributed. We apply a Gaussian distribution to the logarithms of the relaxation times (thus actually the relaxation times are log-normally distributed, but all of our computions are in "log"-space so we refer to these parameters as normally distributed). Based on experimental data in [24] , this seems to be a likely model for the relaxation times of a material.
Recall from Section 3.3 that our PDF is
for a log-normal distribution in τ . Here µ is the mean of the relaxation times and σ is the standard deviation. Recall further that the density is truncated to a support interval [τ a , τ b ] where τ a and τ b are determined based on µ and σ as follows
Thus, this problem again presents us with a two parameter inverse problem, namely, to try to resolve the mean and standard deviation of the distribution used to generate the given data. Learning from the success in the previous section, we expect to apply a three step approach: one parameter Levenberg-Marquardt for the mean µ (which we expect to converge to the line of constantλ orτ ), then traverse the line of constant λ orτ (which is again one parameter), and finally, perform two parameter Levenberg-Marquardt for finetuning. We can see from the surface plot using f = 10 11 shown in Figure 8 that we do again have a trench representing a "line of best fit", which does in fact have a single minimizer, but it appears to be independent of σ. The trench is actually slightly slanted, as can be seen in Figure 9 which zooms in on µ, and in fact, for the lower frequencies the slant is indeed in the opposite direction. Therefore while at first glance of Figure  8 traversing a line of constantλ orτ may seem unnecessary, it does actually give better results than simply minimizing in the σ direction alone.
Remark 2 Note that the slant does not appear to be a consequence of our quadrature rule. Changing the number of nodes used in our computations had no effect on the slope. Further, increasing the support on which the integral was computed had no effect, e.g., to 12σ on either side of µ. While G(0, z) = µ is actually independent of σ we still expect σ to affect the objective function in some other way, and this is in fact what is happening. Lastly, the apparent local minima in Figure 9 are again just an artifact of the grid points not falling exactly on the "line of best fit".
We performed our inverse problem solution approach to the sample problem of µ = 10 −7.62525 and σ = 0.0457575 (this choice of parameters results in a distribution function comparable to the uniform distribution case of the previous section in that the corresponding densities have the same mean and roughly similar support, see Figure 10 ). The cases of initial values we considered for µ and σ, and the corresponding initialλ andτ values, are given in Table 28 . Note that Case 3 is specifically designed to test whether the standard deviation can be determined when the mean is known. The µ estimates resulting from the one parameter Levenberg-Marquardt are given in Table 29 . In each case at least three decimals places of accuracy was achieved. Also, at least seven decimal places of accuracy are obtained on the estimates of the correspondingλ andτ values, as displayed in Table 30 . The µ and σ estimates resulting from the one parameter tracing of the "line of best fit" are given in Tables 31 and 32 , respectively. In each case at least six decimals places of accuracy was achieved for the log of µ. Also, at least three decimal places of accuracy are obtained on the estimates of σ. Finally, the µ and σ estimates resulting from the two parameter Levenberg-Marquardt fine-tuning are given in Tables 33 and 34 , respectively. In all but a couple cases we have as much degree accuracy as the number of digits shown here allows. Figure 11 gives a graphical representation of how well our inverse problem solution method converged given the initial condition Case 1 from Table 28 . We conclude that the inverse problem involving a Gaussian distribution of relaxation times for a Debye polarization model is computationally feasible for the sample parameters presented here. Figure 9 : The log of the objective function for the gaussian distribution inverse problem versus the log of µ and σ, zoomed in with respect to µ, and using a frequency of 10 11 Hz. The appearance of several local mininima is merely an artifact of the lattice points used to plot the surface. 
Inverse Problem Results Using a Bi-Gaussian Distribution
In this section we combine the two ideas from Sections 5 and 7 in that we consider a material comprised of primarily two distinct polarization mechanisms, but rather than assuming two atoms at τ 1 and τ 2 as before we let µ 1 = τ 1 and µ 2 = τ 2 in two Gaussian distributions. Essentially, we are decomposing the distribution function into two components, each dependent on distinct means and standard deviations as follows:
where dF is given by (24) (we take α = .5 in our numerical experiments).
We now have a four parameter inverse problem, namely Table 28. where Q is the admissible region for our unknown parameters (e.g., σ i > 0). For the following examples, the true values of the means were taken to be (µ * 1 , µ * 2 ) = (10 −7.80134 , 10 −7.50031 ), with the standard deviations ranging from .02 to .07 As in the previous gaussian case, we expect the objective function to be relatively less dependent on the standard deviations than the means, therefore we address the dependency on the means first. Figure 12 shows a surface plot of the objective function with respect to µ 1 and µ 2 . Here we can see the similarities to the distribution function from Section 5, namely the presense of the "line of best fit" with two (symmetric) global minima. (When comparing to Figure 2 , note that here we have rotated the axis for better viewing of the minima under the surface.) Our minimization approach is thus the same as that which worked well in the previous sections. We perform a one parameter Levenberg-Marquardt search in the µ 1 direction (and just to be sure, a one parameter Levenberg-Marquardt search in the µ 2 direction), then optimize along the "line of best fit", and finally fine-tune with a two parameter Levenberg-Marquardt search for both µ 1 and µ 2 .
Thus far we have completely ignored the standard deviations. If we were to plot the objective function versus µ 1 and µ 2 for two distinct cases: using the exact values for the standard deviations and using significantly incorrect ones, we would see that the location of the "line of best fit" does not change drastically (see [13] ). This suggests that we should be able to at least determine the values ofλ orτ with just our one parameter searches, as in the previous sections. However, the location of the local minima along this curve has changed, therefore we should not expect our µ 1 and µ 2 estimates so far to be our final answer. We must first attempt to optimize with respect to the standard deviations, and then finally attempt a full four parameter minimization to make sure we have accounted for all interdependencies. These are the last two steps of our now six step optimization process for the four parameter inverse problem involving a Bi-Gaussian distribution.
The true values of the optimization parameters and the initial conditions considered for each case we attempted are given in Table 35 . These values correspond to roughly the same relative initial error as the initial value cases in the single gaussian problem of Section 7. The µ 1 and µ 2 estimates resulting from the Figure 12 : The log of the objective function for the bi-gaussian distribution inverse problem versus the log of µ 1 and µ 2 using a frequency of 10 11 Hz.
one parameter Levenberg-Marquardt searches are given in Tables 36 and 37 , respectively.
Remark 3 Note that in Case 2 at f = 10 11 the value of µ 1 diverged toward zero in our first attempts. Therefore the results shown in the tables for Case 2 at each frequency represent first minimizing in the µ 2 direction followed by minimization in the µ 1 direction. In general better results are achieved when optimizing the smaller of the values (i.e., corresponding to a more negative logarithm) first.
Several of the µ 2 estimates did not change from their initial values during the one parameter optimization for µ 2 suggesting that the µ 1 search arrived sufficiently close to theλ orτ curve (likewise for Case 2, the two higher frequency estimates for µ 1 did not change suggesting that the µ 2 search converged sufficiently). The values ofλ orτ from the two one-parameter searches are given in Table 38 . These values, on average, have about two fewer decimal places of accuracy as those in the single gaussian case. Still, as the following results shall show, in general this is sufficiently close to allow for good final estimates.
We now holdλ orτ fixed and search for µ 1 and µ 2 . The µ 1 and µ 2 estimates resulting from the one parameter tracing of the "line of best fit" are given in Tables 39 and 40 , respectively. Finally, the µ 1 and µ 2 estimates resulting from the two parameter Levenberg-Marquardt fine-tuning are given in Tables 41 and 42 , respectively. The lack of a significant difference after the two parameter search suggests that we have found local minima with respect to µ 1 and µ 2 given our initial standard deviation estimates.
Remark 4 Note that in some cases (actually, about half !) µ 1 is converging toward µ * 2 (we have highlighted these cases in each subsequenct table). This is the same problem that we encountered in the discrete case in Section 5. For our examples here, α = .5 so the problem is symmetric provided the standard deviations converge to the corresponding symmetric solution as well (i.e., σ 0 1 converges to σ * 2 ). We could restrict our optimization problem to, for instance, only allow µ 1 > µ 2 , but we perfer the idea that there are two equally viable solutions to choose from since it may actually double our chances of finding one of them! If our initial estimates for each σ i were based on a certain ordering of the µ i 's (for example, say we know the distribution of the smaller relaxation time is much more narrow) we could easily test for that ordering and rearrange our σ i estimates if necessary (though we would need to optimize with respect to each µ i once more to reflect the changes). While the results for determining the means of the unknown Bi-Gaussian distribution are surprisingly decent, the optimization of the standard deviations was expectedly more difficult. Figure 13 demonstrates that the objective function behaves in a similar way with respect to the standard deviations as it did to the means in that there is a "line of best fit". Unfortunately, when compared to Figure 12 it becomes obvious that the scale involved in traversing along this curve is too small to be accurate enough for optimization. This is in fact what we experienced in attempting to minimize with respect to σ 1 along the "line of best fit". The changes in each σ 1 were in almost all cases less than six decimal places. Applying a two parameter Levenberg-Marquardt for fine-tuning afterwards gave slightly better results for some cases, and we display these approximations in Tables 43 and 44 . Using these values along with the best estimates so far for our means, we run a four parameter Levenberg-Marquardt search. The results for this procedure are given in Tables 45 through 48 .
One may argue that the lack of sensitivity to σ may be due to starting initial estimates too close to the true solution, but this would not explain why, with all other parameters held fixed, gradient based methods take the standard deviation estimates farther from the true solution in half of the cases we tried. It is more likely that the numerical errors involved in the simulations are affecting the gradients. However, the results here reflect attempts that have been made to account for this using varying gradient step sizes (our Levenberg-Marquardt routine exits only after verifying small gradients with three different step sizes as explained in [14] ). Our conclusion for the problem of determining the means and the standard deviations for a bi-gaussian distribution of relaxation times is that the means are very readily determined with reasonable initial estimates, even with significantly incorrect standard deviations. However, the standard deviations are not easily determined even with quite accurate estimates for the means. Figure 13 : The log of the objective function for the bi-gaussian distribution inverse problem versus σ 1 and σ 2 using a frequency of 10 11 Hz. 
Summary
In this report we have discussed theoretical and numerical results for inverse problems involving Maxwell's equations with a general polarization term which includes probability distributions for both dielectric pa- rameters and mechanisms. A theoretical framework to treat such classes of problems was given along with stability results for the corresponding least squares inverse problems. We presented examples of distributions of parameters including discrete, uniform, log-normal, and log-bi-gaussian. In each case the objective function was characterized by a "line of best fit" corresponding to a curve of constant value of either λ or τ depending on the relative values of the interrogating frequency ω, and 1/τ , whereτ is the weighted average of the relaxation times. The constant values of these curves turned out to be, in fact,τ andλ, which is the weighted average of the inverses of the relaxation times (scaled by the speed of light for convenience). The similarities between the cases were exploited in determining effective optimization procedures for subsequent cases.
For the discrete case involving two atoms, each value of τ was readily determined if the volume proportions were known. Likewise, the volume proportion could be determined given the values of each relaxation time. However, the problem of determining all three parameters simultaneously is under-determined. Although, in certain situations, interrogating with a different frequency (in particular, greater than the critical frequency if the original interrogating frequency is smaller) can provide enough new information for the volume proportions and the relaxation times to be determined simultaneously.
The uniform distribution is generally straight-forward to optimize; each endpoint of the distribution was determined, on average, to about three decimal places of accuracy.
The inverse problem involving the log-normal distribution, or rather a gaussian distribution on the logarithms of the relaxation times, behaved similarly to the discrete distribution, and therefore the previous solution methods worked well. The mean of the distribution was determined to about four decimal places in log-space. The standard deviation was also determined quite accurately (about three decimal places), but it was evident in the surface plots that the objective function was particularly insensitive to the standard deviation. Any amount of noise in the system may prevent accurate results.
Finally, we considered a log-bi-gaussian distribution of relaxation times. As in the gaussian distribution problem, the objective function was insensitive to the standard deviations. Therefore, even with quite accurate estimates for the means, no usable estimates for the standard deviations could be found. However, in contrast, rather accurate solutions for both of the means could be determined using substantially incorrect estimates for the standard deviations. Still, the effect of the standard deviation on the objective function is sufficient to be able to distinguish distributions which are fairly broad (large standard deviations) from those that are nearly delta functions (very small standard deviations). This is important as it suggests that systems which truly have continuous distributions for their parameters should not be modeled using discrete distributions. Further, an objective function of the type in this report may be used to create a measure of the error induced in the signal by opting to use a discrete distribution instead of a continuous one when it is sufficiently helpful for computational simplicity to do so.
In fact, homogenization techniques determine single values of relaxation times which produce signals that closely match those generated with more complex mechanisms (such as a distribution of Debye polarization mechanisms)-for example, see [7] . It turns out that from our analysis here that for lower frequencies (ω L < ω c = 1/τ ) the effective relaxation time is simply the weighted average of the actual relaxation times (or for continuous distributions, the integral of τ with respect to the distribution). However, for higher frequencies (ω H > ω c = 1/τ ) the effective relaxation time is actually the inverse of the weighted average of inverses (or the inverse of the integral of 1/τ with respect to the distribution in the continuous case). , where α i represents the volume fraction of the material with discrete relaxation times τ i . Both the low frequency and high frequency estimates are common results in homogenization theory. However, any homogenization procedure which does not take the interrogating frequency into account will not be able to determine which is the correct effective relaxation time for the situation. Lastly, it should be noted that the procedure of traversing a "line of best fit", as done in this report, is only a valid approach to solving non-linear optimization problems (which have relations that are relatively optimal) if the equation of this curve is known. Other possible solutions methods for more general problems include taking an "arbitrary orthogonal step", or resorting to a simplex search for those parts of the inverse problem that are particularly difficult for the gradient based methods.
