Quantitative Plutonium analysis depends upon the accurate identification of the assay peak. The Np[Pa] equilibrium pair introduces interfering peaks in 239 Pu, 238 Pu, and 235 U assay peak region. When an interfering peak is present, it negates the assay unless an appropriate technique can be developed to deal with the interference. Peak Stripping is one such technique. Peak stripping involves an algorithm to strip an entire peak from another, resulting in a spectrum that can then be analyzed for the isotope of interest. A simpler method is a 'pseudo-peak-stripping" whereby the effects of the interfering peak are quantified and those effects are stripped from the assay data. In this case the integrated peak areas are analyzed and corrected.
Introduction
Quantitative Plutonium analysis depends upon the accurate identification of the assay peak. When an interfering peak is present, it negates the assay unless an appropriate technique can be developed to deal with the interference. Peak Stripping is one such technique. Peak stripping involves an algorithm to strip an entire peak from another, resulting in a spectrum that can then be analyzed for the isotope of interest. A simpler method is a 'pseudo-peak-stripping" whereby the effects of the interfering peak are quantified and those effects are stripped from the assay data. In this case the integrated peak areas are analyzed and corrected.
Two methods are presented in this paper. Both assimilate the integrated data for the assay peak regions (in this case 238 Pu, 239 Pu, and 235 U) and for the Neptunium/Protactinium secular equilibrium pair ([Np[Pa] ). Both calculate a stripping factor normalized relative to the Np[Pa] 312 keV peak. Using Np [Pa] assumes that the Protactinium has come to equilibrium with Neptunium. This requires only ~ 6 months from the time of chemical separation, therefore, it is a valid assumption in most cases. A correction is then applied to the assay peak areas to "strip" the underlying effects of Np [Pa] .
The analytical model, based on 1 st principles of physics, uses known branching ratios and specific activities to calculate theoretical peak intensities from Np[Pa] that might interfere with SNM assay peaks. This method calculates the detector efficiency (ε) curve based on the major Np [Pa] peaks.
The empirical model is an experimental method based solely on measuring the Np[Pa] interfering peaks and ratioing those intensities to the Np[Pa] 312 keV peak. It is not necessary to determine ε as it is intrinsic in the methodology. 130-200 (upper-left) and 300-425 (upper-right) Pu's 414 keV peak to demonstrate the presented chniques. These same techniques can be applied to the other stripping factors as well. In or ials 375 nificant terferences from Np [Pa] . Note the small relativity intensity in the 153 keV region.
Pu and Np[Pa] γ-ray Spectroscopy
The following equations are used in the algorithms described in this paper: and the data is normally attenuated by gloveboxes, containers, and other mater yielding a significantly less resolved spectrum. Typical peak resolution is ~3keV. Anything less assumes too much about the effects of gain (energy) stability, geometry, attenuating materials, deadtime, and distance. Therefore, assay peak regions are normally set broadly at ~411 to 418keV to fully encompass both the 414 from of γ-rays produced at a specific energy from 1 gram of a specific isotope. Since the Np[Pa] 312 keV peak is used as the normalization peak, the significance of each individual peak was compared to it. It is not statistically significant to attempt to correct for peaks with significance (Ř i / Ř 312 ) much less than 1%. Literature values for branching ratios were also compared and are discussed in a subsequent section. BR 1 and BR 2 are branching ratios from different literature sources. The percent difference (∆BR 1,2 ) between the two is also presented to demonstrate the error introduced from literature values. 
Analytical Model Based on First Principles
The Analytical model is based upon Ř as presented in Table 1 . The model calculates the ratio of Řs relative to the Np[Pa] 312 keV normalization peak. Therefore, with the analytical model, the Np[Pa] 312 peak is measured and multiplied by the pseudo ε (Pε i ) derived for assay peak i . This product is representative of the interference in peak i due to Np [Pa] and can be directly stripped (subtracted) from the measured assay peak i resulting in the net assay peak i .
The data in Table 1 assumes detector efficiency (ε) of 1 even though ε i is never exactly equal to 1. However, for a model based upon ratios of Ř, the ratio of ε i /ε Table 3 provides the tabular results plotted in Figure 2 and Figure 3 . Table 5 shows the calculated Pε s for the assay energy peaks, the calculated rate (Ř) at ε =1, and the errors for each data point. Ř peak /Ř 312 is the ratio of the assay peak region relative to the 312 keV. It is interesting to note the relative abundances. This ratio will become significant in the conclusion when discussion data quality and significance. The real test of the method is the calculation of the errors associated with interferences of the assay peaks. The "assay peak" is actually the associated interference from Np [Pa] , that is the Np [Pa] peak that would interfere with the given assay peak. As one can observe from Table 5 once the method is applied to the assay peaks, the results are not as satisfactory as they were for the Np [Pa] calculations. This is most noticeable for the low energy U 186 keV are statistically insignificant and therefore also have very large associated errors. This will be further addressed in the conclusion section.
Empirical Model
The same data was analyzed strictly as an empirical correction. That is, first principles were not applied, a calculation was simply performed to equate the total gammas in the assay peak region to that found in the Np[Pa] 312 keV region. Table 7 gives the raw data and Table 8 the Np [Pa] 312keV normalized data (all rates divided by the associated 312 keV peak rate). The negative values in the table were presented to demonstrate the lack of statistical quality for the 129 keV and 186 keV regions. The data for these regions is statistically insignificant and represent no significant interference with assay peaks. 
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As previously demonstrated ( Figure 1 , Table 1, Table 5, Table 8 , and Table 11 with the ratio of average net counts to the observed Minimum Level of Detection (MLD). For both regions, MLD is much greater than the data in the associated peaks. Therefore, this report recommends that effects of Np[Pa] not be stripped from these regions. That is, these regions are statistically free from the effects of Np [Pa] . 
