The relative entropy is a principal measure of distinguishability in quantum information theory, with its most important property being that it is non-increasing under noisy quantum operations. Here, we establish a remainder term for this inequality that quantifies how well one can recover from a loss of information by employing a rotated Petz recovery map. The main approach for proving this refinement is to combine the methods of [Fawzi and Renner, arXiv:1410.0664] with the notion of a relative typical subspace from [Bjelakovic and SiegmundSchultze, arXiv:quant-ph/0307170]. It remains an open question if the same bound holds for the Petz recovery map (and not merely for a rotated Petz recovery map). A well known result states that the monotonicity of relative entropy under quantum operations is equivalent to any of the following inequalities: strong subadditivity of entropy, concavity of conditional entropy, joint convexity of relative entropy, and monotonicity of relative entropy under partial trace. We show that this equivalence holds true for refinements of all these inequalities in terms of the Petz recovery map. So either all of these refinements are true or all are false.
Introduction
The Umegaki relative entropy D (ρ σ) ≡ Tr{ρ [log ρ − log σ]} between a density operator ρ and a positive semi-definite operator σ is a fundamental information measure in quantum information theory [30] , from which many other information measures, such as entropy, conditional entropy, and mutual information, can be derived (see, e.g., [2] ). When σ is a density operator, the relative entropy is a measure of statistical distinguishability and receives an operational interpretation in the context of asymmetric quantum hypothesis testing (known as the quantum Stein's lemma) [8, 17] . Being a good measure of distinguishability, the relative entropy does not increase under quantum processing, as is captured in the following inequality, known as monotonicity of relative entropy [15, 29] : 1) where N is a completely positive trace preserving (CPTP) map (also referred to as a quantum channel). The inequality is known to be saturated if and only if the following Petz recovery map perfectly recovers ρ from N (ρ) and σ from N (σ) [19, 20] (see also [7] ): 2) with N † the adjoint of N . There are several related inequalities, which are known to be equivalent to (1.1), in the sense that they imply and are implied by (1.1) when σ is a density operator (see, e.g., [21] ). One equivalent inequality is the monotonicity of relative entropy under partial trace:
where ρ AB and σ AB are density operators acting on a tensor-product Hilbert space H A ⊗ H B . The operators ρ B and σ B result from the partial trace: ρ B ≡ Tr A {ρ AB } and σ B ≡ Tr A {σ AB }. Another equivalent inequality is the joint convexity of relative entropy:
where p X is a probability distribution, {ρ x } and {σ x } are sets of density operators, ρ ≡ x p X (x) ρ x , and σ ≡ x p X (x) σ x . The interpretation of the above inequality is that distinguishability cannot increase under the loss of the classical label x. One other equivalent inequality is the strong subadditivity of quantum entropy [13, 14] : 5) which can be seen as a special case of (1.1) with ρ = ω ABC , σ = ω AC ⊗ I B , and N = Tr A , where ω ABC is a tripartite density operator acting on the tensor-product Hilbert space H A ⊗ H B ⊗ H C . A final equivalent inequality that we mention is the concavity of conditional entropy: 6) where p X is a probability distribution, {ρ x AB } is a set of density operators, ρ AB ≡ x p X (x) ρ x AB , and the conditional entropy H (A|B) σ ≡ −D (σ AB I A ⊗ σ B ).
The above inequalities have been critical to the development of quantum information theory. In fact, since so much of quantum information theory relies on these inequalities and given that they are equivalent and apply universally for any states and channels, they are often considered to constitute a fundamental law of quantum information theory. In light of this, we might wonder if there could be refinements of the above inequalities in the form of "remainder terms." After a number of works pursued this direction [34, 10, 11, 4, 36, 35, 2, 24, 12, 25] , a breakthrough paper established the following remainder term for strong subadditivity [6] :
where
1 is the quantum fidelity between positive semi-definite operators τ and ς [28] , U C and V AC are unitary channels defined in terms of some unitary operators U C and V AC as 9) and R P C→AC is the following Petz recovery map:
In the present paper, our first contribution is to combine the methods of [6] and the notion of a relative typical subspace from [3, pages 4-5] in order to establish the following remainder term for the inequality in (1.1):
where U is a unitary channel acting on the output space of N , R P σ,N is the Petz recovery map defined in (1.2), and V is a unitary channel acting on the input space of N . Thus, the refinement in (1.11) quantifies how well one can recover ρ from N (ρ) by employing the "rotated Petz recovery map" V • R P σ,N • U. This result is stated formally as Theorem 4 and can be understood as a generalization of (1.7). We establish similar refinements of the inequalities in (1.3) and (1.4), stated formally as Theorem 1 and Corollary 3, respectively. Given that the original inequalities without remainder terms have found wide use in quantum information theory, the refinements with remainder terms presented here might find use in some applications of the original inequalities, perhaps in the context of quantum error correction [1, 23, 27, 18, 16] or thermodynamics [31, 22] .
Note that the refinement in (1.7) has already been helpful in improving our understanding of some quantum correlation measures [34, 12, 25, 32] . It remains mostly open to quantify the performance of the rotated Petz recovery map V • R P σ,N • U in recovering σ when it acts on the state N (σ). It would be very useful for applications if the aforementioned refinements of relative entropy inequalities held for the Petz recovery map (and not merely for a rotated Petz recovery map), i.e., if they were of the following form:
2 ), (1.14) Our second contribution in this paper is to show that a slightly weaker form of these inequalities, with the replacement − log(F ) ≥ 2(1 − √ F ) on the right-hand side, are all equivalent. So either all of these refinements are true or all are false. It remains an important open question to determine which is the case.
The next section recalls the notion of a relative typical subspace and the remaining sections give proofs of our claims.
Relative typical subspace
We begin by reviewing the notion of a relative typical subspace from [3, pages 4-5] . Consider spectral decompositions of a positive semi-definite density operator ρ and a positive semi-definite operator σ acting on a finite-dimensional Hilbert space, such that supp(ρ) ⊆ supp(σ):
Let us define the relative typical subspace T δ,n ρ|σ for δ > 0 and integer n ≥ 1 as
We will overload the notation T δ,n ρ|σ to refer also to the following classical typical set:
with it being clear from the context whether the relative typical subspace or set is being employed. Let the projection operator corresponding to the relative typical subspace T δ,n ρ|σ be called Π n ρ|σ,δ . Consider that
we can then write
With this in mind, we can now calculate
Based on the above reductions, and due to the notion of typicality with respect to the subspace T δ,n ρ|σ defined in (2.3), it follows from the law of large numbers that, for a given small real number ε ∈ (0, 1), and a sufficiently large value of n, Tr{Π n ρ|σ,δ ρ ⊗n } ≥ 1 − ε. In fact, the convergence lim n→∞ Tr{Π n ρ|σ,δ ρ ⊗n } = 1 can be taken exponentially fast in n for a constant δ by employing the Hoeffding inequality [9] .
3 Remainder term for monotonicity of relative entropy under partial trace
Theorem 1 Let ρ AB be a positive semi-definite density operator, σ AB be a positive semi-definite operator, both acting on a finite-dimensional tensor-product Hilbert space 
for unitary channels U B and V AB defined in terms of some unitary operators U B and V AB as
and with R P B→AB the CPTP Petz recovery map:
Proof of Theorem 1. Our proof of Theorem 1 proceeds very similarly to the proof of [6, Theorem 5.1], with only a few modifications. We give a full proof for completeness. The expression on the left-hand side of (3.1) is equivalent to
ρ is the conditional entropy and the entropy is defined as H (ω) ≡ − Tr {ω log ω}. So we need the relative typical projectors Π n ρ AB |σ AB ,δ and Π n ρ B |σ B ,δ defined in Section 2. Abbreviate these as Π n AB and Π n B , respectively. We begin by defining
Consider from the gentle measurement lemma [33] , properties of the trace norm, and relative typicality that
where η is an arbitrarily small positive number for sufficiently large n. So we apply [6, Lemma 2.3] to find that
where the above inequality holds for sufficiently large n. A well-known relation between the root fidelity
Use [6, Lemma B.6] to remove the projector Π n AB from the second argument and absorb the trace term as
Let an eigendecomposition of σ ⊗n B be given as
where S n is the set of eigenvalues of σ ⊗n B . By defining
we see from (2.3) and the definition of Π n B that
Furthermore, it is well known from the method of types [5] that |S n,δ | ≤ poly (n). Then consider that s Π s = I and apply [6, Lemma B.7 ] to get 19) where (3.18) follows because Π s Π n B = Π s if s ∈ S n,δ and it is equal to zero otherwise. So we find that there exists an s such that
From the definition of Π s we can write
From the definition of S n,δ , we have that
giving that 
Combining everything up until now, we get
Let an eigendecomposition of σ ⊗n AB be given as
and
1 Note that the unitary UB depends on n, but we suppress this in the notation for simplicity.
where these developments follow the same reasoning as (3.14)-(3.16). Now we continue with the fact that p∈Pn Π p = I and [6, Lemma B.7] to get that
Then there exists a p such that
From the definition of Π p we have that 
(3.39)
2 Note that the unitary VAB depends on n, but we suppress this in the notation for simplicity.
Putting everything together, we get that
The equality follows because the fidelity is multiplicative under tensor products. In the last line above, we take a maximization over all unitaries in order to remove the dependence of the unitaries on n. Taking the n th root of the last line above, we find that there exists a V AB and U B such that
By taking the limit as n becomes large, using identities from the beginning, and noting that δ > 0 was arbitrary, this finally yields the desired inequality
Remark 2 Suppose in Theorem 1 that σ AB is a density operator. It remains open to quantify the performance of the rotated Petz recovery map V AB • R P B→AB • U B on the reduced state σ B . In particular, if the unitary channels U B and V AB were not necessary (with each instead being equal to the identity channel), then it would be possible to do so. This form of the recovery map was previously conjectured in [24, Consequence 27] in terms of the following inequality:
If this conjecture is true, then one could perform the Petz recovery map on system B and be guaranteed a perfect recovery of σ AB if the state of B is σ B , while having a performance limited by (3.45) if the state of B is ρ B . By a modification of the proof of Theorem 1, one can also establish the following lower bound: 
recovers σ AB perfectly from σ B , while having a performance limited by (3.46) when recovering ρ AB from ρ B . It is however unclear whether this completely positive map is trace preserving.
Remainder term for joint convexity of relative entropy
An immediate corollary of Theorem 1 is an ensemble-dependent remainder term for joint convexity of relative entropy:
Corollary 3 Let {p X (x) , ρ x } and {p X (x) , σ x } be ensembles where p X is a probability distribution with p X (x) > 0 for all x, each ρ x is a positive semi-definite density operator, each σ x is a positive semi-definite operator such that supp( 47) and suppose that σ is positive definite. Let ρ XB and σ XB denote the following classical-quantum states:
for unitary channels U B and V XB defined in terms of some unitary operators U B and V XB as
and with R P B→XB the CPTP Petz recovery map:
This corollary follows simply by realizing that
and applying Theorem 1.
Remainder term for monotonicity of relative entropy
Theorem 4 Let ρ S be a positive semi-definite density operator and σ S be a positive semi-definite operator, both acting on a Hilbert space H S and such that supp(ρ S ) ⊆ supp(σ S ). Let N S→B be a CPTP map taking density operators acting on H S to density operators acting on H B and such that N S→B (σ S ) is a positive definite operator. Then the following inequality refines monotonicity of relative entropy:
for unitary channels U B and V S defined in terms of some unitary operators U B and V S as
2)
and with R P σ,N the CPTP Petz recovery map:
where N † is the adjoint of N S→B .
Proof of Theorem 4. We begin by recalling that any quantum channel can be realized by tensoring in an ancilla system prepared in a fiducial state, acting with a unitary on the input and ancilla, and then performing a partial trace [26] . That is, for any channel N S→B , there exists a unitary W SE →BE with input systems SE and output systems BE such that
For simplicity, we abbreviate the unitary W SE →BE as W in what follows. Let ρ BE and σ BE be defined as
so that
The Kraus operators of N S→B are given as 10) so that the adjoint map is given by
Furthermore, we have that
Applying Theorem 1, we know that a lower bound on (4.14) is
for some unitaries V BE and U B . Without loss of generality, V BE can be taken to act on the image of the isometry W SE →BE |0 E . Let us now unravel the term σ
BE in the second argument above. Letting
we then have that
Continuing, the last line above is equal to
The Petz recovery map is defined as
Then by inspection, (4.23) is equal to
So the fidelity in the remainder term of (4.15) is
Given that V BE acts only on the image of the isometry W SE →BE |0 E , the second equality follows because in this case the fidelity is invariant under the partial isometry 0| E W † . The last equality follows because we can define a unitary V S acting on the input space as
So the final remainder term for monotonicity of relative entropy is
Remark 5 Suppose in Theorem 4 that σ S is a density operator. It remains open to quantify the performance of the rotated Petz recovery map V S • R P σ,N • U B on the state N S→B (σ S ). In particular, if the unitary channels U B and V S were not necessary (with each instead being equal to the identity channel), then it would be possible to do so. This form of the recovery map was previously conjectured in [24, Consequence 27] in terms of the following inequality:
If this conjecture is true, then one could perform the Petz recovery map on system B and be guaranteed a perfect recovery of σ S if the state of B is N S→B (σ S ), while having a performance limited by (4.31) if the state of B is N S→B (ρ S ).
Equivalence of relative entropy inequalities with remainder terms
As discussed in the introduction as well as in Remarks 2 and 5, it would be desirable to have refinements of the inequalities in (1.1) and (1.3)-(1.6) in terms of the Petz recovery map (and not merely in terms of a rotated Petz recovery map). Here, we establish the following equivalence result, depicted in Figure 1 :
The following inequalities with remainder terms are equivalent (however it is an open question to determine whether any single one of them is true):
1. Strong subadditivity of entropy. Let ω ABC be a tripartite density operator such that ω C positive definite. Then
AC denotes the Petz recovery channel.
2. Concavity of conditional entropy. Let p X (x) be a probability distribution characterizing the ensemble {p X (x) , ρ x AB } with bipartite density operators ρ x AB . Let ρ AB ≡ x p X (x)ρ x AB such that ρ B is positive definite. Then
3. Monotonicity of relative entropy under partial trace. Let ρ AB and σ AB be bipartite density operators such that supp(ρ AB ) ⊆ supp(σ AB ) and σ B is positive definite. Then
3)
AB denotes the Petz recovery channel with respect to σ AB and Tr A . It is well known that all of the above fundamental entropy inequalities are equivalent (see, e.g., [21] ). Theorem 6 extends this circle of equivalences to apply to refinements of these inequalities in terms of the Petz recovery map.
4. Joint convexity of relative entropy. Let p X (x) be a probability distribution characterizing the ensembles {p X (x) , ρ x }, and {p X (x) , σ x } with ρ x and σ x density operators such that
5. Monotonicity of relative entropy. Let ρ and σ be density operators such that supp(ρ) ⊆ supp(σ), and N a CPTP map such that N (σ) is positive definite. Then
denotes the Petz recovery channel with respect to σ and N .
Proof. For the proof, we abbreviate the square root of the fidelity F as the root fidelity F r . That is, for density operators ρ and σ, we set
We can easily see that 5 ⇒ 3, and from a variation of the development in [24, Consequence 28], we obtain 3 ⇒ 4 ⇒ 5, leading to 3 ⇔ 4 ⇔ 5. 3 We can get 5 ⇒ 1 by choosing ρ = ω ABC , σ = ω AC ⊗ ω B , and N = Tr A , so that
The implication 1 ⇒ 2 follows by choosing 12) so that
The last remaining implication 2 ⇒ 3 has the most involved proof, which we establish now by using the idea from [14, Section 3-E]. Throughout our proof, we employ several integral representations for functions of a positive definite operator P , which we list now for convenience:
In what follows, we will be using these integral representations for P = σ AB + xρ AB , where σ AB is positive definite, ρ AB is a density operator, and x ≥ 0. The integrands in the above representations are sufficiently smooth and bounded such that we can exchange the derivative d dx with the integral and the limit lim x 0 as well. We also make use of
which follows because
Consider that the conditional entropy is homogeneous, in the sense that
where x is a positive scalar and G AB is a positive semi-definite operator on systems AB. Let 24) with σ AB a positive definite density operator and ρ AB a density operator. Then it follows from homogeneity and concavity with the Petz remainder term (by assumption) that 27) where
Manipulating the above inequality then gives
Taking the limit as x 0 then gives (assuming for now that everything stays well defined)
We now evaluate the limits separately, beginning with the one on the left hand side. Given that
and lim x 0 x = 0, we need to apply L'Hospital's rule and evaluate derivatives. So we consider
(5.32) We evaluate the first term as
To compute the second term, we use the integral representation (5.16) so that
This leads to the conclusion that 
which is equivalent to (c.f., [14, Eq. (3. 2)])
So we need to evaluate this last limit to get the remainder term. Consider that
it remains to show that
Consider that lim
and lim x 0 x = 0, so that we again need to consider L'Hospital's rule and evaluate
In what follows, we explicitly show that (5.51) is equal to zero. 4 Consider that
because (for an appropriate positive definite operator-valued function G)
Applying the above rule, we get that
(5.60) So then we focus on
and using the integral representation (5.17), we calculate
where (5.64) converges for every x ≥ 0 because
where we used that ρ AB ≤ I AB . Similarly, we use the integral representation (5.18) to evaluate 
