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Abstract 
 
Although building simulation tools have already proven to be very useful, there still is a lack of a simulation tool 
taking into account all building physical aspects. To develop such an integrated tool, two approaches are typically 
suggested: co-simulation and mono-simulation. In the first, the various building physical aspects of a certain problem 
are modelled in different appropriate state-of-the-art building simulation tools, which are coupled by exchanging 
intermediate results during simulation time. The main drawback of this technique is a possible negative impact on the 
accuracy of the results and even on the computational cost when iterating between the different models. Therefore 
mono-simulation, in which the problem is modelled and simulated in its entirety, is suggested as an alternative to co- 
simulation. This technique possibly leads to a better accuracy, though a high computational cost is expected due to 
the resulting largeness of the simulation model. This study aims at assessing the numerical efficiency of these two 
different approaches for integrated building simulation tools. Co-simulation shows to be a potentially better 
performing technique, though, its efficiency strongly depends on the applied strategy and the exchange variable. 
© 2015 The Authors. Published by Elsevier Ltd. 
Peer-review under responsibility of the CENTRO CONGRESSI INTERNAZIONALE SRL. 
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1. Introduction 
 
Nowadays, it is important to design and to build energy efficient buildings. Building simulation programs can be 
of great aid in this design process. Throughout the years, several simulation tools have been developed, each with its 
own  in-depth  expertise  in  certain  specific  aspects of  building  physics  (building  envelope,  HVAC systems,…). 
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However, since all these aspects interact with each other, there is a need for a – until now non-existent – integrated 
building simulation tool taking all aspects into account [1]. 
Though, developing such an integrated simulation tool is very labour-intensive [2] and poses extra computational 
challenges. In this paper, two possible approaches will be studied for the implementation of integrated simulation 
tools: co-simulation and mono-simulation. In co-simulation, the various building physical aspects of a certain problem 
are modelled in different appropriate building simulation tools. These simulation tools are coupled by exchanging 
intermediate results during simulation time [1,2]. Co-simulation allows to combine different state-of-the-art simulation 
tools, each with its own specialization. However, the main drawback of this technique is the possible negative influence 
on the accuracy of the results and, for some strategies, on the computational cost due to iterations between the coupled 
simulators [2]. Moreover, the impact of different existing strategies of co-simulation (parallel, sequential, strong) and 
different types of data to exchange is yet unknown. On the other hand, mono-simulation can be suggested as an 
alternative to co-simulation. In this technique, the problem is modelled and simulated in its entirety, which possibly 
leads to a better accuracy. Although no iterations between simulators are required for this technique, a high 
computational cost is expected due to the resulting largeness of the simulation model. 
This paper investigates the numerical efficiency (simulation accuracy versus computational cost) of co-simulation 
and mono-simulation by modelling and simulating an elementary thermal case. 
 
2. Strategies 
 
2.1. Co-simulation 
 
Using co-simulation, different building simulation tools, each with its own expertise, can be combined to 
incorporate all building physical aspects into one integrated simulation tool. The combined simulation tools are 
executed concurrently, and during runtime, these simulators are coupled by exchanging intermediate results [1,2]. 
The most straightforward strategy of co-simulation is parallel coupling, where the combined simulators reciprocally 
exchange simulation results once at the start of every time step. Another co-simulation strategy is sequential coupling, 
where in each time step, the simulators are once executed one after the other, ‘in sequence’. In this way, a simulator 
already uses the updated outcomes of other simulators in the same time step. Both strategies are easy to implement 
and moreover, decomposing the whole system into smaller subsystems leads to a relatively low computational cost. 
The low computational cost, though, comes at the expense of accuracy due to the loose coupling. 
This accuracy can be raised by using a third technique of co-simulation, namely strong coupling. In strong coupling, 
an iteration will take place between the simulators to meet a predefined convergence criterion in each time step. 
Naturally, compared to the loose coupled strategies, a higher computational cost is expected because of the iterations. 
The different kinds of co-simulation are illustrated in Figure 1 [2]. 
For all three co-simulation strategies, a choice has to be made regarding the kind of data to be exchanged during 
the simulation process. Possible data are, for example, temperatures or heat fluxes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Three co-simulation techniques: (left) strong coupling; (middle) sequential coupling; (right) parallel coupling. [2] 
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As mentioned before, co-simulation allows combining different state-of-the-art simulation tools, each with its own 
specialization, to come to a modelling environment with a broader expertise. However, many simulation tools are 
currently not suited for co-simulation [3]. Furthermore, according to [4,5], co-simulation can lead to numerical 
instability. Though, for certain parameters, co-simulation can be unconditionally stable [2]. Finally, according to [5], 
loose coupling will only lead to minor improvements regarding numerical efficiency. 
 
2.2. Mono-simulation 
 
In the monolithic approach, the different building physical aspects are all directly modelled in one simulation tool. 
A frequently cited disadvantage is the lack of modularity and, as a consequence, the extendibility of such tools [3,6]. 
Though, modelling and solving all equations in one large system leads to a direct connection between the different 
aspects. This makes this approach the most accurate one. Any inaccuracy is caused by discretization in space and 
time, and, in case of non-linear systems, by a level of convergence that is finite. However, from a certain size of the 
system of equations, this simulation technique requires a high computational cost. 
 
3. Case 
 
The numerical efficiency of the four discussed strategies is investigated by studying an elementary thermal  case. 
Matlab is used for building up and solving the model. 
 
3.1. Setup of the case 
 
The case exists of a single, unheated zone bounded by two walls, one facing an exterior environment and one facing 
a neighbouring zone at a constant temperature (Figure 2). The considered heat transport mechanisms are conduction 
in the walls, convection between the walls’ surfaces and their respective environments, long-wave radiation between 
the wall surfaces and in-/exfiltration of air from/to the exterior environment. 
In a more extensive study the authors have shown that several geometric and material-intrinsic parameters of the 
model have a significant effect on the results [7]. To take this dependency into account, the case is modelled and 
solved using 10 different sets of parameters, generated using an improved Monte-Carlo technique [8]. The considered 
parameters (and their range of variation) are the thickness of the walls (0.1 – 0.2 m), the thermal conductivity of the 
walls (0.04 – 2 W/mK), the surface of the walls (6 – 40 m²), the density of the walls (500 – 2700 kg/m³) and the 
infiltration rate (0.5 – 15 1/h). 
A total heat transfer coefficient of respectively 8 W/m²K and 25 W/m²K is assumed for the surfaces facing the 
interior and exterior environment. For the surfaces at the inside, the convective coefficient of 3.5 W/m²K is adopted. 
The volume of the zone is set to 60 m³ and the thermal heat capacity of the wall to 1000 J/kgK. For the exterior 
environment, the temperature curve of the month July in Uccle (Belgium) is used, while the interior environment is 
set to a constant temperature, being the mean exterior temperature of the month July (16.05 °C). 
 
 
Figure 2: Set-up of the thermal case 
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3.2. Solution strategies 
 
The thermal behaviour of the zone is modelled by discretizing both walls into a certain amount of equidistant, one- 
dimensional control volumes, while the zone is represented by a single control volume. Next, the heat balance for 
each control volume is composed. In the mono-simulation approach, all the equations are assembled into one single 
system of equations, which can subsequently be solved at every discrete time step. The equations are, therefore, 
perfectly mutually coupled. 
In the co-simulation approach on the other hand, the equations are assembled separately for each wall and for the 
zone into smaller systems of equations. These systems are separately solved at every time step or iteration and 
exchange their intermediate results, which can be used as boundary conditions during the next time step or the next 
iteration, depending on the concerning co-simulation strategy. More concretely, in the parallel strategy, all 3 systems 
of equations are solved at the same time and mutually exchange their results after each time step. In the sequential 
strategy, the two systems for the two walls are solved simultaneously and send their results to the zonal system, which 
is subsequently solved using these updated values. In the strong coupling strategy, the zone and the walls are iteratively 
solved within each time step and exchange results after each iteration. This iterative process continues until the relative 
change in consecutively calculated values of the zone temperature is lower than a certain convergence criterion. In a 
preliminary study the authors have shown that a relative criterion of  ͳͲȂͶleads to a good tradeoff between accuracy 
and computational cost [7]. For all these co-simulation strategies two different types of variables can be exchanged: 
the inside surface temperatures of the walls and the zone temperature or directly the heat flows between the different 
components. Both possibilities are studied. 
Because the set number of control volumes and the chosen length of the discrete time steps have a large influence 
on both the accuracy and the computational cost, the case is solved for seven different control volume thicknesses 
(between 0.5 and 4 cm) and seven different time step lengths (between 1 and 120 minutes), yielding 49 possible 
temporospatical discretization settings. 
To deal with the nonlinearity arising from the radiative heat transfer between the walls, the Newton-Raphson 
method is used to solve the respective systems in an iterative manner (not to be confused with the strong coupling 
iterations). 
 
3.3. Simulation accuracy and computational cost 
 
Solving the model using the different strategies, different discretization levels and different sets of parameters 
yields different approximations of the zonal temperature. Figure 3 shows a visual example by zooming in on the 
approximation for the four different strategies and one certain parameter set, using temperature as exchange variable, 
a control volume thickness of 4 cm and a time step of 30 min. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3: Zone temperature calculated with four different strategies. Exchange variable T, ͳ ͳǡ  4 cm and ȟ 30 min. 
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The simulation accuracy of every approximation is assessed by calculating the relative root mean square deviation 
from the reference solution for the zone temperature. This reference solution is calculated using the mono-simulation 
technique with a very fine discretization: a control volume thickness of 1 mm and a time step of 10 seconds. The 
computational cost is assessed by counting the number of floating point operations (FLOP) necessary for solving the 
system(s) of equations. Solving a matrix system of equations uses between ʹǤ͵͹ʹ͹and ͵FLOP, depending on the applied solver algorithm [9]. In this study the number of ͵is used because the better performing solver  algorithms 
only start offering benefits for huge systems of equations [10]. The number of FLOP is calculated taking into account 
the number of iterations due to nonlinearity, and the number of strong coupling iterations. 
 
3.4. Numerical efficiency 
 
To compare the numerical efficiency of the different strategies, their simulation accuracy is depicted versus their 
computational cost, for the different discretization levels and the different parameter values. To make the comparison 
reliable though, only the combinations for which every strategy has converged are considered. They are shown in 
Figure 4. For purposes of comparison, the Pareto front and the lognormal trend line is drawn for each strategy and 
respective type of exchange variable. 
When using temperature as exchange variable, from the Pareto fronts it is clear that the co-simulation strategies 
perform much more efficiently than the mono-simulation strategy. The trend lines indicate that the average 
performance of parallel coupling is however worse than the average performance of mono-simulation. From these 
simulations it can be concluded that sequential coupling and strong coupling are the most promising strategies. This 
is in line with earlier made observations in a previous study on other cases [7]. 
 
 
 
Figure 4: Numerical efficiency of the different simulation strategies 
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When using heat flow as exchange variable, the co-simulation strategies perform much less efficiently, and possibly 
even worse than mono-simulation when looking at the average performance. A possible explanation is the explicit 
character the systems of equations get when exchanging heat flows: explicit methods indeed perform poorly when 
solving stiff systems. Stiff systems arise when modelling subsystems with (depending on the mentioned parameters) 
largely different time constants [11], in casu being the ventilated zone with low thermal mass and the walls with high 
thermal mass. Furthermore, due to the explicit character, the co-simulation strategies are often unstable when 
exchanging heat flows. In Table 1 the percentage of failed simulations for every strategy is shown. 
 
Table 1: Amount of failed simulations for every strategy (in %) 
 
Strategy Failed Simulations (Exchanging Temperature / Heat flow) 
Mono-simulation 0 
Parallel co-simulation 0 / 37 
Sequential co-simulation 0 / 28 
Strong co-simulation 0 / 39 
 
Concluding, when exchanging temperatures, sequential coupling and strong coupling outperform mono-simulation, 
confirming the observations of a previous study [7]. However, when exchanging heat flows, co-simulation performs 
less efficiently and can be unstable. 
 
4. Conclusions 
 
The numerical efficiency of mono-simulation and co-simulation for solving an elementary thermal case is studied. 
Moreover, three different co-simulation strategies are studied: parallel coupling, sequential coupling and strong 
coupling. Two types of exchange variables are considered: the heat flow between the different elements and the 
temperature. The simulations show that, in general, the mono-simulation technique is not the strategy to be pursued. 
However, the numerical efficiency and stability of co-simulation strongly depend on the chosen implementation and 
on the type of data to be exchanged. Exchanging heat flows generally leads to poor efficiencies. The sequential 
coupling and strong coupling strategy, using temperatures as exchange data, give the best performances. The parallel 
coupling strategy globally doesn’t perform efficiently. Though these first findings cannot directly be generalized, they 
indicate the impact of a chosen strategy on the efficiency. Furthermore, the developed methodology can be adopted 
to study more complicated cases pursuing more general results. 
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