Sign restrictions on impulse response functions are used in the literature to identify structural vector autoregressions and structural factor models. I extend the rank condition used for exclusion restrictions and provide a necessary and sufficient conditions for point identification for sign restrictions in this class of models. The necessary condition for point identification implies that as the number of sign restrictions grows a subset with sufficient number of sign restrictions becomes binding in the limit. However, one does not need to possess information about this subset to achieve point identification. So when exclusion restrictions are not justified by theory, sign restrictions can provide an alternative way to get point-identified impulse response functions. Also further, I present a closed form representation of the set of all impulse response functions satisfying a set of sign restrictions. I demonstrate that restrictions on responses to all shocks can dramatically shrink this set when compared to restrictions only on a small number of shocks.
Introduction
I consider the problem of identification of impulse response functions in two prominent time series dynamic models, structural vector autoregressions (SVAR) and structural factor models (SFM), using sign restrictions. These models appear naturally in several areas of economics, but especially as linearized versions of dynamic stochastic general equilibrium models (DSGE) in macroeconomics and as models for asset prices in finance (Stock and Watson (2005) ; Forni et al. (2009); Kilian (2013) ). In the SVAR and SFM frameworks, the object of interest for empirical macroeconomists is usually impulse response functions (IRF) of macroeconomic variables to structural shocks. For example, one can evaluate the impact of a shock in monetary policy on output using these models. Without any additional restrictions on the IRF it is impossible to decompose the estimated reduced form shocks into the set of the shocks implied by economic theory. The standard way to achieve this aim, the recursive approach, described in Forni et al. (2009); Kilian (2013) , is to impose a finite number of zero restrictions on IRF motivated by underlying structural models. Zero restrictions do identify IRF in SVAR and SFM, but they are sometimes hard to justify from the viewpoint of economic theory. Sign restrictions, as proposed by Faust (1998); Canova and Nicoló (2002) ; Uhlig (2005) , are easier to justify using calibrated DSGE models (Paustian (2007) ; Canova and Paustian (2011) ).
Generically, a finite number of sign restrictions provides only set identification of the IRF and requires special treatment (Fry and Pagan (2011) ; Moon et al. (2013) ). The most common way of dealing with the problem of partial identification in SVAR and SFM is to impose prior distributions on the parameters of the model (Uhlig (2005) ) and follow the Bayesian approach. This way to solve the problem has some drawbacks. The first problem, as Moon et al. (2013) show, is that in the case of partial identification, Bayesian credible intervals do not have the correct coverage rate. The second and more important drawback is that the estimates of IRF in this framework depend on the choice of priors and these choices affect the results, even in large samples. Kilian (2013) mentions in his review that conditions under which the estimates of SVAR models do not depend on priors is an open research topic. Giacomini and Kitagawa (2013) address this problem by using robust Bayes analysis.
Another way to solve this problem would be to propose conditions for point identification under sign restrictions, because in that case any non-dogmatic priors over the parameter space would lead to the same result in large samples. According to practitioners (Canova (2011) ), sign restrictions can produce a unique set of structural shocks. Paustian (2007) executes a Monte-Carlo experiment with some popular DSGE models to show that the set of parameter values in SVAR models consistent with a sufficiently large number of sign restrictions motivated by these models is tight and can, effectively, be considered as a point. This result, however, lacks formal conditions for point identification in dynamic models with sign restrictions.
I provide analytic bounds on IRF implied by a set of sign restrictions and show that restrictions on all shocks shrink the set of parameter values dramatically. Using these results I establish necessary and sufficient conditions for point identification using only sign restrictions and show that restrictions on responses to all shocks can dramatically shrink this set when compared to restrictions only on some shocks. It turns out that a unique solution to the identification problem with sign restrictions will exist only if the limiting set of the sign restrictions has a subset with a number of restrictions that are binding, i.e. the inequality restrictions become equalities. It does not imply, however, that the point-identified case with sign restrictions is equivalent to the zero restriction approach because the choice of the equality restrictions in the first case can be data driven rather than assumed a priori. Sign restrictions can also provide point identification even if the rank conditions for global identification with zero restrictions of Rubio-Ramirez et al. (2010) My results complement results of Moon et al. (2013) The structure of the rest of the paper is as follows. Section 2 describes the environment. Section 3 contains my main result about necessary and sufficient condition for point identification of the impulse response functions when restrictions imposed only on one shock. Section 4 contains conditions for point identification when restrictions imposed on several shocks. Section 5 describes how the condition for point identification by sign restrictions are related to the conditions for point identification with zero restrictions. In Section 6 I give two examples to show underlying ideas. Section 7 discusses implications for estimation and inference. The last section concludes.
Model framework

Structural Vector Autoregression
Consider a q-dimensional stationary vector process X t with zero mean that follows
where A (L) is a matrix lag polynomial, the vector of structural shocks u t is a zero mean vector process with E (u jt u js ) = 0 for any j and t = s and normalization E (u t u ′ t ) = I q , and A 0 is invertible. The representation (2.1) is called structural as opposed to the reduced form representation
where once againÃ (L) is a matrix lag polynomial, and the vector of reduced form shocks ε t = A −1 0 u t is also a zero mean process with E (ε jt ε js ) = 0 for any j and t = s, but without restrictions on the contemporaneous covariance. The parameters in the VAR model (2.2) are always identified (Hsiao (2001) ) and can be consistently estimated while (2.1) is not identified because the number of implied moment restrictions is less than the number of coefficients by q(q − 1)/2. 1 According to the necessary condition of Rothenberg (1971) there exists more than one structural representation (2.1) consistent with the same reduced form representation (2.2).
The reduced form representation (2.2) can be inverted into a vector moving average process of infinite order (VMA(∞)):
where the matrix lag polynomial C (L) is called a matrix of impulse response functions (IRF), i.e.
elements (i, j) of a sequence of matrices {C ℓ } ∞ ℓ=1 correspond to impulse response function of the time series x it to the reduced form shock ε jt . For the purpose of counterfactual analysis, researchers usually evaluate the impact of structural shocks u t on X t :
(2.4) I will call this representation structural. However, the parameters in the SVAR representation 2.4 are not identified, so one needs additional restrictions to identify the matrix A 
to determine the matrix H uniquely.
Structural Factor model
The SFM framework of Forni et al. (2009) allows one to study SVAR models in the high-dimensional case thanks to convenient restrictions on the rank of the covariance matrix of structural shocks. In this 1 See Proposition 9.2 in Lütkepohl (2005) context an identification problem similar to the problem in the SVAR model appears.
Consider a collection of time series X = {x it , i ∈ N, t ∈ Z}. Here i is the index of the time series and the index t denotes the time period. Every series is assumed to be weakly stationary and to have zero mean. It is assumed that the process x it can be represented as
where χ it is a common component and η it is an idiosyncratic component. It is also assumed that all dependence between any two series x it and x jt for i = j is due to the common components and so the idiosyncratic components are independent across time series and independent of the common components.
The common components are assumed to have the following latent factor form:
where a i = (a i1 , ..., a ik ) ′ is a vector of factor loadings, corresponding to series number i, while f t = (f 1t , ..., f kt ) ′ is a stationary vector stochastic process that affects every time series x 1t , ..., x nt through the common component. The elements of f t are called static factors. The vector process f t is a VAR process that can be represented as a VMA process of infinite order such that 5) where the vector of common shocks, or dynamic factors, 2 u t , is a q-dimensional vector process with E (u jt u js ) = 0 for any j and t = s covariance matrix I q and N (L) is a k × q matrix of lag polynomials of infinite order. The dimension q is fixed.
It means that the common shocks can be recovered by observing only past values The vector
consists of impulse response functions of the time series i on shocks u t . Let b iℓ j be the j−th component of this vector corresponding to the ℓ − th power of the lag operator, which is equal to the impact of the unit shock in the j-th common shock on the i−th time series with lag ℓ. So in this notation 
This fact implies non-identification of the vector polynomials
H will be consistent with some fundamental representation unless I impose some additional restrictions on it. In the rest of the paper B i (L) will be a fundamental representation that satisfies some specific set of restrictions motivated by some economic model, while 
Let Θ be the set of all solutions h 1 to the system (2.6)-(2.8).
By restriction (2.8) Θ is a set on a q-dimensional sphere. If the set Θ is a singleton then the IRF for the first shock is point-identified or globally identified. If the set Θ has isolated points, then he IRF for the first shock is locally identified.
Consider the set C of vectors c iℓ = (c Proof. See Appendix.
Conditions for Point Identification When Restrictions Imposed
Only on One shock
Suppose that restrictions are imposed only on the first shock, i.e. p = 1. Then the set is obtained by intersection of the half-spaces (2.6) and the surface of the sphere (2.8). So it can be an empty set, a point, or a connected compact manifold on a multidimensional sphere. In this section I state and prove necessary and sufficient conditions for the point identification of the vector h 1 .
To understand the idea behind my result I suggest the following example where the solution to (2.6)- The point-identified case with |J| = 3, q = 2. The red dot corresponds to the set Θ, the solution to the system (2.6)-(2.8) in terms of a non-structural representation. It determines the unique angle φ and the structural representation consistent with the reduced form.
Assumption H. The conic hull ofC defined as cone
For example, if the number of shocks q is 2 then the half-space implied by Assumption H is a half-plane (see Figure (3) ). Note that this assumption is independent of the choice of the fundamental representation and thus it has to be true for any fundamental representation.
Remark 1. Suppose thatC contain q vectors that lie on the same q − 1 dimensional hyperplane, any q − 1 of them are linearly independent, and the conic hull of these vectors covers the entire hyperplane.
If, in addition,C contains at least one vector which does not belong to the hyperplane, then Assumption H holds.
The following Lemma shows the main idea behind the proof of Theorem 1 in the paper, which will be stated later.
Proof. See Appendix. Now I can state the theorem.
Theorem 1 (Necessary and sufficient conditions for point identification with restrictions on one shock).
Suppose that Assumption H holds, then the set Θ has at most one element. If the set Θ is a singleton, then Assumption H holds.
Proof. See Appendix.
Examples of Point Identification with Sign Restrictions
Short and long lived shocks
Consider a bivariate VAR model and a corresponding structural VMA (∞) representation.
Suppose that one wants to identify impacts of the shocks u 1t and u 2t on both time series. The set of restrictions is such that for all ℓ > L b Note that unlike long-run identification a la Blanchard and Quah (1989) this case does not require the series to be non-stationary or cointegrated.
Multiple series with heterogeneous responses
Consider a structural factor model with two common shocks, u 1t and u 2t , in structural form:
Here, as in Section 2, i indexes the time series and take natural numbers, ξ it is idiosyncratic shock.
Once again one wants to identify impact of the common shocks on the observed time series. A set of restrictions that allows to identify these impacts is the following. To achieve this aim it is sufficient to consider only contemporaneous responses b 
′ is a limit vector of the sequence (b
, and (0, −1) ′ is a limit vector (b
. Here, as in the previous example, Assumption H holds, so the IRF are identified. Proof. See Appendix.
Sign Restrictions on Several Shocks
The following Theorem and Corollary show that if restrictions imposed on signs of all shocks, then just two restricted IRF vectors is enough to get non-trivial identified set or even point identification. 
Proof. See Appendix..
Theorems 4-5 show that the coneΘ can be non-convex as opposed to the results form Section 3. Proof. See Appendix.
Theorem 5. Suppose that there are two IRF vectors c 1 and c 2 with restrictions on every component and the same signs restrictions on the corresponding components. Then the set Θ does not contain any elements inside the interior of the set defined by the system:
Proof. See Appendix. Proof. See Appendix.
The last result in this Section shows sufficient condition under which the dimension of the set Θ is less than q. Proof. See Appendix.
Remark 2. Note that I do not need to impose restrictions on every component of the IRF vectors to
apply Theorem 6 unlike Theorems 2-5 with Corollaries1-3. If the signs of some components of some IRF vector are unknown, one can consider all possible combinations of signs of the unknown components indexed with i and apply results from this section to get conditional sets Θ i . The set Θ then would be a union the sets Θ i . For some sign patterns the resulting set Θ i can be empty.
Remark 3. Theorem 6 provides a way to get zero restrictions implied by a set of sign restrictions. Once a number of zero restrictions is available one can employ the necessary and sufficient rank condition for point identification under zero restrictions proposed by Rubio-Ramirez et al. (2010) . If the set of implied zero restrictions will satisfy the rank condition then the original sign restrictions would imply point identification of h 1 .
Two dimensional case
In the case q = 2 one can get a closed form representation of the set Θ. It is instructive to consider the case with two IRF vectors and two shocks similar to the setup of 
Three dimensional case
In the case of three shocks one can get explicit geometric characterization of the set Θ. Proof. See Appendix.
Implications for point identification
In Proof. See Appendix.
Remark 4. Theorem 1 and Corollaries Corollary 1-Corollary 3 provide sufficient conditions for the set Θ to be a singleton. These conditions are consistent with the necessary conditions from Theorem 7.
However, there are other setups in which the set Θ is a singleton. In particular, if one can propose a set of restrictions under which the set Θ have isolated points, additional sign restrictions can eliminate all points but one and these additional sign restrictions do not have to be binding on the points from Θ.
Consider the example of a system which is locally identified 4 but not globally identified considered in Rubio-Ramirez et al. (2010) . Although the original setup for this example is a system of simultaneous equations, exactly the same problem appears for a three dimensional VAR system with the IRF matrix B 0 in structural form 2.4 satisfying zero restrictions: 
Relationship to Exclusion Restrictions
Theorem 7 shows that one can obtain point identification only if a subset of the sign restrictions become binding, i.e. the limiting inequalities become equalities as number of restrictions grows to infinity. If information about these restrictions would be available in advance, the set of sign restrictions could be easily replaced by these equality restrictions and theory for zero restrictions from Rubio-Ramirez et al.
(2010) could be applied. So in cases when the point identification using sign restrictions is possible, in fact, in the limit there are implicit exclusion restrictions, which are sufficient to achieve point identification of the IRF. This interpretation gives a clue on how to choose sign restrictions efficiently. The best sign restrictions are those close to zero restrictions.
The main reason why one would use sign restrictions instead of zero restrictions to get point identi-fication is the following. In some cases, it is a priori unclear which IRF are equal to zero, while instead there can be a set of candidates with non-negativity restrictions. If among these candidates there will be combinations of time series and lags for which the impact is in fact zero or very close to zero, then one can get point identification without imposing zero restrictions from the very beginning, i.e. choice of the equality restrictions can be data driven.
If information about exclusion restrictions is available a priori then one should utilize it since every zero restriction represented a pair of opposite binding inequalities, as (4) demonstrates. Theorem 6 demonstrates particular usefulness of such restrictions.These restrictions can reduce the dimensionality of the sign identification problem as it was shown in Moon et al. (2013) .
Note also that a binding sign restriction is not equivalent to a zero restriction, since every exclusion restriction is equivalent to two binding sign restrictions. For this reason, one need to have more potentially binding sign restrictions to get point identification than in the case of zero restrictions. For example, Figure 3 shows that in the two dimensional case one need to have two sign restrictions instead of only one zero restriction required by the recursive identification scheme. It is not surprising, since the corresponding zero restriction would imply exactly the same pair of opposite sign restrictions. In higher dimensional cases the number of sign restrictions necessary for point identification is smaller than the number of sign restrictions implied by zero restrictions necessary for point identification. In this sense assumptions about signs are less restrictive than zero restrictions.
Remark 4 shows a case where exclusion restrictions are not enough to get point identification but with additional sign restriction one gets unique solution. It shows that not only binding sign restrictions are important for point identification and non-binding restrictions can be employed to make a locally identified IRF globally identified.
A particular example of exclusion restrictions is restrictions on exogenous instrumental variables.
Such variables are correlated only with one particular shock and uncorrelated with other shocks. The assumption about exogenous instruments were recently used for identification in dynamic models by Stock and Watson (2012) and Mertens and Ravn (2013) . Stock and Watson (2012) show, however, that statistical tests employing overidentifying restrictions reject exogeneity of their external instruments and assumption zero restrictions is misspecified. Instead of assuming exogenous instruments one can include potentially valid instruments into the VAR or SFM model and impose only one-sided sign restrictions on IRF for these variables. If instruments are valid, then the sign restrictions will be binding and can provide point identification by results provided in Section 4. If some of them will turn out to be non exogenous, still one can get tight set estimates for IRF.
Application
Implication for Estimation of the an Impact of a Monetary Shock
The framework of Example 2 can be used to study impact of monetary policy shock. One can consider an extension of the hybrid scheme of Moon et al. (2013) in the SFM framework. Consider the SFM model with three common shocks (u rt , u πt , u yt ) and four sets of observed time series, {r it } , {m it } , {π it } and {y it }.
The shock u rt is the shock in monetary policy, u πt is the shock in inflation expectations, and u rt is the productivity shock. The set {r it } consists of panel of different interest rates from the same economy.
It includes Fed funds rate, T-bills returns with different maturities and other interest rates rates. The set {π it }, like the one considered in Reis and Watson (2010) , consists of differences in logarithms of individual prices. The set {m it } consists of real money balances corresponding to different combinations of monetary aggregates and deflators. The set {y it } consists of different measures of economic activity which includes industrial production indices, unemployment rate and others. The model has the following MA form:
where the matrix lag polynomials y it are idiosyncratic corresponding to the groups of time series {r it } , {m it } , {π it } and {y it }. Consider identification restrictions consistent with those of Moon et al. (2013) :
where, for example, b (r)i0 π is the simultaneous impact of the shock u πt on the interest rate series with number i , and in the RHS 0 stands for an exclusion restriction, +/− for sign restrictions, and × for no restriction. The exclusion restrictions can uniquely identify the impact of the productivity shock and the dimension of the sign identification problem is q = 2.
Assume that (1, 0) ′ is a limiting vector of the set
, and (0, −1)
′ is a limit vector of the set
The first assumption implies that there exist an interest rate that do not react to the inflation expectation shock when compared to their reaction to the monetary policy shock. Probably yields for long-term bonds can be relatively insensitive to short-term shocks in inflationary expectations since they depend on expectations of average inflation over long period of time.
The second assumption implies that some monetary aggregate react to short term interest with at least one period lag. Note that one does not have to know these series in advance and that the data can select them. The larger the number of series in the sets {r it } and {m it }, the higher the chance that these assumptions will be satisfied in data. If the assumptions are satisfied, then by Corollary 2 in the set Θ there will be only two isolated points. Sign restrictions on B πi (0) will rule out one of these points and will point-identify the IRF for monetary and expectations shocks.
This identification scheme can take advantage of big data sets employed in Bernanke et al. (2005) and Forni et al. (2009) while being agnostic like the scheme of Uhlig (2005) and Moon et al. (2013) .
My approach is also different from Amir Ahmadi and Uhlig (2009) because it utilizes a large set of sign restrictions on disaggregated data to achieve point identification.
Implications for Estimation and Inference
Examples from Section 3 and Section 6 are the cases where point identification is achievable using only sign restrictions. They suggest that sign restrictions are more likely to provide identification in cases where the number of reasonable sign restrictions is large and when many of them are nearly binding restrictions. This setup allows one to use estimation and inference methods for the point-identified case (Canova (2011); Forni et al. (2009) ). In other cases if one chooses to use sign restrictions, one has to rely on methods for set-identified parameters proposed in Moon et al. (2013) . Uniform inference methods that can give valid confidence intervals under both point and partial-identified cases for infinite number of restrictions in the dynamic models are not developed yet. Moon et al. (2013) provide an estimation procedure for the SVAR model. The estimation procedure for SFM can be made in a similar fashion in two steps. In the first step one can estimate any non-structural fundamental representation of the model. To estimate consistently the non-structural representation of SFM, one can use methods for estimation of exactly identified parameters developed in Forni et al. (2009) .
In the second step one imposes sign restrictions on the non-structural estimates to convert it into the structural one. To do so, one can use the algorithms proposed in Rubio-Ramirez et al. (2010) . In the finite sample the set of sign inequalities can be inconsistent even if it is consistent in the population. So one will have to introduce some loss function that would penalize for violation of the constraints like in Moon et al. (2013) to estimate the rotation matrix H. The only difference here from the set-estimator of Moon et al. (2013) is that if Assumption H or any sufficient condition from Section 4 is satisfied then any point from their set-estimator will provide a consistent estimate of the IRF. Thus for bootstrap-type inference I can just resample point estimates, corresponding to a particular selection rule for a point from Θ. The corresponding confidence intervals on IRF by construction will be tighter that ones obtained by bootstraping set estimates.
The results from Sections 3 and 4 provide alternative way to do the second step. One can collect the sign restrictions into groups that satisfy the assumptions of the theorems from Section 4 to find analytic bounds on the set Θ. Such analytic bounds can be faster to compute than the bounds based on a loss function minimization employed by Moon et al. (2013) . However one need to develop an numerical algorithm to do implement this method. The analytic bounds on the set Θ also can be used potentially to improve the inference about the set estimates for IRF.
Conclusion
In this paper I provide the necessary and sufficient conditions for point identification of impulse response functions in the SVAR and SFM using sign restrictions. The necessary condition implies that implicitly a set exclusion restrictions holds in the limit. One might use this approach in cases when a justifiable set exclusion restrictions cannot be proposed based on theory while a large set of sign restrictions can be justified. In general, the sufficient conditions for point identification with sign restrictions are less restrictive than the necessary conditions for zero restrictions. For example, sign restrictions can be employed to make a IRF that are locally-identified with zero restrictions globally-identified. I provide examples where sign restrictions can guarantee point identification. One of them can be used in evaluation of dynamic effects of monetary policy that can take advantage of disaggregated data while being agnostic about identification assumptions. The closed form representation of the identified set of IRF under set identification demonstrate that if restrictions imposed on all shocks the set of IRF for a given shock can be significantly tighter when compared with restrictions on IRF for this shock only.
Proof of Lemma 1. cone(Θ) is dual to cone(C), and the cone {h|a ′ h 0} is dual to the cone {λa|λ 0}
by definition of a dual cone from Rockafellar (1970) . The dual cone for the set K is denoted K o . If a set K is a closed convex cone then by Theorem 14.1 the dual cone K o is closed convex cone and the following equality is true K oo = K. By the corollary to Theorem 14.5 from Rockafellar (1970) the following implication is true for any convex cones Q 1 and Q 2 :
If the cones Q 1 and Q 2 are closed then, Q Proof of Theorem 1. Suppose that Θ = {h ⋆ } is a singleton. Then cone(Θ) = {λh ⋆ |λ 0} is a half line.
Notice that if there is a vectorc such thatc ′ h ⋆ = 0 and thus cone(Θ) ⊂ {h|c ′ h 0} thenc ∈ cone(C)
by the Lemma 1. Thus any q − 1 linearly independent vectors {c 1 , ..., c q−1 } such that c The inequality (8.12) also implies 1 (c
The opposite inequality 1 (c
implies h ∈ {c 1 , c 2 }.
By Theorem 5 the set Θ does not contain any elements inside the interior of the set (8.12) which implies that the set Θ has to belong to the union of the sets (8.13) and {c 1 , c 2 }, i.e., every element of the set Θ must be orthogonal to either c 1 or c 2 . which is consistent with all sign restrictions and has the vector h as its first column. Then the matrix H = h j , h 2 , ..., h j-th , ...h q will satisfy all sign restrictions and thus h j = h also must belong to Θ.
Contradiction. Now suppose that there exist a shock j = 1 such that every vector in C has non-positive j-th component. In this case matrixH = −h j , h 2 , ..., −h j-th , ...h q will satisfy all sign restrictions and thus −h j = h also belongs to Θ. Contradiction. These two contradictions prove that for every shock i = 1 there must be two IRF vectors fromC such that have different sign restrictions for i-th components.
Suppose that there is no vectors inC that has 1-st component equal to zero in the structural representation and there is a shock i = 1 for which there is no vectors inC that have i-th component equal to zero in the structural representation. The setC thus consist of pointsC + that have positive i-th component and pointsC − that have negative i-th component in structural representation. Both sets are closed and compact. By assumption Θ = {h}, there exist an orthogonal matrix H = (h, h 2 , ...h q ) which is consistent with all sign restrictions. In particular,
