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The struture of the state spaes of bipartite N ⊗N quantum systems whih are invariant under
produt representations of the group SO(3) of three-dimensional proper rotations is analyzed. The
subsystems represent partiles of arbitrary spin j whih transform aording to an irreduible rep-
resentation of the rotation group. A positive map ϑ is introdued whih desribes the time reversal
symmetry of the loal states and whih is unitarily equivalent to the transposition of matries. It is
shown that the partial time reversal transformation ϑ2 = I ⊗ϑ ating on the omposite system an
be expressed in terms of the invariant 6-j symbols introdued by Wigner into the quantum theory
of angular momentum. This fat enables a omplete geometrial onstrution of the manifold of
states with positive partial transposition and of the sets of separable and entangled states of 4⊗ 4
systems. The separable states are shown to form a three-dimensional prism and a three-dimensional
manifold of bound entangled states is identied. A positive maps is obtained whih yields, together
with the time reversal, a neessary and suient ondition for the separability of states of 4 ⊗ 4
systems. The relations to the redution riterion and to the reently proposed ross norm riterion
for separability are disussed.
PACS numbers: 03.67.-a,03.65.Ud,03.65.Yz
I. INTRODUCTION
It is one of the basi postulates of quantum mehanis
that the Hilbert spae of states of a omposite system
is given by the tensor produt of the Hilbert spaes per-
taining to its subsystems. If a system is omposed of
two N -state systems with Hilbert spae H = CN , the
mixed states of the total system are represented by den-
sity matries whih at on the tensor produt CN ⊗CN .
A state of suh an N ⊗N system is said to be separable
or lassially orrelated if it an be generated by mixing
with ertain probabilities an ensemble of states whih
desribe statistially independent subsystems [1℄. States
whih annot be represented in this way are alled insep-
arable or entangled . The haraterization, lassiation
and quantiation of mixed-state entanglement and the
development of expliit neessary and suient separa-
bility riteria turn out to be an extremely hard problem
[2℄. The solution of this problem ould have far-reahing
onsequenes for fundamental questions of quantum me-
hanis and omputational omplexity theory [3℄ and for
appliations in the theory of quantum information [4, 5℄.
A great simpliation of the entanglement problem is
obtained though the introdution of symmetries [1, 6, 7℄.
By the requirement of invariane under ertain groups
of symmetry transformations one restrits the set of all
states to a low-dimensional manifold of invariant states
and one may hope to get a tratable problem whih
is solvable with the help of group theoretial and alge-
brai methods. A prominent example is given by the
one-parameter family of the Werner states [1℄ whih re-
sults from the requirement of invariane under all prod-
∗
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ut transformations of the form U ⊗ U , where U varies
over the full group of unitary N ×N matries. A further
related example is the one-parameter family of isotropi
states [8, 9℄ whih are invariant under all produt uni-
taries U ⊗ U∗, where U∗ denotes the omplex onju-
gation of U . Imposing the invariane under all trans-
formations of the form O ⊗ O, where O belongs to the
group of orthogonalN×N matries, one obtains the two-
dimensional manifold of orthogonally invariant states [6℄.
It is lear that the larger the symmetry group the smaller
is the remaining spae of invariant states and the easier
should be the analysis of its struture. In fat, the prob-
lem of the expliit determination of the separable states
under symmetry requirements an be solved ompletely
for the examples given above.
A physially natural symmetry group is the group
SO(3) of proper rotations in three dimensions. The un-
derlying assumption is that the states of the subsystems
transform aording to an N = (2j + 1)-dimensional ir-
reduible representation of the rotation group whih or-
responds to a xed angular momentum j. The subsys-
tems thus behave under rotations as partiles with a er-
tain spin j. The rotation group then operates through
a reduible produt representation on the states of the
omposite system. Any SO(3)-invariant state an be
deomposed into a sum of projetions onto the irre-
duible subspaes belonging to the various eigenvalues
J = 0, 1, . . . , 2j of the total angular momentum oper-
ator. This shows that the rotationally invariant states
form an (N − 1)-dimensional manifold. The requirement
of SO(3) invariane redues the full (N4−1)-dimensional
spae of all mixed states of anN⊗N system to an (N−1)-
dimensional spae of invariant states.
The invariane under SO(3) transformations repre-
sents in general a muh smaller symmetry than those of
the examples given above. For example, the manifolds of
2the Werner states and of the isotropi states an be em-
bedded into the set of rotationally invariant states. These
examples are thus speial ases of the SO(3) symmetry.
The problem of mixed-state entanglement in SO(3)-
invariant bipartite systems will be analyzed in this paper.
We nd that the state spaes exhibit an interesting on-
vex struture and several important phenomena as the
emergene of non-deomposable positive maps [10℄ and
bound entanglement [11℄. The physial signiane of
the SO(3) symmetry derives from the fat that any rota-
tionally invariant state an be produed from the maxi-
mally entangled angular momentum singlet state J = 0
through the appliation of an isotropi dynamial map
whih operates loally on the subsystems. The set of
SO(3)-invariant states is thus idential to the set of states
whih results from interations of the singlet state with
noisy isotropi environments.
A powerful tool in studies of entanglement is the op-
eration of taking the partial transposition of states. The
requirement of positive partial transposition (PPT) rep-
resents a strong neessary ondition for the separability
of states, known as the Peres riterion [12℄. A oneptu-
ally simple but ruial point of the present investigation
onsists in the replaement of the transposition by an-
other unitarily equivalent operation whih is idential to
the time reversal transformation of partiles with spin j.
It is known that the anti-unitary operation of the time re-
versal ommutes with the representations of the rotation
group. This fat allows one to haraterize the partial
transposition by means of invariant quantities whih are
diretly related to Wigner's 6-j symbols [13℄.
The 6-j symbols arise in the transformation between
dierent oupling shemes for the addition of angular mo-
menta [14℄. They an be expressed as invariant sums
over produts of vetor-oupling (Clebsh-Gordan) oef-
ients. Thus we nd a lose onnetion between the par-
tial transposition, the time reversal symmetry and er-
tain group-theoretial invariants built out of the vetor-
oupling oeients. It will be demonstrated here that
this onnetion to group-theoretial onepts leads to im-
portant impliations on the entanglement struture of the
state spae.
The ontent of the paper an be summarized as fol-
lows. In Se. II we briey reall some fats from the rep-
resentation theory of the rotation group and introdue
an appropriate parametrization of the set of rotationally
invariant states. The partial transposition and the orre-
sponding transformation of the partial time reversal are
disussed in Se. III. It is shown that this transforma-
tion preserves the rotational invariane of states and its
relation to the Wigner 6-j symbols is derived.
These results are used in Ses. IV and V to develop
a geometri representation of the sets of the PPT states
and of the separable states in the ases N = 2, 3 and 4.
Most importantly, in the ase N = 4 we nd that the set
of separable states is isomorphi to a three-dimensional
prism, i. e., to a polyhedron whih is bounded by three
squares and two triangles. We further identify a three-
dimensional manifold of bound entangled states with pos-
itive partial transposition.
Finally, Se. VI ontains a disussion of the results
and a number of onlusions whih an be drawn from
the present investigation. In partiular, we onstrut a
positive map whih yields, together with the time rever-
sal, a neessary and suient ondition for separability
in the ase of 4 ⊗ 4 systems. Moreover, we disuss the
relations to two further riteria of separability, namely
the redution riterion and the ross norm riterion.
II. THE SET OF SO(3)-INVARIANT STATES
A. Representations of the rotation group
We onsider a bipartite quantum system whose lo-
al parts are N -state systems with orresponding state
spae H = CN . The Hilbert spae of the omposite sys-
tem is given by the tensor produt spae H ⊗ H. The
loal state spaes are regarded as angular momentum
manifolds orresponding to a ertain eigenvalue of the
square of the angular momentum operator jˆ. Thus, the
state spae H is spanned by a xed orthonormal ba-
sis of N = (2j + 1) angular momentum eigenvetors
|jm〉, where m = −j,−j + 1, . . . ,+j. As usual we have
the eigenvetor relations jˆ2|jm〉 = j(j + 1)|jm〉 and
jˆ3|jm〉 = m|jm〉. Note that j an take on integer or half-
integer values, j = 12 , 1,
3
2 , . . ., suh that N = 2, 3, 4, . . .
The group of proper rotations in three dimension is
denoted by SO(3). This is the group of orthogonal 3× 3
matries with determinant 1. An irreduible representa-
tion of this group on the state spae H is obtained in the
standard way: Given a rotation R ∈ SO(3) the orre-
sponding transformation of state vetors is provided by
the unitary matrix
D(R) = D(n1, n2, n3) = exp
(
−in · jˆ
)
. (2.1)
The rotation R is haraterized here by the vetor n =
(n1, n2, n3), i. e., R is the rotation about the axis given
by n by the angle |n| (in a right-handed sense). It should
be mentioned that Eq. (2.1) generally yields a two-valued
representation of the rotation group: For half-integer j
one obtains two unitary matries whih represent a given
rotation R and whih dier in sign.
B. Rotational invariane of bipartite systems
The representation (2.1) leads to a representation of
the rotation group on the tensor produt spae H⊗H of
the bipartite system. If ρ is an operator ating on the ten-
sor produt spae, a rotation R arried out on both parts
of the omposite system leads to the transformed oper-
ator ρ′ = [D(R) ⊗D(R)]ρ[D(R) ⊗D(R)]†. An operator
ρ is said to be rotationally invariant or SO(3)-invariant
3if it is invariant under all suh transformation, that is, if
the relation
[D(R)⊗D(R)]ρ[D(R)⊗D(R)]† = ρ (2.2)
holds for all R ∈ SO(3).
A state of the bipartite system is given by a density
matrix ρ satisfying ρ ≥ 0 and trρ = 1. The set of all
states ρ whih fulll the invariane requirement (2.2) will
be denoted by S. It is lear that S is a onvex subset of
the set of all states of the bipartite system.
The angular momentum operator of the omposite sys-
tem is given by Jˆ = jˆ ⊗ I + I ⊗ jˆ, where I denotes the
unit matrix. The omponents of Jˆ are the generators
of the produt representation and the requirement of ro-
tational invariane is equivalent to the statement that ρ
ommutes with all omponents of Jˆ .
The produt representation D(R) ⊗ D(R) is obvi-
ously reduible. Its deomposition into a sum of irre-
duible representations is a standard subjet of quan-
tum mehanis. One introdues an orthonormal basis
in H ⊗ H whih onsists of the ommon eigenvetors
|JM〉 of Jˆ2 and Jˆ3 orresponding to the eigenvalues
J(J + 1) and M , respetively, where J = 0, 1, . . . , 2j
and M = −J,−J +1, . . . ,+J . The (2J +1)-dimensional
spae whih is spanned by the basis vetors |JM〉 with
a xed J is an invariant and irreduible subspae of the
tensor produt representation.
The set S of rotationally invariant operators an now
easily be haraterized. To this end, we introdue pro-
jetion operators
PJ =
+J∑
M=−J
|JM〉〈JM | (2.3)
whih projet onto the subspaes belonging to a xed J .
From the irreduibility of the representation within these
subspaes one onludes with the help of Shur's lemma
that any rotationally invariant operator ρ an be written
as a linear ombination of the projetions:
ρ =
1
N
2j∑
J=0
αJ√
2J + 1
PJ . (2.4)
Here, the αJ are -numbers and we have introdued nor-
malization fators (N
√
2J + 1)−1. It will be seen in
Se. III D that this hoie of normalization fators leads
to highly symmetri transformation properties of the pa-
rameter spae. For ρ to be Hermitian the αJ must of
ourse be real. Equation (2.4) then orresponds to the
spetral deomposition of ρ. If ρ is a density matrix the
αJ are real and positive, αJ ≥ 0. On using trPJ = 2J+1,
the normalization ondition takes the form
trρ =
2j∑
J=0
√
2J + 1
N
αJ = 1. (2.5)
For example, setting α0 = N and αJ = 0 for J =
1, 2, . . . , 2j we get ρ = P0 = |00〉〈00|, i. e., the projetion
onto the angular momentum singlet state
|00〉 = 1√
N
+j∑
m=−j
(−1)j−m|j,m〉 ⊗ |j,−m〉. (2.6)
This state is the only pure state in S and it is maxi-
mally entangled (the quantity
α0
N
is the singlet fration).
Using the ompleteness of the projetions PJ one on-
ludes that the state orresponding to αJ =
√
2J + 1/N ,
J = 0, 1, . . . , 2j, is the separable state ρ = 1
N2
I ⊗ I of
maximal entropy.
It follows from the irreduibility of the representation
D(R) that for any SO(3)-invariant state ρ the redued
density matries ρ(1) = tr2ρ and ρ
(2) = tr1ρ of the sub-
systems, given by the partial traes tr2 and tr1, are pro-
portional to the identity I. The redued density matries
obtained from a rotationally invariant state thus desribe
states of maximal disorder.
Summarizing, by means of Eq. (2.4) any rotationally
invariant Hermitian operator is uniquely haraterized by
N real parameters αJ . We an therefore identify the set
of all suh operators with the set of points
α =


α0
α1
.
.
α2j

 ∈ RN (2.7)
in an N -dimensional parameter spae RN . The set of
points α in this spae satisfying αJ ≥ 0 and the nor-
malization ondition (2.5) then desribes the set S of
rotationally invariant density matries. In geometrial
terms S represents an (N − 1)-dimensional simplex. For
instane, S is a line for N = 2, a triangle for N = 3,
and a tetrahedron for N = 4. These examples will be
disussed in Ses. IVB and VC.
III. POSITIVE MAPS AND ROTATIONAL
INVARIANCE
A. Partial transposition
Given an operator B on H the transposed operator
TB = BT is dened in terms of the loal basis states
|jm〉 by means of 〈jm|BT |jm′〉 ≡ 〈jm′|B|jm〉. Corre-
spondingly, the partial transposition T2 = I ⊗ T on the
tensor produt spae is dened through
T2(A⊗B) = A⊗ TB = A⊗BT . (3.1)
The operation of taking the partial transpose plays an
important role in entanglement and quantum informa-
tion theory. One reason for this fat is that T is a dis-
tinguished example of a map whih is positive but not
ompletely positive [10, 15, 16, 17, 18, 19℄. This means
that T takes positive operators on H to positive opera-
tors on H, while T2ρ need not be positive for a positive
operator ρ on the tensor produt spae H⊗H.
4Important information on the entanglement struture
of states is obtained by onsidering the ation of positive
but not ompletely positive maps. An example is given
by the Peres PPT riterion aording to whih positivity
under the partial transposition T2 is a neessary ondi-
tion for separability [12℄. An important general hara-
terization has been developed by the Horodeki's [20℄: A
neessary and suient ondition for a state ρ to be sepa-
rable is that the operator (I⊗Φ)ρ is positive for any pos-
itive map Φ. This ondition does however not lead to a
simple operational riterion for separability sine we have
no general strutural haraterization of positive maps,
as it exists for ompletely positive maps in the form of
the Kraus-Stinespring representation [15, 18, 19℄.
B. ϑ2-transformation
If ρ is a rotationally invariant operator the partially
transposed operator T2ρ is generally not invariant under
rotations. It an be shown that, instead, T2ρ is invariant
under transformations of the form D(R)⊗D(R)∗, where
D(R)∗ is the matrix obtained from D(R) by omplex
onjugation of its elements, that is D(R)∗ = D(R)†T .
Throughout this paper T denotes the transposition, †
the adjoint and ∗ the element-wise omplex onjugation
of a matrix.
In the present investigation we shall utilize a map
whih is unitarily equivalent to the partial transposition,
but whih does map rotationally invariant operators to
rotationally invariant operators. This map will be de-
noted by ϑ2. By analogy to Eq. (3.1), ϑ2 is taken to be
of the form
ϑ2(A⊗B) = A⊗ ϑB = A⊗ V BTV † (3.2)
with some xed unitary matrix V . Hene, ϑ2 = I ⊗ ϑ is
the partial transposition T2 followed by a loal unitary
transformation ating on the seond part of the bipartite
system, that is, we have ϑ2ρ = (I⊗V )T2ρ(I⊗V )†. Sine
the maps ϑ2 and T2 are unitarily equivalent a state ρ is
obviously positive under ϑ2 if and only if it is positive
under T2.
The unitary matrix V will be determined from the
ondition that ϑ2 preserves the rotational invariane of
operators, i. e., if ρ is any invariant operator satisfying
Eq. (2.2) we demand that the transformed operator ϑ2ρ
is again invariant:
[D(R)⊗D(R)]ϑ2ρ[D(R)⊗D(R)]† = ϑ2ρ. (3.3)
This requirement is obviously satised if the map ϑ om-
mutes with all rotations, that is, if the relation
ϑ[D(R)BD(R)†] = D(R)(ϑB)D(R)† (3.4)
holds true for all operators B on H and all R ∈ SO(3).
By use of the denition of ϑ given by Eq. (3.2) one an
write Eq. (3.4) as
V D(R)∗BT [V D(R)∗]† = D(R)V BT [D(R)V ]†. (3.5)
This equation is fullled if V D(R)∗ = D(R)V . Thus we
see that the rotational invariane of ϑ2ρ follows from the
rotational invariane of ρ provided we an nd a xed
unitary matrix V suh that
V D(R)∗V † = D(R) (3.6)
for all R ∈ SO(3).
To obtain a unitary matrix V satisfying Eq. (3.6) we
employ spei properties of the representations of the
rotation group. As in Eq. (2.1), let D(R) be the repre-
sentation of the rotation R about an axis n = (n1, n2, n3)
by an angle |n|. The omplex onjugation of the elements
of D(R) then yields the matrix
D(R)∗ = exp
(
+in · jˆT
)
= exp
(
−i[−n1jˆ1 + n2jˆ2 − n3jˆ3]
)
= exp
(
−in′ · jˆ
)
. (3.7)
Here we use the fat that in the loal basis |jm〉 the
transposed omponents of the angular momentum op-
erator are given by jˆT1 = jˆ1, jˆ
T
2 = −jˆ2 and jˆT3 = jˆ3.
Thus, D(R)∗ represents the rotation about the axis n′ =
(−n1, n2,−n3) whih is obtained from n through a rota-
tion by pi about the x2-axis. To transform from D(R)
∗
to
D(R) we therefore dene V to be the matrix represent-
ing a pi-rotation about the x2-axis. Using the notation
introdued in Eq. (2.1) we write
V ≡ D(0, pi, 0). (3.8)
Expliitly the matrix elements of V are given by
〈jm′|V |jm〉 = (−1)j−mδm′,−m. (3.9)
Hene, V is real and we have V T = V † = V −1.
Equation (3.8) yields
V
(
n′ · jˆ
)
V † = n · jˆ, (3.10)
whih, by use of Eq. (3.7), immediately leads to the de-
sired relation (3.6). We onlude that the map ϑ2 dened
by Eqs. (3.2) and (3.8) preserves the rotational invariane
of operators. The advantage of this formulation is that
ϑ2, by ontrast to T2, maps the set of rotationally invari-
ant Hermitian operators onto itself and an be expressed
as a simple linear transformation of the parameters αJ .
This transformation will be determined in Se. III E.
C. Time reversal symmetry
The transposition T is losely onneted to the oper-
ation of reversing the diretion of motion, i. e., to the
symmetry transformation of time reversal [10, 11, 21℄.
We demonstrate that, in fat, it is the map ϑ introdued
5in Eq. (3.2) whih desribes the time reversal of partiles
with spin j.
We have seen in the preeding subsetion that T
hanges the sign of jˆ2 and leaves jˆ1 and jˆ3 unhanged,
while the unitary operator V (representing a pi-rotation
about the x2-axis) hanges the signs of jˆ1 and jˆ3 and
leaves jˆ2 unhanged. Hene, we have ϑjˆ = V jˆ
TV † = −jˆ.
This shows that the map ϑ desribes the behaviour of the
angular momentum operator under time reversal.
It is known from Wigner's representation theorem [13℄
that the time reversal symmetry must be represented in
terms of an anti-unitary operator. Indeed, we an express
the ation of ϑ by means of an anti-unitary operator τ
through
ϑB = τB†τ−1. (3.11)
The operator τ = V τ0 is omposed of the unitary trans-
formation V introdued above and of the anti-unitary
transformation τ0 whih is given by the omplex onju-
gation of the amplitudes in the basis |jm〉:
|ϕ〉 =
∑
m
cm|jm〉 7→ τ0|ϕ〉 =
∑
m
c∗m|jm〉. (3.12)
Thus, by virtue of Eq. (3.9) we have
|ϕ〉 =
∑
m
cm|jm〉 7→ τ |ϕ〉 =
∑
m
c∗m(−1)j−m|j,−m〉.
(3.13)
This transformation expresses the well-known behaviour
of spin-j partiles under time reversal. For example, in
the ase N = 2 (j = 12 and m = ± 12 ) Eq. (3.9) leads to
V = −iσ2, where σ2 is a Pauli matrix. The transforma-
tion τ thus onsist of the omplex onjugation and of the
unitary transformation given by the matrix −iσ2, whih
preisely orresponds to the time reversal transformation
of a spin-
1
2 partile.
In view of these results the map ϑ2 = I ⊗ ϑ may be
interpreted as a partial time reversal of the omposite
system. The fat that ϑ is not ompletely positive means
that the operation of time reversal, when arried out only
on a subsystem, does in general not lead to a physially
legitimate state [22℄.
D. Properties of the map ϑ2
The properties of the transformations ϑ and ϑ2 are of
ourse very similar to those of the transposition T and of
the partial transposition T2, respetively. In partiular,
ϑ is a positive (but not ompletely positive) map, i. e.,
B ≥ 0 implies that ϑB ≥ 0. Moreover, ϑ preserves the
trae, tr{ϑB} = trB, and the unit matrix, ϑI = I.
It follows from Eq. (3.9) that
V 2 = (−1)2jI. (3.14)
This equation illustrates the two-valuedness of the rep-
resentation: V 2 = D(0, pi, 0)2 represents a rotation by
2pi (i. e., the identity in SO(3)) and is equal to −I for
half-integer j. Equation (3.14) leads to the onlusion
that, like T2, the map ϑ2 is an involution whih means
that ϑ22 = I ⊗ ϑ2 is equal to the identity map. In fat,
employing Eq. (3.14) we obtain for any operator B on H:
ϑ(ϑB) = V (V BTV †)TV † = V V BV †V † = B. (3.15)
Another property whih will be important below is that
ϑ2 is selfadjoint with respet to the Hilbert-Shmidt inner
produt, i. e., we have
tr
{
X†(ϑ2Y )
}
= tr
{
(ϑ2X)
†Y
}
(3.16)
for all operators X and Y on the tensor produt spae.
This property derives from the orresponding property
of the map ϑ. Namely, for any two operators A and B
on H we have aording to Eq. (3.2):
tr{A†(ϑB)} = tr{A†V BTV †}
= tr{(V TATV †T )†B}
= (−1)4jtr{(V ATV †)†B}
= tr{(ϑA)†B}. (3.17)
Note that we have used here that (−1)4j = 1 for integer
and half-integer j, and that V T = V −1 = (−1)2jV , whih
follows from Eq. (3.14).
Sine ϑ is not ompletely positive the operator ρ′ = ϑ2ρ
need not be positive for a positive ρ. It is, however,
invariant under rotations and an be represented in the
form (2.4). To determine the ation of ϑ2 on the αJ -
parameters we therefore write:
ρ′ =
1
N
2j∑
K=0
α′K√
2K + 1
PK
= ϑ2ρ =
1
N
2j∑
K=0
αK√
2K + 1
ϑ2PK , (3.18)
where the parameters αK orrespond to ρ and the α
′
K
orrespond to ρ′. We multiply this equation by PJ and
take the trae using PJPK = δJKPK . This yields a linear
transformation from the parameters αK to the parame-
ters α′K . Using matrix notation we nd
α′ = Θα, (3.19)
where we have introdued a matrix Θ with elements
ΘJK =
1√
(2J + 1)(2K + 1)
tr{PJϑ2PK}. (3.20)
The map ϑ2 thus indues a linear transformation of the
parameter spae whih is given by the N ×N matrix Θ.
The matrix Θ is real symmetri, ΘT = Θ, and orthog-
onal, ΘTΘ = I. The symmetry follows immediately from
denition (3.20) and the property (3.16). Sine ϑ2 is an
involution the matrix Θ must also be an involution, that
is Θ2 = I. Together with the symmetry of Θ we therefore
have ΘTΘ = Θ2 = I, whih proves that Θ is orthogonal.
6E. Relation to Wigner's 6-j symbols
We derive a general expression for the elements of the
matrixΘ. It will be shown that these elements are losely
linked to Wigner's 6-j symbols. To this end, we use
Eq. (3.20) as well as the denition (2.3) of the proje-
tions PJ in terms of the eigenbasis |JM〉, whih gives
ΘJK =
1√
(2J + 1)(2K + 1)
+J∑
M=−J
+K∑
Q=−K
〈JM |ϑ2
(|KQ〉〈KQ|)|JM〉. (3.21)
To evaluate the ϑ2-transformation in this expression we insert omplete sets of produt basis states |jmjm′〉 to get
ΘJK =
1√
(2J + 1)(2K + 1)
∑
M,Q
∑
m1,m2
∑
m4,m5
〈JM |ϑ2
(|m1m2〉〈m1m2|KQ〉〈KQ|m4m5〉〈m4m5|)|JM〉.
Here and in the following we shall frequently abbreviate |jm1jm2〉 by |m1m2〉, et. Aording to the denition of ϑ2
[Eqs. (3.2) and (3.8)℄ and to Eq. (3.9) we have
ϑ2
(|m1m2〉〈m4m5|) = |m1〉〈m4| ⊗ V (|m2〉〈m5|)T V † = |m1〉〈m4| ⊗ V |m5〉〈m2|V †
= |m1〉〈m4| ⊗ (−1)2j−m2−m5 | −m5〉〈−m2|
= (−1)2j−m2−m5 |m1,−m5〉〈m4,−m2|, (3.22)
whih leads to
ΘJK =
1√
(2J + 1)(2K + 1)
∑
M,Q
∑
m1,m2
∑
m4,m5
(−1)2j−m2−m5〈JM |m1,−m5〉〈m1m2|KQ〉〈KQ|m4m5〉〈m4,−m2|JM〉.
(3.23)
The matrix elements in Eq. (3.23) are vetor-oupling
(Clebsh-Gordan) oeients. Throughout the paper we
adopt the usual phase onventions for these quantities,
as they are given, e. g., in Ref. [14℄.
To evaluate further Eq. (3.23) it is onvenient to em-
ploy the 3-j symbols(
j1 j2 j3
m1 m2 m3
)
(3.24)
introdued by Wigner. These quantities are known from
the theory of angular momentum oupling and are losely
related to the vetor-oupling oeients. Here, we have
〈m1m2|JM〉 = (−1)M
√
2J + 1
(
j j J
m1 m2 −M
)
.
(3.25)
The 3-j symbols have many symmetry properties. The
symmetry to be used here is given by(
j j J
m1 m2 m3
)
= (−1)2j+J
(
j j J
−m1 −m2 −m3
)
.
(3.26)
We further need the seletion rules for the 3-j symbols,
namely that (3.24) is equal to zero for m1+m2+m3 6= 0.
We introdue the relations (3.25) into Eq. (3.23) whih
yields a sum over produts of four 3-j symbols. In the
resulting expression we arry out the following manipula-
tions: (i) we interhange the summation indies m2 and
m5, (ii) we replae the summation index m1 by −m1,
(iii) we introdue the new notation M ≡ m3, Q ≡ m6,
and (iv) we employ the symmetry relation (3.26) in the
rst and the third 3-j symbol. These manipulations lead
to
ΘJK =
√
(2J + 1)(2K + 1)
∑
m1,...,m6
χ(mi) (3.27)
×
(
j j J
m1 m2 m3
)(
j j K
−m1 m5 −m6
)
×
(
j j K
−m4 −m2 m6
)(
j j J
m4 −m5 −m3
)
,
where all sign fators have been olleted in the quantity
χ(mi) = (−1)2j−m2−m5+J+K . (3.28)
Finally, we use the seletion rules for the rst and the
third 3-j symbol in Eq. (3.27) whih leads to m1 +m2 +
m3 = 0 and −m4−m2+m6 = 0. With the help of these
relations it is easy to show that the phase fator χ(mi)
may be written as
χ(mi) = (−1)j+m1(−1)j+m2(−1)J+m3
×(−1)j+m4(−1)j+m5(−1)K+m6 . (3.29)
7On using Eq. (3.29) we see that the sum of the right-
hand side of Eq. (3.27) is exatly equal to a ertain 6-j
symbol of Wigner. The 6-j symbols are salar quanti-
ties whih arise in the onstrution of invariants from
the vetor-oupling oeients involving six angular mo-
menta [14℄. A general 6-j symbols is written as{
j1 j2 j3
j4 j5 j6
}
. (3.30)
For the sum of Eq. (3.27) we have j1 = j2 = j4 = j5 = j,
j3 = J and j6 = K. Hene, we nally obtain:
ΘJK =
√
(2J + 1)(2K + 1)
{
j j J
j j K
}
. (3.31)
This equation represents a entral result of this paper. It
yields a general expression for the ϑ2-transformation in
terms of Wigner's 6-j symbols on whih our investigation
of the struture of rotationally invariant states is based.
The 6-j symbols (3.30) are known to be invariant under
any permutation of their olumns and under the inter-
hange of the upper and lower entries in any two olumns.
It follows that the expression on the right-hand side of
(3.31) is symmetri with respet to the interhange of
J and K. It is also known from the theory of angular
momentum that the expression on the right-hand side
of (3.31) represents an orthogonal matrix, in aordane
with our previous onsiderations.
The properties of the 6-j symbols have been studied
in great detail and many expliit expressions and losed
formulae are known. Computational methods and reur-
sion relations for the 6-j symbols may be found in [14℄.
Equation (3.31) enables one to employ these results in
the determination of the matrix Θ. For example, the
rst two rows and olumns of Θ are given by
ΘJ0 = Θ0J =
√
2J + 1
N
(−1)2j+J , (3.32)
ΘJ1 = Θ1J =
√
3(2J + 1)
(N − 1)(N + 1)− 2J(J + 1)
N(N − 1)(N + 1)
×(−1)2j+1+J . (3.33)
Being real symmetri and orthogonal, the matrix Θ
an of ourse be diagonalized and has eigenvalues ±1.
The eigenvetors of Θ may be found from the sum rules
for the 6-j symbols given in [14℄. If we write the sum
rule involving produts of two 6-j symbols in terms of
the matrix elements ΘJK we get∑
K
ΘJK(−1)KΘKL = (−1)L(−1)JΘJL. (3.34)
We infer from this equation that the vetor α(L) with
omponents α
(L)
J = (−1)JΘJL is an eigenvetor ofΘ with
eigenvalue (−1)L. One we have determined the matrix
Θ we an therefore immediately write its eigenvetors:
One multiplies for all J the J-th row of Θ by (−1)J ;
the olumns of the resulting matrix then represent the
eigenvetors of Θ.
It follows from the orthogonality of the matrix Θ that
the vetors α(L), L = 0, 1, . . . , 2j, form an orthonor-
mal basis of the parameter spae. After a transfor-
mation to prinipal axes Θ therefore takes the form
diag(+1,−1,+1, . . . , (−1)2j), whih desribes a reetion
of the prinipal axes belonging to the eigenvalue −1. The
trae of Θ is obviously equal to zero for N even (half-
integer j), and equal to 1 for N odd (integer j).
Aording to Eq. (3.32) the omponents of the rst
eigenvetor α(0) are given by α
(0)
J = (−1)JΘJ0 =
(−1)2j√2J + 1/N . This vetor is proportional to the
vetor whih represents the state of maximal entropy.
The rst eigenvetor equation Θα(0) = α(0) thus ex-
presses the invariane of the state of maximal entropy
under ϑ2. It may be written as
2j∑
K=0
ΘJK
√
2K + 1
N
=
√
2J + 1
N
. (3.35)
This equation an also be used to hek that Θ preserves
the normalization (2.5).
IV. SO(3)-INVARIANT PPT STATES
A. Geometri representation
We dene Sp to be the set of SO(3)-invariant PPT
states, i. e., the set of rotationally invariant states whih
are positive under ϑ2 (or, equivalently, under T2). The
properties of ϑ2 imply that Sp is the set of density ma-
tries ρ for whih ρ′ = ϑ2ρ is again a density matrix and
that Sp is the intersetion of S with its image under ϑ2:
Sp = S ∩ ϑ2S. (4.1)
Sine S is an (N − 1)-simplex and ϑ2 is a non-singular
transformation the set ϑ2S is again an (N − 1)-simplex.
Being the intersetion of two onvex sets, Sp is also a
onvex set.
With the help of the properties of the matrix Θ derived
in Se. III D it is easy to give the geometri onstrution
of Sp employing the spae of the αJ -parameters: One
takes the (N − 1)-simplex desribing S and determines
the intersetion with its image under the linear map given
by the matrix Θ. Sine S is onvex it sues to deter-
mine the images of the extreme points of S in order to
onstrut ϑ2S.
To failitate the geometri visualization we shall use
in the following an (N−1)-dimensional parameter spae:
A Hermitian and rotationally invariant operator of trae
1 is haraterized uniquely by (N − 1) real parameters
(α0, α2, . . . , α2j−1). This means that we eliminate the
parameter α2j by means of Eq. (2.5) whih expresses the
ondition of unit trae. The state spae S an then be
8identied with an (N−1)-simplex in RN−1 whih is given
by the onditions:
2j−1∑
J=0
√
2J + 1
N
αJ ≤ 1, α0, . . . , α2j−1 ≥ 0. (4.2)
B. Examples
We illustrate the geometri onstrution of the set Sp
of PPT states for N = 2, 3 and 4. It will be seen that
Sp is isomorphi to an (N − 1)-dimensional ube. The
matrix elements ΘJK an by determined with the help of
Eqs. (3.32) and (3.33) and by use of the general properties
of Θ desribed in Se. III D.
1. 2⊗ 2 systems
In the simplest ase N = 2 the total system onsists
of two partiles with spin j = 12 (two qubits). The to-
tal angular momentum thus takes the values J = 0, 1
suh that we an use a single parameter α0 to desribe
a rotationally invariant Hermitian operator of unit trae.
The inequalities (4.2) yield 0 ≤ α0 ≤ 2. The spae of
rotationally invariant density matries is therefore given
by the interval (1-simplex) S = [0, 2]. The matrix Θ is
found to be
Θ =
1
2
( −1 √3√
3 1
)
, (4.3)
whih is obviously symmetri, orthogonal and of trae
zero. The ondition (2.5) gives α1 =
1√
3
(2−α0) whih is
used to eliminate α1 from the transformation α
′ = Θα.
One nds that ϑ2 maps the point α0 = 0 to α
′
0 = 1 and
the point α0 = 2 to α
′
0 = −1. This yields ϑ2S = [−1,+1],
and, hene, we get the set of PPT states:
Sp = S ∩ ϑ2S = [0, 1]. (4.4)
We note that for the present ase of two dimensions
the rotational invariane is equivalent to the invariane
under all produt unitaries U⊗U . The states onstruted
above are therefore idential to the Werner states of 2⊗2
systems.
2. 3⊗ 3 systems
For N = 3 (two qutrits) we have j = 1 and J = 0, 1, 2.
We an therefore use two parameters (α0, α1) to har-
aterize a Hermitian and rotationally invariant operator
with trae 1. Equation (4.2) now yields that the set S of
invariant states is given by the inequalities:
1
3
α0 +
1√
3
α1 ≤ 1, α0, α1 ≥ 0. (4.5)
−1 0 1 2 3−2
0
2
α0
α
1
A B 
C 
A’ 
B’ 
C’ 
F 
D 
E 
S Sp 
ϑ2 S 
Figure 1: SO(3)-invariant Hermitian operators of trae 1 for
3⊗3 systems. Triangle ABC: The set S of rotationally invari-
ant density matries. Triangle A′B′C′: The transform ϑ2S.
Retangle ADA′E: The set Sp of PPT states, whih is equal
to the set Ss of separable states (see Se. VC 2). The line
DE represents the xed points of ϑ2, the point F the state of
maximal entropy and B the singlet state |00〉.
Hene, S is a triangle (2-simplex) with verties A =
(0, 0), B = (3, 0) and C = (0,
√
3).
The matrix Θ now beomes:
Θ =
1
3

 1 −
√
3
√
5
−√3 32
√
15
2√
5
√
15
2
1
2

 . (4.6)
One easily veries that this is a symmetri and orthogo-
nal matrix of trae 1. On eliminating the parameter α2
we nd that ϑ2 ats as follows on the verties of S:
A = (0, 0) 7→ A′ =
(
1,
√
3
2
)
, (4.7)
B = (3, 0) 7→ B′ = (1,−
√
3), (4.8)
C = (0,
√
3) 7→ C′ =
(
−1,
√
3
2
)
. (4.9)
Thus, ϑ2S is the triangle with verties A
′
, B′ and C′.
The sets S and ϑ2S are depited in Fig. 1. The gure
also shows the line of the xed points of ϑ2 with end-
points D = (1, 0) and E =
(
0,
√
3
2
)
. This line is easily
determined from the matrix Θ and its eigenvetors. Be-
ing invariant under ϑ2, the point F , whih desribes the
state of maximal entropy, lies of ourse on this line.
The retangle with verties A, D, A′ and E represents
the intersetion Sp = S∩ϑ2S of the PPT states. It should
be noted that the rotational invariane in the present
example is equivalent to the invariane under the produt
transformations O⊗O, where O varies over the group of
orthogonal 3× 3 matries [6℄.
93. 4⊗ 4 systems
The ase N = 4 orresponds to a system omposed
of two partiles with spin j = 32 . The total angular
momentum assumes the values J = 0, 1, 2, 3. Thus we
get a three-dimensional parameter spae with parameters
(α0, α1, α2). By virtue of Eq. (4.2) the set of rotationally
invariant states is determined by the inequalities:
1
4
α0 +
√
3
4
α1 +
√
5
4
α2 ≤ 1, α0, α1, α2 ≥ 0. (4.10)
This shows that S is a tetrahedron (3-simplex) with ver-
ties A = (0, 0, 0), B = (4, 0, 0), C =
(
0, 4√
3
, 0
)
and
D =
(
0, 0, 4√
5
)
.
−1 0 1 2 3
−1
0
1
−2
−1
0
1
α1
α0
α
2
C’ 
C 
A 
D 
D’ 
B 
B’ 
A’ 
Figure 2: SO(3)-invariant Hermitian operators of trae 1 for
4 ⊗ 4 systems. The tetrahedron ABCD (ontinuous lines)
represents the set S of invariant states, and the tetrahedron
A′B′C′D′ (broken lines) its transform ϑ2S. The intersetion
(bold lines) is the set Sp of the PPT states.
The matrix Θ is given by:
Θ =
1
4


−1 √3 −√5 √7√
3 − 115
√
3
5
3
√
21
5
−√5
√
3
5 3
√
7
5√
7 3
√
21
5
√
7
5
1
5

 . (4.11)
One heks that this matrix is symmetri, orthogonal and
of trae zero. It leads to the following mapping of the
verties of the tetrahedron S under ϑ2:
A = (0, 0, 0) 7→ A′ =
(
1,
3
√
3
5
,
1√
5
)
, (4.12)
B = (4, 0, 0) 7→ B′ =
(
−1,
√
3,−
√
5
)
, (4.13)
C =
(
0,
4√
3
, 0
)
7→ C′ =
(
1,− 11
5
√
3
,
1√
5
)
,(4.14)
D =
(
0, 0,
4√
5
)
7→ D′ =
(
−1,
√
3
5
,
3√
5
)
. (4.15)
The points A′, B′, C′ and D′ are the verties of the
transformed tetrahedron ϑ2S, as shown in Fig. 2.
We see from Fig. 2 that the intersetion Sp = S∩ϑ2S is
isomorphi to a 3-dimensional ube. An enlarged piture
of this ube is shown in Fig. 3. The verties of Sp are
given by the points A, A′ and
E =
(
2
3
, 0, 0
)
, E′ =
(
2
3
,
2
√
3
3
, 0
)
, (4.16)
F =
(
0,
3
√
3
5
, 0
)
, F ′ =
(
1, 0,
1√
5
)
, (4.17)
G =
(
0, 0,
2√
5
)
, G′ =
(
0,
2
√
3
5
,
2√
5
)
. (4.18)
These points may be obtained as follows (see Fig. 3). One
takes the three edges emerging from the vertex A′ of the
tetrahedron ϑ2S and determines their intersetion with
the faes of the tetrahedron S. This yields the points E′,
F ′ and G′. The points E, F and G are then given by the
images of E′, F ′ and G′ under ϑ2.
0
0.5
1 0
0.5
1
1.5
0
0.5
1
α1α0
α
2
A 
A’ 
G 
G’ 
F F’ 
E 
E’ 
Figure 3: Enlarged piture of the ube Sp of PPT states (see
Fig. 2). The plane AA′FF ′ subdivides Sp into two prisms.
The prism AA′FF ′GG′ represents the set Ss of separable
states (see Se. VC 3).
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V. SEPARABLE STATES
A. Constrution of SO(3)-invariant separable states
The set of separable states is dened to be the set of
states ρ whih an be written as a onvex sum of produt
states:
ρ =
∑
i
λiρ
(1)
i ⊗ ρ(2)i , λi ≥ 0,
∑
i
λi = 1, (5.1)
where the ρ
(1)
i and ρ
(2)
i are normalized loal states [1℄. It
follows from this denition and from the positivity of ϑ
that the map ϑ2 is positive on separable states. Thus,
ϑ2 maps rotationally invariant and separable states to
rotationally invariant and separable states.
We denote the set of SO(3)-invariant separable states
by Ss. This set is ontained in the set of states whih are
positive under ϑ2:
Ss ⊂ Sp = S ∩ ϑ2S. (5.2)
This equation expresses the Peres PPT riterion. It an
easily be applied in the present formulation one the ma-
trix Θ has been determined: Given a rotationally invari-
ant state ρ in terms of its parameter vetor α aording
to Eq. (2.4), a neessary ondition for this state to be
separable is that all omponents of the transformed pa-
rameter vetor α′ = Θα are positive.
To fully haraterize the set of separable states one
introdues a projetion super-operator Π, also known as
twirl operator. Given any state ρ of the bipartite system
the operator
Πρ =
2j∑
J=0
1
2J + 1
PJ tr{PJρ} (5.3)
is positive, of trae 1 and rotationally invariant. The
map ρ 7→ Πρ denes a projetion (i. e., Π2 = Π) from
the total state spae onto the spae S of rotationally
invariant states. Moreover, if ρ is separable then Πρ is
again separable.
We see from Eq. (5.3) that the αJ -parameters or-
responding to the projetion Πρ are given by αJ =
N√
2J+1
tr{PJρ}. If we take a pure produt state
ρ = |ϕ(1)ϕ(2)〉〈ϕ(1)ϕ(2)| (5.4)
involving normalized loal states |ϕ(1)〉 and |ϕ(2)〉, the
αJ -parameters of its projetion are found to be
αJ = α˜J [ϕ
(1), ϕ(2)] =
N√
2J + 1
〈ϕ(1)ϕ(2)|PJ |ϕ(1)ϕ(2)〉.
(5.5)
It is known that any separable state an be written
as a onvex sum of pure produt states. We dene W
to be the range of the parameter vetor α whose ompo-
nents αJ are given by the above funtionals α˜J [ϕ
(1), ϕ(2)],
where |ϕ(1)〉 and |ϕ(2)〉 run independently over all nor-
malized states in H. With this denition one has the
following result [6℄: The set Ss of rotationally invariant
and separable states is equal to the onvex hull of the
range W , i. e., to the smallest onvex set ontaining W .
Thus, we have:
Ss = hull(W ) ⊂ Sp. (5.6)
The determination of Ss therefore amounts to the deter-
mination of the onvex hull of the range of the funtionals
α˜J [ϕ
(1), ϕ(2)] given by Eq. (5.5). This task an be sim-
plied by the following observations.
First, sine Ss is the onvex hull ofW whih, in turn, is
ontained in Sp, a good starting point is to onsider the
extreme points (verties) of Sp. If one nds, for example,
that all extreme points of Sp belong to W one onludes
immediately that Ss must be idential to Sp.
Seond, it is lear by onstrution that the funtionals
α˜J are invariant under simultaneous rotations |ϕ(1,2)〉 7→
D(R)|ϕ(1,2)〉 of the input arguments. Pairs of state ve-
tors diering by suh a transformation are thus projeted
to one and the same point of the parameter spae and
need not be onsidered separately.
Third, the range W is invariant under the map ϑ2.
This means that if the point α belongs to W , then also
the transformed point Θα belongs toW . This statement
an easily be proven by use of the results of Se. III C.
In fat, we have
α˜J [ϕ
(1), τϕ(2)] =
N√
2J + 1
〈ϕ(1)ϕ(2)|ϑ2PJ |ϕ(1)ϕ(2)〉
=
2j∑
K=0
ΘJK α˜K [ϕ
(1), ϕ(2)]. (5.7)
We see that the transformation α 7→ Θα orresponds
to the time reversal transformation τ arried out on
the seond input argument of the funtionals. Equation
(5.7) also demonstrates that if |ϕ(2)〉 is invariant under
τ the orresponding parameter vetor represents, for any
hoie of |ϕ(1)〉, a xed point of Θ.
B. Representation in terms of spherial tensors
In addition to the projetions PJ there exist further ro-
tationally invariant operators whih span the set S and
whih lead to a partiularly useful representation of the
set of separable states. To onstrut these operators
we introdue the irreduible spherial tensor operators
TJM ating on H, where, as before, J = 0, 1, . . . , 2j and
M = −J,−J + 1, . . . ,+J . The matrix elements of these
operators are dened by the 3-j symbols:
〈jm|TJM |jm′〉 = (−1)j−m
√
2J + 1
(
j j J
m −m′ −M
)
.
(5.8)
Aording to the seletion rules of the 3-j symbols the
matrix element (5.8) is zero for ∆m ≡ m − m′ 6= M .
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The tensor operators TJM represent a omplete sys-
tem of operators on H whih are orthonormal with re-
spet to the Hilbert-Shmidt inner produt, i. e., one has
tr{T †JMTJ′M ′} = δJJ′δMM ′ .
For a xed J the (2J + 1) operators TJM transform
aording to an irreduible representation of the rotation
group orresponding to the angular momentum J . For
example, the T1M transform as the spherial omponents
of a vetor, while the T2M behave as the omponents of
a seond-rank tensor under rotations. For N = 2 the
tensor omponents T1M may be expressed in terms of the
Pauli matries as T10 =
1√
2
σ3 and T1,±1 = ∓ 12 (σ1± iσ2).
The denition (5.8) leads to the relation T †JM = T
T
JM =
(−1)MTJ,−M . One onludes that the tensor operators
are eigen-operators of the time reversal transformation:
ϑTJM = (−1)JTJM .
It follows from the transformation behaviour of the
TJM that the operators on the produt spae dened by
QJ =
+J∑
M=−J
TJM ⊗ T †JM (5.9)
are invariant under rotations. The onnetion between
the projetions PJ and the operators QJ is provided by
the relation
ϑ2PJ = QJF, (5.10)
where we have introdued the ip operator F whih is
dened by
F|jm1jm2〉 = |jm2jm1〉. (5.11)
The proof of Eq. (5.10) is given in Appendix A.
Equation (5.10) leads to an alternative harateriza-
tion of the set of separable states. Sine |ϕ(1)〉 and |ϕ(2)〉
vary independently over all normalized states we may
use the right-hand side of Eq. (5.7) instead of the origi-
nal expression (5.5) for the funtionals α˜J [ϕ
(1), ϕ(2)]. If
we introdue (5.10) into (5.7) we nd that we an employ
the funtionals
α˜J [ϕ
(1), ϕ(2)] =
N√
2J + 1
+J∑
M=−J
|〈ϕ(1)|TJM |ϕ(2)〉|2
(5.12)
in order to onstrut the range W and the set Ss of sep-
arable states. An advantage of this formulation is that
it leads to a very simple expression for J = 0. Namely,
sine T00 =
1√
N
I we have
α˜0[ϕ
(1), ϕ(2)] = |〈ϕ(1)|ϕ(2)〉|2. (5.13)
It might be interesting to note that Eq. (5.10) an be
used to identify the one-parameter family of the Werner
states given by
ρW =
1
N3 −N [(N − λ)I ⊗ I + (Nλ− 1)F] , (5.14)
where −1 ≤ λ ≤ +1. These states are invariant under
all produt unitaries U ⊗ U . Therefore, all states of the
family are, in partiular, invariant under rotations and
belong to S. The parameters αWJ orresponding to ρW
are found to be
αWJ =
N√
2J + 1
tr{PJρW } (5.15)
=
√
2J + 1
N2 − 1
[
N − λ+ (−1)2j+J(Nλ− 1)] .
To obtain this result one has to determine the expression
tr{PJF}. This may be done by noting that for J = 0
Eq. (5.10) yields F = Nϑ2P0. The expression tr{PJF}
an therefore be written in terms of the matrix elements
ΘJ0 whih are given by Eq. (3.32). The family of the
isotropi states an be embedded in a similar way into
S if one rst performs the loal unitary transformation
I ⊗ V .
C. Examples
We onstrut the set Ss of separable states for the ex-
amples onsidered in Se. IVB. To this end, we make use
of the funtionals (5.12) whih haraterize Ss and of the
general properties of the range W desribed in Se. VA.
1. 2⊗ 2 systems
In the ase of our rst example disussed in Se. IVB1
we found that the parameter α0 desribes a PPT state
if and only if α0 ∈ Sp = [0, 1]. We immediately see from
Eq. (5.13) that the set of separable states and the set of
PPT states are idential, that is Ss = Sp. In fat, aord-
ing to Eq. (5.13) the funtional α˜0[ϕ
(1), ϕ(2)] an take any
value in the interval [0, 1] beause |ϕ(1,2)〉 are arbitrary
normalized states. This shows that in the present ase
positivity under ϑ2 is a neessary and suient ondition
for separability, whih is a well-known fat [23℄.
2. 3⊗ 3 systems
Using the results of Se. IVB2 we show that also for
3 ⊗ 3 systems the set of PPT states and the set of sep-
arable states oinide, i. e., Ss = Sp. Thus, positivity
under ϑ2 is again a neessary and suient ondition for
separability in this ase, as has been demonstrated by
Vollbreht and Werner [6℄. To prove this we verify that
the extreme points of Sp, that is, the points A, A
′
, D and
E belong to the range W (see Fig. 1).
First, we hoose |ϕ(1)〉 = |j = 1,m = +1〉 and |ϕ(2)〉 =
|j = 1,m = −1〉. These states are orthogonal and, hene,
α˜0 = 0 aording to Eq. (5.13). Using the seletion rules
for the matrix elements (5.8) of the tensor operators T1M
one sees that also α˜1 = 0 (the operators T1M annot
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onnet states whose magneti quantum numbers dier
by 2). This shows that A = (0, 0) belongs to the range
W . It also follows that A′ belongs to W , beause A′ is
the image of A under ϑ2.
Next, we onsider the state
|ϕ(2)〉 = 1√
2
(|1,+1〉+ |1,−1〉). (5.16)
This state is invariant under the time reversal transfor-
mation (3.13). Thus, for any hoie of |ϕ(1)〉, the point
(α˜0, α˜1) is a xed point of ϑ2 and, hene, belongs to the
line DE (see Fig. 1). If |ϕ(1)〉 is any state orthogonal
to |ϕ(2)〉 we have that, additionally, α˜0 = 0 and, hene,
(α˜0, α˜1) =
(
0,
√
3
2
)
≡ E ∈ W . One the other hand,
if we take |ϕ(1)〉 = |ϕ(2)〉, then α˜0 = 1 and, therefore,
(α˜0, α˜1) = (1, 0) ≡ D ∈ W . This onludes the proof.
3. 4⊗ 4 systems
For 4⊗4 systems it is again possible to give a omplete
geometri onstrution of the set of separable states by
use of the results of Se. IVB3. In the ase N = 4 we
have to onsider the following funtionals:
α˜0[ϕ
(1), ϕ(2)] = |〈ϕ(1)|ϕ(2)〉|2, (5.17)
α˜1[ϕ
(1), ϕ(2)] =
4√
3
+1∑
M=−1
|〈ϕ(1)|T1M |ϕ(2)〉|2,(5.18)
α˜2[ϕ
(1), ϕ(2)] =
4√
5
+2∑
M=−2
|〈ϕ(1)|T2M |ϕ(2)〉|2.(5.19)
To onstrut Ss we proeed in four steps, investigating
the extreme points of Sp given by Eqs. (4.12), (4.16),
(4.17) and (4.18) (see Fig. 3).
(1) We show that A,A′ ∈ W . To proof this we take
|ϕ(1)〉 = | 32 ,+ 32 〉 and |ϕ(2)〉 = | 32 ,− 32 〉. These states are
orthogonal and, therefore, α˜0 = 0 aording to Eq. (5.17).
Sine the magneti quantum numbers of the states dier
by 3 the seletion rules for the matrix elements (5.8) yield
that 〈ϕ(1)|TJM |ϕ(2)〉 = 0 for J = 1, 2. Thus, Eqs. (5.18)
and (5.19) yield α˜1 = α˜2 = 0. Hene, A = (0, 0, 0) and
A′ = ϑ2A belong to W .
(2) We demonstrate that also G,G′ ∈ W . To this end,
we take |ϕ(1)〉 = | 32 ,+ 32 〉 and |ϕ(2)〉 = | 32 ,− 12 〉. These
states are again orthogonal and we get α˜0 = 0. Sine
∆m = 2 the matrix elements 〈ϕ(1)|T1M |ϕ(2)〉 vanish and,
therefore, α˜1 = 0. The only matrix element of the T2M
whih is not equal to zero on aount of the seletion
rules is given by
〈ϕ(1)|T22|ϕ(2)〉 = 1√
2
. (5.20)
Thus, with the help of Eq. (5.19) we obtain α˜2 =
2√
5
.
One onludes that G = (0, 0, 2√
5
) and, hene, also G′ =
ϑ2G belong to W .
(3) We laim that F, F ′ ∈W . To prove this we hoose
the states:
|ϕ(1)〉 = 1√
2
(∣∣∣∣32 ,+32
〉
+
∣∣∣∣32 ,−32
〉)
, (5.21)
|ϕ(2)〉 = 1√
2
(∣∣∣∣32 ,+32
〉
−
∣∣∣∣32 ,−32
〉)
. (5.22)
These states are obviously orthogonal and we get again
α˜0 = 0. The seletion rules now yield 〈ϕ(1)|TJM |ϕ(2)〉 =
0 for J = 1, 2 and M 6= 0, while
〈ϕ(1)|TJ0|ϕ(2)〉 = 1
2
〈
3
2
,+
3
2
∣∣∣∣TJ0
∣∣∣∣32 ,+32
〉
− 1
2
〈
3
2
,−3
2
∣∣∣∣TJ0
∣∣∣∣32 ,−32
〉
. (5.23)
We have the following general relation between the ma-
trix elements of the tensor operators:
〈j,−m|TJ0|j,−m〉 = (−1)J〈j,+m|TJ0|j,+m〉. (5.24)
On using this we see that the expression (5.23) vanishes
for J = 2. It follows that α˜2 = 0. On the other hand, for
J = 1 we obtain
〈ϕ(1)|T10|ϕ(2)〉 =
〈
3
2
,+
3
2
∣∣∣∣T10
∣∣∣∣32 ,+32
〉
=
3
2
√
5
. (5.25)
With the help of (5.18) this leads to α˜1 =
3
√
3
5 . In sum-
mary, we see that F = (0, 3
√
3
5 , 0) and F
′ = ϑ2F belong
to the range W .
(4) It is shown in Appendix B that the funtionals
(5.17) and (5.19) fulll the inequality:
α˜2[ϕ
(1), ϕ(2)] ≥ 1√
5
α˜0[ϕ
(1), ϕ(2)]. (5.26)
It follows that E and E′ do not belong to the range W .
Namely, for these points we must have α˜2 = 0 and α˜0 =
2
3
[see Eq. (4.16)℄ whih ontradits the inequality (5.26).
This shows that in the present ase Ss is a true subset
of Sp, i. e., positivity under ϑ2 is a neessary but not
suient ondition for separability.
Aording to Se. IVB3 the set Ss of separable states
is ontained in the ube Sp of the PPT states (see Fig. 3).
By the above results the points A, A′, F , F ′, G, and G′
are ontained in the rangeW . Sine Ss is the onvex hull
of W we onlude that Ss ontains at least the polyhe-
dron AA′FF ′GG′. We observe that this polyhedron is
isomorphi to a prism.
The inequality (5.26) yields an additional ondition for
the separable states. It implies that all points of the
range W must lie on or above the plane whih is dened
by α2 =
1√
5
α0 and whih is indiated as gray surfae in
Fig. 3. We note that aording to Eqs. (4.12) and (4.17)
the points A, A′, F and F ′ belong to this plane. It follows
that the set Ss of separable states is in fat idential to
the prism AA′FF ′GG′.
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In summary, the onvex struture of the set of SO(3)-
invariant states of 4⊗4 systems may be desribed by the
following inlusions:
(prism Ss) ⊂ (ube Sp) ⊂ (tetrahedron S). (5.27)
The tetrahedron S, representing the set of all invariant
states, deomposes into the ube Sp of PPT states and
the set S \ Sp of entangled states whose partial trans-
position has negative eigenvalues. The ube Sp of PPT
states, in turn, onsists of the prism Ss of separable states
and of the set Sp\Ss of entangled PPT states. The plane
α2 =
1√
5
α0 thus separates the entangled PPT states from
the separable states.
As an be seen from Fig. 3 the set Sp \Ss is isomorphi
to a prism from whih one fae has been removed. All
states belonging to this set are inseparable and have pos-
itive partial transposition. This leads to the important
onlusion that Sp \ Ss represents a three-dimensional
manifold of bound entangled states, i. e., states whih
annot be distilled by loal quantum operations and las-
sial ommuniation [11, 24, 25℄.
VI. DISCUSSION AND CONCLUSIONS
We have analyzed the struture of the state spaes of
bipartite N ⊗N systems whih are invariant under prod-
ut representations of the rotation group. The main tool
of the analysis is the positive map ϑ whih is unitarily
equivalent to the transposition T and desribes the be-
haviour of loal states under time reversal. Employing
the properties of ϑ one relates the partial time reversal
ϑ2 = I ⊗ ϑ to a linear transformation of the parameter
spae R
N = {α} and expresses the orresponding matrix
Θ in terms of Wigner's 6-j symbols. This matrix has
been used to obtain geometrial representations for the
sets of the separable and of the PPT states in the ases
N = 2, 3 and 4.
In Se. VC3 the inequality (5.26) enabled the on-
strution of the set of separable states. Taken together
with the Peres PPT riterion this inequality yields a ne-
essary and suient ondition for the separability of ro-
tationally invariant states of 4⊗ 4 systems. It is of great
interest to examine the possibility of an extension of this
piture to higher dimensions. In this ontext it is impor-
tant to observe that the inequality (5.26) expresses the
positivity of a ertain map Φ whih is given by
ΦB =
+2∑
M=−2
T2MBT
†
2M − T00BT †00. (6.1)
This map is non-deomposable and detets all entangled
PPT states. Hene, we need exatly two maps, namely ϑ
and Φ, in order to identify uniquely all separable states.
These maps yield omplementary onditions for separa-
bility in the sense that the two inequalities
(I ⊗ ϑ)ρ ≥ 0 and (I ⊗ Φ)ρ ≥ 0 (6.2)
onstitute a neessary and suient separability rite-
rion. It should also be noted that the proof of Appendix
B does not rely on any invariane requirement. We on-
lude that positivity under the map Φ2 = I ⊗ Φ is a
neessary ondition of separability for all (not neessar-
ily rotationally invariant) states of 4⊗ 4 systems.
The positive map introdued in Eq. (6.1) orresponds
to an entanglement witness [20, 26, 27℄ whih is given
by the operator W = P2 − P0. The plane α2 = 1√5α0
in parameter spae may be viewed as an optimal hyper-
plane dened by this witness W . This fat leads to the
following interpretation of the inequality (5.26): If a mea-
surement of the total angular momentum is arried out
on a separable state, the probability of nding the value
J = 2must be larger or equal to the probability of nding
the value J = 0.
The method developed here suggests many general-
izations and appliations. An obvious extension is to
onsider bipartite systems whose loal state spaes are
not isomorphi, involving two dierent angular momenta
j(1) 6= j(2). Further important topis are an extension
of the analysis given in Se. VC to higher-dimensional
systems, the treatment of other symmetry groups, and
entanglement in multipartite systems.
The matrix Θ ontains the omplete information on
the behaviour of the spetrum of the invariant states un-
der partial transposition. It an also be used to express
various separability riteria and entanglement measures
and to design positive maps and entanglement witnesses.
Examples of appliations are the determination of the
relative entropy of entanglement with respet to the set
of PPT states [28℄, and the entanglement measure given
by the negativity [29, 30℄. The negativity, for instane,
is determined by the trae norm of the partially time-
reversed state whih an be written as
||ϑ2ρ||1 =
∑
J
√
2J + 1
N
∣∣∣∣∣
∑
K
ΘJKαK
∣∣∣∣∣ , (6.3)
where ||A||1 = tr|A| denotes the trae norm of A.
In Refs. [8, 31℄ a neessary separability riterion, the
redution riterion, has been introdued whih is based
on the positive map dened by ΛB = ItrB − B. This
riterion is not stronger than the Peres riterion, but has
the important benet that any state violating it an be
distilled. For SO(3)-invariant states the redution rite-
rion is equivalent to the inequality based on the quan-
tum Rényi entropy S∞ [8, 23℄ and to the disorder ri-
terion [32℄, and takes the form
1
N
I ⊗ I − ρ ≥ 0. In
terms of the parameters αJ this an be expressed through
αJ ≤
√
2J + 1. We see expliitly from our examples that
for rotationally invariant states the redution riterion
is in fat muh weaker than the Peres riterion. For in-
stane, in the ase N = 4 we get from it the onditions
α0 ≤ 1 and α1 ≤
√
3. The region dened by these in-
equalities is muh larger than Sp and than the true set
Ss of separable states (see Fig. 3).
Reently, a neessary riterion for separability has been
developed by Rudolph [33, 34℄, whih is known as ross
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norm or realignment riterion [35℄. This riterion is
based on the ross norm of the states of the tensor prod-
ut spae [36℄ and provides strong onditions for separa-
bility. It is generally neither weaker nor stronger than the
PPT riterion. It an detet, however, bound entangle-
ment. To formulate the ross norm riterion we assoiate
with any density matrix ρ =
∑
i Ci ⊗ Di a map Φρ by
means of the formula
ΦρB =
∑
i
Citr{(ϑDi)B}. (6.4)
For a separable state ρ the orresponding map Φρ is a
ontration with respet to the trae norm, i. e., we have
||Φρ||1 ≤ 1, whih immediately yields a neessary ondi-
tion for separability.
The appliation of the ross norm riterion to rota-
tionally invariant states leads to an inequality whih an
again be expressed entirely in terms of the elements of the
matrix Θ. If the state ρ is given by its parameters αJ
the trae norm of Φρ an be written in a form analogous
to Eq. (6.3):
||Φρ||1 =
∑
J
√
2J + 1
N
∣∣∣∣∣
∑
K
ΘJK(−1)KαK
∣∣∣∣∣ ≤ 1. (6.5)
This is a general expression for the ross norm riterion of
SO(3)-invariant states in any dimension N . It allows an
expliit determination of the regions in parameter spae
satisfying or violating the riterion. In partiular, with
the help of the above formula one immediately evaluates
the trae norm ||Φρ||1 for the families of the Werner states
and of the isotropi states.
We nally mention that the present results ould also
nd a number of important appliations in the theory of
open systems [37℄. The lose onnetion to open system
is based on an isomorphism [38℄ between states ρ on the
tensor produt spaeH⊗H and ompletely positive maps
Φ of operators on H. We dene this isomorphism by the
relation ρ = (I⊗Φ)P0. Apart from a normalization fator
this relation is equivalent to Eq. (6.4). It yields a one-
to-one orrespondene between the rotationally invari-
ant density matries ρ and the ompletely positive maps
Φ whih are trae-preserving and rotationally invariant.
Suh maps arise through the interation of open systems
with isotropi environments. The isomorphism thus al-
lows one to use the struture of S in the onstrution of
appropriate representations of one-parameter families of
quantum dynamial maps and to derive the general form
of isotropi non-Markovian quantum proesses.
Appendix A: PROOF OF RELATION (5.10)
In the basis of the produt states |m1m2〉 ≡ |jm1jm2〉
the matrix elements of the operator ϑ2PJ are found to
be
〈m1m2|ϑ2PJ |m′1m′2〉
= (−1)2j−m2−m′2〈m1,−m′2|PJ |m′1,−m2〉, (A1)
where we have used the denition (3.2) of the ϑ2-
transformation as well as the matrix elements (3.9) of
the unitary matrix V introdued in Eq. (3.8). On the
other hand, the denition (5.8) of the tensor operators
and Eq. (3.25) lead to
〈m|TJM |m′〉 = (−1)j−m
′〈m,−m′|JM〉, (A2)
〈m|T †JM |m′〉 = (−1)j−m〈m′,−m|JM〉. (A3)
We reall that the matrix elements on the right-hand
sides are vetor-oupling oeients whih are taken to
be real following the usual phase onventions. The de-
nitions (5.9) and (5.11) for the operators QJ and for the
ip operator F yield:
〈m1m2|QJF|m′1m′2〉
=
+J∑
M=−J
(−1)2j−m2−m′2〈m1,−m′2|JM〉〈JM |m′1,−m2〉
= (−1)2j−m2−m′2〈m1,−m′2|PJ |m′1,−m2〉. (A4)
Comparing this with (A1) we see that QJF = ϑ2PJ , as
laimed.
Appendix B: PROOF OF INEQUALITY (5.26)
We take any xed normalized state |ϕ(2)〉 and deom-
pose it with respet to the basis states |m〉 ≡ |jm〉:
|ϕ(2)〉 = c1
∣∣∣∣+32
〉
+c2
∣∣∣∣+12
〉
+c3
∣∣∣∣−12
〉
+c4
∣∣∣∣−32
〉
. (B1)
The normalization ondition for the amplitudes ci reads
4∑
i=1
|ci|2 = 1. (B2)
Consider then the operator:
A =
4√
5
+2∑
M=−2
T2M |ϕ(2)〉〈ϕ(2)|T †2M . (B3)
This operator is obviously Hermitian and positive and
we have α˜2[ϕ
(1), ϕ(2)] = 〈ϕ(1)|A|ϕ(1)〉. It will be demon-
strated below that |ϕ(2)〉 is an eigenvetor of A orre-
sponding to the eigenvalue
1√
5
:
A|ϕ(2)〉 = 1√
5
|ϕ(2)〉. (B4)
This equation implies that A an be written as
A = A˜+
1√
5
|ϕ(2)〉〈ϕ(2)|, (B5)
where A˜ is again a positive operator. This leads to:
α˜2[ϕ
(1), ϕ(2)] = 〈ϕ(1)|A˜|ϕ(1)〉+ 1√
5
|〈ϕ(1)|ϕ(2)〉|2
≥ 1√
5
α˜0[ϕ
(1), ϕ(2)], (B6)
15
whih proves the inequality (5.26).
It remains to demonstrate the eigenvetor relation
(B4). To this end, we determine the matrix represen-
tation of the operator A in the basis |m〉. With the help
of the matrix elements (5.8) of the tensor operators TJM
one nds that A is represented by the matrix
A =
1√
5


|c1|2 + 2|c2|2 + 2|c3|2 −c1c∗2 + 2c3c∗4 −c1c∗3 − 2c2c∗4 c1c∗4
−c∗1c2 + 2c∗3c4 |c2|2 + 2|c1|2 + 2|c4|2 c2c∗3 −c2c∗4 − 2c1c∗3
−c∗1c3 − 2c∗2c4 c∗2c3 |c3|2 + 2|c4|2 + 2|c1|2 −c3c∗4 + 2c1c∗2
c∗1c4 −c∗2c4 − 2c∗1c3 −c∗3c4 + 2c∗1c2 |c4|2 + 2|c3|2 + 2|c2|2

 . (B7)
It is now easy to verify by an expliit alulation that
the vetor c = (c1, c2, c3, c4)
T
, whih represents the state
|ϕ(2)〉 aording to Eq. (B1), is an eigenvetor of this ma-
trix orresponding to the eigenvalue
1√
5
. This onludes
the proof.
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