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Abstract. In this paper we study the long time behavior of solutions for an optimal control
problem associated with the viscous incompressible electrically conducting fluid modeled
by the magnetohydrodynamic (MHD) equations in a bounded two dimensional domain
through the adjustment of distributed controls. We first construct a quasi-optimal solution
for the MHD systems which possesses exponential decay in time. We then derive some
preliminary estimates for the long-time behavior of all admissible solutions of the MHD
systems. Next we prove the existence of a solution for the optimal control problem for
both finite and infinite time intervals. Finally, we establish the long-time decay properties
of the solutions for the optimal control problem.
Keywords: dynamics, optimal control, MHD systems.
1 Introduction
Magnetohydrodynamics (MHD) is the branch of continuum mechanics that studies the
macroscopic interaction of electrically conducting fluids and electromagnetic fields. The
subject is of great interest for its numerous practical applications which includes motion
of liquid metals, fusion technology, design of novel submarine propulsion devices and
plasma physics. The motion of Newtonian fluids is governed by the Navier-Stokes equa-
tions and electromagnetic effects are governed by Maxwell’s equations. Under a number
of physical assumptions valid for the problems of interest these two general systems can
be reduced to the MHD systems, see for e.g. [1–6].
The main goal of this paper is to study the dynamics of solutions to an optimal
control problem in magneto-hydrodynamics. Optimal control of fluids to alter flows to
achieve a desired effect remains an active research area due to its importance for the
design and performance of fluid dynamical systems. The past decade has seen significant
developments in theoretical and computational analysis in this area, see for e.g. [7–10].
∗This research was supported in part by National Science Foundation under grant DMS 0421945 and by
National Aeronautics and Space Administration under grant 23842.
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The study of long-time behavior of solutions of optimal control problems associated
with MHD systems is of great importance in many fluid dynamic applications such as
stabilization and drag minimization. There has been an extensive study in the literature
of the asymptotic behaviors and dynamics of solutions for dissipative systems including
Navier-Stokes systems and coupled Navier-Stokes systems such as MHD systems. The
asymptotic behavior of solutions for the controlled Navier-Stokes system was studied
in [11,12]. In this article we study the long time behavior of solutions for optimal control
problems associated with the magneto-hydrodynamic equations. This work was motivated
by the desire to match a candidate flow field and magnetic field with a desired one by
appropriately controlling the applied current and distributed force.
We formulate the optimal control problem as follows. Let us assume that a viscous
incompressible and electrically conducting fluid fills a two dimensional bounded simply
connected region Ω of class C2 or convex with boundary ∂Ω whose unit normal will
be denoted by n. We further assume that the magnetic field lies in the plane where
the fluid motion occurs and the electric current density is a vector field normal to this
plane. The macroscopic state of the fluid can be described by the fluid velocity u =
(u1(x, t), u2(x, t), 0), pressure p = p(x, t), magnetic field B = (B1(x, t), B2(x, t), 0)
and electric current density j = (0, 0, j(x, t)). The non-dimensional form of the viscous
incompressible MHD equations is (see for e.g. [1])
∂u
∂t
− 1
Re
∇2u+ (u · ∇)u+∇p− S(curlB)×B = f in Ω× (0,∞),
∂B
∂t
+
1
Rem
curl (curlB)− curl (u×B) = curl j in Ω× (0,∞),
(1)
∇ · u = 0 in Ω× (0,∞),
∇ ·B = 0 in Ω× (0,∞),
where u,B, j and p are non-dimensional quantities corresponding to the normalization by
reference units denoted by ℓ∗, T ∗, U∗ := ℓ∗/T ∗, j∗, B∗, ρ∗ for lengths, times, velocities,
currents, magnetic fields and densities. Moreover, f and j are the applied distributed force
and current, respectively. The three non-dimensional numbers that appear in (1) are Re
– Reynolds number, Re := U∗ℓ∗µ , where µ is the kinematic viscosity; Rem – magnetic
Reynolds number, Rem := µ0σU∗ℓ∗, where µ0 is the magnetic permeability and σ the
electrical conductivity; and S – Alfan number or coupling number, S := B
∗2
µ0ρ∗U∗2
.
The system of equations (1) has to be supplemented with the initial conditions
u(x, 0) = u0(x) and B(x, 0) = B0(x) in Ω, (1a)
along with proper boundary conditions. For the velocity we specify
u = 0 on ∂Ω× (0,∞), (1b)
that is, there is no flow through the boundaries and a no-slip boundary condition is
satisfied at the boundaries. For the magnetic field we specify
B · n = 0 and (curlB)× n = 0 on ∂Ω× (0,∞), (1c)
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that is, we assume the boundary is perfectly conducting (no tangential electric field and
no normal magnetic field), see [5].
Our objective of matching the candidate flow field and magnetic field with the de-
sired ones in ideal setting means matching the desired flow at each time instance. This
warrants minimizing a cost functional defined in terms of a pointwise norm in t. However,
such an ideal cost functional is too costly to realize physically and to compute numerically.
Therefore it is natural to consider the time-averaged functional J defined by
J (u,B, f , curl j)
:=
1
2
∞∫
0
∫
Ω
α1
∣∣u−ud∣∣2+Sα2∣∣B−Bd∣∣2+β1∣∣f−fd∣∣2+β2∣∣curl j−curl jd∣∣2 dxdt,
where ud is some desired velocity field, Bd is some desired magnetic field, fd is some
desired distributed force and jd is some desired current density. Also, α1, α2, β1, β2 > 0
are given constants, the functions curl j and f are the distributed controls and | · | denotes
the usual Euclidean norm. We wish to find the controls curl j, f and the associated pair
(u,B) such that the cost functional J is minimized subject to MHD equations (1). The
first term in the cost functional J measures the deviation between the candidate states
and the desired states. Therefore, the physical objective of this minimization problem is
to match a desired flow and magnetic field by adjusting the controls curl j and f . The cost
functional reflects a trade-off between achieving the physical objective and minimizing
the work involved in the control effort.
We will show in this paper that for large t, the time averaged optimizer will indeed
give pointwise matching in t. We like to note here that exact controllability [13] is some-
what related to the problem of controlling the pointwise in t behavior for the solutions.
But the controllability approach does not give information on the matching of the flow
and magnetic fields over a time period, nor does it give any information beyond t = T .
The rest of the paper is structured as follows. In the rest of the section, we present
some preliminary material. In Section 2, we construct a quasi-optimal control solution
and obtain some preliminary estimates for optimal solutions. In Section 3, we prove the
existence of an optimal solution on both finite and infinite time intervals and derive the
optimality-system. Finally, in Section 4, we prove the decay of the controlled dynamics
to the desired dynamics.
1.1 Preliminaries
1.1.1 Notations, function spaces and inequalities
We denote by Lq(Ω), 1 < q < ∞, (L∞(Ω)) the space of real functions defined on
Ω with q-th power absolutely integrable (or essentially bounded functions) and that are
equipped with the norm ‖u‖Lq := [
∫
Ω |u|q dx]
1
q or ‖u‖L∞ := ess. supΩ |u(x)|. For
q = 2, L2(Ω) is a Hilbert space with inner product
∫
Ω uv dx and ‖u‖ := [
∫
Ω |u|2 dx]
1
2 .
The standard notation Hm(Ω),m = 0, 1, 2, . . . , is used for the Sobolev space of func-
tions in L2(Ω) with square integrable derivatives of order ≤ m (H0(Ω) = L2(Ω)). In
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particular for m = 1, H10(Ω) denotes the space of functions in H1(Ω) which vanish
on the boundary ∂Ω, whereas in H1n(Ω) only the normal component of the function is
assumed to vanish along the boundary. These spaces have the associated norm ‖u‖1 :=
[‖u‖2 +∑2i=1 ‖ ∂u∂xi ‖2] 12 . We shall be concerned with two dimensional vector functions
with components in one of these spaces. We shall use the notation Lq(Ω) := Lq(Ω) ×
Lq(Ω), Hm(Ω) := Hm(Ω) × Hm(Ω), H10(Ω) := H10(Ω) × H10(Ω). For integer
m ≥ 0, Hm(Ω) is equipped with the norm ‖u‖m := [
∑2
i=1 ‖ui‖2m]
1
2
. Also, the inner-
product for functions belonging to L2(Ω) = H0(Ω) := L2(Ω) × L2(Ω) is given by∫
Ω
u·v dx. For details, concerning these spaces, see for e.g. [14] and [15]. For the purpose
of dealing with the linear constraints in the MHD equations, we introduce the following
spaces of divergence free vector fields
Hu = HB :=
{
w ∈ L2(Ω): ∇ ·w = 0 and w · n = 0 on ∂Ω},
Vu := Hu ∩H10(Ω) and VB := HB ∩H1n(Ω).
We then define the Hilbert spaces H := Hu ×HB and V := Vu ×VB endowed with
the following inner-products and corresponding norms(
(u1,B1), (u2,B2)
)
H
:=
∫
Ω
u1 · u2 dx+ S
∫
Ω
B1 ·B2 dx
∀(u1,B1), (u2,B2) ∈ H,(
(u1,B1), (u2,B2)
)
V
:=
1
Re
∫
Ω
∇u1 : ∇u2 dx+ S
Rem
∫
Ω
curlB1 · curlB2 dx
∀(u1,B1), (u2,B2) ∈ V,
where (∇u)ij := ∂ui∂xi is the Jacobian matrix and ∇u : ∇w :=
∑2
i=1,j=1
∂ui
∂xj
∂wi
∂xj
. We
have the inclusionV ⊂ H which is compact and dense by Rellich theorem, see [16].
We next introduce the temporal spatial function space Lq(0, T ;Z) defined on QT :=
Ω×(0, T ) equipped with the norm ‖u‖Lq(0,T ;Z) :=
∫ T
0
‖u(t)‖qZ dt]1/q,where q ∈ [1,∞)
and Z := Hm(Ω) or V. The solenoidal temporal-spatial function space
W(1)(QT ) :=
{
(u,B) ∈ L2(0, T ;V) :
(
∂u
∂t
,
∂B
∂t
)
∈ L2(0, T ;V∗)
}
with the norm ‖v‖W(1)(QT ) := [‖v‖2L2(0,T ;V)+ ‖∂v∂t ‖2L2(0,T ;V∗)]
1
2 , whereV∗ is the dual
of V. For functions u and B in the temporal-spatial space, we often use the notation
u(t) := u(·, t) and B(t) := B(·, t) to stand for the restriction of u and B at time t as a
function defined over the spatial domain Ω.
For (u,B) ∈ V, we deduce from Poincare inequalities ‖u‖ ≤ λ−
1
2
u ‖∇u‖ and
‖B‖ ≤ λ−
1
2
B ‖curlB‖ that
κ‖(u,B)‖2H ≤ ‖(u,B)‖2V ∀(u,B) ∈ V, where κ := min
{
λu
Re
,
λB
Rem
}
. (2)
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We will also make use of the Young’s inequality
ab ≤ ǫ
q
aq +
ǫ−
r
q
r
br, 1 < q, r <∞, 1
q
+
1
r
= 1, a, b ≥ 0.
In addition to the well known Gronwall’s inequality [17], we will also use the uniform
Gronwall’s inequality (see [18]):
Lemma 1 (Uniform Gronwall’s Inequality). Assume that positively locally integrable
functions y(t), g(t) and h(t) satisfy
dy
dt
≤ gy + h, t ≥ 0
and moreover
t+ǫ∫
t
g(s) ds ≤ a1,
t+ǫ∫
t
h(s) ds ≤ a2,
t+ǫ∫
t
y(s) ds ≤ a3,
where ǫ, a1, a2 and a3 are positive constants. Then
y(t+ ǫ) ≤ (a3/ǫ+ a2)ea1 , t ≥ 0.
1.1.2 Weak Formulation of the MHD equations
The weak form of equations (1) is obtained using standard arguments. Under the assump-
tions of smoothness of solutions, multiplying the first and second equations in (1) by
divergence free test functions w and Υ, respectively, integrating by parts and adding the
results after multiplying the second equation by S lead to((
∂u
∂t
,
∂B
∂t
)
, (w,Υ)
)
H
+ a
(
(u,B), (w,Υ)
)
+ b
(
(u,B), (u,B), (w,Υ)
)
= ((f , curl j), (w,Υ))H,
which by continuity holds for allw ∈ Vu and Υ ∈ VB . Here
a
(
(u1,B1), (u2,B2)
)
=
1
Re
∫
Ω
∇u1 : ∇u2 dx+ S
Rem
∫
Ω
curlB1 · curlB2 dx
and
b
(
(u1,B1), (u2,B2), (u3,B3)
)
=
∫
Ω
(u1 · ∇)u2 · u3 dx−S
∫
Ω
curlB2 ×B1 · u3 dx
−S
∫
Ω
u2 ×B1 · curlB3 dx
for all (ui,Bi) ∈ V (i = 1, 2, 3). This suggest the following weak form for the MHD
equations (1):
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Definition 1. Given T ∈ (0,∞), (u0,B0) ∈ H and (f,curl j) ∈ L2(0, T ;V∗), (u,B) is
said to be a solution of the MHD equations if and only if (u,B) ∈W(1)(QT ) and (u,B)
satisfies(
∂
∂t
(u,B), (w,Υ)
)
H
+ a
(
(u,B), (w,Υ)
)
+ b
(
(u,B), (u,B), (w,Υ)
)
=
(
(f , curl j), (w,Υ)
)
H
∀(w,Υ) ∈ V (almost everywhere) t ∈ (0, T )
(3)
and (
u(0),B(0)
)
= (u0,B0) in H. (4)
Note that (u,B) ∈W(1)(QT ) implies (u,B) ∈ C([0, T ];H). Therefore (4) makes
sense. The bilinear form a(·, ·) is continuous and coercive onV:
(i) ∣∣a((u,B), (w,Υ))∣∣ ≤ 2‖(u,B)‖V‖(w,Υ)‖V ∀(u,B), (w,Υ) ∈ V,
(ii) ∣∣a((u, B), (u,B))∣∣ = ‖(u,B)‖2V ∀(u,B) ∈ V.
Therefore a(·, ·) defines a continuous positive operator A : V→ V∗ as(
A (u1,B1), (u2,B2)
)
H
:= a
(
(u1,B1), (u2,B2)
) ∀(u1,B1), (u2,B2) ∈ V.
It can be shown that A extends to an unbounded self-adjoint operator in H with a
domain D(A ) := {(u,B) ∈ V : A (u,B) ∈ H} dense in V.
It is well-known that if ∂Ω is Lipschitz continuous, T ∈ (0,∞), (f , curl j) ∈
L2(0, T ;V∗) and (u0,B0) ∈ H, then there exists a unique solution to (3), (4) and
it satisfies (u,B) ∈ C([0, T ];H) ∩ L2(0, T ;V) and (ut,Bt) ∈ L2(0, T ;V∗). If ∂Ω
is C2, (u0,B0) ∈ V and (f , curl j) ∈ L2(0, T ;H), then (u,B) ∈ C([0, T ];V) ∩
L2(0, T ;D(A )), see for e.g. [19].
For T =∞, we define a solution of the MHD equations as follows.
Definition 2. Given (u0,B0) ∈ H and (curl j, f) ∈ L2loc(0,∞;V∗), (u,B) is said to
be solution of the MHD equations on (0,∞) if and only if (u,B) ∈ L2loc(0,∞;V) ∩
L∞(0,∞;H), ∂∂t (u,B) ∈ L2loc(0,∞;V∗) and (u,B) satisfies (3),(4) with T =∞.
The following properties of the trilinear form will be important for the forthcoming
analysis. The skew symmetric property of b(·, ·, ·), i.e.,
b
(
(u1,B1), (u2,B2), (u3,B3)
)
=− b((u1,B1), (u3,B3), (u2,B2))
∀(u1,B1) ∈ H and (u2,B2), (u3,B3) ∈ V,
follows easily from the skew-symmetric property of the trilinear form bu(u1,u2,u3) :=∫
Ω
(u1 ·∇)u2 ·u3 dx for all (u1,u2,u3) ∈ Hu×Vu×Vu and the algebraic cancellation
of the last two terms in the definition of b(·, ·, ·). Moreover, the trilinear form b(·, ·, ·)
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posses the following continuity properties:
(i) |b(Φ1,Φ2,Φ3)| ≤ ca‖Φ1‖
1
2
H‖Φ1‖
1
2
V‖Φ2‖
1
2
V‖AΦ2‖
1
2
H‖Φ3‖H
∀Φ1 ∈ V,Φ2 ∈ D(A ),Φ3 ∈ H,
(ii) |b(Φ1,Φ2,Φ3)| ≤ cb‖Φ1‖
1
2
H‖Φ1‖
1
2
V‖Φ2‖V‖Φ3‖
1
2
H‖Φ3‖
1
2
V
∀Φ1,Φ2,Φ3 ∈ V
for some constants ca, cb > 0.
1.1.3 Statement of the optimal control problem
In order that the optimal control solution of the MHD equations is close to the desired
(ud,Bd), we must place some restrictions on the desired current density jd and desired
distributed force fd present in the cost functional J . We therefore choose
fd :=
∂ud
∂t
− 1
Re
∇2ud + (ud · ∇)ud − S(curlBd)×Bd,
curl jd :=
∂Bd
∂t
+
1
Rem
curl
(
curlBd
)− curl (ud ×Bd).
Furthermore, we will assume throughout this paper that
(ud,Bd) ∈ L∞(0,∞;H) and (fd, curl jd) ∈ L∞(0,∞;L2(Ω))2.
For each T ∈ (0,∞], we define the cost functional JT by
JT (u,B, f , curl j)
:=
1
2
T∫
0
∫
Ω
α1
∣∣u−ud∣∣2+Sα2∣∣B−Bd∣∣2+β1∣∣f−fd∣∣2+β2∣∣curl j−curl jd∣∣2 dxdt, (5)
for all (u,B) ∈ (ud,Bd) + L2(QT ), f ∈ fd + L2(QT ) and curl j ∈ curl jd + L2(QT ).
We will denote J∞ simply by J .
We define the admissible elements as follows with XT and YT denoting, respec-
tively, the function spaces
XT :=

W(1)(QT ) if T ∈ (0,∞),{
(u,B) ∈ L2loc(0,∞;V) ∩ L∞(0,∞;H) :
∂
∂t
(u,B) ∈ L2loc(0,∞;V∗)
}
if T =∞
and
YT :=
L
2(0, T ;V∗) if T ∈ (0,∞),
L2loc(0,∞;V∗) if T =∞.
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Definition 3. For a given T ∈ (0,∞], a quadruple (u,B, f , curl j) ∈ XT ×YT is called
an admissible element if JT (u,B, f , curl j) < ∞ and (u,B, f , curl j) satisfies (3), (4).
The set of all admissible elements is denoted by Uad(T ).
Now for each T ∈ (0,∞], we state the optimal control problem on (0, T ) as follows:
(OP-CON) find (u,B, f , curl j) ∈ Uad(T ) such that the cost functional JT in (5) is
minimized.
We note here that our optimal control problem has nontrivial solutions since in
general the initial state (u0,B0) is certain distance away from the desired flow and thus
the cost functional generally has a positive minimum.
With the change of variables (v,Ξ) := (u,B) − (ud,Bd), h := f − fd and g :=
curl j− curl jd system (3), (4) is equivalent to (v,Ξ) ∈ XT and (h,g) ∈ YT satisfying(
∂
∂t
(v,Ξ), (w,Υ)
)
H
+ a
(
(v,Ξ), (w,Υ)
)
+ b
(
(v,Ξ), (v,Ξ), (w,Υ)
)
+ b
(
(ud,Bd), (v,Ξ), (w,Υ)
)
+ b
(
(v,Ξ), (ud,Bd), (w,Υ)
)
=
(
(h,g), (w,Υ)
)
H
∀(w,Υ) ∈ V (almost everywhere) t ∈ (0, T )
(6)
and (
v(0),Ξ(0)
)
= (u0,B0)−
(
ud0,B
d
0
)
in H. (7)
This allows us to give another physical interpretation to the optimal control problem;
i.e., one seeks a candidate flow field and magnetic field (v,Ξ) and a candidate controls
h and g such that the time averaged total energy of the electrically conducting fluid and
the total work done by the control is minimized. Here we define the total energy of the
electrically conducting fluid as K(v,Ξ) := 12
∫
Ω
|v|2 + S|Ξ|2 dx, consisting physically
of two parts corresponding to the kinetic energy and the magnetic energy proportional to
the coupling parameter S.
2 Preliminary estimates for the dynamics
2.1 A quasi-optimizer
In this Section, we will derive a sharp bound for the value of
inf
(u,B,f ,curl j)∈Uad(T )
JT (u,B, f , curl j)
which is uniform in T . This estimate will then be used to estimate the dynamics of the
optimal control solution. We next construct a quasi-optimizer (u˜, B˜, f˜ , curl j˜) ∈ Uad(∞)
for J∞(·, ·, ·, ·) and derive some preliminary estimates for the optimal solutions. By a
quasi-optimizer we mean an element (u˜, B˜, f˜ , curl j˜) ∈ Uad(∞) satisfying ‖(u˜, B˜) −
(ud(t),Bd(t))‖H → 0 as t → ∞. The existence of such an element is shown in the
following theorem.
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Theorem 1. There exists a quadruple (u˜, B˜, f˜ , curl j˜) ∈ Uad(∞) such that∥∥(u˜− ud(t), B˜−Bd(t))∥∥2
H
≤ ∥∥(u0 − ud0,B0 −Bd0)∥∥2H e−(γ−ω)t (8)
for some γ > ω, where
ω := c2b
∥∥(ud,Bd)∥∥2
L∞(0,T ;V)
− κ
and
JT (u˜, B˜, f˜ , curl j˜)≤c0
∥∥(u0−ud0,B0−Bd0)∥∥2H(1−e−(γ−ω)T) ∀T ∈(0,∞], (9)
where
c0 :=
(
4α+ γ2max
{
β1,
β2
S
})
8(γ − ω)
and α := max{α1, α2}.
Proof. Let t ∈ (0,∞) be arbitrary. Let (u˜, B˜) ∈ X∞ be the solution to (3), (4) with
linear feedback:
f˜ := fd − γ
2
(
u˜− ud), curl j˜ = curl jd − γ
2
(
B˜−Bd)
for some fixed constant γ > 0. Existence of such a solution can be shown using the
techniques for the MHD equations (see [19]). By using the change of variables (v˜, Ξ˜) :=
(u˜, B˜)− (ud,Bd), we see that the feedback controlled system is(
∂
∂t
(
v˜, Ξ˜
)
, (w,Υ)
)
H
+ a
((
v˜, Ξ˜
)
, (w,Υ)
)
+ b
((
v˜, Ξ˜
)
,
(
v˜, Ξ˜
)
, (w,Υ)
)
+ b
((
ud,Bd
)
,
(
v˜, Ξ˜
)
, (w,Υ)
)
+ b
((
v˜, Ξ˜
)
,
(
ud,Bd
)
, (w,Υ)
)
= −γ
2
((
v˜, Ξ˜
)
, (w,Υ)
)
H
∀(w,Υ) ∈ V (almost everywhere) t ∈ (0,∞)
(10)
and (
v(0),Ξ(0)
)
= (u0,B0)−
(
ud0,B
d
0
)
in H. (11)
Settingw = v˜ andΥ = Ξ˜ in (10) and using the skew-symmetry property of b(·, ·, ·),
we obtain
1
2
d
dt
∥∥(v˜, Ξ˜)∥∥2
H
+
∥∥(v˜, Ξ˜)∥∥2
V
+
γ
2
∥∥(v˜, Ξ˜)∥∥2
H
=−b((v˜, Ξ˜), (ud,Bd), (v˜, Ξ˜)). (12)
By the continuity property (iii) of the trilinear form, we have∣∣b((v˜, Ξ˜), (ud,Bd), (v˜, Ξ˜))∣∣ ≤ cb∥∥(v˜, Ξ˜)∥∥H∥∥(v˜, Ξ˜)∥∥V∥∥(ud,Bd)∥∥L∞(0,T ;V)
≤ 1
2
∥∥(v˜, Ξ˜)∥∥2
V
+
c2b
2
∥∥(ud,Bd)∥∥2
L∞(0,T ;V)
∥∥(v˜, Ξ˜)∥∥2
H
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so that from (12) and the inequality (2), we obtain
d
dt
∥∥(v˜(t), Ξ˜(t))∥∥2
H
+
(
γ + κ− c2b
∥∥(ud,Bd)∥∥2
L∞(0,T ;V)
)∥∥(v˜(t), Ξ˜(t))∥∥2
H
≤ 0.
Therefore if γ satisfies γ > ω we can apply Gronwall’s inequality to obtain∥∥(v˜, Ξ˜)∥∥2
H
≤
∥∥(u0 − ud0,B0 −Bd0)∥∥2H e−(γ−ω)t
which proves inequality (8). Moreover, we see that for each T ∈ (0,∞], by (8),
JT
(
v˜, Ξ˜, h˜, g˜
)
≤ α
2
T∫
0
∥∥(v˜, Ξ˜)∥∥2
H
dt+
β1γ
2
8
T∫
0
‖v˜‖2 dt+ β2γ
2
8
T∫
0
∥∥Ξ˜∥∥2 dt
≤
(
4α+ γ2max
{
β1,
β2
S
})
8(γ − ω)
∥∥(u0 − ud0,B0 −Bd0)∥∥2H(1− e−(γ−ω)T )
which proves the inequality (9).
We note here that from the results of Theorem 1, the quasi-optimizer constructed
there satisfies ‖(u˜, B˜)(t) − (ud,Bd)‖H → 0 as t → ∞ exponentially and
J∞(u˜, B˜, f˜ , curl j˜) is bounded. Also, it is quite straight forward to compute this feedback
solution via an initial value solve. However, since the value of γ may be large, the work
required to implement this control may be large. We will later show that the true optimizer
only satisfies ‖(u˜, B˜)(t)− (ud,Bd)(t)‖H → 0 as t→∞ but it also minimizes the work
involved to realize it.
2.2 Estimates for the dynamics of admissible elements
In this section, we will derive some preliminary estimates for the dynamics of all solutions
of (3), (4). These estimates will allow us to derive preliminary estimates for the dynamics
of the optimal solutions. We begin with the L∞(0, T ; L2(Ω)) estimates in terms of the
initial data and the functional values.
Theorem 2. Let T ∈ (0,∞]. Assume that (u,B, f , curl j) ∈ Uad(T ). Then ∀t ∈ [0, T ],∥∥(u− ud,B−Bd)∥∥2
H
≤
∥∥(u0 − ud0,B0 −Bd0)∥∥2H
+ 2max
{(
c2b
∥∥(ud,Bd)∥∥2
V
+ 1
)
α1
,
(
c2b
∥∥(ud,Bd)∥∥2
V
+ 1
)
α2
,
1
β1
,
S
β2
}
×JT (u,B, f , curl j).
(13)
If in addition, JT (u,B, f , curl j) ≤ JT (u˜, B˜, f˜ , curl j˜), then∥∥(u− ud,B−Bd)∥∥2
H
≤ c1
∥∥(u0 − ud0,B0 −Bd0)∥∥2H, (14)
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where c1 := (1 + 2max{ (c
2
b‖(u
d,Bd)‖2
V
+1)
α1
,
(c2b‖(u
d,Bd)‖2
V
+1)
α2
, 1β1 ,
S
β2
}c0) with c0 defined
in Theorem 1.
Proof. Setting w = v and Υ = Ξ in (6) and using the skew-symmetry and continuity
properties of b(·, ·, ·), we obtain
1
2
d
dt
‖(v,Ξ)‖2H + ‖(v,Ξ)‖2V
= −b((v,Ξ), (ud,Bd), (v,Ξ))+ ((h,g), (v,Ξ))
≤ cb‖(v,Ξ)‖H‖(v,Ξ)‖V
∥∥(ud,Bd)∥∥
V
+ ‖h‖‖v‖+ S‖g‖‖Ξ‖
≤ c
2
b
2
‖(v,Ξ)‖2H
∥∥(ud,Bd)∥∥2
V
+
1
2
‖(v,Ξ)‖2V +
1
2
‖(h,g)‖2H +
1
2
‖(v,Ξ)‖2H
so that
d
dt
‖(v,Ξ)‖2H + ‖(v,Ξ)‖2V
≤ max
{(
c2b
∥∥(ud,Bd)∥∥2
V
+ 1
)
α1
,
(
c2b
∥∥(ud,Bd)∥∥2
V
+ 1
)
α2
,
1
β1
,
S
β2
}
× (α1‖v‖2 + Sα2‖Ξ‖2 + β1‖h‖2 + β2‖g‖2).
(15)
Multiplying this inequality by eκt and integrating over (0, t), we obtain
‖(v,Ξ)‖2H ≤ ‖(v0,Ξ0)‖2He−κt
+ 2max
{(
c2b
∥∥(ud,Bd)∥∥2
V
+ 1
)
α1
,
(
c2b
∥∥(ud,Bd)∥∥2
V
+ 1
)
α2
,
1
β1
,
S
β2
}
×
t∫
0
(
α1
2
‖v‖2 + Sα2
2
‖Ξ‖2 + β1
2
‖h‖2 + β2
2
‖g‖2
)
e−κ(t−s) ds
which yields (13). Finally (14) follows from (13) and (9).
Theorem 3. Let T ∈ (0,∞] and (u,B, f , curl j) ∈ Uad(T ). Assume that
JT (u,B, f , curl j) ≤ JT (u˜, B˜, f˜ , curl j˜). Then for each ǫ > 0,(
u− ud,B−Bd) ∈ L2(0, T ;V) ∩ L∞(ǫ, T ;V), (16)
T∫
0
∥∥(u(s)− ud(s),B(s) −Bd(s))∥∥2
V
ds ≤ c1
∥∥(u0 − ud0,B0 −Bd0)∥∥2H (17)
and ∥∥(u,B)− (ud,Bd)∥∥2
V
≤ c˜1(ǫ)
∥∥(u0 − ud0,B0 −Bd0)∥∥2H ∀t ≥ ǫ (18)
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where c1 is given in Theorem 2 and
c˜1(ǫ) := exp
{
63c4ac1
2
∥∥(u0 − ud0,B0 −Bd0)∥∥4H}
×
(
c1
ǫ
+
[
c14
c2a√
κ
∥∥(ud,Bd)∥∥
L∞(0,T ;V)
∥∥A (ud,Bd)∥∥
L∞(0,T ;H)
+ 8c0max
{
1
β1
,
S
β2
}
+
63
2
c4ac1
∥∥(ud,Bd)∥∥2
L∞(0,T ;H)
∥∥(ud,Bd)∥∥2
L∞(0,T ;V)
])
.
Proof. Let T ∈ (0,∞]. We easily see that inequality (17) follows by integrating (15)
over the time interval (0, T ). Let us now prove (18). Inserting (w,Υ) = A (v,Ξ) in (6),
yields
1
2
d
dt
‖(v,Ξ)‖2V + ‖A (v,Ξ)‖2H ≤
∣∣b((v,Ξ), (v,Ξ),A (v,Ξ))∣∣
+
∣∣b((v,Ξ), (ud,Bd),A (v,Ξ))∣∣
+
∣∣b((ud,Bd), (v,Ξ),A (v,Ξ))∣∣
+
∣∣((h,g),A (v,Ξ))
H
∣∣.
Using the continuity and skew symmetry properties of the trilinear form b(·, ·, ·) (see
§ 1.1.1) yields that
1
2
d
dt
‖(v,Ξ)‖2V + ‖A (v,Ξ)‖2H
≤ ca‖(v,Ξ)‖V‖A (v,Ξ)‖
3
2
H‖(v,Ξ)‖
1
2
H
+ ca‖(v,Ξ)‖
1
2
V‖(v,Ξ)‖
1
2
H
∥∥(ud,Bd)∥∥ 12
V
∥∥A (ud,Bd)∥∥ 12
H
‖A (v,Ξ)‖H
+ ca
∥∥(ud,Bd)∥∥ 12
H
∥∥(ud,Bd)∥∥ 12
V
‖(v,Ξ)‖
1
2
V‖A (v,Ξ)‖
3
2
H
+
∣∣((h,g),A (v,Ξ))∣∣.
Using Young’s inequality yields
d
dt
‖(v,Ξ)‖2V+‖A (v,Ξ)‖2H ≤ 2
[
2‖(h,g)‖2H +
63c4a
4
‖(v,Ξ)‖2H‖(v,Ξ)‖4V+
+
2c2a√
κ
‖(v,Ξ)‖2V
∥∥(ud,Bd)∥∥
V
‖A (ud,Bd)∥∥
H
+
63
4
c4a
∥∥(ud,Bd)∥∥2
H
∥∥(ud,Bd)∥∥2
V
‖(v,Ξ)‖2V
]
.
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Thus using (14), we have
d
dt
‖(v,Ξ)‖2V + ‖A (v,Ξ)‖2H
≤ 4‖(h,g)‖2H +
[
63c4ac1
2
‖(v0,Ξ0)‖2H‖(v,Ξ)‖2V
]
‖(v,Ξ)‖2V
+
[
4c2a√
κ
∥∥(ud,Bd)∥∥
V
∥∥A (ud,Bd)∥∥
H
+
63
2
c4a
∥∥(ud,Bd)∥∥2
H
∥∥(ud,Bd)∥∥2
V
]
‖(v,Ξ)‖2V.
We introduce
y(t) := ‖(v,Ξ)‖2V,
g(t) :=
[
63c4ac1
2
‖(v0,Ξ0)‖2H‖(v,Ξ)‖2V
]
and
h(t) :=
[
4c2a√
κ
∥∥(ud,Bd)∥∥
V
∥∥A (ud,Bd)∥∥
H
+
63c4a
2
∥∥(ud,Bd)∥∥2
H
∥∥(ud,Bd)∥∥2
V
]
× ‖(v,Ξ)‖2V + 4‖(h,g)‖2H.
For each ǫ > 0, by Theorem 2 and (17), we have
t+ǫ∫
t
y(s) ds ≤ c1
∥∥(u0,B0)− (ud0,Bd0)∥∥2H,
t+ǫ∫
t
g(s) ds ≤ 6
3c4ac1
2
∥∥(u0,B0)− (ud0,Bd0)∥∥4H
and
t+ǫ∫
t
h(s) ds ≤ 8max
{
1
β1
,
S
β2
}
JT
+ c1
[
4
c2a√
κ
∥∥(ud,Bd)∥∥
L∞(0,T ;V)
∥∥A (ud,Bd)∥∥
L∞(0,T ;H)
63
2
c4a
∥∥(ud,Bd)∥∥2
L∞(0,T ;H)
∥∥(ud,Bd)∥∥2
L∞(0,T ;V)
]
×
∥∥(u0,B0)− (ud0,Bd0)∥∥2H,
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so that by (9)
t+ǫ∫
t
h(s) ds
≤
[
c14
c2a√
κ
∥∥(ud,Bd)∥∥
L∞(0,T ;V)
∥∥A (ud,Bd)∥∥
L∞(0,T ;H)
+8c0max
{
1
β1
,
S
β2
}
+
63
2
c4ac1
∥∥(ud,Bd)∥∥2
L∞(0,T ;H)
∥∥(ud,Bd)∥∥2
L∞(0,T ;V)
]
× ∥∥(u0,B0)− (ud0,Bd0)∥∥2H.
Now (18) follows from the uniform Gronwall’s inequality in Lemma 1 and the last three
estimates for y, g and h.
The following theorem giving preliminary estimates for the optimal solutions is a
consequence of Theorem 2 and Theorem 3.
Theorem 4. Let T ∈ (0,∞] and (u∗,B∗, f∗, curl j∗) ∈ Uad(T ) be an optimal solution
for (OP-CON). Then∥∥(u∗,B∗)− (ud,Bd)∥∥2
H
≤ c0
∥∥(u0 − ud0,B0 −Bd0)∥∥2H,
T∫
0
∥∥(u∗,B∗)− (ud,Bd)∥∥2
V
ds ≤ c1
∥∥(u0 − ud0,B0 −Bd0)∥∥2H,∥∥(u∗,B∗)− (ud,Bd)∥∥2
V
≤ c˜1(ǫ)
∥∥(u0 − ud0,B0 −Bd0)∥∥2H, ∀t ≥ ǫ,
where all the constants are as defined in Theorems 2 and 3.
3 Existence of optimal control
3.1 Finite time interval
In this section, we prove the existence of optimal solutions and derive some estimates for
the adjoint states.
Theorem 5. Let T ∈ (0,∞) and (ud,Bd, fd, curl jd) ∈ Uad(T ). Then there exists an
optimal solution (û, B̂, f̂ , curl ĵ) ∈ Uad(T ) for optimal control problem (OP-CON). That
is, there exists (f̂ , curl ĵ) ∈ L2(0, T ; L2(Ω))2 and (û, B̂) ∈ C([0, T ];H) ∩ L2(0, T ;V)
of the optimal control problem.
Proof. First note that the set Uad(T ) is non empty, for e.g., (u,B,0,0) ∈ Uad. Let
{(fn, curl jn)} be a minimizing sequence for the optimal control problem and denote
(un,Bn) = (u(fn, curl jn),B(fn, curl jn)). The sequence {(fn, curl jn)} is bounded in
L2(0, T ;L2(Ω)) and the corresponding solution {(un,Bn)} is bounded in C([0, T ];H)∩
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L2(0, T ;V), see [19]. Therefore we can find subsequences, again denoted by {(un,Bn)}
and {(fn, curl jn)} such that
fn → f̂ weakly in L2
(
0, T ;L2(Ω)
)
,
curl jn → curl ĵ weakly in L2
(
0, T ;L2(Ω)
)
,
(un,Bn)→
(
û, B̂
)
weakly in L2(0, T ;V),
(un,Bn)→
(
û, B̂
)
weak* in L∞(0, T ;H).
Using lower semi-continuity yields that
T∫
0
∥∥û− ud∥∥2 dt ≤ lim
n→∞
inf
T∫
0
∥∥un − ud∥∥2 dt,
T∫
0
∥∥B̂−Bd∥∥2 dt ≤ lim
n→∞
inf
T∫
0
∥∥Bn −Bd∥∥2 dt,
T∫
0
∥∥f̂ − fd∥∥2 dt ≤ lim
n→∞
inf
T∫
0
∥∥fn − fd∥∥2 dt,
and
T∫
0
∥∥curl ĵ− curl jd∥∥2 dt ≤ lim
n→∞
inf
T∫
0
∥∥curl jn − curl jd∥∥2 dt,
which implies that
JT
(
û, B̂, f̂ , curl ĵ
) ≤ lim
n→∞
inf JT (un,Bn, fn, curl jn).
Now using the standard arguments as in the Navier-Stokes theory [20], we can show, by
using a fractional time-order Sobolev space a priori estimates, that {(un,Bn)} converges
strongly in L2(0, T ;H) and that (û, B̂) satisfies the weak form of the MHD equations.
Theorem 6. Let T ∈ (0,∞) and (f , curl j) be in L2(0, T ; L2(Ω))2. Then the mapping
(f , curl j) 7→ (u,B)(f , curl j) is Gateaux differentiable as a function from
L2(0, T ; L2(Ω))2 to L2(0, T ;V). Furthermore its Gateaux derivative ((u¯, B¯))(φ, curlψ)
:= D(u,B)D(f ,curl j) · (φ, curlψ), for every (φ, curlψ) ∈ L2(0, T ; L2(Ω))2, is the solution of
the linear problem(
∂
∂t
(
u¯, B¯
)
, (w,Υ)
)
H
+a
((
u¯, B¯
)
, (w,Υ)
)
+b
((
u¯, B¯
)
, (u,B), (w,Υ)
)
+ b
((
u¯, B¯
)
, (u,B), (w,Υ)
)
=
(
(φ, curlψ), (w,Υ)
)
H
∀(w,Υ) ∈ V,(
u¯(0), B¯(0)
)
= (0,0) in H,
(19)
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where (u¯, B¯) ∈ L∞(0, T ;H) ∩ L2(0, T ;V).
Proof. Let (f , curl j) and (φ, curlψ) be given in L2(0, T ;L2(Ω))2. We need to prove the
following result
lim
ǫ→0
∥∥∥∥ (u,B)
(
(f , curl j) + ǫ(φ, curlψ)
)− (u,B)(f , curl j)
ǫ
− ǫ
(
u¯, B¯
)
(φ, curlψ)
ǫ
∥∥∥∥
L2(0,T ;V)
= 0.
(20)
First note that (u¯, B¯))((φ, curlψ)) clearly satisfies equation (19) by direct differentia-
tion. The fact that (u,B)((fcurl j) + ǫ(φ, curlψ)) and (u,B)((f , curl j)) are two weak
solutions imply that (u⌢,B⌢) := (u,B)((f , curl j) + ǫ(φ, curlψ)) − (u,B)((f , curl j))
satisfies(
∂
∂t
(
u⌢,B⌢
)
, (w,Υ)
)
H
+a
((
u⌢,B⌢
)
, (w,Υ)
)
+b
((
u⌢,B⌢
)
, (u,B), (w,Υ)
)
+ b
(
(u,B),
(
u⌢,B
⌢)
, (w,Υ)
)
=ǫ
(
(φ, curlψ), (w,Υ)
)
H
∀(w,Υ) ∈ V,(
u⌢(0),B
⌢
(0)
)
= (0,0)
(21)
Setting (w,Υ) = (u⌢,B⌢) in (21) and using the skew adjoint property of the trilinear
form b(·, ·, ·) yields
1
2
d
dt
∥∥(u⌢,B⌢)∥∥2 + ∥∥(u⌢,B⌢)∥∥2
V
+ b
((
u⌢,B
⌢)
, (u,B),
(
u⌢,B
⌢))
= ǫ
(
(φ, curlψ
)
,
(
u⌢,B⌢
))
H
.
By using the continuity properties of the trilinear form and Young’s inequality it follows
that
1
2
d
dt
∥∥(u⌢,B⌢)∥∥2
H
+
1
2
∥∥(u⌢,B⌢)∥∥2
V
≤ ǫ
2
2
‖(φ, curlψ)‖2H +
(
1
2
+
c2b
2
‖(u,B)‖2V
)∥∥(u⌢,B⌢)∥∥2
H
.
Therefore by Gronwall’s inequality we get∥∥(u⌢,B⌢)∥∥2
L∞(0,T ;H)
≤
[
‖(φ, curlψ)‖2L∞(0,T ;H) exp
{
T + c2b‖(u,B)‖2L2(0,T ;V)
}]
ǫ2 =: c2ǫ
2.
Now integrating the preceding differential inequality yields∥∥(u⌢,B⌢)∥∥2
L2(0,T ;V)
≤ ǫ2
[
‖(φ, curlψ)‖2L2(0,T ;H)+
(
1+c2b‖(u,B)‖2L2(0,T ;V)
)
c2
]
=: ǫ2c3.
(22)
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Now note that (u˘, B˘) := (u⌢,B⌢)− ǫ(u¯, B¯) satisfies the equation(
∂
∂t
(
u˘, B˘
)
, (w,Υ)
)
H
+ a
((
u˘, B˘
)
, (w,Υ)
)
+ b
((
u˘, B˘
)
, (u,B), (w,Υ)
)
+ b
(
(u,B),
(
u˘, B˘
)
, (w,Υ)
)
= b
((
u⌢,B⌢
)
,
(
u⌢,B⌢
)
, (w,Υ)
) ∀(w,Υ) ∈ V.
Setting (w,Υ) = (u˘, B˘) in this equation and using the skew symmetric and continuity
properties of the trilinear form we obtain
d
dt
∥∥(u˘, B˘)∥∥2
H
+
∥∥(u˘, B˘)∥∥2
V
≤ 2c2b
∥∥(u˘, B˘)∥∥2
H
∥∥(u,B)∥∥2
V
+ 2c2b
∥∥(u⌢,B⌢)∥∥2
H
∥∥(u⌢,B⌢)∥∥2
V
.
From this, by using Gronwall’s inequality, we obtain∥∥(u˘, B˘)∥∥2
L∞(0,T ;H)
≤
[
2c2bc2c3 exp
{
2c2b‖(u,B)‖2L2(0,T ;V)
}]
ǫ4 =: c4ǫ
4.
Integrating the preceding differential inequality we also obtain∥∥(u˘, B˘)∥∥2
L2(0,T ;V)
≤
[
2c2bc4‖(u,B)‖2L2(0,T ;V) + 2c2bc2c3
]
ǫ4 =: c5ǫ
4. (23)
This easily implies that∥∥∥∥ (u,B)
(
(f , curl j) + ǫ(φ, curlψ)
)− (u,B)(f , curl j)
ǫ
− ǫ
(
u¯, B¯
)
(f , curlψ)
ǫ
∥∥∥∥
L2(0,T ;V)
≤ √c5ǫ.
Therefore the desired limit in (20) exists and thus the mapping is Gateaux differentiable.
Lemma 2. Assume T ∈ (0,∞). Let (φ, curlψ) ∈ L2(0, T ; L2(Ω))2 and let (u¯, B¯) be
defined as in Theorem 6. Then, for every (e,k) ∈ L2(0, T ; L2(Ω))2, we have
T∫
0
(
(e,k),
(
u¯, B¯
))
H
dt =
T∫
0
(
(φ, curlψ), (ζ,Π)
)
H
dt, (24)
where (ζ,Π) ∈ L2(0, T ;H) ∩ L2(0, T ;V) satisfies
−
(
∂
∂t
(ζ,Π), (w,Υ)
)
H
+ a
(
(ζ,Π), (w,Υ)
)
+ b
(
(w,Υ), (u,B), (ζ,Π)
)
+ b
(
(u,B), (w,Υ), (ζ,Π)
)
=
(
(e,k), (w,Υ)
)
H
∀(w,Υ) ∈ V,(
ζ(T ),Π(T )
)
= (0,0).
(25)
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Proof. We proceed as follows using integration by parts
T∫
0
(
(e,k),
(
u¯, B¯
))
H
dt
=
T∫
0
[
−
(
∂
∂t
(ζ,Π),
(
u¯, B¯
))
H
+ a
(
(ζ,Π),
(
u¯, B¯
))
+ b
((
u¯, B¯
)
, (u,B), (ζ,Π)
)
+ b
(
(u,B),
(
u¯, B¯
)
, (ζ,Π)
)]
dt
=
T∫
0
[(
∂
∂t
(
u¯, B¯
)
, (ζ,Π))H + a
(
(ζ,Π),
(
u¯, B¯
))
+ b
((
u¯, B¯
)
, (u,B), (ζ,Π)
)
+ b
(
(u,B),
(
u¯, B¯
)
, (ζ,Π)
)]
dt
=
T∫
0
(
(φ, curlψ), (ζ,Π)
)
H
dt
by (19).
Theorem 7. Let T ∈ (0,∞) and let (û, B̂, f̂ , curl ĵ) ∈ Uad(T ) be a solution to the
optimal control problem. Then the following equality holds:
ζ̂ + β1
(
f̂ − fd) = 0 and Π̂+ β2(curl ĵ− curl jd) = 0, (26)
where adjoint state variables (ζ̂, Π̂) ∈ L∞(0, T ;H) ∩ L2(0, T ;V) is the solution of the
linear adjoint problem:
−
(
∂
∂t
(
ζ̂, Π̂
)
, (w,Υ)
)
H
+ a
((
ζ̂, Π̂
)
, (w,Υ)
)
+ b
(
(w,Υ), (û, B̂),
(
ζ̂, Π̂
))
+ b
((
û, B̂
)
, (w,Υ),
(
ζ̂, Π̂)
)
=
((
α1
(
û− ud), α2(B̂−Bd)), (w,Υ))
H
∀(w,Υ) ∈ V,(
ζ̂(T ), Π̂(T )
)
= (0,0) in H.
(27)
Proof. Let (û, B̂, f̂ , curl ĵ) be an optimal solution. Then the Gateaux derivative
DJ
(
û, B̂, f̂ , curl ĵ
)
D
(
f̂ , curl ĵ
) · (φ, curlψ)
=
T∫
0
∫
Ω
[
α1
(
û− ud)u¯+ Sα2(B̂−Bd)B¯]
+ β2
[(
curl ĵ− curl jd)curlψ]+ β1[(f̂ − fd)φ]dxdt,
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where (u¯, B¯, curlψ) is the solution of the system (19). Since (û, B̂, f̂ , curl ĵ) is an opti-
mal solution and the Gateaux derivative exists, this derivative must be zero in all directions
(φ, curlψ) ∈ L2(0, T ;H). Therefore by setting (e,k) = (α1(û− ud), α2(B̂−Bd)) in
(24) yields
T∫
0
∫
Ω
[
ζ̂ + β1
(
f̂ − fd)]φ+ S[Π̂+ β2(curl ĵ− curl jd)]curlψ dx dt = 0.
This implies (26).
For the adjoint state variables (ζ̂, Π̂), we obtain the following estimates on finite
intervals.
Theorem 8. For T ∈ (0,∞), let (û, B̂, f̂ , curl ĵ) ∈ Uad(T ) be a solution to (OP-CON)
and that (ζ̂, Π̂) ∈ L∞(0, T ;H) ∩ L2(0, T ;V) be the solution to (26), (27). Then, for
each ǫ > 0,
∥∥(ζ̂, Π̂)∥∥2
H
+
T∫
t
∥∥(ζ̂, Π̂)∥∥2
V
ds ≤ 2MJT ∀t ∈ [ǫ, T ],
where
ρ1(ǫ) :=
√
c˜1(ǫ)
∥∥(u0,B0)− (ud0,Bd0)∥∥H + ∥∥(ud,Bd)∥∥L∞(0,∞;V) <∞
and
M := max
{
α1
κ
,
α2
κ
,C2b ρ
2
1(ǫ)β1, Sc
2
bρ
2
1(ǫ)β2
}
.
Proof. Setting (w,Υ) = (ζ̂, Π̂) in (27), we have
− 1
2
d
dt
∥∥(ζ̂, Π̂)∥∥2
H
+
∥∥(ζ̂, Π̂)∥∥2
V
=
(
(α1v̂, α2Ξ),
(
ζ̂, Π̂
))
H
− b((ζ̂, Π̂), (û, B̂), (ζ̂, Π̂))
≤ ‖(α1v̂, α2Ξ)‖H
∥∥(ζ̂, Π̂)∥∥
H
+ cb
∥∥(ζ̂, Π̂)∥∥
H
∥∥(û, B̂)∥∥
V
∥∥(ζ̂, Π̂)∥∥
V
.
Now using Young’s inequality yields
−1
2
d
dt
∥∥(ζ̂, Π̂)∥∥2
H
+
1
2
∥∥(ζ̂, Π̂)∥∥2
V
≤ 1
κ
‖(α1v̂, α2Ξ)‖2H + c2b
∥∥(ζ̂, Π̂)∥∥2
H
∥∥(û, B̂)∥∥2
V
.
From the estimate (18) and the triangle inequality ‖(û, B̂)‖V ≤ ρ1(ǫ). Using this and
(26) in the previous differential inequality yields
− 1
2
d
dt
∥∥(ζ̂, Π̂)∥∥2
H
+
1
2
∥∥(ζ̂, Π̂)∥∥2
V
≤ 1
κ
[
α21‖v̂‖2 + Sα22
∥∥Ξ̂∥∥2]+ c2bρ1(ǫ)2[β21∥∥hˆ∥∥2 + Sβ22‖gˆ‖2]
≤M[α1‖v̂‖2 + Sα2‖Ξ̂‖2 + β1∥∥hˆ∥∥2 + β2‖gˆ‖2].
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Integrating both sides over the interval (t, T ) yields the desired estimate.
3.2 The infinite time interval case
In this section, we will utilize the results of the previous section to prove the existence of
optimal solutions to (OP-CON) in the infinite time interval.
Theorem 9. There exists an optimal solution (û, B̂, f̂ , curl ĵ) ∈ Uad(∞) for (OP-CON)
with T =∞.
Proof. For each T ∈ (0,∞), by using Theorem 4, we select a (uT ,BT , fT , curl jT )
which solves (OP-CON) and satisfies
JT (uT ,BT , fT , curl jT )
= inf
(w,Υ,φ,curlψ)∈Uad(T )
J (w,Υ,φ, curlψ), ∀(w,Υ,φ, curlψ) ∈ Uad(T ),(
∂
∂t
(uT ,BT ), (w,Υ)
)
H
+a
(
(uT ,BT ), (w,Υ)
)
+b
(
(uT ,BT ), (uT ,BT ), (w,Υ)
)
=
(
(fT , curl jT ), (w,Υ)
)
H
, ∀(w,Υ) ∈ V, (28)(
uT (0),BT (0)
)
= (u0,B0) in H. (29)
For each finite T , we obviously have [Uad(∞)]|(0,T ) ⊂ Uad(T ). Therefore,
JT (uT ,BT , fT , curl jT )≤JT (w,Υ,φ, curlψ)≤J∞(w,Υ,φ, curlψ)
∀(w,Υ,φ, curlψ)∈Uad(∞).
(30)
Since J∞(u˜, B˜, f˜ , curl j˜) < ∞, (u˜, B˜, f˜ , curl j˜) ∈ Uad(∞), where (u˜, B˜, f˜ , curl j˜) is
a quasi-optimizer constructed in Section 2. It then follows that
JT (uT ,BT , fT , curl jT ) ≤ inf
(w,Υ,φ,curlψ)∈Uad(∞)
J∞(w,Υ,φ, curlψ) <∞.
For each integer k > 0, we denote by (uk,Bk, fk, curl jk) a solution of (28), (29) for
T = k. We set (vk,Ξk,hk,gk) = (uk − ud,Bk − Bd, fk − fd, curl jk − curl jd).
Then (vk,Ξk,hk,gk) satisfies (6), (7) with T = k. Using the standard estimates of
the MHD equations on the finite time interval and (30), we obtain that ‖fk‖L2(0,k;L2(Ω)),
‖curl jk‖L2(0,k;L2(Ω)), ‖(uk,Bk)‖W(1)(QT ) and ‖(uk,Bk)‖L∞(0,k;H) are uniformly
bounded for all k. By induction, we can choose successive subsequences of positive
integers {k(m)n }∞n=1 for m = 1, 2, . . . such that {k(1)n }∞n=1 ⊃ {k(2)n }∞n=1 ⊃ . . . and
(v
k
(m)
n
,Ξ
k
(m)
n
) ⇀
(
v(m),Ξ(m)) in W(1)(Qm) as n→∞,
(v
k
(m)
n
,Ξ
k
(m)
n
)
∗
⇀
(
v(m),Ξ(m)
)
in L∞(0,m;Hu) as n→∞,
h
k
(m)
n
⇀ h(m) in L2
(
0,m; L2(Ω)
)
as n→∞,
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and
g
k
(m)
n
⇀ g(m) in L2
(
0,m; L2(Ω)
)
as n→∞
for some(
v(m),Ξ(m)
) ∈W(1)(Qm), h(m) ∈ L2(0,m; L2(Ω)) and g(m) ∈ L2(0,m; L2(Ω)).
Hence, by extracting the diagonal subsequence, we have that for each m′,
(v
k
(m)
n
,Ξ
k
(m)
n
) ⇀
(
v(m
′),Ξ(m
′)
)
in W(1)(Qm′) as m→∞, (31)
(v
k
(m)
n
,Ξ
k
(m)
n
)
∗
⇀
(
v(m
′),Ξ(m
′)
)
in L∞(0,m′;Hu as m→∞, (32)
h
(m)
km
⇀ h(m
′) and g(m)km ⇀ g
(m′) in L2
(
0,m′; L2(Ω)
)
as m→∞. (33)
For each m′ > 0, using (31)–(33), standard techniques for the MHD equations, compact-
ness results and density arguments (see [19]) allow us to pass to the limit as m → ∞ in
the equation below
∞∫
0
[(
∂
∂t
(vkm(m) ,Ξkm(m)), (w,Υ)
)
H
χ(t) + a
(
(vkm(m) ,Ξkm(m)), S(w,Υ)
)
χ(t)
+ b
(
(vkm(m) ,Ξkm(m)), (vkm(m) ,Ξkm(m)), (w,Υ)
)
χ(t)
+ b
(
(vkm(m) ,Ξkm(m)),
(
ud,Bd
)
, (w,Υ)
)
χ(t) (34)
+ b
((
ud,Bd
)
, (vkm(m) ,Ξkm(m)), (w,Υ)
)
χ(t)
]
dt
=
∞∫
0
(hkm(m) ,gkm(m)), (w,Υ)Hχ(t) dt ∀(w,Υ) ∈ V, χ ∈ C∞0
(
(0,m′)
)
to obtain(
∂
∂t
(
u(m
′),B(m
′)
)
, (w,Υ)
)
H
+ a
((
u(m
′),B(m
′)
)
,w,Υ
)
+ b
((
u(m
′),B(m
′)
)
,
(
u(m
′),B(m
′)
)
, (w,Υ)
)
=
((
f (m
′), curl j(m
′)
)
, (w,Υ)
)
H
∀(w,Υ) ∈ V, t ∈ (0,m′),
(35)
where (u(m′),B(m′)) := (v(m′),Ξ(m′)) + (ud,Bd). For all m1,m2 with m1 < m2,
we have that (v(m1),Ξ(m1))|(0,m2) = (v(m2),Ξ(m2)), f (m1)|(0,m2) = f (m2) and
curl j(m1)|(0,m2) = curl j(m2) because of the uniqueness of weak limits. Therefore the
functions (v̂, Ξ̂) := (u(m)(t),B(m)(t)) if t ≤ m and (f̂ , curl ĵ) := (f (m)(t), curl j(m)(t))
if t ≤ m are well defined on (0,∞), and furthermore, (û, B̂) ∈W(1)loc(Q) and (f̂ , curl ĵ) ∈
371
S. S. Ravindran
L2(0,∞;L2(Ω))2. Upon setting (û, B̂) = (v̂, Ξ̂)+(ud,Bd), ĥ+fd = f̂ and ĝ+curl jd =
curl ĵ and noting that m′ is arbitrary in (35), we have(
∂
∂t
(
û, B̂
)
, (w,Υ)
)
H
+a
((
û, B̂
)
, (w,Υ)
)
+b
((
û, B̂
)
,
(
û, B̂
)
, (w,Υ)
)
=
((
f̂ , curl ĵ
)
, (w,Υ)
)
H
∀(w,Υ)∈V almost everywhere t ∈ (0,∞).
(36)
We next examine the initial condition for (û, B̂). The continuous embeddingW(1)(Q) →֒
C([0, T ];H) implies that (û(0), B̂(0)) is well-defined in H. Replacing χ in (34) by a
continuously differentiable function in (0,∞) with a bounded support, integrating by
parts using the fact that (u(m)km (0),B
(m)
km
(0)) = (u0,B0) and then passing to the limit, we
obtain
∞∫
0
[
− ((û, B̂), (w,Υ))
H
χ′(t) + a
((
û, B̂
)
, (w,Υ)
)
χ(t)
+ b
((
û, B̂
)
,
(
û, B̂
)
, (w,Υ)
)
χ(t)
]
dt
=
∞∫
0
((
f̂ , curl ĵ
)
, (w,Υ)
)
H
χ(t) dt+
(
(u0,B0), (w,Υ)
)
H
χ(0)
∀(w,Υ) ∈ V.
(37)
On the other hand, multiplying (36) by χ(t) and integrating by parts, we obtain
∞∫
0
[
− ((û, B̂), (w,Υ))
H
χ′(t) + a
((
û, B̂
)
, (w,Υ)
)
χ(t)
+ b
((
û, B̂
)
,
(
û, B̂
)
, (w,Υ)
)
χ(t)
]
dt
=
∞∫
0
((
f̂ , curl ĵ
)
, (w,Υ)
)
H
χ(t) dt+
((
û(0), B̂(0)
)
, (w,Υ)
)
H
χ(0)
∀(w,Υ) ∈ V.
(38)
By comparing (37) with (38) and then choosingχwith χ(0) = 1, we have (û(0), B̂(0)) =
(u0,B0) inH. Finally, using the lower semi-continuity of the functional JT (·, ·) and the
fact that (v̂, Ξ̂) = (û, B̂) − (ud,Bd) ∈ L2(0,∞;V), ĥ = f̂ − fd ∈ L2(0,∞;L2(Ω)),
and ĝ = curl ĵ− curl jd ∈ L2(0,∞;L2(Ω)), we obtain
J
k
(m)
m
(
û, B̂, f̂ , curl ĵ
)≤ lim
m→∞
inf J
k
(m)
m
(
u
k
(m)
m
,B
k
(m)
m
, f
(m)
k
(m)
m
, curl j
(m)
k
(m)
m
)
≤J∞(w,Υ, φ, curlψ) ∀(w,Υ, φ, curlψ)∈Uad(∞)
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so that by letting m→∞,
J∞
(
û, B̂, f̂ , curl ĵ
)≤J∞(w,Υ,φ, curlψ) ∀(w,Υ,φ, curlψ)∈Uad(∞).
Hence we have proved that (û, B̂, f̂ , curl ĵ) is the desired optimizer for (OP-CON) with
T =∞.
4 Dynamics of optimal control solutions on the infinite time interval
Using the preliminary estimate (14) that ‖(u(t),B(t))−(ud(t),Bd(t))‖H stays bounded,
we will prove much stronger result: ‖(u(t),B(t)) − (ud(t),Bd(t))‖H approaches zero
as t→∞.
Lemma 3. Let T ∈ (0,∞]. Assume that (u,B, f , curl j) ∈ Uad(T ). If ‖(u(t),B(t)) −
(ud(t),Bd(t))‖H > 0 for all t ∈ (t1, t2) ⊂ [0, T ], then∥∥(u(t2),B(t2))−(ud(t2),Bd(t2))∥∥H
≤
∥∥(u(t1),B(t1))−(ud(t1),Bd(t1))∥∥H+c6√t2−t1(JT (u,B, f , curl j)) 12 , (39)
where
c6 :=
[(
1
α1
+
S
α2
)
c4b
4
∥∥(ud,Bd)∥∥4
V
+
1
β1
+
S2
β2
] 1
2
.
If, in addition, JT (u,B, f , curl j) ≤ JT (u˜, B˜, f˜ , curl j˜), where (u˜, B˜, f˜ , curl j˜), is as
defined in Theorem 5, then∥∥(u(t2),B(t2))−(ud(t2),Bd(t2))∥∥H
≤
∥∥(u(t1),B(t1))−(ud(t1),Bd(t1))∥∥H+c6√t2−t1∥∥(u0,B0)−(ud0,Bd0)∥∥H,(40)
where ω is as defined in Theorem 1.
Proof. Setting (w,Υ) = (v,Ξ) in (6) and using the skew symmetric property of the
trilinear form yields
‖(v,Ξ)‖H d
dt
‖(v,Ξ)‖H + ‖v,Ξ‖2V + b
(
(v,Ξ),
(
ud,Bd
)
, (v,Ξ)
)
=
(
(h,g), (v,Ξ)
)
H
(41)
Using the continuity property of the trilinear form and Young’s inequality yields
‖(v,Ξ)‖H d
dt
‖(v,Ξ)‖H + 1
2
‖v,Ξ‖2V
≤ (‖h‖+ S‖g‖)‖(v,Ξ)‖H + c
2
b
2
‖(v,Ξ)‖2H
∥∥(ud,Bd)∥∥2
V
.
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If ‖(v(t),Ξ(t))‖H > 0 for all t ∈ (t1, t2), then we may divide this inequality by
‖(v(t),Ξ(t))‖H to obtain
d
dt
‖(v,Ξ)‖H + κ
2
‖(v,Ξ)‖H
≤ (‖h‖+ S‖g‖) + c
2
b
2
‖(v,Ξ)‖H
∥∥(ud,Bd)∥∥2
V
≤
((
1
α1
+
S
α2
)(
c2b
2
∥∥(ud,Bd)∥∥2
V
)2
+
1
β1
+
S2
β2
) 1
2
× (α1‖v(t)‖2 + Sα2‖Ξ(t)‖2 + β1‖h‖2 + β2‖g‖2) 12 ∀t ∈ (t1, t2).
(42)
Multiplying the last inequality by e κt2 and integrating over (t1, t2) yields∥∥(v(t2),Ξ(t2))∥∥H
≤
∥∥(v(t1),Ξ(t1))∥∥He−κ2 (t2−t1)
+ c6
t2∫
t1
[
α1‖v(t)‖2 + Sα2‖Ξ(t)‖2 + β1‖h‖2 + β2‖g‖2
] 1
2 e−
κ
2 (t2−s) ds
≤
∥∥(v(t1),Ξ(t1))∥∥H + c6JT (u,B, f , curl j) 12
[ t2∫
t1
e−κ(t2−s) ds
] 1
2
≤
∥∥(v(t1),Ξ(t1))∥∥H + c6JT (u,B, f , curl j) 12
[
1− e−κ(t2−t1)
κ
] 1
2
≤
∥∥(v(t1),Ξ(t1))∥∥H +√t2 − t1c6(JT (u,B, f , curl j)) 12 ,
where we used the inequality 1− e−y ≤ y for y ≥ 0. This proves inequality (39). Finally
the inequality (40) follows from the bound (9).
Theorem 10. Assume that (u,B, f , curl j) ∈ Uad(∞). Then
lim
t→∞
∥∥(u(t),B(t)) − (ud(t),Bd(t))∥∥
H
= 0. (43)
Proof. The theorem is trivially proved if J∞(u,B, f , curl j) = 0. Therefore we as-
sume J∞(u,B, f , curl j) ≥ 0 and proceed to prove (43) by contradiction. Assume
that limt→∞ ‖(u,B) − (ud,Bd)‖H 6= 0. Then for any given ǫ > 0 we define δ :=
ǫ2
4c26JT (u,B,f ,curl j)
> 0. This allows us to choose a sequence {tn} such that tn → ∞,
tn+1 − tn ≥ δ and∥∥(u(tn),B(tn))− (ud(tn),Bd(tn))∥∥H ≥ ǫ > 0.
We claim that for each n∥∥(u(t),B(t))− (ud(t),Bd(t))∥∥
H
> 0 ∀t ∈ (tn − δ, tn). (44)
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We prove this as follows. We set
t¯ := sup
{
t ∈ (tn−1, tn) :
∥∥(u(t),B(t))− (ud(t),Bd(t))∥∥
H
= 0
}
and assume that tn − t¯ < δ, that is, t¯ ∈ (tn − δ, tn).Then it is clear that∥∥(u(t),B(t))− (ud(t),Bd(t))∥∥
H
> 0 ∀t ∈ (t¯, tn)
so that by (39)∥∥(u(t¯),B(t¯))− (ud(t¯),Bd(t¯))∥∥
H
≥
∥∥(u(tn),B(tn))− (ud(tn),Bd(tn))∥∥H − c6δ 12 J 12 ≥ ǫ2
which contradicts ‖(u(t¯),B(t¯)) − (ud(t¯),Bd(t¯))‖H = 0. This proves the claim in (44).
Now using (39) and (44), we have ‖(u(t),B(t)) − (ud(t),Bd(t))‖H ≥ ǫ2 ∀t ∈ (tn −
δ, tn) and we are led to
J∞(u,B, f , curl j)
≥ α
2
∞∑
n=2
tn∫
tn−δ
∥∥(u(t),B(t)) − (ud(t),Bd(t))∥∥2
H
dt ≥ αǫ
2
8
∞∑
n=2
δ =∞.
which is a contradiction and thus (43) is proved.
We next study the asymptotic behavior of ‖(u(t),B(t))− (ud(t),Bd(t))‖V, where
(u(t),B(t)) is the optimizer of (OP-CON) with T =∞.
Lemma 4. Let T ∈ (0,∞]. Assume that (u,B, f , curl j) ∈ Uad(T ) is a solution of (OP-
CON). Assume further that ‖(u(t),B(t)) − (ud(t),Bd(t))‖V > 0 for all t ∈ (t1, t2) ⊂
[ǫ, T ]. Then∥∥(u(t2),B(t2))−(ud(t2),Bd(t2))∥∥V
≤
∥∥(u(t1),B(t1))−(ud(t1),Bd(t1))∥∥V+c12(t2−t1)+ 1β (2MJT ) 12√t2−t1,
where M is defined in Theorem 8 and
c12 := c7c10(ǫ)
3c211 + c8c11
∥∥(ud,Bd)∥∥
L∞(0,∞;V)
∥∥A (ud,Bd)∥∥
L∞(0,∞;H)
+ c9c10(ǫ)
∥∥(ud,Bd)∥∥2
L∞(0,∞;H)
∥∥(ud,Bd)∥∥2
L∞(0,∞;V)
.
Proof. Setting (w,Υ) = A (v,Ξ) in (6) yields as in the proof of Theorem 3 that
d
dt
‖(v,Ξ)‖V + 1
2
‖(v,Ξ)‖V
≤ c7‖(v,Ξ)‖3V‖(v,Ξ)‖2H + c8‖(v,Ξ)‖H
∥∥(ud,Bd)∥∥
V
∥∥A(ud,Bd)∥∥
H
+ c9
∥∥(ud,Bd)∥∥2
H
∥∥(ud,Bd)∥∥2
V
‖(v,Ξ)‖V + 1
β
∥∥(ζ̂, Π̂)∥∥
V
,
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where 1β := max{ 1β1 , 1β2 }. By (14) and (18),
sup ‖(v,Ξ)‖V <
√
c˜1(ǫ)‖(v0,Ξ0)‖H := c10(ǫ),
sup ‖(v,Ξ)‖H < √c1‖(v0,Ξ0)‖H := c11.
Therefore we have
d
dt
‖(v,Ξ)‖V + 1
2
‖(v,Ξ)‖V ≤ c12 + 1
β
∥∥(ζ̂, Π̂)∥∥
V
∀t ∈ (t1, t2).
Multiplying both sides by et/2 and integrating over (t1, t2) yields∥∥(v(t2),Ξ(t2))∥∥V
≤
∥∥(v(t1),Ξ(t1))∥∥V exp{−(t2 − t1)/2}+ c12(1− exp{−(t2 − t1)/2})
+
1
β
e−t2/2
t2∫
t1
∥∥(ζ̂, Π̂)∥∥
V
es/2 ds.
By Cauchy-Schwartz inequality and by the estimate for the adjoint variables in
Theorem 8,
t2∫
t1
∥∥(ζ̂, Π̂)∥∥
V
es/2 ds ≤
( t2∫
t1
∥∥(ζ̂, Π̂)∥∥2
V
ds
) 1
2
( t2∫
t1
es ds
) 1
2
≤ (2MJT ) 12 [exp(t2)− exp(t1)] 12 .
Combining the last two inequalities yields the desired inequality.
We can now establish the long time behavior for ‖(u(t),B(t)) − (ud(t),Bd(t))‖V
based on Lemma 4.
Theorem 11. Let (u,B, f , curl j) be a solution for (OP-CON) with T =∞. Then
lim
t→∞
∥∥(u(t),B(t)) − (ud(t),Bd(t))∥∥
V
= 0.
The proof of this theorem is omitted as it is similar to the proof of Theorem 10 with
the help of the bound in (17).
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