C hemical process data are often correlated over time (i.e., auto or serially correlated) due to recycle loops, large material inventories, sampling lag, dead time, and process dynamics created by high-order systems and transportation lag. However, many approaches that attempt to identify gross errors in measured process variables have not addressed the issue of serial correlation which can lead to large inaccuracies in identifying biased measured variables. Hence, this work extends the unbiased estimation technique (UBET) of Rollins and Davis 1 to address serial correlation. The serially correlated gross error detection study of Kao et al.
INTRODUCTION
As measurement and modelling technology continues to improve, along with advancements in computer technology, the amount of available process data will continue to grow. However, the bene®ts of these large amounts of data cannot be fully harnessed if data are inaccurate. For the past four decades, active research in the area of gross error detection or GED has aspired to detect, identify, and correct these measured process variables with signi®cantly large errors.
Most GED methods proposed in the literature for the detection of large process measurement errors are derived from the assumption of serially independent process data that are iid (i.e., identically and independently distributed). This iid assumption is not always a realistic view of the condition of real processes. From a statistical point of view, serial correlation occurs when a process measurement variable is correlated over time. This kind of correlation can occur when there is model-mismatch in the dynamics that was not accounted for in either the process or measurement model. In most GED literature, serial correlation is differentiated from process dynamics and is used to refer strictly to correlation between measurement errors. In chemical processes, serial correlation may occur because of a number of physical factors such as process dead time, process dynamics, process control (e.g., feedback control), as well as factors related to measuring instruments.
Kao et al. 2 proposed one of the ®rst GED methods to address serial correlation. They prewhitened residuals of measured variables and used the measurement test (MT) to identify gross measurement errors. The authors' evaluation of this approach indicated a high rate of false identi®cation consistent with other MT methods involving non-serially correlated process data (Rollins, et al. 3 ). The concept of prewhitening process measurements for handling serial correlation is also used in this work to extend the capabilities of the unbiased estimation technique (UBET) developed by Rollins and Davis 1 . Over the years the UBET has been extended to address a variety of conditions including unknown variances and covariances of measurement errors (Rollins and Davis 4 ), bilinear constraints (Rollins and Roelfs 5 , Kuiper et al. 6 ), dynamic processes (Rollins et al. 7 , Devanathan 8 ) and for automatically controlled processes (Rollins et al. 9 , Manuell et al. 10 ). However, this is the authors' ®rst attempt to extend the UBET to serially correlated data.
There are two major contributions in this article. First, two ways of prewhitening serially correlated data are presented: (1) directly on the measured variables and (2) on the nodal mass balances, both of which are different from Kao et al. 2 . The merits of both strategies are then investigated. The second major contribution is the modi®cation of the UBET test statistics and hypothesis tests to correctly address the use of prewhitened transformed data. This paper is organized into three sections. The ®rst section presents the process measurement model that includes the serial correlation structure used in this study and a note on the scope of this work. This section is followed by a reproduction of some Kao et al.
's approach to serial correlation using the measurement test (MT) is examined using a replication of their algorithm. This study used exactly the same system and physical constraints (i.e., material balances) as in Kao et al. to The fourth assumption means that there are no variances due to process dynamics and thus, there will be no autocorrelations in the y(t) induced by it. This means autocorrelations that would be detected could only come from errors in the measurement data (the y's). It must be noted that to date, there has not been any meaningful progress in the literature in actually separately identifying autocorrelations due to process dynamics and measurement errors because of modelling dif®culty. As will be seen in the later sections of this paper, the approach here is not restricted by the ®rst three assumptions and it is chosen only for reasons of comparison.
USING THE MEASUREMENT TEST FOR HANDLING SERIAL CORRELATION
The measurement test (MT) is a popular GED test developed by Mah and Tamhane 12 . It has been used in a number of methods under the assumption of white noise (Iordache et al. 
Prewhitening Applied to the Estimates of the Residuals
The same measurement model as described in the previous section was used in the work of Kao et al.
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. The serially correlated measurement error term, E t , with ARMA(1,1) structure is shown in equations (2) and (3). The MT makes use of the vector of measurement adjustments obtained from weighted least-squares data reconciliation. This residual vector using these estimates and the measured variables is given by
where A is the w´u constraint matrix, S is the u´u variance-covariance matrix of random measurement error terms, Y t is the u´1 measurement vector, and Ã Y t is the least-squares estimate of E Y t .
As the basis of their approach, An OP equal to 0.63 means that for 10,000 cases with simulated biases, 6,300 cases identify the bias correctly. It should be noted, however, that their chosen performance measures have weaknesses. First, whenever the biased stream is correctly identi®ed, OP increases even though other non-biased streams may have also been identi®ed as biased at that time. In other words, OP still increases despite false identi®cations in other portions of the network. Second, Kao et al. 2 used P (type I error) to indicate the performance of false identi®cations when no actual bias existed in the measured variables. Hence, this indicator does not provide suf®cient information regarding the false identi®cation of non-biased variables when bias exists. To give a better measure of performance for unbiased variables when bias exists, P(type I error) was replaced with the AVTI (averaged type I error) (Narasimhan and Mah 16 ) and the OPF (overall performance) ( 
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The AVTI effectively shows false identi®cations for unbiased variables when an actual bias exists in some variable(s) in the process. The OPF, on the other hand, is a measure of perfect identi®cations. For example, an OPF of 0.5 means that in the 10,000 simulated trials there were 5,000 trials that identi®ed all zero ds correctly and all nonzero ds correctly. The main goal in identi®cation is to obtain high OPF and low AVTI. Table 1 presents results of some cases in Kao et al. 2 and the replication of their study in this work. As shown, there is close agreement between the OPs. It can then be concluded that their study has been successfully replicated, and more importantly, their algorithm. Table 1 reveals very high values of AVTI and very low values of OPF. A high AVTI means it has a very high likelihood of identifying unbiased variables as biased when an actual bias exists in a stream somewhere within the process network. Very low OPFs on the other hand, suggest very high rates of imperfect identi®cation (i.e., while the biased stream is correctly identi®ed, many unbiased streams in the network are also being identi®ed as biased at the same time). This result shows the particular drawback of a high rate of false identi®cation for the general class of strategies using the MT in the presence of biased variables. This conclusion agrees with previous studies done on the MT (Rollins 17 , Rollins et al. 3 ) under the condition of white noise. It addition, it must be noted that the method of prewhitening presented by Kao et al. 2 attempts to remove serial correlation from the estimated values of the residuals, i.e., prewhitened the estimates of residuals. This approach produces biased estimates of Y t and therefore produces biased residuals that result in decreased identi®cation accuracy.
The MTs Performance

USING THE UBET FOR HANDLING SERIAL CORRELATION
The unbiased estimation technique (UBET) seeks to obtain high OPFs. The UBET is an approach for gross error detection which was designed to address limitations of other techniques such as inability to control type I and type II errors, statistically inconsistent estimators and biased estimators. The ultimate goal, as the name suggests, is producing unbiased estimators. In this study, the approach and model formulation of the UBET was used for gross error detection and identi®cation, and extended to handling serially correlated process data.
Note that in the previous section, for the MT, prewhitening is applied to the residuals using estimated values of process variables. The prewhitening approaches used here are different. Two ways of prewhitening process data for application of the UBET were considered. The ®rst approach was to directly prewhiten the serially correlated measurement data (i.e., the Y t s). The second approach was to prewhiten the nodal mass balances (R t ). As will be seen later, an advantage of the latter approach over the former one is there are fewer variables to model and transform. A simulation study was done to show the effects of these prewhitening schemes with the UBET and to compare them to the method presented by Kao et al. 2 . As stated earlier, the same¯ow network as in Kao et 
Prewhitening Applied to Y t
The idea of prewhitening Y t , is to multiply Y t given by equation (1), with a transfer function that transforms it to randomly independent process data (Y t ), given by the equation below:
where The assumption of constant bias is not a very restrictive assumption granted that a bias is soon removed once it is detected and identi®ed. The transfer function P B , is written as a functin of u 1 B and w 1 B (note that B is the backward-shift operator):
The material balances of the nodes are modeled as follows,
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Note that equation (19) applies only when all streams have the same ARMA(1,1) structure (i.e., where 1 p 1 p 2 . . . is the same for every stream) so that Am can be factored out and set to zero (i.e., due to the conservation of mass). Although not restrictive, we are assuming the nonexistence of leaks for simplicity.
The next step as in the UBET is the following transformation using the prewhitened process data (Y t ): 
where, S Rt ASA T and N is the sample size (the number of measurements for each variable at each sampling time).
Adequate prewhitening will remove serial correlation from process data. One way to verify the removal of serial correlation is to calculate the sample autocorrelation functions or ACFs. The ACF plots for the serially correlated process data (for a particular stream measurement) and the prewhitened results are shown in Figures 2 and 3 all within the limits (Figure 3 ). This con®rms the absence of signi®cant serial correlation. Another way of observing serial correlation is from a time series plot (i.e., by plotting the values against time). The time series plot for the case above is shown in Figure 4 . The upper line is the correlated process data and the bottom line is the prewhitened data. A trend is seen in the upper line, which shows dependence of data on past values (i.e., serial correlation), while the bottom line is slightly smoother but the difference is not very apparent. To see the removal of serial correlation from Y t in Figure 4 more clearly, Figure 5 shows a comparison of the prewhitened residuals (E t ) to the white noise (U t ). Since the prewhitened residuals are identical to the white noise residuals, removal of serial correlation and the effectiveness of this prewhitening scheme can be concluded.
Some concerns arise in applying the UBET to the prewhitened data. The ®rst involves dealing with variables having different ARMA(1,1) structures, i.e., when w 1 and u 1 are not the same for every stream. Consequently, (1 p 1 p 2 . . .), which is a function of w 1 and u 1 , is not the same for each variable. Hence, the result Am cannot be factored out in the matrix form of the material balances (i.e., the balances cannot be written in the form of equation (19)) and the Bonferroni test will not be at the speci®ed level. This drawback is eliminated using the second approach discussed in the next section.
Another concern involves the effect of the magnitude of the difference between u 1 and w 1 on the GED performance. To understand this interesting behaviour, one needs to understand the relationship between the ARMA structures and the effect of prewhitening on the GED performance. In equation (13) (17) is reduced to a white noise model (i.e., randomly independent process data). Some runs with different combinations of w 1 and u 1 values were simulated to illustrate these effects. The following cases were tested: when (1) w 1 < u 1 , (2) w 1 u 1 , (3) w 1 > u 1 . Table 2 contains some representative UBET results when u 1 > w 1 . As shown in the table, the UBET's OP and OPF are high and the AVTI is low. These values indicate that UBET effectively identi®ed biased variables when they are biased and unbiased variables when they do not have bias. In other words, there is a high rate of perfect identi®cation when the measurements satisfy this correlation structure, with u 1 > w 1 . From other runs performed but not shown on the tables, it was observed that the greater the absolute value of the difference of the parameters u 1 w 1 , the better the performance (i.e., higher OP and OPF). Tables 4 and 5 . In all cases, the OPs are high, the AVTIs are high, and the OPFs are low indicating very poor rates of perfect identi®cation. Note that the values of OP and AVTI are 1.0. As discussed in earlier sections, this is attributable to an MT weakness that leads to conclusions that all variables are biased when in reality only one variable is biased. While it performs well in detecting the existence of biased variables, it identi®es the non-biased variables very poorly.
Prewhitening Applied to R t
The second approach of prewhitening applied to the UBET is to prewhiten R t . The difference of this approach from the preceding one is that instead of prewhitening Y t , R t (or Ay t ) is prewhitened. Because this approach does not require factoring out Am, as in equation (19), this approach is applicable to process variables with different serial correlation structures, as will be shown.
Using the process and the general measurement models presented in equations (4) and (1) Table 3 . Performance of the UBET applied to prewhitened process data for same ARMA (1,1) in all streams, w 1 0.5, u 1 0.0, s 1.0, d 1 5.0, a 0 
The results using UBET with the prewhitened R t are given in Tables 6±8. Table 6 presents cases with u 1 $ w 1 . The results are similar to results when Y t is prewhitened directly given the same magnitudes of ARMA parameters. The OPs and the OPFs are high, and the AVTIs are low indicating excellent identi®cation of both biased and unbiased variables. The performance improves further as N increases. Table 7 presents the results when u 1 < w 1 . The same behaviour is observed as when Y t is prewhitened directly. That is, as u 1 w 1 becomes larger, the identi®ca-tion of both biased and unbiased variables deteriorates. In parallel to this analysis as to the cause of this in the previous approach, this happens because as u 1 w 1 becomes larger, the magnitude of the transformed bias (D ) is reduced (see equation (31)), and thus it becomes more dif®cult to detect bias. A possible way to overcome this limitation, is to use data sets that represent periods before and after the bias occurrence, as will be illustrated. Figure 6 is a time series plot for node A when the bias exists for all times shown. The dashed line represents the prewhitened nodal balance data of node A(R tA ). The solid line is the correlated nodal balance data (R tA ). As seen in the ®gure, after the serial correlation has been removed, R tA is closer to zero, in the direction of non-existence of bias, reducing bias detection sensitivity. To overcome this, one may elect to perform GED analysis at each sampling time. This will not only improve detection, but also the estimation of the time of bias occurrence. Figure 7 illustrates a case of bias occurrence in one of the streams entering node A at time 50. It shows that R t changes at time 50 but then goes back to the level it was at before time 50. and that the performance improves further as N is increased. Similarly, Table 9 demonstrates the UBET GED performance when the ARMA(1,1) structure is different for each measured variable. These cases show that even when u 1 w 1 , is large and the correlation structure is different at every stream, the UBET is able to perform well if the analysed data represent times before and times after the bias occurrence.
CONCLUSIONS
This study, shows that prewhitening the serially correlated process data facilitates the use of the UBET for effective gross error detection. Furthermore, the performance of the UBET was shown to be superior to MT in handling prewhitened serially correlated data. Although MT seems to give high overall power to detect bias, the large AVTI and small OPF takes away its attractiveness. In contrast, the UBET can give high OP and OPF and low AVTI. Secondly, prewhitening the nodal balances (R t ) is more effective than prewhitening the correlated process data directly (Y t ). Prewhitening R t eliminates several limitations of prewhitening Y t . In addition, when u 1 < w 1 , the limitation of power reduction can be overcome by the prewhitening scheme if one performs GED analysis at each sampling time. This prewhitening scheme requires fewer variables to be prewhitened (i.e., only the nodal balances as opposed to each measured variable).
Following the assumptions in Kao et al., ARMA parameters used in this study were assumed to be known accurately without sampling error. In a real application, parameter estimates may be obtained by doing a time series analysis (i.e., analysing the ACFs and PACFs) of measurement data or nodal residuals, depending on the GED prewhitening approach chosen. Since the estimation of parameters introduces sampling error, the sensitivity of the tests to these errors may have to be examined in the future.
The idea to prewhiten data is not a new one. However, the ways that the authors' have prewhitened in the context of GED is a signi®cant contribution of this work. In addition, the extension of the UBET to address GED analysis under these prewhitening schemes and its performance results are also signi®cant contributions. While it may be dif®cult to accurately approximate the serially correlated behaviour for very large networks, we believe that this work has merit for a large number of chemical processes in industry today. Finally, although this work was presented under the assumption of steady state, the proposed approach would also be applicable to conditions of pseudo steady state, as in Rollins Table 8 . Performance of the UBET applied to prewhitened R t for same ARMA (1,1) structure in all nodes, when w 1 > u 1 , s 1.0, d i 5.0, a 0 
