Abstract: An approach to plant-wide model predictive control based on dissipativity theory is presented. Dissipativity theory facilitates the decomposition of the plant-wide system into interacting process and controller networks. The controller may take a decentralized, distributed or fully centralized structure without significantly changing the complexity of analysis. This approach to dissipativity based control is enabled by the use of dynamic supply rates as quadratic difference forms which capture more dynamic system information than constant supply rates and decrease the conservativeness of the approach. Plant-wide dissipativity properties ensure stability of the plant-wide system and minimum performance.
INTRODUCTION
Model predictive control (MPC) has been a success story of modern control theory, with a large, and growing, number of installations globally Qin and Badgwell (2003) , due to its explicit handling of constraints and ability to generate optimal control sequences. There has been active research providing stability and optimality assurance of MPC policies for both single and plant-wide systems, e.g., Mayne et al. (2000) , Liu et al. (2009) , Stewart et al. (2010a) , Christofides et al. (2011) and Dunbar (2007) .
Mass recycle and heat integration are common in modern chemical plants, leading to strong interactions between units, which may cause poor dynamic performance and even plant-wide instability. The interactions between units and complexity of modern chemical plants means that a centralized plant-wide control approach is often not practical, prompting the study of decentralized and distributed approaches. Decentralized control simplifies control design but often produces poor performance. In a distributed control scheme, a plant-wide process is controlled by a network of controllers which communicate with each other. As each controller makes its decision based on not only the local sensor output but also information of other process units, the effect of interactions between process units can be taken into account to achieve better control performance. However, the coordination of the individual controllers is still an open problem. It has been shown in Rawlings and Stewart (2008) that sharing trajectories and modeling interactions alone is not sufficient to ensure the stability of distributed MPC strategies. Thus, it is necessary to develop global stability conditions which explicitly take these interactions into account.
⋆ This work is supported by the ARC Discovery Project DP1093045. The first author would like to acknowledge the financial support of the APA scholarship as well as the ESA and UNSW Excellence Awards provided by UNSW.
In this paper, a unified approach to plant-wide MPC is presented which can easily be adapted to centralized, decentralized or distributed control structures. The approach, based on dissipativity theory, provides a scalable framework for the analysis and design of plant-wide MPC strategies with a range of control structures. While the dissipativity formulation has been used in the MPC developments, its application has been limited to single systems. For example, the work in Løvaas (2008a) , Raff et al. (2005) and Chen and Scherer (2004) . Contrast to the above work, in this paper, the dissipativity conditions are used to capture the interactions effects and ensure plantwide stability and performance. In addition, this work uses a more general form of dissipativity.
The concept of dissipativity facilitates a decomposition of plant-wide systems providing a scalable approach to analysis and control of large-scale systems. This has led to active research in applying dissipativity to the analysis and control of large scale systems, e.g., Moylan and Hill (1978) , Vidyasagar (1981) , Scorletti and Duc (2001) , Rojas et al. (2009) and Xu and Bao (2010) . The latter two of which focus on control of plant-wide chemical processes. The approach taken in this work is to allow each controller to perform local optimization. Then, a plantwide stabilizing set of process and controller supply rates can be found subject to the properties of each process and the topologies of the process and controller networks. A dissipativity assuring constraint is then added to the online MPC algorithm.
PRELIMINARIES
First introduced in Willems (1972) , dissipative systems are those for which the increase in stored energy is bounded by the amount of energy supplied by the environment. Once the dissipativity of the subsystems is ascertained, dissipativity based analysis for complex networks can be performed easily, providing a scalable approach. Using the definition in Willems (1972) , a dynamical sys-tem with input, output and state u ∈ R p , y ∈ R q and x ∈ R r respectively, is said to be dissipative if there exists a function defined on the input and output variables, called the supply rate s(u, y) and positive semi-definite function defined on the state, called the storage function
(1) The following '(Q, S, R)' supply rate is commonly used:
where Q = Q T , R = R T and S are constant matrices. Quadratic differential forms were first introduced in Willems and Trentelman (1998) in the context of continuous time behavioral systems. This framework was then extended to the discrete time case in Kojima and Takaba (2005) using quadratic difference forms (QDFs). A QDF may be written as a quadratic form, like (2), in terms of extended inputs and outputs. Definê
(for some finite n) andŷ(t) similarly. A QDF supply rate, denoted Q ϕ , is defined as
whereŵ andφ are obviously defined. Essentially, a QDF is a quadratic form similar to (2), although it is extended to include future inputs and outputs. To allow a more compact description the following notation, common in the behavioral systems literature, is introduced. A QDF may be written as
. Such a QDF is said to be induced by the symmetric two variable polynomial matrix ϕ(ζ, η)
Here ϕ kl is the (k, l)th coefficient matrix of ϕ (ζ, η) , and the operators ζ and η are taken to represent a forward step in time.φ denotes the coefficient matrix of ϕ(ζ, η), a (constant) matrix with (k, l)th block being ϕ kl .
An important result is that ∇Q ϕ = Q ∇ϕ , where ∇ denotes the rate of change of a QDF, ∇Q ϕ (w(t)) = Q ϕ (w(t + 1)) − Q ϕ (w(t)). This makes for simple calculations of the rate of change of a QDF as ∇ϕ(ζ, η) = (ζη − 1)ϕ(ζ, η). The following result provides a stability condition for discrete time systems in the language of QDFs. Theorem 1. (Kojima and Takaba (2005) ). An autonomous, discrete time, time-invariant system is asymptotically stable if there exists a QDF, Q ψ (u, y), such that Q ψ (u, y) ≥ 0 and Q ∇ψ (u, y) < 0 for all trajectories of u and y satisfying the system equations.
The following is an LMI condition for the QDF dissipativity of a system in state space form. 
where N is the degree of the supply rate and the coefficient matrices of ϕ(ζ, η) and ψ(ζ, η),φ andψ, are permuted and partitioned asφ =
Proof. Omitted due to space constraints. 2 In this paper plant-wide systems are considered where the ith system is of the form
where u L , u p and d refer to the local control, interconnecting input from other process units and disturbance inputs respectively. The objective is to design a distributed MPC scheme where the ith controller minimizes a cost function of the form
with respect to hard input constraints and soft output constraints
where P u , P y are positive definite. Subject to ensured plant-wide stability and minimum plant-wide H ∞ performance bounds (detailed in Proposition 4).
MAIN RESULTS
The usual definition of dissipativity is a property of the input and output spaces of a system. In this work a different definition is used for model predictive controllers which is based on the trajectory that the controller follows. This fundamentally differs from the usual definition. Definition 1. (Dissipative Trajectory). An MPC controller from y L to u L is a said to trace a dissipative trajectory with QDF supply rate, 
The result below gives a convex constraint that may be added to a MPC algorithm to ensure it traces a dissipative trajectory assuming that ϕ c (ζ, η) is determined offline. Proposition 2. The controller traces a dissipative trajectory at any point in time, k, if the following linear matrix inequality is satisfied (
) is the vector of predicted future controller outputs at time k, n is the order of the controller dissipativity index andĈ andD defined as in Proposition 1 with
Where the coefficient matrix of ϕ c (ζ, η) is permuted conformally with the predicted controller inputs and outputs to be P Proof. It is clear that the future states of the process may be predicted bŷ
The future process output is then given in terms of
Eliminating the process output
which, after rearranging and in the notation defined in the Theorem is
Taking the Schur complement in diag(χ) it is seen that the given condition is sufficient for (20) to be satisfied. 2
The following theorem provides a sufficient condition for closed loop stability of a single system with dissipative MPC. Theorem 2. Assume that the controller traces a dissipative trajectory as in Definition 1 and that the system is dissipative with respect to the supply rate Q ϕ induced
) with nonnegative storage function, the closed loop system is asymptotically stable if
Proof. The interconnection relations are u c = y, u = y c . Dissipativity of the process implies that u(t) , y(t)) for all t ∈ Z. Summing this to t = k and using
Substituting in the interconnection relations and for vanishing disturbance ϕ(ζ, η)+ϕ c (ζ, η) = Φ(ζ, η), which using Condition (24) implies asymptotic stability by Theorem 1. 2 From Theorem 2 it is clear that if a process is dissipative and the centralized controller is constrained to trace a dissipative trajectory then the stability of the closed loop system is ensured. Extensions to the decentralized and distributed cases are essentially based on the conditions in Theorem 2 to the dissipativity of the plant-wide system. In this way a variety of control structures may all be handled in the one unified framework.
Plant-wide Control
Taking individual systems, P i , of the form in the plantwide system with control can be represented as in Figure 1 . The individual processes and controllers are stacked diagonally to form the systemsP andC respectively, while H p and H c represent the process and controller network topologies respectively. In keeping with the assumption of unidirectional time-invariant network topologies, H p and H c are constant matrices. F p and F I are matrices of 0 and 1 that select which of the process outputs are connected with other process units and which are measured. Figures 2 and 3 detail how the process and controller inputs and outputs are partitioned into local and remote signals. This framework allows for different control structures to be considered without significantly changing the difficulty of the problem. Decentralized control is realized by setting H c = 0, conversely, centralized control corresponds to the case where H c is a full matrix. Distributed control refers to the case where H c is sparse.
If a QDF supply rate of the ith process is Q ϕi (u p , d, u L , y) , it is induced by a symmetric two variable polynomial matrix which may be conformally partitioned as
with
The inputs and outputs ofP are vectors consisting of the inputs and outputs of each system, for example the output of this block diagonal system is y = col(y 1 . . . y n ), similarly defining the inputs u p , d and u L , define the supply rate of this system as a QDF induced by the matrix
with Q = diag(Q 1 . . . Q n ) and S and R similarly defined and each Q i , S i and R i defined as above. Similarly, define the supply rate of the ith controller, induced by
. The controller's external variables are partitioned as shown in Figure 3 where the subscripts L refer to signals to/from local processes and r signals to/from other controllers. This is a general form, for the decentralized case the terms associated with remote signals are ignored.
In this way Q ci may be partitioned as
) with S ci and R ci being analogously partitioned.
The supply rate of the system composing of the diagonal stacking of all controllers,C, is then induced by Θ(ζ, η) = (
Qc Sc S
T c Rc ) analogously as for the processes. The relation between the storage function of the ith process, induced by ψ i (ζ, η), and storage function ofP, induced by Ψ(ζ, η), is completely analogous.
The stability of the plant-wide system is ensured by applying Theorem 2 to the plant-wide system, i.e., by ensuring the matrix associated with the quadratic y pw = col(y, y L ) term (analogous to the ϕ(ζ, η) term in (24)) is negative definite. The dissipativity of the overall system is easily determined from the dissipativity of the individual processes and controllers and the interconnection relations. This is presented for the distributed case (the dencentralized case is completely analogous) below: Lemma 1. Consider the interconnected system with m processes and controllers as shown in Figure 1 for the more general, distributed control case. If the overall process is dissipative with respect to supply rate Q Φ and storage function Q Ψ and the controller traces a dissipative trajectory with supply rate Q Θ . Then the plant-wide system from all disturbances d to all process output and controller
controllers are functions of both their local and remote ports. Thus, the dissipativity condition takes into account the controller network topology and communication between controllers. Theorem 3. If the overall process is dissipative with nonnegative storage function, then the plant-wide system is stable with distributed control if Υ 11 (ζ, η) < 0 in (35).
Proof. The result is proved by showing that the quadratic term in y pw , associated with Υ 11 (ζ, η) being negative definite implies that the storage function of the plantwide system acts as a Lyapunov function for vanishing disturbance. This is a straight forward application of the reasoning in Theorem 2 to the supply rate in Lemma 1. 2
The following problem is a formulation of the online optimisation (with dissipativity constraint) in terms of linear matrix inequalities. Proposition 3. The dissipative MPC with input and output constraints has local output which is the minimizer of a quadratic program (equations (10) to (12)), which is rewritten as the following LMI optimization problem in the decision variables α andû L (k):
where
For the decentralized and centralized cases setû p = 0
Proof. For the decentralized and centralized cases, ignore terms associated with u p , the communication between controllers. Constraints (47), (48) and (49) imply the satisfaction of the input and output constraints in Problem (10)-(12). Constraint (46) implies the controller traces a dissipative trajectory as in Proposition 2. The cost function, modified to include a penalty on the output constraints weighted with w y > 0 is 
. As the disturbance is assumed to be vanishing, ignore the terms associated with it
. Permuting the coefficient matrix
Allow α be a scalar such that
) > 0 and taking a Schur complement, the stated LMI condition is obtained. 2 Remark 1. It can be shown that the above optimization problem is recursively feasible if it is initially feasible, and the input constraint set contains the origin. This is similar to the approaches of Heath, et al. (2005) and Raff et al. (2005) . Remark 2. In the distributed control case, the controllers may either communicate once at the beginning of the sampling period (by sharing the closed-loop predictions of their local process output from the last sampling period). Or, they may communicate iteratively.
Minimum Plant-wide Performance Bounds
In this section result is developed using dissipative trajectories and QDF supply rates to ensure minimum bounds on plant-wide performance. Proposition 4. Consider a plant-wide system with dissipative MPC as detailed above. If, for any external disturbances, d, the plant-wide system from d to combined process and controller outputs, y pw , traces a dissipative trajectory with supply rate Q µ whereμ is permuted conformally with the inputs an outputs such that P
. Then the minimum performance level
is guaranteed ifQ pw < 0. Where W (z) =Q Proof. Proof omitted due to space constraints. 2 By changing the form of the plant-wide supply rate different performance bounds can be obtained. In this work, the dissipativity of the processes and controllers are determined offline, subject to constraints imposed by the process models and the conditions for plant-wide stability and minimum performance. If the plant-wide supply rate is restricted to be block diagonal, the dissipativity determination with minimum performance may be formulated as a linear matrix inequality problem. Problem 1. Given a plant-wide system with n processes and controllers, with the cost functions of the controllers and the network topologies H p and H c respectively and ψ i ≥ 0 ∀i. Find a set of supply rates parameterized by Q i , S i , R i , Q ci , S ci and R ci such that the following LMI constraints are satisfied:
(
(Dissipativity of process i) 
DISCUSSION AND CONCLUSIONS
A unified approach to plant-wide MPC based on dissipative systems theory has been presented. To allow the plant-wide control development with arbitrary process and controller network topologies, the plant-wide stability and performance conditions are derived based on the dissipativity of the process units and controllers. This approach is facilitated by the use of QDF supply rates which capture more system information than constant supply rates, reducing the conservativeness of the proposed approach.
The approach takes two steps, in the first the process and controller dissipativity properties are determined subject to stability and minimum performance bounds offline. Then, a dissipativity constraint is added to the online MPC algorithm.
