We consider a rank one group G = A, B which acts cubically on a module V , this means
Introduction
Abstract rank one groups were introduced by Franz Georg Timmesfeld in [15] . and vice versa.
The most common example for a rank one group is the group SL 2 (K) with K a (skew-)field and A and B the group of lower resp. upper unipotent matrices 2 × 2 -matrices over K. Alternatively, one can take G = P SL 2 (K). The concept of an abstract rank one group is closely related to the concecpt of a Moufang set. A Moufang set is a pair (X, (U x ) x∈X ), where X is a set with at least 3 elements and (U x ) x∈X is a family of subgroups of SymX such that U x fixes x and acts regularly on X \{x} and such that U g x = U xg for all x, y ∈ X and all g ∈ U y . The groups U x are called root groups and the group G † = U x ; x ∈ X is called the little projective group of the Moufang set. If (X, (U x ) x∈X ) is a Moufang set with nilpotent root groups, then G † is an abstract rank one group with unipotent subgroups U x and U y for all x, y ∈ X with x = y. Conversely, if G = A, B is a rank one group, then (X, (U x ) x∈X ) with X = {A g ; g ∈ G} and U A g = A g Z(G)/Z(G) is a Moufang set with G † = G/Z(G). So a rank one group is a central extension of the little projective group of a Moufang set with nilpotent root subgroups. Note that not every central extension of G † is a rank one group. If for example G = A 5 and A, B ∈ Syl 2 (G), then G is a rank one group with unipotent subgroups A and B and Z(G) = 1, butG = Ã ,B with G = SL 2 (5) and with preimagesÃ,B of A and B inG is not a rank one group with unipotent subgroupsÃ andB. We refer to [17] where the notion of a rank one extension is introduced. There is a strong connection between rank one groups and quadratic pairs (see [15] ). A quadratic pair consist of a finite-dimensional k-vectorspace V (k a field of odd characteristic) and a subgroup G of GL k (V ) generated by quadratic elements, i.e. elements with minimal polynomial (X − 1)
2 . We further assume that if ϕ ∈ End k (V ) with ϕ 2 = 0 and id V + ϕ ∈ G, then also id V + λϕ ∈ G for all λ ∈ k. Note that if chark = 2, then an element in GL(k, V ) is quadratic iff it is an involution. Generalizing this concept, we define Rank one groups possessing a quadratic module are sometimes called quadratic. Since G = N A or N ∩ A = 1 for every normal subgroup N of G (by I(1.10) of [16] ), the condition [V, G, G] = 0 implies that A acts faithfully on V . Note that if [V, G] = V , then V is either an elementary-abelian p-group or torsion free and uniqely divisible, so V is a k-vectorspace for k = F p or k = Q. Both chark = 2 and dim k V = ∞ are allowed. The most common example for this situation is G = SL 2 (K) and V = K 2 for a (not necessarily commutative) field K. One can generalize this as follows: Let R be a ring with 1. A subgroup J of (R, +) is called a special quadratic Jordan division algebra if 1 ∈ J and if a ∈ J # = J \ {0}, then a is invertible in R and a −1 is again in J. Note that the Hua identity implies that bab ∈ J for all a, b ∈ J [8] . Set A := 1 0 a 1 ; a ∈ J , B := 1 a 0 1 ; a ∈ J and SL(J, R) = A, B . Then SL(J, R) is a rank one group with unipotent subgroups A and B and V = R 2 is a quadratic module for SL(J, R). Timmesfeld showed that every quadratic rank one group is isomorphic to SL 2 (J, R) for a special quadratic Jordan division algebra inside a ring R. Quadratic Jordan division algebras were classified by McCrimmon and Zel'manov (15.7 in [11] ): Every special quadratic Jordan division algebra is isomorphic to the quadratic Jordan algebra of a skewfield, an ample hermitian Jordan algebra or a Jordan algebra of Clifford type (note that these families are not disjoint). We therefore get a classification of all quadratic rank one groups. This result can be seen as a special case of the more general conjecture that every special Moufang set with abelian root groups (equivalently (by [12] ), every Moufang with abelian root groups and G † not sharply 2-transitive) is isomorphic to the Moufang set of quadratic Jordan division algebra (see [4] ). In [15] Timmesfeld classified all quadratic pairs (V, G) such that G contains two distinct commuting root groups. This leaves the case that G contains no commuting root subgroups. Concretely, this means that V is a finite-dimensional vectorspace over a field k of odd characteristic and G is a subgroup of GL k (V ) generated by a set Σ of subgroups of G such that for all A, B ∈ Σ, A = B the group A, B is a rank one group with unipotent subgroups A and B which acts quadratically on V . Such groups were examined in [18] . The author showed that if 3 is the minimal number of elements of Σ which are needed to generate G, then one of the following cases hold:
(a) There is a quadratic extension K/k with Galois group σ and a σ-hermitian form f : K 3 × K 3 → K with Witt index 1 such that G ∼ = SU 3 (K, f ).
(b) There is a division algebra K over k with involution σ and a σ-hermitian form f : K 3 × K 3 → K such that G ∼ = SU 3 (K, f ). Moreover, K σ = {x ∈ K; x σ = x} generates K as a ring.
If A, B ∈ Σ are different, then the special quadratic Jordan division algebra associated to A, B is k + in the first case and K σ in the second case. To prove this result, Timmesfeld introduced the group U (A) for A ∈ Σ. He showed that if A, B ∈ Σ, A = B, then G is a rank one group with unipotent subgroups U (A) and U (B). The group U (A) acts 'cubically' on V , this means [V, U (A), U (A), U (A)] = 0. This motivates the following definition: Definition 1.4 Let G be a rank one group with unipotent subgroups A and
Here again, we will later see that one can assume that V is a kG-module for a field k. Both chark = 2 and dim k V = ∞ are allowed. Note that we don't exclude that [V, A, A] = 0 (and so V is actually a quadratic module for V ). . Thus G 0 = A 0 , B 0 is a rank one group which acts quadratically on V . In the notation of Timmesfeld, one has U (A 0 ) = A and U (B 0 ) = B. By 1.3 G 0 = SL 2 (J, R) for a ring R and a special quadratic Jordan division algebra J ⊆ R. We will show that either J is a commutative Jordan algebra (and so either J is the Jordan algebra of a commutative field or there is a non-perfect field F with charF = 2 such that F 2 ⊆ J ⊆ F ) or J ∼ = H 0 (K, * ) for a skewfield K with involution * such that H 0 (K, * ) generates K. In the second case there is a K-vectorspace X and a pseudo-quadratic form π :
and if charK = 2 or K is neither a quaternion algebra nor a biquaternion algebra, then V is the direct sum of G-modules isomorphic to X. This result is similar to the following: If ∆ is the generalized quadrangle corresponding to an involutory set (K, K 0 , σ) with σ = 1 and K 0 = K and if Γ is an extension of ∆ (in the sense of (21.5) in [19] ), then by (21.11) of the same book there is a K-vectorspace L 0 and an anisotropic pseudo-quadratic form π : L 0 → K/K 0 such that Γ is the generalized quadrangle corresponding to π. If J is commutative, the situation more complicated. The standard example for this case are unitary groups over commutative fields or quaternion division algebras, but there are other example as those resulting from quadratic forms of type E 6 , E 7 and E 8 (see 3.6). Moreover, for E 6 and E 7 the corresponding Moufang sets are isomorphic to unitary Moufang sets (see [3] ). Therefore it is possible that a rank one group acts cubically on two non-isomorphic irreducible modules The paper is organized as follows: In Section 2 we repeat some facts about rank one groups and some facts about algebra we will need (semi-prime rings, skewfields with involution, pseudo-quadratic forms). Moreover, we will prove a ring-theoretical lemma we will use in Section 4. In Chapter 3 we will prove some elementary facts about cubic action. Especially we will introduce the subgroup A 0 of A and the 'normal form' of a cubic module. In Section 4 we will introduce the rings R and S which are contained in End(C V (A)). We will show that R is (almost always) a skewfield and give a criterion when R = S holds. In Section 5 we will show how to find irreducible modules inside a cubic module and give a criterion when a module is totally reducible. In Section 6 we will construct an anisotropic pseudo-quadratic form on A/A 0 (which is always a R-module). Using the methods in Section 7, we will transform this form to a pseudo-quadratic form of Witt index 1 on an irreducible subspace of our cubic module.
Preliminaries

Rank one groups and Moufang sets
We will assume that G is a rank one group with unipotent subgroups A and B. As mentioned in the introduction, this means that there are functions
One sees immediately that a(b(a)) = a and b(a(b)) = b for all a ∈ A # and all b ∈ B # holds.
One easily computes A µa = B and B µa = A. Moreover, µ a is the unique element in the double coset BaB with this property.
Since µ a interchanges A and B, H is contained in
A rank one group is special iff the corresponding Moufang set is special (see [4] for the definition of a special Moufang set).
If A 0 is a root subgroup of A, then G 0 := A 0 , B 0 is rank one group with unipotent subgroups A 0 and B 0 . We say that A 0 is a special root subgroup if the rank one group G 0 is special. A Moufang set is called non-proper if the little projective group G † is sharply 2-transitive.
Some ring theory
A ring R is called semi-prime if R has no nilpotent ideals, this means that if I is an ideal of R with I n = 0 for a natural number n ≥ 1, then I = 0. We set B(R) := {I; I R, R/I semi-prime}. One easily sees that R/B(R) is semi-prime, so B(R) is the smallest ideal of R such that the factor ring is semiprime. B(R) is called the (lower) Baer radical of R (see [1] ). It is contained in the Jacobson radical of R and every element of B(R) is nilpotent, so an element x ∈ R is a unit iff x + B(R) is a unit in R/B(R). The following lemma is a generalization of 14.1.1 in [13] , where both S and R are skewfields (and so I x+1 = 0). Lemma 2.4 Let S be a ring with 1 and let R be a subring of S with 1 ∈ R. Suppose there is a unit x ∈ S such that x + 1 is again a unit and such that x −1 Rx = (x + 1) −1 R(x + 1) = R. Then (x + 1) −1 ∈ R or I x+1 := R ∩ (x + 1)R is an ideal of R with I x+1 = R and x −1 ux − u ∈ I x+1 for all u ∈ R.
Proof. Let u ∈ R, set v := x −1 ux and w := (x + 1) −1 u(x + 1). Thus xv = ux and (x + 1)w = u(x + 1). We get (x + 1)v − v + u = xv + u = ux + u = u(x + 1) = (x + 1)w and hence (x + 1)(v − w) = v − u ∈ I x+1 . Since
x+1 is an ideal of R. If I x+1 = R then 1 ∈ (x + 1)R and thus (x + 1) −1 ∈ R. If I x+1 = R, then x −1 ux−u ∈ I x+1 for all u ∈ R and thus x centralizes R/I x+1 .
Special quadratic Jordan algebras
Let K be a field and R a K-algebra. For a ∈ R we define the linear map
Of course R itself is a special quadratic Jordan algebra; we denote it by R + . If R is unital and 1 ∈ J, then J is called unital. If J is unital, then J is called a division algebra if all element of J # = J \ {0} are invertible in R and if a −1 ∈ J for all a ∈ J # . The subgroup of GL(J) generated by the maps Q a for a ∈ J # is called the inner structure group of J. If J, J ′ are special quadratic Jordan algebras over a field K, then a map
If J is a special quadratic Jordan algebra over K, R is a K-algebra and f : J → R is an injective Jordan homomorphism such that f (J) generates R as a ring, then (R, f ) is called an envelope for J. An envelope (R, f ) of J is called universal if for any other envelope (S, g) of J there is a K-algebra homomorphism ϕ : R → S with ϕ • f = g. One can construct a universal envelope as follows:
. . be the tensor algebra over J and let I(J) be the ideal generated by all elements of the form bQ a − a ⊗ b ⊗ a and by 1 K − 1 J . Then T (J)/I(J) together with the canonical embedding a → a+I(J) is a universal envelope of J. This construction depends on the choice of K. If F is a subfield of K, then J is also a Jordan algebra over F , and it is not clear if the universal envelope over F equals the universal envelope over F . We show Lemma 2.5 Let J be a Jordan division algebra over a field K and let F be a subfield of K. Let (U K , f ) resp. (U F , g) be universal envelopes of J over K resp. F . Then there is an epimorphism ϕ :
Proof. Since U K is also an envelope of J over F , the existence of a homomorphism ϕ : U F → U K with ϕ • g = f follows by the property of the universal envelope. Since f (J) generates U K , ϕ must be onto. Since J is a division algebra, g(J) ∩ kerϕ = 0. We have to show that g(λa) − g(λ1 J )g(a) ∈ B(U F ) and that g(λ1 J ) + B(U F ) ∈ Z(U F /B(U F )) for all a ∈ J and all λ ∈ K. If R is a ring containing J, then we set [11] 
is in the center of this ring. Since g is a Jordan homomorphismus, we have
Thus, we get
Thus the claim follows. Assume that charK = 2. Then g(λ1 J ) ∈ Z(U F ) and
hence g(λa)g(a −1 ) ∈ Z(U F ) and so u ∈ Z(U F ). So u − 1 is a nilpotent element in Z(U F ) and thus contained in B(U F ). Thus we have
If U is the universal envelope of J, then we call U/B(U ) the universal semiprime envelope of J. This definition doesn't depend on the ground field K by the previous lemma. Proposition 2.6 Let J be a special quadratic Jordan division algebra. Then the following statements are equivalent.
(a) J ∼ = F + for a commutative field F or there is a commutative field F of characteristic 2 and a
(b) The universal semiprime envelope of J is a commutative field.
(c) There is a commutative envelope R for J.
(d) The inner structure group of J is abelian.
Proof. If J = F + for a commutative field F , then dim F J = 1 and so one easily sees that F is the universal F -envelope of J. Suppose F 2 ⊆ J ⊆ F for a commutative field F with charF = 2 and let U = T (J)/I(J) the universal F 2 -envelope of J. Then for all a, b ∈ J we have a 2 − a ⊗ a ∈ I(J) and thus
This shows that U is commutative Since F is an envelope for J, there is a homomorphism ϕ : U → F with ϕ(a) = a for all a ∈ J. The kernel of ϕ is generated by all elements ab
This shows that kerϕ is a nilpotent ideal and so the semiprime envelope of J is just 
Involutory sets and pseudo-quadratic forms
If K is a skewfield with involution * , then we set H(K, * ) := {x ∈ K; x * = x}. An additive subgroup H 0 (K, * ) of H(K, * ) is called an ample Hermitian Jordan algebra if 1 ∈ H 0 (K, * ) and
If K is a skewfield with involution * and K 0 an ample hermitian Jordan algebra, then one calls (
The maximal dimension of an isotropic subspace is called the Witt index of π. If the Witt index is 0, then π is called anisotropic.
Cubic Action
From now on, we assume that G = A, B is a rank one group which acts cubically on a module V . Set
(b) If A 0 = 1, then A 0 is a special root subgroup of A which acts quadratically on V .
Proof.
(a) The commutator map
. Both of these groups contain A ′ . Since A 0 is the intersection of these two groups, we get We now present some examples.
Example 3.2 Suppose that G = A, B is a rank one group and that V is a quadratic module for G. If F is a subring of End G (V ), then G acts on End F (V ) by conjugation. We claim that this action is cubic. For ϕ ∈ End F (V ), a ∈ A and v ∈ [V, A] we have
and A the group of lower unipotent triangle matrices with entries in J, then C A ([End F (V ), A]) = A iff R is commutative and charR = 2 and C A ([End F (V ), A]) = 1 in all other cases. In all cases A 0 = 1.
Then π is a pseudo-quadratic form with associated skew-hermitian form g given by
for x, y ∈ V and r, s, t, u ∈ K. We have π(r, x, 0) ∈ K 0 iff x = 0 and π(r, x,
is an abstract rank one group and V is a cubic module for
Example 3.4 We present one example with abelian root groups. Let K be a commutative field and let (L 0 , q) be an anisotropic quadratic space over K with
and (x, w, y)β v = (x + f (w, v) + q(v)y, w + vy, y).
is a well-defined quadratic form of Witt index 1. Suppose Def (q) = 0. Then we may assume that there is an element e ∈ Def (q) with q(e) = 1 (if not, we replace q by q(e)
, then Q is a well-defined pseudo-quadratic form. In both cases, Q has Witt index 1 and the two groups A and B are contained in
is a rank one group with unipotent subgroups A and B.
Example 3.5 If G is a Suzuki group or a Ree group, then there is no cubic module for G. In case of the Suzuki groups, this follows by the fact that every Suzuki group contains a Frobenius group of order 20 which has only one nontrivial irreducible module in characteristic 2 which is not cubic. If G is a Ree group, then there is an element g ∈ G with o(g) = 9. So the minimal polynom of g can not be (X − 1) 3 and g cannot act cubically.
Example 3.6 Let (L 0 , q) be a quadratic space over a field K of type E k with k ∈ {6, 7, 8}. Let X 0 , ·, θ, h, g, π, ǫ, Q as in Chapter 13 in [19] .
Then we have
by (13.37) in [19] . Thus A = {α (a,t) ; a ∈ X 0 , t ∈ K} is isomorphic to the group S in (16.6) of [19] . Let τ ∈ GL(V ) be given by (u, x, v)τ = (−v, x, u) and set
All citations will refer to [19] . We have
By (13.39) and (13.56) (ii) we get
By (13.35) and (13.37) we have
for w ∈ L 0 . With (a) and (b) in the proof of (13.67) we get
θ(a, w).
For w = θ(a, v) + tv we get with (13.28), (13.34) and (13.56) (iii)
Hence we get
Thus we get
With (32.10) in [19] one sees that X := {M ∞ } ∪ {M (a,t) ; a ∈ X 0 , t ∈ K} is a Moufang set with root groups isomorphic to A. Let N be the kernel of the action of G on X and set B := A τ . If φ ∈ N , then φ leaves M 0 and M ∞ invariant, thus there are ǫ) ) and (ǫ, a, θ(a, ǫ)). Hence φ centralizes (0, a, 0) and thus φ = 1. We conclude that
This show that G is a rank one group with unipotent subgroups A and B.
Example 3.7 Suppose that k is a field of odd characteristic, M a finite-dimensional k-vectorspace and G ≤ GL K (M ) which satisfies hypothesis (H) in [18] , hence
(b) G is generated by a set Σ of subgroups of G such that [M, A, A] = 0 for all A ∈ Σ and A, B is a rank one group.
For A ∈ Σ we set
and G is a rank one group with unipotent subgroups U (A) and U (B). By definition, M is a cubic module for G. By (c) of 3.11 one sees that U (A) 0 = A for all A ∈ Σ holds.
From now on, we assume that G = A, B acts cubically on a ZG-module V . We assume further that
Suppose A 0 has order 2 or 3. Then again by Theorem 1.1. in [16] either
. In the first case let t be a generator of G ′ 0 ∼ = A 3 , in the second let t be the central involution in G 0 . In both cases we have
From now on we will assume that [V, G] = V and C V (G) = 0. If pV = V for all primes p, then V = nV for all natural numbers n, so V is uniquely divisible. Since the commutator map induces a bilinear map from V × A 0 to V , one sees that A 0 is of exponent p iff V is. If V is torsion-free, then so is A 0 . By 1.1 in [16] we get that A 0 is uniquely divisible. If a ∈ A and n ≥ 1 with a n ∈ A 0 , then n[v, a] = 0 for all v ∈ [V, A] and n[w, a] ∈ C V (A) for all w ∈ V . This implies a ∈ A 0 and so A/A 0 is torsion free.
We therefore can define a characteristic on V and A which is p if V is an elementary p-group and which is 0 if V is torsion-free and uniquely divisible. We will later see that if charV = 0, then also A/A 0 is uniquely divisible (see 4.12) .
Proof. Since A is abelian, the corresponding Moufang set is by [12] either special or non-proper (and thus G/Z(G) is a sharply 2-transitive permutation group). If G is special, then the claim follows by [14] . So we have to show that the last case cannot hold. Suppose that G/Z(G) is sharply 2-transitive. Then also the Moufang set corresponding to G 0 is non-proper. By [2] , 11.48 there is a commutative field K with A ∼ = K * . By I(2.5) and (3.1) in [16] , G 0 is a special rank one group. By [4] If G = A, B is a rank one group which acts quadratically on a module V , then [17] ). In the cubic case, there is a similar decomposition of V .
Proof. 
and thus equality holds.
By 4.2 (a) in [17] , [14] we get V = C V (G 0 ) ⊕ V 0 . Thus we have 
The structure of G 0
We will fix the following notation. Let 0 = e ∈ A 0 be fixed and set µ = µ e −1 . If A has characteristic 2 and A is not abelian, we choose e in such a way that e = a 2 for an element a ∈ A. For a ∈ A # 0 set h a := µµ a and h 1 = 0. Let Proof. We have by definition h a = µb(a −1 )ab(a) −1 and thus
. Thus
By 3.7 in [17] , we get that J := {ρ(h a ); a ∈ A 0 } is a special quadratic Jordan division algebra in End(C V (A)). Let R be the subring of End(C V (A)) generated by J and S the subring of End(C V (A)) generated by ρ(H). Notice that R is generated by ρ(H 0 ). Since ρ(µ
, for all r ∈ R there are elements h i ∈ H 0 with r = i ρ(h i ).
(e) If the characteristic of A is 2, then f (a, a) = ρ(h a 2 ).
We now get
for all a ∈ A and all v ∈ C V (A). Set A = A/A 0 and a := A 0 a for a ∈ A. By the previous proposition, we can regard f as a biadditive map from A × A to End (C V (A) ). We will use the additive notation for A, so a + b means A 0 ab for a, b ∈ A and 0 means the neutral element in A. The map f is linked to the map a → ρ(h a ) from A to S.
Proof. For v ∈ C V (A) we have
But we also have vρ(h
We immediately get The next lemma might be useful for an inductive approach.
Proposition 4.6 (a) C
′ and h as in (a). Then
Since vh ∈ C V (A), this implies
and so
. Thus the claim follows.
The map h → h −µ of H will later be needed to define an anti-automorphism on R.
(a) We have h [17] . Thus the claim follows. Proof. For b ∈ A, a ∈ A 0 we have by 4.7
Thus ρ(h b ) normalizes R. This also holds for ρ(h be ) = ρ(h b ) + 1.
Proposition 4.9 Suppose that R has only finitely many maximal ideals and that if x ∈ R has an inverse in S, then x −1 ∈ S. If J is not commutative, then R = S. −1 ∈ R and ρ(h ba ) ∈ R for all a ∈ A 0 . Since J/Z(J) contains infinitely many cyclic subgroups, there are a, c ∈ A 0 and a maximal ideal M of R such that I ρ(h ba ) , I ρ(h bc ) ⊆ M and such that ρ(h a ), ρ(h c ) are not in Z(J) and the groups generated by ρ(h a ) and ρ(h c ) in J/Z(J) are distinct. Thus also ρ(h ac −1 ) ∈ Z(J). By replacing ρ(h b ) through ρ(h bc ) and a by c −1 a, we may assume
and similarly
We see immediately that J b is a right ideal of R. Moreover, for all u, v ∈ M and all s ∈ R we have
This shows that J b is also a left ideal of R.
Corollary 4.10 If R = J is a skewfield, then R is commutative.
Proof. If J = R is a non-commutative skewfield, then J is not commutative and so R = S by 4.9. But if b ∈ A \ A 0 , there is a a ∈ A 0 with ρ(h a ) = −ρ(h b ) and so ρ(h ab ) = ρ(h a ) + ρ(h b ) = 0, but ab = 1, a contradiction.
(b) If charR = 2 and R is not a commutative field, then
Proof. Set 
Thus J is multiplicatively closed and so R = J. Since every element in J # is a unit, J is a skewfield. We can apply 4.10 and conclude that R = J is a commutative field if
) and thus can use the same argument.
We will now define a R-module structure on A. For a ∈ A and h 1 , . . . , h n ∈ H 0 set a i hi = i a hi .
Proposition 4.12 The map · : A × R → A defined by a · ( i ρ(h i )) = a i hi for h i ∈ H 0 is well-defined and defines a R-module-structure on A.
Proof. We only have to show that if h 1 , . . . , h n ∈ H 0 with n i=1 ρ(h i ) = 0, then also a n i=1 hi = 0. Suppose that h 0 , . . . , h n ∈ H 0 are chosen that way. Then for all a, b ∈ A we get
, then R is a field of characteristic 2. Thus H 0 is abelian and ρ(h −µ ) = ρ(h) for all h ∈ H 0 by 4.7. Thus
Hence we also get b h1 . . . b hn ∈ C A (V /C V (A)) and so the claim follows.
Corollary 4.13 If charR = 2, then G is quasi-simple and thus generated by the conjugates of A 0 .
Proof. If charR = 2, then [A, H] = A. Moreover, A ′ is a H-invariant subgroup of A 0 and thus either A 0 = A ′ or A ′ = 1. This shows A ≤ G ′ and thus G is perfect. Therefore G is quasi-simple by I(1.10) of [16] . The conjugates of A 0 generate a normal subgroup of G and so the last claim follows. Lemma 4.14 If A is abelian, then R/B(R) is a commutative field of characteristic 2.
Proof. By 3.10 R must have characteristic 2. Since A is abelian, we have [a, b] = 1 for all a, b ∈ A and thus f (a, b) = f (b, a) by 4.3 (d). We set I := {r ∈ R; f (a, b)r = 0 for all a, b ∈ A}. Then I is a right ideal of R. If r ∈ I, s ∈ R and a, b ∈ A, then f (a, b)sr = f (a, b · s)r = 0 and thus I is an ideal of R. Of course I = R, otherwise f (a, b) = 0 for all a, b ∈ A and thus G would act quadratically on V . Let a, b ∈ A and r, s ∈ R. Then
Thus rs − sr ∈ I. Hence R/I is commutative. Since R/I is an envelope for J, J is commutative. Thus the universal semi-prime envelope of J is a commutative field by 2.6. Since R/B(R) is a semi-prime envelope of J, the claim follows.
For n ∈ Z set h n = h e n . Note that ρ(h n ) = nρ(h 1 ) = n and that a hn = a n 2 for all a ∈ A 0 . Lemma 4.15 For all a ∈ A and all n ∈ Z such that n − 1 and n are relatively prime to the characteristic of A, there is a b ∈ A with a = b and b n = b hn .
Proof. We have a hn = a · ρ(h n ) = a n = a n , so x = a hn a −n ∈ A 0 . Since the characteristic of A doesn't divide n(n−1), there is a y ∈ A 0 with y n(n−1) = x −1 . Set b = ay. Then b hn = a hn y hn = a n xy n 2 = a n y n = (ay) n = b n .
Lemma 4.16 If the characteristic of
Proof. Choose b ∈ A with a = b and
We will now show that the anti-automorphism h → h −µ extends uniquely to an anti-automorphism * of R. Note that this is clear if H 0 is abelian and that * is just the identity or R in this case. This holds by 4.7 (b) and since H 0 is generated by the elements h a with a ∈ A # 0 .
Proposition 4.17
There is a unique involutory anti-automorphism * of R with
Proof. The map h → h −µ is an anti-automorphism of H 0 . Since R is generated by ρ(H 0 ), there is at most one possibility to extend this map to an antiautomorphism of R. We have to show that if h 1 , . . . , h n ∈ H 0 with
. . , h n ∈ H 0 is a well-defined anti-automorphism of R. Suppose that h 1 , . . . , h n ∈ H 0 with n i=1 ρ(h i ) = 0. By the remark above and by 4.14 we may assume that A is not abelian. Thus by 4.3 (d) and by 4.16 there is an element a ∈ A such that f (a, a) is a unit in R. Therefore we get (c) If J is commutative, then the map (., .) :
This implies
) is an alternating R-bilinear map.
Proof. (c) If J is commutative, then * is the identity, so f is R-bilinear.
Lemma 4.19 If charR = 2 and A is not abelian, then J is ample in R.
Proof. Since A is not abelian, there is an element a ∈ A with a 2 = e. Thus f (a, a) = ρ(h e ) = 1. If r ∈ R and b ∈ A with b = a·r we get r
This also implies r + r * = (r + 1) * (r + 1) + r * r + 1 ∈ J.
* J(rs) = s * r * Jrs ⊆ s * Js ⊆ J and so also rs ∈ J. For x ∈ J, we get (r + s) * x(r + s) = r * xr + s * xs + r * xs + s * xr = r * xr + s * xs + r * xs + (r * xs) * ∈ J, thus r + s ∈ N R (J). Hence N R (J) is a ring containing J; since J generates R as a ring, we get R = N R (J). (ii) R/B(R) ∼ = K × K o for a skewfield K and * induces the exchange involution on R.
Proof.
(a) If r ∈ R and a ∈ A \ A 0 with a · r = 0, then 0 = f (a, a · r) = f (a, a)r. But f (a, a) is a unit in R since a ∈ A 0 , thus r = 0. So if r = 0, then a · r = 0 and thus f (a · r, a · r) is again a unit. We get r * f (a, a)r = f (a · r, a · r) and rf (a, a)r * = f (a · r * , a · r * ). Hence r is invertible.
(b) If A is abelian, then the claim follows by 4.14. If A is not abelian, then J is ample in R. By Theorem 2.1.8 in [7] , R/B(R) is either a skewfield, or R/B(R) is commutative and * induces the identity on R/B(R), or R/B(R) is the direct product of a skewfield and its opposite and * induces the exchange involution on R/B(R), or R/B(R) ∼ = M at 2 (F ) for a commutative field F and * induces the standard involution on R/B(R) (which is given by x y z w * = w y z x for x, y, z, w ∈ F ). If R/B(R) is commutative, J must be commutative as well. Since R/B(R) is the semi-prime envelope of J, R/B(R) must be a field. Suppose the last case holds. Let J be the image of J in R := R/B(R). Since J contains all traces, Z(R) ⊆ J. Since R is generated by J, J cannot be Z(R). Therefore there are x, y ∈ F with 0 = 0 x y 0 ∈ J.
Since every element in J # is invertible, neiter x nor y can be 0. But since J is ample in R, we get 
We denote the anti-isomorphism induced by * on K × K o also by * . There is an anti-automorphism φ :
is mapped on (x, y) with x ∈ K, y ∈ K o , But then there is a a ∈ A 0 such that ρ(h a ) is mapped on (x, x φ ) and so ρ(h ba ) is mapped on (0, x φ + y), a contradiction, since ρ(h ba ) is invertible.
In the most cases B(R) is actually 0 and so R is a skewfield.
Proposition 4.22
If J is not commutative and B(R) = 0, then either R/B(R) is a biquaternion algebra, * induces a symplectiv involution on R/B(R) and J ∼ = K * = {a + a * ; a ∈ K}, or R/B(R) is a quaternion algebra.
Proof. Set K := R/B(R) and let K 0 be the image of J in K. Then there is a Jordan isomorphism φ : K 0 → J. If Z 48 (K 0 ) = 0, then by the Z-algebra Theorem ( [10] ) φ can be extended to an associative homorphismφ : K → R. Since J ⊆ imφ and J generates R, we have R = imφ ∼ = K. Now 2.6.5. in [9] tells us that Z 48 (K 0 ) = 0 implies that either K is a biquaternion algebra, * a symplectic involution and K 0 = K * , or K is a quaternion algebra.
Irreducible submodules of V
In this chapter we will show that if R is a skewfield, then one can reduce to the case that V is irreducible as a G-module. We will not need any finiteness assumption. We define
This is well-defined by 4.2. This important map reveals the connection between A and C V (G 0 ).
is the right kernel of Φ.
(a) It is clear that Φ(v + w, a) = Φ(v, a) + Φ(w, a) holds for all v, w ∈ C V (A) and all a, b ∈ A. If v ∈ C V (A) and a, b ∈ A, then
Thus the claim follows.
The right kernel of Φ contains A 0 by (c). Therefore we may regard Φ as a map from
Then we have:
is the direct sum of W, W µ and Φ(W, A).
(e) W is a irreducible H-module iff X(W ) is a irreducible G-module.
(f ) V is a completely reducible G-module iff C V (A) is a completely reducible H-module.
(a) We only have to show that X(W ) is normalized by A and by µ since G = A, µ . If w ∈ W , then wµ ∈ W µ ⊆ X(W ) and 
Thus the claim follows. 
(f) Suppose C V (A) = i∈I W i is a direct decomposition of C V (A) as a sum of irreducible H-modules. We claim that V = i∈I X(W i ) is a direct decomposition of V as a sum of irreducible G-modules.
Suppose that the sum is not direct. Then there is an element i ∈ I and a finite subset I 0 of I with i ∈ I 0 and X(W i ) ∩ ( j∈I0 X(W j )) = 0. Since X(W i ) is a irreducible G-module, this implies X(W i )∩ j∈I0 X(W j ). But then we also have
, as one can easily see. But this is a contradiction since the decomposition of C V (A) is direct. Suppose V = i∈I V i such that V i is irreducible for all i ∈ I and that this sum is direct. Then, as seen in (e), Proof. Let W = vR. Then W is H-invariant since R is generated by ρ(H). If r ∈ R, then r = n i=1 h i with h i ∈ H 0 . Thus for all a ∈ A we get
Thus W ⊕ W µ = X(W ) is a quadratic G-module. Thus A/C A (X(W )) must be abelian. We conclude W µ ≤ C V (a) for all a ∈ A 0 . Since 1 = A ′ ≤ A 0 , we get W = 0 by 3.11.
Suppose that charR = 2, J is not commutative. Then R = S and R/B(R) is a skewfield. Moreover, A is not abelian, so there is c ∈ A with f (c, c) = 1. Let W ≤ C V (A) be a finitely generated R-module. Define A 1 := {a ∈ A; f (a, b) ∈ B(R) for all b ∈ A}, H 1 := {µµ a ; a ∈ A 1 } and X(W ) := X(W )/(X(W B(R)) + Φ(W, A 1 )).Then we have:
′ is the subring of End(X(W )) generated by H 0 , then R ′ = R/B(R).
by the Nakayama Lemma (note that B(R) ⊆ J(R)). Thus we also get
. . , w n } be a K-basis of W and let w 1 , . . . , w n be their preimages in W . Then W = w 1 R + . . . + w n R + W B(R) and so W = w 1 R + . . . + w n R Thus there are x, y ∈ W, a 1 , . . . a n ∈ A with z = x + Φ(w 1 , a 1 ) + . . . + Φ(w n , a n ) + yµ + X(W B(R)) + Φ(W, A 1 ). We get 0 = [z, e] = [y, e] + X(W B(R)) + Φ(W, A 1 ) and thus y = [yµ, e] ∈ W B(R). If we apply µ, we get x ∈ W B(R). For all a ∈ A we have
and therefore w 1 f (a 1 , a) + . . . + w n f (a n , a) ∈ W B(R).
Since w 1 , . . . , w n are K-linearly independent, this implies f (a 1 , a) , . . . , f (a n , a) ∈ B(R). Thus a 1 , . . . , a n ∈ A 1 and so z = 0. By 5.2 (b) one sees that C A (X(W )) is just the image of W in X(W ). Thus C A (X(W )/C A (X(W ))) = A 1 . Since J is not commutative, we also have
Since H 1 ≤ H, the ring R ′ is contained in the image of R = S in End(X(W )). Now B(R) annihilates X(W ) by construction. Thus we get R ′ = R/B(R) which is a skewfield.
This proposition shows that we can assume that R is a skewfield if J is not commutative.
A pseudo-quadratic form on A
In this section we will assume that J is not commutative and that B(R) = 0. Thus R is a skewfield with involution * . We have J ⊆ H(R, * ). If charR = 2, then J is ample in R.
(a) Let a ∈ A with ρ(h a ) ∈ J. Then there is b ∈ A 0 with ρ(h b ) = −ρ(h a ) and thus ρ(h ab ) = ρ(h a ) + ρ(h b ) = 0. Thus ab = 1 and
. By 4.15 we may thus assume that a h−1 = a −1 . So we get
and so ρ(h a ) = 0. This forces a = 1.
Proof. We consider the action of
. We regard R as a subring of E := End(C V (A)). The map µ induces an automorphism between C V (A) and C V (B). Thus we can regard X as a free E-module of rank 2. Therefore we get a homomorphism ξ from G 0 H in the group of all invertible 2 × 2-matrices over R, such that the image of a ∈ A 0 is
while µ is mapped to 0 1 −1 0 and h a is mapped to
For b ∈ A there is an element y ∈ R such that the image of h b is x 0 0 y with x = ρ(h b ). We get
Thus we have
for all a ∈ A 0 . If we take a = e, we get (yx * ) −1 = (yx * ) − * and thus (yx * ) * = yx * . Therefore we have (yx * )ρ(h a )(yx * ) −1 = ρ(h a ) for all a ∈ A 0 . Since R is generated by ρ(H 0 ), we conclude yx
Of course, ω a = 1 for all a ∈ A 0 . We have h For all r ∈ R we get f (a, b · f (a, b) −1 r) = r and hence r + r * ∈ J. Since charR = 2, we have H(R, * ) = {r + r * ; r ∈ R} and thus the claim follows. Proof. We first note that π is well-defined since
for all a ∈ A 0 , b ∈ A. Since r + r * ∈ J for all r ∈ R in any characteristic, we have r * ≡ r * − (r + r * ) ≡ −r mod J. If r ∈ R, then there is a natural number n and elements h 1 , . . . , h n ∈ H 0 with r = Thus we get
≡ (ρ(h 1 ) + . . . + ρ(h n )) * ρ(h b )(ρ(h 1 ) + . . . ρ(h n )) ≡ r * π(b)r mod J. 
A pseudo-quadratic form on V
In this section we continue to assume that J is not commutative, so R is a skewfield with involution * . We additonally assume that dim R C V (A) = 1. This implies that G acts irreduciblely on V . We have defined an anisotropic pseudoquadratic form on the R-vectorspace A. We will make V to a vectorspace over R and translate this form to a form of V . From now on, let 0 = v ∈ C V (A) be fixed. Proof. Since a → ρ(h a ) + J is an anisotropic form of A, we get that the map π : V → R/J is a pseudo-quadratic form of Witt index 1 (see 3.3) . Using the notation of 3.3, one can see that a = α (a,ρ(ha)) . If b ∈ B, then b = a µ for an element a ∈ A, and thus b = α µ (a,ρ(ha)) = β (x,t) with x ∈ V and t ∈ K. Thus the claim follows.
We sum up our results in our main theorem. Theorem 7.5 Let G be a rank one group with unipotent subgroups A and B. Suppose V is a cubic module for G with [V, G] = V and C V (G) = 0. If A 0 = 1 and the Jordan division algebra J defined by ρ(H 0 ) is not commutative, then J = H 0 (K, * ) for a skewfield K with involution * such that J = K, a Kvectorspace M and a pseudo-quadratic form π : M → K/J of Witt index 1 such that G ∼ = SU (π). Moreover, there are G-submodules U, W of V with U ≤ W and W/U ∼ = M as G-module. V is a direct sum of G-submodules isomorphic to M except charK = 2 and one of the following hold:
(a) K is a quaternion algebra.
(b) K is a biquaternion algebra, * a symplectic involution on K and J = K * .
