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ABSTRACT
Receivers with one-bit analog-to-digital converters (ADCs) are
promising for high bandwidth millimeter wave (mmWave) systems
as they consume less power than their full resolution counterparts.
The extreme quantization in one-bit receivers and the use of large
antenna arrays at mmWave make channel estimation challenging. In
this paper, we develop channel estimation algorithms that exploit the
low-rank property of mmWave channels. We also propose a novel
training solution that results in a low complexity implementation
of our algorithms. Simulation results indicate that the proposed
methods achieve better channel reconstruction than compressed
sensing-based techniques that exploit sparsity of mmWave channels.
Index Terms— One-bit matrix completion, mm-Wave, MIMO
channel estimation, low resolution receivers
1. INTRODUCTION
The large bandwidths used in millimeter wave (mmWave) sys-
tems motivate the need for high speed analog-to-digital converters
(ADCs) [1]. Designing high resolution ADCs for large bandwidth
systems, however, can be difficult under cost and power budget
constraints [2]. A possible approach to meet both these constraints
is to reduce the resolution of the ADCs. In the extreme case, the
ADC resolution can be as low as one-bit. One-bit receivers, i.e.,
receivers with one-bit ADCs for the in-phase and quadrature-phase
components, are promising due to their low cost and low power con-
sumption. Such receivers can only obtain the sign of the incoming
signal due to coarse quantization at the ADCs.
Multiple-input multiple-output (MIMO) channel estimation in
one-bit receivers is challenging due to quantized channel measure-
ments [3]. The use of large antenna arrays in mmWave MIMO
systems further complicates the problem. Prior work has consid-
ered MIMO channel reconstruction with one-bit measurements [4–
6]. Existing methods are based on maximum likelihood estima-
tion [4], compressed sensing [5, 7–11], and deep learning [6, 12,
13]. Compressed sensing-based methods exploit the sparse structure
in channels, and deep learning-based techniques learn the channel
structure using a data-driven approach. In this paper, we show that
algorithms that exploit channel structure in forms other than sparsity
may perform better.
MmWave MIMO channels can be approximated as low-rank due
to clustering in the propagation environment. The low-rank property
was used in [14] and [15] for channel estimation using an analog
beamforming system with full resolution ADCs. To the best of our
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knowledge, low-rank MIMO channel estimation from one-bit mea-
surements has not been studied. Prior work has developed theory and
algorithms to recover low-rank matrices with real entries from one-
bit measurements [16]. The direct application of the ideas in [16]
to the channel estimation problem, however, is not straightforward
due to complex valued channel matrices and hardware constraints.
For example, sampling the entries of the low-rank channel matrix
can result in low signal-to-noise (SNR) measurements under a per-
antenna power constraint at the transmitter. In this paper, we solve
these practical challenges and develop low-rank MIMO channel es-
timation algorithms for one-bit receivers. We also propose a train-
ing solution that allows acquiring a large number of distinct channel
measurements without a substantial increase in the computational
complexity of our algorithms. The algorithms and training proposed
in this paper assume a narrowband MIMO channel. In our future
work, we will extend our solution to more realistic wideband chan-
nels using a one-bit tensor completion framework [17].
Notation: A is a matrix, a is a column vector and a,A denote
scalars. Using this notation AT and A∗ represent the transpose and
conjugate transpose of A. The real and imaginary parts of A are
denoted byAR andAI. We use diag (a) to denote a diagonal matrix
with entries of a on its diagonal. The nuclear norm and the Frobenius
norm of A are denoted by ‖A‖∗ and ‖A‖F [18]. The scalar Ak,`
denotes the entry of A in the kth row and the `th column. 1[·] is
the indicator function and I denotes the identity matrix. The sign
function is defined as sign(a) = 1 for a ≥ 0 and sign(a) = −1 for
a < 0. j =
√−1.
2. SYSTEMMODEL
We consider a narrowband MIMO system with N antennas at the
transmitter (TX). For ease of notation, we assume that the number
of antennas at the receiver (RX) is N . Each antenna at the RX is
equipped with a pair of one-bit ADCs that output the sign of the
in-phase and the quadrature-phase signals. The propagation envi-
ronment between the TX and the RX is modeled by a narrowband
channel matrix H ∈ CN×N . The one-bit quantization effect at the
RX is modeled using the functionQ1(·) defined as
Q1(A) = sign(AR) + j sign(AI). (1)
The sign(·) operation is performed element-wise over the matrices
AR and AI in (1). We define v ∈ CN as a complex additive white
Gaussian noise (AWGN) vector with statistics v ∼ Nc(0, 2σ2I).
The one-bit quantized vector received at the RX when the TX trans-
mits a pilot vector s ∈ CN is given by
y = Q1(Hs+ v). (2)
It can be observed from (2) that the N−antenna RX acquires 2N
bits of information for every transmission by the TX.
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Channel estimation is useful in MIMO systems as it allows ef-
ficient data transmission and interference management in multi-user
scenarios. Estimating the mmWave MIMO channel with one-bit re-
ceivers, however, can be hard due to two reasons. First, the dimen-
sion of a typical mmWave MIMO channel, i.e., N × N , is larger
than conventional lower frequency MIMO systems. Second, com-
plex valued entries in H must be recovered from just sign-based
channel measurements. In this case, algorithms that exploit special
structure in mmWave channels can achieve better channel recon-
struction than conventional techniques. Prior work has shown that
typical mmWave channels can be approximated as low-rank, i.e.,
rank(H) N [14,15]. The low-rank structure in mmWave MIMO
channels allows applying ideas from one-bit matrix completion to
channel estimation in one-bit receivers.
3. LOW-RANKMIMO CHANNEL ESTIMATION
WITH ONE-BIT MEASUREMENTS
We explain the key ideas underlying our channel estimation tech-
niques by considering Np = N pilot transmissions. We define a
training block as a matrix S ∈ CN×N that is known to both the TX
and the RX. The TX transmits the nth column of S as the nth pilot
vector. We use V ∈ CN×N to denote a noise matrix whose entries
are IID and are distributed as Nc(0, 2σ2). The received block Y
when the TX transmits S can be expressed as
Y = Q1(HS+V). (3)
Due to one-bit quantization, MIMO channel estimation from theN2
measurements in (3) is an under-determined problem even in a noise-
less setting. An infinite number of matrices in CN×N result in the
same channel measurements as H. Most of the matrices that satisfy
(3), however, may not have a low-rank. Such matrices are less likely
to be mmWave channels. In this section, we develop optimization
algorithms to estimate a matrix that has a low-rank and is faithful to
the received one-bit channel measurements.
3.1. Low-rank constraint and the log-likelihood function
The optimization algorithms developed in this section solve for the
transformed channel instead of the original channel. We explain how
such a transformation reduces the complexity of our algorithms in
Sec. 3.3. The transformed channel, called the pseudo-channel, is
defined as
G = HS. (4)
As rank(HS) ≤ rank(H) and H is assumed to be a low-rank
matrix, G in (4) has a low-rank. In this paper, the low-rank ma-
trix G is first estimated from the channel measurements. Then, the
transformation in (4) is inverted to estimate H from G. We define
X ∈ CN×N as the optimization variable corresponding to G. The
low-rank constraint onX, i.e., rank(X) = r for some r  N , how-
ever, is non-convex. A common approach to solve this problem is to
relax the low-rank constraint into a nuclear norm constraint [19], i.e.,
‖X‖∗ ≤ β, (5)
for some constant β. In practice, β can be determined from the chan-
nel statistics and the training S using ‖HS‖∗ ≤ β. The constraint
in (5) represents a nuclear norm ball which is a convex set [20].
Now, we derive the log-likelihood function that quantifies how
well a matrix is consistent with the received channel measurements.
It can be observed from (3) and (4) that
Y = Q1(G+V). (6)
The optimization variableX is expected to satisfyY = Q1(X+N),
for some noise matrix N that has the same statistics as V. Note that
the in-phase one-bit measurement Y Rk,` is 1 when G
R
k,` + V
R
k,` > 0
and is −1 when GRk,` + V Rk,` < 0. The stochastic nature of V
defines a probability distribution on the received one-bit measure-
ments. We use Φ(·) to denote the cumulative distribution function
of the standard normal random variable. AsYR = Q1(GR +VR),
the log-likelihood corresponding to XR can be expressed as [16]
LYR(XR) =
N∑
k=1
N∑
`=1
[
1[Y R
k,`
=1]log
(
Φ(XRk,`/σ)
)
+ 1[Y R
k,`
=−1]log
(
1− Φ(XRk,`/σ)
) ]
. (7)
We define the log-likelihood corresponding to XI as LYI(XI). The
function LYI(XI) is derived by replacing the superscript R in (7)
to I. As VR and VI are independent, the log-likelihood of X can
be expressed as the sum of the log-likelihoods corresponding to the
in-phase and quadrature phase components of X, i.e.,
LY(X) = LYR(XR) + LYI(XI). (8)
It can be verified that both LYR(XR) and LYI(XI) are concave in
X. By the property that the sum of two concave functions is concave,
LY(X) is concave in X.
3.2. Optimization algorithms for pseudo-channel estimation
A possible approach to estimate the pseudo-channel G is to max-
imize the log-likelihood function LY(X) subject to the low-rank
constraint on X. With the nuclear norm relaxation of the low-rank
constraint, the optimization problem can be formulated as [16]
Gˆ = arg maxLY(X) subject to ‖X‖∗ ≤ β. (9)
To solve (9), we develop two iterative optimization algorithms that
are based on projected gradient ascent (PGA) [20] and Franke-Wolfe
[21] techniques. The PGA method was studied in [16] for one-bit
recovery of matrices in RN×N . We use Xt ∈ CN×N to denote
the optimization variable corresponding to X in the tth iteration of
an algorithm. Furthermore, we define ∇LY(Xt) ∈ CN×N as the
gradient of LY(X) at X = Xt. Specifically, the (k, `)th entry
of ∇LY(Xt) is ∂LYR(XRt )/∂XRk,` + j ∂LYI(XIt)/∂XIk,`. The
concave nature of the objective function and the convex constraint
set in (9) allow our algorithms to converge to a global optimum.
We now explain PGA-based estimation of G from Y. For a
step size of η, the ascent step in PGA shifts Xt by η∇LY(Xt).
The matrix obtained after shifting Xt is defined as Zt+1. It is im-
portant to note that Zt+1 may not belong to the constraint set, i.e.,
‖X‖∗ ≤ β, even when Xt satisfies the constraint. The projection
step in PGA finds a matrix within the constraint set that is closest to
Zt+1. The projection, defined as Xt+1, is derived using the singular
value decomposition (SVD) of Zt+1 and a simplex projection [22].
The PGA algorithm to estimate G is summarized in Algorithm 1.
It can be noticed from (7) and (8) that the complexity of a gradient
step, i.e., computing ∇LY(X), is O(N2). The complexity of the
SVD step in PGA, however, isO(N3). Therefore, every iteration of
the PGA algorithm has a complexity of O(N3).
The Franke-Wolfe method maximizes a linear approximation of
the objective, i.e., LY(X), in every iteration [21]. As the linear
approximation is determined by the gradient, this method selects
a matrix Dt within ‖X‖∗ ≤ β that maximizes the inner product
for t = 1 to Tmax do
Zt+1 = Xt + η∇LY(Xt)
Compute the SVD: Zt+1 = Ut+1diag(dt+1)V∗t+1
pit+1 ← Projection of dt+1 on {d : 1Td = β,d ≥ 0}
Xt+1 = Ut+1diag(pit+1)V
∗
t+1
Stop if |LY(Xt+1)− LY(Xt)| < |LY(Xt)|
end for
Gˆ = Xt+1
Algorithm 1: Projected gradient ascent method to estimate G
〈Dt,∇LY(Xt)〉. The matrix Dt is simply the rank-one approxi-
mation of the gradient ∇LY(Xt) [23]. For a step size of γt, the
optimization variable Xt is incremented by γt(Dt −Xt) to obtain
Xt+1. A summary of the Franke-Wolfe technique to estimate G is
given in Algorithm 2. To achieve a low complexity implementation
of Algorithm 2, we use the power method to compute the rank one-
approximation of ∇LY(Xt). Each iteration of the power method
requires multiplying an N ×N matrix with an N × 1 vector. With
the power method-based implementation, the complexity of a single
iteration of the Franke-Wolfe method is O(N2) which is lower than
that of the PGA algorithm.
for t = 1 to Tmax do
Dt ← Rank 1 approx. of∇LY(Xt) by power method
γt ← 2/(t+ 2)
Xt+1 = Xt + γt(Dt −Xt)
Stop if |LY(Xt+1)− LY(Xt)| < |LY(Xt)|
end for
Gˆ = Xt+1
Algorithm 2: Franke-Wolfe method to estimate G
3.3. Channel estimation and its complexity
In this paper, we consider a unitary training block S so that the trans-
formation between the pseudo-channel G and the true channel H is
well conditioned. With the unitary assumption on S, i.e., SS∗ = I,
it follows from (4) that H = GS∗. The channel estimate Hˆ is then
Hˆ = GˆS∗. (10)
The choice of S within the unitary class is critical for the successful
recovery of G. We explain how S controls the channel estimation
performance in Sec. 3.4.
The proposed algorithms solve for G instead of H to achieve
a low complexity implementation of gradient ascent. To explain
this argument, we define W ∈ CN×N as the optimization variable
corresponding to H in (3) and consider an S in RN×N . The log-
likelihood function of W, defined as CY(W), can be expressed as
CY(W) = LY(WS). Gradient ascent algorithms that solve for
H compute ∇CY(W) in every iteration. The gradient can also
be expressed as ∇CY(W) = ∇LY(WS)ST . Now, computing
∇CY(W) requires two additional matrix multiplications when com-
pared to ∇LY(X). The first matrix multiplication is due to WS,
and the second is between the gradient of LY(·) with ST . As the
complexity of multiplying two N × N matrices is O(N3), each
gradient ascent step to maximize CY(W) has O(N3) higher com-
plexity than its counterpart that maximizes LY(X).
At the end of gradient ascent iterations, algorithms that maxi-
mize CY(W) and LY(X) provide estimates of H and G. For al-
gorithms that estimate the pseudo-channel G, the channel estimate
is derived using (10) for an additional complexity of O(N3). As
such a multiplication is performed only once, the proposed methods
have a lower complexity than comparable gradient ascent methods
that directly solve for H using the same number of iterations.
3.4. Training design for channel estimation
The success of our channel estimation methods is determined by the
underlying pseudo-channel optimization algorithms. It can be ob-
served from (4) and (10) that the error in the channel estimate, i.e.,
‖H − Hˆ‖F, is ‖(G − Gˆ)S∗‖F when S is unitary. Furthermore,
‖(G − Gˆ)S∗‖F = ‖G − Gˆ‖F for a unitary S. As ‖H − Hˆ‖F =
‖G − Gˆ‖F, reconstruction guarantees corresponding to (9) can be
used to study channel estimation performance. Prior work has shown
that one-bit matrix recovery using (9) achieves good performance
when the energy inG is distributed across all its entries [16]. To this
end, the training block S must be chosen such that the maximum
entry in G = HS is small enough for any realistic channel H.
We use two different training solutions to study our algorithms.
The first training solution defines S as a unitary discrete Fourier
transform (DFT) matrix. Such a training is used in IEEE 802.11ad
systems in which the TX performs DFT-based beam search [24].
The second training solution is defined by a unit norm Zadoff-Chu
sequence z [25]. In the ZC-based training, the kth column of S is
a k-circulant shift of z. Although both the DFT-based and the ZC-
based training blocks are unitary, the maximum entries of the cor-
responding pseudo-channels can differ significantly. To explain this
difference, we consider an example of H = 11T , where 1 denotes
a vector of ones. For such a channel, it can be verified that the maxi-
mum pseudo-channel entry is
√
N with the DFT-based training and
is 1 with the ZC-based training. As the ZC-based training results in
a lower pseudo-channel maximum, it is expected to achieve better
one-bit channel reconstruction than the DFT-based training [16].
The channel estimation techniques discussed in Sec. 3.2 con-
sider the special case of Np = N . For Np < N , the TX transmits
Np columns of S at random. In this case, the received channel mea-
surements is anN×Np submatrix ofY in (3). Our algorithms maxi-
mize the likelihood defined by theNpN channel measurements. For
Np > N , we define S˜ ∈ CN×Np as the transmitted pilot block.
A straightforward extension of our channel estimation technique is
one that solves for G˜ = HS˜. Such an approach, however, requires
optimization over NpN > N2 complex variables in G˜ and can re-
sult in a high complexity. Gradient ascent techniques that directly
solve for H also result in a high complexity as they require matrix
multiplications with S˜ and S˜∗ in each gradient step.
We propose a phase offset-based training solution that allows
a low complexity extension of our algorithms for Np > N . For
simplicity, we assume Np to be an integer multiple of N and define
B = Np/N . The phase offsets in our training are linearly spaced an-
gles in [0, pi/2), i.e., θb = pib/(2B) for b ∈ {0, 1, · · ·B − 1}. The
proposed training is defined by S˜ = [Sejθ0 ,Sejθ1 , · · · ,SejθB−1 ].
When the TX transmits S˜, the RX receives one-bit quantized ver-
sions of {Gejθb}B−1b=0 . For Np > N , our algorithms solve for the
N × N pseudo-channel matrix G. In this case, the likelihood of
the variable corresponding to G is a sum of B functions where each
function is associated with an angle θb. Each of these B functions is
separable in the complex variables {Gk,`}Nk,`=1. The expression for
LY(X) is different from (8) because Y Rk,` depends on both GRk,` and
GIk,` when θb 6= 0. Due to space constraints, we do not provide an
explicit expression for LY(X). The separable structure of the like-
lihood with the proposed training allows low complexity gradient
computations when compared to the case with unstructured training.
4. SIMULATIONS
We consider a narrowband mmWave MIMO system operating at a
carrier frequency of 28 GHz. Both the TX and the RX are equipped
with a half-wavelength spaced uniform linear array of N = 16 an-
tennas. We evaluate our algorithms using 100 urban micro non-line-
of-sight channel realizations from the NYU simulator [26], for a TX-
RX separation of 15 m. The channels are scaled so that their Frobe-
nius norm is N . The SNR of the channel measurements is defined
as SNR = 10 log10(1/σ
2). The PGA-based channel estimation
method requires tuning the parameter β unlike the Franke-Wolfe-
based method. In our simulations, we use β = 16 and the number
of iterations as Tmax = 80. For both the algorithms, the stopping
criterion is defined by setting  = 10−7. A step size of η = 0.1/B is
used for the PGA algorithm. In our simulations, we observed large
entries in the gradient, i.e., ∇LY(X), at high SNRs. Such high
magnitude gradients can prevent the algorithms from convergence.
To overcome this problem, we replace σ by σlikel = max(0.5, σ)
in the likelihood. It is important to note that such a clipping is only
performed for numerical stability and the received measurements are
still acquired under a noise variance of 2σ2. An implementation of
the proposed algorithms for the phase offset-based training can be
found on our github project page [27].
We compare the performance of the proposed channel estima-
tion techniques with the one-bit compressed sensing (CS) method
in [28]. A 2D-DFT is used as the sparsifying dictionary for channel
estimation with CS. The CS method in [28] uses a message passing
algorithm called EM-BG-GAMP [29]. The ZC-based and the DFT-
based training matrices defined in Sec. 3.4 are used to obtain channel
measurements. We evaluate the algorithms in terms of the normal-
ized mean squared error (NMSE) and the achievable rate. We define
the NMSE as the average of ‖H− κHˆ‖2F/‖H‖2F over several chan-
nel realizations, where κ = arg min‖H− κHˆ‖F for a given H and
Hˆ. The rate achieved with the channel estimates is computed using
the expression in [28]. The training overhead for channel estimation
is ignored in computing the achievable rate.
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Fig. 1. The plot shows the NMSE of the channel estimate with SNR
for Np = 64 pilot transmissions. The increase in NMSE at high
SNRs is due to stochastic resonance [30].
From Fig. 1, it can be observed that the proposed one-bit chan-
nel estimation methods outperform one-bit CS-based channel esti-
mation over a wide range of SNR. The proposed methods learn dic-
tionaries that result in a low-rank channel representation when com-
pared to one-bit CS techniques that use the 2D-DFT. The poor per-
formance of our algorithms for SNR < −5 dB can be attributed
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Fig. 2. The plot shows NMSE with the number of pilots for an SNR
of 0 dB. The DFT-based training results in poor performance due to
large variation in the corresponding pseudo-channel entries.
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Fig. 3. The plot shows the achievable rate with the number of pilots
for an SNR of 0 dB. The results indicate that Np = 32 shifted ZC-
based pilot transmissions are sufficient to achieve a reasonable rate.
to errors in learning the dictionary. It can be observed from Fig. 2
and Fig. 3 that our gradient ascent-based algorithms result in better
channel estimates for Np > 32 pilots, at an SNR of 0 dB. For the
channel realizations in our simulations, we observed that the mean
peak-to-average magnitude ratio of the entries inGwas 3.99 dB and
16.74 dB for the ZC- and the DFT-based training blocks. The less
“spiky” pseudo-channel structure with the ZC-based training results
in better one-bit channel estimation performance, as shown in Fig. 2.
5. CONCLUSIONS AND FUTUREWORK
We have developed gradient ascent-based algorithms for low-rank
MIMO channel estimation from one-bit measurements. We have
also proposed a phase offset-based training to reduce the complexity
of our algorithms. Our results indicate that algorithms which exploit
the low-rank structure in mmWave MIMO channels can achieve bet-
ter channel reconstruction than those that exploit sparsity. Further-
more, our results also show that the use of Zadoff-Chu-based train-
ing results in better channel estimates than the standard DFT-based
training in one-bit receivers. Extending the proposed one-bit channel
estimation algorithms to more realistic wideband MIMO channels is
an interesting direction for future work.
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