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Abstract
Given an action of a group Γ on a measure space X, we provide a criterion under which two
sets A,B ⊂ X are measurably equidecomposable, i.e. A can be partitioned into finitely many
measurable pieces, which can be rearranged using the elements of Γ to form a partition of B.
In particular, we show that every bounded measurable subset of Rn, n > 3, with non-empty
interior is measurably equidecomposable to a ball. Similar result holds e.g. for measurable
subsets of the unit sphere Sn−1.
1 Introduction
Two subsets A and B of Rn are (set-theoretically) equidecomposable if it is possible to find a
partition of A into finitely many pieces and rearrange these pieces using isometries to form a par-
tition of B. The most famous result about equidecomposable sets is known as the Banach-Tarski
paradox : in R3, the unit ball and two disjoint copies of the unit ball are equidecomposable. It
is a special case of the following theorem.
Theorem 1.1 (Banach and Tarski [1]). When n > 3, any two bounded sets with non-empty
interiors in Rn are equidecomposable. When n 6 2, equidecomposable sets which are measurable
have the same measure.
In view of this result, Tarski [24] formulated the following problem, known as Tarski’s circle
squaring : is the unit disk in R2 equidecomposable to a square of the same area? Some 65 years
later, Laczkovich [13] showed that Tarski’s circle squaring is possible.
In the same work Laczkovich asked whether Tarski’s circle squaring is possible with measur-
able pieces. Similar questions have been asked about other classical equidecomposition results.
For example, the following “measurable version” of Hilbert’s third problem has been asked by
Wagon [25, Question 3.14]: is a regular tetrahedron in R3 measurably equidecomposable to a
cube of the same volume?
There are various results which imply the impossibility of measurable equidecompositions
when additional regularity of the pieces is requested. Examples include Dehn’s theorem [5]
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solving Hilbert’s third problem and the result of Dubins, Hirsch and Karush [8] which shows
that Tarski’s circle squaring is not possible with Jordan domains.
On the other hand, until recently there have been very few general positive results on
the existence of measurable equidecompositions, although a related problem of measurable
equidecompositions with countably many parts was studied already by Banach and Tarski [1,
The´ore`me 42]. For more historical information we recommend Wagon’s monograph [25].
In [11] we give a criterion for the existence of a measurable equidecomposition between two
measurable sets A and B in Rn, n > 1, whose boundaries have upper Minkowski dimension
strictly less than n. The criterion in [11] implies that measurable Tarski’s circle squaring is
possible, and settles Wagon’s measurable version of Hilbert’s third problem.
In this paper we give an equidecomposability criterion for n > 3. The most important feature
of the present work when compared with [11] is that for many sets A ⊂ Rn, n > 3, we are able
to completely characterize sets B which are measurably equidecomposable to A. Furthermore,
we do not need to assume anything about the boundaries of the sets.
We say that a set A ⊂ Rn covers another set B if B is contained in the union of finitely
many sets congruent to A.
Theorem 1.2. Let n > 3, let A ⊂ Rn be a bounded measurable set which covers a non-empty
open set. Then a set B ⊂ Rn is measurably equidecomposable to A if and only if A and B cover
each other and B is a measurable set of the same measure as A.
Note that both covering each other and having equal measures are obvious necessary condi-
tions for the existence of a measurable equidecomposition between A and B.
A result analogous to Theorem 1.2 will be proved also for equidecompositions of sets on the
unit sphere Sn−1, n > 3, and in R2, but in the latter case only when we allow moving the pieces
by arbitrary measure-preserving affine transformations (see Corollary 1.6). These results follow
from Theorem 1.5, in which the space Rn is replaced by a general measure space Ω on which a
group Γ acts in a measure-preserving way.
Theorem 1.2 and the analogous results for the unit sphere and for R2 can be seen as mea-
surable counterparts to the three most famous “paradoxical” equidecomposition results, i.e. the
Banach-Tarski paradox, the Hausdorff paradox [12], and the von Neumann paradox [21].
Remarks 1.3. (i) It is known that the analog of Theorem 1.2 for n 6 2 is false when we
only allow moving pieces using isometries. In fact, Laczkovich [15] constructed continuum many
Jordan domains in R2 that all have measure 1 and boundaries differentiable everywhere, but
no two of these domains are set-theoretically equidecomposable.
(ii) Let us stress that neither in Theorem 1.2 nor in [11] we are able to obtain a Borel
equidecomposition between Borel sets A and B. In particular the Borel version of Tarski’s
circle squaring posed by Wagon [25, Appendix C, Question 2] is still open.
However, we use the results of Dougherty and Foreman [6] (or recent generalizations by
Marks and Unger [20]) to show that if A and B in Theorem 1.2 are Borel, then we may demand
the pieces in the equidecomposition to be measurable and have the property of Baire — see
Corollary 5.3.
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(iii) Recall that a mean on an algebra of sets A is a function m : A → [0,∞) such that
for disjoint sets A1, A2 ∈ A we have m(A1 ∪ A2) = m(A1) + m(A2). In [19], Margulis solved
the Banach-Ruziewicz problem for Rn, n > 3: he showed that the Lebesgue measure is, up to
scaling, the unique isometry-invariant mean defined on the algebra of all bounded measurable
sets in Rn. It is not known if the same holds if we consider means defined on the algebra of all
bounded Borel sets (see e.g. [2, Remark 6.4.7]).
In Corollary 5.4 we deduce an intermediate result: the Lebesgue measure is, up to scaling,
the unique isometry-invariant mean defined on the algebra of all bounded measurable sets
in Rn which have the property of Baire. Corollary 5.4 provides also a similar result for the
Banach-Ruziewicz problem on spheres, originally settled by Drinfel’d [7], Margulis [18], and
Sullivan [23].
(iv) In Corollary 5.1 we show that the number of measurable pieces necessary in the three-
dimensional Tarski’s circle squaring is bounded by 52
72
. Our calculations can be improved in
many places, but we do not see a way to obtain subastronomical bounds. On the other hand,
we do not know any non-trivial lower bound for the number of necessary pieces.
1.a General result
Let us present our general result. We start by noting the following assumptions for future
reference.
Assumptions 1.4. Throughout the article, Γ is a group, Ω is a Polish space, B is the σ-algebra
of its Borel sets, µ is a non-atomic σ-finite measure on (Ω,B) which is non-zero on all non-empty
open sets, and ΓyΩ is an action by measure-preserving Borel transformations.
We proceed with some notation and definitions. The completion of B with respect to µ is
denoted by Bµ. Elements of Bµ are called measurable. Elements of Bµ of measure 0 are called
null sets.
The result of the action of γ ∈Γ on x∈Ω is denoted by γ.x. Similarly, if U ⊂Ω we put
γ.U := {γ.u : u ∈ U} and when T ⊂ Γ we put T.U := ⋃γ∈T γ.U . For two subsets S, T ⊂ Γ we
define ST := {st ∈ Γ: s ∈ S, t ∈ T}. The neutral element of Γ is denoted by e.
Two subsets A and B of Ω are equidecomposable with respect to the action ΓyΩ if for some
m∈N there exist γ1, . . . , γm ∈ Γ and partitions A = A1 unionsq . . . unionsq Am, B = B1 unionsq . . . unionsq Bm such
that γi.Ai = Bi for i = 1, . . . ,m. Usually the action is clear from the context, and we simply
say that A and B are equidecomposable.
Borel, measurable and set-theoretic equidecompositions are defined by requiring that all parts
belong to B, Bµ and 2Ω, respectively. If A,B ⊂ Ω are measurable sets and there exist null sets
N and N ′ such that A \ N and B \ N ′ are Borel equidecomposable, then we say that A and
B are essentially Borel equidecomposable. It is not difficult to check that the existence of an
essential Borel equidecomposition together with a set-theoretic equidecomposition is equivalent
to the existence of a measurable equidecomposition (see Proposition 3.4).
We say that a set A covers another set B if there is a finite set T ⊂ Γ such that B ⊂ T.A.
If A covers B and B covers A then we say that A and B cover each other. We say that A
essentially covers B if A covers B \N for some null set N .
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We say that C ∈ Bµ is a domain of expansion if C is of finite positive measure and for every
η > 0 there is a finite set R ⊂ Γ such that for all measurable sets U ⊂ C we have
µ(R.U ∩ C) > min
(
(1− η)µ(C), µ(U)
η
)
. (1)
The set R will be called η-expanding for C. Informally speaking, (1) states that all measurable
subsets of C “uniformly expand” under the action of Γ, unless they cover most of C.
Note that obvious necessary conditions for the existence of an essential Borel equidecompo-
sition between measurable sets A and B are that A and B should essentially cover each other
and be of the same measure. Our general result is as follows. Its proof will occupy Sections 2
and 3.
Theorem 1.5. Let ΓyΩ be as in Assumptions 1.4. Let A ⊂ Ω be a domain of expansion, and
let B ⊂ Ω be a measurable set. Then
(i) A and B are essentially Borel equidecomposable if and only if A and B essentially cover
each other and µ(A) = µ(B).
(ii) A and B are measurably equidecomposable if and only if they are set-theoretically equide-
composable and µ(A) = µ(B).
Let Sn−1 denote the unit sphere in Rn. Let Iso(Rn), SO(n) and Aff(Rn) denote respectively
the groups of orientation-preserving isometries of Rn, orientation-preserving isometries of Sn−1
and orientation- and measure-preserving affine transformations of Rn.
Corollary 1.6. Let n > 3 and assume one of the following cases.
(i) Ω = Rn and Γ = Iso(Rn),
(ii) Ω = Sn−1 and Γ = SO(n),
(iii) Ω = R2 and Γ = Aff(R2).
Let A,B ⊂ Ω be two bounded measurable sets and let us assume that A covers a non-empty
open set. Then A and B are measurably equidecomposable with respect to the natural action
ΓyΩ if and only if A and B cover each other and µ(A) = µ(B).
The proof of Corollary 1.6 will be given in Section 5. Essential in the proof are the spectral
gap results originally established by Rosenblatt [22], Drinfel’d [7], Margulis [18, 19], and Sullivan
[23] which we use in Section 4 to show that the set A is a domain of expansion. The first case
of Corollary 1.6 clearly implies Theorem 1.2.
Remarks 1.7. (i) Being a domain of expansion is closely related to the local spectral gap
property introduced by Boutonnet, Ioana and Salehi Golsefidy [4], see Corollary 4.5. As an
application of our methods we can show that the action Iso(R3)yR3 has local spectral gap
with respect to a nowhere dense set (Corollary 4.16). Adrian Ioana indicated in a private
communication that the existence of such examples is not known to follow from [4] or from
other known spectral gap results.
(ii) The proof of Theorem 1.5 does not use the full axiom of choice - it is enough to assume
the axiom of dependent choice. Corollary 1.6 has an obvious version with measurable equide-
compositions replaced by essential Borel equidecompositions. That version also requires only
the axiom of dependent choice.
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2 Perfect matchings in bipartite graphings
Let us informally explain the strategy to prove the first part of Theorem 1.5. The interesting
direction is when A and B essentially cover each other and have the same finite positive measure.
Given a finite set S⊂Γ we consider the bipartite graph G whose vertex set is A unionsq B and
such that (x, y)∈A × B is an edge if for some γ ∈ S we have γ.x = y. Such graphs are called
graphings and we discuss them in more detail in Subsection 2.a.
It is clear that a perfect matching in G gives rise to a set-theoretic equidecomposition of
the sets A and B. Borel matchings are matchings in G which fulfill a certain measurability
condition. As we will see, in order to show that A and B are essentially Borel equidecomposable,
it is enough to find a Borel matching in G such that the set of unmatched vertices has measure 0.
The condition of being a domain of expansion implies that we can find a finite set S ⊂ Γ
such that the resulting graphing G has the following expansion property. There exists c > 0
such that for any Borel set U contained either in A or in B, the set of neighbours of U has
measure at least min(23 µ(A), (1 + c)µ(U)).
Results of Lyons and Nazarov [17, Remark 2.6] imply that any graphing with this expansion
property admits a Borel matching whose set of unmatched vertices has measure 0, which finishes
the proof.
Borel matchings and the details of [17, Remark 2.6] are discussed in this section. These will
be used in Section 3 to prove Theorem 1.5.
2.a Graphings
Throughout the article Γ is not assumed to be a countable group. However, we always consider
it with the discrete Borel structure and it is easy to see that we always work only with some
countable subgroup. As such it might be psychologically convenient to assume that Γ is in fact
countable.
Our definition of a graphing is equivalent to e.g. the one used in Gaboriau [10].
Given an action ΓyΩ as in Assumptions 1.4, a Borel arrow is a pair (U, γ), where γ ∈ Γ and
U ∈ B. Given a countable sequence S = ((U1, γ1), (U2, γ2), . . .) of Borel arrows, we associate
to it an oriented edge-labeled graph G(S), called a graphing defined by S, as follows. The set
of vertices of G(S) is Ω and there is an oriented edge with label γi from x to y if and only if
γi.x = y and x ∈ Ui.
Different choices of the sequence S can lead to the same graphing. We mostly use just the
symbol G to denote a graphing, without indicating which sequence of Borel arrows generates it.
Since G is edge-labeled by the elements of Γ, the set E(G) of edges of G is a subset of
Ω × Ω × Γ, and it is easy to check that it is a Borel subset. Since the second Ω-coordinate of
the elements of E(G) does not provide any information, i.e. if (x, y, γ) ∈ E(G) then y = γ.x,
we consider also the set E′(G) ⊂ Ω × Γ defined by forgetting the second Ω-coordinate of the
elements of E(G). We will call the elements of E′(G) edges as well. Given (x, γ) ∈ Ω × Γ, we
refer to (γ.x, γ−1) ∈ Ω×Γ as the inverse of (x, γ), and we say that (x, γ) ∈ Ω×Γ is an inverse
edge if its inverse is an edge.
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Note that the connected components of G are countable. The measure on Ω× Γ defined as
the product of µ and the counting measure will be denoted by µ#.
A subgraphing of G is a graphing on Ω whose edge set is included in the edge set of G. For
Y ⊂ Ω let N(Y ) be the set of those v ∈ Ω for which there is an edge between v and a vertex
in Y . Note that we ignore the orientation of edges in the definition of N(Y ). This will be the
case also in all upcoming definitions.
Lemma 2.1. Let ψ : Ω → Ω be a Borel map such that x ∈ Ω we have that x and ψ(x) are in
the same connected component of G. Let A ⊂ Ω be a measurable subset such that ψ restricted
to A is injective. Then µ(A) = µ(ψ(A)).
Proof. Let (U1, γ1), (U2, γ2), . . ., be a sequence of Borel arrows which generates G. Let Γ0 be
the group generated by γ1, γ2, . . ., and let β1, β2, . . ., be an enumeration of the elements of Γ0.
Let Ωi ⊂ Ω be the set of those x such that ψ(x) = βi.x and ψ(x) 6= βj .x for j < i. Note that Ωi,
i = 0, 1, . . ., are disjoint Borel sets whose union is Ω. Now the lemma follows by considering the
intersections A∩Ωi and recalling the assumption that the action ΓyΩ is measure-preserving.
2.b Matchings
Recall that a matching in a graph is a subset M of edges such that each vertex is adjacent to
at most one edge in M . Note that we do not take the orientation of edges into account.
A matching in a graphing G is Borel if it is a Borel subset of the set E′(G) of edges. In this
section we spell out the details of [17, Remark 2.6], which gives a sufficient condition for the
existence of a Borel matching such that the set of unmatched vertices has measure 0.
Recall that given a matching M in a graph, an augmenting path is a path (loops and self-
intersections are not allowed, and the orientation of the edges is disregarded) which starts and
ends at an unmatched vertex and such that every second edge belongs to M . In particular,
augmenting paths have odd lengths, so in a bipartite graph they start and end in different parts
of the graph. We denote by V (M) the set of vertices matched by M , i.e. vertices adjacent to
an edge in M .
A Borel augmenting family for a matching in G is, informally, a family of augmenting paths
indexed by a Borel subset of X which are all vertex-disjoint and which “vary in a Borel way”.
More precisely, it is a Borel subset U ⊂ Ω together with a finite sequence γ1, . . . , γl ∈ Γ such
that (i) for every x ∈ U the sequence
(x, γ1), (γ1.x, γ2), (γ2γ1.x, γ3), . . . , (γl−1· · ·γ1.x, γl)
of elements of Ω×Γ consists of edges or inverse edges which form an augmenting path in G, and
(ii) for distinct x, y ∈ U the corresponding augmenting paths are vertex-disjoint. The length of
such a family is l.
Incrementing a matching M along an augmenting path p means constructing a new matching
M by “taking the symmetric difference of p and M”. Formally, if an edge d or its inverse belongs
to p then we let d ∈M if and only if d /∈M ; otherwise we let d ∈M if and only if d ∈M .
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Similarly we can increment a Borel matching M along a Borel augmenting family to obtain
a new Borel matching M . After incrementing along a Borel augmenting family (U, (γ1, . . . , γl))
we have that V (M) = V (M) ∪ U ∪ γl · · · γ1.U . In particular we have µ(M) = µ(V ) + 2µ(U).
Lemma 2.2 (Elek and Lippner [9]). Let G be a bounded-degree graphing. Then there is a
sequence of Borel matchings M0 = ∅, M1,M2, . . . ⊂ E such that for i > 1 we have that
1. Mi has no augmenting path of length 2i− 1 or less.
2. Mi can be obtained from Mi−1 in countably many steps where at each step we increment
the current matching along a Borel augmenting family of length at most 2i− 1.
The first item is [9, Proposition 1.1]. The second item follows directly from the proof of [9,
Proposition 1.1].
Remark 2.3. Elek and Lippner do not consider graphings, but Borel graphs, i.e. symmetric
subsets of Ω × Ω which are Borel. Given a graphing G, we can easily get a Borel graph H by
identifying all multiple edges and forgetting the edge orientations. That is, we set
H := {(x, γ.x)∈Ω× Ω: (x, γ)∈E′(G) or (γ.x, γ−1)∈E′(G)}. (2)
It is not difficult to check that the existence of Borel matchings Mi in H with desired properties
implies the existence of Borel matchings M i in G with desired properties.
The following theorem is due to Lyons and Nazarov, and it can be found in [17, Remark
2.6]. For reader’s convenience we spell out the details of the proof.
Theorem 2.4 (Lyons and Nazarov [17]). Let G be a bounded degree graphing. Let A,B ∈ B
be disjoint sets such that µ(A) = µ(B) = 12 and such that each edge of G connects A with B.
Suppose there is c > 0 such that for every Y ∈ B of finite positive measure, lying inside one
part, we have
µ(N(Y )) > min
(
1
3
, (1 + c)µ(Y )
)
. (3)
Then there is a Borel matching M which has the property that on each connected component
of G it is either empty or perfect, and whose set of unmatched vertices has measure zero.
Proof. Let M0,M1, . . . be the sequence of matchings returned by Lemma 2.2.
Recall that the measure on the set E′(G) of edges is denoted by µ#. Our task is to show
that µ((A ∪ B) \ V (Mi)) → 0 and that the matchings Mi stabilize almost everywhere, i.e. the
set of edges d ∈ E′(G) such that d ∈ Mi for infinitely many i and d /∈ Mi for infinitely many i
has measure 0. By the Borel-Cantelli lemma, in order to show that the matchings Mi stabilize
almost everywhere, it is enough to show that the series
∞∑
i=0
µ#(Mi+14Mi) (4)
is summable.
Let us fix i and let Xi := A \ V (Mi) and Y i := B \ V (Mi) be the subsets of A and B of
vertices unmatched by Mi. Note that X
i and Y i are disjoint and by Lemma 2.1 have the same
measure.
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Claim 2.5. We have
µ#(Mi+1 4Mi) 6 (2i+ 1) ·µ(Xi ∪ Y i).
Proof of Claim. Let K0=Mi,K1,K2, . . . be the sequence of matchings from the second item of
Lemma 2.2. In particular Kj arises from Kj−1 by incrementation along a Borel augmenting
family of length at most 2i+ 1. Since V (Kj−1) ⊂ V (Kj), we have
∞∑
j=1
µ (V (Kj) \ V (Kj−1)) 6 µ(Xi ∪ Y i).
Let us fix j. Consider the measurable map ψ : Kj 4Kj−1 → V (Kj) \ V (Kj−1) which sends
an edge d to the final vertex of the unique augmenting path which flips d when we increment
from Kj−1 to Kj . By the assumption on the length, the preimages of ψ have cardinality at most
2i + 1. By using an argument similar to the proof of Lemma 2.1, we see that if ψ is injective
on some measurable set U ⊂ Kj 4Kj−1, then µ#(U) = µ(ψ(U)). It follows that
µ#(Kj 4Kj−i) 6 (2i+ 1) ·µ(V (Kj) \ V (Kj−1)),
and hence
µ#(Mi+1 4Mi) 6
∞∑
j=1
µ#(Kj 4Kj−i) 6 (2i+ 1) ·µ(Xi ∪ Y i).
Thus, in order to show that (4) is summable we need to bound µ(Xi ∪Y i) in terms of i. Let
us fix i and let X := Xi and Y := Y i.
An alternating path of length l (starting in X) consists of x0 ∈ X together with a sequence
e = γ0, γ1, . . . , γl ∈ Γ such that
(i) the points x0, γ1.x0, . . . , γl· · ·γ1.x0 are all different,
(ii) for all k = 0, 1, . . . , l−1 we have that (γk· · ·γ0.x, γk+1) is either an edge or an inverse edge
in G,
(iii) for odd k we have that either (γk· · ·γ1.x, γk+1) or its inverse is in Mi,
(iv) for even k we have that neither (γk· · ·γ0.x, γk+1) nor its inverse is in Mi.
Let X0 := X and for j > 0 let Xj consist of the end-vertices of alternating paths of length
at most j.
Claim 2.6. For all 0 6 j < 2i− 1 we have
1. µ(Xj+1 ∩A) = µ(Xj ∩B) + µ(X),
2. Xj+1 ∩B = N(Xj ∩A).
Proof of Claim. Let us start with the first item. Let x be a vertex in Xj ∩B. There exists an
alternating path (x0, (γ0, . . . , γk)), k 6 j, where x = γk . . . γ0.x0 ∈ B. Since this alternating
path is of length less than 2i− 1, it is not an augmenting path, and so x must be covered by an
edge in Mi or an inverse of an edge in Mi. Hence the alternating path (x0, (γ0, . . . , γk)) can be
uniquely extended to a path of length k + 1, which fulfils all conditions of being an alternating
path except that possibly the final vertex is not disjoint from the previous vertices. Let us
argue that this final vertex is in fact disjoint from the previous vertices.
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Indeed, the final (k + 1)’st vertex is not the m’th vertex for m = 0, since x0 is unmatched.
Nor for an odd m since the graph G is bipartite. Nor for a positive even m, since each vertex
in G touches at most one edge in Mi, and so the original alternating path of length k would
already not be vertex-disjoint.
Therefore, we obtain a bijective map ψ : Xj ∩ B → (Xj+1 ∩ A) \X. Let us sketch why we
can assume that ψ is Borel, and leave the details to the reader. Let (U1, γ1), (U2, γ2), . . ., be a
sequence of Borel arrows which generates G. Let Γ0 be the group generated by γ1, γ2, . . ., and
let φ1, φ2, . . ., be an enumeration of all finite sequences of elements of Γ0. Let Zk be the set of
those x ∈ Xj ∩B such that
(i) for some x0 ∈ X we have that (x0, φk) is an alternating path ending at x, and
(ii) for all x0 ∈ X and all l < k we have that (x0, φl) is not an alternating path ending at x.
One can easily check that the sets Zk are Borel. Furthermore it is clear that x0 in the first item
is unique, hence for x ∈ Zk we can define ψ(x) to be the final point of the unique extension of
the alternating path (x0, φk).
Lemma 2.1 implies that ψ is measure-preserving and so the first item follows.
As for the second item, the inclusion Xj+1∩B ⊂ N(Xj ∩A) is clear. For the other inclusion,
let x be a vertex in Xj ∩A. Therefore there exists an alternating path (x0, (γ0, . . . , γk)), k 6 j,
where x = γk . . . γ0.x0 ∈ A. Let β ∈ Γ be such that β.x ∈ N(x). We need to check that β.x is
the end-point of an alternating path of length at most j + 1.
If (x, β) or its inverse are in Mi then clearly β.x = γk−1 . . . .γ0.x0 and the claim fol-
lows. Otherwise we have two possibilities: (i) The point β.x is equal to one of the points
γ0.x0 , . . . , γk · · · γ0.x0. In particular β.x is the end-point of an alternating path of length
at most j, and the claim follows. (ii) We can extend the original path to the alternating path
(x0, (γ0, . . . , γk, β)) of length at most j+1 which ends at β.x, and the second item also follows.
Claim 2.7. For all j such that 1 6 j < 2i− 1 we have
1. µ(Xj+1 ∩A) > min(13 , (1 + c)µ(Xj−1 ∩A)).
2. µ(Xj+1 ∩B) > min(13 , (1 + c)µ(Xj−1 ∩B)).
Proof of Claim. Both items are proved in the same way, so we only show the first one. By the
previous claim we have µ(Xj+1 ∩A) > µ(N(Xj−1 ∩A)), and by assumption of the theorem we
have µ(N(Xj−1 ∩A)) > min
(
1
3 , (1 + c)µ(Xj−1 ∩A)
)
.
By analogy with Xj we define Yj to consist of the end-vertices of alternating paths of length
at most j which start in Y . By repeating the arguments above we obtain the following.
Claim 2.8. For all j such that 1 < j < 2i− 1 we have
1. µ(Yj+1 ∩A) > min(13 , (1 + c)µ(Yj−1 ∩A)).
2. µ(Yj+1 ∩B) > min(13 , (1 + c)µ(Yj−1 ∩B)).
Recall that we have fixed i ∈ N and we defined X := Xi and Y := Y i.
Claim 2.9. The sets Xi−1 and Yi are disjoint.
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Proof of Claim. Assume the contrary and let l 6 i − 1 be minimal such that there exist an
alternating path (x, (γ0, . . . , γl)) which starts in X and such that the set {x, γ1.x, . . . , γl . . . γ0.x}
is not disjoint from Yi. By the minimality of l, the points γl−1 . . . γ0.x, . . . , γ1γ0.x, x are not in
Yi.
Since γl . . . γ0.x ∈ Yi, there exists an alternating path (y, (β0, . . . , βk)), k 6 i, which starts
in Y such that βk . . . , β0.y = γl . . . γ0.x. Then clearly (x, (γ0, . . . , γl, β
−1
k , . . . , β
−1
1 )) is an alter-
nating path of length at most 2i − 1 which starts at x and ends at y. Since both x and y are
unmatched in Mi, this is an augmenting path of length at most 2i− 1 which is in contradiction
with the first item of Lemma 8.
Finally we are ready to prove the desired bound on µ(X ∪ Y ) = µ(Xi ∪ Y i).
Claim 2.10. There exist constants d1 > 0 and d2 ∈ (0, 1) which are independent of i and such
that
µ(Xi ∪ Y i) 6 d1 · di2,
.
Proof of Claim. By the previous claim the sets Xi−1 ∩A and Yi ∩A are disjoint. Therefore at
least one of them is of measure less than 13 . Suppose for example that µ(Xi−1 ∩A) < 13 . If i− 1
is even, then by Claim 2.7 we see that
µ(Xi−1 ∩A) > (1 + c)
i−1
2 µ(X0) = (1 + c)
i−1
2 µ(Xi).
If i− 1 is odd, then Claim 2.7 shows
µ(Xi−1 ∩A) > (1 + c)
i−2
2 µ(X1 ∩A) > (1 + c)
i−2
2 µ(Xi).
Noting that µ(Xi) = µ(Y i), and that the left hand sides of the above inequalities are less
than 1, it is easy to compute that we can set d1 := 2(1 + c) and d2 :=
1√
1+c
.
The previous claim and Claim 2.5 show that the series (4) is summable and that µ((A∪B)\
V (Mi)) = µ(X
i ∪ Y i) i→∞−−−→ 0, which finishes the proof of Theorem 2.4.
3 Criteria for the existence of equidecompositions
Given A,B ⊂ Ω let us write A ⊂ B a.e. (a.e. stands for almost everywhere) when there exists
a null set N such that A \N ⊂ B.
Lemma 3.1. Let A,B ∈ Bµ be two sets of finite positive measure which essentially cover each
other. Then A is a domain of expansion if and only if B is a domain of expansion.
Proof. Let us assume for example that A is a domain of expansion. Let T ⊂ Γ be a finite
symmetric set such that B ⊂ T.A a.e. and A ⊂ T.B a.e.
Let Sη, η > 0, be an η-expanding set for A. We claim that TSηT is an ε-expanding set for
B, where ε := max(η |T |µ(A)µ(B) , η|T |2). Indeed, let U ⊂ B be a measurable set. We have that
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U ⊂ T.A a.e. and T is symmetric, so there exists γ ∈ T such that µ(γ.U ∩ A) > 1|T |µ(U). It
follows that
µ(SηT.U ∩A) > min
(
(1− η)µ(A), µ(U)
η|T |
)
.
If µ(SηT.U ∩A) > (1− η)µ(A) then, since B ⊂ T.A a.e., we also have
µ(TSηT.U ∩B) > µ(B)− |T |ηµ(A) =
(
1− |T |ηµ(A)
µ(B)
)
µ(B).
On the other hand, if µ(SηT.U ∩ A) > µ(U)η|T | then we use that A ⊂ T.B a.e., and the fact that
T is symmetric, to deduce that for some γ ∈ T we have µ(γSηT.U ∩ B) > µ(U)η|T |2 , and so also
µ(TSηT.U ∩B) > µ(U)η|T |2 , as desired.
Since ε can be made arbitrary small by taking an appropriate η, this finishes the proof.
3.a Borel equidecompositions
Note that a Borel matching M ⊂ E′(G) ⊂ Ω × Γ gives rise to a sequence of Borel arrows as
follows. Let γ1, γ2, . . . , be a sequence of those elements of Γ which appear as a coordinate of an
element of M and let Ui be the subset of M of elements with second coordinate γi. The set of
edges of the subgraphing generated by the sequence (U1, γ1), (U2, γ2), . . . is the original set M .
As a consequence we obtain the following lemma.
Lemma 3.2. If G is a graphing defined by finitely many Borel arrows then any Borel matching
in G is also defined by finitely many Borel arrows.
We now prove the first part of Theorem 1.5. The non-trivial direction is contained in the
following theorem.
Theorem 3.3. Let ΓyΩ be as in Assumptions 1.4. Let A ⊂ Ω be a domain of expansion, and
let B ⊂ Ω be a measurable set. If A and B essentially cover each other and µ(A) = µ(B) then
A and B are essentially Borel equidecomposable.
Proof. Let C := A ∪ B. Note that by our assumption A essentially covers C and hence, by
Lemma 3.1, the set C is a domain of expansion. Note also that A and B are of the same finite
and positive measure, since A is a domain of expansion. Thus we may renormalize the measure
µ so that µ(A) = µ(B) = 12 .
In order to show that A and B are essentially Borel equidecomposable, we might as well
first remove some null sets from A and B and prove that the resulting sets are essentially Borel
equidecomposable. As such we can assume that A and B are Borel (and hence also C is Borel).
Let T be a finite subset of Γ such that C ⊂ T.A a.e. and C ⊂ T.B a.e. Let η > 0 be such
that
η < min
(
µ(A)
3
,
1
2|T |
)
= min
(
1
6
,
1
2|T |
)
, (5)
let R ⊂ Γ be a symmetric η-expanding set for C which contains the identity e ∈ Γ, and finally
let S := TR ∪RT ⊂ Γ. Note that T ⊂ S.
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We first assume that A and B are disjoint and afterwards discuss how to modify the proof
otherwise.
Consider the Borel arrows (A ∩ γ−1.B, γ), γ ∈ S. Note that in the resulting graphing G all
edges connect vertices in A to vertices in B. By Lemma 3.2, in order to prove the theorem, we
need to find a Borel matching in G such that the measure of the set of unmatched vertices is 0.
To this end we verify the expansion condition (3) of Theorem 2.4. Let Y be a Borel set
contained in, say, A. If the first possibility holds in (1), then we use that η < µ(A)3 to deduce
µ(R.Y ∩ C) > (1 − µ(A)3 )µ(C) = µ(C) − µ(A)3 , since µ(C) = 1. It follows that R.Y covers at
least two thirds of B in measure. Since R ⊂ S, the same is true about S.Y and (3) is satisfied.
If the second possibility holds in (1) then we use that η < 12|T | to deduce that µ(R.Y ∩C) >
2|T |µ(Y ). Since C ⊂ T.B a.e., there is τ ∈ T such that µ(R.Y ∩ τ.B) > 2µ(Y ). But then
N(Y ) ⊇ (τ−1R.Y ) ∩B has measure at least 2µ(Y ).
Thus we can apply Theorem 2.4, which finishes the proof in the case when A and B are
disjoint.
If A and B are not disjoint we consider a new measure space Ω′ := Ω unionsq Ω and a new group
Γ′ := Γ × C2, where C2 is the cyclic group of order 2. The Γ-coordinate acts diagonally, and
the C2-coordinate acts by flipping the copies of Ω. We let A
′ ⊂ Ω′ to be the copy of A in
the first copy of Ω and B′ to be the copy of B in the second copy of Ω. We consider the set
S′ ⊂ Γ′ defined as {(γ, t) : γ ∈ S}, where t is the non-trivial element of C2. The rest of the
proof requires only notational changes.
Recall that a set X ⊂ Ω has the property of Baire if there is a Borel set U such that the
symmetric difference X 4 U is a meager set (i.e. a countable union of nowhere dense sets).
A Baire equidecomposition is defined as a set-theoretic equidecomposition in which the pieces
have the property of Baire, and a Baire-Lebesgue equidecomposition is an equidecomposition
which is both Baire and measurable.
The second part of Theorem 1.5 follows from the first part of Theorem 1.5 and the first item
of the following proposition.
Proposition 3.4. Let ΓyΩ be as in Assumptions 1.4, and let A,B ∈ Bµ. Let us assume that
there exist null set N and N ′ such that A \N and B \N ′ are Borel equidecomposable.
(i) If A and B are set-theoretically equidecomposable then A and B are measurably equide-
composable.
(ii) If A and B are Baire equidecomposable then A and B are Baire-Lebesgue equidecompos-
able.
Proof. We will prove both items at the same time. Let U0, . . . , Um ∈ B and γ0, . . . , γm ∈ Γ be
such that A \N = U0 unionsq . . .unionsqUm and B \N ′ = γ0.U0 unionsq . . .unionsq γ0.U0. Similarly let V0, . . . , Vn ∈ 2Ω
and δ0, . . . , δn ∈ Γ be such that A = V0 unionsq . . . unionsq Vn and B = δ0.V1 unionsq . . . unionsq δn.Vn.
Let N1 be a Borel null set which contains N , let Λ be the group generated by γ0, . . . , γm,
δ0, . . . , δn, and let M := Λ.N1. Since Λ is countable and N1 is a Borel null set, we have that
M also is a Borel null set. Furthermore, because M is Λ-invariant, for i = 0, . . . , n we have
δi.(M ∩ Vi) ⊂M ∩ δi.Vi and for i = 0, . . . ,m we have γi.(Ui \M) ⊂ γi.Ui \M .
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It follows that A and B are equidecomposable using the partition A = (U0 \M)unionsq . . .unionsq (Um \
M) unionsq (V0 ∩M) unionsq . . . unionsq (Vn ∩M) and the group elements γ0, . . . , γm, δ0, . . . , δn.
It is clear that the sets Ui \M are Borel (in particular they are measurable and have the
property of Baire). Furthermore, the sets Vi ∩M are contained in the null set M , so they are
measurable. This finishes the proof of the first item.
If the sets Vi have the property of Baire then the sets Vi ∩M have the property of Baire as
well. This observation finishes the proof of the second item.
3.b Set-theoretic equidecompositions
The results of this subsection will be used when we derive Corollary 1.6. We start with a lemma
which reduces establishing equidecompositions of sets whose translations cover an open ball to
equidecompositions of sets which contain an open ball.
For γ ∈ Γ let Fix(γ) := {x ∈ Ω: γ.x = x} be the fixed-point set of γ.
Lemma 3.5. In addition to Assumptions 1.4 let us assume that each element of Γ \ {e} acts
by a homeomorphism whose fixed-point set is nowhere dense. Let A ⊂ 2Ω be a Boolean algebra
of sets which contains all open sets, and such that for γ ∈ Γ, U ∈ A we have γ.U ∈ A.
Let A be an element of A which covers a non-empty open set C ′. Then A is set-theoretically
equidecomposable to a subset of A ∪ C ′ which is an element of A with non-empty interior, and
the pieces in the equidecomposition can be taken to be elements of A.
Proof. Let T ⊂ Γ be a finite symmetric set which contains e and such that C ′ ⊂ T.A. Because
of the assumption on fixed-point sets, there exists x ∈ C ′ \ ⋃γ∈T 2\{e} Fix(γ). Note that the
points γ.x, γ ∈ T , are pairwise different. Since Γ acts by homeomorphisms, there exists an
open neighbourhood C ⊂ C ′ of x such that the sets γ.C, γ ∈ T , are pairwise disjoint.
Since C ⊂ T.A and T is symmetric, we have
C =
⋃
γ∈T
γ−1.(γ.C ∩A). (6)
By the previous paragraph the sets γ.C ∩ A, γ ∈ T , are disjoint. Let γ0 = e, γ1, . . . , γk be an
enumeration of the elements of T . Let A0 := C ∩A, and for i = 1, . . . , k, let
Ai := (γi.C ∩A) \
i−1⋃
j=0
γiγj
−1.Aj . (7)
Finally let A′ = A \⋃ki=0Ai. Note that for i = 0, . . . , k we have Ai ⊂ γi.C ∩ A and so the sets
Ai together with A
′ form a partition of A. Clearly A′ and all the sets Ai belong to A.
By (7) the sets γ−1i .Ai, i = 0, . . . , k are also pairwise disjoint. Note also that since A0 = A∩C,
we have A′ ∩C = ∅. Since for all i we have γ−1i .Ai ⊂ C, this means that A′ is disjoint from the
sets γ−1i .Ai, i = 0, . . . , k.
Thus we have shown that A is equidecomposable to A′ ∪ ⋃ki=0 γ−1i .Ai. The lemma follows
by noting that
⋃k
i=0 γ
−1
i .Ai =
⋃k
i=0 γ
−1
i .(γi.C ∩A) = C.
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The following lemma is easy to verify.
Lemma 3.6. Let A ⊂ 2Ω be an algebra of sets. Then the relation on 2Ω of being equidecom-
posable with pieces which belong to A is an equivalence relation.
Proposition 3.7. Let n > 3 and assume one of the following cases.
1. Ω = Rn and Γ = Iso(Rn),
2. Ω = Sn−1 and Γ = SO(n),
3. Ω = R2 and Γ = Aff(R2).
Let A ⊂ Ω be a bounded set which covers a non-empty open set. Then A is equidecomposable
to B ⊂ Rn if and only if A and B cover each other.
Proof. It is clear that if A and B are equidecomposable then they cover each other. Now let
us assume that A and B cover each other. In particular B is also bounded. Lemmas 3.5 and
3.6 allow us to assume that A and B have non-empty interiors. Now the first case follows from
Theorem 1.1 of Banach and Tarski, the second case follows from [25, Corollary 8.2], and the
third case is a result of Laczkovich [14].
4 Domains of expansion
In order to deduce Corollary 1.6 from Theorem 1.5 we need to show that that the set A in its
statement is a domain of expansion, i.e. we need the cases (1), (2), and (4) of the following
theorem.
Theorem 4.1. Let n > 3 and assume one of the following cases.
(1) Ω = Rn and Γ = Iso(Rn),
(2) Ω = Sn−1 and Γ = SO(n),
(3) Ω = Rn−1/Zn−1 and Γ = SL(n−1,Z).
(4) Ω = R2 and Γ = Aff(R2).
Let A be a bounded measurable subset of Ω which covers a non-empty open set. Then A is a
domain of expansion.
We start the proof by noting that the case (4) follows from the case (3) by a simple covering
argument.
Proof of Theorem 4.1, (3) =⇒ (4). By Lemma 3.1 it is enough to show that X := [0, 1)2 ⊂ R2
is a domain of expansion. Let η > 0. By (3) there exists an η-expanding set S ⊂ SL(2,Z) for
R2/Z2.
Let T ⊂ Z2 ⊂ Aff(R2) be a finite symmetric set containing the identity, such that S.X ⊂ T.X.
We claim that TS ⊂ Aff(R2) is an η-expanding set for X.
Indeed, let U ⊂ X be a measurable set. Let the measures on R2 and R2/Z2 be denoted by,
respectively, µ1 and µ2. It is easy to check that the natural map pi : R2 → R2/Z2 restricted to
X is a measure-preserving Borel isomorphism which has the property that S.pi(U) ⊂ pi(TS.U ∩
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X). Since µ2(S.pi(U)) > min
(
1− η, µ2(pi(U))η
)
, it immediately follows that µ1(TS.U ∩ X) >
min
(
1− η, µ1(U)η
)
, which finishes the proof.
We will provide two proofs of the cases (1), (2) and (3). The first one is more general
and follows essentially by citing other results, but does not allow for controlling the sizes of
η-expanding subsets of Γ. The second one is more direct and allows such control. Additionally,
it leads to examples of nowhere dense domains of expansion (Corollary 4.16).
4.a Approach via local spectral gap
Let X ⊂ Ω be a measurable set of finite positive measure. For f ∈ L2(Ω) := L2(Ω, µ) let
‖f‖2 := (
∫
Ω |f(x)|2 dµ(x))
1
2 and ‖f‖2,X := (
∫
X |f(x)|2 dµ(x))
1
2 .
Following [4] we say that the action ΓyΩ has local spectral gap with respect to X if there
exist a finite set Q ⊂ Γ and a constant c > 0 such that for any f ∈ L2(Ω) with ∫X f(x) dµ(x) = 0
we have
‖f‖2,X 6 c
∑
γ∈Q
‖γ.f − f‖2,X . (8)
If X = Ω then we say ΓyΩ has spectral gap. It is not difficult to check that ΓyΩ has spectral
gap if and only if the averaging operator corresponding to Q has spectral gap, i.e. there exists a
constant c ′ > 0 such that for any f ∈ L2(Ω) with ∫Ω f(x) dµ(x) = 0 we have ‖ 1|Q|∑γ∈Q γ.f‖2 6
c ′ · ‖f‖2.
Remark 4.2. Recall that we do not assume that Γ is countable. The authors of [4] consider
only countable Γ, but their definition of local spectral gap, as quoted above, clearly makes sense
also when Γ is not countable.
Let us quote a part of [4, Theorem 7.6]. As noted in [4], it is classical for the case of “global”
spectral gap.
Theorem 4.3 (Boutonnet et al [4]). In addition to Assumptions 1.4 let us assume that Γ is a
countable group and the action ΓyΩ is ergodic. Let C ⊂ Ω be a measurable set of finite positive
measure. Then the following are equivalent.
(A) If a sequence An, n = 0, 1, . . ., of measurable subsets of Ω satisfies µ(An ∩ C) > 0 for all
n, and
lim
n
µ((γ.An 4An) ∩ C)
µ(An ∩ C) = 0 (9)
for all γ ∈ Γ, then limn µ(An ∩ C) = µ(C).
(B) The action ΓyΩ has local spectral gap with respect to C.
Lemma 4.4. Under the assumptions of Theorem 4.3, the condition (A) is equivalent to the
statement that C is a domain of expansion.
Proof. After rescaling µ we can assume µ(C) = 1. Let us first assume that C is a domain of
expansion. Let An be a sequence satisfying the premise of the condition (A) of Theorem 4.3,
and let us assume that the conclusion of (A) does not hold. Let A′n := An ∩ C. Therefore, by
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passing to a subsequence of A′n, we can assume that for all n we have µ(A′n) < 1− 2η for some
η > 0. By passing to a smaller η we can also assume η < 12 . Let R ⊂ Γ be an η-expanding set
for C. As such we have
µ(R.A′n ∩ C) > min
(
1− η, µ(A
′
n)
η
)
.
By passing to a subsequence again, we might assume that either
(i) for all n we have µ(R.A′n ∩ C) > 1− η, or
(ii) for all n we have µ(R.A′n ∩ C) > µ(A
′
n)
η .
If (i) holds then clearly µ((R.A′n ∩ C) \ A′n) > η and thus, for some γ ∈ R and infinitely
many n, we have µ((γ.A′n ∩ C) \A′n) > η|R| , and so also
µ((γ.An \An) ∩ C) = µ((γ.An ∩ C) \ (An ∩ C)) > η|R|
for infinitely many n. This is in contradiction with the assumption (9), since µ(An ∩ C) 6 1.
Suppose now that (ii) holds. Since η < 12 , we have µ((R.A
′
n ∩ C) \ A′n) > µ(A′n) for all n.
Therefore for some γ ∈ R and infinitely many n we have µ((γ.A′n∩C)\A′n) > µ(A
′
n)
|R| , and hence
lim sup
n
µ((γ.An 4An) ∩ C)
µ(An ∩ C) > lim supn
µ((γ.An ∩ C) \ (An ∩ C))
µ(A′n)
> 1|R| ,
which again is a contradiction with (9).
Now let us assume that (A) holds, and let us show that C is a domain of expansion. Suppose
on the contrary that we can find δ ∈ (0, 1) such that there exists no δ-expanding set for C.
We need one additional definition. Let α ∈ (0, 1) and β > 1. We will say that a finite set
R ⊂ Γ is (α, β)-expanding if for every measurable set U ⊂ C we have
µ(R.U ∩ C) > min(1− α, βµ(U)).
Note that if R is (α, β)-expanding then for k = 1, 2, . . . , we have that Rk is (α, βk)-expanding.
Thus, if there is no δ-expanding set for C, then also for n = 1, 2, . . . , there is no (δ, 1 + 1n)-
expanding set for C.
Let {e} = R1 ⊂ R2 ⊂ . . . be a sequence of finite subsets of Γ such that
⋃∞
i=1Ri = Γ. Let
B1, B2, . . . be a sequence of measurable subsets of C, such that Bn witnesses that R
2
n is not an
(δ, 1 + 1n)-expanding set for C, i.e.
µ(R2n.Bn ∩ C) < min
(
1− δ,
(
1 +
1
n
)
µ(Bn)
)
. (10)
Let us define An := Rn.Bn ⊂ Ω. Since e∈Rn, we trivially have that supn µ(An ∩ C) 6
µ(R2n.Bn ∩ C) 6 1− δ. As such, to obtain a contradiction with (A) it is enough to check that
(9) holds for all γ ∈ Γ.
Suppose that for some γ it is not the case, and so there exists ε > 0 and infinitely many n
such that
µ((γ.Rn.Bn 4Rn.Bn) ∩ C) > ε · µ(Rn.Bn ∩ C) > ε · µ(Bn).
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Note that Bn ⊂ Rn.Bn ⊂ R2n.Bn, and since Rn is an increasing sequence of sets which
contain γ−1 for large enough n, we also have Bn ⊂ γ.Rn.Bn for infinitely many n. In particular
Bn∩(γ.Rn.Bn4Rn.Bn) = ∅, and so R2n.Bn∩C contains the disjoint union of Bn and (γ.Rn.Bn4
Rn.Bn) ∩ C. In particular
µ(R2n.Bn ∩ C) > µ((γ.Rn.Bn 4Rn.Bn) ∩ C) + µ(Bn) > (1 + ε)µ(Bn),
which, for n such that 1n < ε, is a contradiction with (10).
Corollary 4.5. In addition to Assumptions 1.4 let us assume that there exists a countable
subgroup Λ ⊂ Γ such that the action ΛyΩ is ergodic. Let C ⊂ Ω be a measurable set of finite
positive measure. Then the following are equivalent.
(A) C is a domain of expansion with respect to the action ΓyΩ
(B) The action ΓyΩ has local spectral gap with respect to C.
Proof. Note that C is a domain of expansion with respect to ΓyΩ if and only if there exists
a countable subgroup of Λ1 ⊂ Γ such that the action Λ1yΩ is ergodic and C is a domain of
expansion with respect to the induced action Λ1yΩ (we can demand Λ1 to act ergodically by
passing if necessary to a larger countable subgroup which contains Λ1 and Λ).
Similarly ΓyΩ has local spectral gap with respect to C if and only if there exists a countable
subgroup Λ1 ⊂ Γ such that the action Λ1yΩ is ergodic and such that Λ1yΩ has local spectral
gap with respect to C.
Thus the corollary follows from the previous lemma and Theorem 4.3.
We are ready to finish the first proof of Theorem 4.1.
First proof of Theorem 4.1, cases (1),(2) and (3). In the cases (2) and (3) the action ΓyΩ has
local spectral gap with respect to Ω, i.e. has spectral gap. For the sphere case this was shown
first by Margulis [18] and Sullivan [23] for n > 5 and later by Drinfel’d [7] for n = 3, 4. For the
case of tori this is a classical result of Rosenblatt [22].
In particular if Q is such that Equation (8) holds, then it is easy to verify that the subgroup
generated by Q acts ergodically: indeed if X ⊂ Ω is an invariant set then we let g be its indicator
function and f := g − µ(X). Invariance of X shows that the right-hand side of Equation (8) is
0, hence also left-hand side is 0, and hence either µ(X) = 1 of µ(X) = 0.
Thus in the cases (2) and (3) the result follows by the previous corollary and Lemma 3.1.
In the case (1) the local spectral gap with respect to any open bounded set follows from results
of Margulis [19]. Margulis showed that the Lebesgue measure is the unique isometry-invariant
mean defined on compactly supported bounded measurable functions. This is equivalent to the
local spectral gap property with respect to bounded open sets by [4, Theorem 7.6].
On the other hand it is not difficult to show, for example via Lebesgue’s density theorem,
that any dense group Λ ⊂ Iso(Rn) of translations of Rn acts ergodically on Rn. Thus again the
result follows from the previous corollary and Lemma 3.1.
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4.b Approach via more direct computations
In this subsection we will reprove Theorem 4.1 in a more direct way. We will not use results
from Margulis [19]. However, we still need as an input the spectral gap property of the actions
of SO(n) on the (n− 1)-dimensional sphere and of SL(n,Z) on the n-dimensional torus.
For a finite multiset Q ⊂ Γ let TQ : L2(Ω, µ) → L2(Ω, µ) be the averaging operator defined
by
(TQf)(x) =
1
|Q|
∑
γ∈Q
f(γ.x), f ∈ L2(Ω, µ), x ∈ Ω.
We will give bounds on the sizes of η-expanding sets in terms of η and the spectral gap of TQ.
Proposition 4.6. In addtion to Assumptions 1.4 let us assume that µ is a probability measure.
If ΓyΩ has the spectral gap property, then the set Ω is a domain of expansion.
More precisely, let Q ⊂ Γ be a finite symmetric multiset, and let c > 0 be such that for every
f ∈ L2(Ω, µ) with ∫ f(x) dµ(x) = 0 we have ‖TQf‖2 6 (1− c)‖f‖2.
Let η > 0 and l ∈ N be such that (1 + cη|Q|)l > 1/η. Then {γ1γ2 . . . γl ∈ Γ: γi ∈ Q} is an
η-expanding set for Ω.
Proof. Let Y ∈ B satisfy m := µ(Y ) ∈ (0, 1− η). Define
f(x) =
{
1−m, x ∈ Y,
−m, x ∈ Ω \ Y. (11)
Then ‖f‖22 = (1−m)2m+m2(1−m) = m(1−m) and
∫
Ω f(x) dµ(x) = 0.
Consider the probability measure on Ω × Q which is the product of µ and the normalized
counting measure on Q. Let Y c := Ω \ Y and let p11, p00, p10 and p01 be the probabilities that
(x, γ) ∈ Ω×Q is such that (x, γ.x) is respectively in Y × Y , Y c × Y c, Y × Y c and Y c × Y .
Let us argue that p10 = p01. Indeed, since the action is measure-preserving, we have
p10 =
1
|Q|
∑
γ∈Q
µ({x ∈ Y : γ.x ∈ Y c}) = 1|Q|
∑
γ∈Q
µ({y ∈ Y c : γ−1.y ∈ Y }),
and since Q is symmetric as a multiset, the latter sum is equal to p01.
In particular we have p11 + p00 + 2p10 = 1. From the Cauchy-Schwartz inequality we have
‖f‖2‖TQf‖2 >
∫
Ω f(x)(TQf)(x) dµ(x), so the spectral gap property implies
(1− c)m(1−m) = (1− c)‖f‖22 > ‖f‖2‖TQf‖2 >
∫
Ω
f(x)(TQf)(x) dµ(x). (12)
The integral above is easily computed to be equal to p11(1−m)2 +p00m2−2p10m(1−m). Using
the identities p11 = m− p10 and p00 = 1− (m− p10)− 2p10 = 1−m− p10, we obtain
(1− c)m(1−m) > (m− p10)(1−m)2 + (1−m− p10)m2 − 2p10m(1−m) = m(1−m)− p10,
which implies that p10 > cm(1−m).
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On the other hand, it is easy to see that µ(Q.Y \ Y ) > 1|Q|p10, and so
µ(QY \ Y ) > 1|Q|cm(1−m) >
cη
|Q|m, (13)
i.e. every set of measure at most 1− η expands by a factor at least 1 + cη|Q| . In particular, when
l is such that (1 + cη|Q|)
l > 1/η then {γ1γ2 . . . γl ∈ Γ: γi ∈ Q} is an η-expanding set.
The above proposition suffices to prove the cases (2) and (3) of Theorem 4.1.
Second proof of Theorem 4.1, cases (2) and (3). By Lemma 3.1 it is enough to consider A = Ω.
By the previous proposition we only need to argue that the action ΓyΩ has spectral gap. For
the sphere case this was shown first by Margulis [18] and Sullivan [23] for n > 5 and later by
Drinfel’d [7] for n = 3, 4. For the case of a torus this is a classical result of Rosenblatt [22].
Remark 4.7. Rosenblatt’s argument in [22] is reasonably elementary. On the other hand the
articles [18], [23] and [7] require a fair amount of background. We thank Pe´ter Varju´ for pointing
out to us that nowadays there are more elementary proofs of the spectral gap property for the
action SO(n)ySn−1, see e.g. [3].
The rest of this section is devoted to domains of expansion in Rn. However, we start by
proving a criterion for being a domain of expansion for a general action ΓyΩ.
Let us informally motivate the upcoming definitions. Suppose that we would like to show
that the set Y := {y ∈ R3 : 1 6 ‖y‖ 6 ρ} is a domain of expansion. For U ⊂ Y and z ∈ [1, ρ]
let Uz denote the subset of U of elements of norm z, and let µ
2 be the 2-dimensional Hausdorff
measure rescaled so that µ2(Yz) = 4piz
2. Given δ > 0, by the second case of Theorem 4.1, we
can find a set S = Sδ such that if U ⊂ Y is such that for each z we have µ2(S.Uz) 6 (1−δ)µ2(Yz)
then we have µ(S.U) > 1δµ(U).
Thus the obstruction to expansion are the sets U which are “almost” unions of the spheres
Yz. To deal with such sets we find a finite set of isometries T , which we will call a diffuser, with
the property that if U is a union of spheres then a positive proportion of the measure of T.U
is distributed uniformly among all spheres Yz, z ∈ [1, ρ]. In Proposition 4.11 we will show that
given η > 0 we can find δ > 0 and β > 0 such that the set SβTSδ ∪SβT ∪Sδ is an η-expanding
set for Y .
The exact value of ρ we take is fine-tuned to simplify finding a diffuser set. Indeed, we will
choose ρ so that the diffuser can be taken to be a one element set (see Figure 1).
The following definitions are motivated by the above discussion. Let ΓyΩ be as in Assump-
tions 1.4.
Definition 4.8. A foliation of a measurable set Y ⊂ Ω is a pair ((Z,Z, ν), (Yz, µz)z∈Z) where
(Z,Z, ν) is a finite measure space, the sets Yz, z ∈ Z, are disjoint and form a partition of Y ,
and each µz is a finite measure on (Ω,B) supported on Yz such that for every measurable set
U ⊂ Y the function z 7→ µz(U) is integrable and
µ(U) =
∫
Z
µz(U) dν(z). (14)
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For any U ⊂ Ω and z ∈ Z we denote Uz := U ∩ Yz and Supp(U) := {z ∈ Z : µz(U) > 0}. For
X ⊂ Z, we define UX :=
⋃
x∈X Ux ⊂ Y .
Note that, since µz is supported on Yz, for any measurable set U ⊂ Ω we have µz(U) =
µz(Uz).
Definition 4.9. Let Y be a set with a foliation as above. We say that a finite set S ⊂ Γ is
leaf-wise ε-expanding if for every z ∈ Z and every measurable U ⊂ Y we have
µz(S.U) > min
(
(1− ε)µz(Y ), µz(U)
ε
)
.
We say that Y is a domain of leaf-wise expansion if for every ε > 0 there is a leaf-wise ε-
expanding set Sε ⊂ Γ.
We say a finite set T ⊂ Γ is a diffuser for Y if there exists D ∈ (0, 1) such that for every
measurable R ⊂ Z and z ∈ Z we have
µz(T.YR) > D·µ(YR). (15)
Lemma 4.10. Let T be a diffuser for Y , and let D > 0 be as in (15). Let M > 0 be such that
for all z ∈ Z we have M > µz(Y ) > 1M and M > ν(Z) > 1M . Let ε ∈ (0, 1), and let δ ∈ (0, D)
be such that δ·|T |·MD−δ 6 ε.
For any measurable set V ⊂ Y of finite positive measure satisfying µz(V ) > (1− δ)µz(Y ) for
all z ∈ Supp(V ) we have
ν
( {z ∈ Z : µz(T.V ) > δ·µ(V )} ) > (1− ε)ν(Z). (16)
Proof. Without loss of generality we may assume that Vz = ∅ for z /∈ Supp(V ). Let R :=
Supp(V ) and let W := YR \ V . Let
R′ := {z ∈ Z : µz(T.W ) > (D − δ)µ(YR)} .
Note that YR = V unionsqW and µ(YR) 6= 0. Hence, noting that T is a diffuser, for z ∈ Z \ R′ we
obtain
µz(T.V ) > D·µ(YR)− µz(T.W ) > δ·µ(YR).
Thus to finish the proof we need to show that ν(R′) 6 ε·ν(Z). By the assumption on V , for
z ∈ R we have µz(W ) 6 δ·µz(Y ), so (14) implies that µ(W ) 6 δ·µ(YR). Hence
ε
M
·ν(YR) > ε·µ(W )
δM
> ε·µ(T.W )
δ·|T |·M > ε·
(D − δ)µ(YR)ν(R′)
δ·|T |·M ,
and so εM > ν(R′). The lemma follows after noting the assumption ν(Z) >
1
M .
We are ready to state our criterion for being a domain of expansion.
Proposition 4.11. Let (Yz, µz)z∈Z be a foliation of Y ⊂ Ω. Let M > 0 be such that for all
z ∈ Z we have M > µz(Y ) > 1M and M > ν(Z) > 1M . If Y is a domain of leaf-wise expansion
which admits a diffuser T , then Y is a domain of expansion.
More precisely, let η ∈ (0, 1) and let ε := η/(3M2). Let δ be as in Lemma 4.10, and finally
let β := δε/(2M). Then R := Sβ T Sδ ∪ SβT ∪ Sδ is an η-expanding set for Y .
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Proof. To establish that R is η-expanding, take an arbitrary set U ⊂ Y . Define
X := {z ∈ Z : µz(Sδ.U) > (1− δ)µz(Y )}.
Case 1. Suppose that µ(UZ\X) > µ(U)/2.
Since Sδ is leaf-wise δ-expanding, for all z ∈ Z \X we have µz(Sδ.U) > 1δ µz(U). Thus we can
obtain the required bound as follows:
µZ(R.U) > µ(Sδ.U) >
1
δ
∫
Z\X
µz(U) dν(z) =
1
δ
µ(UZ\X) >
1
δ
µ(U)
2
> µ(U)
η
.
The last inequality follows since clearly δ < η2 .
Case 2. Suppose that Case 1 does not hold, that is, µ(UX) > µ(U)/2.
Define
V := (Sδ.U)X ∪ UX ⊂ Y.
Clearly µ(V ) > µ(UX) > µ(U)/2. Let W := {z ∈ Z : µz(T.V ) > δ · µ(U)/2}. Since T is a
diffuser, we have
ν (W ) > (1− ε)ν(Z). (17)
We consider two subcases. First, suppose that µ(U) > ε. For z ∈ W , we have µz(T.V ) >
δε/2 = βM > βµz(Y ) and thus Sβ cannot increase the µz-measure of T.V by factor 1/β or
larger. Since Sβ is leaf-wise β-expanding, it follows that µz (SβT.V ) > (1− β)µz(Y ) for every
z ∈W . Now,
µZ(R.U) > µZ (SβT.V ) >
∫
W
(1− β)µz(Y ) dν(z)
(17)
>
∫
Z
(1− β)µz(Y ) dν(z) − εν(Z)M
> (1− β)µ(Y )− εM2µ(Y ) .
The last inequality follows from µ(Y ) > ν(Z)/M , which is true by (14) since for all z ∈ Z we
have µz(Y ) > 1/M . Finally we note that β < η2 and εM2 =
η
3 , so we obtain
µZ(R.U) > (1− η)µ(Y ),
as desired.
Finally, suppose that µ(U) 6 ε. Let B := {z ∈W : µz (SβT.V ) < (1− β)µz(Y )}. By the
definition of Sβ, for z ∈ B we have
µz (SβT.V ) >
1
β
µz(T.V ) >
δµ(U)
2β
> µ(U)
ε
.
Thus,
µZ(R.U) > µZ (SβT.V ) >
∫
W\B
(1− β)µz(Y ) dν(z) +
∫
B
µ(U)
ε
dν(z),
> (1− β) · 1
M
ν(W \B) + µ(U)
εM
ν(B),
21
and using 1 > µ(U)/ε and 1 > 1− β, we see the above is at most
(1− β)µ(U)
εM
ν(W )
(17)
> (1− β)(1− ε)ν(Z)µ(U)
εM
> 3
4
·1
2
· 1
M
µ(U)
εM
=
9
8
µ(U)
η
> µ(U)
η
,
which finishes the proof.
We proceed to apply Proposition 4.11. Let Ω = R3, µ be the Lebesgue measure (in particular
the measure of the unit cube is 1), and Γ = Iso(R3). Let Y := {y ∈ R3 : 1 6 ‖y‖ 6 ρ}, where
ρ := 1 +
√
2/2. The foliation of Y is given by the concentric spheres, i.e. Z is the interval
[1, ρ] with the Lebesgue measure, and µz is the 2-dimensional Hausdorff measure restricted to
Yz := {y ∈ R3 : ‖y‖ = z}, the sphere of radius z, rescaled so that µ2(Yz) = 4piz2. The following
B
θ
A
Figure 1: Two-dimensional analog of the set Y (in gray) together with the cube K. The
angle θ is the angle between two radii which pass through opposite vertices of the face A,
and it is equal to pi2 .
lemma is an exercise in elementary geometry.
Lemma 4.12. There is a solid cube K ⊂ R3 with the following properties.
1. There are two opposing faces A and B of K such that A∩ Y1 consists of the corners of A
and B is tangent to Yρ.
2. The side length of K is 1.
3. For every z ∈ Z and every point x ∈ K ∩ Yz the angle between the plane tangent to Yz at
x and the plane extending the face A is at most pi4 .
Sketch of Proof. The cube K is pictured in Figure 1. We construct it as follows. We start
by inscribing into Y1 a two dimensional square A of side length 1 whose third coordinate is a
positive constant. Then we extend A to a cube of side length 1 in such a way that A is its lower
face (lower with respect to the third coordinate in R3).
The second item is clear by construction.
Let h be the height of a triangle whose vertices are the center of Y1 together with two opposite
vertices of A. In order to show the first item we only need to check that h + 1 = ρ. But we
easily compute h =
√
2
2 and so the second item follows.
Let us argue for the third item. By elementary considerations the angle in question is
maximized at z = 1, i.e. at points x which are corners of the face A. At such x the angle in
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question is equal to the angle between the diagonal of A and the tangent plane to Y1, and that
angle is easily computed to be exactly equal to pi4 .
For d = 1, 2 let µd be the d-dimensional Hausdorff measure on subsets of R3, rescaled so that
µ1([0, 1]×{0}×{0}) = 1 and µ2(Yz) = 4piz2. The following lemma is a routine calculus exercise,
and we provide only a proof sketch.
Lemma 4.13. Let f : K → K be an isometry which maps the face A to one of the side walls
of K. Let R ⊂ [1, ρ] be a measurable subset. Then for all z ∈ [1, ρ] we have
µz(f(KR)) >
1
2
µ(KR).
Sketch of Proof. Let g : K → A be the orthogonal projection onto A. Let L be the set of
straight line segments contained in the face A, connecting f(B) and f(A), orthogonal to both
f(B) and f(A).
Let us fix z ∈ [1, ρ] let (g ◦ f)z be the restriction of g ◦ f to f−1(Kz). Note that (g ◦ f)z is a
diffeomorphism from f−1(Kz) to A. For ` ∈ L let ̂`be the preimage of ` under (g ◦ f)z.
Let U ⊂ ̂`be a measurable subset. Note that f maps ̂` isometrically into the sphere Kz. It
follows that we have
µ1((g ◦ f)z(U)) > cos(pi
4
)µ1(U) =
√
2
2
µ1(U).
Since the map x 7→ ‖x‖ does not increase distances and maps KR ∩ ̂` onto R, we have
µ1(KR ∩ ̂`) > ν(R). Consequently we have
µ1((g ◦ f)z(KR ∩ ̂`)) > √2
2
ν(R). (18)
Let us fix ` ∈ L. We clearly have A = (A ∩ f(A)) × `. Furthermore, the elements of L are
exactly the sets {x}× ` in this decomposition. Therefore, by the Fubini theorem, and since the
side length of K is equal to 1,
µ2((g ◦ f)z(KR)) > min
`∈L
µ1((g ◦ f)z(KR) ∩ `).
Note that for ` ∈ L we have (g ◦ f)z(KR) ∩ ` = (g ◦ f)z(KR ∩ ̂`), and so by (18),
µ2((g ◦ f)z(KR)) >
√
2
2
ν(R).
Note that (g ◦ f)z(KR) = g(f(KR)z). Hence, since g is an orthogonal projection, we have
µz(f(KR)) = µ
2(f(KR)z) > µ2((g ◦ f)z(KR)). On the other hand, by (14) we have µ(KR) 6
ν(R) maxz∈R(µz(K)). Note that for z ∈ R the set Kz projects onto the face A. Hence, by the
third item of Lemma 4.12, we have maxz∈R(µz(K)) 6 µ
2(A)
cos(pi
4
) =
√
2.
Altogether we have
µz(f(KR)) > µ2((g ◦ f)z(KR)) >
√
2
2
ν(R) > 1
2
µ(KR),
which is exactly our claim.
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Corollary 4.14. Let ρ := 1 +
√
2/2 and let Q ⊂ [1, ρ] be a measurable set of positive measure.
The set YQ := {y ∈ R3 : ‖y‖ ∈ Q} is a domain of expansion.
Proof. By Theorem 4.1, case (1), we see that YQ is a domain of leaf-wise expansion, and by
the previous lemma we see that YQ admits a diffuser. Hence the main claim follows from
Proposition 4.11.
We are ready to deduce the case (1) of Theorem 4.1.
Second proof of Theorem 4.1, case (1). By Corollary 4.14 we have that Y := {y ∈ R3 : 1 6
‖y‖ 6 ρ} is a domain of expansion. By Lemma 3.1 the claim follows for n = 3. In particular
we have that Y3 := [0, 1]
3 is a domain of expansion.
By Lemma 3.1 again, we only need to show that the sets Yn := [0, 1]
n are domains of
expansion for n > 3. Let us prove it by induction on n.
We have just shown the case n = 3. Let us assume that the inductive statement holds for
n − 1. Note that Yn becomes foliated when we define Z := [0, 1], Yz := [0, 1]n−1 × {z}. By
inductive assumption Yn is a domain of leaf-wise expansion.
Let γ be the isometry of Rn+1 which is trivial on the first n − 1 coordinates and which is
the rotation by pi/2 on the final two coordinates. It is easy to see that for any measurable set
R ⊂ Z and any z ∈ Z we have µz(γ.YR) = µ(YR). In particular the singleton set {γ} is a
diffuser, and so the inductive statement for n follows from Proposition 4.11.
Let us also give some explicit estimates of the sizes of the η-expanding sets in Corollary 4.14
Corollary 4.15. For every η ∈ (0, 1) there exists an η-expanding set for Y := Y[1,ρ] with at
most
38 · 53·237
| log(η)−16|
η2
elements.
Proof. In [16] a symmetric subset Q ⊂ SO(3) with 6 elements is constructed, such that the
corresponding averaging operator TQ fulfils ‖TQf‖2 6 (1−(1−
√
5
3 ))‖f‖2 for every f ∈ L2(S2, µ)
with
∫
f(x) dµ(x) = 0.
Let l be the smallest natural number such that (1 + 3−
√
5
18 η)
l > 1/η. By Proposition 4.6 we
have that Ql is a leaf-wise η-expanding set for YQ. A short computation shows that
|Ql| < 6 · 5
| log(η)|
log(1+η/24) .
Note that in both Lemma 4.10 and Proposition 4.11 we can take M = 4piρ2. Lemma 4.13
implies that in Lemma 4.10 we can take any δ such that δ·M1/2−δ 6 ε, and a short computation
shows that we can take δ = ε4M .
This shows that in Proposition 4.11 we may take β = η
2
36M5
and δ = η
12M3
. We conclude
that there exists an η-expanding set for Y with at most
36 · 5
| log(β)|
log(1+β/24)
+
| log(δ)|
log(1+δ/24) + 6 · 5
| log(β)|
log(1+β/24) + 6 · 5
| log(δ)|
log(1+δ/24)
β<δ
< 38 · 5
2| log(β)|
log(1+β/24)
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elements. Using η
2
232
< β and log(1 + x) > x2 for small x, the above is at most
38 · 548·232·
|4 log(η)−64|
η2 = 38 · 53·237
| log(η)−16|
η2 ,
which finishes the proof.
Finally, a direct consequence of Corollary 4.14 is the existence of an “exotic” domain of
expansion, i.e. a domain of expansion which does not cover an open set.
Corollary 4.16. Let Q ⊂ [1, ρ] be a bounded closed nowhere dense subset of positive measure.
Then YQ = {y ∈ R3 : ‖y‖ ∈ Q} ⊂ R3 is a nowhere dense domain of expansion.
5 The endgame
Everything is in place to prove Corollary 1.6, which we restate for the reader’s convenience.
Corollary 1.6. Let n > 3 and assume one of the following cases.
1. Ω = Rn and Γ = Iso(Rn),
2. Ω = Sn−1 and Γ = SO(n),
3. Ω = R2 and Γ = Aff(R2).
Let A,B ⊂ Ω be two bounded measurable sets and let us assume that A covers a non-empty
open set. Then A and B are measurably equidecomposable with respect to the natural action
ΓyΩ if and only if A and B cover each other and µ(A) = µ(B).
Proof. In all three cases the forward implication is clear. Therefore let us assume that A and B
cover each other and have the same measure. Note that since both A and B cover a non-empty
open set, they have the same finite and positive measure.
By Theorem 1.5 we need to show that (i) A is a domain of expansion, and (ii) A and B
are set-theoretically equidecomposable. The first property follows from Theorem 4.1 and the
second one follows from Proposition 3.7.
Let us indicate what sort of bounds we can obtain for the number of pieces in the constructed
equidecompositions.
Corollary 5.1. Let A and B be, respectively, a cube and a ball of the same measure in R3.
Then A and B are measurably equidecomposable with less than
38 · 590·260 < 5272
pieces.
Sketch of Proof. After rescaling A and B we can embed them in Y := {y ∈ R3 : 1 6 ‖y‖ 6 ρ},
where ρ := 1 +
√
2/2. An easy computation shows that we can take A to have the side length
equal to
√
6
6 . Indeed, consider a sphere tangent to Y1 and Yρ, then A can be taken to be the
cube inscribed in this sphere.
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Hence there exists T ′ ⊂ Iso(R3) with at most ( 2ρ√
6/6
)3 < 800 elements such that Y ⊂ T ′.A.
This sloppy estimate comes from covering with copies of A the cube into which Yρ is inscribed.
It is easy to see that A can be covered by at most 8 copies of B. Hence there exists T ⊂ Iso(R3)
such that Y ⊂ T.A ∩ T.B with at most 6400 elements.
The proof of Theorem 1.5 shows that A and B are measurably equidecomposable, using
elements from the set ST ∪ TS, where S is a 12|T | -expanding set. By Corollary 4.15 the set
S has less than 38 · 53·237
| log(η)−16|
η2 elements, where η = 112800 <
1
214
. Now the claim easily
follows.
Remark 5.2. We can be somewhat more efficient on the sphere, since we only need to use
Proposition 4.6. As explained in the proof of Corollary 4.15, we can use [16] to construct a
1
6 -expanding set for SO(3)yS
2 with at most 6·5277 elements. Now the proof of Theorem 1.5
implies the following. Let A and B be measurable subsets of the unit 2-dimensional sphere S2
of the same measure, and assume that both A and B contain a closed half-sphere. Then A and
B are equidecomposable with at most 24 · 5277 pieces.
Let us point out that in Theorem 1.2, if we additionally assume that A and B have the
property of Baire, then we can conclude that A and B are Baire-Lebesgue equidecomposable
(see discussion before Proposition 3.4 for the definitions). We say that a set is Baire-Lebesgue
if it has the property of Baire and it is measurable.
Corollary 5.3. Let Ω = Rn or Sn−1 with n > 3. Let A,B be bounded Baire-Lebesgue sets of
the same finite positive measure which both cover a non-empty open set. Then A and B are
Baire-Lebesgue equidecomposable with respect to the group of orientation-preserving isometries
of Ω.
Proof. By Corollary 1.6 we know that A and B are essentially Borel equidecomposable. By
Proposition 3.4 we just need to show that A and B are Baire equidecomposable. By Lemma 3.5
we can assume that A and B have non-empty interiors, in which case what we need is exactly
the main result of Dougherty and Foreman [6].
The above corollary allows us to settle the Baire-Lebesgue version of the Banach-Ruziewicz
problem.
Corollary 5.4. Let Ω = Rn or Sn−1 with n > 3. Up to scaling, the Lebesgue measure is the
unique isometry-invariant mean on the algebra of bounded Baire-Lebesgue subsets of Ω.
Sketch of Proof. Let us first consider Ω = Rn and then discuss the changes necessary for Ω =
Sn−1. Let κ be an isometry-invariant mean different than the Lebesgue measure λ.
Let us rescale κ so that κ([0, 1]n) = λ([0, 1]n) = 1, and let us informally recall the standard
argument why κ coincides with λ on all box sets, i.e. products of intervals. Note that if for
some box set B we have λ(B) = 0 then also κ(B) = 0, because we can chop arbitrarily many
disjoint copies of B into finitely many smaller disjoint Baire-Lebesgue pieces, and move them
all into [0, 1]n while preserving disjointness. It follows that κ and λ agree on rational box sets,
i.e. products of intervals [x, y] where x, y ∈ Q. For any box set B and any ε > 0 we can easily
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find two families F1 and F2 of disjoint rational box sets such that
⋃
F∈F1 F ⊂ B ⊂
⋃
F∈F2 F ,
and such that |λ(⋃F∈F1 F )− λ(⋃F∈F2 F )| < ε. It follows that κ(B) = λ(B), as claimed.
Now, let U be a bounded Baire-Lebesgue set such that κ(U) 6= λ(U) and let R be a box
set of positive measure disjoint from U . Then U ∪ R has non-empty interior and we still have
κ(U ∪R) 6= λ(U ∪R). On the other hand, let S be a box set of measure κ(U ∪R) = λ(U ∪R).
By the previous corollary, the sets U ∪ R and S are Baire-Lebesgue equidecomposable. This
implies κ(S) = κ(U ∪R), and so λ(U ∪R) = λ(S) = κ(S) = κ(U ∪R), which is a contradiction.
The argument for Ω = Sn−1 is very similar. The Lebesgue measure on Sn−1 is again denoted
by λ. We normalize κ and λ so that κ(Sn−1) = λ(Sn−1) = 1.
Let D2 ⊂ R2 be the closed unit disk and let pi : Sn−1 → D2 be the projection defined by
forgetting all but the first two coordinates. Let us identify R2 with C. A sector is a subset S of
D2 such that for some α, β ∈ R we have S = {x ∈ D2 : arg(x) ∈ [α, β]}. We define hypersectors
in Sn−1 to be the preimages of sectors under pi. Repeating the argument for box sets, we see
that κ agrees with λ on hypersectors.
Now we repeat the argument for Ω = Rn. Clearly it is enough to show that κ agrees with λ
on all Baire-Lebesgue sets U which are contained in a hypersector of measure less than 1. For
such a set U we can find a hypersector R of positive measure which is disjoint from U , and the
rest of the argument is the same.
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