Abstract
where T is a compact, possibly infinite, Hausdorff space, f t : X → R, t ∈ T, are given continuous functions such that t → f t (x) is continuous on T for each x ∈ X, 55 and establish similar characterizations of stability of local and global error bounds 56 with respect to perturbations of the functions f t -see Theorems 3 and 6.
57
The organization of the paper is simple: besides the current introductory section 58 it contains two more sections devoted to local and global error bounds respectively.
59
If not specified otherwise, we consider extended real-valued functions on a Banach 60 space X. The class of all lower semicontinuous proper convex functions on X will be and consequently, xof the local error bound property is also known as the strict outer subdifferential The inequality in (a) and the implication (iii) ⇒ (ii) in (b) in Theorem 1 can be 95 strict.
96
Example 1. f (x) ≡ 0, x ∈ R. Obviously 0 ∈ Bdry ∂f (x), ς(f,x) = 0, while 97 τ (f,x) = ∞ for anyx ∈ R. Thus, condition (iii) in Theorem 1 is in general stronger than each of the equiv-alent conditions (i) and (ii). It characterizes a stronger property than just the existence of a local error bound for f atx, namely, it guaranties the local error 103 bound property for the family of functions being small perturbations of f .
104
Definition 1. Let f (x) < ∞ and ε ≥ 0. We say that g : X → R ∞ is an ε-per-
105
turbation of f nearx and write g ∈ Ptb (f,x, ε) if g(x) = f (x) and 106 lim sup
Obviously, if g ∈ Ptb (f,x, ε) then f ∈ Ptb (g,x, ε). replaced by a more general one:
In this case, a perturbation function does not have to coincide with the given one 111 at the point of reference. In fact, the difference α := g(x) − f (x) can be arbitrarily 112 large. However, this seemingly more general case can be easily reduced to the above 113 one: if a function g satisfies (7) then the function x → g(x) − α satisfies (6).
114
Note also that neither g nor f in the above definition are assumed convex. The 115 characterization below is (partially) in terms of Fréchet subdifferentials which in the 116 convex case reduce to subdifferentials in the sense of convex analysis.
117
Proposition 1. Let f be convex, f (x) < ∞, and ε ≥ 0. If g ∈ Ptb (f,x, ε) then
Then, by definition of the Fréchet subdifferential and by (6), for any ξ > 0 there exists a δ > 0 such that
for all x, 0 < x −x ≤ δ. Subtracting the second inequality from the first one and recalling that g(x) = f (x) we obtain
for all x, 0 < x −x ≤ δ, and consequently x * ∈ ∂(f + ε · −x )(x) = ∂f (x) + εB * .
122
(ii) follows immediately from (i).
123
(iii). If ε ≥ d(0, Bdry ∂f (x)) the assertion is trivial. Let ε < d(0, Bdry ∂f (x)).
Then due to (i) zero is either outside both ∂f (x) and ∂g(x) or inside both of them.
125
In the first case, the assertion coincides with (ii), while in the second one, it follows 126 from (i).
127
The next theorem shows that condition (iii) in Theorem 1 provides a character-128 ization of the "combined" error bound property for the family of ε-perturbations of 129 f nearx.
130
Theorem 2. Let f ∈ Γ 0 (X), f (x) = 0, ε > 0. The following assertions hold true:
satisfies Er g(x) ≤ ε;
133
(iii). if dim X < ∞ and 0 ∈ Bdry ∂f (x) then there exists an x * ∈ εB * such that the function g ∈ Γ 0 (X) ∩ Ptb (f,x, ε) defined by
satisfies Er g(x) ≤ ε.
134
Proof. (i). If g ∈ Γ 0 (X) ∩ Ptb (f,x, ε) then, due to Proposition 1 (iii) and Theo-135 rem 1 (a), we have Er g(x) ≥ ς(g,x) ≥ ς(f,x) − ε.
136
(ii). Let 0 ∈ Bdry ∂f (x), ξ > 0. Then
and there exists an u * ∈ (ξ/2)B * such that u * ∈ ∂f (x), that is, there is a y ∈ B 2ξ/3 (x) such that f (y) < u
Obviously, y =x. By virtue of the Ekeland variational principle [7] , we can select an x ∈ X satisfying x − y ≤ y −x /2 ≤ ξ/3, such that the function u → f (u)+ξ u−x attains its minimum at x. Hence x ∈ B ξ (x)\{x} and 0 ∈ ∂f (x)+ξB * , that is, there exists a v * ∈ ∂f (x), such that v * ≤ ξ. Then the function g ∈ Γ 0 (X) defined by (8) obviously satisfies
As ξ > 0 can be chosen arbitrarily small, thanks to Theorem 1 (a), Er g(x) = 137 τ (g,x) ≤ ε.
138
(iii). Let dim X < ∞ and 0 ∈ Bdry ∂f (x). Setting ξ = 1/k in the above proof of (ii) we obtain sequences {x k } ⊂ X and {v * k } ⊂ X * such that
Choose an x * ∈ X * such that x * = x * , z = ε. Then x * , x k −x > 0 for all sufficiently large k. It follows that for such k the function g ∈ Γ 0 (X) defined by (9) satisfies
By virtue of Theorem 1 (a), Er g(x) = τ (g,x) ≤ ε. Given a function f ∈ Γ 0 (X) with f (x) = 0 and a number ε ≥ 0 denote
This number characterizes the error bound property for the whole family of convex
The following assertions hold 146 true: (ii). 0 ∈ Bdry ∂f (x).
156
We consider now a semi-infinite constraint system (5), where T is a compact,
157
possibly infinite, Hausdorff space, f t : X → R, t ∈ T, are given continuous functions
159 System (5) is equivalent to the single inequality
in terms of the continuous function f : X → R defined by
Stability of error bounds criterion for system (5) with respect to perturbations of 161 the function (11) is given by Theorem 2. We are looking here for stability criteria
162
with respect to perturbations of the original family of functions {f t } t∈T .
163
Consider another family of continuous functions g t : X → R, t ∈ T, such that t → g t (x) is continuous on T for each x ∈ X, and the corresponding function g : X → R defined by g(x) := sup
Givenx ∈ X and ε ≥ 0, the following conditions can qualify to be extensions to 164 families of functions of the ε-perturbation property introduced in Definition 1:
and sup
is a given positive number.
169
All above conditions are symmetric, and consequently {g t } t∈T is an ε-perturbation 170 of {f t } t∈T nearx (with respect to any of these conditions) if and only if {f t } t∈T is
171
an ε-perturbation of {g t } t∈T .
172
Since functions f t and g t are continuous, condition (C1) implies equality g t (x) = 173 f t (x) for all t ∈ T , and consequently equality g(x) = f (x) and the inequality in
ε-perturbation of {f t } t∈T nearx in the sense of (C2) then for any ξ > ε there exists 176 a δ > 0 such that {g t } t∈T is a ξ-perturbation of {f t } t∈T in the sense of (C3).
177
Condition (C1) looks like a natural generalization of condition (6).
178
Proposition 2. Let ε > 0. If {g t } t∈T satisfies (C1) then g ∈ Ptb (f,x, ε) and
Proof. By (C1), we have g(x) = f (x), and for any ε > ε there exists a δ > 0 such that
and consequently,
Since ε can be taken arbitrarily close to ε this condition implies (6). The inclusion 181 follows from Proposition 1 (i).
182
The following denotation is used in the sequel:
Remark 3. Proposition 2 remains valid if instead of (C1) one employs the weaker set of conditions: 
187
From now on in this section we limit ourselves to considering convex functions.
188
We shall denote by G(X, T ) the class of all families {f t } t∈T of convex continuous
{f t } t∈T ∈ G(X, T ) the convex continuous function f and the set T f (x) are defined
191
by (11) and (12) respectively.
192
Under the assumptions made, if 
Given two families
Obviously α f,g (x) ≥ 0, and α f,g (x) = 0 if and only if
.
198
Proposition 3. Let ε > 0 and families {f t } t∈T , {g t } t∈T ∈ G(X, T ) satisfy condition 199 (C2). The following assertions hold true:
∂f (x) + (ε + )B * .
205
Proof. We first prove (ii). It follows from (C2) that
and consequently (using (13) and inclusion
The conclusion follows immediately.
206
(iii). If α f,g (x) = 0 then the assertion follows from (ii). Let α f,g (x) > 0 and u * ∈ ∂g(x). By (C3),
Then for any x ∈ B δ (x) one has
At the same time,
Hence, the continuous convex function
By virtue of the Ekeland variational principle, for any ρ ∈ (0, δ) we can find an
Since ρ < δ it follows that
Assertion (i) follows from (iii) since condition (C2) implies (C3) with a greater 208 ε and some δ > 0.
209
If α f,g (x) = 0 then assertion (iv) coincides with (ii), otherwise it is a particular 210 case of (iii) with ρ = .
211
Remark 4. Analyzing the proof of Proposition 3 (iii) one can easily notice that it remains true if the inequality in condition (C3) is replaced by a weaker one:
Furthermore, since the assertion establishes a "one-sided relation" (inclusion), it is sufficient to require a one-sided estimate:
Similarly, the inequality in condition (C2) can be replaced by the following one:
Remark 5. The number α f,g (x) in Proposition 3 is determined by the values f (x) and f t (x). Note that it also depends on the other family of functions {g t } since the infimum in its definition is taken over t ∈ T g (x). If g(x) = f (x) which is a part of any of the conditions (C1), (C2), and (C3), then α f,g (x) can be rewritten equivalently as α f,g (x) = sup
Proposition 3 yields certain relations between distances from zero to subdiffer-212 entials of g and f and their boundaries.
213
Proposition 4. Let the conditions of Proposition 3 be satisfied. The following 214 assertions hold true: 
237
Proposition 5. Let {f t } t∈T ∈ G(X, T ). Then for any ξ > 0 and δ > 0 there exists an ε > 0 such that for all {g t } t∈T ∈ G(X, T ) satisfying condition (C3) and
Proof. Let ξ > 0 be given. Due to the upper semicontinuity of the subdifferential mapping, there exists an η > 0 such that d(0, ∂f (x)) > d(0, ∂f (x)) − ξ/3 for all x ∈ B η (x). Take a positive ε < min(ξ/3, ξ 2 /9, δ 2 , η 2 ). If the family {g t } t∈T ∈ G(X, T ) satisfies the assumptions of the proposition then := α f,g (x) < min(δ, η, ξ/3) and it follows from Proposition 4 (iv) that
238
The following theorem gives a characterization of the stability of local error 239 bounds for system (5).
240
Theorem 3. Let {f t } t∈T ∈ G(X, T ) and f (x) = 0. The following assertions hold (ii). If ς(f,x) = 0 then for any ε > 0 there exists a family {g t } t∈T ∈ G(X, T ) 248 satisfying condition (C1) such that Er g(x) ≤ ε.
249
Proof. (i). Let 0 ≤ τ < ς(f,x), {g t } t∈T ∈ G(X, T ). By the definition of ς(f,x), 250 0 ∈ Bdry ∂f (x), that is, either 0 ∈ int ∂f (x) or 0 ∈ ∂f (x).
251
If 0 ∈ int ∂f (x), then it is sufficient to take ε = ς(f,x) − τ . Indeed, by the 
255
Suppose now 0 / ∈ ∂f (x). Then ς(f,x) = d(0, ∂f (x)). Take any ξ ∈ (0, ς(f,x)−τ ). Proposition 5 implies the existence of an ε > 0 such that for any {g t } t∈T ∈ G(X, T ) satisfying conditions (C3) and (15) it holds
Hence 0 / ∈ ∂g(x) and, by Theorem 1, Er g(x) ≥ d(0, ∂g(x)) > τ .
256
(ii). By Theorem 2 (ii), for any ε > 0 there exists a g ∈ Γ 0 (X) ∩ Ptb (f,x, ε),
257
given by (9), such that Er g(x) < ε. Since f is continuous, g is continuous too.
258
For t ∈ T and x ∈ X, set g t (x) = f t (x) + g(x) − f (x). Then {g t } t∈T ∈ G(X, T ),
259
g(x) = sup t∈T g t (x), and condition (C1) is satisfied.
260
Remark 6. Due to the equivalent representation of α f,g (x) formulated in Remark 5, condition (15) in Theorem 3 is equivalent to the following one
The last inequality is obviously ensured by a stronger condition from [19, Theorem 3]: In this section, we deal with the error bound property of the set S f = {x ∈ X : 270 f (x) ≤ 0} without relating it to a particular pointx ∈ S = f := {x ∈ X : f (x) = 0}.
271
The next theorem represents a nonlocal analog of Theorem 1.
272
Theorem 4. Let f ∈ Γ 0 (X), S f = ∅. Consider the following properties:
for some x such that f (x) = 0. 
278

Each of the properties (ii)-(v) is sufficient for the error bound property (i). More-
279 over, 280 (a). ς(f ) ≤ τ (f ) = Er f ; 281 (b). [(iv) or (v)] ⇔ (iii) ⇒ (ii) ⇔ (i).
283
If 0 ∈ int ∂f (x) for somex ∈ S = f then S f = {x}, ς(f ) = ς(f,x), and ς(f )B * ⊆ ∂f (x). It follows that
On the other hand, if x * ∈ ∂f (x) for some x =x then
Adding the last two inequalities together we obtain
Hence, x * ≥ ς(f ), and consequently, τ (f ) ≥ ς(f ). 
300
Proposition 6. Let f ∈ Γ 0 (X), S f = ∅, and 0 ∈ int ∂f (x) for all x ∈ S = f . Suppose that (AQC) holds true. Then
for any x 0 ∈ X.
301
Proof. Since 0 ∈ int ∂f (x) for all x ∈ S = f , thanks to Theorem 4(a) we have
Hence,
Consider sequences ε k ↓ 0, x k ∈ X, and x * k ∈ ∂f (x k ), k = 1, 2, . . ., such that
If {x k } is bounded then it follows from (17) that f (x k ) → 0, and consequently part 302 (a) of (AQC) is satisfied. If {x k } is unbounded we can assume that x k → ∞. Then
303
(17) implies that lim k→∞ f (x k )/ x k = 0, that is, part (b) of (AQC) is satisfied. In for a family of functions being small perturbations of f .
308
Definition 2. Let S f = ∅ and ε ≥ 0. We say that g : X → R ∞ is an ε-perturbation of f relative to x 0 ∈ dom f and write g ∈ Ptb x 0 (f, ε) if S g = ∅ and
Condition (19) constitutes the Lipschitz continuity (with modulus ε) property of 309 the difference g − f . Unlike the case of Definition 1, this condition does not involve 310 the reference point x 0 which participates only in Condition (18).
311
Clearly
turbation is a result of a small shift and a small rotation of the original function.
313
Note that if there is an x ∈ X such that f (x) < 0 (in particular, if 0 ∈ ∂f (x) for
316
Theorem 5. Let f ∈ Γ 0 (X), S f = ∅, and x 0 ∈ dom f . The following assertions 317 hold true:
Then g ∈ Γ 0 (X) ∩ Ptb x 0 (f, ε) and Er g ≤ ε.
322
(iii). Suppose that dim X < ∞ and ς(f ) = 0. For ε > 0 andx ∈ S = f let ξ > 0 be defined by (20). Then there exists an x * ∈ ξB * such that the function g in assertion (ii) can be replaced by the following one:
∈ Ptb (f,x, ε), and it follows from Proposition 1 (iii) that 0 ∈ int ∂g(x)
Theorem 4, x * > τ . Since, by assumption, S g = ∅, applying Theorem 4 again, we 327 conclude that Er g ≥ τ .
328
Let 0 ∈ int ∂f (x) for all x ∈ S = f , (AQC) holds true, and τ ∈ (τ, ς(f )). Then it follows from Proposition 6 that there exists an ε ∈ (0, τ − τ ] such that x * ≥ τ if
Hence, if g(x) > 0 then f (x) > −ε x − x 0 − ε, and consequently
The conclusion follows from Theorem 4.
329
(ii). Let ς(f ) = 0, ε > 0, andx ∈ S = f . If the function g ∈ Γ 0 (X) is defined by (21) 330 then g − f is obviously Lipschitz continuous with modulus ξ and |g(x 0 ) − f (x 0 )| ≤ ε.
331
Hence g ∈ Ptb x 0 (f, ε). We need to show that Er g ≤ ε.
332
By definition of ς(f ), there exists a y ∈ S = f and an u * ∈ Bdry ∂f (y) such that 333 u * < ε/2. If it is possible to choose y =x, then g(y) > 0 and τ (g) ≤ u * + ξ < ε; 334 thanks to Theorem 4, Er g < ε. Otherwise, u * ≥ ε/2 for any u * ∈ Bdry ∂f (y)
335
with y ∈ S = f \ {x}. Since ς(f ) = 0 this means that 0 ∈ Bdry ∂f (x). Then, by
it is possible to choose y =x, then take y * ∈ X * such that y * , y −x = y −x , 339 y * = 1 and set x * = ξy * ; otherwise apply Theorem 2 (iii) instead of (ii). In 340 both cases, if the function g ∈ Γ 0 (X) is defined by (22), then g ∈ Ptb x 0 (f, ε) and
341
Er g ≤ ε.
342
Given a function f ∈ Γ 0 (X) with S f = ∅, a point x 0 ∈ dom f , and a number ε ≥ 0 denote
This number characterizes the error bound property for the whole family of convex Er {Ptb
Er {Ptb x 0 (f, ε)} = 0.
350
Due to Corollary 5.1 (i), under the assumption that either 0 ∈ int ∂f (x) for some (ii). for some x 0 ∈ dom f there exists an ε > 0 such that Er {Ptb x 0 (f, ε)} > 0;
The next theorem gives a characterization of the stability of global error bounds 360 for the infinite convex constraint system (5). Along with the family of continuous 361 functions {f t } t∈T we consider the function f : X → R ∞ and set valued mapping
362
T f : X ⇒ T defined by (11) and (12) {f t } t∈T ∈ G(X, T ) and {g t } t∈T ∈ G(X, T ) then α f,g (x) is defined by (14).
368
Theorem 6. Let {f t } t∈T ∈ G(X, T ), S f = ∅, and x 0 ∈ X. The following assertions 369 hold true:
then there exists an ε > 0 such that for any {g t } t∈T ∈ G(X, T ) 371 satisfying S g = ∅ and one of the following two groups of conditions:
one has Er g ≥ τ .
373
(ii). If ς(f ) = 0 then for any ε > 0 there exists a family {g t } t∈T ∈ G(X, T ), 374 satisfying (25)-(27), such that Er g < ε.
375
Proof. (i). Let 0 ≤ τ < ς(f ), {g t } t∈T ∈ G(X, T ). By the definition of ς(f ), two 376 cases are possible. (24) is satisfied then the family {g t − g(x)} t∈T ∈ G(X, T ) satisfies condition (C2) formulated in Section 2. If additionally condition (25) is satisfied then, by Proposition 3 (ii), ς(f )B * ⊆ ∂g(x) + εB * . It follows that (ς(f )−ε)B * ⊆ ∂g(x), and consequently, S g−g(x) = {x} and ς(g−g(x)) ≥ ς(f ) − ε > τ . By Theorem 4, τ (g − g(x)) ≥ ς(g − g(x)) > τ . Since S g = ∅, we have g(x) ≤ 0, and consequently, 
where ρ := √ ε( x − x 0 + 1). Thanks to (30), for any v ∈ B (x), it holds
. (31) If, additionally, condition (27) holds true then it follows from (28) and (29) that 
Hence, u * ≥ τ for any u * ∈ ∂f (v) and, thanks to (30), x * ≥ τ . By Theorem 4,
385
Er g = τ (g) ≥ τ .
386
(ii). By Theorem 5 (ii), for any ε > 0 there exists a g ∈ Γ 0 (X) ∩ Ptb x 0 (f, ε),
387
given by (22), such that Er g < ε. Since f is continuous, g is continuous too. For 388 t ∈ T and x ∈ X, set g t (x) = f t (x) + g(x) − f (x). Then {g t } t∈T ∈ G(X, T ),
389
g(x) = sup t∈T g t (x), T f (x) = T g (x), and conditions (26), (27) are satisfied.
390
The next corollary strengthens [19, Theorem 7].
391
Corollary 6.1. Let {f t } t∈T ∈ G(X, T ) and S f = ∅. The following properties are 392 equivalent:
393 (i). for any x 0 ∈ X there exists an ε > 0 such that Er g ≥ ε for all {g t } t∈T ∈ 394 G(X, T ) satisfying the conditions in Theorem 6 (i);
395
(ii). for some x 0 ∈ X there exists an ε > 0 such that Er g ≥ ε for all {g t } t∈T ∈ 396 G(X, T ) satisfying the conditions in Theorem 6 (i);
397
(iii). ς(f ) > 0.
398
