To ensure the stability of the power grid, backup capacities are called upon when electricity supply does not meet demand due to unexpected changes in the grid. As part of the demand response efforts in recent years, large electricity consumers are encouraged by financial incentives to provide such operating reserve in the form of load reduction capacities (interruptible load). However, a major challenge lies in the uncertainty that one does not know in advance when load reduction will be requested. In this work, we develop a scheduling model for continuous industrial processes providing interruptible load. An adjustable robust optimization approach, which incorporates recourse decisions using linear decision rules, is applied to model the uncertainty. The proposed model is applied to an illustrative example as well as a real-world air separation case. The results show the benefits from selling interruptible load and the value of considering recourse in the decision-making.
Introduction
With rising electricity demand, deregulated electricity markets, and increasing penetration of intermittent renewable energy into the power supply mix, the level of uncertainty in the power grid has increased tremendously. As a result, the stable and reliable operation of the power grid has become increasingly challenging. In recent years, the notion of a smart grid has been evolving, which represents the idea of effectively coordinating the major grid operationselectricity generation, transmission, distribution, and consumption-through improved communication, holistic optimization, and market design.
One main element of the smart grid concept is the utilization of the flexibility for load adjustment on the electricity consumers' side, which is also referred to as demand response (DR). In DR, one distinguishes between dispatchable and nondispatchable DR (FERC, 2010) . Dispatchable DR refers to load adjustment capacities that consumers provide to the grid operator such that these capacities can be dispatched to maintain grid stability or in times of emergency. The grid operator has control over dispatchable DR resources by either direct load control or by sending load adjustment requests to the consumers. In nondispatchable DR, consumers are not obliged to meet any load change requests by the grid operator, but rather choose to adjust their power consumption profiles based on price signals from the electricity market.
Only recently, researchers and practitioners have acknowledged the high potential benefits of demand side management (DSM), which involves energy efficiency and DR measures, for the chemical processing industry (Paulus and Borggrefe, 2011; Samad and Kiliccote, 2012; Merkert et al., 2014) . In particular, the scheduling of power-intensive industrial processes has evolved into a major research field. In this context, processes such as steelmaking (Ashok, 2006; Castro et al., 2013) , electrolysis (Babu and Ashok, 2008) , cement production (Castro et al., 2011) , and air separation (Ierapetritou et al., 2002; Karwan and Keblis, 2007; Mitra et al., 2012; Zhang et al., 2016) have been considered. In their recent review, Zhang and Grossmann (2015) present a comprehensive overview of the advances made in planning and scheduling for industrial DSM, and highlight future challenges in this area. One of the conclusions of the review is that most existing works only consider nondispatchable DR; scheduling models involving dispatchable DR are extremely scarce, mainly due to the challenge of accounting for the inherent uncertainty in the problems.
Interruptible load is a dispatchable DR resource. The power grid is designed to match electricity supply and demand at all times. When real-time electricity supply falls below the demand, e.g. due to generator failures or sudden load changes, backup capacities are called upon in order to eliminate the supplydemand gap. One type of such backup capacity is called operating reserve, which has to be dispatched within minutes upon request. Providing reserve capacity is lucrative because the reserve provider is rewarded even when no actual dispatch is required. Operating reserve can be provided by generating facilities that are able to quickly increase electricity supply. Alternatively, the supply-demand gap can be eliminated by reducing demand. Therefore, electricity consumers also have the opportunity to provide operating reserve if they possess the flexibility to quickly reduce their electricity consumption. Such operating reserve provided by electricity consumers is also referred to as interruptible load.
In the power systems literature, there is a large body of work on interruptible load management at the grid level. Some of the main questions addressed in these works are: How can interruptible load improve grid reliability and performance (Fotuhi-Firuzabad and Billinton, 2000; Bai et al., 2006; Aminifar et al., 2009) ? Given offer curves from the interruptible load providers, how much interruptible load should the load serving entity procure (Tuan and Bhattacharya, 2003; Hatami et al., 2009) ? For an efficient reserve market, how should interruptible load be priced (Aalami et al., 2010) ? In all these models, very simplistic representations of the electricity consumers are applied. However, in order to answer the fundamental question of how much interruptible load a consumer is really able and willing to provide, a consumer's perspective has to be taken, and more detailed models have to be used.
The financial incentive for providing operating reserve reflects the value of flexible resources that can react quickly to unexpected changes in the power grid. The inherent uncertainty here is that one does not know in advance when and how much reserve will be needed. In a previous work, Zhang et al. (2015a) have considered providing operating reserve by using the power generation capability of a cryogenic energy storage system. To account for the uncertainty in reserve demand, a robust optimization approach has been applied, which also provides the flexibility of adjusting the level of conservatism in the solution. Similarly, Vujanic et al. (2012) apply robust optimization to consider the scheduling of a batch plant that provides interruptible load. Here, the uncertainty in the time of required reserve dispatch is assumed to affect the start times of the scheduled tasks. However, in the model proposed by Vujanic et al. (2012) , it is assumed that the amount of interruptible load provided is known, i.e. it is not a decision variable.
In robust optimization (Ben-Tal et al., 2009) , the worst case is optimized while guaranteeing feasibility for all possible realizations of the uncertainty, which is described by an uncertainty set. When providing operating reserve, dispatch upon request has to be guaranteed since otherwise, one has to pay very high penalties, or may not even be allowed to participate in the reserve market. Hence, robust optimization is a natural choice for solving problems involving operating reserve. However, a major drawback of the traditional robust optimization approach-as applied by Zhang et al. (2015a) and Vujanic et al. (2012) -is that it does not account for recourse (reactive actions after the realization of the uncertainty); hence, the solution may be overly conservative. To overcome this limitation, the concept of adjustable robust optimization has been developed in recent years (Ben-Tal et al., 2004; Kuhn et al., 2011) . The main idea is to include recourse in the form of decision rules that are functions of the uncertain parameters. If tractable (typically linear) decision rules are chosen, a robust counterpart formulation can be derived in the same fashion as in traditional robust optimization. The adjustable robust optimization approach has been successfully applied to various operations research problems, such as inventory management (Ben-Tal et al., 2004) , project management (Chen and Zhang, 2009) , and logistics planning (Ben-Tal et al., 2011) .
In this work, we develop a general mixed-integer linear programming (MILP) scheduling model for power-intensive continuous processes that participate in the reserve market by providing interruptible load. We apply an adjustable ro-bust optimization approach to model the uncertainty in load reduction demand under a multistage decision-making setting. A computationally tractable formulation is derived and applied to illustrative as well as real-world industrial cases.
The remainder of this paper is organized as follows. Given the problem statement in Section 2, the uncertain scheduling model is presented in Section 3. The adjustable robust counterpart is developed in Section 4. In Section 5, the proposed model is applied to an illustrative example as well as an industrial air separation case study. Finally, in Section 6, we close with a summary of the results and concluding remarks.
Problem statement
Consider a power-intensive continuously operated plant that can produce a certain set of products, for which given demands have to be satisfied. Inventory capacities exist for storable products, and additional products can be purchased at given costs. We assume that for fixed production, all production costs except for the cost of electricity are constant. In this way, for optimization purposes, the total operating cost only consists of the electricity cost and the cost of purchasing products. Electricity prices, which are time-sensitive, are assumed to be known for the scheduling horizon.
Besides selling products, the plant can gain additional revenue from providing operating reserve in the form of interruptible load, which is capacity for load reduction that the grid operator can request from the plant in case of contingency. Here, the load reduction is measured with respect to the plant's target power consumption. The interruptible load provider is rewarded regardless how much load reduction is actually required, which is uncertain. Here, we assume that besides the corresponding reduction in electricity cost, no additional payment is made to the interruptible load provider when load is actually reduced upon request. Note that depending on the operating reserve market, this assumption may be relaxed.
The goal is to find a production schedule over a given time horizon that guarantees satisfaction of all product demand under every possible realization of the uncertainty, which lies in the actual demand for load reduction. Also, the solution is considered optimal if it minimizes net operating cost for the worst case, where the net operating cost is primarily the electricity cost and product purchase cost minus the revenue from providing interruptible load. Here, we distinguish between two types of decisions: here-and-now decisions which have to be made at the beginning and cannot be changed over the course of the scheduling horizon, and wait-and-see decisions which can be adjusted after realization of the uncertainty. In this problem, the here-and-now decisions are the modes of operation, the target production rates for each product, and the committed purchase amounts for each product in each time period of the scheduling horizon. The wait-and-see decisions are the changes in production rates and product purchases if load reduction is requested or has been requested in previous time periods.
Uncertain scheduling model
The discrete-time MILP scheduling model is based on a mode-based formulation developed in previous works (Mitra et al., 2012 (Mitra et al., , 2013 Zhang et al., 2015a) . Hence, we only provide brief descriptions of the scheduling constraints, and focus on the modeling of interruptible load and the derivation of the robust formulation in the next sections. Note that unless specified otherwise, all continuous variables presented in this section are constrained to be nonnegative. A list of indices, sets, parameters, and variables used in the model is given in the Nomenclature section.
Plant model
In this framework, we assume that the plant can operate in different operating modes, which represent operating states such as "off", "on", and "startup". The feasible region for each mode is defined by a union of convex subregions in the product space, and a linear electricity consumption function with respect to the production rates is given for each subregion. The key feature here is that every subregion has the form of a polytope. Such a model is generally referred to as a Convex Region Surrogate (CRS) model. For complex processes, CRS models can be constructed by either using a model-based (Sung and Maravelias, 2009) or a data-driven approach (Zhang et al., 2015b) .
At any point in time, the plant can only run in one operating mode. For a given mode, the operating point has to lie in either one of the convex subregions. Any point in a subregion can be represented as a convex combination of the vertices of the polytope. These relationships can be expressed by the following constraints:
where R m is the set of subregions in mode m, and J mr is the set of vertices of subregion r ∈ R m . The binary variable y mt is 1 if mode m is selected in time period t, whereasȳ mrt is 1 if subregion r ∈ R m is selected in time period t. The amount of product i produced in time period t is denoted by P D it . Associated with P D it is the disaggregated variable P D mrit for subregion r ∈ R m , which is expressed as a convex combination of the corresponding vertices, v mrji . The amount of electricity consumed, EC t , is a linear function of P D it with a constant δ mr and coefficients γ mri specific to the selected subregion. Note that an equivalent formulation is achieved if y mt is relaxed to be a continuous variable with 0 ≤ y mt ≤ 1 since according to Eq. (1e), y mt = ∑ r∈Rm y mrt , which restricts y mt to be integer asȳ mrt is binary.
Transition constraints
A transition occurs when the system changes from one operating point to another. In particular, constraints have to be imposed on transitions between different operating modes, which is achieved by Eqs. (2)-(4). The binary variable z mm ′ t takes the value 1 if and only if the plant switches from mode m to mode m ′ at time t, which is enforced by the following constraint:
where
being the set of all possible mode-to-mode transitions. The restriction that the plant has to remain in a certain mode for a minimum amount of time after a transition is stated as follows:
with θ mm ′ being the minimum stay time in mode m ′ after switching to it from mode m. For predefined sequences, each defined as a fixed chain of transitions from mode m to mode m ′ to mode m ′′ , we can specify a fixed stay time in mode m ′ by imposing the following constraint:
where SQ is the set of predefined sequences andθ mm ′ m ′′ is the fixed stay time in mode m ′ in the corresponding sequence.
Mass balance constraints
The plant produces a set of products, of which some may be storable. As stated in Eq. (5a), the inventory level for product i at time t, IV it , is the inventory level at time t − 1 plus the amount produced minus the amount sold, SL it . Eq. (5b) sets bounds on the inventory levels, and Eq. (5c) states that also products purchased from other sources, denoted by P C it , can be used to satisfy demand.
Interruptible load constraints
Interruptible load can be seen as the capability of a plant to reduce its electricity load within a short amount of time. It can hence be used as an operating reserve resource to release the stress on the power grid in times of contingency. When interruptible load is provided, the plant still operates at its planned target production level, but has to be ready to respond to load reduction requests. When such a request actually occurs, the plant has to deviate from its target production rate such that the requested load reduction is achieved.
To model the provision of interruptible load, we first replace P D mrit by the following sum:
where P D mrit is the target production rate and P D mrit is the response decrease in production rate when load reduction is required, in which case P D mrit takes a negative value. The reduction in power consumption associated with the decrease in production with respect to the target production rate has to be at least the amount of requested load reduction, LR t , as stated in the following constraint:
where LR t is an uncertain parameter whose characteristics will be discussed in detail later. We further define a binary variable x t , which takes the value 1 if interruptible load is provided in time period t. When interruptible load is provided, there may be lower and upper bounds on the provided amount as stated in the following:
where IL t is the amount of interruptible load provided in time period t.
Initial conditions
The scheduling problem is formulated for a given time horizon. For the problem to be well-defined, initial conditions are required, which are given in the following:
{θ mm ′ m ′′ } , which defines for how far back in the past the mode switching information has to be provided.
Objective function
The objective is to minimize the total net operating cost, T C, which is defined as the sum of the electricity cost and the product purchase cost minus the revenue gained from providing interruptible load, as stated in the following equation:
where α 
Uncertain optimization problem
The uncertainty in the model lies in the parameter LR since one does not know in advance when and how much load reduction will be required. However, when a plant provides interruptible load, it has to guarantee that load reduction up to the committed amount can be achieved when it is requested; noncompliance would result in extremely high penalties, or one may not even be allowed to participate in the market. Hence, in this uncertain optimization problem, we seek a robust solution in a sense that it has to be feasible for every possible realization of the uncertain parameter.
Possible realizations of the uncertainty are defined in terms of an uncertainty set U . Here, the required load reduction, LR, cannot be higher than the amount of provided interruptible load, IL. Thus, the uncertainty set depends on IL, i.e. U = U (IL); hence, this is a case of endogenous uncertainty as the uncertainty depends on the decisions made.
The uncertain optimization problem is formulated as follows:
min max
It is stated that all constraints have to be feasible for any possible realization of LR with respect to U (IL). The objective is to minimize max LR∈U (IL) {T C}, which is the highest possible total net operating cost. In other words, the optimal objective function value corresponds to the worst case, which provides an upper bound on the total net operating cost for every realization of the uncertainty.
Uncertainty set
Given a committed amount of interruptible load in time period t, IL t , LR t can only take values between zero and IL t . The uncertainty set can simply be formulated as
which is obviously very conservative since LR t could take the value of IL t for all t. In order to reduce the level of conservatism, we apply the "budget of uncertainty" approach (Bertsimas and Sim, 2004) and adopt the uncertainty set proposed by Zhang et al. (2015a) :
where w t = LR t IL t is the normalized required load reduction, and Γ t is a budget parameter limiting the cumulative load reduction required up to time t. By changing Γ t , the level of conservatism can be adjusted. In practice, the budget parameters can be chosen based on historical data; alternatively, depending on the market, there may be a strict limit on the number of times in which load reduction can be requested during a specific time horizon, which can be used to set Γ t . Note that in order to have the desired effect, Γ t has to be monotonically increasing with t.
Adjustable robust counterpart
The uncertain optimization problem given by Eqs. (11) is a semi-infinite program that cannot be readily solved. Hence, we transform it into a problem with a finite number of constraints; in particular, the new formulation guarantees feasibility for every realization of the uncertainty with respect to the uncertainty set, and is therefore referred to as the robust counterpart. Here, we apply an adjustable robust optimization approach (Ben-Tal et al., 2004) to account for recourse.
In general, wait-and-see decisions can be expressed as functions of the uncertainty; hence, we have:
where P D mrit and P C it are the target production rate and the committed product purchase, respectively, which are here-and-now decisions. P D mrit denotes the change in production rate depending on the realization of the uncertainty w; it includes the decrease in production rate when load reduction is requested as well as the possible increase in production rate after load reduction in order to make up for the loss in production. Similarly, P C it is the increase in product purchase as a function of w.
Linear decision rules
Generally, the functions of w in Eqs. (14) could take any form. However, it is computationally intractable to optimize over the infinitely large set of all possible functions. Hence, in order to obtain a tractable formulation, we restrict ourselves to linear functions with respect to w, also referred to as linear decision rules, which are as follows:
where p mritk and q itk are variables that define the linear decision rules. This formulation allows multistage decision-making since at each time period t, the recourse decision depends on the uncertain parameters that have been realized in the preceding ζ t time periods as well as the current time period, i.e. w k for t − ζ t ≤ k ≤ t. The parameter ζ t can be any integer between zero and t − 1; it can be seen as another parameter for adjusting the level of conservatism. The greater ζ t is, the more realized uncertainty is considered in the recourse; hence, an improved solution may be obtained. However, the problem size increases with ζ t . Therefore, in large-scale problems, a ζ t < t − 1 can be chosen in order to achieve a trade-off between level of conservatism and problem size. Eq. (15c) states that p mritk for k = t has to be nonpositive since in case load reduction is requested in time period t, the plant has to react with load reduction. However, as expressed in Eq. (15d), p mritk is nonnegative for k < t because if load was reduced in time period k, the natural recourse action in time period t > k is an increase in production rate to make up for the loss in production. In the case of product purchase, only positive recourse makes sense; hence, q itk is restricted to be nonnegative.
Reformulation of plant model
In order to construct the robust counterpart, we have to reformulate the CRS models that characterize the plant such that each polyhedral subregion is described by a set of inequalities instead of equalities. There are two commonly used representations of a polytope: the V-representation and the Hrepresentation. In the V-representation, a point in the polytope is expressed as a convex combination of the polytope's vertices; we have applied this representation in the CRS models through Eqs. (1b)-(1c). In the H-representation, the polytope is represented by a set of linear inequalities, where each inequality corresponds to a supporting hyperplane. The V-and H-representations are illustrated in the example shown in Figure 1 .
We replace Eqs. (1b)-(1c) by the following constraints which constitute the H-representations of each subregion in the CRS models:
where a mrf i and b mrf are parameters defining the inequalities, and F mr is the set of supporting hyperplanes associated with subregion r of mode m. 
Elimination of state variables
Now we remove all "state variables", i.e. variables that can be simply represented as linear functions of the decision variables. After eliminating the state variables, we obtain the following uncertain optimization problem: min max
where costs for recourse actions have been added to the objective function. Ω is a big-M parameter, which allows positive recourse in production. The last line states that all equations have to simultaneously hold for all w ∈ W (IL).
Note that the smallest possible value for Ω is max
where ∆EC max mr is the maximum load change that can be achieved in subregion r of mode m.
Linearly adjustable robust counterpart
By using techniques commonly applied in robust optimization, the uncertain optimization problem with recourse given by Eqs. (17) can be reformulated into a finite-dimensional problem. The resulting linearly adjustable robust counterpart (ARC), for which the detailed derivation is presented in Appendix A, is shown in the following:
4.5. Remark on robust formulation without recourse Usually, the adjustable robust optimization approach is compared to the traditional robust optimization approach, which does not consider recourse. However, it turns out that formulating a robust counterpart without recourse for this problem is not generally possible without making further restrictive assumptions.
In order to account for uncertainty without the notion of recourse, the effect of the uncertainty on the model has to be exactly known. Typically, for tractability reasons, one has to be able to express this effect as a linear function of the uncertain parameters, which in our case are the load reduction demands in each time period. The necessary response to a load reduction request is a corresponding decrease in production, which is expressed in Eq. (7). However, this response is not unique since with multiple products, there may be an infinite number of possible combinations of production rates that lead to the same amount of load reduction. Therefore, a robust model without recourse cannot be formulated unless extremely conservative assumptions are made, e.g. by fixing the production rates for all but one products a priori. For the limiting case of one single product, however, a traditional robust optimization model without recourse can be formulated. To keep the paper concise, the derivation of the corresponding robust counterpart is shown in the supplementary material.
Tightening constraints
In order to further improve the computational performance of the MILP model, redundant constraints are added that lead to a tighter formulation. First, we notice that the set of operating modes, M , can be divided into two disjoint sets: a set of flexible modes and a set of inflexible modes, denoted by M and M , respectively. In a flexible mode, the electricity consumption can be changed within a range; hence, it is suited for providing interruptible load. In contrast, an inflexible mode is represented by one single operating point and does not possess the flexibility for load adjustment. Inflexible modes are, for example, the off mode and modes representing transitional stages, such as startup and shutdown. With this insight, we know that all p mritk associated with inflexible modes have to be zero. Therefore, we can remove these p-variables as well as all corresponding constraints that result from the duals of the lower-level problems. By doing so, the numbers of variables and constraints can potentially be significantly reduced.
The same insight can be used to formulate the following tightening constraints:
where Eq. (20a) states that x t can only take the value 1 if a flexible mode is chosen in time period t. Similarly, Eq. (20b) states that x t has to take the value 0 if an inflexible mode is selected in time period t.
Case studies
In the following, the proposed robust model is applied to an illustrative example as well as a real-world industrial air separation case. All models were implemented in GAMS 24.4.1 (GAMS Development Corporation, 2015), and the commercial solver CPLEX 12.6.1 was applied to solve the MILPs on an Intel ® Core TM i7-2600 machine at 3.40 GHz with 8 processors and 8 GB RAM running Windows 7 Professional.
Illustrative example
In order to demonstrate the features of the model, we first apply it to a small illustrative example in which a single-product plant is considered. The scheduling problem is solved for a time horizon of 48 h while applying an hourly time discretization.
The given plant can operate in three different operating modes: off, startup, and on, where each mode is represented by one single convex region. Table  1 shows the constraints for the H-representations of each mode as well as the corresponding fixed and unit electricity consumption parameters. Note that only the on mode has the flexibility for load changes. Table 2 shows the possible mode transitions and the respective minimum stay times. Furthermore, in the predefined sequence off → startup → on, the plant has to remain in the startup mode for exactly 4 h. Table 1 : H-representations, fixed (δ m ) and unit (γ m ) electricity consumption for each operating mode (product and subregion indices have been omitted). At the beginning of the scheduling horizon, the plant is operating in the on mode, and it is assumed that no mode switching has occurred in the eight time periods before the beginning of the scheduling horizon. The initial inventory is 1,000 kg. The minimum and maximum inventory levels are set to 0 and 5,000 kg, respectively, for all time points. The only exception is the end of the scheduling horizon at which the amount of product in inventory is constrained to be at least 1,000 kg.
Operating Mode H-Representation
When interruptible load is provided in a time period, the provided amount has to be between 200 and 1,600 kWh. The electricity and interruptible load prices are shown in Figure 2 . The price for purchasing additional products is $3/kg, and the unit costs for recourse, α RP and α RQ , are set to $0.01/kg for all time periods. Figure 3 shows the results of the base case, in which the provision of interruptible load is not considered. Note that in the figure, the y-axes for the inventory profile and the product flows are shown on the left and right hand side, respectively. Positive columns indicate accumulation of product, while negative columns (demand) indicate depletion of product. The level of plant utilization, which is defined as the ratio between the amount of product produced and the maximum amount that can be produced, is at approximately 77 %, with the plant's maximum production capacity being 160 kg/h. One can see that the plant is shut down for several hours (24-33 h) while still satisfying product demand. A small amount of product has to be purchased, yet the cost is greatly outweighed by the savings in electricity cost made possible by the temporary shutdown of the plant. The inventory level reaches its allowed minimum at the end of the scheduling horizon. The total cost for this optimal solution is $5,556. In the following, the effect of interruptible load is evaluated for three types of scenarios, each varying one model parameter:
1. The possible extent of recourse decisions is varied by adjusting ζ t . We introduce an auxiliary parameterζ, which denotes the maximum number of previously realized uncertain parameters that are considered in the decision rules, and set ζ t such that ζ t = min ζ , t − 1 . The level of conservatism decreases, but the model size increases withζ. 2. The level of uncertainty depends on the definition of the uncertainty set.
It is varied by adjusting the budget parameters Γ t . 3. The level of plant utilization is varied by changing the demand.
Scenario type 1: Varying extent of recourse
In order to show the value of recourse, different instances are created by varyingζ. The flexibility in the recourse actions increases withζ since more uncertain parameters from preceding time periods are taken into account and more terms appear in the linear decision rules. For all cases of scenario type 1, the level of uncertainty is the same; here, the budget parameter Γ t increases every 8 time periods by 1, i.e. maximum load reduction can only be requested once during the first 8 h, twice during the first 16 h, three times during the first 24 h, etc., and at most six times during all 48 h.
For the case ofζ = 0, i.e. the recourse decision in time period t only depends on the uncertainty revealed in the same time period, the results are shown in Figures 4 and 5. Along with the electricity and interruptible load prices, Figure  4 shows the target load profile for the plant as well as the amount of interruptible load provided, which obviously has to be less than the target electricity consumption. Unlike in the case without interruptible load (c.f. Figure 3) , the plant is not shut down in the middle but towards the end of the scheduling horizon, allowing the provision of large amount of interruptible load when the price is high. Figure 5 shows the inventory profile and the corresponding product flows for the case ofζ = 0. In addition to the target production and purchase, the recourse actions in terms of reducing production (negative) and increasing purchase (positive) are shown. Negative production recourse indicates time periods in which interruptible load is provided. Sinceζ = 0, when load reduction is requested, the only way to regain lost production is through additional product purchase. However, since purchasing products is expensive, not all lost production is made up in the optimal solution. Instead, the solution suggests to overproduce such that an inventory buffer is created, which guarantees that all demand can be satisfied in every possible load reduction scenario. This inventory buffer is indicated by the final inventory level that is higher than its allowed minimum of 1,000 kg. The resulting worst-case total cost is $5,540, which is an almost negligible cost reduction of 0.3 % compared to the case without interruptible load. To improve the solution while robustifying against the same level of uncertainty,ζ is set to 47, which is the case with the highest possible recourse flexibility since at each time period, all previous uncertain parameters in the scheduling horizon are considered in the decision rule. Hence, recourse in the form of production increase can also be considered. Figure 6 shows the optimal solution for this case. Here, cumulative recourse actions are shown, i.e. for each time period t, we plot ∑ t k=t−ζt p tk and ∑ t k=t−ζt q tk . Several differences to the solution for the case ofζ = 0 can be observed:
The plant is shut down during some high-price hours in the middle (24-33 h) rather than towards the end of the scheduling horizon.
Less interruptible load is provided.
Most lost production is made up by increasing production after the requested load reduction has occurred.
No inventory buffer is created.
The total cost for this case is $5,127, which is a cost reduction of 7.7 % compared to the case without interruptible load. The cost savings are increased by more than 25 times compared to the case ofζ = 0, simply achieved by a more flexible and realistic modeling of the recourse. One can see that the total cost decreases withζ. Another observation is that the results forζ = 23 andζ = 47 are identical, which indicates that one may not require the model allowing maximum flexibility in the recourse to achieve the optimal solution. This is a useful insight since the model size increases with ζ; hence, there is a trade-off between level of conservatism and computational tractability. In this small example problem, the impact of increased model size is insignificant. However, as we will show in the industrial case study in Section 5.2, it can cause severe deterioration of the computational performance. Table 3 : Costs and revenues in $ for cases with differentζ. Here, C PD , C PC , R IL , C RC , and T C denote production cost, purchasing cost, revenue from providing interruptible load, recourse cost, and total cost, respectively. T ), and the least uncertain case in which load reduction request can only occur in one time period (Γ = [1, 1, . . . , 1] T ). In both cases,ζ is chosen to be 47.
As expected, the cost savings decrease with increasing level of uncertainty. In the most uncertain case, the total cost amounts to $5,525, while it is only $4,851 in the least uncertain case. It is worth taking a closer look at the results for the case with the highest level of uncertainty shown in Figure 7 . Similar to thē ζ = 0 case from Section 5.1.1 (c.f. Figure 5) , the plant is only shut down towards the end of the scheduling horizon. However, significantly less interruptible load is provided. No inventory buffer is created; hence, since the solution has to be feasible for the particular scenario in which maximum load reduction is requested in all time periods, the total amount of regained production through recourse is the same as the total amount of interruptible load provided (in terms of decrease in production). T .
Scenario type 3: Varying plant utilization
One main insight drawn from existing works on scheduling of power-intensive industrial processes is that the benefits of DR typically decrease with the level of plant utilization (Mitra et al., 2012; Castro et al., 2013; Zhang et al., 2015a) . The explanation is that lower utilization implies higher process flexibility, which allows more effective load shifting. However, when interruptible load is provided, the relationship between plant utilization and cost savings is not that obvious. On the one hand, it is still true that flexibility decreases with plant utlization; on the other hand, higher utilization implies higher target production levels, which allow more interruptible load to be provided.
We apply the uncertainty set stated in Section 5.1.1, setζ = 47, and solve the problem for different levels of utilization. In the diagram shown in Figure  8 , the absolute cost savings are plotted against the level of plant utilization. Before very high levels of utilization are reached, the general trend is that cost savings increase with plant utilization. However, the benefits decrease after a certain point because if the plant has to operate at almost full capacity to satisfy demand, recourse has to increasingly rely on additional product purchase, which is relatively expensive. In this case, the highest cost savings are achieved at a plant utilization of 95 %. 
Industrial case study
We now apply the proposed model to a real-world industrial case study provided by Praxair. Here, we consider an air separation plant that produces liquid oxygen (LO2) and liquid nitrogen (LN2). The scheduling horizon is one week, to which an hourly time discretization is applied resulting in 168 time periods. Note that due to confidentiality reasons, we cannot disclose information about the plant specifications as well as the actual product demand. Therefore, all results presented in the following are given without units and the values are normalized if necessary. The PJM electricity market is considered, and the hourly day-ahead energy and operating reserve prices are taken from the week of June 23 to 29, 2014 (PJM Interconnection LLC, 2013b .
A base case is considered in which plant utilization is at 90 %. For all instances, Γ t is chosen to increase by 1 every 24 time periods, i.e. load reduction can be requested up to 7 times over the whole week. This is a fairly conservative assumption since typically, dispatch of operating reserve is only requested a few times in months (EnerNOC, 2014) . Figure 9 shows the LO2 and LN2 production, purchase, and inventory profiles for the case in which no interruptible load is provided. The optimal solution suggests to shift production as much as possible to times when the electricity price (shown in Figure 10 ) is low. The resulting total cost is 100 (normalized). For the case when interruptible load is provided, various instances with differentζ are created. For each instance, Table 4 lists the total costs, model sizes, and wall-clock computation times used to solve the MILPs to 0.1 % optimality gap. As expected, the total cost decreases with increasingζ due to the higher flexibility in the recourse. However, the numbers of continuous variables and constraints grow withζ, and lead to dramatic increases in computation time. Here, we see the clear trade-off between the level of conservatism in the model and its computational performance. For our further analysis, we chooseζ to be 23, as the required computation time is reasonable for practical purposes and only minor improvement is achieved forζ > 23. Besides the electricity and interruptible load prices, Figure 10 shows the target load profile and the amount of interruptible load provided for the case ofζ = 23. It is worth pointing out that typically, as it is also the case here, high electricity prices coincide with high interruptible load prices. For those time periods, the optimal solution reveals whether reducing production to save electricity cost or increasing production to provide more interruptible load is more beneficial. Figure 11 shows the target production, purchase, and inventory profiles as well as the recourse actions, which suggest to make up for the vast majority of the lost production by increasing production after load reduction. Compared to the base case without interruptible load, the total cost reduces by 1.8 %, which may seem small but is actually significant at such industrial scale. Figure 12 shows the relationship between cost savings and level of plant utilization. Similar to the illustrative example, the cost reduction compared to the solution without interruptible load reaches its maximum at approximately 95 % plant utilization; it drops to zero at 100 % since production at full capacity is needed to satisfy demand, and the cost of purchasing additional products as recourse outweighs the benefit of providing interruptible load.
Conclusions
This work has addressed the robust scheduling of power-intensive industrial processes that can participate in the operating reserve market by providing interruptible load. An adjustable robust optimization approach has been applied to formulate a discrete-time MILP model that accounts for the uncertainty in load reduction demand, while considering recourse actions in the form of linear decision rules. The solution of the proposed model is guaranteed to be robust with respect to a budget uncertainty set that can be adjusted to change the level of conservatism.
An illustrative example and a real-world industrial air separation case demonstrate the capability of the proposed model. The case studies show that signifi- cant financial benefits can be achieved by selling interruptible load. The results further demonstrate the value of recourse as the cost savings increase with the extent of recourse, in this case namely the number of uncertain parameters in preceding time periods considered in the decision rules. However, this flexibility in the recourse comes at the cost of increased model size and computation time. This trade-off has to be carefully considered in large-scale problems.
Moreover, contrary to results in the literature indicating that DR is more effective in plants with lower utilization, we find that this is not true when interruptible load is provided. Here, the largest cost savings are achieved at a high, yet not maximum level of plant utilization. The explanation is that higher plant utilization allows larger amount of interruptible load to be provided, yet some flexibility is still required for the implementation of effective recourse. 
