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On uniform estimates for Laplace equation in balls with
small holes
Yong Lu ∗†
Abstract
In this paper, we consider the Dirichlet problem of the three-dimensional
Laplace equation in the unit ball with a shrinking hole. The problem typically
arises from homogenization problems in domains perforated with tiny holes. We
give an almost complete description concerning the uniformW 1,p estimates: for
any 3/2 < p < 3 there hold the uniform W 1,p estimates; for any 1 < p < 3/2
or 3 < p < ∞, there are counterexamples indicating that the uniform W 1,p
estimates do not hold. The results can be generalized to higher dimensions.
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6 Conclusions and perspectives 21
1 Introduction
We consider the following Dirichlet problem of the Laplace equation with a source
term of divergence form:
(1.1)
−∆u = div f, in Ωε := B1 \ εT,
u = 0, on ∂Ωε = ∂B1 ∪ ε∂T.
Here u : Ωε → R is the unknown, f : Ωε → R
3 is the source function, ε ∈ (0, 1)
is a small parameter, B1 := B(0, 1) is the unit ball in R
3, T is a closed Lipchitz
subdomain of B1 and is independent of ε.
Our first theorem states:
Theorem 1.1. For any 3/2 < p < 3 and any f ∈ Lp(Ωε;R
3), the unique solution
u ∈W 1,p0 (Ωε) to (1.1) satisfies the estimate:
(1.2) ‖∇u‖Lp(Ωε) ≤ C ‖f‖Lp(Ωε)
for some C = C(p) independent of ε.
We give a remark concerning the well-posedness of (1.1) for any fixed ε. We
refer to Theorem 0.5 and Theorem 1.1 in [7] for more details and the proof.
Remark 1.2. For any Lipchitz domain Ω ⊂ Rd, d ≥ 3, there exits p1 > 3 such that
for any p′1 < p < p1 and any h ∈ W
−1,p(Ω), the Dirichlet problem of the Laplace
equation
−∆w = h, in Ω,
w = 0, on ∂Ω
is well-posed in W 1,p0 (Ω) and the solution w satisfies
(1.3) ‖w‖W 1,p0 (Ω)
≤ C(p, d,Ω) ‖h‖W−1,p(Ω).
Moreover, if the domain Ω is C1, one can take p1 =∞.
Here and in the sequel, we use the notation p′ to denote the Lebesgue conjugate
component of p ∈ [1,∞] such that 1/p′ + 1/p = 1; we use W−1,p(Ω) to denote the
dual space of W 1,p
′
0 (Ω) for any 1 < p <∞ and any domain Ω ⊂ R
d. The definition
of the norm is classical:
‖u‖W−1,p(Ω) := sup
φ∈C∞c (Ω), ‖φ‖W1,p′=1
|〈u, φ〉|.
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Our concern is the estimate for the constant C(p, d,Ω) appearing in (1.3). If
p = 2, one has C(2, d,Ω)=1. For p 6= 2, the constant C(p, d,Ω) depends on the
Lipchitz character of the domain Ω. For our case, the Lipshitz norm of Ωε is of
order 1/ε which is unbounded when ε → 0. Thus one cannot apply the classical
results as in Remark 1.2 to obtain the uniform estimate (1.2).
Our second theorem shows that the choice range of p in Theorem 1.1 is critical:
Theorem 1.3. • There exits f ∈ C∞(B1;R
3) such that for any 3 < p < ∞, if
there exist solutions uε ∈W
1,p
0 (Ωε) to (1.1) for all 0 < ε≪ 1, then
(1.4) lim inf
ε→0
‖∇uε‖Lp(Ωε) =∞.
• Suppose furthermore that T has C1 boundary. Then for any 1 < p < 3/2 and
any 0 < ε < 1, there exists fε ∈ L
p(Ωε;R
3) satisfying ‖fε‖Lp(Ωε) = 1 such that
the unique solution uε ∈W
1,p
0 (Ωε) to (1.1) with source function fε satisfies
(1.5) lim inf
ε→0
‖∇uε‖Lp(Ωε) =∞.
In fact, we will prove the following more general result and the first part of
Theorem 1.3 is a corollary of it.
Theorem 1.4. Let f ∈ Lp(B1;R
3) for some p > 3 such that div f ∈ Lq(B1) for
some q > 3/2. Suppose that f is independent of ε and satisfies
(1.6)
∫
B1
(
1
|y|
− 1
)
div f(y)dy 6= 0.
Then if there exist solutions uε ∈W
1,p
0 (Ωε) to (1.1) for all 0 < ε≪ 1, there hods
(1.7) lim inf
ε→0
‖∇uε‖Lp(Ωε) =∞.
Concerning the well-posedness of (1.1) in W 1,p0 (Ωε) with 3 < p <∞ or 1 < p <
3/2, we refer to Remark 1.2.
1.1 Motivation
The Dirichlet problem in the unit ball with a small hole arises typically in the
homogenization problems in domains perforated with very tiny holes (obstacles) for
which the diameters are much smaller than their mutual distances.
The homogenization of elliptic systems and the homogenization problems in the
framework of fluid mechanics have gained a lot interest: Ja¨ger and Mikelic´ [8] for the
Laplace equation, Allaire [1] and [2] for the Stokes and stationary incompressible
Navier-Stokes equations, Mikelic´ [11] for the incompressible evolutionary Navier-
Stokes equations, Masmoudi [10] for the compressible Navier-Stokes system, Feireisl,
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Novotny´ and Takahashi [6] for the complete Navier-Stokes-Fourier system and
recently Feireisl and Lu [5] for the stationary compressible Navier-Stokes system.
Allaire in [1, 2] showed that the homogenization process crucially depends on
the size of the holes. Specifically, for three-dimensional Stokes and stationary
incompressible Navier-Stokes equations in a domain perforated with holes of
diameter O(εα), where ε is the size of their mutual distances, Allaire showed that
when α < 3, the behavior of the limit fluid is governed by the classical Darcy’s law;
when α = 3, in the limit it yields Brinkman law; when α > 3, the equations do
not change in the homogenization process and the limit homogenized system is the
same system of Stokes or Navier-Stokes equations.
A key point of Allaire’s argument is the construction of the restriction operator
Rε which is a linear mapping from W
1,2
0 (Ω) where Ω is the domain without holes
to W 1,20 (Ωε) where Ωε is the domain with holes. In the construction of Rε (see
Section 2.2 in [1]), there arises the Dirichlet problem of the Stokes equation in
the neighborhood of any single hole. Since the holes are of diameter O(εα) and
their mutual distances are of size ε, then after rescalling by ε, there comes the
Dirichlet problem of the Stokes equation in a domain of the form B1 \ ε
α−1T. The
operator norm of Rε depends on the W
1,2 estimate of the Dirichlet Stokes problem
in B1 \ ε
α−1T.
In the framework of L2, the uniform W 1,2 estimate for elliptic equations is
rather direct with the estimate constant to be 1. However, the Lp framework and
W 1,p estimate for general p are needed in the homogenization of more complicated
systems, such as the evolutionary Navier-Stokes equations in [11], the compressible
Navier-Stokes system in [10], and the complete Navier-Stokes-Fourier system in [6].
In the framework of Lp, the estimate constant usually depends on the domain, for
example, the Lipchitz character of the domain.
However, it is considered only the case α = 1 in [11], [10] and [6], meaning
that the size of holes is proportional to their mutual distances. In this case, the
domain B1 \ ε
α−1T=B1 \ T is independent of ε. Consequently, the W
1,p estimates
can be obtained by applying the classical results, see for instance [7] for the Laplace
equation, [4] for elliptic equations in divergence form with variable coefficients and
[3] for the Stokes equation.
To extend the study of homogenization problems for evolutionary Navier-Stokes
equations with different size of holes, it is motivated to study the Laplace and Stokes
equations in domains of the type B1 \ εT .
1.2 Generalization to higher dimensions
Our results can be generalized to higher dimensions. In particular, if T is a closed
C1 subdomain of B1 := {x ∈ R
d : |x| < 1}, d ≥ 4, and T is independent of ε, the
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Dirichlet problem of the Laplace equation
(1.8)
−∆u = div f, in Ωε := B1 \ εT,
u = 0, on ∂Ωε = ∂B1 ∪ ε∂T
admits a unique solution u ∈ W 1,p0 (Ωε) provided f ∈ L
p(Ωε). This is true for any
0 < ε < 1 and any 1 < p < ∞. Moreover, we have the following results concerning
the uniform W 1,p estimates:
Theorem 1.5. For any d′ < p < d and any f ∈ Lp(Ωε;R
d), the unique solution
u ∈W 1,p0 (Ωε) to (1.8) satisfies the estimate:
‖∇u‖Lp(Ωε) ≤ C ‖f‖Lp(Ωε)
for some C = C(p, d) independent of ε.
Theorem 1.6. • There exits f ∈ C∞(B1;R
d) such that the unique solution uε
to (1.8) satisfies
lim inf
ε→0
‖∇uε‖Lp(Ωε) =∞, for any d < p <∞.
• For any 1 < p < d′ and any 0 < ε < 1, there exists fε ∈ L
p(Ωε;R
d) satisfying
‖fε‖Lp(Ωε) = 1 such that the unique solution uε ∈ W
1,p
0 (Ωε) to (1.8) with
source function fε satisfies
lim inf
ε→0
‖∇uε‖Lp(Ωε) =∞.
Theorem 1.7. Let f ∈ Lp(B1;R
d) for some d < p < ∞ such that div f ∈ Lq(B1)
for some q > d/2. Suppose that f is independent of ε and satisfies∫
B1
(
1
|y|d−2
− 1
)
div f(y)dy 6= 0.
Then the unique solution uε ∈W
1,p
0 (Ωε) to (1.8) satisfies
lim inf
ε→0
‖∇uε‖Lp(Ωε) =∞.
We give a remark for the case where the boundary ∂T is only Lipchitz.
Remark 1.8. If ∂T is only Lipchitz, the conclusion in Theorem 1.5 holds for p′1 <
p < p1 for some p1 > 3. Such a choice range of p is due to the restriction on the
well-posedness results to Dirichlet problem (1.8) in Sobolev spaces W 1,p0 (Ωε) when
the domain Ωε is only Lipchitz (see Remark 1.2). Accordingly there are modified
versions for Theorem 1.6 and Theorem 1.7.
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The proof for higher-dimensional case is the same as for the three-dimensional
case, so we do not repeat.
The paper is organized as follows: Section 2 and Section 3 are devoted to the
proof of Theorem 1.1; Section 4 and Section 5 are devoted to the proof of Theorem
1.4 and Theorem 1.3, respectively. We give some final remarks in Section 6.
In the sequel, C denotes always a constant independent of ε unless there is a
specification.
2 Reformulation
To study the uniform estimates of the Dirichlet problem (1.1) and prove Theorem
1.1, we turn to study the following Dirichlet problem in the rescaled domain:
(2.1)
−∆v = div g, in Ω˜ε,
v = 0, on ∂Ω˜ε,
where
(2.2) Ω˜ε := Ωε/ε = B1/ε \ T, B1/ε := B(0, 1/ε) := {x ∈ R
3 : |x| < 1/ε}.
We have:
Theorem 2.1. Let 3/2 < p < 3 and g ∈ Lp(Ω˜ε;R
3). Then the unique solution
v ∈W 1,p0 (Ω˜ε) to Dirichlet problem (2.1) satisfies the estimate:
(2.3) ‖∇v‖Lp(Ω˜ε) ≤ C ‖g‖Lp(Ω˜ε)
for some C = C(p) independent of ε.
We claim:
Proposition 2.2. Theorem 1.1 and Theorem 2.1 are equivalent.
Proof of Proposition 2.2. We suppose that Theorem 2.1 holds and we want to prove
Theorem 1.1. Let u ∈W 1,p0 (Ωε) be the unique solution to (1.1) with source function
f under the assumptions in Theorem 1.1. We need to show the uniform estimate
(1.2). We rescale in the variable x to define
(2.4) u˜(·) := u(ε·), f˜(·) := f(ε·).
Then u˜ and f˜ are functions defined in Ω˜ε and there holds
(2.5)
−∆u˜ = εdiv f˜ , in Ω˜ε,
u˜ = 0, on ∂Ω˜ε.
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We apply Theorem 2.1 to Dirichlet problem (2.5) to obtain
(2.6) ‖∇u˜‖
Lp(Ω˜ε)
≤ Cε ‖f˜‖
Lp(Ω˜ε)
.
Then back to the original variable through (2.4), it gives
(2.7) ‖∇u‖Lp(Ωε) ≤ C ‖f‖Lp(Ωε).
The constant C = C(p) in (2.6) and (2.7) is the same as in Theorem 2.1, which is
independent of ε. Thus we proved Theorem 1.1.
Proving Theorem 2.1 by assuming Theorem 1.1 can be done similarly. We
complete the proof of Proposition 2.2.
Hence, to prove Theorem 1.1, it is sufficient to prove Theorem 2.1. This is done
in the next section.
3 Proof of Theorem 2.1
This section is devoted to the proof of Theorem 2.1. At the same time we will have
proven Theorem 1.1 due to Proposition 2.2. Inspired by the idea in [9], we decompose
the Dirichlet problem (2.1) into two parts by using some cut-off function. The first
part is defined in a bounded Lipchitz domain, so we can employ classical results
to obtain uniform estimates. The other part is defined in the enlarging ball B1/ε,
and we employ the Green’s function of Laplace equation to get uniform estimates.
In particular, in Section 3.3 we show some general results concerning the Dirichlet
problem in the ball B1/ε in R
d. These results may be of independent interest.
We assume 0 < ε ≤ 1/4 in the sequel for the convenience of defining cut-off
functions; otherwise for 1/4 < ε < 1 the result in Theorem 2.1 is rather classical
(see for instance Theorem 0.5 in [7]).
3.1 Decomposition
We introduce the cut-off function:
(3.1) ϕ ∈ C∞c (B2), B2 := B(0, 2), ϕ ≡ 1 in B1 ⊃ T, 0 ≤ ϕ ≤ 1.
Let v ∈ W 1,p0 (Ω˜ε) be the unique solution to (2.1) under the assumptions in
Theorem 2.1. We consider the decomposition:
(3.2) v = v1 + v2, v1 := ϕv, v2 := (1− ϕ)v.
Then v1 and v2 solve respectively
(3.3)
−∆v1 = div (gϕ) − (v∆ϕ+ 2∇v∇ϕ+ g∇ϕ), in B2 \ T,
v1 = 0, on ∂B2 ∪ ∂T
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and
(3.4)
−∆v2 = div (g(1 − ϕ)) + (v∆ϕ+ 2∇v∇ϕ+ g∇ϕ), in B1/ε,
v2 = 0, on ∂B1/ε.
Here, we treat v1 as the solution of the Dirichlet problem in the bounded domain
B2 \ T and v2 as the solution of the Dirichlet problem in the enlarging ball B1/ε.
3.2 Dirichlet problem in bounded domain
In this section, we consider the the Dirichlet problem (3.3). Since the domain B2 \T
is bounded and Lipchitz, we can employ Theorem 0.5 in [7] (see also Remark 1.2)
to obtain
(3.5) ‖v1‖W 1,p0 (B2\T )
≤ C ‖div (gϕ) − (v∆ϕ+ 2∇v∇ϕ+ g∇ϕ)‖W−1,p(B2\T ).
We estimate the right-hand side of (3.5) term by term. Let ψ ∈ C∞c (B2 \ T ) be
an arbitrary test function, then
(3.6)
|〈div (gϕ), ψ〉| = |〈(gϕ),∇ψ〉| ≤ ‖gϕ‖Lp‖∇ψ‖Lp′ ≤ ‖g‖Lp‖∇ψ‖Lp′ ,
|〈v∆ϕ,ψ〉| ≤ ‖v∆ϕ‖Lp‖ψ‖Lp′ ≤ C‖v‖Lp‖ψ‖Lp′ ,
|〈g∇ϕ,ψ〉| ≤ ‖g∇ϕ‖Lp‖ψ‖Lp′ ≤ C‖g‖Lp‖ψ‖Lp′ ,
|〈∇v∇ϕ,ψ〉| = |〈∇v,∇ϕψ〉| = |〈v,div (∇ϕψ)〉| = |〈v,∆ϕψ +∇ϕ∇ψ〉|
≤ ‖v‖Lp‖∆ϕψ +∇ϕ∇ψ‖Lp′ ≤ C‖v‖Lp‖ψ‖W 1,p′ .
In (3.6), the Lebesgue norms are taken in the domain B2 \T . The estimates in (3.5)
and (3.6) imply
(3.7) ‖v1‖W 1,p0 (B2\T )
≤ C
(
‖v‖Lp(B2\T ) + ‖g‖Lp(B2\T )
)
.
3.3 Dirichlet problem in enlarging balls
In this section, we consider the Dirichlet problem of the Laplace equation in B1/ε ⊂
R
d, d ≥ 3 and we will show some general results which may be of independent
interest. The problem reads:
(3.8)
−∆ω = pi, in B1/ε := {x ∈ R
d : |x| < 1/ε},
ω = 0, on ∂B1/ε.
Our first result concerns the case where the source term pi is of divergence form:
Lemma 3.1. If pi = div η for some η ∈ Lq(B1/ε;R
d) with q ∈ (1,∞), then the
unique solution ω to (3.8) satisfies
(3.9) ‖∇ω‖Lq(B1/ε) ≤ C ‖η‖Lq(B1/ε)
for some constant C = C(q, d) independent of ε.
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Proof of Lemma 3.1. The proof of Lemma 3.1 is similar as the proof of Proposition
2.2. We introduce the change of variables up to a rescalling by ε:
ω˜(·) := ω(
·
ε
), η˜(·) := η(
·
ε
).
Then (ω˜, η˜) solves
(3.10)
−∆ω˜ = ε−1div η˜, in B1,
ω˜ = 0, on ∂B1.
By Theorem 0.5 in [7], we deduce
‖∇ω˜‖Lq(B1) ≤ C ε
−1‖η˜‖Lq(B1)
for some C = C(p, d) independent of ε. Back to the original variables, we obtain
‖∇ω‖Lq(B1/ε) ≤ C ‖η‖Lq(B1/ε).
The proof is completed.
Our second result concerns the case where pi is compactly supported:
Lemma 3.2. Suppose d′ < q < d and pi ∈ L1∩W−1,q(Rd) having a compact support
that is independent of ε. Then the unique solution ω to (3.8) satisfies
(3.11) ‖∇ω‖Lq(B1/ε) ≤ C
(
‖pi‖W−1,q(Rd) + ε
d
(
1− 1
q
)
‖pi‖L1
)
for some constant C = C(q, d) independent of ε.
Proof of Lemma 3.2. Without loss of generality, we assume 0 < ε < 1/4 and
supppi ⊂ B2 := {x ∈ R
d : |x| < 2}.
We recall the Green’s function of the Laplace equation in the ball B1/ε:
(3.12) Gε(x, y) = Φ(x− y)− Φ
(
ε|x|
(
x
ε2|x|2
− y
))
,
where Φ(x) = α/|x|d−2 is the fundamental solution of the Laplace operator in
R
d, d ≥ 3. One can derive (3.12) by using the Green’s function of the Laplace
equation in the unit ball
G(x, y) = Φ(x− y)− Φ
(
|x|
(
x
|x|2
− y
))
,
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and the fact that
Gε(x, y) = Φ(x− y)− φ
y(x),
where φy(x) is the solution to
∆xφ
y(x) = 0 in B1/ε, φ
y(x) = Φ(x− y) on ∂B1/ε.
By employing the Green’s function, we can write the solution ω to (3.8) as
ω(x) =
∫
B1/ε
Gε(x, y)pi(y)dy = m1(x) +m2(x),
where
m1(x) :=
∫
B2
Φ(x− y)pi(y)dy = (Φ ∗ pi)(x),
m2(x) := −
∫
B2
Φ
(
ε|x|
(
x
ε2|x|2
− y
))
pi(y)dy.
Let ψ ∈ C∞c (B1/ε;R
d) be an arbitrary test function and χ ∈ C∞c (B2) be a cut-off
function such that
χ ≡ 1 on supppi, 0 ≤ χ ≤ 1.
Then we have
(3.13)
|〈∇m1, ψ〉| = |〈Φ ∗ pi,divψ〉| = |〈pi,Φ ∗ divψ〉| = |〈pi,div (Φ ∗ ψ)〉|
= |〈pi, χdiv (Φ ∗ ψ)〉| ≤ ‖pi‖W−1,q(Rd) ‖χdiv (Φ ∗ ψ)‖W 1,q′ (B2)
≤ C ‖pi‖W−1,q(Rd) ‖div (Φ ∗ ψ)‖W 1,q′ (B2).
We consider
(3.14)
‖div (Φ ∗ ψ)‖Lq′ (B2) ≤ C
d∑
j=1
‖(∂jΦ ∗ ψ)‖Lq′ (B2)
≤ C
d∑
j=1
(∥∥(1B6∂jΦ) ∗ ψ∥∥Lq′ (B2) + ∥∥(1Bc6∂jΦ) ∗ ψ∥∥Lq′(B2)) ,
where 1B6 and 1Bc6 are character functions defined as
1B6(x) = 1 for x ∈ B6; 1B6(x) = 0 for x ∈ B
c
6; 1B6 + 1Bc6 ≡ 1,
where we used the notations
B6 := {x ∈ R
d, |x| < 6}, Bc6 := {x ∈ R
d, |x| ≥ 6}.
Young’s inequality implies
(3.15)
∥∥(1B6∂jΦ) ∗ ψ∥∥Lq′ (B2) ≤ C ∥∥(1B6∂jΦ)∥∥L1(Rd)∥∥ψ∥∥Lq′(Rd) ≤ C ∥∥ψ∥∥Lq′ (Rd),
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where we used the fact that
∂jΦ = −α(d− 2)
xj
|x|d
∈ L1loc(R
d).
We then calculate
(3.16)
∥∥(1Bc6∂jΦ)∗ψ∥∥Lq′ (B2) = α(d−2)
∫
|x|≤2
∣∣∣∣∣
∫
|x−y|≥6
xj − yj
|x− y|d
ψ(y) dy
∣∣∣∣∣
q′
dx

1
q′
.
For any (x, y) such that |x| ≤ 2 and |x− y| ≥ 6, there holds
(3.17) |y| ≥ |x− y| − |x| ≥ 4 ≥ 2|x|, |x− y| ≥ |y| − |x| ≥ |y|/2.
Then by (3.16) and (3.17), we have
(3.18)
∥∥(1Bc6∂jΦ) ∗ ψ∥∥Lq′ (B2) ≤ C
∫
|x|≤2
∣∣∣∣∣
∫
|y|≥4
1
|y|d−1
|ψ(y)| dy
∣∣∣∣∣
q′
dx

1
q′
≤ C
∫
|x|≤2
∣∣∣∣∣
∫
|y|≥4
1
|y|(d−1)q
dy
∣∣∣∣∣
q′
q
∣∣∣∣∣
∫
|y|≥4
|ψ(y)|q
′
dy
∣∣∣∣∣ dx

1
q′
≤ C ‖ψ‖Lq′ (Rd),
where we used the fact that
(3.19) q > d′ =
d
d− 1
, (d− 1)q > d,
∣∣∣∣∣
∫
|y|≥4
1
|y|(d−1)q
dy
∣∣∣∣∣ <∞.
Thus, the estimates (3.14), (3.15) and (3.18) imply
(3.20) ‖div (Φ ∗ ψ)‖Lq′ (B2) ≤ C ‖ψ‖Lq′ (Rd) = C ‖ψ‖Lq′ (B1/ε).
By the classical Caldero´n-Zygmund theorem, direct calculation gives
(3.21)
‖∇div (Φ ∗ ψ)‖Lq′ (Rd) ≤
d∑
i,j=1
‖(∂i∂jΦ) ∗ ψ‖Lq′ (Rd) ≤ C ‖ψ‖Lq′ (Rd) = C ‖ψ‖Lq′ (B1/ε).
In fact, the convolution operator
(∂i∂jΦ) ∗ ψ = RiRjψ,
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where Ri, i ∈ {1, 2, · · · , d} are the Riesz operators which are bounded from L
q(Rd)
to Lq(Rd) for any 1 < q <∞.
By (3.13), (3.20) and (3.21), we obtain
(3.22) ‖∇m1‖Lq(B1/ε) ≤ C ‖pi‖W−1,q(Rd).
For m2, we recall its definition from (3.13):
(3.23) m2(x) = −
α
εd−2|x|d−2
∫
B2
pi(y)∣∣∣ xε2|x|2 − y∣∣∣d−2 dy.
Then
(3.24)
∂xjm2(x) =
α(d − 2)xj
εd−2|x|d
∫
B2
pi(y)∣∣∣ xε2|x|2 − y∣∣∣d−2 dy
−
α
εd−2|x|d−2
∫
B2
pi(y)∂xj
(∣∣∣∣ xε2|x|2 − y
∣∣∣∣2−d
)
dy.
Direct calculation gives
∂xj
(∣∣∣∣ xε2|x|2 − y
∣∣∣∣2−d
)
= (2− d)
∣∣∣∣ xε2|x|2 − y
∣∣∣∣−d(− xjε4|x|4 − yjε2|x|2 + 2xj(x · y)ε2|x|4
)
.
Then we have
(3.25)
∇m2(x) =
α(d − 2)x
εd−2|x|d
∫
B2
pi(y)∣∣∣ xε2|x|2 − y∣∣∣d−2 dy −
α(d− 2)x
εd+2|x|d+2
∫
B2
pi(y)∣∣∣ xε2|x|2 − y∣∣∣d dy
−
α(d − 2)
εd|x|d
∫
B2
pi(y)y∣∣∣ xε2|x|2 − y∣∣∣d dy +
2α(d − 2)x
εd|x|d+2
∫
B2
pi(y)(x · y)∣∣∣ xε2|x|2 − y∣∣∣d dy.
We consider
(3.26)
I1 :=
α(d− 2)x
εd−2|x|d
∫
B2
pi(y)∣∣∣ xε2|x|2 − y∣∣∣d−2 dy −
α(d − 2)x
εd+2|x|d+2
∫
B2
pi(y)∣∣∣ xε2|x|2 − y∣∣∣d dy
=
α(d− 2)x
εd+2|x|d+2
∫
B2
pi(y)∣∣∣ xε2|x|2 − y∣∣∣d
(
ε4|x|2
∣∣∣∣ xε2|x|2 − y
∣∣∣∣2 − 1
)
dy.
For any y ∈ B2 and x ∈ B1/ε with 0 < ε < 1/4 there holds,
(3.27)
∣∣∣∣∣ε4|x|2
∣∣∣∣ xε2|x|2 − y
∣∣∣∣2 − 1
∣∣∣∣∣ =
∣∣∣∣∣
∣∣∣∣ x|x| − ε2|x|y
∣∣∣∣2 − 1
∣∣∣∣∣ ≤ 4ε
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and
(3.28)
∣∣∣∣ xε2|x|2 − y
∣∣∣∣ ≥ 1ε2|x| − 2 ≥ 12ε2|x| .
By (3.26), (3.27) and (3.28), we obtain
(3.29) |I1| ≤
Cεd−1
|x|
‖pi‖L1 .
Again by using (3.28), we have
(3.30)∣∣∣∣∣∣∣−
α(d− 2)
εd|x|d
∫
B2
pi(y)y∣∣∣ xε2|x|2 − y∣∣∣d dy +
2α(d − 2)x
εd|x|d+2
∫
B2
pi(y)(x · y)∣∣∣ xε2|x|2 − y∣∣∣d dy
∣∣∣∣∣∣∣ ≤ C εd‖pi‖L1 .
The estimates (3.25), (3.29) and (3.30) imply
(3.31) |∇m2(x)| ≤ C
(
εd−1|x|−1 + εd
)
‖pi‖L1 .
Since q < d, we have
(3.32)
∥∥∥εd−1|x|−1∥∥∥
Lq(B1/ε)
= εd−1
(∫
B1/ε
|x|−qdx
) 1
q
≤ Cε
d
(
1− 1
q
)
,
‖εd‖Lq(B1/ε) ≤ Cε
d
(
1− 1
q
)
.
By (3.31) and (3.32), we finally derive
(3.33) ‖∇m2‖Lq(B1/ε) ≤ C ε
d
(
1− 1
q
)
‖pi‖L1 .
We obtain (3.11) by summing up the estimates for m1 and m2 in (3.22) and (3.33).
This completes the proof of Lemma 3.2.
3.4 A further decomposition
We will apply Lemma 3.1 and Lemma 3.2 to study Dirichlet problem (3.4) in v2. It
is convenient to consider the following decomposition:
(3.34) v2 := w1 + w2,
where w1 and w2 solve respectively
(3.35)
−∆w1 = div (g(1 − ϕ)), in B1/ε,
w1 = 0, on ∂B1/ε
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and
(3.36)
−∆w2 = (v∆ϕ+ 2∇v∇ϕ+ g∇ϕ), in B1/ε,
w2 = 0, on ∂B1/ε.
Thus, Dirichlet problem (3.35) has a source term of divergence form so that
we can apply Lemma 3.1 and Dirichlet problem (3.36) has a source term being
compactly supported so that we can apply Lemma 3.2.
By the properties of ϕ in (3.1), we have
‖g(1 − ϕ)‖Lp(B1/ε) ≤ ‖g‖Lp(Ω˜ε),
Then applying Lemma 3.1 to Dirichlet problem (3.35) gives:
Proposition 3.3. The unique solution w1 to (3.35) satisfies
(3.37) ‖∇w1‖Lp(B1/ε) ≤ C ‖g‖Lp(Ω˜ε)
for some C = C(p) independent of ε.
For the Dirichlet problem (3.36), we have the following proposition by using
Lemma 3.2:
Proposition 3.4. Let pi := v∆ϕ+2∇v∇ϕ+g∇ϕ be the right-hand side of equation
(3.36)1. Then pi is compactly supported in B2 \ T and the unique solution w2 to
(3.36) satisfies
(3.38) ‖∇w2‖Lp(B1/ε) ≤ C ε
3− 3
p ‖pi‖L1 + C ‖pi‖W−1,p(B2\T )
for some C = C(p) independent of ε.
Proof of Proposition 3.4. By the choice of ϕ in (3.1), we have that supppi ⊂ (B2 \
B1) ⊂ (B2 \T ). The estimate (3.38) follows by applying Lemma 3.2 with d = 3 and
the fact
‖pi‖W−1,q(Rd) ≤ C ‖pi‖W−1,q(B2\T ).
3.5 End of the proof
Based on the estimate (3.7), Proposition 3.3 and Proposition 3.4, we are ready to
prove the following crucial proposition:
Proposition 3.5. Let v be the unique solution to (2.1) under the assumptions in
Theorem 2.1. Then there holds the estimate
(3.39) ‖∇v‖
Lp(Ω˜ε)
≤ C
(
‖v‖Lp(B2\T ) + ‖g‖Lp(Ω˜ε)
)
.
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Proof of Proposition 3.5. First of all, we consider the estimates of ‖pi‖W−1,p(B2\T )
and ‖pi‖L1 appearing in Proposition 3.4. Similar as the arguments in Section 3.2,
particularly by the estimates in (3.6), we have
‖pi‖W−1,p(B2\T ) ≤ C
(
‖v‖Lp(B2\T ) + ‖g‖Lp(B2\T )
)
.
For ‖pi‖L1 , direct calculation gives
‖pi‖L1 ≤ C
(
‖v‖L1(B2\T ) + ‖∇v‖L1(B2\T ) + ‖g‖L1(B2\T )
)
.
Then, using Proposition 3.4 implies
‖∇w2‖Lp(B1/ε) ≤ C
(
‖v‖Lp(B2\T ) + ‖g‖Lp(B2\T )
)
+ Cε3−
3
p ‖∇v‖L1(B2\T ).
Together with (3.34) and Proposition 3.3, we derive
(3.40) ‖∇v2‖Lp(B1/ε) ≤ C
(
‖v‖Lp(B2\T ) + ‖g‖Lp(Ω˜ε)
)
+ Cε
3− 3
p ‖∇v‖L1(B2\T ).
Then by (3.2), (3.7) and (3.40), we obtain
(3.41) ‖∇v‖Lp(B
Ω˜ε
) ≤ C
(
‖v‖Lp(B2\T ) + ‖g‖Lp(Ω˜ε)
)
+ Cε
3− 3
p ‖∇v‖Lp(B2\T ).
Without loss of generality, we may assume ε ≤ ε0 where Cε
3− 3
p
0 = 1/2. For the case
ε0 < ε < 1, Theorem 1.1 and Theorem 2.1 are rather classical.
Then for ε ≤ ε0, the term Cε
3− 3
p ‖∇v‖Lp(B(2\T ) appearing on the right-hand side
of (3.41) can be absorbed by the left-hand side of (3.41). We finally obtain (3.39)
and complete the proof of Proposition 3.5.
Now we can prove Theorem 2.1 by contradiction. We suppose that Theorem 2.1
does not hold. Then there exist p ∈ (3/2, 3), a sequence {εk}k∈N of positive numbers
and a sequence {gk}k∈N of L
p(Ω˜εk) functions satisfying
εk → 0, as k →∞, ‖gk‖Lp(Ω˜εk )
= 1 for any k ∈ N,
such that the unique solution vk ∈W
1,p
0 (Ω˜εk) to the Dirichlet problem
−∆vk = div gk, in Ω˜εk ,
vk = 0, on ∂Ω˜εk
satisfies
‖∇vk‖Lp(Ω˜εk )
→ +∞, as k →∞.
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Then the couple (v˜k, g˜k) defined by
v˜k :=
vk
‖∇vk‖Lp(Ω˜εk )
, g˜k :=
gk
‖∇vk‖Lp(Ω˜εk )
satisfies
(3.42) ‖∇v˜k‖Lp(Ω˜εk )
= 1 for any k ∈ N, ‖g˜k‖Lp(Ω˜εk )
→ 0 as k →∞
and
(3.43)
−∆v˜k = div g˜k, in Ω˜εk ,
v˜k = 0, on ∂Ω˜εk .
By Proposition 3.5, the couple (v˜k, g˜k) enjoys the stimate
(3.44) ‖∇v˜k‖Lp(Ω˜εk )
≤ C
(
‖v˜k‖Lp(B2\T ) + ‖g˜k‖Lp(Ω˜εk )
)
.
By the uniform estimate in (3.42) and Sobolev embedding, we have
(3.45) sup
k∈N
‖v˜k‖Lp∗ (Ω˜εk )
≤ C,
1
p∗
=
1
p
−
1
3
.
For any k ∈ N, we define the zero extension of v˜k:
(3.46) w˜k = v˜k in Ω˜εk , w˜k = 0 in R
3 \ Ω˜εk .
Since v˜k ∈W
1,p
0 (Ω˜εk), we have
(3.47) ∇w˜k = ∇v˜k in Ω˜εk , ∇w˜k = 0 in R
3 \ Ω˜εk .
By the estimates in (3.42) and (3.45), we have the uniform estimates for the
extensions
‖∇w˜k‖Lp(R3\T ) = 1, sup
k∈N
‖w˜k‖Lp∗(R3\T ) ≤ C.
We then have the weak convergence
(3.48) w˜k → w˜∞ weakly in L
p∗(R3 \ T ), ∇w˜k → ∇w˜∞ weakly in L
p(R3 \ T ).
Moreover, passing k → 0 in the weak formulation of (3.43) implies that for any
φ ∈ C∞c (R
3 \ T ), we have ∫
R3\T
∇w˜∞ · ∇φdx = 0.
This means the limit w˜∞ is a harmonic function in exterior domain R
3 \ T :
(3.49) −∆w˜∞ = 0, in R
3 \ T.
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Then w˜∞ is smooth in R
3 \ T . Moreover, since w˜k have zero trace on ∂T , we have
(3.50) w˜∞ = 0 on ∂T.
Since w˜∞ ∈ L
p∗(R3 \ T ), we have
(3.51) lim
|x|→∞
w˜∞(x) = 0.
By the maximal principle of harmonic functions, we derive
w˜∞ = 0 in R
3 \ T.
On the other hand, the fact that B2 \T is a bounded Lipchitz subdomain of Ω˜εk
implies
(3.52) sup
k∈N
‖v˜k‖W 1,p(B2\T ) ≤ C.
By virtute of the Rellich-Kondrachov compact embedding theorem, up to a
substraction of subsequence, we have
(3.53) w˜k = v˜k → w˜∞ = 0 strongly in L
q(B2 \ T ) for any 1 ≤ q < p
∗.
Hence, passing k →∞ in (3.44) implies the following contradiction:
1 ≤ 0.
This implies that Theorem 2.1 is true and we complete the proof.
4 Proof of Theorem 1.4
In this section, we prove Theorem 1.4 by contradiction. Let f ∈ Lp(B1;R
3), p > 3
be as in Theorem 1.4 and uε ∈ W
1,p
0 (Ωε) be a solution to (1.1) for any 0 < ε ≪ 1.
By contradiction we suppose that
(4.1) lim inf
ε→0
‖∇uε‖Lp(Ωε) <∞.
Then there exists a subsequence {εk}k∈N such that εk → 0 as κ→∞ and
(4.2) sup
k∈N
‖∇uεk‖Lp(Ωεk ) <∞.
We consider the zero extension of uεk :
u˜εk = uεk in Ωεk , u˜εk = 0 on εkT.
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Then u˜εk ∈W
1,p
0 (B1) and
∇u˜εk = ∇uεk in Ωεk , ∇u˜εk = 0 on εkT.
Therefore by (4.2), we have
(4.3) sup
k∈N
‖u˜εk‖W 1,p0 (B1)
≤ C sup
k∈N
‖∇u˜εk‖Lp(B1) = sup
k∈N
‖∇uεk‖Lp(Ωεk ) <∞.
Up to a substraction of subsequence,
(4.4) u˜εk → u˜ weakly in W
1,p
0 (B1), as k →∞.
We firstly claim:
Proposition 4.1. The weak limit u˜ ∈ C0,1−
3
p (B1) and u˜(0) = 0.
Proof of Proposition 4.1. By (4.4) and the fact p > 3, Sobolev embedding and
compact Sobolev embedding implies up to a substraction of subsequence that
(4.5) u˜ ∈ C
0,1− 3
p (B1), u˜εk → u˜ strongly in C
0,λ(B1), as k →∞,
for any λ < 1− 3/p.
Since u˜εk = 0 on εkT ∋ 0, the strong convergence in (4.5) implies that u˜(0) = 0.
We secondly claim:
Proposition 4.2. The weak limit u˜ in (4.4) solves the Dirichlet problem of the
Laplace equation in the unit ball:
(4.6)
−∆u˜ = div f, in B1,
u˜ = 0, on ∂B1.
Proof of Proposition 4.2. To show (4.6), it is sufficient to prove
(4.7)
∫
B1
∇u˜ · ∇ϕdx = −
∫
B1
f · ∇ϕdx for any ϕ ∈ C∞c (B1).
Since uεk is a solution to (1.1), the zero extension u˜εk satisfies
(4.8)
∫
B1
∇u˜εk · ∇φdx = −
∫
B1
f · ∇φdx for any φ ∈ C∞c (B1 \ εkT ).
Letting k →∞ in (4.8) gives
(4.9)
∫
B1
∇u˜ · ∇ψ dx = −
∫
B1
f · ∇ψ dx for any ψ ∈ C∞c (B1 \ {0}).
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We introduce a sequence of cut-off functions φn ∈ C
∞(R3), n ∈ Z+ satisfying
(4.10) 0 ≤ φn ≤ 1, φn = 0 in B1/n, φn = 1 on {x : |x| ≥ 2/n}, |∇φn| ≤ 2n.
Then for any 1 ≤ q ≤ ∞, we have the estimates
(4.11) ‖(1 − φn)‖Lq(R3) ≤ C n
− 3
q , ‖∇φn‖Lq(R3) ≤ C n
1− 3
q
For any ϕ ∈ C∞c (B1), there holds
(4.12)
∫
B1
(∇u˜+ f) · ∇ϕdx =
∫
B1
(∇u˜+ f) · ∇(ϕφn) dx
−
∫
B1
(∇u˜+ f) · ϕ∇φn dx+
∫
B1
(∇u˜+ f) · (1− φn)∇ϕdx
= −
∫
B1
(∇u˜+ f) · ϕ∇φn dx+
∫
B1
(∇u˜+ f) · (1− φn)∇ϕdx,
for which we used (4.9) in the second equality.
By (4.10) and (4.11), we have
(4.13)∣∣∣∣∫
B1
(∇u˜+ f) · ϕ∇φn dx
∣∣∣∣ ≤ ‖∇u˜+ f‖Lp ‖∇φn‖Lp′ ‖ϕ‖L∞ ≤ C n1− 3p′ ,∣∣∣∣∫
B1
(∇u˜+ f) · (1− φn)∇ϕdx
∣∣∣∣ ≤ ‖∇u˜+ f‖Lp ‖(1 − φn)‖Lp′ ‖∇ϕ‖L∞ ≤ C n− 3p′ .
The Lebegue norms in (4.13) are taken in B1. The choice p > 3 implies p
′ < 3/2
and furthermore 1 − 3/p′ < −1. This implies the quantities in (4.13) go to zero
as n → ∞. Thus passing n → ∞ in (4.12) implies our desired result (4.7). We
complete the proof of Proposition 4.2.
Now we are ready to derive a contradiction. We recall the Green’s function of
the Laplace equation in the unit ball:
G(x, y) = Φ(x− y)− Φ
(
|x|
(
x
|x|2
− y
))
,
where Φ(x) = α/|x| is the fundamental solution of the Laplace operator in R3. Then
by Proposition 4.2, we have the expression
u˜(x) =
∫
B1
G(x, y) div f(y) dy = α
∫
B1
 1
|x− y|
−
1∣∣∣ x|x| − |x|y∣∣∣
 div f(y) dy.
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This gives
u˜(0) = α
∫
B1
(
1
|y|
− 1
)
div f(y) dy,
which is well defined due to our assumption that div f ∈ Lq(B1) for some q > 3/2.
Applying Proposition 4.1 implies∫
B1
(
1
|y|
− 1
)
div f(y) dy = 0,
which contradicts to (1.6). This means the assumption (4.1) is not true. We thus
obtain (1.7) and complete the proof of Theorem 1.4.
5 Proof of Theorem 1.3
To prove the first part of Theorem 1.3, it is sufficient to take f(x) = (x1, 0, 0) and
to apply Theorem 1.4. Indeed, such f(x) satisfies the assumptions in Theorem 1.3
and Theorem 1.4; in particular,∫
B1
(
1
|y|
− 1
)
div f(y) dy =
∫
B1
(
1
|y|
− 1
)
dy 6= 0.
Now we prove the second part of Theorem 1.3 by duality arguments. Let 1 <
p < 3/2 and f(x) = (x1, 0, 0) ∈ C
∞(B1;R
3) fulfills the assumptions in Theorem 1.4.
Since T has C1 boundary, then for any 0 < ε < 1 there exists a unique solution
vε ∈ W
1,p′
0 (Ωε) to Dirichlet problem (1.1). Since 3 < p
′ < ∞, by Theorem 1.4, we
have
(5.1) lim inf
ε→0
‖∇vε‖Lp′ (Ωε) =∞.
We will show that fε defined below fulfills our request:
fε :=
|∇vε|
p′−2∇vε
‖∇vε‖
p′
p
Lp′ (Ωε)
.
Direct calculations gives
‖fε‖Lp(Ωε) = 1.
Since the domain T is C1, for any 0 < ε < 1, there exists a unique solution uε ∈
W 1,p0 (Ωε) to Dirichlet problem (1.1) with source function fε. We have
(5.2)
‖∇uε‖Lp(Ωε) = sup
‖φ‖
Lp
′
(Ωε)=1
|〈∇uε, φ〉| ≥ ‖f‖
−1
Lp′ (Ωε)
|〈∇uε, f〉|
= ‖f‖−1
Lp′ (Ωε)
|〈∇uε,∇vε〉| = ‖f‖
−1
Lp′ (Ωε)
|〈fε,∇vε〉| = ‖f‖
−1
Lp′ (Ωε)
‖∇vε‖Lp′ (Ωε).
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In (5.2) we used the fact that vε and uε satisfy Dirichlet problem (1.1) with right-
hand side div f and div fε respectively. The estimate (5.1) implies
lim inf
ε→0
‖∇uε‖Lp(Ωε) =∞.
This is exactly (1.7). We complete the proof of Theorem 1.3.
6 Conclusions and perspectives
In this paper, we gave a quite complete study for the uniformness of the W 1,p
estimates for the Dirichlet problem of the Laplace equation in the domain Ωε :=
B1 \ εT ⊂ R
d. Under certain assumptions on the regularity of T (Lipchitz in three
dimensions and C1 in higher dimensions), we showed that for d′ < p < d, there
hold uniform W 1,p estimates as ε → 0; for any d < p < ∞, no matter how smooth
the hole T is, there exist smooth source functions f ∈ C∞(B1;R
d) such that the
W 1,p norms of the corresponding solutions go to infinity as ε goes to zero; finally for
1 < p < d′, there exit source functions fε satisfying ‖fε‖Lp(Ωε) = 1 for any 0 < ε < 1
such that the W 1,p norms of the corresponding solutions go to infinity as ε goes to
zero.
However, the results here do not cover the case p = d or p = d′ due to some
technical difficulties. Particularly, in the proof of Lemma (3.2), we need to assume
p < d such that |x|−p is integrable in B1/ε (see (3.31) - (3.33)), and also in the proof
of Proposition 3.5 we need to assume p > d′ to make sure that the quantity in (3.19)
is finite. Hence, the conclusion for the case p = d or p = d′ is unclear.
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