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Résumé
Cette Note esquisse une construction mathématique simple et naturelle du caractère probabiliste de la mécanique
quantique. Elle utilise l’analyse non standard et repose sur l’interprétation due à Feynman, mise en avant dans
certaines approches fractales, du principe d’incertitude de Heisenberg, c’est-à-dire des fluctuations quantiques.
On aboutit ainsi à des équations différentielles stochastiques, comme dans la mécanique stochastique de Nelson,
découlant de marches aléatoires infinitésimales. Pour citer cet article : M. Fliess, C. R. Acad. Sci. Paris, Ser. I
344 (2007).
Abstract
Probabilities and quantum fluctuations. This Note is sketching a simple and natural mathematical construc-
tion for explaining the probabilistic nature of quantum mechanics. It employs nonstandard analysis and is based
on Feynman’s interpretation of the Heisenberg uncertainty principle, i.e., of the quantum fluctuations, which was
brought to the forefront in some fractal approaches. It results, as in Nelson’s stochastic mechanics, in stochastic
differential equations which are deduced from infinitesimal random walks. To cite this article: M. Fliess, C. R.
Acad. Sci. Paris, Ser. I 344 (2007).
Abridged English version
We are sketching a “simple and natural” explanation of the probabilistic nature of quantum mechan-
ics. This is achieved by utilizing the mathematical formalism of nonstandard analysis and Feynman’s
interpretation of the Heisenberg uncertainty principle, i.e., of the quantum fluctuations.
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Non-technical presentation of the main ideas. This summary is intended for readers who are not
familiar with non-standard analysis. As often in nonstandard analysis (see, e.g., [1,26]), we replace a
continuous time interval by an infinite “discrete” set of infinitely closed time instants. Substituting m∆x
∆t
to ∆p in the well known expression of the uncertainty principle, where x is the position, m the mass, p
the momentum, h = 2π~ the Planck constant, yields equation (1). We rewrite it by postulating that the
quantity (2), where δt > 0 is a given infinitesimal, is limited and appreciable, i.e., it is neither infinitely
large nor infinitely small. Those computations are stemming from Feynman’s interpretation [13,14] of
the uncertainty principle (see, also, [21,27]): The “quantum trajectories” are fractal curves, of Hausdorff
dimension 2. “Weak” mathematical assumptions permit to derive the infinitesimal difference equation
(3). The lack of any further physical assumption yields the equiprobability of +1 and −1. If x is Markov,
i.e., if b and σ are are functions of t and x(t), and not of {x(τ)|0 ≤ τ < t}, the corresponding infinitesimal
random walk is “equivalent” to a stochastic differential equation in the usual sense (see, e.g., [1,5]).
Remark 1 More or less analogous random walks have already been introduced in the literature (see, e.g.,
[3,19,28,29]), but in another context.
Non-standard analysis. Replace the interval [0, 1] by the set Q = {kδt | 0 ≤ k ≤ Nq}, δt = 1Nq , where
Nq is an unlimited integer. A function x : Q → R is said to verify the Heisenberg condition if, and only
if, for any t ∈ Q \ {1}, equation (4) is satisfied, where σ⋆t ∈ R, σ⋆t > 0, is limited and appreciable. The
lack of any further physical assumption leads us to postulate the following properties for ε(t) in equation
(5): the random variables ε(t), t ∈ Q \ {1}, are independent; Pr(ε(t) = +1) = Pr(ε(t) = −1) = 1
2
.
The next properties are “natural” for the stochastic processes ε and x (see [26] and [4,5]): the random
variables x(0) and ε(t), t ∈ Q, are independent; x(t), t > 0, is function of {ε(τ)|0 ≤ τ ≤ t − δt}.
Set Eεt (•) = Et(•|ε(0), ε(δt), . . . , ε(t − δt)). Equation (6) yields the decomposition (7) [26], where η is a
stochastic process, such that Eεt (η(t)) = 0, E
ε
t ((η(t))
2) = 1. Then, for all t ∈ Q\{1}, σ⋆t ≃ s⋆t , ε(t) = η(t).
We will not make any distinction between two equations of type (7) if the coefficients are limited and
infinitely closed. The process x is said to be Markov, or to satisfy the Markov condition, if, and only if,
there exist b ≃ Dεx(t), σ ≃ s⋆t , such that they are functions of t et x(t), and not of {x(τ)|0 ≤ τ < t}.
Assume that x is Markov. Consider the infinitesimal random walk (8). According to [4] (see, also, [5]) it
defines a diffusion if, and only if, the following conditions are satisfied (see [1] for another approach): b
and σ are of class S0; the shadows b̃ and σ̃ of b et σ are of class C∞; the function σ̃ is always strictly
positive; the random variable x(0) is almost surely limited.
1. Introduction
Le caractère probabiliste du quantique, confirmé par tant d’expériences, procède, depuis Born, Bohr
et l’école dite de Copenhague-Göttingen, d’une axiomatique de la fonction d’onde de Schrödinger, qui,
comme on le sait, a fait nâıtre, à cause de son étrangeté et de ses apparents paradoxes, d’innombrables
commentaires (cf. [6]). Cette Note (voir [17] pour une version préliminaire) vise à déduire cette nature
aléatoire de considérations mathématiques « simples et naturelles ». Elle repose sur
– l’interprétation par Feynman [13,14] du principe d’incertitude de Heisenberg, c’est-à-dire des fluctu-
ations quantiques ;
– l’analyse non standard de Robinson [33], déjà employée en quantique (voir, par exemple, [1], sa
bibliographie, et [19,27]), et, plus précisément,
– une discrétisation infinitésimale du temps,
– le calcul non standard des probabilités de Nelson [26] et son extension aux équations différentielles
stochastiques [4,5].
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On aboutit à des équations différentielles stochastiques grâce à de marches aléatoires infinitésimales.
Nous empruntons ainsi à des degrés divers à trois alternatives aux fondements du quantique, parfois très
controversées, dont les liens avaient déjà été constatés dans la littérature (cf. [3]) : l’approche fractale, la
mécanique stochastique et les marches aléatoires.
(i) Nous suivons la première, portée par Nottale [27] (voir aussi [21]), dans sa mise en valeur de
l’interprétation due à Feynman du principe d’incertitude, qui semblait plus ou moins oubliée.
(ii) Les équations différentielles stochastiques ordinaires sont un pivot de la seconde, inventée par Fényes
[12], développée et popularisée par Nelson [22,23,25]. Cette mécanique continue à susciter une
littérature abondante (cf. [7,11,18,30,31,32,34,35]), en dépit de critiques virulentes (cf. [8,18]). Voir,
par exemple, [2,8] pour une comparaison avec la mécanique quantique euclidienne, que beaucoup,
Nelson y compris, jugent plus convaincante.
(iii) Renvoyons pour la troisième aux fameux échiqier (chessboard) de Feynman [14], aux travaux d’Ord
(cf. [28,29]) et à [3,19].
Remarque 1 On se restreint à un espace de dimension 1 afin d’alléger l’écriture.
Remarque 2 Alors que certains travaux autour de la mécanique stochastique se rattachent à l’automatique
et, plus précisément, à la commande optimale stochastique (cf. [20]), notre point de vue fait suite à une
approche nouvelle [16] de l’estimation et de l’identification, en automatique et signal. Rappelons les liens
entre le quantique actuel et certains aspects du traitement de signal (cf. [15]).
Remarque 3 On s’efforcera de dégager les rapports avec des travaux actuels sur le plongement stochastique
[9,10].
2. Présentation générale
Voici une synthèse des principales idées directrices, sans prétention de rigueur, mais, espérons-le, claire
et transparente, destinée aux lecteurs peu au fait de l’analyse non standard :
(i) On remplace, comme souvent en non-standard (cf. [1,26]), le temps continu par un ensemble infini
« discret » d’instants infiniment proches.
(ii) Les calculs suivants émanent d’une reformulation du principe d’incertitude, due à Feynman [13,14]
(voir, aussi, [21,27]) : la « trajectoire quantique » est une courbe continue, non dérivable, c’est-à-dire
fractale, de dimension de Hausdorff 2, traduisant la « Zitterbewegung », c’est-à-dire les fluctuations
quantiques. Soient x la position, m la masse, p la quantité de mouvement, h = 2π~ la constante de
Planck. Le symbole ∆ désigne un « petit » accroissement ; ainsi ∆x = x(t + ∆t) − x(t) et, donc,
∆p ≃ m∆x
∆t
. L’expression familière ∆x∆p & ~ du principe d’incertitude devient (cf. [21], p. 85) :
(∆x)2
∆t
&
~
m
(1)
Soit δt > 0 infinitésimal donné. On réécrit (1) en postulant que
(x(t + δt) − x(t))2
δt
(2)
est limité et appréciable, c’est-à-dire ni infiniment grand ni infiniment petit.
Remarque 4 Voir, à propos de l’irréversibilité thermodynamique, [3] pour une condition voisine de
(1)-(2) dans un espace-temps discret.
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(iii) On en déduit, moyennant des hypothèses mathématiques « faibles », l’équation aux différences
infinitésimales
x(t + δt) = x(t) + bδt ± σ
√
δt (3)
(iv) L’absence de toute hypothèse physique supplémentaire conduit à postuler l’équiprobabilité de ±1.
(v) Si x est markovien, c’est-à-dire si b et σ sont fonctions de t et x(t), et non de {x(τ)|0 ≤ τ < t}, la
marche aléatoire infinitésimale définie par (3) « équivaut » à une équation différentielle stochastique
au sens usuel (cf. [1,4,5]), comme en mécanique stochastique.
3. Analyse non standard
On rédige selon la terminologie IST de [24,26].
3.1. Condition de Heisenberg
Remplaçons l’intervalle [0, 1] par Q = {kδt | 0 ≤ k ≤ Nq}, δt = 1Nq , où Nq est un entier illimité.
Appelons Q et δt, respectivement, l’échelle et le pas de temps quantiques. Une fonction x : Q → R est
dite vérifier la condition de Heisenberg si, et seulement si, pour tout t ∈ Q \ {1},
(x(t + δt) − x(t))2
δt
≃ (σ⋆t )2 (4)
où σ⋆t ∈ R, σ⋆t > 0, est limité et appréciable. Il en découle
x(t + δt) − x(t) ≃ ε(t)(σ⋆t )
√
δt où ε(t) = ±1 (5)
3.2. Équiprobabilité de +1 et −1
Postulons les deux propriétés suivantes, qui découlent « naturellement» de l’absence de toute hypothèse
physique supplémentaire :
– les ε(t), t ∈ Q \ {1}, sont des variables aléatoires indépendantes,
– Pr(ε(t) = +1) = Pr(ε(t) = −1) = 1
2
.
3.3. Processus stochastiques
Comme ε peut être vu comme un processus stochastique, il est loisible de postuler les propriétés
suivantes (cf. [26] et [4,5]) :
– x(t) est un processus stochastique ;
– les variables aléatoires x(0) et ε(t), t ∈ Q, sont indépendantes ;
– x(t), t > 0, est fonction de {ε(τ)|0 ≤ τ ≤ t − δt}.
Notons Eεt (•) l’espérance conditionnelle du processus • en l’instant t ∈ Q, sachant le passé du processus
ε. Posons
Dεx(t) =
Eεt (x(t + δt) − x(t))
δt
s⋆t ≃
√
(x(t + δt) − x(t) − Dεx(t)δt)2
δt
(6)
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Supposons Dεx(t) limité. On obtient la décomposition [26] (voir, aussi, [4]) :
x(t + δt) = x(t) + (Dεx(t))δt + (s⋆t )η(t)
√
δt (7)
où η est un processus stochastique, tel que Eεt (η(t)) = 0, E
ε
t ((η(t))
2) = 1. La proposition suivante relie
les quantités σ⋆t et ε(t) des paragraphes précédents aux nouvelles :
Proposition 3.1 Pour tout t ∈ Q \ {1}, il est loisible de poser σ⋆t ≃ s⋆t , ε(t) = η(t).
3.4. Condition de Markov
Soit
xi(t + δt) = xi(t) + (D
εxi(t))δt + (s
⋆
i,t)ε(t)
√
δt
où i = 1, 2. La propriété suivante est facile :
Lemme 3.2 Si, pour tout t ∈ Q \ {1}, les quantités infiniment proches Dεx1(t) ≃ Dεx2(t), s⋆1,t ≃ s⋆2,t,
x1(0) ≃ x2(0) sont limitées en valeur absolue par C ∈ R, la différence x1(t) − x2(t) reste infinitésimale
pour tout t ∈ Q.
Nous ne distinguerons pas deux équations de type (7) avec coefficients limités et infiniment proches. On
dit que x est markovien, ou satisfait la condition de Markov, si, et seulement si, il existe des quantités
b ≃ Dεx(t), σ ≃ s⋆t fonctions de t et x(t), et non de {x(τ)|0 ≤ τ < t}.
3.5. Diffusions
Supposons, dorénavant, x markovien et considérons la marche aléatoire infinitésimale
x(t + δt) = x(t) + b(t, x(t))δt + σ(t, x(t))ε(t)
√
δt (8)
Renvoyons à [26] (voir, aussi, [4,5]) pour la notion d’équivalence de processus stochastiques. Le représentant
(8) définit, selon [4] (voir, aussi, [5]), une diffusion si, et seulement si, les conditions suivantes sont satis-
faites :
– b et σ sont de classe S0,
– les ombres b̃ et σ̃ de b et σ sont de classe C∞,
– la fonction σ̃ est toujours strictement positive,
– la variable aléatoire x(0) est presque sûrement limitée.
Remarque 5 Voir [1] pour une autre approche des liens entre (8) et équations différentielles stochastiques,
où les conditions requises pour b et σ sont sensiblement différentes.
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Phys. théor., 50, 1989, 259-308.
5
[3] J.-P. Badiali, Entropy, time-irreversibility and the Schrödinger equation in a primarily discrete spacetime, J. Phys. A:
Math. Gen., 38, 2005, 2835-2847.
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