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We study in three dimensions the problem of a spatially homogeneous zero-temperature ideal
Fermi gas of spin-polarized particles of mass m perturbed by the presence of a single distinguishable
impurity of mass M . The interaction between the impurity and the fermions involves only the
partial s-wave through the scattering length a, and has negligible range b compared to the inverse
Fermi wave number 1/kF of the gas. Through the interactions with the Fermi gas the impurity gives
birth to a quasi-particle, which will be here a Fermi polaron (or more precisely a monomeron). We
consider the general case of an impurity moving with wave vector K 6= 0: Then the quasi-particle
acquires a finite lifetime in its initial momentum channel because it can radiate particle-hole pairs in
the Fermi sea. A description of the system using a variational approach, based on a finite number of
particle-hole excitations of the Fermi sea, then becomes inappropriate around K = 0. We rely thus
upon perturbation theory, where the small and negative parameter kFa→ 0
− excludes any branches
other than the monomeronic one in the ground state (as e.g. the dimeronic one), and allows us a
systematic study of the system. We calculate the impurity self-energy Σ(2)(K, ω) up to second order
included in a. Remarkably, we obtain an analytical explicit expression for Σ(2)(K, ω) allowing us to
study its derivatives in the plane (K,ω). These present interesting singularities, which in general
appear in the third order derivatives ∂3Σ(2)(K, ω). In the special case of equal masses, M = m,
singularities appear already in the physically more accessible second order derivatives ∂2Σ(2)(K, ω);
using a self-consistent heuristic approach based on Σ(2) we then regularise the divergence of the
second order derivative ∂2K∆E(K) of the complex energy of the quasi-particle found in reference [C.
Trefzger, Y. Castin, Europhys. Lett. 104, 50005 (2013)] at K = kF, and we predict an interesting
scaling law in the neighborhood of K = kF. As a by product of our theory we have access to all
moments of the momentum of the particle-hole pair emitted by the impurity while damping its
motion in the Fermi sea, at the level of Fermi’s golden rule.
I. INTRODUCTION AND MOTIVATIONS
In this work we study, in a three dimensional space, the problem of a mobile distinguishable impurity of mass
M undergoing elastic scattering with an ideal Fermi gas of fermions of mass m, all in the same spin-state, at zero
temperature and in the thermodynamic limit. The solution of this problem is a fundamental step in the microscopic
comprehension of the concept of quasi-particle, which lays at the heart of the Fermi liquid theory developed by Landau
[1]. It allows us to show the expected effects resulting from the coupling of the impurity with the Fermi sea reservoir:
From reactive effects shifting the real energy of the impurity and changing its effective mass, to dissipative effects,
appearing when the impurity is moving, inducing a finite lifetime of the impurity in its initial momentum channel ~K
due to emission of particle-hole pairs in the Fermi sea that lower the impurity momentum. These two effects may be
summarized by the notion of complex energy ∆E(K), counted from the energy of the unperturbed Fermi sea.
From the formalism perspective this leads naturally to the introduction of the impurity self-energy Σ(K, ω), a
function of the wave vector K and of an angular frequency ω, that enters into the Dyson equation satisfied by
the space-time Fourier transform G(K, ω) of the two-points Green’s function, which constitutes a building block of
the diagrammatic methods for the N -body problem [2]. Indeed, the complex energy ∆E(K) mentioned above, after
division by ~, must be a pole of the analytic continuation of the function ω 7→ G(K, ω) to the lower complex half-plane.
Our single impurity-problem has of course a long history. It emerged in a nuclear physics context, in the case of
a Λ-particle interacting with a Fermi sea of nucleons [3, 4] via a spherical hard-core potential of radius a > 0. The
results, obtained by resummation of diagrams in the T -matrix formalism, are limited to K = 0 but the expansion in
powers of kFa was remarkably pushed up to the order four [5], kF being here the Fermi wave number.
Recently the problem shows a renewed interest thanks to cold atoms experiments, where the impurity is an atom
of the same chemical species as the fermions but in a different spin state [6–8], or even an atom of a different chemical
species [9]. The experiments of reference [7] can then be very well interpreted by the fact that the fraction of atoms in
the minority spin-state, when sufficiently small, constitutes a Fermi “liquid”, that is an almost ideal gas of fermionic
quasi-particles whose internal energy and effective mass have been modified by the interaction with the Fermi sea
of the atoms in the majority spin-state, in agreement with the theory of [10, 11] and as confirmed by the precise
measurement of the equation of state of a spin-polarized gas [12, 13].
From a theoretical point of view, the model interactions appropriate to cold atoms strongly differ from those based
2on hard-spheres of the first references [3–5]. Indeed, for cold atoms and for the previously cited experiments, the
interaction between the impurity and a fermion is resonant in the s-wave and negligible in the other partial waves.
This means that the s-wave scattering length a is much larger, in absolute value, than the range b of the interaction and
it can have an arbitrary sign, two features that are missing in the hard-spheres model. One can even experimentally
tend to the unitary limit 1/a = 0 thanks to the amazing tool of Feshbach resonances [14]. In this resonant regime
|a| ≫ b, one expects the interacting potential to be characterized only by the scattering length to the exclusion of
any other microscopic details (as e.g. its position dependence); in such a case we speak of one-parameter universality
and theoretically we are led to make the range of the potential b tend to zero with a fixed scattering length, for any
convenient model. In reality, this one-parameter universality has not to be taken for granted. It breaks down when
the mass ratio m/M is too large so that the effective attractive interaction induced by the impurity between the
fermions leads to the three-body Efimov effect, at the critical mass ratio m/M ≃ 13.607 [15–17], or also to the four-
body Efimov effect, at the critical mass ratio m/M ≃ 13.384 [18]. In the presence of such Efimov effects, additional
three-body and four-body parameters must be introduced to characterize the interaction, and in the limit of zero true
range and effective range the energy spectrum is not bounded from below, which constitutes the Thomas effect [19].
Up to now, a necessary and sufficient condition on the mass ratio excluding all possible Efimov effects, even at the
thermodynamic limit, is unknown [20] but we will suppose it to be satisfied in this work.
In this cold-atoms context, an important conceptual progress was to realize that our single impurity problem belongs
to the general class of polaronic systems [21]. By analogy with solid-state physics, in which the polaron is an electron
dressed by the (bosonic) phonons describing quantum-mechanically the deformation of the crystal induced by the
electromagnetic interaction with the electron charge, the impurity constitutes a Fermi polaron because it is dressed
by the particle-hole pairs induced by its now short-ranged interaction, with the fermions. The picture is indeed very
rich since many classes of polarons may exist, depending on whether the quasi-particle is constructed by particle-hole
pair dressing of the bare impurity [10, 11], or by dressing a two-body bound state (dimer) between the impurity and
a fermion, that preexists in free space [21–24], or even by dressing a three-body bound state (trimer) between the
impurity and two fermionic particles [25]. By systematically extend the terminology of reference [26], we can then
refer to monomeron, dimeron or trimeron to underline the quasi-particle character of the considered object, as done
by Lobo in [27]; we can also refer to dressed atom, dressed dimer or dressed trimer as in the review article [27]. The
advantage of the former terminology appears in the more surprising case where the binding between the impurity and
a small number of fermions does not preexist in vacuum but is itself induced by the presence of the Fermi sea. This is
the case of the trimerons of reference [25], and of the dimerons at a < 0 on a narrow Feshbach resonance [26, 28, 29];
in the latter case see the conclusion of [26] for a physical interpretation.
Let us restrict ourselves here and in what follows to the monomeronic branch, and let us consider the case of a
negative scattering length a < 0 on a broad Feshbach resonance (therefore of negligible true and effective ranges); the
dimeronic branch is then an excited branch [21] that is unstable [30]1. Up to now the single impurity problem with
resonant interaction has been treated analytically, essentially at zero wave vector K = 0, using a non-perturbative
variational approach that truncates the Hilbert space by keeping at most n particle-hole pairs, but without any
constraint on their possible states. This approach was initiated by reference [10] (see also [31]), with n = 1; at K = 0
the energy ∆E(0) is real and the predicted approximate value ∆E[1](0) gives an upper bound to ∆E(0), which was
sufficient to establish the existence of a Fermi “liquid” phase in a strongly polarized gas at the unitary limit 1/a = 0
[10]. In this rather spectacular strongly interacting case, there is a priori no small parameter allowing us to control
the precision of the variational ansatz [10]; the fact that the result is identical to the one obtained with the non-
perturbative (therefore non-systematic) use of the T -matrix formalism (in the ladder approximation) [31, 32] does
not prove that the result is reliable. However, it was finally understood that a semi-analytical systematic study for
increasing n (in practice limited to n = 2) is a winning strategy, allowing one to explicitly verify the rapid convergence
of the series ∆E[n](0) [32, 33] towards the numerical diagrammatic quantum Monte Carlo results of reference [21].
We shall devote this work to the more original case of a non zero total momentum, K 6= 0, still not fully understood
(see however reference [34] at largeK). The problem then changes nature and the monomeron becomes a resonance of
complex energy ∆E(K) [4]; the moving quasi-particle is indeed unstable with respect to particle-hole pairs emission
[35] since the kinetic energy and the momentum carried away by the pairs can be, let us recall it, as close to zero
as we want. The variational approach also changes status: Not only it no longer provides an upper bound to the
real part of the energy ℜ∆E(K), but it also predicts a non-physical interval of K-values, starting at 0, within which
the imaginary part of the energy ℑ∆E(K) is exactly zero [36]2. This explicitly contradicts the perturbative result of
1 We recall that the energy of the dimer tends to −∞ as −~2/(2µa2) when a → 0+, µ being the reduced mass of the impurity and a
fermion, and that there is no dimer for a < 0.
2 The same phenomenon occurs for the dimeron in two dimensions [37].
3reference [4] obtained forM = m up to second order included in kFa, which gives an ℑ∆E(K) continuously vanishing
as K4 when K→ 0, and more generally it disagrees with the Fermi “liquid” theory of [35].
This failure of the variational approach at K 6= 0 is readily understood if one considers the one-impurity problem in
the general context of a discrete state coupled to a continuum [38], as it was done in reference [26]. The discrete state
corresponds to the impurity with wave vector K in the presence of the unperturbed Fermi sea; its energy (counted
from the Fermi sea energy) is thus the impurity kinetic energy ~2K2/(2M). The continuum is made of particle-hole
pairs of any momenta in the Fourier space, in the presence of the impurity in the suitable wave vector state (such as to
conserve the total momentum). (i) Within an exact treatment of the problem, it is clear that the continuum contains
in particular a monomeron of arbitrarily small total momentum, thus of energy ≃ ∆E(0), that may be thought of as
a relatively localized perturbation of the fermions gas in the neighborhood of a point in real space [39], in the presence
of particle-hole pairs that are radiated at infinity and that carry away the missing momentum, without necessarily
costing a significant amount of energy. A particle and a hole respectively of wave vector k and q can indeed carry
away momentum of modulus up to 2kF with a positive kinetic energy ~
2(k2−q2)/(2m) that is negligible when k → k+F
and q → k−F . The lower bound of the continuum then corresponds to the exact (here negative) energy ∆E(0). The
coupling between the discrete state and the continuum leads in general the former to dilute into the latter to give
birth to a resonance, and ℑ∆E(K) < 0 at K > 0. (ii) Within the variational treatment of the problem, limited to
n particle-hole pairs, one expects the continuum to start at the energy ∆E[n−1](0), since at least one pair must be
radiated at infinity to bring the monomeron at rest. Now this is strictly larger than ∆E[n](0), according to the usual
variational reasoning; atK = 0, the coupling of the discrete state to the continuum then seems to give rise to a discrete
state of energy ∆E[n](0) separated from the continuum by an artificial energy gap of width ∆E[n−1](0)−∆E[n](0).
If this is the case ∆E[n](K) should remain exactly real in a region around K = 0, that shrinks at larger n but that
has no physical meaning. This plausible scenario is confirmed by the explicit calculation made for n = 1 in reference
[26], provided the interaction is sufficiently weak: For fixed and finite M/m, we find indeed that the continuum starts
at the energy ∆E[0](0) = 0, if kFa (negative) is sufficiently close to zero not to satisfy equation (24) of that reference.
This has been used to estimate the non-physical value of the modulus of K below which ℑ∆E[1](K) = 0 [36].
With the variational approach being disqualified at K 6= 0, the theory toolbox apart from numerics is rather empty.
Thus, we shall use the only reliable and systematic method, the perturbative approach, here up to the second order
included in kFa, in the spirit of the pioneering articles [3–5]. However, instead of a hard-sphere interaction we will use
a Hubbard-type cubic lattice model of lattice spacing b, with a (here attractive) on-site interaction of bare coupling
constant g0 adjusted, as a function of b, to reproduce exactly the desired scattering length. This model was initially
introduced for the case of a weakly interacting bosonic gas, in a tentative form in [40] then in its final form in [41],
and since then it has witnessed some success for the case of spin 1/2 fermions, even in the strongly interacting regime
[42–44]. For a fixed b we expand the self-energy Σ(K, ω) up to order two in kFa, then we take the continuous space
limit b → 0 in the coefficients of the expansion. The key point is that all the corresponding integrals in the Fourier
space can be calculated analytically so that explicit expressions can be obtained for Σ(2)(K, ω). We shall give these
expressions for any ω and for any impurity-to-fermion mass ratioM/m. The opposite order of taking limits (b→ 0 for
a fixed scattering length, then kFa → 0
−) would lead to the same result by virtue of the one-parameter universality
mentioned above and of the absence at a < 0 of essentially non-perturbative effects (as e.g. the emergence of a dimer at
the zero-range limit for a > 0), but one would have to resort to the non-perturbative resummation of ladder diagrams
as in [5].
To second order in kFa, we find for ∆E(0) in the zero range limit exactly the same results as the ones of Bishop [5]
for the hard-sphere interaction, after their direct transposition from the case a > 0 to the case a < 0. This is without
too much of surprise, since it is well known that the non-zero range (of order a) of the hard-sphere interaction appears
only at the next order: The two-body scattering amplitude fk = −1/[a
−1+ ik−k2re/2+O(k
3a2)] for the hard-sphere
potential, of effective range re = 2a/3, differs from the one fk = −1/(a
−1+ ik) of the zero range interaction by terms
at least of order three, in O(a3k2), when a→ 0 for a fixed relative wave number k between a fermion and the impurity.
On the other hand, atK 6= 0 our expressions of ∆E(2)(K) are new. They were already briefly presented in reference
[36], which shows their experimental observability by radio-frequency spectroscopy of cold atoms [9] but gives no detail
of derivation, contrarily to this work in which this is one of the motivations. The knowledge of Σ(2)(K, ω) as a function
of ω even allows us also to go further and, thanks to a heuristic self-consistent equation for the complex energy ∆E(K),
to regularise the logarithmic divergence of the second order derivative with respect to K of ∆E(K), predicted by the
perturbative theory for equal masses (M = m) at the Fermi surface (K = kF) [36]. Note that to second order in kFa
our expressions of ∆E(2)(K) obtained for a < 0 can be directly extended to the case of the repulsive monomeron [45]
where a > 0 3.
3 In the case a > 0 the repulsive monomeron is an excited branch which can decay to the dimeronic and to the attractive monomeronic
4This long article is organized as follows. After a formal and maybe unusual writing of the self-energy Σ(K, ω) in
terms of the resolvent of the Hamiltonian in section II, we shall expand it up to second order included in the coupling
constant g and we will readily express the result as a single integral, see section III, that we are able to calculate
explicitly at the end of a rather technical section IV. We shall then reap rather formal benefits in section V, by
identifying in the plane (K,ω) the singularities of the third order derivatives of the self-energy (truncated to second
order in g), which are the counterparts at ω 6= 0 to the singularities of the derivatives with respect to K of the complex
energy (truncated to second order in g) of reference [36]. We have kept the physical applications for section VI: After
having recovered the perturbative results of reference [36], we explicitly implement the aforementioned self-consistent
approach and we predict a non-perturbative scaling law for the behavior of d
2
dK2∆E(K) in the neighborhood of the
Fermi surface for equal masses and when g → 0−. En passant, we check in subsection VID that the impurity complex
energy ∆E(2)(K) is a smooth function of K at non-zero temperature. In another perspective, we will show how our
techniques of integral calculus allow us to access all moments of the momentum of the particle-hole pair emitted by
the impurity into the Fermi sea within Fermi’s golden rule approximation; this gives not only the damping rate of the
impurity momentum in the spirit of [35], but also its diffusion coefficient in the spirit of [47]. Our results are of course
limited to second order in g but, contrarily to references [35, 47], they apply for any momentum. We shall conclude
in section VII.
II. DEFINITION OF Σ(K, ω) AND RELATION WITH THE RESOLVENT OF THE HAMILTONIAN
We start here with a few general reminders on the well known N -body Green’s function approach [2], for a spatially
homogeneous system with periodic boundary conditions, independently on the interaction model, then we establish
the relation, maybe less well known, of this formalism with the resolvent and the notions of effective Hamiltonian and
displacement operator, more usual in atomic physics [38]. Variables and operators of the impurity will be distinguished
from those of fermions by the use of capital letters for the former, and small letters for the latter.
The case considered here is the one at zero temperature. The single impurity Feynman Green’s function is then
defined by [2]
G(R, t;R′, t′) ≡ (i~)−1〈φ0|Tˆ [Ψˆ(R, t)Ψˆ
†(R′, t′)]|φ0〉 (1)
where the state vector |φ0〉 is the ground state of N fermions in the absence of impurity (a simple Fermi sea), Ψˆ(R, t)
is the impurity field operator at position R and time t in the Heisenberg picture, and the operator Tˆ , called T-
product, orders the factors in the chronological order from right to left, with the multiplication by the sign of the
corresponding permutation if the field Ψˆ is fermionic. Since there is only one impurity, it is clear that its quantum
statistic is irrelevant and that the Green’s function is zero for t < t′, so that it is both a Feynman and a retarded
Green’s function:
G(R, t;R′, t′) = (i~)−1Y (t− t′)〈φ0|Ψˆ(R, t)Ψˆ
†(R′, t′)|φ0〉 (2)
with Y the usual Heaviside step function. As the second member depends only onR−R′ and t−t′, by virtue of spatial
homogeneity and stationarity of the Fermi sea under free evolution, we take its spatiotemporal Fourier transform4
with respect to R−R′ and t− t′, with the usual regularisation exp[−ǫ(t− t′)/~], ǫ → 0+, to obtain the propagator
G(K, ω). By definition of the self-energy Σ, called proper self-energy in [2], on one hand we have the Dyson equation
G(K, ω) = [~ω + iǫ− EK − Σ(K, ω)]
−1 (3)
with the impurity kinetic energy function,
EK =
~2K2
2M
(4)
On the other hand, the evolution operator during t of the full system of Hamiltonian Hˆ is exp(−iHˆt/~), so that we
obtain from an explicit calculation
G(K, ω) = 〈ψ0K|Gˆ(~ω + iǫ+ e0(N))|ψ
0
K〉 where |ψ
0
K〉 = Cˆ
†
K|φ0〉 (5)
branches as discussed in reference [46].
4 Our convention is that the spatiotemporal Fourier transform of f(x, t) defined on R2 is f˜(k, ω) =
∫
dt
∫
dxf(x, t) exp[−i(kx− ωt)].
5with e0(N) the ground state energy of the unperturbed N fermions, Cˆ
†
K the creation operator of one impurity with
wave vector K and Gˆ(z) ≡ (z1ˆ− Hˆ)−1 the resolvent operator of the full Hamiltonian Hˆ .
The link established by equations (3,5) between the self-energy and the resolvent is a link between two worlds, the
N -body problem in condensed matter physics and the one of atomic physics, where we rather speak about effective
Hamiltonians and complex energy shifts. This link is made explicit by the method of projectors [38]. Let Pˆ be
the orthogonal projector on |ψ0K〉, that is on the unperturbed state of the impurity with wave vector K and the
Fermi sea. In the corresponding subspace of dimension one we define the non-hermitian effective Hamiltonian, that
parametrically depends, as the resolvent, on a complex energy z, by the general exact relations
Pˆ Gˆ(z)Pˆ =
Pˆ
zPˆ − Hˆeff(z)
and Hˆeff(z) ≡ Pˆ HˆPˆ + Pˆ HˆQˆ
Qˆ
zQˆ− QˆHˆQˆ
QˆHˆPˆ (6)
where Qˆ = 1ˆ − Pˆ is the complementary projector to Pˆ . Here, Hˆ = Hˆ0 + Vˆ , where Hˆ0, the kinetic Hamiltonian of
the particles, commutes with Pˆ , and Vˆ is the impurity-fermion interaction Hamiltonian. We finally obtain an explicit
operator-expression of the self-energy, in terms of the displacement operator Rˆ of reference [38] readily replaced here
by its definition:
Σ(K, ω) = 〈ψ0K|Vˆ |ψ
0
K〉+ 〈ψ
0
K|Vˆ Qˆ
Qˆ
~ω + iǫ+ e0(N)− QˆHˆQˆ
QˆVˆ |ψ0K〉 (7)
This will allow us to expand Σ(K, ω) in powers of Vˆ without using a diagrammatic representation.
III. EXPRESSION OF Σ(K, ω) UP TO SECOND ORDER IN g AS A SINGLE INTEGRAL
A. The lattice model and the result as a multiple integral
To describe a zero-range interaction of fixed scattering length a between the impurity and a fermion, it is not possible
in three dimensions to directly take the usual Dirac delta model, Vδ = gδ(R− r), of effective coupling constant
g =
2π~2a
µ
, (8)
µ = mM/(m+M) being the reduced mass, except for a treatment limited to the Born approximation. Typically one
makes this model meaningful by introducing a cutoff on the relative wave vectors of the two colliding particles (not
on the wave vectors of each particle [48]), and then one takes the infinite cutoff limit [32]. However, we shall adopt
here a more physical approach: We replace the Dirac delta by the Kronecker symbol, the latter also noted δ, that is
we use the cubic lattice model described in detail in reference [49], the space being discretised along each Cartesian
direction with a lattice spacing b, submultiple of the period L setting the periodic boundary conditions. The wave
vectors of the particles then have a meaning modulo 2π/b in each direction, which allows us to restrict them to the
first Brillouin zone of the lattice, FBZ = [−π/b, π/b[3, and which provides a natural cutoff; thus the wave vectors
span the set D = FBZ ∩ (2π/L)Z3. The full Hamiltonian Hˆ is the sum of the kinetic energy of the particles Hˆ0 and
of the on-site interaction Vˆ . On one hand,
Hˆ0 =
∑
k∈D
ǫkcˆ
†
kcˆk +
∑
K∈D
EKCˆ
†
KCˆK (9)
where the kinetic energy of a fermion of wave vector k,
ǫk =
~2k2
2m
(10)
and the annihilation operator cˆk of a fermion, subject to the canonical anticommutation relations {cˆk, cˆ
†
k′} = δk,k′ ,
are the fermionic counterpart of the energy EK and of the operator CˆK introduced for the impurity in the previous
section. On the other hand,
Vˆ =
∑
r∈[0,L[3∩bZ3
b3g0Ψˆ
†(r)ψˆ†(r)ψˆ(r)Ψˆ(r) =
∑
k,k′,K,K′∈D
b3g0
L3
δmodk+K,k′+K′Cˆ
†
K′ cˆ
†
k′ cˆkCˆK (11)
6where the field operator ψˆ(r), such that {ψˆ(r), ψˆ†(r′)} = δr,r′/b
3, is the fermionic counterpart of the impurity field
Ψˆ(R), δmod is a Kronecker δ modulo a vector of the reciprocal lattice (2π/b)Z3, and the bare coupling constant g0 is
adjusted so that the scattering length of the impurity on a fermion, defined of course for the infinite lattice (L =∞),
has the arbitrary desired value in R [49]:
g−10 = g
−1 −
∫
FBZ
d3k
(2π)3
2µ
~2k2
(12)
Let us determine the self-energy Σ(K, ω) perturbatively up to second order included in g, for g < 0, as explained
in the introduction. For a fixed lattice spacing b, we shall make g tend to zero from negative values. Thus g0 tends
to zero,
g0
a/b→0
= g + g2
∫
FBZ
d3k
(2π)3
2µ
~2k2
+ O(g3) (13)
In the relation (7), at this order we can neglect Vˆ in the denominator. The action of Vˆ on the non-perturbed state
|ψ0K〉 creates a hole of wave vector q in the Fermi sea by promoting a fermion to the wave vector k; the impurity takes
the momentum change and acquires the wave vector K − k + q (modulo a vector of the reciprocal lattice). In the
obtained expression of Σ(K, ω), we replace g0 with its expansion (13) then we take the continuous space limit b→ 0
for a fixed g. It remains to take the thermodynamic limit to obtain the exact perturbative expansion:
Σ(K, ω) = Σ(1)(K, ω) + Σ(2)(K, ω) +O(g3) (14)
with, up to second order:
Σ(1)(K, ω) = ρg (15)
Σ(2)(K, ω) = g2
∫
q<kF
d3q
(2π)3
∫
R3
d3k
(2π)3
[
2µ
~2k2
−
Y (k − kF)
Fk,q(K, ω)
]
(16)
This writing was made more compact as in [36] thanks to the notation
Fk,q(K, ω) ≡ EK−k+q + ǫk − ǫq − ~ω − iǫ (17)
Unsurprisingly, the contribution of order one reduces to the mean-field shift, which involves the average density of
fermions ρ or their Fermi wave number kF:
ρ =
∫
q<kF
d3q
(2π)3
=
k3F
6π2
(18)
Remarkably, hereafter we will show that the sextuple integral in the second order contribution can be evaluated
analytically in an explicit way.
As a side remark, one may further expand g0 and Σ(K, ω) in powers of g, at the cost of obtaining integrals that
may be difficult to calculate analytically. We give here as an example the result at order three:
Σ(3)(K, ω) = g3
∫
q<kF
d3q
(2π)3
{∫
R3
d3k
(2π)3
[
2µ
~2k2
−
Y (k − kF)
Fk,q(K, ω)
]}2
− g3
∫
R3
d3k
(2π)3
[∫
q<kF
d3q
(2π)3
Y (k − kF)
Fk,q(K, ω)
]2
−
ρg
~
∂ωΣ
(2)(K, ω) (19)
resulting from a triple action of Vˆ on the non-perturbed state |ψ0K〉, with forced return to |ψ
0
K〉. The first action of
Vˆ creates a particle-hole pair of wave vectors k and q. The second action of Vˆ can bring neither back to the initial
state [due to the projector Qˆ into equation (7)], nor forth to the state with two particle-hole pairs (since the third
action of Vˆ cannot destroy two pairs). It then (i) scatters the excited fermion from k to k′ with an amplitude g0, or
(ii) it scatters the hole from q to q′ with an amplitude −g0, by collision with the impurity, or (iii) it does not change
anything at all [term k′ = k and K′ = K in equation (11)]. This gives rise respectively to the first, the second and
the third term of equation (19); the integrals over k and k′, or over q and q′, which have a symmetric integrand with
respect to the exchange of wave vectors, lead to a square of an integral over k, or over q.
7B. From a sextuple integral to a single integral for Σ(2)(K, ω)
We detail here, step by step, the reduction of the multidimensional integral giving Σ(2)(K, ω) in equation (16).
First of all it is convenient to use dimensionless quantities, by expressing wave vectors in units of the Fermi
wave number, the energy difference between ~ω and the impurity kinetic energy EK in units of the Fermi energy
ǫF ≡ ~
2k2F/(2m) of the fermions,
K¯ ≡
K
kF
, q¯ ≡
q
kF
, k¯ ≡
k
kF
, ε ≡
EK − ~ω
ǫF
(20)
and the g2-component of the self-energy in units of (ρg)2/ǫF:
Σ(2)(K, ω) ≡
(ρg)2
ǫF
Σ¯(2)(K¯, ε) (21)
Regarding the impurity mass, we express it in units of the mass of a fermion by the dimensionless number
r ≡
M
m
(22)
Then, the rotational invariance ofK 7→ Σ(2)(K, ω), already taken into account in the writing (21), allows us to average
equation (16) on the direction Kˆ of the impurity wave vector. At fixed k and q, the expansion of Fk,q(K, ω) in powers
of K leads us to introduce spherical coordinates of polar axis given by the direction of k − q; then the integrand
depends only on the cosine w of the polar angle of Kˆ, so that:
〈
~2k2F/(2M)
Fk,q(K, ω)
〉
Kˆ
=
∫ 1
−1
dw
2
1
x− yw − iǫ
(23)
ǫ→0+
→
1
2y
ln
|x+ y|
|x− y|
+
iπ
2y
[Y (x + y)−Y (x− y)] ≡ f(x, y) (24)
where
λ ≡ |k¯− q¯|, x ≡ λ2 + r(k¯2 − q¯2 + ε) ∈ R, y ≡ 2K¯λ ∈ R+ (25)
and we used the primitive 12 ln(v
2 + ǫ2) + i arctan(v/ǫ) of the function v 7→ (v − iǫ)−1 on R.
Similarly, in the integration over k at fixed q we choose the polar axis of direction q, so that the integrand depends
only on the polar angle θ between k and q, not on the azimuthal angle. In the polar integral, we use the variable λ
of equation (25) rather than θ itself, with
sin θ dθ =
λdλ
k¯q¯
(26)
Finally, in the integral over q, that is the most external one, the integrand does not depend anymore on the direction
of q, which brings out the usual 4π solid angle factor. At this point we are easily reduced to a triple integral:
Σ¯(2)(K¯, ω) =
9r
2
∫ 1
0
q¯dq¯
∫ +∞
0
k¯dk¯
∫ k¯+q¯
|k¯−q¯|
λdλ
[
1
(1 + r)k¯2
− Y (k¯ − 1)f(x, y)
]
(27)
where the function f is the one of equation (24). The integration over λ, although feasible, is tricky since λ appears
in f(x, y) under a trinomial form, and the complexity of the result compromises further integration; instead, k¯ and
q¯ appear only by their square. Hence the idea to reverse the order of integration as in reference [39]: We perform
separately the complete integration over the domain k¯ < 1, and otherwise we use
∫ 1
0
dq¯
∫ +∞
1
dk¯
∫ k¯+q¯
|k¯−q¯|
dλ =
∫ +∞
0
dλ
∫ 1
max(1−λ,0)
dq¯
∫ λ+q¯
max(λ−q¯,1)
dk¯ (28)
All this leads to
Σ¯(2)(K¯, ε) =
3r
1 + r
−
9r
2
∫ +∞
0
dλ
[
ψ+(λ) − ψ−(λ)
4K¯
− χ(λ)
]
(29)
8in terms of the auxiliary functions
ψ±(λ) ≡
∫ 1
max(1−λ,0)
q¯dq¯
∫ λ+q¯
max(λ−q¯,1)
k¯dk¯ u[λ2 ± 2K¯λ+ r(k¯2 − q¯2 + ε)] (30)
χ(λ) ≡
∫ 1
max(1−λ,0)
q¯dq¯
∫ λ+q¯
max(λ−q¯,1)
k¯dk¯
λ
(1 + r)k¯2
(31)
where ψ−(λ) is obtained from ψ+(λ) simply by changing K¯ to −K¯, and the useful function
u(X) ≡ ln |X |+ iπY (X), (32)
naturally introduced by the property 2yf(x, y) = u(x+ y)− u(x− y), will also intervene via its primitives u[n](X) of
order n, which vanish at zero as well as all their derivatives up to order n− 1:
u[n](X) =
Xn
n!
[
u(X)−
n∑
s=1
1
s
]
(33)
u(X) is actually the limit of the usual branch of the complex logarithm ln z when z tends to −X ∈ R from the upper
half of the complex plane.
Let us outline how to compute ψ±(λ). The integration over k¯ is trivial provided we take k¯2 as the integration
variable. It directly leads to the primitive u[1], evaluated at points of the form Aq¯2 + B or Aq¯ + B, where the
coefficients A and B do not depend on q¯. The integration over q¯ is then either of the form
∫
dq¯ q¯ u[1](Aq¯2 + B), in
which case we take q¯2 as the integration variable and u[2] appears, or of the form
∫
dq¯ q¯ u[1](Aq¯+B), in which case we
use the integration by parts (taking the derivative of the factor q¯) that leads to u[2] and to u[3]. In practice, we are
led to distinguish between the case (i) 0 < λ < 1, of lower boundaries 1 − λ and 1 in the integrals over q¯ and over k¯
respectively, (ii) 1 < λ < 2, of lower boundaries 0 for q¯ and λ− q¯ (or 1) for k¯ depending on q¯ being lower (or higher)
then λ − 1, and (iii) λ > 2, of lower boundaries 0 and λ − q¯. However, we note that the first two cases lead to the
same expressions5, so that it is sufficient to distinguish the interval [0, 2], over which
ψ±(λ) =
u[2][P±γ (λ)]
4r2
+
u[2][P±α (λ)]−u
[2][P±β (λ)]
4r2λ
−
u[3][P±α (λ)]−u
[3][P±β (λ)]
8r3λ2
(34)
and the interval [2,+∞[, over which
ψ±(λ) =
u[2][P±α (λ)] + u
[2][P±δ (λ)]
4r2λ
−
u[3][P±α (λ)] − u
[3][P±δ (λ)]
8r3λ2
(35)
We have introduced here the trinomials appearing in the expression of ψ±(λ):
P±α (λ) = (1 + r)λ
2 + 2(r ± K¯)λ + rε (36)
P±β (λ) = (1− r)λ
2 + 2(r ± K¯)λ + rε (37)
P±γ (λ) = λ
2 ± 2K¯λ+ rε (38)
P±δ (λ) = (1 + r)λ
2 + 2(±K¯ − r)λ + rε (39)
The four trinomials corresponding to the function ψ−(λ) are deduced of course from those associated to ψ+(λ) by
changing K¯ to −K¯. They obey the duality relations that we use later in this paper:
P−α (λ) = P
+
δ (−λ) and P
−
δ (λ) = P
+
α (−λ) (40)
Notice that P±β (λ) is actually of degree one in the special case (r = 1) where the impurity and the fermions have the
same mass, M = m.
5 When λ ∈ [1, 2], after integration over k¯ we obtain for ψ±(λ) an expression of the form
∫ λ−1
0 dq¯[f(q¯) + f(−q¯)] +
∫ 1
λ−1 dq¯[f(q¯) − g(q¯)],
which we transform by the change of variable q¯ → −q¯ in the parts containing f(−q¯) and g(q¯). After collecting the different pieces and
using the odd parity of g(q¯), which implies that
∫+1
−1
dq¯ g(q¯) = 0, we end up with the expression
∫ 1
1−λ
dq¯[f(q¯) − g(q¯)] which is exactly
the same one as ψ±(λ) over [0, 1].
9As for the integral (31), an elementary calculation leads to6
χ(λ) =
λ
2(1 + r)
[
(1− λ2) ln(1 + λ) + λ
(
3
2
λ− 1
)]
∀λ ∈ [0, 2] (41)
χ(λ) =
λ
2(1 + r)
[
(1 − λ2) ln
λ+ 1
λ− 1
+ 2λ
]
∀λ ∈ [2,+∞[ (42)
IV. EXPLICIT CALCULATION OF Σ(2)(K, ω) IN THE GENERAL CASE
In the previous section we expressed the contribution of order g2 to the impurity self-energy as a single integral, see
the integral of ψ+(λ) − ψ−(λ) over λ in equation (30), in which we now temporarily introduce a finite upper bound
Λ > 2. The evaluation of this integral can be done explicitly. Let us give here the main steps.
A. Expression in terms of two functionals I [P ] and J [P ]
The first step consists in reducing the number of types of terms in the integrand. In equations (34) and (35) there
are a priori three distinct types, according to the power 0, 1 or 2 of λ in the denominator. However, it suffices to
integrate the terms of the third type by parts (integrating the factor 1/λ2), to transform them into terms of the first
two types; this holds over each interval of integration [0, 2] and [2,Λ]. Also, the all-integrated terms in λ = 2 cancel
exactly since P±β (2) = P
±
δ (2), and the all-integrated term in λ = 0 is zero since in addition
d
dλP
±
α (0) =
d
dλP
±
β (0).
Writing the integrals over [2,Λ] as the difference of the integrals over [0,Λ] and over [0, 2] with the same integrand,
we are reduced to zero lower integration bounds, and finally to the only two functionals
I[P ](λ) ≡
∫ λ
0
dt u[2][P (t)] (43)
J [P ](λ) ≡
∫ λ
0
dt
u[2][P (t)]− u[2][P (0)]
t
(44)
where the polynomial P (λ) is in practice one of the eight trinomials P±σ (λ), σ ∈ {α, β, γ, δ}. The term subtracted in
the numerator of the integrand in J [P ] assures the convergence of the integral in its lower bound without introducing
any remainder in the final result since all the trinomials have the same value in zero. We finally get∫ Λ
0
dλψ±(λ) = C±(Λ)−
(1 + r){I±α (Λ)− I
±
δ (Λ)} ± K¯{J
±
α (Λ)− J
±
δ (Λ)}
4r3
+
I±γ (2)− I
±
β (2)− I
±
δ (2)
4r2
+
I±β (2)− I
±
δ (2)± K¯{J
±
β (2)− J
±
δ (2)}
4r3
(45)
with the shorthand notations
I±σ (λ) ≡ I[P
±
σ ](λ) and J
±
σ (λ) ≡ J [P
±
σ ](λ) (46)
for the functionals I and J evaluated at the eight trinomials. The contribution of the all-integrated term in Λ resulting
from the integration by parts is
C±(Λ) =
u[3][P±α (Λ)]− u
[3][P±δ (Λ)]
8r3Λ
(47)
B. Explicit value of the functionals
The second step consists in calculating the functionals I[P ] and J [P ], where P is a polynomial. We usefully write
it in its factorised form,
P (λ) = AP
∏
λ0∈RootP
(λ− λ0) (48)
6 This allows us to verify that the integrand of (29) is O(1/λ2) and that the integral converges at large λ.
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where AP is the leading coefficient and RootP is the set of roots of P (λ) counted with their multiplicity. According
to equations (36,37,38,39), it is sufficient here to restrict to the polynomials P (λ) of degree at most two with real
coefficients, which includes the special case P±β (λ) (of degree one) for a mass ratio r = 1. Then we need to consider
two distinct cases, the one where all roots of P (λ) are real, and the one where the two roots are complex conjugate.
Let us first tackle with the evaluation of the functional I[P ]. In order to make notations more compact and the
result reusable in the calculation of J [P ], we introduce the auxiliary polynomial QI of P for the functional I[P ]:
QI(λ) =
1
2
[P (λ)]2 (49)
Thus, taking into account (33) and (43), we get the useful rewriting
I[P ](λ) =
∫ λ
0
dtQI(t)
[
ln |P (t)|+ iπY [P (t)]−
3
2
]
(50)
In this integral, the contribution of the logarithm is obtained by simply proposing a primitive F(t) of the function
t 7→ QI(t) ln |P (t)|, which the reader may check by calculating the derivative F
′(t). If P has real roots we choose
F(t) = Q
[1]
I (t)
[
ln |AP | −
3
2
]
+
∑
λ0∈RootP
{[
Q
[1]
I (t)−Q
[1]
I (λ0)
]
ln |t− λ0| −
∫ t
0
dτ
Q
[1]
I (τ)−Q
[1]
I (λ0)
τ − λ0
}
(51)
where the polynomial Q
[1]
I (t) is the primitive of the polynomial QI(t) vanishing in t = 0, in agreement with the
notation introduced previously for the function u. The only potential singularities of the function F(t), located in the
values of the roots λ0, come from the second contribution, which remains, however, continuous since the polynomial
prefactor of ln |t − λ0| vanishes in t = λ0; the other contributions are polynomials in t. If P has complex roots, we
take instead the primitive
F(t) = Q
[1]
I (t)
[
ln |P (t)| −
3
2
]
+
∑
λ0∈RootP
{
Q
[1]
I (λ0)[ln(−λ0)− ln(t− λ0)]−
∫ t
0
dτ
Q
[1]
I (τ) −Q
[1]
I (λ0)
τ − λ0
}
(52)
where the logarithm ln z in the complex plane is defined with its principal branch ℑ ln z ∈]− π, π[ corresponding to a
branch cut on the real negative half-axis. The function F(t) is smooth (infinitely differentiable) on the real axis. As
it vanishes in t = 0 and as its derivative is real, since QI has real coefficients, it is real-valued. Moreover, we notice
that it can be deduced from (51) up to an additive constant by changing |t− λ0| to (t− λ0) in the logarithm.
Let us now consider the contribution of the Heaviside function to the integral (50). If P has complex roots, we
can replace Y [P (t)] with Y [P (λ)] in the integrand, since P (t) has a constant sign on the real axis; the contribution
iπY [P (λ)]Q
[1]
I (λ) appears after integration. If P has real roots, we integrate by parts according to the theory of
distributions, by integrating the polynomial factor QI(t) and by taking the derivative of the factor containing the
Heaviside function:
d
dt
Y [P (t)] = P ′(t)δ[P (t)] =
∑
λ0∈RootP
P ′(λ0)
|P ′(λ0)|
δ(t− λ0) (53)
according to the well-known properties of Y and of the Dirac δ distribution. The all-integrated term contains the
already mentioned contribution iπY [P (λ)]Q
[1]
I (λ), and the remaining integral is elementary, given that
∫ λ
0 dt δ(t−λ0) =
Y (λ − λ0) − Y (−λ0). Note that the prefactor of δ in (53) is a pure sign, which is the one of the leading coefficient
AP for the largest of the roots and its opposite for the smallest of the roots
7.
It remains to give the final expression of I[P ](λ) on the real axis, valid, let us stress it, for P of degree at most
two with real coefficients, but for any value of the polynomial QI , not at all limited to (49), as it is apparent in the
description of our calculations. If P has real roots,
I[P ](λ) = Q
[1]
I (λ)
{
u[P (λ)]−
3
2
}
+
∑
λ0∈RootP
{
−
∫ λ
0
dt
Q
[1]
I (t)−Q
[1]
I (λ0)
t− λ0
−Q
[1]
I (λ0)
[
ln |λ− λ0| − ln |λ0|+ iπ
P ′(λ0)
|P ′(λ0)|
[Y (λ− λ0)− Y (−λ0)]
]}
(54)
7 In the case where P has actually a double root, which can be seen as the convergence of two single roots towards a common value λ0,
the contributions of the two roots to the remaining integral cancel out and only the all-integrated term survives.
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If P has complex roots,
I[P ](λ) = Q
[1]
I (λ)
{
u[P (λ)]−
3
2
}
+
∑
λ0∈RootP
{
−
∫ λ
0
dt
Q
[1]
I (t)−Q
[1]
I (λ0)
t− λ0
−Q
[1]
I (λ0) [ln(λ− λ0)− ln(−λ0)]
}
(55)
bearing in mind that if QI(λ) has real coefficients the imaginary part of I[P ](λ) originates only from the one of
u[P (λ)], therefore from the first term.
Let us now tackle with the evaluation of the functional J [P ], under the same hypothesis of a polynomial P (λ)
of degree at most two with real coefficients. The auxiliary polynomial has to be defined as follows:
QJ(λ) =
QI(λ)−QI(0)
λ
=
[P (λ)]2 − [P (0)]2
2λ
(56)
to lead to the useful splitting in two sub-functionals,
J [P ](λ) = J1[P ](λ) +
[P (0)]2
2
J2[P ](λ), (57)
with
J1[P ](λ) =
∫ λ
0
dtQJ(t)
{
u[P (t)]−
3
2
}
(58)
J2[P ](λ) =
∫ λ
0
dt
u[P (t)]− u[P (0)]
t
(59)
As the expressions (54) and (55) are valid for any polynomial QI , the functional J1[P ](λ) is obtained by replacing QI
with QJ , and thus Q
[1]
I with Q
[1]
J . In the functional J2[P ](λ), the imaginary part of u[P (t)]−u[P (0)] in the numerator
of the integrand is zero if P has complex roots since P has then a constant sign. Otherwise its contribution is evaluated
by integrating by parts as for I[P ]. In the real part of u[P (t)]−u[P (0)], one uses the factorization (48) for P ; dividing
by t, one obtains the function t 7→ ln[|t − λ0|/|λ0|]/t for each real root λ0 of P (λ), or t 7→ ln[(t − λ0)/λ0]/t for each
complex root, whose integral is expressible in terms of the dilogarithm Li2. Note that Li2 is also called polylogarithm
of order two or Jonquie`re’s function of parameter equal to two, and it satisfies Li′2(z) = − ln(1− z)/z and Li2(0) = 0.
If P has real roots we finally find
J2[P ](λ) = iπ {Y [P (λ)]− Y [P (0)]} ln |λ|+
∑
λ0∈RootP
{
− L¯i2(λ/λ0)
−iπ ln |λ0|
P ′(λ0)
|P ′(λ0)|
[Y (λ− λ0)− Y (−λ0)]
}
(60)
where the function L¯i2 is real-valued on the real axis,
L¯i2(λ) = lim
ǫ→0+
Li2(λ+ iǫ) + Li2(λ − iǫ)
2
= −
∫ λ
0
dt
t
ln |t− 1| (61)
it coincides with Li2 for λ < 1 but gives for λ > 1 the average of the values of Li2 just above and just below its branch
cut [1,+∞[. If P has complex roots, we obtain the real-valued result
J2[P ](λ) = −
∑
λ0∈RootP
Li2(λ/λ0) (62)
C. For an infinite cutoff
The third step consists in taking the infinite cutoff limit, Λ → +∞. The various terms depending on Λ in (45)
and the integral of χ(λ) over [0,Λ] in (29) diverge if they are considered individually. However, their divergent
contributions have to cancel exactly in the final result for Σ¯(2)(K¯, ε), since the integral in (29) is convergent, and it
12
is useless to evaluate them one by one. To eliminate them in a simple but systematic way, let us write each term of
(45) asymptotically in the canonical form:
I(Λ)
Λ→+∞
=
∑
(i,j)∈N2
ai,jΛ
i(lnΛ)j + o(1) (63)
with a finite number of nonzero coefficients ai,j . The unicity of writing of this form allows us to uniquely define the
partie finie of I(Λ) in +∞:
Pf I(+∞) ≡ a0,0 = lim
Λ→+∞
[
I(Λ)−
∑
(i,j)∈N2∗
ai,jΛ
i(lnΛ)j
]
(64)
An explicit calculation of the integral of χ(λ) over [0, 2] and over [2,Λ], starting from (41,42) and using the integration
by parts to eliminate the logarithm, leads to only one divergent term, linear in Λ thus of the form (63), and finally to
Pf
∫ +∞
0
dλχ(λ) = −
2
3(1 + r)
(65)
This, by the way, cancels exactly the constant term 3r1+r in equation (29). Also, it is clear from equations (54) and
(55) that the functional I[P ](Λ) obeys the form (63): u[P (Λ)] and ln |Λ − λ0| or ln(Λ − λ0) give contributions in
lnΛ + O(1), and the other factors or terms give purely polynomial divergent contributions. The calculation of its
partie finie is then trivial if we realize that, for all polynomials R(λ) =
∑
n≥1 bnλ
n vanishing in zero thus of zero
partie finie in +∞, such as the polynomial QI(λ) or the contribution of
∫ λ
0
in (54) and (55), we have
Pf [R(Λ) ln(Λ− λ0)]Λ→+∞ = −
∑
n≥1
bn
λn0
n
= −
∫ λ0
0
dλ
R(λ)
λ
(66)
given the asymptotic expansion of ln(λ− λ0) = lnλ−
∑
n≥1(λ0/λ)
n/n in +∞. This gives for P (λ) with real roots:
Pf I[P ](+∞)=
∑
λ0∈RootP
{
Q
[1]
I (λ0)
[
ln |λ0| − iπY (λ0)
P ′(λ0)
|P ′(λ0)|
]
−
∫ λ0
0
dλ
Q
[1]
I (λ)
λ
}
(67)
and for P (λ) with complex roots:
Pf I[P ](+∞) =
∑
λ0∈RootP
{
Q
[1]
I (λ0) ln(−λ0)−
∫ λ0
0
dλ
Q
[1]
I (λ)
λ
}
(68)
These considerations and expressions extend directly to the functional J1[P ](Λ), since it is sufficient to replace the
polynomial Q
[1]
I (λ) with the polynomial Q
[1]
J (λ). As for the functional J2[P ](λ), the properties of the dilogarithm
function, or simply a direct reasoning on the integrals that led to it8, give for P (λ) with real roots a result that may
be complex
Pf J2[P ](+∞) =
∑
λ0∈RootP
[ (ln |λ0|)2
2
−
π2
3
Y (λ0) +
π2
6
Y (−λ0)− iπ ln |λ0|Y (λ0)
P ′(λ0)
|P ′(λ0)|
]
(69)
and for P (λ) with complex roots a real result
Pf J2[P ](+∞) =
π2
3
+
∑
λ0∈RootP
1
2
[ln(−λ0)]
2 (70)
8 We obtain on the real axis L¯i2(x) =
pi2
12
− 1
2
(ln |x|)2+ pi
2
4
x
|x|
− 1
x
+O( 1
x2
) for x→ ±∞, and out of the real axis, Li2(z) = −
1
2
[ln(−z)]2−
pi2
6
+O( 1
z
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It remains to deal with the quantity C±(Λ) in equation (45). For our usual generic polynomial P (λ) of degree at
most two with real coefficients, we find, independently on the fact that its roots are real or complex, the expression
Pf
[
u[3][P (Λ)]
Λ
]
Λ→+∞
= QC(0)[ln |AP | −
11
6
+ iπY (AP )]−
∑
λ0∈RootP
∫ λ0
0
dλ
QC(λ) −QC(0)
λ
(71)
in terms of the leading coefficient AP of P and of the auxiliary polynomial QC(λ) ≡ {[P (λ)]
3 − [P (0)]3}/(3!λ) which
is a priori nonzero in zero. We have used (66) with R(λ) = [QC(λ) −QC(0)]/λ.
Fortunately, the obtained results for the partie finie when the cutoff Λ → +∞ can be largely simplified thanks
to the duality relations (40). Indeed, only the polynomials P±α (λ) and P
±
δ (λ) appear in the Λ-dependent terms of
equation (45), and only the difference ψ+(λ)−ψ−(λ) matters in the final result (29). To the generic polynomial P (λ)
of degree two we then associate its dual
Pˇ (λ) ≡ P (−λ) (72)
Of course, the roots of Pˇ (λ) are the opposite of the roots of P (λ), while the two polynomials have the same value in zero
and the same leading coefficient. One simply substitutes the polynomial P (λ) and its roots λ0, its auxiliary polynomials
QI(λ), QJ(λ) defined by (49) and (56), and their primitives Q
[1]
I (λ), Q
[1]
J (λ) (that appear in the expression of the
partie finie of the functionals I[P ](Λ) and J [P ](Λ) in Λ = +∞), with the dual polynomial Pˇ (λ) ≡ P (−λ) and its roots
λˇ0 = −λ0, its auxiliary polynomials QˇI(λ) = QI(−λ), QˇJ(λ) = −QJ(−λ) and their primitives Qˇ
[1]
I (λ) = −Q
[1]
I (−λ),
Qˇ
[1]
J (λ) = Q
[1]
J (−λ). One then obtains the expression of the partie finie of I[Pˇ ](Λ) and J [Pˇ ](Λ) in Λ = +∞. Moreover,
in equation (71), replacing P (λ) with Pˇ (λ) amounts to replacing QC(λ) with QˇC(λ) = −QC(−λ).
Thus we obtain a series of simplified relations. First, Pf {[u[3][P (Λ)] + u[3][Pˇ (Λ)]]/Λ} = 0 in Λ = +∞ so that
Pf [C+ − C−](+∞) = 0 (73)
and the terms C±(Λ) of equation (45) give no contribution to Σ¯(2)(K¯, ε). Then, for the functional I, whose values at
P and Pˇ have to be summed up, in the case realized in practice of a coefficient AP > 0 in P (λ), we have
Pf {I[P ] + I[Pˇ ]}(+∞)
AP>0= −iπ[Q
[1]
I (λ2)−Q
[1]
I (λ1)] = −
iπA2P
60
(λ2 − λ1)
5 (74)
where the roots λ1, λ2 of P (λ) are sorted by increasing order if they are real, and by increasing order of their imaginary
part if they are complex, so that
λ2 − λ1 =
∆
1/2
P
|AP |
(real roots) or
i(−∆P )
1/2
|AP |
(complex roots), (75)
∆P being the discriminant of the polynomial P (λ)
9. We proceed in a similar way for the functional J , whose values
at P and Pˇ have to be subtracted since J is multiplied by K¯ in equation (45). Taking into account the splitting (57),
let us first writ, here also for AP > 0,
Pf {J1[P ]− J1[Pˇ ]}(+∞)
AP>0= −iπ[Q
[1]
J (λ2)−Q
[1]
J (λ1)]
= −
iπA2P
24
(λ2 − λ1)(λ1 + λ2)[(λ1 + λ2)
2 − 10λ1λ2] (76)
where we recall that the sum λ1 + λ2 and the product λ1λ2 of the roots are respectively the coefficients of the terms
of order one in λ and of order zero in λ of the normalized dual polynomial Pˇ (λ)/AP . Then, to give the remaining
term, let us consider first the case of P (λ) with real roots:
Pf {J2[P ]− J2[Pˇ ]}(+∞)
AP>0= −π2Y (λ1λ2)
λ1 + λ2
|λ1 + λ2|
− iπ ln
|λ2|
|λ1|
, (77)
where we have used AP > 0, Y (x) − Y (−x) = sgnx, sgnx + sgn y = 2Y (xy) sgn (x + y) for any real x and y. In the
case of P (λ) with complex roots, without any hypothesis on the sign of AP , it reads
Pf {J2[P ]− J2[Pˇ ]}(+∞) = −iπ ln
(
−λ2
λ1
)
= −2π arcsin
λ1 + λ2
2|λ1λ2|1/2
(78)
This concludes our calculation of Σ¯(2)(K¯, ε).
9 In the case of complex roots, we use the property ln(λ2) − ln(−λ2) = ln(−λ1) − ln(λ1) = ipi.
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D. A compact form of the final result
To conclude this section, let us give (under a compact form as in [36]) the contribution of order g2 to the self-energy
of the impurity, in dimensionless units as in (21):
Σ¯(2)(K¯, ε) =
9
32r2K¯
[S+ − S−] (79)
where the quantities S± defined as
S±≡(1 + r)[i±α + I
±
δ (2)]− (1 − r)I
±
β (2)− rI
±
γ (2)± K¯[j
±
α − J
±
β (2) + J
±
δ (2)] (80)
are mutually interchanged by changing K¯ to −K¯, which does not cause any problem since the property K¯ > 0 was
never used in the two previous subsections. In equation (80), the quantities I±σ (λ) and J
±
σ (λ), related to the trinomials
(36,37,38,39) by equation (46), can be evaluated explicitly for λ = 2 thanks to the expressions (54,55) and (60,62),
given the splitting (57) and the link between the functionals J1[P ] and I[P ] indicated just below equation (59); the
new quantities introduced in (80),
i±α ≡ Pf (I
±
α + I
∓
δ )(+∞) and j
±
α ≡ Pf (J
±
α − J
∓
δ )(+∞) (81)
are deduced from the results (74), (76) and (77,78) by setting P (λ) = P±α (λ) since we have the duality (40), and by
bearing in mind also the splitting (57).
V. SINGULARITIES OF THE DERIVATIVES OF Σ¯(2)(K¯, ε)
The self-energy of the impurity to second order in the interaction, (K¯, ε) 7→ Σ¯(2)(K¯, ε) in its dimensionless form,
calculated explicitly in section IV, is a smooth function on R+ × R except on certain singularity curves that we are
going to study here. To see it, it is sufficient to remark that each of the terms in the splitting (79,80) is a function of
the leading coefficients AP and of the roots λ0 of the polynomials P
η
σ (λ), with σ ∈ {α, β, γ, δ} and η = ± depending on
whether we consider S±. While the AP are constant, the roots λ0 are non-trivial functions of (K¯, ε). Our discussion
considers here the general case r 6= 1, but it is readily adapted to the particular case r = 1.
A. Location of the singularities in the plane (K¯, ε)
A first source of singularity for the derivatives of Σ¯(2)(K¯, ε) is the non-differentiability of the roots with respect
to (K¯, ε), which happens when the discriminant ∆ησ of one of the polynomials P
η
σ (λ) vanishes, so that the quantity
(∆ησ)
1/2 in the expression of the roots is not anymore differentiable:
∆ηα = 0⇔ ε =
(r + ηK¯)2
r(1 + r)
∆ηβ = 0⇔ ε =
(r + ηK¯)2
r(1 − r)
(82)
∆ηγ = 0⇔ ε =
K¯2
r
∆ηδ = 0⇔ ε =
(r − ηK¯)2
r(1 + r)
(83)
Although there are eight distinct polynomials into play, the corresponding locus of points in the half-plane (K¯ > 0, ε)
is composed of portions of five parabolas only, see figure 1, due to the duality relations (40) and P−γ (λ) = P
+
γ (−λ).
Note that (for r < 1 if σ = β) the polynomial P ησ (λ) has real roots when (K¯, ε) is below the parabola ∆
η
σ = 0, it has
a double root when (K¯, ε) is on the parabola, and it has complex roots when (K¯, ε) is above the parabola.
A second source of singularity for the derivatives of Σ¯(2)(K¯, ε) is the non-differentiability of Σ¯(2) with respect to
the roots λ0 of the polynomials. As it appears on equations (54,60), taken for λ = 2, and on equation (77), this
may be due to logarithmic singularities in the real part, coming from the logarithm itself or from the behavior of the
function L¯i2(x) in the neighborhood of x = 1 and x = ±∞, and from the discontinuity of the Heaviside function in
the imaginary part. This can happen only if one of the roots λ0 of the considered polynomial tends to zero or two
10.
10 For any fixed λ, the quantities Q
[1]
I
(λ) and Q
[1]
J
(λ) are polynomials in the coefficients of P (λ), thus here C∞ functions in the roots λ1,2
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We find that the condition of existence of a zero root is the same for the eight polynomials P ησ , where σ ∈ {α, β, γ, δ}
and η = ±:
∀σ ∈ {α, β, γ, δ}, ∀η = ± : P ησ (0) = 0⇔ ε = 0 (84)
which corresponds to a single line in the plane (K¯, ε). Asking if one of the roots is equal to two is useful only for the
six polynomials P ησ , with σ ∈ {β, γ, δ} and η = ±, since the index α in (80) appears only in the partie finie i
±
α and
j±α ; the expressions (74,76) are indeed smooth functions of the roots, as well as (77) except in λ1,2 = 0. Then we find
that the condition of existence of a root λ0 = 2 depends only on the sign of η, it is the same for the three polynomials
P+σ (λ) from one hand, and for the three polynomials P
−
σ (λ) from the other hand:
∀σ ∈ {β, γ, δ}, ∀η = ± : P ησ (2) = 0⇔ rε = −4(1 + ηK¯) (85)
which corresponds to two lines only in the plane (K¯, ε), that are interchanged by reflection with respect to the vertical
axis, where they cross.
There exist points of the plane (K¯, ε) that are doubly singular, that combine the two sources of singularity for a
given polynomial P ησ (λ): The polynomial there has a double root equal to zero or two. As shown in figure 1, these are
not only intersection points of the parabola ∆ησ = 0 and the line ǫ = 0 or rε = −4(1 + ηK¯), but also tangent points,
since P ησ (λ), with real coefficients, cannot have both a real root and a complex root. In this subsection, contrarily to
the subsection VIC for r = 1, we do not discuss the case of these doubly singular points, nor the case of the points
of intersection between singularity curves associated to different polynomials, and what follows will be valid only for
the other points, that is for the generic points, of the singularity curves.
We have not found any clear physical interpretation of the singularity curves, which must be linked to the existence of
a Fermi surface which imposes sharp boundaries k = q = kF in the domain of variation of k and q in equation (16). At
the Fermi surface, λ = 0 and λ = 2 correspond to a particle and a hole having equal and equal-and-opposite momenta,
respectively. Then, by using the expectation of reference [36] that highly singular points should be obtained when
both Fk,q(K, ω) and its first order differential with respect to k and q vanish at some point of the Fermi surface, we
obtain the multiply-singular point (K¯ = r, ε = 0), for λ = 0.
B. On the parabolas: The effect of a double root
Let us first study the singularities on the parabolas ∆ησ = 0, σ ∈ {α, β, γ, δ} and η = ±, in a point of the plane
(K¯, ε) where the polynomial P ησ (λ) has a double root λ
(ησ)
0,0 . To simplify, we will approach the parabola only from
∆ησ > 0, where P
η
σ (λ) has real roots, λ
(ησ)
1 < λ
(ησ)
2 , arbitrarily close to λ
(ησ)
0,0 . As λ
(ησ)
0,0 is different from zero and from
two, and given the footnote 10, only the second line in the equation (54) and its counterpart in the functional J can
lead to singularities. Inspired by the footnote, we express the Q
[1]
I (λ
(ησ)
1,2 ) as linear combinations of their sum SI and
of their difference DI ,
SI = Q
[1]
I (λ
(ησ)
1 ) +Q
[1]
I (λ
(ησ)
2 ) and DI = Q
[1]
I (λ
(ησ)
2 )−Q
[1]
I (λ
(ησ)
1 ) (86)
The contribution of SI to the real part of I
η
σ(2) contains as a factor the logarithm of expressions that, like SI , are
symmetric functions of the roots, that is their product or the product of their deviation from two; as the whole this
is a smooth function of (K¯, ε). Remarkably, the contribution of DI to the real part of I
η
σ(2) is also a smooth function
of (K¯, ε) at the double root point, by virtue of the following property that we will apply, given the explicit value (74)
of DI , to the function f(λ1, λ2) = (λ2 − λ1)
5 ln{λ1(2− λ2)/[λ2(2− λ1)]}:
Property 1: If f(λ1, λ2) is a symmetric function of (λ1, λ2) ∈ R
2 and a smooth function (C∞) in a neighborhood of
(λησ0,0, λ
ησ
0,0), then f(λ
(ησ)
1 , λ
(ησ)
2 ) is a C
∞ function of (K¯, ε) at the point where P ησ (λ) has a double root λ
ησ
0,0.
To establish this property, let us remark that λ
(ησ)
1,2 −λ
(ησ)
0,0 = ∓(∆
η
σ)
1/2/(2|Aησ|) up to a single additive C
∞ function
of (K¯, ε), with Aησ being the leading coefficient of P
η
σ (λ). As f(λ1, λ2) is a symmetric function, the Taylor expansion
as well as in K¯ and ε. The quantity Q
[1]
I
(λ0) is a polynomial in λ1,2, thus is C∞ in λ1,2, but not necessarily C∞ in K¯ and ε where
the roots are not C∞ functions of K¯ and ε. Also, the integral term in (54) and its counterpart in J1[P ](λ) are polynomials in λ1,2; but
after summing over λ0, they become symmetric polynomials in λ1,2, that is, according to a classical result, polynomials in λ1 + λ2 and
λ1λ2, thus here C∞ functions of K¯ and ε.
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Figure 1: The singularity curves of the derivatives with respect to (K¯, ε) ∈ R+ × R of the dimensionless self-energy of order
two Σ¯(2)(K¯, ε). (i) On the parabolas ∆ησ = 0, where ∆
η
σ is the discriminant of the polynomial P
η
σ (λ), σ ∈ {α, β, γ, δ} and
η ∈ {+,−}, the roots of the polynomials are non-differentiable functions of (K¯, ε); this actually leads to a singularity of the
derivatives of Σ¯(2)(K¯, ε) on the full line portions, not on the dashed line portions. (ii) Σ¯(2)(K¯, ε) is not a smooth function of
the roots on the horizontal half-line, where at least one (but also each) polynomial P±σ (λ), σ ∈ {α, β, γ, δ}, has a root λ0 = 0,
and on the oblique half-line (downwards for η = +, upwards for η = −), where at least one (but also each) polynomial P ησ (λ),
σ ∈ {β, γ, δ}, has one root λ0 = 2. Vertical dotted lines mark the abscissa of the tangent points of the parabolas with the
singularity lines; the values of the abscissas are given explicitly as functions of the impurity-to-fermion mass ratio r = M/m,
in a color code and obliquity code identifying respectively the parabola and the line that are tangent. The vertical dashed
line marks the abscissa K¯ = 1 of the crossing point of the horizontal and the oblique upwards singularity lines. In the figure,
r = 3/2.
of f(λ
(ησ)
1 , λ
(ησ)
2 ) in powers of (∆
η
σ)
1/2 produces only even powers, which are C∞ functions of (K¯, ε), hence the result.
Likewise, we find that the real part of Jησ (2) is a C
∞ function of (K¯, ε) at the considered point. To study the piece
J1, in the splitting (57), we introduce SJ and DJ [see equation (76)], by replacing in (86) the auxiliary polynomial QI
with QJ . In the case of the J2 piece, which is multiplied by [P (0)]
2/2, a C∞ function of (K¯, ε), we use the property 1
with f(λ1, λ2) = L¯i2(2/λ1) + L¯i2(2/λ2), which is legitimate since 2/λ1,2 is here in the neighborhood of neither ±∞
nor the edge of the branch cut ℜz ≥ 1 of the function Li2(z) in the complex plane.
Let us now consider the case of the imaginary part of Iησ(2) and J
η
σ(2). The Heaviside functions of the roots in the
neighborhood of the considered point take the same value for λ1,2, it is their value in the double root, which can be
expressed in terms of a rectangular function, the indicator function of the interval [0, 2], which vanishes everywhere
except on this interval where it takes the value one:
Π[0,2](x) ≡ Y (2− x)− Y (−x) (87)
As P ′(λ1,2)/|P
′(λ1,2)| have opposite signs, only the function DI and DJ contribute. Finally there appear antisym-
metric functions of the roots, which do not obey property 1 and are not C∞ in (K¯, ε) at the considered point. In
particular, we collect the pieces J1 and J2 so as to avoid stronger intermediate singularities, which amounts to con-
sidering the function (λ2 − λ1)f(λ1, λ2) where f(λ1, λ2) =
λ1+λ2
24 [(λ1 + λ2)
2 − 10λ1λ2] +
(λ1λ2)
2
2 ln(λ2/λ1) is C
∞,
symmetric, homogeneous of degree three and such that f(1 + δ, 1− δ) = 415δ
4 +O(δ5) when δ → 0. We obtain up to
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an additive C∞ function of (K¯, ε):
Iησ(2)
∆ησ→0
+
= −
iπΠ[0,2](λ
(ησ)
0,0 )
60(Aησ)3
(∆ησ)
5/2 +C∞ (88)
Jησ (2)
∆ησ→0
+
= −
iπΠ[0,2](λ
(ησ)
0,0 )
60λ
(ησ)
0,0 (A
η
σ)3
[(∆ησ)
5/2 +O(∆ησ)
3] + C∞ (89)
As a consequence, the third order derivative of ℑIησ(2) and of ℑJ
η
σ(2) along the direction normal to the parabola
∆ησ = 0 diverges as the inverse of the square root of the distance to the parabola, provided the double root of the
polynomial P ησ (λ) is in the interval ]0, 2[, which happens on the portion of parabola between its tangent points with
the lines ∃λ
(ησ)
0 = 0 and ∃λ
(ησ)
0 = 2 of equations (84) and (85).
In the case σ = α, one must consider the symmetrized partie finie i±α and j
±
α . In reality, their singularities interfere
with those of I∓δ (2) and J
∓
δ (2), as can be seen on the expression (79) of Σ¯
(2)(K¯, ε), since the parabolas ∆±α = 0 and
∆∓δ = 0 coincide. One thus has to collect them to obtain
iηα − I
−η
δ (2)
∆ηα→0
+
= −
iπ(∆ηα)
5/2
60(Aηα)3
{
1−Π[0,2](−λ
(ηα)
0,0 )
}
+C∞ (90)
jηα + J
−η
δ (2)
∆ηα→0
+
= −
iπ[(∆ηα)
5/2 +O(∆ηα)
3]
60λ
(ηα)
0,0 (A
η
α)3
{
1−Π[0,2](−λ
(ηα)
0,0 )
}
+C∞ (91)
where the duality (40) implies −λ
(ηα)
0,0 = λ
(−ηδ)
0,0 .
It remains to add all contributions to Σ¯(2)(K¯, ε) according to the compact writing (79), for each of the five possible
distinct parabolas, at least to verify the absence of cancellations of the contributions of the functionals I[P ] and J [P ]:
Σ¯(2)(K¯, ε)
∆η
β
→0+
=
3iπΠ[0,2](
ηK¯+r
r−1 )
640r(1− r)2K¯(K¯ + ηr)
[(∆ηβ)
5/2 +O(∆ηβ)
3] + C∞ (92)
Σ¯(2)(K¯, ε)
∆+γ =∆
−
γ→0
+
=
3iπ[Π[0,2](−K¯)−Π[0,2](K¯)]
640rK¯
(∆+γ )
5/2 +C∞ (93)
Σ¯(2)(K¯, ε)
∆ηα=∆
−η
δ
→0+
=
−3iπ[1−Π[0,2](
ηK¯+r
1+r )]
640r(1 + r)2K¯(K¯ + ηr)
[(∆ηα)
5/2+O(∆ηα)
3]+C∞ (94)
Note, in these expressions, the occurrence of a prefactor that diverges at the tangent point of the considered parabola
∆ησ = 0 (σ ∈ {β, γ, α}) with the horizontal axis ε = 0, as well as at the intersection point, of abscissa K¯ = 0, of the
parabolas of the same class σ ∈ {α, β} but of opposite η. The portions of parabola where a divergence of the third
order derivative of Σ¯(2)(K¯, ε) in the normal direction actually occurs are represented in bold lines on figure 1; the
other portions are in dashed lines.
C. On the horizontal line: The effect of a zero root
Let us study now the singularities on the horizontal line ε = 0, in a point of the plane (K¯, ε) where one (and
in practice each) of the polynomials P ησ (λ), with σ ∈ {α, β, γ, δ} and η = ±, has a zero root, the other root being
different from zero and two. In the neighborhood of this point, P ησ (λ) has a real root λ
(ησ)
0 that linearly vanish in ε,
therefore changing sign, as
λ
(ησ)
0
ε→0
= −
rε
P ησ
′
(0)
−
Aησ
[P ησ
′
(0)]3
(rε)2 +O(ε3), (95)
the other root λ
′(ησ)
0 = rε/(A
η
σλ
(ησ)
0 ) having a finite limit.
Let us first look at the partie finie contributions iηα and j
η
α to the self-energy of order two, see equation (80). As
the roots of the polynomials are C∞ functions of (K¯, ε) in the neighborhood of the considered point, the quantity iηα,
as well as the contribution of the functional J1 to j
η
α, are also C
∞, by virtue of equations (74) and (76). On the other
hand, after multiplication of the contribution of the functional J2 by [P
η
α (0)]
2/2, see (77), we find that the second
order derivative of jηα with respect to ε has a logarithmically divergent imaginary part in ε = 0, and a discontinuous
real part.
18
Can the contributions Iησ(2) and J
η
σ (2) lead to stronger singularities? In the expression (54) taken for λ = 2, the
only a priori non C∞ piece is in Q
[1]
I (λ0)[ln |λ0| ± iπY (−λ0)], with the indices σ and η being omitted for simplicity.
But here Q
[1]
I (λ0) vanishes cubically in λ0, as can be seen by the simple change of variable t = xλ0 in the integral
defining Q
[1]
I :
Q
[1]
I (λ0) ≡
∫ λ0
0
dt
[P (t)]2
2
=
A2P
2
λ30
∫ 1
0
dx(x− 1)2(λ0x− λ
′
0)
2 (96)
With the help of the relation sY (−sε) = Y (s)−Y (ε), true for any s = ±1 but in practice used with s = P ′(0)/|P ′(0)|,
we obtain, by reintroducing the indices:
Iησ(2)
ε→0
= −
(rε)3[1 +O(ε)]
6P ησ
′
(0)
[ln |ε|+ iπY (ε)] + C∞ (97)
so that one must take the third order derivative of Iησ(2) with respect to ε to have a logarithmic divergence in its real
part, and a discontinuity in its imaginary part. In the case of J1[P ](2), we make the same reasoning by replacing QI
with QJ :
Q
[1]
J (λ0) ≡
∫ λ0
0
dt
[P (t)]2 − [P (0)]2
2t
=
A2P
2
λ20
∫ 1
0
dx
x
[(x− 1)2(λ0x− λ
′
0)
2 − λ′20 ] (98)
This vanishes quadratically in λ0, and by taking the derivative of J1[P ](2) just twice with respect to ε one obtains a
logarithmic divergence in the real part and a discontinuity in the imaginary part. However, the singularity coming
from the functional J2 is even more severe, even after multiplication by [P (0)]
2/2, see (60) and footnote 8 on the
asymptotic behavior of the function L¯i2(x): As a result, the second order derivative of J
η
σ(2) with respect to ε diverges
as the square of the logarithm of ε for the real part, and, on the λ0 > 0 side, as the logarithm of ε for the imaginary
part.
Collecting all the contributions to Σ¯(2)(K¯, ε), we find however that the expected singularity in ε = 0 in the second
order derivative do not appear, due to a perfect cancellation of the contributions of jηα, J
−η
δ (2) and J
η
β (2). As in
equation (91), there is thus a clever combination to consider,
jηα + J
−η
δ (2)− J
η
β (2) = J
η
α − J
η
β +C
∞ (99)
for which we find after rather long calculations:
J ησ ≡ Q
[1]
Jησ
(λ
(ησ)
0 )[ln |λ
(ησ)
0 |+ iπY (ε)]
+
(rε)2
2
[
−L¯i2(2/λ
(ησ)
0 ) + iπY (ε) ln |λ
(ησ)
0 |
]
(100)
We used, inter alia, the duality relation (40), which implies λ
(−ηδ)
0 = −λ
(ηα)
0 , P
−η
δ
′
(0) = −P ηα
′(0) and Q
[1]
J−η
δ
(λ
(−ηδ)
0 ) =
Q
[1]
Jηα
(λ
(ηα)
0 ), the already encountered relation sY (−sε) = Y (s) − Y (ε), here with sη = P
η
α
′(0)/|P ηα
′(0)|, the relation
ln[|λ
(ηα)
2 |/|λ
(ηα)
1 |] = sη ln |λ
(ηα)
0 | + C
∞. And also the fact that ln[|λ
(ηα)
0 /λ
(ηβ)
0 |] is a C
∞ function of ε in ε = 0, and
that the expression L¯i2(1/x) − L¯i2(−1/x) − (π
2/2) sgn(x), because it is
∫ x
0
(dt/t) ln[|t − 1|/|t+ 1|] according to (61),
is a C∞ function of x ∈]− 1, 1[. We mainly used the fact that the polynomials P ηα(λ) and P
η
β (λ) have the same first
order derivative in λ = 0, which implies that the roots λ
(ηα)
0 and λ
(ηβ)
0 differ only to second order in ε, see (95),
which explains why the clever combination (99) is a C2 function of ε in ε = 0, while the terms Jα and Jβ they are
not C2.
By expanding the terms (100), and the combination (99), up to order three in ε, thanks in particular to (98), then
including the contribution (97) of the Iησ(2), we finally find that the third order derivative of Σ¯
(2)(K¯, ε) has a real
part that logarithmically diverges and an imaginary part that is discontinuous on the horizontal axis:
Σ¯(2)(K¯, ε)
ε→0
=
3r4(K¯2 + r2)
64K¯2(K¯2 − r2)2
[ε3 +O(ε4)][ln |ε|+ iπY (ε)] + C∞ (101)
Here the prefactor diverges in the tangent point of the parabolas ∆ησ = 0 with the horizontal axis, for σ ∈ {α, β, γ, δ}
and η = ±, which may be expected.
19
D. On the oblique lines : The effect of a root equal to two
To be complete let us study the singularities on the oblique line corresponding to η = + or η = − in equation (85),
in a point of the plane (K¯, ε) where one (and in practice each) of the polynomials P ησ (λ), with fixed σ ∈ {β, γ, δ} and
η, has a root equal to two, the other root being different from zero and two. In the neighborhood of such a point, the
two roots of P ησ (λ) are of course real; we shall note λ
(ησ)
0 the one that is arbitrarily close to two,
λ
(ησ)
0 − 2
dη→0
= −
dη
P ησ
′
(2)
+O(d2η) (102)
where the numerator, equal to P ησ (2), is an algebraic distance to the singularity line:
dη ≡ rε+ 4ηK¯ + 4 = P
η
σ (2), ∀σ ∈ {β, γ, δ} (103)
The other root λ
′(ησ)
0 remains outside a neighborhood of zero and two.
As seen in the previous subsection VA, singularities can originate here only from the terms Iησ(2) and J
η
σ (2). For
each term, we find at the considered point that the the third order derivative in the direction normal to the oblique
line has a real part that diverges logarithmically and an imaginary part that is discontinuous.
We first determine the part with singular derivatives of the functional I[P ], by omitting the indices σ ∈ {β, γ, δ}
and η for simplicity. In equation (54) written for λ = 2, one has to keep the first term, as well as the third term for
the root λ0 close to two. To isolate the contribution of this root to u[P (2)], let us use the factorization (48) and the
relation Y (sx) = Y (−s) + sY (x), where s = ±1 and x is any real, taken here to be the linear approximation (102) of
λ0 − 2. As P
′(λ0), P
′(2) and AP (2 − λ
′
0) have the same sign when λ0 is sufficiently close to two, and as ln |λ0/d| is
locally a C∞ function of d, we finally obtain in the neighborhood of d = 0:
I[P ](2) = [Q
[1]
I (2)−Q
[1]
I (λ0)][ln |d|+ iπY (d)] + C
∞ (104)
The prefactor vanishes indeed cubically in d, as can be seen thanks to (48) and to the change of variable x = t− λ0
in the integral over t that defines QI :
Q
[1]
I (2)−Q
[1]
I (λ0) =
A2P
2
∫ 2−λ0
0
dxx2(x+ λ0 − λ
′
0)
2 d→0=
d3
6P ′(2)
+O(d4) (105)
We perform the same analysis for the functional J [P ] which, let us recall it, was split in two contributions according
to (57). The result for J1[P ] can be deduced directly from (104) by substituting the polynomialQI with the polynomial
QJ . Contrarily to (104), the prefactor
Q
[1]
J (2)−Q
[1]
J (λ0) =
A2P
2
∫ 2
λ0
dt
t
[(t− λ0)
2(t− λ′0)
2 − λ20λ
′2
0 ]
=
A2Pλ
′2
0
2
[
−4u+ 6u2 +
16(1− λ′0)
3λ′20
u3 −
4u4
3λ′20
]
, (106)
where u ≡ 1 − λ0/2, vanishes only linearly in d, which leads to a singularity in the first order derivative. However,
there is a partial cancellation with the contribution of J2[P ]: By transforming in (60) the first term and the third
term written for the root λ0 which is nearest to two, with the techniques having led to (104), and by using the fact
that L¯i2(2/λ0) is a smooth function of λ0 except in 2/λ0 = 1, where we have the expansion
L¯i(2/λ0) = L¯i2(1/(1− u))
u→0
= −
[
u+
1
2
u2 +
1
3
u3 + O(u4)
]
ln |u|+C∞, (107)
we find with a rather long calculation that
Jησ (2)
dη→0
=
d3η
12P ησ
′
(2)
[1 +O(dη)][ln |dη|+ iπY (dη)], ∀σ ∈ {β, γ, δ} (108)
where we have restored the indices. This equivalent is precisely half of the one obtained for Iησ(2), for which we give
the following simple interpretation: In the integral (44) defining J [P ](λ), here with λ = 2, only the contribution of a
neighborhood of the upper bound t = 2 can lead to singularities, since it is from there that the root λ0 which is closest
to two enters (or exits) the interval of integration when the distance from the singularity line is varied. Also the term
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[P (0)]2u[P (0)]/t in the integrand of (44) can be ignored, and t can be approximated by two in the denominator of
[P (t)]2u[P (t)]/t. Then one indeed recovers exactly half of the integrand of I[P ](2).
By collecting all the contributions thanks to the compact notation (79), we do not find any particular cancellation
between them, so that the third order derivative of Σ¯(2)(K¯, ε) in the direction normal to the oblique singularity lines
has a logarithmically divergent real part and a discontinuous imaginary part:
Σ¯(2)(K¯, ε)
dη→0
=
3ηr[d3η +O(d
4
η)][ln |dη|+ iπY (dη)]
128K¯(2 + ηK¯)[(2 + ηK¯)2 − r2]
+ C∞ (109)
where dη, an algebraic distance from these lines, is given by (103). Note that the denominator of the prefactor in (109)
vanishes, as expected, at the points where the considered oblique line is tangent to the parabolas ∆ησ = 0 of same index
η, for σ = β, γ and δ. In turn, the fact that the denominator vanishes in K¯ = 0 corresponds to the crossing points of
the two oblique lines, where the distances d± coincide and the contributions of index η = ± interfere; summing them
up leads to a finite prefactor.
VI. SOME PHYSICAL APPLICATIONS
A. Some results on the complex energy recovered
The analytic properties of the resolvent of the Hamiltonian Gˆ(z), more precisely of its matrix elements, forbid the
resolvent to have a pole in the complex plane, out of those on the real axis associated to the discrete spectrum of Hˆ .
Nevertheless, in the thermodynamic limit, Gˆ(z) has a branch cut at the location of the continuous spectrum of Hˆ, so
that the analytic continuation of Gˆ(z) from the upper half-plane ℑz > 0 to the lower half-plane ℑz < 0, indicated by
the exponent p.a. in what follows, can have complex poles [38].
This discussion extends to the Green’s function ω 7→ G(K, ω), which is a matrix element of the resolvent in the
state |ψ0K〉 of the impurity of momentum ~K in the presence of the unperturbed Fermi sea, see equation (5). If K = 0,
we expect that the Green’s function has one (and only one) pole on the real axis, in ω0(0), which corresponds to
the only discrete eigenstate of Hˆ, its ground state, since we have supposed here that the monomeronic branch is the
minimal energy branch, see the introduction. If K 6= 0, ω 7→ G(K, ω) should not have anymore a real pole, since no
energy argument prevents the impurity from emitting pairs of particle-hole excitations in the fermionic gas, see the
introduction; on the other hand, its analytic continuation Gp.a.(K, ω) to the lower complex half-plane ℑω < 0 should
have a pole in ω = ω0(K) that continuously emerges from the real pole ω0(0) and that, by virtue of (3), is a solution
of the implicit equation
∆E(K) ≡ ~ω0(K) = EK +Σ
p.a.(K, ω0(K)) (110)
where ∆E(K) is called complex energy of the impurity [36] and Σp.a.(K, ω) is the analytic continuation of the self-
energy. Whether K is zero or not, only the existence of a pole at the (real or not) angular frequency ω0(K) allows us
to state that the impurity, through the coupling with the Fermi sea, gives birth to a well defined quasi-particle, here
a monomeron. This indeed seems to be the case even in the strongly interacting regime [21] provided that the mass
of the impurity remains finite [39]. The imaginary part of the pole,
ℑω0(K) ≡ −
Γ0(K)
2
< 0 if K 6= 0, (111)
gives the rate Γ0 at which the system leaves exponentially with time its initial state |ψ
0
K〉: It is here a rate of emission
of particle-hole pairs. Let us recall that the probability amplitude in |ψ0K〉 also contains, in general, a power law
decreasing term, which is of little practical importance in the weak coupling regime g → 0− [38].
The results of the previous sections allow us to calculate explicitly the complex energy of the impurity up to second
order in the coupling constant g. One has just to replace in (14) the self-energy with its approximation of order at
most two, evaluated in the non-perturbed angular frequency ω
(0)
0 (K) = EK since Σ
(1) does not depend on the angular
frequency:
∆E(K) = EK + ρg +
(ρg)2
ǫF
Σ¯(2)(K¯, ε = 0) +O(g3) (112)
given the rescalings (20) and (21). We then take the limit ε→ 0 in each term of the expression (80). Each polynomial
P±σ (λ) has a root that tends to zero and brings, see subsection VC, a zero contribution to the functionals I[P ]
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and J1[P ], contrarily to the other root. In addition, the contribution of the piece J2[P ] vanishes due to the factor
[P (0)]2 ∝ ε2 in (57). From the relations sgn(y)[Y (2 + yx ) − Y (
y
x )] = Y (y) − Y (2x + y) and |y| = y[Y (y) − Y (−y)],
that hold for all pairs of non-zero real numbers x and y and that are used here for the coefficients of the quadratic
terms and the linear terms of the polynomial P ησ (λ), we finally obtain
Σ¯(2)(K¯, 0) = C(K¯) +
∑
s=0,1,r
Ds(K¯)u(s− K¯) +Ds(−K¯)u(s+ K¯), (113)
Due to an unexpected cancellation of the contributions of the partie finie i±α and j
±
α , the result does not involve as
contributing points s± K¯ the (half-)coefficients −r ± K¯ of the linear terms of the polynomials P±δ (λ). The function
u(X) is here the one of equation (32), and we have introduced the auxiliary functions
C(K¯) =
3r(11 + K¯2)
20(1− r2)
, D0(K¯) =
3K¯4
20r
, Dr(K¯) = −
3(K¯ − r)4(K¯ + 4r)
20rK¯(1− r2)2
and D1(K¯) = −
3r(K¯ − 1)3
20K¯(1− r2)2
[(r2 − 2)K¯(K¯ + 3) + 6r2 − 2] (114)
As a whole this reproduces, in a concise form, the results of reference [36]. It agrees with those of [5] which were
limited (for K 6= 0) to the imaginary part of the energy and to r = 1. In particular, ℜΣ¯(2)(K¯, 0) vanishes indeed for
large K¯ as in [36], which implies a sum rule implicitly used in reference [36],∑
s=0,r,1
Ds(K¯) +Ds(−K¯) = 0 ∀K¯ (115)
As a consequence, for 0 < K¯ < min(1, r), the imaginary part of the sum over s in equation (113) reduces to −πD0(K)
and the rate of emission of particle-hole pairs simplifies to
Γ
(2)
0 (K) =
(ρg)2
~ǫF
3πK¯4
10r
(116)
to order g2. According to figure 1, Σ¯(2)(K¯, 0) is a C∞ function of K¯ over R+ except in K¯ = 1, in K¯ = r and,
unfortunate oversight of reference [36], in K¯ = 0.
B. Quasi-particle residue and Anderson orthogonality catastrophe
The monomeron is a well defined quasi-particle if it has a non-zero quasi-particle residue Z. This can be extracted
from the propagator G(K, ω) defined in equation (3) by isolating a quasi-particle propagator from a regular part
Gp.a.(K, ω) =
Z
~ω − ~ω0
+ Greg(K, ω) (117)
where the pole ω0 is solution of the equation
~ω0 − EK − Σ
p.a.(K, ω0) = 0 (118)
Then Z is simply the residue of G(K, ω):
Z = lim
ω→ω0
~(ω − ω0)G
p.a.(K, ω) =
1
1− ∂~ωΣp.a.(K, ω0)
(119)
and in the weakly attractive limit one gets the following perturbative expansion up to second order
Z
g→0−
= 1 + ∂~ωΣ
(2)(K, EK/~) +O(g
3) (120)
or using ε instead of ~ω and taking into account equation (118) we get
Z
g→0−
= 1 +
(
ρg
ǫF
)2
∂εΣ¯
(2)(K¯, 0) + O(g3) (121)
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Here we calculate the derivative ∂εΣ¯
(2)(K¯, ε) for an infinite impurity-to-fermion mass ratio r =M/m. In this limit
it is not difficult to see that the trinomials (36,37,38,39) to leading order in r drop off the dependence on η = ±1, and
one obtains the limit
pσ(λ) = lim
r→+∞
P ησ (λ)
r
∀σ ∈ {α, β, γ, δ} (122)
Therefore also the functionals Iησ(λ) and J
η
σ(λ), as well as their corresponding partie finie in equation (80), drop off
the dependence on η to leading order in r, and equation (79) becomes
Σ¯(2)(K¯, ε)
r→+∞
=
9
16r2
[j+α − J
+
β (2) + J
+
δ (2)] +O(1) (123)
Using result (122), we find that the functionals Jησ (λ) show a logarithmic divergence
Jησ (λ)
r→+∞
= r2 ln r
∫ λ
0
dt
p2σ(t)− p
2
σ(0)
2t
+O(r2) (124)
while their corresponding partie finie contribute only to subleading order, i.e. Pf [Jησ ](+∞)
r→+∞
= O(r2). This leads
to the following result
Σ¯(2)(K¯, ε)
r→+∞
= ln r
9
16
∫ 2
0
dt
p2δ(t)− p
2
δ(0)− [p
2
β(t)− p
2
β(0)]
2t
+O(1) (125)
which, after the straightforward integration in t, becomes
Σ¯(2)(K¯, ε)
r→+∞
= −
9
4
ε ln r + O(1) (126)
Then the quasi-particle residue (121) presents a logarithmic divergence
lim
g→0−
Z − 1
(ρg/ǫF)2
r→+∞
= −
9
4
ln r +O(1) (127)
in agreement with the result of reference [36]. As discussed in [36] this logarithmic divergence is a signature of
the Anderson orthogonality catastrophe stating that in the limit of r → +∞ the monomeron is not a well defined
quasi-particle.
C. A non-perturbative regularisation of the divergence of the second order derivative of ∆E(2)(K) at the
Fermi surface for M = m (r = 1)
Overall, the fact of being able to analytically calculate the self-energy up to second order in g has as the most
striking consequence the prediction of singularities in the third order derivative of Σ(2)(K, ω). In order to make more
accessible an experimental signature, it is convenient to try to reduce the order of the derivatives in which these
singularities appear, by identifying the singular point with highest multiplicity in the plane (K¯, ε). The discussion of
section V identified in this plane singularity lines (84) and (85), on which the polynomials P ησ (λ) have roots equal to
zero or two, and singularity parabolas (82,83) on which these polynomials have double roots. In the half-plane K¯ > 0,
the singularity lines cross at (K¯, ε) = (1, 0). This point is also on one of the parabolas only when the impurity has
the same mass of a fermion, from which the magic point considered in this section:
(K¯, ε)→ (1, 0) for r = 1 (128)
In particular, the associated singularities are exactly at the Fermi surface and, as suggested in reference [36] and as
we shall see, they appear in the derivatives of order two only.
Here the most accessible observable in a cold atom experiment seems to be the complex energy ∆E(K) of the
quasi-particle, simply by radio frequency spectroscopy between an internal state of the impurity not coupled to the
fermions, and a coupled internal state. The shift and the broadening of the line due to the presence of the fermions
gives access to the real part and the imaginary part of ∆E(K), with an uncertainty which has already reached
respectively 5 · 10−3ǫF and 10
−4ǫF [9]. We assume that ∆E(K) can be measured with a sufficiently good precision in
the neighborhood of K = kF, such that it is possible to numerically take the second order derivative with respect to
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K. Perturbation theory, whose results have been already published in [36] and recovered in subsection VIA, leads,
for a weakly interacting limit taken at fixed K¯ different from one, to
lim
g→0−
d2
dK¯2
∆E(K)− EK
(ρg)2/ǫF
K¯→1
= −
9
4
ln |K¯ − 1| −
27
20
(2 + ln 2)
+
9iπ
4
[
Y (K¯ − 1)−
4
5
]
+ o(1) (129)
of real part that diverges logarithmically and discontinuous imaginary part. Perturbation theory is however much
more vague when we take the limit at K¯ = 1,
lim
g→0−
[
d2
dK¯2
∆E(K)− EK
(ρg)2/ǫF
]
K¯=1
= +∞ (130)
since it does not specify how the divergence is produced.
1. A self-consistent heuristic approach
How can we go beyond result (130) by using the ingredients already available in the present work? We must perform
a non-perturbative treatment, as e.g. a self-consistent approximation. The simplest thing consists in replacing the
self-energy Σ(K, ω), which appears in the implicit equation (110) on the complex energy, with its expansion up to
order two included in g, ρg +Σ(2)(K, ω). A simple improvement of this minimalist prescription is to include the last
contribution to Σ(3)(K, ω) in equation (19) coming from a mean-field shift on ω, given that at fixed wave vector and
angular frequency,
Σ(2)(K, ω − ρg/~)
g→0−
= Σ(2)(K, ω)−
ρg
~
∂ωΣ
(2)(K, ω) +O(g2) (131)
Physically, this global shift takes into account the fact that the mean-field shift ρg experienced by the impurity is
exactly the same in all subspaces at zero, one, two, . . . pairs of particle-hole excitations, once the limit of zero-range
interaction has been taken. We shall stick then to the (non-perturbative) self-consistent heuristic approximation
∆E(K)
heuris.
= EK + ρg +Σ
(2)p.a.(K,
∆E(K)− ρg
~
) (132)
which can be written, in terms of a reduced unknown εe, complex effective value of the variable ε (hence the index
e), in the dimensionless compact form
− εe(K¯)
heuris.
=
(
ρg
ǫF
)2
Σ¯(2)p.a.(K¯, εe(K¯)) where εe(K¯)≡
EK + ρg −∆E(K)
ǫF
(133)
which we differentiate twice with respect to K¯ to identify the useful derivatives of Σ¯(2):
−
d2εe
dK¯2
heuris.
=
(
ρg
ǫF
)2 [
∂2K¯ + 2
dεe
dK¯
∂K¯∂ε +
(
dεe
dK¯
)2
∂2ε +
d2εe
dK¯2
∂ε
]
Σ¯(2)p.a. (134)
taken here at the point (K¯, ε = εe(K¯)). Let us recall that the exponent p.a. means analytic continuation to the
complex values of ω from the upper half-plane to the lower half-plane.
2. Singularities of the second order derivatives of Σ¯(2) and scaling law prediction
In order to see how the second order derivative of εe(K¯) behaves in the neighborhood of K¯ = 1 in the limit g → 0
−,
it is sufficient to initially determine the singularities of the second order derivatives of Σ¯(2)(K, ε) for ε real. By
transposing to the case (K¯, ε)→ (1, 0) the techniques developed in section V, we note that some magic cancellations,
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as the quasi-identity of certain roots λ
(ηα)
0 and λ
(ηβ)
0 of the polynomials P
η
α and P
η
β , which made the second order
derivatives regular, do not happen anymore, and we laboriously end up with the following results:
∂2K¯Σ¯
(2)(K¯ = 1, ε)
ε→0
= −
9
4
ln |ε|+O(1) (135)
∂2ε Σ¯
(2)(K¯ = 1, ε)
ε→0
=
9
128
(ln |ε|)2 +O(ln |ε|) (136)
∂ε∂K¯Σ¯
(2)(K¯ = 1, ε)
ε→0
=
9
8
ln |ε|+O(1) (137)
The unknown εe(K¯) is of second order in g, as well as its first order derivative, thus the derivatives (136) and
(137), that diverge only logarithmically in g are suppressed in equation (134) by the factors dεe/dK¯ = O(g
2) and
(dεe/dK¯)
2 = O(g4). As for the first order derivative with respect to ε in (134), which does not diverge, it is suppressed
by the factor (ρg/ǫF)
2, as can be seen after collecting with the term of the first member in this same equation. Hence
the drastic simplification in the limit g → 0−, even in the neighborhood of K¯ = 1:
− ∂2K¯εe(K¯)
approx.
=
(
ρg
ǫF
)2
∂2K¯Σ¯
(2)p.a.(K¯, εe(K¯)) +O[(
ρg
ǫF
)4 ln |
ρg
ǫF
|] (138)
Our heuristic self-consistent approach thus predicts that the first member of the equation (130), evaluated in K¯ = 1,
diverges logarithmically when g → 0−:[
d2
dK¯2
∆E(K)− EK
(ρg)2/ǫF
]
K¯=1
heuris.
= −
9
4
ln
[(
ρg
ǫF
)2]
+O(1) (139)
It is actually possible to find this result, to make it more precise and to extend it to K¯ 6= 1, by performing a
clever calculation of the second order derivative of Σ¯(2)(K¯, ε) with respect to K¯. Let us start from the identities
(29) and (45), and obtain the second order derivatives of the integral quantities Iησ(λ), with λ = 2 or Λ, η = ± and
σ ∈ {α, β, γ, δ}, by taking the derivative of their defining expressions (43) and (44) with respect to K¯ under the
integral sign [the same trick is valid for the derivative with respect to ε and leads directly to (136) and (137)]. As can
be verified on the equations (36,37,38,39), ∂K¯P
η
σ (t) = 2ηt with ε and t fixed, thus
∂2K¯I
η
σ(λ) =
∫ λ
0
dt 4t2u[P ησ (t)] and ∂
2
K¯J
η
σ(λ) =
∫ λ
0
dt 4t u[P ησ (t)] (140)
where the function u is the one of equation (32) and u[2] in (43,44) one of the primitives of order two. To see which
one of these terms have a finite limit when (K¯, ε) → (1, 0), and can only contribute to ∂2
K¯
Σ¯(2) as a slowly varying
background, it is sufficient to replace the trinomials P ησ with their value for K¯ = 1 and ε = 0, see table I.
σ η = + η = −
α 2t2 + 4t 2t2
β 4t 0
γ t2 + 2t t2 − 2t
δ 2t2 2t2 − 4t
Table I: The trinomials P ησ (t) for the multi critical point (K¯, ε) = (1, 0).
We than see that only the polynomial P−β (t) leads to a divergence. As r = 1, it manifests itself only via the
functional J [P ], which is particularly neat on equation (80), so that
∂2K¯Σ¯
(2)(K¯, ε)
(K¯,ε)→(1,0)
= −
9
32
∂2K¯J
−
β (2) +
9
40
(−17 + 14 ln2 + 2iπ) + o(1) (141)
where the additive constant was obtained by specializing to ε = 0 and by comparing with (129). To calculate the
integral giving ∂2
K¯
J−β (2) in (140), it remains to use equation (54) with QI(t) = 4t and to simplify the imaginary part
with the help of the relation −sgn(x)[Y (2 + yx )− Y (
y
x )] = Y (y)− Y (2x+ y) valid for any real number x and y:
1
8
∂2K¯J
−
β (2) = u(ε) + [1− (
ε/4
K¯ − 1
)2]{u[ε− 4(K¯ − 1)]− u(ε)} −
1
2
−
ε/4
K¯ − 1
(142)
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To continue and to draw the consequences in (138), we must extend this result to the case ℑ(−ε) > 0 then analytic
continue it to the case ℑ(−ε) < 0, which is what we are going to do. Let us first note a remarkable property: The
terms of the second member of (142) are positively homogeneous functions of (K¯ − 1, ε) of degree zero [invariant by
global multiplication of K¯ − 1 and ε by any real number τ > 0], except the first term. This first term thus fixes
the global value of (142); as ε has to be taken here of order |εe(K¯ = 1)| ≈ (ρg/ǫF)
2, it immediately leads to the
logarithmic behavior (139). The other terms of (142) give the dependence in K¯ − 1, not described by (139), which is
produced on a characteristic scale |ε| ≈ (ρg/ǫF)
2. We obtain thus, within our self-consistent heuristic approach (132),
the following scaling law for the second order derivative of the complex energy of the impurity in the neighborhood
of the Fermi surface (K¯ → 1) in the weakly interacting limit (g → 0−):
d2
dK¯2
∆E(K)− EK
(ρg)2/ǫF
heuris.
= −
9
4
ln
[(
ρg
ǫF
)2]
+ F
(
4(K¯ − 1)
(ρg/ǫF)2
)
+ o(1) (143)
where the scaling function F (x) remains to be specified. A simple but remarkable consequence of this scaling law is
that the third order derivative of the complex energy of the impurity does not tend uniformly to zero in the limit of
weak interaction:
d3
dK¯3
∆E(K)
ǫF
g→0−
6→ 0 in a neighborhood of K¯ = 1 (144)
3. Analytic continuation to a complex energy variable and numerical emergence of the scaling law
In order to see the scaling law (143) emerge when the strength of the interaction is reduced, we have implemented the
self-consistent heuristic program of equation (133). This led us to overcome a practical obstacle, that is to determine
the analytic continuation of Σ¯(2)(K¯, ε) to complex values of ε. Let us give the main steps that we followed to realize it.
(i) Results of section IV can be generalized directly to the case ℑ(−ε) > 0, since equation (16) has the energy ~ω+i0+
in the denominator. This corresponds to the complex upper half-plane for the energy variable z of the resolvent of the
Hamiltonian Gˆ(z), so that one can extend ~ω to a positive imaginary part in equation (20), and correspondingly ε to
a negative imaginary part, without crossing the branch cut of the resolvent, thus without the need for any analytic
continuation. (ii) In this favorable case ℑ(−ε) > 0, the roots of the polynomials P ησ (λ) are all complex, so we must
use the form (62) of the functional J2[P
η
σ ], and the form (55) of the functional I[P
η
σ ](λ), in which we must care to
replace u[P ησ (λ)] with ln[−P
η
σ (λ)]. This follows from the remark below equation (33) and from the fact that −P
η
σ (λ)
tends to the real axis from the upper complex half-plane when ℑ(−ε)→ 0+. Alternatively this follows from the result
of the integration of (23) for ǫ positive non-infinitesimal, which leads formally to u(x± y− iǫ) = ln(−x∓ y+ iǫ) thus
to u(z) = ln(−z). In the aforementioned expressions, let us recall it, ln and Li2 are the usual branch of the complex
logarithm and dilogarithm function, of branch cut R− and [1,+∞[. (iii) To verify the two previous assertions (i)
and (ii), we can take the limit ℑ(−ε)→ 0+ in those generalizations of (55) and (62), in the case where the roots λc0
of the polynomial P ησ (λ) have real limits λ
r
0. We then have to recover exactly expressions (54) and (60). We have
scrupulously verified that this is indeed the case, by using the relation Π[0,λ](y)−Π[0,λ](x) = Y [(λ−x)(λ−y)]−Y [xy]
satisfied for the rectangular function Π[0,λ] for any real x < y, as well as the property
d
dℑ(−ε)
[P ησ (λ
c
0)] = 0 =⇒
dλc0
dℑ(−ε)
ℑ(−ε)→0+
→
1
P ′(λr0)
(145)
which allows us to know if the roots λc0, thus the arguments of ln and of Li2, reach the real axis from the upper or
lower complex half-plane. This leads to:
ln(λ− λc0)
ℑ(−ε)→0+
→ ln |λ− λr0| − iπ
P ′(λr0)
|P ′(λr0)|
Y (λ0 − λ) (146)
Li2(
λ
λc0
)
ℑ(−ε)→0+
→ L¯i2(
λ
λr0
) + iπ
P ′(λr0)
|P ′(λr0)|
ln
∣∣∣∣λr0λ
∣∣∣∣ [Y (λ− λr0)− Y (−λr0)] (147)
knowing that sgn (λ)Y (λ/λr0−1) = Y (λ−λ
r
0)−Y (−λ
r
0) and Li2(x±i0
+) = ±iπ(ln |x|)Y (x−1) for any real x. In these
expressions, λ is any real number and the polynomial P is the limit of the polynomial P ησ for ε real. (iv) To finally
analytically continue the functionals I[P ] and J [P ], thus the self-energy Σ¯(2)(K, ε) from the half-plane ℑ(−ε) > 0 to
the half-plane ℑ(−ε) < 0, it is sufficient to know if the argument Z of each function ln and Li2 moves from the upper
half-plane to the lower half-plane or vice versa. In the first case, we move the branch cut of ln from the real negative
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half-axis to the purely imaginary negative half-axis, and the one of Li2 from [1,+∞[ to 1 + iR
−, that is we rotate
them by π/2 and −π/2 respectively:
lnp.a.↓Z=ln3π/2 Z and Li
p.a.↓
2 (Z)=Li2(Z) + lnπZ[lnπ(1− Z)− lnπ/2(1− Z)] (148)
where the arrow ↓ recalls the movement of Z in the complex plane, and
lnθ Z ≡ ln |Z|+ i argθ Z (149)
is defined with the branch θ− 2π < argθ Z ≤ θ of the argument of the complex number Z. In the opposite case where
Z moves from the lower half-plane to the upper half-plane, we rotate the branch cut of ln by an angle −π/2, so as to
displace it to the purely imaginary positive half-axis, and we rotate the one of Li2 by an angle π/2, so as to displace
it to 1 + iR+:
lnp.a.↑Z=lnπ/2 Z and Li
p.a.↑
2 (Z)=Li2(Z) + lnπZ[lnπ(1− Z)− ln3π/2(1− Z)] (150)
We have numerically implemented this procedure of analytic continuation, by iteratively solving the self-consistent
equation (133) and by calculating the second order derivative of εe(K¯) using the middle-point method. We show the
result on figure 2, for three values of ρg/ǫF corresponding to subsequently weaker interactions. The choice of the
origin and the units on the axis presuppose a scaling law of the form (143), towards which the numerics seem indeed
to converge. Let us remark however, that even in this self-consistent approach, the second order derivative of εe(K¯)
presents, as a function of K¯, discontinuities which affect the real part as well as the imaginary part, and that do not
disappear when ρg/ǫF → 0
−. Unfortunately, we shall see that the position and the number of these discontinuities
do not have any physical meaning since they depend on the form under which we write the different functions before
analytically continue them.
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Figure 2: Second order derivative of the complex energy of the impurity [(a): real part shifted by (9/4) ln[(ρg/ǫF)
2], (b):
imaginary part] obtained by numerical resolution of the self-consistent equation (133), for a mass ratio r = M/m = 1 and for
values of ρg/ǫF equal to −0.15 (red stars), −0.1 (green plus signs) and −0.01 (blue circles), the last value having practically
reached the limit g → 0−. In the chosen units system, we can see emerge a scaling law of the form (143). Black solid line:
Analytic prediction in the limit g → 0−; the location of the corresponding discontinuities in the second order derivative are
identified by the vertical dotted lines of abscissas x′jump and xjump from left to right, see equation (155). Black thin dashed
line: Analytic prediction corresponding to another possible writing of the function ∂2K¯J
−
β (2) before its analytic continuation;
it differs from the black solid line only in between the two vertical dotted lines. Black thick dashed line: Perturbation theory
(129) deduced from reference [36], limited to its validity domain, that is the tails.
To finish, let us show how to analytically obtain the limits of the results of figure 2 when g → 0−, that is how to
obtain an explicit expression of the corresponding scaling function F (x), where x = 4(K¯ − 1)/(ρg/ǫF)
2. We take as
the starting point equations (141) and (142), which is legitimate to directly extend (without analytic continuation)
to the complex values of ε with ℑ(−ε) > 0, by formally consider that u(z) = ln(−z) on C, where ln is the principal
branch of the complex logarithm, to obtain
∂2K¯ Σ¯
(2)(K¯, ε)|ℑ(−ε)>0
(K¯,ε)→(1,0)
= −
9
4
{
ln[(
ρg
ǫF
)2] + fx(−ε¯)
}
+ Cbg + o(1) (151)
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with ε¯ ≡ ε/(ρg/ǫF)
2, Cbg = (9/20)(7 ln2− 6 + iπ) and
fx(−ε¯)|ℑ(−ε¯)>0 = ln(x− ε¯)−
ε¯2
x2
ln(1− x/ε¯)−
ε¯
x
(152)
where we used the fact that the function x 7→ ln(x− ε¯)− ln(−ε¯)− ln(1− x/ε¯), which is C∞ on R since the arguments
of the complex logarithm cannot cross its branch cut R−, is zero in x = 0 and of derivative zero everywhere, therefore
it is identically zero. Then, one has to analytically continue the function fx(−ε¯) from ℑ(−ε) > 0 to ℑ(−ε) < 0, at
K¯ − 1 thus x fixed, by following the procedure exposed around equations (148) and (150). The argument x− ε¯ of the
first logarithm crosses the real axis downwards; the argument 1 − x/ε¯ of the second logarithm crosses the real axis
upwards if x > 0, and downwards if x < 0. We finally obtain
fp.a.↓x (−ε¯) = ln3π/2(x− ε¯)−
ε¯2
x2
lnπY (−x)+π/2(1− x/ε¯)−
ε¯
x
(153)
The scaling function is then given by
F (x) = −
9
4
fp.a.↓x (−ε¯
(2)
e (K¯ = 1)) + Cbg (154)
where −ε¯
(2)
e (K¯) = (∆E(2)(K¯)− EK − ρg)/[(ρg)
2/ǫF] = Σ¯
(2)(K¯, 0) is the value of −ε¯e(K¯) to second order in pertur-
bation theory, which can be deduced from equation (113) or from reference [36].
Notice on figure 2 that the numerical self-consistent results indeed converge towards this scaling function F (x)
when ρg/ǫF → 0
−. The observed discontinuities as functions of x take place when the arguments of the logarithms
in equation (153) become purely imaginary and thus cross their branch cut:
xjump = ℜ[ε¯
(2)
e (K¯ = 1)] and x
′
jump =
1
ℜ[1/ε¯
(2)
e (K¯ = 1)]
(155)
which bring in F (x) a purely imaginary jump at x = xjump (the first logarithm has a real prefactor) and a complex
jump at x = x′jump (the second logarithm has a complex prefactor). The values of the abscissas (155) are actually in
decreasing order, and are identified by vertical dotted lines on figure 2.
The positions and the numbers of these predicted discontinuities, therefore also the values of the scaling function
F (x), are actually arbitrary. To see it, it is sufficient to choose for the function fx(−ε¯) a different but equivalent form
before the analytic continuation. The property set after equation (152) allows us to write
fx(−ε¯)|ℑ(−ε¯)>0 =
(
1−
ε¯2
x2
)
[ln(x− ε¯)− ln(−ε¯)] + ln(−ε¯)−
ε¯
x
(156)
whose analytic continuation to negative values of ℑ(−ε¯) following the same prescriptions (148) and (150) leads to
fp.a.↓x (−ε¯)
bis
=
(
1−
ε¯2
x2
)
[ln3π/2(x− ε¯)− ln3π/2(−ε¯)] + ln3π/2(−ε¯)−
ε¯
x
(157)
The corresponding scaling function Fbis(x), represented as a thin dashed line on figure 2, differs from the one deduced
from (153) only between the two vertical dotted lines (x′jump < x < xjump); it features a complex discontinuity (instead
of purely imaginary) in x = xjump, and has no longer a discontinuity in x = x
′
jump.
Is it possible to make the remaining discontinuity disappear, at least on the real part of F (x)? Coming from x = −∞,
we start in the left Riemann sheet of the function (157), that can be followed continuously up to x = +∞ by turning the
angle of the branch cut from 3π/2 to 2π. Similarly, starting at x = +∞, the right Riemann sheet of the same function
(157) can be followed up to x = −∞, by rotating the branch cut from 3π/2 to π. As ln2π(x − ε¯) = 2iπ + lnπ(x− ε¯)
for any x ∈ R and any complex −ε¯ of negative imaginary part, the branches of fp.a.↓x (−ε¯) in the two Riemann sheets
differ by the quantity 2iπ[1− (ε¯/x)2] which, neither zero nor purely imaginary, makes a discontinuity inevitable.
Ultimately, we do not know how to determine the true physical value of the scaling function F (x), even in the
apparently innocent framework of the self-consistent approximation (132), at least for |x| <∼ 1, that is for 4|K¯ − 1|
<
∼
(ρg/ǫF)
2.
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D. Smoothness of the complex energy ∆E(2)(K) at finite temperature
Since the singularities in the derivatives of the impurity complex energy ∆E(2)(K) are a consequence of the existence
of a Fermi surface it is natural to ask what happens when the temperature of the system is non zero. In this case,
one obtains
∆E
(2)
T (K) = g
2
∫
R3
d3q
(2π)3
∫
R3
d3k
(2π)3
[
2µ
~2k2
−
1− n¯(k)
Fk,q(K, EK/~)
]
n¯(q) (158)
The difference with the zero-temperature result is that the Heaviside functions have been replaced by the Fermi
functions
n¯(k) =
1
eβ(ǫk−µF) + 1
(159)
with µF being the chemical potential of the Fermi gas and ǫk = ~
2k2/(2m) the kinetic energy of a fermion with wave
vector k. In the strongly degenerate regime kBT ≪ µF, the chemical potential is close to the Fermi energy and the
Fermi function has a width
δktyp =
T
TF
kF (160)
as can be seen by linearizing the dispersion relation ǫk around k = kF. We thus expect that the divergence of the second
order derivative of ∆E(2)(K), for equal masses m =M , is interrupted in ∆E
(2)
T (K) at a distance |K¯ − 1| ≈ T/TF. To
confirm this prediction in the experimentally relevant range we integrate numerically 11 equation (158) for decreasing
values of T/TF, see the resulting second order derivatives in figure 3.
At zero temperature, in subsection VIC 2 we have seen the emergence of a scaling law for the second order derivatives
of ∆E(2)(K) of typical K-width given by (ρg/ǫF)
2kF. We thus predict that one can observe the zero temperature
effects studied in this work even at a non-zero temperature provided that
T
TF
≪
(
ρg
ǫF
)2
(161)
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Figure 3: Second order derivative of the non-zero temperature complex energy of the impurity of order two obtained by
numerical integration of equation (158), for a mass ratio r = M/m = 1 and for values of T/TF equal to 0.1 (red stars), 0.05
(green plus signs), 0.025 (blue circles). Black thick dashed line: Zero temperature result [36]. At 0 < T ≪ TF, the typical scale
on which the divergence of the zero temperature result is interrupted is given by the difference of the abscissas of the crossing
points between the non-zero (symbols) and zero temperature (dashed line) results. It scales linearly in T/TF.
11 For a given temperature T 6= 0, the chemical potential µF is adjusted such as to reproduce the fermionic density at zero temperature,
i.e. ρ =
∫
R3
d3k
(2pi)3
n¯(k).
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E. Moments of the momentum of the particle-hole pair emitted by the impurity, according to Fermi’s
golden rule. Application to the damping rate and to the diffusion coefficient of the impurity momentum
In this part we suppose that the impurity is prepared at time t = 0 in the state of well defined wave vector K,
in the presence of the unperturbed Fermi sea. This initial state of the system is directly coupled, by the interaction
potential Vˆ between the impurity and the fermions, to the excited fermionic states of one particle-hole pair, while the
impurity recoils, absorbing the corresponding momentum change. We wish to describe the evolution of the system at
short times, in the weakly interacting regime.
In the thermodynamic limit, the initial state is a discrete state |i〉, and the final states |f〉 with one particle-hole pair
belong to a continuum. Fermi’s golden rule then gives the rate of emission of one particle-hole pair by the impurity,
to second order included in the coupling constant g. Here, the elementary transition rate of |i〉 towards |f〉 simply
reads δΓif = (2πg
2/~)δ(Ef −Ei), where Ei/f is the total kinetic energy of the impurity and the fermions, in the initial
or final state.
With the calculus techniques developed in this article, we have easily access to all moments of the wave vector k−q
of the emitted particle-hole pair, as predicted by Fermi’s golden rule, that is to zeroth order in g:
〈(k− q)n〉(0) =
2πg2
~Γ
(2)
0 (K)
∫
q<kF<k
d3qd3k
(2π)6
(k− q)nδ(EK−k+q + ǫk − ǫq − EK) (162)
where the integer power kn of a vector k is the vector k||k||n−1 for odd n, and the scalar ||k||n for even n:
kn ≡ k||k||n−1 (n odd), kn ≡ ||k||n (n even) (163)
The total departure rate Γ0(K), here written to order two in g, is simply the total rate of emission of a pair at this
order, and it is already given by (112)-(113). By conservation of the total momentum, this also gives access to the
moments of the momentum change δK = Kfin −K experienced by the impurity, to order zero in g, that we shall use
physically in the subsection VIE 3:
〈(δK)n〉(0) = (−1)n〈(k− q)n〉(0) (164)
Before proceeding to the calculation of these moments, let us give a warning in the limit of a zero-range interaction.
We have indeed taken such a limit in equation (162), b→ 0 in the lattice model. The momentum distribution of the
impurity interacting with the fermions, however, has an asymptotic tail C/K4 at large wave numbers K, where C is
called the “contact”, so that its average kinetic energy must diverge [48, 50–53], as well as the moments of δK and of
k− q of order n > 1. Physically this is due to non-resonant transition processes neglected by the Fermi’s golden rule
that may be easily taken into account by calculating the evolution operator to first order in g. Also the expression
(162), that may be considered as mathematically interesting in itself and that will appear in the kinetic equation
models as the one of reference [47], has for a zero-range interaction a clear physical meaning only for n = 0 and n = 1.
However, expression (162) is legitimate in the framework of our perturbative treatment of the lattice model
interaction, where the coupling constant g tend to zero with a fixed interaction range (lattice spacing) b: Contrarily
to the usual experimental regime for cold atoms, the impurity-to-fermion scattering at zero energy is supposed to be
strongly non-resonant, with a scattering length a much smaller than b in the absolute value, see equations (8) and
(13). The constant C (the contact) is proportional to the derivative of the total energy with respect to 1/a, both
for a zero-range interaction [50, 51] and for the lattice model [48, 53] once kFb ≪ 1 and Kb ≪ 1, and the leading
correction to the energy of the ideal gas is here the mean-field one ρg, so that C = O(ρa2) and the contribution of
the term in C/K4 to the moments of order n ≥ 2 of the impurity wave vector is O(ρa2/bn−1), given that wave vectors
are restricted to the first Brillouin zone. This contribution, even though divergent if b → 0 for a fixed, is actually of
second order in g: It is negligible in the expressions (162) and (164) that are of order zero in g.
1. Moments of even order n
We can directly reuse the calculations of subsection III B, with the notable simplification that ~ω = EK in equation
(17), and ε = 0 in equation (20). Moreover, only the imaginary part of the result matters, ℑ[1/Fk,q(K, EK)] giving
π times the Dirac delta distribution that ensures conservation of kinetic energy in Fermi’s golden rule, so that
〈(k− q)n〉(0)
n even
=
knF(ρg)
2
ǫF~Γ
(2)
0 (K)
9r
4K¯
∫ +∞
0
dλλnℑ[ψ+(λ)− ψ−(λ)] (165)
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where K¯ is the initial wave number of the impurity in units of kF, and ψ
±(λ) is given by (34) or (35) if λ is smaller or
larger than 2. As in subsection IVA, we write the integral over [2,+∞[ as the difference of the integrals over [0,+∞[
and [0, 2] of the same integrand. Since all polynomials P ησ (λ) now vanish in zero, it is convenient to introduce the
reduced polynomials pησ(λ) ≡ P
η
σ (λ)/λ:
pηα(λ) = (1 + r)λ + 2(r + ηK¯), p
η
β(λ) = (1 − r)λ + 2(r + ηK¯) (166)
pηγ(λ) = λ+ 2ηK¯, p
η
δ (λ) = (1 + r)λ + 2(−r + ηK¯) (167)
all of degree one, with real root λ
(ησ)
0 , for σ ∈ {α, β, γ, δ} and η = ±. The expressions (34) and (35) lead to the
functions ℑu[s](X) = πY (X)Xs/s!, s = 2 or s = 3, to be taken in the values of the polynomials P ησ (λ). Since λ > 0,
we can replace Y [P ησ (λ)] with Y [p
η
σ(λ)]. From the powers of P
η
σ (λ) one can pull out factors λ
s. This directly leads,
without integrating by parts, to a functional of the type
∫ λ
0
dtQ(t)Y [p(t)], where Q(t) is any polynomial and p(t)
is a polynomial of degree one with real coefficients. Writing p(t) = at + b, of root λ0 = −b/a, we can simplify the
imaginary part of relation (54) as∫ λ
0
dtQ(t)Y (at+ b) = [Q[1](λ) −Q[1](− ba )]Y (aλ+ b) +Q
[1](− ba )Y (b) (168)
In practice, p(t) is one of the reduced polynomials pησ(λ), and Q(t) is the corresponding auxiliary polynomial, given
by
Qησ(λ) =
λn+1
48r3
[pησ(λ)]
2[pησ(λ) − 6r] ∀σ ∈ {α, β},
Qηγ(λ) =
λn+2
8r2
[pηγ(λ)]
2, Qηδ (λ) = −Q
−η
α (−λ) (169)
The last identity results from the duality property pηδ (λ) = −p
−η
α (−λ); by simple integration over λ, it leads to the
relation Q
η[1]
δ (λ) = Q
−η[1]
α (−λ), which allows us, later in the calculation, to eliminate the contributions in Y (−r± K¯)
thanks to the relation Y (−r±K¯) = 1−Y (r∓K¯) without any remainder. The final result thus has the same structure
as the imaginary part of equation (113): It is a pure combination of Heaviside functions without remainders since the
quantity C(K) in (113) is real:
〈(k− q)n〉(0)
n even
=
knF(ρg)
2
ǫF~Γ
(2)
0 (K)
9πr
4K¯
∑
s=0,r,1
∑
η=±
Y (s+ ηK¯)Dηs (K¯) (170)
The prefactors Dηs (K¯) of the Heaviside functions are given by
Dη0 (K¯) = ηQ
η[1]
γ (λ
(ηγ)
0 ), D
η
1 (K¯) =
∑
σ=β,γ,δ
η[Qη[1]σ (2)−Q
η[1]
σ (λ
(ησ)
0 )],
Dηr (K¯) = η[Q
η[1]
β (λ
(ηβ)
0 )−Q
−η[1]
δ (λ
(−ηδ)
0 )] (171)
The primitives Q
η[1]
σ (λ) of the polynomials Qησ(λ) that vanish in λ = 0 may be calculated, we shall however give an
explicit result only for the s = 0 contribution: It is extremely simple, and it fully determines the result for small
values of K¯, see hereafter. One has the relation
D−s (K¯) = −D
+
s (−K¯) ∀K¯, (172)
due to the fact that ψ−(λ) can be deduced from ψ+(λ) in equation (165) by changing K¯ to −K¯. Also, the prefactors
obey a sum rule similar to equation (115), as a direct consequence of the sum rule on the auxiliary polynomials:∑
η=±
∑
σ=β,γ,δ
ηQησ(λ) = 0 ∀λ thus
∑
s=0,r,1
∑
η=±
Dηs (K¯) = 0 ∀K¯ (173)
This causes the sum over η and s into equation (170) to reduce to −D−s (K¯) for 0 < K¯ < min(1, r), in which case,
given the equations (112), (113), (114):
〈(k − q)n〉(0)
n even
=
60(2K)n
(n+ 3)(n+ 4)(n+ 5)
(174)
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2. Moments of odd order n
Odd order moments are vectors. They are invariant by rotation around the axis Kˆ ≡ K/K, that is the direction
of K, so that they are parallel to that direction. The trick of averaging over Kˆ has now to be applied to the scalar
quantity Kˆ · 〈(k− q)n〉(0), which amounts to adding a factor w in the integrand of equation (23) and a factor x/y in
the imaginary part of (24), the variables x and y being those of (25). This leads finally to the single integral
〈(k − q)n〉(0)
n odd
= Kˆ
knF(ρg)
2
ǫF~Γ
(2)
0 (K)
9πr
8K¯2
∫ +∞
0
dλλn−1[ψ˜+(λ) − ψ˜−(λ)] (175)
with, for η = ±,
ψ˜η(λ) ≡
∫ 1
max(1−λ,0)
q¯dq¯
∫ λ+q¯
max(λ−q¯,1)
k¯dk¯ xY (x+ 2ηK¯λ) (176)
This double integral is of the same form as (30) with ε = 0, except that the function u(X) of (32) must be replaced
with u˜ηλ(X) = (X − 2ηK¯λ)Y (X) which parametrically depends on λ and on η. Fortunately the calculation procedure
exposed below (33) applies to a generic function u(X). The explicit value of ψ˜η(λ) can then be deduced directly from
expressions (34) and (35) by replacing u with u˜, and the resulting primitives of order s are simply
u˜
η[s]
λ (X) = Y
[s+1](X)− 2ηK¯λY [s](X), with Y [s](X) =
Xs
s!
Y (X) (177)
The rest follows, as in the case of even order moments, with the same reduced polynomials (166,167), with different
expressions for the auxiliary polynomials:
Qησ(λ) =
λn+1
192r3
[pησ(λ)]
2
{
[pησ(λ)]
2 − 4pησ(0)p
η
σ(λ) + 48ηrK¯
}
∀σ ∈ {α, β},
Qηγ(λ) =
λn+2
24r2
[pηγ(λ)]
2[pηγ(λ) − 6ηK¯], Q
η
δ (λ) = −Q
−η
α (−λ) (178)
but with the same duality relations, in particular Q
η[1]
δ (λ) = Q
−η[1]
α (−λ). This leads to a result of the same form as
(170) up to the vectorial factor Kˆ/(2K¯):
〈(k− q)n〉(0)
n odd
= Kˆ
knF(ρg)
2
ǫF~Γ
(2)
0 (K)
9πr
8K¯2
∑
s=0,r,1
∑
η=±
Y (s+ ηK¯)Dηs (K¯) (179)
Here the prefactors Dηs (K¯) of the Heaviside functions are still given by the expressions (171), now written for the
auxiliary polynomials (178). As for even n, we have the relation (172), since ψ˜−(λ) can be deduced from ψ˜+(λ)
in equation (175) by changing K¯ to −K¯, and we also have the chain of sum rules (173), as shown by an explicit
calculation on the auxiliary polynomials (178). For 0 < K¯ < min(1, r), we thus have the equivalent of the result
(174), with a different factor in the denominator:
〈(k− q)n〉(0)
n odd
=
60(2K)nKˆ
(n+ 3)(n+ 4)(n+ 6)
(180)
3. Damping rate and diffusion coefficient of the impurity momentum
By conservation of the total momentum, see equation (164), and by applying Fermi’s golden rule, we can deduce
from the moments (162) of the momentum of the emitted particle-hole pair, the initial rate of variation of the moments
of the impurity momentum P away from its initial value ~K:
d
dt
〈(P− ~K)n〉(t = 0)
g→0−
= (−~)nΓ
(2)
0 (K)〈(k− q)
n〉(0) +O(g3) (181)
where the integer power of a vector is taken in the sense of (163). Two values of n deserve further developments. The
case n = 1 corresponds to the initial damping rate of the average momentum of the impurity,
d
dt
〈P〉(t = 0) ≡ −ΓP (K)〈P〉(t = 0) (182)
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It has been studied in reference [35] with the Fermi liquid theory, which is exact for any coupling constant g but only
holds for an arbitrary weak K¯. Here, we obtain a complementary prediction, which is exact for any K¯ but holds for
an arbitrary weak coupling constant: To order two in g,
Γ
(2)
P (K) = Γ
(2)
0 (K)Kˆ · 〈(k− q)〉
(0)/K (183)
where we recall that Kˆ ≡ K/K. As its explicit expression is of a reasonable length, we give in the usual reduced
form Γ¯
(2)
P (K¯) ≡ ~Γ
(2)
P (K)ǫF/(ρg)
2 and with the presentation adopted in reference [36]: We distinguish (i) the region
of small wave numbers 0 < K¯ < min(1, r), where
Γ¯
(2)
P (K¯) =
9πK¯4
35r
, (184)
(ii) the region of intermediate wave numbers for an impurity lighter than a fermion, r < K¯ < 1, where
Γ¯
(2)
P (K¯) =
3πr
35(r2 − 1)3
[(3r4 − 9r2 + 10)K¯4 − 14(r2 + 3)K¯2
+35r(r2 + 3)K¯ − 35r2(r2 + 3) + 14r3(r2 + 3)K¯−1 − r5(r2 + 3)K¯−3], (185)
(iii) the intermediate region for an impurity on the contrary heavier than a fermion, 1 < K¯ < r, where
Γ¯
(2)
P (K¯) =
3πr
35(r2 − 1)3
[−(1 + 3r−2)K¯4 + 14(3 + r2)K¯2 − 35(1 + 3r2)K¯
+35r2(3 + r2)− 14r2(1 + 3r2)K¯−1 + (3 − 9r2 + 10r4)K¯−3] (186)
and (iv) the region of large wave numbers, max(1, r) < K¯, where
Γ¯
(2)
P (K¯) =
3πr
35(1 + r)3
[35K¯ + 14r2K¯−1 − (r4 + 3r3 + 9r2 + 9r + 3)K¯−3] (187)
The prediction of reference [35] for ΓP (K), based on the Fermi liquid theory, is indeed an equivalent of our result at
K¯ → 0 when we specialize it to the limit of weak interaction, which amounts to replacing the effective mass m∗↓ of
the impurity with its bare mass M and the effective coupling constant of the monomeron with its value to order one
in g, γ(1) = mkFa/(πµ).
The case n = 2 corresponds to the initial momentum diffusion coefficient of the impurity, that is to the derivative
of the variance of its momentum:
d
dt
[〈P2〉 − 〈P〉2](t = 0) ≡ 2DP (K) (188)
We obtain here its value to leading order, that is to second order in g:
2D
(2)
P (K) = ~
2Γ
(2)
0 (K)〈(k − q)
2〉(0) (189)
For conciseness, we give the explicit value only for 0 < K¯ < min(1, r), readily deduced from equations (116) and
(174):
2D
(2)
P (K) =
(ρg)2
~ǫF
(~kF)
2 12πK¯
6
35r
(190)
This diffusion coefficient is actually the trace of the momentum diffusion tensor, which is anisotropic for K 6= 0 and
can be calculated to order g2 with the techniques of this article. From ΓP and DP we can deduce the damping rate
of the impurity kinetic energy. It is worth recalling the warning that follows equation (162): Contrarily to ΓP (K),
the meaning of the coefficient DP (K) remains to be clarified for a zero-range interaction, if we describe the evolution
of the impurity coupled to the fermions beyond the kinetic equation model of reference [47].
VII. CONCLUSION
The problem considered here of one impurity interacting with an ideal Fermi gas of spin-polarized fermions (at zero
temperature) belongs to the general class of polaronic problems. It shows with beauty and simplicity the very general
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fact that a particle, through the effect of a coupling to a system of continuous spectrum (in the thermodynamic limit),
gives birth to a quasi-particle, with an energy at rest, a mass, a dispersion relation, etc, different from those of the
bare particle. The problem shows a renewed interest thanks to cold atoms experiments, which involve a mixture of
two species or two spin-states of the same fermionic species.
This problem was mainly studied at zero total momentum, that is for an immobile impurity before coupling to the
Fermi sea. The main physical motivation was indeed to determine the energy at rest and the effective mass of the
quasi-particle, which allows one to estimate the equation of state of the Fermi “liquid” consisting of a non-zero density
of impurities, and thus the critical ratio of chemical potential between the impurities and the fermions below which
this Fermi liquid is more favorable than the paired superfluid phase [10, 11]. In this case, the variational approach of
references [10, 31, 33] remains quantitatively correct in the strongly interacting regime, which allows one to go beyond
the perturbative study of reference [5].
The case of a moving impurity is more subtle. The quasi-particle acquires a finite lifetime in its considered
momentum subspace since it can slow down by emitting particle-hole pairs in the Fermi sea [4, 35], which is not
reproduced by the variational approach in a neighborhood of zero momentum [36]. So we turned to the weakly
interacting regime in a perturbative calculation up to second order included in the coupling constant g. Going against
some stereotypes, we think that this regime is rather interesting: Non-systematic predictions may lead to very different
scaling laws, see for example [53], while the strongly interacting regime (the unitary limit) is often subject to rather
technical debates on the pure numbers that are the values of the observables, and whose ultimate determination needs
the heavy machinery of quantum Monte Carlo simulations.
Let us now review some salient results of this long article.
Perhaps unexpectedly, the self-energy function Σ(K, ω) of the impurity, when limited to second order included in
g, can be expressed in a fully explicit way, that is the sextuple integral over the momenta of the virtually created
particle-hole pair defining the second order contribution Σ(2)(K, ω) is exactly solvable, see equations (79) and (80).
This allows us to show that Σ(2)(K, ω) is not a smooth function ofK and ω, which is a consequence of the discontinuity
of the wave vectors distribution of the fermions n(k) at the Fermi surface k = kF. We find in general that the first
singularities appear in the third order derivatives of Σ(2)(K, ω), and that the region of these singularities in the plane
(K, ε = (EK − ~ω)/ǫF) has a well defined mathematical origin, see figure 1: Either the polynomials appearing in
the explicit expression (79,80) have a double root, in which case the singularities are located on some parabolas and
are given by equations (92), (93), (94); or these polynomials have a root equal to zero or two, in which case the
singularities are located on some straight lines and are given by equation (101) or by equation (109). However, it is
possible to have already some singularities in the second order derivatives of Σ(2)(K, ω), in particular in K = kF for
an impurity and fermions of the same mass m, see equations (135), (136), (137).
Then we concentrated on a physical quantity directly accessible to cold atom experiments, via radio-frequency
spectroscopy: This is the complex energy ∆E(K) of the impurity with wave vectorK. In principle, it can be obtained
from the self-energy Σ(K, ω) after analytic continuation to ω in the lower complex half-plane, by solution of the
implicit equation (110). To second order in g, the singularities in the derivatives of the self-energy directly result
into singularities of the derivatives of the complex energy with respect to K, which were already present in reference
[36]; at this order, one finds for equal masses that ∂2K∆E
(2)(K) tends logarithmically to +∞ in K = kF, which is a
limitation of the perturbative approach. In order to determine the real behavior of ∂2K∆E(K) in the neighborhood of
K = kF, for g close to zero but finite, in a way taking advantage of our analytical expression for Σ
(2)(K, ω), we have
performed a self-consistent approximation of the implicit equation for ∆E(K): We have included the mean-field shift
to all order in g but we have replaced the self-energy by its expansion up to order g2 only, see the equations (132)
and (133) for equal masses. The g → 0− resulting scaling law (143) leads to ∂2K [∆E(K) − ~
2K2/(2m)] ∝ −g2 ln g2
in K = kF, simply because the − ln |K − kF| divergence of ∂
2
K∆E
(2)(K) in the perturbative theory is interrupted in
the self-consistent theory at a distance from K = kF proportional to g
2. Another interesting prediction (144) of the
scaling law (143) is that the third-order derivative ∂3K∆E(K) around kF does not tend to zero uniformly with K,
when g → 0−. Also, we plotted in figure 2 the function F (x) that appears in the scaling law (143), although it is not
fully determined by our self-consistent approximation, due to an ambiguity in the analytic continuation of Σ(2)(K, ω)
to values of ω with a negative imaginary part, see the end of subsection VIC 3. Our pioneering study is thus not final.
To be complete, we give in (161) a condition for the non-zero temperature effects to be negligible in an experiment.
We concluded by a physical application a bit out of the mainstream of this paper: Taking advantage of the
techniques of integral calculus that we developed to obtain (80), we could calculate all the moments (174) and (180)
of the momentum of the particle-hole pair emitted by the moving impurity in the Fermi sea, according to Fermi’s
golden rule, that is to zeroth order in g. This gives access to the damping rate of the mean momentum of the impurity,
for an arbitrary initial momentum but to second order in g, see equations (184,185,186,187). This is complementary to
the Fermi liquid theory, which is non perturbative in g but restricted to arbitrarily low momenta [35]. This also gives
access to the momentum diffusion coefficient of the impurity to second order in g, see its fully explicit expression at low
momenta on equation (190). These moments may of course be observed experimentally with cold atoms, provided that
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one is able to prepare a quasi-monochromatic impurity wave packet, e.g. by accelerating a Bose-Einstein condensate; it
remains then to put this wave packet in contact with a polarized Fermi gas and to measure its momentum distribution
by time-of-flight [54, 55]. Finally, we note that the second moment, not to mention the higher order ones, raises a
paradox, that we solve in the beginning of subsection VIE in the weakly interacting regime (but not in the regime of
arbitrary interactions of reference [47]): The impurity interacts with the fermions, so that its wave vector distribution
should have an asymptotic 1/K4 tail [48, 50–53], the variance of K should diverge and the notion of momentum
diffusion should be meaningless.
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L’autoe´nergie d’une impurete´ dans un gaz parfait de
Fermi au second ordre en l’interaction
Christian Trefzger et Yvan Castin
Laboratoire Kastler Brossel, E´cole normale supe´rieure, CNRS et UPMC, 24 rue
Lhomond, 75231 Paris Cedex 05, France
Re´sume´. Nous conside´rons, en dimension trois, une impurete´ de masse M en
interaction avec un gaz parfait spatialement homoge`ne de fermions de massem, polarise´
de spin et de tempe´rature nulle. L’interaction se produit exclusivement dans l’onde s,
avec une longueur de diffusion a et une porte´e b ne´gligeable devant le nombre d’onde
de Fermi 1/kF du gaz. Elle transforme l’impurete´ de vecteur d’onde initial K en une
quasi-particule de vecteur d’onde K appele´e polaron de Fermi, plus pre´cise´ment ici un
monome´ron. A` K 6= 0, la quasi-particule a une dure´e de vie finie dans son sous-espace
d’impulsion initial, puisqu’elle peut rayonner des paires particule-trou dans la mer de
Fermi, ce dont l’habituelle approche variationnelle (avec un nombre tronque´ de telles
paires) ne rend pas compte au voisinage deK = 0. Aussi avons-nous recours a` la the´orie
des perturbations dans la limite kFa → 0
−, ce qui exclut e´nerge´tiquement la branche
dime´ronique et permet d’obtenir des re´sultats syste´matiques. De fac¸on remarquable,
nous obtenons une expression analytique totalement explicite pour Σ(2)(K, ω), la
fonction e´nergie propre ou autoe´nergie de l’impurete´ au second ordre en a. Ceci nous
permet de montrer que la diffe´rentielle troisie`me de Σ(2)(K, ω) admet des lignes de
singularite´ dans le plan (K,ω). Dans le cas de masses e´gales m = M , on peut meˆme
avoir des singularite´s dans la diffe´rentielle seconde, plus accessible expe´rimentalement ;
a` l’aide d’une approche heuristique auto-cohe´rente, tirant parti de notre connaissance
de Σ(2)(K, ω), nous parvenons alors a` re´gulariser la de´rive´e seconde par rapport a` K
de l’e´nergie complexe ∆E(K) de la quasi-particule, qui e´tait divergente en K = kF
dans la re´fe´rence [C. Trefzger, Y. Castin, Europhys. Lett. 104, 50005 (2013)], et nous
pre´disons une inte´ressante loi d’e´chelle pour cette quantite´ au voisinage de K = kF.
Nous terminons par une retombe´e directe de notre the´orie, le calcul par la re`gle d’or de
Fermi de tous les moments de l’impulsion de la paire particle-trou e´mise par l’impurete´
en mouvement amorti dans la mer de Fermi.
PACS numbers: 03.75.Ss - Gaz de Fermi de´ge´ne´re´s
1. Introduction et motivations
Nous e´tudions ici, en dimension trois, le proble`me d’une impurete´ mobile discernable
de masse M interagissant e´lastiquement avec un gaz parfait de fermions de masse m,
tous dans le meˆme e´tat de spin, a` tempe´rature nulle et dans la limite thermodynamique.
La re´solution de ce proble`me est une e´tape fondamentale dans la compre´hension
microscopique du concept de quasi-particule, a` la base de la the´orie dite des “liquides”
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de Fermi, de´veloppe´e par Landau [1]. Elle permet d’illustrer les effets attendus re´sultant
du couplage de l’impurete´ au re´servoir que constitue la mer de Fermi : des effets re´actifs
de´plac¸ant l’e´nergie re´elle de l’impurete´ et changeant sa masse effective, et des effets
dissipatifs pre´sents lorsque l’impurete´ est en mouvement, et qui lui confe`rent alors une
dure´e de vie finie dans le canal d’impulsion initial conside´re´ ~K, l’impurete´ pouvant
perdre de la quantite´ de mouvement par rayonnement de paires particule-trou dans la
mer de Fermi. Ces deux effets peuvent eˆtre re´sume´s par la notion d’e´nergie complexe
∆E(K) compte´e a` partir de l’e´nergie de la mer de Fermi non perturbe´e.
Du point de vue du formalisme, ceci conduit naturellement a` l’introduction de
la fonction e´nergie propre ou (de fac¸on ne´ologique) de l’autoe´nergie Σ(K, ω), ici de
l’impurete´, une fonction du vecteur d’onde K et d’une pulsation ω, qui intervient dans
l’e´quation de Dyson satisfaite par la transforme´e de Fourier spatiotemporelle G(K, ω) de
la fonction de Green a` deux points, et qui est donc une brique e´le´mentaire des me´thodes
diagrammatiques du proble`me a` N corps [2]. En effet, l’e´nergie complexe ∆E(K) sus-
mentionne´e, apre`s division par ~, doit eˆtre un poˆle du prolongement analytique de la
fonction ω 7→ G(K, ω) au demi-plan complexe infe´rieur.
Notre proble`me a` une impurete´ jouit bien entendu d’une longue histoire. Il a e´merge´
dans un contexe de physique nucle´aire, dans le cas d’une particule Λ en interaction avec
une mer de Fermi de nucle´ons [3, 4] via un potentiel de sphe`re dure de rayon a > 0. Les
re´sultats, obtenus par resommation de diagrammes dans le formalisme de la matrice T ,
sont limite´s a` K = 0 mais le de´veloppement en puissances de kFa a e´te´, de manie`re
remarquable, pousse´ jusqu’a` l’ordre quatre [5], kF e´tant ici le nombre d’onde de Fermi.
Re´cemment, le proble`me connaˆıt un tre`s net regain d’inte´reˆt graˆce aux expe´riences
mene´es sur les atomes froids, l’impurete´ e´tant un atome de meˆme espe`ce chimique que
les fermions, mais dans un e´tat de spin diffe´rent [6, 7], ou carre´ment un atome d’une
autre espe`ce chimique [9]. Les expe´riences de la re´fe´rence [7] s’interpre`tent alors tre`s bien
par le fait que la fraction d’atomes dans l’e´tat de spin minoritaire, lorsqu’elle est assez
petite, constitue un “liquide” de Fermi, c’est-a`-dire finalement un gaz presque parfait
de quasi-particules fermioniques, mais dont l’e´nergie interne et la masse effective ont e´te´
modifie´es par interaction avec la mer de Fermi dans l’e´tat de spin majoritaire, comme le
propose la the´orie [10, 11] et comme le confirment des mesures tre`s pre´cises de l’e´quation
d’e´tat des gaz polarise´s de spin [12, 13].
D’un point de vue the´orique, la mode´lisation des interactions approprie´e aux atomes
froids diffe`re fortement de celle a` base de sphe`res dures des premie`res re´fe´rences [3, 4, 5].
En effet, dans le cas des atomes et pour les expe´riences pre´cite´es, l’interaction entre une
impurete´ et un fermion est re´sonnante dans l’onde s, et ne´gligeable dans les autres
ondes partielles. Ceci signifie que la longueur de diffusion a dans l’onde s est bien
plus grande, en valeur absolue, que la porte´e b de l’interaction, et peut avoir un signe
arbitraire, deux caracte´ristiques e´trange`res aux sphe`res dures. On peut meˆme tendre
experimentalement vers la limite unitaire 1/a = 0 graˆce a` l’e´tonnant outil des re´sonances
de Feshbach [14]. Dans ce re´gime re´sonnant |a| ≫ b, on s’attend a` ce que le potentiel
d’interaction soit caracte´rise´ par la longueur de diffusion seulement, a` l’exclusion de tout
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autre de´tail microscopique (sur sa de´pendance en position par exemple), auquel cas on
parle d’universalite´ a` un parame`tre, et l’on est conduit the´oriquement a` faire tendre la
porte´e b du potentiel vers ze´ro a` longueur de diffusion fixe´e, dans tout mode`le a` notre
convenance. En re´alite´, cette universalite´ a` un parame`tre n’a rien d’automatiquement
acquis. Elle est mise en de´faut lorsque le rapport de masse m/M est trop grand, auquel
cas l’interaction attractive effective induite par l’impurete´ le´ge`re entre les fermions
conduit a` l’effet Efimov a` trois corps, de rapport critique m/M ≃ 13, 607 [15, 16, 17],
mais aussi a` l’effet Efimov a` quatre corps, de rapport critique m/M ≃ 13, 384 [18]. En
pre´sence d’un tel effet Efimov, il faut introduire des parame`tres supple´mentaires a` trois
corps, a` quatre corps, pour caracte´riser l’interaction, et le spectre d’e´nergie n’est pas
borne´ infe´rieurement dans la limite de porte´es re´elles et effective nulles, ce qui constitue
l’effet Thomas [19]. A` ce jour, une condition ne´cessaire et suffisante sur le rapport de
masse interdisant tout effet Efimov, y compris a` la limite thermodynamique, n’est pas
encore connue [20], mais nous la supposons ve´rifie´e ici.
Dans ce contexte des atomes froids, une avance´e conceptuelle importante a e´te´ de
re´aliser que notre proble`me a` une impurete´ appartient a` la classe ge´ne´rale des syste`mes
polaroniques [21]. Par analogie avec la physique du solide, dans laquelle le polaron est un
e´lectron habille´ par les phonons (bosoniques) de´crivant quantiquement la de´formation
du re´seau cristallin induit par interaction e´lectromagne´tique avec la charge e´lectronique,
l’impurete´ constitue un polaron de Fermi, puisqu’elle est habille´e par les paires particule-
trou induites par son interaction, cette fois a` courte porte´e, avec les fermions. La
situation est en fait tre`s riche, car plusieurs classes de polarons peuvent exister, suivant
que la quasi-particule se construise par habillage par des paires de particule-trou de
l’impurete´ nue elle-meˆme [10, 11], ou d’un e´tat lie´ a` deux corps (dime`re) entre l’impurete´
et une particule fermionique pre´existant dans l’espace libre [21, 22, 23, 24], ou meˆme
d’un e´tat lie´ a` trois corps (trime`re) entre l’impurete´ et deux particules fermioniques [25].
En syste´matisant la terminologie de la re´fe´rence [26], on peut alors parler de monome´ron,
dime´ron ou trime´ron, pour souligner le caracte`re de quasi-particule de l’objet conside´re´,
comme l’a fait Lobo [27] ; on peut parler aussi d’atome, de dime`re ou de trime`re habille´
comme dans l’article de revue [27]. L’avantage de la premie`re terminologie apparaˆıt dans
le cas plus surprenant ou` la liaison entre l’impurete´ et un petit nombre de fermions ne
pre´existe pas dans le vide mais est elle-meˆme induite par la pre´sence de la mer de Fermi.
C’est le cas des trime´rons de la re´fe´rence [25], et des dime´rons a` a < 0 sur une re´sonance
de Feshbach e´troite [26, 28, 29] ; dans ce dernier cas, voir la conclusion de [26] pour une
interpre´tation physique.
Limitons-nous ici, et dans tout ce qui suit, a` la branche monome´ronique, en
conside´rant le cas d’une longueur de diffusion ne´gative a < 0 sur une re´sonance de
Feshbach large (donc de porte´es re´elle et effective ne´gligeables) ; la branche dime´ronique
est alors une branche excite´e [21] instable [30] ‡. A` ce jour, le proble`me a` une impurete´
avec interaction re´sonnante a e´te´ traite´ analytiquement, essentiellement a` vecteur d’onde
2. Rappelons que l’e´nergie du dime`re tend vers −∞ comme −~2/(2µa2) lorsque a → 0+, µ e´tant
la masse re´duite de l’impurete´ et d’un fermion, et qu’il n’y a pas de dime`re a` a < 0.
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nul K = 0, par une approche variationnelle non perturbative qui tronque l’espace de
Hilbert en gardant au plus n paires particule-trou, mais sans limitation sur leurs e´tats
possibles. Cette approche a e´te´ lance´e par la re´fe´rence [10] (voir aussi [31]), avec n = 1 ;
a` K = 0, l’e´nergie ∆E(0) est re´elle, et la valeur approche´e pre´dite ∆E[1](0) donne
une borne supe´rieure sur ∆E(0), ce qui a suffi a` e´tablir l’existence d’une phase de type
“liquide” de Fermi dans un gaz fortement polarise´ a` la limite unitaire 1/a = 0 [10]. Dans
ce cas assez spectaculaire d’interactions fortes, il n’y a a priori pas de petit parame`tre
permettant de controˆler la pre´cision de l’ansatz variationnel de [10] ; le fait que le re´sultat
soit identique a` celui d’une utilisation non perturbative (donc non syste´matique) du
formalisme de la matrice T (dans l’approximation des e´chelles) [31, 32] ne permet pas
plus de de´montrer la fiabilite´ du re´sultat. Il a e´te´ compris cependant que l’e´tude semi-
analytique syste´matique pour des n croissants (limite´e en pratique a` n = 2) est une
strate´gie gagnante, et qu’elle permet de ve´rifier explicitement, dans le cas conside´re´,
la rapide convergence de la suite ∆E[n](0) [33, 32] vers les re´sultats nume´riques de
Monte-Carlo diagrammatique de la re´fe´rence [21].
Cependant, nous nous concentrons dans ce travail sur le cas plus original d’une
impulsion totale non nulle, K 6= 0, encore peu de´friche´ (voir cependant la re´fe´rence [34]
pour de grandes valeurs de K). Le proble`me change alors de nature et le monome´ron
devient une re´sonance d’e´nergie complexe ∆E(K) [4] ; la quasi-particule en mouvement
est en effet instable par rayonnement de paires particule-trou [35] puisque l’e´nergie
cine´tique et l’impulsion emporte´es par ces dernie`res peuvent eˆtre, rappelons-le, aussi
proches de ze´ro que l’on veut. L’approche variationnelle change aussi de statut : non
seulement elle ne fournit plus de borne supe´rieure sur la partie re´elle de l’e´nergie
ℜ∆E(K), mais elle pre´dit un intervalle non physique de valeurs de K, commenc¸ant
en 0, sur lequel la partie imaginaire de l’e´nergie ℑ∆E(K) vaut exactement ze´ro [36]
[le meˆme phe´nome`ne se produit pour le dime´ron en dimension deux, voir [37]]. Ceci
contredit explicitement le re´sultat perturbatif de la re´fe´rence [4] obtenu pour M = m
au second ordre inclus en kFa, qui donne une ℑ∆E(K) s’annulant continuˆment en K
4
lorsque K → 0, et c’est plus ge´ne´ralement en de´saccord avec la the´orie des “liquides”
de Fermi [35].
Cette de´confiture de l’approche variationnelle a` K 6= 0 peut eˆtre facilement
comprise en resituant le proble`me a` une impurete´ dans le contexte ge´ne´ral d’un e´tat
discret couple´ a` un continuum [38], comme il est fait dans la re´fe´rence [26]. L’e´tat
discret correspond a` l’impurete´ de vecteur d’onde K en pre´sence de la mer de Fermi non
perturbe´e ; son e´nergie (compte´e a` partir de celle de la mer de Fermi) est donc l’e´nergie
cine´tique de l’impurete´ ~2K2/(2M). Le continuum est constitue´ de paires particule-trou
d’impulsions quelconques dans l’espace de Fourier, en pre´sence de l’impurete´ dans l’e´tat
de vecteur d’onde idoine (assurant la conservation de l’impulsion totale). (i) Dans un
traitement exact du proble`me, on voit bien que le continuum contient en particulier
un monome´ron d’impulsion totale arbitrairement faible, donc d’e´nergie ≃ ∆E(0), que
l’on peut imaginer comme une perturbation du gaz de fermions relativement localise´e
au voisinage d’un point dans l’espace re´el [39], en pre´sence de paires particule-trou
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rayonne´es a` l’infini et qui emportent l’impulsion manquante, sans que cela couˆte
ne´cessairement une e´nergie significative. Une particule et un trou de vecteurs d’onde
respectivement k et q peuvent en effet emporter une impulsion de module jusqu’a` 2kF
avec une e´nergie cine´tique positive ne´gligeable ~2(k2 − q2)/(2m) lorsque k → k+F et
q → k−F . Le bord infe´rieur du continuum correspond donc a` l’e´nergie exacte ∆E(0),
d’ailleurs ici ne´gative. Le couplage entre l’e´tat discret et le continuum conduit bien en
ge´ne´ral le premier a` se diluer dans le second pour donner naissance a` une re´sonance, et
ℑ∆E(K) < 0 a` K > 0. (ii) Dans le traitement variationnel du proble`me, limite´ a` au
plus n paires particule-trou, on s’attend a` ce que le continuum commence a` l’e´nergie
∆E[n−1](0), puisqu’au moins une paire doit eˆtre rayonne´e a` l’infini pour amener le
monome´ron au repos. Or ceci est strictement supe´rieur a` ∆E[n](0), selon l’habituel
raisonnement variationnel ; a` K = 0, le couplage de l’e´tat discret au continuum semble
ainsi faire apparaˆıtre un e´tat discret d’e´nergie ∆E[n](0) se´pare´e du continuum par une
bande interdite artificielle de largeur ∆E[n−1](0)−∆E[n](0). Si tel est le cas, ∆E[n](K)
devrait rester exactement re´el sur un voisinage de K = 0, heureusement d’autant plus
e´troit que n est grand, mais sans que cela ait la moindre signification physique. Ce
sce´nario plausible est confirme´ par le calcul explicite effectue´ pour n = 1 dans la re´fe´rence
[26], si l’interaction est suffisamment faible : a` M/m fini fixe´, on trouve bien que le
continuum commence a` l’e´nergie ∆E[0](0) = 0, pourvu que kFa, ne´gatif, soit assez proche
de ze´ro pour ne pas satisfaire a` l’e´quation (24) de cette re´fe´rence. Ceci a e´te´ utilise´ pour
estimer la valeur non physique du module de K sous laquelle ℑ∆E[1](K) = 0 [36].
L’approche variationnelle e´tant hors jeu a` K 6= 0, la boˆıte a` outils autres que
nume´riques du the´oricien se trouve fort de´garnie. Nous nous rabattons donc sur la seule
me´thode fiable et syste´matique, l’approche perturbative, ici jusqu’au second ordre inclus
en kFa, dans l’esprit des articles fondateurs [3, 4, 5]. Cependant, au lieu de l’interaction
de sphe`re dure, nous utilisons un mode`le sur re´seau cubique de pas b, de type mode`le
de Hubbard, avec une interaction (ici attractive) sur site de constante de couplage
nue g0 ajuste´e, en fonction de b, pour reproduire exactement la longueur de diffusion
souhaite´e. Ce mode`le, initialement introduit dans le cas d’un gaz de bosons en interaction
faible sous une forme embryonnaire dans [40] puis de´finitive dans [41], a connu depuis
un certain succe`s dans le cas des fermions de spin 1/2, y compris dans le re´gime
d’interaction forte [42, 43, 44]. Nous de´veloppons alors l’autoe´nergie Σ(K, ω) jusqu’a`
l’ordre deux en kFa, a` b fixe´, puis nous passons a` la limite d’un espace continu b → 0
dans les coefficients du de´veloppement. Le point central est que toutes les inte´grales
correspondantes dans l’espace de Fourier peuvent eˆtre calcule´es analytiquement, si bien
que des formules explicites peuvent eˆtre obtenues pour Σ(2)(K, ω). Nous donnons ces
formules a` ω quelconque et pour un rapport de masse M/m quelconque entre l’impurete´
et les fermions. L ’ordre oppose´ des limites (b → 0 a` longueur de diffusion fixe´e, puis
kFa → 0
−) conduirait au meˆme re´sultat, en vertu de l’universalite´ a` un parame`tre
mentionne´e plus haut et de l’absence a` a < 0 d’effets essentiellement non perturbatifs
(comme l’e´mergence d’un dime`re a` la limite de porte´e nulle a` a > 0), mais au prix
d’un dispendieux recours a` la resommation non perturbative des diagrammes en e´chelle
L’autoe´nergie d’une impurete´ dans un gaz parfait de Fermi au second ordre en l’interaction6
comme dans [5].
A` l’ordre deux en kFa conside´re´ ici, nous retrouvons alors pour ∆E(0) a` la limite de
porte´e nulle exactement les meˆmes re´sultats que ceux de Bishop [5] pour l’interaction de
sphe`re dure, apre`s leur transposition directe du cas a > 0 au cas a < 0. Ceci sans trop
de surprise, puisqu’il est bien connu que la porte´e non nulle (d’ordre a) de l’interaction
de sphe`re dure n’intervient qu’a` l’ordre suivant : l’amplitude de diffusion a` deux corps
fk = −1/[a
−1+ik−k2re/2+O(k
3a2)] pour le potentiel de sphe`re dure, de porte´e effective
re = 2a/3, diffe`re de celle fk = −1/(a
−1 + ik) de l’interaction de porte´e nulle par des
termes d’ordre au moins trois, en O(a3k2), lorsque a→ 0 a` nombre d’onde relatif k fixe´
entre un fermion et l’impurete´.
A` K 6= 0, en revanche, nos expressions de ∆E(2)(K) sont originales [comme elles
sont limite´es a` l’ordre deux en kFa, on s’attend a` ce qu’elles soient applicables aussi,
lorsque a > 0, au monome´ron re´pulsif [45, 46], quasi-particule instable pouvant se
de´sexciter en un monome´ron attractif ou un dime´ron [46].] Elles ont de´ja` e´te´ pre´sente´es
brie`vement dans la re´fe´rence [36], qui en de´montre l’observabilite´ par spectroscopie de
radio-fre´quence des atomes froids [9] mais n’en donne aucun de´tail de de´rivation, au
contraire du pre´sent travail dont c’est une des motivations. Mais la connaissance de
Σ(2)(K, ω) en fonction de ω nous permet aussi d’aller au-dela` et, graˆce a` une e´quation
heuristique auto-cohe´rente sur l’e´nergie complexe ∆E(K), de re´gulariser la divergence
logarithmique de la de´rive´e seconde par rapport a` K de ∆E(K), pre´dite par la the´orie
perturbative pour des masses e´gales (M = m) a` la surface de Fermi (K = kF) [36].
Cet article fleuve est divise´ comme suit. Apre`s une e´criture formelle et peut-
eˆtre inhabituelle de la fonction e´nergie propre Σ(K, ω) en termes de la re´solvante
du Hamiltonien, en section 2, nous la de´veloppons jusqu’au second ordre inclus en la
constante de couplage g et exprimons aise´ment le re´sultat sous forme d’une inte´grale
simple, voir la section 3, que nous parvenons ensuite a` calculer explicitement a` l’issue
d’une section 4 assez technique. Nous en re´coltons des fruits assez formels en section 5,
en identifiant les singularite´s des de´rive´es troisie`mes dans le plan (K,ω) de l’autoe´nergie
(limite´e au second ordre en g), qui sont le pendant a` ω 6= 0 des singularite´s des de´rive´es
par rapport a` K de l’e´nergie complexe (limite´e au second ordre en g) de la re´fe´rence
[36]. Nous avons garde´ le meilleur, c’est-a`-dire les applications physiques, pour la section
6 : apre`s avoir retrouve´ les re´sultats perturbatifs de la re´fe´rence [36], nous y mettons
explicitement en œuvre l’approche auto-cohe´rence susmentionne´e, et nous pre´disons une
loi d’e´chelle non perturbative pour le comportement de d
2
dK2
∆E(K) au voisinage de la
surface de Fermi pour des masses e´gales et lorsque g → 0− ; en passant, nous ve´rifions
nume´riquement en section 6.4 que ∆E(2)(K) est une fonction lisse de K a` tempe´rature
non nulle. Dans un autre registre, nous montrons comment nos techniques de calcul
inte´gral permettent d’acce´der a` tous les moments de l’impulsion de paire particule-trou
rayonne´e par l’impurete´ dans la mer de Fermi dans l’approximation de la re`gle d’or
de Fermi, ce qui nous fournit non seulement le taux d’amortissement de l’impulsion de
l’impurete´, dans l’esprit de [35], mais aussi son coefficient de diffusion, dans l’esprit de
[47], certes au second ordre en g mais, contrairement aux re´fe´rences [35, 47], pour une
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impulsion quelconque. Nous concluons en section 7.
2. De´finition de Σ(K, ω) et lien avec la re´solvante du Hamiltonien
Nous effectuons ici quelques rappels ge´ne´raux sur l’approche bien connue des
fonctions de Green a` N corps [2], pour un syste`me spatialement homoge`ne avec
des conditions aux limites pe´riodiques mais inde´pendamment du mode`le d’interaction
conside´re´, puis nous e´tablissons les liens, peut-eˆtre moins bien connus, de ce formalisme
avec la re´solvante et les notions de Hamiltonien effectif et d’ope´rateur de´placement, plus
habituelles en physique atomique [38]. Les variables et ope´rateurs de l’impurete´ seront
distingue´s de ceux des fermions par l’usage de lettres majuscules pour ces premiers, et
de lettres minuscules pour ces derniers.
Le cas explore´ ici est celui de la tempe´rature nulle. La fonction de Green a` une
impurete´ est alors de´finie dans le point de vue de Feynman [2] par
G(R, t;R′, t′) ≡ (i~)−1〈φ0|Tˆ [Ψˆ(R, t)Ψˆ
†(R′, t′)]|φ0〉 (1)
ou` le vecteur d’e´tat |φ0〉 est l’e´tat fondamental des N fermions en l’absence d’impurete´
(une simple mer de Fermi), Ψˆ(R, t) est l’ope´rateur champ de l’impurete´ au point R a`
l’instant t en repre´sentation de Heisenberg, et l’ope´rateur Tˆ , dit du T-produit, ordonne
les facteurs dans l’ordre chronologique de droite a` gauche, avec multiplication par la
signature de la permutation correspondante si le champ Ψˆ est fermionique. Comme il
n’y a qu’une seule impurete´, on voit bien que sa statistique quantique n’importe pas et
que la fonction de Green est nulle pour t < t′, si bien qu’elle est a` la fois de Feynman et
retarde´e :
G(R, t;R′, t′) = (i~)−1Y (t− t′)〈φ0|Ψˆ(R, t)Ψˆ
†(R′, t′)|φ0〉 (2)
avec Y l’habituelle fonction de Heaviside. Comme le second membre ne de´pend que de
R − R′ et que de t − t′, par homoge´ne´ite´ spatiale et stationarite´ de la mer de Fermi
sous e´volution libre, nous en prenons la transforme´e de Fourier spatio-temporelle par
rapport a` R − R′ et t − t′ §, avec l’habituel re´gularisateur exp[−ǫ(t − t′)/~], ǫ → 0+,
pour obtenir le propagateur G(K, ω). Par de´finition de l’autoe´nergie Σ, dite propre dans
[2], on a d’une part l’e´quation de Dyson
G(K, ω) = [~ω + iǫ− EK − Σ(K, ω)]
−1 (3)
avec la fonction e´nergie cine´tique de l’impurete´,
EK =
~2K2
2M
(4)
Par un calcul explicite, et parce que l’ope´rateur d’e´volution pendant t du syste`me
complet de Hamiltonien Hˆ vaut exp(−iHˆt/~), on obtient d’autre part
G(K, ω) = 〈ψ0K|Gˆ(~ω + iǫ+ e0(N))|ψ
0
K〉 ou` |ψ
0
K〉 = Cˆ
†
K|φ0〉 (5)
3. Notre convention est que la transforme´e de Fourier spatio-temporelle de f(x, t) de´finie sur R2
est f˜(k, ω) =
∫
dt
∫
dxf(x, t) exp[−i(kx− ωt)].
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avec e0(N) l’e´nergie de l’e´tat fondamental des N fermions non perturbe´s, Cˆ
†
K l’ope´rateur
de cre´ation d’une impurete´ de vecteur d’onde K et Gˆ(z) ≡ (z1ˆ − Hˆ)−1 l’ope´rateur
re´solvante du Hamiltonien complet Hˆ.
Le lien e´tabli par les e´quations (3,5) entre l’autoe´nergie et la re´solvante est un
pont entre deux mondes, le proble`me a` N corps en physique de la matie`re condense´e
et celui de la physique atomique, ou` l’on parle plus volontiers de Hamiltoniens effectifs
et de de´placements d’e´nergie complexes. Ce lien est rendu explicite par la me´thode des
projecteurs [38]. Prenons pour Pˆ le projecteur orthogonal sur |ψ0K〉, c’est-a`-dire sur l’e´tat
non perturbe´ de l’impurete´ de vecteur d’onde K et de la mer de Fermi. Dans le sous-
espace correspondant de dimension un, on de´finit le Hamiltonien effectif, non hermitien
et de´pendant comme la re´solvante parame´triquement d’une e´nergie complexe z, par les
relations exactes et ge´ne´rales
Pˆ Gˆ(z)Pˆ =
Pˆ
zPˆ − Hˆeff(z)
et Hˆeff(z) ≡ Pˆ HˆPˆ + Pˆ HˆQˆ
Qˆ
zQˆ− QˆHˆQˆ
QˆHˆPˆ (6)
ou` Qˆ = 1ˆ − Pˆ est le projecteur supple´mentaire orthogonal de Pˆ . Dans notre cas,
Hˆ = Hˆ0 + Vˆ , ou` Hˆ0, le Hamiltonien cine´tique des particules, commute avec Pˆ , et Vˆ
est le Hamiltonien d’interaction impurete´-fermion. Nous aboutissons a` une expression
ope´ratorielle explicite de la fonction e´nergie propre, en termes de l’ope´rateur de´placement
Rˆ de la re´fe´rence [38] directement remplace´ ici par sa de´finition :
Σ(K, ω) = 〈ψ0K|Vˆ |ψ
0
K〉+ 〈ψ
0
K|Vˆ Qˆ
Qˆ
~ω + iǫ+ e0(N)− QˆHˆQˆ
QˆVˆ |ψ0K〉 (7)
ce qui permet le de´veloppement de Σ(K, ω) en puissances de Vˆ sans avoir recours a` une
repre´sentation diagrammatique.
3. Expression de Σ(K, ω) jusqu’au second ordre en g sous forme d’une
inte´grale simple
3.1. Le mode`le sur re´seau et re´sultat sous forme d’une inte´grale multiple
Pour de´crire une interaction de porte´e nulle et de longueur de diffusion fixe´e a entre
l’impurete´ et un fermion, il n’est pas possible en dimension trois de prendre directement
l’habituel mode`le en delta de Dirac, Vδ = gδ(R− r), de constante de couplage effective
g =
2π~2a
µ
, (8)
µ = mM/(m + M) e´tant la masse re´duite, sauf pour un traitement limite´ a`
l’approximation de Born. D’habitude, on donne un sens a` ce mode`le en introduisant une
coupure sur les vecteurs d’onde relatifs des deux particules (surtout pas sur les vecteurs
d’onde de chaque particule [48]), coupure que l’on fait ensuite tendre vers l’infini [32].
Mais nous adoptons ici une solution plus physique, consistant a` remplacer le delta de
Dirac par le symbole de Kronecker e´galement note´ δ, c’est-a`-dire a` passer a` un mode`le
sur re´seau cubique, de´crit en de´tail dans les comptes-rendus d’une e´cole des Houches
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[49], dans lequel l’espace est discre´tise´ selon chaque direction carte´sienne avec un pas b,
sous-multiple de la pe´riode L des conditions aux limites pe´riodiques. Les vecteurs d’onde
des particules ont alors un sens modulo 2π/b selon chaque direction, ce qui permet de les
restreindre a` la premie`re zone de Brillouin du re´seau, PZB = [−π/b, π/b[3, et fournit une
coupure naturelle ; ils de´crivent donc l’ensemble D = PZB ∩ (2π/L)Z3. Le Hamiltonien
complet Hˆ est somme de l’e´nergie cine´tique des particules Hˆ0 et de l’e´nergie d’interaction
sur site Vˆ . D’une part,
Hˆ0 =
∑
k∈D
ǫkcˆ
†
kcˆk +
∑
K∈D
EKCˆ
†
KCˆK (9)
ou` l’e´nergie cine´tique d’un fermion de vecteur d’onde k,
ǫk =
~
2k2
2m
(10)
et l’ope´rateur d’annihilation cˆk d’un tel fermion, sujet aux relations d’anticommutation
canoniques du type {cˆk, cˆ
†
k′} = δk,k′ , sont les pendants fermioniques de l’e´nergie EK et
de l’ope´rateur CˆK introduits pour l’impurete´ a` la section pre´ce´dente. D’autre part,
Vˆ =
∑
r∈[0,L[3∩bZ3
b3g0Ψˆ
†(r)ψˆ†(r)ψˆ(r)Ψˆ(r) =
∑
k,k′,K,K′∈D
g0
L3
δmodk+K,k′+K′Cˆ
†
K′ cˆ
†
k′ cˆkCˆK (11)
ou` l’ope´rateur champ ψˆ(r), tel que {ψˆ(r), ψˆ†(r′)} = δr,r′/b
3, est le pendant fermionique
de celui Ψˆ(R) de l’impurete´, δmod est un δ de Kronecker modulo un vecteur du re´seau
re´ciproque (2π/b)Z3, et la constante de couplage nue g0 est ajuste´e pour que la longueur
de diffusion de l’impurete´ sur un fermion, bien suˆr de´finie pour le re´seau infini (L =∞),
ait la valeur souhaite´e a arbitraire dans R [49] :
g−10 = g
−1 −
∫
PZB
d3k
(2π)3
2µ
~2k2
(12)
De´terminons l’autoe´nergie Σ(K, ω) perturbativement jusqu’au second ordre inclus
en g, pour g < 0, comme il est abondamment explique´ dans l’introduction. A` pas du
re´seau b fixe´, faisons tendre g vers ze´ro par valeurs ne´gatives. Alors g0 tend vers ze´ro,
g0
a/b→0
= g + g2
∫
PZB
d3k
(2π)3
2µ
~2k2
+O(g3) (13)
Dans la relation (7), nous pouvons a` cet ordre ne´gliger Vˆ au de´nominateur. L’action
de Vˆ sur l’e´tat non perturbe´ |ψ0K〉 cre´e un trou de vecteur d’onde q dans la mer de
Fermi par excitation d’un fermion dans l’e´tat de vecteur d’onde k ; l’impurete´ encaisse
le changement d’impulsion et se retrouve avec le vecteur d’onde K− k+ q (modulo un
vecteur du re´seau re´ciproque). Dans l’expression de Σ(K, ω) obtenue, nous remplac¸ons
g0 par son expression de´veloppe´e (13) puis nous passons a` la limite continue b → 0
a` g fixe´. Il reste a` prendre la limite thermodynamique pour obtenir le de´veloppement
perturbatif exact :
Σ(K, ω) = Σ(1)(K, ω) + Σ(2)(K, ω) +O(g3) (14)
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avec, jusqu’a` l’ordre deux :
Σ(1)(K, ω) = ρg (15)
Σ(2)(K, ω) = g2
∫
q<kF
d3q
(2π)3
∫
R3
d3k
(2π)3
[
2µ
~2k2
−
Y (k − kF)
Fk,q(K, ω)
]
(16)
ou` l’on a rendu l’e´criture plus compacte comme dans [36] graˆce a` la notation
Fk,q(K, ω) ≡ EK−k+q + ǫk − ǫq − ~ω − iǫ (17)
Sans surprise, la contribution d’ordre un se re´duit au de´placement d’e´nergie de champ
moyen, qui fait intervenir la densite´ moyenne ρ des fermions ou leur nombre d’onde de
Fermi kF :
ρ =
∫
q<kF
d3q
(2π)3
=
k3F
6π2
(18)
De fac¸on remarquable, nous allons montrer dans la suite que l’inte´grale sextuple dans
la contribution d’ordre deux peut eˆtre e´value´e analytiquement de manie`re explicite.
Mais avant cela, notons que rien n’empeˆche a priori de poursuivre le de´veloppement
de g0 et de Σ(K, ω) en puissances de g, au prix de l’obtention d’inte´grales peut-eˆtre
difficiles a` calculer autrement que nume´riquement. Nous donnons ici a` titre d’exemple
le re´sultat a` l’ordre trois :
Σ(3)(K, ω) = g3
∫
q<kF
d3q
(2π)3
{∫
R3
d3k
(2π)3
[
2µ
~2k2
−
Y (k − kF)
Fk,q(K, ω)
]}2
− g3
∫
R3
d3k
(2π)3
[∫
q<kF
d3q
(2π)3
Y (k − kF)
Fk,q(K, ω)
]2
−
ρg
~
∂ωΣ
(2)(K, ω) (19)
qui de´coule d’une triple action de Vˆ sur l’e´tat non perturbe´ |ψ0K〉, avec retour oblige´ a`
|ψ0K〉. La premie`re action de Vˆ cre´e une paire particule-trou de vecteurs d’onde k et q.
La deuxie`me action de Vˆ ne peut ni faire revenir a` l’e´tat initial (a` cause du projecteur
Qˆ dans l’e´quation (7)), ni cre´er une seconde paire particule-trou (car la troisie`me action
de Vˆ ne peut de´truire deux paires). Elle fait donc (i) diffuser le fermion excite´ de k
a` k′ avec une amplitude g0 ou (ii) diffuser le trou de q a` q
′ avec une amplitude −g0,
par collision avec l’impurete´, ou alors (iii) elle ne change rien du tout (terme k′ = k
et K′ = K dans l’e´quation (11)) ; ceci donne naissance respectivement au premier, au
deuxie`me et au troisie`me terme de l’e´quation (19), les inte´grales sur k et k′, ou sur q et
q′, dont l’inte´grande est syme´trique sous l’e´change des vecteurs d’onde, conduisant au
carre´ d’une inte´grale sur k, ou sur q.
3.2. Passage d’une inte´grale sextuple a` une inte´grale simple pour Σ(2)(K, ω)
Nous de´taillons ici, e´tape par e´tape, la re´duction de l’inte´grale multidimensionnelle
donnant Σ(2)(K, ω) dans l’e´quation (16).
Tout d’abord, il est commode d’adimensionner les vecteurs d’onde par le nombre
d’onde de Fermi, l’e´cart de l’e´nergie ~ω a` l’e´nergie cine´tique EK de l’impurete´ par
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l’e´nergie de Fermi ǫF ≡ ~
2k2F/(2m) des fermions,
K¯ ≡
K
kF
, q¯ ≡
q
kF
, k¯ ≡
k
kF
, ε ≡
EK − ~ω
ǫF
(20)
et la composante de l’autoe´nergie du second ordre en g par (ρg)2/ǫF :
Σ(2)(K, ω) ≡
(ρg)2
ǫF
Σ¯(2)(K¯, ε) (21)
Quant a` la masse de l’impurete´, on l’exprime en unite´s de la masse d’un fermion par le
nombre sans dimension
r ≡
M
m
(22)
Ensuite, l’invariance par rotation de K 7→ Σ(2)(K, ω), de´ja` prise en compte dans
l’e´criture (21), autorise a` moyenne l’e´quation (16) sur la direction Kˆ du vecteur d’onde
de l’impurete´. A` k et q fixe´s, le de´veloppement de Fk,q(K, ω) en puissances de K nous
ordonne d’introduire les coordonne´es sphe´riques d’axe polaire la direction de k − q ;
l’inte´grande de´pend alors seulement du cosinus directeur polaire w de Kˆ, si bien que :
〈
~2k2F/(2M)
Fk,q(K, ω)
〉Kˆ =
∫ 1
−1
dw
2
1
x− yw − iǫ
(23)
ǫ→0+
→
1
2y
ln
|x+ y|
|x− y|
+
iπ
2y
[Y (x+ y)−Y (x− y)] ≡ f(x, y)(24)
ou` l’on a pose´
λ ≡ |k¯− q¯|, x ≡ λ2 + r(k¯2 − q¯2 + ε) ∈ R, y ≡ 2K¯λ ∈ R+ (25)
et ou` l’on a utilise´ la primitive 1
2
ln(v2+ ǫ2)+ i arctan(v/ǫ) de la fonction v 7→ (v− iǫ)−1
sur R.
Dans l’inte´gration sur k a` q fixe´, on choisit de fac¸on similaire l’axe polaire de
direction q, si bien que l’inte´grande ne de´pend que de l’angle polaire θ entre k et q, pas
de l’angle azimutal. Dans l’inte´grale polaire, on utilise astucieusement la variable λ de
l’e´quation (25) plutoˆt que θ lui-meˆme, avec
sin θ dθ =
λdλ
k¯q¯
(26)
Finalement, dans l’inte´grale sur q, qui est la plus exte´rieure, l’inte´grande ne de´pend plus
de la direction de q, ce qui fait sortir l’habituel facteur 4π d’angle solide. Nous voila`
re´duit sans douleur a` une inte´grale triple :
Σ¯(2)(K¯, ω) =
9r
2
∫ 1
0
q¯dq¯
∫ +∞
0
k¯dk¯
∫ k¯+q¯
|k¯−q¯|
λdλ
[
1
(1 + r)k¯2
− Y (k¯ − 1)f(x, y)
]
(27)
ou` la fonction f est celle de l’e´quation (24). L’inte´gration sur λ, bien que faisable, est
pe´nible car λ intervient dans f(x, y) sous une forme trinoˆmiale, et la complexite´ du
re´sultat compromet la suite ; en revanche, k¯ et q¯ n’y interviennent que par leur carre´.
D’ou` l’ide´e d’intervertir l’ordre d’inte´gration, comme dans la re´fe´rence [39] : on effectue
a` part l’inte´gration comple`te sur le domaine k¯ < 1, et pour le reste on utilise∫ 1
0
dq¯
∫ +∞
1
dk¯
∫ k¯+q¯
|k¯−q¯|
dλ =
∫ +∞
0
dλ
∫ 1
max(1−λ,0)
dq¯
∫ λ+q¯
max(λ−q¯,1)
dk¯ (28)
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Tout ceci conduit a`
Σ¯(2)(K¯, ε) =
3r
1 + r
−
9r
2
∫ +∞
0
dλ
[
ψ+(λ)− ψ−(λ)
4K¯
− χ(λ)
]
(29)
en termes des fonctions auxiliaires
ψ±(λ) ≡
∫ 1
max(1−λ,0)
q¯dq¯
∫ λ+q¯
max(λ−q¯,1)
k¯dk¯ u[λ2 ± 2K¯λ+ r(k¯2 − q¯2 + ε)] (30)
χ(λ) ≡
∫ 1
max(1−λ,0)
q¯dq¯
∫ λ+q¯
max(λ−q¯,1)
k¯dk¯
λ
(1 + r)k¯2
(31)
ou` ψ−(λ) se de´duit de ψ+(λ) par simple changement de K¯ en −K¯, et l’utile fonction
u(X) ≡ ln |X|+ iπY (X), (32)
dont la pre´sence s’explique par la proprie´te´ 2yf(x, y) = u(x+y)−u(x−y), interviendra
aussi via ses primitives u[n](X) d’ordre n, qui sont nulles en ze´ro ainsi que leurs n − 1
premie`res de´rive´es :
u[n](X) =
Xn
n!
[
u(X)−
n∑
s=1
1
s
]
(33)
u(X) est en fait la limite de la de´termination habituelle de la fonction logarithme
complexe ln z lorsque z tend vers −X ∈ R depuis le demi-plan complexe supe´rieur.
De´crivons le calcul de ψ±(λ) dans ses grandes lignes. L’inte´gration sur k¯ est
e´le´mentaire lorsque l’on prend k¯2 comme variable d’inte´gration. Elle fait directement
apparaˆıtre la primitive u[1], e´value´e en des points de la forme Aq¯2+B ou Aq¯+B, ou` les
coefficients A et B ne de´pendent pas de q¯. L’inte´gration sur q¯ est donc confronte´e soit a`
la forme
∫
dq¯ q¯ u[1](Aq¯2+B), auquel cas on prend q¯2 comme variable d’inte´gration et l’on
fait apparaˆıtre u[2], soit a` la forme
∫
dq¯ q¯ u[1](Aq¯+B), auquel cas on utilise l’inte´gration
par parties (en de´rivant le facteur q¯) ce qui fait apparaˆıtre u[2] puis u[3]. En pratique,
on est conduit a` distinguer les cas (i) 0 < λ < 1, de bornes infe´rieures 1 − λ et 1 dans
les inte´grales sur q¯ et sur k¯, (ii) 1 < λ < 2, de bornes infe´rieures 0 pour q¯ et λ − q¯
(ou 1) pour k¯ selon que q¯ est infe´rieur (ou supe´rieur) a` λ− 1, et (iii) λ > 2, de bornes
infe´rieures 0 et λ− q¯. Mais on constate finalement que les deux premiers cas conduisent
aux meˆmes expressions ‖, si bien qu’il suffit de retenir l’intervalle [0, 2], sur lequel
ψ±(λ) =
u[2][P±γ (λ)]
4r2
+
u[2][P±α (λ)]−u
[2][P±β (λ)]
4r2λ
−
u[3][P±α (λ)]−u
[3][P±β (λ)]
8r3λ2
(34)
et l’intervalle [2,+∞[, sur lequel
ψ±(λ) =
u[2][P±α (λ)] + u
[2][P±δ (λ)]
4r2λ
−
u[3][P±α (λ)]− u
[3][P±δ (λ)]
8r3λ2
(35)
4. Lorsque λ ∈ [1, 2], on obtient pour ψ±(λ), apre`s inte´gration sur k¯, une expression de la
forme
∫ λ−1
0 dq¯[f(q¯) + f(−q¯)] +
∫ 1
λ−1 dq¯[f(q¯) − g(q¯)], que l’on transforme en faisant le changement
de variable q¯ → −q¯ dans les parties contenant f(−q¯) et g(q¯). Apre`s regroupement des diffe´rents
morceaux et utilisation de l’imparite´ de g(q¯), qui implique que
∫ +1
−1
dq¯ g(q¯) = 0, on aboutit a` l’expression∫ 1
1−λ
dq¯[f(q¯)− g(q¯)] qui est exactement celle de ψ±(λ) sur [0, 1].
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Nous avons introduit ici les trinoˆmes apparaissant dans l’expression de ψ±(λ) :
P±α (λ) = (1 + r)λ
2 + 2(r ± K¯)λ+ rε (36)
P±β (λ) = (1− r)λ
2 + 2(r ± K¯)λ+ rε (37)
P±γ (λ) = λ
2 ± 2K¯λ+ rε (38)
P±δ (λ) = (1 + r)λ
2 + 2(±K¯ − r)λ+ rε (39)
Les quatre trinoˆmes correspondant a` la fonction ψ−(λ) se de´duisent bien entendu de
ceux associe´s a` ψ+(λ) par changement de K¯ en −K¯. Ils obe´issent a` des relations de
dualite´ dont nous tirerons profit :
P−α (λ) = P
+
δ (−λ) et P
−
δ (λ) = P
+
α (−λ) (40)
On notera que P±β (λ) est en fait de degre´ un dans le cas particulier (r = 1) ou` l’impurete´
et les fermions sont de meˆme masse, M = m.
Quant a` l’inte´grale (31), un calcul e´le´mentaire conduit a`¶
χ(λ) =
λ
2(1 + r)
[
(1− λ2) ln(1 + λ) + λ
(
3
2
λ− 1
)]
∀λ ∈ [0, 2] (41)
χ(λ) =
λ
2(1 + r)
[
(1− λ2) ln
λ+ 1
λ− 1
+ 2λ
]
∀λ ∈ [2,+∞[ (42)
4. Calcul explicite de Σ(2)(K, ω) dans le cas ge´ne´ral
La section pre´ce´dente nous avait conduit a` exprimer la contribution a` l’autoe´nergie
de l’impurete´ d’ordre deux en l’interaction sous la forme d’une inte´grale simple, voir
l’inte´grale de ψ+(λ) − ψ−(λ) sur λ de l’e´quation (30), dans laquelle il est commode
d’introduire provisoirement une borne supe´rieure finie Λ > 2. Le calcul de cette inte´grale
peut eˆtre effectue´ explicitement. Donnons-en ici les grandes e´tapes.
4.1. Expression en termes de deux fonctionnelles I[P ] et J [P ]
La premie`re e´tape consiste a` re´duire le nombre de types de termes dans l’inte´grande.
D’apre`s (34) et (35), il y a a priori trois types distincts, suivant la puissance 0, 1 ou 2 de
λ au de´nominateur. Mais il suffit d’inte´grer les termes du troisie`me type par parties (en
inte´grant le facteur 1/λ2) pour les transformer en termes des deux premiers types, et
ceci sur chaque intervalle d’inte´gration [0, 2] et [2,Λ]. Les termes tout inte´gre´s en λ = 2
se compensent d’ailleurs exactement, car P±β (2) = P
±
δ (2), et le terme tout inte´gre´ en
λ = 0 est nul, car on a de plus d
dλ
P±α (0) =
d
dλ
P±β (0). En e´crivant les inte´grales sur [2,Λ]
comme la diffe´rence des inte´grales sur [0,Λ] et sur [0, 2] avec le meˆme inte´grande, on
met toutes les bornes infe´rieures d’inte´gration a` ze´ro, ce qui permet de tout exprimer
en fonction des deux seules fonctionnelles
I[P ](λ) ≡
∫ λ
0
dt u[2][P (t)] (43)
5. Ceci permet de ve´rifier que l’inte´grande de (29) est O(1/λ2) et que l’inte´grale converge a` grand
λ.
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J [P ](λ) ≡
∫ λ
0
dt
u[2][P (t)]− u[2][P (0)]
t
(44)
ou` le polynoˆme P (λ) est en pratique l’un des huit trinoˆmes P±σ (λ), σ ∈ {α, β, γ, δ}.
Le terme soustrait au nume´rateur de l’inte´grande dans J [P ] assure la convergence de
l’inte´grale en sa borne infe´rieure, sans introduire de reste dans le re´sultat final puisque
tous ces trinoˆmes ont meˆme valeur en ze´ro. Nous obtenons finalement∫ Λ
0
dλψ±(λ) = C±(Λ)−
(1 + r){I±α (Λ)− I
±
δ (Λ)} ± K¯{J
±
α (Λ)− J
±
δ (Λ)}
4r3
+
I±γ (2)− I
±
β (2)− I
±
δ (2)
4r2
+
I±β (2)− I
±
δ (2)± K¯{J
±
β (2)− J
±
δ (2)}
4r3
(45)
ou` l’on a utilise´ les raccourcis de notation
I±σ (λ) ≡ I[P
±
σ ](λ) et J
±
σ (λ) ≡ J [P
±
σ ](λ) (46)
pour la valeurs des fonctionnelles I et J en les huit trinoˆmes, et ou` la contribution du
terme tout inte´gre´ en Λ re´sultant de l’inte´gration par parties vaut
C±(Λ) =
u[3][P±α (Λ)]− u
[3][P±δ (Λ)]
8r3Λ
(47)
4.2. Valeur explicite des fonctionnelles
La deuxie`me e´tape consiste en le calcul des fonctionnelles I[P ] et J [P ], ou` P est
un polynoˆme qu’il sera utile d’e´crire sous sa forme factorise´e,
P (λ) = AP
∏
λ0∈RacP
(λ− λ0) (48)
ou` AP est le coefficient du terme dominant et RacP est l’ensemble des racines de P (λ)
compte´es avec leur multiplicite´. D’apre`s les e´quations (36,37,38,39), il suffit ici de se
limiter aux polynoˆmes P (λ) de degre´ au plus deux a` coefficients re´els, ce qui inclut le
cas particulier P±β (λ) (de degre´ un) pour un rapport de masse r = 1. On peut se re´duire
alors a` deux cas distincts, celui ou` toutes les racines de P (λ) sont re´elles, et celui ou` les
deux racines sont complexes conjugue´es.
Attachons-nous d’abord a` l’e´valuation de la fonctionnelle I[P ]. Pour rendre les
notations plus compactes et le re´sultat directement re´utilisable dans le calcul de J [P ],
introduisons le polynoˆme auxiliaire QI de P pour la fonctionnelle I[P ] :
QI(λ) =
1
2
[P (λ)]2 (49)
Alors, compte tenu de (33) et (43), nous obtenons l’utile re´criture
I[P ](λ) =
∫ λ
0
dtQI(t)
[
ln |P (t)|+ iπY [P (t)]−
3
2
]
(50)
Dans cette inte´grale, la contribution du logarithme s’obtient en proposant simplement
une primitive F(t) de la fonction t 7→ QI(t) ln |P (t)|, dont le lecteur pourra ve´rifier
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l’exactitude par calcul de la de´rive´e F ′(t). Dans le cas de P a` racines re´elles, nous
choisissons
F(t) = Q
[1]
I (t)
[
ln |AP | −
3
2
]
+
∑
λ0∈RacP
{[
Q
[1]
I (t)−Q
[1]
I (λ0)
]
ln |t− λ0|
−
∫ t
0
dτ
Q
[1]
I (τ)−Q
[1]
I (λ0)
τ − λ0
}
(51)
ou` le polynoˆme Q
[1]
I (t) est la primitive du polynoˆme QI(t) s’annulant en t = 0, en accord
avec la notation pre´ce´demment introduite pour la fonction u. Les seules singularite´s
potentielles de la fonction F(t), situe´es en les valeurs des racines λ0, proviennent de la
deuxie`me contribution, qui reste cependant continue puisque le pre´facteur polynoˆmial
de ln |t− λ0| s’annule en t = λ0 ; les autres contributions sont polynoˆmiales en t. Dans
le cas de P a` racines complexes, nous faisons le choix de primitive
F(t) = Q
[1]
I (t)
[
ln |P (t)| −
3
2
]
+
∑
λ0∈RacP
{
Q
[1]
I (λ0)[ln(−λ0)− ln(t− λ0)]
−
∫ t
0
dτ
Q
[1]
I (τ)−Q
[1]
I (λ0)
τ − λ0
}
(52)
ou` la fonction logarithme ln z dans le plan complexe est de´finie avec l’habituelle
de´termination ℑ ln z ∈] − π, π[ correspondant a` une ligne de coupure sur le demi-axe
re´el ne´gatif. La fonction F(t) est inde´finiment de´rivable sur la droite re´elle. Comme elle
s’annule en t = 0 et que sa de´rive´e est re´elle, puisque QI est a` coefficients re´els, elle
est a` valeurs re´elles. On constate par ailleurs qu’elle se de´duit de (51) a` une constante
additive pre`s par changement de |t− λ0| en (t− λ0) sous la fonction logarithme.
Voyons maintenant la contribution de la fonction de Heaviside a` l’inte´grale (50). Si
P est a` racines complexes, on peut remplacer Y [P (t)] par Y [P (λ)] dans l’inte´grande,
puisque P (t) est alors de signe constant sur la droite re´elle, ce qui fait apparaˆıtre la
contribution iπY [P (λ)]Q
[1]
I (λ) apre`s inte´gration. Si P est a` racines re´elles, nous inte´grons
par parties au sens des distributions, en inte´grant le facteur polynoˆmial QI(t) et en
de´rivant le facteur contenant la fonction de Heaviside :
d
dt
Y [P (t)] = P ′(t)δ[P (t)] =
∑
λ0∈RacP
P ′(λ0)
|P ′(λ0)|
δ(t− λ0) (53)
selon des proprie´te´s bien connues de Y et de la distribution δ de Dirac. Le terme
tout inte´gre´ fait apparaˆıtre la contribution de´ja` e´voque´e iπY [P (λ)]Q
[1]
I (λ), et l’inte´grale
restante est e´le´mentaire, compte tenu de
∫ λ
0
dt δ(t − λ0) = Y (λ − λ0) − Y (−λ0). On
notera que le pre´facteur de δ dans (53) est un pur signe, qui est celui du coefficient
dominant AP en la plus grande des racines et son oppose´ en la plus petite
+.
Il nous reste a` donner l’expression finale de I[P ](λ) sur l’axe re´el, valable,
soulignons-le, pour P de degre´ au plus deux a` coefficients re´els, mais pour une valeur
6. Dans le cas ou` P est en fait a` racine double, ce que l’on voit comme la convergence des deux
racines simples vers une valeur commune λ0, les contributions des deux racines a` l’inte´grale restante se
compensent et seul le terme tout inte´gre´ survit.
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absolument quelconque du polynoˆme QI , en rien limite´e a` (49), comme le montrent les
calculs que nous venons de de´crire. Si P est a` racines re´elles,
I[P ](λ) = Q
[1]
I (λ)
{
u[P (λ)]−
3
2
}
+
∑
λ0∈RacP
{
−
∫ λ
0
dt
Q
[1]
I (t)−Q
[1]
I (λ0)
t− λ0
−Q
[1]
I (λ0)
[
ln |λ− λ0| − ln |λ0|+ iπ
P ′(λ0)
|P ′(λ0)|
[Y (λ− λ0)− Y (−λ0)]
]}
(54)
Si P est a` racines complexes,
I[P ](λ) = Q
[1]
I (λ)
{
u[P (λ)]−
3
2
}
+
∑
λ0∈RacP
{
−
∫ λ
0
dt
Q
[1]
I (t)−Q
[1]
I (λ0)
t− λ0
−Q
[1]
I (λ0) [ln(λ− λ0)− ln(−λ0)]
}
(55)
en gardant a` l’esprit que, si QI(λ) est a` coefficients re´els, la partie imaginaire de I[P ](λ)
provient seulement de celle de u[P (λ)], donc du premier terme.
Attachons-nous maintenant a` l’e´valuation de la fonctionnelle J [P ], sous la
meˆme hypothe`se d’un polynoˆme P (λ) a` coefficients re´els de degre´ au plus deux. Le
polynoˆme auxiliaire doit alors eˆtre de´fini comme suit :
QJ(λ) =
QI(λ)−QI(0)
λ
=
[P (λ)]2 − [P (0)]2
2λ
(56)
pour conduire a` la de´composition astucieuse en deux sous-fonctionnelles,
J [P ](λ) = J1[P ](λ) +
[P (0)]2
2
J2[P ](λ), (57)
avec
J1[P ](λ) =
∫ λ
0
dtQJ(t)
{
u[P (t)]−
3
2
}
(58)
J2[P ](λ) =
∫ λ
0
dt
u[P (t)]− u[P (0)]
t
(59)
Comme les expressions (54) et (55) sont valables pour un polynoˆme QI quelconque, la
fonctionnelle J1[P ](λ) s’en de´duit en remplac¸ant partout QI par QJ , et donc en fait Q
[1]
I
par Q
[1]
J . Dans la fonctionnelle J2[P ](λ), la partie imaginaire de u[P (t)] − u[P (0)] au
nume´rateur de l’inte´grande est nulle si P est a` racines complexes donc a` signe constant,
sinon sa contribution s’e´value par inte´gration par parties comme pour I[P ] ; la partie
re´elle de u[P (t)] − u[P (0)] fait apparaˆıtre, apre`s usage de la de´composition (48) et
division par t, la fonction t 7→ ln[|t − λ0|/|λ0|]/t pour chaque racine re´elle λ0 de P (λ),
ou t 7→ ln[(λ0− t)/λ0]/t pour chaque racine complexe, dont l’inte´grale est exprimable en
termes du dilogarithme Li2, encore appele´ polylogarithme d’ordre deux ou fonction de
Jonquie`re de parame`tre e´gal a` deux, et qui obe´it a` Li′2(z) = − ln(1− z)/z et Li2(0) = 0.
Si P est a` racines re´elles, nous trouvons finalement
J2[P ](λ) = iπ {Y [P (λ)]− Y [P (0)]} ln |λ|+
∑
λ0∈RacP
{
− L¯i2(λ/λ0)
−iπ ln |λ0|
P ′(λ0)
|P ′(λ0)|
[Y (λ− λ0)− Y (−λ0)]
}
(60)
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ou` la fonction L¯i2, a` valeurs re´elles sur la droite re´elle,
L¯i2(λ) = lim
ǫ→0+
Li2(λ+ iǫ) + Li2(λ− iǫ)
2
= −
∫ λ
0
dt
t
ln |t− 1| (61)
co¨ıncide avec Li2 pour λ < 1 mais donne pour λ > 1 la moyenne des valeurs prises par
Li2 juste au-dessus et juste en dessous de sa ligne de coupure [1,+∞[. Si P est a` racines
complexes, nous obtenons le re´sultat a` valeurs re´elles
J2[P ](λ) = −
∑
λ0∈RacP
Li2(λ/λ0) (62)
4.3. Ou` l’on fait tendre la coupure vers l’infini
La troisie`me e´tape consiste a` faire tendre la coupure vers l’infini, Λ → +∞.
Les diffe´rents termes de´pendant de Λ dans (45) et l’inte´grale de χ(λ) sur [0,Λ]
dans (29) divergent s’ils sont pris individuellement. Cependant, leurs contributions
divergentes doivent se compenser exactement dans le re´sultat final pour Σ¯(2)(K¯, ε),
puisque l’inte´grale dans (29) est convergente, et il ne sert a` rien de s’astreindre a` les
e´valuer. Pour les e´liminer de fac¸on simple mais syste´matique, tirons parti du fait que
chaque terme de (45) peut eˆtre mis asymptotiquement sous la forme canonique :
I(Λ)
Λ→+∞
=
∑
(i,j)∈N2
ai,jΛ
i(ln Λ)j + o(1) (63)
avec un nombre fini de coefficients ai,j non nuls. L’unicite´ d’e´criture de cette forme
permet de de´finir de fac¸on univoque la partie finie de I(Λ) en +∞ :
Pf I(+∞) ≡ a0,0 = lim
Λ→+∞
[
I(Λ)−
∑
(i,j)∈N2∗
ai,jΛ
i(ln Λ)j
]
(64)
Un calcul explicite de l’inte´grale de χ(λ) sur [0, 2] puis sur [2,Λ], a` partir de (41,42) et
en utilisant l’inte´gration par parties pour e´liminer la fonction logarithme, conduit a` un
seul terme divergent, line´aire en Λ donc de la forme (63), puis a`
Pf
∫ +∞
0
dλχ(λ) = −
2
3(1 + r)
(65)
ce qui, soit dit en passant, se compense exactement avec le terme constant 3r
1+r
dans
l’e´quation (29). De meˆme, on voit bien sur les e´quations (54) et (55) que la fonctionnelle
I[P ](Λ) respecte la forme (63), u[P (Λ)] et ln |Λ − λ0| ou ln(Λ − λ0) y donnant
des contributions en lnΛ + O(1), et les autres facteurs ou termes des contributions
divergentes purement polynoˆmiales. Le calcul de sa partie finie est alors e´le´mentaire si
l’on re´alise que, pour tout polynoˆme R(λ) =
∑
n≥1 bnλ
n nul en ze´ro donc de partie finie
nulle en +∞, comme le polynoˆme QI(λ) ou la contribution en
∫ λ
0
dans (54) et (55), on a
Pf [R(Λ) ln(Λ− λ0)]Λ→+∞ = −
∑
n≥1
bn
λn0
n
= −
∫ λ0
0
dλ
R(λ)
λ
(66)
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compte tenu du de´veloppement asymptotique de ln(λ−λ0) = lnλ−
∑
n≥1(λ0/λ)
n/n en
+∞. On obtient ainsi pour P (λ) a` racines re´elles :
Pf I[P ](+∞)=
∑
λ0∈RacP
{
Q
[1]
I (λ0)
[
ln |λ0|−iπY (λ0)
P ′(λ0)
|P ′(λ0)|
]
−
∫ λ0
0
dλ
Q
[1]
I (λ)
λ
}
(67)
et pour P (λ) a` racines complexes :
Pf I[P ](+∞) =
∑
λ0∈RacP
{
Q
[1]
I (λ0) ln(−λ0)−
∫ λ0
0
dλ
Q
[1]
I (λ)
λ
}
(68)
Ces conside´rations et ces expressions s’e´tendent directement a` la fonctionnelle J1[P ](Λ),
puisqu’il suffit de remplacer le polynoˆme Q
[1]
I (λ) par le polynoˆme Q
[1]
J (λ). Quant a` la
fonctionnelle J2[P ](λ), les proprie´te´s de la fonction dilogarithme, ou simplement un
raisonnement direct sur les inte´grales qui la font apparaˆıtre ∗, donnent pour P (λ) a`
racines re´elles le re´sultat peut-eˆtre complexe
Pf J2[P ](+∞) =
∑
λ0∈RacP
[(ln |λ0|)2
2
−
π2
3
Y (λ0) +
π2
6
Y (−λ0)
−iπ ln |λ0|Y (λ0)
P ′(λ0)
|P ′(λ0)|
]
(69)
et pour P (λ) a` racines complexes le re´sultat certainement re´el
Pf J2[P ](+∞) =
π2
3
+
∑
λ0∈RacP
1
2
[ln(−λ0)]
2 (70)
Il reste a` traiter le cas de la quantite´ C±(Λ) dans l’e´quation (45). Pour notre habituel
polynoˆme ge´ne´rique P (λ) de degre´ au plus deux a` coefficients re´els, nous trouvons,
inde´pendamment du fait que ses racines soient re´elles ou complexes, l’expression
Pf
[
u[3][P (Λ)]
Λ
]
Λ→+∞
= QC(0)[ln |AP | −
11
6
+ iπY (AP )]
−
∑
λ0∈RacP
∫ λ0
0
dλ
QC(λ)−QC(0)
λ
(71)
en termes du coefficient AP de son terme dominant et du polynoˆme auxiliaire QC(λ) ≡
{[P (λ)]3 − [P (0)]3}/(3!λ) a priori non nul en ze´ro, apre`s utilisation de (66) avec
R(λ) = [QC(λ)−QC(0)]/λ.
Fort heureusement, les re´sultats obtenus pour la partie finie lorsque la coupure
Λ → +∞ peuvent eˆtre grandement simplifie´s graˆce aux relations de dualite´ (40). En
effet, seuls les polynoˆmes P±α (λ) et P
±
δ (λ) interviennent dans les contributions de´pendant
de Λ dans l’e´quation (45), et seule la diffe´rence ψ+(λ)−ψ−(λ) importe dans le re´sultat
final (29). Au polynoˆme ge´ne´rique P (λ) de degre´ deux nous associons donc son dual
Pˇ (λ) ≡ P (−λ) (72)
7. On obtient sur l’axe re´el L¯i2(x) =
pi2
12 −
1
2 (ln |x|)
2 + pi
2
4
x
|x| −
1
x
+ O( 1
x2
) pour x → ±∞, et en
dehors de l’axe re´el, Li2(z) = −
1
2 [ln(−z)]
2− pi
2
6 +O(
1
z
), avec la de´termination habituelle du logarithme
complexe.
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Bien entendu, les racines de Pˇ (λ) sont les oppose´s des racines de P (λ), alors que la
valeur en ze´ro et le coefficient du terme dominant sont communs aux deux polynoˆmes.
Au polynoˆme P (λ) et a` ses racines λ0, a` ses polynoˆmes auxiliaires QI(λ), QJ(λ) de´finis
par (49) et (56), et a` leurs primitives Q
[1]
I (λ), Q
[1]
J (λ), qui apparaissent dans l’expression
des parties finies des fonctionnelles I[P ](Λ) et J [P ](Λ) en Λ = +∞, il suffit simplement
de substituer le polynoˆme dual Pˇ (λ) ≡ P (−λ) et ses racines λˇ0 = −λ0, ses polynoˆmes
auxiliaires QˇI(λ) = QI(−λ), QˇJ (λ) = −QJ(−λ) et leurs primitives Qˇ
[1]
I (λ) = −Q
[1]
I (−λ),
Qˇ
[1]
J (λ) = Q
[1]
J (−λ), pour obtenir l’expression des parties finies de I[Pˇ ](Λ) et J [Pˇ ](Λ) en
Λ = +∞. De meˆme, dans l’e´quation (71), le remplacement de P (λ) par Pˇ (λ) conduit
au remplacement de QC(λ) par QˇC(λ) = −QC(−λ).
Nous obtenons ainsi toute une se´rie de relations simplifie´es. D’abord,
Pf {[u[3][P (Λ)] + u[3][Pˇ (Λ)]]/Λ} = 0 en Λ = +∞ d’ou`
Pf [C+ − C−](+∞) = 0 (73)
si bien que les termes C±(Λ) de l’e´quation (45) donnent une contribution nulle a`
Σ¯(2)(K¯, ε). Ensuite, pour la fonctionnelle I, dont il faut la` aussi additionner les valeurs
en P et Pˇ : dans le cas re´alise´ en pratique d’un coefficient AP > 0 dans P (λ), il vient
Pf {I[P ]+I[Pˇ ]}(+∞)
AP>0= −iπ[Q
[1]
I (λ2)−Q
[1]
I (λ1)] = −
iπA2P
60
(λ2−λ1)
5(74)
ou` les racines λ1, λ2 de P (λ) doivent eˆtre range´es par ordre croissant si elles sont re´elles,
et par ordre de partie imaginaire croissante si elles sont complexes, si bien que
λ2− λ1 =
∆
1/2
P
|AP |
(racines re´elles) ou
i(−∆P )
1/2
|AP |
(racines complexes), (75)
∆P e´tant le discriminant du polynoˆme P (λ) ♯. De meˆme pour la fonctionnelle J , dont
il faut soustraire les valeurs en P et Pˇ puisqu’elle est multiplie´e par K¯ dans l’e´quation
(45). Compte tenu de la de´composition (57), donnons d’abord, la` aussi pour AP > 0,
Pf {J1[P ]− J1[Pˇ ]}(+∞)
AP>0= −iπ[Q
[1]
J (λ2)−Q
[1]
J (λ1)]
= −
iπA2P
24
(λ2 − λ1)(λ1 + λ2)[(λ1 + λ2)
2 − 10λ1λ2] (76)
ou` l’on rappelle que la somme λ1+λ2 et le produit λ1λ2 des racines sont respectivement
les coefficients des termes d’ordre un en λ et d’ordre ze´ro en λ du polynoˆme dual
normalise´ Pˇ (λ)/AP . Puis, pour donner le terme restant, distinguons le cas de P (λ)
a` racines re´elles :
Pf {J2[P ]− J2[Pˇ ]}(+∞)
AP>0= −π2Y (λ1λ2)
λ1 + λ2
|λ1 + λ2|
− iπ ln
|λ2|
|λ1|
, (77)
ou` l’on a utilise´ AP > 0, Y (x)−Y (−x) = signe x, signe x+signe y = 2Y (xy) signe (x+y)
pour des re´els x et y quelconques, et le cas de P (λ) a` racines complexes, sans hypothe`se
sur le signe de AP :
Pf {J2[P ]− J2[Pˇ ]}(+∞) = −iπ ln
(
−λ2
λ1
)
= −2π arcsin
λ1 + λ2
2|λ1λ2|1/2
(78)
Ceci ache`ve notre calcul de Σ¯(2)(K¯, ε).
8. Dans le cas a` racines complexes, on a utilise´ la proprie´te´ ln(λ2)−ln(−λ2) = ln(−λ1)−ln(λ1) = iπ.
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4.4. Une forme compacte du re´sultat final
Pour conclure cette section, donnons sous une forme compacte comme dans [36] la
contribution d’ordre g2 a` l’autoe´nergie de l’impurete´, adimensionne´e selon (21) :
Σ¯(2)(K¯, ε) =
9
32r2K¯
[S+ − S−] (79)
ou` les quantities S± sont de´finies par
S±≡(1+r)[i±α+I
±
δ (2)]−(1−r)I
±
β (2)−rI
±
γ (2)±K¯[j
±
α −J
±
β (2)+J
±
δ (2)](80)
et, faut-il le pre´ciser, se de´duisent l’une de l’autre par changement formel de K¯ en
−K¯, ce qui ne pose pas de proble`me puisque aucun des calculs des deux sous-sections
pre´ce´dentes n’a besoin de la proprie´te´ K¯ > 0. Dans l’e´quation (80), les quantite´s I±σ (λ)
et J±σ (λ), relie´es aux trinoˆmes (36,37,38,39) par l’e´quation (46), peuvent eˆtre e´value´es
explicitement pour λ = 2 graˆce aux expressions (54, 55) et (60,62), compte tenu de la
de´composition (57) et du lien entre les fonctionnelles J1[P ] et I[P ] indique´ juste apre`s
l’e´quation (59) ; les nouvelles quantite´s introduites dans (80),
i±α ≡ Pf (I
±
α + I
∓
δ )(+∞) et j
±
α ≡ Pf (J
±
α − J
∓
δ )(+∞) (81)
se de´duisent des re´sultats (74), (76) et (77,78) en y prenant P (λ) = P±α (λ) puisqu’on a
la dualite´ (40), et en gardant a` l’esprit la` aussi la de´composition (57).
5. Les singularite´s des de´rive´es de Σ¯(2)(K¯, ε)
La fonction e´nergie propre de l’impurete´ au second ordre en l’interaction, (K¯, ε) 7→
Σ¯(2)(K¯, ε) apre`s adimensionnement, calcule´e explicitement dans la section 4, est
inde´finiment diffe´rentiable sur R+ × R sauf sur certaines lignes de singularite´ que nous
allons e´tudier ici. Pour le voir, il suffit de remarquer que chacun des termes dans la
de´composition (79,80) est une fonction des coefficients AP du terme dominant et des
racines λ0 des polynoˆmes P
η
σ (λ), avec σ ∈ {α, β, γ, δ} et η = ± selon que l’on conside`re
S±. Alors que les AP sont des constantes, les racines λ0 sont des fonctions non triviales de
(K¯, ε). Notre discussion conside`re ici le cas ge´ne´rique r 6= 1, mais est aise´ment adaptable
au cas particulier r = 1.
5.1. Localisation des singularite´s dans le plan (K¯, ε)
Une premie`re source de singularite´ pour les de´rive´es de Σ¯(2)(K¯, ε) est donc la non-
diffe´rentiabilite´ des racines par rapport a` (K¯, ε), qui se produit lorsque le discriminant
∆ησ d’un des polynoˆmes P
η
σ (λ) s’annule, la quantite´ (∆
η
σ)
1/2 dans l’expression des racines
n’e´tant alors plus de´rivable :
∆ηα = 0⇔ ε =
(r + ηK¯)2
r(1 + r)
∆ηβ = 0⇔ ε =
(r + ηK¯)2
r(1− r)
(82)
∆ηγ = 0⇔ ε =
K¯2
r
∆ηδ = 0⇔ ε =
(r − ηK¯)2
r(1 + r)
(83)
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Bien qu’il y ait huit polynoˆmes distincts en jeu, le lieu des points correspondants dans
le demi-plan (K¯ > 0, ε) est compose´ des portions de cinq paraboles seulement, voir la
figure 1, a` cause des relations de dualite´ (40) et P−γ (λ) = P
+
γ (−λ). On notera (pour
r < 1 si σ = β) que le polynoˆme P ησ (λ) est a` racines re´elles lorsque (K¯, ε) est sous
la parabole ∆ησ = 0, a` racine double lorsque (K¯, ε) est sur la parabole, et a` racines
complexes lorsque (K¯, ε) est au-dessus.
Une seconde source de singularite´ pour les de´rive´es de Σ¯(2)(K¯, ε) est la non-
diffe´rentiabilite´ de Σ¯(2) par rapport aux racines λ0 des polynoˆmes. Comme il apparaˆıt
sur les e´quations (54,60), prises pour λ = 2, et sur l’e´quation (77), ceci peut eˆtre le fait
de singularite´s logarithmiques dans la partie re´elle, provenant de la fonction logarithme
elle-meˆme ou du comportement de la fonction L¯i2(x) au voisinage de x = 1 et x = ±∞,
et de discontinuite´s des fonctions de Heaviside dans la partie imaginaire, ce qui peut se
produire seulement si l’une des racines λ0 du polynoˆme conside´re´ tend vers 0 ou 2 ††.
On trouve que la condition d’existence d’une racine nulle est la meˆme pour les huit
polynoˆmes P ησ , ou` σ ∈ {α, β, γ, δ} et η = ± :
∀σ ∈ {α, β, γ, δ}, ∀η = ± : P ησ (0) = 0⇔ ε = 0 (84)
ce qui correspond a` une seule et meˆme droite dans le plan (K¯, ε). Se demander si l’une
des racines est e´gale a` deux n’est en fait utile que pour les six polynoˆmes P ησ , avec
σ ∈ {β, γ, δ} et η = ±, puisque l’indice α dans (80) n’apparaˆıt que dans des parties
finies i±α et j
±
α ; or les expressions (74,76) sont des fonctions inde´finiment de´rivables des
racines, et (77) l’est aussi sauf en λ1,2 = 0. On trouve alors que la condition d’existence
d’une racine λ0 = 2 ne de´pend que du signe η, elle est la meˆme pour les trois polynoˆmes
P+σ (λ) d’une part, et pour les trois polynoˆmes P
−
σ (λ) d’autre part :
∀σ ∈ {β, γ, δ}, ∀η = ± : P ησ (2) = 0⇔ rε = −4(1 + ηK¯) (85)
ce qui correspond donc a` deux droites seulement dans le plan (K¯, ε), images l’une de
l’autre par re´flexion par rapport a` l’axe vertical, sur lequel elles sont concourantes.
Il existe des points du plan (K¯, ε) doublement singuliers, qui combinent les deux
sources de singularite´ pour un polynoˆme P ησ (λ) donne´ : le polynoˆme y admet une racine
double e´gale a` ze´ro ou deux. Comme on le voit sur la figure 1, ce sont non seulement des
points d’intersection de la parabole ∆ησ = 0 et de la droite ǫ = 0 ou rε = −4(1 + ηK¯),
mais e´galement des points de tangence, puisque P ησ (λ), a` coefficients re´els, ne peut avoir
a` la fois une racine re´elle et une racine complexe. Dans cette sous-section, au contraire
de la sous-section 6.3 pour r = 1, nous ne discutons pas le cas de ces points doublement
singuliers, ni meˆme celui des points d’intersection de lignes de singularite´ associe´es a`
9. A` λ quelconque fixe´, les quantite´s Q
[1]
I (λ) et Q
[1]
J (λ) sont des polynoˆmes en les coefficients de
P (λ), donc ici des fonctions C∞ aussi bien en les racines λ1,2 qu’en K¯ et ε. La quantite´ Q
[1]
I (λ0) est un
polynoˆme en λ1,2, donc est C
∞ en λ1,2, mais pas force´ment C
∞ en K¯ et ε la` ou` les racines ne le sont
pas. De meˆme, le terme inte´gral dans (54) et son e´quivalent dans J1[P ](λ) sont des polynoˆmes en λ1,2 ;
mais, apre`s sommation sur λ0, ils deviennent des polynoˆmes syme´triques en λ1,2, c’est-a`-dire, suivant
un re´sultat classique, des polynoˆmes en λ1 + λ2 et λ1λ2, donc ici des fonctions C
∞ de K¯ et ε.
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des polynoˆmes diffe´rents, et ce qui va suivre vaudra seulement pour les autres points,
c’est-a`-dire pour les points ge´ne´riques, des lignes de singularite´.
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Figure 1. Les lignes de singularite´ des de´rive´es par rapport a` (K¯, ε) ∈ R+ × R de
l’autoe´nergie d’ordre deux adimensionne´e Σ¯(2)(K¯, ε). (i) Sur les paraboles ∆ησ = 0,
ou` ∆ησ est le discriminant du polynoˆme P
η
σ (λ), σ ∈ {α, β, γ, δ} et η ∈ {+,−}, les
racines des polynoˆmes ne sont pas des fonctions diffe´rentiables de (K¯, ε) ; ceci conduit
effectivement a` une singularite´ des de´rive´es de Σ¯(2)(K¯, ε) sur les portions en trait plein,
pas sur celles en tirete´. (ii) Sur la demi-droite horizontale, ou` au moins un (mais aussi
chaque) polynoˆme P±σ (λ), σ ∈ {α, β, γ, δ}, admet une racine λ0 = 0, et sur les demi-
droites obliques (vers le bas pour η = +, vers le haut pour η = −), ou` au moins un
(mais aussi chaque) polynoˆme P ησ (λ), σ ∈ {β, γ, δ}, admet une racine λ0 = 2, Σ¯
(2)(K¯, ε)
n’est pas une fonction inde´finiment diffe´rentiable des racines. Les lignes verticales en
pointille´ fin marquent les abscisses des points de tangence des paraboles avec les droites
de singularite´ ; les valeurs des abscisses sont par ailleurs donne´es explicitement en
fonction du rapport de masse r =M/m entre l’impurete´ et les fermions, dans un code
de couleur et d’obliquite´ repe´rant respectivement la parabole et la droite concerne´es.
La ligne verticale en tirete´ fin marque l’abscisse K¯ = 1 du point de croisement des
droites de singularite´ horizontale et oblique vers le haut. Sur la figure, r = 3/2.
5.2. Sur les paraboles : l’effet d’une racine double
E´tudions d’abord les singularite´s sur les paraboles ∆ησ = 0, σ ∈ {α, β, γ, δ} et
η = ±, en un point du plan (K¯, ε) donc ou` le polynoˆme P ησ (λ) admet une racine double
λ
(ησ)
0,0 , que nous approcherons pour simplifier du coˆte´ ∆
η
σ > 0 seulement, ou` P
η
σ (λ) est a`
racines re´elles, λ
(ησ)
1 < λ
(ησ)
2 , arbitrairement proches de λ
(ησ)
0,0 . Comme λ
(ησ)
0,0 est diffe´rent
de ze´ro et deux, et compte tenu de la dernie`re note en bas de page, seule la seconde ligne
dans l’e´quation (54) et son e´quivalent pour la fonctionnelle J peuvent conduire a` des
singularite´s. Inspire´s par la note, nous exprimons les Q
[1]
I (λ
(ησ)
1,2 ) comme combinaisons
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line´aires de leur somme SI et de leur diffe´rence DI ,
SI = Q
[1]
I (λ
(ησ)
1 ) +Q
[1]
I (λ
(ησ)
2 ) et DI = Q
[1]
I (λ
(ησ)
2 )−Q
[1]
I (λ
(ησ)
1 ) (86)
La contribution de SI a` la partie re´elle de I
η
σ(2) contient en facteur le logarithme
d’expressions qui, comme SI , sont des fonctions syme´triques des racines, a` savoir leur
produit ou le produit de leurs e´carts a` deux ; l’ensemble est une fonction inde´finiment
diffe´rentiable de (K¯, ε). La contribution de DI a` la partie re´elle de I
η
σ(2), de manie`re
remarquable, est elle aussi une fonction inde´finiment diffe´rentiable de (K¯, ε) au point
de racine double, en vertu du la proprie´te´ suivante que l’on applique, compte tenu de la
valeur explicite (74) deDI , a` la fonction f(λ1, λ2) = (λ2−λ1)
5 ln{λ1(2−λ2)/[λ2(2−λ1)]} :
Proprie´te´ 1 : Si f(λ1, λ2) est une fonction syme´trique de (λ1, λ2) ∈ R
2 inde´finiment
diffe´rentiable (C∞) sur un voisinage de (λησ0,0, λ
ησ
0,0), alors f(λ
(ησ)
1 , λ
(ησ)
2 ) est une fonction
C∞ de (K¯, ε) au point ou` P ησ (λ) est a` racine double λ
ησ
0,0.
Pour e´tablir cette proprie´te´, remarquons que λ
(ησ)
1,2 − λ
(ησ)
0,0 = ∓(∆
η
σ)
1/2/(2|Aησ|) a`
une seule et meˆme fonction C∞ de (K¯, ε) additive pre`s, avec Aησ le coefficient du terme
dominant de P ησ (λ). Comme f(λ1, λ2) est une fonction syme´trique, le de´veloppement de
Taylor de f(λ
(ησ)
1 , λ
(ησ)
2 ) en puissances de (∆
η
σ)
1/2 ne fait apparaˆıtre que des puissances
paires, fonctions C∞ de (K¯, ε), d’ou` le re´sultat.
On trouve de meˆme que la partie re´elle de Jησ (2) est une fonction C
∞ de (K¯, ε)
au point conside´re´. Pour e´tudier le bout J1, dans la de´composition (57), on introduit
SJ et DJ , en remplac¸ant dans (86) le polynoˆme auxiliaire QI par QJ . L’expression
de DJ est donne´e par (76). Dans le cas du bout J2, dont on n’oublie pas qu’il
est multiplie´ par [P (0)]2/2, fonction C∞ de (K¯, ε), on utilise la proprie´te´ 1 avec
f(λ1, λ2) = L¯i2(2/λ1) + L¯i2(2/λ2), ce qui est le´gitime puisque 2/λ1,2 n’est ici ni au
voisinage de ±∞ ni au voisinage du bord de la ligne de coupure ℜz ≥ 1 de la fonction
Li2(z) dans le plan complexe.
Conside´rons maintenant le cas de la partie imaginaire de Iησ(2) et J
η
σ(2). Les
fonctions de Heaviside des racines au voisinage du point conside´re´ ont la meˆme valeur
pour λ1,2, c’est leur valeur en la racine double, qui fait apparaˆıtre la fonction porte ou
indicatrice de l’intervalle [0, 2], nulle sauf sur cet intervalle ou` elle vaut un :
Π[0,2](x) ≡ Y (2− x)− Y (−x) (87)
Comme P ′(λ1,2)/|P
′(λ1,2)| sont de signe oppose´, seules les fonctions DI et DJ
contribuent. Apparaissent finalement des fonctions antisyme´triques des racines, qui
ne jouissent pas de la proprie´te´ 1 et ne sont pas C∞ en (K¯, ε) au point conside´re´.
En particulier, en ayant soin de regrouper les bouts J1 et J2 pour e´viter de faire
apparaˆıtre des singularite´s interme´diaires plus fortes, ce qui conduit a` conside´rer la
fonction (λ2 − λ1)f(λ1, λ2) ou` f(λ1, λ2) =
λ1+λ2
24
[(λ1 + λ2)
2 − 10λ1λ2] +
(λ1λ2)2
2
ln(λ2/λ1)
est C∞, syme´trique, homoge`ne de degre´ trois et telle que f(1 + δ, 1− δ) = 4
15
δ4 +O(δ5)
lorsque δ → 0, nous obtenons a` une fonction additive C∞ de (K¯, ε) pre`s :
Iησ(2)
∆ησ→0
+
= −
iπΠ[0,2](λ
(ησ)
0,0 )
60(Aησ)3
(∆ησ)
5/2 + C∞ (88)
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Jησ(2)
∆ησ→0
+
= −
iπΠ[0,2](λ
(ησ)
0,0 )
60λ
(ησ)
0,0 (A
η
σ)3
[(∆ησ)
5/2 +O(∆ησ)
3] + C∞ (89)
On en de´duit que la de´rive´e troisie`me de ℑIησ(2) et de ℑJ
η
σ(2) suivant la direction
normale a` la parabole ∆ησ = 0 diverge comme l’inverse de la racine carre´e de la distance
a` la parabole, pourvu que la racine double du polynoˆme P ησ (λ) soit dans l’intervalle ]0, 2[,
ce qui se produit sur la portion de la parabole comprise entre ses points de tangence
avec les droites ∃λ
(ησ)
0 = 0 et ∃λ
(ησ)
0 = 2 des e´quations (84) et (85).
Dans le cas ou` σ = α, ce sont les parties finies syme´trise´es i±α et j
±
α qu’il faut
conside´rer. En re´alite´, leurs singularite´s vont interfe´rer avec celles de I∓δ (2) et J
∓
δ (2),
comme on le voit sur l’expression (79) de Σ¯(2)(K¯, ε), puisque les paraboles ∆±α = 0 et
∆∓δ = 0 sont confondues. Il vaut donc mieux les regrouper pour obtenir
iηα − I
−η
δ (2)
∆ηα→0
+
= −
iπ(∆ηα)
5/2
60(Aηα)3
{
1− Π[0,2](−λ
(ηα)
0,0 )
}
+ C∞ (90)
jηα + J
−η
δ (2)
∆ηα→0
+
= −
iπ[(∆ηα)
5/2 +O(∆ηα)
3]
60λ
(ηα)
0,0 (A
η
α)3
{
1−Π[0,2](−λ
(ηα)
0,0 )
}
+ C∞(91)
ou` la dualite´ (40) implique −λ
(ηα)
0,0 = λ
(−ηδ)
0,0 .
Il reste a` additionner toutes les contributions a` Σ¯(2)(K¯, ε) selon l’e´criture compacte
(79), pour chacune des cinq paraboles distinctes possibles, ne serait-ce que pour ve´rifier
l’absence de compensation entre les contributions issues des fonctionnelles I[P ] et J [P ] :
Σ¯(2)(K¯, ε)
∆η
β
→0+
=
3iπΠ[0,2](
ηK¯+r
r−1
)
640r(1− r)2K¯(K¯ + ηr)
[(∆ηβ)
5/2 +O(∆ηβ)
3] + C∞ (92)
Σ¯(2)(K¯, ε)
∆+γ =∆
−
γ→0
+
=
3iπ[Π[0,2](−K¯)−Π[0,2](K¯)]
640rK¯
(∆+γ )
5/2 + C∞ (93)
Σ¯(2)(K¯, ε)
∆ηα=∆
−η
δ
→0+
=
−3iπ[1 − Π[0,2](
ηK¯+r
1+r
)]
640r(1 + r)2K¯(K¯ + ηr)
[(∆ηα)
5/2+O(∆ηα)
3]+C∞(94)
avec, a` chaque fois, un pre´facteur qui diverge au point de tangence de la parabole ∆ησ = 0
conside´re´e (σ ∈ {β, γ, α}) avec l’axe horizontal ε = 0, ainsi qu’au point d’intersection,
d’abscisse K¯ = 0, des paraboles de meˆme classe σ ∈ {α, β}mais d’indices η oppose´s. Les
portions de paraboles ou` se produit re´ellement une divergence de la de´rive´e troisie`me
de Σ¯(2)(K¯, ε) dans la direction normale sont repre´sente´es en trait plein sur la figure 1 ;
les autres portions sont en tirete´.
5.3. Sur la droite horizontale : l’effet d’une racine nulle
E´tudions maintenant les singularite´s sur la droite horizontale ε = 0, en un point du
plan (K¯, ε) donc ou` un (et en pratique chaque) polynoˆme P ησ (λ), avec σ ∈ {α, β, γ, δ}
et η = ±, admet une racine nulle, l’autre racine e´tant diffe´rente de ze´ro et deux. Au
voisinage de ce point, P ησ (λ) admet une racine re´elle λ
(ησ)
0 qui s’annule line´airement en
ε, donc en changeant de signe, comme
λ
(ησ)
0
ε→0
= −
rε
P ησ
′
(0)
−
Aησ
[P ησ
′
(0)]3
(rε)2 +O(ε3), (95)
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l’autre racine λ
′(ησ)
0 = rε/(A
η
σλ
(ησ)
0 ) ayant bien une limite finie.
Regardons d’abord la contribution des parties finies iηα et j
η
α a` l’autoe´nergie d’ordre
deux, voir l’e´quation (80). Comme les racines des polynoˆmes sont des fonctions C∞
de (K¯, ε) au voisinage du point conside´re´, la quantite´ iηα, ainsi que la contribution de
la fonctionnelle J1 a` j
η
α, sont elles aussi C
∞, en vertu des e´quations (74) et (76). En
revanche, apre`s multiplication par [P ηα(0)]
2/2 de la contribution de la fonctionnelle J2,
voir (77), on trouve que la de´rive´e seconde de jηα par rapport a` ε a une partie imaginaire
logarithmiquement divergente en ε = 0, et une partie re´elle seulement discontinue.
Les contributions Iησ(2) et J
η
σ(2) peuvent-elles conduire a` des singularite´s plus
fortes ? Dans l’expression (54) prise pour λ = 2, le seul bout a priori non C∞ est
en Q
[1]
I (λ0)[ln |λ0| ± iπY (−λ0)], en omettant les indices σ et η pour alle´ger. Or Q
[1]
I (λ0)
s’annule ici cubiquement en λ0, comme on le voit par simple changement de variable
t = xλ0 dans l’inte´grale de´finissant Q
[1]
I :
Q
[1]
I (λ0) ≡
∫ λ0
0
dt
[P (t)]2
2
=
A2P
2
λ30
∫ 1
0
dx(x− 1)2(λ0x− λ
′
0)
2 (96)
A` l’aide de la relation sY (−sε) = Y (s) − Y (ε), vraie pour s = ±1 quelconque mais
utilise´e en pratique avec s = P ′(0)/|P ′(0)|, on obtient, en re´introduisant les indices :
Iησ(2)
ε→0
= −
(rε)3[1 +O(ε)]
6P ησ
′(0)
[ln |ε|+ iπY (ε)] + C∞ (97)
Aussi faut-il de´river Iησ(2) trois fois par rapport a` ε pour avoir une divergence
logarithmique dans sa partie re´elle, et une discontinuite´ dans sa partie imaginaire. Dans
le cas de J1[P ](2), on reprend le meˆme raisonnement en remplac¸ant QI par QJ :
Q
[1]
J (λ0) ≡
∫ λ0
0
dt
[P (t)]2 − [P (0)]2
2t
=
A2P
2
λ20
∫ 1
0
dx
x
[(x−1)2(λ0x−λ
′
0)
2−λ′20 ](98)
Ceci s’annule quadratiquement en λ0, et il suffit de de´river J1[P ](2) deux fois par
rapport a` ε pour faire apparaˆıtre une divergence logarithmique sur la partie re´elle et une
discontinuite´ sur la partie imaginaire. Cependant, la singularite´ issue de la fonctionnelle
J2 est encore plus se´ve`re, meˆme apre`s multiplication par [P (0)]
2/2, voir (60) et la note
en bas de page sur le comportement asymptotique de la fonction L¯i2(x) : au final, la
de´rive´e seconde de Jησ(2) par rapport a` ε diverge comme le carre´ du logarithme de ε pour
la partie re´elle, et, du coˆte´ λ0 > 0, comme le logarithme de ε pour la partie imaginaire.
En regroupant toutes les contributions a` Σ¯(2)(K¯, ε), on trouve cependant que la
singularite´ attendue en ε = 0 dans la de´rive´e seconde ne se produit pas, a` cause
d’une compensation parfaite entre les contributions de jηα, J
−η
δ (2) et J
η
β (2). Comme
dans l’e´quation (91), il y a donc une combinaison astucieuse a` conside´rer,
jηα + J
−η
δ (2)− J
η
β (2) = J
η
α − J
η
β + C
∞ (99)
pour laquelle on trouve par des calculs un peu longs :
J ησ ≡ Q
[1]
Jησ
(λ
(ησ)
0 )[ln |λ
(ησ)
0 |+ iπY (ε)]
+
(rε)2
2
[
−L¯i2(2/λ
(ησ)
0 ) + iπY (ε) ln |λ
(ησ)
0 |
]
(100)
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On a utilise´ entre autres la relation de dualite´ (40), qui implique λ
(−ηδ)
0 = −λ
(ηα)
0 ,
P−ηδ
′
(0) = −P ηα
′(0) et Q
[1]
J−η
δ
(λ
(−ηδ)
0 ) = Q
[1]
Jηα
(λ
(ηα)
0 ), la relation de´ja` vue sY (−sε) =
Y (s) − Y (ε), cette fois avec sη = P
η
α
′(0)/|P ηα
′(0)|, la relation ln[|λ
(ηα)
2 |/|λ
(ηα)
1 |] =
sη ln |λ
(ηα)
0 | + C
∞. Et aussi le fait que ln[|λ
(ηα)
0 /λ
(ηβ)
0 |] est une fonction C
∞ de ε en
ε = 0, et que l’expression L¯i2(1/x) − L¯i2(−1/x) − (π
2/2) signe(x), parce qu’elle vaut∫ x
0
(dt/t) ln[|t−1|/|t+1|] d’apre`s (61), est une fonction C∞ de x sur ]−1, 1[. Mais surtout
le fait que les polynoˆmes P ηα(λ) et P
η
β (λ) ont la meˆme de´rive´e premie`re en λ = 0, ce qui
implique que les racines λ
(ηα)
0 et λ
(ηβ)
0 diffe`rent seulement au second ordre en ε, voir
(95), et ce qui explique pourquoi la combinaison astucieuse (99) est une fonction C2 de
ε en ε = 0, alors que les termes Jα et Jβ ne le sont pas.
Par un de´veloppement des termes (100), donc de la combinaison (99), jusqu’a` l’ordre
trois en ε, graˆce en particulier a` (98), puis en incluant la contribution (97) des Iησ(2),
nous trouvons finalement que la de´rive´e troisie`me de Σ¯(2)(K¯, ε) a une partie re´elle
logarithmiquement divergente et une partie imaginaire discontinue sur l’axe horizontal :
Σ¯(2)(K¯, ε)
ε→0
=
3r4(K¯2 + r2)
64K¯2(K¯2 − r2)2
[ε3 +O(ε4)][ln |ε|+ iπY (ε)] + C∞, (101)
avec un pre´facteur qui diverge en les points de tangence des paraboles ∆ησ = 0 avec l’axe
horizontal, pour σ ∈ {α, β, γ, δ} et η = ±, ce qui e´tait peut-eˆtre pre´visible.
5.4. Sur les droites obliques : l’effet d’une racine e´gale a` deux
E´tudions pour terminer les singularite´s sur la droite oblique correspondant a` η = +
ou η = − dans l’e´quation (85), en un point du plan (K¯, ε) donc ou` un (et en pratique
chaque) polynoˆme P ησ (λ), avec σ ∈ {β, γ, δ} et η fixe´, admet une racine e´gale a` deux,
l’autre racine e´tant diffe´rente de ze´ro et deux. Au voisinage de ce point, les deux racines
de P ησ (λ) sont bien entendu re´elles ; nous noterons λ
(ησ)
0 celle qui est arbitrairement
proche de deux,
λ
(ησ)
0 − 2
dη→0
= −
dη
P ησ
′
(2)
+O(d2η) (102)
ou` le nume´rateur, e´gal a` P ησ (2), est une distance alge´brique a` la droite de singularite´ :
dη ≡ rε+ 4ηK¯ + 4 = P
η
σ (2), ∀σ ∈ {β, γ, δ} (103)
L’autre racine λ
′(ησ)
0 reste en dehors d’un voisinage de ze´ro et de deux.
Comme il a e´te´ vu a` la sous-section 5.1, les singularite´s ne peuvent ici provenir que
des termes Iησ(2) et J
η
σ(2). Pour chacun d’eux, nous trouvons au point conside´re´ que
la de´rive´e troisie`me selon la direction normale a` la droite oblique est de partie re´elle
logarithmiquement divergente et de partie imaginaire discontinue.
De´terminons d’abord la partie a` de´rive´es singulie`res de la fonctionnelle I[P ], en
omettant les indices σ ∈ {β, γ, δ} et η pour alle´ger. Dans l’e´quation (54) e´crite pour
λ = 2, il faut garder le premier terme, ainsi que le troisie`me pour la racine λ0 proche de
deux. Pour isoler la contribution de cette racine dans u[P (2)], utilisons la factorisation
(48) et la relation Y (sx) = Y (−s) + sY (x), ou` s = ±1 et x est un re´el quelconque, ici
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l’approximation line´aire (102) de λ0− 2. Comme P
′(λ0), P
′(2) et AP (2− λ
′
0) ont meˆme
signe quand λ0 est assez proche de deux, et comme ln |λ0/d| est localement une fonction
C∞ de d, nous obtenons finalement sur un voisinage de d = 0 :
I[P ](2) = [Q
[1]
I (2)−Q
[1]
I (λ0)][ln |d|+ iπY (d)] + C
∞ (104)
Le pre´facteur s’annule bien cubiquement en d, comme on le voit graˆce a` (48) et au
changement de variable x = t− λ0 dans l’inte´grale sur t de´finissant QI :
Q
[1]
I (2)−Q
[1]
I (λ0) =
A2P
2
∫ 2−λ0
0
dx x2(x+λ0−λ
′
0)
2 d→0=
d3
6P ′(2)
+O(d4)(105)
Effectuons la meˆme analyse pour la fonctionnelle J [P ] qui, rappelons-le, a e´te´
partage´e en deux contributions selon (57). Le cas de J1[P ] se de´duit directement de
(104) par substitution du polynoˆme QJ au polynoˆme QI . Cette fois, le pre´facteur
Q
[1]
J (2)−Q
[1]
J (λ0) =
A2P
2
∫ 2
λ0
dt
t
[(t− λ0)
2(t− λ′0)
2 − λ20λ
′2
0 ]
=
A2Pλ
′2
0
2
[
−4u+ 6u2 +
16(1− λ′0)
3λ′20
u3 −
4u4
3λ′20
]
, (106)
ou` u ≡ 1− λ0/2, s’annule seulement line´airement en d, ce qui conduit a` une singularite´
dans la de´rive´e premie`re. Cependant, il y a compensation partielle avec la contribution
de J2[P ] : en transformant dans (60) le premier terme et le troisie`me terme e´crit pour
la racine λ0 la plus proche de deux, a` l’aide des techniques ayant conduit a` (104), et
en utilisant le fait que L¯i2(2/λ0) est un fonction inde´finiment de´rivable de λ0 sauf en
2/λ0 = 1, ou` l’on a le de´veloppement
L¯i(2/λ0) = L¯i2(1/(1−u))
u→0
= −
[
u+
1
2
u2 +
1
3
u3 +O(u4)
]
ln |u|+C∞, (107)
nous trouvons par un calcul longuet, et en n’omettant plus les indices, que
Jησ(2)
dη→0
=
d3η
12P ησ
′(2)
[1 +O(dη)][ln |dη|+ iπY (dη)], ∀σ ∈ {β, γ, δ} (108)
Cet e´quivalent est pre´cise´ment la moitie´ de celui obtenu pour Iησ(2), ce dont nous donnons
l’interpre´tation simple suivante : dans l’inte´grale (44) de´finissant J [P ](λ), avec ici λ = 2,
seule la contribution d’un voisinage de la borne supe´rieure t = 2 peut conduire a` des
singularite´s, puisque c’est par la` que la racine λ0 la plus proche de deux entre (ou sort)
de l’intervalle d’inte´gration lorsque la distance a` la droite de singularite´ varie. Aussi le
terme [P (0)]2u[P (0)]/t dans l’inte´grande de (44) peut-il eˆtre ignore´, et t approxime´ par
deux au de´nominateur de [P (t)]2u[P (t)]/t, ce qui fait apparaˆıtre en effet exactement la
moitie´ de l’inte´grande de I[P ](2).
En regroupant toutes les contributions graˆce a` l’e´criture compacte (79), nous ne
trouvons pas de compensation particulie`re entre elles, si bien que la de´rive´e troisie`me
de Σ¯(2)(K¯, ε) selon la normale aux droites de singularite´ obliques est de partie re´elle
logarithmiquement divergente et de partie imaginaire discontinue :
Σ¯(2)(K¯, ε)
dη→0
=
3ηr[d3η +O(d
4
η)][ln |dη|+ iπY (dη)]
128K¯(2 + ηK¯)[(2 + ηK¯)2 − r2]
+ C∞ (109)
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ou` dη, une distance alge´brique a` ces droites, est donne´e par (103). Nous trouvons que
le de´nominateur du pre´facteur dans (109) s’annule bien aux points ou` la droite oblique
conside´re´e est tangente aux paraboles ∆ησ = 0 de meˆme indice η, pour σ = β, γ et δ.
L’annulation du de´nominateur en K¯ = 0 correspond, quant a` elle, au point de croisement
des deux droites obliques, ou` les distances d± co¨ıncident et les contributions d’indice
η = ± interfe`rent ; les additionner conduit bien a` un pre´facteur fini.
6. Quelques applications physiques
6.1. Des re´sultats sur l’e´nergie complexe retrouve´s
Les proprie´te´s analytiques de la re´solvante Gˆ(z) du Hamiltonien Hˆ , plus pre´cise´ment
de ses e´le´ments de matrice, lui interdisent d’avoir un poˆle dans le plan complexe, en
dehors de ceux sur l’axe re´el associe´s au spectre discret de Hˆ . Cependant, a` la limite
thermodynamique, Gˆ(z) admet une ligne de coupure a` l’endroit du spectre continu de
Hˆ , si bien que le prolongement analytique de Gˆ(z) du demi-plan supe´rieur ℑz > 0 au
demi-plan infe´rieur ℑz < 0, repe´re´ par l’exposant p.a. dans ce qui suit, peut y admettre
des poˆles complexes [38].
Cette discussion s’e´tend a` la fonction de Green ω 7→ G(K, ω), qui n’est autre qu’un
e´le´ment de matrice de la re´solvante dans l’e´tat |ψ0K〉 de l’impurete´ d’impulsion ~K en
pre´sence de la mer de Fermi non perturbe´e, voir l’e´quation (5). Si K = 0, on s’attend
a` ce que la fonction de Green admette un (et un seul) poˆle sur l’axe re´el, en ω0(0), qui
correspond au seul e´tat propre discret de Hˆ , son e´tat fondamental, puisqu’on a suppose´
ici que la branche monome´rique est celle d’e´nergie minimale, voir l’introduction. Si
K 6= 0, ω 7→ G(K, ω) ne devrait plus y avoir de poˆle re´el, puisque aucun argument
e´nerge´tique n’empeˆche l’e´mission par l’impurete´ de paires particule-trou dans le gaz de
fermions, voir l’introduction ; en revanche, son prolongement analytique Gp.a.(K, ω) au
demi-plan complexe infe´rieur ℑω < 0 devrait admettre un poˆle en ω = ω0(K) issu
continuˆment du poˆle re´el ω0(0) et, en vertu de (3), solution de l’e´quation implicite
∆E(K) ≡ ~ω0(K) = EK + Σ
p.a.(K, ω0(K)) (110)
ou` ∆E(K) est appele´e e´nergie complexe de l’impurete´ [36] et Σp.a.(K, ω) est le
prolongement analytique de l’autoe´nergie. Que K soit nul ou pas, seule l’existence d’un
poˆle a` la pulsation (re´elle ou pas) ω0(K) permet d’affirmer que l’impurete´, par couplage
a` la mer de Fermi, donne naissance a` une quasi-particle bien de´finie, ici un monome´ron,
ce qui semble d’ailleurs bien eˆtre le cas meˆme dans le re´gime d’interaction forte [21] tant
que la masse de l’impurete´ reste finie [39]. La partie imaginaire du poˆle,
ℑω0(K) ≡ −
Γ0(K)
2
< 0 si K 6= 0, (111)
donne alors le taux Γ0 avec lequel le syste`me quitte exponentiellement en temps l’e´tat
|ψ0K〉 dans lequel il a e´te´ initialement pre´pare´ : c’est donc ici un taux d’e´mission de
paires particule-trou. Rappelons que l’amplitude de probabilite´ de pre´sence dans |ψ0K〉
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comporte aussi, en ge´ne´ral, un terme de´croissant en loi de puissance, en pratique de peu
d’importance dans le re´gime de couplage faible g → 0− [38].
Les re´sultats des sections pre´ce´dentes permettent un calcul explicite de l’e´nergie
complexe de l’impurete´ au second ordre en la constante de couplage g. Il suffit de
remplacer dans (14) l’autoe´nergie par son approximation d’ordre au plus deux, e´value´e
en la pulsation non perturbe´e ω
(0)
0 (K) = EK puisque Σ
(1) ne de´pend pas de la pulsation :
∆E(K) = EK + ρg +
(ρg)2
ǫF
Σ¯(2)(K¯, ε = 0) +O(g3) (112)
compte tenu des adimensionnements (20) et (21). On prend donc la limite ε → 0 dans
chaque terme de l’expression (80). Une des racines de chaque polynoˆme P±σ (λ) tend vers
ze´ro et apporte alors, voir la sous-section 5.3, une contribution nulle aux fonctionnelles
I[P ] et J1[P ], au contraire de l’autre racine. De plus, la contribution du bout J2[P ] est
nulle car totalement e´crase´e par le facteur [P (0)]2 ∝ ε2 dans (57). Graˆce aux relations
signe(y)[Y (2 + y
x
) − Y ( y
x
)] = Y (y) − Y (2x + y) et |y| = y[Y (y) − Y (−y)], vraies pour
toute paire de nombres re´els non nuls x et y mais utilise´es ici avec les coefficients des
termes quadratique et line´aire du polynoˆme P ησ (λ), on obtient finalement
Σ¯(2)(K¯, 0) = C(K¯) +
∑
s=0,1,r
Ds(K¯)u(s− K¯) +Ds(−K¯)u(s+ K¯), (113)
ce qui, a` cause d’une simplification inattendue avec les contributions des parties finies
i±α et j
±
α , ne fait pas intervenir comme points remarquables s± K¯ les (demi-)coefficients
−r ± K¯ des termes line´aires des polynoˆmes P±δ (λ). La fonction u(X) est ici celle de
l’e´quation (32), et l’on a introduit les fonctions auxiliaires
C(K¯) =
3r(11 + K¯2)
20(1− r2)
, D0(K¯) =
3K¯4
20r
, Dr(K¯) = −
3(K¯ − r)4(K¯ + 4r)
20rK¯(1− r2)2
et D1(K¯) = −
3r(K¯ − 1)3
20K¯(1− r2)2
[(r2 − 2)K¯(K¯ + 3) + 6r2 − 2] (114)
Le tout reproduit, sous une forme synthe´tique, les re´sultats de la re´fe´rence [36], et est
en accord avec ceux de [5] qui e´taient limite´s (pour K 6= 0) a` la partie imaginaire de
l’e´nergie et a` r = 1. En particulier, ℜΣ¯(2)(K¯, 0) s’annule bien aux grands K¯ comme dans
[36], d’ou` la re`gle de somme implicitement utilise´e dans la re´fe´rence [36],∑
s=0,r,1
Ds(K¯) +Ds(−K¯) = 0 ∀K¯ (115)
qui implique que, pour 0 < K¯ < min(1, r), la partie imaginaire de la somme sur s dans
l’e´quation (113) se re´duit a` −πD0(K) et le taux d’e´mission de paires particule-trou a`
Γ
(2)
0 (K) =
(ρg)2
~ǫF
3πK¯4
10r
(116)
a` l’ordre g2. D’apre`s la figure 1, et a` juste titre, Σ¯(2)(K¯, 0) est une fonction C∞ de K¯
sur R+ sauf en K¯ = 1, en K¯ = r et, oubli regrettable de la re´fe´rence [36], en K¯ = 0.
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6.2. Poids spectral de la quasi-particule et catastrophe d’orthogonalite´ d’Anderson
Le monome´ron n’est une quasi-particule d’existence bien de´finie que si son poids
spectral Z est non nul. Ce poids spectral est simplement le re´sidu en ω0 du prolongement
analytique a` ℑ(ω) < 0 du propagateur G(K, ω) de l’e´quation (3), ~ω0 e´tant l’e´nergie
complexe de la quasi-particule. On peut ainsi e´crire
Gp.a.(K, ω) =
Z
~ω − ~ω0
+ Greg(K, ω) (117)
ou` Greg(K, ω) ne diverge pas en ω = ω0. Rappelons que le poˆle ω0 est solution de
l’e´quation implicite
~ω0 − EK − Σ
p.a.(K, ω0) = 0 (118)
ou` l’autoe´nergie a elle aussi e´te´ prolonge´e analytiquement a` ℑ(ω) < 0. Par de´finition du
re´sidu,
Z = lim
ω→ω0
~(ω − ω0)G
p.a.(K, ω) =
1
1− ∂~ωΣp.a.(K, ω0)
(119)
Dans la limite kFa→ 0
−, ceci conduit au de´veloppement limite´
Z
g→0−
= 1 + ∂~ωΣ
(2)(K, EK/~) +O(g
3) (120)
ou encore, si l’on utilise la variable ε plutoˆt que ~ω et si l’on tient compte de l’e´quation
(118) :
Z
g→0−
= 1 +
(
ρg
ǫF
)2
∂εΣ¯
(2)(K¯, 0) +O(g3) (121)
Nous de´terminons ici la de´rive´e ∂εΣ¯
(2)(K¯, ε) dans la limite d’un rapport de masse
r = M/m entre l’impurete´ et les fermions tendant vers l’infini, auquel cas les trinoˆmes
(36,37,38,39) ne de´pendent plus de η = ±1 a` l’ordre dominant en r :
pσ(λ) = lim
r→+∞
P ησ (λ)
r
∀σ ∈ {α, β, γ, δ} (122)
Il en va de meˆme pour les fonctionnelles Iησ(λ) et J
η
σ(λ) et leurs parties finies dans
l’e´quation (80), ce qui re´duit l’e´quation (79) a`
Σ¯(2)(K¯, ε)
r→+∞
=
9
16r2
[j+α − J
+
β (2) + J
+
δ (2)] +O(1) (123)
Compte tenu de l’e´quation (122), nous tombons sur la divergence
Jησ(λ)
r→+∞
= r2 ln r
∫ λ
0
dt
p2σ(t)− p
2
σ(0)
2t
+O(r2) (124)
qui l’emporte sur celle de la partie finie correspondante, Pf [Jησ ](+∞)
r→+∞
= O(r2), d’ou`
Σ¯(2)(K¯, ε)
r→+∞
= ln r
9
16
∫ 2
0
dt
p2δ(t)− p
2
δ(0)− [p
2
β(t)− p
2
β(0)]
2t
+O(1) (125)
ce qui donne, apre`s calcul de l’inte´grale,
Σ¯(2)(K¯, ε)
r→+∞
= −
9
4
ε ln r +O(1) (126)
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Le poids spectral de la quasi-particule contient donc, a` l’ordre deux en kFa, un terme
logarithmiquement divergent en le rapport de masse,
lim
g→0−
Z − 1
(ρg/ǫF)2
r→+∞
= −
9
4
ln r +O(1) (127)
en parfait accord avec la re´fe´rence [36], qui interpre`te ce re´sultat comme une signature
de la catastrophe d’orthogonalite´ d’Anderson, en vertu de laquelle le monome´ron n’est
plus une quasi-particule bien de´finie lorsque r → +∞.
6.3. Une re´gularisation non perturbative de la divergence de la de´rive´e seconde de
∆E(2)(K) a` la surface de Fermi dans le cas M = m (ou r = 1)
Somme toute, le fait de pouvoir calculer analytiquement l’autoe´nergie au second
ordre en g a comme conse´quence la plus marquante la pre´diction de singularite´s dans
les de´rive´es troisie`mes de Σ(2)(K, ω). Afin d’en rendre plus accessible une signature
expe´rimentale, il convient de chercher a` re´duire l’ordre des de´rive´es dans lesquelles ces
singularite´s apparaissent, en identifiant le point le plus multiplement singulier dans le
plan (K¯, ε). La discussion de la section 5 a fait apparaˆıtre dans ce plan des droites
de singularite´ (84) et (85), sur lesquelles les polynoˆmes P ησ (λ) ont des racines e´gales a`
ze´ro ou deux, et des paraboles de singularite´ (82,83) sur lesquelles ces polynoˆmes ont
des racines doubles. Dans le demi-plan K¯ > 0, les droites de singularite´ se coupent en
(K¯, ε) = (1, 0). Ce point se trouve sur l’une des paraboles seulement quand l’impurete´ a
la meˆme masse qu’un fermion, d’ou` le point magique conside´re´ dans cette sous-section :
(K¯, ε)→ (1, 0) pour r = 1 (128)
En particulier, les singularite´s associe´es se trouvent exactement a` la surface de Fermi
et, comme le sugge`re la re´fe´rence [36] et comme nous allons le voir, apparaissent dans
les de´rive´es d’ordre deux seulement.
L’observable ici la plus accessible dans une expe´rience d’atomes froids semble eˆtre
l’e´nergie complexe ∆E(K) de la quasi-particule, par simple spectroscopie de radio-
fre´quence entre un e´tat interne de l’impurete´ non couple´ aux fermions, et un e´tat interne
couple´. Le de´placement et l’e´largissement de la raie dus a` la pre´sence des fermions donne
acce`s aux parties re´elle et imaginaire de ∆E(K), avec une incertitude qui a de´ja` atteint
respectivement 5 · 10−3ǫF et 10
−4ǫF [9]. Nous admettrons que ∆E(K) a e´te´ mesure´ avec
suffisamment bonne pre´cision au voisinage de K = kF, pour que l’on puisse en prendre
nume´riquement la de´rive´e seconde par rapport a` K. La the´orie perturbative, dont les
re´sultats, de´ja` publie´s dans [36], ont e´te´ retrouve´s ici en sous-section 6.1, conduit, pour
une limite d’interaction faible prise a` K¯ fixe´ diffe´rent de un, a`
lim
g→0−
d2
dK¯2
∆E(K)− EK
(ρg)2/ǫF
K¯→1
= −
9
4
ln |K¯ − 1| −
27
20
(2 + ln 2)
+
9iπ
4
[
Y (K¯ − 1)−
4
5
]
+ o(1) (129)
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de partie re´elle logarithmiquement divergente et de partie imaginaire discontinue. Elle
est cependant beaucoup plus floue lorsqu’on prend la limite a` K¯ = 1,
lim
g→0−
[
d2
dK¯2
∆E(K)−EK
(ρg)2/ǫF
]
K¯=1
= +∞ (130)
puisqu’elle ne pre´cise pas comment la divergence se produit.
6.3.1. Une approche heuristique auto-cohe´rente Comment aller au-dela` du re´sultat
(130) en utilisant les ingre´dients de´ja` disponibles dans le pre´sent travail ? Il faut effectuer
un traitement non perturbatif, par exemple une approximation auto-cohe´rente. Le plus
simple consiste a` remplacer l’autoe´nergie Σ(K, ω), qui apparaˆıt dans l’e´quation implicite
(110) sur l’e´nergie complexe, par son de´veloppement jusqu’a` l’ordre deux inclus en g,
ρg+Σ(2)(K, ω). Une ame´lioration simple de cette prescription minimaliste est d’y inclure
la dernie`re contribution a` Σ(3)(K, ω) dans l’e´quation (19) par un de´calage de champ
moyen sur ω, compte tenu du fait qu’a` vecteur d’onde et pulsation fixe´s,
Σ(2)(K, ω − ρg/~)
g→0−
= Σ(2)(K, ω)−
ρg
~
∂ωΣ
(2)(K, ω) +O(g2) (131)
Physiquement, ce de´calage prend en compte le fait que le de´placement de champ moyen
ρg subi par l’impurete´ est exactement le meˆme dans tous les sous-espaces a` ze´ro, une,
deux, . . . paires particule-trou, une fois qu’a e´te´ prise la limite d’une interaction de porte´e
nulle. Nous gardons donc l’approximation heuristique auto-cohe´rente (non perturbative)
∆E(K)
heuris.
= EK + ρg + Σ
(2)p.a.(K,
∆E(K)− ρg
~
) (132)
qui s’e´crit, en termes d’une inconnue re´duite εe, valeur effective complexe de la variable
ε (d’ou` l’indice e), sous la forme adimensionne´e et compacte
−εe(K¯)
heuris.
=
(
ρg
ǫF
)2
Σ¯(2)p.a.(K¯, εe(K¯)) ou` εe(K¯)≡
EK + ρg −∆E(K)
ǫF
(133)
que nous de´rivons deux fois par rapport a` K¯ pour identifier les de´rive´es utiles de Σ¯(2) :
−
d2εe
dK¯2
heuris.
=
(
ρg
ǫF
)2 [
∂2K¯ + 2
dεe
dK¯
∂K¯∂ε +
(
dεe
dK¯
)2
∂2ε +
d2εe
dK¯2
∂ε
]
Σ¯(2)p.a.(134)
prises ici au point (K¯, ε = εe(K¯)). Rappelons que l’exposant p.a. signifie prolongement
analytique aux valeurs complexes de ω du demi-plan supe´rieur au demi-plan infe´rieur.
6.3.2. Singularite´ des de´rive´es secondes de Σ¯(2) et pre´diction d’une loi d’e´chelle Afin
de voir comment la de´rive´e seconde de εe(K¯) se comporte au voisinage de K¯ = 1
dans la limite g → 0−, il suffit dans un premier temps de de´terminer les singularite´s
des de´rive´es secondes de Σ¯(2)(K, ε) pour ε re´el. En transposant au cas (K¯, ε) → (1, 0)
les techniques de´veloppe´es dans la section 5, on constate que certaines compensations
magiques, comme la quasi-identite´ de certaines racines λ
(ηα)
0 et λ
(ηβ)
0 des polynoˆmes P
η
α
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et P ηβ , qui rendaient les de´rive´es d’ordre deux re´gulie`res, ne se produisent plus, et l’on
aboutit laborieusement aux re´sultats suivants :
∂2K¯Σ¯
(2)(K¯ = 1, ε)
ε→0
= −
9
4
ln |ε|+O(1) (135)
∂2ε Σ¯
(2)(K¯ = 1, ε)
ε→0
=
9
128
(ln |ε|)2 +O(ln |ε|) (136)
∂ε∂K¯Σ¯
(2)(K¯ = 1, ε)
ε→0
=
9
8
ln |ε|+O(1) (137)
Or l’inconnue εe(K¯) est du second ordre en g, ainsi que sa de´rive´e premie`re, donc les
de´rive´es (136) et (137), qui divergent seulement logarithmiquement en g, sont e´crase´es
dans l’e´quation (134) par les facteurs dεe/dK¯ = O(g
2) et (dεe/dK¯)
2 = O(g4). Quant a`
la de´rive´e premie`re par rapport a` ε dans (134), qui ne diverge pas, elle est e´crase´e par le
facteur (ρg/ǫF)
2, comme on le voit apre`s regroupement avec le terme du premier membre
dans cette meˆme e´quation. D’ou` la simplification drastique dans la limite g → 0−, meˆme
sur un voisinage de K¯ = 1 :
− ∂2K¯εe(K¯)
approx.
=
(
ρg
ǫF
)2
∂2K¯Σ¯
(2)p.a.(K¯, εe(K¯)) +O[(
ρg
ǫF
)4 ln |
ρg
ǫF
|] (138)
Notre approche auto-cohe´rente heuristique pre´dit donc que le premier membre de
l’e´quation (130), e´value´ en K¯ = 1, diverge logarithmiquement lorsque g → 0− :[
d2
dK¯2
∆E(K)− EK
(ρg)2/ǫF
]
K¯=1
heuris.
= −
9
4
ln
[(
ρg
ǫF
)2]
+O(1) (139)
Il est en fait possible de retrouver ce re´sultat, de le rendre plus pre´cis et de l’e´tendre
a` K¯ 6= 1, en effectuant un calcul astucieux de la de´rive´e seconde de Σ¯(2)(K¯, ε) par rapport
a` K¯. Repartons des identite´s (29) et (45), et obtenons les de´rive´es secondes des quantite´s
inte´grales Iησ(λ), avec λ = 2 ou Λ, η = ± et σ ∈ {α, β, γ, δ}, en de´rivant leurs expressions
de´finitoires (43) et (44) par rapport a` K¯ sous le signe somme [la meˆme astuce vaut pour
la de´rive´e par rapport a` ε et conduit fort directement a` (136) et (137)]. Comme on peut
le ve´rifier sur les e´quations (36,37,38,39), ∂K¯P
η
σ (t) = 2ηt a` ε et t fixe´s donc
∂2K¯I
η
σ(λ) =
∫ λ
0
dt 4t2u[P ησ (t)] et ∂
2
K¯J
η
σ(λ) =
∫ λ
0
dt 4t u[P ησ (t)] (140)
ou` la fonction u est celle de l’e´quation (32) et u[2] dans (43,44) une de ses primitives
d’ordre deux. Pour voir lesquels de ces termes ont une limite finie lorsque (K¯, ε)→ (1, 0),
et ne peuvent contribuer a` ∂2
K¯
Σ¯(2) que sous la forme d’un fond lentement variable, il suffit
d’y remplacer les trinoˆmes P ησ par leur valeur pour K¯ = 1 et ε = 0, voir le tableau 1.
On voit donc que seul le polynoˆme P−β (t) conduit a` une divergence. Comme r = 1,
il se manifeste seulement via la fonctionnelle J [P ], ce qui est particulie`rement net sur
l’e´quation (80), si bien que
∂2K¯Σ¯
(2)(K¯, ε)
(K¯,ε)→(1,0)
= −
9
32
∂2K¯J
−
β (2)+
9
40
(−17+14 ln 2+2iπ)+o(1)(141)
ou` la constante additive a e´te´ obtenue en spe´cialisant a` ε = 0 et en comparant a`
(129). Pour calculer l’inte´grale donnant ∂2
K¯
J−β (2) dans (140), il reste a` utiliser l’e´quation
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σ η = + η = −
α 2t2 + 4t 2t2
β 4t 0
γ t2 + 2t t2 − 2t
δ 2t2 2t2 − 4t
Table 1. Les trinoˆmes P ησ (t) pour le point multiplement critique (K¯, ε) = (1, 0).
(54) avec QI(t) = 4t et a` en simplifier la partie imaginaire a` l’aide de la relation
−signe(x)[Y (2 + y
x
)− Y ( y
x
)] = Y (y)− Y (2x+ y) vraie pour tous nombres re´els x et y :
1
8
∂2K¯J
−
β (2) = u(ε)+[1−(
ε/4
K¯ − 1
)2]{u[ε−4(K¯−1)]−u(ε)}−
1
2
−
ε/4
K¯ − 1
(142)
Pour poursuivre et en tirer pleinement les conse´quences dans l’e´quation (138), il faut
e´tendre ce re´sultat au cas ℑ(−ε) > 0 puis le prolonger analytiquement au cas ℑ(−ε) < 0,
ce a` quoi nous allons nous employer. Mais remarquons-en d’abord une proprie´te´
remarquable : les termes du second membre de (142) sont des fonctions de (K¯ − 1, ε)
positivement homoge`nes de degre´ ze´ro [c’est-a`-dire invariantes par multiplication globale
de K¯ − 1 et ε par tout nombre re´el τ > 0], a` l’exception du premier terme. Ce
premier terme fixe donc la valeur globale de (142) ; comme ε doit eˆtre pris ici d’ordre
|εe(K¯ = 1)| ≈ (ρg/ǫF)
2, il conduit imme´diatement au comportement logarithmique
(139). Les autres termes de (142) donnent la de´pendance en K¯ − 1, non de´crite par
(139), et qui se produit sur une e´chelle caracte´ristique |ε| ≈ (ρg/ǫF)
2. Nous obtenons
donc, dans notre approche heuristique auto-cohe´rente (132), la loi d’e´chelle suivante
pour la de´rive´e seconde de l’e´nergie complexe de l’impurete´ au voisinage de la surface
de Fermi (K¯ → 1) dans la limite d’interaction faible (g → 0−) :
d2
dK¯2
∆E(K)− EK
(ρg)2/ǫF
heuris.
= −
9
4
ln
[(
ρg
ǫF
)2]
+ F
(
4(K¯ − 1)
(ρg/ǫF)2
)
+ o(1) (143)
ou` la fonction d’e´chelle F (x) reste a` pre´ciser. Une conse´quence simple, mais remarquable,
de cette loi d’e´chelle est que la de´rive´e troisie`me de l’e´nergie complexe de l’impurete´
ne tend pas uniforme´ment vers ze´ro dans la limite d’interaction faible :
d3
dK¯3
∆E(K)
ǫF
g→0−
6→ 0 sur un voisinage de K¯ = 1 (144)
6.3.3. Prolongement analytique a` une variable e´nergie complexe et e´mergence nume´rique
de la loi d’e´chelle Afin de voir e´merger la loi d’e´chelle (143) lorsqu’on re´duit la force
des interactions, nous avons mis en œuvre nume´riquement le programme heuristique
auto-cohe´rent propose´ par l’e´quation (133). Ceci nous a conduit a` surmonter un obstacle
d’ordre pratique, a` savoir la de´termination du prolongement analytique de Σ¯(2)(K¯, ε) aux
valeurs complexes de ε. Donnons les pistes que nous avons suivies pour sa re´alisation. (i)
Les re´sultats de la section 4 doivent se ge´ne´raliser directement au cas ℑ(−ε) > 0 : puisque
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l’e´quation (16) comporte au de´nominateur l’e´nergie ~ω+i0+, ils correspondent au demi-
plan complexe supe´rieur pour la variable e´nergie z de la re´solvante du Hamiltonien Gˆ(z),
ce qui permet de passer a` des ~ω de partie imaginaire positive dans l’e´quation (20), donc
a` des ε de partie imaginaire ne´gative, sans rencontrer la ligne de coupure de la re´solvante,
donc sans avoir encore a` effectuer de prolongement analytique. (ii) Dans ce cas favorable
ℑ(−ε) > 0, les racines des polynoˆmes P ησ (λ) sont toutes complexes, si bien qu’il faut
utiliser la forme (62) de la fonctionnelle J2[P
η
σ ], et la forme (55) de la fonctionnelle
I[P ησ ](λ), dans laquelle on aura pris soin de remplacer u[P
η
σ (λ)] par ln[−P
η
σ (λ)], compte
tenu de la remarque qui suit l’e´quation (33) et du fait que −P ησ (λ) tend vers l’axe
re´el depuis le demi-plan complexe supe´rieur lorsque ℑ(−ε) → 0+, ou compte tenu du
re´sultat de l’inte´gration de (23) pour ǫ positif non infinite´simal, qui conduit formellement
a` u(x± y − iǫ) = ln(−x∓ y + iǫ) donc a` u(z) = ln(−z). Dans les expressions que nous
venons de citer, rappelons-le, ln et Li2 sont les de´terminations habituelles des fonctions
logarithme et dilogarithme complexes, de lignes de coupure R− et [1,+∞[. (iii) Pour
ve´rifier les deux assertions (i) et (ii) pre´ce´dentes, on peut prendre la limite ℑ(−ε)→ 0+
dans ces ge´ne´ralisations de (55) et (62), dans le cas ou` les racines λc0 du polynoˆme P
η
σ (λ)
ont des limites re´elles λr0. On doit alors retrouver exactement les expressions (54) et
(60). Nous avons ve´rifie´ scrupuleusement que c’est bien le cas, en utilisant la relation
Π[0,λ](y) − Π[0,λ](x) = Y [(λ − x)(λ − y)] − Y [xy] satisfaite par la fonction porte Π[0,λ]
pour tous les re´els x < y, ainsi que la proprie´te´
d
dℑ(−ε)
[P ησ (λ
c
0)] = 0 =⇒
dλc0
dℑ(−ε)
ℑ(−ε)→0+
→
1
P ′(λr0)
(145)
qui permet de savoir si les racines λc0, donc les arguments de ln et de Li2, atteignent
l’axe re´el depuis le demi-plan complexe infe´rieur ou supe´rieur, et conduit a` :
ln(λ− λc0)
ℑ(−ε)→0+
→ ln |λ− λr0| − iπ
P ′(λr0)
|P ′(λr0)|
Y (λ0 − λ) (146)
Li2(
λ
λc0
)
ℑ(−ε)→0+
→ L¯i2(
λ
λr0
) + iπ
P ′(λr0)
|P ′(λr0)|
ln
∣∣∣∣λr0λ
∣∣∣∣ [Y (λ− λr0)− Y (−λr0)] (147)
sachant que signe (λ)Y (λ/λr0 − 1) = Y (λ − λ
r
0) − Y (−λ
r
0) et Li2(x ± i0
+) =
±iπ(ln |x|)Y (x − 1) pour tout re´el x. Dans ces expressions, λ est un nombre re´el
quelconque et le polynoˆme P est la limite du polynoˆme P ησ pour ε re´el. (iv) Pour enfin
prolonger analytiquement les fonctionnelles I[P ] et J [P ], donc l’autoe´nergie Σ¯(2)(K, ε)
du demi-plan ℑ(−ε) > 0 au demi-plan ℑ(−ε) < 0, il suffit de savoir si l’argument Z
de chaque fonction ln et Li2 passe du demi-plan supe´rieur au demi-plan infe´rieur ou
inversement. Dans le premier cas, on de´place la ligne de coupure de ln du demi-axe
re´el ne´gatif au demi-axe imaginaire pur ne´gatif, et celle de Li2 de [1,+∞[ a` 1 + iR
−,
c’est-a`-dire qu’on leur fait subir une rotation d’angle respectivement π/2 et −π/2 :
lnp.a.↓Z=ln3π/2 Z et Li
p.a.↓
2 (Z)=Li2(Z)+lnπZ[lnπ(1−Z)−lnπ/2(1−Z)](148)
ou` la fle`che ↓ rappelle le mouvement de Z dans le plan complexe, et
lnθ Z ≡ ln |Z|+ i argθ Z (149)
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avec la de´termination θ−2π < argθ Z ≤ θ de l’argument du nombre complexe Z. Dans le
cas contraire ou` Z passe du demi-plan infe´rieur au demi-plan supe´rieur, on fait tourner
la ligne de coupure de ln d’un angle −π/2, pour la faire passer au demi-axe imaginaire
pur positif, et on fait tourner celle de Li2 d’un angle π/2, pour la faire passer a` 1+ iR
+ :
lnp.a.↑Z=lnπ/2 Z et Li
p.a.↑
2 (Z)=Li2(Z)+lnπZ[lnπ(1−Z)−ln3π/2(1−Z)](150)
Nous avons mis en œuvre nume´riquement cette proce´dure de prolongement
analytique, en re´solvant l’e´quation auto-cohe´rente (133) par ite´ration et en calculant la
de´rive´e seconde de εe(K¯) par la me´thode du point milieu. Nous montrons le re´sultat sur
la figure 2, pour trois valeurs de ρg/ǫF correspondant a` des interactions de faibles a` tre`s
faibles. Le choix des origines et des unite´s sur les axes pre´suppose une loi d’e´chelle de la
forme (143), vers laquelle les re´sultats nume´riques semblent bien converger. Remarquons
cependant que, meˆme dans cette approche auto-cohe´rente, la de´rive´e seconde de εe(K¯)
pre´sente, en fonction de K¯, des discontinuite´s, qui affectent aussi bien la partie re´elle
que la partie imaginaire, et qui ne disparaissent pas toutes lorsque ρg/ǫF → 0
−. Nous
allons voir que la position et le nombre de ces discontinuite´s, malheureusement, n’ont
gue`re de signification physique puisqu’ils de´pendent de la forme sous laquelle on e´crit
les diffe´rentes fonctions avant de les prolonger analytiquement.
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Figure 2. De´rive´e seconde de l’e´nergie complexe de l’impurete´ [(a) : partie re´elle
translate´e de (9/4) ln[(ρg/ǫF)
2], (b) : partie imaginaire] obtenue par re´solution
nume´rique de l’e´quation auto-cohe´rente (133), pour un rapport de masse r =M/m = 1
et des valeurs de ρg/ǫF e´gales a` −0,15 (e´toiles rouges),−0,1 (signes plus verts) et −0,01
(cercles bleus), la dernie`re valeur ayant en pratique atteint la limite g → 0−. Dans le
syste`me d’unite´s choisi, on voit bien e´merger une loi d’e´chelle de la forme (143). Trait
plein e´pais noir : pre´diction analytique dans la limite g → 0− ; les emplacements des
discontinuite´s correspondantes dans la de´rive´e seconde sont repe´re´s par les pointille´s
verticaux d’abscisses x′saut et xsaut de gauche a` droite, voir l’e´quation (155). Tirete´
fin noir : pre´diction analytique correspondant a` une autre e´criture possible de la
fonction ∂2
K¯
J−β (2) avant son prolongement analytique ; elle diffe`re de la pre´ce´dente
seulement dans l’intervalle entre les deux pointille´s verticaux. Tirete´ e´pais noir : the´orie
perturbative (129) de´duite de la re´fe´rence [36], limite´e a` son domaine de validite´, c’est-
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Pour terminer, montrons comment obtenir analytiquement la limite des re´sultats
de la figure 2 lorsque g → 0−, c’est-a`-dire comment obtenir une expression explicite de
la fonction d’e´chelle correspondante F (x), ou` x = 4(K¯ − 1)/(ρg/ǫF)
2. On prend comme
point de de´part les e´quations (141) et (142), qu’il est le´gitime d’e´tendre directement (sans
prolongement analytique) aux valeurs complexes de ε avec ℑ(−ε) > 0, en conside´rant
formellement que u(z) = ln(−z) sur C, ou` ln est la branche principale du logarithme
complexe, pour obtenir
∂2K¯Σ¯
(2)(K¯, ε)|ℑ(−ε)>0
(K¯,ε)→(1,0)
= −
9
4
{
ln[(
ρg
ǫF
)2] + fx(−ε¯)
}
+Cfond+o(1)(151)
avec ε¯ ≡ ε/(ρg/ǫF)
2, Cfond = (9/20)(7 ln 2− 6 + iπ) et
fx(−ε¯)|ℑ(−ε¯)>0 = ln(x− ε¯)−
ε¯2
x2
ln(1− x/ε¯)−
ε¯
x
(152)
ou` nous avons utilise´ le fait que la fonction x 7→ ln(x− ε¯)− ln(−ε¯)− ln(1−x/ε¯), qui est
C∞ sur R puisque les arguments du logarithme complexe ne peuvent y croiser sa ligne
de coupure R−, est nulle en x = 0 et de de´rive´e partout nulle, donc est identiquement
nulle. Ensuite, il faut prolonger analytiquement la fonction fx(−ε¯) de ℑ(−ε) > 0 a`
ℑ(−ε) < 0, a` K¯ − 1 donc x fixe´, en suivant la proce´dure expose´e autour des e´quations
(148) et (150). L’argument x − ε¯ du premier logarithme franchit l’axe re´el de haut en
bas ; l’argument 1−x/ε¯ du second logarithme franchit l’axe re´el de bas en haut si x > 0,
et de haut en bas si x < 0. On obtient finalement
fp.a.↓x (−ε¯) = ln3π/2(x− ε¯)−
ε¯2
x2
lnπY (−x)+π/2(1− x/ε¯)−
ε¯
x
(153)
La fonction d’e´chelle vaut alors
F (x) = −
9
4
fp.a.↓x (−ε¯
(2)
e (K¯ = 1)) + Cfond (154)
ou` −ε¯
(2)
e (K¯) = (∆E(2)(K¯)− EK − ρg)/[(ρg)
2/ǫF] = Σ¯
(2)(K¯, 0) est la valeur de −ε¯e(K¯)
au second ordre de la the´orie des perturbations, que l’on peut de´duire de l’e´quation
(113) ou de la re´fe´rence [36].
On constate sur la figure 2 que les re´sultats nume´riques auto-cohe´rents convergent
bien vers cette fonction d’e´chelle F (x) lorsque ρg/ǫF → 0
−. Les discontinuite´s observe´es
en fonction de x se produisent lorsque les arguments des logarithmes dans l’e´quation
(153) deviennent imaginaires purs donc franchissent leur ligne de coupure :
xsaut = ℜ[ε¯
(2)
e (K¯ = 1)] et x
′
saut =
1
ℜ[1/ε¯
(2)
e (K¯ = 1)]
(155)
ce qui entraˆıne dans F (x) un saut imaginaire pur en x = xsaut (le premier logarithme
est de pre´facteur re´el) et un saut complexe en x = x′saut (le deuxie`me logarithme est de
pre´facteur complexe). Les valeurs des abscisses (155) sont en fait dans l’ordre de´croissant,
et sont repe´re´es par des pointille´s verticaux sur la figure 2.
Les positions et le nombre de ces discontinuite´s pre´dites, ainsi donc que les valeurs
de la fonction d’e´chelle F (x) entre elles, sont en fait arbitraires. Pour le voir, il suffit de
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choisir pour la fonction fx(−ε¯) une forme diffe´rente mais e´quivalente avant prolongement
analytique. La proprie´te´ e´nonce´e apre`s l’e´quation (152) permet d’e´crire
fx(−ε¯)|ℑ(−ε¯)>0 =
(
1−
ε¯2
x2
)
[ln(x− ε¯)− ln(−ε¯)] + ln(−ε¯)−
ε¯
x
(156)
dont le prolongement analytique aux valeurs ne´gatives de ℑ(−ε¯) suivant les meˆmes
prescriptions (148) et (150) conduit a`
fp.a.↓x (−ε¯)
bis
=
(
1−
ε¯2
x2
)
[ln3π/2(x− ε¯)− ln3π/2(−ε¯)] + ln3π/2(−ε¯)−
ε¯
x
(157)
La fonction d’e´chelle correspondante Fbis(x), repre´sente´e en tirete´ sur la figure 2, diffe`re
de celle de´duite de (153) entre les deux pointille´s verticaux (x′saut < x < xsaut) ; elle
pre´sente une discontinuite´ complexe (au lieu d’imaginaire pure) en x = xsaut, et ne
pre´sente plus de discontinuite´ en x = x′saut.
Peut-on faire disparaˆıtre la discontinuite´ restante, du moins sur la partie re´elle de
F (x) ? En venant de x = −∞, on de´marre dans un feuillet gauche de la fonction (157),
que l’on peut suivre continuˆment jusqu’a` x = +∞ en faisant passer l’angle de la ligne
de coupure de 3π/2 a` 2π. De meˆme, en commenc¸ant en x = +∞, on peut suivre un
feuillet droit de la meˆme fonction (157) jusqu’a` x = −∞, en faisant pivoter la ligne
de coupure de 3π/2 a` π. Comme ln2π(x − ε¯) = 2iπ + lnπ(x − ε¯) pour tout x ∈ R et
tout complexe −ε¯ de partie imaginaire ne´gative, les de´terminations de fp.a.↓x (−ε¯) dans
les deux feuillets diffe`rent de la quantite´ 2iπ[1− (ε¯/x)2] qui, ni nulle ni imaginaire pure,
rend une discontinuite´ ine´vitable.
En de´finitive, nous ne savons pas comment de´terminer la vraie valeur physique de la
fonction d’e´chelle F (x), meˆme dans le cadre apparemment innocent de l’approximation
auto-cohe´rente (132), du moins pour |x| . 1, c’est-a`-dire 4|K¯ − 1| . (ρg/ǫF)
2.
6.4. Re´gularite´ de d
2
dK2
∆E(2)(K) a` tempe´rature non nulle
Les singularite´s des de´rive´es de l’e´nergie complexe ∆E(2)(K) de l’impurete´ a` l’ordre
deux en kFa re´sultent de l’existence d’une surface de Fermi et devraient donc disparaˆıtre
a` tempe´rature non nulle, ce que nous ve´rifions ici nume´riquement. En commenc¸ant le
calcul perturbatif de l’e´nergie complexe avec une impurete´ de vecteur d’onde K et un
gaz parfait de fermions dans un e´tat de Fock quelconque, puis en moyennant le re´sultat
sur l’ensemble grand canonique de tempe´rature T et potentiel chimique µF pour les
fermions, on obtient
∆E
(2)
T (K) = g
2
∫
R3
d3q
(2π)3
∫
R3
d3k
(2π)3
[
2µ
~2k2
−
1− n¯(k)
Fk,q(K, EK/~)
]
n¯(q) (158)
ou` les fonctions de Heaviside du re´sultat a` tempe´rature nulle ont ce´de´ la place aux
fonctions de distribution de Fermi,
n¯(k) =
1
eβ(ǫk−µF) + 1
(159)
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Dans le re´gime fortement de´ge´ne´re´ kBT ≪ µF, µF diffe`re peu de l’e´nergie de Fermi
ǫF = kBTF et la fonction de distribution de Fermi acquiert une largeur en nombre
d’onde
δktyp =
T
TF
kF (160)
comme le montre la line´arisation en k de la relation de dispersion ǫk = ~
2k2/(2m)
autour de k = kF. Aussi la divergence de la de´rive´e seconde de ∆E
(2)(K), dans le cas
d’e´galite´ des masses m = M , devrait-elle s’interrompre a` une distance |K¯ − 1| ≈ T/TF
de K¯ = 1. Ce que nous confirmons, au moins dans un re´gime de basse tempe´rature
encore re´aliste expe´rimentalement, par inte´gration nume´rique de l’e´quation (158), voir
la figure 3 re´alise´e a` densite´ fixe´e ρ =
∫
R3
d3k
(2π)3
n¯(k) par ajustement du potentiel chimique.
On en de´duit aussi que la loi d’e´chelle pre´dite en sous-section 6.3.2 sur la de´rive´e
seconde de ∆E(2)(K) a` tempe´rature nulle, et qui conduisait a` une largeur en K de
l’ordre de (ρg/ǫF)
2kF, devrait eˆtre observable a` tempe´rature T non nulle pourvu que
T
TF
≪
(
ρg
ǫF
)2
(161)
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Figure 3. Partie re´elle de la de´rive´e seconde par rapport a` K du terme d’ordre deux
en kFa de l’e´nergie complexe d’une impurete´ de vecteur d’onde initial K dans un gaz
parfait de fermions de tempe´rature T et d’e´nergie de Fermi ǫF = kBTF = ~
2k2F/(2m),
en fonction de K¯ = K/kF, pour un rapport de masse r = M/m = 1. Les re´sultats
a` tempe´rature non nulle sont issus d’un calcul nume´rique de l’inte´grale (158), pour
T/TF = 0,1 (e´toiles rouges), T/TF = 0,05 (signes plus verts) et T/TF = 0,025 (cercles
bleus). Le re´sultat a` T = 0 a e´te´ obtenu analytiquement [36]. A` 0 < T ≪ TF, l’e´chelle
de nombre d’onde a` laquelle la divergence du re´sultat a` tempe´rature nulle s’interrompt
est donne´e par la diffe´rence des abscisses des points de croisement des courbes a` T > 0
(symboles discrets) avec la courbe a` T = 0 (tirete´) ; elle varie line´airement en T/TF.
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6.5. Les moments de l’impulsion de la paire particule-trou e´mise par l’impurete´,
d’apre`s la re`gle d’or de Fermi. Application au taux d’amortissement et au coefficient
de diffusion de l’impulsion de l’impurete´
Nous supposons dans cette partie que l’impurete´ est pre´pare´e a` l’instant t =
0 dans l’e´tat de vecteur d’onde K bien de´fini, en pre´sence de la mer de Fermi
non perturbe´e. Cet e´tat initial du syste`me est directement couple´, par le potentiel
d’interaction Vˆ entre impurete´ et fermions, aux e´tats excite´s fermioniques a` une paire
particule-trou, l’impurete´ encaissant alors le changement d’impulsion correspondant.
Nous souhaitons de´crire l’e´volution du syste`me qui en re´sulte aux temps courts, dans le
re´gime d’interaction faible.
A` la limite thermodynamique, l’e´tat initial est un e´tat discret |i〉, et les e´tats finals
|f〉 a` une paire particule-trou font partie d’un continuum. La re`gle d’or de Fermi donne
alors le taux d’e´mission d’une paire particule-trou par l’impurete´, au second ordre inclus
en la constante de couplage g. Ici, le taux de transition e´le´mentaire de |i〉 vers |f〉 s’e´crit
simplement δΓif = (2πg
2/~)δ(Ef−Ei), ou` Ei/f est l’e´nergie cine´tique totale de l’impurete´
et des fermions, dans l’e´tat initial ou final.
Avec les techniques de calcul de´veloppe´es dans cet article, on a alors facilement
acce`s a` tous les moments du vecteur d’onde k− q de la paire particule-trou e´mise, tels
que les pre´dit la re`gle d’or de Fermi donc a` l’ordre ze´ro en g :
〈(k−q)n〉(0) =
2πg2
~Γ
(2)
0 (K)
∫
q<kF<k
d3qd3k
(2π)6
(k−q)nδ(EK−k+q+ǫk−ǫq−EK)(162)
ou` la puissance entie`re kn d’un vecteur k est le vecteur k||k||n−1 pour n impair, et le
scalaire ||k||n pour n pair :
kn ≡ k||k||n−1 (n impair), kn ≡ ||k||n (n pair) (163)
Le taux total de de´part Γ0(K), ici e´crit a` l’ordre deux en g, est simplement le taux total
d’e´mission d’une paire a` cet ordre, et est de´ja` donne´ par (112)-(113). Par conservation de
l’impulsion totale, ceci donne e´galement acce`s aux moments du changement d’impulsion
δK = Kfin −K subi par l’impurete´, a` l’ordre ze´ro en g, ce que nous exploiterons dans
la sous-section 6.5.3 :
〈(δK)n〉(0) = (−1)n〈(k− q)n〉(0) (164)
Avant de proce´der au calcul de ces moments, effectuons une mise en garde dans
la limite d’une interaction de porte´e nulle. On a en effet pris une telle limite dans
l’e´quation (162), b → 0 dans le mode`le sur re´seau. Mais la distribution en impulsion
de l’impurete´ en interaction avec les fermions pre´sente alors une queue asymptotique
en C/K4 aux grands nombres d’onde K, si bien que son e´nergie cine´tique moyenne
doit diverger [50, 51, 52, 53, 48], ainsi que les moments de δK et de k − q d’ordre
n > 1, physiquement ici a` cause des processus de transition non re´sonnants ne´glige´s
par la re`gle d’or de Fermi mais qu’il est facile de prendre en compte par calcul de
l’ope´rateur d’e´volution au premier ordre en g. Aussi l’expression (162), que l’on peut
prendre comme une donne´e mathe´matiquement inte´ressante en soi et qui apparaˆıt dans
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les mode`les d’e´quations cine´tiques comme celui de la re´fe´rence [47], n’a-t-elle, pour une
interaction de porte´e nulle, un sens physique clair que pour n = 0 et n = 1.
Cependant, l’expression (162) est le´gitime dans le cadre de notre traitement
perturbatif de l’interaction sur re´seau, qui fait tendre la constante de couplage g vers ze´ro
a` porte´e de l’interaction (au pas du re´seau) b fixe´e : au contraire du re´gime expe´rimental
habituel pour les atomes froids, la diffusion impurete´-fermion a` e´nergie nulle est suppose´e
eˆtre fortement non re´sonnante, avec une longueur de diffusion a bien plus petite que b en
valeur absolue, voir les e´quations (8) et (13). Comme la constante C est proportionnelle
a` la de´rive´e de l’e´nergie totale par rapport a` 1/a, non seulement pour une interaction
de porte´e nulle [50, 51] mais aussi dans le mode`le sur re´seau [53, 48] ici de`s que kFb≪ 1
et Kb ≪ 1, et comme la correction dominante a` l’e´nergie du gaz parfait est ici celle
de champ moyen ρg, on trouve que C = O(ρa2) et que la contribution du terme en
C/K4 aux moments d’ordre n ≥ 2 du vecteur d’onde de l’impurete´ est O(ρa2/bn−1),
compte tenu de la restriction des vecteurs d’onde a` la premie`re zone de Brillouin. Cette
contribution, effectivement divergente si b → 0 a` a fixe´, est en re´alite´ du second ordre
en g, et bien ne´gligeable dans les expressions (162) et (164) d’ordre ze´ro en g.
6.5.1. Cas des moments d’ordre n pair Nous pouvons re´utiliser directement les calculs
de la sous-section 3.2, avec la simplification notable que ~ω = EK dans l’e´quation (17),
donc que ε = 0 dans l’e´quation (20). De plus, seule la partie imaginaire du re´sultat
importe, ℑ[1/Fk,q(K, EK)] donnant bien π fois le delta de Dirac de conservation de
l’e´nergie cine´tique de la re`gle d’or de Fermi. Ce qui nous conduit rapidement a`
〈(k− q)n〉(0)
n pair
=
knF(ρg)
2
ǫF~Γ
(2)
0 (K)
9r
4K¯
∫ +∞
0
dλ λnℑ[ψ+(λ)− ψ−(λ)] (165)
ou` K¯ est le nombre d’onde initial de l’impurete´ adimensionne´ par kF, et ψ
±(λ) est donne´
par (34) ou (35) suivant que λ est infe´rieur ou supe´rieur a` 2. Comme dans la sous-section
4.1, on e´crit l’inte´grale sur [2,+∞[ comme la diffe´rence des inte´grales sur [0,+∞[ et [0, 2]
du meˆme inte´grande. Puisque tous les polynoˆmes P ησ (λ) s’annulent maintenant en ze´ro,
il est avantageux d’introduire les polynoˆmes re´duits pησ(λ) ≡ P
η
σ (λ)/λ :
pηα(λ) = (1 + r)λ+ 2(r + ηK¯), p
η
β(λ) = (1− r)λ+ 2(r + ηK¯) (166)
pηγ(λ) = λ+ 2ηK¯, p
η
δ(λ) = (1 + r)λ+ 2(−r + ηK¯) (167)
tous de degre´ un, a` racine re´elle λ
(ησ)
0 , pour σ ∈ {α, β, γ, δ} et η = ±. Les expressions
(34) et (35) font apparaˆıtre les fonctions ℑu[s](X) = πY (X)Xs/s!, s = 2 ou s = 3,
e´value´es en les valeurs des polynoˆmes P ησ (λ). Puisque λ > 0, on peut y remplacer
Y [P ησ (λ)] par Y [p
η
σ(λ)] ; quant aux puissances des P
η
σ (λ), elles font sortir des facteurs
λs, qui nous ame`nent directement, sans inte´grer par parties, a` une fonctionnelle de type∫ λ
0
dtQ(t)Y [p(t)], ou` Q(t) est un polynoˆme quelconque et p(t) est un polynoˆme de degre´
un a` coefficients re´els. En e´crivant p(t) = at+ b, de racine λ0 = −b/a, on peut simplifier
la partie imaginaire de la relation (54) en∫ λ
0
dtQ(t)Y (at+ b) = [Q[1](λ)−Q[1](− b
a
)]Y (aλ+ b)+Q[1](− b
a
)Y (b)(168)
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En pratique, p(t) vaut l’un des polynoˆmes re´duits pησ(λ), et Q(t) est le polynoˆme
auxiliaire correspondant, donne´ par
Qησ(λ) =
λn+1
48r3
[pησ(λ)]
2[pησ(λ)− 6r] ∀σ ∈ {α, β},
Qηγ(λ) =
λn+2
8r2
[pηγ(λ)]
2, Qηδ(λ) = −Q
−η
α (−λ) (169)
La dernie`re identite´ re´sulte de la proprie´te´ de dualite´ pηδ(λ) = −p
−η
α (−λ) ; par simple
inte´gration sur λ, elle conduit a` la relation Q
η[1]
δ (λ) = Q
−η[1]
α (−λ), qui permet, dans
la suite du calcul, d’e´liminer les contributions en Y (−r ± K¯) graˆce a` la relation
Y (−r ± K¯) = 1 − Y (r ∓ K¯) sans qu’il y ait de reste. La structure du re´sultat final
est donc celle de la partie imaginaire de l’e´quation (113), pure combinaison de fonctions
de Heaviside sans reste puisque la quantite´ C(K) dans (113) est re´elle :
〈(k− q)n〉(0)
n pair
=
knF(ρg)
2
ǫF~Γ
(2)
0 (K)
9πr
4K¯
∑
s=0,r,1
∑
η=±
Y (s+ ηK¯)Dηs (K¯) (170)
ou` les pre´facteurs Dηs (K¯) des fonctions de Heaviside sont donne´s par
Dη0(K¯) = ηQ
η[1]
γ (λ
(ηγ)
0 ), D
η
1(K¯) =
∑
σ=β,γ,δ
η[Qη[1]σ (2)−Q
η[1]
σ (λ
(ησ)
0 )],
Dηr (K¯) = η[Q
η[1]
β (λ
(ηβ)
0 )−Q
−η[1]
δ (λ
(−ηδ)
0 )] (171)
Les primitives nulles en ze´ro Q
η[1]
σ (λ) des polynoˆmes Qησ(λ) sont bien suˆr calculables,
mais nous donnerons un re´sultat explicite seulement pour la contribution de s = 0, a`
cause de son extreˆme simplicite´, et parce qu’elle de´termine a` elle seule le re´sultat aux
faibles valeurs de K¯, voir plus bas. Pour terminer, signalons la relation
D−s (K¯) = −D
+
s (−K¯) ∀K¯, (172)
due au fait que ψ−(λ) se de´duit de ψ+(λ) dans l’e´quation (165) par changement de K¯ en
−K¯, et notons l’existence, sur les pre´facteurs, d’une re`gle de somme similaire a` l’e´quation
(115), conse´quence directe d’une re`gle de somme sur les polynoˆmes auxiliaires :∑
η=±
∑
σ=β,γ,δ
ηQησ(λ) = 0 ∀λ donc
∑
s=0,r,1
∑
η=±
Dηs (K¯) = 0 ∀K¯ (173)
Ceci fait que la somme sur η et s dans l’e´quation (170) vaut simplement −D−s (K¯) lorsque
0 < K¯ < min(1, r), auquel cas, compte tenu des e´quations (112), (113), (114) :
〈(k− q)n〉(0)
n pair
=
60(2K)n
(n+ 3)(n+ 4)(n+ 5)
(174)
6.5.2. Cas des moments d’ordre n impair Les moments d’ordre impair sont des
vecteurs, invariants par rotation d’axe Kˆ ≡ K/K la direction de K, ils sont donc
porte´s par cette meˆme direction. L’astuce de moyennage sur Kˆ doit maintenant eˆtre
applique´e a` la quantite´ scalaire Kˆ · 〈(k− q)n〉(0), ce qui revient a` ajouter un facteur w
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dans l’inte´grande de l’e´quation (23) et un facteur x/y dans la partie imaginaire de (24),
les variables x et y e´tant celles de (25), et ce qui conduit finalement a` l’inte´grale simple
〈(k−q)n〉(0)
n impair
= Kˆ
knF(ρg)
2
ǫF~Γ
(2)
0 (K)
9πr
8K¯2
∫ +∞
0
dλ λn−1[ψ˜+(λ)− ψ˜−(λ)](175)
avec, pour η = ±,
ψ˜η(λ) ≡
∫ 1
max(1−λ,0)
q¯dq¯
∫ λ+q¯
max(λ−q¯,1)
k¯dk¯ xY (x+ 2ηK¯λ) (176)
Cette inte´grale double est de la meˆme forme que (30) avec ε = 0, si ce n’est que la
fonction u(X) de (32) doit y eˆtre remplace´e par u˜ηλ(X) = (X−2ηK¯λ)Y (X), qui de´pend
parame´triquement de λ et de η. Or la proce´dure de calcul expose´e apre`s (33) s’applique
a` une fonction u(X) ge´ne´rique. La valeur explicite de ψ˜η(λ) se de´duit donc directement
des expressions (34) et (35) par remplacement de u par u˜, et les primitives d’ordre s qui
y apparaissent valent simplement
u˜
η[s]
λ (X) = Y
[s+1](X)− 2ηK¯λY [s](X), avec Y [s](X) =
Xs
s!
Y (X) (177)
Le reste suit, comme dans le cas des moments d’ordre pair, avec les meˆmes polynoˆmes
re´duits (166,167), avec d’autres expressions pour leurs polynoˆmes auxiliaires :
Qησ(λ) =
λn+1
192r3
[pησ(λ)]
2
{
[pησ(λ)]
2 − 4pησ(0)p
η
σ(λ) + 48ηrK¯
}
∀σ ∈ {α, β},
Qηγ(λ) =
λn+2
24r2
[pηγ(λ)]
2[pηγ(λ)− 6ηK¯], Q
η
δ(λ) = −Q
−η
α (−λ) (178)
mais avec les meˆmes relations de dualite´, en particulier Q
η[1]
δ (λ) = Q
−η[1]
α (−λ), ce qui
conduit a` un re´sultat de meˆme forme que (170) au facteur vectoriel Kˆ/(2K¯) pre`s :
〈(k− q)n〉(0)
n impair
= Kˆ
knF(ρg)
2
ǫF~Γ
(2)
0 (K)
9πr
8K¯2
∑
s=0,r,1
∑
η=±
Y (s+ ηK¯)Dηs (K¯) (179)
ou` les pre´facteurs Dηs (K¯) des fonctions de Heaviside sont toujours donne´s par les
expressions (171), e´crites cette fois pour les polynoˆmes auxiliaires (178). Comme dans le
cas n pair, on a la relation (172), puisque ψ˜−(λ) se de´duit de ψ˜+(λ) dans l’e´quation (175)
par changement de K¯ en −K¯, et on a aussi la chaˆıne de re`gles de somme (173), comme le
montre un calcul explicite sur les polynoˆmes auxiliaires (178). Pour 0 < K¯ < min(1, r),
on a donc l’e´quivalent du re´sultat (174), avec un facteur diffe´rent au de´nominateur :
〈(k− q)n〉(0)
n impair
=
60(2K)nKˆ
(n+ 3)(n+ 4)(n+ 6)
(180)
6.5.3. Taux d’amortissement et coefficient de diffusion de l’impulsion de l’impurete´ Par
conservation de l’impulsion totale, voir l’e´quation (164), et par application de la re`gle
d’or de Fermi, on peut de´duire des moments (162) de l’impulsion de la paire particule-
trou rayonne´ le taux initial de variation des moments de l’impulsion P de l’impurete´
autour de sa valeur initiale ~K :
d
dt
〈(P− ~K)n〉(t = 0)
g→0−
= (−~)nΓ
(2)
0 (K)〈(k− q)
n〉(0) +O(g3) (181)
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ou` la puissance entie`re d’un vecteur est prise au sens de (163). Deux valeurs de nme´ritent
de plus amples de´veloppements. Le cas n = 1 correspond au taux d’amortissement initial
de l’impulsion moyenne de l’impurete´,
d
dt
〈P〉(t = 0) ≡ −ΓP (K)〈P〉(t = 0) (182)
qui a e´te´ e´tudie´ dans la re´fe´rence [35] avec la the´orie des liquides de Fermi, exacte
pour une constante de couplage g quelconque mais a` K¯ arbitrairement faible. Ici,
nous obtenons une pre´diction comple´mentaire, exacte a` K¯ quelconque mais pour une
constante de couplage arbitrairement faible : a` l’ordre deux en g,
Γ
(2)
P (K) = Γ
(2)
0 (K)Kˆ · 〈(k− q)〉
(0)/K (183)
ou` l’on rappelle que Kˆ ≡ K/K. Comme son expression explicite est d’une
longueur raisonnable, nous la donnons apre`s l’habituel adimensionnement Γ¯
(2)
P (K¯) ≡
~Γ
(2)
P (K)ǫF/(ρg)
2 et avec la pre´sentation adopte´e dans la re´fe´rence [36], c’est-a`-dire en
distinguant (i) la re´gion des petits nombres d’onde 0 < K¯ < min(1, r), sur laquelle
Γ¯
(2)
P (K¯) =
9πK¯4
35r
, (184)
(ii) la re´gion des nombres d’onde interme´diaires pour une impurete´ plus le´ge`re qu’un
fermion, r < K¯ < 1, ou`
Γ¯
(2)
P (K¯) =
3πr
35(r2 − 1)3
[(3r4 − 9r2 + 10)K¯4 − 14(r2 + 3)K¯2
+35r(r2 + 3)K¯ − 35r2(r2 + 3) + 14r3(r2 + 3)K¯−1 − r5(r2 + 3)K¯−3], (185)
(iii) la re´gion interme´diaire pour une impurete´ plus lourde au contraire, 1 < K¯ < r, ou`
Γ¯
(2)
P (K¯) =
3πr
35(r2 − 1)3
[−(1 + 3r−2)K¯4 + 14(3 + r2)K¯2 − 35(1 + 3r2)K¯
+35r2(3 + r2)− 14r2(1 + 3r2)K¯−1 + (3− 9r2 + 10r4)K¯−3] (186)
et (iv) la re´gion des grands nombres d’onde, max(1, r) < K¯, sur laquelle
Γ¯
(2)
P (K¯) =
3πr
35(1 + r)3
[35K¯+14r2K¯−1− (r4+3r3+9r2+9r+3)K¯−3](187)
La pre´diction de la re´fe´rence [35] pour ΓP (K), issue de la the´orie des liquides de Fermi,
est bien un e´quivalent de notre re´sultat a` K¯ → 0 lorsqu’on la spe´cialise a` la limite
d’interaction faible, ce qui revient a` y remplacer la masse effective m∗↓ de l’impurete´ par
sa masse nue M et la constante de couplage effective du monome´ron par sa valeur a`
l’ordre un en g, γ(1) = mkFa/(πµ).
Le cas n = 2 correspond au coefficient de diffusion en impulsion initial de l’impurete´,
c’est-a`-dire a` la de´rive´e de la variance de son impulsion :
d
dt
[〈P2〉 − 〈P〉2](t = 0) ≡ 2DP (K) (188)
dont nous obtenons ici la valeur a` l’ordre dominant, c’est-a`-dire au second ordre en g :
2D
(2)
P (K) = ~
2Γ
(2)
0 (K)〈(k− q)
2〉(0) (189)
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Pour abre´ger, nous en donnons la valeur explicite seulement pour 0 < K¯ < min(1, r),
de´duite des e´quations (116) et (174) :
2D
(2)
P (K) =
(ρg)2
~ǫF
(~kF)
212πK¯
6
35r
(190)
Ce coefficient de diffusion est en fait la trace du tenseur de diffusion en impulsion,
anisotrope a` K 6= 0 et que l’on pourrait calculer a` l’ordre g2 avec les techniques de cet
article. De ΓP et DP on peut de´duire le taux d’amortissement de l’e´nergie cine´tique de
l’impurete´. Il est bon de rappeler la mise en garde qui suit l’e´quation (162) : au contraire
de ΓP (K), le sens du coefficient DP (K) reste a` pre´ciser pour une interaction de porte´e
nulle, si l’on va au-dela` des mode`les d’e´quations cine´tiques du type [47] pour de´crire
l’e´volution de l’impurete´ couple´e aux fermions.
7. Conclusion
Le proble`me conside´re´ ici d’une impurete´ interagissant avec un gaz parfait de
fermions polarise´s (a` tempe´rature nulle) appartient a` la classe ge´ne´rale des proble`mes
polaroniques. Il illustre avec beaute´ et simplicite´ le fait tre`s ge´ne´ral qu’une particule, sous
l’effet d’un couplage a` un syste`me de spectre continu (a` la limite thermodynamique),
donne naissance a` une quasi-particule, avec une e´nergie au repos, une masse, une relation
de dispersion, etc, diffe´rentes de celles de la particule nue. Il be´ne´ficie d’un regain
d’inte´reˆt graˆce aux expe´riences sur les atomes froids, qui mettent en jeu un me´lange
de deux espe`ces ou deux e´tats de spin d’une meˆme espe`ce fermionique.
Ce proble`me avait e´te´ e´tudie´ surtout a` impulsion totale nulle, c’est-a`-dire pour une
impurete´ immobile avant couplage a` la mer de Fermi. La motivation physique principale
e´tait en effet de de´terminer l’e´nergie au repos et la masse effective de la quasi-particule, ce
qui permet d’estimer l’e´quation d’e´tat du “liquide” de Fermi constitue´ d’une densite´ non
nulle d’impurete´s, et donc le rapport critique de potentiel chimique entre impurete´s et
fermions en dessous duquel ce liquide de Fermi est plus favorable que la phase superfluide
apparie´e [10, 11]. Dans ce cas, l’approche variationnelle des re´fe´rences [10, 31, 33] reste
quantitativement correcte dans le re´gime d’interaction forte, ce qui permet d’aller au-
dela` de l’e´tude perturbative de la re´fe´rence [5].
Le cas d’une impurete´ en mouvement est plus subtil. La quasi-particule acquiert une
dure´e de vie finie dans son sous-espace d’impulsion conside´re´ puisqu’elle peut se freiner
en rayonnant des paires particule-trou dans la mer de Fermi [4, 35], ce dont l’approche
variationnelle ne rend pas compte sur un voisinage de l’impulsion nulle [36]. Aussi nous
sommes-nous rabattus sur le re´gime d’interaction faible, en un calcul des perturbations
au second ordre inclus en la constante de couplage g. A` contre-courant de certaines ide´es
rec¸ues, nous pensons d’ailleurs que ce re´gime est fort inte´ressant : des pre´dictions non
syste´matiques peuvent y conduire a` des lois d’e´chelle fort diffe´rentes, voir par exemple
[53], alors que le re´gime d’interaction forte (la limite unitaire) est souvent l’objet de
de´bats plus arides sur les purs nombres que sont les valeurs des observables, et dont
l’arbitrage ne´cessite alors l’artillerie lourde des simulations de Monte-Carlo quantique.
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Passons maintenant en revue quelques re´sultats saillants de ce long article.
De manie`re peut-eˆtre inattendue, la fonction e´nergie propre Σ(K, ω) de l’impurete´,
lorsqu’on se limite au second ordre inclus en g, peut eˆtre exprime´e de manie`re totalement
explicite, c’est-a`-dire que l’inte´grale sextuple sur les impulsions de la paire particule-trou
virtuellement cre´e´e de´finissant la contribution d’ordre deux Σ(2)(K, ω) est calculable
exactement, voir les e´quations (79) et (80). Ceci permet alors de de´montrer que
Σ(2)(K, ω) n’est pas une fonction inde´finiment diffe´rentiable de K et de ω, ce qui
est un souvenir de la discontinuite´ de la distribution en vecteur d’onde des fermions
n(k) a` la surface de Fermi k = kF. Nous trouvons en ge´ne´ral que les premie`res
singularite´s apparaissent dans la diffe´rentielle troisie`me de Σ(2)(K, ω), et que le lieu de
ces singularite´s dans le plan (K, ε = (EK−~ω)/ǫF) a une origine mathe´matiquement bien
identifie´e, voir la figure 1 : soit les polynoˆmes apparaissant dans l’expression explicite
(79,80) y ont une racine double, auquel cas les singularite´s sont porte´es par des paraboles
et sont donne´es par les e´quations (92), (93), (94) ; soit ces polynoˆmes y ont une racine
e´gale a` ze´ro ou a` deux, auquel cas les singularite´s sont porte´es par des droites et sont
donne´es par l’e´quation (101) ou par l’e´quation (109). Il est possible cependant de faire
apparaˆıtre des singularite´s de´ja` dans la diffe´rentielle seconde de Σ(2)(K, ω), en particulier
en K = kF pour une impurete´ et des fermions de meˆme masse m, voir les e´quations
(135), (136), (137).
Nous nous sommes ensuite concentre´s sur une quantite´ physique directement
accessible par spectroscopie de radio-fre´quence dans une expe´rience d’atomes froids,
a` savoir l’e´nergie complexe ∆E(K) de l’impurete´ de vecteur d’onde K, en principe
de´ductible de la fonction e´nergie propre Σ(K, ω) par prolongement analytique en ω au
demi-plan complexe infe´rieur puis re´solution de l’e´quation implicite (110). A` l’ordre
deux en g, les singularite´s des de´rive´es de la fonction e´nergie propre se retrouvent
imme´diatement dans celles de l’e´nergie complexe par rapport a` K, qui apparaissent de´ja`
dans la re´fe´rence [36] ; a` cet ordre, on trouve pour des masses e´gales que ∂2K∆E
(2)(K)
tend logarithmiquement vers +∞ en K = kF, ce qui re´ve`le une insuffisance de
l’approche perturbative. Afin de de´terminer le comportement re´el de ∂2K∆E(K) au
voisinage de K = kF, pour g proche de ze´ro mais non nul, en tirant parti de notre
expression analytique de Σ(2)(K, ω), nous avons effectue´ une approximation auto-
cohe´rente de l’e´quation implicite sur ∆E(K), en traitant le de´placement de champ
moyen a` tous les ordres en g mais en remplac¸ant la fonction e´nergie propre par son
de´veloppement jusqu’a` l’ordre g2 seulement, voir les e´quations (132) et (133), e´crites
pour des masses e´gales. La loi d’e´chelle (143) qui en re´sulte dans la limite g → 0−
conduit a` ∂2K [∆E(K)− ~
2K2/(2m)] ∝ −g2 ln g2 en K = kF, parce que la divergence en
− ln |K − kF| constate´e sur ∂
2
K∆E
(2)(K) dans la the´orie perturbative, est interrompue
dans la the´orie auto-cohe´rence a` une distance de K = kF proportionnelle a` g
2. Ceci
vaut a` tempe´rature nulle, ou du moins a` une tempe´rature suffisamment basse au sens
de l’e´quation (161). Une autre pre´diction inte´ressante (144) de la loi d’e´chelle (143) est
que la de´rive´e troisie`me ∂3K∆E(K) autour de kF ne tend pas vers ze´ro uniforme´ment
en K, lorsque g → 0−. Enfin, bien que nous la repre´sentions sur la figure 2, la fonction
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F (x) apparaissant dans la loi d’e´chelle (143) n’est pas de´termine´e de fac¸on totalement
pre´dictive par notre approximation auto-cohe´rente, car le prolongement analytique de
Σ(2)(K, ω) aux valeurs de ω de partie imaginaire ne´gative est entache´ d’un certain
arbitraire, voir la fin de la sous-section 6.3.3 ; notre e´tude est donc pionnie`re mais pas
de´finitive.
Nous avons termine´ par une application physiquement assez e´loigne´e de la ligne
directrice pre´ce´dente, mais directement issue des techniques de calcul d’inte´grales ayant
conduit a` (80) : le calcul de tous les moments (174) et (180) de l’impulsion de la paire
particule-trou e´mise par l’impurete´ en mouvement dans la mer de Fermi, d’apre`s la
re`gle d’or de Fermi donc a` l’ordre ze´ro en g. Ceci donne acce`s au taux d’amortissement
de l’impulsion moyenne de l’impurete´, pour une impulsion initiale quelconque mais au
second ordre en g, voir les e´quations (184,185,186,187), ce qui est comple´mentaire de
la the´orie des liquides de Fermi, non perturbative en g mais limite´e aux impulsions
infinite´simales [35]. Ceci donne e´galement acce`s au coefficient de diffusion en impulsion
de l’impurete´, au second ordre en g, que nous e´crivons de manie`re totalement explicite
seulement a` basse impulsion pour abre´ger, voir l’e´quation (190). Ces moments sont
bien entendu mesurables dans une expe´rience d’atomes froids, pour peu que l’on sache
pre´parer l’impurete´ dans un paquet d’ondes quasi-monochromatique, par exemple par
acce´le´ration d’un condensat de Bose-Einstein ; il reste alors a` mettre ce paquet d’ondes
en contact avec un gaz de fermions polarise´ puis a` en mesurer la distribution en impulsion
par temps de vol [54, 55]. Notons pour terminer que parler de second moment, ou de ceux
d’ordre supe´rieur, soule`ve le paradoxe suivant, que nous re´solvons au de´but de la sous-
section 6.5 dans le re´gime d’interaction faible mais pas dans le re´gime d’interaction
quelconque de la re´fe´rence [47] : comme l’impurete´ interagit avec les fermions, sa
distribution en vecteur d’onde devrait comporter une queue asymptotique en 1/K4
[50, 51, 52, 53, 48], qui devrait faire diverger la variance de K et enlever tout sens a` la
notion de diffusion en impulsion.
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