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Abstract: Attitude control of operational satellites is still predominantly performed by standard 
controllers such as Proportional plus Derivative (PD) control laws, which are still preferred for 
implementation to the computationally intensive nonlinear optimal control techniques, representing 
higher implementation complexity. In this paper, an inverse optimal control approach based on phase 
space geometry is presented, which is easy to implement and free from numerical and computational 
issues. The optimal control objective is to minimize a norm of the control torque subject to a rapidity 
constraint on the convergence rate of a Lyapunov function, under the effect of a benchmark controller. 
The proposed optimization method is shown to significantly enhance the torque-rapidity trade-off 
compared to the benchmark controller, chosen to be a PD law then a sliding mode controller. The inverse 
optimal control scheme is implemented on an air bearing table experimental platform. 
Keywords: optimal, attitude control, geometric, minimum norm, Lyapunov, air bearing table. 
 
1. INTRODUCTION 
Despite the acknowledged superiority of optimal control, attitude control of operational satellites is still predominantly based 
on standard control laws, such as PD controllers, which are simpler to implement and present low implementation risk for a 
space mission. These PD type feedbacks are usually implemented using the quaternion parameterization of attitude kinematics, 
which is attractive for being singularity free. Wie and Barba (1984) have mathematically proven stability for three variants of 
PD type quaternion feedback and demonstrated the possibility of large spacecraft maneuvers. A more general quaternion 
feedback controller based on the approach of angular velocity shaping, for which PD feedback can be viewed as a special case, 
was then proposed by Wie and Lu (1994). These results were extended by Fragopoulos and Innocenti (2004) who proposed 
adding discontinuity to the control laws to enhance the rate of convergence, not in an optimal way. Nowadays, the attitude 
  
     
 
control software of small satellites generally includes a simple PD quaternion feedback controller proposed in Bong Wie’s first 
paper with Peter Barba (1984).  
The aforementioned quaternion feedback controllers are known not to be optimal. However, the implementation complexity of 
nonlinear optimal control by numerical techniques hinders their practical implementation for satellite attitude control. These 
techniques require solving partial differential equations, which are either too complex to solve with satellite onboard 
computational resources, as in the case of the locally stabilizing Euler-Lagrange approach from calculus of variations, or are 
intractable as in the case of the global Hamilton-Jacobi-Bellman (HJB) approach from dynamic programming. Therefore, 
despite the advances in optimal control theory, the implementation of optimal control to satellite attitude control has remained 
limited to special cases, such as eigenaxis minimum time attitude maneuvers (Steyn (1995)), or minimum energy spacecraft 
detumbling. The more general objective of minimizing a nonlinear cost functional with a penalty on the states and the control 
inputs remains a practical challenge for satellite missions due to implementation complexity and the low risk approach of the 
space industry. 
Inverse optimal control theory circumvents the task of numerically solving the partial differential equations of a nonlinear 
optimal control problem. The idea of inverse optimality originated from Kalman (1964), who analyzed an inverse LQR (Linear 
Quadratic Regulator) problem. A more complete analysis of the inverse optimal LQR problem was later given by Moilan and 
Anderson (1973). More recently, the theory of inverse optimality has been generalized by Freeman and Kokotovic to the 
notion of ‘meaningful’ cost functions.  
The starting point of the inverse optimal approach is to construct a stabilizing feedback controller, known as the benchmark 
controller, based on a Control Lyapunov Function approach. An optimization problem is then formulated. The underlying 
theory shows that the Lyapunov function solves a Hamilton-Jacobi-Bellman equation. The controller is ‘inverse optimal’ with 
respect to a ‘meaningful’ cost functional (see Freemand and Kokotovic (1996)) but there is no need to solve the HJB equation 
onboard the satellite. Linear Matrix Inequality (LMI) techniques (see Tomoyuki et al.(2010)) can only be applied to solve 
suboptimal HJB problems when the dynamics can be linearized as in the case of slow motion. 
Lyapunov based inverse optimal control techniques are being increasingly considered for certain control system applications 
(marine vehicles, magnetic levitation, robots, see Peterson et al (2006), Oh and Agrawal (2009)) but their application to 
satellites has surprisingly remained limited, with very few exceptions (Bharadwaj et al. (1995), Krstic and Tsiotras (1999)).  
Inverse optimization theory is applied here to the optimal attitude control of a small satellite with reaction wheels on all three 
body axes (modeled in section 2). It uses a geometric Lyapunov approach based on phase space design. The convergence rates 
of Lyapunov functions are used as key ingredients in our optimization problem and it is shown explicitly how desirable 
  
     
 
convergence rates can be achieved. Based on a phase space analysis, our optimization problem is the nonlinear program of 
minimizing the norm of the control torque subject to a rapidity constraint on the convergence rate of a Lyapunov function. The 
convergence constraint has to be at least as good as that obtained with a PD benchmark controller. 
In the paper of Bharadwaj et al.(1995), a torque-rapidity trade-off enhancement compared to the benchmark controller was 
shown by a standard minimum norm controller, but the comparison was unfair. Indeed, rapidity was enhanced only because the 
benchmark controller was not efficiently tuned (largely underdamped with a phase space trajectory that circled around the 
origin several times). Also, the controller was not based on the practically convenient quaternion parameterization. 
A generalized minimum norm control approach was considered by Yuqing and Jianda (2007) to demonstrate tradeoff 
enhancement compared to a benchmark controller with application to the control of a pendulum. However, the stability margin 
constraint (that can be seen as a convergence rate constraint) was chosen to be quadratic without determining when the 
constraint is achievable from a stability analysis. 
The theoretical contributions of this paper compared to previous work by Bharadwaj et al. (1995) and Yuqing and Jianda 
(2007) can be summarized as follows: 
- The generalized minimum norm controller (section 4.1) is applied to the spacecraft attitude control problem with a clear 
justification of the convergence rate constraints from stability analysis (not by trial as in Yuqing and Jianda (2007)). The 
stability analysis shows how quadratic convergence rates are feasible but also show how exponential convergence rates or 
convergence rates of more aggressive controllers can be imposed as a constraint. The last two types of convergence rate 
constraints have the merit of being generalizable to systems that have non quadratic Lyapunov functions. 
- A gain scheduled formulation of the minimum norm controller (section 4.2), which is particularly suitable for rest to rest 
maneuvers, is proposed as a way of demonstrating trade-off enhancement under torque saturation constraints, even when the 
tuning of the of the PD benchmark controller is efficient (just sufficiently underdamped to favor rapidity). The approach has 
the advantage of not requiring knowledge of the system’s parameters. To illustrate the fact that the benchmark controller can 
also be nonlinear, the technique is also applied to a maximum rate sliding mode benchmark controller (4.2.3). 
These two approaches are shown (in the numerical simulation section 5) to outperform the benchmark controller. Performance 
is enhanced in terms of higher rapidity when the controllers are compared for a prescribed level of the overall torque 
expenditure and for the same specified maneuver but the gain scheduled approach is shown to be the most efficient.  
  
     
 
The practical contribution of the paper (described in section 6) is the demonstration of the feasibility and potential benefit of 
the inverse optimal control approach by conducting 2-axis attitude control experiments on an air bearing table, which is used as 
a hardware simulator of satellite attitude dynamics.  
2. DYNAMIC AND KINEMATIC MODELS 
If no external disturbance torque is assumed, the dynamic model of a satellite is given by the well-known Euler’s equation of 
motion: 
 0LωL =×+  (1) 
where the total angular momentum L is given by: 
 hIωL +=  (2) 
with: 
[ ]T321 ,, ωωω=ω : Vector of the angular velocity in body fixed coordinates with respect to the inertial frame. 
[ ]Thhh 321 ,,=h : Angular momentum generated by the reaction wheels in the body frame. 
I = [ ]TIII 321 ,, : Inertia tensor of the body of the satellite about its centre of mass (positive definite and symmetric). 
By substituting the expression for L from equation (2) into equation (1), Euler’s rotational equation using three orthogonal 
reaction wheels acting is given in component form by: 
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where the control torque is given by: ii hN −= , i=1,3. 
The kinematic model of a satellite can be described by the well-known quaternion parameterization of attitude kinematics as 
follows:  
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where [ ] [ ]TT qqqqq 43214 ,,,, == qq is the attitude quaternion of the satellite with respect to the local orbital reference frame. 
  
     
 
The angular velocity of the satellite in the local orbital reference frame is given by: 
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where n represents the mean motion of the satellite and A represents the attitude matrix. 
Note that the attitude matrix A can be expressed as a function of attitude quaternions: 
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The quaternion parameterization has been retained because of the advantages of the absence of singularities and due to the fact 
that quaternions are readily available in the onboard attitude control software of most satellites. These advantages make this 
parameterization more attractive than the attitude parameterization used by Bharadwaj et al. (1998), which was the only 
implementation of the standard min-norm controller, described in section 3, to a spacecraft. 
More compactly, our system can be written as an affine control system of the form: 
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Note that h is kept separate from the state vector x because the final value of h is not directly controlled and converges to the 
total angular momentum of the satellite with wheels when x reaches the desired equilibrium (zero for rest to rest maneuvers).  
It is assumed that the moment of inertia matrix can be inverted, which is generally the case. 
 
 
  
     
 
3. MINIMUM NORM CONTROL 
3.1 Background of the inverse optimal minimum norm problem 
For the affine system of equation (5), the well-known concept of a control Lyapunov function (CLF) V can be defined. For a 
CLF, there exists by definition a control input u satisfying: 
 ( ) 0)(),(T <+
∂
∂
= uxhx
x
gfVV                       (6) 
However, u is not unique in general. Inverse optimal construction is a way of determining a specific optimal stabilizing control 
input. 
A particularly interesting optimal control construction based on the existence of a CLF is the minimum-norm control law 
proposed by Freeman and Kokotovic (1996). 
It is constructed from the solution to a static pointwise (for each point x) optimization problem:  
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where the function )(xσ− can be viewed as a nonlinear stability margin. 
Equation (7) represents the problem of minimizing control effort subject to a constraint on the convergence rate of V.  
This nonlinear program can be solved analytically. It is written more compactly as a least norm problem:  
 bst ≤uau ,.Minimise  (8)  
with: 
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≡  respectively represent the Lie derivatives of V in the directions of the vector 
fields f and g. In the following, for ease of notation, ),( hxVL f  is written VL f and )(xVLg is denoted VLg . Note that V is 
only a function of x not h. The control vector u is in general a function of both x and h, unless it is designed LfV independent 
(see subsection 3.3). 
  
     
 
The solution of this least norm problem is given by: 
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The solution is a projection onto the space spanned by the vector aT if the constraint is not solved by turning the controller off. 
Otherwise, when the constraint 0≥b is satisfied, then the minimum norm solution satisfying the constraint of equation (7) is 
simply u =0. 
The minimum-norm control law is therefore given by: 
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Furthermore, Freeman and Kokotovic (1996) have proven using differential game theory that every min-norm controller is 
robust and inverse optimal with respect to a meaningful cost function of the form: 
                                                                                { }∫∞ += 0 ),()(),( dtrluxJ uxx                                                                     (11) 
where: 
l(x) is a continuous positive definite function of x (with l(0)=0). It is lower bounded by a continuous positive definite 
increasing function of x. 
)(),( uux xr γ=  is positive definite for some continuous increasing convex function γx of u . 
The cost functional is however unspecified when stating this inverse optimal problem. However, the fact that an optimization 
trade-off is being achieved is evident from the nonlinear program stated in equation (7), which is solved analytically. Indeed, a 
norm of the torque is minimized subject to a rapidity constraint, which represents the other side of the trade-off.  
3.2 Optimality vs. suboptimality 
Note that the controller of equation (10) is optimal in the sense of solving equation (8) and minimizing a meaningful cost 
function in equation (11). Indeed, the convergence rate constraint in (8) is also a HJB inequality, which implies the existence of 
a HJB equality for a meaningful cost function. However, optimality has to be kept in context and this solution would be 
suboptimal (Suboptimality here is defined by the possibility of solving a HJB inequality rather than equality) for the more 
  
     
 
ambitious optimization problem of minimizing time subject to a prescribed torque (see the minimum time-fuel problem for 
single axis maneuvers in Titus and Cunningham (1989)). However, note that both solutions involve a zero torque mode and 
that the proposed approach has the advantage of being a state feedback controller. A challenging task in inverse optimal 
control is to minimize cost functions that are meaningful, not only mathematically, but also in practice and the similarity in the 
phase space between the bang-off-bang solution of Titus and Cunningham (1989) and the minimum norm controller indicates 
that the cost function being minimized is meaningful in practice. This is also illustrated by tradeoff enhancement of a 
benchmark controller. In this paper, the minimum norm optimization objectives rule out standard stabilizing controllers such as 
PD laws, which are only used as a benchmark to be enhanced. This is not always the case in inverse optimality. 
In the following, the satellite attitude control problem is considered with a minimum norm approach.  
3.3 Designing the stability margin for the attitude control problem 
Following Bharadwaj et al., a natural choice of the negativity margin function -σ(x) is given by the time derivative of a 
Lyapunov function (representing a certain convergence rate), under the effect of a benchmark controller k(x): 
                                                                           )()( )( xkx x VLVLV gfk −−=−= σ                                                                 (12) 
This choice of )(xσ  is a way of imposing as a constraint the convergence rate of a benchmark controller. Note that assuming 
the existence of a Lyapunov function V for a benchmark controller k(x), it is always possible to choose a stability 
margin 0)( )( ≥−= xx kVσ . Therefore, equation (12) is always solvable when a pair (V,k(x)) exists to prove stability of the zero 
equilibrium. This is the case for a fully actuated rigid body spacecraft, which is known to be stabilized at the origin by the 
following standard PD law, taken as a benchmark: 
 ωquxk dpPD)( kk −−==  (13) 
By substituting σ from equation (12) into the minimum norm attitude control law of equation (10), the inverse optimal control 
law is given by: 
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where the term between brackets is a scalar quantity and the projection is in the direction of qω γ+=TVLg  (LgV is 
independent from I, despite g being a function of I because I is a positive definite and symmetric matrix). 
  
     
 
The quaternion representation of attitude kinematics is adopted in order to avoid any singularities due to attitude 
parameterization. The use of scalar gains in equation (13) is always possible but best justified for nearly symmetric satellites. 
3.4 Lyapunov stability proof 
For the simulation study of the minimum norm problem, the following Lyapunov function is considered: 
                                                               ( )( ) IωqIωωqq TTT24 2
1)1( γγ +++−+= qkkV dp                                                      (15) 
Note that the corresponding switching function is given by 0=+= γqωTgVL (exploiting positivity and symmetry of I). 
The first two terms of equation (15) are standard in the construction of a Lyapunov function. The originality lies in the last 
bilinear coupling term, which is incorporated to allow for the adjustment of the torque–rapidity trade-off, via the weighting 
factor γ. Note that γ cannot be allowed to be too large for V to be a valid Lyapunov function. 
A stability proof with a PD benchmark controller, based on a more general expression of the Lyapunov function, where the 
coupling term can also be nonlinear,  has been given by Horri et al. (2009). 
Key elements of that stability proof, in the special case of our bilinear coupling term, are provided here to justify that V given 
by equation (15) is indeed a Lyapunov function. This proof is a special case of the more general one, given by Horri et al. 
(2009), when the coupling term is nonlinear.  
 
Positivity of V — The following inequalities hold for any choice of the symmetric positive definite matrix I: 
 ωωIωω minσ
TT ≥                             (16) 
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                             (17) 
where
minσ denotes the minimum eigenvalue of the matrix I and maxσ denotes the maximum eigenvalue of the matrix I. 
The positivity of V stems from the inequality: 
  [ ] [ ]TωqKωq≥V                            (18) 
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The parameter γ can be chosen small enough to make the matrix K positive definite. 
  
     
 
Negativity of V — The time derivative of V is given by: 
 ( ) ωIqIωqωIωωq  Tdp kkV γγγ ++++= TTT            (20) 
By expanding the derivative terms of equation (20), we have: 
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The first three terms cancel, the fourth vanishes and equation (21) reduces to: 
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As often the case with analysing stability of the quaternion feedback control system, a bound on the angular velocity is needed 
for the purpose of this proof β≤ω . Note that the term h only appears in the case of momentum exchange devices, in which 
case the velocity bound can be replaced by the momentum conservation condition β=+ hIω . 
It can then be concluded that the time derivative of V satisfies the following inequality: 
                                                                                [ ] [ ]TωqMωq−≤V                                                                             (23) 
The inequality (23) is now satisfied with: 
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We also have 0)0( =V . Therefore, by choosing γ to make the matrix M positive definite, the function V given by equation 
(15) is a Lyapunov function for the system of equations (3) and (4).  
Note that the switching function LgVT is a linear function of ω and q with this choice of V. The parameter γ of the bilinear 
coupling term will allow for the tuning of the minimum norm controller. 
  
     
 
With the Lyapunov function of equation (15), the control torque given in equation (14) is switched off between two straight 
lines in phase space domain: LgV=0 and uPD=0. The first switching curve is the straight line 0T =+= qω γVLg . 
Similarity to the Hamiltonian and Cauchy optimization approaches 
Note that the choice of equation (15) as a Lyapunov function for the PD benchmark controller is physically motivated by the 
fact that, under PD control, equation (15) can be seen as a modified (damped) Hamiltonian function of the system (see 
Wisniewski (2000)). The Lyapunov formulation is preferred here because inverse optimal control theory (see Freeman and 
Kokotovic (1996), Krstic and Tsiotras (1999), etc.) is based on the link between stability margins (the function σ(x)) and 
optimality (existence of meaningful costs). Note that the convergence rate of V is imposed as a constraint in (8), not 
maximized. The solution to the minimum norm optimization problem stated in equation (8) does not depend on the formulation 
(Lyapunov or Hamiltonian). The Hamiltonian of the optimal control problem (not to be confused with the Hamiltonian of the 
system) would be defined as ( , )f gL V L Vu j x u= + +H , where ∫
∞
=
0
))(),(( dttutxjJ is the meaningful positive cost 
function, which is known to exist from Freeman and Kokotovic (1996) for the minimum norm problem of equation (8), but is 
typically unspecified (see Bharadwaj et al.  (1998)). The minimum norm problem is therefore simpler to solve as a nonlinear 
program than as a Hamiltonian problem. The Hamiltonian optimal control problem can however be used with continuous 
inverse optimal control laws (Krstic and Tsiotras (1999)) where the meaningful cost function is determined. In this case, there 
is potential for using the Hamiltonian Cauchy problem approach (see for example Chandeok and Scheeres (2005)).  
A Cauchy optimization approach was used by Siguerdidjane (1987) who proposed a feedback control law to minimize a 
quadratic cost function with prescribed final time.  The paper however treated the case of angular velocity control, not attitude 
control. The difference from the approach proposed here, which also leads to feedback optimal control, is that the meaningful 
cost function is not prescribed directly and the optimization problem is posed pointwise. The controller proposed here 
enhances the tradeoff between time (not integrated error) and integrated torque compared to a benchmark law. Direct 
comparison is difficult since optimization objectives differ. However, another important difference is that the proposed 
controller is tuned to achieve a settling time limit, while the controller of Siguerdidjane (1987) specifies final time. In practice, 
the controller proposed by Siguersdidjane (1987) would therefore still require another feedback controller to maintain stability, 
under external disturbances, at the equilibrium after the prescribed final time. The controller proposed here, on the other hand, 
can remain operational at steady state after reaching the desired tolerance. 
 
  
     
 
4. PERFORMANCE TRADE-OFF IMPROVEMENT 
4.1 Generalized minimum norm approach with convergence rate constraints  
The standard minimum norm approach achieves a tradeoff enhancement, but it will be shown in the numerical simulation 
section that the approach allows for significant energy savings at the expense of a ‘moderate’ degradation of rapidity, making 
an objective comparison with the benchmark controller difficult. From a practical perspective, it is more interesting to design 
an inverse optimal controller to enhance rapidity for a torque profile similar to that of the benchmark controller.  An alternative 
minimum norm approach that demonstrates trade-off improvement over a benchmark controller in this sense has been 
proposed by Yuqing and Jianda (2007) for the control of a pendulum. The control objective is to impose the torque expenditure 
of a benchmark controller: 
 { })( Argmin
)Kv(
opt xkuu
xu
−=
∈
 (25) 
where k(x) is a benchmark stabilizing controller for a given Lyapunov function V.  
The Lyapunov function given in equation (15) is considered. 
A rapidity constraint is added to this minimization problem. The control input belongs to the rapidity constrained set: 
 { }U),(:)(K v ∈−<+= uxuux σVLVL gf  (26) 
where U is the set of admissible torques. 
The generalized minimum norm control law satisfying the above conditions is given by: 
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The convergence constraint results from the choice of the negativity margin function )(xσ .  Three different types of practically 
convenient convergence rate constraints are considered here. Note that u is a function of both x and h because the same applies 
to LfV. 
With generalized minimum norm optimization, it is considered in the following analysis that the benchmark controller is given 
by ωquxk dpPD)( kk −−== . Note that the theory of minimum norm optimization can in fact be applied to improve any 
stabilizing feedback controller, other than a PD law, because of the generality of the approach.  
  
     
 
4.1.1 Quadratic convergence: 
Quadratic convergence is obtained when the positive function )(xσ  is quadratic. Quadractic convergence is of practical interest 
because closed loop systems are often analyzed to show whether or not they are exponentially stable and the Lyapunov 
function is in this case quadratically convergent.  
From equation (23) that a positive definite matrix M exists such that [ ] [ ]TωqMωq−≤V for the closed loop system with 
a PD benchmark. 
Therefore, the convergence rate is quadratic and α exists such that: 
 ( )ωωqqx TT)( +−=−≤ ασV  (28) 
The control law is implemented by substituting ( )ωωqqx TT +−= ασ )(  into the control law of equation (27). 
4.1.2 Exponential convergence 
The negativity margin function )(xσ  can also be chosen to achieve exponential convergence rates by minimum norm control. 
Recall that the convergence constraint set of our generalized minimum norm problem is given by: 
{ }U),(:)(K v ∈−≤+== uxuux σVLVLV gf  
It is in fact straightforward that the problem is solved by the following choice of the negativity margin function: 
 kV=)(xσ                                                     (29)  
This choice (with k>0 constant) explicitly implies an exponential convergence rate of the Lyapunov function: 
kVV −≤  
This result is of particular practical interest because the rate of exponential convergence, which is a good measure of rapidity, 
can be directly tuned by varying the control parameter k. For every choice of the parameter k, the generalized minimum norm 
controller satisfies the constraint of equation (26) but a different minimum is obtained in each case. Numerical simulations will 
however show that the torque profile of the benchmark controller is tracked more closely as the parameter k decreases.  
 
  
     
 
4.1.3 Convergence rate of a benchmark controller with higher gains 
The convergence rate of the Lyapunov function of equation (15) for a given set of gains can also be compared to the 
convergence rate of a similar Lyapunov function with higher gains. To impose convergence rates based on such a comparison 
principle, the following choice for the negativity margin function is considered: 
 ),()( 22 dp kkVβσ −=x  (30) 
In this case, the convergence rate of the Lyapunov function satisfies the constraint:  
 ),( 22 dp kkVV  β≤  (31) 
In the following, all 3 methods of imposing convergence rate constraints to the minimum norm optimization problem are 
shown to achieve significant rapidity improvement without significantly modifying the torque profile. The last two techniques 
in 4.1.2 and 4.1.3 will be shown to pose a risk of torque saturation issue that is only avoided by quadratic constraints. 
However, these techniques are also interesting because they may be the only option for systems that have a non quadratic 
Lyapunov function.  
4.2 Gain scheduled minimum norm control  
It will be shown in the numerical simulations section that the standard minimum norm controller with the gains kp2, kd2 
enhances rapidity when it is tuned to deliver similar overall torque expenditure (for the same maneuver) as the PD controller 
with lower gains kp1, kd1, but the torque is initially amplified, eventually causing torque saturation.  
A gain scheduling scheme (particularly suitable for rest to rest maneuvers) is therefore proposed here to preserve the rapidity 
advantage at similar overall torque expenditure, without the risk of torque saturation.  
The same gains as the PD law (kp1, kd1) are therefore adopted to avoid a high initial torque. The controller is then turned off.  
When the controller is turned on again, higher gains (kp2, kd2) are adopted because there are no torque saturation issues at that 
stage and the torque has been zero for a significant time. The higher gains are selected to deliver the same overall torque 
expenditure as the PD benchmark. Rapidity is enhanced precisely because higher gains are achievable for a similar overall 
torque with this gain scheduled minimum norm approach.  
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where ε is a small positive constant and 2,1i,dipii =−−= ωqu kk . Note that this gain scheduling strategy is specific to the 
case of rest to rest satellite attitude maneuvers. Note that the proposed controller neither depends on I nor on h. 
The stability of the controller is still guaranteed because the control law of equation (32) solves the optimization problem: 
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This corresponds to minimizing a norm of the torque subject to different rapidity constraints in different parts of the phase 
space. In the phase space region where gains are significantly higher than those of the benchmark PD controller, gains are also 
limited by a maximum value that could cause saturation at that stage too. 
4.2.1 Stability constraints on controller parameters  
Before tuning the gain scheduled min norm controller, the first parameters to determine are the gains kp1, kd1 of the benchmark 
controller to be enhanced ωqu d1p11 kk −−= . Note that the PD law u1 stabilizes the system of equations (3), (4) whenever kp1>0 
and kd1>0. This can be verified with the Lyapunov function IωωT
2
1)1(2 01 +−= qkV p . Instability can however occur with the 
minimum norm controller if the parameter γ is not sufficiently small when the gains kp1, kd1 are determined. The 
parameter γ should therefore be small enough (typically smaller than the ratio between proportional and derivative gains). 
Since the gains kp2, kd2 are respectively higher than kp1, kd1, the parameter γ will also be sufficiently small for the high gain 
mode. The choice of the parameter ε will be discussed in the next subsection.  
4.2.2 Controller tuning 
To describe the link between performance and controller tuning, closed loop dynamics are expressed for simplicity in terms of 
small eigenaxis rotations. For a small momentum or a nearly symmetric spacecraft, the same tuning procedure can be applied 
on each axis.  
 
  
     
 
Tuning the gains kp1,kd1 of the benchmark controller 
The gains 11, dp kk  of the benchmark controller are generally tuned from an eigenaxis model.  Following Wie, B., Barba, P.M. 
(1985), the attitude and angular velocity vectors can be expressed as a function of an eigenaxis rotation θ about an Euler axis e, 
as follows: eq 





=
2
sin θ , eω θ=  and using the controller IωωIωIqu ×+−−= d1p11 KK , the closed loop dynamics were 
shown to reduce to the scalar differential equation θθθ  d11 )2sin( KK p −−=
. For a nearly symmetric satellite (case of our 
simulation study), the gains can be scalars as in equation (13) rather than matrices. By considering for simplicity that the 
eigenaxis is one of the principal axes of the satellite and that the moment of inertia of that axis is denoted J, the gyroscopic 
torque compensation of Iωω× becomes unnecessary. In fact, gyroscopic compensation is more generally unnecessary for a 
nearly symmetric spacecraft or in a small momentum mode. Also, the nonlinear sine term can be linearized whenever 
2
θ
is 
small enough (The angle θ should not exceed 30 degrees as a maximum). The linear oscillator equation θθθ  d11 2 kkJ p ++
 (J 
being the moment of inertia of the eigenaxis) can then be used to tune the controller parameters to achieve a desired damping 
ratio and natural frequency. In this paper, a damping ratio 75.0=ζ  is chosen. The gains of the benchmark PD law, which is 
readily available in the onboard software of the satellite, are tuned this way. The same gains kp1, kd1 are then applied to the low 
gain mode of the gain scheduled min norm controller. Note that torque saturation should also be taken into consideration when 
choosing the natural frequency of the closed loop system (A margin of 40% is taken from the torque saturation level).  
Tuning the gains kp2, kd2 
The closed loop model switches between the two oscillator modes ( θθθ  d11 2 kkJ p ++
 and θθθ  d22 2
kkJ p ++ ) and a zero torque 
mode, which is active when 0)( 2 <+ uγθθ . Otherwise, the high gain mode (kp2, kd2) is active when εθθ >− 0  and the low 
gain mode is activated elsewhere. 
The gains kp2, kd2 are tuned with the same damping ratio as the gains kp1, kd1, but with a higher natural frequency and so higher 
gains. The gains kp2, kd2 are therefore tuned by increasing them, obviously not to infinity but until the peak of the torque 
reached in the high gain mode equals the maximum (initial) torque of the gain scheduled controller, ie. the initial torque of the 
low gain mode. The value of the integrated torque does not typically increase in the process because the time of the zero torque 
mode increases and balances the increase due to the use of higher gains. Indeed, the switching curve that reactivates the 
controller has a slope, which increases by increasing the gains.  
  
     
 
Tuning the parameter γ 
It is noteworthy that when the parameter γ is fixed, the settling time at the limit when the gains of the high gain mode (kp2, kd2) 
are infinitely high is given by
s
s
ssl tt θ
θ

+= , where ts is the switching time from low gain mode to zero torque mode. This can 
be computed as an analytic function of γ, kp1,kd1 by considering the linear oscillator model. The second term corresponds to the 
zero torque phase duration. The extra time spent after reactivating the controller with infinite gains is zero. The quantity tsl 
represents a settling time limit that can be designed to tune the parameter γ (kp1, kd1 already determined at that stage). This γ 
dependent settling time limit can be approached by making the gains kp2, kd2 as high as feasible. 
Tuning the parameter ε 
The parameter ε determines the transition between the low and high gain modes. The control objective is to reduce settling 
time for a given integrated torque subject to torque saturation limits. This can be done by reproducing the behavior of the time 
optimal solution subject to a fixed integrated torque. That open loop solution (which is not robust and would be complex to 
implement for 3-axis control) is known to consist of an acceleration phase, followed by coasting, and then deceleration. By 
analogy, the gain scheduled controller should consist of a sequence of three control modes.  
The parameter ε is therefore chosen such that the theoretical transition from low gains to high gains occurs during the zero 
torque mode. This objective can in fact be achieved for an interval of values of ε . It is in theory possible to choose ε to 
activate higher gains before the zero torque mode but that would have the effect of increasing the total integrated torque and 
possibly reaching torque saturation. This choice of ε ensures that the low gain acceleration mode is followed by the zero torque 
coasting phase, which is in turn followed by a high gain deceleration mode. 
4.2.3 Gain scheduled minimum norm optimization of a maximum rate controller 
A PD law has so far been used as a benchmark for simplicity. In this subsection, to illustrate the fact that the approach can also 
be applied to enhance more efficient controllers, a nonlinear benchmark controller is considered based on sliding mode control 
and known as the maximum rate controller. The gain scheduled min-norm controller is formulated for this nonlinear 
benchmark controller. Performance tradeoff enhancement for this more efficient benchmark law is analyzed in section 5.5. 
A conventional sliding mode controller is given by the expression: 
 
equxSsignk +−= ))((1SMCu  (34) 
  
     
 
where k1>0 is a constant gain and equ is found by cancelling nonlinear dynamics to make 0== SS and stabilize the system. 
It can be shown that for out satellite model, stability is achievable with 0=equ for k1 sufficiently high. The resulting 
controller is a special case of sliding mode control and is known as maximum rate controller because it maximizes 
convergence rate of SST subject to a maximum torque limitation. In this case, all control effort is used to increase the 
convergence rate, which is useful to our optimization problem. 
Under these conditions, the maximum rate sliding mode controller reduces to: 
 ))((1MR xSu signk−=  (35) 
A classical choice of the sliding surface is given by: 
 qωxSS 1)(1 γγ +==  (36) 
A conventional Lyapunov function to prove stability by this maximum rate controller is given by 
2
11 γγ SS
T
V = and the 
controller typically brings the system to the sliding surface before proceeding on that surface to the equilibrium point.  
Stability of the closed loop system under minimum norm control was also shown by Horri et al (IASTED 2009) for the 
Lyapunov function of equation (15), which is chosen such that 1, γγγ <+= qωTgVL .  
In this simulation study, to avoid the chattering phenomenon, the conventional approach of replacing the sign function by a 
smooth function with a boundary layer is used: 
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subscript i represents an axis and our benchmark controller is given by: 
 ),( 111MR εη γSu k−=  (37) 
Following the same approach used to enhance the performance of a PD benchmark controller, the gain scheduled min-norm 
control approach is applied to the maximum rate benchmark controller as follows:  
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where ),(),, 22221111 εηεη γγ Su(Su kk −=−=  and k1,ε1,γ1 are the same control parameters used for the benchmark maximum 
rate control law.  As in section 4.2, the controller switches between a low gain mode (gains with subscript 1) and a high gain 
mode (gains with subscript 2). The performance enhancement is illustrated in section 5.5. 
Note that the maximum rate sliding mode controller of equation (35) and modified in equation (37) was considered here 
because it exhibits a smoothed bang-bang profile, leading to a bang-off-bang profile with the minimum norm law. This brings 
the minimum norm problem closer to solution of minimizing time subject to fixed integrated torque, with the advantage of a 
feedback control implementation.  
It is possible to envision other types of sliding mode controllers as benchmarks. For example, if the objective was to enhance 
the robustness of a conventional continuous state feedback such as the one of equation (15) via sliding mode control, then the 
sliding mode controller of Sira-Ramires and Siguerdidjane (1996) can be used as a benchmark. The approach was applied to 
angular velocity control but is easily extended to attitude control. The phase space trajectories would then be of the type shown 
in figure 1, with the advantage that these would be tracked in the presence of disturbances. Note that the removal of chattering 
in the approach of Sira-Ramires and Siguerdidjane (1996) was based on incorporating a new integration to the system by 
deriving u from a differential equation, rather than using a boundary layer as proposed here. 
5.  NUMERICAL SIMULATIONS 
The system parameters used for the simulations are: 
2
3
2
2
2
1 11,13,12 mkgImkgImkgI ===  
which corresponds to a nearly but not perfectly symmetric micro-satellite.  
The satellite’s orbit is circular with 700 km altitude and 98 degree inclination, which corresponds to an approximate mean 
motion of n=
6000
2pi
. For each of the three orthogonal reaction wheels, a realistic maximum torque value for the microsatellite 
under consideration is Nmax=0.01 Nm.  
The simulations of the PD benchmark controller, the gain scheduled minimum norm controller and the generalized minimum 
norm controller (with three possible convergence rate constraints) are all performed for the same rest to rest attitude maneuver.  
This attitude control scenario is particularly relevant to low orbiting Earth observation satellites. These are often required to 
perform a slew maneuver to take images with a given off-pointing before performing the inverse maneuvers back towards 
nadir pointing. The case of a maneuver from off-pointing to nadir pointing is considered in the following simulations.  
  
     
 
The initial conditions of the rest to rest attitude maneuver are: 
ωi(0)=0,  i=1, 2, 3. 
1768.0)0(,1768.0)0(,3062.0)0( 321 === qqq , 9186.0)0(4 =q . 
This corresponds to initial attitude errors of 30 degrees on all three axes for a 2-1-3 Euler rotation sequence. 
The final desired state after the attitude maneuver is zero attitude and zero angular velocity: 
13d 0 ×=q  , 13d 0 ×=ω . 
Unless specified otherwise, the benchmark controller used for the simulations is a PD law with the following gains:  
kp= 0.02, kd= 0.5. 
It is tuned to deliver a slightly under-damped attitude response.  
Both versions of the minimum norm controller (gain scheduled and generalized laws) are tuned to produce the same overall 
torque expenditure for the same maneuver, compared to the benchmark controller with the same set of gains kp, kd.  
5.1 Trade-off improvement by standard minimum norm control 
The phase portrait of the system described by equations (3) and (4), with the standard minimum norm control law of equation 
(14) is presented in figure (1) for different values of the control parameter γ. The control effort is turned off (between two 
straight lines in the phase space domain) for a longer time when γ decreases. Rapidity increases when γ increases because 
trajectories accumulate more momentum. It has been shown by Horri et al. (2009) that the standard minimum norm controller 
significantly reduces the torque profile but slightly degrades rapidity compared to the PD benchmark controller.  
The parameter γ can therefore be viewed as a weighting factor between rapidity and torque expenditure. As noted above, the 
PD gains are selected here to deliver a slightly under-damped response. 
  
     
 
 
Fig.1. Phase portrait of the standard min-norm controller with different values of γ 
5.2 Trade-off improvement by generalized minimum norm control 
The generalized minimum norm controller is compared to the PD law of equation (14), which is used as a benchmark. The 
overall torque expenditure τττ df
t T
∫0 )()( uu  of the PD benchmark controller is given by 7.84 10
-4
 (Nm)2s. This performance 
index does not significantly increase with a generalized minimum norm approach. For example, the integral 
τττ df
t T
∫0 )()( uu becomes 7.923 10
-4 and 7.922 10-4 for a quadratic convergence constraint respectively with α=0.1, α=0.03. 
The added quantity compared to the PD profile has near zero average for α sufficiently small.  
However, despite such similar torque profiles, attitude maneuvers are achieved more rapidly with a generalized minimum 
norm controller than with the PD benchmark as shown in figure (5) for a quadratic convergence rate (from t=100s).  
Crucially, only the quadratic convergence constraint of equation (29) avoids initial torque amplification because the constraint 
is such that it initially applies a PD law without adding a projection as shown in figures (2), (3) and (4). That is why the 
quadratic constraint version of the generalized min norm control is the one compared with other approaches in table 1.  
Settling time 
The settling time is enhanced on all three axes by generalized minimum norm control as shown on table (1). However, 
significant levels of settling time enhancement are observed for the case of fine pointing.  
 
  
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
5.3 Trade-off improvement by gain scheduled minimum norm control 
Tuning the standard min norm controller (without gain scheduling) to achieve a fair comparison  
The standard minimum norm controller of equation (14) with higher gains ddpp kkkk >> 22 ,  is first compared to the PD 
controller used as a benchmark (equation (13)) for a prescribed level of overall torque expenditure, defined 
as τττ df
t T
∫0 )()( uu . The gains of the minimum norm controller are tuned to deliver the same overall torque expenditure. The 
tuning is performed by gradually increasing the gain kp2 (and determining kd2 that maintains the same damping ratio) of the 
 
Fig.2. Control torque of the generalized min-norm 
controller with a quadratic convergence constraint 
 
Fig.3. Control torque of the generalized min-norm 
controller with an exponential convergence constraint. 
 
 
Fig.4. Control torque of the generalized min-norm 
controller by imposing the convergence rate of a Lyapunov 
function  
 
 
 
 
Fig.5. Attitude response of the generalized minimum 
norm controller (quadratic constraint) compared to the 
PD benchmark after t=100 sec 
  
     
 
standard min-norm controller until the total torque expenditure of the minimum norm controller reaches that of the PD 
benchmark. 
In the simulation, the overall torque expenditure of the PD law (equation (13)) with kp= 0.02, kd= 0.5 is given by  
24
0
)Nm(1084.7)()( −=∫ τττ d
ft T uu s. The same value of torque expenditure is obtained with the standard minimum norm 
controller of equation (14) with the unique set of gains kp2= 0.21, kd2= 1.52. The parameters kp2, kd2 were determined to keep 
the by increasing these gains with the same damping ratio until the integrated torque (with standard min-norm control) also 
reached 24 )Nm(1084.7 − . 
Torque saturation issue  
Without gain scheduling, rapidity is significantly enhanced with the minimum norm controller that employs the higher gains 
kp2, kd2 (see figure (7)) but the torque is amplified initially and significantly exceeds the torque saturation limit of 0.02 Nm (see 
figure (6)).  
Tuning the gain scheduled controller  
The gain scheduled formulation of the minimum norm controller of equation (32) overcomes the torque saturation issue as 
shown in figure (6). The controller of equation (32) also maintains a rapidity advantage (see figure (7)) with the sets of gains 
kp1=kd= 0.02, kd1=kd =0.5 and kp2= 0.2, kd2= 1.5 and with γ=0.025 and ε=0.06. The low gains are equal to those of the PD law 
used as a benchmark. The controller was tuned following the approach described in section 4.2, by taking into consideration 
the near asymmetry of the satellite. The parameter γ was determined by specifying a settling time limit of 100 seconds and the 
total integrated torque was found to be 7.11 10-4 Nm2s (to be compared with 7.84 10-4 with the PD benchmark controller). The 
parameters kp1, kd1 were chosen to achieve a pseudo damping ratio of 0.75. The parameters kp2, kd2 of the gain scheduled min 
norm law were taken to be the same as the ones derived for the standard min-norm controller that only used high gains. This 
allows for a margin on the total integrated torque to be obtained, compared to the benchmark controller, with the gain 
scheduled controller that switches between kp1, kd1 and kp2, kd2. 
Settling time 
The gain scheduled minimum norm controller (tuned to consume slightly less integrated torque than the PD benchmark) 
outperforms the PD benchmark controller with a significantly lower settling time: 
  
     
 
The settling time is enhanced significantly compared to the benchmark controller for both accuracies (1% and 2%). The 
rapidity of the gain-scheduled min norm controller is also relatively higher than that of the generalized min norm controller 
(with quadratic convergence constraint for the reasons explained in 5.2), especially in the fine pointing case (see table 1).  
 
                          
 
 
 
 
 
 
Table 1 summarizes the performance enhancement obtained, compared to a PD benchmark controller, by generalized and gain 
scheduled min-norm optimization. 
Performance metrics PD Generalized min- 
norm 
Gain sched min- 
norm 
Total integrated torque (Nm2s) 7.84 10-4 7.922 10-4 7.11 10-4 
± 2% accuracy 228.2 124.8 147.8 Settling time- 
X axis (sec)
 ± 1% accuracy 202.2 119.9 103.6 
±  2% accuracy 241.9 214.6 147.6 Settling time 
Y axis (sec)
 ±  1% accuracy 226 189.1 105.4 
± 2% accuracy 207.3 164.8 108.8 Settling time  
Z axis (sec) ±  1% accuracy 172.4 144.1 105.4 
Table 1: Settling time enhancement of a PD controller by generalized and gain scheduled minimum norm control 
5.4 Practical implementation considerations 
The possibility of enhancing attitude control rapidity for a given level of overall torque expenditure compared to a PD 
benchmark controller and with admissible instantaneous torque has been demonstrated with two different approaches: 
-The generalized minimum norm controller of equation (27).  
-The gain scheduled minimum norm controller given in equation (32).  
 
     
 
Fig.7. Attitude response of the PD benchmark and the 
min-norm controller with and without gain scheduling 
 
Fig.6. Control torque of the min-norm controller with 
and without gain scheduling 
  
     
 
Practical advantages of each approach 
The generalized minimum norm controller (particularly the one with quadratic convergence constraint) has the advantage that 
the gains of the PD benchmark controller can be adopted without any further tuning. The comparison with the PD law for a 
given level of torque expenditure is therefore simpler. 
On the other hand, generalized minimum norm controller, unlike the gain scheduled minimum norm law, requires precise 
knowledge of the system parameters because the function VL f (including the moments of inertia) appears explicitly in the 
control law of equation (27). With gain scheduled minimum norm control (equation (32)), only the function VLg has to be 
evaluated. This function does not depend on any system model parameters. This can be a significant advantage of gain 
scheduled over generalized minimum norm control, when the system parameters are not accurately known.  
Both approaches achieve significant rapidity enhancement over the PD controller used as a benchmark. However, the gain-
scheduled min norm controller achieves significantly higher rapidity than the generalized min norm controller, especially when 
the settling accuracy is adjusted for fine pointing (1% settling time).  
5.5 Tradeoff enhancement of a sliding mode benchmark controller 
In this subsection, the concept of tradeoff enhancement is shown not to be limited to the case of a PD benchmark law (used in 
the previous subsections). Gain scheduled min-norm optimization (the most efficient min-norm strategy in the case of a PD 
benchmark) is used here to enhance the performance of the more efficient sliding mode maximum rate controller of equation 
(37), used as a benchmark in this subsection. 
Controller tuning 
The controller parameters were selected to allow the benchmark controller to consume a slightly higher total integrated torque 
than the gain scheduled min-norm law. Also, the minimum norm controller was tuned not to exceed the maximum torque 
reached during the maneuver by the benchmark controller (reached initially). The Settling times are then compared. 
The controller parameters are:  
k1=0.008, k2=0.08, 00015.01 =ε , 0035.02 =ε , 1.01 =γ 3.02 =γ , 05.0=γ . 
In figure (8), the control torque expenditure is shown to be similar between the gain scheduled minimum norm controller and 
the benchmark controller. The total integrated torque for this comparison was found to be 2.24 10-3 Nm2s with the benchmark 
maximum rate controller against 1.96 10-3 Nm2s with the gain scheduled controller.  
  
     
 
Figure (9) shows that settling time is significantly reduced on all three axes. The 2% settling time was found to be reduced 
from 104.1s, 94.4s and 90.7s on the X, Y, Z axes respectively to 66.3s, 61.7s and 72.3s on the same axes by gain scheduled 
min-norm optimization (equation (38)) of the maximum rate sliding mode controller of equation(37).  
The phase space trajectories of both controllers, shown in figure (10), explain the performance enhancement. The standard 
maximum rate sliding mode controller would typically consume torque to slow down the system after reaching the sliding 
surface. On the contrary, with gain scheduled min-norm control law, the system proceeds towards the origin with maximum 
velocity during the zero torque mode and the controller is reactivated with higher gains (and a higher slope of the switching 
curve) that are achievable closer to the origin, which can be done without increasing the integrated torque because the zero 
torque mode duration increases. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.8. Control torque with gain scheduled min- norm control 
compared to a sliding mode benchmark controller 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.9. Attitude response with gain scheduled min- norm control 
compared to a sliding mode benchmark controller 
  
     
 
 
 
 
6. AIR BEARING TABLE EXPERIMENTS 
 
Following the simulation results described in the last section, the gain-scheduled minimum norm controller was selected to 
perform attitude control experiments on the air bearing table facility of the Surrey Space Centre. The gain-scheduled 
formulation of the minimum norm controller was chosen over the generalized minimum norm controller because the moments 
of inertia of the table (explicitly needed with the second approach) are not known with sufficient accuracy. The aims of the 
experiment were to demonstrate the feasibility of the approach by obtaining a stable response despite the zero torque phase, 
and to show the benefit, in terms of enhanced performance, of applying minimum norm optimization to a PD benchmark.  
The air bearing table (see figure (11)) allows for 3-axis rotational maneuvers (up to 30 degrees off-pointing from horizontal 
orientation) of a disk shaped aluminium platform. The rotational motion is near frictionless since the bearing that supports the 
table is suspended on top of a pedestal structure by a flow of compressed air. It is balanced with a system of counterweights 
and sliding masses that can be automatically adjusted to have a stable centre of mass before the experiments. Different types of 
attitude sensors have been assembled on the table, namely a 3-axis gyroscope, two inclinometers and an Inertial Measurement 
Unit (IMU) providing full attitude and angular velocity measurements with 1 degree dynamic accuracy. Control torques can be 
generated from four reaction wheels. Experiments were conducted using Matlab’s XPC target real time software package.  
Since the main general concepts of minimum norm optimization can be established in a 2-axis system (coupling is present by 
minimum norm projection in a 2D space), the practical implementation consisted of 2-axis attitude control experiments 
(controlling roll and pitch angles). The IMU was the only sensor used for these experiments. Two reaction wheels (out of the 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.10. Phase space trajectory with gain scheduled min- norm 
control compared to a sliding mode benchmark controller 
  
     
 
four available wheels) have been adjusted to lie orthogonally on the same plane (parallel to the horizontal table) to provide 2-
axis control capability. Rotation about the X-wheel axis is a roll and rotation about the Y-wheel axis is a pitch (Maximum 
wheel speed =4000 RPM). Measurement noise mainly affects the angular velocity, not the attitude, and an attitude estimator is 
embedded within the IMU hardware.  
The main difference from satellite attitude maneuvers is the presence of a significant gravity torque on the air bearing table. It 
was therefore anticipated that the nature of the performance enhancement would differ from that of a satellite rest to rest 
attitude maneuver, having different dynamics. Indeed, for rest to rest maneuvers, the satellite behaves as a double integrator, 
while the air bearing table behaves as a 3D pendulum. However, the same principles apply and the experimental results, 
described in the following, showed that a level of performance enhancement (in terms of better attitude response for a level of 
torque expenditure) is obtained by gain scheduled pointwise minimum norm (GS-PMN) optimization (described in section 4.2) 
compared to a PD controller used as a benchmark. 
 
Fig 11. Air bearing table platform at the Surrey Space Centre 
To apply the GS-PMN controller on this air bearing table, equation (32) was applied with a slightly different switching 
condition, where 
∞2u instead of ∞− )0(qq  is compared with a positive constant ε . This unique modification was necessary 
because the switching logic based on initial conditions was only valid in the satellite rest to rest case. The controller is 
compared to the PD law with lower gains ωqu d1p11 kk −−= . This switching logic also uses higher gains when there are no 
torque saturation issues, because the zero torque mode allows for a margin to increase gains, at the same overall torque 
expenditure.  
As described in section 4.2, the controller of equation (32) has a variable structure and switches between the three modes (low 
gain mode, zero torque mode and high gain mode. 
  
     
 
Experiments 1 (PD) and 2 (GS-PMN) 
The PD and the proposed gain-scheduled pointwise min-norm controller (GS-PMN) were compared for a similar experimental 
setup. Before activating both controllers, open loop excitation in the form of a chirp signal was applied to the X-axis and Y-
axis reactions wheels to produce roll and pitch oscillatory motion on the air bearing table. 
At t=25 seconds, the stabilizing controller is activated to damp the roll and pitch oscillations and bring the table to point 
horizontally.  
The controller being activated after 25 seconds is: 
- A PD law in experiment 1 (kp1 = 0.09, kd1 = 0.36) 
- A GS-PMN in experiment 2. (kp1 = 0.09, kd1 = 0.36, kp2=2, kd2=4,γ=0.05) 
The gains of both controllers were adjusted to conduct a fair comparison. The overall torque, defined as ∫
tf T duu
0
)()( τττ , 
was 3.82 Nms with the GS-PMN controller, against 4.53 Nms with the PD law used for comparison. The gains kp1, kd1 of the 
PD law were determined deliver the best feasible damping of the oscillations, without exceeding wheel speed saturation. Due 
to the limited size of the wheels, they could easily saturate and there was a limit on the damping of oscillations achievable by 
PD control. Increasing the derivative gain or both gains further was found to quickly lead to torque saturation. The GS-PMN 
controller was tuned to switch between two sets of gains and a zero torque ‘coasting’ mode, as described in equation (32). The 
gains of the ‘low gain mode’ were the same as those of the PD law used for comparison, as prescribed in the gain-scheduled 
control law. The gains of the high gain mode were larger and also designed to provide the best feasible damping. They were 
practically limited by level of steady state oscillations (not to exceed one degree), which are amplified by higher gains. 
The wheel speeds recorded during both experiments (PD and GS-PMN controller) are shown in figure (12). With standard PD 
control, the wheel momentum builds up to compensate for the gravity torque. Both wheels build up to slightly different 
momenta, due to the gravity torque. The fairness of the following rapidity comparison is justified by the fact that the GS-PMN 
controller was tuned to deliver similar overall torque to that of the PD law. 
Figures (13), (14) and (15) show that the GS-PMN controller better damping of the oscillations than the PD law used as a 
benchmark. The main oscillation after t=25sec (time of activating the controller) is significantly smaller with the GS-PMN 
controller. Both controllers achieve steady state accuracy within ±1deg, with a slight increase of residual steady state 
oscillations on the air bearing table by GS-PMN control. Note that this phenomenon (which can be mitigated by reducing the 
higher set of gains) would not occur in the case satellite rest to rest maneuvers, having double integrator (not pendulum) 
dynamics. The fact that oscillations are damped faster with GS-PMN control shows that, as predicted in theory, the system 
proceeds on a more direct path towards the origin (in the phase space domain) with GS-PMN control.  
  
     
 
In the case of satellite rest to rest attitude maneuvers, the rapidity enhancement should be higher because, as shown in figure 
(1), the system proceeds more directly towards the origin with the double integrator dynamics of a zero momentum satellite.  
 
 
 
 
 
Fig.12. Wheel speeds during air bearing table experiments 1 and 2 
 
 
 
 
 
 
 
 
Fig. 13. Phase space diagram of the PD experiment 1 
  
     
 
 
Fig.14. Phase space diagram of the GS-PMN experiment 2 
 
 
Fig.15. Roll and pitch angles during 2-axis control experiments 1 and 2  
 
 
 
  
     
 
7. CONCLUSIONS 
Minimum norm optimization has been considered to minimize the control torque for spacecraft attitude control, subject to a 
minimum convergence rate constraint obtained with a benchmark PD controller. A comparison of the optimal and benchmark 
controllers, for identical torque expenditure and the same maneuver, shows a significant rapidity improvement with the optimal 
minimum norm approach. Gain scheduling preserves that advantage, while overcoming the practical risk of torque saturation.  
A generalized minimum norm approach has been considered by imposing a torque profile and a rapidity constraint. This 
approach has demonstrated torque-rapidity trade-off improvement with three types of convergence rate constraints: quadratic, 
exponential and by comparison with the convergence rate of a benchmark controller.  
The gain-scheduled min-norm controller also achieved faster damping of oscillations on an air bearing table, compared to a PD 
benchmark controller. The proposed optimization approaches can be extended to enhance or optimize any benchmark 
stabilizing feedback, not necessarily a PD law. They are globally stabilizing and free from computational issues, which is 
highly desirable given the limited resources onboard satellites. 
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