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Abstract
We compute the ‘adjustment matrices’ for weight 3 blocks of Iwahori–Hecke algebras of type A, in
characteristic 2 or 3. This enables all the decomposition numbers for weight 3 blocks to be calculated.
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1. Introduction
Let F be any field, and q an invertible element of F. Given a non-negative integer n, let Hn =
HF,q (Sn) denote the Iwahori–Hecke algebra of the symmetric group Sn. This has generators
T1, . . . , Tn−1 and relations
(Ti − q)(Ti + 1) = 0 (1 i  n − 1),
TiTi+1Ti = Ti+1TiTi+1 (1 i  n − 2),
TiTj = TjTi (1 i  j − 2 n − 3).
Of course, if q = 1 then Hn is simply the group algebra of Sn.
The algebra Hn arises in the study of groups with BN-pairs, and its representation theory has
been extensively studied. If q is not a root of unity in F, then Hn is semi-simple; if q is a root
* Corresponding author.
E-mail address: m.fayers@qmul.ac.uk (M. Fayers).0021-8693/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jalgebra.2006.01.054
M. Fayers, K.M. Tan / Journal of Algebra 306 (2006) 76–103 77of unity, then the representation theory is very similar to the representation theory of Sn in char-
acteristic p, with the prime p replaced by the integer e which is defined to be the least integer
such that 1 + q + · · · + qe−1 = 0 in F. One of the most important problems in the representation
theory of Hn is to determine the decomposition numbers, i.e. the composition multiplicities of
the irreducible modules in the so-called Specht modules; in the case q = 1, these are the de-
composition numbers in the usual representation-theoretic sense. This problem remains open in
general, but has been solved in some special cases. If F has infinite characteristic (throughout
this paper we use the convention that the characteristic of F is the order of the prime subfield
of F) then there is a recursive method—the LLT algorithm—for calculating the decomposition
numbers. If F has finite characteristic, then we can still use the infinite characteristic result: if we
take a primitive eth root of unity q ′ in C, then the decomposition matrix for Hn may be obtained
from the decomposition matrix for HC,q ′(Sn) by post-multiplying by a certain square matrix
with non-negative integer entries called the adjustment matrix for Hn. So in effect the prob-
lem of calculating the decomposition matrix of Hn is equivalent to calculating its adjustment
matrix.
Another approach which enables us to determine some decomposition numbers for Hn is to
look at the blocks ofHn individually, and to concentrate on blocks of small weight. To each block
of Hn is associated a non-negative integer called the weight of the block, and the complexity of
the representation theory of blocks of weight w increases with w. Blocks of weight 0 are simple
(and indeed all simple blocks have weight 0); and blocks of weight 1 are of finite representation
type, and are well understood. Blocks of weight two were addressed by Richards [14] who gave
a combinatorial description of their decomposition numbers (assuming that char(F) = 2). Using
the Jantzen–Schaper formula, he showed that the decomposition numbers for weight 2 blocks are
all at most 1 and that the adjustment matrices for these blocks are trivial; this is in accord with
James’s Conjecture, which suggests that the adjustment matrix for a block of Hn of weight w
should be trivial if w < char(F). The first author [4] extended Richards’s work to characteristic
2 and computed the adjustment matrices in this case. Blocks of weight 3 have been studied by
several authors in the case where char(F)  5, and the first author finally showed [5] that the
decomposition numbers for such blocks are all at most 1, and verified James’s Conjecture for
weight 3 blocks.
The purpose of the present paper is to calculate the adjustment matrices for weight 3 blocks
of Hn in the case where the characteristic of F is 2 or 3. The adjustment matrices remain myste-
rious in general, and it is difficult to observe general phenomena, except in blocks whose weight
is less than char(F) (where James’s Conjecture predicts the adjustment matrix) and in so-called
‘Rouquier blocks,’ where the adjustment matrices are related to the decomposition matrices of q-
Schur algebras (although this relationship is only conjectural when q = 1). So the information in
the present paper may be helpful to those trying to spot patterns in adjustment matrices. However,
the main result of this paper is awkward even to state without introducing additional terminology.
In the remainder of this introduction we introduce the background theory we shall require,
and in Section 2, we review the known results for blocks of weight 1, 2 and 3. In Section 3, we
introduce the machinery and notation required to state our main theorem, and we prove some
general properties of adjustment matrices which facilitate an inductive proof of the main the-
orem. In the remaining sections, we prove the main theorem in certain special cases which
suffice to allow a general proof by induction: we deal with the ‘principal’ block of H3e in
Section 4, blocks with rectangular cores in Section 5 and blocks with birectangular cores in
Section 6.
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Mathas’s book [12] is now the standard introduction to the representation theory of Hn, and
we take much of our notation from there. Note, however, that we use the Specht modules defined
by Dipper and James [2].
As stated above, q is an invertible element of the field F, and e is the least integer such that
1 + q + · · · + qe−1 = 0 in F; we are assuming that such an integer exists.
We record here two items of notation we use for modules. If M is a module and n a non-
negative integer, then M⊕n denotes a direct sum of n isomorphic copies of M , and we write
N ∼ Mn to indicate that N has a filtration with n factors all isomorphic to M .
1.1.1. Partitions, Specht modules and the abacus
As usual, a partition of n is defined to be a decreasing sequence λ = (λ1, λ2, . . .) of non-
negative integers whose sum is n. For each partition λ of n one defines a Specht module Sλ
for Hn. If λ is e-regular (that is, if it does not have e equal positive parts), then Sλ has an
irreducible cosocle Dλ, and the modules Dλ give a complete set of irreducible Hn-modules as λ
ranges over the set of e-regular partitions of n.
A useful way to represent partitions of n is on the abacus. We take an abacus with e vertical
runners, and we mark positions on these runners from the top down; we then number the positions
with non-negative integers, so that the numbers 0, . . . , e − 1 appear across the top of the abacus
from left to right, the numbers e, . . . ,2e− 1 appear from left to right below these, and so on. For
example, if e = 3, the numbering is as follows:
0 1 2
3 4 5
6 7 8
...
...
...
.
Given a partition λ, we choose an integer r greater than the number of non-zero parts of λ,
and define the beta-numbers β1, . . . , βr by
βi = λi + r − i.
Now we place a bead on the abacus at position βi for each i. The resulting configuration is called
an abacus display for λ.
One of the most useful features of the abacus is that it tells us in which block ofHn a partition
lies (we abuse notation throughout this paper by saying that a partition lies in a block B to mean
that the Specht module Sλ lies in B). Given an abacus display for λ, we slide all the beads as
far up their runners as they will go. The partition whose abacus display we obtain in this way
is called the e-core of λ. This is a partition of n − ew for some non-negative integer w, which
is referred to as the weight of λ. Nakayama’s ‘Conjecture’ states that two partitions lie in the
same block of Hn if and only if they have the same e-core. This automatically implies that they
have the same weight, and so we may speak of the (e-)core and the weight of a block. We also
define the abacus display for a block by specifying the number of beads on each runner, without
specifying their positions.
In this paper we shall frequently talk of moving a bead on the abacus one place to the left. We
wish to include the case where the bead lies on the leftmost runner of the abacus, and we abuse
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position j − 1,’ even if j ≡ 0 (mod e).
1.1.2. Decomposition matrices and adjustment matrices
The central problem in the representation theory of Hn is to determine the composition mul-
tiplicities [Sλ : Dμ] for partitions λ,μ of n with μ e-regular. These are usually recorded in the
decomposition matrix, which has rows indexed by partitions of n and columns by e-regular par-
titions of n, with the (λ,μ)-entry of the matrix being [Sλ : Dμ]. By restricting attention to the
partitions lying in a particular block B ofHn, one may speak of the decomposition matrix for B .
The following simple but very useful result on decomposition numbers follows from the fact
that Hn is a cellular algebra. Recall the usual dominance order  on partitions of n.
Lemma 1.1. [12, Corollary 4.17] Suppose λ and μ are partitions of n with μ e-regular. Then
[Sμ : Dμ] = 1, while [Sλ : Dμ] = 0 unless μ λ.
The main object of study in this paper is the adjustment matrix for Hn, which relates the
decomposition matrix forHn to that for an Iwahori–Hecke algebra over a field of infinite charac-
teristic. Recalling the integer e above, we fix a primitive eth root of unity q ′ in C. Given a block
B of Hn, let γ be the e-core of B , and let B0 be the block of HC,q ′(Sn) with e-core γ ; we say
that B0 is the block of HC,q ′(Sn) corresponding to B . Then we have the following, which is
proved using a form of modular reduction.
Theorem 1.2. [12, Theorem 6.35] Suppose B and B0 are as above. Let D and D0 be the decom-
position matrices of B and B0, respectively, with rows indexed by partitions of n with e-core γ ,
and columns indexed by e-regular partitions of n with e-core γ . Then there exists a square ma-
trix A with non-negative integer entries and with rows and columns both indexed by e-regular
partitions of n with e-core γ , such that D= D0A.
The matrix A in Theorem 1.2 is known as the adjustment matrix for B . Given e-regular par-
titions λ and μ in B , we write aλμ for the (λ,μ)-entry of the adjustment matrix. Adjustment
matrices were introduced by James in [7]; James’s Conjecture asserts that if char(F) > w, then
the adjustment matrix for a block of Hn of weight w is the identity matrix.
1.1.3. The Mullineux map
Let T1, . . . , Tn−1 be the standard generators of Hn. Let  :Hn →Hn be the involutory auto-
morphism sending Ti to q − 1 − Ti , and let ∗ :Hn →Hn be the anti-automorphism sending Ti
to Ti . Given a module M for Hn, define M to be the module with the same underlying vector
space and with action
h · m = hm,
and define M∗ to be the module with underlying vector space dual to M and with Hn-action
h · f (m) = f (h∗m).
(Note that in the symmetric group case q = 1, M is simply M ⊗ sgn, where sgn is the one-
dimensional signature representation, while M∗ is the usual dual module to M .)
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→ M respects the block structure of Hn; that is, if M and N lie in
the same block of Hn, then M and N lie in the same block. If a module M lies in a block B ,
then we write B for the block in which M lies, and we call B the conjugate block of B .
Now we look at the effect of these functors on Specht modules; let λ′ denote the partition
conjugate to λ.
Lemma 1.3. [12, Exercise 3.14(iii)] For any partition λ,
Sλ
′ ∼= (Sλ)∗.
Next we turn to the simple modules Dλ, for λ e-regular. It follows from the cellularity of Hn
that (Dλ)∗ ∼= Dλ. If we let λ denote the e-regular partition such that (Dλ) ∼= Dλ , then  is
an involutory bijection from the set of e-regular partitions of n to itself. This bijection is given
combinatorially by Mullineux’s algorithm [13]; we shall not describe this here, but we note that
given an e-regular partition λ, the partition λ depends only on λ and e, and not on the underlying
field.
The functor M 
→ M is a self-equivalence of the category of Hn-modules, and we have the
following consequence for decomposition numbers.
Corollary 1.4. For any partitions λ and μ with μ e-regular,
[
Sλ : Dμ]= [Sλ′ : Dμ].
Combining this with Lemma 1.1, we get the following.
Corollary 1.5. Suppose λ and μ are partitions of n with μ e-regular. Then [Sμ ′ : Dμ] = 1, while
[Sλ : Dμ] = 0 unless λ μ ′.
1.1.4. Induction and restriction
If 0 κ  n, thenHn−κ is naturally a subalgebra ofHn, and we have induction and restriction
functors between the module categories of these two algebras. Given a module M lying in a block
B ofHn and given a block A ofHn−κ , we write M↓BA for the projection onto A of the restriction
of M from Hn to Hn−κ . Similarly, we write N↑BA for a module induced from A to Hn and then
projected onto B .
For Specht modules and simple modules, there are various ‘branching rules’ describing the
effects of these functors. Suppose that we have an abacus display for B , and that r1 and r2 are
runners on the abacus with r2 immediately to the right of r1. Let A be the block of Hn−κ whose
abacus display is obtained from that for B by moving κ beads from r2 to r1. Given a partition
λ in B , let λ−1, . . . , λ−s be the distinct partitions which may be obtained by moving κ beads
on runner r2 one place to the left. Similarly, given a partition ν in A, let ν+1, . . . , ν+t be those
partitions which may be obtained by moving κ beads on runner r1 one place to the right.
Theorem 1.6 (The Branching Rule [12, Corollary 6.2]). The module Sλ↓BA has a filtration in
which the factors are Sλ−1, . . . , Sλ−s , each occurring κ! times. Similarly, Sν↑BA has a filtration in
which the factors are Sν+1, . . . , Sν+t , each occurring κ! times.
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suppose that we have e-regular partitions λ in B and μ in A. We define the signature of λ to be
the sequence of + and − signs obtained by examining runners r1 and r2 from bottom to top,
writing a + whenever there is a bead on runner r1 with no bead immediately to the right, and
writing a − when there is a bead on runner r2 with no bead immediately to the left. We now
form the reduced signature by successively deleting all adjacent pairs +−. If there are any –
signs in the reduced signature, the corresponding beads on runner r2 are called normal. If there
are at least κ normal beads, then we let λ− be the (e-regular) partition obtained by moving the κ
highest normal beads one place to the left.
We form the reduced signature of ν in exactly the same way; if this contains any + signs,
then the corresponding beads on runner r1 of the abacus are called conormal. If there are at least
κ conormal beads, then we let ν+ be the (e-regular) partition obtained by moving the κ lowest
conormal beads one place to the right.
Theorem 1.7. [1, §2.5]
• If there are fewer than κ normal beads in the abacus display for λ, then Dλ↓BA = 0. If there
are exactly κ normal beads, then Dλ↓BA ∼= (Dλ
−
)⊕κ!.
• If there are fewer than κ conormal beads in the abacus display for ν, then Dν↑BA = 0. If
there are exactly κ conormal beads, then Dν↑BA ∼= (Dν
+
)⊕κ!.
We now consider the relationship between the modular branching rule and the Mullineux map.
Given an abacus display for B , it is a simple matter to construct an abacus display for B: we
simply rotate the abacus through 180◦, and then replace each bead with an empty space and each
empty space with a bead. If we do this with the abacus display described above for B and do the
same for A, then we find that the abacus display for A is obtained from that for B by moving κ
beads from one runner to the runner immediately to its left. Given an e-regular partition μ in B,
we form the reduced signature using these two runners as described above, and if there are at least
κ normal beads, we define the partition μ−. Then we have the following, which is essentially the
main result of [6].
Proposition 1.8. Suppose λ is an e-regular partition in B . Then λ− is defined in A if and only if
(λ)− is defined in A, and if these partitions are defined then we have (λ−) = (λ)−.
1.1.5. The Jantzen–Schaper formula
One of the most important tools for calculating and estimating the decomposition numbers
of Hn is the (q-analogue of the) Jantzen–Schaper formula. We shall use this in several places
in this paper. Details of the formula may be found in [9]. We note that the formula allows a
strengthening of Lemmas 1.1 and Corollary 1.5, by using a coarser form of the dominance order.
Given partitions λ and μ of n and with e defined as above, we say that λ dominates μ in the
Jantzen–Schaper order if λ μ and if the Young diagram for μ may be obtained from that for λ
by removing a rim hook of length divisible by e and then adding a rim hook of the same length,
or equivalently if an abacus display for μ may be obtained from an abacus display for λ by
moving one bead up its runner and moving another bead down its runner. We extend this order
transitively to give a partial order, of which the usual dominance order is a refinement. We use
the symbol  for this new order, which we use exclusively from now on. Although this order
depends on the integer e, no confusion should arise.
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Various Morita equivalences for blocks of the same weight were found by Scopes [15]; her
results were generalised to Iwahori–Hecke algebras by Jost [10].
Suppose that A is a block of Hn−κ of weight w, and B a block of Hn of weight w. Suppose
that there is an abacus display for B with runners r1 and r2 such that:
• r2 lies immediately to the right of r1;
• there are exactly κ more beads on runner r2 than on runner r1;
• by interchanging runners r2 and r1, we obtain an abacus display for A.
Then we say that A and B form a [w : κ]-pair.
Suppose that A and B form a [w : κ]-pair with w  κ , and let λ be a partition in B . Then there
are exactly κ beads on runner r2 in the abacus display for λ which do not have beads immediately
to their left. If we move each of these beads one place to the left, we obtain a partition in A, which
we denote as Φ(λ). We have the following.
Theorem 1.9. [12, p. 127] Let A, B and Φ be as above. Then:
• Φ is a bijection between the set of partitions in B and the set of partitions in A;
• Φ(λ) is e-regular if and only if λ is e-regular;
• for any partition λ in B ,
Sλ↓BA ∼
(
SΦ(λ)
)κ!
, SΦ(λ)↑BA ∼
(
Sλ
)κ!;
• for any e-regular partition λ in B ,
Dλ↓BA ∼=
(
DΦ(λ)
)⊕κ!
, DΦ(λ)↑BA ∼=
(
Dλ
)⊕κ!;
• the correspondence Dλ ↔ DΦ(λ) is induced by a Morita equivalence between B and A.
In view of Theorem 1.9, we say two blocks are Scopes equivalent if they form a [w : κ]-pair
for some κ  w. We extend this reflexively and transitively to define an equivalence relation on
the set of blocks of weight w, and we refer to an equivalence class as a Scopes class.
1.1.7. Pyramids
In order to understand the combinatorics of Scopes classes, Richards [14] defined the notion
of a pyramid. Let γ be an e-core, and choose an abacus display for γ in which there is at least
one bead on each runner. Let p1 < · · · < pe be those integers such that there is a bead at position
pi but no bead at position pi + e, for each i. Then exactly one pi lies in each congruence class
modulo e. We number the runners of the abacus so that the bead at position pi lies on runner i
for each i. For i < j the integer pj − pi is a positive integer not divisible by e, and it does not
depend on the choice of abacus display for γ . Given w  0, we define
iaj =
{ pj−pi
e
, if pj − pi < we;w − 1, otherwise,
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iaj = w − 1 if i  0 or j > e. If B is the block of Hn with core γ and weight w, then the set
of integers iaj is called the pyramid for B; we shall write iaj (B) when it is not clear to which
block we are referring. We shall also use shorthands such as i0j to mean iaj = 0 and i1+j to
mean iaj  1.
Note that our definition of the pyramid is slightly different from that of Richards. He defines
the pyramid using the integers iAj = w − 1 − iaj .
A crucial property of pyramids is the following.
Proposition 1.10. [14, Lemma 3.1 and Proposition 3.3] Two blocks of weight w are Scopes
equivalent if and only if they have the same pyramid.
2. Blocks of small weight
In this section, we review some notation and basic results for blocks of small weight. In the
interests of brevity, we state only essential results.
2.1. Blocks of weight 1
The following theorem is well known.
Proposition 2.1. Suppose B is a block of Hn of weight 1. Then there are exactly e partitions in
B , which are totally ordered by the Jantzen–Schaper ordering: λ1  · · ·  λe. Furthermore, λi
is e-regular if and only if 1 i  e − 1, and the decomposition number [Sλi : Dλj ] equals 1 if
j = i or j = i − 1, and 0 otherwise, irrespective of char(F). In particular, the adjustment matrix
for B is trivial.
2.2. Adjustment matrices for blocks of weight 2
In this section, we give the results which describe the adjustment matrix for a block of Hn of
weight 2; we shall need this in order to find the adjustment matrices for weight 3 blocks.
First we need to describe some notation for partitions in blocks of weight 2. Suppose B is a
block of Hn of weight 2, and take an abacus display for B . We number the runners of the abacus
as in Section 1.1.7. If λ is a partition in B , then the abacus display for λ is obtained from the
abacus display for its core by moving two beads down one space each or by moving one bead
down two spaces. We write:
• λ = [i, j ] if the abacus display for λ is obtained by moving two beads down one space each,
on runners i and j (where i may equal j );
• λ = [i] if the abacus display for λ is obtained by moving the lowest bead on runner i down
two spaces.
If the numbers of beads on the runners of the abacus are b1, . . . , be from left to right, we
may refer to this as the 〈b1, . . . , be〉 notation. Note that our numbering of runners means that this
notation for λ does not depend on the choice of abacus display.
Now we can describe the adjustment matrix for B .
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in B .
(1) [14] If char(F) 3, then aλμ = δλμ.
(2) [4, Corollary 2.4] If char(F) = 2, then
aλμ =
⎧⎨
⎩
1, if λ = [i, i], μ = [i], i−11i1i+1, 2 i  e;
1, if λ = [i, i], μ = [i, i + 1], i−11i0i+1, 2 i < e;
δλμ, otherwise.
2.3. Blocks of weight 3
2.3.1. Notation for weight 3 blocks
In this section, we describe notation for blocks of weight 3, and note some basic results con-
cerning [3 : κ]-pairs.
Suppose B is a block of Hn of weight 3, and fix an abacus display for B . If λ is a partition
in B , then we write:
• λ = [i] if the display for λ is obtained from the display for the core of B by moving the
lowest bead on runner i down three spaces;
• λ = [i, j ] if the display for λ is obtained by moving the lowest bead on runner i down two
spaces, and a bead on runner j down one space (where possibly i = j );
• λ = [i, j, k] if the display for λ is obtained by moving three beads down one space each on
runners i, j and k (which may coincide).
As with partitions of weight 2, we may refer to this as the 〈b1, . . . , be〉 notation; we may even
write the partition [i] as [i]B or [i | b1, . . . , be] (and similarly for [i, j ] and [i, j, k]) to emphasise
which block or abacus display we are using. Where there is a risk of confusion, we shall be
explicit about the weight of a partition described using this notation.
An advantage of using our numbering of the runners of the abacus is that if A and B are
blocks forming a [3 : κ]-pair with κ  3, then the map Φ described in Section 1.1.6 becomes
[i, j, k] 
→ [i, j, k],
[i, j ] 
→ [i, j ],
[i] 
→ [i],
for all i, j, k.
2.3.2. Rouquier blocks
There is a class of blocks which is particularly well understood. These blocks are defined for
any weight, but we restrict our attention to blocks of weight 3.
Suppose B is a weight 3 block of Hn with pyramid ( iaj ). We say that B is Rouquier if
iaj = 2 for all i < j .
It is easy to verify which partitions in a Rouquier block are e-regular:
• [i] is e-regular if and only if i  2;
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• [i, j, k] is e-regular if and only if i, j, k  2.
One particular advantage of Rouquier blocks is that, using a theorem of James, Lyle and
Mathas, we can derive information about the adjustment matrices in a very direct way from
the decomposition numbers. For blocks of weight 3, this is actually sufficient to calculate the
adjustment matrices completely. In order to state the result we need, we define an equivalence
relation on the partitions in a Rouquier block. Given an abacus display for a partition λ, we reach
the display for the core of λ by moving a bead up one space on the abacus three times. We define
the i-mass of λ to be the number of these moves which take place on runner i. For example, the
i-mass of the partition [i, i, j ] is 2 while the k-mass of this partition is 0, if i = j = k = i. Given
partitions λ and μ, we write λ ↔ μ if and only if the i-mass of λ equals the i-mass of μ for
each i.
Proposition 2.3. [8, Proposition 2] Suppose B is a Rouquier block ofHn. If λ and μ are e-regular
partitions in B , then
aλμ =
{ [Sλ : Dμ], if λ ↔ μ;
0, otherwise.
We shall use this result later in order to calculate the adjustment matrices for Rouquier blocks
explicitly. These will be used to deal with difficult cases in the inductive proof of our main
theorem.
2.3.3. [3 : κ]-pairs
In studying weight 3 blocks, [3 : κ]-pairs are a vital tool. Since blocks forming a [3 : κ]-pair
with κ  3 are Morita equivalent, the study of blocks of weight 3 centres around [3 : 1]- and
[3 : 2]-pairs. Here we set up some notation and prove some basic results for such pairs, following
Martin and Russell [11].
Suppose A and B form a [3 : κ]-pair, and that the abacus display for B is obtained from that
for A by swapping the adjacent runners j and k, where j < k (recall our numbering system for
runners in Section 1.1.7). We say that a partition λ in B is exceptional for this [3 : κ]-pair if there
are more than κ beads on runner k of the abacus display for B with no bead immediately to the
left, and non-exceptional otherwise. Similarly, we say that a partition ν in A is exceptional if
there are more than κ beads on runner j of the abacus display for ν with no bead immediately
to the right. Note that if λ is a partition in B , then there are always at least κ normal beads on
runner k of the abacus display for λ; we define Φ(λ) to be the partition in A obtained by moving
the κ highest normal beads one place to the left.
If λ is a non-exceptional partition, then there are exactly κ beads on runner k with no bead
immediately to the left, and so Φ(λ) is obtained by moving these κ beads to the right. In partic-
ular, if κ  3, then the definition of Φ agrees with the definition in Section 1.1.6, since in that
case every partition in B is non-exceptional.
If λ is e-regular, then we say that the simple module Dλ is exceptional if there are more than κ
normal beads on runner k of the abacus display for λ. We make a similar definition for A: if ν is
an e-regular partition in A we say that Dν is exceptional if there are more than κ conormal beads
on runner j .
The following is then a familiar result in the study of weight 3 blocks.
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• Φ is a bijection between the set of partitions in B and the set of partitions in A.
• Φ(λ) is e-regular if and only if λ is.
• If λ is non-exceptional, then
Sλ↓BA ∼
(
SΦ(λ)
)κ!
, SΦ(λ)↑BA ∼
(
Sλ
)κ!
.
• If λ is e-regular and Dλ is non-exceptional, then
Dλ↓BA ∼=
(
DΦ(λ)
)⊕κ!
, DΦ(λ)↑BA ∼=
(
Dλ
)⊕κ!
.
• If λ is e-regular and Dλ is exceptional, then Dλ↓BA and DΦ(λ)↑BA are not semi-simple.
We also need the following.
Lemma 2.5. Suppose A and B form a [3 : κ]-pair, and define Φ as above. Let Φ ′ be the function
from the set of partitions in B to the set of partitions in A defined in the same way. If λ is an
e-regular partition in B , then
Φ ′
(
λ
)= (Φ(λ)),
and Dλ is exceptional if and only if Dλ is exceptional.
Proof. This follows immediately from Propositions 1.8 and 2.4. 
Now we examine the cases κ = 1 and 2 in more detail.
2.3.4. [3 : 1]-pairs
Suppose that A and B form a [3 : 1]-pair, and that the abacus display for B is obtained from
that for A by swapping runners j and k. Then there are 3e exceptional partitions in each of A
and B , which we denote as follows (with 1 l  e):
A B
αl =
{ [j, l] (l = k),
[j ] (l = k), αl =
⎧⎨
⎩
[k, k, l] (l = j, k),
[k, k, k] (l = j),
[k, k] (l = k),
βl =
{ [j, k, l] (l = k),
[k, j ] (l = k), βl =
{ [j, k, l] (l = k),
[k, j ] (l = k),
γ l =
⎧⎨
⎩
[k, k, l] (l = j, k),
[k, k, k] (l = j),
[k, k] (l = k),
γl =
{ [j, l] (l = k),
[j ] (l = k).
The exceptional simple modules in A and B are the modules Dαl and Dαl for those l such
that αl is e-regular. The bijection Φ acts on the exceptional partitions as follows:
Φ :αl 
→ αl,
βl 
→ γ l,
γl 
→ βl.
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A and B be as above, and let C be the block of weight 1 whose abacus display is obtained from
that for B by moving a bead from runner j to runner k. We let λ1  · · · λe be the partitions in C.
We get the following result on induction and restriction between B and C from Theorems 1.6
and 1.7.
Proposition 2.6. Let B and C be as above. Then there is a permutation π ∈ Se such that:
(1) if λ is a partition in B , then
Sλ↑CB ∼=
{
Sλ
l
, if λ is of the form απ(l), βπ(l) or γπ(l);
0, otherwise;
(2) if λ is an e-regular partition in B , then
Dλ↑CB ∼=
{
Dλ
l
, if λ is of the form απ(l);
0, otherwise.
Corollary 2.7. The partition απ(l) is e-regular if and only if 1 l  e−1. In this case, Dαπ(l) ap-
pears exactly once as a composition factor of each of
Sαπ(l) , Sβπ(l) , Sγπ(l) , Sαπ(l+1) , Sβπ(l+1) , Sγπ(l+1) ,
and does not appear as a composition factor of any other Specht module.
Proof. This follows at once from Proposition 2.6, the decomposition matrix of C described in
Section 2.1, and the fact that induction is an exact functor. 
Corollary 2.8. If 1 l  e − 1, then
απ(l)
′ = γπ(l+1).
Proof. By Corollary 1.5, if λ is an e-regular partition then λ′ is the least dominant partition such
that [Sλ′ : Dλ] > 0. The result follows since απ(l)  απ(l+1) and αl  βl  γl for any l. 
2.3.5. [3 : 2]-pairs
In this section we review some background on [3 : 2]-pairs; the notation here is less complex
than for [3 : 1]-pairs.
Suppose A and B form a [3 : 2]-pair, and that an abacus display for B is obtained by swapping
runners j and k of an abacus display for A. We use the following notation for the exceptional
partitions in A and B:
A B
α = [j ], α = [k, k, k],
β = [j, k], β = [j, k, k],
γ = [j, k, k], γ = [j, k],
δ = [k, k, k], δ = [j ].
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pair are Dα and Dα . The bijection Φ has the following effect on the exceptional partitions:
Φ :α 
→ α,
β 
→ δ,
γ 
→ γ ,
δ 
→ β.
Let C be the block of weight zero whose abacus display is obtained from that for B by moving
a bead from runner j to runner k. Let ν denote the unique partition in C.
Proposition 2.9.
(1) If λ is a partition in B , then
Sλ↑CB ∼=
{
Sν, if λ = α, β, γ or δ;
0, otherwise.
If in addition λ is e-regular, then
Dλ↑CB ∼=
{
Dν, if λ = α;
0, if λ = α.
(2) The simple module Dα appears exactly once as a composition factor of each of Sα , Sβ , Sγ ,
Sδ , and does not appear as a composition factor of any other Specht module.
Proof. Part (1) follows from Theorems 1.6 and 1.7. Part (2) then follows from the exactness of
induction and the fact that Sν = Dν . 
3. The main theorem
The statement of the main theorem is rather complicated. To begin with, we consider Rouquier
blocks. In the symmetric group case, the adjustment matrices for Rouquier blocks of all weights
have been computed (in terms of decomposition matrices for Schur algebras) by Turner [17],
and it is conjectured that an analogue of his result holds for Iwahori–Hecke algebras generally.
Here, we effectively prove this conjecture for weight 3 blocks; it turns out to be straightforward
to compute the adjustment matrices using the Jantzen–Schaper formula in this case.
With the aid of Proposition 2.3, it suffices to calculate the decomposition numbers dλμ for
those pairs (λ,μ) of e-regular partitions with μ λ and λ ↔ μ. For weight 3 blocks, such pairs
are as follows:
• λ = [i, i], μ = [i] (2 i  e);
• λ = [i, i, i], μ = [i] (2 i  e);
• λ = [i, i, i], μ = [i, i] (2 i  e);
• λ = [i, i, k], μ = [i, k] (2 i, k  e, i = k).
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Proposition 3.1.
(1) Suppose char(F) = 2, and B is a weight 3 Rouquier block of Hn. Then
[
Sλ : Dμ]=
⎧⎪⎪⎨
⎪⎪⎩
0, if λ = [i, i], μ = [i];
1, if λ = [i, i, i], μ = [i];
0, if λ = [i, i, i], μ = [i, i];
1, if λ = [i, i, k], μ = [i, k], i = k.
(2) Suppose char(F) = 3, and B is a weight 3 Rouquier block of Hn. Then
[
Sλ : Dμ]=
⎧⎪⎪⎨
⎪⎪⎩
1, if λ = [i, i], μ = [i];
0, if λ = [i, i, i], μ = [i];
1, if λ = [i, i, i], μ = [i, i];
0, if λ = [i, i, k], μ = [i, k], i = k.
The proof of Proposition 3.1 is completely straightforward; note that to estimate the decom-
position number [Sλ : Dμ] using the Jantzen–Schaper formula, it suffices to calculate the de-
composition numbers [Sν : Dμ] for those partitions ν with μ ν  λ. If λ = [i] and μ = [i, i, i],
then the only such ν is [i, i], while if (λ,μ) is any of the other pairs given above, then there is
no such ν. We leave the calculations to the reader.
It turns out that the non-zero entries in the adjustment matrices for weight 3 blocks ‘come
from’ the Rouquier blocks by induction. We shall make this precise shortly, but first we consider
how induction and restriction of simples in a [3 : κ]-pair are related to adjustment matrices.
Suppose A and B are blocks of Hn−κ and Hn forming a [3 : κ]-pair, and recall the map Φ
defined in Section 2.3.3.
Lemma 3.2. [5, Lemma 4.3] Suppose that A and B are as above. Suppose λ,μ are e-regular
partitions in B .
(1) If Dμ is exceptional, then
aλμ = aΦ(λ)Φ(μ) = δλμ.
(2) If Dλ is non-exceptional, then
aλμ = aΦ(λ)Φ(μ).
Using Proposition 3.1 and Lemma 3.2, it is possible to calculate many entries in the adjustment
matrices of weight 3 blocks. We define a Scopes sequence to be a sequence B0, . . . ,Br of weight
3 blocks such that for 1  i  r , Bi−1 and Bi form a [3 : κi]-pair for some κi . If λ is an e-
regular partition in B0 and λˇ is an e-regular partition in Br , then we say that λ induces semi-
simply to λˇ via B0, . . . ,Br if there are e-regular partitions λ = λ(0), λ(1), . . . , λ(r) = λˇ lying in
B0, . . . ,Br , respectively, such that Dλ
(i) is non-exceptional for the [3 : κi]-pair (Bi−1,Bi), and
Φ(λ(i)) = λ(i−1) for each i, where Φ is the map defined in Section 2.3.3 for this pair. If there is
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Dλ
(i) is exceptional, then we say that Dλ induces almost semi-simply to Dλˇ via B0, . . . ,Br . If λ
and λˇ are e-regular partitions lying in weight 3 blocks B and C, respectively, then we say that λ
induces (almost) semi-simply to λˇ if there is some Scopes sequence B = B0, . . . ,Br = C such
that λ induces (almost) semi-simply to λˇ via B0, . . . ,Br .
Now we can state our main theorem. Suppose λ and μ are e-regular partitions lying in a
weight 3 block B of Hn.
If char(F) = 2, we define aˆλμ to equal 1 if the pair (λ,μ) satisfies one of the following
conditions:
• there is a Rouquier block C and 2 i  e such that λ induces semi-simply or almost semi-
simply to [i, i, i]C , while μ induces semi-simply to [i]C ;
• there is a Rouquier block C and 2 i = k  e such that λ induces semi-simply to [i, i, k]C ,
while μ induces semi-simply to [i, k]C .
If λ and μ do not satisfy either of the above conditions, then we set aˆλμ = δλμ.
If char(F) = 3, we define aˆλμ to equal 1 if the pair (λ,μ) satisfies one of the following
conditions:
• there is a Rouquier block C and 2 i  e such that λ induces semi-simply to [i, i, i]C , while
μ induces semi-simply to [i, i]C ;
• there is a Rouquier block C and 2 i  e such that λ induces semi-simply to [i, i]C , while
μ induces semi-simply to [i]C .
If λ and μ do not satisfy either of the above conditions, then we set aˆλμ = δλμ.
Theorem 3.3. Suppose B is a weight 3 block of Hn, and that λ and μ are e-regular partitions
in B . Then aλμ = aˆλμ.
It will help with the proof of Theorem 3.3 (and it may also be more useful to the reader)
to have a more explicit description of those pairs (λ,μ) satisfying aˆλμ = 1. In fact, we give
a complete description of partitions inducing semi-simply to any given e-regular partition in a
Rouquier block, as well as those inducing almost semi-simply to the partition [i, i, i]. An explicit
(induction-free) description of the adjustment matrices for weight 3 blocks may be inferred from
this.
Proposition 3.4. Suppose λ is an e-regular partition lying in a block B , and that [∗] is a symbol
of the form [i], [i, j ] or [i, j, k] (2 i < j < k). Then λ induces semi-simply to the partition [∗]C
in some Rouquier block C if and only if λ, [∗] and the pyramid for B satisfy one of the following
sets of conditions.
[∗] λ Conditions on pyramid for B
[i]
[i]B i2i+1
[i, i + 1]B i1−i+1, i1+i+2
[i, i + 1, i + 2]B i0i+2
(continued on next page)
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[∗] λ Conditions on pyramid for B
[i, i] [i, i]B i−11
+
i1+i+1
[i, i, i + 1]B i−11+i0i+1
[i, i, i] [i, i, i]B i−12i
[i, j ]
[i, j ]B i1+i+1, i2j
[i, i + 1, j ]B i0i+11+j
[i, j, j ]B i−11+j , i1−j , i+10j
[j, i]
[j, i]B i1+j1+j+1
[j, j ]B i−11+j , i0j1+j+1
[i, j, j + 1]B i1+j0j+1
[j, j, j + 1]B i−11+j , i0j0j+1
[i, i, j ] [i, i, j ]B i−11
+
i1+j
[j, j, j ]B i−12j , i0j
[i, j, j ] [i, j, j ]B i2j , j−11
+
j
[j, j, j ]B i−12j , i1j , j−11j
[i, j, k]
[i, j, k]B i1+j1+k
[i, k, k]B i2k, j−11+k, j0k
[j, j, k]B i−11+j , i0j1+k
[k, k, k]B i−12k, i1k, j−11k, j0k
Moreover, if one of these sets of conditions holds, then for any Scopes sequence B = B0, . . . ,Br
with Br a Rouquier block, λ induces semi-simply to [∗]Br via B0, . . . ,Br .
Proof. Given [∗], let S[∗] be the set of partitions λ given in the table. For any weight 3 block B
there is a Scopes sequence B = B0, . . . ,Br with Br a Rouquier block [3, Lemma 3.1], and so it
suffices to prove the following two statements.
(1) If λ is an e-regular partition lying in a Rouquier block B , then λ ∈ S[∗] if and only if
λ = [∗]B .
(2) If A and B are weight 3 blocks forming a [3 : κ]-pair and λ is an e-regular partition lying
in B , then:
(a) if Dλ is non-exceptional for this pair, then λ ∈ S[∗] if and only if Φ(λ) ∈ S[∗];
(b) if Dλ is exceptional for this pair, then Φ(λ) /∈ S[∗].
Part (1) is easy to verify, given the pyramid for a Rouquier block. Part (2) is straightforward
(albeit tedious) to check, given the descriptions of Φ in 2.3. 
We need the corresponding result for ‘almost semi-simple’ induction of λ to [i, i, i].
Proposition 3.5. Suppose λ is an e-regular partition lying in a weight 3 block B of Hn, and
2 i  e. Then λ induces almost semi-simply to the partition [i, i, i]C for some Rouquier block
C if and only if λ and the pyramid for B satisfy one of the following conditions.
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[i − 1] i−11i , i−12i+1
[i − 1, i + 1] i−11i , i−11i+1
[i, i − 1] i−10i1+i+1
[i − 1, i, i + 1] i−10i0i+1, i−11i+1
[i, i + 1, i + 1] i−10i+1, i−21+i+1
Moreover, if λ satisfies any of these conditions and B = B0, . . . ,Br is a Scopes sequence with
Br a Rouquier block, then λ induces almost semi-simply via this sequence to [i, i, i]Br .
Proof. This is proved similarly to Proposition 3.4. Let S be the set of partitions described. Then
it suffices to prove the following two statements.
(1) S does not contain any partition lying in a Rouquier block.
(2) If A and B are weight 3 blocks forming a [3 : κ]-pair and λ is an e-regular partition lying
in B , then:
(a) if Dλ is non-exceptional for this pair, then λ ∈ S ⇔ Φ(λ) ∈ S ;
(b) if Dλ is exceptional for this pair, then Φ(λ) ∈ S if and only if λ induces semi-simply to
[i, i, i]C for some Rouquier block C.
Again, (1) is easy, while (2) can be checked using the description of Φ and that of the partitions
inducing semi-simply to [i, i, i]C listed in Proposition 3.4. 
For the remainder of this section, we state some simple results about adjustment matrices
which will help us to prove Theorem 3.3, and we show that our main theorem is compatible with
these.
Lemma 3.6. [5, Lemma 4.2] Suppose B is a block of Hn, and that λ and μ are e-regular parti-
tions in B .
(1) aλμ = aλμ .
(2) If aλμ = 0, then μ λ and λ′  μ ′.
The next result shows how certain entries in the adjustment matrix may be derived from the
adjustment matrices for blocks of weight less than 3. Suppose μ is an e-regular partition lying in
a weight 3 block B of Hn. We say that μ is lowerable if there is a block C of Hn−1 of weight 0,
1 or 2 such that Dμ↓BC = 0.
Proposition 3.7. Suppose λ and μ are e-regular partitions in a weight 3 block B of Hn, and
suppose C is a block of Hn−1 of weight 0, 1 or 2 with Dμ↓BC = 0.
(1) If Dλ↓BC = 0, then aλμ = 0.
(2) If Dλ↓BC = 0, then there are e-regular partitions λ− and μ− in C such that
Dλ↓BC ∼= Dλ
−
, Dμ↓BC ∼= Dμ
−
and aλμ = aλ−μ− .
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from runner j to runner i, where runner i lies immediately to the left of runner j . The fact that C
has weight 0, 1 or 2 means that in the abacus display for B the number of beads on runner i is at
least that on runner j . Using Theorem 1.7, we find that the restriction of any simple module from
B to C is either 0 or simple. So certainly there is an e-regular partition μ− with Dμ↓BC ∼= Dμ
−
,
and either Dλ↓BC = 0 or there is an e-regular λ− with Dλ↓BC ∼= Dλ
−
. Moreover, Dμ is the only
simple module in B which restricts to give Dμ− .
Let B0 and C0 be the blocks of HC,q ′(Sn) and HC,q ′(Sn−1) corresponding to B and C. Let
D and E be the decomposition matrices for B0 and C0; let B and C be the adjustment matrices
for B and C, so that the decomposition matrices for B and C are DB and EC, respectively.
Let S be the ‘Specht branching matrix’ for restriction from B to C: this has rows indexed by
partitions in B and columns indexed by partitions in C, with the (λ, ν)-entry being the multi-
plicity of Sν in the Specht filtration for Sλ↓BC given by Theorem 1.6. Since the Branching Rule
is independent of characteristic, S is also the Specht branching matrix for restriction from B0
to C0. Let T be the ‘simple branching matrix’ for restriction from B to C: here the rows and
columns are indexed by e-regular partitions in B and C, respectively, and the (μ, ξ)-entry is the
composition multiplicity [Dμ↓BC : Dξ ]. By Theorem 1.7 the restriction of a simple module from
B to C (or from B0 to C0) is either simple or zero, and if it is non-zero it is described in a
characteristic-free way, so T is also the simple branching matrix for restriction from B0 to C0.
By exactness of restriction from B to C, we get
DBT= SEC,
and by exactness of restriction from B0 to C0 we get
DT= SE,
so that
DBT= DTC.
Since D has full column rank, we may cancel it to get
BT= TC.
We compare the (λ,μ−)-entries of both sides. We have
(BT)λμ− =
∑
ν
aλν
[
Dν↓BC : Dμ
−]= aλμ.
On the other hand, we have
(TC)λμ− =
∑
ξ
[
Dλ↓BC : Dξ
]
aξμ−
=
{
aλ−μ− , if Dλ↓BC ∼= Dλ
− = 0;
0, if Dλ↓BC = 0.

In order to use Lemmas 3.2 and 3.6(1), we must show that they are compatible with Theo-
rem 3.3.
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aˆλμ = aˆλμ.
Proof. This is certainly true if B is a Rouquier block, where the effect of the Mullineux map
may be read from [16, Proposition 3.3]. For an arbitrary weight 3 block B , take a Scopes se-
quence B = B0, . . . ,Br such that Br is Rouquier; then λ and μ induce semi-simply to partitions
λˇ and μˇ via B0, . . . ,Br if and only if λ and μ induce semi-simply to λˇ and μˇ via B0, . . . ,B

r ,
by Lemma 2.5; a similar statement applies for the case where λ induces almost semi-simply
to [i, i, i]Br . 
Proposition 3.9. Suppose A and B are blocks ofHn−κ andHn forming a [3 : κ]-pair, and that λ
and μ are e-regular partitions in B .
(1) If Dμ is exceptional, then
aˆλμ = aˆΦ(λ)Φ(μ) = δλμ.
(2) If Dλ is non-exceptional, then
aˆλμ = aˆΦ(λ)Φ(μ).
Proof. (1) If λ = μ and either aˆλμ = 1 or aˆΦ(λ)Φ(μ) = 1, then it is easy to check, using the
definition of aˆλμ and Propositions 3.4 and 3.5, that Dμ cannot be an exceptional simple module
for the pair (A,B).
(2) By (1), we can assume that Dμ is non-exceptional. Then, by the last statement in Propo-
sition 3.4, we find that λ and μ induce semi-simply to given partitions [∗]C and [†]C for some
Rouquier block C if and only if Φ(λ) and Φ(μ) do; a similar statement holds for the case where
λ induces almost semi-simply to [i, i, i], using the last statement of Proposition 3.5. 
The following corollary follows immediately from Proposition 3.9 and Lemma 3.2, since
Theorem 3.3 clearly holds for Rouquier blocks by Proposition 3.1.
Corollary 3.10. Suppose λ and μ are e-regular partitions lying in a block B of weight 3. If λ
induces semi-simply to some partition lying in a Rouquier block, then Theorem 3.3 holds for the
pair (λ,μ), i.e. aλμ = aˆλμ.
Now we describe the strategy of our proof of Theorem 3.3, which is by induction on n. Sup-
pose λ and μ are e-regular partitions in a weight 3 block B ofHn, and there is a block A ofHn−κ
forming a [3 : κ]-pair with B . If Dλ is non-exceptional or Dμ is exceptional for this pair, then
Theorem 3.3 holds for the pair (λ,μ) by induction, Lemma 3.2 and Proposition 3.9. So we may
assume that for every such A, Dλ is exceptional and Dμ is non-exceptional for the pair (A,B).
As Dλ cannot be exceptional for two different such pairs, we may assume that there is at most
one such A, and that we have κ = 1 or 2. This means that B is one of three types of block, which
we deal with in the remaining three sections.
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As an initial case for our inductive proof of Theorem 3.3, we consider the block B ofH3e with
core ∅. This has a pyramid ( j ak) with j0k whenever 1 j  k  e, and may be represented on
an abacus with the 〈3e〉 notation.
Note that every e-regular partition in B is lowerable. This enables us to calculate the adjust-
ment matrix for B using Proposition 3.7. In characteristic 3, we immediately deduce aλμ = δλμ
for all e-regular λ and μ in B , by Theorem 2.2(1). If char(F) = 2, we need to consider some
weight 2 blocks of H3e−1. There are e − 1 of these, which we label B1, . . . ,Be−1. The block Bi
has core (i,1e−1−i ), and its abacus display is obtained from that for B by moving a bead from
runner i + 1 to runner i. Thus Bi may be represented with the 〈3i−1,4,2,3e−i−1〉 notation for
partitions of weight 2. The pyramid for Bi has
j ak =
{
0, if 1 j  k  i or 2 j  k  e − 1 or i + 1 j  k  e;
1, otherwise.
Looking at Theorem 2.2(2), we see that Bi has a non-trivial adjustment matrix if and only if there
is some j with j−11j . This happens only for i = 1, j = 2 and i = e − 1, j = e.
In B1, we find that we have aνξ = 1 with ν = ξ if and only if
ν = [2,2], ξ =
{ [2,3], if e 3;
[2], if e = 2.
To use Proposition 3.7 we need to find the e-regular partitions λ and μ in B such that ν = λ−
and ξ = μ−. By Theorem 1.7, these are
λ =
{ [3,3,2], if e 3;
[2,1], if e = 2, μ =
⎧⎨
⎩
[2,3,4], if e 5;
[2,3], if e = 3;
[2], if e = 2.
(Note that e cannot equal 4 (or indeed any even integer greater than 2) when char(F) = 2.) So
we get aλμ = 1 for this pair.
In Be−1 we have aνξ = 1 with ν = ξ if and only if
ν = [e, e], ξ = [e],
giving
λ = [e, e − 1], μ = [e].
Summarising, we have the following.
Proposition 4.1. Suppose B is the block ofH3e with core ∅, and λ and μ are e-regular partitions
in B .
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aλμ =
⎧⎪⎪⎨
⎪⎪⎩
1, if λ = [e, e − 1], μ = [e];
1, if λ = [3,3,2], μ = [2,3,4], e 5;
1, if λ = [3,3,2], μ = [2,3], e = 3;
δλμ, otherwise.
(2) If char(F) = 3, then we have aλμ = δλμ.
By checking the definition of aˆλμ together with Propositions 3.4 and 3.5, we find that Theo-
rem 3.3 holds for B .
5. Blocks with rectangular cores
In this section, we suppose that B is a weight 3 block of Hn and that there is exactly one
block A forming a [3 : κ]-pair with B , with κ = 1. This means that B has a core of the form (xz)
for some x, z > 0 with x + z  e. We put y = e − x − z, and use the 〈3x,4z,3y〉 notation for
partitions in B . We can easily calculate the pyramid for B: we have i0j if 1 i  j  x + y or
x + 1 i  j  e, while i1j if 1 i  x and x + y + 1 j  e.
By induction, Lemma 3.2 and Proposition 3.9, we can show that aλμ = aˆλμ for partitions λ
and μ in B unless Dλ is exceptional and Dμ is non-exceptional, for the [3 : 1]-pair (A,B). Thus
we assume from now on that Dλ is an exceptional partition, and hence λ = [x +y +1, x +y +1]
or [x + y + 1, x + y + 1, l] for some l = x, while Dμ is a non-exceptional partition, and we aim
to show aλμ = aˆλμ for these partitions. Below we give the values of aˆλμ for such λ and μ.
Lemma 5.1. Suppose B is as above, and that λ and μ are e-regular partitions in B with Dλ an
exceptional simple module and Dμ a non-exceptional simple module for the pair (A,B).
• If char(F) = 2, then
aˆλμ =
⎧⎨
⎩
1, if λ = [x + 2, x + 3, x + 3], μ = [x + 2, x + 3], y = 2, z = 1;
1, if λ = [x + 2, x + 3, x + 3], μ = [x + 2, x + 3, x + 4], y = 2, z 2;
0, otherwise.
• If char(F) = 3, then
aˆλμ =
⎧⎪⎪⎨
⎪⎪⎩
1, if λ = [x + 1, x + 1], μ = [x + 1], y = 0, z = 1;
1, if λ = [x + 1, x + 1, x + 2], μ = [x + 1, x + 2], y = 0, z = 2;
1, if λ = [x + 1, x + 1, x + 2], μ = [x + 1, x + 2, x + 3], y = 0, z 3;
0, otherwise.
5.1. The case where μ is lowerable
First we suppose that μ is lowerable. This means that we may calculate aλμ using Proposi-
tion 3.7. We suppose C is a block of Hn−1 of weight 0, 1 or 2 such that Dμ↓BC = 0. If C has
weight 0 or 1 or if char(F) = 3 or if Dλ↓BC = 0, then we get aλμ = 0 from Proposition 3.7 and
Theorem 2.2. So we suppose that C has weight 2, that char(F) = 2 and that Dλ↓BC = 0. The fact
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a bead from runner j to runner j − 1, where j = 1, x + 1, x + y + 1. The fact that Dλ↓BC = 0
then implies that λ = [x + y + 1, x + y + 1, j ] and that j = x, x + y + 2. We then find that
Dλ↓BC ∼= Dλ˜, where
λ˜ =
⎧⎨
⎩
[x + y + 1, x + y + 1], if 2 j  x − 1;
[x + y, x + y], if x + 2 j  x + y;
[x + y + 2, x + y + 2], if x + y + 3 j  e.
In order for aλμ to be non-zero, λ˜ must be of the form [i, i] with i−11i in C. Examining the
pyramid for C, we see that this happens if and only if y = 2 and j = x + y. In this case we get
aλ˜μ˜ = 1 only when μ˜ = [x + y, x + y + 1], in which case, μ = [x + y, x + y + 1] if z = 1 and
μ = [x + y, x + y + 1, x + y + 2] if z 2. Comparing with Lemma 5.1, we see that aλμ = aˆλμ
when μ is lowerable.
5.2. The case where μ is not lowerable
In this section, we suppose μ is not lowerable. A list of such μ is given in Table 1. This is
essentially the same as Table 1 from [5], but contains nine extra cases which arise when e is less
than 5. There are fifty-nine cases in all, each of which is labelled with a pair of letters. With each
μ we give the partition μ′, which depends on the values of x, y and z. The labelling reflects
the Mullineux map, so that the form of the partition μ may be found by interchanging the two
letters and interchanging x and z.
Our approach for these partitions will be to induce the simple modules Dλ and Dμ up to
simple modules Dλ˜ and Dμ˜ in a block C where we can easily calculate aλ˜μ˜. To aid us, we
introduce some notation for induction. Suppose ν is an e-regular partition lying in a weight 3
block D, and take an abacus display for D. Suppose the number of beads on runner i of the
abacus exceeds the number of beads on the runner to the immediate right by κ  1, and let Di be
the block whose abacus is obtained by interchanging runner i with the runner to its right. Then
D and Di form a [3 : κ]-pair. If Dν is non-exceptional for this [3 : κ]-pair, then define fi (ν) to be
the e-regular partition such that Dν↑DiD ∼= (Dfi (ν))⊕κ!, and leave fi (ν) undefined otherwise (so
if fi (ν) is defined, then Φ(fi (ν)) = ν, where Φ is the map defined in Section 2.3.3).
Recall that we are seeking to calculate aλμ, where λ equals [x+y+1, x+y+1] or [x+y+1,
x + y + 1, l] for some l, and where μ is one of the partitions listed in Table 1. By Lemma 3.6(2),
μ λ is a necessary condition for aλμ = 0. This means that aλμ = 0 whenever μ is in any of the
cases J∗, K∗, L∗, M∗, N∗, since for these cases there is no exceptional λ with μ λ. Checking
with Lemma 5.1, we see that aλμ = aˆλμ for these cases. By applying Lemmas 3.6(1) and 3.8, we
also deal with cases AJ, AK, AL, AM, AN, CL, CM, CN, GM.
5.2.1. Inducing Dμ to a lowerable simple module
Consider the (partial) function f = fx+y+1fx+y+2 · · · fe. The effect of this is to move each of
the runners e, e − 1, . . . , x + y + 1 in succession past runner x + 1 (if y > 0) or past runner 1 (if
y = 0). It is easy to see that f(λ) is defined, and that if μ is in one of the following cases, then
f(μ) is defined and is lowerable:
• case B∗: [x + 1, x + y + 1] (with y  1, z = 1),
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μ Conditions on x, y, z μ ′
AA [x + y + 1] x = 1, y = 0, z = 1 [x, x, x]
AB [x + y + 1] x = 1, y = 1, z = 1 [x + y, x + y, x]
AC [x + y + 1] x = 2, y = 0, z = 1 [x, x, x − 1]
AE [x + y + 1] y = 0, z = 2 [e, e, x]
AG [x + y + 1] x  3, y = 0, z = 1 [x, x − 1, x − 2]
AH [x + y + 1] x  2, y = 1, z = 1 [x + y, x, x − 1]
AI [x + y + 1] y = 2, z = 1 [x + y, x + y − 1, x]
AJ [x + y + 1] y = 0, z 3 [e, e, e − 1]
AK [x + y + 1] y  1, z 3 [e, e − 1, x + y]
AL [x + y + 1] y  2, z = 2 [e, x + y, x + y − 1]
AM [x + y + 1] y  3, z = 1 [x + y, x + y − 1, x + y − 2]
AN [x + y + 1] y = 1, z = 2 [e, e, x + y]
BA [x + 1, x + y + 1] x = 1, y = 1, z = 1 [x, x, x]
BB [x + 1, x + y + 1] x = 1, y = 2, z = 1 [x + y, x + y, x]
BC [x + 1, x + y + 1] x = 2, y = 1, z = 1 [x, x, x − 1]
BG [x + 1, x + y + 1] x  3, y = 1, z = 1 [x, x − 1, x − 2]
BH [x + 1, x + y + 1] x  2, y = 2, z = 1 [x + y, x, x − 1]
BI [x + 1, x + y + 1] y  3, z = 1 [x + y, x + y − 1, x]
CA [x + y + 1, x + y + 2] x = 1, y = 0, z = 2 [x, x, x]
CB [x + y + 1, x + y + 2] x = 1, y = 1, z = 2 [x + y, x + y, x]
CC [x + y + 1, x + y + 2] x = 2, y = 0, z = 2 [x, x, x − 1]
CE [x + y + 1, x + y + 2] y = 0, z 3 [e, e, x]
CG [x + y + 1, x + y + 2] x  3, y = 0, z = 2 [x, x − 1, x − 2]
CH [x + y + 1, x + y + 2] x  2, y = 1, z = 2 [x + y, x, x − 1]
CI [x + y + 1, x + y + 2] y = 2, z = 2 [x + y, x + y − 1, x]
CL [x + y + 1, x + y + 2] y  2, z 3 [e, x + y, x + y − 1]
CM [x + y + 1, x + y + 2] y  3, z = 2 [x + y, x + y − 1, x + y − 2]
CN [x + y + 1, x + y + 2] y = 1, z 3 [e, e, x + y]
DF [x + y + 1, x + 1] y  1 [e, x + y, x]
EA [1, x + y + 1] x = 2, y = 0 [x, x, x]
EC [1, x + y + 1] x  3, y = 0 [x, x, x − 1]
FD [1, x + y + 1, x + 1] y  1 [x + y, x, x]
GA [x + y + 1, x + y + 2, x + y + 3] x = 1, y = 0, z 3 [x, x, x]
GB [x + y + 1, x + y + 2, x + y + 3] x = 1, y = 1, z 3 [x + y, x + y, x]
GC [x + y + 1, x + y + 2, x + y + 3] x = 2, y = 0, z 3 [x, x, x − 1]
GG [x + y + 1, x + y + 2, x + y + 3] x  3, y = 0, z 3 [x, x − 1, x − 2]
GH [x + y + 1, x + y + 2, x + y + 3] x  2, y = 1, z 3 [x + y, x, x − 1]
GI [x + y + 1, x + y + 2, x + y + 3] y = 2, z 3 [x + y, x + y − 1, x]
GM [x + y + 1, x + y + 2, x + y + 3] y  3, z 3 [x + y, x + y − 1, x + y − 2]
HA [x + y + 1, x + y + 2, x + 1] x = 1, y = 1, z 2 [x, x, x]
HB [x + y + 1, x + y + 2, x + 1] x = 1, y = 2, z 2 [x + y, x + y, x]
HC [x + y + 1, x + y + 2, x + 1] x = 2, y = 1, z 2 [x, x, x − 1]
HG [x + y + 1, x + y + 2, x + 1] x  3, y = 1, z 2 [x, x − 1, x − 2]
HH [x + y + 1, x + y + 2, x + 1] x  2, y = 2, z 2 [x + y, x, x − 1]
HI [x + y + 1, x + y + 2, x + 1] y  3, z 2 [x + y, x + y − 1, x]
IA [x + y + 1, x + 1, x + 2] x = 1, y = 2 [x, x, x]
IB [x + y + 1, x + 1, x + 2] x = 1, y  3 [x + y, x + y, x]
IC [x + y + 1, x + 1, x + 2] x = 2, y = 2 [x, x, x − 1]
IG [x + y + 1, x + 1, x + 2] x  3, y = 2 [x, x − 1, x − 2]
IH [x + y + 1, x + 1, x + 2] x  2, y  3 [x + y, x, x − 1](continued on next page)
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μ Conditions on x, y, z μ ′
JA [1,2] x  3, y = 0 [x, x, x]
KA [1,2, x + 1] x  3, y  1 [x, x, x]
LA [1, x + 1, x + 2] x = 2, y  2 [x, x, x]
LC [1, x + 1, x + 2] x  3, y  2 [x, x, x − 1]
MA [x + 1, x + 2, x + 3] x = 1, y  3 [x, x, x]
MC [x + 1, x + 2, x + 3] x = 2, y  3 [x, x, x − 1]
MG [x + 1, x + 2, x + 3] x  3, y  3 [x, x − 1, x − 2]
NA [1, x + 1] x = 2, y = 1 [x, x, x]
NC [1, x + 1] x  3, y = 1 [x, x, x − 1]
• case E∗: [1, x + y + 1] (with x  2, y = 0),
• case F∗: [1, x + y + 1, x + 1] (with y  1),
• case H∗: [x + y + 1, x + y + 2, x + 1] (with y  1, z 2),
• case I∗: [x + y + 1, x + 1, x + 2] (with y  2).
Let C be the block in which f(λ) and f(μ) lie. In characteristic 3, it is then immediate that
af(λ)f(μ) = 0; if char(F) = 2, it is easy to check using Theorem 2.2(2) that af(λ)f(μ) = 0. Hence
we have aλμ = 0. As an example of the induction, we have f([1, x + 1, x + y + 1]) = [x + 1,1 |
3x+1,4z,3y−1]; we easily see that this is lowerable from its abacus display:
1 2   x x
+
1
x
+
y
+
1
  e x
+
2
  x
+
y
             
             
           
        
      
     
So we find that if μ is in any of these cases, we have aλμ = 0, which is equal to aˆλμ by
Lemma 5.1. Applying the Mullineux map and using Lemma 3.6(1), we may also deal with cases
AB, AE, AH, AI, CB, CE, CH, CI, DF, GB, GH, GI.
5.2.2. Cases GA, GC and GG
In these cases, we have y = 0, z  3 and μ = [x + 1, x + 2, x + 3]. Suppose aλμ = 0. Then
the conditions μ λ and λ ′  μ ′ imply that λ is one of the exceptional partitions
[x + 1, x + 1, x + 3], [x + 1, x + 1, x + 2], [x − 1, x + 1, x + 1] (if x  2).
First we look at λ = [x+1, x+1, x+3]. We apply the partial function f = (fx+3fx+4 · · · fe)x+1
to both λ and μ. For μ, it is easy to see that
(fx+3 · · · fe)x(μ) =
[
x + 1, x + 2, x + 3 | 3x,5z−2,42],
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1   x x
+
3
x
+
4
  e x
+
1
x
+
2
          
          
          
      
       
    
   
Applying (fx+3 · · · fe) again, we find f(μ) = [x + 1, x + 2 | 3x,4,5z−2,4]:
1   x x
+
1
x
+
3
  e x
+
2
         
         
         
     
      
    
   
For λ, applying (fx+3 · · · fe)x yields [x + 1, x + 1, x + 3 | 3x,5z−2,42]:
1   x x
+
3
x
+
4
  e x
+
1
x
+
2
          
          
         
        
      
    
   
Applying (fx+3 · · · fe) again yields f(λ) = [x + 1, x + 1 | 3x,4,5z−2,4]:
1   x x
+
1
x
+
3
  e x
+
2
         
         
        
       
     
    
   
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spective of the underlying characteristic, which means that af(λ)f(μ) = 0, and so aλμ = 0 by
Lemma 3.2.
Next we look at λ = [x + 1, x + 1, x + 2]. Using Proposition 3.4, we see that this partition
induces semi-simply to a partition in a Rouquier block (namely [x + 1, x + 1]), and so we may
apply Corollary 3.10 to obtain aλμ = aˆλμ.
Finally we assume x  2 and look at λ = [x − 1, x + 1, x + 1]. We apply the Mullineux map
to λ and μ to get
μ =
{ [z + 1, z + 2, z + 3 | 3z,4x] (x  3),
[z + 1, z + 2 | 3z,4x] (x = 2),
λ =
{ [z + 1, z + 1, z + 3 | 3z,4x] (x  3),
[z + 1, z + 1 | 3z,4x] (x = 2).
The case x  3 corresponds to a case which we have dealt with in this subsection, and for this we
have aλμ = 0, which implies aλμ = 0. In the case x = 2, a simple application of the Jantzen–
Schaper formula yields [Sλ : Dμ] = 1 regardless of the underlying characteristic. So we have
aλμ = 0, and so aλμ = 0.
Checking with Lemma 5.1, we see that aλμ = aˆλμ for cases GA, GC, GG. By applying the
Mullineux map, we also deal with cases AG, CG.
5.2.3. Cases CA and CC
In these cases we have x  2, y = 0, z = 2 and μ = [x + 1, x + 2]. Suppose aλμ = 0. Then
the conditions μ λ and λ′  μ ′ imply that λ is one of the partitions
[x + 1, x + 1], [x + 1, x + 1, x + 2], [x − 1, x + 1, x + 1] (if x = 2).
If λ = [x + 1, x + 1], then a very simple application of the Jantzen–Schaper formula gives
[Sλ : Dμ] = 1 independent of the characteristic, so that aλμ = 0. If λ = [x + 1, x + 1, x + 2],
then by Proposition 3.4 we find that λ induces semi-simply to a partition lying a Rouquier block,
and we may apply Corollary 3.10 to obtain aλμ = aˆλμ. If x = 2 and λ = [x − 1, x + 1, x + 1],
then we apply the Mullineux map: we have B = B , μ = μ and λ = [x + 1, x + 1], which is
the first case dealt with here. This gives aλμ = aλμ = 0.
Checking with Lemma 5.1, we see that aλμ = aˆλμ for cases CA and CC. By applying the
Mullineux map, we also deal with case AC.
5.2.4. Case AA
In this case we have x = 1, y = 0, z = 1, μ = [2] and λ = [2,2]. We can easily apply the
Jantzen–Schaper formula to get [Sλ : Dμ] = 1 if char(F) = 3, and 0 otherwise. This shows that
aλμ = 0 if char(F) = 3, while aνμ = 1 for some μ  ν  λ if char(F) = 3. The condition μ 
ν  λ forces λ = ν. Checking with Lemma 5.1, we see that aλμ = aˆλμ for this final case too.
We have now dealt with all possible cases, and proved the following.
Proposition 5.2. Suppose that A and B are weight 3 blocks as above, and that Theorem 3.3 holds
for A. Then it holds for B .
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In this section, we suppose B is a weight 3 block of Hn, and that there is exactly one block A
forming a [3 : 2]-pair with B , and no block forming a [3 : 1]-pair with B . Then B has a core of the
form ((2w+x)z,wy+z) for some w,x, y, z 0 with w+x+y+z = e and w,z > 0. This may be
represented on an abacus with the 〈3w,5z,4y,3x〉 notation. We have aλμ = aˆλμ for all e-regular λ
and μ in B by induction using Lemma 3.2 and Proposition 3.9, except when Dλ is exceptional for
the [3 : 2]-pair (A,B), i.e. when λ = [w+x+y+1,w+x+y+1,w+x+y+1 | 3w,5z,4y,3x].
By Proposition 3.4, this λ induces semi-simply to a partition in a Rouquier block, so that we may
apply Corollary 3.10. We deduce the following.
Proposition 6.1. Suppose A and B are as above, and that Theorem 3.3 holds for A. Then it holds
for B .
We conclude this paper with the proof of Theorem 3.3.
Proof of Theorem 3.3. We proceed by induction. Given a weight 3 block B , we suppose first
of all that there is no block A forming a [3 : κ]-pair with B . Then B must be the principal block
of H3e discussed in Section 4, and the theorem holds for this block, from Section 4.
Now we suppose that there is at least one block A forming a [3 : κ]-pair with B . If λ is an
e-regular partition in B such that Dλ is non-exceptional for this [3 : κ]-pair, then Theorem 3.3
holds for λ (and any μ) by induction, using Lemma 3.2 and Proposition 3.9. In particular, if κ  3
(so that there are no exceptional simple modules), then Theorem 3.3 holds for B by induction.
Also, if there are two different blocks A1,A2 forming [3 : κ]-pairs with B , then the theorem
holds by induction, since there cannot be a simple module in B which is exceptional for both of
these pairs.
We are therefore left with the case where there is exactly one block forming a [3 : κ]-pair
with B , and κ  2. If κ = 1, then Theorem 3.3 holds for B by induction using Proposition 5.2,
while if κ = 2, then the theorem holds using Proposition 6.1. 
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