In this paper, we prove that there exists at least one solution for the reflected forward-backward stochastic differential equation driven by G-Brownian motion satisfying the obstacle constraint with monotone coefficients.
Introduction
Motivated by uncertainty problems, risk measures and the superhedging in finance, Peng systemically established a time-consistent fully expectation theory(see [14] ). As a typical and important case, Peng introduced the G-expectation theory(see [15, 16] ). In the G-expectation We notice that the coefficients of the forward GSDE contain the solution of the backward GSDE, so the forward GSDE and the backward GSDE are coupled together. Moreover, the coefficients only need to satisfy the linear growth condition, but do not need to satisfy the Lipschitz condition.
The rest of this paper is organized as follows. In section 2, we introduce some notions and results in the G-framework which are necessary for what follows. In section 3, the existence theorem is provided.
Preliminaries
In this section, we introduce some notations and preliminary results in G-framework which are needed in the following sections. More details can be found in [3, 4, 15] . 
(iii) Sub-additivity:
is called a sublinear expectation space and E is called a sublinear expectation.
] is a viscosity solution to the following PDE on R + × R:
Definition 2.2. We call a sublinear expectationÊ :
Next, we introduce the Itô integral of G-Brownian motion.
Let M 0 G (0, T ) be the collection of processes in the following form: for a given partition 
where 0 < c p < C p < ∞ are constants.
Definition 2.3. Quadratic variation process of G-Brownian motion defined by
is a continuous, nondecreasing process.
The mapping is continuous and can be extended to M
where C ′ p > 0 is a constant independent of η.
There exists a weakly compact subset P ⊂ M(Ω T ), the set of probability measures on (Ω T , F T ), such that
P is called a set that representsÊ.
Let P be a weakly compact set that representsÊ. For this P, we define capacity
A set A ⊂ Ω T is a polar set if c(A) = 0. A property holds quasi-surely (q.s.) if it holds outside a polar set.
where
To get the main result of this paper, we need the following Lemma used by Lepeltier-San Martin. 
Then the sequence of functions
is well defined for n ≥ M and satisfies
(ii) monotonicity in n:
3 main result 
In the sequel, we will work under the following assumptions: for any 
For notational simplification, by Lemma 2.2, we only consider the case h = 0 and g = 0. I.e., we consider the following equation:
But the results still hold for other case. In the following, C always denote a positive constant which may change from line to line. 
Proof
In order to construct a solution of (3.1), our basic idea is to consider the following iteration:
We will show that the limit of the sequence {(X n , Y n , Z n , A n )} n∈N verifies equations (3.1).
Step 1: Construction of the starting point.
Let us consider the following two standard reflected backward G-stochastic differential equations:
is a non-increasing G−martingale, where K > 0 is a constant. By virtue of the Lipschitz property of the coefficients ±K(1 + |y|+ |z|), thanks to Theorem 5.1 in [12] , each one has an unique solution denoted by (Y 0 , Z 0 , A 0 ) and
Step 2: Construction of X 0 .
Now, we consider the forward equation
where Y 0 is the solution of (3.3).
Let {b k (s, x, y)} k≥0 be the sequence defined in Lemma 2.5. then we can conclude that the following GSDE has a unique solution X
Moreover, by the comparison theorem in [9] and Lemma 2.5, we know that for
is the unique solution of the following GSDE:
Actually, by Corollary 3.2 in chapter V of [15] , we know that X 0,k 
By Lemma 2.5 and the dominated convergence theorem with respect to t, we havê
On the other hand, since |σ(s.X 0,k
as k → ∞. Now taking limit on both side of (3.5), then we obtain that the continuous process {X
Step 3: Construction of (X n , Y n , Z n , A n ).
We focus on (
, y, z), then one can easily check that |f 1 (s, w, y, z)| ≤ K(1 + |y| + |z|).
Define once again f 1 k (s, w, y, z) the approximating sequence in Lemma 2.5, then by Theorem 5.1 in [12] , for 2 ≤ α < β, we have a unique triple (Y
Moreover, by the comparison theorem in [12] , we have
Then it is easy to see that there exists a constant C independent of k, such that
By Proposition 3.1 in [12] , we havê
where C ′ is a constant.
As {Y 1,k } k≥1 is an increasing sequence, we denote the limit by Y 1 . It is easy to see that
Hence, by the dominated convergence theorem with respect to t, we have
In the following, we can show that this convergence holds in S α G (0, T ). Applying G-Itô's formula to (|Y
, we know that
Taking conditional expectation on both side, we obtain
By Lemma 2.4, for 0 < ε < 4−α 3α−4 , we havê
By (3.8)-(3.10) and Lemma 2.5, it is easy to see that the second term in the above formula is bounded. Then we havê 
By Lemma 2.1, for any ε > 0, we obtain
By (3.8)-(3.10) and the Hölder inequality, choosing ε small enough, it follows from (3.14) that
It is straightforward to show that
Then there exists a process
Similar to that in (3.6), it is easy to see that
Meanwhile, since 
