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Résumé
Les méthodes exploitant les déompositions arbo-
resentes pour résoudre des réseaux de ontraintes
semblent onstituer les meilleures approhes en termes
de omplexité théorique en temps. Néanmoins, on peut
estimer qu'elles n'ont pas démontré, à e jour, un
véritable intérêt pratique. Aussi, dans ette ontribu-
tion, nous étudions tout d'abord diérentes stratégies
d'approximations de déompositions arboresentes opti-
males, et nous analysons ensuite leur pertinene dans le
adre de la résolution de CSP. Dans une seonde partie,
nous étudions le problème du hoix de la meilleure stra-
tégie pour le parours de l'arbre de lusters assoié dans
le adre de la résolution du CSP. Les stratégies sont rela-
tives notamment au hoix du luster raine, 'est-à-dire,
elui à partir duquel débutera la reherhe. Un deuxième
aspet onerne l'ordre dans lequel les ls d'un luster
seront visités.
Abstrat
Methods exploiting the tree-deomposition notion
seem to provide the best approah for solving onstraint
networks w.r.t. the theoretial time omplexity. Never-
theless, they have not shown a real pratial interest
yet. So, in this paper, we rst study several methods for
omputing an approximate optimal tree-deomposition
before assessing their relevane for solving CSPs. Then,
we propose and ompare several strategies to ahieve the
best depth-rst traversal of the assoiated luster tree
w.r.t. CSP solving. These strategies onern the hoie
of the root luster (i.e. the rst visited luster) and the
order aording to whih we visit the sons of a given
luster.
1 Introdution
Le formalisme CSP (Constraint Satisfation Pro-
blem) ore un adre puissant pour la représentation
et la résolution eae de nombreux problèmes. For-
muler un problème en termes de CSP onsiste en la
dénition d'un ensemble X de variables, qui doivent
haune être aetées dans leur domaine (ni) respe-
tif, tout en satisfaisant un ensemble C de ontraintes
qui expriment des restritions sur les diérentes ae-
tations possibles. Une solution est une aetation de
toutes les variables qui satisfait toutes les ontraintes.
Le problème d'existene de solution est NP-Complet.
Dans et artile, nous onsidérons également une ex-
tension du modèle CSP tel que déni i-dessus, et qui
permet de prendre en ompte, notamment, les CSP
"sur-ontraints", 'est-à-dire, les CSP ne possédant
pas de solution. Dans e as, le problème revient à dé-
terminer une aetation des variables qui satisfait de
manière optimale les ontraintes, selon des ritères à
dénir. Cette extension est généralement onnue sous
le nom de CSP Valués [11, 5, 24℄ et onduit à la dé-
nition de problèmes qui sont enore plus diiles que
les CSP de base.
La méthode usuelle pour la résolution de CSP est
basée sur la reherhe de type "baktraking". Pour
le rendre eae en pratique, le baktraking doit ex-
ploiter à la fois des tehniques de ltrage omme FC
ou MAC [23℄, ainsi que des heuristiques de hoix de
variables et/ou de valeurs. Ces approhes onservent
une omplexité théorique en temps qui demeure ex-
ponentielle, à savoir O(e.dn) où n est le nombre de
variables, e le nombre de ontraintes, et d la taille
maximum des domaines. Aussi, de très nombreux tra-
vaux ont été développés, an de fournir des bornes de
omplexité théorique de meilleure qualité, et qui pren-
draient en ompte ertaines aratéristiques des ins-
tanes. La meilleure borne onnue à e jour, est four-
nie par la valeur du paramètre généralement noté w, et
qui est appelé la "tree-width" du CSP (on pourrait tra-
duire le terme par "largeur arboresente du réseau").
Ce paramètre est relatif à ertaines propriétés topo-
logiques du graphe représentant les interations entre
variables via les ontraintes. La borne de omplexité
en temps orrespondante sera de la forme O(n.dw+1).
Pour atteindre ette borne, diérentes méthodes ont
été proposées dont le Tree-Clustering [9℄ et ses dié-
rentes extensions (on peut onsulter [15℄ qui présente
une étude réapitulative sur es diérentes méthodes
ainsi que leur omparaison théorique). Ces méthodes
sont fondées sur la notion de déomposition arbores-
ente du réseau de ontraintes. Ce type d'approhe
revient à représenter, d'un ertain point de vue, le
réseau de ontraintes par des regroupements de va-
riables (lusters), dont l'agenement est struturé en
arbre. La meilleure déomposition, en théorie, onduit
à une omplexité en temps de O(n.dw+1). Selon l'ins-
tane, le gain eetif en temps de alul par rapport à
une approhe de type baktraking, peut être onsi-
dérable. Toutefois, la omplexité en espae, linéaire
pour les méthodes de type baktraking, peut rendre
l'approhe par déomposition totalement inopérante.
Cette omplexité peut être réduite à O(n.s.ds) où s est
la taille maximum des intersetions entre lusters [8℄.
Ces résultats théoriques sont valables également pour
les CSPs Valués [27℄. De nombreux travaux, fondés sur
ette démarhe, ont été réalisés, mais il s'agit essentiel-
lement de ontributions théoriques, au sens où l'intérêt
pratique n'est jamais attesté par une validation expé-
rimentale. Hormis, [16℄, et à un degré moindre [14℄, il
n'existe don pas de travaux attestant de l'utilité de
es approhes.
L'objetif du présent travail est d'explorer ette di-
retion, en proposant des voies visant à l'optimisation
pratique de es méthodes, an de les rendre eetive-
ment opérationnelles en pratique.
Dans la première partie de et artile, nous étudions
à la fois, le problème, NP-diile, de la reherhe d'une
déomposition arboresente optimale, et l'intérêt qu'il
peut y avoir à le résoudre. Ce problème, souvent ap-
préhendé par le biais de la reherhe d'une triangu-
lation optimale, a fait l'objet de très nombreux tra-
vaux. Il semble que les méthodes produisant des solu-
tions exates ne onstituent toutefois pas les approhes
les plus intéressantes. En eet, nous montrerons ii
qu'il est en général préférable de se limiter au al-
ul d'approximations de déompositions arboresentes
optimales plutt que de reherher à tout prix une so-
lution optimale. Cei, déjà pare que le oût du al-
ul d'une telle solution peut vite se révéler prohibitif.
De plus, et de façon plus surprenante enore, disposer
d'une déomposition optimale ne garantit en auun
as de disposer de la meilleure déomposition au re-
gard de la résolution du CSP qui lui est assoié. En
eet, la notion d'optimalité telle qu'elle a été onsidé-
rée dans le adre de la théorie des graphes, n'intègre
que le ritère struturel de l'instane traitée, ignorant
ainsi une part onsidérable de la sémantique assoiée
au CSP traité. Par exemple, la meilleure approxima-
tion semblerait être elle diretement issue de l'algo-
rithme MCS dû à [26℄, algorithme qui n'est pas réputé
pour sa qualité d'approximation de w.
Dans la seonde partie de ette ontribution, nous
étudions le problème relatif au parours de la déom-
position arboresente lors de la résolution du CSP.
Nous essayons de mettre en évidene les meilleures
stratégies pour guider la reherhe. Par stratégie, nous
entendons hoix du luster raine pour débuter la re-
herhe, et hoix de l'ordre dans lequel les lusters ls
seront onsidérés lors de la poursuite de l'énuméra-
tion. Nous avons ainsi exhibé diérents ritères pour
le hoix de la raine. Ces ritères sont fondés sur la
topologie de l'arbre assoié à la déomposition. Par
exemple, nous montrons que pour résoudre le problème
CSP (au sens existene d'une solution), plus la ra-
ine est prohe du entre de l'arbre, plus la résolution
sera rapide. Un autre ritère a été mis en évidene.
Il onerne la diulté de résolution propre à haque
luster, et il nous a permis de montrer que plus le
luster raine était diile à résoudre, plus l'eaité
globale de la résolution était assurée.
Notons que ette étude a été réalisée en utilisant la
méthode BTD [16℄ qui semble onstituer l'approhe la
plus eae, et sans doute même, la seule méthode
raisonnablement opérationnelle pour la résolution de
CSP par déomposition arboresente de graphes, du
moins à notre onnaissane.
Cet artile est organisé omme suit. Dans la se-
tion 2, nous rappelons les notions de base propres
aux méthodes exploitant la déomposition arbores-
ente de graphe. La setion 3 analyse les méthodes
et algorithmes alulant des déompositions arbores-
entes, tandis que la setion 4 propose et évalue dié-
rentes stratégies et don heuristiques, pour guider la
reherhe dans l'arbre assoié à la déomposition. En
outre, ette setion présente diérents résultats expé-
rimentaux qui montrent l'intérêt de l'emploi de telles
heuristiques lors de l'exploration de et arbre. Dans
la dernière setion, nous traçons les perspetives qui
s'orent pour la poursuite de nos travaux.
2 Préliminaires
Un problème de satisfation de ontraintes (CSP)
peut être déni par un triplet (X,D,C).X est alors un
ensemble {x1, . . . , xn} de n variables. Chaque variable
xi prend ses valeurs dans un domaine ni assoié dxi
gurant dans D. Les aetations des variables doivent
satisfaire des ontraintes dénies dans C. Etant don-
née une instane du triplet (X,D,C), le problème CSP
onsiste à déterminer s'il existe une aetation des va-
riables qui satisfait haque ontrainte. Ce problème est
NP-Complet. Dans et artile, et sans manque de géné-
ralité, nous onsidérerons uniquement les ontraintes
binaires, à savoir les ontraintes qui ne portent que sur
des ouples de variables. Dans un tel as, la struture
d'un CSP peut être représentée par le graphe (X,C),
qui est appelé graphe de ontraintes. Les sommets de
e graphe orrespondent alors aux variables de X et
les arêtes entre ouples de sommets orrespondent à
l'existene de ontraintes entre les ouples de variables
assoiées aux sommets.
L'approhe de référene pour la résolution de CSP
s'appuyant sur la struture du graphe de ontraintes
est le Tree-Clustering [9℄. Cette méthode est basée sur
la notion de déomposition arboresente de graphes,
notion formellement dénie par Robertson et Seymour
dans [21℄.
Dénition Etant donné un grapheG = (X,C), une
déomposition arboresente de G est une paire (E, T )
ave T = (I, F ) un arbre et E = {Ei : i ∈ I} une
famille de sous-ensembles de X , telle que haque sous-
ensemble (ou luster) Ei est un noeud de T et vérie :
1. ∪i∈IEi = X ,
2. pour toute arête {x, y} ∈ C, il existe i ∈ I ave
{x, y} ⊆ Ei, et
3. pour tout i, j, k ∈ I, si k gure sur un hemin de
i à j dans T , alors Ei ∩ Ej ⊆ Ek
La largeur d'une déomposition arboresente (E, T )
est égale à maxi∈I |Ei| − 1. La largeur d'arboresene
ou tree-width de G (notée w) est la largeur minimale
par rapport à toutes les déompositions arboresentes
de G.
La omplexité en temps du Tree-Clustering est
O(n.dw+1). Malheureusement, l'obtention d'une dé-
omposition arboresente optimale, à savoir une dé-
omposition arboresente dont la largeur est w, onsti-
tue un problème NP-diile [3℄. Aussi, de nombreux
travaux ont été développés an de résoudre e pro-
blème. Ces travaux exploitent généralement une ap-
prohe fondée sur la notion de graphe triangulé (voir
[13℄ pour une introdution aux graphes triangulés). Un
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Fig. 1  Un graphe de ontraintes sur 8 variables (a)
et l'une de ses déompositions arboresentes (b).
graphe est dit triangulé s'il tolère un ordre d'élimi-
nation parfait, 'est-à-dire un ordre sur les sommets
σ = (x1, . . . , xn) tel que le voisinage ultérieur de tout
sommet xi (sommets xj voisins gurant après xi dans
l'ordre σ) forme une lique.
Le lien entre graphes triangulés et déomposition
arboresente est évident. En eet, étant donné un
graphe triangulé G, l'ensemble des liques maximales
E = {E1, E2, . . . , Ek} de G orrespond à la famille de
sous-ensembles assoiée à la déomposition arbores-
ente. Comme tout graphe G n'est pas néessairement
triangulé, une déomposition arboresente de G peut
être obtenue par une triangulation de G, 'est-à-dire
une opération qui alulera un graphe triangulé G′ à
partir de G. Plus préisément, nous appelons triangu-
lation l'ajout à G d'un ensemble d'arêtes C′ tel que
G′ = (X,C ∪ C′) soit triangulé. La largeur d'arbores-
ene de G′ est alors égale à la taille de la plus grande
lique du graphe résultant G′ moins un. La largeur
d'arboresene (tree-width) de G est alors égale à la
plus petite largeur d'arboresene pour toutes les tri-
angulations de G.
Généralement, lors de l'exploitation des déom-
positions arboresentes pour la résolution de CSP,
on onsidère des approximations de triangulations
optimales. Ainsi, la omplexité en temps est alors
O(n.dw
+
+1) où w++1 est la taille du plus grand lus-
ter (ou lique) et nous avons w + 1 ≤ w+ + 1 ≤ n.
La omplexité en espae est alors O(n.s.ds) où s est
la taille maximale des séparateurs, 'est-à-dire la taille
maximum des intersetions entre paires de lusters (on
a néessairement s ≤ w+ ). L'une des onséquenes
immédiates de l'existene de es bornes de omplexité
est que, pour garantir a priori de bonnes implémenta-
tions, il faut impérativement minimiser les valeurs de
w+ ainsi que de s.
Le graphe de la gure 1(a) est déjà triangulé. La
plus grande lique est de taille 4. Par onséquent, la
tree-width de e graphe vaut 3. Dans la partie (b) de
ette gure est représenté un arbre dont les noeuds
orrespondent aux liques maximale du graphe tri-
angulé ; et arbre onstitue une déomposition arbo-
resente possible pour le graphe (a). Ii nous avons
E1 = {X1, X2, X3}, E2 = {X2, X3, X4, X5}, E3 =
{X4, X5, X6}, et E4 = {X3, X7, X8}.
Dans la littérature, les meilleurs résultats obtenus
en pratique par des approhes de e type l'ont été
ave une méthode hybride appelée BTD [16℄. De fa-
çon surprenante, les résultats présentés d'abord dans
[16℄ puis après dans [17℄, ont été obtenus sans qu'au-
une heuristique liée à la forme de la déomposition
ne soit utilisée dans l'implémentation de BTD. Par
heuristique, nous entendons d'une part, le alul ou
l'approximation d'une déomposition arboresente qui
minimise la valeur du paramètre w, et d'autre part, les
stratégies utilisées pour le parours de la déomposi-
tion arboresente, à savoir le hoix de la raine (luster
de départ), et l'ordre d'examen des ls durant la re-
herhe. Cet aspet est essentiel ar de es diérents
hoix déouleront l'ordre d'aetation des variables,
dont on onnaît l'importane pour garantir l'eaité
de toute méthode de résolution.
3 Calul de déompositions
3.1 Critères graphiques
Dans ette setion, nous onsidérons le problème
de la reherhe de "bonnes" déompositions arbores-
entes en termes de "bonnes" triangulations. Plusieurs
algorithmes et approhes ont été proposés pour les tri-
angulations. Dans tous les as, l'objetif onsiste à mi-
nimiser soit le nombre d'arêtes ajoutées, soit la taille
des liques dans le graphe triangulé. On peut lasser
les approhes possibles en 4 lasses :
1. Triangulations optimales. Du fait que le pro-
blème traité est NP-diile, nous ne onnais-
sons à e jour, auun algorithme dont la om-
plexité serait polynomiale. Aussi, ertains au-
teurs, omme [25℄, ont proposés des algorithmes
dont la omplexité en temps est exponentielle.
Plus réemment, [10℄ ont proposés un algorithme
en O(n4.(1.9601n)). Le problème posé par e type
d'algorithmes est évidemment qu'ils sont d'un in-
térêt pratique néessairement limité. Par exemple,
l'algorithme présenté dans [10℄ n'a pas été implé-
menté ar il serait inutile, en l'état atuel, d'en
attendre une quelonque utilité pratique [28℄. De
plus, dans un artile réent, [12℄ ont à nouveau
expérimenté l'algorithme de [25℄ (dans sa ver-
sion de type "déision", 'est-à-dire alul de tree-
width), et ils ont observé que même pour des pe-
tits graphes (50 sommets et 100 arêtes), l'implé-
mentation de Shoikhet et Geiger n'aboutit pas
("did not terminate" [12℄). Finalement, et jusqu'à
présent, seule l'approhe de [12℄ qui s'appuie sur
un algorithme de type branh and bound, semble
onstituer une voie prometteuse pour le alul de
triangulations optimales. Nous l'avons d'ailleurs
utilisée dans le adre de nos expérimentations,
mais auun résultat le onernant ne sera reporté
ii, du fait de son ineaité pratique.
2. Algorithmes d'approximation. Ces algo-
rithmes garantissent l'approximation d'un opti-
mum par un fateur onstant. Leur omplexité
est généralement polynomiale en temps (dans la
tree-width) [1℄. Malheureusement, pour le mo-
ment, ette approhe semble également irréaliste.
En eet, la omplexité du dernier algorithme de
Amir est O(n3.log4(n).k5).log(k)) ave de plus
une onstante ahée (au sens de la notation
"grand O") supérieure à 850 (d'après [6℄). De plus,
Amir indique dans ses expérimentations (voir [2℄)
que sur les benhmarks testés, son algorithme
prend de 6 minutes à 6 jours, selon l'instane,
alors même qu'une heuristique naïve omme min-
degré (voir plus loin) dont l'implémentation prend
une dizaine de minutes, donne sur les mêmes
benhmarks respetivement de 1 seonde à 2 mi-
nutes, ave de plus des résultats dont la qualité est
signiativement meilleure (l'approximation de la
largeur d'arboresene est de l'ordre de 50 % in-
férieure) !
3. Triangulation minimale. Une triangulation
minimale, au sens de l'inlusion, alule un en-
semble C′ tel que pour tout sous-ensemble C” ⊂
C′, le graphe G′ = (V,C∪C”) n'est pas triangulé.
Il faut préiser qu'une triangulation peut être mi-
nimale sans être optimale (minimum). L'intérêt
de e type d'approhe est relatif notamment à
l'existene d'algorithmes de omplexité polyno-
miale. Par exemple [22℄ (LEX-M) et plus réem-
ment [4℄ (LB), ont présentés des algorithmes en
O(ne′) où e′ est le nombre d'arêtes gurant dans
le graphe après sa triangulation.
4. Triangulation heuristique. Ces approhes
onstruisent en général un ordre (dynamique-
ment) et ajoutent des arêtes dans le graphe, de
sorte qu'en n de traitement, l'ordre obtenu soit
un ordre d'élimination parfait pour le graphe ré-
sultant G′. La omplexité de es méthodes est en
général polynomiale (souvent même linéaire) mais
elles n'orent, en ontrepartie, auune garantie
de minimalité. Cette approhe serait justiée en
pratique [18℄. En eet, Kjærul a observé entre
autres, qu'au ontraire des résultats attendus, des
heuristiques de e type produisent des triangula-
tions raisonnablement prohes de l'optimum. De
Instane n e n-LEX-M n-LB n-min-ll n-MCS
w tps w tps w tps w tps
CELAR06 100 350 11 0,42 11 0,37 11 0,58 11 0,37
CELAR07 200 817 19 4,42 18 3,80 16 6,44 18 4,20
CELAR08 458 1655 20 55,85 19 82,73 16 73,57 19 51,74
CELAR09 340 1130 18 39,96 18 38,89 16 31,43 19 36,36
GRAPH05 100 416 28 1,00 26 0,68 25 1,34 31 0,97
GRAPH06 200 843 58 15,56 53 7,92 54 19,64 58 15,65
GRAPH11 340 1425 106 146,16 90 39,63 91 162,90 104 150,13
GRAPH12 340 1256 99 140,09 85 45,19 85 148,28 96 142,62
GRAPH13 458 1877 146 558,38 120 115,43 126 710,06 131 640,62
Tab. 1  Tree-width obtenue après triangulation et temps de triangulation (en s) pour des graphes des problèmes
"CALMA".
plus, elles sont en général très failes à implé-
menter. Plusieurs heuristiques sont généralement
onsidérées, et la omplexité en temps de leur im-
plémentation varie de O(n + e′) à O(n(n + e′))
pour la plus oûteuse (min-ll). En voii quelques
unes :
 MCS. Elle s'appuie sur l'ordre alulé par l'al-
gorithme de [26℄ qui a pour objet la reonnais-
sane des graphes triangulés.
 heuristique min-degré-interieur. Elle ordonne
les sommets de 1 à n, en séletionnant omme
nouveau sommet, le sommet qui possède le plus
petit nombre de voisins déjà numérotés.
 min-degré. Elle ordonne les sommets de 1 à n,
en séletionnant omme nouveau sommet, le
sommet qui possède le plus petit nombre de voi-
sins non numérotés.
 min-ll. Elle ordonne les sommets de 1 à n,
en séletionnant omme nouveau sommet, le
sommet qui onduira à ajouter un minimum
d'arêtes si l'on omplète le sous-graphe induit
par ses voisins non enore numérotés.
3.2 Évaluation expérimentale des ritères gra-
phiques
Jusqu'à présent, les expérimentations présentées
dans la littérature semblent indiquer que les approhes
1 (reherhe d'optimalité) et 2 (approximation) n'ont
que très peu d'intérêt pratique ar leur temps d'exéu-
tion, omme première étape d'une résolution de CSP,
est bien trop oûteux par rapport au prot qu'elle
pourrait orir en termes d'approximation de la lar-
geur d'arboresene. Aussi, nous pensons qu'il est pré-
férable de onentrer nos eort sur les approhes 3
et 4. Pour évaluer l'intérêt de tels algorithmes, nous
avons hoisi de les expérimenter sur deux types de
benhmarks : des graphes issus de véritables applia-
tions, et des graphes générés aléatoirement mais dont
on sait qu'il s'agit de sous-graphes de graphes pos-
sédant de bonnes propriétés en termes de déompo-
sition arboresente. Il est lair que travailler sur des
graphes aléatoires lassiques n'a stritement auun in-
térêt dans le ontexte présent, et e pour deux raisons.
Tout d'abord, les méthodes de résolution de CSP par
déomposition n'ont d'intérêt que dans le adre de pro-
blèmes réels qui posséderaient de bonnes propriétés
struturelles, e qui n'est pas le as des graphes aléa-
toires lassiques. Par ailleurs, il est bien onnu que la
tree-width de tels graphes est démesurée par rapport
à leur densité. Par exemple, pour n = 50 ave une
densité de 0.25, la tree-width observée dans [12℄ est de
l'ordre de 27.
Dans la table 1, nous présentons des résultats expé-
rimentaux réalisés sur les graphes de l'arhive CALMA
(problèmes d'alloations de fréquenes [7℄).
1
Nous
avons testé quatre algorithmes de triangulations : n-
LEX-M, n-LB, n-min-ll et n-MCS. Ces algorithmes
sont dénis à partir d'une adaptation des heuristiques
présentées plus haut (LEX-M, LB, min-ll et MCS ).
Préisément, haque algorithme n-X revient à xer
le hoix du premier sommet à onsidérer puis à uti-
liser l'heuristique X pour ordonner tous les autres
sommets. An d'éviter un hoix peu judiieux pour
le premier sommet, les algorithmes n-X vont essayer
suessivement haun des n sommets omme premier
sommet. Ces résultats indiquent que les meilleures ap-
prohes sont issues de deux algorithmes : n-LB et n-
min-ll. À titre indiatif, un hoix aléatoire du premier
sommet onduit à des résultats évidemment moins
bons, mais souvent très voisins, ave des temps de al-
ul de l'ordre du temps reporté dans la table 1 mais
bien sûr divisé par n (auun des temps n'exède alors
les 2 seondes).
Notons que les résultats obtenus ave es triangu-
lations sont généralement meilleurs que eux obtenus
1
Toutes les expérimentations sont réalisées sur un PC sous
Linux doté d'un Pentium IV 2,4 GHz et de 512 Mo de RAM.
ave l'heuristique MSVS [19℄, qui est basée sur une
approhe radialement diérente d'obtention de dé-
ompositions arboresente (elle est basée sur les al-
gorithmes de ots).
La table 2 présente des résultats de triangulations
obtenues sur des graphes aléatoires générés en utilisant
un modèle similaire à elui présenté dans [12℄. Dans e
modèle, nous onsidérons des k-arbres à n sommets,
générés aléatoirement (il s'agit ainsi de graphes trian-
gulés dont toutes les liques sont de taille k+1). Etant
donné un k-arbre, nous supprimons p % (p = 20, 40 ou
60) de ses arêtes. Pour haque k-arbre partiel ainsi ob-
tenu, nous avons appliqué les quatre algorithmes de
triangulations n-LEX-M, n-LB, n-min-ll et n-MCS.
Nous onstatons ii que l'approhe la plus intéressante
en termes de largeur d'arboresene, est fournie par n-
min-ll, alors que n-LB ore un ompromis intéressant
entre temps d'exéution et qualité du résultat nal.
3.3 Triangulation et résolution
Puisque l'intérêt d'une déomposition, dans le adre
de la résolution de CSP, est relatif à l'eaité de
la dernière étape de traitement, à savoir, la résolu-
tion eetive du CSP, nous avons omplété nos ex-
périmentations sur les quatre triangulations étudiées
plus haut, mais en intégrant, après l'étape de trian-
gulation, l'étape de résolution. Pour mener es expé-
rimentations, nous avons utilisé des CSP aléatoires
dont la struture - le graphe - est ependant issue
des problèmes de la liste CALMA, don d'instanes de
graphes réelles (f. table 3). De manière surprenante,
nous avons observé que la déomposition la plus inté-
ressante est donnée par MCS, n-min-ll se révélant
seulement robuste, plutt qu'eae, ar terminant
dans tous les as. De plus, quand les déompositions
sont modiées après la triangulation, de sorte à limi-
ter la taille maximale s des séparateurs, l'inuene de
la triangulation tend à disparaître. Notons que pour
des questions d'eaité pratique, nous avons tout in-
térêt à réduire la valeur de s, ei étant possible en
regroupant les lusters qui partagent de grandes inter-
setions.
Nous avons également étudié l'eet de la triangu-
lation sur la résolution de CSP struturés aléatoires.
Pour e faire, nous avons repris le modèle introduit
dans [16℄ et qui permet la génération de CSP en uti-
lisant un arbre de liques aléatoire, dont la taille des
liques et elle des séparateurs sont bornées. Une fois
le graphe de ontraintes généré, nous avons supprimé,
omme pour les k-arbres partiels, un ertain pouren-
tage p d'arêtes (p = 10, 20,. . .). Pour les instanes de
CSP (problème de déision f. table 4), la surprise
vient du fait que MCS, qui semble onstituer a priori
l'approhe la moins intéressante fournit en dénitive
la meilleure, surpassant même LB, à la fois au re-
gard des ritères graphiques, mais surtout en termes
de résolution. MCS obtient la meilleure approximation
de w tout en limitant d'emblée la valeur de s. Cela
lui onfère une robustesse remarquable, meilleure que
elle oerte par les autres triangulations. Cette ten-
dane est onrmée pour le as de VCSP (plus pré-
isément Max-CSP) dont le graphe de ontraintes est
généré dans les mêmes onditions (f. table 5).
Pour onlure, on peut estimer que le problème de
l'obtention d'une "bonne" déomposition, au sens de
son utilité pour la résolution de CSP, valués ou non,
demeure ouvert. Néanmoins, des éléments nouveaux
sont apparus ii, qui peuvent maintenant mieux nous
guider dans le traitement de ette question. En eet,
dans ette setion, plusieurs pistes sont ouvertes.
Tout d'abord, nous avons pu observer que la re-
herhe d'une triangulation optimale n'est pas nées-
sairement l'objetif le plus pertinent si l'on triangule
en vue de résoudre un CSP. Ainsi, des heuristiques
exploitables en temps polynomial pourraient s'avérer
susantes pour aluler des déompositions arbores-
entes utiles. Ce fait nous semble pratiquement avéré,
quand on limite la question à la résolution de CSP
au sens existene ou reherhe de solution. En eet,
il nous est apparu qu'en l'état atuel, le reours à
une triangulation oûteuse, qui reherherait l'optima-
lité, ne reèle stritement auun intérêt. Du fait du
oût élevé de telles approhes, et de la relative e-
aité de la résolution ultérieure du CSP, une fois la
déomposition obtenue, quand bien même elle-i se-
rait de qualité moyenne, le gain éventuel engendré ne
justie en auun as l'emploi d'algorithmes de trian-
gulation trop gourmands en temps. Par ontre, pour
le as des CSP Valués, la question demeure ouverte.
Ainsi, nous estimons qu'un eort doit être porté sur
l'étude de triangulations de meilleure qualité dans le
as des CSP Valués. La résolution de eux-i entraîne
souvent un temps de alul onsidérable, tel qu'il jus-
tierait vraisemblablement le reours à une phase de
pré-traitement onséquente, pour autant que elle-i
se révèle ensuite protable à la résolution.
Un autre fait observé ii onerne l'importane de
la valeur de s. Eetivement, e paramètre semble
onstituer un ritère extrêmement sensible pour e qui
onerne la résolution ultérieure du CSP. Les tables
3 et 4 fournissent en e sens, une illustration remar-
quable puisque des triangulations omme LEX-M ou
LB ne permettent pas à la phase de résolution d'être
eae si la valeur de s n'est pas maîtrisée (f. table
3). Par ontre, dès lors que la valeur de e paramètre
est limitée, LEX-M et LB peuvent se situer à un niveau
omparable des autres triangulations, mais e onstat
n'est pas général (f. table 4).
n p n-LEX-M n-LB n-min-ll n-MCS
w tps w tps w tps w tps
50 20 10,60 0,02 10,20 0,03 10,02 0,14 13,96 0,01
50 40 11,70 0,02 10,28 0,03 10,00 0,11 15,00 0,01
50 60 12,52 0,02 10,72 0,02 9,96 0,06 14,68 0,01
100 20 11,86 0,18 10,24 0,34 10,22 2,15 13,92 0,06
100 40 13,52 0,22 10,44 0,32 10,30 1,47 16,06 0,06
100 60 15,34 0,19 10,30 0,28 10,08 0,79 17,44 0,05
200 20 13,60 1,33 10,66 2,17 10,62 36,99 14,64 0,32
200 40 17,78 2,20 10,68 2,90 10,72 29,61 17,48 0,42
200 60 22,98 1,86 10,66 2,80 10,48 12,09 19,48 0,36
Tab. 2  Tree-width obtenue après triangulation et temps de triangulation (en s) pour des k-arbres partiels
aléatoires.
Instane d t Temps pour s illimité Temps pour s limité à 10
LEX-M LB min-ll MCS LEX-M LB min-ll MCS
CELAR02 50 1216 2,50 2,51 16,55 2,48 2,50 2,54 15,73 2,57
CELAR03 30 373 1,96 56,68 6,35 1,91 1,71 2,44 1,62 1,32
CELAR06 50 1155 3,17 3,20 3,12 3,15 3,17 3,20 3,12 3,15
CELAR07 25 209 11,91 M 16,14 3,86 4,13 4,01 4,23 3,91
CELAR09 25 209 M T 16,33 5,73 4,10 4,08 4,02 3,92
Tab. 3  [CSP℄ Temps d'exéution (en s) pour la résolution de CSP. D'abord pour une taille s quelonque
de séparateur et pour une taille limitée à 10. T et M indiquent qu'il est impossible de résoudre les CSP
orrespondants, pour des raisons soit de Temps, soit d'enombrement de la Mémoire.
4 Quelle stratégie pour parourir
l'arbre ?
Sans heuristiques de qualité dans le hoix des va-
riables (et des valeurs) pendant une résolution de type
baktraking telle que FC ou MAC, il serait pratique-
ment impossible de résoudre quelque CSP que e soit.
Pour les méthodes basées sur la déomposition arbo-
resente de graphes, l'heuristique qui hoisirait les va-
riables durant la reherhe, orrespond à une heuris-
tique ou stratégie de parours de l'arbre assoié à la
déomposition. En eet, l'heuristique doit hoisir la ra-
ine de l'arbre (que nous appellerons "luster raine"),
et ette heuristique doit également ordonner les ls des
noeuds de l'arbre, an de hoisir le luster sur lequel la
reherhe doit se poursuivre. L'objet de ette setion
est de proposer et d'étudier de telles heuristiques.
4.1 Choix de la raine
Pour hoisir la raine, nous disposons au moins de
2 ritères. Tout d'abord, nous pouvons onsidérer un
ritère loal qui a pour objet de d'évaluer la perti-
nene du hoix d'un luster, indépendamment de ses
interations ave les autres lusters. Par exemple, nous
pouvons onsidérer la taille (qui sera noté Taille dans
la suite) du luster omme ritère loal. Comme autre
ritère, nous pouvons onsidérer un ritère global qui
permettra d'opérer un hoix de luster relativement
à sa situation dans l'arbre. Pour formaliser e seond
ritère, nous allons utiliser la notion de distane
entre ouples de sommets x et y dans un graphe
G, que nous noterons dist(x, y), et qui orrespond
à la longueur du plus ourt hemin entre x et y dans G.
Dénition. Soit G = (X,E) un graphe.
1. Un sommet x ∈ X est appelé entre (CTR) de
G si x minimise max{dist(x, y) : y ∈ X}.
2. Un sommet x ∈ X est appelé baryentre
(BARY) de G si x minimise Σy∈Xdist(x, y).
3. Un sommet x ∈ X est dit périphérique (PERI)
dans G si x maximise max{dist(x, y) : y ∈ X}.
4. Un sommet x ∈ X est dit fortement pé-
riphérique (FPERI) dans G si x maximise
Σy∈Xdist(x, y).
Notons que, étant donné un arbre, le problème
onsistant à déterminer es diérents sommets peut
être résolu en O(n2). Pour ela, il sut de aluler la
matrie assoiée aux distanes entre tous les ouples
de sommets. Cei est possible en déterminant la dis-
tane entre un sommet x et tous les autres sommets
à partir d'une reherhe en largeur dans le graphe -
un arbre - en débutant à partir de x. Puisque pour les
p t LEX-M LB min-ll MCS
w tps w tps w tps w tps
10% 215 18,50 65,00 16,80 4,30 15,97 19,13 14,03 3,98
20% 237 22,00 243,50 20,63 7.25 16,30 9,38 14,00 3,87
30% 257 23,30 72,34 21,07 21,01 17,02 5,83 15,03 4,13
40% 285 24,90 76,55 22,30 72,60 15,33 1,17 15,33 4,97
Tab. 4  [CSP℄ Temps d'exéution (en s) et valeur de w pour la lasse (150, 25, 15, t, 5, 15) après retrait de p%
arêtes (ave s limité à 5).
p t LEX-M LB min-ll MCS
w tps w tps w tps w tps
10% 103 10,70 7,23 9,70 6,49 10,23 14,76 9,00 3,72
20% 110 11,27 28,77 9,60 2,42 11,87 118,43 9,00 2,52
30% 119 13,00 T 9,76 6,24 10,93 28,97 9,00 3,80
Tab. 5  [VCSP℄ Temps d'exéution (en s) et valeur de w pour la lasse (75, 15, 10, t, 2, 10) après retrait de p%
arêtes (ave s limité à 5).
arbres, le nombre d'arêtes est exatement n−1, le oût
engendré par ette reherhe en largeur sera borné par
O(n). Il sut alors de répéter ette opération à par-
tir de haun des n sommets de G, d'où la omplexité
O(n2).
Si l'arbre que nous onsidérons est elui asso-
ié à une déomposition arboresente, es dénitions
doivent être étendues. Une façon naturelle de proéder
dans e as onsiste à utiliser la taille des lusters Ex
assoiés aux noeuds x de l'arbre. Dans les dénitions
données i-dessus, pour haque sommet y onsidéré,
on remplae alors dist(x, y) par sa valeur pondérée,
soit préisément dist(x, y).|Ey|.
La table 6 présente les résultats obtenus sur des
VCSP qui ont été générés en utilisant un arbre de
liques aléatoire, dont la taille des liques et elle des
séparateurs sont bornées. Le modèle est identique à
elui présenté dans le détail dans [17℄.
Classe Temps d'exéution en seondes
(n, d, r, t, s, ns) Taille BARY PERI FPERI
(75,15,10,98,2,10) 25,34 23,06 48,77 70,09
(100,10,15,30,3,15) 40,98 63,42 523,72 454,75
(125,10,15,30,3,20) 72,78 86,03 460,77 448,17
(150,10,15,29,3,25) 73,26 139,36 280,19 278,63
Tab. 6  [VCSP℄ Choix d'une raine.
Dans la table 6, on peut observer que les hoix de ra-
ine "périphérique" ou "fortement périphérique" sont
à éviter. Ce onstat est renforé enore quand on voit
que l'approhe "fortement périphérique" (FPERI),
est enore plus mauvaise que la simple approhe "pé-
riphérique" (PERI). A l'opposé, deux stratégies, qui
ne sont d'ailleurs pas antagonistes, sont à envisager :
prendre omme raine, soit le luster "baryentre",
soit le luster de plus grande taille de l'arbre, e qui
semble d'ailleurs onduire à un hoix enore meilleur.
Ii, l'intuition semble onorder ave l'observation. En
eet, on peut onsidérer que l'un ou l'autre de es lus-
ters est hoisi de sorte à privilégier en début de résolu-
tion, une partie du problème qui sera la plus ontrainte
possible, soit loalement (f. Taille), soit globalement
(f. BARY), en e sens que dans un as omme dans
l'autre, es hoix onduiront à séletionner un luster
qui, globalement, se situe dans une zone du problème
qui est plus ontrainte que les autres. On retrouve ii
le fameux prinipe dit du "rst fail", qui onduit à
privilégier en début de résolution les hoix les plus
ontraints.
4.2 Ordre dans la liation
Etant donnée une raine, nous avons étudié deux
ritères pour ordonner le traitement des lusters ls.
D'une part, nous avons onsidéré leur taille : nous pou-
vons les hoisir dans l'ordre déroissant (PGC) ou
roissant (PPC) des tailles. D'autre part, nous avons
ordonné les lusters par rapport à la taille du sépa-
rateur ave le père, en débutant ave le plus petit et
dans l'ordre roissant (SEP). Pour les expérimenta-
tions, nous avons utilisé le même modèle de CSP aléa-
toires que elui présenté pour le hoix de la raine.
An de s'assurer de la pertinene des hoix réalisés,
nous avons également reporté les temps de alul pour
le as où auun ordre dans le hoix des ls n'est onsi-
déré (NO).
Pour les résultats expérimentaux, nous n'avons pas
Classe Temps d'exéution
(n, d, r, t, s, ns) NO PGC PPC SEP
(150,25,15,200,5,15) 7,58 7,33 5,98 6,01
(150,30,15,300,5,15) 16,91 16,57 11,69 11,69
(150,30,20,250,5,15) 49,46 49,53 36,83 37,02
(200,25,15,198,5,20) 9,74 9,81 6,53 6,51
(200,25,14,204,5,25) 3,23 3,29 2,55 2,57
(225,25,14,205,5,30) 2,59 2,61 1,91 1,95
Tab. 7  [CSP℄ Ordonnanement des ls.
onsidéré les VCSP, ar l'optimisation qu'entraîne es
problèmes impose en pratique le parours de toute la
liation. Ces résultats (f. table 7) montrent que la
taille des lusters est le ritère le plus pertinent, en
onsidérant l'ordre roissant de leur taille. En eet,
ontrairement au hoix de la raine, pour lequel, plus
le luster est gros, plus la résolution sera eae, dans
le hoix de la liation, il y a tout intérêt à privilé-
gier le luster le plus petit. Ce ritère est ompatible
ave l'ordre roissant appliqué pour la taille des sépa-
rateurs.
5 Disussion et Conlusion
Cet artile avait pour objet l'étude des heuristiques
visant à améliorer la résolution de CSP par les mé-
thodes exploitant les déompositions arboresentes de
réseaux de ontraintes. Nous avons vu qu'une telle
étude, qui était diilement envisageable auparavant,
revêt maintenant un intérêt onsidérable, notamment
pour la résolution de problèmes diiles reelant des
propriétés struturelles. A titre de omparaison, il faut
savoir ii, que les instanes qui ont servies à nos expé-
rimentations sont inaessibles à des méthodes de type
baktraking (FC ou MAC par exemple).
Dans un premier temps, nous avons fait le point
sur les diérentes stratégies d'approximation de dé-
ompositions arboresentes optimales disponibles. Ces
méthodes sont par nature guidées par des ritères es-
sentiellement "graphiques" ('est-à-dire struturels),
puisqu'il s'agit de minimiser la largeur arboresente.
Or, du fait notamment d'un oût en temps très élevé,
elles-i ne sont généralement pas les plus intéres-
santes pour résoudre le CSP assoié. D'une part, elles
onduisent à un prétraitement trop oûteux, et d'autre
part, elles ne garantissent pas pour autant, une ré-
solution systématiquement plus eae. Par ailleurs,
l'emploi d'algorithmes à la fois simples à implémenter,
et eaes en temps, qui fontionnent en appliquant
des heuristiques, onduisent à des aluls de déom-
position à la fois intéressants au regard des ritères
graphiques, mais aussi du point de vue de la résolu-
tion du CSP. Il existe toutefois un ritère purement
graphique, qui par ontre permet d'améliorer le temps
de alul. Il s'agit de la taille maximale des séparateurs
dans la déomposition alulée. En eet, une maîtrise
de e paramètre permet de limiter le temps de alul
lors de la résolution. Il s'avère que e onstat est en
ontradition ave la théorie (f. omplexité en temps),
puisqu'elle tend à privilégier la minimisation de w et
non de s.
Dans un seond temps, nous avons étudié le pro-
blème du hoix de la meilleure stratégie pour le par-
ours de l'arbre de lusters assoié à une déomposi-
tion arboresente. Par stratégie, nous entendions tout
d'abord hoix du luster raine, 'est-à-dire, du luster
d'où débutera une reherhe, puis ordre dans lequel les
ls d'un luster seront visités. La onlusion à laquelle
nous sommes arrivés onforte la élèbre heuristique
dite du "rst fail" ou "hoix le plus ontraignant".
En eet, le hoix du luster le plus grand, ou bien le
plus "entral" du réseau, nous ont permis d'obtenir les
meilleurs résultats. La notion de "entralité" ayant été
formalisée ii par la notion de "baryentre d'un arbre"
ave pondération des sommets. Conernant l'ordre à
appliquer pour le hoix des ls, deux heuristiques ont
fournis les meilleurs résultats. Soit hoisir les lusters
ls dans l'ordre roissant de leur taille, soit dans l'ordre
roissant des intersetions ave le luster père. Les ré-
sultats observés sont alors voisins, et ont permis un
gain de plus de 30 % sur les données traitées.
Les gains entrevus ii, déjà onséquents, mais aussi
les limites de ette étude, nous initent à penser que
e travail doit être poursuivi. Deux axes forts doivent
être notamment privilégiés. Tout d'abord elui relatif
au alul des déompositions arboresentes. La litté-
rature existant sur e thème, ainsi que les travaux en
ours, abondent. Toutefois, la quasi totalité de eux-
i n'appréhende pas la problématique sous l'angle qui
nous semble le plus pertinent. En eet, à notre onnais-
sane, seules des études intégrant les ritères pure-
ment graphiques - essentiellement la largeur arbores-
ente obtenue - font l'objet d'attention de la part de
la ommunauté. Or, et objetif nous semble biaisé,
et les expérimentations que nous avons réalisées nous
onfortent dans ette opinion. En fait, l'eort devrait
privilégier l'objetif réel de es aluls de déomposi-
tions, à savoir la phase de résolution qui suivra, but
essentiel de e prétraitement. Le seond axe qui doit
être développé onerne la néessité qu'il y a, pour une
méthode telle que BTD, à s'aranhir de l'ordre d'énu-
mération induit par la déomposition arboresente. En
eet, la validité de la méthode BTD, que e soit pour
le test d'existene ou le alul d'une solution, ou en-
ore pour l'obtention de la meilleure solution en as de
CSP valué, impose l'appliation d'un ordre ompatible
ave l'ordre partiel induit par un parours de l'arbre de
liques. Aussi, pour exploiter au mieux la notion d'heu-
ristique pour les hoix de variables, il faudrait arriver
à s'aranhir de et ordre ompatible, pour tendre à
une libéralisation totale de l'ordre. Cette démarhe,
ertes nouvelle, n'est ependant pas isolée. En eet,
dans un artile réent, Li et Van Beek [20℄ ont mon-
tré que l'exploitation de la struture d'un problème,
si elle peut notamment se libérer de l'ordre d'ae-
tation qui en déoule, peut onduire à l'élaboration
de méthodes extrêmement eaes, qui omme BTD,
allient exploitation de la struture, aux garanties d'ef-
aité oertes par les tehniques struturelles du fait
de l'existene de bornes de omplexité théorique.
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