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INTRODUCTION
Optical modulators with linearized response functions have been investigated for many years 1,2 due to their important applications in analog and RF communications and data transfer links. In particular, a linearized response function offers higher dynamic range because of lower harmonic and intermodulation distortions. Another advantage of a linearized response function is an enhanced tolerance to bias point drift. In evaluating the merit of a linearized design from a systems application perspective, the slope efficiency, defined as the change in intensity per unit change in modulator drive voltage at the operating point, is an important figure of merit. This quantity depends not only on the shape of the response function, but also scales with the insertion loss, which acts as an overall multiplicative factor.
Recently, developments in linearized directional coupler modulator design have yielded encouraging results that promise high linearity and high slope efficiency for analog and RF communications applications. 3 These designs rely on a coupling coefficient which varies along the length of the coupler. These designs are synthesized based on the small-coupling limit, where a Fourier conjugate relationship exists between the coupling and response functions. Various synthesis techniques have been developed 4 which first apply an inverse Fourier transform to the desired response function to determine an approximate coupling function and then iterate the design until the desired response function is achieved. In particular, the ideal response function has very linear, very steep transition, as shown in Figure 1 . 
DESIGN TECHNIQUE FOR VARIABLE COUPLER MODULATORS
Recent theoretical work has shown that in grating assisted contra-directional couplers and filters, the grating design may be synthesized by the inverse scattering technique based on the theory of Gel'fand, Levitan, and Marchenko(GLM) 5 . This technique requires that the response function be expressed as a rational polynomial, and has resulted in designs based on the usual Butterworth, Chebyschev polynomials. Further work by Peral 6 has shown that the response functions that cannot be represented by rational polynomials may also be synthesized with this technique using the inverse Fourier transform method, to obtain the first guess, and subsequently an iterative method is used to obtain the required grating design. The lack of symmetry of these designs results in the introduction of chirp and therefore this technique was not considered further.
An alternative is the inverse Fourier transform method discussed in Tamir's book 7 , and assumes that the coupling is very small, and thus the method is at best approximate. A detailed design has been discussed by Winick 8 for a grating coupled filter based on the Fourier transform method. For the co-directional coupler with constant coupling, the coupling function is a rectangular pulse, and the spatial Fourier transform is the sinc function, which is the response of the output field. Thus, the intensity response has the sinc 2 form, and the coupling and response functions are related through the Fourier and inverse Fourier transform. Thus, if the desired intensity response function is known, the coupling function may be derived from the inverse Fourier transform. Since this Fourier technique is approximate, a Newton's method modification has been suggested, which obtains the coupling function from the desired response function without the small coupling limitation. 3 Using these design methods, semiconductor coupler modulators built have shown that the variable coupling design works very well. 4, 9, 10, 11, 12, 13, 14, 15, 16 The schematic diagram for the coupler is shown in Figure 2 , with the two guides in close proximity to each other, with the input to guide 1 given as ) 0 ( R , and the input to the second guide ) 0 ( S . When the signal is placed on the first guide of the uniform coupler modulator, both the even and odd supermodes of this coupler are excited, with the modes adding constructively in this first guide and destructively in the second guide. The signal which is now the superposition of the two modes travels down the coupler with the odd mode velocity being slightly higher. A specific distance later the phases of the odd and even modes are interchanged because of the difference in velocities, so that the modes add constructively in the second guide, but destructively in the first, in effect causing a transfer of power from guide one to guide two.
Figure 2. Schematic of the uniform coupling coupler modulator
The coupled mode equations for the directional coupler are given by:
where R and S are the complex amplitude fields in the guides as a function of z , spatial position along the coupler, ) (z κ is the coupling coefficient which is a slowly varying function of z , β ∆ is the difference in the propagation constants of the two guides uncoupled, 2 / β δ ∆ = , and
In the directional coupler modulator, the guides are made identical to each other, so that β ∆ is zero in the unbiased condition, and the application of bias makes β ∆ nonzero, and hence δ is also nonzero.
The solution to these equations for an uniform coupler of length L , with initial conditions of
, is given by:
The amplitude response of the uniform coupler modulator is given by:
Define the coupling length c L as the distance when all the power in the first guide of the uniform coupler is transferred to the second, or 1 = S . In the case when there is no bias which implies
. For the case when bias is applied so that δ is not zero, for . Also when the two guides are biased so as to have different effective indices, then by definition
The difference in the guide effective indices due to bias is given by equation (7):
where n is the guide mean effective index, xx r is the electro-optic coefficient depending on the direction of the field interacting with the optical mode, V is the voltage applied to the coupler electrodes, d is the distance between the electrodes, and Γ is the overlap integral between the bias electric field and the electric field of the optical mode. Substituting for the δ from equation (7):
where
for push-pull electrode excitation of the uniform coupler.
Using the transformation to the Ricatti equation 7, 4 , it can be shown for very small coupling that S and κ are related through the Fourier transform equation of the form:
Thus, if the desired intensity response for the coupler modulator is given by 2 ) (δ S , the first guess with small coupling is obtained from the above equation (11) . The coupling function derived from this equation extends to ±∞ , and needs to be truncated symmetrically to prevent chirp being generated. The truncated coupling function will only provide an approximate form of the desired response, and thus needs to be modified to provide a closer agreement. The next step uses the Newton's method, 3 with this truncated response as the first guess. The error in the response function is evaluated, the appropriate Jacobian is obtained, and by the least squares method, the correction is obtained. Subsequent iterations move the coupling function closer to the desired response function. Figure 3(a) shows the desired response function in the form of a trapezoid, and the iterated response from the modified coupling function, shown in Figure 3 
Distortion Calculation
The usual technique for calculating the distortions in modulators is to express the response function as a polynomial in the applied voltage, and thus for the present case the output signal power is (12) However, expressing the response function in polynomial form results in considerable error and the results are not accurate.
Another method is to superpose two signals at slightly different frequencies, and take the Fourier transform, either in the FFT technique or in the usual integral form. However, it is necessary that the periodicity is not violated by taking too small a sequence, and this also results in inaccuracies due to the large number of points required.
The most accurate method is to use the 2D FFT technique in which the two dimensions correspond to the time periods of the two tones passed through the modulator simultaneously. Matlab and other programs have this as a standard function, but it is also possible to program it to work with the single FFT code. 
Coupler Designs and Distortions for the Specific Response

Trapezoidal Response
The curve in Figure 5 (a), is the coupling function for trapezoidal response. In Figure 5 (b), dash-line is the desired response and solid line is the obtained response from the coupling function in Figure 5 (a) by the iterative method.
Shown in Figure 6 (a) are the IMD2 and IMD3 calculated with R=0.9 A/W, sw V =2.0 V (0.8 to 1 in the normalized response in Figure 3(b) ), noise floor = -160 dBm. From Figure 6 (a) and (b), the third harmonic is a little higher than IMD3, and the second harmonic and IMD2 have the same values; but the second harmonic is higher than IMD2 at the peak value. 
Modified Trapezoidal Response
Trapezoidal response with ideal response having arcs of circles as curved regions, in Figure 7 , has better IMD2 and IMD3 results as shown in Figure 8 . These were calculated with R=0.9 A/W, sw V =2.0 V (0.3 to 1.5 in the normalized response), optical input power=10 mW, noise floor set at -160 dBm. The second harmonic and the third harmonic are shown in Figure 8 (b). The third harmonic is a little higher than IMD3, and the second harmonic and IMD2 have the same values; but the second harmonic is a little higher than IMD2 at the peak value. Another design which uses a straight line with a slightly lower slope and quadratic arcs in beginning and end regions of the switching sections for the trapezoidal response is shown in Figure 9 . IMD3 and IMD2 shown in Figure 10 (a) are found to be better than those of original trapezoidal case.
These were calculated with R=0.9 A/W, sw V =2.0 V (0.3 to 1.5 in the normalized response), optical input power=10 mW, noise floor set at -160 dBm. The second harmonic and the third harmonic are shown in Figure 10 (b). The third harmonic is a little higher than IMD3 and the second harmonic and IMD2 have the same value, but the second harmonic is a little higher than IMD2 at the peak value. The directional coupler design which has constant coupling coefficient over the entire device length with four phase shifts is shown in Figure 11 (a) with the locations of the phase shifts. In this design the magnitude of the coupling coefficient is constant over the length of the coupling region, and phase control is limited to four identical phase shifters, each providing a 180° phase shift and thus reversing the sign of the coupling coefficient. We refer to this as the "Pi Phase Shift" design.
The response is shown in Figure 11 (b). The SFDR for IMDs and Harmonics from this response has greater values than 120dB, shown in Figure 12 . These were calculated with R=0.9 A/W, sw V =2.0 V (0.3 to 1.5 in the normalized response), optical input power=10 mW, noise floor set at -160 dBm. The third harmonic is a little higher than IMD3 and the second harmonic and IMD2 have the same values, but the second harmonic is higher than IMD2 at the peak value. The operation of the Pi phase shift design is modeled using transfer matrices from coupled mode theory. Figure 13 illustrates the behavior of the Pi phase shift design (lower graphs) compared to the standard directional coupler (upper graphs). Shown on the left is the evolution of the optical fields in the two In contrast, the Pi phase shift design (lower graphs) shows the effect of the 180° phase shifters on the power transfer. Again, multiple curves are shown corresponding to increasing drive voltage. In each case, the evolution follows a fixed periodicity (due to fixed magnitude coupling coefficient) punctuated by abrupt reversals at the locations of the phase shifters. At right is the corresponding response function plotted with drive voltages corresponding to the individual curves at the left. The linearization of the response function is evident even when plotted with just a few data points, as shown. 
DEVICE DESIGN AND FABRICATION
Waveguide Substrate
Achieving the goal of state-of-the-art modulator performance requires not only innovative optical circuit designs, but innovative materials systems and processing techniques. Today lithium niobate (LN) is the preferred substrate for electro-optic devices such as high-speed modulators and switches. This remarkable material is expected to remain the preferred substrate for these applications, while expanding into a variety of new application areas such as nonlinear optical generation, advanced modulation formats, optical packet switching, wavelength conversion, and holographic storage. Optoelectronic integration with high-speed electronics using GaN epitaxial layers on LN is an important example of recent advances in materials and devices that promise continued dominance of LN in a variety of applications. The recent availability of stoichiometric lithium niobate (SLN), with a host of enhanced properties, promises somewhat of a renaissance in the world of LN applications. Stoichiometric lithium niobate (SLN) has better nonlinear, electro-optic, and ferroelectric properties than the commonly produced congruent lithium niobate (CLN). In this report we outline our current research program that is implementing new linearized directional coupler designs on the new material SLN.
Lithium niobate is normally produced by pulling crystals from a melt with a Nb to Li mole ratio of 51.5% to 48.5%. This composition, called the congruent composition, has been preferred because this is the composition where the solid coexists with a single phase melt. Congruent lithium niobate (CLN) is thus the substrate used for all commercially available optical waveguide products today. The offstoichiometric composition, while convenient for crystal growth, has several well-documented disadvantages relative to SLN. The advantages of SLN over CLN include: 17 • Increased nonlinear coefficient (44.3 pm/V vs. 34.1 pm/V), which translates directly into an increased electrooptic coefficient (38.3 pm/V vs. 31.5 pm/V) • Better high optical power handling characteristics 18 (lower Mg doping percentage, 1% vs. 5% for 1 MW/cm 2 power handling capability at 532nm) • Enhanced ferroelectric properties (higher ferroelectric Curie temperature, and lower coercive field for domain inversion) • Greater optical transparency range (UV band edge at 305 nm vs. 325 nm)
These enhanced electro-optic and ferroelectric properties arise naturally from the lower intrinsic defect density in the lattice at the stoichiometric composition. In the congruent crystal structure, excess Nb ions occupy Li sites, with charge compensation achieved either by Nb or Li vacancies, or both 19 .
Waveguide Fabrication in SLN
Diffused optical waveguide production in SLN is a new area, with very little reported in the current literature. Yuki et al 20 provided the first report of Ti waveguides produced in SLN. They report on production of slab waveguides at temperatures ranging from 1000°C to 1060°C, and with diffusion times ranging from 6 to 24 hours. Prism coupling measurements in these slab regions, along with the assumption of a Gaussian refractive index profile, yielded diffusion coefficient values. They found that the diffusion coefficients of SLN are smaller than in CLN, and, by diffusing into both x-cut and z-cut samples, found that there is less anisotropy to the diffusion coefficients. They also found that the same Ti concentration in SLN yields a higher index change than in CLN. Nakajima et. al. 21 find that longer diffusion times are required for Ti waveguide production relative to standard SLN recipes. They also report a more nearly isotropic diffusion, in contrast to CLN where the diffusion coefficient in the z direction is known to be larger than that in the x (or y) direction. Caccavale et. al. 22 report similar findings in a study of Ti diffused slab waveguides probed by secondary ion mass spectroscopy (SIMS). The smaller diffusion coefficients found in these studies are in agreement with our results on Ti diffused waveguide production.
Our Ti diffused channel waveguide production recipe was based on the results of mode field calculations and the diffusion coefficients reported by Yuki et al. We diffused 90 nm thick Ti into z-cut SLN for 22 h at 1050°C. The Ti patterning provided both a large slab (planar) waveguide region and a series of ypropagating waveguides with widths ranging from 5.0 µm to 10.0 µm in 0.5 µm increments.
We find that Ti waveguide production on SLN requires longer processing times due to slower diffusion of Ti into the crystal. We find that single mode Ti waveguides can be fabricated with mode size similar to those fabricated in CLN for commercial modulators. The loss of the waveguides was found to be high, on the order of 1 dB/mm, likely due to scattering losses at the rough surface where a thick (~ 200 nm) Ti oxide was left at the surface after Ti indiffusion. The waveguide losses were reduced to acceptable values (~ 0.1 dB/cm) through the process of surface planarization. This is suitable for device fabrication. Fabrication of proton exchanged slab and channel waveguides in SLN is also an active area of research, and our results indicate increased diffusion times for waveguide production relative to CLN.
Waveguide Characterization
The first step in characterizing the Ti diffusion process was to measure the mode spectrum in the planar Ti slab waveguides using prism coupling. Our apparatus consisted of a Rutile (TiO 2 ) prism, fiber-coupled laser sources at 635, 980, 1310, and 1550 nm, precision rotation stage to accurately measure incidence angles, and a detector to record reflected intensity as a function of incidence angle. As the incidence angle reaches the angle for total internal reflection in the substrate, the intensity of the reflected light will show a sharp increase. Increasing the angle further will show one or more narrow minima, each with a corresponding "flash" of light in the substrate, as the tangential component of the incident wave vector is phase matched to waveguide modes. The measurements thus yielded the bulk index of the substrate, the number of guiding modes and their effective indices. We fitted the resulting mode spectrum to that from a step-index slab using the slab refractive index and thickness as unknown fitting parameters. Table 1 shows results of the mode spectrum measurements and fitted step-index slab parameters. Also shown for comparison is the CLN index calculated from an accepted Sellmeier form. We used 635 nm and 1550 nm wavelengths, each with both TE and TM incident polarized light. The relevant case for device applications is 1550 nm TM polarized light, because TM light in z-cut substrate sees the extraordinary crystal index. As expected, 635 nm light gave more modes in proportion to the shorter wavelength relative to 1550 nm. The 635 nm measurements thus gave a better step-index slab fit. We emphasize that the step-index slab fit is not expected to provide an accurate characterization of the index depth profile, but rather is used as a convenient way to compare results from different samples or at different polarizations. We see the step-index fitted index delta is larger for TM than for TE. This is consistent with the observed behavior in standard CLN. A standard diffusion model 23 gives the change in refractive index as a power law function of Ti ion concentration. The exponent is 1.0 for the extraordinary index, but only 0.65 for ordinary index. Thus, as shown in Figure 14 , for high enough Ti concentration the extraordinary index delta becomes much larger than the ordinary index delta. A comparison with the fitted index delta values shows reasonable agreement with this result, indicating a Ti concentration in the range of 0.020 -0.040. The optical chip was prepared by dicing and polishing the chip endfaces where the waveguides terminate. The PM fiber pigtail of the laser source was terminated in a fiber block that was aligned to the waveguide input using nanopositioning stages. The slow axis of the PM optical fiber was oriented perpendicular to the crystal surface, and the orthogonal polarization was launched into the waveguide by adding a patch cord with a 90° difference between the PM fiber slow axis relative the connector key. The fiber block was angle polished at 15° and the waveguide chip was angle polished at 10°, yielding low reflection losses while satisfying the ray optics launch condition. Figure 15 is a typical near-field image of a single-moded waveguide. Contrary to the result reported in Ref. 20 , who report a (desirable) circular mode shape, we observe elliptically shaped modes. Table 2 shows the results of mode field measurements on sample waveguides diffused into the +z surface. The results for the other sample, with waveguides diffused into the -z surface, were very similar. We note that the mode size is typically 5x7 µm, very similar to the modes formed in CLN using the standard Ti indiffusion recipe described above. The modes are consistently smaller for TM polarized light (the polarization of interest for devices), consistent with the observation above that the TM index delta is larger. The second mode cutoff occurs at about 6.0 -7.0 µm Ti stripe width, similar to the cutoff stripe width for a standard CLN waveguide recipe. These results indicate the recipe for SLN has successfully been adjusted to account for the smaller diffusion constants of SLN and that acceptable size modes are present in the waveguides. 
Shown in
Waveguide Insertion Loss Measurements
The slow diffusion of Ti into SLN allows more time for the formation of a thick layer of undiffused deposits, potentially yielding higher insertion loss waveguides than produced in SLN. Indeed, waveguide insertion loss is found to be high, with measured 43 -45 dB loss in a waveguide of length 40 mm, representing loss of approximately 1 dB/mm. Unfortunately, a comparison with Ref. 20 is not possible, as they do not report the length of the waveguides that show 5dB loss. Since this loss value is too high for commercial applications, the problem was overcome by modifying the waveguide recipe to yield a low loss waveguide.
Waveguide insertion loss was measured using a butt coupled fiber launch of 1550nm light into the waveguide and using a calibrated near-field mode imaging apparatus to measure insertion loss. This apparatus is also used to measure mode field sizes, and consists of fiber pigtailed 1550nm source, submicron alignment stages, waveguide launch via carrier (also known as a fiber block), objective lens, various calibrated neural density (ND) filters, ElectroPhysics 7920 IR camera, and Photon Inc. BeamPro software. Insertion losses were measured using the power measurement capabilities of the camera/software system, in conjunction with various ND filters. The insertion loss measurements using this technique have an experimental error of about ±1 dB due to the ND filter usage (calibration and Fresnel reflection effects).
We measured insertion losses in three sets of waveguides and found waveguide losses of <1 dB/cm. This loss value is larger than observed for standard Ti:CLN waveguides, however is acceptable for device fabrication. We believe the insertion loss can be reduced further by refining the processing.
Waveguide Mode Size Measurements
Mode field measurements were performed simultaneously with the insertion loss measurements. Figure  16 shows a typical mode. The experimental Ti:SLN mode field measurements are shown in Table 3 , quoted as FWHM of the beam intensity. The experimental error is about ±0.5 µm. We observe mode size on the order of 3x5 µm 2 . It is clear that the errors dominate any trend in mode field size with Ti strip width. 
BeamProp Simulations
Having demonstrated low loss waveguides in SLN, we use the measured properties to determine the optimal directional coupler design for the photomask. The measured mode size in Ti:SLN fabricated waveguides was used as feedback into the Beamprop modeling to determine the material parameters in the diffusion model, then these diffused waveguides were used in directional coupler simulations to determine the relationship between waveguide gap and coupling length. This provided us with the waveguide gap and target coupling length used in the final mask design.
Diffusion Model Parameters
We have returned to the diffused waveguide mode field simulations to find a set of material modeling parameters, which when used with the trial fabrication process (w=6µm, tau=0.0900µm, t=22hr, T=1050C), yield a mode that matches our observed mode of 3x5 µm 2 FWHM beam intensity. The Beamprop simulations yield mode size measurements as FWHM of the electric field strength. The translated size of the measured mode is 4.3x7.4 µm 2 FWHM electric field strength.
The model assumes diffusion lengths are proportional to the square root of time, as is typical for a diffusion process, and are given by the Arrhenius form
Here t and T are the diffusion time and temperature, respectively, and k B is Boltzmann's constant. The diffusion model assumes independent diffusion lengths normal and transverse to the surface, thus the subscript in these quantities assumes either value b for the bulk or s for surface diffusion. We find that the experimental mode size (4.3x7. 
Directional Coupler Simulations
The diffusion model parameters determined above were used to simulate the directional coupler to find the optimal gap for fabrication. The effective index method was used, which we have shown to yield excellent coupling length results when compared to a much more computing-intensive 3D beamprop simulation.
The results are shown in Figure 18 . We see good agreement with the expected exponential dependence of L c on waveguide gap. Based on this result, we set the waveguide gap to 9 µm in the mask, which targets a 6 mm coupling length. We allowed for a range of coupling lengths ranging from 3 mm to about 24 mm, as described below.
Figure 18. Simulated coupling length dependence on the waveguide gap
Using the same diffusion model, we also looked at the coupling length as a function of the Ti strip width. We find a strong dependence, based on a changing mode size. The uncertainty in the mode size in the fabricated devices due to Ti strip width variations (or otherwise) underscores the importance of providing a variety of devices on the mask with various coupling lengths. The results are shown in Figure 19 below.
The target was Lc=6400 µm, and we see variations in Lc from a low of 4000 µm up to a high of about 16000 µm. This is the basis for the coupling length variations used in the SLN mask. 
Design of Phase Shifter for the Linearized Coupler
The proton exchange waveguide layer functions as a Ti waveguide overlay that produces phase shifters in the linearized design. The phase shifters work by providing a localized increment in the propagation constant, or equivalently, the effective index, of the waveguide. This section provides a more detailed look at phase shifter operation.
Differential Effective Index
The phase shifter is a waveguide segment of length L that has a proton exchange waveguide overlay on top of the existing Ti diffused waveguide. The differential effective index, eff n ∆ , is the quantity of interest, because it determines the net phase shift of the phase shift segment:
where ∆β is the difference in the effective indices between the PE+Ti and the Ti waveguide regions. This section details how this quantity ultimately arises from the additional index change in the waveguide due to the proton exchange overlay.
The proton exchange and Ti diffusion steps each increase the refractive index of the substrate, and the two processes tend to have an additive effect:
This means that a small section of Ti waveguide that has proton exchange overlay will have a larger (extraordinary) index delta than the rest of the Ti waveguide. Only the extraordinary index is of interest here since the device is designed for operation using the TM polarized light. While the extraordinary index is increased by the proton exchange overlay, the ordinary index is actually depressed by the proton exchange overlay.
The propagation constant fundamental TM mode, denoted by β, is found by solving for the fundamental mode of the waveguide with index change due to Ti diffusion only. The relationship between the index change and β is as follows: β → ∆ Ti n (16) Similarly, the waveguide with total index change ∆n gives rise to a TM fundamental mode with propagation constant β ′ :
the incremental propagation constant is given by β β β ∆ + = ′ (18) This in turn leads to a larger effective propagation constant, and a phase shift of the propagating mode relative to the unmodified Ti waveguide section. (19) Design Sensitivity
Transfer matrix simulations have shown that the behavior of the linearized design is sensitive to the phase shift imparted by the phase shifters. Due to fabrication uncertainties (namely, the uncertainty in the effective index increment due to the proton exchange layer), fabrication of a phase shifter length based on the ideal design value is unlikely to produce a linearized design. Thus, a good linearized device is assured by designing a number of devices with a range of phase shifter lengths. The phase shifter lengths were chosen based on a target range of ∆n eff values ranging from 0.001 to 0.004.
Characterization of the PE Phase Shifter
The aim of the proton exchange process development effort is to produce a fabrication recipe such that the composite proton exchange-over-Ti waveguide layer has a differential effective index ∆n eff within the target range. The differential effective index due to proton exchange overlay is characterized using prism coupling in the slab waveguide regions. The effective index deltas that occur in channel waveguides are a close approximation to the measurements made in a slab region.
Proton Exchange on Ti:SLN
The change in the index was characterized for a proton exchange process done on top of Ti diffused SLN wafer. The proton exchange process suppresses the ordinary refractive index. The TE mode, which samples the ordinary refractive index, is not expected to show any waveguiding.
The Ti diffusion process produced four guided modes at 635nm and two guided modes at 1550nm. As expected, the subsequent proton exchange process overlay on the Ti diffused slab eliminated the waveguiding at 1550nm. The initial four modes at 635 nm were reduced to a single guided mode after the PE process. A 2-hour anneal at 350C eliminated guiding at 635nm. No guided modes were observed after continued annealing up to 5 hours.
TM Mode Results at 1550nm
Initial Ti diffusion produced a single guided mode at 1550nm where the index delta for the 0 th order mode is 0.015. The PE exchange over Ti:SLN exhibited a single mode behavior, but with slightly decreased 0 th mode delta. A 2-hour anneal recovered the 0 th mode index delta and still maintained the single mode character. It is still single mode after a 4-hour anneal but the index delta is much reduced. In this case the PE has diffused deep enough that it now is the new "substrate". After a 5-hour anneal, the measured substrate index partially recovers to the true substrate index value.
Comparisons of the 0 th order mode indices of the Ti:SLN and PE+Ti:SLN show that the 2-hour anneal and the 4-hour anneal produce an effective index differential of 0.003 and 0.001, respectively. The mask design for the phase shifters had varying lengths that required a corresponding Ti effective index differential ranging from 0 to 0.004. A 2-hour anneal is expected to produce the desired effective index differential, and a 4-hour anneal would produce too small an index differential. A short phase shifter is made from a large index differential. The ideal phase shifter would have "zero" length.
Proton Exchange on Ti:CLN
A proton exchange process on Ti:CLN followed by a 4-hour anneal produces two TM modes at 1550nm. The second mode is very weakly guided and it is not expected to be a problem to produce suitable phase shifters.
Photomask Design
The photomask is intended to produce a linearized coupler in which the fabricated structures match the theoretical design. In particular, for optimized linearity, it is important the coupler be twice the coupling length, and for the phase shifters to impart the correct phase shift. Uncertainty in the mode size and Ti strip width causes uncertainty in the coupling length. And uncertainty in the index delta created by proton exchange overlay causes an uncertainty in the phase shift created by the phase shifters. We have put a 2D array of devices on the mask such that these two quantities are independently varied. The linearized coupler device is of the Pi-phase shift type.
In addition, the photomask was designed to produce waveguides, Mach-Zehnder, standard directional coupler and Y-coupler modulators and periodic segmented waveguide (PSW) structures.
PSW Structures
We added a number of periodically segmented waveguide input structures to the mask. These were added on straight waveguides, and consisted of period 40 mm, lengths 500 and 1000 mm, and a series of aspect ratios ranging from 0.5 to 0.9 at each length. These structures offer good potential for adiabatically increasing the mode size and thus reducing coupling losses to standard fibers. The structures will be tested by measuring the mode field when the PSW is on the output side of the waveguide.
Mask Summary
The table below gives a detailed summary of the chip design. 
Device Fabrication
Device fabrication requires three levels of photomask operation. The first level defines the pattern for Ti diffusion. The second level defines the pattern for the proton-exchange phase shifter and the third level defines the electrode metal.
The waveguide devices were fabricated in CLN and SLN substrates. Figure 20(a) and (b) show schematic of a Mach-Zehnder Interferometer Modulator (MZI) and a Standard Directional Coupler Modulators (SDCM) and Figure 21 shows the schematic of a Linearized Directional Coupler Modulator (LDCM) device. The MZI and SDCM were fabricated using both the Ti diffusion and the PE processes. The LDCM were first fabricated using titanium diffused waveguide channels. The Phase Shifters in LDCM were then created via Annealed Proton Exchange (APE) process over the Titanium diffused waveguide channels in the coupling region. 
TEST RESULTS
Mach-Zehnder and linearized directional coupler modulators were characterized at audio frequency. Based on these results linearized directional coupler modulator devices were selected for more detailed SFDR measurements. PSW structures were also characterized.
Device Test Results at Audio Frequency
Mach-Zehnder Modulators
The devices were tested at 1550 nm by launching TM mode. The switching voltage Vpi was observed to be about 7 V-cm for both CLN and SLN based devices. The SLN device has a slightly higher optical loss, about 1 dB, compared to the CLN based device. The extinction ratio, ER, for the both SLN and the CLN device was about 35 dB. Figure 24 and Figure 25 show the response of a SDCM fabricated in a CLN substrate. The switching voltage for this device was found to be about 11Volt-cm. The ER was measured in the cross state to be 26 dB. Figure 29 and Figure 30 show a periodic segmented waveguide (PSW) input and output structures, respectively. The waveguides, fabricated in CLN, were tested for TM modes at 1550 nm wavelength. Table 5 and Table 6 summarize the optical transmission loss and mode size for a 7 micron wide waveguide PSW structure (wafer 3Z1). The results show that the PSW structures may be beneficially used to expand the mode size of a lithium niobate waveguide to match that of an optical fiber. To summarize:
PSW Structures
• Loss increases when total distance increases because of mode expansion • Large separation distance also increase loss because of mode expansion • Shows promise for improved mode matching to fibers Figure 31 shows the test setup for measuring the SFDR. The optical source was a 1550 nm Ortel DFB Laser, model 1710 and controlled by a Laser Power Supply manufactured by ILX. The Optical Receiver was a Dual-Balanced New Focus, model 1617. The saturation power level for this receiver is about +7 dBm. The modulator was inserted between the optical source and optical receiver. The Bias-Tee for the modulator was powered from a 9V battery. The polarity of the bias could be changed using a switch and the manual bias control consisted of a 10-turn potentiometer for providing very fine adjustment. One of signal generators was an Agilent model 33120A Function Generator, while the other was the tracking generator output of a Spectrum Analyzer, model HP 8519E placed in the zero-span mode. Both signal generators produced fairly pure tones with low harmonic content. These two-tone RF signals were summed into the Bias-Tee. Typically, the Agilent signal generator would be set to provide a tone f 1 at 10 MHz and the spectrum analyzer set to provide a tone f 2 at 11 MHz. The Optical Receiver's output was amplified by a 20 dB Low-Noise Amplifier, Sonoma model 330. The intermodulation was observed on a model HP 8583E Spectrum Analyzer.
As mentioned, the chosen frequencies for the RF tones were 10 MHz and 11 MHz. For these frequencies the first, second and third order intermodulation products are given by: To measure SFDR at any particular bias, the signal generator's output levels were made equal and adjusted in 1 dBm increments. The HP 8593E was set in Table Mode and markers were placed on representatives of the 1 st , 2 nd and 3 rd -order intermodulation products -these frequencies being 10 MHz, 21 MHz and 31 MHz, respectively. For each value of the selected two-tone RF input level the screen was dumped to a printer in quick succession, and the marker amplitudes subsequently read off the hard-copy plots. SFDR plots were made based on the RF drive levels and these measured amplitudes of the intermodulation products. Data points that showed clear saturation effects or inadequate Signal-to-Noise Ratio (SNR) were discarded and not plotted.
Operation of the New Focus 1617 Receiver
The optical receiver used for the SFDR measurements reported here is Dual-Balanced receiver that can accept complementary inputs. This can provide advantages not only in providing an additional 3 dB of Link Gain but also help in the cancellation of 2 nd -order distortion products produced by photodetector themselves, particularly at higher powers. However, for this project this receiver was operated using only one of its inputs, even though the MZI and directional couplers tested had complementary outputs. In the case of the directional couplets tests, this gave us the opportunity to separately access the modulation performance using the Bar and X-Bar outputs. For these directional couplers the X-Bar output was the one used, as these provided the best outputs.
Mach-Zehnder Modulator
Before proceeding with the measurement of the linearized directional coupler, a measurement was done on a standard MZI modulator to establish a baseline, compare with the expected result and to become "comfortable" with the measurement and plotting techniques.
Certain minor corrections were made for RF impedance mismatches and data obviously indicating distortion products from other parts of the system, such as the signal generators, LNA or optical receiver, were not plotted. Generally, there was only a limited range of two-tone RF inputs where satisfactory data could be obtained that was not affected by saturation elsewhere in the system or too little SNR. A typical MZI SFDR plot is shown in Figure 32 . The trend line for the fundamental has a slope that is close to 1, while the 3 rd -order component is close to 3. The SFDR for the MZI at a mean received optical power of 0 dBm was estimated to be 101 dB/Hz 2/3 .
Since the received optical power increased by a factor of 10 dB when the power is extrapolated to +10 dBm, the fundamental signal will increased by 20 dB. We can now re-plot the MZI SFDR characteristic given in Figure 32 . Figure 33 shows this extrapolated third-order SFDR for the MZI, which has now increased to 111 dB/Hz 2/3 . This is close to the expected SFDR for a standard MZI in phase-quadrature at a mean received optical power of +10 dBm. This MZI SFDR is used as a benchmark by which the efficacy of other types of modulator can be compared. 
Linearized Directional Coupler Modulator SFDR Measurements
Before describing the SFDR measurements undertaken on the linearized directional coupler modulators, we will explain in more detail the procedure for extrapolating the measured data from around 0 dBm to a normalized power of +10 dBm.
Extrapolating SFDR Characteristics to Higher Optical Receiver Powers For comparison purposes, SFDR characteristics are usually normalized to a mean received optical power of +10 dBm, where it is expected that the receiver will be heavily shot-noise limited. The effect of the increase in power on the fundamental signal (and link gain) and the amplitudes of all the intermodulation products is easy to calculate, because it is simply 20 x power ratio by virtue of the action of the squarelaw photodetector. We assume, of course, that we have an ideal optical receiver that is not generating its own distortion products at the high power. As an example, consider the situation where the (electrical) amplitude of the 1 st -order signal is x dBm e for an optical signal at power 0 dBm o . To make this clearer and avoid confusion, we have temporarily used the sub "e" and "o" to differentiate between electrical and optical dBm. Then the amplitude of the 1 st -order photodetector signal will increase to 0 + 2(10 -x) dBm e when the optical input power is increased to +10 dBm o . Similarly, the amplitudes of all the recovered harmonics and intermodulation products increase by the same amount.
As previously mentioned, the New Focus 1617 receiver had a saturation power level of about +7 dBm. Optical losses in our system typically limited the received power to be at 0 dBm or less. At these powers, the receiver is kT-noise limited. Thus, to extrapolate the SFDR performance to 10 mW we need to know what the shot-noise limited noise floor will be at +10 dBm -all other things being equal. Figure 34 shows the measured noise floor of the receiver as measured on the HP 8593E spectrum analyzer with the 20 dB Sonoma pre-amplifier, and its extrapolation to a power level of +10 dBm. The noise floor was measured at 15 MHz, which was a "quiet" spot between the 10 MHz and 11 MHz tones and their intermodulation products.
To obtain the characteristic shown in Figure 34 , the DFB laser was connected directly to the optical receiver and run at full power, which was about +14 dBm. To change the optical power reaching the receiver, varying levels of optical attenuation were introduced between the patch cords linking the laser to the receiver. The DFB laser source was likely producing about 3 dB of excess intensity noise over the quantum limit.
At 0 dBm the measured kT-limited noise floor is at -128.2 dBm/Hz. At +7 dBm the measured shot-noise floor has risen to -126.3 dBm/Hz. The best-fit curve was extended beyond +10 dBm to obtain the +10 dBm extrapolated noise floor of -124.8 dBm/Hz. This noise floor is used to plot the horizontal receiver noise floor line in the respective extrapolated SFDR plots that will be shown later for the LDC devices. Unlike the case of a standard MZI with a cosine 2 intensity transfer characteristic and deterministic phasequadrature "sweet-spot" for best linearity, i.e., minimum 2 nd -order and maximum 3 rd -order, the best place to bias a linearized DC is not immediately obvious. Measurements were taken at several different bias points to obtain some assessment of the devices linearity, under time and effort constraints and the somewhat laborious manual method of measuring SFDR. It is unlikely that measurements were taken at the best bias points, but the data to follow should be representative of device performance.
It was found that the bias point was relatively stable at constant room temperature, so that only minor "tweaks" were needed to maintain the bias at a given point on the transfer characteristic. After selecting a particular bias point, the bias voltage was kept constant while the SFDR data was collected. Figure 35 shows a typical spectrum of intermodulation components. Markers 1, 2 and 3 measure the amplitudes of the 10.10 MHz fundamental, the 21.10 MHz second-order component and the 31.10 MHz third-order component. Using the procedure described earlier, similar plots were made for different RF levels and the values read off the hard-copy and plotted to produce the SFDR graph.
In SFDR plot is shown in Figure 36 . The linear trendline for the fundamental has a slope of 1.0563, the second-order trendline has a slope of 2.0885, and the third-order trendline has a slope of 3.0025. These slopes are very close to 1, 2 and 3, respectively. The 2 nd -order SFDR is 79 dB while the 3 rd -order is 94 dB for the thermally-noise limited optical receiver at -2 dBm input. The measured thermal noise floor is at a level of -128.5 dB/Hz. The plot in Figure 36 under-reports the SFDR because the received optical power is low and the optical receiver is kT noise limited. As was done for the MZI, the SFDR figure was extrapolated to a normalized received power of +10 dBm. This result is shown below in Figure 37 .
The SFDR of optical systems is usually compared to a reference power of 10 mW. We can estimate the SFDR performance at +10 dBm rather than at the measured -2 dBm by adding 24 dB to the 1 st , 2 nd and 3 rd -order components, and determining what will be the system noise floor at that power. At a mean received power of -2 dBm the optical receiver is kT noise limited, while at +10 dBm it will be significantly shot noise limited. Again, the plot of optical receiver noise floor as a function of mean received optical power was used to obtain the estimate for the value of the noise floor if the received power had actually been +10 dBm, and if the receiver had been able to handle that amount of optical power without saturation.
As before, the linear trendline for the fundamental has a slope of 1.0563, the second-order trendline has a slope of 2.0885, and the third-order trendline has a slope of 3.0025, and these slopes are very close to the expected 1, 2 and 3, respectively. The 2 nd -order extrapolated SFDR is now 88 dB while the 3 rd -order is 106 dB for the shot-noise limited optical receiver at +10 dBm input. The thermal noise floor is at a level of -125 dBm/Hz. A further set of data was collected at a different bias point and this showed improved SFDR results. The bias point was changed from +1.74 V to +1.54 V. The plot of Figure 38 shows the corresponding results.
For this plot the mean received optical power at the +1.54 V bias point was -1 dBm, and the corresponding Link Gain (includes effect of 20 dB Sonoma pre-amplifier) was -1 dB. The linear trendline for the fundamental has a slope of 0.9975, the second-order trendline has a slope of 1.9880, and the third-order trendline has a slope of 2.9991. These slopes are very close to 1, 2 and 3, respectively. The 2 nd -order SFDR is 95 dB while the 3 rd -order is 102 dB/Hz 2/3 for the thermally-noise limited optical receiver at -1 dBm input. The thermal noise floor is at a level of -128 dBm/Hz. The SFDR of optical systems is usually compared to a reference power of 10 mW. We can estimate the SFDR performance at +10 dBm rather than at the measured -1 dBm by adding 22 dB to the 1 st , 2 nd and 3 rd -order components, and determining what will be the system noise floor at that power. At a mean received power of -1 dBm the optical receiver is kT noise limited, while at +10 dBm it will be significantly shot noise limited. The Link Gain at the +1.54 V bias would be +21 dB. Again, this includes the 20 dB gain of the Sonoma pre-amplifier.
For Figure 39 , the extrapolated noise floor at +10 dBm will be -124.6 dBm/Hz for the particular DFB laser used as the source. Because of the attenuation produced by a modulator, we would expect most of the excess intensity noise, say 3 dB, to be suppressed at this mean received optical power level. Thus, the quantum noise floor level assumed for the SFDR plot is probably about 3 dB less than this figure, i.e., at -127.6 dBm/Hz. 
Discussion
We have indicated that the measurement of SFDR for these prototype linearized directional couplers is more labor intensive than is the case for the deterministic MZI because without significant investigation of the transfer characteristic it is difficult to know where the "sweet" spot is located. Also, whether 2 nd or 3 rd -order intermodulation performance is of primary concern will depend on the need for sub-octave operation or operation over the entire baseband. Unlike the case for the MZI with its single deterministic "sweet" spot, the are several points, as was shown earlier, on the linearized directional coupler transfer response where the even or odd intermodulation products are minimized. Matters are further complicated by the characteristic of the linearized directional coupler where, when the 2 nd -harmonic is minimized, the higher-order even intermodulation products are not simultaneously minimized.
Because of limitations on the power available at the optical receiver, SFDR measurement values had to extrapolated to the usual normalized received optical power of +10 dBm. This introduces some uncertainty as to the true level of the system noise floor, and hence the extrapolated SFDR value though it does help mitigate the distortion products from the optical receiver and pre-amplifier as these devices are not driven so hard. That said, it appears possible to obtain a 3 rd -order SFDR of similar magnitude to that of the standard MZI. Indeed, these very preliminary results appear to indicate the possibility of squeezing out a few extra dB of dynamic range, which, if it needs to be repeated here, is the object of DC linearization. The best result for the 3 rd -order SFDR appears to be about 114 dB/Hz 2/3 for +10 dBm at the receiver and negligible RIN impairment.
