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We observe that biquadratic potentials admit non-trivial flat directions when the determinant of
the quartic coupling matrix of the scalar fields vanishes. This consideration suggests a new approach
to the problem of finding flat directions in scale-invariant theories, noticeably simplifying the study
of scalar potentials involving many fields. The method generalizes to arbitrary quartic potentials by
requiring that the hyperdeterminant of the tensor of scalar couplings be zero. We demonstrate our
approach with detailed examples pertaining to common scalar extensions of the Standard Model.
INTRODUCTION
During the last decades, scale-invariant models have
taken the spotlight as possible solutions to fundamental
issues such as the hierarchy problem [1], inflation [2–6]
and cosmological gravitational wave background [7, 8].
In this Letter we investigate the appearance of flat
directions in scale-invariant scalar potentials, which, in
the Gildener-Weinberg approach [9], ensures a successful
application of the Coleman-Weinberg (CW) mechanism
[10] for the radiative generation of mass scales.1 In par-
ticular, we offer a new implementation of the Gildener-
Weinberg method based on the following observation: a
biquadratic scalar potential admits a flat direction if the
determinant of its quartic coupling matrix vanishes. Our
technique noticeably simplifies the study of biquadratic
potentials involving multiple scalar fields and allows to
identify the orientation of the flat direction in a straight-
forward manner. For a generic potential, instead, the
problem is reduced to that of tensor eigenvalues [18, 19]
previously employed in the study of vacuum stability con-
ditions [20, 21].
We exemplify the method for a biquadratic two-field
potential [22] (see also [23] and Refs. therein), a bi-
quadratic three-field potential [24–26] and a general two-
field potential [24].
GILDENER-WEINBERG APPROACH
We begin by reviewing the Gildener-Weinberg formal-
ism [9], following the conventions of Ref. [24]. Consider a
general renormalizable gauge theory where the field vec-
tor Φ contains n real scalar degrees of freedom. A generic
quartic potential is of the form
V (Φ) =
1
4!
∑
i,j,k,l
λijklφiφjφkφl, (1)
1 For multi-scale alternatives to the Gildener-Weinberg approach
see [11–17].
with λijkl being the symmetric tensor of quartic cou-
plings. At tree-level all fields are massless and the po-
tential is bounded from below if V (Φ) ≥ 0 for all Φ.
We parameterize the field as Φ = ϕN, where ϕ is the
radial coordinate and N is a unit vector. The renormal-
ization scale µ is chosen such that the minimum of the
potential is zero on the unit sphere NTN = 1. The unit
vector N = n that realizes the minimum points along
the flat direction Φ = ϕn. Because the flat direction is a
stationary line, it satisfies ∇NV (N)|N=n = 0, implying∑
j,k,l
λijklnjnknl = 0. (2)
If the Hessian matrix
(P)ij =
∂2V (N)
∂Ni∂Nj
∣∣∣∣
N=n
=
1
2
∑
k,l
λijklnknl (3)
is positive-semidefinite, the flat direction is a local mini-
mum.
Quantum corrections then shape the potential along n
V (1)(ϕn) = A(n)ϕ4 +B(n)ϕ4 ln
ϕ2
µ2
, (4)
where the constants given in the MS scheme, at the one-
loop level,
A(n) =
1
64pi2v4ϕ
{
tr
[
m4S
(
ln
m2S
v2ϕ
− 3
2
)]
+ 3 tr
[
m4V
(
ln
m2V
v2ϕ
− 5
6
)]
−4 tr
[
m4F
(
ln
m2F
v2ϕ
− 3
2
)]}
, (5)
B(n) =
1
64pi2v4ϕ
(
tr m4S + 3 tr m
4
V − 4 tr m4F
)
(6)
depend on the tree-level scalar, vector and fermion mass
matrices, m2S,V,F , evaluated at the radiatively induced
minimum Φ = vϕn. The tree-level scalar mass matrix is
related to the Hessian (3) via
m2S = v
2
ϕ(P)ij . (7)
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2Minimizing the potential (4) with respect to the radial
coordinate ϕ shows the presence of a non-trivial station-
ary point at the renormalization scale µ = vϕ exp(
A
2B +
1
4 ), yielding
V (1)(ϕn) = B(n)ϕ4
(
ln
ϕ2
v2ϕ
− 1
2
)
. (8)
The quantum-corrected mass matrix is
(m2S + δm
2
S)ij =
∂2[V (Φ) + V (1)(Φ)]
∂φi∂φj
∣∣∣∣
Φ=vϕn
, (9)
so the field along the flat direction – the pseudo-
Goldstone of classical scale invariance – obtains a mass
m2ϕ = 8Bv
2
ϕ. The masses of the orthogonal fields receive
negligible corrections.
A NEW APPROACH TO FLAT DIRECTIONS IN
SCALE-INVARIANT POTENTIALS
We present an alternative implementation of the
Gildener-Weinberg approach, demonstrating that a flat
direction appears in a biquadratic scalar potential if the
determinant of the quartic coupling matrix vanishes. For
generic potentials, the flat direction appears when the
hyperdeterminant [18, 19] of the quartic coupling tensor
vanishes.
Biquadratic Potentials
A generic biquadratic potential of n real scalar fields
organized in the vector Φ is given by
V (Φ) =
∑
i,j
φ2iλijφ
2
j = (Φ
◦2)TΛΦ◦2, (10)
where Λ is the symmetric matrix of the quartic couplings
and the ◦ symbol indicates the Hadamard product, de-
fined as the element-wise product of matrices of same
dimensions: (A ◦ B)ij = AijBij . The Hadamard power
is given by (A◦n)ij = Anij .
The potential is required to be bounded from below,
for which a necessary and sufficient condition is that the
matrix Λ be copositive [27]. This can be ascertained via
the Cottle-Habetler-Lemke theorem [28]: Suppose that
the order n−1 principal submatrices of a real symmetric
matrix A of order n are copositive. Then A is copositive
if and only if
det(A) ≥ 0 ∨ some element(s) of adj A < 0. (11)
The adjugate adj(A) of a matrix A is defined through
the relation A adj(A) = det(A) I. Notice that a
semipositive-definite matrix is copositive, therefore a
semipositive-definite Λ is sufficient for the stability of
the potential.
The norm of Φ can be expressed through its Hadamard
square as
ΦTΦ = eTΦ◦2, (12)
where e = (1, . . . , 1)T , the vector of ones, is an identity
element of the Hadamard product. The relation (12) is
quadratic in the field Φ but only linear in Φ◦2.
We restrict the potential (10) to the unit hypersphere
by means of a Lagrange multiplier,
V (N, λ) = (N◦2)TΛN◦2 + λ(1− eTN◦2). (13)
so that its minimization equation recovers
eTN◦2 = 1. (14)
While the vector N lies on the unit hypersphere, its
Hadamard square N◦2 lies on the unit simplex with its
elements as barycentric coordinates. Extremizing the po-
tential on the unit hypersphere is therefore equivalent
to extremizing a quadratic function of N◦2 on the unit
simplex. This problem is known within the theory of
optimization as the standard quadratic program (see e.g.
[29]).
The vector of first derivatives of the potential is
∇NV = 4N◦ΛN◦2−2λN◦e = 2N◦(2ΛN◦2−λe), (15)
and stationary points obey ∇NV = 0.
At first, we assume that none of the elements of N◦2
vanish. Under this assumption
2ΛN◦2 = λe. (16)
Multiplying both sides of Eq. (16) from the left by (N◦2)T
and using the constraint (14) yields
λ = 2(N◦2)TΛN◦2 = 2V (N). (17)
Eq. (16) then gives
ΛN◦2 =
[
(N◦2)TΛN◦2
]
e ≡ V (N) e, (18)
which we solve by making the ansatz
N◦2 = C adj(Λ) e, (19)
where C is a real normalization constant. Inserting
Eq. (19) into Eq. (18), we obtain
C =
1
eT adj(Λ) e
, (20)
normalizing N to unity. Note that adj(Λ) e is the vector
of row sums of adj(Λ), and eT adj(Λ) e is the sum of all
elements of adj(Λ). Consistency requires the elements
3of N◦2 to be positive and finite2 to ensure that the one-
loop corrections will result in a positive and finite vacuum
expectation value.
The value of the potential at the extremum N on the
unit hypersphere is
V (N) =
det(Λ)
eT adj(Λ)e
. (21)
Consequently, the determinant of Λ must be zero to have
a flat direction along N = n:
det(Λ) = 0
0<n◦2<∞⇐=====⇒ V (n) = 0. (22)
The Hadamard square of the unit vector
n◦2 =
adj(Λ) e
eT adj(Λ) e
(23)
is then an eigenvector of Λ with a null eigenvalue.
For n to correspond to a stable flat direction, the so-
lution must be a minimum of the scalar potential on the
hypersphere. Using Eq. (15), the Hessian (3) of V (N, λ)
is
P = ∇N∇TNV (N, λ)|N=n
= diag
[
2 (2Λn◦2 − λe)]+ 8Λ ◦ (nnT )
= diag(4Λn◦2) + 8Λ ◦ (nnT ),
(24)
where diag(v) designates a diagonal matrix whose diago-
nal is given by the vector v, and we used λ = 2V (n) = 0.
The condition for the extremum on the unit hypersphere
to be a local minimum is that the Hessian matrix P
be positive on the tangent space of the hypersphere at
N = n [30]. Because n is an eigenvector of P with zero
eigenvalue, and given that any vector in the field space
can be written as a linear combination of n and the tan-
gent vectors, P must be positive-semidefinite on all unit
vectors N.
Along the flat direction, the diagonal term in the
expression (24) vanishes and the Hessian is P =
8Λ ◦ (nnT ) = 8 diag(n)Λ diag(n). Since det(P) =
det(Λ)
∏
8n2i , the Hessian is positive-semidefinite if and
only if the coupling matrix Λ is positive-semidefinite, en-
suring also that the potential is bounded from below. As
det(Λ) goes to zero, the mass of the radial degree of free-
dom in the direction of n vanishes.
In the cases where up to n− 1 components of the unit
vector N vanish, Eq. (16) is restricted to the coupling ma-
trix for the fields in the non-degenerate subspace. With-
out loss of generality, the coupling matrix and the flat
direction can then be brought in the block form
Λ =
(
Λ11 Λ12
ΛT12 Λ22
)
, n =
(
n1
0
)
(25)
2 To this end, it is sufficient, but not necessary, that all the off-
diagonal elements of Λ be negative.
by a suitable permutation of the fields.
The square n◦21 of the non-zero subvector is an eigen-
vector of the submatrix Λ11 with the zero eigenvalue and
the Hessian (24) takes the form
P =
(
8Λ11 ◦ (n1nT1 ) 0
0T diag(4ΛT12n
◦2
1 )
)
. (26)
Thus, n is a stable flat direction if Λ11 is positive-
semidefinite and ΛT12n
◦2
1 is a vector with positive ele-
ments. The Λ22 submatrix must be copositive for the
potential to be bounded from below.
Conversely, if the desired field direction n and particle
masses are known, then the coupling matrix Λ can be
found by taking the element-wise Hadamard inverse of
the relation (24):
Λ =
1
8
P ◦ (nnT )◦−1 = 1
8v2ϕ
m2S ◦ (nnT )◦−1. (27)
If some elements of n are zero, the Hadamard inverse in
Eq. (27) has to be restricted to the submatrices Λ11 and
n1n
T
1 in Eq. (25). The undetermined elements of Λ must
be chosen such as to keep the flat direction n a minimum
as per Eq. (26).
General Potentials
The generic potential in Eq. (1), restricted to the unit
hypersphere, can be written as
V (N, λ) =
1
4
ΛN4 + λ(1−NTN). (28)
A polynomial f(x) of order m and its coefficient tensor
A are related as Axm = mf(x) and Axm−1 = ∇xf(x)
with ∑
i1,i2,...,im
Ai1i2...imxi1xi2 · · ·xim = xTAxm−1. (29)
The extrema conditions for the potential (28) are
ΛN3 = λN, (30)
NTN = 1, (31)
which we recognize as the E-eigenvalue equations for the
Λ tensor [18, 19]. Tensors also possess N-eigenvectors
and N-eigenvalues given by the solutions of Axm−1 =
λx◦(m−1). It is the E-eigenvectors, however, which are
normalized to the unit hypersphere. We refer the reader
to the book in Ref. [31] for further details.
The number of E-eigenvectors of a symmetric tensor of
order m in Rn is
d =
(m− 1)n − 1
m− 2 . (32)
4In general, they can be complex, but only real tensor
eigenvectors and eigenvalues are physical solutions of
Eqs. (30) and (31).
Eliminating Ni from Eqs. (30) and (31) yields the char-
acteristic polynomial φΛ(λ) of the tensor, with a degree
given by Eq. (32). The multivariate resultant of a system
of polynomial equations is a polynomial in their coeffi-
cients, which vanishes if and only if the equations have a
common root. The free term of φΛ(λ) – the product of
all E-eigenvalues – is given by the resultant resN(ΛN
3).
For that reason, the resultant is also called the hyperde-
terminant. In order to have a zero tensor eigenvalue, we
must have resN(ΛN
3) = 0, implying that ΛN3 = 0 has
a non-trivial solution.
The tensor Λ must also be positive-semidefinite in or-
der for the potential (1) to be bounded from below: all
of its eigenvalues and those of its principal subtensors –
obtained by setting one or more fields to zero in V (N) –
must be non-negative. The Hessian (3) must be positive-
semidefinite as well.
Note that for a quartic potential of two fields, the resul-
tant is proportional to its discriminant with one field set
to unity. Unfortunately, for a larger number of variables,
calculation of the resultant is prohibitively expensive.
Unlike for biquadratic potentials, in general all the po-
tential coefficients cannot be determined from knowledge
of the mass matrix.
EXAMPLES
Biquadratic Two-Field Potential
For a biquadratic potential of two fields
V = λ1φ
4
1 + λ12φ
2
1φ
2
2 + λ2φ
4
2, (33)
the coupling matrix and its adjugate are determined via
Eq. (10) as
Λ =
(
λ1
1
2λ12
1
2λ12 λ2
)
, adj(Λ) =
(
λ2 − 12λ12− 12λ12 λ1
)
. (34)
The extrema equations of V (N, λ) on the unit simplex
have three solutions, two corresponding to either of the
two fields set to zero and a solution where neither van-
ishes. For the last one, from Eqs. (19) and (20), we have
N◦2 =
1
λ1 − λ12 + λ2
(
λ2 − λ122
λ1 − λ122
)
. (35)
The value of the potential along the direction N is
V (N) =
4λ1λ2 − λ212
4(λ1 − λ12 + λ2) (36)
and the flat direction N = n appears when
4 det Λ = 4λ1λ2 − λ212 = 0, (37)
implying V (n) = 0. We must have a negative λ12 =
−2√λ1λ2 in order for both elements of n◦2 to be positive.
The Hessian matrix (24), given by
P =
(
12λ1N
2
1 + 2λ12N
2
2 4λ12N1N2
4λ12N1N2 12λ2N
2
2 + 2λ12N
2
1
)
, (38)
is positive-semidefinite if Λ is, requiring that all principal
minors of Λ be non-negative: det Λ ≥ 0, λ1 ≥ 0, λ2 ≥ 0.
The two solutions corresponding to vanishing fields are
given by N1 = 1, N2 = 0 with V (N) = λ1, and N1 = 0,
N2 = 1 with V (N) = λ2. The flat direction is then ob-
tained when the self-coupling of the non-zero field van-
ishes. In the first case, for example, we have λ1 = 0. The
block form of the Hessian matrix in Eq. (25) is given by
Λ11 =
(
λ1
)
, Λ12 =
(
λ12
)
, Λ22 =
(
λ2
)
and n1 =
(
1
)
, so
the requirement of positive diag(ΛT12n
◦2
1 ) =
(
λ12
)
implies
λ12 > 0. The copositivity of Λ22 requires λ2 > 0.
To relate our formalism to the hyperspherical coordi-
nate approach, notice that the mixing angle between the
fields in Eq. (35) is
tan2 θ =
n22
n21
=
2λ1 − λ12
2λ2 − λ12 =
√
λ1
λ2
. (39)
In polar coordinates N1 = cos θ and N2 = sin θ, the
same angle is obtained from the conditions V = dV/dθ =
0. The two other solutions of these equations, θ = 0 and
θ = pi2 , correspond to a flat direction lying on a coordinate
axis.
Conversely, let us assume a flat direction at a given
angle θ. The mixing matrix is
O =
(
cos θ − sin θ
sin θ cos θ
)
(40)
and the mass eigenstates h1 and h2, respectively along
and orthogonal to the flat direction, are obtained as(
h1
h2
)
= OT
(
φ1
φ2
)
. (41)
At tree-level M1 = 0, so the scalar mass matrix is
m2S = M
2
2
(
sin2 θ − sin θ cos θ
− sin θ cos θ cos2 θ
)
. (42)
The relation (27) then determines the quartic coupling
matrix
Λ =
1
8
M22
v2ϕ
(
tan2 θ −1
−1 cot2 θ
)
. (43)
Biquadratic Three-Field Potential
For a biquadratic potential of three fields
V = λ1φ
4
1 + λ12φ
2
1φ
2
2 + λ2φ
4
2 + λ23φ
2
2φ
2
3
+ λ3φ
4
3 + λ13φ
2
1φ
2
3,
(44)
the coupling matrix and its adjugate are given by
5Λ =
 λ1 12λ12 12λ131
2λ12 λ2
1
2λ23
1
2λ13
1
2λ23 λ3
 , adj(Λ) =
 λ2λ3 − 14λ223 14λ13λ23 − 12λ12λ3 14λ12λ23 − 12λ13λ21
4λ13λ23 − 12λ12λ3 λ1λ3 − 14λ213 14λ12λ13 − 12λ23λ1
1
4λ12λ23 − 12λ13λ2 14λ12λ13 − 12λ23λ1 λ1λ2 − 14λ212
 . (45)
n◦2
N21
N22
N23
FIG. 1. The unit simplex in the biquadratic three-field case
with the square of the unit vector n◦2 along the flat direction.
The flat direction can also lie along an axis or on a coordinate
plane on the border of the simplex.
The determinant of Λ, which must vanish in order to
have a flat direction, is
4 det(Λ) = 4λ1λ2λ3 − λ1λ223 − λ2λ213 − λ3λ212
+ λ12λ13λ23.
(46)
The Hadamard square of the unit vector along the flat
direction, given by Eq. (23), lies on the unit simplex il-
lustrated in Fig. 1. There are also six lower-dimensional
solutions: the flat direction may lie on the border of the
simplex on a coordinate plane or along an axis.
In spherical coordinates N1 = sin θ cosφ, N2 =
sin θ sinφ, N3 = cos θ, the mixing angles are given by
tan2 φ =
n22
n21
, cos2 θ = n23.
General Two-Field Potential
The general quartic scalar potential of two fields is
V = λ40φ
4
1+λ31φ
3
1φ2+λ22φ
2
1φ
2
2+λ13φ1φ
3
2+λ04φ
4
2, (47)
where the indices of couplings count powers of the fields.
The tensor of the quartic couplings is
Λ =

(
4λ40 λ31
λ31
2
3λ22
) (
λ31
2
3λ22
2
3λ22 λ13
)
(
λ31
2
3λ22
2
3λ22 λ13
) (
2
3λ22 λ13
λ13 4λ04
)
 . (48)
The tensor eigenvalue equations are
4λ40N
3
1 + 3λ31N
2
1N2 + 2λ22N1N
2
2 + λ13N
3
2 = 4λN1,
λ31N
3
1 + 2λ22N
2
1N2 + 3λ13N1N
2
2 + 4λ04N
3
2 = 4λN2,
N21 +N
2
2 = 1 (49)
and the resultant of the associated homogenous equations
– the hyperdeterminant – is
resN(ΛN
3) = 16[16λ04λ40λ
4
22 − 4(λ213λ40 + λ04λ231)λ322
− (80λ04λ13λ31λ40 + 128λ204λ240
− λ213λ231)λ222 + 18(λ04λ13λ331 + λ313λ31λ40
+ 8λ204λ
2
31λ40 + 8λ04λ
2
13λ
2
40)λ22 − 4λ313λ331
− 27λ204λ431 − 6λ04λ213λ231λ40 − 27λ413λ240
− 192λ204λ13λ31λ240 + 256λ304λ340]. (50)
We can solve resN(ΛN
3) = 0 for, e.g., λ22 to ensure a
flat direction.
All tensor eigenvalues, satisfying Eqs. (49), corre-
sponding to real tensor eigenvectors must be non-
negative; more succinct criteria for the potential (47) to
be bounded from below also exist [20]. The Hessian ma-
trix of the potential (47) must be positive-semidefinite at
the extremum.
CONCLUSIONS
We propose a novel technique for investigating the ap-
pearance of a flat direction in the scalar potential of a
scale-invariant model. Our method builds on the observa-
tion that, in presence of a flat direction, the determinant
of the quartic coupling matrix of a biquadratic potential
vanishes. This result is extended to general potentials
via the formalism of tensor eigenvalues. In comparison
with the usual hyperspherical coordinate approach, our
matrix method noticeably simplifies the study of compli-
cated scalar sectors, opening the way to phenomenologi-
cal studies of more involved scenarios.
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