We define an Eulerian level set method for parabolic partial differential equations on a stationary hypersurface Γ contained in a domain Ω ⊂ R n+1 . The method is based on formulating the partial differential equations on all level surfaces of a prescribed function Φ whose zero level set is Γ . Eulerian surface gradients are formulated by using a projection of the gradient in R n+1 onto the level surfaces of Φ. These Eulerian surface gradients are used to define weak forms of surface elliptic operators and so generate weak formulations of surface elliptic and parabolic equations. The resulting equation is then solved in one dimension higher but can be solved on a mesh which is unaligned to the level sets of Φ. We consider both second order and fourth order elliptic operators with natural second order splittings. The finite element method is applied to the weak form of the split system of second order equations using piecewise linear elements on a fixed grid. The computation of the mass and element stiffness matrices is simple and straightforward. Numerical experiments are described which indicate the power of the method. We describe how this framework may be employed in applications.
Introduction
There has been burgeoning interest in the computation of partial differential equations on curves and surfaces. Models involving partial differential equations on surfaces arise in many areas including material science, bio-physics, fluid mechanics and image processing. For example, we refer to [10, 27, 29] for applications of the Allen-Cahn and Cahn-Hilliard equations to phase ordering and separation on surfaces. Models for thin fluid films on surfaces have been developed in [21, 24] . For image processing and geometry applications we mention geodesic flow of curves on surfaces and active contours for segmentation on surfaces, [6, 22, 23, 28] .
The work in this paper is concerned with an approach to the formulation and approximation of parabolic equations on a prescribed stationary n-dimensional surface Γ in R n+1 (n = 1, 2) using an implicit representation of the surface. The surface is just one level set of a prescribed function Φ and the partial differential equation and its solution are extended to a domain Ω ⊂ R n+1 containing the surface. A general framework for formulating partial differential equations on implicit surfaces was proposed by the authors of [3] . They considered time dependent second order linear and nonlinear diffusion equations in the context of finite difference approximations on rectangular grids independent of the surfaces. In [20, 19] the authors presented finite difference methods for fourth order parabolic equations on implicit surfaces. A finite element approximation of elliptic equations on implicit surfaces is presented in [5] .
Our work is concerned with the finite element discretization of second and fourth order parabolic equations on surfaces. The idea is to solve PDEs on all level surfaces of Φ in Ω by discretizing a suitable variational formulation by a finite element method on a mesh which is independent of the surfaces. This defines an Eulerian formulation. Stable time stepping schemes are formulated in a natural way. By using second order splitting of the fourth order operators, H 1 conforming finite element schemes can be employed for fourth order problems such as the Cahn-Hilliard equation.
When the boundary of Ω consists of level sets of Φ it is not necessary to impose artificial boundary conditions because the triangulation is fitted to the domain Ω. A remarkable feature of our numerical experiments is that, on a fixed level set, finite element approximations converge at an optimal rate. Our approach can be extended to second order diffusion problems on evolving surfaces (see [14] ). See also [1] and [30] . The computing times for our method are similar to computing times for cartesian PDEs.
This approach is in contrast to approximating the PDEs directly on triangulated surfaces. In [11] , [12] and [13] we introduced the surface and evolving surface finite element method (respectively SFEM and ESFEM) for the numerical solution of elliptic and parabolic equations on prescribed stationary and moving hypersurfaces. The method relies on approximating the partial differential equation on a triangulated surface (n = 2) or polygonal curve (n = 1). Naturally, where applicable, this method is more efficient than solving PDEs on implicit surfaces. On the other hand, in applications a surface might arise as a level set of a function computed from solving another coupled equation in which case the method of this paper may be attractive. Also when the surface is complex and evolving with possible topology changes it may be advantageous to employ a level set description of the surface. Finally, the method is appropriate when a PDE has to be solved on all level sets of a given function.
The layout of the paper is as follows. We begin in Section 2 by defining notation and essential concepts from elementary differential geometry necessary to describe the problem and the numerical method. The equations and variational formulations are presented in Section 3. In Section 4 the finite element method is defined. The results of numerical experiments are presented in Section 5. Finally, in Section 6 we make some concluding remarks.
Level set tangential gradients
Let Γ be a compact Lipschitz hypersurface without boundary in R n+1 which has a representation defined by a level set function Φ = Φ(x), x ∈ R n+1 , so that
where Ω is an open subset of R n+1 with Lipschitz boundary ∂Ω and unit outward pointing normal ν ∂Ω . We assume that Φ satisfies the nondegeneracy condition
In particular we suppose that
The orientation of Γ is set by taking the normal ν to Γ to be in the direction of increasing Φ. Then we define an extension of ν to all of Ω using the normal vector field
A possible choice for Φ is a signed distance function d and in that case |∇Φ| = |∇d| = 1 on Ω.
We define the projection
Thus P(x) is the projection onto the tangent space of the surface Γ r := {y ∈ R n+1 : Φ(y) = r}, r = Φ(x), so that P Φ ν = 0. We define the Eulerian surface gradient by
and observe that ∇ Φ η = ∇η − ∇η · ν ν where, for x and y in R n+1 , x · y is the Euclidean scalar product and ∇η denotes the usual gradient on R n+1 . Note that ∇ Φ η · ν = 0 and that for any level surface Γ r , ∇ Γ r η := ∇ Φ η| Γ r only depends on the values of η restricted to Γ r and is the tangential (surface) gradient on Γ r . Denoting the components of ∇ Φ η by D Φ i η := ∂ x i η − ∇η · νν i we define the surface divergence of a vector field ξ by
Eulerian surface elliptic operators can then be defined in a natural way. For example the Eulerian Laplace-Beltrami operator is defined by
The Eulerian mean curvature of a level surface of Φ ∈ C 1,1 (Ω) is defined by
We recall the coarea formula:
LEMMA 2.1 (Coarea formula) Let Φ : Ω → R be Lipschitz continuous with Φ M := sup Φ and Φ m = inf Φ. Assume that for for each r ∈ R the level set Γ r := {x ∈ R n+1 : Φ(x) = r} is a Lipschitz n-dimensional hypersurface in R n+1 . Suppose η : Ω → R is continuous and integrable. Then
For Φ ∈ C 1,1 (Ω) we define the Hilbert spaces
where
and we set
Here we use the distributional derivative ∇ Φ η which is defined in the usual way using the equation (2.9) of the following lemma which gives the Eulerian formula for integration by parts over level surfaces.
LEMMA 2.2 (Eulerian integration by parts) Let
Proof. We prove the first equation, from which the second follows. We employ the notation ∂ i := ∂/∂x i and ∂ ij := ∂ 2 /∂x i ∂x j . Elementary calculations yield
where D 2 Φ is the Hessian matrix of second derivatives, Tr(·) is the trace of a matrix and we employ the summation convention for repeated indices. Using the definition of ∇ Φ we find that
and then we employ the standard integration formula on Ω. It follows that
Straightforward calculations yield
Combining I and I I using the formula for H Φ gives the desired result.
2 REMARK 2.3 The boundary terms in the integration by parts formulae disappear when ν = ν ∂Ω .
PDEs on surfaces

Conservation and diffusion
Let Φ : Ω → R be a prescribed nondegenerate level set function. Let Q : Ω → R n+1 be a given flux. Then the Eulerian conservation law we consider is
for each subdomain R of Ω where ν R is the outward unit normal to ∂R. In particular we consider a flux of the form Q = |∇Φ|q Φ where q Φ : Ω → R n+1 is a flux satisfying
where we have used Eulerian integration by parts (2.10) and (3.2), it follows that
for every subdomain R, which implies the partial differential equation
We take for the constitutive law that q Φ is a diffusive flux given by
Here w is another field variable which will be defined in terms of u by a constitutive relation and D is a symmetric diffusion tensor with the property
for every tangent vector ν ⊥ . We assume that there exists a d 0 > 0 such that
This leads to the diffusion equation
Throughout we assume the initial condition
The constitutive relation between u and w is still to be defined. Observe that (3.8) can be written as
which can be seen as a degenerate parabolic equation, depending on the relation between w and u, because P Φ has a zero eigenvalue in the normal direction ν. The variational form is then obtained in the following way. We multiply equation (3.8) by a test function η and integrate to obtain
Observe that integration by parts, (2.10), together with the observation that
In order to proceed we need a boundary condition for w on ∂Ω. It is natural to impose the zero flux condition
and obtain the equivalent variational equation
REMARK 3.1 (Conservation) Let ξ : R → R be an arbitrary smooth function and set η = ξ(Φ).
It follows from the coarea formula that 15) and (3.11) becomes
Note that for smooth g : R → R the function u = g(Φ) is Φ-harmonic, that is,
we see that in the case of no-flux boundary conditions the long time steady state solution is
However, as we will see in the computational Example 5.7 in Section 5, it is possible for g defined by (3.17) to be discontinuous, which leads to discontinuous Φ-harmonic functions.
Furthermore, it is interesting to observe that the unique steady state of the equation under no-flux boundary conditions for any positive λ,
is u ∞ = Φ.
REMARK 3.3 (Diffusion in a layered medium) Observing that
we can rewrite the diffusion equation (3.8) as
Thus we may view (3.8) as a usual diffusion equation in R n+1 with a special diffusivity tensor and mass density. We interpret this as a diffusion equation for a striated or layered material whose layers are infinitesimally thick, tangential to the level surfaces of Φ and are insulated from each other.
EXAMPLE 3.4 (Fourth order linear diffusion) Setting
leads to the fourth order linear diffusion equation
Using the boundary condition
and splitting into two second order equations we obtain the following definition of a weak solution which only uses H 1 spaces: The pair (u, w) ∈ (H 1 Φ (Ω)) 2 is a weak solution of (3.23) if
More equations
Other standard equations can be formulated on implicit surfaces in a straightforward manner.
EXAMPLE 3.5 (Nonlinear diffusion) Setting w = f (u) and D = m(u)I we find the nonlinear diffusion equation
where 28) which is the gradient flow for the energy
EXAMPLE 3.7 (Cahn-Hilliard equation) Setting
where ψ is a double well potential (e.g. ψ(u) = 1 4 (u 2 −1) 2 ), leads to the fourth order Cahn-Hilliard equation, [17] , 
leads to and choosing η = u t leads to 
for all η ∈ H 1 Φ (Ω). Let (u, w) be a weak solution. Then choosing η = w and η = u t in the above equations leads to
Finite element approximation
4.1 Semi-discrete approximation 4.1.1 Linear diffusion. Our Eulerian SFEM is based on the the weak form (3.32). Find U (·, t) ∈ S h such that
we find that
and taking η = χ k , k = 1, . . . , N , we obtain
where M is the weighted mass matrix
and S is the weighted stiffness matrix
Because of the assumption on Φ the mass matrix M(t) is uniformly positive definite, so that we get existence and uniqueness of the semi-discrete finite element solution. REMARK 4.1 A significant feature of our approach is the fact that the matrices M and S depend only on the evaluation of the gradient of the level set function Φ. The method does not require an explicit numerical evaluation of surface quantities.
Fourth order linear diffusion. Find (U (·, t), W (·, t)) ∈ (S h ) 2 such that
for every η ∈ S h . Setting
we find that, for all η ∈ S h ,
β j χ j η|∇Φ| = 0, and taking η = χ k , k = 1, . . . , N , we obtain
Cahn-Hilliard equation.
We formulate a mixed finite element scheme based on the splitting into second order elliptic operators (cf. [7] ) to obtain the scheme: find (U (·, t), W (·, t)) ∈ (S h ) 2 such that
for every η ∈ S h . Here we use Π h to denote the usual interpolation operator for S h . Setting
in a similar manner to the fourth order linear diffusion case we find that
10)
where {Ψ (α)} j = ψ (α j ), which yields 
for all j = 1, . . . , N.
In the case of the second order linear diffusion equation W = U this leads to the linear algebraic system
For the linear fourth order diffusion equation with D = I we obtain the linear system
Gradient stable time stepping schemes for the Cahn-Hilliard system such as backward Euler and convexity splitting are formulated, for example, in [4, 16] . Here we chose to implement the following simple scheme with D = I :
The symmetric systems in the computational examples are solved using the conjugate gradient algorithm which was adequate for the purposes of this work.
Numerical results
EXAMPLE 5.1 To start, we solve the heat equation on a circle. We choose Ω to be the annular region with outer radius 1 and inner radius 0.5. We set Φ(x) = |x| − 0.75 so that the boundary ∂Ω comprises level lines of Φ. The function u(x, t) = exp (−t/|x| 2 )x 2 /|x| is an exact solution of
on Γ (t) = Γ 0 = {x ∈ R 2 : |x| = 0.5} with initial data u 0 (x) = x 2 /|x|. We have chosen the coupling τ = h 2 in order to show the higher order convergence for L 2 and L ∞ errors. The time interval is T = 1.0. In Table 1 we show the absolute errors and the corresponding experimental orders of convergence for the norms on Ω,
, and for the following norms on the zero level set Γ 0 = {x ∈ R 2 : Φ(x) = 0}:
For an error E(h 1 ) and E(h 2 ) for the grid sizes h 1 and h 2 the experimental order of convergence is defined as eoc(h 1 , h 2 ) = log In Figure 2 we show a similar example but now we have distributed the "initial mass" on
With the choice δ = 0.8997889 the same amount of mass has to be diffused along the levels of Φ as in the previous example. We have now chosen Φ(x) = 0.5(x 1 − √ 3x 2 ) so that the levels of Φ are not aligned with the grid anymore. We observe that the numerical diffusion vertical to the levels of Φ appears to be larger than for the previous orientation of the levels of Φ. The level lines in Figure 2 are spaced as in the previous figure. EXAMPLE 5.4 In the case of homogeneous Neumann boundary conditions the solution is conserved on each level surface. Thus we expect that the solution u evolves to a stationary solution which is constant on each level line of Φ. In this example we take the level set function
2 ) sin(0.3) sin(2π x 1 ) and the initital value u 0 (x 1 , x 2 ) = x 2 on the domain Ω = (−1, 1) × (−1, 1) . In Figure 4 we show level lines of u for several time steps. The function u becomes constant on the level lines of Φ. Therefore in Figure 4 we do not plot the levels of Φ, since they are nearly identical with the last shown time step. EXAMPLE 5.5 Let now Ω be the unit disk. We solve with initial data u 0 (x) = x 1 on the levels of the level set function Φ(x 1 , x 2 , t) = (x 1 − 0.25) 2 + (x 2 + 0.1) 2 , so that the level sets of Φ are circles. (Note the degeneracy of Φ at the centre). In this example we solve under Dirichlet boundary conditions u(·, t) = u 0 on ∂Ω. Thus we see that Ω may be decomposed into sets Ω 2 in which the level lines have two end points on ∂Ω, Ω 1 with no end points on ∂Ω and a dividing single level line Γ * which touches ∂Ω at just one point. Clearly the Dirichlet boundary condition plays a role in the evolution on the level surfaces in Ω 2 and in the long time the solution converges to a solution of a boundary value problem which is linear in the arc length on each circular level surface. On the other hand, the solution is conserved on closed level surfaces and in the long time the solution converges to a constant on these circles. This may be observed in the figures. We used a triangulation with 1089 nodes, h = 0.1137 and τ = 0.001294. EXAMPLE 5. 6 We show computations for a three-dimensional problem with homogeneous Neumann boundary conditions. The computational domain is Ω = (−1, 1) 3 , and we use the level set function
3 ) sin 0.3 sin(2π x 1 ). The initial value is taken to be u 0 (x 1 , x 2 , x 3 ) = x 2 . In Figures 6, 7 and 8 we show various level surfaces of Φ which are coloured according to the values of u h at three time steps. The continuous solution tends to a constant on the levels of Φ. The time step size was τ = 3.1250e − 04 and we used piecewise linear elements with 35937 nodes. The colour coding is such that blue corresponds to the value −1, red to the value 1 with a linear scale between. EXAMPLE 5.7 The purpose of this computational example is to show how our algorithm behaves for a nonsmooth level set function Φ. Thus this result is purely experimental. We have chosen Ω = (−1, 1) × (−1, 1) as domain and
as a regularization of Φ(x 1 , x 2 ) = |x 1 − x 01 | + |x 2 − x 02 | with x 01 = 0.25, x 02 = −0.75 and δ = 10 −4 . As initial value we have taken the function u 0 (x 1 , x 2 ) = x 1 . In Figure 9 we show the level lines of Φ and the colouring is done according to the values of the solution u. We have used the grid size h = 0.044 and the time step size τ = 0.0002. Note that we are approximating solutions on curves with corners. Computationally there were no special problems in connection with the "nonsmoothness" of Φ or with the size of the regularization parameter δ. Again we consider homogeneous Neumann boundary conditions so that the solution is conserved on each level set. Since the level curves have different lengths and in each corner of Ω there is a level line which divides the level lines into a set without corners and a set with corners. The length of the level lines varies jumps discontinuously at these dividing lines. Thus in the steady state we expect the development of a solution which jumps discontinuously across these dividing lines. This is seen clearly in the third image of Figure 9 and in Figure 10 . In order to test the numerical diffusion in the direction vertical to the levels of Φ we compute the following example. The domain Ω and Φ are chosen as in the previous example. We choose as initial value the discontinuous function u 0 (x) = χ {x: x|−0.75|<0.01} (x)0.1 sin(20π ϕ).
(5.
2)
The results in Figure 12 show that the decomposition effect appears to be quite local on |x| = 0.75. Figure 11 . Note that the green colour stands for values of the solution close to 0.
Concluding remarks
We have shown how the finite element method can be employed to solve PDEs on implicit surfaces. A numerical example indicates that the rate of convergence is optimal. In a practical example where one wishes to use this approach to approximate the solution on just one surface there are some issues to be addressed. In particular we mention the need to extend the data off the given surface Γ 0 into a neighbourhood and to consider the formulation in a narrow band. These have been addressed in the context of finite difference approximations in [19, 20] . An h-narrow band formulation of our finite element approach to equations on implicit surfaces is proposed in [8] for elliptic equations. An optimal order H 1 (Γ ) error bound is proved and numerical experiments are presented which indicate higher order convergence in L 2 (Γ ). The numerical analysis in the case of parabolic equations and computations on large domains Ω is still open.
In [14] we have extended the method proposed in this paper to parabolic equations on evolving surfaces in the spirit of our evolving surface finite element method (ESFEM). An aim is to develop a numerical tool for the computation of the motion of an interface with complex morphology on which a concentration is being diffused and advected (see for example [15] ).
