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The current trend in visual recognition research is to place a strict di-
vision between the supervised and unsupervised learning paradigms, which is
problematic for two main reasons. On the one hand, supervised methods re-
quire training data for each and every category that the system learns; training
data may not always be available and is expensive to obtain. On the other
hand, unsupervised methods must determine the optimal visual cues and dis-
tance metrics that distinguish one category from another to group images into
semantically meaningful categories; however, for unlabeled data, these are un-
known a priori.
I propose a visual category discovery framework that transcends the
two paradigms and learns accurate models with few labeled exemplars. The
main insight is to automatically focus on the prevalent objects in images and
videos, and learn models from them for category grouping, segmentation, and
summarization.
To implement this idea, I first present a context-aware category discov-
ery framework that discovers novel categories by leveraging context from pre-
viously learned categories. I devise a novel object-graph descriptor to model
vii
the interaction between a set of known categories and the unknown to-be-
discovered categories, and group regions that have similar appearance and
similar object-graphs. I then present a collective segmentation framework
that simultaneously discovers the segmentations and groupings of objects by
leveraging the shared patterns in the unlabeled image collection. It discovers
an ensemble of representative instances for each unknown category, and builds
top-down models from them to refine the segmentation of the remaining in-
stances. Finally, building on these techniques, I show how to produce compact
visual summaries for first-person egocentric videos that focus on the impor-
tant people and objects. The system leverages novel egocentric and high-level
saliency features to predict important regions in the video, and produces a
concise visual summary that is driven by those regions.
I compare against existing state-of-the-art methods for category discov-
ery and segmentation on several challenging benchmark datasets. I demon-
strate that we can discover visual concepts more accurately by focusing on the
prevalent objects in images and videos, and show clear advantages of departing
from the status quo division between the supervised and unsupervised learning
paradigms. The main impact of my thesis is that it lays the groundwork for
building large-scale visual discovery systems that can automatically discover
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The goal in computer vision research is to produce autonomous sys-
tems that can meaningfully perceive visual data. One of the central problems
in computer vision is object recognition, the task of identifying objects in im-
ages or videos. While effortless for humans, object recognition for machines
can be difficult for several reasons. Background clutter, illumination effects,
occlusion, appearance variations due to scale, translation, and rotation are
common in natural images and are challenges that a computer vision system
must overcome. Recent years have shown encouraging progress, particularly
in terms of generic visual category learning [43, 85, 94, 160] and robust local
feature representations [1, 84, 101].
The learning paradigms of existing object recognition methods can be
largely divided into two groups: supervised and unsupervised methods. In
the supervised setting, the recognition system trains with manually prepared
exemplars of each class of interest. The most common forms of annotations
are pixel-level labelings or bounding boxes surrounding each object. In this
setting, the system can learn discriminative properties of each given category
from their training examples, which often leads to high recognition accuracy.
Useful applications for supervised object recognition include face recognition
for automated visual surveillance, face-tagging in consumer photo collections,
content-based image or video retrieval for search engines, automatic inspec-
1
tion of products in manufacturing applications, and medical imaging analysis
to detect viruses or diseases. However, carefully labeled exemplars are ex-
pensive to obtain in the large numbers needed to fully represent a category’s
variability, and methods trained in this manner can suffer from unintentional
biases imparted by dataset creators [147].
In contrast, in the unsupervised setting, the system completely forgoes
human annotation to learn category models. Also referred to as “discovery”,
existing methods mine for recurring appearance patterns in the unlabeled im-
age collection to group images or image regions into discovered categories
(e.g., [55, 72, 86, 127]). Reliable discovery methods would be useful for a num-
ber of practical applications, such as generating compact summaries of large
photo collections, organizing image or video data for content-based similarity
search, identifying the rarer instances, robot-navigation in unexplored terri-
tory, or even to supplement traditional supervised object recognition systems.
While recent work has shown great progress, learning from completely unla-
beled images remains difficult. Unsupervised learners face the same issues that
plague supervised methods—clutter, viewpoint, intra-class appearance varia-
tion, occlusions—but must handle them without any explicit annotation guid-
ance. Consequently, supervised learners often outperform their unsupervised
counterparts since they can focus on the task for which they are specifically
trained to handle. See Figure 1.1 for flow-charts comparing the two learning
paradigms.
The current trend in visual recognition research is to place a strict divi-
sion between the two learning paradigms. However, this is problematic for two
main reasons. On the one hand, supervised methods require training data for
each and every category that the system learns; training data may not always
2
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Figure 1.1: The contrast between (a) supervised and (b) unsupervised visual
category learning.
be available and is expensive to obtain. For example, providing appropriate
training data for a robot navigating a newly discovered planet may be infea-
sible. As another example, for video summarization, one cannot identify the
categories of the main objects that appear without having seen the video first.
On the other hand, it is unrealistic to expect unsupervised methods to learn
hundreds or even thousands of categories without any supervision. Group-
ing images into semantically meaningful categories requires the unsupervised
3
learner to determine the optimal visual cues (i.e., image representation) and
distance metrics that distinguish one category from another; however, for un-
labeled data, these are unknown a priori. Furthermore, the set of optimal cues
and metrics could differ for each category. Naturally, the task becomes more
difficult as the number of categories increases. Without providing any human
guidance, the unsupervised learner may not be able to produce semantically
meaningful groups.
I propose a visual category discovery framework that transcends the
two paradigms and learns accurate models with few labeled exemplars. The
main insight is to automatically focus on the prevalent objects in images and
videos, and learn models from them for category grouping, segmentation, and
summarization. Any available labeled exemplars can be used to train models
to help the system more accurately target the prevalent objects in the unla-
beled data for discovery. Specifically, I propose to use two forms of pre-trained
models: (1) category independent detectors (i.e., models that are trained to
detect any category) to provide better candidate segments—especially for ob-
jects with heterogeneous appearance—than purely bottom-up methods, and
(2) classifiers for the known categories (i.e., those that the system has training
data) to provide object-level context cues to detect patterns whose correct
grouping may be too ambiguous if relying on appearance alone.
To realize this goal of building visual category discovery systems that
can learn accurate models from unlabeled data, there are several key challenges
that must be addressed:
• Generic categories (e.g., people, cars, buildings) lack the strict geometric
consistency and distinctive features inherent to specific objects (e.g.,
4
Barack Obama, my car, the Eiffel tower), forcing a discovery method to
simultaneously identify natural groups while estimating their unknown
variability in appearance.
• When there are multiple objects in each image in the unlabeled data
collection, the system must simultaneously estimate the objects’ proper
segmentation, as well as their correct grouping across images. This is a
chicken-and-egg problem: correct category groupings will depend heav-
ily on the system having proper object segmentations, while proper ob-
ject segmentations will depend heavily on the system having top-down
category-level knowledge of the objects. In the unsupervised discovery
setting, neither is known.
• Finally, since some objects will be more important than others, the sys-
tem must identify the key components in that data that are worth dis-
covering. For example, given a day’s worth of wearable camera data, the
system must be able to discern the important foreground objects (e.g.,
the camera wearer’s friends and pets) from the irrelevant background
clutter (e.g., cars passing by on the street).
Addressing these important challenges will lay the groundwork for build-
ing large-scale visual discovery systems that can automatically learn object
categories, produce accurate segmentations, and summarize large collections
of unlabeled visual data with minimal human supervision. Throughout the
chapters in this thesis, I will introduce novel components of my visual dis-
covery framework that bring us closer to realizing these goals. I will compare
against existing state-of-the-art methods for category discovery and segmenta-
tion on several challenging benchmark datasets. I will demonstrate that we can
5
discover visual concepts more accurately by focusing on the prevalent objects
in images and videos, and show clear advantages of departing from the status
quo division between the supervised and unsupervised learning paradigms.
1.1 Overview of Thesis
In this section, I provide a summary of the main components of my
thesis. The summaries discuss the main insights to how I have addressed the
important challenges raised in the previous section. I first present a context-
aware category discovery framework that discovers novel categories by lever-
aging context from previously learned categories. I next introduce a collective
segmentation framework that simultaneously discovers the segmentations and
groupings of objects by leveraging the shared patterns in the unlabeled visual
collection. Finally, building on these techniques, I describe how to produce
compact visual summaries for first-person egocentric videos that focus on the
important people and objects. In the ensuing chapters, I will provide more
detail on the technical ideas and experimental results for each component.
1.1.1 Context-Aware Category Discovery
Existing unsupervised category discovery methods [55, 72, 86, 99, 127,
134, 151] mine for frequently recurring appearance patterns in the unlabeled
image collection, typically employing a clustering algorithm to group local
features across images according to their texture, color, shape, etc. Unfor-
tunately, learning multiple visual categories simultaneously from unlabeled
images remains difficult, especially in the presence of substantial clutter and
scenes with multiple objects. While appearance is a fundamental cue for ob-
ject recognition, it can often be too weak of a signal to reliably detect visual
6
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grouping algorithm 
Figure 1.2: Proposed framework for context-aware category discovery. In most
real settings, the unlabeled data contains a mix of known and unknown ob-
jects. Instead of mining for all categories from scratch, my approach leverages
context from the familiar objects to group the unfamiliar ones to discover novel
categories.
themes in unlabeled, unsegmented images in the face of occluded objects, large
intra-category variations, or low-resolution data.
Furthermore, existing methods assume no prior information about cat-
egories and thus tend to perform poorly for cluttered scenes with multiple
objects. In most real settings, we cannot predefine all categories of interest.
For example, we cannot prescribe training data for all categories that a robot
might encounter when navigating a new environment. The robot should be
able to detect instances of the familiar objects for which it has training data,
but should also be able to discover novel, unfamiliar objects.
Therefore, instead of relying only on recurring appearance patterns and
mining for all categories from scratch, I propose a context-aware approach to
discover novel categories that occur amid known objects within unannotated
images [89, 90, 92] (see Figure 1.2). How can knowing about some categories
help us to discover new ones in unlabeled images? The idea is that the con-
text from familiar objects surrounding less familiar image regions can help
7
to detect patterns whose correct grouping may be too ambiguous if relying
on appearance alone. Specifically, I devise a novel object-graph descriptor to
model the interaction between a set of known categories and the unknown
to-be-discovered categories. My system discovers novel categories by grouping
regions that have similar appearance and similar category-level context.
The framework strikes a useful balance between current recognition
strategies at either end of the supervision spectrum. The norm for supervised
image labeling methods is forced-choice classification, with the assumption
that the training and test sets are comprised of objects from the same pool
of categories. On the other hand, the norm for unsupervised recognition is to
mine for all possible categories from scratch. In my approach, the system need
not know how to label every image region, but instead can draw on useful cues
from familiar objects to better detect novel ones.
I evaluate my framework for two applications: object discovery in natu-
ral images (Section 3.1) and face discovery in consumer photo collections (Sec-
tion 3.3). I perform extensive experiments on several benchmark datasets, and
compare it to baseline methods including state-of-the-art discovery methods
that only use appearance information. By modeling the interaction between
an image’s known and unknown objects, my method leads to significantly bet-
ter detection of new visual categories compared to the conventional approach.
It produces groups that tend to be more inclusive of intra-class appearance
variation than those that could be found with appearance alone. For exam-
ple, it discovers both side views and rear views of cars as a single category,
and groups together face instances of the same person in different poses and
different expressions.
The basic context-aware framework as described thus far allows discov-
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ery to be considered in a more realistic scenario in which the unlabeled visual
data collection can have a mix of known and unknown categories. However,
it treats unsupervised category discovery as a one-pass “batch” procedure in
which the input is a set of unlabeled images, and the output is a set of k dis-
covered categories. All existing discovery methods adhere to this batch frame-
work [72, 89, 99, 127, 151], which implicitly assumes that all categories are of
similar complexity and that all information relevant to learning is available
at once. However, paying equal attention to all instances makes the group-
ing sensitive to outlier regions that have incorrect object segmentations, and
can skew the resulting category models unpredictably. Furthermore, it denies
the possibility of exploiting inter-object context cues during discovery, since
one cannot detect the typical relationships between objects if models for the
component objects are themselves not yet formed.
Instead, in Section 3.2, I show how to consider visual discovery as a
self-paced, continuous learning process [91]. Building on the context-aware
framework I described above, I propose to focus on the “easier” objects first,
and gradually discover new models of increasing complexity. What makes
some image regions easier than others? Given that our goal is to group ob-
jects with similar appearance and context, regions that have consistent appear-
ance patterns and are surrounded by familiar objects (i.e., those with stronger
object-level context) will be easier to group. Why should it matter in what
order objects are discovered? After each discovery, the system can update the
set of familiar categories by training a detector for the newly found object
class, which will allow it to produce a richer context model for each remaining
(harder) unfamiliar instance.
I validate this self-paced variant of my approach on realistic natural
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images, and show clear advantages for category discovery compared to con-
ventional state-of-the-art batch clustering algorithms. The results indicate
that learning categories through a self-paced curriculum is critical to being ro-
bust to outliers and to fully utilize inter-object context cues. Further, I show a
practical application for discovery, in which the discovered categories are used
to train models to predict instances in novel images. My approach achieves
competitive results to fully supervised baselines at a fraction of the required
human labeling cost.
1.1.2 Segmentation with Discovered Top-Down Cues
Thus far, I have overviewed an approach to discover novel categories
from unlabeled image collections containing multiple categories. We assumed
that performing multiple bottom-up segmentations will produce candidate ob-
ject regions that roughly agree with true boundaries for each object in each
image. However, this assumption may not always hold, especially if the images
contain objects with heterogeneous appearance. Therefore, we can go further
by not only discovering what categories exist, but also discovering how to seg-
ment their object instances (see Figure 1.3). The main challenge of discovering
objects and their proper segmentations in unlabeled multi-object image col-
lections is that generating correct category groupings depends on the system
having proper object segmentations, while generating proper object segmenta-
tions depends on the system having top-down category-level knowledge of the
objects in hand. Unfortunately, in the unsupervised discovery setting, neither
is known.
Existing unsupervised segmentation methods can only group pixels




in images and video 
Discover top-
down cues 
Figure 1.3: Proposed framework for unsupervised object segmentation with
discovered top-down cues. When there are multiple objects in each image
in the unlabeled collection, the system must simultaneously estimate each
objects proper segmentation, as well as their correct grouping across images.
My approach discovers the shared appearance patterns in the image collection,
and builds models from them to segment the objects.
neous objects. For example, a car could be over-segmented into its wheels,
windows, and body. Given a single image or video frame, this is the best we
could do with a state-of-the-art segmentation method. Given a collection of
images or frames, however, we can expect to find some accurate object seg-
ments that have recurring structure across the collection. If we can detect the
good segments that correspond to coherent objects, we can build models from
them to refine the inaccurate segments that correspond to object fragments or
a mix of objects.
To implement this idea, I propose an approach that simultaneously
segments a collection of unlabeled images while exploiting automatically dis-
covered appearance patterns shared between them [88]. The goal is to discover
an ensemble of representative instances for each category, and build top-down
models from them to refine the segmentation of the remaining instances. To
discover the ensemble models, the method clusters regions that have similar
11
appearance and contextual layout given by the object-graph descriptor from
Section 1.1.1. Then, using each initial segment as a seed, the method refines
its boundary by enforcing preferences to include nearby regions that agree
with the ensemble regions, and exclude those regions that resemble familiar
objects.
My results show that the segmentations computed jointly on the col-
lection agree more closely with true object boundaries, when compared to
bottom-up baselines that can only access cues from a single image. Further-
more, I show that the refined segmentations produce even more accurate clus-
ters when provided to the context-aware discovery algorithm I discussed above.
Building on this idea, I next generalize the approach to the video do-
main. Unlike an image collection, which contains generic categories, a single
video has recurring object instances. Thus, in this setting, the goal is to
segment the recurring foreground objects in the video while ignoring the irrel-
evant background clutter. The problem is challenging because the background
can be moving and changing, and the categories of the objects are unknown in
advance. Existing unsupervised methods lack an explicit notion of what a fore-
ground object should look like in video data [19, 21, 56, 65, 152] and rely only
on low-level appearance and motion cues to group the pixels, which usually
results in an over-segmentation of the objects.
To overcome these limitations, I show how to automatically discover
a set of key-segments (similar to the ensemble regions described above) to
explicitly model likely foreground regions for video object segmentation. The
idea is to leverage both static and dynamic cues to detect persistent object-like
regions, and then estimate a complete segmentation of the video using those
regions and a novel localization prior that uses their partial shape matches
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across the sequence. To find the key-segments, I introduce an object-like mea-
sure that reflects a region’s likelihood of belonging to a foreground object using
static intra-frame properties and dynamic inter-frame properties. The system
groups object-like regions to generate multiple object hypotheses, and builds
segmentation models from them to produce a pixel-wise segmentation for each
hypothesis. To focus on the foreground objects while ignoring the irrelevant
background, the system automatically ranks the discovered hypotheses accord-
ing to their average object-like measure.
Important novel components of the proposed technique include (1) a
new motion-based measure of object-like regions in video that complements
existing image-based cues, (2) a localization prior using partial shape matches
in video, and (3) a space-time graph segmentation that accommodates the key-
segments. I apply my unsupervised approach to challenging benchmark videos,
analyze its components in detail, and show state-of-the-art results compared
to existing unsupervised and supervised methods.
I discuss my discovery framework for collective segmentation for images
and videos in Sections 4.1 and 4.2, respectively.
1.1.3 Discovering Important People and Objects for Egocentric
Video Summarization
Building on many of the techniques that I have introduced in the previ-
ous sections, I will finally present an approach to summarize egocentric videos
captured from a wearable camera. The key insight is to discover the impor-
tant people and objects in the data, and use them to drive the summariza-
tion. Existing video summarization methods extract keyframes [52, 164, 170],
create montages of still images [5, 25], or generate compact dynamic sum-
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Unlabeled video data 
Storyboard visual summary Discover important 
people and objects 
1:00 pm 2:00 pm 3:00 pm 4:00 pm 
Figure 1.4: Proposed framework for egocentric video summarization. A sys-
tem that lacks high-level information on which objects matter may produce a
summary that consists of irrelevant frames or regions. Instead, my approach
discovers the important regions in the video, and then produces a concise
visual summary that is driven by those regions.
maries [118, 122]. Despite promising results, they assume a static background
or rely on low-level appearance and motion cues to select what will go into
the final summary. However, in many interesting settings, such as egocentric
videos, YouTube style videos, or feature films, the background is moving and
changing. More critically, a system that lacks high-level information on which
objects matter may produce a summary that consists of irrelevant frames or
regions. In other words, existing methods do not perform object-driven sum-
marization and are indifferent to the impact that each object has on generating
the “story” of the video.
Instead, I propose to learn category-independent importance cues de-
signed explicitly to target the key objects and people in the video. The main
idea is to leverage novel egocentric and high-level saliency features (including
the motion-based measure of object-like regions from Section 1.1.2) to train a
model that can predict important regions in the video, and then to produce
a concise visual summary that is driven by those regions (see Figure 1.4). By
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learning to predict important regions, the system can focus the visual sum-
mary on the main people and objects, and ignore the irrelevant or redundant
information.
I apply my method to challenging real-world videos captured by users
in uncontrolled environments, and process a total of 17 hours of video—orders
of magnitude more data than previous work in egocentric analysis. Evaluat-
ing the predicted importance estimates and summaries, I find my approach
outperforms state-of-the-art saliency measures for this task, and produces sig-
nificantly more informative summaries than traditional methods unable to
focus on the important people or objects.
I discuss my summarization framework for egocentric videos in Sec-
tion 5.
1.2 Main Contributions
The main impact of my thesis is that it shows how to discover impor-
tant content in large collections of unlabeled visual data with minimal human
supervision. The key components in support of this are:
• leveraging knowledge about previously learned categories to enable context-
aware discovery. I introduce novel descriptors to encode the familiar
object-level context relative to an unfamiliar region, and show that by
using them to model the interaction between an image’s known and un-
known objects we can better detect new visual categories. Furthermore,
I formulate context-aware discovery in a self-paced, continuous frame-
work in which easier categories are targeted first. At each cycle of the
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continuous discovery process, the system bootstraps a model of object-
level context based on the categories it has already discovered. In turn,
the detected contextual cues aid in identifying the “harder” categories
that remain in the data. In this way, my approach accumulates discov-
ered models over time, benefitting from the context provided by those
seen before.
• discovering key object-like regions to perform accurate segmentations of
the unknown objects in images and videos. I show how to segment a
collection of unlabeled images and video frames while exploiting auto-
matically discovered appearance patterns shared between them. I devise
novel energy functions amenable to graph cuts that use the discovered
share structure to efficiently refine the object segmentations. For video
segmentation, I introduce a novel motion-based measure of object-like
regions, and a novel partial shape matching technique to localize the
object in each frame of the video.
• a real-world egocentric video summarization approach that is driven by
predicted important people and objects. I introduce novel egocentric fea-
tures that model the camera wearer’s interaction with an object, the
camera wearer’s gaze, and the frequency of the object-of-interest. I
show how to build a regression model using those features to predict
important people and objects, irrespective of their category (i.e., in a
category-independent way), and to use those predictions to produce a
concise visual summary of the data.
• for all new algorithm contributions, I provide extensive experimental re-
sults on benchmark datasets and compare against state-of-the-art meth-
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ods and relevant baselines for visual category discovery, segmentation,
and summarization. I also demonstrate practical applications for dis-
covery, including generalization to novel instances and summarization
for tens of hours of real-world videos captured by users in uncontrolled
environments.
1.3 Road Map
In the following chapter, I describe related work to my thesis. In Chap-
ter 3, I first present my context-aware discovery framework, which shows how
to discover categories from unlabeled images by leveraging knowledge from
previously learned categories, and extend it to perform self-paced, continuous
discovery. Then, in Chapter 4, I directly build on this work to perform un-
supervised object segmentation in images and videos by exploiting the shared
discovered visual patterns in the visual collection. In Chapter 5, using many of
the techniques I developed for context-aware discovery and collective segmen-
tation, I present a summarization approach that is driven by the discovered
important objects and people in egocentric videos. In Chapter 6, I summarize
my future work, and finally, in Chapter 7, I conclude by discussing the main




In this chapter, I review related work to the research presented in this
thesis. Five main topics of computer vision research are especially relevant.
The first thread is visual category recognition, where the task is to learn se-
mantic object categories in images or videos. I focus mainly on unsupervised
visual category discovery methods that learn categories with minimal human
supervision. Since my thesis proposes unsupervised learning in the context of
familiar objects, I also briefly review the state-of-the-art in supervised recogni-
tion methods. The second topic is using context to improve object recognition
performance. The third line of research is image segmentation where the goal
is to partition an image into its constituent objects. The fourth and fifth top-
ics are video summarization and novelty detection, respectively. At the end
of each section, I will discuss important similarities and differences of existing
work to my proposed approach.
2.1 Visual Category Recognition
The level of supervision is a key implementation choice when devising
an object recognition system. In this section, I briefly review related supervised
and unsupervised methods.
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2.1.1 Supervised Object Recognition
In supervised learning of category models, the system trains on manu-
ally prepared image examples. These may be in the form of annotating object
parts [30, 42], providing bounding boxes [38, 155], labeling each pixel (i.e., pro-
viding a complete image segmentation) [133], or labeling the image with the
main object of interest [22, 23]. The system then uses the trained models to
perform image classification (i.e., labeling an image with a category) or object
detection (i.e., localizing an object in the image) of the learned categories on
novel test images.
In order to recognize an object in the image, we must first have a
representation of the image. Researchers have explored various image repre-
sentations. An image can be represented globally as a single feature vector,
usually in the form of a histogram that captures color or filter responses at
the pixel level. For example, in [141], each image is represented as a single
histogram of color counts of all pixels, while in [146] oriented filter responses
are summarized to capture coarse texture and spatial layout. Global represen-
tations provide simple image representations which lead to efficient matching.
However, due to their equal consideration to foreground and background image
regions, they are more suitable for scenes in which the global image structure
is roughly fixed.
Recent work shows that decomposing an image into local features pro-
vides a robust representation which is resilient to object appearance varia-
tions, occlusions, and image transformations. In particular, the “bag-of-words”
(BoW) model [32, 135] has shown state-of-the-art results in various object
recognition tasks. In this model, the system first extracts local image patches
with an interest point detector or densely-sampled in a grid pattern, and com-
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putes a feature descriptor (e.g., SIFT [101]) for each patch to describe its
appearance. The descriptors are designed to be robust to scale, translation,
and rotation transformations as well as photometric changes across images.
The system then forms a visual “vocabulary” by clustering the descriptors
and assigns each patch to its corresponding visual “word” (i.e., cluster cen-
ter). The bag-of-words model has been applied for various tasks ranging from
object recognition [54] to activity recognition [130].
More recently, researchers have explored sparse coding representations [16,
158, 167] for local features, which have shown to outperform the BoW model.
In sparse coding, each local feature is encoded as a weighted combination of
multiple visual words. This provides a more complete representation of the
original features by reflecting their distance to multiple vocabulary words (un-
like the BoW model’s hard vector quantization). Typically, the weights are
then pooled within a region of interest using the max function, which has been
shown to provide better discriminability of the features amid high-variance
clutter [158].
The critical disadvantage of the above models is that they completely ig-
nore spatial information of the local features. Researchers have proposed ways
to alleviate this issue at the feature-level with semi-local features that capture
information about local neighborhoods surrounding an interest point [1, 84,
119], or at the image-level by partitioning the image into a grid [85], or de-
scribing the image by cumulative histograms of nearby visual word pairs [96].
Given these image representations, image matching is performed with stan-
dard metrics (e.g., L1, L2, χ2 distance, histogram intersection). Often, the
resulting metrics are kernelized to allow better separation between categories
in feature space, and are inputted to machine learning algorithms such as the
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Support Vector Machine (SVM) classifier.
Others have explored deformable part-based representations [4, 31, 41,
43, 45, 95, 160] to explicitly model the part configurations of an object. These
methods represent objects as a constellation of parts. In [45], Fergus et al.
probabilistically encode object shape with the mutual position of parts, ap-
pearance, and scale with patches surrounding the interest points. In [43],
Felzenszwalb et al. present a multiscale, deformable part model for object
detection. A model for an object consists of a global root filter and several
part filters that are automatically learned from annotated bounding boxes on
training data. This method has consistently produced detection results that
are among the best on the recent PASCAL VOC challenges.
For object detection, a drawback of part-based models is computational
cost: a window must be swept across the image at various scales and sizes.
Furthermore, the objects (and their parts) are typically represented with rect-
angular shaped bounding-boxes. Therefore, to alleviate detection costs and to
naturally encode the shape and size of an object, researchers have proposed
to represent objects with regions [50, 57, 104, 121, 145]. In [104], Malisiewicz
and Efros represent objects as segments and use various region-based features
that broadly describe shape, texture, color, and location. Similarly, in [145],
Todorovic and Ahuja capture region properties such as area, mean pixel value,
boundary shape context, and region saliency for object discovery. Finally,
in [57], Gu et al. perform object detection and segmentation by representing
an image as a “bag-of-regions”, where regions are extracted from the segmen-
tation algorithm of [6]. Each region is represented by its color, texture, contour
shape, and edge shape.
Current state-of-the-art recognition methods typically require hundreds
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of manually labeled images (either in the form of pixel-level labels or im-
age tags). Recognition performance is still well below that of humans but
has dramatically improved over the years. For example, on the Caltech-101
dataset [22], which is a benchmark for image classification, the highest ac-
curacy to date is about 74% [70] with 15 training examples per class. In
comparison, the first reported result in 2003 was less than 20%. Similarly,
detection, classification, and segmentation results on the PASCAL benchmark
challenge [37] have shown significant improvements each year since its intro-
duction in 2005. Recent methods use context to improve recognition perfor-
mance, which I will discuss in Section 2.2.
Discussion: The norm for supervised image labeling methods is forced-
choice classification, with the assumption that the training and test sets are
comprised of objects from the same pool of categories. These methods aim to
either classify the image as a whole, label every pixel with a category, or local-
ize a particular object. However, in many real-world settings, it is not enough
to have a preset list of categories. For example, when a robot is exploring a
new environment, it will likely encounter many objects that are unfamiliar.
In this case, it is more natural for the robot to classify only those objects
for which it has trained models, and assign the remaining objects to be “un-
known”. If there are any repeating instances of the unknown objects across
images, they can then be clustered to form new categories. I address this
issue in Chapter 3. Specifically, I show how to identify known and unknown
objects, and how to group the unknown objects to discover novel categories
by using both appearance information as well as contextual information from
their relationships to the known objects. To establish any known objects, I
will borrow existing supervised methods. The specific methods I use will be
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described in the relevant chapters.
2.1.2 Unsupervised Object Discovery
In contrast to the supervised learning setting, which trains models with
annotated image data, unsupervised category discovery methods mine for re-
curring visual patterns in unlabeled images.
Perhaps the first work to approach this problem is that of Weber et
al. [160], which introduced the paradigm of “weak supervision” and explored
the idea of simultaneously performing feature selection while learning the ob-
ject’s parts-and-structure model. This model learns categories from cluttered,
unsegmented class-labeled images; one seeks the parts in each image that best
fit all examples sharing the same label. The model parameters and feature
selection for each image are learned iteratively using the Expectation Max-
imization (EM) algorithm [33]. The method in [45] extends this work by
improving the part-based model representation and learning algorithm to be
more robust to variations in appearance and scale.
Recent work for unsupervised learning of multiple categories has con-
sidered ways to discover latent visual themes in images using topic models
developed for text, such as probabilistic Latent Semantic Analysis (pLSA) or
Latent Dirichlet Allocation (LDA) [44, 99, 120, 134]. The main idea is to use
feature co-occurrence patterns in images to recover the underlying distribu-
tions (topics) that best account for the data. Having discovered the topics,
one can express an image based on the mixture of topics it contains. Early
models transferred the notion of text documents containing unordered words
to images composed of “visual words”. Note that in contrast to the weakly
supervised setting above, these approaches use no image annotations whatso-
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ever.
Recent extensions use segmentation to reduce the spatial extent of
each “document” [127]. Russell et al. decompose each image into multiple-
segmentations to increase the likelihood that each object in the image is repre-
sented by a segment. The key idea is that segments corresponding to coherent
objects will produce strong matches while noisy segments will produce noisy
matches. After discovering categories with LDA, the intra-cluster segments
are sorted according to their Kullback-Leibler divergence to the cluster topic
distribution to reveal the representative category instances. Other extensions
show how to incorporate spatial constraints by jointly modeling location and
appearance [44] or by feature correspondences [99].
Other approaches treat the unsupervised visual discovery task as an
image clustering problem [34, 55, 72]. In [55], Grauman and Darrell use the
Pyramid Match Kernel (PMK) [54] to efficiently compute local feature cor-
respondences between all pairs of images, and then apply spectral clustering
with the resulting affinity matrix to discover categories. In [72], Kim et al.
build a large-scale network using link analysis techniques (e.g., PageRank [20])
that captures the interactions of all visual features across the training set. The
system discovers object categories using Normalized Cuts [132], and detects
probable object regions for each image. A recent extension [73] shows how
to detect the region-of-interests (ROIs) in each unlabeled image by iteratively
refining the selected exemplars across the dataset and ROI hypotheses in each
image. In [34], a message-passing algorithm propagates non-metric affinities
and identifies good exemplars. It takes as input measures of similarity be-
tween pairs of data instances and identifies clusters by iteratively exchanging
messages that encode the strength of similarity between pairs of instances.
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When the image collection is large (e.g., thousands or millions of im-
ages), measuring affinity between images (e.g., via local feature correspon-
dences) can be computationally expensive. Thus, some works consider scal-
able techniques for mining common feature patterns in large image collec-
tions [27, 115, 119]. In [119], Quack et al. discover the features that frequently
occur on the foreground objects and rarely on the background. They use fre-
quent itemset and association rules from data mining to efficiently mine for
recurring patterns. In [27], Chum et al. propose a hashing scheme called
Geometric min-Hashing that combines visual appearance with semi-local ge-
ometry cues. Unlike most previous work which uses a bag-of-words model,
their incorporation of geometry provides a discriminative description of the
object while preserving repeatability (high probability that similar instances
collide in the same hash bin). They show how to use the method to discover
objects from large datasets on the order of 105 images.
Discussion: Existing unsupervised category discovery methods as-
sume no prior knowledge of existing categories, and attempt to cluster images
or regions using only appearance information. I contend that this is an un-
necessarily difficult and even unrealistic scenario, since many labeled images
and trained models are available for common categories such as faces, trees,
grass, etc. Furthermore, while appearance is a fundamental cue for recogni-
tion, it can often be too weak of a signal to reliably detect visual themes in
unlabeled, unsegmented images. In particular, appearance alone can be insuf-
ficient for discovery in the face of substantial clutter, occluded objects, large
intra-category variations, scenes with multiple objects, or low-resolution data.
In contrast to existing methods that discover all categories from scratch,
I propose a novel context-aware approach that leverages familiar (i.e., previ-
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ously learned) category models to perform discovery. In Chapter 3, we will see
that combining appearance with context from familiar object predictions using
trained object detectors leads to significant improvements in object category
discovery.
2.2 Context-Based Object Categorization
I next discuss related work that uses context for object recognition.
I use the term “context” to broadly refer to object interactions in a given
image. For supervised methods that learn from labeled images, several types
of context have been proposed including global scene context, 3D geometric
context, and spatial and co-occurrence context between objects.
The framework in [146] models the relationship between object proper-
ties and global scene context. Torralba proposes the “gist” descriptor, which
is a holistic, low-dimensional representation of the entire image. The method
learns contextual features from a set of training images where the correlation
between the statistics of low-level features across the entire scene is used to
capture object-specific properties such as its type, location, and scale. For
example, for street scenes, a face is likely to be located in the center of the
image with a small scale, while for indoor scenes a face may be found near the
top of an image having a larger scale. As another example, it can signal that
a boat is unlikely to be found in a bedroom.
The approach in [63] captures the overall 3D scene context for object
detection by modeling the interdependence of objects, surface orientations,
and camera viewpoint. By probabilistically estimating the 3D geometry of
the scene in terms of both surface orientations and world coordinates, the
authors model the scale and location variance of the objects in the image.
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They iteratively refine the probabilistic hypotheses from object detectors and
scene geometry estimates, and apply their framework to detect pedestrians
and cars in street scenes.
Spatial context is more specific than global scene context; it models
neighboring object interactions. In [59], contextual information captured at
local-region and global-image scales are aggregated in a probabilistic frame-
work for pixel labeling. The method enforces category label consistency be-
tween neighboring pixels except at discontinuities (i.e., object boundaries).
Similarly, spatial context from inter-region texton statistics has been explored
for supervised image segmentation [133]. The method selects informative re-
gions surrounding a category object. Given a test image, the boosting classifier
outputs class posterior probabilities for each pixel. These object estimates are
incorporated into a conditional random field (CRF) to enforce smoothness in
neighborhood labels along with boundary and color cues. In another approach
to spatial context [60], Heitz and Koller combine rigid object (e.g., cars) and
amorphous object (e.g., trees, sky) recognition in a unified graphical model
framework. Image regions are clustered based on their ability to serve as
context for the detection of the rigid objects.
More recently, Malisiewicz and Efros [105] present an exemplar-based
model to capture object relationships. The authors present the Visual Memex,
which encodes both appearance and 2D spatial layout between object in-
stances. Unlike previous methods that model context between object cate-
gories, this method models context between object exemplars. The authors
show that their model outperforms category-based baselines for the task of
predicting hidden objects in a given scene.
The benefit of high-level semantic context based on objects’ co-occurrence
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and relative locations has also been demonstrated. Object co-occurrence can
be used as a post-processing step to refine object labels [121], with relative
spatial location and appearance information to further improve results [50].
The method by Tu [149] iteratively uses appearance information on local im-
age patches and contextual information on classification maps for high-level
vision tasks. A recent image decomposition method performs joint inference
on objects, regions, and scene geometry to produce state-of-the-art results [53].
In [83], Lazebnik and Raginsky show how to recover contextual information
on-the-fly from test images by exploiting the data’s statistical redundancy.
The approach uses the empirical Bayes technique of statistical inversion to re-
cover a contextual model from the test data instead of learning it from training
images.
Finally, researchers have shown that context is especially critical when
objects have impoverished appearance due to low resolution [113]. In such
cases, recognition results using only appearance can be quite poor; context in
the form of co-occurrence, relative layout, and scale is shown to be necessary
to obtain high accuracy.
Discussion: Supervised learning of context has proven to be effective
for scene understanding and object recognition. Existing methods have shown
context to be especially helpful to disambiguate objects that are very simi-
lar in appearance (e.g., an electronic screwdriver and blow dryer are similar
in appearance, but one appears in a workshop while the other appears in a
bathroom). However, there also some limitations. Context alone is usually
insufficient to classify an object, and can even be harmful for classifying ob-
jects that are out of context (e.g., a television in a grass field). Despite these
limitations, overall, the wide range and depth of research in this area have
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shown that context plays a valuable role in image understanding tasks.
A central component of my thesis is to explore how high-level semantic
context can be used for unsupervised category discovery. In Chapter 3, I show
how to identify contextual information in a data-driven manner, by detecting
patterns in the relative layout of known and unknown object regions within
unlabeled images. Unlike the above supervised methods, my method does not
learn about inter-category interactions from a labeled training set. Instead, it
discovers the object relationships on the unlabeled test data in a data driven
way and uses the context from the familiar categories to group the unfamiliar
objects, which leads to improved category discovery performance.
2.3 Image and Video Object Segmentation
In this section, I discuss object segmentation, which is a crucial compo-
nent of a visual category discovery system. I review state-of-the-art methods
in both unsupervised and supervised segmentation for image and video data.
Unsupervised image segmentation methods group pixels that are sim-
ilar in color and/or texture with the goal that each resulting segment corre-
sponds to a coherent object. Also known as bottom-up methods, some rep-
resentative algorithms are Normalized Cuts [132], Mean-Shift [29], and the
hierarchical segmentation method of [6]. While they produce reasonable re-
sults for objects with homogeneous appearance (e.g., grass or sky), for more
complex objects with heterogeneous appearance (e.g., people, cars, or bicy-
cles) they tend to fail to group each object into a single segment and instead
produce oversegmentations.
Therefore, to overcome the limitations of a single bottom-up segmenta-
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tion, researchers have proposed to generate multiple bottom-up segmentations
of the image [62, 103, 121, 127], with the expectation that although some re-
gions will fail to agree with object boundaries, some will be good segments
that correspond to coherent objects. Each segmentation is the result of vary-
ing the parameters to the segmentation algorithm (i.e., number of regions,
image scale).
More recently, a non-parametric method by Russell et al. performs
unsupervised image segmentation with data-driven scene matching [128]. The
authors exploit the fact that for scene matching, some parts of the image
match better than others. The method matches an image to similar scenes
in the database, and determines the object boundaries by grouping regions
that produce consistently good matches and separating those that produce
inconsistent matches.
In order to produce higher quality segments that correspond to semantic
objects, researchers have developed methods that incorporate top-down cate-
gory knowledge. Several types of top-down approaches have been proposed.
These include combining top-down object detections with bottom-up low-level
cues, weakly supervised segmentation, co-segmentation, human-guided seg-
mentation, and category-independent object segmentation, as I describe in
the following.
Many approaches that combine supervised object detectors with low-
level grouping cues have been proposed [14, 53, 59, 77, 133, 150]. In [150], Tu et
al. propose an approach to parse images into object regions by simultaneously
performing object recognition and image segmentation. The method combines
bottom-up information with top-down generative models using a data-driven
Markov Chain Monte Carlo algorithm. In [14], figure-ground segmentation is
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performed by minimizing a global cost function that combines both top-down
and bottom-up requirements. The top-down approach uses object representa-
tions learned from training examples, while the bottom-up approach uses low
level features to produce consistent regions that belong to the figure or back-
ground. The combined model produces segmentations that agree closely with
top-down learned object models yet also agrees with natural image bound-
aries (i.e., discontinuities). In [77], Kohli et al. combine multiple segmenta-
tions in a higher order CRF that incorporates top-down unary potentials from
the TextonBoost algorithm [133]. The higher order potentials enforce label
consistency in image regions captured by bottom-up segmentations, and are
generalizations of the commonly used pairwise contrast-sensitive smoothness
potentials that enforce label consistency between neighboring pixels.
To minimize the costs of supervision while capturing the benefits of
top-down category knowledge, researchers have proposed weakly-supervised
segmentation methods that segment the foreground object in cluttered im-
ages. These methods assume that each image contains the same foreground
object [8, 80, 145, 163], and leverage statistics across the weakly-labeled col-
lection to better identify true object boundaries. For example, in [163], a
generative probabilistic model combines bottom-up cues with top-down ob-
ject cues of shape and pose. The belief in the object’s position, segmentation,
pose, and size are iteratively refined. The object’s appearance is allowed to
vary from image to image, which allows significant intra-class variations across
the dataset. In [145], Todorovic and Ahuja represent each image as a tree that
captures a hierarchical, multi-scale image segmentation. The foreground ob-
ject segments are retrieved by matching the image trees and finding the best
matched subtrees.
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Co-segmentation methods aim to segment the foreground object in two
or more images [12, 48, 98, 110, 126, 154]. The idea is to simultaneously segment
the foreground objects in each image, while enforcing that the appearance (e.g.,
color) histograms of the foregrounds be similar. Co-segmentation methods
usually require that the same specific object appear across the images, and that
their backgrounds be distinct in appearance. An extension of these methods
initializes the foreground automatically using pLSA [98]. An approach to
co-segment clothing regions for person recognition is developed in [48]: it
constructs a foreground model using the average appearance of the clothing
segments under faces predicted to be of the same person, and applies graph
cuts to refine the segment boundaries.
Human-guided foreground-background segmentation methods [12, 125]
typically employ graph-cuts [18, 78], which provides efficient approximations
for energy minimization tasks for pixel-label assignments with the constraint
that labels vary smoothly while preserving sharp discontinuities, e.g., at object
boundaries. For these approaches, a user selects some foreground and back-
ground pixels to initialize the models for single image segmentation [125], or
co-segmentation of multiple images [12].
Category-independent segmentation methods [3, 24, 35, 100] explore find-
ing object-like regions in the image. These works draw on classic Gestalt cues
to learn higher-level object-like region cues from labeled data of segmented
objects. In particular, interesting approaches to generate and rank an im-
age’s multiple figure-ground segmentation hypotheses are explored in [24, 35],
with results showing that higher-ranked figure proposals are more likely to be
objects in an image.
Whereas most prior work considers segmenting individual static images,
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increasingly researchers are exploring techniques for segmenting videos, which
can be considered as stacks of images. Video object segmentation is often per-
formed in an interactive or supervised way. Interactive methods require a user
to annotate object boundaries in some key frames, which are then propagated
to other frames while a user stands by to adjust errors [10, 117, 169]. Tracking-
based methods attempt to reduce the supervision to a manual segmentation
on only the first frame (e.g., [124, 148]). However, all such methods demand
user input drawing regions of interest, and may suffer from sensitivity to a
user’s annotation expertise.
Bottom-up approaches can segment videos in a fully automatic man-
ner, based on cues like motion and appearance similarity. Motion segmenta-
tion methods (e.g., [131]) cluster pixels in video using bottom-up motion cues.
Recent methods either perform pixel-level segmentation in a spatio-temporal
video volume from scratch [56], begin with an image segmentation per frame
and then match segments across nearby frames, e.g., [19, 65, 152], or use dense
flow to cluster long-term motion trajectories [21]. Without any top-down no-
tion of objects, however, such methods tend to over-segment, yielding regions
that taken alone may lack semantic meaning.
Discussion: Top-down methods have shown promising results for im-
age and video segmentation. As part of my goal to accurately discover novel
visual categories in images and videos containing multiple objects, I identify
a novel setting where pseudo top-down cues discovered from a collection of
unlabeled images or video frames can be used in conjunction with bottom-
up grouping cues for object segmentation. While bottom-up methods cannot
guarantee good object segmentations for any given image (even with multiple-
segmentations by varying the parameters of the segmentation algorithm), it
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will likely produce good object segmentations for some images. Using this
idea, in Section 4, I show how to group recurring visual patterns in a collec-
tion of images to discover representative object instances, and to use them to
refine the remaining instances.
2.4 Video Summarization
In this section, I discuss video summarization, focusing specifically on
video data. Summarization is particularly relevant to unsupervised visual cat-
egory discovery: In many real-world settings, it is difficult to have a predefined
list of interesting categories (i.e., those that are relevant for the application) in
large image collections or videos. Thus, unsupervised summarization methods
are useful to automatically extract the key content in the visual data.
Static keyframe selection methods use motion stability from pixel-level
optical flow aggregates [164] or color differences between selected frames [170]
to choose the most informative frames in the video. The selected keyframes
can be used to create a “storyboard” that summarizes the main content of the
video [52]: Given a set of keyframes and a set of foreground and background
keypoints manually selected by a user, the algorithm creates an extended frame
layout, and composites the frames using foreground object mattes.
Video or images sequence summarization can take the form of a single
montage of still images [5, 25, 46]. The basic idea in [5] is to create a montage by
choosing a reference frame, computing affine transformations between succes-
sive frames, and projecting them onto the reference frame. In [25], the system
segments the foreground object with user input and automatically selects key-
poses based on the object’s motion. The key-poses are placed sequentially in a
single image that depicts the dynamic motion patterns of the object. In [46],
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Freeman and Zhang show how to capture the shape relationships of an object
over time in a single image. Both range and image information are used to
display the pixels showing the surfaces closest to the viewer among all surfaces
seen over the entire sequence.
In contrast to still-image summaries, compact dynamic summaries si-
multaneously show several actions that occur in different times of the original
video [118, 122]. The authors of these works achieve this by minimizing an en-
ergy function to maximize activity, minimize overlap, and maximize temporal
consistency between the foreground object “tubes” in the video. The draw-
back is that the framework is limited to videos taken from a static camera in
which there is little background motion.
Recent methods aim to discover scene or action categories in visual
data captured from a wearable camera [67, 76]. In [67], Jojic et al. develop a
novel generative model called the “structural element epitome”, which discov-
ers scene categories such as kitchen, office, etc. The images are mapped to a
larger epitome matrix, where the amount of overlap indicates image similarity.
The model represents image similarity based on the spatial configuration of
the objects or scene, rather than their appearance similarity. In [76], Kitani et
al. cluster first person sports videos with a stacked Dirichlet process mixture
model that infers both the representation of actions (i.e., the motion histogram
codebook) and ego-action categories.
Discussion: Despite promising results, existing video summarization
approaches assume a static background or rely on low-level appearance and
motion cues to select what will go into the final summary. However, in many
interesting settings, such as egocentric videos, YouTube style videos, or feature
films, the background is moving and changing. More critically, a system that
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lacks high-level information on which objects matter may produce a summary
that consists of irrelevant frames or regions. In other words, existing methods
do not perform object-driven summarization and are indifferent to the impact
that each object has on generating the “story” of the video. In Chapter 5,
I propose an approach that learns category-independent importance cues de-
signed explicitly to target the key objects and people in the video. By learning
to predict important regions, my system focuses the visual summary on the
main people and objects, and ignores the irrelevant or redundant background
clutter.
2.5 Novelty Detection
Finally, I briefly review relevant work in novelty detection, the task of
identifying novel, unknown instances in the data; more detailed reviews can
be found in [108, 109]. Realistically, we cannot expect to train a system to
recognize all possible categories that it will encounter. Therefore, the ability
to differentiate between known and unknown instances in the data is critical.
Some methods model statistical properties of the data and estimate
whether a test instance belongs to the modeled distribution. In [107], a density
function is constructed for a given class, and the probability that a test instance
belonging to that class is computed. If the resulting probability is below a
threshold, the test instance is classified to be novel. The number of standard
deviations from the data mean can also be used to signal novelty [106]. Novelty
detection using other statistics (e.g., distance to median) to reject outliers has
been explored in [82].
Researchers have explored using classifiers to predict novel instances [81,
129, 161]. One-class SVMs [129] train using examples from a single class and
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classify instances that fall outside of the classification boundary to be novel,
while minimax probability machines (MPM) [81] identify outliers falling out-
side of a convex set given the mean and covariance of the data. In [161],
Weinshall et al. focus on “incongruent events”, which are defined to be con-
flicting predictions between a general-level and specific-level classifier. As a
concrete example, a general classifier can be trained on the face images of
many individuals. Another classifier can be trained using a specific smaller
set of Einstein’s faces. An incongruous instance (i.e., a novel face) is expected
to have a smaller posterior probability as estimated by the specific classifier
relative to that of the more general classifier.
Novelty detection for video has been of particular interest to the com-
puter vision community, due to its potential use in numerous practical ap-
plications ranging from detecting abnormal activities in surveillance data to
summarizing key content on a day’s worth of web-cam data. Existing unsuper-
vised methods explore tracking objects to determine the abnormality for each
object’s trajectory [11, 138], detecting abnormal activities with low-level mea-
surements using Hidden Markov Models (HMM) [166], Bayesian topic mod-
els [159], or Markov Random Fields (MRF) [74], and clustering to find outlier
sequences [58, 174].
Discussion: While novelty detection is a difficult problem, it is critical
for the success of recognition methods, whether they be supervised or unsuper-
vised. The method needs to identify which instances of the data are novel and
which are familiar. Nonetheless, the problem of distinguishing known instances
from unknown instances has not directly been addressed in the recognition lit-
erature, as most methods assume forced choice or sparse detections in a binary
setting where everything else is treated to be part of a nebulous “background”
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class. This is seen clearly in the form of benchmark challenges that have be-
come a central focus in recognition research, such as the Caltech and PASCAL
challenges. Instead, my work acknowledges that novel visual data can contain
a mix of both familiar and unfamiliar objects. Furthermore, my system need
not know how to label every image region, but instead can draw on useful cues
from familiar objects to better detect novel ones. In Chapter 3, I show that
entropy can provide reasonable estimates for novelty detection and perform
discovery only on instances that are deemed to be unknown.
Having summarized related work, I next describe my approach to ad-
dressing these problems. The next chapter introduces one of the central ideas




I propose to discover novel categories that occur amidst known objects
within un-annotated images. How could visual discovery benefit from familiar
things? The idea is that the relative layout of familiar visual objects sur-
rounding less familiar image regions can help to detect patterns whose correct
grouping may be too ambiguous if relying on appearance alone. Specifically,
I propose to model the interaction between a set of detected categories and
the unknown to-be-discovered categories, and show how a grouping algorithm
can yield more accurate discovery if it exploits both object-level context cues
as well as appearance descriptors. In addition, I show how this context-aware
framework can be enhanced through a self-paced curriculum, where the system
focuses on the easiest instances first, and progressively expands its repertoire to
include more complex objects. In the ensuing sections, I develop and validate
this novel context-aware category discovery approach for two applications: (1)
object discovery in natural image collections, and (2) face discovery in con-
sumer photo collections.1









Figure 3.1: Toy example giving the intuition for context-aware discovery. First
cover (b) and try to discover the common object(s) that appear in the images
for (a). Then look at (b) and do the same. (Hint: the new object resembles
an ‘r’.) (a) When all regions in the unlabeled image collection are unfamil-
iar, the discovery task can be daunting; appearance patterns alone may be
insufficient. (b) However, the novel visual patterns become more evident if
we can leverage their relationship to things that are familiar (i.e., the circles,
squares, triangles). I propose to discover visual categories within unlabeled
natural images by modeling interactions between the unfamiliar regions and
familiar objects.
3.1 Object-Graphs for Context-Aware Discovery
As the toy example in Figure 3.1 illustrates, novel recurring visual
patterns ought to be more reliably detected in the presence of familiar objects.
Studies in perception show that humans use contextual cues from familiar
objects to learn entirely new categories [69]. The use of familiar things as
context applies even for non-vision tasks. As a rough analogy for this visual
process, take natural language learning: when we encounter unfamiliar words,
their definition can often be inferred using the contextual meaning of the
surrounding text [162].
To implement this idea, I introduce a context-aware object category
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discovery algorithm.2 My method first learns category models for some set
of known or “familiar” categories. Given a new set of completely unlabeled
images, it predicts occurrences of the known classes in each image (if any),
and then uses those predictions as well as the image features to mine for com-
mon visual patterns. For each image in the unlabeled input set, we generate
multiple segmentations in order to obtain a pool of regions likely to contain
some full objects. We classify each region as known (if it belongs to one of
the learned categories) or unknown (if it does not strongly support any of the
category models). We then group the unknown regions based on their appear-
ance similarity and their relationship to the surrounding known regions. To
model the inter-category interactions, I propose a novel object-graph descriptor
that encodes the layout of the predicted classes (see Figure 3.2). The output
of the method is a set of discovered categories—that is, a partitioning of the
unfamiliar regions into coherent groups.
The proposed method strikes a useful balance between recognition
strategies at either end of the supervision spectrum. As discussed in Chapter 2,
the norm for supervised image labeling methods is forced-choice classification,
with the assumption that the training and test sets are comprised of objects
from the same pool of categories. On the other hand, the norm for unsuper-
vised recognition is to mine for all possible categories from scratch [55, 72, 86,
99, 127]. In my approach, the system need not know how to label every image
region, but instead can draw on useful cues from familiar objects to better
detect novel ones.
The key contribution is the idea of context-aware visual category dis-
covery; my technique introduces a method to determine whether regions from



















Figure 3.2: We want to encode the layout of known categories relative to an
unknown object. In this example, the unknown region is the mailbox. The
goal is to form clusters on the basis of the similarity of the unknown regions’
appearance, as well as the similarity between the structural relationships with
surrounding familiar objects.
multiple segmentations are known or unknown, as well as a new object-graph
descriptor to encode object-level context. Most importantly, unlike existing
approaches, my method allows the interaction between known and unknown
objects to influence discovery. I evaluate my approach on five datasets, and
show that it leads to significant improvements in category discovery compared
to traditional methods that rely only on appearance information and perform
discovery from scratch.
3.1.1 Approach
There are three main steps to the approach: (1) detecting instances
of known objects in each image while isolating regions that are likely to be
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unknown; (2) extracting object-level context descriptions for the unknown
regions; and (3) clustering the unfamiliar regions based on these cues. In the
following, I describe each step in turn.
3.1.1.1 Identifying Unknown Objects
Any image in the unlabeled collection may contain multiple objects, and
may have a mixture of familiar and unfamiliar regions. In order to describe
the interaction of known and unknown objects, we must first predict which
regions are likely instances of the previously learned categories.
Ideally, an image would first be segmented such that each region cor-
responds to an object; then we could classify each region and take only those
with the most confident outputs as “knowns”. In practice, due to the non-
homogeneity of many objects’ appearance, bottom-up segmentation algorithms
(e.g. Normalized Cuts [132]) cannot produce such complete regions. Therefore,
following [103, 127], we generate multiple segmentations per image, with the
expectation that although some regions will fail to agree with object bound-
aries, some will be good segments that correspond to coherent objects. Each
segmentation is the result of varying the parameters to the segmentation al-
gorithm (i.e., number of regions, image scale).
We first compute the confidence that any of these regions correspond
to a previously learned category. Assuming reliable classifiers, we will see the
highest certainty for the “good” regions that are from known objects, and
lower responses on regions containing a mix of known and unknown objects
or regions comprised entirely of unknown objects (see Figure 3.3). Using this
information to sort the regions, we can then determine which need to be sent
to the grouping stage as candidate unknowns, and which should be used to
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Image GT known/unknown 
Multiple-Segmentation Entropy Maps 
Figure 3.3: An example image, its ground-truth known/unknown label im-
age, and our method’s predicted entropy maps for each of its 10 segmenta-
tions. For the ground-truth, black regions denote known classes (sky, road),
and white regions denote unknown classes (building, tree). (Gray pixels are
“void” regions that were not labeled in the MSRC-v2 ground-truth). In the
entropy maps, lighter/darker colors indicate higher/lower entropy, which sig-
nals higher/lower uncertainty according to the known category models. Note
that the regions with highest uncertainty (whitest) correspond correctly to un-
known objects, while those with the lowest uncertainty (darkest) are known.
Regions that are comprised of both known and unknown objects are typically
scored in between (gray). By considering confidence rates among multiple seg-
mentations, we can identify the regions that are least strongly “claimed” by
any known model.
construct the surrounding object-level cues.
We use a labeled training set to learn classifiers for N categories, C =
{c1, . . . , cN}. The classifiers must accept an image region as input and provide
a confidence of class membership as output. We combine texture, color, and
shape features using the multiple kernel learning (MKL) framework of [9] and
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obtain posterior probabilities for any region with an SVM classifier; i.e., the
probability that a segment s belongs to class ci, P(ci|s). (Details on the
features we use in our results are given in Section 3.1.2.)
The familiarity of a region is captured by the list of these posterior
probabilities for each class, which reflect the class-label confidences given the
region. Segments that look like a learned category ci will have a high value
for P(ci|s), and low values for P(cj |s), ∀j 6= i. These are the known objects.
Unknown objects will have more evenly distributed values among the poste-
riors. To measure the degree of uncertainty, we compute the entropy E for a
segment s, E(s) = −
∑N
i=1 P(ci|s) · log2 P(ci|s).
The lower the entropy, the higher the confidence that the segment be-
longs to one of the known categories. Similarly, higher entropy regions have
higher uncertainty and are thus more “unknown”. This gives us a means to
separate the known regions from the unknown regions in each image. Note
that entropy ranges from 0 to log2(N); we simply select a cutoff threshold
equal to the midpoint in this range, and treat regions above the threshold as
unknown and those below as known. Figure 3.3 shows the entropy maps we
computed for the multiple segmentations from a representative example im-
age. Note the agreement between the highest uncertainty ratings and the true
object boundaries.
3.1.1.2 Object-Graphs: Modeling the Topology of Category Pre-
dictions
Given the unknown regions identified above, we would like to model
their surrounding contextual information in the form of object interactions.
Specifically, we want to build a graph that encodes the topology of adjacent
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regions relative to an unknown region (see Figure 3.2). Save the unknown re-
gions, the nodes are named objects, and edges connect adjacent objects. With
this representation, one could then match any two such graphs to determine
how well the object-level context agreed for two candidate regions that might
be grouped. Regions with similar surrounding context would have similar
graphs; those with dissimilar context would generate dissimilar graphs.
If we could rely on perfect segmentation, classification, and separation
of known and unknown regions, this is exactly the kind of graph we would
construct—we could simply count the number and type of known objects and
record their relative layout. In practice, we are limited by the accuracy and
confidence values produced by our classifier as well as the possible segments.
While we cannot rectify mislabeled known/unknown regions, we can be more
robust to misclassified known regions (e.g., sky that could almost look like
water) by incorporating the uncertainty into the surrounding object context
description.
I propose an object-graph descriptor that encodes the likely categories
within the neighboring segments and their proximity to the unknown base seg-
ment. Rather than form nodes solely based on a region’s class label with the
maximum posterior probability, we create a histogram that forms localized
counts of object presence weighted according to each class’s posterior. For
each segment, we compute a distribution that averages the probability val-
ues of each known class that occurs within that segment’s r spatially nearest
neighboring segments (where nearness is measured by distance between seg-
ment centroids), incremented over increasing values of r (see Figure 3.4). We
retain the superpixel segment centered on the unknown segment and remove
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Figure 3.4: Schematic of the proposed 2D object-graph descriptor. The base
segment is s. The numbers indicate each region’s rank order of spatial prox-
imity to s for two orientations, above and below. The circles denote each
segment’s centroid. In this example, there are four known classes: building
(b), tree (t), sky (s), and road (r). Each histogram Hr(s) encodes the average
posteriors for the r neighboring segments surrounding s from above or below,
where 0 ≤ r ≤ R. (Here, R = 3, and bars denote posterior values.) Taken to-
gether, g2D(s) serves as a soft encoding of the likely classes that occur relative
to s, from near to far, and at two orientations.
Specifically, for each unknown segment s, we compute a series of his-
tograms using the posteriors computed within its neighboring superpixels.
Each component histogram Hr(s) accumulates the average probability of oc-
currences of each class type ci within s’s r spatially nearest segments for each
of two orientations, above and below the segment. We concatenate the compo-
nent histograms for r = 0, . . . , R to produce the final object-graph descriptor:
g2D(s) = [H0(s), H1(s), . . . , HR(s)], (3.1)
where H0(s) contains the posteriors computed within s’s central superpixel.
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The result is an ((R+1)·2N)-dimensional vector, where N denotes the number
of familiar classes. Note that higher values of r produce a component Hr(s)
covering a larger region, and the descriptor softly encodes the surrounding
objects present in increasingly further spatial extents. Our representation can
detect partial context matches (i.e., partially agreeing spatial layouts), since
the matching score between two regions is proportional to how much their
context agrees. Due to the cumulative construction, discrepancies in more
distant regions have less influence.
There are a couple of implementation details that will help ensure that
similar object topologies produce similar object-graph descriptors. First, we
need to maintain consistency in the size and relative displacement of nodes (re-
gions) across different object-graphs; to do this, we use superpixel segments as
nodes (typically about 50 per image). Their fairly regular size and shape tes-
sellates the image surrounding the unknown region well, which in turn makes
a centroid-based distance between nodes reliable.3 As usual, the superpix-
els may break non-homogeneous objects into multiple regions, but as long as
the oversegmentation effect is fairly consistent in different images (e.g., the
dark roof and light wall on the building are often in different superpixels), the
object-graph will avoid misleading double-counting effects. Empirically, we
have observed that this consistency holds.
Second, we need to obtain robust estimates of the known objects’ pos-
terior probabilities, and avoid predicting class memberships on regions that
3Note that our descriptor assumes images have similar scene depth, and thus that the
relative placement of surrounding objects depends only on the scale of the object under
consideration (as do most existing recognition methods using object co-occurrence context,
e.g., [60, 133]). In Section 3.1.1.3, we relax this assumption to encode a 3D object-graph
descriptor that utilizes scene depth.
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are too local (small). For this we exploit the multiple segmentations: we es-
timate the class posteriors for each segment, then for each image, we stack
its segmentation maps, and compute a per-pixel average for each of the N
posterior probabilities. Finally, we compute the posteriors for each superpixel
node by averaging the N -vector of probabilities attached to each of its pixels.
Note that this allows us to estimate the known classes’ presence from larger
regions, but then summarize the results in the smaller superpixel nodes.
We select a value of R large enough to typically include all surrounding
regions in the image. We limit the orientations to above and below (as opposed
to also using left and right) since we expect this relative placement to have
more semantic significance; objects that appear side-by-side can often be in-
terchanged from left-to-right (e.g., see the mailbox example in Figure 3.2). For
images that contain multiple unknown objects, we do not exclude the class-
probability distributions of the unknown regions present in another unknown
region’s object-graph. Even though the probabilities are specific to known
objects, their distributions still give weak information about the appearance
of unknown objects.
Previous methods have been proposed to encode the appearance of
nearby regions or patches [60, 86, 133, 153], however our object-graph is unique
in that it describes the region neighborhood based on object-level information,
and explicitly reflects the layout of previously learned categories. In Sec-
tion 3.1.2 we demonstrate the comparative value for the discovery task. Rel-
ative to existing graph kernels from the machine learning literature [51, 71],
our approach allows us to represent object topology without requiring hard
decisions on object names and idealized segmentations.
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3.1.1.3 3D Object-Graphs
In this section, I show how to extend the object-graph descriptor to
model 3D spatial layout.
The 2D object-graph described thus far is often sufficient to model
the scene context and relative locations of objects, since general photographer
biases lead to similar 2D layouts across image instances (e.g., sky is above,
ground is below, camera distance to objects is within a similar range). How-
ever, in some cases the spatial relationships between objects in the 2D image
plane can appear to be quite different from their true relationships in the
3D world. Explicitly modeling the 3D scene geometry can resolve potential
discrepancies in spatial relationships between objects in images with different
scene depths. For example, in a close-up photo of a car, a part of the road
that is actually behind the car could be placed above the car in the 2D image
plane. By modeling scene geometry, we can infer that the road is actually
below the car in the 3D world plane, and thus make its scene context compa-
rable to that of a car in a broader street scene image. Thus, to account more
explicitly for the depth ordering of objects in the scene, we next introduce
a 3D variant of the object-graph that uses single-view estimates of occluding
boundaries to estimate the proximity and relative orientations of surrounding
familiar objects.
Given a depth ordering of the objects in the image, the object-graph
descriptor can be adapted to capture the relationships between the objects in
the 3D world. To estimate depth, we employ the method of [64], which infers
occlusion boundaries in a single image using edge and region cues together
with 3D surface and depth cues. It computes a segmentation of the image,
classifies each region as belonging to either the sky, ground, or vertical planes,
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and produces pixel-level depth estimates. We compute a single depth estimate
for each region by averaging its pixel-level depth values.
To create our 3D object-graph descriptor, we again encode the likely
categories within the neighboring segments and their proximity to the unknown
base segment with cumulative posterior probability histograms. However, un-
like the 2D object-graph descriptor, which ranks neighboring regions based on
their centroid distances in the image plane, the 3D object-graph descriptor
measures region nearness using 3D depth estimates, explicitly accounting for
the surface planes (e.g., sky, ground, and vertical) that each region resides in.
Furthermore, we use regions rather than superpixels for the 3D object-graph
nodes since (1) the regions generated using [64] cover objects quite well, and
(2) we no longer assume similar scene depth across images and thus do not
benefit from the superpixels’ consistency in size and relative displacements.
Instead, for each surface plane, we accumulate the posterior probability dis-
tributions of neighbors in increasing displacement in depth (as measured by
L2 distance) relative to the central unknown object. We then concatenate the
posterior distributions to create a single 3D object-graph descriptor for the
unknown region:
g3D(s) = [Hsky(s), Hground(s), H0(s), . . . , HR(s)]. (3.2)
Figure 3.5 shows a schematic of the 3D object-graph descriptor.
In Section 3.1.2.6 we compare the 2D and 3D object-graph variants.
The performance of the 3D object-graph is influenced by the accuracy of the
underlying scene depth estimate algorithm. In our experiments, we observe
that the method of [64] produces best results for scene images with multiple
objects (including sky and ground) and a visible horizon, and it is less reliable
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Figure 3.5: Schematic of the 3D object-graph descriptor. The base segment is
s. The numbers indicate each region’s rank order of estimated depth proximity
to s. We compute the depth map using the method of [64]. Hsky(s) and
Hgnd(s) encode the posteriors for the sky-plane and ground-plane segments,
respectively. Each Hr(s) encodes the average posteriors for the r neighboring
vertical-plane segments surrounding s, where 0 ≤ r ≤ R. Taken together, the
object-graph g3D(s) serves as a soft encoding of the likely classes that occur
relative to s, from near to far in terms of scene depth, and at three surface
orientations.
for images of close-up objects. While we focus on single-view estimates of
relative depth to avoid making assumptions about the original sensor, of course
if stereo data were available our method could similarly exploit it to form the
3D object-graph descriptor.
3.1.1.4 Category Discovery Amidst Familiar Objects
Now that we have a means to compute object-level context, we can
combine this information with region-based appearance to form homogeneous
groups from our collection of unknown regions. We define a similarity function




Figure 3.6: The method forms clusters on the basis of the similarity of the
unknown regions’ appearance (given byKapp), as well as the similarity between
the structural relationships with surrounding familiar objects (given by our
object-graph descriptor Kobj−graph). The nodes indicate the unknown regions,








Kχ2 (au(sm), au(sn)) +Kχ2 (g(sm), g(sn)) , (3.3)
where g(sm) and g(sn) are the object-graph descriptors (either of the 2D or
3D variants), and each au(sm) and au(sn) denotes an appearance-based fea-
ture histogram extracted from the respective region (which will be defined in
Section 3.1.2). Each Kχ2(·, ·) denotes a χ
2 kernel function for two histogram







), where i indexes the histogram bins.
While we have fixed the relative weighting between the appearance and con-
text terms, one could instead learn the weights in an unsupervised manner
through multiple kernel clustering [171]. I discuss this issue in more detail in
Section 3.4 at the end of this chapter.
We compute affinities between all pairs of unknown regions to gener-
ate an affinity matrix, which is then given as input to a clustering algorithm
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Input: Set of classifiers for N known category models, set of novel
unlabeled images, and k.
Output: Set of k discovered categories (clusters).
1. Obtain multiple segmentations for each image.
2. Compute posteriors for each region. (Section 3.1.1.1)
3. Compute the entropy for each region to classify as “known” or
“unknown”. (Section 3.1.1.1)
4. Construct an object-graph for each unknown region.
(Sections 3.1.1.2 & 3.1.1.3)
5. Compute affinities between unknown regions with the object-graph
and appearance features, and cluster to discover categories.
(Section 3.1.1.4)
Algorithm 1: The object-graphs discovery algorithm
to group the regions (see Figure 3.6). We use the spectral clustering method
developed in [111], which clusters instances using the eigenvectors of the Lapla-
cian matrix of the data. We choose this method due to its simplicity and ability
to group instances that do not form convex regions in feature space. Because
we use multiple segmentations, if at least one “good” segment of an unknown
object comes out of an image, then it may be matched and clustered with
others that belong to the same category. Since our unknown/known separa-
tion for novel images may be imperfect, some discovered groups may contain
objects that actually belong to a known class. Importantly, since affinity can
be boosted by either similar appearance or similar context of known objects,
we expect to be able to discover objects with more diverse appearance.
To recap, I summarize the main steps of the approach in Algorithm 1.
3.1.2 Results
In this section, I (1) evaluate our method’s discovery performance and
compare against two appearance-only baselines, (2) analyze our entropy-based
known-unknown separation measure, (3) compare the object-graph with an
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Figure 3.7: Example images of the datasets used for context-aware object
discovery.
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appearance-based context baseline, (4) compare the 2D and 3D object-graph
variants, and (5) show qualitative examples of real object-graphs and discov-
ered categories.
Datasets We validate our approach with five datasets: MSRC-v0, MSRC-
v2, PASCAL VOC 2008, Corel, and Gould 2009 [53] (see Figure 3.7 for exam-
ples). We want to evaluate how sensitive our method is with respect to which
classes are considered familiar (or unfamiliar), and how many (or few) objects
are in the “known” set of models. Thus for each dataset, we form multiple
splits of known/unknown classes, for multiple settings of both the number of
knowns (N) and the number of true unknowns present.
Implementation details We use Normalized Cuts [132] for segmentation,
and vary the number of segments from 3 to 12 to obtain 10 segmentations
(75 segments) per image. To form the appearance descriptor au(s) for a re-
gion s, we use several types of bag-of-features histograms: Texton Histograms
(TH), Color Histograms (CH), and pyramid of HOG (pHOG) [15]. These fea-
tures encode region texture, color, and shape, respectively. To compute class
probabilities, we use one-vs-all SVM classifiers trained using MKL, and obtain
posteriors using [116]. For our 2D object-graph descriptor, we generate an
over-segmentation with roughly 50 superpixels per image, and fix R = 20. We
normalize each au(s), g2D(s), and g3D(s) to sum to 1.
Evaluation metrics We use both purity [142] and mean Average Precision






maxj Ni,j, where N is the total number of instances,
Ni is the total number of instances in cluster i, and Ni,j is the total number
of instances with ground-truth label j in cluster i. mAP reflects how well we
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have captured the affinities between intra-class versus inter-class instances (in-






pq(r) dr, where N
is the total number of instances, pq(r) is the precision for instance q at recall
rate r, and precision = tp
tp+fp
where tp and fp are the number of true positive
and false positive retrieved instances, respectively. We only consider regions
with ground-truth labels (i.e., no “voids” from MSRC). To score an arbitrary
segment, we consider its ground truth label to be that which the majority of
its pixels belong to.
These metrics reward discovery of object parts as well as full objects
(e.g., we would get credit for discovering cow heads and cow legs as sepa-
rate entities). This seems reasonable for the unsupervised category discovery
problem setting, given that the part/object division is inherently ambiguous
without external human supervision. We report purity values as a function of
the number of clusters, since we cannot assume prior knowledge on the num-
ber of novel categories. Since the spectral clustering step [111] uses a random
initialization, we average all results over 10 runs.
3.1.2.1 Object Discovery Accuracy
To support the main claim that the detection of familiar objects should
aid in category discovery, I first evaluate how much accuracy improves when
we form groups using appearance together with the object-graph, versus when
we form groups using appearance alone. I thus generate two separate curves
for purity scores: (1) an appearance-only baseline where we cluster unknown
regions using only appearance features (App. only), and (2) our approach,
where we cluster using both appearance and contextual information (Object-
Graph).
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Since our evaluation scenario necessarily differs from earlier work in un-
supervised discovery, it is not possible to directly compare the output of our
method with previously reported numbers: our method assumes some back-
ground knowledge about a subset of the classes, whereas existing discovery
methods assume none. However, our appearance-only baseline shows the lim-
its of what can be discovered using conventional approaches for this data, since
previous unsupervised methods all rely solely on appearance [55, 72, 86, 127].
Furthermore, we also generate comparisons with the state-of-the-art LDA-
based discovery method of Russell et al. [127] using the authors’ publicly
available code. This method assigns regions to clusters using the LDA topic
model with SIFT appearance features. To our knowledge, theirs is the only
other current unsupervised method that tests with datasets containing mul-
tiple objects per image, making it the most suitable method for comparison.
In all results, our method and the baselines are applied to the same pool of
segments (i.e., those our method identifies as unknown).
Figure 3.8 shows the results using the 2D object-graph on four datasets.
Our model significantly outperforms the appearance-only baselines. These
results confirm that the appearance and object-level contextual information
complement each other to produce high quality clusters. Note the consistency
in our method’s improvement over the baselines with respect to the number
of clusters.
Upon examining the relative performance on different known/unknown
splits, we found that discovery performance depends to a limited extent on
which categories are known, and how many. For example, both our method
and the baseline have stronger discovery performance on MSRC-v2 set2 than
on set1. This can be attributed to the fact that the unknowns in set2 are grass,
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Figure 3.8: Discovery accuracy results given by purity rates for all four 2D
object-graph datasets as a function of k. Higher curves are better. We compare
our 2D object-graph approach (Object-Graph) with appearance-only baselines.
The discovered categories are more accurate using the proposed approach, as
the familiar objects nearby help us to detect region similarity even when their
appearance features may only partially agree.
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Building Tree Cow Airplane Bicycle
Our full model 0.32 0.36 0.41 0.36 0.21
App. only 0.27 0.33 0.20 0.21 0.10
Obj-Graph only 0.32 0.27 0.37 0.32 0.24
Table 3.1: Mean Average Precision (mAP) on MSRC-v2 set1 unknowns.
sky, water, road, and dog, which have strong appearance features and can
be discovered reliably without much contextual information. When the ratio
between the number of unknown categories to known categories increases (from
left to right in Figure 3.8 (a) and (b)), there is a decrease in the information
provided by the known object-level context, and consequently we find that
our improvements over the baseline eventually have a smaller margin (see
rightmost curves in (a) and (b), where only 5 or 6 objects are known). Overall,
however, we find that the improvements are quite stable: across the 12 random
splits tested for the MSRC and PASCAL, our method never detracts from the
accuracy of the baseline.
To directly evaluate how accurately our 2D object-graph affinities com-
pare the regions, we analyze the mean Average Precision (see Table 3.1). Our
full model noticeably outperforms the appearance-only baseline in all cate-
gories. In fact, the object-graph descriptor alone (with no appearance infor-
mation) performs almost as well as our full model. For bicycles, the affinities
obtained using only appearance information are weak, and thus the full model
actually performs slightly worse than the object-graph descriptor in isolation.
We also see that our model’s largest improvement occurs for the cow class
(high appearance variance), whereas it is smaller for trees (low appearance
variance). This makes sense because context is more helpful when grouping
instances from a category with high appearance variation.
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Figure 3.9: Precision-recall curve for known versus unknown decisions on the
MSRC-v2 set1; the star denotes the cutoff (half of the maximum possible
entropy value).
3.1.2.2 Impact of Known/Unknown Decisions
Next, I evaluate how well my method predicts known versus unknown
regions. Figure 3.9 shows the precision-recall curve for our known-unknown
decisions on the MSRC-v2. For this, we treat the known classes as positive,
and the unknown classes as negative, and sort the regions by their entropy
scores. The red star indicates the precision-recall value at 1
2
maxE(s). With
this (arbitrary) threshold, the regions considered for discovery are almost all
true unknowns (and vice versa), at some expense of misclassifying unknown
and known regions. Adjusting the “knob” on the threshold produces a tradeoff
between the number of true unknowns considered for discovery versus the
number of true knowns treated as unknowns. Learning the optimal threshold
depends on the application, and for our problem setting, 1
2
maxE(s) suffices.
As discussed in Chapter 2, novelty detection is a difficult problem. Our
use of multiple segmentations provides some robustness to this issue in that it
allows us to choose the regions that are least likely to be claimed by any known
model. We will see the lowest entropy for the regions that are from known
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Figure 3.10: Comparison of the 2D object-graph descriptor to a “raw”
appearance-based context descriptor.
objects, higher values on regions containing a mix of known and unknown
objects, and the highest entropy for regions comprised entirely of unknown
objects, as discussed in Section 3.1.1.1.
3.1.2.3 Impact of the Object-Graph Descriptor vs. Raw Appear-
ance
I next evaluate how our 2D object-graph descriptor compares to a sim-
pler alternative that directly encodes the surrounding appearance features.
Since part of our descriptor’s novelty rests on its use of object-level infor-
mation, this is an important distinction to study empirically. We substitute
class probability counts in the object-graph with raw feature histogram counts.
Figure 3.10 shows the result on the MSRC-v2. Our object-graph performs
noticeably better than the baseline, confirming that directly modeling class-
interactions instead of surrounding appearance cues can improve discovery.
In addition to improved accuracy, our descriptor also has the advantage
of lower dimensionality. The object-graph requires only R · 2N -dimensional
vectors for each unknown region, whereas the appearance baseline requires

















Figure 3.11: Maximal segmentation accuracy attainable per object using mul-
tiple segmentations versus a single segmentation.
our object-graph is about 70 times more compact.
3.1.2.4 Impact of Multiple Segmentations
I next study the impact that multiple segmentations have on providing
candidate object regions that agree well with true boundaries. For each object
in the image, we take the region from the pool of bottom-up multiple segmen-
tations that has the highest overlap score with its ground-truth segmentation
to compute the maximum overlap score [7]. We compare against taking re-
gions from a single segmentation baseline that generates seven segments per
image (the average number of regions per segmentation in the set of multiple
segmentations).
Figure 3.11 shows the result on the MSRC-v2. The regions in the pool of
multiple segmentations provide significantly better candidates for representing
objects than those in the pool of the single segmentation baseline. The median
score for the multiple segmentation regions is about 0.5, which indicates that
the best candidates have high overlap with true object regions. This result
corroborates the findings in [127].
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While the result highlights the importance of generating multiple seg-
mentations, it also reveals the limitations of bottom-up segmentations for dis-
covery since there is clearly room for improvement in segmentation quality. In
Chapter 4, I explore how discovered top-down patterns in the unlabeled image
collection can be used to refine the initial segmentations, so that we are not
restricted to discovering patterns among the bottom-up segments.
3.1.2.5 Example Object-Graphs
Thus far, I have established that the object-graph can boost discovery
performance. It is also interesting to look more closely at what the graphs
are actually capturing. Figure 3.12 (a) and (b) show examples of 2D and
3D object-graphs generated using our approach, respectively. The 2D object-
graphs are generated on the MSRC-v0 dataset with building, grass, sky, road,
mountain, water, flower, and leaf as knowns, and the 3D object-graphs are
generated on the Gould 2009 dataset with sky, tree, road, grass, water, build-
ing, and mountain as knowns.
Our method correctly identifies the car and motorbike regions as un-
knowns (those with yellow boundaries), and produces accurate descriptions of
the surrounding familiar object-level context. To visualize the familiar cat-
egory posterior distributions in each surrounding region node, we label each
node with the category that produces the maximum posterior probability.
Furthermore, for the 2D object-graph (Figure 3.12 (a)), we group the nodes
according to their predicted labels. However, note that for the actual imple-
mentation, we compute the object-graphs by taking the full posterior distribu-
tions, and connect each superpixel node to the central unknown region. Our










Figure 3.12: Examples of 2D and 3D object-graphs generated by our method.
Our method correctly identifies the car and motorbike regions, in (a) and
(b) respectively, as unknowns (regions with yellow borders), and produces
accurate descriptions of the surrounding familiar object-level context. Our
method groups the unknown regions, despite their variable appearance, due
to their strong agreement in object-graphs. Note that the surrounding regions
that do not belong to a familiar category cannot be classified correctly (e.g.,
the person regions in (b)); however, the distribution of their known-category
posterior probabilities still provide meaningful appearance information that
lead to accurate object-graph descriptions.
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Figure 3.13: Comparison of the 3D object-graph descriptor to the 2D object-
graph descriptor on the Gould 2009 dataset. The 3D descriptor is able to
exploit the scene geometry prevalent in the data, to produce more accurate
descriptions of spatial context.
enables them to be grouped despite their heterogeneous appearance.
3.1.2.6 Modeling Scene Depth with 3D Object-Graphs
I next evaluate the impact that the 3D object-graph has on discovery.
We evaluate our method on the Gould 2009 dataset, since it has previously
been tested for computing depth estimates and is appropriate for modeling 3D
scene structure from single views. The other datasets contain some images of
close-up objects, which the method of [64] does not handle as well. While we
choose to test on single images to demonstrate the flexibility of our approach,
stereo data would also be amenable when available, since their disparity maps
provide depth information.
As before, we perform discovery on the regions that are deemed to be
unknown. In addition, we remove any misclassified regions, i.e., true known
regions misclassified as unknown, in order to isolate our analysis on the 2D
versus 3D scene context description without any side effects caused by those
errors. We consider in total seven neighboring regions: one region from the
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sky plane, one region from the ground plane, and five neighboring regions in
the vertical plane; empirically, we find that the regions generated from the
occlusion boundary segmentation algorithm [64] tend to correspond well with
the true number of objects in the image.
Figure 3.13 shows the results, compared against the 2D object-graph
descriptor on the same set of unknown regions. The 3D object-graph outper-
forms the 2D object-graph. This can be attributed to the fact that the dataset
is mostly composed of natural scene images, where 3D geometry estimates are
more reliably computed by [64]. Furthermore, the 3D object-graph strictly
matches regions that belong to the same geometric plane (e.g., sky regions are
only compared against each other). In this way, the scene structure is retained
in the comparison, providing matching scores that are more robust to camera
pose variations. Nonetheless, the 2D object-graph still performs quite well,
which indicates that modeling spatial layout in the 2D image plane is often
sufficient to provide reliable object-level context descriptions.
3.1.2.7 Discovered Categories: Qualitative Results
Finally, I provide qualitative image examples of what our method dis-
covers. Figures 3.14 and 3.15 shows examples of discovered categories from
the 3457 MSRC-v0 images using our 2D object-graph approach, for k = 30.
We show two sets of qualitative results using different methods to generate
the candidate object regions: one using Normalized Cuts and the other using
the hierarchical segmentation engine of [6]. This lets us analyze the influence
that higher quality segmentations have on qualitative discovery accuracy. The
cluster images are sorted by their degree (top left is highest, bottom right is
lowest) as computed by the affinity matrix: D(sm) =
∑
l∈L K(sm, sl), where
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L denotes the cluster containing segment sm. We show the top 20-30 regions
for each cluster, removing overlapping regions and limiting to only one region
per image.
The resulting groups show good semantic consistency (here, we see
windows, cars, bicycles, trees, chimneys, sheep, and cows). Notably, our
clusters tend to be more inclusive of intra-class appearance variation than
those that could be found with methods that rely only on appearance, such
as [55, 72, 86, 127]. For example, note the presence of side and frontal/rear
views in the sheep, car, and cow clusters (see first row in Figure 3.14 and sec-
ond to fourth rows in Figure 3.15), and the distinct types of windows that get
grouped together (see third row in Figure 3.14 and last row in Figure 3.15).
Our algorithm also discovers cars and buildings as a single category, which
often co-occur and are segmented together (see fifth row in Figure 3.15). This
makes sense since their regions have similar appearance and similar surround-
ing context (i.e., road below). The segmentation quality of the discoveries
made using the regions from [6] is better than those made using Normalized
Cuts, which shows that better candidate object regions lead to higher quality
discoveries. Overall, these results indicate that boosting affinities using both
appearance and object-level context lead to semantically coherent discoveries.
So far, I have described how to discover a fixed number of categories at
once in a batch setting. In the next section, I will show how to progressively
discover categories in order of predicted “easiness”, which will lead to more
accurate category groupings.
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Figure 3.14: Examples of discovered categories for the MSRC-v0 using Nor-
malized Cuts regions. Our clusters show good semantic consistency and tend
to be more inclusive of intra-class appearance variation than those found us-
ing appearance alone. For example, note the presence of side and frontal/rear
views in the car clusters, and the distinct types of windows that get grouped
together. When clustering with appearance alone, it would not be possible to
realize the consistency across such varying viewpoints.
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Figure 3.15: Examples of discovered categories for the MSRC-v0 using Ori-
ented WaterShed Transform - Ultrametric Contour Map [6] regions. Note the
presence of side and frontal/rear views in the car, cow, and sheep clusters.
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3.2 Learning the Easy Things First: Self-Paced Visual
Category Discovery
Existing discovery methods, including the approach described in the
previous section, treat object category discovery as a one-pass “batch” pro-
cedure: the input is a set of unlabeled images and the output is a set of k
discovered categories found via clustering. They implicitly assume that all
categories are of similar complexity, and that all information relevant to learn-
ing is available at once. However, paying equal attention to all instances
makes the grouping sensitive to outliers, and can skew the resulting models
unpredictably. Furthermore, it denies the possibility of exploiting inter-object
context cues during discovery; one cannot detect the typical relationships be-
tween objects if models for the component objects are themselves not yet
formed.
In this section, I propose a self-paced approach to context-aware visual
discovery.4 The goal is to focus on the “easier” instances first, and gradually
discover new models of increasing complexity. What makes some image re-
gions easier than others? And why should it matter in what order objects are
discovered? Intuitively, regions spanning a single object exhibit more regular-
ity in their appearance than those spanning multiple objects or parts thereof,
making them more apparent for a clustering algorithm to group. At the same
time, regions surrounded by familiar objects have stronger context that can
also make a grouping more apparent. For example, if the system discovers
models for desks and computer monitors first, it is then better equipped to
discover keyboards in their midst. In contrast, if it can currently only recognize
kitchen objects, keyboards are less likely to emerge as an apparent cluster.
4I published the work described in this section in [91].
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In human learning, it is common that easier concepts help shape the
understanding of more difficult (but related) concepts. In math, one learns
addition before multiplication; in CS, linked lists before binary trees. We aim
to capture a similar strategy for visual discovery. However, a critical distinc-
tion is that my approach must accumulate its discoveries without any such
prescribed curriculum. That is, it must self-select which aspects to discover
first.
To implement this idea, I first introduce a measure of easiness that uses
two criteria automatically estimated from the unlabeled data: (1) the likeli-
hood that the region represents a single object from any generic category—its
“objectness”; and (2) the likelihood that its surrounding image regions are
instances of familiar categories for which we have trained models (i.e., the
familiarity of the surrounding regions)—its “context-awareness”.
In Section 3.1, I demonstrated the positive impact of modeling familiar
object context for category discovery. Therefore, I initialize the system with
models of “stuff” categories (grass, sky, etc.). Then, given an unlabeled image
collection, it proceeds to discover “things” (objects) a single category at a
time, in order of predicted easiness. After each discovery, it updates the set
of familiar categories by training a detector for the newly found object class,
which allows it to produce a richer context model for each remaining (harder)
unfamiliar instance. Similarly, it revises the easiness estimates on all data, and
loosen the easiness criterion for the next round of discovery. Thus, in contrast
to a one-pass k-way partitioning, my approach gradually accumulates models
for larger portions of the data. The process continues until all data is either
accounted for, or else fails to meet the least selective easiness criterion. See
Figure 3.16.
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Traditional Batch k!way Single Easiest (Ours)
Figure 3.16: In contrast to traditional k-way batch clustering approaches (left),
I propose to discover “easier” objects first. At each cycle of discovery, a mea-
sure of easiness isolates instances more amenable to grouping (darker dots on
right).
The main contribution in this part of my thesis is the idea of visual
discovery through a self-paced curriculum. It directly builds on my context-
aware approach from Section 3.1, but now the system leverages familiar object
context to discover a single category at each iteration. I validate all aspects
of my approach on realistic natural images, and show clear advantages for
summarization compared to conventional batch clustering and state-of-the-art
discovery algorithms. Further, I show that we can train models to predict
instances in novel images in an interactive setting where a human annotator
names each discovered category. In this way, my approach achieves competitive




As above, the goal is to discover visual categories from an unlabeled im-
age collection by grouping image regions with similar appearance and context.5
Throughout the discovery process, we maintain two disjoint sets of image sub-
windows: D, the discovered windows that have been assigned to a cluster, and
U, the undiscovered windows that remain in the general unlabeled pool. In
addition, we maintain an evolving set of familiar categories Ct = {c1, . . . , cNt},
where Nt is the category count at iteration t. Initially D is empty.
My approach iterates over four main steps: (1) identifying the easy
instances among the image regions in U; (2) discovering the next prominent
group of easy regions; (3) training a model with the discovered category to
detect harder instances in the data, moving them to D; and (4) revising the
object-level context for all regions in U according to the most recent discovery.
I first explain how we represent a cluster (Section 3.2.1.1), and how we initialize
the set of familiar categories (Section 3.2.1.2). I then describe each of the four
main steps in turn (Secs. 3.2.1.2 to 3.2.1.5).
3.2.1.1 Exemplar-based Category Models
We use a simple exemplar-based model to represent familiar classes, i.e.,
those the system has discovered thus far. Each region or window is represented
by T types of texture/color descriptors (to be defined in Section 3.2.2). The
likelihood of region r ∈ U given class cj ∈ Ct is defined by its mean affinity to
5We use “region”, “subwindow”, and “window” interchangeably.
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for j = 1, . . . , Nt, where l indexes the exemplars in category j, and each Km
is a χ2 kernel computed on the m-th feature type. These likelihood values are
used below to capture how familiar regions appear to be.
3.2.1.2 Initializing the Pool of Familiar Categories
We initialize the familiar set C0 with classifiers for “stuff” categories,
which are materials with regular fine-scale features, but no specific spatial
shape, e.g., grass, sky, water, road, leaves. Stuff classes can be classified quite
accurately, and are typically widespread in natural scenes. We therefore choose
to use them as initial context, and allow the approach to immediately focus
on discovering “things”—categories with well-defined shape that often appear
amongst the stuff. Thus we populate {c1, . . . , cN0} with true instances of the
N0 stuff classes. Given a novel image in the unlabeled collection, we generate
its bottom-up segmentation, and can compute each region’s likelihoods as
defined in Eqn. 3.4.
3.2.1.3 Identifying Easy Objects
Next we proceed to identify the easiest instances among U according
to both low-level image properties and the current familiar classes in Ct. We
define an “easiness” function
ES(w,Ct) = Obj(w) + CA(w,Ct) (3.5)
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Figure 3.17: Objectness and context-awareness both influence the “Easi-
ness” estimates. Context-awareness favors subwindows surrounded by familiar
things, while objectness favors windows surrounding a thing appearing well-
separated from background.
that scores a window w based on how likely it is to contain an object (“object-
ness”, Obj) and to what extent it is surrounded by familiar objects (“context-
awareness”, CA).
We compute “objectness” to capture how well an image region appears
to contain an object of any generic class. Note, this measure does not care
about class familiarity, it reflects only the generic object-like properties of the
window (saliency, apparent separation from background, etc.) We generate
candidate regions using the measure developed in [3]. It uses a Bayesian clas-
sifier based on multiscale-saliency, color contrast, and superpixel straddling
cues to compute the probability that a window contains any object, and is
76
trained using unrelated image data.6 For each image, we sample 10,000 win-
dows uniformly across the image at multiple scales, and compute the objectness
score Obj(w) for each window. We then sample 50 windows according to the
resulting objectness distribution (see Figure 3.17, top right).
We compute “context-awareness” to capture how closely an image win-
dow’s surrounding regions resemble familiar categories. We first compute the
likelihoods defined in Section 3.2.1.1 for each image region; we average the
values at any pixels covered by multiple partially overlapping regions. Us-
ing those probabilities, we compute a superpixel familiarity map, where the
familiarity of superpixel s is:
F (s,Ct) = max
cj∈Ct
P (s|cj), (3.6)
where the max reflects we care only about the degree to which s belongs to
any familiar category (see Figure 3.17, top left).7
Let s1(w), . . . sR(w) denote the R spatially nearest superpixels sur-
rounding window w, in order of proximity. The final context-awareness score










where wj = R − j + 1 serves to give regions nearest to the window the most
influence. Note that our context-awareness score is similar to our entropy-
based measure from Section 3.1.1.1, except now we care specifically about a
6We use the authors’ code, which was built with INRIA Person, Pascal 06, and Caltech
101 images [3].
7The role of the superpixels is simply to summarize measurements coherently within local
regions in the image, and ensure we cover regular regions around each window; however,
note that the original likelihoods were computed from regions with larger spatial extents as
in Section 3.1.1.2.
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(a) Easy Instances (b) Hard Instances
Figure 3.18: Randomly selected examples among the easiest and hardest in-
stances chosen by my algorithm. My method is able to bypass the hard or
noisy instances, and focus on the easiest ones first. Note that a region with
high objectness can yield low easiness if its context is yet unfamiliar (e.g., see
red boxes around images in (b)).
region’s probability of belonging to any known class rather than its overall
uncertainty. Before combining the component Obj(·) and CA(·) terms, we
rescale by mapping their distributions to standard Gaussians.
We sort all unclustered instances in decreasing order of easiness (Eqn. 3.5);
see Figure 3.18 for examples. Then, we perform discovery on only the easi-
est instances, as determined by a threshold computed from the data: θt =
2σ − 0.1t, where σ denotes the standard deviation of all easiness scores in U
and t is the iteration of discovery. Since ES(·) has a standard Gaussian dis-
tribution, larger portions of its right tail are considered to be “easy” over the
iterations. Due to our choice of the easiness criterion, in practice, our system
considers a similar number of total instances to be “easy” at each iteration;
this allows our system to produce meaningful candidate clusters that are not
too small or large, among which it selects a single prominent category.
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3.2.1.4 Single Prominent Category Discovery
Thus far we have a way to model familiar discovered objects and to
identify the easiest instances. Now I overview how we represent each easy
instance, and then how we extract a single prominent cluster among them.
Representation for each instance Given a candidate easy window w ∈ U
at iteration t, we form an appearance A(w) and context Gt(w) descriptor. We
use standard descriptors for appearance (e.g., pHOG; see Section 3.2.2), and a
variant of the 2D object-graph for context. As described in Section 3.1.1.2, the
object-graph pools the familiar category likelihoods for the window’s spatially
nearest superpixels, recording the values according to their relative layout.
The resulting descriptor is a series of histograms:
Gt(w) = [H1(w), . . . , HR(w)] , (3.8)


















accumulates the likelihoods for the Nt familiar classes over the nearest i su-
perpixels, where sja(w) denotes the j-th nearest superpixel above the window
w, and sjb(w) denotes the j-th nearest one below it. Nearness is determined
based on region centroids. (See Figure 3.19.)
To compute the similarity between two windows wi and wj , we use the
combined kernel:



















Gt (w) = 
Figure 3.19: (left) The 2D object-graph descriptor for window w at itera-
tion t. Each histogram Hi(w) accumulates the likelihoods for the Nt familiar
classes (c1, . . . , ct) over the nearest i superpixels, up to i = R. (right) The
descriptor at iteration t + 1. Note how it has expanded to reflect the most
recent discovered category: ct+1.
where Kχ2 denotes a χ
2 kernel. Under this kernel, easy instances with both
similar appearance and context are most likely to be grouped together. This
is conceptually the same metric described in Section 3.1.1.4 and Equation 3.3,
except now we represent objects with windows rather than regions.
Prominent category discovery Given the current easy windows and the
combined kernel, at each iteration we want to expand the pool of discovered
categories with a single prominent cluster. Recall, the easiest instances already
serve to focus the algorithm on those regions with consistent representations.
In particular, our context-awareness criterion is directly linked to the data rep-
resentation during clustering: the easiest instances are surrounded by familiar
regions with relatively high likelihoods (see Eqns. 3.6 and 3.7), which makes
comparisons between their object-graphs meaningful. Thus, by seeking a sin-
gle new cluster, we can conservatively identify the most obvious new group;
80
further, we can incrementally refine the context model most quickly for future
discoveries.
To discover the most prominent category, we first partition the data
into candidate groups, and then refine the most distinctive one. Specifically,
we perform complete-link agglomerative clustering over the easy instances
using the kernel in Eqn. 3.9, which offers robustness to outliers (i.e., win-
dows that are poorly localized or contain rare objects) and allows us to tar-
get a cluster size rather than a cluster number. We stop merging when the
distance between the most similar (yet-unclustered) instances becomes too
large—specifically, greater than one standard deviation beyond the mean dis-
tance between all instances—and automatically select the tightest cluster with
the highest silhouette coefficient [142] among the candidate groups. We then
refine the selected instances with Single-Cluster Spectral Graph Partitioning
(SCSGP) [112, 114], which maximizes the average consensus. This step reduces
possible outliers in the discovered group from agglomerative clustering.
We found this procedure to perform much better in practice than simply
directly applying a “single-cluster” algorithm (e.g., Min Cut or SCSGP alone).
This is likely due to the latter’s sensitivity to a small number of outlying points,
and the presence of overlapping clusters.
3.2.1.5 Discovered Category Knowledge Expansion
Each newfound discovery—a single prominent cluster identified among
the easiest instances—serves to benefit later discoveries; this is a key property
of my self-paced curriculum learning approach. In particular, it helps at both
the intra-category and inter-category levels, as I explain next.
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Intra Category!Model!Expansion Object Level!Context!Expansion
Easier Previous discoveries
Figure 3.20: Discovered category knowledge expansion. A model built from
the discovery allows harder related instances to be recovered (left). The new
familiar objects serve as richer context for the next round of discovery (right).
Intra-category model expansion First, the initially discovered easier in-
stances yield a model that can be used to detect the harder instances, which
would not have clustered well due to their appearance or different context. We
use instances in the newly discovered category to train a one-class SVM based
on their appearance representation (no context). Then, we apply the classifier
to all remaining windows in U, merge the positively classified instances with
the discovered category, and move them to D.
While object-level context helps the discovery algorithm group the eas-
ier instances, we intentionally exclude context from the classifier’s feature
space for this stage. The goal is to be more inclusive and identify the harder
instances of the class. For example, we might first discover cows in grass as the
easy case, and then use the corresponding cow model to find other more chal-
lenging instances of cows that are partially occluded or surrounded by other
animals (see Figure 3.20, left; darker dots denote easier instances).
Object-level context expansion Second, the expansion of the context
model based on the discovered categories can help to discover certain harder
ones. With each discovery, Ct expands. Thus, for every window remaining in
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U, we revise its object-graph Gt(·) to form Gt+1(·), augmenting it with class
affinities for the discovered category, per spatial component (see Figure 3.19).
This enriches the object-level context, altering both the feature space and the
easiness scores. In effect, while we have weaker context models when detecting
the easiest objects, we have richer context models when considering harder
instances at later iterations. For example, having detected the “stuff” regions
(grass, roads, sky), the system may discover cows in the simple meadow scenes,
and then exploit its expanded context to later discover diverse-looking trees
that appear in the context of both grass and cows (see Figure 3.20, right).
I validate the impact of both the intra-category model expansion and
object-level context expansion on category discovery in Section 3.2.2, Fig-
ures 3.21 and 3.24, respectively.
3.2.1.6 Iterative Discovery Loop
Finally, having augmented Ct with the newly discovered category, we
proceed to discover the next easiest category. Note that the easiness scores
evolve at each iteration of the discovery loop as more objects become famil-
iar. Further, the annealing of the threshold defined in Section 3.2.1.2 essen-
tially loosens the “easiest” criterion over time, allowing the algorithm to dis-
cover harder categories in later iterations, when context models are potentially
richer. As the method iterates, it accounts for more instances.
We iterate the process until the remaining instances in U are too hard:
this makes the system robust to noisy and rare instances that do not belong
to any cluster. Algorithm 2 summarizes the steps of my algorithm.
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Input: Unlabeled images; stuff models c1, . . . , cN0 .
Initialize U with all regions from unlabeled inputs; D = ∅;
C0 = {c1, . . . , cN0}; t← 1.
while Easy instances remain in U: do
1. Identify easy instances ES(w,Ct) > θt in U. (Section 3.2.1.3)
2. Discover single prominent category among them.
(Section 3.2.1.4)
3. Detect harder intra-class instances with one-class classifier; move
instances to D, add new category to Ct. (Section 3.2.1.5)
4. Expand object-graph descriptor for each instance in U.
(Section 3.2.1.5)
5. Revise familiarity map; recompute easiness. (Section 3.2.1.3)
6. Loosen easiness criterion; θt = 2σ − 0.1t. (Section 3.2.1.6)
t← t+ 1
end
Output: Set of t discovered categories in D.
Algorithm 2: Algorithm recap
3.2.2 Results
My experiments quantify the proposed method’s clustering and seg-
mentation accuracy using standard metrics from previous work [72, 86, 89, 127],
and I additionally demonstrate classification performance on novel images us-
ing models learned with the discovered categories.
Baselines I compare my approach to several baselines: (1) a side-by-side
implementation of batch clustering, (2) a baseline that focuses on the hardest
instances first (those with lowest easiness) but otherwise follows our pipeline,
(3) my batch discovery method from Section 3.1, and 4) an existing state-of-
the-art discovery method [127].
Dataset We use the MSRC-v0 dataset, which consists of 3,457 natural scenes
with 21 object classes, and was studied in the previous section (see Figure 3.7).
The wide variety of categories allows us to properly evaluate the impact of both
84
easiness selection and context refinement. We learn stuff classes on 40% of the
data, and run discovery on the other 60%.8 With 50 sampled windows per
image, this makes 60,000 instances in the unlabeled pool.
Implementation details We use [6] to obtain candidate stuff regions. We
combine texture, color, and shape features to form A(w) for window w. To
describe texture, we compute SIFT bag-of-words histograms for the regions
and Spatial Pyramid histograms for the windows; we densely sample 8-pixel
wide SIFT patches at every pixel. To describe color, we use Lab color space
histograms, with 23 bins per channel. To describe shape, we compute pHOG
descriptors with 3 levels and 8 bins. For the object-graphs, we generate an
over-segmentation with roughly 50 superpixels per image, and fix R = 20,
following [89]. We normalize all histograms to sum to 1. We set ν = 0.1 for
the one-class SVM.
Evaluation metrics To quantify discovery accuracy, we again use purity [142],
which is the percentage of correctly labeled instances, where all instances in
a cluster are assigned to its majority class’s true label. To score a window,
we take its true label to be that to which the majority of its pixels belong.
To quantify the segmentation accuracy of a window w, we use the pixel-level
overlap score, OS = |GT∩w|
|GT∪w|
, where GT is the ground-truth object segmenta-
tion, i.e., the tightest bounding box covering the full object region associated
with w’s majority pixel label.
8In all experiments we treat “stuff” classes as initial context, as explained in Sec-
tion 3.2.1.2. While in principle one could also use our framework with “things” as initial
known classes, the implementation is not straightforward with the cues we chose (regions
for stuff, windows for things). See Section 3.1.2.1 for results analyzing the impact of which
classes serve as initial context for discovery.
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Figure 3.21: Discovery accuracy as a function of the percentage of unique ob-
ject instances discovered. Our approach produces significantly more accurate
clusters than either baseline, while selectively ignoring instances that cannot
be grouped well.
3.2.2.1 Object Discovery Accuracy
I first analyze the quality of our discovered clusters, compared to both
the batch and “hardest first” baselines. All methods use the same features
and agglomerative clustering algorithm. The batch baseline is meant to show
the limitations of existing methods, all of which determine k models in one
pass over all the data. To ensure the batch baseline is competitive, we give it
the non-overlapping windows with the highest objectness score per image as
input.
Figure 3.21 shows the results. We plot purity as a function of the
percentage of ground-truth object instances discovered in order to analyze the
quality of the discovered groups and quantify the recall rate for the true objects
found. We count true objects as windows with at least 50% overlap with
ground truth; if multiple windows overlap a ground-truth object, we score
only one of them. Each point shows the result for a given number of clusters,
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for k = t = [1, 40]. At each iteration, our method finds about 5-15% of the
instances to be “easy”.
My approach provides significantly more accurate discoveries than ei-
ther baseline. Note that purity increases with k for the batch method, since
the k-way clusters computed over all windows get smaller, which by definition
generates higher purity. In contrast, my method accounts for more windows
as t increases, and purity gradually declines as the easiness criterion is re-
laxed. This difference highlights the core concept behind my approach: rather
than force k splits, it steadily and selectively increases its pool of discovered
objects. It purposely does not integrate all possible object instances (ignor-
ing harder or poorly grouped ones), and yields accuracy more than twice as
good as the batch approach. (In Figure 3.26, I show the impact that this has
on generalization performance.) For reference, the upper bound on instances
we could discover is 53%, which is the portion of true objects present in the
initial 50 windows per image. Most of the missed objects (for any method)
are small object parts, e.g., windows or doors on cars, or objects that are not
well-represented with windows, e.g., walls that are labeled as “building” in
the ground truth. Sampling more windows would likely increase recall of the
objects, but could also decrease purity rates due to more noisy regions.
Our substantial improvement over the “hardest-first” baseline validates
our claim that considering the easiest instances per iteration leads to more
accurate models. It also indicates that the easiest instances are indeed those
that best capture true object regions. Note that while the hardest-first baseline
technically has higher purity than batch, it discovers almost no objects—most
windows it chooses to group overlap multiple objects or object parts. This
result shows the importance of evaluating the quality of the segmentations
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(i.e., image windows) in addition to cluster quality. It also reveals the inherent
difficulty in evaluating discovery methods, which I discuss in more detail in
Section 3.4 and Chapter 6.
Finally, the plot also reveals the impact of our intra-category model
expansion. By using models discovered on easier examples to classify harder
instances of the same object, we successfully discover a larger percentage of
the instances in the data, with only a slight reduction in purity. (Compare
“Ours” to “Ours w/o ICME” in Figure 3.21.)
Figure 3.22 shows representative example discoveries, sorted by itera-
tion. I display the top 10 regions for each category, as determined by their
silhouette scores. Note that the easiest categories (trees and bicycles) have
high objectness and context-awareness scores, as well as strong texture, color,
and context consistency, causing them to be discovered early on. The harder
chimney and sheep objects are not discovered until later. There are some fail-
ure cases as well (see t = 3, 8), such as re-discovering a familiar category (trees)
or merging different categories due to similar appearance (cars and windows).
3.2.2.2 Object Segmentation Accuracy
Since the images contain multiple objects, my algorithm must properly
segment each object in order to obtain clusters that agree with semantic cat-
egories. Thus, I next compare the overlap accuracy for the object instances
we discover in 40 categories to (1) the initial 50 windows sampled per image
according to their objectness scores, and (2) 50 randomly sampled windows
per image.
Figure 3.23 shows the results. The windows sampled according to ob-










Figure 3.22: Examples of discovered categories; numbers indicate the iteration
when that discovery was made. See text for details.
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Figure 3.23: Object segmentation accuracy for random image windows (left),
windows sampled by objectness alone (center), and those discovered by our
approach (right). Higher values are better.
contribution we get from the method of [3]. However, my method produces
even stronger segmentations, showing the impact of the proposed context-
awareness and easiness scoring.
3.2.2.3 Impact of Expanding Models of Object Context
Next I evaluate the impact of object-level context expansion. To isolate
this aspect, I compare against a baseline that follows the same pipeline as my
method, but uses familiar models for only the initial stuff categories; it does
not update its context model after each discovery.
Figure 3.24 shows the results, in terms of purity as a function of the
number of discovered categories. As expected, the cluster quality is similar in
the first few iterations, but then quickly degrades for the baseline. The first few
discoveries consist of easy categories with familiar “stuff” surrounding them,
and so the baseline performs similarly to our method. However, without any
updates to the context model, it cannot accurately group the harder instances
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Figure 3.24: Impact of expanding the object-level context.
(e.g., cars, buildings). In contrast, by revising the object-level context with
new discoveries, we obtain better results.
3.2.2.4 Comparison to State-of-the-Art
I next compare against two batch discovery algorithms: my context-
aware discovery method from Section 3.1 and the state-of-the-art Latent Dirich-
let Allocation topic model method of Russell et al. [127]. These are the most
relevant methods, since both perform discovery on images with multiple ob-
jects (other techniques generally assume a single object per image). We run
all methods on the same MSRC data, and use publicly available source code,
which includes feature extraction. To quantify how well each method summa-
rizes the same data, we use the F-measure: 2·P ·R
P+R
, where P denotes precision
and R denotes recall.9 Since we do not know the optimal k value for any
method, we generate results for a range of values and show the distribution
(we consider k = [10, 40], since the data contains 21 total objects). Figure 3.25
9We evaluate recall with respect to each method’s output discoveries, since the target
categories are slightly different. Our object-graph and self-paced discovery methods at-
tempt to discover only the “things”, while the topic model method attempts to discover all
categories.
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Figure 3.25: Comparison to state-of-the-art discovery methods. Our self-paced
approach summarizes the data more accurately than both our batch approach
(defined in Section 3.1) and a batch appearance-based clustering baseline [127].
shows that our method produces the most reliable summary of the unlabeled
image data.
3.2.2.5 Predicting Instances in Novel Images
Finally, I test whether the discovered categories generalize to novel im-
ages outside of the discovery pool. The goal is to test how well the system
can reduce human effort in preparing data for supervised classifier construc-
tion. The discovery system presents its clusters to a human annotator for
labels, then uses that newly labeled data to train models for the named object
categories. Given a novel image region, it predicts the object label.
We train one-vs-one SVM classifiers (with C = 1) for all discovered
categories using the appearance kernels. To simulate obtaining labels from a
human annotator, we label all instances in a cluster according to the ground-
truth majority instance. In addition to the baselines from above, we compare
to two “upper bounds” in which the ground truth labels on all instances are




























Figure 3.26: Classification results on novel images, where discovered categories
are interactively labeled. Our method outperforms the other discovery base-
lines. The single-instance baseline produces the best result, but at the expense
of requiring 2721 labels (one for each window); ours only requires k (one for
each discovered category).
split that trained the stuff models (which is fine, since the test set used here
consists only of objects), totaling 2,836 test windows from 16 object categories.
Figure 3.26 shows the results, for a range of iterations. Alongside test
accuracy, we show the number of manually-provided labels required by each
method. As expected, the fully supervised methods provide the highest accu-
racy, yet at the cost of significant human effort (one label per training win-
dow). On the other hand, my method requires a small fraction of the labels
(one per discovered category), yet still achieves accuracy fairly competitive
with the supervised methods, and substantially better than either the batch
or hardest-first baselines.
This result suggests a very practical application for discovery, since it
shows that we can greatly reduce human annotation costs and still obtain
reliable category models. Building on this, in the next section, we will see how
to save annotation costs for tagging faces in consumer photo collections.
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3.3 Face Discovery with Social Context
The previous two sections showed how to discover novel objects in natu-
ral image collections using object-level context from familiar object categories.
In this section, I adapt the proposed algorithm specifically to discover novel
faces in untagged photo collections by leveraging the social context of co-
occurring people.10 The goal is to perform unsupervised clustering on faces
detected in the images, in order to come up with a batch of photos likely of the
same individual, so that the user can efficiently tag or prune them with minimal
effort. In contrast to previous face clustering algorithms (e.g., [13, 136, 144]),
my approach allows us to expand the representation of the detected faces to
include not just their appearance, but also their social context. Specifically,
this lets us use cues from co-occurring people in the same image in order to
produce more reliable groups.
Why do co-occurrence cues help? New (yet unlearned) faces in a col-
lection appear with some strong social context, as users’ photos tend to dwell
within different cliques of people: families, friends, co-workers, etc. This means
the context of “familiar people” can both help disambiguate people with simi-
lar appearance, and help the system realize that instances of faces in different
poses or expression are actually of the same person (see Figure 3.27).
I design a novel social context descriptor to capture the predictions
of previously trained face models, and show that this “face-level” cue is more
reliable than simply using the appearance of nearby faces as context. A system
using the proposed approach frees the user from manually identifying each new
face. Instead, it discovers novel recurring faces—and, critically, discovers them









Figure 3.27: Main idea of my approach to unsupervised face discovery in per-
sonal photo collections. For any unfamiliar face not recognized by the system
(in dotted green), we use co-occurrence cues from familiar faces nearby (in solid
yellow) to produce more reliable groups. In this example, an appearance-based
grouping method that clusters the unfamiliar faces would likely fail to recog-
nize the many instances of the boy, given their variability. In contrast, by also
representing the social context of people appearing near each unfamiliar face,
my approach computes more reliable clusters. Having discovered a novel face,
the system would present the images to a user for name-tagging.
more accurately by modeling the social context surrounding them. It can then
present its discoveries (a cluster of photos) to the user, and he/she can confirm
with tags (or reject). While related context cues have been explored to a
limited extent for traditional supervised learning pipelines [47, 140, 157, 173],
I am the first to consider unsupervised face discovery using social context.
I demonstrate my approach for mining novel faces on a dataset drawn from




The goal is to discover novel faces from untagged image collections by
exploiting the social nature of consumer photographs. In particular, we aim
to use the co-occurrence information from familiar people to better discover
faces of new people.
We follow a similar pipeline to Section 3.1 for object category discovery
in natural scenes, but adapt it specifically for the face discovery setting for
consumer photo collections, and show that it captures a very relevant form
of social context that allows better unsupervised clustering in this domain.
Given the central importance of face tagging for everyday consumer photo
applications, this setting is particularly interesting to consider.
Given a pool of unlabeled photos, we first detect any faces in each
image. We then identify novel faces that do not resemble any person for
which we have trained models (Section 3.3.1.2). After isolating the unfamiliar
faces, we form new people “categories” by grouping faces that have similar
appearance and similar social networks (Section 3.3.1.3).
See Figure 3.28 for an overview of my system. In the following, I
describe the main steps.
3.3.1.1 Learning Models for Tagged Faces
For each face region r found with a face detector, we extract texture
features to serve as the appearance descriptor A(r). We use pyramid of HOG
(pHOG) [15] or Local Ternary Patterns (LTP) [143]. We train SVM classifiers
for N initial people, {c1, . . . , cN}, for whom we have tagged face images. These




Tagged Photos Untagged Photos Discovered Faces 
Figure 3.28: System overview. Given a photo collection with tagged faces, we
train models for each person. Given a novel set of face images (that do not
have any tags), we detect instances of familiar people in each image, and use
their context to discover novel faces.
in novel images. We will use those predictions to describe the social context
for each unfamiliar face, as we describe in more detail in Section 3.3.1.3.
3.3.1.2 Identifying Unfamiliar Faces
For any unlabeled photo, we would like to detect the people in it, and
determine whether any of them resembles a familiar person. Doing so will
allow us to isolate the unknown faces, and to build social context descriptors
that portray the co-occurring familiar people.
For all unlabeled images, we run a face detector [155] to extract candi-
date faces. To compute the known/unknown decision for a face region r, we
apply the N trained classifiers from Section 3.3.1.1 to the face to obtain its
class membership posteriors P (ci|r), for i = 1, . . . , N , where ci denotes the i-th
person class. Faces that resemble a known person ci will produce a high value
for P (ci|r), and low values for P (cj|r), ∀j 6= i. Faces that do not resemble any
familiar person will have more evenly distributed posteriors.
Thus, to distinguish which faces should be considered to be unknown,
we compute the entropy: E(r) = −
∑N
i=1 P (ci|r) logP (ci|r). Then, similar to
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our strategy above, faces with low entropy values will likely belong to familiar
people, while those with high values will likely be unfamiliar. We select a
cutoff threshold t equal to one-quarter of the maximum possible entropy value,
and treat faces with values above it as unknown. Our intentionally selective
criterion allows us to compute accurate estimates on familiar people, and at the
same time include as many unfamiliar faces as possible. We validate the impact
of our conservative known/unknown decisions on discovery in Section 3.3.2.
3.3.1.3 Social Context Descriptors
For each unfamiliar face, we want to build a description that reflects
that person’s co-occurring familiar people, at least among those that we can
already identify. Having such a description allows us to group faces that
look similar (i.e., have similar appearance) and often appear among the same
familiar people (i.e., have similar social context).
Suppose an image has T total faces: r1, . . . , rT . We define the social
context descriptor S(r) as an N -dimensional vector that captures the distri-













If our class predictions were perfect, with posteriors equal to 1 or 0, this
descriptor would be an indicator vector telling which other people appear in
the image. When surrounding faces do belong to previously learned people, we
will get a “peakier” vector with reliable context cues, whereas when they do
not appear to be a previously learned person the classifier outputs will simply
summarize the surrounding appearance.
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Figure 3.29: An example illustrating the impact of social context for discov-
ery. The blue double-headed arrows indicate strength in affinity between the
unknown regions. (a) Two images, where the unfamiliar faces are outlined in
green. (b) Appearance information alone can be insufficient to deal with large
pose or expression variations. (c) Modeling the context surrounding the face of
interest can provide more reliable similarity estimates, but a context descriptor
using raw appearance is limiting since it can only describe nearby faces with
texture or color. (d) By modeling the social context using learned models of
familiar people, we can obtain accurate matches between faces belonging to
the same person.
Note that unlike the object-graph descriptor from Section 3.1 that con-
siders the spatial layout of the objects, we do not encode the spatial relation-
ships between people. This is because we do not expect high regularity in how
certain individuals arrange themselves (though this can be useful for broader
traits like gender and age [49, 157]).
Alternatively, one can imagine forming a context description using the
raw appearance of co-occurring faces—for example, by recording the pHOG or
LTP descriptors of the other faces detected in the image. However, context in
the form of low-level appearance information may be insufficient to provide re-
liable grouping cues, since the appearance variabilities of the same person (due
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to pose, expression changes, etc.) would not be accurately modeled (see Fig-
ure 3.29). By modeling social context using learned models of familiar people,
we obtain more descriptive and compact representations. In Section 3.3.2, we
directly evaluate the impact that the social context descriptor has on discovery
over a baseline that uses low-level appearance features as context.
3.3.1.4 Discovering New Faces
Finally, we cluster all faces that were deemed to be unknown. We con-
sider two clustering algorithms: (1) spectral clustering [111], and (2) complete-
link agglomerative clustering. Spectral clustering provides flexibility in the
choice of the affinity measure and is able to detect clusters of irregular shape.
However, it requires the number of clusters as input, which is not always avail-
able for the discovery scenario. Agglomerative clustering offers more flexibility
in this regard, since the size rather than the number of clusters can be tar-
geted. Each clustering method takes as input a matrix of the pairwise affinities
between all current unknown faces.
We want the discovered groups to be influenced both by the appearance
of the face regions themselves, as well as their surrounding context. Therefore,
given two face regions rm and rn, we evaluate a kernel functionK that combines
their appearance similarity and context similarity:
K(rm, rn) = α ·Kχ2 (S(rm), S(rn)) + (1− α) ·Kχ2 (A(rm), A(rn)) , (3.11)
where α weights the contribution of social context versus appearance (recall
A(r) is a pHOG or LTP descriptor). Each Kχ2 is a χ
2 kernel function for
histogram inputs x and y:














where j indexes the histogram bins, and Ω is a data-dependent scaling factor,
which we set as the average χ2 distance between all face regions. This is
conceptually the same kernel described in Section 3.1.1.4 and Equation 3.3,
except we replace the object-graph with our social context descriptor to encode
context.
By considering both the appearance of the faces as well as their social
context, we expect to be able to discover faces with occlusion (i.e., due to
sunglasses or a hat) or large pose variations. For example, if the system
knows what Monica and Chandler look like, it gets richer context descriptors
to discover their pal Rachel, even in difficult cases such as when she is wearing
sunglasses. Analyzing the facial appearance alone could have been inadequate
to group the different instances of Rachel with and without sunglasses.
3.3.2 Results
In this section, I evaluate my method’s face discovery performance.
Baselines I compare my method to two baselines: (1) a no-context base-
line that simply clusters the face regions’ appearance descriptors, and (2) an
appearance-context discovery method that uses the appearance of surround-
ing faces as context (rather than the predicted categories). The second baseline
substitutes the summed appearance descriptors of co-occurring faces for S(r).
These are important baselines to show that we would not be as well off simply
looking at a model of appearance using image features, and to show the impact
of social context analysis versus a low-level appearance context description for
discovery.
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Dataset We validate on three datasets. The first dataset (Mixture) is a
compilation from three sources: The Gallagher Collection Person Dataset [48],
an episode of Buffy the Vampire Slayer [36], and an episode of Friends. We
chose these three since they contain natural cliques of people (family members,
characters that appear in scenes together). There are a total of 12,542 images,
8,452 detected faces, and 23 unique people.
The second and third datasets are from [157], which are collected from
real family photo albums from two different people. The second dataset
(Wang1) has 1,125 images, 2,769 faces, and 47 people; the third dataset
(Wang2) has 1,117 images, 3,282 faces, and 152 people. These datasets con-
tain images encompassing real social relationships and thus are perfect testbeds
for evaluating our method.11 See Figure 3.30 for image examples.
We partition each dataset into two random subsets. The first is used
to train N classifiers for the initial “knowns”. These faces represent the set
of people for which the system already has some tagged examples. On the
second subset, we perform discovery using the N categories as context to
obtain our set of discovered categories. To demonstrate that our method’s
improvements are robust with respect to N and which categories are chosen
to be known, we test on four splits of the Mixture collection: two splits have 8
unknown people (489 and 540 face instances, respectively), the other two have
15 (1138 and 1044 face instances, respectively), all selected randomly. For the
Wang1 and Wang2, we select as known the top 25% of the most frequently
appearing people; the datasets have 16 and 104 unknown people (143 and 373
face instances), respectively. This reflects that the owner of the collection and
11While the data from [157] is relevant to our task, their supervised labeling application




Figure 3.30: Examples of photos from the Mixture and Wang 1 datasets.
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his/her closest family members and friends would likely be labeled prior to
those who appear less frequently.
Implementation details We use OpenCV for the face detector [155] and
work only with true-positive detections. For the Mixture dataset, we use
pHOG with two pyramid levels and eight bins to describe face appearance,
and spectral clustering [111] to group the faces. For the Wang1 and Wang2
datasets, we use the Local Ternary Patterns (LTP) descriptor, which is a
histogram of local intensity differences surrounding each pixel that encodes
texture, and use publicly available code by the authors [143] and default pa-
rameters. We use agglomerative clustering for grouping. We worked with the
pHOG descriptor in early experiments but later substituted it with the LTP
descriptor due to it being more suitable for describing face patches.
To compute class probabilities, we use one-vs-one SVM classifiers, and
obtain posteriors using pairwise coupling [165]. We normalize the context de-
scriptors to sum to 1. We set α to 0.5 for the Mixture dataset and 0.2 for
Wang1 and Wang2 datasets. Due to the larger number of people and their
varying frequencies in the Wang datasets, increasing the weight on appear-
ance produces better clusters. In general, α could be determined interactively
by observing qualitative examples of the clusters. Training the known classi-
fiers, building the context descriptors, computing kernels, and clustering the
unknowns takes 1-5 minutes with a Matlab implementation.
Evaluation metrics We use the F-measure to quantify discovery accuracy.
The F-measure reflects the coherency (precision P ) of the clusters, while tak-
ing into account the recall R of the same-category instances: F = 2·P ·R
P+R
. We
set the number of clusters to discover to be equal to the number of true un-
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# Unknowns Ours No-Context App-Context
Mixture* 15 0.30 0.26 0.28
Wang1 16 0.25 0.20 0.21
Wang2 104 0.24 0.23 0.21
(a) Accuracy of discovery per dataset
# Unknowns Ours No-Context App-Context
split1 8 0.34 (0.00) 0.24 (0.01) 0.26 (0.01)
split2 8 0.32 (0.01) 0.23 (0.01) 0.29 (0.01)
split3 15 0.30 (0.01) 0.26 (0.03) 0.28 (0.01)
split4 15 0.33 (0.01) 0.28 (0.01) 0.30 (0.01)
(b) Impact of who is known (“splits”)
Figure 3.31: Face discovery on the three datasets (a) and the different splits
of the Mixture dataset (b) as judged by the F-measure. We compare our
approach (Ours) with an appearance-context baseline (App-Context), and a
baseline clustering only with the region descriptors (No-Context). Numbers in
parentheses show range over 10 runs. Higher values are better. Our method
outperforms both baselines in all cases, showing the impact of modeling the
co-occurrence information of surrounding familiar people for discovery. *We
take split3 to represent Mixture in (a), since it roughly corresponds to 25% of
the people being known, parallel to the other datasets.
familiar faces in the image collection, to meaningfully evaluate our method’s
discovery performance. To evaluate auto-tagging accuracy on novel images,
we use standard multi-class recognition accuracy.
3.3.2.1 Face Discovery Accuracy
Figure 3.31 shows discovery results. My method significantly outper-
forms the baselines on all datasets, validating my claim that social context
leads to better face discovery. In most cases, the appearance-context out-
performs the no-context baseline, indicating that context can be useful even
when described with low-level appearance features. However, our substan-
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tial improvement over the appearance-context baseline shows the importance
of representing context with models of familiar people. The absolute perfor-
mance on the more challenging Wang1 and Wang2 datasets is slightly lower
than that of the Mixture dataset. This is likely because of the larger number
of unique people in those datasets. Still, my method performs well, showing
practical results for real personal photo collections. Furthermore, discovery
succeeds just as well when the number of unknown people is increased (top to
bottom in Figure 3.31 (b)).
We also explored taking the least frequent people to be known on the
Wang datasets. In this case, my method attains similar clustering perfor-
mance to the baselines. This is due to those people appearing in only one
or two photos in the collection. Thus, meaningful models cannot be learned,
which results in unreliable social context descriptors. Although this is a fail-
ure mode of my method, it is reasonable to assume that the most frequently
appearing people, as opposed to those that seldom appear, would likely be
tagged. In future work, I would like to consider how the system could even
suggest which faces a user should tag as initially familiar, so as to maximize
discovery performance. For example, the system could select face clusters that
are large and tight.
Figure 3.32 (a) shows qualitative results. The representative faces of
each discovered person exhibit a wide range of pose and/or illumination vari-
ations, and would not have been grouped if only facial appearance were con-
sidered. By leveraging the context from familiar people, we successfully group
faces belonging to the same person. In contrast, when forming groups using
only appearance cues, the discovered faces exhibit limited variability in pose
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Figure 3.32: Face discovery examples. (a) The first row shows representa-
tive faces of the dominant person for a discovered face, with their respective
co-occurring faces below. The second row faces belong to a known person—
their social context helps to group the diverse faces of the same person in the
first row. The numbers indicate the ground-truth face ID. (b) Limitations of
appearance-based grouping. The images show representative faces of the dom-
inant person for a discovered face using only appearance features. Notice the
limited variability in pose and expression of each grouped person, as compared
to our discoveries in (a).
predicting novel tags with the discovered face models at the end of this section.
3.3.2.2 Impact of Known/Unknown Decisions
I next evaluate how accurately we predict novel instances to be familiar
or unfamiliar. For this, we compute precision-recall curves, treating the known
instances as positive and the unknowns as negative. See Figure 3.33. Our
choice of the known/unknown cutoff point (indicated by the red star) leads
to accurate classification for the true knowns (among the ones we determine
to be known) at the cost of including some of them in the pool of unknowns.
This result is especially relevant for the face tagging scenario, since the system
should provide the user with a wide variety of unfamiliar (i.e., untagged) people
to tag.
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Figure 3.33: Precision-recall curves showing the known/unknown estimates.
While we fix the selection criterion to make all known/unknown deci-
sions in Figure 3.31, in order to further test our method’s robustness to those
predictions we measure discovery accuracy while varying the entropy cutoff
value. When setting the maximum entropy value at which a face is unknown
as t = {0.2, 0.3, . . . , 0.6}, we observe consistent improvement (0.01 to 0.09
points) over the baselines.
3.3.2.3 Face Recognition in Novel Images
Finally, I evaluate how our discovered faces can be used to predict
tags in novel photos. This experiment simulates an interactive face-tagging
application, where the user is presented a cluster of faces that the system
discovers, and the human tags it with the appropriate name. The system can
then automatically tag other instances of that person given new images (for
example, when the user uploads new batches of photos to her online photo
collection). For this task, we use the Mixture dataset since it has a more
balanced distribution in frequency counts of people in the data, providing
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Mixture split1 Mixture split2
Ours No-Context App-Context Ours No-Context App-Context
k=10 0.22 0.23 0.29 0.28 0.16 0.20
k=20 0.30 0.17 0.25 0.21 0.14 0.16
k=30 0.27 0.18 0.24 0.19 0.12 0.16
Mixture split3 Mixture split4
Ours No-Context App-Context Ours No-Context App-Context
k=10 0.25 0.18 0.22 0.22 0.18 0.21
k=20 0.22 0.17 0.20 0.22 0.14 0.19
k=30 0.22 0.14 0.17 0.18 0.10 0.13
Table 3.2: Face prediction on novel images with discovered faces on the Mix-
ture dataset, as measured by classification accuracy. Note that the number
of discovered clusters, k, is equivalent to the cost of human tagging effort re-
quired to map the discovered faces to predictive models. The models learned
from faces discovered using social context generalize better than the baselines
on novel face instances. The results show that our approach can serve to save
human tagging effort.
a better testbed to evaluate prediction accuracy. The Wang datasets have
heavy-tailed distributions in which a handful of people occur very frequently
while the remaining people appear in only a few photos.
We classify the unknown instances in a third subset of the image data
that is disjoint from both the subset on which we learned the initial familiar
people models and the subset on which we performed discovery. There are
510, 600, 1152, and 1043 test instances for each split (1-4), respectively.
We train one-vs-one SVM classifiers for the discovered faces using the
appearance descriptors. We label each discovered face cluster with its majority
instance ground-truth tag. For this experiment, we vary the number of face
clusters k that the system discovers in order to analyze the tradeoff between
manual tagging effort and recognition accuracy.
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Table 3.2 shows the result. For almost all k on each split, we consis-
tently classify novel instances of discovered people much better than either
baseline (the App-Context baseline performs the best on split1, k = 10). This
result shows that the models learned from faces discovered using social context
generalize better on novel face instances than those learned from faces discov-
ered using appearance alone, and is evidence that my approach can indeed
serve to save human tagging effort.
3.4 Discussion
In this chapter, I presented a novel context-aware category discovery
framework for unsupervised learning of categories. In particular, I showed how
to model the interaction between familiar categories and unknown regions
to discover novel categories in unlabeled images. I evaluated my approach
for two applications—object category discovery in natural images and face
discovery in consumer photo collections—and showed significant improvements
over traditional appearance-based discovery approaches. The results clearly
demonstrated the value of breaking the stark division between the supervised
and unsupervised learning paradigms for visual category discovery.
Unlike existing discovery frameworks that assume no prior category
knowledge and focus only on the appearance of the image regions, my approach
assumes that it is given a set of categories for which it has trained models, and
uses those models as object-level context to describe an unfamiliar region. As a
result, the clusters tend to be more inclusive of intra-class appearance variation
than those that could be found with methods that rely only on appearance,
which leads to significant improvements in discovery accuracy.
I also showed how to target the easier categories first through a self-
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paced curriculum, in which the system discovers a single category at a time,
in order of predicted easiness. To this end, I introduced a measure of easi-
ness that uses two criteria automatically estimated from the unlabeled data:
“objectness” and “context-awareness”. In contrast to a one-pass k-way parti-
tioning, my approach gradually accumulates models for larger portions of the
data and is more robust to outliers in the data.
What are the main assumptions of my approach? For any object or
face to be discovered, its visual pattern must be recurring, and its surround-
ing familiar objects should belong to a similar set of categories and share
similar configurations or co-occurrence patterns across the image collection.
This means that co-occurring objects that are often segmented together, such
as bicycles and bicycle racks, can be discovered as a single category. Note
however that in my experiments, I evaluated discovery given human labeled
categories, in which case bicycles and bicycle racks are treated as separate
categories; i.e., we will be penalized for grouping them together. Furthermore,
in many applications, it is natural to assume that the data will have some
repeating categories. For example, personal photo collections contain many
recurring faces of the same people. Nonetheless, for any arbitrary dataset, this
assumption may not hold. My self-paced framework is most suitable for these
datasets, since it will only discover categories among the easiest instances, and
ignore harder instances that cannot be grouped well.
Among the many challenges of visual discovery, we learned that eval-
uation can be particularly challenging. We learned that it is important to
evaluate both the quality of the grouping as well as the segmentation quality
of their cluster instances. I revisit this issue in more detail in Chapter 6.
My self-paced approach, being a sequential learning algorithm, can
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be susceptible to error propagation from earlier mis-predictions. Although
it greatly mitigates those errors by targeting the easiest instances at each time
step, we observed that redundant categories can be discovered and outliers
can be included in some discoveries. This suggests that a human-in-the-loop
could enhance discovery performance. For example, the system could present
each discovered category to a human and ask him or her to merge it with an
existing category or to prune it. The challenge would be to devise the most
cost effective form for obtaining human assistance at each discovery cycle.
While throughout we have fixed the relative weighting between the ap-
pearance and context terms in the kernel used for region grouping, we could
also learn the weights on a held-out validation set. Ideally, we would learn
category-specific weights, since the weighting should depend on the category
(e.g., appearance is more important to group grass patches, whereas to group
car regions, context could be more important). Multiple kernel clustering [171]
in my self-paced discovery framework could be a solution, where at each itera-
tion we would apply a different set of appearance and context weights to max-
imize the separation between the easiest category and the remaining harder
instances.
We found that our clusters can be imperfect, which shows the difficulty
of simultaneously producing accurate segmentations and correct grouping of
regions in natural image collections. However, my main message that we do
not need a stark division between the supervised and unsupervised learning
paradigms was confirmed through extensive experiments and is independent
of discovery quality. Admittedly, known/unknown detection, or more gener-
ally “novelty detection”, is a very difficult problem. It would be interesting
to investigate ways to provide more robust known/unknown decisions, either
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avoiding it all together by directly encoding the known/unknown confidences
into the clustering, or by using constraints and/or input from human interac-
tions.
Finally, in Sections 3.2.2.5 and 3.3.2.3, we simulated a human labeling
the discovered categories to demonstrate a practical application for category
discovery. In future work, one could consider how to best add real human
supervision. The method could display a summary of each discovery (e.g.,
the most confident instances) to the human, who would then label it for the
system to learn a model for automatic prediction in novel images.
So far, I have shown how to discover novel object categories in natu-
ral image collections, using a fixed set of candidate regions computed using
multiple segmentations. However, a limitation of a fixed set of regions is that
there could be some objects, especially those that are non-homogeneous in
appearance, that are not accurately represented. In the next chapter, I will
show how to extend the current framework to use the discovered categories as
top-down cues to perform object segmentation in images and videos.
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Chapter 4
Segmentation with Discovered Top-Down Cues
In this chapter, I show how to use discovered top-down cues to perform
object segmentation in images and videos. Specifically, for object category
discovery, rather than commit to a pool of candidate bottom-up segments, my
approach allows any initially discovered shared appearances in the image col-
lection to influence segmentation boundaries, and then in turn, lets the refined
regions influence the category-level grouping. For video segmentation, I take
the same idea and show how to use automatically discovered top-down object-
level cues to segment the foreground objects without any human supervision.
In the ensuing sections, I first apply this idea for collective image seg-
mentation (Section 4.1), and then show how to apply it for video object seg-
mentation (Section 4.2).1
4.1 Collect Cut: Segmentation with Top-Down Cues
Discovered in Multi-Object Images
In Sections 3.1 and 3.2, I presented a framework to discover novel ob-
ject categories from unlabeled image collections. However, there is still an
unresolved problem. Namely, we assumed that each semantic object will have
a corresponding sub-image in the pool of multiple segmentations of bottom-up
1I first presented the ideas in this chapter in [88, 93].
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Figure 4.1: Bottom-up segmentation methods can only group regions with
similar color or texture. Even with multiple segmentations, the car cannot be
correctly segmented.
regions or objectness windows.
While using multiple segmentations helps safeguard against missing
“good” regions, there is still a risk of omitting meaningful segments from
the pool, and thus the system may never have the chance to detect their
regularity. Bottom-up segmentation by definition has no concept of object
categories, and so cannot reliably produce coherent regions that agree with true
object boundaries (see Figure 4.1). In fact, recent studies [103] suggest that in
practice close to 10,000 segments per image need to be generated to ensure a
“good” segment exists for each object—an enormous number considering that
a typical natural image contains only about 10 objects. While the objectness
measure helps to generate more object-like regions, since it lacks category-
specific top-down knowledge, it still faces the same challenges as bottom-up
segmentation methods, albeit to a lesser degree. With multiple objects present
within a single image, a discovery method must identify those segments among
all possible image decompositions that will reveal common objects, as well as




Best Bottom-up  
(with multi-segs) 
Discovered Ensemble from Unlabeled Multi-Object Images 
vs. 
Figure 4.2: I devise an algorithm to discover and exploit the shared struc-
ture in a collection of unlabeled images in order to segment the objects more
accurately than is possible with bottom-up methods.
This implies a notable computational burden for existing discovery
methods, especially those that require pairwise distance computations between
all regions in the unlabeled pool (e.g., spectral or agglomerative clustering);
at 10K segments per image, a meager collection of only 100 images would al-
ready require one trillion comparisons! Computation aside, simply increasing
the pool of candidate segmentations is bound to add many distracting “noise”
regions, with a negative impact on discovery. A polluted pool with a low
signal-to-noise ratio will make it harder for the algorithm to find the matches
among the good segments in order to group them.
My idea is to discover shared top-down cues from a collection of un-
labeled multi-object images, and use them to refine both the segments and
discovered objects (see Figure 4.2).2 Rather than commit to a pool of candi-
date segments, my method allows any initially discovered shared appearances
to influence segmentation boundaries, and then in turn, lets the refined re-
gions influence the category-level grouping. Given an initial set of bottom-up
2I published the work described in this section in [88].
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segmentations, we first detect any clusters (or visual “themes”) that agree in
terms of appearance and contextual layout. Then, for each discovered pattern
we form an ensemble model consisting of its representative regions. I design
an energy function amenable to graph cuts to revise the spatial extent of each
initial segment. This step essentially favors keeping pixels that agree with the
appearance of any part of the cluster’s ensemble model; meanwhile, it favors
losing pixels that either agree with the remaining background in its original
image, or are likely attributable to a familiar previously learned class.
Unlike existing applications of graph cuts for segmentation (e.g., [125,
126]), my method generates the “foreground” model in a data-driven way,
from the patterns shared across the unlabeled images. Further, it permits the
inclusion of somewhat heterogeneous instances within a generic category, due
both to the use of an ensemble foreground model, as well as the integration
of my context-aware discovery algorithm to find the initial groups. Finally,
by favoring cuts that separate familiar and unfamiliar regions, my discovery
approach can be exploited in semi-supervised situations where direct class-
specific knowledge is available, but only for a partial set of categories appearing
in the image collection.
I illustrate the proposed method with two datasets, and show that
segmentation results are significantly closer to ground truth object bound-
aries when we leverage the shared discovered structure, as compared to either
bottom-up segmentation or a graph cuts baseline that lacks access to the full
collection. Further, I illustrate the positive impact the refined segmentations
have on unsupervised category discovery, thus enhancing the impact of the
context-aware discovery approach from Chapter 3.
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4.1.1 Approach
The goal is to discover top-down cues from recurring visual patterns
within an unlabeled image collection, and to use them to refine the segmen-
tations such that they better agree with object boundaries. I call the method
“Collect-Cut” since it uses the image collection to estimate the graph cut-based
segmentation.
The proposed method works as follows: given a pool of unlabeled im-
ages, we decompose each into multiple segmentations. After clustering the
segments from all images, for each group the method chooses representative
instances to act as an ensemble of possible appearance models. The ensemble
serves as (pseudo) top-down cues for that cluster’s segments. For every initial
“seed” segment, we refine its spatial extent at the granularity of superpixels,
promoting the inclusion of regions that (a) resemble any instance of that seg-
ment’s cluster ensemble, and (b) are unlikely to correspond to an instance of
a familiar class. I formulate these preferences in an energy function amenable
to graph cuts algorithms. Finally, having refined each region, we recompute
a clustering on all regions. The final output is a set of segmented discovered
objects.
In the following, I first briefly describe how we obtain the initial region
groups among the multiple segmentations (Section 4.1.1.1); from each of those
we extract a set of representative exemplars, as explained in Section 4.1.1.2.
Then, in Section 4.1.1.3, I introduce the energy function that will express how
every region from the original segmentation should be adapted to align with
the preferences described above. Finally, we reform the discovered categories
based on the refined regions in Section 4.1.1.5.
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4.1.1.1 Context-Aware Region Clustering
The first step consists of mapping an unlabeled collection of images to
a set of clusters or visual topics; we employ our algorithm for “context-aware”
visual category discovery [89] that I described in Section 3.1. As we have
seen, it significantly outperforms appearance-only approaches when a set of
previously learned categories (distinct from those to be discovered) is available
to build the object-context. Note, however, that in the following the discovery
of top-down segmentation cues will only be performed and evaluated on those
regions that the method deems to be unknown. Thus, while we expect to
be able to capture more variable intra-class instances with our context-aware
method, this clustering step is interchangeable with an existing appearance-
based technique (e.g., [127, 134]), as I will illustrate in the experiments.
4.1.1.2 Assembling Ensemble Models
Given the initial clustering results from above, we can now proceed to
build the ensemble models that will be used to refine the spatial extent of each
individual region. We use an ensemble because each cluster may itself contain
some variety, for two reasons: First, the clusters are comprised of segments
produced from bottom-up segmentation methods (e.g., [132]), and so may
contain partial segments from the full object (for example, a single cluster may
consist of both cow heads and cow bodies). Second, since we allow the regions’
context to influence their grouping, a given cluster may contain somewhat
heterogeneous-looking instances of objects occurring in similar contexts; for
instance, the context-aware grouping might produce a cluster with both red
and blue buildings, or side views and rear views of cars.
Thus, for each of the k discovered groups, we extract r representative
119
region exemplars to serve as its top-down model of appearance. Specifically,
we take those regions with the highest total affinity relative to the rest of the
cluster instances. Let sCi denote the i-th segment belonging to cluster C, and
let K(·, ·) denote the similarity function used for clustering (see Eqn. 3.3).
For each segment in cluster C, we compute its intra-cluster degree: L(sCi) =
∑
j K(sCi , sCj ), sort the values, and take the top r (from unique images). This
yields the ensemble model of object appearance {sC1 , . . . , sCr} for cluster C,
where for convenience of notation we are re-using the indices 1, . . . , r to denote
the selected top r. Though individually the ensemble’s regions may be short of
an entire object, as a group they represent the variable appearances that arise
within generic intra-category instances (see Figure 4.3 (c) for an example).
When refining a region’s boundaries, the idea is to treat resemblance to any
one of the representative ensemble regions as support for the object of interest,
as described in the following section.
4.1.1.3 Collective Graph-Cut Segment Refinement
Given the discovered ensemble models, we take each initial “seed” re-
gion and refine its segmentation using graph cuts [17, 18, 78]. We use a mix
of large and small segments for the original multiple-segmentation pool, with
the intent of capturing reasonable portions of objects; however, when com-
puting the refinement we break each image into finer-scale superpixels so that
the resulting label assignment may more closely follow true object boundaries.
We generate ∼120 superpixels per image. In the following, we refer to the
segments from the initial multiple segmentations as “regions”, the smaller su-
perpixel segments as “superpixels”, and reserve “segment” as a generic term
for either one.
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Ensemble Model: Discovered Top-down Cues Background and Smoothness Cues 
(f) Refined Segment 
(c) Mobj(C) (d) Mbg(I) and Entropy (e) gPb 
(b) Initial Seed Region 
graph  
cuts 
(a) k clusters of regions 
Figure 4.3: Overview of the proposed method. We use graph cuts to min-
imize an energy function that encodes top-down object cues, entropy-based
background cues, and neighborhood smoothness constraints. In this exam-
ple, suppose the familiar object categories are building and road. (a) A set
of k clusters of regions. (b) An initial region from the pool generated from
multiple-segmentations. (c) Ensemble cluster exemplars which we use to en-
code top-down cues. (d) Background exemplars and entropy map to encode
background preference for familiar objects. Darker regions are more “known”,
i.e., more likely to be background. (e) Soft boundary map produced by the
gPb [102] detector. (f) Our final refined segmentation for the region under
consideration. Note that a single-image graph-cuts segmentation using the
initial seed region as foreground and the remaining regions as background
would likely have oversegmented the car, due to the top half of the car having
different appearance from the seed region.
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We describe all segments with two features: color and texton his-
tograms. To compare two segments s1 and s2, we average the χ
2 distances




(χ2color(s1, s2) + χ
2
texton(s1, s2)). (4.1)
A seed region has both an image and cluster membership. Below we
use subscripts to refer to either a region’s image or its cluster; sCi refers to the
i-th region in cluster C, and sIj refers to the j-th region in image I.
The idea is to compute a refined labeling over the superpixels in the
image to separate the object that overlaps with the current “seed” region from
the background.3 Both the initial region itself and the cluster’s ensemble model
guide the assignment of “object” superpixel labels, while the originating image
alone guides the assignment of “background” superpixel labels. The output
labeling will serve as the refinement for that initial region.
We define a graph over an image’s superpixels: a node corresponds to
a superpixel, and an edge between two nodes corresponds to the cost of a cut








where f is a labeling of the superpixel nodes, S = {p1, . . . , pn} is the set of n
superpixels in the image, N consists of neighboring (adjacent) superpixels, and
3We use the terms “foreground object” and “background” to be consistent with familiar
uses of graph-cuts segmentation, though in this case their meanings are relative. That is,
since we work with multi-object images, each region from the initial segmentation will be
considered separately as a possible “foreground object” in turn. The “object” label is the
given cluster C, and “background” is the remaining objects in the image.
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i and j index the superpixels. Each superpixel pi is assigned to fi ∈ {0, 1},
where 0 corresponds to background and 1 corresponds to object. The data
cost term is Di(fi), and the smoothness cost term is Vi,j(fi, fj). Note that the
energy is parameterized by sseed, since we will optimize this function once for
each seed region.
We define the data term as:
Di(fi) =
{
exp (−d(pi,Mobj(C))) , if fi = 0;
exp (−d(pi,Mbg(I))) , if fi = 1.
(4.3)
where Mobj(C) and Mbg(I) denote the foreground ensemble model and back-
ground model, respectively. Note that the foreground model is a function of
the cluster C, and the background model is a function of the image I. We
let Mobj(C) consist of the r exemplars in the ensemble plus the initial seed
region: Mobj(C) = {sC1 , . . . , sCr , sseed}. We let Mbg(I) consist of the regions
from image I minus the seed region: Mbg(I) = {sI1, . . . , sIv}\{sseed}, where
v is the number of regions in image I’s segmentation. Our data term assigns
a high cost either when a superpixel is labeled as background but has a low
distance to the ensemble model, or when it is labeled as object but has a low
distance to the image’s background.
When computing the distances d(pi,M) above, we take the minimum
distance between pi and any instance in the set M . We want to exploit the
diversity of object parts in the ensemble, and to let each model instance con-
tribute only when needed. For example, if there are red and blue cars among
the exemplars, a refinement of a red car region would benefit from the red
exemplars rather than a single combined (e.g., average of red and blue) model.














where the argmin serves to keep d(pi,Mobj(C)) and d(pi,Mbg(I)) on the same
scale.
The last equation above imposes the weight wk on region sIk from the
image’s background set. The purpose of the weighting is to modulate the
distances between a superpixel and the Mbg(I) regions, so as to prefer that
familiar objects be treated as background. It is defined as follows:








P (on|sIk) log2 P (on|sIk),
and o1, . . . , oN are the N familiar object models used by our context-aware
discovery method. Note that H(sIk) is the (normalized) entropy for segment
sIk . The lower the entropy under the “known” models, the more familiar we
consider the region (see Figure 4.3 (d)). The weight wk has a sharp peak for
a normalized entropy value of 1, and then a gradual fall-off as the entropy de-
creases. Thus, if wk is small (more “known”), it downweights the χ
2 distance,
and makes the region k more likely to be selected as the superpixel’s most
similar background region. In this way, we account for the relative certainty
of detected familiar objects to hone the segmentation for novel unfamiliar ob-
jects. (If there are no previously learned category models, we simply replace
this entropy-based term with a spatial distance term; see below.)
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Finally, we define the smoothness term in Eqn. 4.2 as:
Vi,j(fi, fj) = |fi − fj | · exp(−β · z(pi, pj)), (4.6)
where z(pi, pj) =
1
2
(χ2(pi, pj) + Pb(pi, pj)), and Pb (Probability of boundary)
is determined by the probability outputs given by the gPb [102] detector (see
Figure 4.3 (e)). For each pair of neighboring superpixels, we look at their
boundary pixels and the associated gPb confidences. We compute a single
value, Pb(pi, pj), by averaging over those boundary confidences. Our smooth-
ness term is standard and favors assigning the same label to neighboring su-
perpixels that have similar color and texture and have low probability of an
intervening contour.
We minimize Eqn. 4.2 with graph cuts [18], and use the resulting label
assignment as the refined segmentation for region sseed (see Figure 4.3 (f)).
4.1.1.4 Fully Unsupervised Variant
While we are most interested in the case where we have access to some
previously learned familiar object category models, the Collect-Cut segmen-
tation technique is also applicable in the fully unsupervised setting with some
minor changes. To apply our framework in the fully unsupervised setting,
we replace the context-aware clustering from Section 3.1 with an appearance-
based algorithm, and swap out the entropy-based background weighting with
a distance-based background weighting. We use the method of [127], which
uses Latent Dirichlet Allocation (LDA) to discover visual topics among the re-
gions. To compose our ensemble model, we take the r instances (from unique
images) with the smallest KL-divergence to the given topic.
When comparing a superpixel to Mbg(I), we replace entropy H(sIk)
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refine segmentations  
and re-cluster 
Initial discovered clusters Refined clusters 
Figure 4.4: Illustrative example showing the discovery iteration process. Com-
pared to the initial discovery outputs, we can form better groups by clustering
the refined segmentations from our collect-cut algorithm.
with a weighting J(sIk) that depends on the spatial distance between the
centroids of region k and the initial seed region. The idea is that, in absence
of any knowledge of familiar categories, we should prefer regions that are far
away from the seed region to be background. Specifically, we place a Gaussian
centered at the seed region center xc, with σ equal to the mean of the region’s
width and height: g(x) = exp(−‖x− xc‖
2/(2σ2)). Then, we compute a single
weight J(sIk) by averaging g(x) within that region.
4.1.1.5 Iterating the Discovery Process
Once we refine all the segmentations, we remove the cluster associa-
tions, and compute new appearance features for the refined regions. Then we
provide the resulting descriptors as input to the discovery algorithm. Having
improved the segmentation boundaries with the collective graph-cut, the dis-
covery procedure can (potentially) form better groups than were possible at
the previous iteration. See Figure 4.4.
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4.1.2 Results
In this section, I evaluate my method’s segmentation performance and
analyze how it affects discovery accuracy.
Datasets We use the MSRC v0 and v2 datasets from Section 3.1.2 in the
previous chapter. When evaluating the semi-supervised form of our method, N
previously learned categories are used as context during the region clustering.
To demonstrate the stability of the results with respect to which categories are
familiar, we consider two known/unknown splits for each dataset. For MSRC-
v2, we take splits s1 ={building, tree, cow, airplane, bicycle} or s2 ={tree,
sheep, car, bicycle, sign}, as the unknown classes. For the MSRC-v0, we take
splits s1 ={cow, sheep, airplane, car, bicycle} or s2 ={tree, sheep, chimney,
door, window}, as the unknown classes. When evaluating the method without
using familiar objects as context, all 21 classes are considered as unknown.
See Figure 3.7 in the previous chapter for image examples.
Implementation details We use Normalized Cuts [132] to generate mul-
tiple segmentations for each image; we vary the number of segments from 3
to 12. We obtain contour estimates with the gPb detector [102]. To repre-
sent each segment’s appearance, we compute texton and color histograms. We
generate the texton codebook with k-means on filter responses from 18 bar
and 18 edge filters (6 orientations and 3 scales each), 1 Gaussian, and 1 LoG,
with k = 400 texton codewords. We use Lab color space, and 23 bins per
channel. For the method of [127], we use affine-covariant regions described
with SIFT descriptors. For each segment, we build a BOF histogram with
quantized SIFT features. We normalize each histogram to sum to one. We fix
β = 10 for the smoothness term after examining a few image examples. We
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set r = 5, 10 for the MSRC-v2 and v0, respectively. We present results only
for k = 30, which is approximately the number of object types in the datasets.
4.1.2.1 Object Segmentation Accuracy
I first evaluate my method’s segmentation results. To quantify accu-
racy, we use the pixel-level segmentation overlap score, OS. The quality of
segmented region R with respect to the ground-truth object segmentation GT
is measured as: OS = |GT∩R|
|GT∪R|
, where we take as GT the full object region
associated with region R’s majority pixel label. We only score segments that
initially belong to an unknown category, to focus our evaluation on the con-
tribution of our full model (i.e., using familiarity estimates). This amounts to
a total of 1,921, 1,202, 1,018, and 572 regions for the v0 s1, v0 s2, v2 s1, and
v2 s2, respectively.
I compare my Collect-Cut method against two baselines: (1) the orig-
inal bottom-up segmentation provided by the NCut multiple segmentations
(denoted Initial Bottom-up), and (2) a graph-cuts segmentation that uses
only information in the single originating image to assign costs for labeling
superpixels (denoted Single-Image Graph-Cut). Specifically, for the fore-
ground model the single-image method uses only the initial seed region, and for
the background model it uses the outermost regions along the image bound-
aries from the same image. We loosely modeled this baseline after a model
devised in [168], and it represents the best we could do if trying to refine the
segmentation independently for each image.
Figure 4.5 shows the results. I evaluate my method both when (a) using
the familiar categories during context-aware region clustering, and (b) using
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Figure 4.5: Segmentation overlap scores for both datasets, when tested (a)
with the context of familiar objects or (b) without. Higher values are better—
a score of 1 would mean 100% pixel-for-pixel agreement with ground truth
object segmentation. By collectively segmenting the images, our method’s
results (right box-plots) are substantially better aligned with the true object
boundaries, as compared to both the initial bottom-up multiple segmentations
(left box-plots), as well as a graph cuts baseline that can use only cues from a
single image at once (middle box-plots).
regions/categories that are scored. The low initial scores for the bottom-up
regions confirms the well-known difficulty in generating object-level segments
while relying only on low-level feature similarity (color, texture). The single-
image baseline improves over this, exploiting the contrasts between the seed
and its surrounding superpixels, as well as the prior to prefer outer regions
as background. However, by leveraging the shared structure in the collection
of images, my method produces significantly better segmentations than either
baseline.
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Figure 4.6: Two illustrative results comparing my Collect-Cut to the single-
image graph-cuts baseline. If the initial seed region captures only a single part
of a multi-part object (i.e., heterogeneous appearance), a method restricted
to using only the single image for segmentation may fail. In contrast, by
integrating the ensemble of discovered shared cues found in the collection, our
approach can more fully recover the object’s segmentation.
We noticed that the single-image baseline has particular difficulty in
refining segmentations for objects with heterogeneous appearance. For exam-
ple, an initial seed region may capture the windshield of a car in a cluster
comprised mostly of cars and car parts (which is possible due to our context-
aware discovery). The single-image baseline resists joining the windshield to
the other car parts due to their contrasting appearance, whereas our ensemble
model captures multiple aspects of the car, and can allow them to be labeled
as “object”. See Figure 4.6 for examples.
Table 4.1 shows my method’s average improvements for each of the
unknown categories. Overall, there is consistent and significant gains for all
categories when compared to the original bottom-up regions. The smaller
improvements (e.g., airplane: 36%) seem to occur when the initial clusters are
less homogeneous, leading to weaker ensembles.
Figure 4.7 shows representative (good and bad) qualitative segmenta-
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building tree cow airplane bicycle
v2-s1 .31 (116%) .28 (89%) .37 (114%) .23 (86%) .35 (123%)
cow sheep airplane car bicycle
v0-s1 .30 (65%) .28 (60%) .13 (36%) .23 (65%) .27 (95%)
tree sheep car bicycle sign
v2-s2 .33 (109%) .38 (127%) .30 (105%) .28 (100%) .26 (90%)
tree sheep chimney door window
v0-s2 .41 (145%) .29 (62%) .19 (43%) .21 (44%) .29 (81%)
Table 4.1: Mean overlap score improvement per category, for each split (s1 and
s2) of the two datasets (MSRC v0 and v2). Gains are measured between each
initial bottom-up segment and our refinement; both the absolute and percent-
age increases are shown. Our collectively segmented regions are more accurate
for all categories, including those with heterogeneous appearance (cars, bicy-
cles), which are most challenging.
tion examples, where we compare against the best segment from the initial
pool of multiple-segmentations.
Figure 4.8 shows good multi-object segmentation examples, where we
aggregate our method’s refined object regions into a single image-level seg-
mentation. Specifically, after refining each region in an image from the initial
multiple segmentations, we will have multiple, potentially overlapping, regions
in the image. We solve a new multi-label problem that enforces each super-
pixel in the image to select its best overlapping (larger) region. We devise
an energy function in which the data term measures the cost of a superpixel
being assigned to an overlapping region, and the smoothness term measures
the cost of assigning different labels to neighboring superpixels. We minimize














Figure 4.7: Qualitative comparison: our results vs. the best corresponding
segment available in the pool of multiple-segmentations. Numbers above de-
note overlap scores. The first 6 columns are examples where our method
performs well, extracting the true object boundaries much more closely than
the bottom-up segmentation can. We stress that the “best multi-segs” shown
are picked using the ground truth, meaning there is no better region for the
object available in the pool of segments; thus, it should be viewed as a gen-
erous upper bound on the quality of the regions we can get for the baseline.
The last 2 columns show failure cases for our method. It does not perform
as well for images where the multiple objects have very similar color/texture,
or when the ensembles are too noisy.
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Figure 4.8: Examples of high quality multi-object segmentation results. We
aggregate our refined segmentations into a single segmentation of the image.
4.1.2.2 Category Discovery Accuracy
Having established that Collect-Cut segmentations can more faithfully
follow true object boundaries, I next analyze the extent to which segmentation
refinement improves category discovery. We use the F-measure to quantify
clustering accuracy: F = 2·P ·R
P+R
, where P denotes precision and R denotes
recall. This scoring reflects the coherency (precision) of the clusters, while
taking into account the recall of the same-category instances. To score an
arbitrary segment, we consider its ground truth label to be that which the
majority of its pixels belong to.
Figure 4.9 shows the results. I compare three variants: (1) running
discovery with the initial bottom-up multiple segmentations pool, (2) run-
ning discovery with our method’s results, and (3) running discovery with the
ground truth object segments, which provides an upper bound on accuracy.
My method yields a significant gain in clustering accuracy over the initial seg-
mentations. This can be attributed to the fact that the spatial extent of the
refined regions more closely matches that of the true objects, thereby allowing
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Figure 4.9: Impact of collective segmentation on discovery accuracy, as eval-
uated by the F-measure (higher values are better). For discovery, we plug in
both (a) my context-aware clustering algorithm [89], and (b) an appearance-
only discovery method [127]. In both cases, using my Collect-Cut algorithm
to refine the original bottom-up segments yields more accurate grouping.
tered. The upper bound on accuracy in this experiment is imperfect—showing
the limits of clustering multiple generic object categories. Note that these re-
sults bring together findings from both context-aware discovery and collective
segmentation; we see that segmentation accuracy can be improved with fa-
miliar object-context, and that discovery accuracy can be improved with high
quality object segmentations.
In the next section, I show how we can apply this idea of discovering top-
down segmentation cues from a collection of images to perform unsupervised
video object segmentation.
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4.2 Key-Segments for Video Object Segmentation
The previous section showed how to segment objects in unlabeled image
collections using top-down cues from discovered categories. In this section, I
extend this idea to segmenting the foreground objects in unlabeled videos by
using cues from a set of discovered key object segments in the data. Like
an image collection, a video has an assortment of images (frames); however,
unlike image collections, a single video is certain to contain repeating object
instances. So the key challenge is how to focus on the key foreground objects,
while ignoring the irrelevant background clutter.
As discussed in Chapter 2, existing unsupervised video segmentation
methods explore tracking regions or keypoints over time [19, 21, 152] or for-
mulate clustering objectives to group pixels from all frames using appearance
and motion cues [56, 65]. Aside from the well-known challenges associated
with tracking (drift, occlusion, and initialization) and clustering (model selec-
tion and computational complexity), these methods lack an explicit notion of
what a foreground object should look like in video data. Consequently, similar
to what we observed earlier for static images, the low-level grouping of pixels
usually results in a so-called “over-segmentation”.
Instead, I propose an approach that automatically discovers a set of
key-segments to explicitly model likely foreground regions for video object
segmentation. The main idea is to leverage both static and dynamic cues to
detect persistent object-like regions, and then estimate a complete segmenta-
tion of the video using those regions and a novel localization prior that uses
their partial shape matches across the sequence.4 See Figure 4.10.
4I published the work described in this section in [93].
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Input: Unannotated video
Output: Segmentation of high!ranking foreground object
. .
Figure 4.10: My idea is to discover a set of key-segments to automatically
generate a foreground object segmentation of the video.
To implement this idea, I first introduce a measure that reflects a re-
gion’s likelihood of belonging to a foreground object. To capture object-like
motion and persistence, we use dynamic inter-frame properties such as mo-
tion difference from surroundings and recurrence. Intuitively, a region that
moves differently from its surroundings and appears frequently throughout
the video will likely be among the main objects of interest. Conversely, one
that seldom occurs is more likely to be an uninteresting, background object.
To capture object-like appearance and shape, we use static properties such as a
well-defined closed boundary in space and clear separation from surroundings,
as recently explored in static images [3, 24, 35]. We use both aspects to group
the key-segments, estimating multiple inlier/outlier partitions of the candi-
date regions. Each ranked partition automatically defines a foreground and
background model, with which we solve for a pixel-wise segmentation using
graph cuts on a space-time Markov Random Field (MRF). The rank reflects
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the corresponding object’s centrality to the scene.
How does key-segment discovery help video object segmentation? The
key-segments are a reliable source for learning the appearance of a foreground
object, since they were determined to be both object-like and frequently oc-
curring in the video. Furthermore, key-segments detected across the sequence
imply probability distributions for the location and scale of the object in other
frames, which we show how to capture through a novel partial shape matching
localization prior. What is the advantage of having a group of key-segments?
An ensemble alleviates imprecise segmentations on any individual key-segment
and captures background diversity in the video, since the background visible
in each key-segment’s frame can vary. In practical terms, my approach sub-
stantially reduces annotator effort; rather than outlining an object of interest,
one can simply use (or peruse) the suggested foreground object(s).
To my knowledge, no prior work explores category-independent fore-
ground segmentation for videos where simple background subtraction is in-
sufficient. Towards this goal, important novel components of my technique
include (1) a new motion-based measure of object-like regions in video that
complements existing image-based cues, (2) a localization prior using partial
shape matches in video, and (3) a space-time graph segmentation that accom-
modates the key-segments. I apply my unsupervised method to challenging
benchmark videos, analyze its components in detail, and show state-of-the-art
results compared to existing unsupervised and supervised methods.
Related work Video object segmentation is often performed in an interac-
tive or supervised way. Interactive methods require a user to annotate object
boundaries in some key frames, which are then propagated to other frames
while a user stands by to adjust errors [10, 117, 169]. Tracking-based methods
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attempt to reduce the supervision to a manual segmentation on only the first
frame (e.g., [124, 148]). However, all such methods demand user input draw-
ing regions of interest, and may suffer from sensitivity to a user’s annotation
expertise.
Bottom-up approaches can segment videos in a fully automatic man-
ner, based on cues like motion and appearance similarity. Motion segmenta-
tion methods (e.g., [131]) cluster pixels in video using bottom-up motion cues.
Recent methods either perform pixel-level segmentation in a spatio-temporal
video volume from scratch [56], begin with an image segmentation per frame
and then match segments across nearby frames, e.g., [19, 65, 152], or use dense
flow to cluster long-term motion trajectories [21]. Without any top-down no-
tion of objects, however, such methods tend to over-segment, yielding regions
that taken alone may lack semantic meaning.
4.2.1 Approach
The goal is to discover object-like key-segments in an unlabeled video,
and learn appearance and shape models from them to automatically segment
the foreground objects. This is directly building on my “Collect-Cut” approach
from the previous section, except now we focus on segmenting the recurring
foreground objects instance in a single video.
There are three main steps to my approach: (1) scoring each image
region using appearance and motion cues to determine how likely it is to belong
to a foreground object; (2) clustering the regions to discover key-segments that
represent a single object, and ranking those clusters according to their region
scores; and (3) segmenting each foreground object in the video using its model
learned from the corresponding key-segments. The final output is a ranked set
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of foreground object segmentations. I now describe each step in turn.
4.2.1.1 Finding Object-like Regions in Video
In order to segment a foreground object in the video, we first need a
representation of that object. Since we assume no prior knowledge on its size,
location, shape, or appearance, we initially generate a diverse set of object
“proposals” in each frame using the static region-ranking method of [35]. The
proposals are guided by models learned from true segmentations of arbitrary
objects5, and have been shown to better align with object boundaries than
traditional bottom-up segments do. For each frame in the video, we generate
roughly 1000 regions.
To find “object-like” regions among the proposals, we look for regions
that have (1) appearance cues typical to objects in general, and (2) differences
in motion patterns relative to their surroundings. These properties are well-
suited for defining objects in video; any region that is salient in terms of both
appearance and motion may correspond to a true object. This is tied to our
“easiness” criterion in Chapter 3, which looks for regions that are object-
like in appearance, and are surrounded by familiar objects in static images.
Specifically, we define a function:
S(r) = A(r) +M(r), (4.7)
that scores a region r according to its static intra-frame appearance score A(r)
and dynamic inter-frame motion score M(r). See Figure 4.11.
5Note those exemplars are disjoint from the objects appearing in the videos we process;
specifically, the region proposal function of [35] was trained with Berkeley Segmentation
data.
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Input:  video 
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Figure 4.11: We score each region according to their object-like appearance
and motion scores.
We compute A(r) using [35]. It reflects cues indicative of a generic
object, such as the probability of a surrounding occlusion boundary, color
differences with nearby pixels, and the probability of belonging to a vertical
surface. Note this measure only looks at the appearance of the region within
each frame, and does not care about the motion.
We compute M(r) to measure the confidence that region r corresponds
to a coherently moving object in the video. We compute optical flow his-
tograms for the region r and the pixels r̄ around it within a loosely fit bounding
box, and then score r as:
M(r) = 1− exp(−χ2flow(r, r̄)), (4.8)
where χ2flow(r, r̄) is the χ
2-distance between L1-normalized optical flow his-
tograms. Note that this cue is not simply looking for large motions or appear-
ance changes from background (e.g., as one would in background subtraction).
Rather, we are describing how the motion of the proposal region differs from its
closest surrounding regions; this allows us to forgo assumptions about camera
motion, and also to be sensitive to different magnitudes of motion. Further-
more, the region r itself is a product of an object-like ranking, not an arbitrary
bottom-up segment.
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Before combining A(r) and M(r), we standardize each to zero-mean
unit-variance using the distribution of scores across all regions in the video.
4.2.1.2 Discovering Key-Segments Across Frames
Given the scored regions, we next identify groups of key-segments that
may represent a foreground object in the video. For each frame, we take the
top N highest-scoring regions to form a candidate pool C spanning the entire
sequence. Many regions belonging to a foreground object should be present
in C (as they were predicted to be most “object-like”), but there may also be
noisy segments. Thus, we specifically treat this stage as gathering multiple
hypotheses among the highly ranked object-like regions, computing multiple
partitions of C. In Section 4.2.1.3, I will explain how to use them to segment
the entire video.
To extract the groups, we first define similarity between two regions rm
and rn:




where χ2color(rm, rn) is the χ
2-distance between unnormalized color histograms
of rm and rn, and Ω denotes the mean of the χ
2-distances among all regions.
This measure gives high affinity to regions that have similar color and similar
size. We compute the pairwise affinities between all regions m,n ∈ C, to obtain
the affinity matrix KC.
We next perform a form of spectral clustering [112, 114] with KC to
produce multiple binary inlier/outlier partitions of the data, with the objective
of maximizing the inliers’ intra-cluster affinity (normalized by the number of













Figure 4.12: We rank the discovered key-segment groups according to their
average object-like score, and build segmentation models for each object hy-
pothesis.
the continuous eigenvector to form an indicator vector that denotes the inlier
set, using the technique in [112].
Each cluster (inlier set) is a hypothesis h of a foreground object’s key-
segments. We automatically rank the clusters based on the average object-like
score S(r) of its member regions. If that scoring is successful, the clusters
among the highest ranks will correspond to the primary foreground object(s),
since they are likely to contain frequently appearing object-like regions (as we
confirm in Figure 4.18 below).
4.2.1.3 Foreground Object Segmentation
Each ranked partition (“key-segment hypothesis”) automatically de-
fines a foreground and background model. For now, suppose we extract a
142
color distribution and set of shape exemplars for each hypothesis (see Fig-
ure 4.12). We next devise a space-time Markov Random Field (MRF) model
that uses these models to guide a pixel-wise segmentation for the entire video.
In practice, we process the hypotheses in rank order, exploiting the quality of
the object-like ranking discussed above.
Importantly, a top-ranked hypothesis helps form models of both the
object itself and the remaining background objects, for two reasons. First,
the foreground features common to the selected key-segments are more pro-
nounced, while unique or isolated features are discounted. Second, the diver-
sity in background appearance is captured through the (potentially) different
backgrounds present in each key-segment’s frame. For example, as the cam-
era pans to follow a primary object of interest, the surrounding background
can change substantially; so long as a key-segment hypothesis spans frames
from various backgrounds, it will help propagate the figure-ground labeling
accordingly.
Space-time graph definition We define a graph over each frame’s pixels:
a node corresponds to a pixel, and an edge between two nodes corresponds
to the cost of a cut between two pixels. The energy function we minimize









where f is a labeling of the pixel nodes, S = {p1, . . . , pn} is the set of n pixels
in the video, N consists of neighboring pixels, and i and j index the pixels.
Each pixel pi is assigned to fi ∈ {0, 1}, where 0 corresponds to background
and 1 corresponds to foreground. The pixel neighborhood N consists of four
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Frame t Color Fg estimate  Shape Fg estimate 
+ 
Fg estimate 
Foreground likelihood estimation for each frame 
Figure 4.13: We compute the foreground likelihood in each frame of the video
using the discovered color and shape models.
spatially neighboring pixels in the same frame, and two temporally neighboring
pixels in adjacent frames. We assign a pixel’s temporal neighbor in the next
frame by its optical flow vector displacement. Related space-time graphs are
defined in [148, 152].
The neighborhood term Vi,j encourages label smoothness in space and
time. We use a standard contrast-dependent function defined in [125], which
favors assigning the same label to neighboring pixels that have similar color.
The data term Dhi defines the cost of labeling pixel i with label fi, given
key-segments in h. Specifically,
Dhi (fi) = − log
(





where U ci (·) is the color-induced cost, and U
l
i (·) is the local shape match-
induced cost. Both terms are depicted in Figure 4.13, and explained in detail
next.
Appearance-based models To model the foreground and background ap-
pearance, we estimate two Gaussian Mixture Models (GMM) in RGB col-
orspace: (1) a GMM fgcolor for pixels in h’s key-segments; and (2) a GMM
bgcolor for pixels in the complement of h’s key-segments, among all frames in
h. We set U ci (fi, h) to be the pixel-likelihoods computed from each GMM. A
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pixel that has similar color to the foreground (background) object will have
high cost if labeled as background (foreground).6
Location priors via partial shape matching Beyond simple appearance
terms, for video segmentation, we also want to exploit the consistency of re-
curring foreground objects viewed over time. In particular, we have a strong
localization prior from one frame to the next. Our use of optical flow to de-
fine neighbors partially captures this via label smoothness, but is closely tied
to appearance agreement and can fail when the foreground and background
GMMs share similar color components. Thus, as the final component of our
model, we introduce a novel technique to prime the location and scale of the
foreground object in a frame using key-segment shapes.
The main idea is to use the key-segments detected across the sequence,
projecting their shapes into other frames via local shape matching. The spatial
extent of that projected shape then serves as a location and scale prior in
which we prefer to label pixels as foreground. Since we have multiple key-
segments and many possible local shape matches, many such projected shapes
are aggregated together, essentially “voting” for the location/scale likelihoods.
See Figure 4.14.
More specifically, we project the key-segments onto each frame in the
video by matching Boundary Preserving Local Regions (BPLR) [75]. A BPLR
is a densely-extracted local feature that preserves object boundaries and par-
tial shape.7 For each video frame, we generate BPLRs and retain for shape
matching those that produce better (lower distance) matches to the BPLRs of
6Note the − log(·) in Eqn. 4.11.
7Other detectors are feasible, but we specifically choose BPLR due to its robustness when
matching deformable objects.
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Figure 4.14: Foreground location and scale estimates with BPLR matches.
the key-segments than to the BPLRs of their image complements. We create
a vote space that has the same size as the frame, and project the matched key-
segment onto the frame after aligning the locations and scales of the matched
BPLRs. We weight the votes according to the match similarity. This process
is repeated for all retained BPLRs, and we normalize the vote space such that
the maximum value is one.
Then, the vote value at pi gives its foreground location likelihood:
U li (fi) =
{
P (pi|bg
shape(h)), if fi = 0;
P (pi|fg
shape(h)), if fi = 1,
(4.12)
and the background location likelihood is its complement. U li (fi) measures
whether a pixel lies in a projected region of the key-frames. Pixels that are
part of a commonly projected region will have high probability of being labeled
as foreground. See “Shape Fg estimate” in Figure 4.14.
146
When is this most useful? By using partial (local) shape feature matches
to drive each shape projection, we intend to account for deformations and ar-
ticulations that the foreground object may exhibit. For example, a running
monkey’s global shape can vary significantly from frame-to-frame. However,
its arms and legs will only undergo small changes in shape. Thus, a local
match (e.g., at the arm or leg) derived from a key-segment can usefully map
in the rough global shape prior, despite the change in pose.
In addition, this likelihood helps disambiguate labels when there are
similar colors in both the foreground and background models, or if there is
a background object that did not appear in any of the key-segments’ frames.
Note that the key-segment color models only capture cues within their own
frames. This means that the background objects that appear in the non-key-
segment frames are not modeled, and may easily be mislabeled as foreground.
For example, if a tree with brown leaves appears behind a brown monkey
(the foreground object), the tree could otherwise be mislabeled as foreground.
Table 4.3 in the results specifically validates the impact of the term U li (fi).
Minimization procedure for video labeling Weminimize Eqn. 4.10 with
binary graph cuts [18], and use the resulting label assignment as the foreground
object segmentation of the video for hypothesis h. See Figure 4.15.
For efficiency, rather than segment the entire video at once, we sequen-
tially label each frame in turn, using a space-time graph of three frames that
connects its two adjacent frames. In addition, for better accuracy, rather than
simply pass through the frames in sequential order, we proceed in a greedy
ordering from the most confident frames that contain key-segments. That is,
we start by labeling and fixing the key-segments’ frames, and then solve oth-
ers in their order of temporal proximity. This more effectively propagates the
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Space-time MRF Binary graph-cut 
Output:  




Figure 4.15: We solve for a pixel-wise segmentation using graph cuts on a
space-time Markov Random Field (MRF) to segment the object across the
entire video.
foreground/background labels of one frame to the next through optical flow
connections.
4.2.1.4 Summary of the Approach
To recap, my method takes an unlabeled video, and produces foreground-
background segmentations ranked by the object’s expected centrality to the
scene. The main steps are: (1) extract proposal regions from all frames, (2)
score all regions by S(r), (3) take top-ranked regions, and partition into in-
lier/outlier hypotheses. For each hypothesis, (4) extract foreground model
and local shape features from all its key-segments, (5) match shape features
across all frames to create shape-based foreground likelihood maps, (6) mini-
mize Eqn. 4.10 using graph cuts with series of space-time graphs, (7) return
binary pixel-wise segmentation.
Since my method ranks the foreground results by confidence, one can
use it in a completely unsupervised manner to define the primary foreground
objects (e.g., for summarization applications as I will discuss in the subsequent




The main questions in my experiments are (1) to what extent are
object-like regions better identified by using motion cues unique to video, (2)
how well does my method rank each hypothesis, and (3) how accurate is my
method’s foreground object segmentation?
Datasets We test on two datasets: [148] and [56], eight videos in total. We
use the SegTrack dataset [148], which contains six videos (monkeydog, bird,
girl, birdfall, parachute, penguin) and pixel-level ground-truth (GT) for the
primary foreground object. The videos span a wide degree of difficulty with
challenges such as foreground/background color overlap, large shape deforma-
tion, and large camera motion. To my knowledge, it is the largest publicly
available pixel-labeled video dataset. We do not provide in-depth quantitative
results on the penguin video, since it lacks the GT to properly evaluate our
algorithm; only a single penguin is labeled as the foreground object amidst a
group of penguins.
In addition, we generate qualitative results on two videos from the
dataset of [56]; note that it lacks pixel-level ground-truth needed for quanti-
tative analysis. See Figure 4.16 for example frames of the datasets.
Implementation details We use [35] to generate regions. To describe color,
we use Lab space histograms, with 23 bins per channel, and K = 5 component
GMMs. To describe motion, we use optical flow histograms with 61 bins per
x and y direction, using [97]; we dilate a region’s bounding box by 30 pixels











Figure 4.16: Example frames of the datasets used for video object segmenta-
tion. The first four rows show frames from SegTrack [148] and the bottom two
rows show frames from [56].
150
















































































Figure 4.17: Precision-Recall curves for foreground object prediction. We
analyze the different components of our video object-like scoring function.
(Ours): full model; (App.): appearance-based region scoring; (Motion):
motion-based region scoring. Higher curves are better.
pixels. We set N = 10.
For the graph-cuts minimization, we set α = 0.5 and γ = 4 for the
smoothness term. These parameters are fixed for scoring all videos. We
smooth the partial shape match vote space with a Gaussian kernel to be robust
to minor alignment errors and shape deformations.
Generating regions takes about 3 minutes / frame, computing GMMs
takes about 2 minutes, and segmentation takes about 1 second / frame with
a Matlab implementation.
4.2.2.1 Object Prediction Accuracy
I first evaluate my method’s ability to predict object-like regions, and
compare: (1) the static appearance component [35] that computes A(r), (2)
the dynamic motion component M(r), and (3) my full model S(r) that uses
both.
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Figure 4.17 shows precision-recall curves for the three variants on all
regions in each video. A region r is considered to be a true positive (i.e.,
foreground object), if its overlap score = |GT∩r|
|GT∪r|
is greater than 0.5, following
PASCAL convention [37].
The results clearly demonstrate that motion plays a significant role in
identifying foreground object regions in video. This is particularly true for
the birdfall and parachute sequences, in which the foreground object has large
motion patterns compared to its surroundings. Static appearance is important
as well, as can be seen for the girl, cheetah, and monkey videos. In the girl
video, the foreground object exhibits articulated motions in which one part
(e.g., arm) has substantially larger motion compared to another part (e.g.,
torso), which explains the low precision of the motion-only component. By
accounting for both motion and appearance, our full model produces the best
predictions overall.
4.2.2.2 Object Hypothesis Rank Accuracy
I next evaluate my method’s hypothesis ranking. Figure 4.18 shows
the mean ground-truth region overlap score for each of the ranked hypotheses.
High rank hypotheses have high mean overlap-scores, while low rank hypothe-
ses have low mean overlap-scores. This shows our automatically generated
ranking is highly indicative of how well each hypothesis represents the pri-
mary object of interest. Among all videos, only the monkeydog sequence lacks
a strong hypothesis among the top three ranks. This is due to an artifact
of the data: each frame contains black margins, which artificially produce
high motion scores (since their motion is constant, while the remaining ob-
jects are moving or appear to be moving due to camera motion); the top-three
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Figure 4.18: Our method’s automatically ranked hypotheses and their mean
ground-truth overlap scores. Higher bars at lower ranks reflect better fore-
ground object prediction and ranking. Our ranking focuses attention to pri-
mary foreground objects.
hypotheses predict these to be the foreground object. However, the fourth
ranked hypothesis correctly predicts the monkey to be the primary object.
What do the hypotheses and their key-segments look like? Figure 4.19
shows key-segments of the highest-ranked hypothesis that corresponds to the
primary object. The number in parentheses indicate its rank. On six of the
eight videos, our very top-ranked hypothesis corresponds to the primary fore-
ground object. If desired, one could easily re-rank the hypotheses to enforce
diversity by penalizing pixel overlap with higher ranked key-segments.
It is evident that the key-segments are representative exemplars of the
foreground object. This allows my method to learn reliable color and shape
models for segmenting out the object in all frames, including those that did


















Figure 4.19: The discovered key-segments. The numbers indicate the rank of
each hypothesis. The hypothesis corresponding to the primary object has high
rank, and its key-segments have high overlap with true object boundaries. The
first six rows show results on SegTrack [148] videos. The last two rows show
results on videos from [56]. Best viewed on pdf.
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Ours [148] [26] Top A(r) region Bg Sub
birdfall 288 252 454 26156 7435
cheetah 905 1142 1217 27728 28763
girl 1785 1304 1755 10236 45019
monkeydog 521 563 683 38083 31099
parachute 201 235 502 75168 27242
penguin 136285(*) 1705 6627 147686 61089
Manual seg? No Yes Yes No No
Table 4.2: Segmentation error as measured by the average number of incorrect
pixels per frame. Lower values are better. We compare our method (Ours)
with two state-of-the-art methods ([148] and [26]), which require the first frame
to be annotated. ∗See text about penguin ground-truth.
4.2.2.3 Object Segmentation Accuracy
In this section, I evaluate my method’s final segmentation results. We
compare against two state-of-the-art methods: (1) the motion coherence seg-
mentation method of [148], and (2) the level set-based tracker of [26]. These
methods require human labeling of the object boundary in the first frame. In
contrast, my method requires no hand drawn supervision to guide the segmen-
tation. (One may choose among my method’s ranked segmentation proposals,
but this does not change segmentation quality.)
Table 4.2 shows the results. To quantify segmentation accuracy, we use
the average per-frame pixel error rate [148], ǫ(S) = |XOR(S,GT )|
F
, where S is
each method’s segmentation, GT is the ground-truth segmentation, and F is
the total number of frames. I evaluate my method with the segmentation of
the hypothesis that corresponds to the object with ground-truth annotation.
My method produces the best results on three of the five videos (chee-
tah, monkeydog, parachute), and produces the second best result on the birdfall
video. Our higher error on the girl video is caused by an over-segmentation
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of the key-segments. This is primarily due to some inaccurate initial region
proposals from [35], which is reasonable since the object exhibits large appear-
ance variation. For the penguin video, our top-ranked hypothesis corresponds
to the group of penguins, whereas the ground-truth annotates only a single
penguin. Since the group of penguins are so close and similar, it is not clear
whether one or all penguins makes a better foreground estimate.
The last two columns in Table 4.2 show error rates when taking the
region with the highest appearance-based score A(r) per frame and when per-
forming standard background subtraction [139], respectively. Clearly, A(r)
alone is insufficient to predict the primary object in the video. Background
subtraction completely falls apart, since it cannot handle large camera mo-
tions. By taking into account both motion and persistence to discover the
key-segments, we obtain significantly better foreground segmentations.
Figure 4.20 shows qualitative segmentation examples. My method pro-
duces high quality segmentations of the primary foreground object. There are
some failure cases as well, such as when the object is mislabeled due to low
contrast with its surrounding regions (see last column of bird video), and when
parts of the object are missed (see the second and third columns of girl video).
The last two rows show comparisons to the unsupervised method of [56].
My method produces a figure-ground segmentation at the object-level by au-
tomatically finding its key-segments. In contrast, [56] relies only on bottom-up
pixel-level motion and appearance cues, which sometimes results in an over-
segmentation of an object.
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penguin 










Figure 4.20: Segmentation results. The first six rows show results on Seg-
Track [148] videos. The last two rows compare our results to [56]. Best viewed
on pdf.
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Table 4.3: Segmentation error. Lower values are better. We compare our full
method (Ours) with a baseline that only models color information (Ours w/o
partial shape match). Our partial shape matching improves segmentation
quality.
4.2.2.4 Impact of Partial Shape Matching
Finally, I study the impact of our partial shape matching location prior.
We compare against a baseline that only models color, but otherwise follows
the same pipeline as our full method. For this baseline, we set γ = 50 as
in [125] to adjust the scales of the cost values between the methods. Table 4.3
shows the results. The partial shape matching improves segmentation accuracy
in most videos. As discussed earlier, some of the key-segments of the girl
video are over-segmented, which means that the projected shape can miss the
articulated body parts (e.g., arms); increasing the color term helps in this case.
Overall, we find a substantial advantage from the partial shape match.
4.3 Discussion
In this chapter, I presented a novel framework to perform object seg-
mentation in images and videos using discovered top-down cues, building on
the context-aware discovery idea from Chapter 3. I showed how to discover
and group candidate image segments that belong to the same category, rank
the grouped segments by predicted informativeness, and encode the discov-
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ered top-down cues in energy functions that are amenable to existing graph-
cuts algorithms to perform fast and accurate segmentation. I evaluated the
framework for two applications—multi-object segmentation in natural images
and foreground object segmentation in videos—and obtained similar or higher
quality segmentations than previous bottom-up approaches and even state-of-
the-art supervised methods.
We can also apply the same idea to discover meaningful features in
unlabeled image collections. My work on foreground feature discovery shows
that the mutual reinforcement of object-level and feature-level similarity im-
proves unsupervised image clustering and foreground detection in unlabeled
images [86]. Similarly, my work on shape discovery shows how to discover
objects characterized by shape [87], where local appearance matches serve to
anchor the surrounding edge fragments, yielding a more reliable affinity func-
tion for images that accounts for both shape and appearance. This allows
discovery of the foreground object contours in each image, and summarization
of the prototypical shapes for each category. For space, I focused on collec-
tive segmentation in this thesis; I refer the interested reader to the published
papers for the foreground feature and shape discovery [86, 87].
Overall my results in this chapter illustrate the proposed method’s ad-
vantage of discovering shared structure in the unlabeled set of images or video
frames when computing segmentations. I demonstrated the value of introduc-
ing knowledge about previously learned categories directly using the formula-
tions developed in Chapter 3. The results indicate that when some recurring
objects are present in the image collection or video, exploiting their repetition
leads to high quality segmentations that better capture full objects, which are
not possible to obtain with bottom-up methods. I also introduced a novel par-
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tial shape match location prior that primes the foreground object’s location
and scale in each image frame.
What are the assumptions of my approach? First of all, we assume that
the image collection contains one or more repeating objects. As mentioned in
Section 3.4, this may not always hold. If the data lacks repeating objects, the
resulting clusters will be very noisy and will lead to inaccurate segmentations.
To be robust to these errors, we could measure the reliability of each cluster.
If a cluster is considered to be noisy, it should not be used to build top-
down models for segmentation. My key-segments framework is more widely
applicable, since repeating object instances in videos is almost guaranteed.
Admittedly, the initial discovered clusters for building the top-down ob-
ject models may not fully represent all objects in the image collection, mainly
due to the initial bottom-up segmentation step. Small or heterogenous objects
tend to be missed or oversegmented by most bottom-up segmentation meth-
ods. Category independent segmentation methods [3, 35] work better, since
they learn to segment generic objects with labeled training images. One rea-
son for the success of my key-segments approach is due to the method of [35]
combined with the proposed object-like motion cue, which generates more re-
liable candidate object segmentations compared to bottom-up segmentation
methods. However, there can still be noisy object hypotheses (containing ob-
ject fragments, or good segments that belong to multiple objects) that would
result in inaccurate segmentations.
To overcome some of these limitations, we could have a human-in-the-
loop. The system could present its discoveries to the human and request
annotations in various forms, such as pruning any of the object hypotheses or
merging two or more of them if they belong to the same object. Furthermore,
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for video object segmentation, we could generate the initial bottom-up regions
using motion cues. In the current framework, we generate regions using static
image cues, and then select those that are object-like using dynamic motion
cues. While in practice this produces many object-like regions, we could do
even better by exploiting motion for the region generation step, which would
be especially helpful when an object and its surrounding background regions




Discovering Important People and Objects for
Egocentric Video Summarization
The previous chapters showed how to continuously discover novel cat-
egories amidst familiar objects through a self-paced curriculum, and how
to build models from the discoveries to perform unsupervised segmentation.
Building on many of the techniques that I have already introduced, in this
chapter I explore the value of discovery and segmentation for automatic sum-
marization of visual data. In particular, I show how to produce important
object-driven summaries for first-person videos captured from a wearable cam-
era.
The goal of video summarization is to produce a compact visual sum-
mary that encapsulates the key components of a video. Its main value is in
turning hours of video into a short summary that can be interpreted by a
human viewer in a matter of seconds. Automatic video summarization meth-
ods would be useful for a number of practical applications, such as analyzing
surveillance data, video browsing, action recognition, or creating a visual diary.
As discussed in Chapter 2, existing methods extract keyframes [52, 164,
170], create montages of still images [5, 25], or generate compact dynamic sum-
maries [118, 122]. Despite promising results, they assume a static background
or rely on low-level appearance and motion cues to select what will go into
the final summary. However, in many interesting settings, such as egocentric
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videos, YouTube style videos, or feature films, the background is moving and
changing. More critically, a system that lacks high-level information on which
objects matter may produce a summary that consists of irrelevant frames or
regions. In other words, existing methods do not perform object-driven sum-
marization and are indifferent to the impact that each object has on generating
the “story” of the video.
An interesting and practical domain for video summarization is wear-
able (i.e., egocentric) camera data. An egocentric video offers a first-person
view of the world that cannot be captured from environmental cameras. For
example, we can often see the camera wearer’s hands, or find the object of
interest centered in the frame. Essentially, a wearable camera focuses on the
user’s activities, social interactions, and interests. I aim to exploit these prop-
erties for egocentric video summarization.
Good summaries for egocentric data would have wide potential uses.
Not only would recreational users (including “life-loggers”) find it useful as
a video diary, but there are also higher-impact applications in law enforce-
ment, elder and child care, and mental health. For example, the summaries
could facilitate police officers in reviewing important evidence, suspects, and
witnesses, or aid patients with memory problems to remember specific events,
objects, and people [61]. Furthermore, the egocentric view translates naturally
to robotics applications—suggesting, for example, that a robot could summa-
rize what it encounters while navigating unexplored territory, for later human
viewing.
Motivated by these problems, I propose an approach that learns category-
independent importance cues designed explicitly to target the key objects and
people in the video. The main idea is to leverage novel egocentric and high-
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Output: Storyboard summary of important people and objects 
. 
1:00 pm 2:00 pm 3:00 pm 4:00 pm 5:00 pm 6:00 pm 
. . 
Input: Egocentric video of the camera wearer’s day 
Figure 5.1: My approach takes as input an unannotated egocentric video, and
produces a compact storyboard visual summary that focuses on the key people
and objects in the video.
level saliency features to train a model that can predict important regions in
the video, and then to produce a concise visual summary that is driven by
those regions (see Figure 5.1). By learning to predict important regions, the
system can focus the visual summary on the main people and objects, and
ignore irrelevant or redundant information.
I emphasize that we are not aiming to predict importance for any spe-
cific category (e.g., cars). Instead, we learn a general model that can pre-
dict the importance of any object instance, irrespective of its category. This
category-independence avoids the need to train importance predictors specific
to a given camera wearer, and allows the system to recognize as important
something it has never seen before. In addition, it means that objects from
the same category can be predicted to be (un)important depending on their
role in the story of the video. For example, if the camera wearer has lunch
with his friend Jill, she would be considered important, whereas people in the
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same restaurant sitting around them could be unimportant. Then, if they later
attend a party but chat with different friends, Jill may no longer be considered
important in that context.
The main contribution of this part of my thesis is a novel egocentric
video summarization approach that is driven by predicted important people
and objects. I apply my method to challenging real-world videos captured
by users in uncontrolled environments, and process a total of 17 hours of
video—orders of magnitude more data than previous work in egocentric anal-
ysis. Evaluating the predicted importance estimates and summaries, I find
my approach outperforms state-of-the-art saliency measures for this task, and
produces significantly more informative summaries than traditional methods
unable to focus on the important people or objects.
Related work on egocentric visual analysis Vision researchers have only
recently begun to explore egocentric visual analysis. Early work with wear-
able cameras segments visual and audio data into events [28]. Recent methods
explore activity recognition [39, 137, 172], handled object recognition [123],
novelty detection [2], or activity discovery for non-visual sensory data [66].
Unsupervised algorithms are developed to discover scenes [67] or actions [76]
based on low-level visual features extracted from egocentric data. In contrast,
we aim to build a visual summary, and model high-level importance of the
objects present. To my knowledge, we are the first to perform visual summa-
rization for egocentric data.
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5.1 Approach
The goal is to create a storyboard summary of a person’s day that
is driven by the important people and objects. The video is captured using
a wearable camera that continuously records what the user sees. I define
importance in the scope of egocentric video: important things are those with
which the camera wearer has significant interaction.
There are four main steps to my approach: (1) using novel egocentric
saliency cues to train a category-independent regression model that predicts
how likely an image region belongs to an important person or object; (2)
partitioning the video into temporal events. For each event, (3) scoring each
region’s importance using the regressor; and (4) selecting representative key-
frames for the storyboard based on the predicted important people and objects.
I first describe how we collect the video data and ground-truth anno-
tations needed to train our model. I then describe each of the main steps in
turn.
5.1.1 Egocentric Video Data Collection
We use the Looxcie wearable camera1, which captures video at 15 fps
at 320 x 480 resolution. It is worn around the ear and looks out at the world
at roughly eye-level. We collected 10 videos, each of three to five hours in
length (the maximum Looxcie battery life), for a total of 37 hours of video.
Four subjects wore the camera for us: one undergraduate student, two
grad students, and one office worker, ranging in age from early to late 20s and
both genders. The different backgrounds of the subjects ensure diversity in
1http://looxcie.com/
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Man wearing a blue shirt in cafe Yellow notepad on table Camera wearer cleaning the plates 
Figure 5.2: Example annotations obtained using Mechanical Turk.
the data—not everyone’s day is the same—and is critical for validating the
category-independence of our approach. We asked the subjects to record their
natural daily activities, and explicitly instructed them not to stage anything
for this purpose. The videos capture a variety of activities such as eating,
shopping, attending a lecture, driving, cooking, and working on the computer.
5.1.2 Annotating Important Regions in Training Video
To train the importance predictor, we first need ground-truth training
examples. In general, determining whether an object is important or not
can be highly subjective. Fortunately, an egocentric video provides many
constraints that are suggestive of an object’s importance.
In order to learn meaningful egocentric properties without overfitting to
any particular category, we crowd-source large amounts of annotations using
Amazon’s Mechanical Turk (MTurk). For egocentric videos, an object’s degree
of importance will highly depend on what the camera wearer is doing before,
while, and after the object or person appears. In other words, the object must
be seen in the context of the camera wearer’s activity to properly gauge its
importance.
We carefully design two annotation tasks to capture this aspect. In the
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first task, we ask workers to watch a three minute accelerated video (equivalent
to 10 minutes of original video) and to describe in text what they perceive to
be essential people or objects necessary to create a summary of the video. In
the second task, we display uniformly sampled frames from the video and their
corresponding text descriptions obtained from the first task, and ask workers to
draw polygons around any described person or object. If none of the described
objects are present in a frame, the annotator is given the option to skip it. See
Figure 5.2 for example annotations.
We found this two-step process more effective than a single task in
which the same worker both watches the video and then annotates the regions
s/he deems important, likely due to the time required to complete both tasks.
Critically, the two-step process also helps us avoid bias: a single annotator
asked to complete both tasks at once may be biased to pick easier things to
annotate rather than those s/he finds to be most important. Our setup makes
it easy for the first worker to freely describe the objects without bias, since s/he
only has to enter text. We found the resulting annotations quite consistent,
and only manually pruned those where the region outlined did not agree with
the first worker’s description. For a 3-5 hour video, we obtain roughly 35 text
descriptions and 700 object segmentations.
5.1.3 Learning Region Importance in Egocentric Video
I now discuss the procedure to train a general purpose category-independent
model that will predict important regions in any egocentric video, indepen-
dent of the camera wearer. Given a video, we first generate candidate regions
for each frame using the segmentation method of [24]. We purposefully repre-
sent objects at the frame-level, since our uncontrolled setting usually prohibits
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reliable space-time object segmentation due to frequent and rapid head move-
ments by the camera wearer.2 We generate roughly 800 regions per frame.
For each region, we compute a set of candidate features that could be
useful to describe its importance. Since the video is captured by an active par-
ticipant, we specifically want to exploit egocentric properties such as whether
the object/person is interacting with the camera wearer, whether it is the focus
of the wearer’s gaze, and whether it frequently appears. In addition, we aim to
capture high-level saliency cues—such as an object’s motion and appearance,
or the likelihood of being a human face—and generic region properties shared
across categories, such as size or location. I describe each feature in detail
below.
Egocentric features Figure 5.3 illustrates the three proposed egocentric
features. To model interaction, we compute the Euclidean distance of the
region’s centroid to the closest detected hand in the frame. Given a frame in
the test video, we first classify each pixel as (non-)skin using color likelihoods
and a Naive Bayes classifier [68] trained with ground-truth hand annotations
on disjoint data. We then classify any superpixel (computed using [40]) as
hand if more than 25% of its pixels are skin. While simple, we find this
hand detector is sufficient for our application. More sophisticated methods
(e.g., [79]) would certainly be possible as well.
To model gaze, we compute the Euclidean distance of the region’s
centroid to the frame center. Since the camera moves with the wearer’s head,
this is a coarse estimate of how likely the region is being focused upon.
2Indeed, we found KLT tracks to last only a few frames on our data.
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distance to hand distance to frame center frequency 
Figure 5.3: Illustration of our egocentric features.
To model frequency, we record the number of times an object instance
is detected within a short temporal segment of the video. We create two fre-
quency features: one based on matching regions, the other based on matching
points. For the first, we compute the color dissimilarity between a region r







χ2(r, rfn)) ≤ θr], (5.1)
where f indexes the set of frames W surrounding region r’s frame, χ2(r, rn)
is the χ2-distance between color histograms of r and rn, θr is the distance
threshold to determine a positive match, and [·] denotes the indicator function.
The value of cregion will be high/low when r produces many/few matches (i.e.,
is frequent/infrequent).
The second frequency feature is computed by matching DoG+SIFT
interest points. For a detected point p in region r, we match it to all detected
points in each frame f ∈ W, and count as positive those that pass the ratio
test [101]. We repeat this process for each point in region r, and record their
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where i indexes all detected points in region r, d(pi, p
f
1∗) and d(pi, p
f
2∗) measure
the Euclidean distance between pi and its best matching point p
f
1∗ and second
best matching point pf2∗ in frame f , respectively, and θp is Lowe’s ratio test
threshold for non-ambiguous matches [101]. The value of cpoint will be high/low
when the SIFT points in r produce many/few matches. For both frequencies,
we set W to span a 10 minute temporal window.
Object features In addition to the egocentric-specific features, we include
three high-level (i.e., object-based) saliency cues. To model object-like ap-
pearance, we use the learned region ranking function of [24], which is a similar
variant of the object-like appearance features we used in Sections 3.2 and 4.2.
It reflects Gestalt cues indicative of any object, such as the sum of affinities
along the region’s boundary, its perimeter, and texture difference with nearby
pixels. (Note that the authors trained their measure on PASCAL data, which
is disjoint from ours.) We stress that this feature estimates how “object-like”
a region is, and not its importance. It is useful for identifying full object
segments, as opposed to fragments.
To model object-like motion, we use the feature defined in Sec-
tion 4.2. It looks at the difference in motion patterns of a region relative
to its closest surrounding regions. Similar to the appearance feature above, it
is useful for selecting object-like regions that “stand-out” from their surround-
ings.
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To model the likelihood of a person’s face, we compute the maxi-
mum overlap score |q∩r|
|q∪r|
between the region r and any detected frontal face q
in the frame, using [155].
Region features Finally, we compute the region’s size, centroid, bound-
ing box centroid, bounding box width, and bounding box height.
They reflect category-independent importance cues and are blind to the re-
gion’s appearance or motion. We expect that important people and objects
will occur at non-random scales and locations in the frame, due to social and
environmental factors that constrain their relative positioning to the camera
wearer (e.g., sitting across a table from someone when having lunch, or han-
dling cooking utensils at arm’s length). Our region features capture these
statistics.
Altogether, these cues form a 14-dimensional feature space to describe
each candidate region (4 egocentric, 3 object, and 7 region feature dimensions).
Regressor to predict region importance Using the features defined
above, we next train a model that can predict a region’s importance. The
model should be able to learn and predict a region’s degree of importance in-
stead of whether it is simply “important” or “not important”, so that we can
meaningfully adjust the compactness of the final summary (as we demonstrate
in Section 5.2). Thus, we opt to train a regressor rather than a classifier.
While the features defined above can be individually meaningful, we
also expect significant interactions between the features. For example, a region
that is near the camera wearer’s hand might be important only if it is also
object-like in appearance. Therefore, we train a linear regression model with
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pair-wise interaction terms to predict a region r’s importance score:












where the β’s are the learned parameters, xi(r) is the ith feature value, and
N = 14 is the total number of features.
For training, we define a region r’s target importance score by its max-
imum overlap |GT∩r|
|GT∪r|
with any ground-truth region GT in a training video
obtained from Section 5.1.2. We standardize the features to zero-mean and
unit-variance, and solve for the β’s using least-squares. For testing, our model
takes as input a region r’s features (the xi’s) and predicts its importance score
I(r).
5.1.4 Segmenting the Video into Temporal Events
Given a new video, we first partition the video temporally into events,
and then isolate the important people and objects in each event. Events allow
the final summary to include multiple instances of an object/person that is
central in multiple contexts in the video (e.g., the dog at home in the morning,
and then the dog at the park at night).
To detect egocentric events, we cluster scenes in such a way that frames
with similar global appearance can be grouped together even when there are
a few unrelated frames (“gaps”) between them.3 Let V denote the set of all
video frames. We compute a pairwise distance matrix DV between all frames
3Traditional shot detection is impractical for wearable camera data; it oversegments




Figure 5.4: Distance matrix that measures global color dissimilarity between
all frames. (Blue/red reflects high/low distance.) The images show represen-
tative frames of each discovered event.
fm, fn ∈ V, using the distance:









max(0, t − |m − n|), t is the size of the temporal window
surrounding frame fm, χ
2(fm, fn) is the χ
2-distance between color histograms
of fm and fn, and Ω denotes the mean of the χ
2-distances among all frames.
Thus, frames similar in color receive a low distance, subject to a weight that
discourages frames too distant in time from being grouped.
We next discover events using a variant of the clustering technique
from Section 3.2 for finding the easiest object category: we generate candidate
groups and retain the most prominent ones. Specifically, we perform complete-
link agglomerative clustering with DV, grouping frames until the smallest max-
imum inter-frame distance is larger than two standard deviations beyond Ω.
The first and last frames in a cluster determine the start and end frames of an
event, respectively. Since events can overlap, we retain (almost) disjoint events
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by eliminating those with greater than θevent overlap with events with higher
silhouette-coefficients [142] in a greedy manner. Higher/lower θevent leads to
more/fewer events in the final summary. See Figure 5.4 for the distance ma-
trix computed from one of our subject’s day, and the representative frames for
each discovered event.
One could further augment the distance in Eqn. 5.4 with GPS loca-
tions, when available (though GPS alone would be insufficient to discriminate
multiple indoor positions in the same building).
5.1.5 Discovering an Event’s Key People and Objects
For each event, we aim to select the important people and objects that
will go into the final summary, while avoiding redundancy. Given an event, we
first score each bottom-up segment in each frame using our regressor. We take
the highest-scored regions (where “high” depends on a user-specified summary
compactness criterion, see below) and group instances of the same person or
object together. Since we do not know a priori how many important things
an event contains, we generate a candidate pool of clusters from the set C of
high-scoring regions, and then remove any redundant clusters, as follows.
To extract the candidate groups, we directly apply the key-segment
discovery approach from the previous chapter. We first compute an affinity
matrix KC over all pairs of regions rm, rn ∈ C, where affinity is determined by
color similarity: KC(rm, rn) = exp(−
1
Γ
χ2(rm, rn)), where Γ denotes the mean
χ2-distance among all pairs in C. We next partition KC into multiple (possibly
overlapping) inlier/outlier clusters using a factorization approach [114]. The
method finds tight sub-graphs within the input affinity graph while resisting
the influence of outliers. Each resulting sub-graph consists of a candidate
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important object’s instances. To reduce redundancy, we sort the sub-graph
clusters by the average I(r) of their member regions, and remove those with
high affinity to a higher-ranked cluster. Finally, for each remaining cluster,
we select the region with the highest importance score as its representative.
Note that this grouping step reinforces the egocentric frequency cue described
in Section 5.1.3.
5.1.6 Generating a Storyboard Summary
Finally, we create a storyboard visual summary of the video. We dis-
play the event boundaries and frames of the selected important people and
objects (see Figure 5.9). Each event can display a varying number of frames,
depending on how many unique important things our method discovers. We
automatically adjust the compactness of the summary with selection criteria
on the region importance scores and event overlaps, as we illustrate in our
results.
In addition to being a compact video diary of one’s day, our storyboard
summary can be considered as a visual index to help a user peruse specific
parts of the video. This would be useful when one wants to relive a specific
moment or search for less important people or objects that occurred with those
found by our method.
5.2 Results
In this section, I analyze (1) the performance of my method’s impor-
tant region prediction, (2) my egocentric features, and (3) the accuracy and
compactness of my storyboard summaries.
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Dataset We collected 10 videos from four subjects, each 3-5 hours long.
Each person contributed one video, except one who contributed seven. The
videos are challenging due to frequent camera viewpoint/illumination changes
and motion blur. For evaluation, we use four data splits: for each split we
train with data from three users and test on one video from the remaining
user. Hence, the camera wearers in any given training set are disjoint from
those in the test set, ensuring we do not learn user- or object-specific cues.
Implementation details We use Lab space color histograms, with 23 bins
per channel, and optical flow histograms with 61 bins per direction. We set
t = 27000, i.e., a 60 minute temporal window. We set θr = 10000 and θp = 0.7
after visually examining a few examples. We fix all parameters for all results.
For efficiency, we process every 15th frame (i.e., 1 fps).
5.2.1 Important Region Prediction Accuracy
I first evaluate my method’s ability to predict important regions, com-
pared to three state-of-the-art high- and low-level saliency methods: (1) the
object-like score of [24], (2) the object-like score of [35], and (3) the bottom-up
saliency detector of [156]. The first two are learned functions that predict a
region’s likelihood of overlapping a true object, whereas the low-level detector
aims to find regions that “stand-out”. Since the baselines are all general-
purpose metrics (not tailored to egocentric data), they allow us to gauge the
impact of the proposed egocentric cues for finding important objects in video.
We use the annotations obtained on MTurk as ground truth (GT) (see
Section 5.1.2). Some frames contain more than one important region, and
some contain none, simply depending on what the annotators deemed impor-
tant. On average, each video contains 680 annotated frames and 280,000 test
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Important (Ours):  0.26
Object−like [24]:  0.14
Object−like [35]:  0.08
Saliency [156]:  0.04
Figure 5.5: Precision-Recall for important object prediction across all splits.
Numbers in the legends denote average precision. Compared to state-of-the-art
high-level [24, 35] and low-level [156] saliency methods, our egocentric approach
more accurately discovers the important regions.
regions. A region r is considered to be a true positive (i.e., important object),
if its overlapscore = |GT∩r|
|GT∪r|
with any GT region is greater than 0.5, following
PASCAL convention.
Figure 5.5 shows precision-recall curves on all test regions across all
train/test splits. Our approach predicts important regions significantly better
than all three existing methods. The two high-level methods can successfully
find prominent object-like regions, and so they noticeably outperform the low-
level saliency detector. However, by focusing on detecting any prominent
object, unlike our approach they are unable to distinguish those that may be
important to a camera wearer.
Figure 5.6 shows example important regions detected by each method.
The top four rows show examples of correct predictions made by our method.
The high-level saliency detection methods [24, 35] aim to detect any prominent
object. Therefore, they are unable to predict objects that may be important
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Ours Object-like [24] Object-like [35] Saliency [156] 
Figure 5.6: Example selected regions/frames. The first four rows show exam-
ples of correct predictions made by our approach, and the bottom four rows
show failure cases in which the high-level saliency methods [24, 35] outperform
our approach.
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to a camera wearer. The low-level saliency detection method [156] fails to
find object-like regions, and instead produces local estimates of saliency. The
bottom four rows show examples of incorrect predictions made by our method.
The high-level saliency detection methods [24, 35] produce better predictions
for these examples. In the first example, our method produces an under-
segmentation of the important object and includes regions surrounding the
television. In the second example, our method incorrectly detects the users
hand to be important, while in the third and fourth examples, it determines
background regions to be important due to their high frequency. Overall, we
find our egocentric approach more accurately discovers the important regions.
5.2.2 Which Cues Matter Most for Predicting Importance?
I next evaluate which features matter most for predicting important





) features that receive the highest learned weights (i.e., β magnitudes).
Region size is the highest weighted cue, which is reasonable since an important
person/object is likely to appear roughly at a fixed distance from the camera
wearer. Among the egocentric features, gaze and frequency have the highest
weights. Frontal face overlap is also highly weighted; intuitively, an important
person would likely be facing and conversing with the camera wearer.
Some highly weighted pair-wise interaction terms are also quite inter-
esting. The feature measuring a region’s face overlap and y-position has more
impact on importance than face overlap alone. This suggests that an important
person usually appears at a fixed height relative to the camera wearer. Sim-
ilarly, the feature for object-like appearance and y-position has high weight,
suggesting that a camera wearer often adjusts his ego-frame of reference to
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1. size 8. height 15. obj app. 22. bbox x + reg freq.  
2. size + height 9. pt freq. 16. x 23. x + reg freq. 
3. y + face 10. size + reg freq. 17. size + x 24. obj app. + size 
4. size + pt freq. 11. gaze 18. gaze + x 25. y + interaction 
5. bbox y + face 12. face 19. obj app. + y 26. width + height 
6. width 13. y 20. x + bbox x 27. gaze + bbox x 
7. size + gaze 14. size + width 21. y + bbox x 28. bbox y + interaction 
Figure 5.7: Top 28 features with highest learned weights.
view an important object at a particular height.
Surprisingly, the pairing of the interaction (distance to hand) and fre-
quency cues receives the lowest weight. A plausible explanation is that the
frequency of a handled object highly depends on the camera wearer’s activ-
ity. For example, when eating, the camera wearer’s hand will be visible and
the food will appear frequently. On the other hand, when grocery shopping,
the important item s/he grabs from the shelf will (likely) be seen for only a
short time. These conflicting signals would lead to this pair-wise term having
low weight. Another paired term with low weight is an “object-like” region
that is frequent; this is likely due to unimportant background objects (e.g., the
lamp behind the camera wearer’s companion). This suggests that higher-order
terms could yield even more informative features.
5.2.3 Egocentric Video Summarization Accuracy
Next I evaluate my method’s summarization results. We compare
against two baselines: (1) uniform keyframe sampling, and (2) event-based
adaptive keyframe sampling. The latter computes events using the same pro-
cedure as our method (Section 5.1.4), and then divides its keyframes evenly
across events. These are natural baselines modeled after classic keyframe and
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Figure 5.8: Comparison to alternative summarization strategies, in terms of
important object recall rate as a function of summary compactness.
event detection methods [164, 170], and both select keyframes that are “spread-
out” across the video.
Figure 5.8 shows the results. We plot the percentage of important ob-
jects found as a function of the number of frames in the summary, in order
to analyze both the recall rate of the important objects as well as the com-
pactness of the summaries. Each point on the curve shows the result for a
different summary of the required length. To vary compactness, our method
varies both its selection criterion on I(r) over {0, 0.1, . . . , 0.5} and the number
of events by setting θevent = {0.2, 0.5}, for 12 summaries in total.
4 We create
summaries for the baselines with the same number of frames as those 12. If a
frame contains multiple important objects, we score only the main one. Like-
wise, if a summary contains multiple instances of the same GT object, it gets
credit only once. Note that this measure is very favorable to the baselines,
4Among these parameter combinations, some summaries may end up being the same
length, in which case we average their recall rates.
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since it does not consider object prominence in the frame. (We measure object
prominence in the next section.) For example, we give credit for the tv in the
last frame in Figure 5.9 (top), bottom row, even though it is only partially
captured. Furthermore, by definition, the uniform and event-based baselines
are likely to get many hits for the most frequent objects. These make the
baselines very strong and meaningful comparisons.
Overall, our summaries include more important people/objects with
fewer frames. For example, in Split 2, our method finds 54% of impor-
tant objects in 19 frames, whereas the uniform keyframe method requires 27
frames. With very short summaries, all methods perform similarly; the se-
lected keyframes are more spread-out, so they have higher chance of including
unique people/objects. With longer summaries, our method always outper-
forms the baselines, since they tend to include redundant frames repeating the
same important person/object. On average, we find 9.13 events/video and
2.05 people/objects per event (ranging in [4, 13] and [0, 6], respectively).
The two baselines perform fairly similarly to one another, though the
event-based keyframe selector has a slight edge by doing “smarter” temporal
segmentation. Still, both are indifferent to objects’ importance in creating the
story of the video; their summaries contain unimportant or redundant frames
as a result.
Figure 5.9 shows example full summaries from our method and the uni-
form baseline. The colored blocks for ours indicate the automatically discov-
ered events. We see that our summary not only has better recall of important
objects, but it also selects views in which they are prominent in the frame. Note
that our summaries can sometimes include redundant frames that capture the











































































Event 1 Event 2 Event 3 Event 4 
Event 1 Event 2 Event 3 Event 4 





Figure 5.9: Our summary versus uniform sampling. Our summary focuses on
the important people and objects.
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[1:53 pm] 
[3:11 pm] [6:55 pm] 
[1:23 pm] 
[7:02 pm] 
Figure 5.10: An application of our approach that shows the GPS tracks of the
camera wearer, the important people and objects that s/he interacted with,
and their timeline.
in both Event 2 and Event 3) or candidate important object clustering (the
sink being captured twice in Event 10). Overall, we find our summary more
clearly reveals the story compared to that of the baseline. For instance, for the
top example: selecting an item at the supermarket → driving home → cooking
→ eating and watching tv. We provide original video clips and more summaries
at the project webpage: http://vision.cs.utexas.edu/projects/wearable/.
Figure 5.10 shows another example; we track the camera wearer’s lo-
cation with a GPS receiver, and display our method’s keyframes on a map
with the tracks (purple trajectory) and timeline. This result suggests a novel
multi-media application of our visual summarization algorithm.
5.2.4 How Prominent are the Selected Important Objects?
The evaluation above considers the recall rate of the important objects,
























Figure 5.11: Comparison to alternative summarization strategies, in terms of
object prominence measured by the distance of the selected important region
to the frame center.
An informative summary should have high recall of the important objects and
should contain frames in which the important objects are displayed promi-
nently (i.e., large and centered).
To measure object prominence, we compute the Euclidean distance of
the selected important region’s centroid to the frame center. Figure 5.11 shows
the distribution of object prominence scores for our summaries and the uniform
and event-based sampling baselines’ summaries. We see that our summaries
more prominently display the important objects than those of the baselines.
The baselines lack a notion of object importance, and therefore tend to produce
summaries in which the important object is not the main focus of the frame.
5.2.5 User Studies to Evaluate Summaries
To quantify the perceived quality of our summaries, we ask the camera
wearers to compare our method’s summaries to those generated by uniform
186
Much better Better Similar Worse Much worse
Imp. captured 31.25% 37.5% 18.75% 12.5% 0%
Overall quality 25% 43.75% 18.75% 12.5% 0%
Table 5.1: User study results. Numbers indicate percentage of responses for
each question, always comparing our method to the baseline (i.e., highest
values in “much better” are ideal).
keyframe sampling (event-based sampling performs similarly). The camera
wearers are the best judges, since they know the full extent of their day that
we are attempting to summarize.
We generate four pairs of summaries, each of different length. We
ask the subjects to view our summary and the baseline’s (in some random
order unknown to the subject, and different for each pair), and answer two
questions: (1) Which summary captures the important people/objects of your
day better? and (2) Which provides a better overall summary? The first
specifically isolates how well each method finds important, prominent objects,
and the second addresses the overall quality and story of the summary.
Table 5.1 shows the results. In short, out of 16 total comparisons, our
summaries were found to be better 68.75% of the time. Overall, these results
are a promising indication that discovering important people/objects leads to
higher quality summaries for egocentric video.
5.3 Discussion
In this chapter, I presented an egocentric video summarization ap-
proach, which produces a compact visual summary that focuses on the dis-
covered important people and objects. The framework builds on many of the
techniques described in the previous chapters. I introduced novel egocentric
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features that could be indicative of important people and objects to the cam-
era wearer. I showed how to train a regression model using egocentric, object,
and region features, how to perform temporal segmentation of the video into
events, and how to produce a story-board summary that is driven by the dis-
covered important people and objects. I evaluated my approach on challenging
real-world videos captured by users in uncontrolled environments, and showed
that it produces significantly more informative summaries than traditional
methods that are unable to focus on the important people or objects. I also
showed that my approach outperforms state-of-the-art saliency measures for
predicting important objects in egocentric videos.
What are the assumptions of my approach? I defined as important the
things with which the camera wearer has significant interactions, and assumed
that the corresponding important cues can be learned and shared across users.
I believe my importance definition is valid for the general egocentric setting,
since the camera wearer is likely to engage in social activities with friends,
co-workers, etc., that involve interactions with objects such as food, coffee,
computer, etc. These are things that the camera wearer will typically want
to remember, as confirmed by our user study experiments for evaluating the
summaries. However, what is truly important to the wearer can still be highly
subjective; depending on the user, a person or object that s/he has significant
interactions with may or may not be considered important. For example,
suppose that the camera wearer is sitting in front of a computer all day. One
user could consider the computer to be important, while another user could
consider the computer to be unimportant because it is something that s/he
sees everyday (i.e., too frequent).
To overcome the subjectivity issue of what is important, we could learn
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a user-specific model that is in tune with what the user considers to be impor-
tant. The challenge of training such a model would be in devising a way to
efficiently obtain annotations from the user. We could start with our current
user-independent model, and then have the user annotate its output predic-
tions. The annotations would be used to retrain the model, and the process
could be iterated until the user agrees with the model’s predictions.
In general, evaluating summaries (or any output of an unsupervised
discovery method) is a challenging task. In my experiments, I quantitatively
measured the recall rate of the important objects versus the compactness of
the summaries generated by my method versus those of the baselines. To
quantify the perceived quality, I asked the camera wearers to compare the
summaries. While these are meaningful ways for evaluating the summaries,
there are some limitations. Since there is no “ground-truth” visual summary,
I could not compare any method’s summary against a gold-standard. I there-
fore was unable to measure how good any summary is on an absolute scale.
Furthermore, only the camera wearer could provide a meaningful evaluation
of the summary, since s/he is the only person who is aware of all the key
happenings of the day. Thus, with the current protocol, there are scalability
issues for evaluating a method’s strengths and weaknesses, which is necessary
to improve the system.
To allow independent judges (who have not seen the video) to evaluate a
visual summary’s informativeness, we could instead compare verbal summaries
of the data. Specifically, the camera wearer could first summarize in words
the key happenings of her day (i.e., who she met and what she did). Then,
an independent judge could describe in words what she thinks happened that
day given each method’s visual summary. We could then compare the camera
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wearer’s verbal summary to the judge’s verbal summary, and find the closest
match. We could also accumulate the responses from multiple judges to obtain
more reliable estimates of the informativeness of each method’s summary.
Finally, we found that our event segmentations can be imperfect, which
shows the difficulty of grouping frames according to low-level scene statistics.
This can sometimes lead to redundant keyframes showing the same object.
One way to overcome this issue is to use a GPS receiver and generate event
clusters using both location and scene appearance. This would provide bet-
ter separation of events, especially when the scene appearance between two
neighboring events is similar. However, GPS alone would not suffice, since it
cannot receive signals in indoor environments. In the future, I am interested in
combining non-visual sensor signals with wearable camera data for multimedia




There are several avenues for further research prompted by this thesis,
which I believe to be essential in supporting my vision of producing a system
that can discover visual categories with minimal human supervision.
Evaluation for visual category discovery methods is a challenging task.
Unlike the supervised scenario in which the system learns specific object prop-
erties from labeled training data and identifies (with some generalization) sim-
ilar instances in novel data, in the unsupervised scenario, there is no explicit
human guidance on what the system should learn. Furthermore, there could
be multiple plausible solutions. For example, when computing similarities be-
tween scenes for clustering, are two images with the same objects, albeit with
different layouts, scales, and orientations, more similar to each other than two
images that have the same global scene structure but with objects belonging
to different categories? As another example, given a dataset of animal images,
is it okay to group cats and dogs together? How about if cats and dogs are
the only animals in the dataset, and the remaining images contain man-made
objects such as cars, televisions, and buildings?
In this thesis, I evaluated my context-aware discovery system with
human-annotated category labels and segmentations in a fair and meaning-
ful manner. However, there were some limitations—for example, a cow’s head
and legs are labeled simply as “cow” and different types of flowers are all
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labeled as “flower”. Most often, supervised methods are able to learn the
properties and biases of the labeled data provided by the annotator. Without
any training, we cannot expect an unsupervised learner to conform to those
rules. I addressed this issue for the wearable camera discovery setting, by
obtaining ground-truth labels after the discovery or summarization had taken
place.
However, a broader issue still remains. Specifically, without any su-
pervision, it is unclear what types of objects should be discovered. For the
first-person discovery setting, the system was able to train with human-labeled
annotations indicating what kinds of objects are considered to be important.
However, there are scenarios in which the system may not have access to any
meaningful labeled data. For example, if a robot is navigating an unexplored
territory, we cannot predetermine what kinds of objects will appear, and what
characteristics (e.g., frequency, appearance or motion patterns) they will have.
In some applications, things that frequently appear are considered important.
In others, such as surveillance videos, objects or actions that rarely occur are
more important. Thus, a key challenge is to figure out what to target for
discovery, without having observed the data first.
Alternatively, in a practical system one could determine the unsuper-
vised learning objective online with a human-in-the-loop as the system pro-
cesses the data. For example, for video summarization, the system could
provide several summaries of the data, each with different target objectives,
and the human could score each summary to indicate its importance based on
what s/he has observed up to that point. This iterative loop could stop once




My thesis presented a visual category discovery framework that auto-
matically focuses on the prevalent objects in images and videos, and learns
models from them for category grouping, segmentation, and summarization
with minimal human supervision.
I first described a context-aware category discovery approach that dis-
covers novel categories that occur amidst known objects within unannotated
images. Unlike the traditional discovery framework, which assumes no prior
category knowledge and uses only appearance information of the image re-
gions, my approach assumes that it is given a set of categories for which it
has trained models, and uses those models as object-level context to describe
an unfamiliar region. I demonstrated the approach on generic natural scenes
as well as the specific case of faces in consumer photo collections, and showed
that this leads to the discovered categories being more accurate and inclu-
sive of intra-class appearance variation than those that could be found with
methods that rely only on appearance.
I further showed that context-aware category discovery can be consid-
ered as a self-paced, continuing process. My approach focuses on the easier
objects first, and gradually discovers new models of increasing complexity.
After each discovery, it updates the set of familiar categories by training a
detector for the newly found object class, which allows it to produce a richer
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context model for each remaining harder, unfamiliar instance. I validated my
approach on realistic natural images, and showed clear advantages compared
to conventional state-of-the-art batch clustering algorithms. Overall, my re-
sults show how these new methods can (1) discover novel object categories in
a realistic scenario in which there are a mix of known and unknown objects
in the unlabeled visual data, (2) continuously discover categories by exploit-
ing the variable complexity of objects, and (3) play a role in auto-tagging
applications and reduce human effort for training recognition systems.
I then explained how to go further by not only discovering what cat-
egories exist, but also discovering how to segment their object instances. To
overcome the chicken-and-egg problem of simultaneously estimating both the
proper object segmentations and correct category groupings, I proposed to
discover the shared representative instances for each category in the unlabeled
visual collection. My method takes the discovered recurring structures, and
builds top-down segmentation models from them to segment the correspond-
ing objects in the entire collection. I applied the approach for image and video
segmentation, and showed that the segmentations computed jointly on the
collection agree more closely with true object boundaries, when compared to
bottom-up baselines that rely solely on low-level appearance and motion fea-
tures or can only access cues from a single image. Furthermore, for category
discovery in natural images, I showed that the refined segmentations produce
even more accurate clusters when provided to the context-aware discovery
framework I discussed above.
Finally, building on many of the techniques from above, I described a
novel egocentric video summarization approach that is driven by the discovered
important people and objects. Existing summarization techniques lack high-
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level information on which objects matter, and tend to produce summaries that
consist of irrelevant frames or regions. In other words, they are indifferent
to the impact that each object has on generating the “story” of the video.
Instead, I showed how to learn category-independent importance cues designed
explicitly to target the key objects and people in the video. Evaluating the
predicted importance estimates and summaries on hours of challenging real-
world videos captured by users in uncontrolled environments, I showed that
my approach outperforms state-of-the-art saliency measures for this task, and
produces significantly more informative summaries than traditional methods
unable to focus on the important people or objects. This part of my thesis
opens some interesting future directions for using discovery to supply practical
summaries for efficient visual browsing.
In summary, the main impact of my thesis is that it shows how to
build large-scale visual discovery systems that can automatically discover vi-
sual concepts with minimal human supervision. Specifically, I discussed the
need for visual discovery approaches, presented the key challenges and effec-
tive techniques to address them, and explored several real-world applications.
I believe that my thesis has opened the door to many interesting problems in
visual discovery for object recognition and summarization.
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