The objective of this paper is to present different artificial-intelligence-based heuristic searching algorithms, such as the ones in this paper: the breadth-first search (BFS), depth-first search (DFS), Best-First Search, and A* and AO* searching techniques. The BFS and DFS help solve puzzles and simple Caesar cipher substitution problems. In this paper, plain text is obtained from the given cipher text using the BFS and DFS. The A* approach is used to solve puzzles and find the best path between a start city and a destination city. Finally, the AO* algorithm graph is drawn to find a vehicle in heavy traffic in cities. It is justified that the artificial intelligence tools discussed in this paper are successfully used to solve cryptographic problems, puzzles, path finding and vehicle detection.
Introduction
Artificial intelligence (AI) is the field of study dealing with making computers think and find solutions to particular problems better than human beings. People, who are naturally adept at solving problems and puzzles, and finding paths fast, are believed to be intelligent. Likewise, computers can be made to solve problems faster than human beings. Computers can find the maximum number of solutions to a given problem, and the best solution is subsequently identified from the ones obtained. AI focuses on problem areas such as gaming, mathematical quandaries, scientific analyses, medical diagnoses, engineering and financial analyses. Acquiring knowledge and intelligence are crucial for a computer to solve problems. Therefore, it is necessary to create intelligent machines and computers to explore possible solutions and arrive at the best solution to a given problem. The search process is akin to traversing a tree in which each node represents a problem state, and each arc represents a relationship between the states mentioned, by means of the nodes it connects. In this paper, artificial intelligence searching techniques are presented to resolve problems like finding the plain text from cipher text, solving 8-puzzles, finding the shortest path to reach the goal state and vehicle detection in heavily congested traffic. Neill (2013) presented the uses of artificial intelligence concepts for taking care of the patients in order to avoid the challenges such as drug resistant, failures of care delivery and skyrocketing costs. O'Leary (2013) presented the uses of AI in big data applications. Torabi et al. (2015) presented the techniques for milling process in order to increase the life time of the tools and the quality of the products. Jain et al. (2014) presented an artificial-intelligence-based tool to evaluate the performance of students in terms of their level of understanding of a particular topic. Yannakakis et al. (2015) analysed the view of AI in games by taking 10 different AI areas. The authors analysed the leading AI methods, the relation of each area with respect to the end user and the position of each area within a human-computer interaction. Lin et al. (2015) proposed a new method to identify object shapes in images and this method determines the model structures along with a parameter learning. Willms and Yang (2006) presented a dynamic programming based shortest path algorithm for robot path planning. This method can be utilised in situations where targets and barriers are permitted to be in motion. Furthermore, the algorithm needs no prior knowledge of targets. Li et al. (2013 Li et al. ( , 2015 proposed a new method for detecting vehicles in a heavy traffic based on AND OR graph algorithm. This method includes an AND OR graph to represent the objects in the vehicle, training the parameters and finally using bottom-up inference the vehicles are detected. Jia et al. (2008) proposed two multilevel sequential Gaussian approximation algorithms for detecting near-optimal symbol detection in spatial multiplexing which are based on BFS and DFS. In addition, an additional algorithm is proposed to take the mismatch in between the pseudo-symbols and the true symbols. Shen et al. (2012) proposed a configurable tree searching approach that has the features of BFS and DFS methods. This proposed approach produces good signal-tonoise ratio (SNR) values. Chang and Chung (2012) proposed a method for detecting multiple-input multipleoutput (MIMO) based problems. This method works with a new probabilistic sorting scheme and it is coordinated with a modified Dijkstra's algorithm for identifying MIMO. This method effectively works for tree exploration and truncation. Ahn and Kim (2012) proposed a DFS with multiple radii method for solving integer lease square problems. To solve the traffic delay problems, Zahoor et al. (2012) introduced a hybrid system to compute a near optimum path suing BFS, DFS and genetic algorithms which calculates link delay between road intersections using fuzzy logic. Chen et al. (2013) presented a method based on BFS to explore the data locality in parallel programs and to identify the impact on the energy efficiency with the codelet finegrain dataflow-inspired execution model. Yi et al. (2015) presented a method called DFF++ based on depth-first forwarding (DFF) that is used to forward the data in unreliable networks such as sensor networks and mobile ad hoc networks. This method finds out the failures and attempts to deliver the packets in a successful manner. Vukojevic et al. (2008) introduced a new scheme based on DFS that helps in routing in wireless sensor networks. Wah and Chu (1997) developed TCGD, a problem independent, time constrained, approximate guided depthfirst search (GDFS) algorithm. This algorithm achieved the best ascertained approximation degree under a fixed time constraint and it is evaluated using the symmetric travelingsalesperson problem. Morelli et al. (2004) presented the use of genetic algorithms and other forms of heuristic search in the cryptanalysis of short cryptograms. Hill climbing, simulated annealing, word-based and frequency-based genetic algorithms are compared in this paper to solve cryptographic problems. Yassen et al. (2015) proposed a hybrid metaheuristic algorithm that hybridises a harmony search with simulated annealing to improve the performance of the harmony search algorithm. Ganesh and Narendran (2007) proposed a heuristic approach that solves the problems in distribution of the blood in the public healthcare system. Mali and Tang (2016) reported on a space of variants of A* based on weighting functions, evaluating different nodes and changing the size of the set of nodes.
Related work

Motivation and justification of the proposed work
Artificial intelligence tools can be used in miscellaneous fields such as medicine, big data, networks and so on. The chief objective of artificial intelligence is to make computers identify the best solution to a given problem. In cryptographic problems like the Caesar cipher, plain text is converted into cipher text. During wartime, messages were transmitted secretly using such basic methods, in an earlier time and place. The original message could be deciphered only with a verbatim decryption of the cipher text. Hence, so motivated, this paper seeks to examine diverse artificial intelligence searching tools used in solving cryptographic problems and decrypting cipher text to unmask the original message.
Puzzles, interesting in themselves, have an initial state and a goal state (which is the solution). When puzzles are solved, they produce different states. Traversing through these states, a solution can be obtained. Motivated by an intent to solve puzzles, artificial intelligence tools are used to solve puzzles like the 8-queen and the water jug.
In heavy traffic, it is often difficult to identify a particular vehicle. In between a start city and a destination city, there may be a lot of connecting routes. It is necessary to find the shortest path between the start and the goal cities to reduce the time complexity. Consequently, this paper is motivated to devise an AO approach to locate a particular vehicle in congested traffic. Finally, an A* approach is used to detect the best and shortest path to the goal.
Organisation of the paper
The rest of the paper is organised as follows. Section 2 discusses various artificial-intelligence-based searching techniques and AI searching techniques are applied on different problems such as cryptography, puzzle solving, vehicle detection and path finding. Section 3 concludes the paper.
Artificial-intelligence-based searching tools
The purpose of searching techniques is to create a tree which comprises different states, and tree traversal is done till a solution is arrived at. For implementing such a graph search method, two nodes are used. OPEN nodes are those that can be formed and have a heuristic function applied to them but have not yet been examined. CLOSED nodes are those that have already been examined. Three functions are to be defined: The function g measures the cost of getting from the initial state to the current node. The function h is an estimate of the additional cost of getting from the current node to a goal state. The function h, also referred to as heuristics, improves the efficiency of a search process. Finally, f is referred to as the combined functions of g and h.
Depth-first search
In the DFS, if the initial state is surpassed by the goal state, success is accomplished and further searches are rendered superfluous. Otherwise, the following steps can be repeated till either a solution or a failure occurs.
a Make a successor R of the start state. If there are no more successors, it is reckoned a failure.
b Call the DFS again with R as the initial state.
c If the solution is found, return it, else the loop has to be continued.
Before backtracking, the DFS starts from the initial state and tries to find, as far as possible, a solution as it traverses along each branch. Two examples were given to the DFS to find a solution to a given problem. Figure 1 shows the water jug problem. There are two empty jugs, with a capacity of 7 and 5 L each, and without measuring markings on them. The jugs can be filled with water from a pump. In the initial state, both the jugs are empty. The goal state is that the first jug should contain 2 L of water. The solution to this problem is shown in Figure 1 . The initial state is referred to as (0,0), after which the first jug is fully filled with water. The next state is (7,0), in which the second jug is filled with the water in the first jug. The next state is (2,5). Finally, the second jug is emptied and the goal state achieved is (2,0). Figure 2 , a simple Caesar cipher substitution technique is attempted, using the DFS. The key value 3 is added to the plain text to obtain the cipher text. So, in this example, the initial state is the cipher text DUWLILFLDO. From the initial state, 1 is subtracted and the next state reached is CTVKHKEKCN, followed by BSUJGJDJBM, obtained by subtracting the value 1. Finally, the goal state ARTIFICIAL is obtained, successfully identified as the plain text hidden in the cipher text. The advantage of the DFS is its fast processing and low time complexity. It is not obligatory to look for every possible solution. 
Breadth-first search
Under the BFS, at each level, all the nodes are expanded to find possible solutions. In the BFS, a variable called the NODELIST is devised and set to the start state. Till a solution state is found or NODES are empty, the following can be carried out.
a Remove a node and examine it.
b For each way that each rule can match the state, do as follows:
i Apply the rule to make a new state.
ii If the new state is a solution state, quit and return to this state.
iii Otherwise, add the new state to the end of the NODELIST.
Similar to the DFS, two examples were given to the BFS to hit upon a solution to a given problem. Figure 3 shows the same water jug problem with the same initial conditions. The goal state is similar to that of the DFS. The solution to the goal state is shown in Figure 3 . The initial state is referred to as (0,0) and it is the root node. There are two possibilities: either the first jug is filled fully with water or the second jug is. The next states thereafter are two child nodes, (7,0) and (0,5). Again, the next possible problem states are generated from the two child nodes. This process can be sustained until the goal state is achieved, which is (2,0). Separate arrow marks highlight the path leading to the goal state. The disadvantage of the BFS over the DFS is that, in the former, many possible solutions are checked and the time complexity is high, when compared to the DFS. In the next example shown in Figure 4 , using the DFS, the same Caesar cipher substitution technique is attempted. The key value 3 is added to the plain text to obtain the cipher text. So, in this example, the initial state is the cipher text, DUWLILFLDO, which is the root node. Two child nodes are obtained by adding 1 and subtracting 1. The next states are CTVKHKEKCN and EVXMJMGMEP. This process will be repeated, as shown in Figure 4 , and the goal state ARTIFICIAL is obtained. The path taken is shown in separate arrow marks.
Figure 4 Solving cryptographic problems using BFS
A* algorithm
In the A* algorithm, the heuristic function plays a crucial role. There are three functions in A*. They are f(n), g(n) and h(n). h(n) is referred to as the heuristic function, g(n) is the distance from the source node to the current node and f(n) is the sum of h(n) and g(n). The best-first search and A* algorithms work based on the heuristic function. In the best-first search algorithm, the process starts from the initial node and all the nodes outward from the initial node are determined. A node is then examined. If that particular node is identified as a solution node, the process is stopped and the solution node returned. Or, the h(n) of this node is evaluated. The node with the minimum h(n) gives the next successor and is made the initial node so as to repeat the process. The process of the best-first search and A* is similar. In the best-first search, only the h(n) is evaluated. But in the A* algorithm, the f(n) is evaluated.
The example of the A* for puzzle solving is given in Figure 5 . In this example, the initial state is given. From the initial state, two nodes are opened and f(n) is calculated for them. The node with the minimum f(n) is closed, and new nodes opened, till the goal state is achieved. Figure 6 , the A* is given to find the shortest path between a start city (initial state) and a destination city (goal state). In the following example, initially the graph is given in Figure 6a and the step-by-step solution to find the shortest path using the A* approach shown in Figure 6b -e. In this example, KLU is taken as the start city (initial state) and Madurai the destination city (goal state). The values of f(n) and g(n) are given in the diagram. From the start state, two nodes -Virudhunagar and Srivilliputhur -are opened.
The f(n) for Virudhunagar and Srivilliputhur are 10 and 9, respectively. The next node, Srivilliputhur, has a minimum value. Consequently, it will be closed and the next set of nodes opened from Srivilliputhur. From Srivilliputhur, three nodes are driven, that is, Virudhunagar, Kallupatti and Madurai. The f(n) values are 18, 9 and 12. Since Virudhunagar has two f(n) values, 10 and 18, the Virudhunagar node which contains the maximum f(n) value will be deleted. This process will be repeated till the shortest path is obtained, as shown in Figure 6e . 
AO* algorithm
The AND OR graph (AOG) provides a framework of visual knowledge representation.
The algorithm for the AO* is as follows, 1 If S' is 0, then make the state SOLVED.
2 Initialize the graph to start the node.
3 Traverse the graph following the current path accumulating nodes that have not yet been expanded or solved.
7 If the starting node is SOLVED, or has a value greater than FUTILITY, stop. Else repeat from 2.
An AOG can be defined as the following,
The Mb is an AND node set representing an object, and its parts obtained from decomposition. The Ma is an OR node and the Mc is a terminal node set linking image data. E is an edge set that connects nodes and P is the probability over the space of all valid parse graphs. Figure 7 shows the special AOG formed, in this paper, for representing an object, in this case, a bus. The empty and solid circles show the OR and AND nodes. Terminal nodes are represented as hollow rectangles. In this paper, the AOG is drawn to identify a bus in heavy traffic. The top layer is represented as a root node and is decomposed till the terminal node. The front and rear views of the bus are focused on. As shown in Figure 7 , the A1 is decomposed into a front view of bus B11 and a rear view of bus B12. The key components of B11 and B12 are selected for decomposition. In the front view, the bumper, license plate and the front lamps are taken. Similarly, in the rear view, the rear window and two rear lamps are taken. Now, B11 and B12 are decomposed into smaller parts. B11 is decomposed into three OR nodes: A21, A22 and A23, representing the left, middle and right parts and cannot be divided any further so they directly terminate in the image data through terminal nodes c1, c2 and c3. At the same time, the rear view of bus B12 is divided into two parts representing the rear window (A24) and the red region (A25). A24 goes directly to c4. Sometimes, the red region can be mistaken for a bus or a car in heavy traffic. Therefore, A25 provides B21 and B22, which correspond to the rear lamp pair and the red vehicle, respectively. B21 is divided into a left lamp and a right lamp, referred to as c5 and c6. Finally, B22 is not divided and directly gives c7. In this way, the AOG graph is constructed and can be used to locate a vehicle in congested traffic.
Knowledge representation
In addition to searching tools to solve given and new problems, additional knowledge is necessary to discover the goal state and arrive at solutions. Knowledge representation has properties comprising representational adequacy, inferential adequacy, inferential efficiency and acquisitional efficiency. Knowledge can be acquired from a generalisation hierarchy where objects are organised in classes, and classes arranged in a hierarchy. A language is needed to represent the domain of the knowledge in question. Propositional logic and predicate logic are used in knowledge representation.
Propositional logic
There For example, an implication can be explained; thus, if a is true, then b is also true. If a person is late to class, he is likely to be penalised. This is an implication. In terms of equivalence, it can be stated that if two sides of a square are equal, then the other two sides should also be equal. Although propositional logic is an easy way to represent knowledge, it has certain limitations. It could be deceptive to give a meaningful conclusion. It assumes that the world is full of facts and reasoning is difficult.
Predicate logic
In predicate logic, the limitations of propositional logic are reduced. The following example shows the knowledge representation using predicate logic. The following sentences are converted into predicate logic.
1 Othello was a man.
2 Desdemona was a woman.
3 Iago betrays Othello.
4 Cassio is a good-hearted man.
5 Iago is not loyal to Othello.
6 Othello killed Desdemona.
7 Iago try to assassinate Othello.
8 Othello was a more.
9 Othello doubts Desdemona.
Representation of above sentences in predicate logic is shown below.
1 Man(Othello).
2 Woman(Desdemona).
3 Betrays(Iago, Othello).
4 Good-hearted man(Cassio).
5 Loyalto(Iago, Othello).
6 Kill(Othello, Desdemona).
7 Tryassassinate(Iago, Othello) 8 More(Othello).
9 Doubts(Othello, Desdemona).
Conclusion
In this work, different artificial-intelligence-based heuristic searching algorithms are discussed. Standard algorithms such as the Breadth-first search (BFS), Depth-first search (DFS), Best-First search, A* and AO* are applied in this paper. The use of the BFS and DFS in solving puzzles and simple Caesar cipher substitution problems is explained. Both the BFS and DFS are used to find plain text from a given cipher text. The A* approach is used to solve puzzles and find the shortest path between a start city and a goal city. The AO* algorithm graph is used to locate a desired vehicle in heavy traffic. This paper clearly establishes that searching algorithms can be used successfully to solve a range of different, real-time problems.
