Recently various real-time communication protocols have been proposed. In this paper, first, we propose a timed I/O automaton model so that we can simply specify such real-time protocols. The proposed model can handle not only time but also data values. Then, we propose a conformance testing method for the model. In order to trace a test sequence (I/O sequence) on the timed I/O automaton model, we need to execute each I/O action in the test sequence at an adequate execution timing which satisfies all timing constraints in the test sequence. However, since outputs are given from IUTs and uncontrollable, we cannot designate their output timing in advance. Also their output timing affects the executable timing for the succeeding I/O actions in the test sequence. Therefore, in general, the executable timing of each input action in a test sequence can be specified by a function of the execution time of the preceding I/O actions. In this paper, we propose an algorithm to decide efficiently whether a given test sequence is executable. We also give an algorithm to derive such a function from an executable test sequence automatically using a technique for solving linear programming problems, and propose a conformance testing method using those algorithms.
INTRODUCTION
Conformance testing is one of methods to improve the reliability of communication protocols [3, 11] . However, conformance testing for models with the notion of time has not sufficiently studied. Recently, some conformance testing methods have been proposed in [4, 5, 13, 15] for real-time models such as timed automata [1] .
Alur's timed automata model [1] is a simple and nice model for specifying real-time systems, and a lot of verification techniques have been proposed [2] . However, basically it does not treat data values used in communication protocols. Especially, in multimedia communication protocols such as QoS control for video streams, sometimes one may want to specify different timeout intervals depending on the size of data to be transmitted. Also, it is possible that the timing of each action of the process may depend on the type and/or size of transmitted data. For the above purposes, we need models that can treat not only time but also data values. It is also desirable that such models have efficient verification and/or testing methods. Here, we need a model which combines timed automata with EFSMs.
In testing EFSMs or real-time systems, there are some problems to be solved. First, a given test sequence is not always executable. In order to execute the test sequence, we must find some appropriate input values or execution timing which satisfy its transition conditions. In contrast to the case of EFSMs, in the case of real-time systems, the tester can designate the input timing. However, in general, the output timing is not controlled by the tester and it is decided by each IUT itself. Moreover, the executable timing of some I/O action may depend on the execution time of its preceding I/O actions. It is desirable that whenever the preceding output actions are executed, there always exists some adequate input timing such that its succeeding sequence is executable. Thus, in this paper we propose a timed I/O automaton model for specifying real-time protocols and a conformance testing method for the model which handles the problems described above.
In our timed I/O automaton model, each transition is either input or output action. Moreover, in order to describe timing constraints among actions, we introduce some variables and one special global time variable which always holds the current time. The variables can hold not only time values but also values expressed as linear expressions of the time values and input data. Each transition condition can be specified by a logical conjunction of linear inequalities of those two types of variables. Note that any Alur's time automata can be specified in this model.
We define two kinds of executability (traceability) of test sequences, musttraceability and may-traceability. A must-traceable test sequence can be always executed if we specify some appropriate input timing for its input actions, no matter when its output actions are executed. A may-traceable test sequence can be executed only when the execution time of its output actions belongs to the sub-ranges which make the succeeding actions executable. In this paper, we present an efficient algorithm for checking the must/may-traceability of given test sequences and obtaining the upper and lower bounds for each input action as functions of the execution time of its preceding I/O actions.
Based on UIOv-method [16] , we propose a conformance testing method for our model. Our method can be used for improving the reliability of a given IUT. In our method, we assume that the errors in IUTs fall into some specific types, and under the assumption we check the correctness of IUTs by checking (1) the traceability of the derived test sequences and (2) the executability of each transition condition at some specified boundary time where the boundary time denotes the moments when the truth value of the transition condition changes. Note that, from the last constraint in the above definition, the timed I/O automaton is deterministic. Output values are omitted in this model since if they affect succeeding transition conditions, such conditions can be specified using the variables in Î , input variables and global clock variable Ø. An element
TIMED I/O AUTOMATON MODEL 2.1 DEFINITIONS
Intuitively, the semantics of our timed I/O automaton model is as follows.
For instance, at state × ¼ in Fig. 1 , the input action Ú is executable. If Ú has been executed, the state moves into × ½ and the execution time of Ú is assigned to Ü according to the assignment Ü Ø . Also, the input value Ú is assigned to Ü according to the assignment Ü If Alur's model has several clock variables, then the corresponding our model also has (at most) the same number of variables.
EXAMPLE
As an example of the timed I/O automata, we present a slightly modified specification of a receiving node of a media synchronization protocol [8] in Fig. 3 In this system, the sending node tries to send data continuously at the fixed rate to the receiving node. First, the sending node sends to the receiving node a video packet with a timestamp representing its sending time. The receiving node starts to receive the data at time Ü ½ , and assigns its timestamp to Ø× ½ . Depending on its network propagation delay (minimum Ü, maximum Ý), it finishes to receive the data at time Ü ¾ (Ü ½ · Ü Ü ¾ Ü ½ · Ý). Next, it outputs a signal which instructs to start playing the video packet before time Ü ¾ · where denotes the maximum time necessary for preparation to play video. Then, it outputs a signal which instructs to finish playing the video packet after the duration necessary to finish playing (minimum , maximum ), which depends on the decoding time of the data such as MPEG encoded data. After that, the receiving node carries out the above work continuously. Moreover, it synchronizes the playing rate with the sending node. To do so, it sets the objective starting time for playing the next video packet to time Ü ¿ · Û, where Ü ¿ is the starting time for playing the previous video packet and Û is a difference between two timestamps of the most recent video packet and its previous one. If the actual completion time of receiving data is earlier than the objective one (Ü Ü ¿ · Û), the system waits until the objective time and then outputs the signal to start playing. Otherwise, it immediately (at time Ü ) outputs the signal ("quick recovery of synchronization errors"). However, the error is within the specified tolerance Ì ¾ (Ì ¾ Ü ´Ü ¿ · Ûµ), it considers that the playing has started in time (ÒÓØ Ñ ), and that the system does not adjust the synchronization interval. Otherwise (Ì ¾ Ü ´Ü ¿ · Ûµ), the actual starting time Ü of playing is assigned to Ü ¿ , and the system adjusts the synchronization interval (Ñ ). Then, it repeats the behaviour described above. Note that Ü Ý and Ì ¾ in Fig. 3 are constant parameters specified by designers.
EXECUTABILITY OF TRANSITION SEQUENCES 3.1 MUST/MAY TRACEABILITY
A transition sequence of a timed I/O automaton Å is viewed as an execution path of the transition graph of Å. However, in a timed I/O automaton, the value of each variable may change by executing each transition. In order to decide whether a given transition sequence is executable, we must consider how to change the values of those variables on execution of the actions in the transition sequence. To reflect such a change, we apply the technique inspired by the general symbolic execution technique (e.g. [5, 10] ). First, we assign an unique name for each occurrence of variables in the transition sequence. Then we replace each occurrence of variables with an expression containing the initial values of the variables and the uniquely named variables. Fig. 4 . For Ì Ö ÓÒ ÅÙ×Ø´Ûµ, the sub-expression Ø È denotes that there exists a timing such that the output action is executable. And, the sub-expression Ø ¼ È µ Ú Ø È denotes that there exists an input timing Ø executing and an adequate input value Ú for any output timing in which is executed. 
Decision of must/may traceability. In general, Ì Ö ÓÒ ÅÙ×Ø´Ûµ and Ì Ö ÓÒ Å Ý´Ûµ become rational Presburger sentences and it is known that there exists a decision procedure for the general class [7] . However, the decision problem is NP-hard in the general class. Here, we only use inequalities on rational numbers and their logical conjunctions. Hereafter, for this restricted class, we will propose an efficient decision algorithm and decide the must/may traceability efficiently.
EFFICIENT DECISION OF MUST/MAY TRACEABILITY
For simplicity, we regard a linear inequality ´Ø Ü ½ Ü ¾ µ Ø as ´Ø Ü ½ Ü ¾ µ · Ø Ò for a sufficiently small positive rational number and consider only two inequality relations and . We may omit the in the rest of the paper.
First, we will consider must-traceability. Intuitively, the proposed algorithm for checking must-traceability of a symbolic trace Û ´ ½°½ Ø ½ È ½ µ ´ Ò°Ò Ø Ò È Ò µ works as follows.
Since the last action Ò has no succeeding actions, the executable time Ø Ò of Ò is a solution of the constraint È Ò . In our model, we can transform the constraint into the conjunctions of the following three types of linear inequalities by appropriate transposition: (1) 
as shown in Fig. 5 , So we do not have to divide into cases and can efficiently check must-traceability by applying the presented algorithm (the sufficient condition works well for our example cases in Section 5).
Example 3 For example, we will apply the algorithm to the symbolic trace in Fig. 6 . The result is shown in Fig. 7 May-traceability. The "may-traceability" case is quite similar to the must case with a slight modification. We only treat each output action as an input action and derive the intervals of execution time for those I/O actions. If the execution time of each output action belongs to the derived time interval, which is generally narrow than the original executable time interval for the output action, then its succeeding actions can be executed. Thus, we omit the detail.
CONFORMANCE TESTING FOR TIMED I/O AUTOMATA
In this section, we will propose a conformance testing method. Here, we use UIOv-method [16] where, for each state, a transfer sequence and a succeeding UIO sequence are treated as a test case and we derive executable time interval for each input action in the test case using the algorithm explained above.
PROPOSED TESTING METHOD
Correctness of implementation of states and transitions. In the proposed method, we identify all states in the IUT as follows.
1. For a given timed I/O automaton, we consider the corresponding FSM in which all transition conditions are removed. We compose a set of Î Í ¢ is a set of sequences which check the un-executability of UIO sequences for the different states.
3. We decide the must/may-traceability for all sequences in Î Í AE . If all sequences are must-traceable, or at least may-traceable, we can use those sequences as test cases. 3 If not, we return to step (1) and construct different Í and Î again. 4. We give the generated test cases Î Í AE and Î Í ¢ to the IUT. At that time, we execute each input action of a test sequence in Î Í AE with an executable timing which is calculated from the function obtained by the must/maytraceability checking algorithm described in Section 3 by substituting the actual execution time of preceding actions into the function. For each output action, we check whether the output action is observed at a time which satisfies the timing constraints described in the specification.For each test sequence Ú Ù ¼ in Î Í ¢ , we confirm that it is impossible to execute after execution of Ú Ù ¼ with various timing for more than (sufficiently large number) times. 4 5. If we can observe the same response from the IUT as that of the specification (that is, all the sequences of Î Í AE are executable and those of Î Í ¢ are not executable), we conclude that we have identified all states in the IUT.
We also identify all transitions in the IUT like the above method. When we give Î Í AE and Î Í ¢ to the IUT and observe the same response as the specification, we regard that the IUT has Ò different states, which have the same set of UIO sequences as those of the corresponding states of the specification. For the identification of transitions, we use the same set Î of transfer sequences as used for state identification. Similar to the traditional UIOv-method, we also regard that for each state in the specification, the corresponding state in the IUT has the same outgoing transitions. Giving an UIO sequence to the destination state of the outgoing transition, we regard that the destination state corresponds to that of the specification.
Correctness of implementation of transition conditions .
Here, we present a method to detect faults in transition conditions of IUTs if the faults are restricted to some typical ones.
On testing of the correctness of transition conditions, we find transitions from the initial state step by step using the breadth first search and test them. For testing of the last -th transition of a transition sequence whose length is , we assume that we have already tested the correctness of all the transitions from the first one to the ( ½)-th one, and that they are correctly implemented. To simplify our explanation, we assume that the timing constraint of the -th transition on a test sequence is specified as´ ½ Ø µ ´ ¾ Ø µ . The response from the specification (correct IUT) and wrong IUTs with one fault in (1)-(6) is described as follows (the marks AE and ¢ mean "executable"
and "unexecutable", respectively).
Response (a) (b) (c) Spec.
¢ AE AE
(1)
AE AE AE
Clearly as this table, we can detect every fault because those responses are different from the response in the specification. For the above example, we generate a symbolic trace Û corresponding to the transition sequence from the first transition to -th transition. Then, if -th transition is an input action, we try to check that it is possible to execute -th transition with the above execution timing (b) and (c), and that it is impossible to execute -th transition for more than times with the above execution timing (a) after execution of Û with various timings. If we can confirm the above, we conclude that the implementation of -th transition is correct. While if -th transition is an output action, we try to check that the output action can be executed with the execution timing (b) and (c), and that it cannot be executed with (a) for many times. If we can confirm them, we regard that the transition condition is correct. In general, there may exist other types of errors than the above (1)- (6) . Also there may exist multiple faults. So, we cannot detect all types of errors as easily as we proposed above. However we are sure to be able to detect a significant number of errors by our method because these types of errors are typical.
EXAMPLE
We can apply our testing method to the example in Fig. 3 We have developed a tool to decide whether a formula like formulas in Fig. 4 is true or not. By using the tool, we can check the must/may-traceability of test sequences like the above example within a few seconds for most cases (Pentium II 200MHz). In general, if we apply the general algorithms checking the satisfiability of rational Presburger sentences [7] , it takes much more time to decide the must/may-traceability of a given test sequence (in some cases, a few hours or more). Also, the sufficient condition introduced in Section 3.3 makes the decision time further short. For the example in Fig. 3 , we can prove all the test sequences are must-traceable using the sufficient condition introduced in Section 3.
We have applied our technique to the following examples which can be modeled as our timed I/O automata using our test case derivation tool :
the multiplexing protocol for multimedia communication like H.223 [9] which sends packets consisting of three media, that is, movie (MPEG2 etc.), sound and text data.
Ethernet protocol [14] and its time-out mechanism. For the above examples, we have derived must-traceable test sequences for most cases. However, for checking some time-out actions (or interruption), we can only derive may-traceable test sequences since such time-out actions can be executed only when their preceding output actions are executed very late. Even for such cases, we can recognize when the preceding output actions should be executed in order to make a time-out action executable.
CONCLUSION
In this paper, we have proposed a timed I/O automaton model for specifying real-time communication protocols, and a method to generate conformance test cases with execution timing for their I/O actions. In general, from a state, if there is a choice (branch) between two output actions and/or between an input action and an output action, then the tester cannot control which output action should be executed, that is, the decision of such a choice is made by the IUT itself. If an undesirable branching output action is executed during a test run, we must reset the test run and try the same test run again. The paper [12] treats such a problem and has proposed a suitable testing method. The method for treating such uncontrollable output actions is also applicable to our method.
As the future work, we are planning to develop a tool which translates given specifications written in time extended SDL and E-LOTOS into the proposed timed I/O automata, and to derive test sequences from those specifications directly.
