Fast level set methods replace continuous PDEs by a discrete formulation, improving the execution times. The regularization in fast level set methods was so far handled indirectly via level set function smoothing. We propose to incorporate standard curvature based regularization into fast level set methods and address the problem of efficiently estimating local curvature of a discretized interface in 2D or 3D based on local partial volume. We present two algorithms for incremental partial volume evaluation: the first is recommended for moderate neighborhood sizes, the second has an excellent asymptotic complexity and can be useful for very large neighborhoods. The performance of the proposed methods is compared experimentally with previous approaches.
INTRODUCTION
Level sets are widely used image segmentation methods [1, 2, 3] . They do not impose any parametric model, can handle topology changes, their implementation is relatively simple and directly extends to higher dimensions. They are based on an iterative solution of discretized partial differential equations (PDEs) and are computationally very expensive, typically too slow for real time 2D or interactive 3D applications, even with acceleration techniques such as narrow band methods [4] .
Our work is based on a fast discrete level set segmentation method (FLS) [5, 6] , described in Section 2, which similarly to other discrete level set methods [7, 8] replace the continuous PDE formulation by a discrete one. In [5] , discrete evolution steps are alternated with convolution based smoothing. Besides a certain inelegance, this choice has two drawbacks. First, the computational complexity of the convolution is O(h d ) per boundary point, where h is the Gaussian filter size and d is the dimensionality of the space. Second, the procedure is not stable, sometimes the smoothing steps cancels or almost cancels the effect of the preceding evolution steps, which makes the boundary to oscillate and prevents convergence. In this contribution, we propose to reintroduce curvature based regularization into the FLS method.
Curvature estimation methods are mostly based on local fitting (of e.g. a conic) [9, 10, 11 ] using an iterative procedure or an eigenvalue system solution which is not only too slow for our purposes but we also found that the estimation is unstable when the curvature inside the neighborhood is high. While curvature regularization is This work was sponsored by the Czech Ministry of Education, Project MSM6840770012.
We show the foreground area F (light gray) and its boundary C with a point x ∈ C. The local curvature κ(x) can be estimated from the area S of the intersection of F ∩N h (x), where N is a small 2 neighborhood around x. (b) A detail around point x shifted to the center of coordinates. equivalent to boundary length minimization, the discrete boundary length does not approximate the Euclidean length well [12] and the boundary, instead of getting smoother, develops polygonal shapes [13] .
We have chosen to estimate local curvature based on the proportion of inner pixels (partial volume) in a neighborhood of radius d around the current point [14] , see Section 3. This method extends directly to 3D and the inherent averaging gracefully handles both high curvature points and noisy data. We will also present two efficient incremental methods for local inner pixel counting with computational
operations per boundary point for the naive approach.
LEVEL SET SEGMENTATION
In a continuous formulation, a level set function ϕ :
0¯with a boundary C = ∂F which typically evolves according to
where vext is a data dependent speed, κ is a local curvature, n an outward pointing normal, and α and λ are weights for the curvature and the 'balloon force', respectively. In the discrete case, we replace R d by a Cartesian grid Λ ⊂ Z d . The fast level set method (FLS) [5] represents the boundary C as two lists of inside and outside boundary points.
where N 1 (x) =˘y ∈ Λ; x − y 1 = 1¯is an 1 neighborhood. FLS further restricts the values of ϕ to −3 (for points in F \Lin), −1 (for points in Lin), 1 (for points in Lout), and 3 (for all other points).
Only the external speed vext is used. The segmentation alternates evolution and smoothing phases. In each evolution phase, we first go over all points x from Lout. If a point x is found such that vext(x) > 0 and there is a neighbor y ∈ N 1 (x) from Lin with vext(y) > 0, then point x is moved from Lout to Lin, updating ϕ accordingly. This makes the boundary C move outward. Then an equivalent procedure is applied to Lin, making C move inward at points where vext(x) < 0.
In the smoothing phase, a convolutionφ = Gσ * ϕ is evaluated for all points in Lin and Lout. Where the signs ofφ and ϕ differ, the points are switched between Lin and Lout as appropriate.
We propose to omit the smoothing from the FLS algorithm and to use the complete speed v instead of vext when deciding whether a point should be switched between Lin and Lout. This way, not only the sign (as in FLS) but also the value of vext is taken into account, leading to a better trade-off between the regularity and data terms. We shall call the new methods FLSC. Before each evolution phase, we calculate the local mean curvature κ(x) at each point from Lin and Lout as follows.
CURVATURE ESTIMATION FROM PARTIAL VOLUME
Consider a point x on the boundary C of F in 2D (Fig. 1a) and describe the curve C around x as y = f (x), shifting and turning the coordinate system such that x is at the origin and f (0) = 0, obtaining a situation in (Fig. 1b) . If the neighborhood size h is sufficiently small, we can approximate f as y = ax 2 , which corresponds to a local curvature κ = f (0) = 2a. Then the area of the gray segments in Fig. 1b is
If the curvature is sufficiently small (κh 1), the light gray wedge-shaped areas in Fig. 1b can be neglected. Consequently, the curvature can be estimated as
where S0 = πh 2 is the area of N h . It turns out that the approximation is quite accurate, for example if C is a circle and κh = 0.5, the error is only 1.2 % [14] .
Algorithm 1: Given V (x0) and a neighbor x1, return V (x1)
In 3D, the derivation is completely analogous (yet more involved), yielding an estimator of the mean curvature:
where V and V0 are the volumes of F ∩ N and N , respectively. We refer an interested reader to reference [14] for a complete derivation including error analysis.
In the discrete case, we define an 2 neighborhood N h (x) as
and V (x) = |N h (x) ∩ F | and V0 = |N h (x)| will be the number of pixels in N h (x) ∩ F and N h (x), respectively. Note that V0 does not depend on x and can be precalculated.
Partial volume calculation
We need to evaluate V (x) for all x from Lin ∪ Lout. A trivial algorithm (to be called Algorithm 0) has a computational complexity O(h d ) per boundary point going over all points in all neighborhoods. A better algorithm uses the result V (x0) when calculating V (x1) for its neighbor x1. From the definition of V (x) we can derive the following update formula:
The essential idea is to consider only the points which enter and leave the neighborhood N h as we shift it from x0 to x1. The relative coordinates of the entering or leaving points
can be precalculated, leading to an Algorithm 1 with complexity O(h d−1 ) per boundary point. The points in Lin and Lout are examined in a depth first manner without backtracking (Algorithm 2), in order to have a long chain of neighboring points.
Advanced partial volume calculation
The set Y = S W (Δx) corresponds to the boundary of N h (Fig. 2) . Let us maintain the set M (x) =˘y ∈ Y ; x + y ∈ F¯of inner pixels on Y along the boundary C. The difference between M (x0) and M (x1) for neighboring x0 and x1 will be localized around the intersection of C with Y (x), the rest of M remains unchanged. This observation leads directly to Algorithm 3, which can update V (x) in time O(h d−2 ) per boundary point, i.e. in constant time in 2D and in time O(h) in 3D. Besides M (x), the algorithm needs to maintain and incrementally update the partial sums Q(x; Δx) =˛˘y ∈ W (Δx); x + y ∈ F¯3 Algorithm 2: Given a list of points L, calculate V (x) in such an order so that subsequent points are neighbors, if possible.
call do point(y) else return from all nested calls of do point and the set of boundary intersection points
here N ∞ is an ∞ neighborhood of radius 1.
The update algorithm starts with the points in Z and explores the pixels in Y in a breadth first manner. Each pixel in Y contains links to its neighbors within Y . The breadth first search stops when the ∞ neighborhood of the point being considered is homogeneous, i.e. all pixels are either from F or Λ\F . This strategy can fail to find all changed pixels in M if there are two independent boundary segments in N h (x). In this case we argue that ignoring the component not connected with x is actually a desired behavior, leading to a curvature estimate only for the current boundary segment.
Remarks: 
EXPERIMENTS
In the first experiment we have segmented a 2D X-ray image of size 813 × 897 (Fig 3a) using the FLS method [5] and the proposed FLSC method using Algorithm 1+2. We have used a speed field vext based on the Chan-Vese criterion [15] scaled to interval [−1, 1], curvature weight α = 0.5 and no balloon force (λ = 0). We have set h = 5 = 2.5σ so that both methods consider the same neighborhood size. The FLS method alternated ne = 20 evolution and ng = 5 smoothing steps, each method performed 1000 evolution steps in total. The segmentation results are almost identical. Taking the FLSC result, we have measured the time needed for the FLS smoothing (Section 2) and compared it with the time needed to evaluate the total speed field v using Algorithms 0, 1+2, and 3+2. The results (Fig. 3b) confirm that the time complexity for Algorithm 3 does not depend on h. However, for moderate h, Algorithm 1 is the fastest. For h smaller than about 5, the trivial Algorithm 0 is even faster. The FLS smoothing is slower than Algorithm 0 as floating point opera- tions are involved. However, since in the FLS method smoothing is not applied every iteration, for small h and small amount of smoothing FLS is in fact about twice as fast as our current implementation of FLSC. However, our implementation is not yet fully optimized and is written in a high-level language Ocaml, so we expect that further acceleration is possible.
3D segmentation results are demonstrated on an MRI brain image of size 181 × 217 × 181 (Fig. 4a ), using h = 5, α = 0.7, ne = 20, ng = 3 and 200 evolution steps in total for each method. In this case, some difference between the FLS and FLSC results remain, even after parameter tuning. The FLSC result was chosen as the basis for the subsequent speed comparison. The asymptotic trends are clearly visible in the speed comparison in Fig 4b, with Algorithm 3+2 being the fastest asymptotically and Algorithm 1+2 being the fastest in absolute terms for most practical values of h.
CONCLUSIONS
We have described two algorithms for local curvature estimation for 2D and 3D binary objects discretized on a Cartesian grid, which should be applicable in many other areas besides fast level set segmentation.
We have introduced curvature-based regularization into the fast level set method [5] , bringing it closer to a standard level set formulations and avoiding its idiosyncrasies while retaining its potential for very fast execution times.
