This paper revisits the solution of the word problem for ω-terms interpreted over finite aperiodic semigroups, obtained by J. McCammond. The original proof of correctness of McCammond's algorithm, based on normal forms for such terms, uses McCammond's solution of the word problem for certain Burnside semigroups. In this paper, we establish a new, simpler, correctness proof of McCammond's algorithm, based on properties of certain regular languages associated with the normal forms. This method leads to new applications.
Introduction
An ω-term is a formal expression obtained from letters of an alphabet X using two operations: the binary, associative, concatenation and the unary ω-power. Any ω-term α can be given a natural interpretation on a finite semigroup S as a mapping α S : S X → S, as follows: each letter x of X is interpreted as the mapping sending each element of S X to its image on x, the concatenation is viewed as the semigroup multiplication, while the ω-power is interpreted as the unary operation which sends each element of S to its unique idempotent power. The ω-word problem for a class C of finite semigroups consists in deciding whether two ω-terms have the same interpretation over every semigroup of C.
Preliminaries
In this section we briefly recall the basic definitions and results that will be used throughout the paper. The reader is referred to [2, 26] for general background, and to [5] for a quick introduction to the classical theories of pseudovarieties, regular languages and profinite semigroups. For further details about combinatorics on words, see [19, 20] .
Words
In the following, X denotes a finite nonempty alphabet. The free semigroup (resp. the free monoid) generated by X is denoted by X + (resp. by X * ). The length of a word u ∈ X * is denoted by |u|. Given words u and v, we write u v if u is a prefix of v and u ≺ v if u v and u = v. If v = uw, we denote by u −1 v the suffix w of v. When w = xyz = x ′ y ′ z ′ , we say that the factors y and y ′ of w are synchronized in w if x = x ′ and z = z ′ (whence y = y ′ ).
They overlap if x x ′ ≺ xy or x ′ x ≺ x ′ y ′ . They overlap on (at least) k > 0 positions if in addition y = u 1 vu 2 and y ′ = u ′ 1 v ′ u ′ 2 where |v| = |v ′ | = k and v, v ′ are synchronized in w.
The following result is known as Fine and Wilf's Theorem (see [19, 20] ). Proposition 2.1 (Fine and Wilf's Theorem). Let u, v ∈ X + . If two powers u k and v ℓ of u and v have a common prefix of length at least |u| + |v| − gcd(|u|, |v|), then u and v are powers of the same word.
A primitive word is a word that cannot be written in the form u n with n > 1. Two words w and z are conjugate if one can write w = uv and z = vu, where u, v ∈ X * . All conjugates of a primitive word are also primitive. Let an order be fixed for the letters of the alphabet X. A Lyndon word is a primitive word that is minimal, with respect to the lexicographic ordering, in its conjugacy class. We recall a property following from [19, Prop. 5.1.2].
Lemma 2.2. If t ∈ X * is both a prefix and a suffix of a Lyndon word w, then either t is the empty word, or t is the word w itself.
Pseudowords and ω-words
In this paper, we deal with the pseudovariety A of all finite aperiodic, or group-free, semigroups. These are the finite semigroups T for which there exists some integer n > 0 such that s n = s n+1 for every s ∈ T . We write S for the class of all finite semigroups.
Given a pseudovariety V, we denote by Ω X V the free pro-V semigroup over X (see [5] for its construction and main properties). We briefly recall here some of its properties needed in the paper. First, Ω X V is a compact topological semigroup whose elements are called pseudowords over V. For V = S or A, the free semigroup X + embeds in Ω X V and is dense in Ω X V. For L ⊆ X + , we denote by cl(L), resp. cl A (L) its closure in Ω X S, resp.
in Ω X A. There is a unique continuous homomorphism from Ω X S to Ω X A sending each x ∈ X to itself, and we denote it by p A . Note that p A (cl(L)) = cl A (L).
Given z ∈ Ω X V, the closed subsemigroup of Ω X V generated by z contains a single idempotent denoted by z ω , which is the limit of the sequence z n! . Note that zz ω = z ω z.
We set z ω+1 = zz ω . In Ω X A, we have z ω+1 = z ω . For α, β ∈ Ω X S, we say that A satisfies α = β if p A (α) = p A (β). For example, A satisfies z ω+1 = z ω for all z ∈ Ω X S.
A unary semigroup is an algebra (S, ·, τ ), with · binary and associative and τ unary. A free pro-V semigroup has a natural structure of unary semigroup, where τ is interpreted as the ω-power. We denote by Ω ω X V the unary subsemigroup of Ω X V generated by X, whose elements are called ω-words over V. Each ω-word has a representation by a formal term over X in the signature {·, ω}, called an ω-term. We do not distinguish between ω-terms that only differ in the order in which multiplications are to be carried out. Finally, let T X be the unary semigroup of ω-terms, which is freely generated by X as a unary semigroup.
Sometimes, it will be useful to consider also the empty ω-term, which is identified with the empty word.
The ω-word problem for A
McCammond [22] represents ω-terms over X as nonempty well-parenthesized words over the alphabet Y = X ⊎ {(, )}, which do not have () as a factor. The ω-term associated with such a word is obtained by replacing each matching pair of parentheses ( * ) by ( * ) ω .
For example, the parenthesized word ((a)b) represents the ω-term (a ω b) ω . Conversely, every ω-term over X determines a unique well-parenthesized word over Y . We identify T X with the set of these well-parenthesized words over Y . From hereon, we will usually refer to an ω-term meaning its associated word over Y . In particular, there is a natural homomorphism of unary semigroups ǫ : T X → Ω ω X A that fixes each x ∈ X when we view X as a subset of T X and Ω ω X A in the natural way. To avoid ambiguities in the meaning of the parentheses, we write ǫ[w] for the image of w ∈ T X under ǫ.
The ω-word problem for A (over X) consists in deciding whether two given elements of T X have the same image under ǫ. This problem was solved by McCammond by effectively transforming any ω-term into a certain normal form with the same image under ǫ, and by proving that two ω-terms in normal form with the same image under ǫ are necessarily equal. In order to describe the normal form, let us fix a total ordering on the alphabet X, and extend it to Y = X ∪ {(, )} by letting ( < x < ) for all x ∈ X. The rank of an ω-term α is the maximum number rank[α] of nested parentheses in it.
McCammond's normal form is defined recursively. Rank 0 normal forms are the words from X * . Assuming that rank i normal forms have been defined, a rank i + 1 normal form (ω-term) is an ω-term of the form
where the α j and β k are ω-terms such that the following conditions hold:
(a) each β k is a Lyndon word of rank i; (b) no intermediate α j is a prefix of a power of β j or a suffix of a power of β j+1 ; (c) replacing each subterm (β k ) by β k β k , we obtain a rank i normal form;
(d) at least one of the properties (b) and (c) fails if we remove from α j a prefix β j (for 0 < j) or a suffix β j+1 (for j < n). McCammond's procedure to transform an arbitrary ω-term into one in normal form, while retaining its value under ǫ, consists in applying elementary changes determined by the following rewriting rules:
We call the application of a rule of type 1-4 from left to right (resp. from right to left) a contraction (resp. an expansion) of that type.
Since all the rules are based on identities of unary semigroups that are valid in A (in fact, all but those of type 4 are valid in S), it follows that the elementary changes preserve the value of the ω-term under ǫ. Hence McCammond's algorithm does indeed transform an arbitrary ω-term into one in normal form with the same image under ǫ. We don't describe here McCammond's procedure because usually we will work with ω-terms already in normal form. The reader interested in the algorithm is referred to the original paper [22] or to [9] for a more condensed description.
Expansions of ω-terms
The main tools of this paper is to associate to any ω-term α a decreasing sequence L n [α] n of regular languages. Informally, for n > 0, the language L n [α] is obtained from α by replacing each ω-power by a power of exponent at least n. That is, L n [α] is the language obtained from α by replacing each "ω" by " n", where we set
Clearly, the sequence L n [α] n is decreasing, and ǫ[α] belongs to the topological closure, we require the exponents to be beyond a fixed threshold and we do not require that the ω-terms be in normal form.
Definition 3.1 (Word expansions). Let n be a positive integer. For a word α ∈ X * , we
γ r where all δ k are ω-terms of rank i and all γ j are either empty, or ω-terms of rank at most i,
we let
For a set W of ω-terms, we let
We then let
where E k n is the k-fold iteration of the operator E n . For a set W of ω-terms, we let
For example, let α = (a ω b) ω and n = 3. We have rank [ 
Lemma 3.2. The following formulas hold:
(a) for ω-terms α and β,
We first establish (c) when the rank of elements of U ∪ V is bounded by some m > 0, proceeding by induction on m. For ω-terms α and β of rank at most m, we have
by induction hypothesis and (b).
To conclude the induction step, note that
for all ω-terms α and β, so that (3.2) still holds for arbitrary sets U and V , which establishes (c).
Property (d) follows from (c) by induction on the number of factors. For (e), we have
In case α is a rank (i + 1) ω-term in normal form, the elements of
McCammond's "rank i expansions of α". Since Lemma 10.7 of [22] states that every such rank i expansion of α remains in normal form and since
obtain the following result.
are also in normal form.
We now associate to each term α a parameter µ[α] playing an important role in this paper. First define the length of an ω-term α as the length of the corresponding wellparenthesized word over Y , and denote it |α|. For an ω-term α as in (3.1), the factors of
It is important to point out the following simple observation.
, it suffices to show that there exists a crucial portion β of α 2 such that |β| 2|β|. Sinceᾱ 2 ∈ E n (α 2 ) by Lemma 3.2,β is a factor of either some δγδ ′ where (δ)γ(δ ′ ) is a crucial portion of α 2 , or of some δδ where (δ) is a factor of α of maximum rank. In the first case, choose β = (δ)γ(δ ′ ) so that |β| |β|. In the second one, take for β any crucial portion of α 2 involving (δ). Then |β| 2|δ| 2|β|, as required.
For an ω-term α of positive rank, we distinguish the innermost, rank 1, parentheses as new letters and . We extend the ordering over the enlarged alphabet X ∪{ , } by letting
. Under this interpretation, we view α as an ω-term over X ∪ { , }, denoted α and called the freeze of α. is α (resp. so are its crucial portions).
A synchronization result
We prove in this section a synchronization result for ω-terms of rank 1.
of rank 1 in normal form, and let
Then r = s, and for all i, u i = z i , n i = m i and v i = t i . In particular, α = β.
The remainder of this section is devoted to the proof of Proposition 4.1. For a factor- 
Indeed, one may assume by symmetry that
We next consider synchronizations with one single ω-power.
u r be an ω-term of rank 1, whose crucial portions are in normal form. Let z be a Lyndon word, and let
Consider a prefix of w of the form pz m with m n such that, for some i 1, the following inequalities hold:
Then z = v i and (a) either there is a factorization
. We claim that if |x| |v i z|, then z m and v Finally, assume that |x| < |v i z|. From (4.1), we get |z m | > |xu i | and so i < r. Hence,
Therefore, z m and v
i+1 have a common factor of length at least |v i+1 z|. By Lemma 4.2 again, we have z = v i+1 and pz k = w[i]u i for some k such that 1 k < m. Since
is a crucial portion in normal form. This concludes the proof of the lemma.
We now develop the inductive argument in order to prove Proposition 4.1.
be ω-terms of rank 1 whose crucial portions are in normal form. Let
If there is a prefix of w of the form pz
with m 1 , m 2 n and
, and pz
Proof. Lemma 4.4 shows that z 1 = v i . We first assume pz
(Case (a) of Fig. 1 ), then y would be a prefix of a power of v i = z 1 , which is impossible since β is in normal form. Hence pz Fig. 1 , in which the references to v i+1 underneath the straight line are justified below). We claim that
(c) i+1 overlap on |v i+1 z 2 | positions in w. In Case (c), i > r is clear from the assumption that pz
and v n i+1 i+1 overlap on |v i+1 z 2 | positions. Therefore z 2 = v i+1 by Lemma 4.2 and for some k, ℓ 0, we have y = v k i x and
, where x is the overlap between y and u i , and y = v k i u i v ℓ i+1 in Case (c). We claim that in either case, k = ℓ = 0, which proves the statement. In Case (b),
x is not a prefix of a power of z 1 since, otherwise, so would be y, contradicting that β is in normal form. On the other hand, x is not a suffix of a power of z 2 since, otherwise, so would be u i , contradicting that 
(c) Figure 2 : Three factorization patterns when pz
Proof of Proposition 4.1. We have |v
Likewise, |t
overlap on a factor of length at least |v 1 t 1 |. 
By Lemma
We proceed by induction on rank
. Assume next i 1 and that the result holds for rank[α] < i. By definition of L n and the choice of w, there exist 
. If i > 1, consider the freezes α and β. By raising the lower bound for n, we obtain a more precise result.
Theorem 5.3. Let α and β be two ω-terms in normal form and let n be an integer such β be ω-terms in normal form which define the same pseudoword over A, that is, such that
are star-free languages by
contains some elements of the dense set X + , which in turn belong to 
Star-freeness of the languages L n [α]
This section is dedicated to the proof of Theorem 5.1.
We say that an ω-term α is in circular normal form if the crucial portions of α 2 are in normal form. A consequence of Lemma 3.3, is that the property of being in circular normal form is preserved by expansions.
Lemma 6.1. Let α be an ω-term in circular normal form and let β ∈ E n [α]. Then β is also in circular normal form.
Proof. If α is a word, then β = α is certainly in circular normal form. Otherwise α and β are of the form α = γ 0 (δ 1 )γ 1 · · · (δ r )γ r and β = γ 0 δ n 1 1 γ 1 · · · δ nr r γ r with each n k n.
according to Lemma 3.2 (a). By Lemma 3.3, applied to the crucial portions of α 2 which are by hypothesis in normal form, we conclude that all factors
k+1 , as well as δ nr r γ r γ 0 δ n 1 1 , are in normal form. Since each crucial portion of β 2 is a crucial portion of one of these factors, it is in normal form, hence β is in circular normal form.
Let us now derive a corollary of Proposition 4.1, which applies to ω-terms in circular normal form (rather than to ω-terms in normal form as in the proposition). 
and let α ′ and β ′ be respectively the normal forms of α and β. As α is in circular normal form by hypothesis, all its crucial portions are in normal form. Therefore α ′ is obtained from α by simply reducing the final portion (v r )u r to its normal form. This is done by applying all possible, say k 0,
On the other hand, w = v
Hence, α ′ = β ′ by Proposition 4.1. In particular v 1 = t 1 , v r = t s and u ′ r = z ′ s . The crucial portions (v r )u r (v 1 ) and (t s )z s (t 1 ) of, respectively, α 2 and β 2 are in normal form. Then, as
, we deduce from property (d) of normal forms that k = ℓ. This completes the proof that
The next lemma reflects periodicities of sufficiently large expansions of an ω-term of rank 1 in the term itself, provided it is in circular normal form. If z ℓ ∈ L n [α], then there exists an ω-term of rank 1 in circular normal form ζ such that
In both cases, we reduce the question to the case where u 0 is empty, by replacing α . We prove the following property by induction on k ∈ {1, . . . , r}:
Observe that zwv
We will apply several times Lemma 4.5 to α 2 , choosing prefixes of zwv holds for a certain k r, we deduce that We call primitive an ω-term which is primitive when represented as a parenthesized
word. An immediate consequence of Lemma 6.3 is the following observation. If α is primitive and β ∈ E n [α], then β is also primitive.
Proof. We distinguish two types of parentheses in the ω-term α: write (, ) for the parentheses corresponding to the ω-powers of rank i, and , for the remaining parentheses.
Consider the alphabet Z = X ∪ { , }, with the extended ordering < x < (x ∈ X).
Then β may be viewed as a word β Z over Z and α as an ω-term α Z , of rank 1, over the Assume that the result holds for ω-terms whose rank is rank
by Lemma 3.5, and α ′ is in circular normal form by Lemma 6.1.
Hence, by induction hypothesis, w is primitive, which completes the induction step.
The following result generalizes Lemma 6.3 in case α is a primitive ω-term.
Lemma 6.7. Let α be a primitive ω-term in circular normal form and let 
Since α is in circular normal form, so is α k , whence so is β by Lemma 6.1.
Lemma 3.5, one can apply Lemma 6.3: there exists an ω-term ζ of rank 1 such that β = ζ ℓ and z ∈ L n [ζ].
Since α is primitive, it follows that
that we may apply the induction hypothesis to the freeze α of α and ζ ∈ (X ∪ { , }) * . 
We proceed to establish the following important property of the languages L n [α] for primitive ω-terms α. In its proof, we apply in both directions Schützenberger's Theorem [27] , stating that a language is star-free if and only if its syntactic semigroup is finite and satisfies the pseudoidentity x ω+1 = x ω .
Lemma 6.8. Let α be a primitive ω-term in circular normal form and let
Proof. Let M be an integer such that the syntactic semigroup of L n [α] satisfies the identity
and let K be a positive integer to be identified later. Let N > M K be an integer and suppose that x, y, z are words such that xy N z ∈ L n [α] * . The result follows from the claim that, for sufficiently large K, depending only on α and n, xy N +1 z belongs
To prove the claim, we start with a factorization
. Consider each product of M consecutive y's within the factor y N . If at least one of the factors appears completely within one of the w j , then we have a factorization Figure 3 . In particular, the word x ′ y M z ′ belongs to the star- Figure 3 : Case where some y M falls within some w j free language L n [α]. By the choice of M , we deduce that
. Hence, for p as in Figure 3 ,
We may therefore assume that no factor y M appears completely within some factor w j .
Thus, each of the first K < N/M consecutive factors y M , which form a prefix of y N , as well as the product y N −KM z, start in a different w j , say in w j 1 , . . . , w j K+1 , with j 1 < · · · < j K+1 .
This determines factorizations
w js = w js,1 w js,2 (6.1)
where each x s , x ′ , and z ′ is a word from L n [α] * , as represented in Figure 4 . 
where each of the factors separated by the ·'s belongs to
We are now ready to complete the proof of our key result, namely that, for α in normal form and n µ[α], the languages L n [α] are star-free.
Proof of Theorem 5.1.
= {α} is certainly a starfree language. We will therefore assume that i 1. Let α = γ 0 (δ 1 )γ 1 · · · (δ r )γ r be the normal form expression of α.
We claim that each of the languages and since the set of star-free languages is closed under concatenation, it follows that each
is also star-free. Taking also into account Lemma 3.2(d), we conclude that the product
is star-free, as stated in the theorem.
To prove the claim, we proceed by induction on i 1. The case i = 1 is immediate since then all the γ j and δ j are words in X * . Suppose that i 2 and assume inductively that the claim holds for ω-terms of rank less than i. Consider the ω-term α ′ = γ 0 δ 1 δ 1 γ 1 · · · δ r δ r γ r .
By condition (c) of the definition of an ω-term in normal form, α ′ is in normal form.
By Lemma 3.5, since 
star-free. By the above argument, it follows that so are the languages
, and
. Finally, by Lemma 3.2(c), we deduce that each of the languages
is star-free, thus proving the induction step. This proves the claim and completes the proof of Theorem 5.1.
We do not know whether the bound n µ[α] is optimal but we do know that some bound is required, that is that L n [α] may not be star-free for α in normal form. An example is obtained by taking α = ((a)ab(b)a 2 b 2 ), where a and b are letters. Then 
Factors of ω-words over A
In this section we present further properties of the languages L n [α] and derive some applications. The main result of this section is that every factor of an ω-word over A is also an ω-word over A.
Recall that given a pseudovariety V, a finite semigroup T ∈ V satisfies the pseudoidentity u = v, with u, v ∈ Ω X V, if, for every continuous homomorphism ϕ : Ω X V → T , we have ϕ(u) = ϕ(v). For a finite semigroup T , let ind(T ) be the smallest ℓ 1 such that for some k 1 and every s ∈ T , we have s ℓ+k = s ℓ . Equivalently, ind(T ) is the minimum positive integer ℓ such that T satisfies the pseudoidentity x ω+ℓ = x ℓ . Note that ind(T ) |T |.
We begin by proving that finite aperiodic semigroups do not separate an ω-term from its expansions of sufficiently large exponent. Proof. Let ϕ : Ω X A → T be a continuous homomorphism. Since n ind(T ), for every m n, the semigroup T satisfies the identity x m = x n . Hence, for every word w ∈ L n [α],
we have ϕ(w) = ϕ(u), where u is the word which is obtained from α by replacing all occurrences of the ω exponent by n.
Recall from Section 2.2 that the topological closures cl(L) and cl A (L) of a language L in
The following consequence of Lemma 7.1 will be useful.
Proof. Denote by ∂ the unique homomorphism of unary semigroups T X → Ω X S extending the identity mapping on X so that
. For a continuous homomorphism ψ : Ω X A → T onto a finite aperiodic semigroup T , let ϕ = ψ • p A : Ω X S → T and choose any n ind(T ). Then
where the first equality follows from the continuity of ϕ and the finiteness of T , and the second equality is a consequence of Lemma 7.1. Since Ω X A is residually in A, it follows
We also have the following stronger result for ω-terms in normal form.
Theorem 7.3. Let w ∈ Ω ω X A and let α be the normal form representation of w. Then
A (w) follows from Corollary 7.2. For the reverse inclusion, assuming that v ∈ Ω X S is such that p A (v) = w, we have
for all n. Let (v n ) n be a sequence of words converging to v in Ω X S. Then lim v n = w in Ω X A and so, since by 
We now prove the announced main result of this section which does not apparently follow easily from McCammond's results. Theorem 7.4. If v ∈ Ω ω X A and u ∈ Ω X A is a factor of v, then u ∈ Ω ω X A. Proof. By symmetry, it suffices to prove the result when u is a prefix of v, that is, when there exists w ∈ Ω X A such that uw = v. Let α be the normal form representation of v.
We proceed by induction on rank [α] . We assume inductively that the result holds for all As an ω-term, α admits a unique factorization in the semigroup T X of the form α = x 0 x 1 x 2 · · · x 2p−1 x 2p , where each x 2i is a finite word and each x 2i−1 is an ω-term of the form x 2i−1 = (y 2i−1 ). Note that we include here the case where α is a word, for which p = 0.
Since α is in normal form, each y 2i−1 is an ω-term of rank less than rank[α] (although not necessarily of rank[α] − 1). In view of Lemma 3.2 and each relation u n w n ∈ L n [α], there is a "cutting" index c n ∈ {0, . . . , 2p} and there are factorizations u n = u ′ n u ′′ n and w n = w ′ n w ′′ n such that
Since the number of possible cutting indices depends only on α and not on n, there is a strictly increasing sequence of indices (n k ) k whose corresponding cutting indices are all equal to a certain fixed c. By compactness of Ω X A, one may further assume that the
) k , and (w ′′ n k ) k converge, say respectively to u ′ , u ′′ , w ′ , w ′′ .
By continuity of multiplication, and since (L n [β]) n is a decreasing sequence of languages for every ω-term β, it follows that
By Corollary 7.2, the preceding intersections are reduced respectively to the ω-words . If c is even, then u ′′ is a prefix of the word x c and hence u = u ′ u ′′ ∈ Ω ω X A, as required. Hence we may as well assume that α is of the form α = (y).
By Lemma 3.2(e), we have
Thus, in view of the relation u n w n ∈ L n [α], there exist factorizations u n = u ′ n u ′′ n and w n = w ′ n w ′′ n such that u ′ n ∈ L n [y rn ], u ′′ n w ′ n ∈ L n [y], and w ′′ n ∈ L n [y sn ], with r n + s n + 1 n. Suppose that there is a strictly increasing sequence of indices (n k ) k such that r n k = r is constant. We may assume that the
As above, it follows that u ′ , w ′′ ∈ Ω ω X A and u ′′ w ′ = ǫ[y]. Since rank[y] < rank[α], the induction hypothesis then implies that u ′′ is an ω-term and, therefore so is u = u ′ u ′′ .
Hence we may assume that r n → ∞ as n → ∞. This implies that y rn → (y) in of a regular language L have been published in [8] .
