In this paper, we demonstrate an obstruction to nding certain splittings of four-manifolds along su ciently twisted circle bundles over Riemann surfaces, arising from Seiberg-Witten theory. These obstructions are used to show a non-splitting result for algebraic surfaces of general type.
1. Introduction Let Y (n; g) denote the circle bundle over a genus g surface with Euler number n. Our main result in this paper is the following: Theorem 1.1. If X is a complex surface of general type, and Y (n; g) is circle-bundle over a Riemann surface of genus g, whose Euler number n satis es jnj 2g ? 1, then X admits no splittings along an embedded copy of Y = Y (n; g) of the form X = X 1 # Y X 2 with b + 2 (X 1 ); b + 2 (X 2 ) > 0.
In the above theorem, the quantity b + 2 (Z) of a four-manifold Z with boundary denotes the maximal dimension of a positive-de nite subspace for the intersection form on H 2 (Z; @Z; R). It is suggestive to compare the hypothesis that jnj 2g ? 1 with the \adjunction inequality" for surfaces of non-negative square (see 7] or 13]).
Indeed, the hypotheses of Theorem 1.1 are sharp: if we allow b + 2 (X 2 ) = 0 or jnj 2g ?2, there are many examples of such splittings, obtained by blowing up smoothly embedded complex curves C in X, and splitting X along the boundary of the tubular neighborhood of C.
Moreover, the situation for elliptic surfaces is quite di erent, as we see below:
Theorem 1.2. (1) Every simply-connected elliptic surface with b + 2 (X) > 3 admits a splitting along Y (1; 1) with b + 2 (X i ) > 0.
(2) For each n > 0, there is a simply-connected elliptic surface X which admits a splitting along Y (n; 1) with b + 2 (X i ) > 0.
Proof. A splitting of Type (1) is given as follows. Note that Y (1; 1) is the mapping cylinder of a (single) Dehn twist on the torus. Thus, if we begin with the rational The rst author was partially supported by NSF grant number DMS 9971950. The second author was partially supported by NSF grant number DMS 970435 and a Sloan Fellowship. 1 elliptic surface : E(1) = C P 2 #9C P 2 ?! C P 1 ; let x 2 C P 1 denote the image of a shtail ber, and let be a disk around x containing no other singular points for , then ?1 (@ ) = Y (1; 1) splits E(1) into a pair of elliptic brations Z 1 and Z 2 over disks. Thus we can realize E(3) as a union of ber sums E(1)#Z 1 and Z 2 #E(1) joined along Y (1; 1) , where E(3) is the ber sum of three copies of E (1) . Neither side is negative-de nite: both sides contain a torus of square zero and a sphere (constructed from vanishing cycles) which meets this torus in a single, positive point. Since every simply-connected elliptic surface with b + 2 3 can be obtained from E(3) by ber sums with E(1), logarithmic transformations, and blow-ups (see 11], or 5]) the result follows.
A splitting of Type (2) is realized by nding an elliptic surface Z over C P 1 which contains n singular values for the elliptic bration whose holonomy is a Dehn twist along a given curve in the ber. In fact, it is a theorem of Moishezon (see 11], also Theorem 3.6 in Chapter 2 of 5]) that if Z is a nodal elliptic surface without multiple bers and 2m singular bers, then we can think of the monodromy representation around m of the singular bers, of which we select n, as being a (+1) Dehn twist around a xed non-separating curve in the ber, and the monodromy around the remaining m as being a Dehn twist around another curve. Let be a disk in C P 1 which contains only the n distinguished singular points and no others. Now, it is easy to see that ?1 (@ ) = Y (n; 1), which separates the elliptic surface. Forming ber sums with rational elliptic surfaces on both sides as before, we get a decomposition of the elliptic surface E(1)#Z#E(1) along Y (n; 1) into two pieces with b + 2 > 0. Remark 1.3. Note that the hypothesis that b + 2 (Z) > 3 above is necessary: the elliptic surface E(2) admits no decomposition along Y (n; g) with g 2n ? 1 and b + 2 (X i ) > 0. This follows from the fact that E(2) has a single basic class, together with the vanishing result, Theorem 2.1, from Section 2. Remark 1.4. Using the above decomposition (Type 2) as a building block, it is possible to construct symplectic four-manifolds Z which decompose along Y (n; g) with n and g arbitrarily large, such that both sides have positive b + 2 . For example, one can start with an elliptic surface X decomposed along Y (n; 1) in the manner of Theorem 1.2, and nd a symplectic torus T X (which is symplectic for a form arbitrarily close to a K ahler form for X) which meets Y (n; 1) in a ber circle for the Seifert bration of Y (n; 1), and has square zero. Forming the ber sum of X with, say, T 2 g?1 (by gluing T X to T 2 p), we obtain Z as claimed. Theorem 1.1 follows from a \vanishing theorem," Theorem 2.1, according to which a certain sum of Seiberg-Witten invariants for X vanishes whenever X splits into two pieces with b + 2 (X i ) > 0 along Y (n; g), when jnj 2g ? 1. This is a more re ned vanishing statement than the usual vanishing theorem over S 3 : in particular there are manifolds with non-trivial Seiberg-Witten invariants which admit such splittings, as is illustrated by Theorem 1.2. The vanishing theorem is proved by looking at the ends of the moduli spaces of ows to the reducibles: this is also the philosophy adopted by Austin and Braam in 1], see also 16 ]. In the case where g = 1, it is interesting to compare the vanishing theorem with a certain vanishing theorem for Donaldson polynomials proved by Morgan, Mrowka, and Ruberman (Theorem 16.0.1 of 12]).
We will give the proof of Theorem 1.1 in Section 2, after stating and proving the more general vanishing result on which it is based.
The Vanishing Theorem
To state the vanishing theorem which implies Theorem 1.1, we must introduce some notation. We think of the Seiberg-Witten invariant of a smooth, oriented, closed four-manifold X (with a \homology orientation" { an orientation on (H 0 H 1 H + )(X; R)) and Spin c structure s as a homogenous polynomial map SW (X;s) : A (X) ?! Z of degree d(s) = c 1 (s) 2 ? (2 + 3 ) 4 on the algebra A (X) = Z U] Z H 1 (X; Z); where U is a two-dimensional generator, and H 1 (X; Z) is the exterior algebra on the rst homology of X (graded in the obvious manner). This algebra maps surjectively to the cohomology ring of the irreducible con guration space B (X; s) of pairs A; ] of Spin c connections A and somewhere non-vanishing spinors modulo gauge. (We denote the full con guration space of pairs modulo gauge, i.e. where is allowed to vanish, by B(X; s).) As usual, the Seiberg-Witten invariant is obtained by cohomological pairings of these cohomology classes with the fundamental cycle of the moduli space M(X; s) of solutions to the Seiberg-Witten equations, which is naturally induced from the homology orientation.
As in Section 1, let Y = Y (n; g) be the circle bundle over a Riemann surface with Euler number n over a surface of genus g > 0. Throughout this section, we assume that jnj 2g ? 1:
Recall that H 2 (Y ; Z) = Z 2g (Z=nZ), where the Z=nZ factor is generated by multiples of the pull-back of the orientation class of . Indeed, there is a canonical Spin c structure t 0 over Y associated to the two-plane eld orthogonal to the circle directions. Thus, forming the tensor product with t 0 gives a canonical identi cation Spin c (Y ) = H 2 (Y ; Z):
In particular, there are n distinguished Spin c structures t e over Y , indexed by e 2 Z=nZ (thought of as a subset of H 2 (Y ; Z)).
Theorem 2.1. Let X be a smooth, closed, oriented four-manifold which splits along an embedded copy of Y = Y (n; g) with jnj > 2g ? 1, so that X = X 1 # Y X 2 with b + 2 (X i ) > 0 for i = 1; 2. Fix a Spin c structure s on X, and let sj Y = t. If t is not one of the n distinguished Spin c structures on Y , then SW (X;s) 0. Similarly, if t = t e for 2g ? 2 < e < n, then SW (X;s) 0. Otherwise, if t = t e for i = 0; :::; 2g ? 2, we have that X fs 0 js 0 j X 1 =sj X 1 ;s 0 j X 2 =sj X 2 g SW (X;s 0 ) 0: (1) Note that the inclusion Y X gives rise to a coboundary map : H 1 (Y ; Z) ! H 2 (Y ; Z), whose image we denote by H 1 (Y ; Z). Another way of stating Equation (1) is:
The above theorem is proved by considering the ends of certain moduli spaces over cylindrical-end manifolds. In general, these ends are described in terms of the moduli spaces of the boundary Y , and the moduli spaces of solutions on the cylinder R Y (using a product metric and perturbation).
Speci cally, let Y be a three-manifold, and let N Y (t) denote the moduli space of solutions to the three-dimensional Seiberg-Witten equations over Y in the Spin c structure t. Given a pair of components C 1 , C 2 in N Y (t), let M(C 1 ; C 2 ) denote the moduli space of solutions A; ] to the Seiberg-Witten equations on R Y for which lim t7 !?1 A; ]j ftg Y 2 C 1 and lim t7 !1 A; ]j ftg Y 2 C 2 The theory of 12] can be adapted to give the moduli space M(C 1 ; C 2 ) a Fredholm deformation theory, and a pair of continuous \boundary value maps" for i = 1; 2 C i : M(C 1 ; C 2 ) ?! C i characterized by C 1 A; ] = lim t7 !?1 A; ]j ftg Y and C 2 A; ] = lim t7 !+1 A; ]j ftg Y :
The moduli space M(C 1 ; C 2 ) admits a translation action by R, and we let c M(C 1 ; C 2 ) denote the quotient of this space by this action. The boundary value maps are Rinvariant, and hence induce boundary value maps on the quotient C i ; : c M(C 1 ; C 2 ) ?! C i :
As in 7] (by analogy with the cases considered by Floer, see for instance 4]), the solutions to the three-dimensional Seiberg-Witten equations are the critical points for a \Chern-Simons-Dirac" functional CSD de ned on the con guration space B(Y; t).
The Seiberg-Witten equations on R Y can be naturally identi ed with upward gradient owlines for this functional. (Strictly speaking, the functional CSD is realvalued only when the rst Chern class c 1 (t) is torsion; otherwise it is circle-valued.) Solutions in N(Y; t) whose spinor vanishes identically correspond to at connections on the determinant line bundle for t. By analogy with the Donaldson-Floer theory, these solutions are usually called reducibles, and those with somewhere nonvanishing spinor are called irreducibles.
In the case where Y is a non-trivial circle bundle over a Riemann surface these moduli spaces were studied in 14], see also 15] (where Y is endowed with a circleinvariant metric and the Seiberg-Witten equations over it are suitably perturbed). Speci cally, there is the following result: Theorem 2.2. Let Y be a circle bundle over a Riemann surface with genus g > 0, and Euler number jnj > 2g?2 (oriented as circle bundle with negative Euler number). Then, the moduli space N Y (t) is empty unless t corresponds to a torsion class in H 2 (Y ; Z). Suppose that t = t e for e 2 Z=nZ (2) If g ?1 < e 2g ?2, the Seiberg-Witten moduli spaces over both Y and R Y in this Spin c structure are naturally identi ed with the corresponding moduli spaces in the Spin c structure 2g ? 2 ? e, which we just described.
(3) For all other e, N Y (t) contains only reducibles. Furthermore, it is smoothly identi ed with the Jacobian torus J . When e 6 = g?1, the above theorem is a special case of Theorems 1 and 2 of 14] (see especially Corollary 1.5 of 14]). When e = g ? 1, the case considered in that paper is not \generic". In fact, there is a natural perturbation (by some small multiple of the connection 1-form of the Seifert bration), which achieves the genericity stated above. This perturbation was used in 15] to prove strong \adjunction inequalities" for manifolds which are not of simple type, and the above theorem in the case where e = g ? 1 is precisely Theorem 8.1 of 15] . Note that the hypothesis n > 2g ? 2 is required to separate the irreducible manifolds into distinct Spin c structures. Note also that if the orientation on Y is reversed, the ow-lines reverse direction.
The proof of Theorem 2.1 is obtained by considering the ends of the moduli spaces M(X 1 ; s 1 ; J ) of Seiberg-Witten monopoles over the cylindrical-end manifold X + 1 = X 1 @X 1 =f0g Y 0; 1) Y in the Spin c structure s 1 , whose boundary values are reducible. We will assume, as in that theorem, that b + 2 (X 1 ) > 0. In general, moduli spaces of nite energy solutions to the Seiberg-Witten equations on a manifold with cylindrical ends are not compact.
(The \ nite energy condition" in this context is equivalent to the hypothesis that the pair A; ] has a well-de ned boundary value.) They do, however, have \broken owline" compacti cations (see 12] and 4]). In particular, if C is a component of N(Y; s 1 j Y ), then for generic perturbations, the moduli space M(X 1 ; s 1 ; C) is a smooth manifold with nitely many ends indexed by components C 1 ; : : : ; C n in the moduli space N(Y; s 1 j Y ), with CSD(C 1 ) < CSD(C 2 ) < : : : < CSD(C n ) < CSD(C). When all the C i are non-degenerate in the sense of Morse-Bott, and consist of irreducibles, a neighborhood of the corresponding end is di eomorphic to the bered product M(X 1 ; s 1 ; C 1 ) C 1 M(C 1 ; C 2 ) C 2 : : : Cn M(C n ; C); under a certain gluing map (provided that this space is a manifold { i.e. provided that the various boundary value maps are transverse).
In particular, suppose X 1 is an oriented four-manifold with boundary, whose boundary @X 1 is identi ed with Y = Y (n; g) with the orientation described in Theorem 2.2.
Then, it follows from that theorem that if s 1 j Y = t e for 0 e 2g ? 2, then M(X 1 ; s 1 ; C) is compact (since there are no \intermediate" critical manifolds to be added), and M(X 1 ; s 1 ; J ) has a single end whose neighborhood is di eomorphic to M(X 1 ; s 1 ; C) (0; 1): ( is compatible with restriction to compact subsets of X + 1 ; e.g. if we consider the compact subset X 1 X + 1 , then lim T7 !1 ( A; ]; T)j X 1 = A; ]j X 1 :
We make use of the end of M(X 1 ; s 1 ; J ) in the following proposition. Recall that the moduli space M(X 1 ; s 1 ; C) is a smooth, compact submanifold of the irreducible con guration space of X + 1 . It has a canonical top-dimensional homology class, denoted M(X 1 ; s 1 ; C)], induced from the \homology orientation" of X 1 given by restricting the pair A; ] to the compact subset X 1 X + 1 (this restriction is irreducible from the unique continuation theorem for the Dirac operator). The pairings with these classes can be thought of as a \relative Seiberg-Witten" invariant. Proposition 2.3. Suppose b + 2 (X 1 ) > 0. Given any cohomology classes a 2 H (B (X 1 ; s 1 )) and b 2 H (C), the homology class M(X 1 ; s 1 ; C)] pairs trivially with the class i X 1 (a) C (b).
Proof.
First, we reduce to the case where b is absent (i.e. zero-dimensional). This is done in two steps, rst establishing an inclusion (i Y C ) H (B (Y; t)) i X 1 (B (X 1 ; s 1 )); (2) where both are thought of as subsets of H (M(X 1 ; s 1 ; C)), and then seeing that the map
To see Inclusion (2) Now, x a curve Y and consider the one-parameter family of maps h t : M(X 1 ; s 1 ; C) ?! S 1 indexed by t 2 (0; 1] de ned by measuring the holonomy of A around the curve f1=tg X + 1 . Since the con gurations in A; ] 2 M(X 1 ; s 1 ; C) converge exponentially to a stationary solution (see 12]), h t extends continuously to t = 0. Now, h 0 represents (i Y C ) of the one-dimensional class ] 2 H 1 (B (Y; t)), while h 1 represents the restriction (to the moduli space) of the one-dimensional class 1 ] 2 H (B (X 1 ; s 1 )), where 1 = f1g Y X 1 . A similar discusion applies to the two-dimensional class to show that C U = i X 1 U (now we use the connection A to identify the ber \at in nity" with the ber at some point inside X). This completes the veri cation of Inclusion (2) .
Surjectivity of i Y : H (B (Y; t); Z) = A (Y ) ! H (C; Z) follows from classical properties of the cohomology of symmetric products Sym e ( ) (see 9]), according to which the cohomology ring is generated by \symmetrizations" of the cohomology of . It is then a straightforward veri cation (which is spelled out in Proposition 6.10 of 15]) using the geometric interpretations of the cohomology classes given above to see that that i Y ( ) corresponds to the symmetrization of ( ), while i Y U corresponds to the symmetrization of the point (x) on (where we think of U as the Poincar e dual of V (x; ) for some choice of line W x ).
Thus, it remains to prove that M(X 1 ; s 1 ; C)] pairs trivially with classes in i X 1 H (B (X 1 ; s 1 )):
We can think of the cohomological pairing h C (b); M(X 1 ; s 1 ; C)]i as counting the (signed) number of points to the Seiberg-Witten equations, which satisfy constraints in the compact subset X 1 X + 1 ; i.e. if b = U d 1 ] : : : `] , where i are curves in X 1 , and x 1 ; : : : ; x d are generic points in X 1 , and 1 ; : : : ; d are generic lines i W + j fx i g , then we have gemetric representatives V (x i ; i ) and V i for these cohomology classes, so that h M(X 1 ; s 1 )]; bi = #M(X 1 ) \ V; where V = V (x 1 ; 1 ) \ : : : \ V (x d ; d ) \ V 1 \ : : : \ V `. In fact, if we consider the solutions M(X 1 ; s 1 ; J ) which satisfy these same constraints, then we get a manifold of dimension one with ends corresponding to M(X 1 ; s 1 ; C) \ V . Thus, counting boundary points with sign, we see that #M(X 1 ; s 1 ; C) \ V = 0: Proof of Theorem 2.1. In the splitting X = X 1 Y X 2 , we can number the sides so that the boundary of X 1 is Y oriented as in Theorem 2.2. Let s be a Spin c structure over X, and let s i 2 Spin c (X i ) denote the restriction s i = sj X i for i = 1; 2, and let t 2 Spin c (Y ) denote the restriction t = sj Y . Let X(T) denote the Riemannian structure on X obtained by inserting a cylinder ?T; T] Y between X 1 and X 2 (but keeping the metrics on these two pieces to be xed, and product-like near the boundary). If the Seiberg-Witten invariants for a Spin c structure s over X is nontrivial, for any unbounded, increasing sequence of real numbers fT i g, there must be a sequence of Seiberg-Witten monopoles A i ; i ] 2 M(X(T i ); s). The uniform bound in the energy, and local compactness (see 7]) allows one to nd a sequence ft i g with t i T i , so that, after passing to a subsequence if necessary, A i ; i ]j ft i g Y converges to a stationary solution; i.e. it converges to a point in N(Y; t). Thus, from Theorem 2.2, it follows that the Seiberg-Witten invariant for s vanishes unless t is one of the n distinguished Spin c structures t e over Y .
Suppose that t = t e , for e = 0; : : : ; 2g. Note the excision principle for the index gives that d(s) = dim M(X 1 ; s 1 ; C) + dim M(X 2 ; s 2 ; C) ? dim(C) for any Spin c structure s 2 Spin c (X) with sj X i = s i for i = 1; 2 (and generic, compactly supported perturbations of the equations over X i ). We x an integer` 0 and homology classes a 1 ; : : : ; a m 2 H 1 (X 1 ; Z), b 1 ; : : : ; b n 2 H 1 (X 2 ; Z) with Thus, our aim is to prove that the total signed number of points in the cut-down moduli space M(X(T); s 1 #s 2 ) \ V 1 \ V 2 is zero. Given pre-compact sets K i M(X i ; s i ; C) for i = 1; 2, there are gluing maps de ned for all su ciently large T, C;T : K 1 # C K 2 ?! M(X(T); s 1 #s 2 );
where the domain is the bered product of K 1 and K 2 over 1 and 2 , i.e. the set of A 1 ; 1 ] 2 K 1 ; A 2 ; 2 ] 2 K 2 with 1 ( A 1 ; 1 ]) = 2 ( A 2 ; 2 ]); and the range consists of all con gurations A; ] which are whose restrictions to X 1 and X 2 are su ciently close to restrictions (to X 1 and X 2 ) of con gurations A 1 ; ] A 2 ; 2 ] in the bered product.
We claim that for all su ciently large T, the cut-down moduli space lies in the range of this map. Speci cally, if we had a sequence A i ; i ] 2 M(X(T i ); s 1 #s 2 ) for an increasing, unbounded sequence fT i g 1 i=1 of real numbers, the sequence converges C 1 locally to give a pair of Seiberg-Witten monopoles monopoles A 1 ; 1 ] 2 M(X 1 ; s 1 ) and A 2 ; 2 ] 2 M(X 2 ; s 2 ). These monopoles have nite energy (since the total variation of CSD is bounded in the limit), so they have boundary values, which must lie in either C or J . We exclude all but one of the four cases as follows:
(C-1) The case where 1 A 1 ; 1 ] 2 J and 2 A 2 ; 2 ] 2 C is excluded since CSD(C) < CSD(J ).
(C-2) The case where 1 A 1 ; 1 ] 2 J and 2 A 2 ; 2 ] 2 J is excluded by a dimension count. Speci cally, we must have that 1 A 1 ; 1 ] = 2 A 2 ; 2 ] and A 1 ; 1 ] 2 M(X 1 ; J ) \ V 1 and A 2 ; 2 ] 2 M(X 2 ; J ) \ V 2 , i.e. the pair A 1 ; 1 ] A 2 ; 2 ] lies in the bered product M(X 1 ; s 1 ; J ) J M(X 2 ; s 2 ; J ), a space whose dimension is one less than the expected dimension d(s) of the moduli space. Thus, for generic representatives V 1 and V 2 , this intersection is empty.
(C-3) The case where 1 A 1 ; 1 ] 2 C and 2 A 2 ; 2 ] 2 J is excluded by a similar dimension count. We have that A 1 ; 1 ] 2 M(X 1 ; s 1 ; C) \ V 1 , A 2 ; 2 ] 2 M(X 2 ; s 2 ; J ) \V 2 , and 1 A 1 ; 1 ] is connected to 2 A 2 ; 2 ] by a (uniquely determined) ow in c M(C; J ). This set has expected dimension ?2. The remaining case is that A 1 ; 1 ] 2 M(X 1 ; s 1 ; C), and A 2 ; 2 ] 2 M(X 2 ; s 2 ; C), with 1 A 1 ; 1 ] = 2 A 2 ; 2 ]:
In particular, A 1 ; 1 ] lies in the compact set M(X 1 ; s 1 ; C), while A 2 ; 2 ] lies in the set ?1 2 ( 1 M(X 1 ; s 1 ; C) \ V 1 ) \ V 2 which is also compact (according to the dimension count used to exclude Case (C-3) above). Thus, for all su ciently large T, the cut-down moduli space lies in the image of the gluing map C;T .
On compact subsets of X(T) away from the \neck", gluing is a C 1 small perturbation, which goes to zero as the neck-length is increased; in particular, for i = 1; 2, lim T7 !1 C;T ( A 1 ; 1 ]# A 2 ; 2 ])j X i = A i ; i ]j X i : It follows from this that #M(X(T ); s 1 #s 2 ) \ V 1 \ V 2 = # ((M(X 1 ; s 1 ; C) \ V 1 ) C (M(X 2 ; s 2 ; C) \ V 2 )) :
The latter quantity can be thought of as cohomological pairing in M(X 1 ; s 1 ; C) as follows.
Fix an oriented, v-dimensional submanifold V M(X 2 ; s 2 ; C), and consider the function which assigns to each smooth map f : Z ?! C (where Z is a smooth, oriented, compact manifold whose dimensionl equals the codimension of V ) the number of points in the bered product #(Z C V ) (counting with sign, after arranging f to be transverse to V ). This is the pairing of the fundamental cycle of Z with an induced cohomology class in H d 2 ?v (C; Z). Indeed, this class can be thought of as the \push-forward" of the Poincar e dual to V , under a map In the case when t = t e for 2g ? 1 < e < n, the vanishing of the Seiberg-Witten invariant for any s structure with sj Y = t is guaranteed by the same dimension count which we used to exclude Case (C-2) above.
The proof of Theorem 1.1 follows from an application of Theorem 2.1, together with the known properties of Seiberg-Witten invariants for complex surfaces of general type (see for instance 2] or 6], and also 3]), according to which a minimal surface of general type has only two \basic classes" (Spin c structures for which the Seiberg-Witten invariant is non-zero), the \canonical" Spin c structure s 0 (whose rst Chern class is given by c 1 (s 0 ) = ?K X , where K X 2 H 2 (X; Z) is the rst Chern class of the complex cotangent bundle of X), and its conjugate. Moreover, the basic classes of the n-fold blow-up b X = X#nC P 2 are those Spin c structures s whose restriction away from the exceptional spheres agrees with s 0 or its conjugate, and whose rst Chern class evaluated on each exceptional sphere E i satis es hc 1 (s); E i ]i = 1:
In fact, since K 2 X > 0 for a minimal surface of general type, the basic classes are in one-to-one correspondence with their rst Chern classes. In view of this fact, throughout the following proof, we label the basic classes of b X by their rst Chern classes.
Proof of Theorem 1.1. The subgroup H 1 (Y ; Z) partitions Spin c (X) into orbits, and Theorem 2.1 states that if X could be decomposed, then the sum of invariants under each orbit vanishes. Note moreover that if Y separates X, then the intersection form restricted to the subgroup H 1 (Y ; Z) is trivial: this is true because we can represent cohomology classes !]; ] 2 H 1 (Y ; R) by di erential form representatives ! and , with !j X 1 0 and j X 2 0, so that the representative for !] ], !^ , vanishes identically. It follows from this that in each orbit, there can exist at most two basic classes, for if we had two basic classes which had the same coe cient in K X , then their di erence would have negative square. Now, suppose that K X ? E 1 ? : : : ? E n had another basic class in its orbit. We know that the other basic class would be of the form ?K X + E 1 + : : : + E a ? E a+1 ? : : : ? E n ; after renumbering the exceptional curves if necessary. The di erence is 2(K X ? E 1 ?: : :?E a ), which must have square zero, which forces a > 0 (recall that K 2 X > 0 for a minimal surface of general type). Now, consider the basic class K X +E 1 +: : :+E n . It, too, can have at most one other basic class in its orbit, and the di erence has the form 0 = 2(K X + 1 E 1 + : : : n E n );
where we know that 1 ; : : : ; n 0, in particular ? 0 is a non-zero class, which is easily seen to have negative square. But this contradicts the fact that ? 0 2 H 1 (Y ; Z). Thus, it follows that either the basic class K X ? E 1 ? : : : ? E n or K X + E 1 + : : : + E a ? E a+1 ? : : : ? E n is alone in its H 1 (Y ; Z) orbit. But this contradicts the conclusion of Theorem 2.1.
Final
Remarks. It is suggestive to compare the formal framework adopted here with that of equivariant Morse theory. Speci cally, the \Chern-Simons-Dirac" operator on Y in the set-up of Theorem 2.2 has precisely two critical manifolds, a manifold of reducibles J (consisting of con gurations whose stabilizer in the gauge group is a circle), and a manifold of irreducibles C (consisting of con gurations whose stabilizers are trivial). From the point of view of equivariant cohomology, then, there should be an \equivariant Floer homology", and an analogue of the Bott spectral sequence, whose E 2 term consists of the homology of the irreducible critical point set H (Sym e ( ); Z), and the S 1 -equivariant homology of the reducible manifold, which is given by H (C P 1 J ; Z) = Z U] Z H 1 (Y ; Z):
From this point of view, Proposition 2.3, upon which the vanishing theorem rests, can be seen then as the calculation of the di erential in this spectral sequence.
The equivariant point of view has been stressed by a number of researchers in the eld, including (especially in the context of gluing along rational homology threespheres) 8], 1], 10].
