Abstract-The estimation of the frequencj-wavenumber spectrum from the output of a sensor arraj placed in a homogeneous random field is considered. A generalized estimator which includes the Bartlett and Minimum-Variance estimators is considered. Joint asj mptotic normalitj of this frequencj-watenumber estimator is established; a precise asymptotic expression for the covariance matrix of the limiting dktribution is obtained. It is also s h m n that the generalired estimator converges in the mean-square sen*e. Confidence intervals based on the asymptotic normality result are presented for two array configuration examples.
I . INTRODUCTION
HE estimation of the frequency-wavenumber spec-T trum for acoustic waves in the ocean is an objective of passive sonar systems. The sonar system usually contains a collection of omnidirectional sensors configured in an arbitrary but known pattern, referred to as the array. The sensor output data are used to estimate the array crossspectral density matrix which in turn is used to estimate the frequency-wavenumber spectrum. The frequencywavenumber spectrum S( 0 : K ) provides information about the power as a function of frequency w and vector velocity K = ( w / c ) U of propagating waves in the direction U ; c is the speed of sound in water.
We consider an array of L sensors where the sensor positions, denoted by the vectors { y j }, j = I , . . , L , are known but arbitrary. We assume that the time series observed at the output of each sensor is a measurable stationary process with mean zero. Let X , = { X f f , , ]fT=-m represent the discrete-time output process for the jth sensor. The problem being considered is the estimation of the frequency-wavenumber spectrum S( w: K ) from a finite set of observations { X f f , , } , J = 1, , N . A generalized spectral estimator, due to Pisarenko 111, is extended to the frequency-wavenumber estimation case and its asymptotic (as N + CO ) statistical properties are developed. Frequency-wavenumber spectral estimation has recently been examined by Capon [2] 171 established the finite sample probability distribution and expressions for the mean and variance for both estimators under the assumption that the observations are Gaussian. Hinich [ 3 ] established relationships between "delay and sum" beamforming and frequency-wavenumber spectral estimation and in (81 considered frequencywavenumber estimation for random arrays. Masry [4] . [ 5 ] also considered estimation of the frequency-wavenumber spectrum for totally random arrays. He presented a modified Bartlett estimator which removed the bias inherent with sparse arrays and established precise asymptotic expressions for the bias, variance. and covariance of the frequency-wavenumber estimator. He did not consider the Minimum-Variance (MV) estimator. Brillinger [6] considered a maximum likelihood approach and developed asymptotic distribution properties for the estimate. Pisarenko [ 11 considered the one-dimensional spectral estimation case. i.e., not the frequency-wavenumber estimate. For this case, he introduced a "generalized" estimator which includes the conventional Bartlett (BT) and the Minimum-Variance (MV) spectral estimators. Under an assumption of Gaussian distributed observations. he proved that the generalized estimate, based on the estimated covariance matrix, is asymptotically normal, and he developed expressions for the mean and variance.
The use of the smoothed cross-spectral matrix estimate is now standard (see Brillinger [9] , Priestley [ I O ] . and Rosenblatt [ 1 11). Since much of the previous frequencywavenumber spectral estimation work (Capon [2] , Capon and Goodman 171, and Hinich 131) did not use the atandard smoothed cross-spectral estimator. it should be pointed out that the statistical analysis contained in this paper differs from the previous work in that the results are based on the well-established asymptotic theory for smoothed cross-spectral estimates available in Brillinger
In this paper we consider the estimation of the frequency-wavenumber spectrum S ( w: K ) in the context of a finite set of observations of a random field. The frequency-wavenumber estimator considered is based on a generalized spectral estimator presented by Pisarenko [ 1 1.
We have extended it to the random tield case and included the use of the smoothed cross-spectral matrix estimate. The goal of the paper is to establish asymptotic statistics for the generalized frequency-wavenumber estimator.
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The organization of the paper is as follows. In Section 11, the basic assumptions for the array and the ambient noise field are established. The Bartlett frequency-wavenumber estimator is presented in the context of spectral estimation on a random field. In Section 111 we present the generalized frequency-wavenumber estimate expressed in terms of the eigenvalues and eigenvectors of the estimated cross-spectral matrix. In Section IV we develop and prove asymptotic statistical properties. In Section V we illustrate the use of the asymptotic normality result through presentation of confidence intervals for two common array configurations.
PRELIMINARIES
We consider an array of omnidirectional sensors whose locations are arbitrary but known points in three-dimensional space. The following notation will be used throughout the paper: R' is the k-dimensional Euclidean space and 2' is the subspace of all integer points in R'. All vectors U E R k are column vectors and are denoted by lower case letters in bold italic print, transpose of a vector U is denoted by U', conjugate of a vector is denoted by U, and conjugate transpose is denoted by U * . Matrices are denoted by upper case letters in bold italic print. For any two vectors U , U E R ' , the inner product is denoted by U'U The sensor array is assumed to be placed in an ambient noise field. We represent the ambient noise as a discrete parameter measurable and homogeneous random field X,,, where U = ( 1~~. z!?, . * * . ilk) E 2'. We make no assumption about the distribution function for the random field. 
Furthermore, assume that
The spectral density of the random field X,. is defined by
for h = ( X I , h 7 , . . . , X L ) T E R h . and is bounded and continuous on R h .
Let (x, y , z ) represent coordinate directions for a fixed coordinate system in R 3 . Let each coordinate direction be uniformly sampled and let U , = ( U / , . u ,~, u,.)7 E 2' denote the vector position of thejth sensor. Let the random field parameter vector U E Z' and set = 12, discrete temporal parameter, and set i f 2 = U , . 1 1 , = u v , z j 4 = 11,. For the "frequency" parameter vector h set A , = w , temporal frequency parameter, and set X 2 = K , . X, = K~, h4 = K: where K = ( K , . K~, K: ) 7 is the wavenumber vector.
We now represent the frequency-wavenumber spectrum S ( w; K ) in terms of the random field spectral density S ( A) tl defined in ( 1 ) . For any two arbitrary points in Z ', v and u ' , l e t q =~-v ' = ( n -n ' , u -u ' ) 
In most applications, the temporal sampling can be asswned to be uniform, but the spatial sampling, i.e., the sensor array geometry, will in general not be uniform. Thus, if we are given a set of observations of the random field X,, where U = ( n , U ) ' for -w I n I w and for L sensor positions { u I , U , , . . . , U , } , we define the covariance sequence
We note that the temporal "lags," h , are uniformly spaced in RI, but due to the arbitrary nature of the array sensor spacing, the spatial differences, U , -U ' , are not necessarily uniform in R 3 .
Based on the above covariance sequence YI! ,I, -U I
for -w I 17, I Z + h I w, and
we define the "spatially sampled" frequency-wavenumber spectrum P ( w ; K ) by
) where the ( 1 / L ) ' scaling provides gain normalization consistent with previous work in frequency-wavenuniber estimation. Let $,,' ( w ) represent the temporal crossspectral density, then ( 3 ) can be rewritten as
( 4 ) The estimation problem is formulated as follows. Given a finite set of observations for thejth sensor { XI,,,,, }. 11 = 0 , 1, . . . , N -1 , which, for notational convenience will be represented by { XiI,, }, f o r j = I , 2 , . . L . we want to estimate the "spatially sampled" frequency-wavenumber spectrum P ( U ; K ) . The estimator to be used follows from the definition of the frequency-wavenumber spectrum (4). In (4) we see that the only data dependent term is the temporal cross-spectral density $ / , h (a). Therefore, an estimate of the temporal cross-spectral density is needed.
As in Brillinger [9] , define the finite Fourier transform 
( 5 )
We want to form a smoothed estimate of the cross-spec-
is a real symmetric functral matrix so we introduce the spectral window.
tion on the real line satisfying
Furthermore, let BN be a positive real sequence such that . 4 , k ( 27rm/N ).
(6) As an estimate of the cross-spectral density matrix, take
Now with the estimate $ / , k (~) of (6) in conjunction with (4), we form the frequency-wavenumber spectral estimator by
1.
1.
p(U:
then the estimator (8) can be written as
This form of the frequency-wavenumber spectral estimator is usually referred to as the Bartlett estimator.
Since the cross-spectral density matrix @ ( U ) is a Hermitian matrix, the standard eigenvalue-eigenvector decomposition applies and we can write
( 1 1 )
. , L are the eigenvalues and ( u j ( w ) } , j = 1 , 2, . . , L are the eigenvectors of @ ( U ) . Given a scalar-valued function g ( x ) on the real line, using the matrix decomposition of ( 1 I ) , the function
( 4 ] . / ( U ) ? : : ( U ) .
( 1 2 ) Similarly, we can express the estimated cross-spectral matrix by
where i, ( U ) and ( U ) are the eigenvalues and eigenveciors of the matrix estimate @ ( U ) , and we can express g [ @ ( U ) ] in a manner similar to ( 1 2 ) . In Section IV we use the matrix decomposition ( 13) and the asymptotic statistical properties of the estimated eigenvalues and eigenvectors, iji ( U ) and iJj ( U ) , to establish asymptotic statistical properties for the frequency-wavenumber spectral estimate.
FREQUENCY-WAVENUMBER SPECTRAL ESTIMATION
In Section I1 we expressed the frequency-wavenumber spectrum in terms of the spectral density for a homogeneous random field [see ( 2 ) ] . An estimate of the frequency-wavenumber spectrum p(w: K ) can be defined using a general weight vector U , and the smoothed estimate of the cross-spectral density matrix, i.e., When the weight vector is defined by where the steering vector d , is given by (9), then use of this weight vector in (14) yields the Bartlett estimator PBT ( U , K ) , previously given by (10)
Using a constrained minimization approach to minimize total output power subject to a unity gain constraint in the direction of look u:d, = 1 , Capon [ 2 ] derived an alternate frequency-wavenumber estimator where the weight vector is dependent on the observed ambient noise field. In this case, the weight vector is given by 
(18)
We now provide a class of "generalized" frequencywavenumber spectrum estimators which includes the estimators of (16) (19) Incorporating the eigenvalue-eigenvector decomposition of ( 1 2 ) into (19), we can express the generalized estimator more clearly as
The family of functions g ( x ) = X I , -03 < r < 03, r # 0, provides a useful family of frequency-wavenumber spectral estimators. Set g ( x ) = x' in (20) and we obtain the estimate P, ( U ; K ) ,
In this case, if we set r = 1 we obtain the Bartlett estimator, and with r = -1 we obtain the Minimum-Variance estimator.
IV. STATISTICAL PROPERTIES
In this section we evaluate the asymptotic statistical properties of the generalized frequency-wavenumber spectral estimate as defined by (20), i.e., 1 1
In the course of the analysis, we will alsoAneed to make use of a nonrandom function equivalent of P,,(w; K ) , i.e., ( 2 3 1 The frequency-wavenumber spectrum, P9( U ; K ) is the generalized version of the "spatially sampled" spectrum previously defined by (3). Since the eigenvalues { ;I ( U ) } and the eigenvectors { &, ( w ) } of the smoothed crossspectral matrix estimate are known to be asymptotically normal random variables (see Brillinger [9, Section 9 .4]), the method of analysis adopted in this paper is to use the known results on asymptotic normality in conjunction with asymptotic results for nonlinear functions of asymptotically complex normal random variabLes, Lemma 3.1, to establish asymptotic normality for P S ( w ; K ) . Furthermore, a uniform integrability argument is used to prove that the frequency-wavenumber spectral estimate P,S ( w ; K ) converges in mean-square to P,? ( U ; K ) .
In this section we will use the following notation (convergence in distribution): In order to develop asymptotic statistics for complex normal random variables operated on by nonlinear transformations, which will be required in the proofs of the following theorems,* we needJhe following result. Thus, the desired result follows, that is,
I
Re { rzr*} -Im { rxr*} Re { rm*} Im { rzr*}.
The following theorem presents asymptotic statistics for the eigenvalues and eigenJectors of the smoothed crossspectral matrix estimate, @ ( U ) , given by (7). Most of the results are available in Brillinger [9, Theorem 9.4.31; the 0 Theorem 3. I : Let the stationary processes { X,,,, }, j = l , 2 , * . . , L have the cross-spectral matrix Q, (U,,,) with real eigenvalues { v, ( U,,,) } and complex eigenvectors { U , ( U , , , ) } . Assume thatthe eigenvalues v I (U,,] ), * -. , v L ( w , , , ) are distinct. Let @(U,,,) be the cross-spectral matrix estimate of (7) with real eigenvalues { ; , (U,,,) ] and complex eigenvectors { 2, (U,,,) }. Assume that the spectral window " ( a ) satisfies Assumption 1 , and that the processes { X,,./ }, j = 1, 2, . * , L satisfy Assumption '\( p ( . ) )
where d, is any ( L x 1 ) complex vector function and s is an integer.
It is seen, for any s and any fixed CY, that the partial derivatives
ax, ( a > ap\( P ( 4 ) aa, ( a ) apr ( is a complex analytic function of the vector CY). Note that with (Y = w at the point p ( w ) = 8 ( w ) , the function P , ( 8 ( w ) ) is the frequency-wavenumber spectrum P,(w; K , ) as defined by (23).
By Theorem 3.1 we have that
where 8 ( U ) and 6 ( U ) are given by (24). Since the eigen- The asymptotic variance expression above (see (33)) indicates the dependence of the asymptotic variance on the general function g ( . ) and its inverse G ( ). The special case of g(x) = d, all r E R except r = 0, is of considerable interest since for r = 1 we obtain the Bartlett estimator, and for r = -1 we obtain the MinimumVariance estimator. With g ( x ) = X I , define the function PI (w; K ) and the estimator P, ( w ; K ) by
The following expression is the asymptotic variance for this special case. We have, for w # 0 mod ( a ) , where
for all r E R except r = 0.
Theorem 3.2 is a convergence in distribution result and does not imply the existence of moments. However, this result can be strengthened to a convergence in meansquare result. The next theorem indicates the results of Brillinger [9, Theorem 9.4.33, on asymptotic properties of the eigenvalues of the cross-spectral matrix estimate, can be interpreted as a convergence in mean-square result. . * . , vL(w,,,) are distinct. Let @(U,,,) be the cross-spectral matrix estimate of (7) with eigenvalues { i, ( U , , , ) 
rn
We now define the concept of uniform integrability and use it in conjunction with the results of Theorems 3.2 and 3.3 to establish mean-square convergence for the generalized frequency-wavenumber spectral estimate P,s ( w ; K ) .
Dejnition: Let p be an element on the probability space ( Q , F , P ) , and let { X,,( p ) } be a collection of random variables, n E I , where I is an arbitrary index set. X,,( p ) is said to be uniformly integrable if for the sets D < , ( X , , ) = {~E Q : ( X , , (~) ( > a } i n Q w e h a v e lim 1 I X , , ( P ) l @ ( P ) = 0
uniformly for all n E I . We make use of the following theorem on uniform integrability (Chung [ 14, Theorem 4.5.41) which we restate in the next lemma.
Lemma 3.2: Given a sequence of random variables { X,, }, go= -m, assume that E I X,, 1' < 00 for all n and let X,, + X in probability. Then X,, --f X in the mean-square sense as n -+ 00 if and only if 1 X,, 1 ' is uniformly integrable.
We require the following lemma in the proof of our main result on mean-square convergence. 
We can now state and prove our main result on the mean-square convergence of the frequency-wavenumber spectral estimate. 
( 3 9 )
With I p,, ( U ; K ) established to be uniformly integrable, then using (38) and (39) and Lemma 3 . 2 the result follows.
rn
V. DISCUSSION A N D EXAMPLES
In the previous section we established asymptotic normality and obtained a precise asymptotic expression for the covariance matrix of the limiting distribution for the generalized frequency-wavenumber estimate. We also obtained asymptotic variance expressions for the gener- Examining the asymptotic variance (34), we see that the variance is strongly dependent on the eigenvalues . 1 L , of the cross-spectral matrix, and on a ( w ; K)' which represents the array response to the eigenvectors. It is through a ( w ; K)' that a particular array sensor configuration enters into the asymptotic variance.
We now examine the application of the asymptotic normality result and the asymptotic variance, avar ( 0, K ) , by evaluating the 95% confidence intervals for two common array examples at a single frequency. In the examples, we let the signal and noise spectrum consist of a single signal, at an angle-of-arrival of 8 = 30°, and equal parts of white and two-dimensional isotropic noise. The signal-to-noise ratio is 0 dB. The smoothing function, W ( a ) , used was the triangular function. The first example considered is an equally spaced line array with five sensors spaced at one-half wavelength. Fig. 1 illustrates the confidence intervals a5 a function of angle-of-arrival ( v , ( o ) obtained by evaluating (34) for r = 1 .O and -1 .O using the eigenvalues and eigenvectors for the five sensor line array cross-spectral matrix. Fig. 2 illustrates the confidence intervals for r = 1 .O and -1.0, as a function of angle-of-arrival for a five sensor circle array with diameter of two wavelengths. We have not displayed the dependence on the number of time samples, N . We note that Capon [2! discusses the asymptotic expected values of P,T and P~, in a context closely :elated to that of this paper. His comments indicate that PBT and P,, are both asymptotically unbiased estimates of the frequency-wavenumber spectrum S ( w , K). Our results help clarify what the nature of the convergence must be. Certainly convergence to S(w, K ) at least requires that the spatial sampling (i.e., the number of sensors) become dense. We see that without this dense spatial sampling, P S T and P,, have different limiting means as the number of time samples, N , becomes large.
Comment: Much of the proof of our Theorem 3.1 is outlined in the proof of Brillinger's Theorem 9.4.3 [9] . The components that are not available i,n TheoreAm 9.4.3, i.e.,cov { i j , ( w , , , ) , & ( w , , ) } andcov { E / ( w , , z ) , E~( w , , ) } , can be calculated in the same fashion. To complete the
