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Abstract. Let Γ be a generic subgroup of the multiplicative group C∗ of nonzero
complex numbers. We define a class of Lie algebras associated to Γ, called twisted
Γ-Lie algebras, which is a natural generalization of the twisted affine Lie algebras.
Starting from an arbitrary even sublattice Q of ZN and an arbitrary finite order
isometry of ZN preserving Q, we construct a family of twisted Γ-vertex operators
acting on generalized Fock spaces which afford irreducible representations for cer-
tain twisted Γ-Lie algebras. As application, this recovers a number of known vertex
operator realizations for infinite dimensional Lie algebras, such as twisted affine
Lie algebras, extended affine Lie algebras of type A, trigonometric Lie algebras of
series A and B, unitary Lie algebras, and BC-graded Lie algebras.
1. Introduction
Affine Kac-Moody Lie algebras, which are a family of infinite-dimensional Lie
algebras, have played an important role in mathematics and mathematical physics.
One striking discovery in the representation theory of affine Kac-Moody algebras
was the vertex operator construction of the basic representations. The first such
construction, called principal, was discovered in [LW] and generalized in [KKLW].
Another construction, called homogeneous, was given in [FK] and [S] indepen-
dently. Besides affine Kac-Moody algebras, there are some other interesting infi-
nite dimensional Lie algebras such as extended affine Lie algebras, trigonometric
Lie algebras, unitary Lie algebras and root graded Lie algebras. And the vertex
operator representations also play an important role in the study of representation
theory of these algebras. To explain our motivation, we first give a brief intro-
duction to these algebras and mention some of their vertex operator constructions
which are closely related to our work.
• Twisted affine Lie algebras The vertex operator representations for
twisted affine Lie algebras were obtained in [L] and [KP] in a very general
setting. In [L], the author gave a generalization of all the known vertex
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2operator constructions for affine Kac-Moody algebras by introducing the
twisted vertex operators associated with an arbitrary isometry of an arbi-
trary even lattice.
• Extended affine Lie algebras of type A. Extended affine Lie algebras
were first introduced in [H-KT] and systematically studied in [AABGP].
The vertex operator representations for extended affine Lie algebras of type
A coordinated by quantum tori have been given in [BS] and [G2] for the
principal realizations, and in [G1] in the homogeneous realization. Later
in [BGT], a unified treatment was given.
• Trigonometric Lie algebras. As a natural generalization of the Sine
Lie algebra, four series of Z-graded trigonometric subalgebras Âh − D̂h
of Â∞ − D̂∞ were introduced in [G-KL1, G-KL2]. Moreover, the vertex
operator constructions for the Lie algebras Âh and B̂h were also presented
in [G-KL1, G-KL2].
• Unitary Lie algebras. Unitary Lie algebras were first introduced in [AF].
The compact forms of certain intersection matrix algebras developed by
Slodowy can be identified with some Steinberg unitary Lie algebras. The
vertex operator constructions for a class of unitary Lie algebras coordinated
by skew Laurent polynomial rings were presented in [CGJT].
• BC-graded Lie algebras. Root graded Lie algebras were first introduced
in [BM] and the BC-graded Lie algebras were studied and classified in
[ABG]. The homogeneous vertex operator constructions for a class of BC-
graded Lie algebras coordinated by skew Laurent polynomial rings were
given in [CT].
Though these Lie algebras were introduced for different purposes and were de-
fined by different approaches, we observe that their vertex operator constructions
arise from certain known vertex operators for affine Lie algebras of type A or D
and depend on certain nonzero complex numbers. It is natural for us to give a gen-
eral construction so that it contains these vertex operator constructions as special
cases. This is the main motivation of our work.
We first give the definition of twisted Γ-Lie algebras which simultaneously gen-
eralize those Lie algebras mentioned above. More precisely, let Γ be a subgroup of
the multiplicative group C∗ satisfying the following assumption:
(A1). Γ is generic, i.e., Γ is isomorphic to a free abelian group.
We start from any finite order automorphism of an involutive associative algebra
to construct the twisted Γ-Lie algebra. In particular, we use a lattice to construct
an involutive associative algebra, then a twisted Γ-Lie algebra is defined based on
this involutive associative algebra. To explain this process more precisely, we let
N be a positive integer, and P = ZN = Zǫ1 ⊕ · · · ⊕ ZǫN be a lattice of rank N
equipped with a Z-bilinear form given by 〈ǫi, ǫj〉 = δij , 1 ≤ i, j ≤ N . We take a
triple (Q, ν,m) satisfying the following conditions:
3(A2). Q is a sublattice of P such that 〈α, α〉 ∈ 2Z for α ∈ Q.
(A3). ν is an isometry of P preserving Q. That is, ν is an automorphism of P
such that 〈να, νβ〉 = 〈α, β〉 for α, β ∈ P and ν(Q) = Q.
(A4). m is a positive integer such that νm = Id, the identity map on P .
(A5). If m is even, 〈νm/2α, α〉 ∈ 2Z for α ∈ Q.
Note that if the triple (Q, ν,m) satisfies the assumptions (A2)-(A4), then the
assumption (A5) can always be arranged by doubling m if necessary. Now we give
some examples of the triples (Q, ν,m) which satisfy assumptions (A2)-(A5). Let
Q = Q(AN−1), N ≥ 2 or Q(DN ), N ≥ 5 be the root lattices of type AN−1 and DN
respectively, and let ν be an isometry of Q. It is known that ν can be lifted to be
an isometry of P and has finite order. Thus there exists a positive integer m such
that (Q, ν,m) satisfies assumptions (A2)-(A5).
Starting from a quadruple (Q, ν,m,Γ) which satisfies (A1)-(A5), we construct a
twisted Γ-Lie algebra Ĝ(Q, ν,m,Γ) and define a family of twisted Γ-vertex opera-
tors acting on a generalized Fock space. By computing the commutator relations
of these twisted Γ-vertex operators, we obtain a class of irreducible representations
for the twisted Γ-Lie algebra Ĝ(Q, ν,m,Γ). One will see that it is very subtle and
technical to determine the commutator relations for the twisted Γ-vertex opera-
tors. To do this, we develop a highly non-trivial generalization of the combina-
torial identity presented in Proposition 4.1 of [L]. As applications, we show that
with different choices of quadruples (Q, ν,m,Γ), we recover the vertex operator
constructions of the twisted affine Lie algebras, extended affine Lie algebras of
type A (both homogeneous and principal constructions), trigonometric Lie alge-
bras of series A and B, unitary Lie algebras and BC-graded Lie algebras given
in [L, G-KL1, G-KL2, BS, G1, G2, BGT, CGJT, CT] respectively. Moreover, we
also present vertex operator representations for a new twisted Γ-Lie algebras.
The paper is organized as follows. In Section 2 we give the definition of the
twisted Γ-Lie algebra Ĝ(Q, ν,m,Γ) for any quadruple (Q, ν,m,Γ) satisfying the
assumptions (A1)-(A5). In Section 3 we define the generalized Fock space and
give the twisted Γ-vertex operators. In Section 4 we establish a crucial identity
(see (4.10)) by using certain combinatorial identities, which allows us to compute
the commutator relations of the twisted Γ-vertex operators. In Section 5 we prove
our main result in Theorem 5.2, which shows that those twisted Γ-vertex oper-
ators acting on generalized Fock spaces give representations for the Lie algebra
Ĝ(Q, ν,m,Γ). Finally, in Section 6 we present the applications of our main result.
Conventions and notations:
1. We denote the sets of integers, positive integers, complex numbers, real
numbers and the quotient group Z/mZ by Z,Z+,C,R and Zm, respectively.
2. For short, if α, β ∈ P , we often write∑
p∈Zm
νpα :=
∑
νpα, and
∑
p∈Zm
〈α, νpβ〉 :=
∑
〈α, νpβ〉.
43. For 1 ≤ i 6= j ≤ N and c ∈ C, we set (1− c)±δij = 1 even if c = 1.
4. Since the fraction powers of nonzero complex numbers will arise in the con-
struction of our vertex operators, we need a convention for this. For an index set
I, we fix a set of free generators {qi, i ∈ I} of Γ, and fix a choice of q
1
2
i for each
i ∈ I. For any c = qn1i1 · · · qntit ∈ Γ, where i1, · · · , it ∈ I, n1, · · · , nt ∈ Z, we set
c
1
2 := (q
1
2
i1
)n1 · · · (q
1
2
it
)nt.
Then we have c
n
2
1 c
n
2
2 = (c1c2)
n
2 for all c1, c2 ∈ Γ and n ∈ Z.
5. Set Q(D1) = 2Zǫ1, and for N ≥ 2, let
Q(AN−1) = Z(ǫ1 − ǫ2)⊕ · · · ⊕ Z(ǫN−1 − ǫN),
Q(DN) = Z(ǫ1 − ǫ2)⊕ · · · ⊕ Z(ǫN−1 − ǫN)⊕ Z(ǫN−1 + ǫN )
be the root lattices of type AN−1 and DN , respectively.
2. Twisted Γ-Lie algebras
In this section, we give the definition of the twisted Γ-Lie algebra and present
some examples. In particular, a twisted Γ-Lie algebra Ĝ(Q, ν,m,Γ) associated to
any quadruple (Q, ν,m,Γ) satisfying (A1)-(A5) is constructed.
2.1. Twisted Γ-Lie algebras. Let CΓ be an associative algebra with base ele-
ments of the form tnTc, n ∈ Z, c ∈ Γ, and multiplication given by
(tnTc1)(t
rTc2) = c
r
1t
n+rTc1c2, n, r ∈ Z, c1, c2 ∈ Γ.
Let A be another associative algebra equipped with an invariant symmetric bi-
linear form 〈, 〉A. Suppose that θ is a finite order automorphism of A and preserves
the bilinear form 〈, 〉A. Let m be a positive integer such that θm = Id and fix a
primitive m-th root of unity ω. Viewing A⊗CΓ as a Lie algebra, denoted by A(Γ),
with Lie product [a⊗ b, a′ ⊗ b′] = aa′ ⊗ bb′ − a′a⊗ b′b for a, a′ ∈ A and b, b′ ∈ CΓ.
Extend the automorphism θ of A to be a Lie automorphism of A(Γ), still denoted
by θ, by letting
θ(a⊗ tnTc) := ω−nθ(a)⊗ tnTc, a ∈ A, n ∈ Z, c ∈ Γ.
We denote by A(θ,m,Γ) the subalgebra of A(Γ) fixed by the automorphism θ.
For any a ∈ A and n ∈ Z, set
aθ(n) = a(n) := m
−1 ∑
p∈Zm
ω−npθp(a), A(n) := {a(n)|a ∈ A}.
Then we have θ(a(n)) = ω
na(n) and A = ⊕p∈ZmA(p). Obviously, the Lie algebra
A(θ,m,Γ) is spanned by the following elements
a(c, n) := a(n) ⊗ tnTc, a ∈ A, c ∈ Γ, n ∈ Z.
5We define a bilinear form 〈, 〉 on the Lie algebra A(θ,m,Γ) as follows
〈a(c1, n), b(c2, r)〉 := n
2m
δn+r,0〈a, b〉Aδc1c2,1cr1, a, b ∈ A, c1, c2 ∈ Γ, n, r ∈ Z.
It is easy to see that the bilinear form 〈, 〉 is a 2-cocycle on the Lie algebra
A(θ,m,Γ). We define a Lie algebra Â(θ,m,Γ) := A(θ,m,Γ) ⊕ Cc to be the
1-dimensional central extension of A(θ,m,Γ) associated to this 2-cocycle.
Let τ be an anti-involution of A which preserves 〈, 〉A. We simply call the pair
(A, τ) an involutive associative algebra. Suppose that θ is also an automorphism
of the involutive associative algebra (A, τ), i.e., it commutes with τ . Define an
anti-involution ¯ on CΓ by
tnTc := c
−ntnTc−1 , n ∈ Z, c ∈ Γ.
Consider the linear map τˆ on the Lie algebra Â(θ,m,Γ) given by
τˆ(a(n) ⊗ tnTc) := −τ(a)(n) ⊗ tnTc, τˆ(c) = c, a ∈ A, n ∈ Z, c ∈ Γ,
which is a Lie involution of Â(θ,m,Γ). Now we define the twisted Γ-Lie algebra
Âτ (θ,m,Γ) to be the set of fixed-points of Â(θ,m,Γ) under the involution τˆ . Then
one can see that the following elements
a˜(c, n) := a(c, n) + τˆ (a(c, n)), a ∈ A, c ∈ Γ, n ∈ Z,(2.1)
together with the central element c, span the algebra Âτ (θ,m,Γ).
Remark 2.1. In the Lie algebra Âτ (Id, 1,Γ), we define a formal power series
a˜(c, z) =
∑
n∈Z a˜(c, n)z
−n for a ∈ A and c ∈ Γ. Note that the formal power
series satisfying the following so-called “Γ-locality” ([G-KK],[Li])
(z1 − z2)(c1z1 − z2)(z1 − c2z2)(c1z1 − c2z2)[a˜1(c1, z1), a˜2(c2, z2)] = 0,
where a1, a2 ∈ A and c1, c2 ∈ Γ. Motivated by the notion of Γ-conformal algebra
defined in [G-KK] and Γ-vertex algebra defined in [Li], we call the Lie algebra
Âτ (θ,m,Γ) the twisted Γ-Lie algebra.
Remark 2.2. Let Aop be the opposite algebra of A and ex be the exchange invo-
lution of A ⊕ Aop, i.e., ex(a, a′) = (a′ , a). Extend the automorphism θ and the
bilinear form 〈, 〉A of A to be an automorphism and a bilinear form of (A⊕Aop, ex)
by θ(a, a′) := (θ(a), θ(a′)) and 〈(a, a′), (b, b′)〉A := 〈a, b〉A + 〈a′, b′〉A, respectively.
Then we have Â(θ,m,Γ) ∼= Â ⊕ Aopex(θ,m,Γ).
2.2. Examples. We denote byMN the N×N -matrix algebra over C, and denote
by Ei,j, 1 ≤ i, j ≤ N the unit matrices in MN . In what follows, if A =MN , then
the invariant bilinear form 〈, 〉A is always taken to be the trace form.
1. Twisted affine Lie algebras. Let (A, τ) be a finite dimensional simple
involutive associative algebra and Γ = {1}, then the Lie algebra Âτ(θ,m,Γ) is a
twisted affine Lie algebra. Moreover, all the classical affine Lie algebras, that is,
6the affine Lie algebras of type X
(r)
l , r = 1, 2 and X = A,B,C,D, can be realized
by this way.
2. Extended affine Lie algebras ĝlN(Cq). Recall the Lie algebra ĝlN(Cq)
defined in [BGT], which is a 1-dimensional central extension of the matrix algebra
over the quantum torus Cq associated to q = (q1, · · · , ql) ∈ (C∗)l. Explicitly, it has
a basis Ei,jt
n0
0 t
n and c, for 1 ≤ i, j ≤ N,n ∈ Zl, n0 ∈ Z, subject to the Lie relation
[Ei,jt
n
0 t
n, Ek,pt
r0tr] =qr0nδjkEi,pt
n0+r0
0 t
n+r − qn0rδipEk,jtn0+r00 tn+r
+ n0q
n0rδjkδipδn0+r0,0δn+r,0c,
where tn = tn11 · · · tnll and qn = qn11 · · · qnll , and c is central. Assume that the
subgroup Γq of C
∗ generated by q1, · · · , ql is a free abelian group of rank l. Then the
Lie algebra ̂MN ⊕MopN ex(Id, 1,Γq) is isomorphic to ĝlN(Cq) via the isomorphism
E˜i,j(q
n, n0) 7→ Ei,jtn0 tn, c 7→ c, 1 ≤ i, j ≤ N, (n0,n) ∈ Zl+1.
3. Trigonometric Lie algebras (cf.[G-KL1, G-KL2]). Given a l-tuple h =
(h1, · · · , hl) ∈ Rl, we set Γh = {e2
√−1(h,n)|n = (n1, · · · , nl) ∈ Zl}, where (h,n) =
h1n1+ · · ·+ hlnl. Assume that h1, · · · , hl are Z-linearly independent so that Γh is
generic. Set A = C⊕ C, τ = ex and Γ = Γh. Then in Âτ(Id, 1,Γh), one has
[An,n0, Ar,r0] = 2
√−1 sin(n0(h, r)− r0(h,n))An+r,n0+r0 + n0δn0+r0,0δn,rc,
where An,n0 := e
−n0
√−1(h,n)(˜1, 0)(e−2
√−1(h,n), n0). These are the commutator rela-
tions of the trigonometric Lie algebra of series Âh defined in [G-KL1]. Furthermore,
in Âτ(τ, 2,Γh), one has
[Bn,n0 , Br,r0] =2
√−1 sin(n0(h, r)− r0(h,n))Bn+r,n0+r0 + (−1)r02
√−1 sin(n0(h, r)
+ r0(h,n))Bn−r,n0+r0 + n0δn0+r0,0(δn,r − (−1)n0δn,−r)c,
where Bn,n0 := 2e
−n0
√−1(h,n)(˜1, 0)(e−2
√−1(h,n), n0). Then the Lie algebra Âτ(τ, 2,Γ)
is isomorphic to the trigonometric Lie algebra of series B̂h (cf.[G-KL1]).
4. Unitary Lie algebras ûN(CΓ). The Lie algebra ûN(CΓ) defined in [CGJT]
is spanned by the elements ui,j(c, n), c, 1 ≤ i, j ≤ N, c ∈ Γ, n ∈ Z with the relation
ui,j(c, n) = −(−c)−nuj,i(c−1, n), and subject to
[ui,j(c1, n), uk,l(c2, r)] = δjkc
r
1ui,l(c1c2, n+ r)
+ δil(−c1)−n−rc−r2 uj,k(c−11 c−12 , n+ r)− δik(−1)nc−n−r1 uj,l(c−11 c2, n + r)
− δjlcr1(−c2)−nui,k(c1c−12 , n+ r) + nδn+r,0(δjkδilδc1c2,1n− δikδjlδc1,c2(−1)n)c,
where c is a central element. ChooseA =MN⊕MopN , τ = ex, θ : (A,B) 7→ (Bt, At)
andm = 2, where A,B ∈MN , At is the transpose of A. It is easy to check that the
following linear map gives an isomorphism from the unitary Lie algebra ûN(CΓ)
7to the twisted Γ-Lie algebra Âτ(θ, 2,Γ):
ui,j(c, n) 7→ 2˜(Ei,j, 0)(c, n), c 7→ c, 1 ≤ i, j ≤ N, c ∈ Γ, n ∈ Z.
5. BCN-graded Lie algebras ô2N(CΓ). Following [CT], the Lie algebra
ô2N (CΓ) is spanned by the elements fρii,ρjj(c, n), c, 1 ≤ i, j ≤ N, ρi, ρj = ±1, c ∈
Γ, n ∈ Z, with relation fρii,ρjj(c, n) = −(−c)−nf−ρjj,−ρii(c−1, n). The Lie bracket
in ô2N(CΓ) is given by
[fρii,ρjj(c1, n), fρkk,ρll(c2, r)] = δρjj,ρkkc
r
1fρii,ρll(c1c2, n+ r) + δρii,ρllc
−n−r
1 c
−r
2
f−ρjj,−ρkk(c
−1
1 c
−1
2 , n+ r)− δρii,−ρkkc−n−r1 f−ρjj,ρll(c−11 c2, n+ r)− δ−ρjj,ρll(c1/c2)r
fρii,−ρkk(c1c
−1
2 , n+ r) + δρjj,ρkkδρii,ρllδn+r,0c
r
1δc1c2,1nc− δρii,−ρkkδρjj,−ρllδn+r,0δc1,c2nc.
Choose A = M2N , τ : Eρii,ρjj 7→ E−ρjj,−ρii, θ = Id and m = 1, where 1 ≤ i, j ≤
N, ρi, ρj = ±1. Then the following linear map gives an isomorphism from the
BCN -graded Lie algebra ô2N(CΓ) to the twisted Γ-Lie algebra Âτ (Id, 1,Γ):
fρii,ρjj(c, n) 7→ E˜ρii,ρjj(c, n), c 7→ c, 1 ≤ i, j ≤ N, ρi, ρj = ±1, c ∈ Γ, n ∈ Z.
2.3. Lattice construction of involutive associative algebras. One of the
most important step in the vertex operator representation theory of affine Lie
algebras is the lattice construction for semi-simple Lie algebras. In this section,
we give the lattice construction for involutive associative algebras, which will be
used to present vertex operator representations for the twisted Γ-Lie algebras.
Given a triple (Q, ν,m) which satisfies assumptions (A2)-(A5). We define a set
J = {(ρii, ρjj)|ρiǫi − ρjǫj ∈ Q, 1 ≤ i, j ≤ N, ρi, ρj = ±1}.(2.2)
Let G(Q) =⊕(ρii,ρjj)∈J Ceρii,ρjj be a vector space over C, where {eρii,ρjj}(ρii,ρjj)∈J
is a set of symbols. We define multiplication on G(Q) by
eρii,ρjjeρkk,ρll = δρjj,ρkkε(ρiǫi − ρjǫj , ρkǫk − ρlǫl)eρii,ρll,
where (ρii, ρjj), (ρkk, ρll) ∈ J and ε : Q×Q→ C is a normalized 2-cocycle on Q
associated with the function (−1)〈α,β〉, that is, it satisfies the conditions
ε(α, β)ε(α+ β, γ) = ε(β, γ)ε(α, β + γ),
ε(0, 0) = 1, ε(α, β)/ε(β, α) = (−1)〈α,β〉.(2.3)
Define a linear map τ and a bilinear form 〈, 〉G on G(Q) as follows
τ(eρii,ρjj) = (−1)1−δije−ρjj,−ρii,
〈eρii,ρjj, eρkk,ρll〉G = δρjj,ρkkδρii,ρllε(ρiǫi − ρjǫj , ρkǫk − ρlǫl)
for (ρii, ρjj), (ρkk, ρll) ∈ J . It is easy to see that (G(Q), τ) is an involutive asso-
ciative algebra and 〈, 〉G is an invariant symmetric bilinear form on it.
8Recall that ν is an isometry of P . For any 1 ≤ i ≤ N , since 〈ν(ǫi), ν(ǫi)〉 = 1,
there exist ιi = ±1 and a permutation σ ∈ SN such that ν(ǫi) = ιiǫσ(i). We
introduce the following notation for later used
i0 := i and ir :=
(
r−1∏
p=0
ισp(i)
)
σr(i) 1 ≤ i ≤ N, 1 ≤ r ≤ m− 1.(2.4)
We say an automorphism θ of (G(Q), τ) is compatible with the isometry ν if
there exists a function η : Zm ×Q→ C∗ such that
θr(eρii,ρjj) = η(r, ρiǫi − ρjǫj)eρiir ,ρjjr , r ∈ Zm, (ρii, ρjj) ∈ J .(2.5)
Given an automorphism θ of (G(Q), τ) which satisfies θm =Id, preserves the bi-
linear form 〈, 〉G , and is compatible with the isometry ν. Then we have a twisted
Γ-Lie algebra Ĝ(Q)τ (θ,m,Γ), which is also denoted by Ĝ(Q, ν,m,Γ).
Recall the elements e˜ρii,ρjj(c, n), (ρii, ρjj) ∈ J , n ∈ Z, c ∈ Γ defined in (2.1),
which together with c span the Lie algebra Ĝ(Q, ν,m,Γ). For any (ρii, ρjj) ∈
J , c ∈ Γ and n ∈ Z, we set Gρii,ρjj(c, z) =
∑
n∈Z e˜ρii,ρjj(c, n)z
−n. Then we have
the following proposition whose verification is straightforward.
Proposition 2.3. Let (ρii, ρjj), (ρkk, ρll) ∈ J , r ∈ Zm and c1, c2 ∈ Γ, then
Gρii,ρjj(c1, z) = (−1)δijG−ρjj,−ρii(c−11 , c1z),
Gρii,ρjj(c1, ω
−rz) = η(r, ρiǫi − ρjǫj)Gρiir ,ρjjr(c1, z).
and
[Gρii,ρjj(c1, z1), Gρkk,ρll(c2, z2)]
= m−1
∑
r∈Zm
δρii,−ρkkr(−1)δijξr(α, β)G−ρjj,ρllr(c−11 c2, c1z1)δ(ωrz2/z1)
+m−1
∑
r∈Zm
δρjj,ρkkrξr(α, β)Gρii,ρllr(c1c2, z1)δ(ω
rz2/c1z1)
+m−1
∑
r∈Zm
δρii,ρllr(−1)δij+δklξr(α, β)G−ρjj,−ρkkr(c−11 c−12 , c1z1)δ(ωrc2z2/z1)
+m−1
∑
r∈Zm
δ−ρjj,ρllr(−1)δklξr(α, β)Gρii,−ρkkr(c1c−12 , z1)δ(ωrc2z2/c1z1)
+m−2
∑
r∈Zm
δc1c2,1δρjj,ρkkrδρii,ρllrξr(α, β)(Dδ)(ω
rz2/c1z1)
+m−2
∑
r∈Zm
δc1,c2(−1)δijδρii,−ρkkrδρjj,−ρllrξr(α, β)(Dδ)(ωrz2/z1),
(2.6)
where α := ρiǫi − ρjǫj, β := ρkǫk − ρlǫl, ξr(α, β) = ε(α, νrβ)η(r, β), and δ(z) =∑
n∈Z z
n, (Dδ)(z) =
∑
n∈Z nz
n. 
93. Generalized Fock space and twisted Γ-vertex operators
In this section we define the generalized Fock space and then construct a family
of twisted Γ-vertex operators. We also present some properties of these operators.
Recall that P = Zǫ1 ⊕ · · · ⊕ ZǫN is a lattice of rank N , and (Q, ν,m,Γ) is a
quadruple satisfying the assumptions (A1)-(A5).
First we introduce a Heisenberg algebra H(ν) associated to the pair (P, ν). Let
H = P ⊗Z C. We extend the isometry ν of P to a linear automorphism of H, and
extend the bilinear form 〈, 〉 on P to a C-bilinear non-degenerate symmetric form
on H. For any n ∈ Z and h ∈ H, we define h(n) =
∑
p∈Zm ω
−npνp(h) and H(n) =
{h(n)|h ∈ H}. Define a Heisenberg algebra
H(ν) = spanC{x(n), 1|n ∈ Z \ {0}, x ∈ H(n)}
with Lie bracket
[x(n), y(r)] = m−1〈x, y〉nδn+r,0, n, r ∈ Z \ {0}, x ∈ H(n), y ∈ H(r).
Let S := S(H(ν)−) be the symmetric algebra over the commutative subalgebra
H(ν)− of H(ν) spanned by the elements x(n) for x ∈ H(n) and n < 0. It is well-
known that the Heisenberg algebra H(ν) has a canonical irreducible representation
on the symmetric algebra S. Let z, z1, z2 be formal variables and α ∈ H. We set
E±(α, z) = exp(−
∑
±n∈Z+
m
α(n)(n)
n
z−n) ∈ End(S)[[z∓1]].
Recall that ω is a primitive m-th root of unity. Let ω0 be a primitive m0-th
root of unity such that ω
m0
m
0 = ω, where m0 = m if m is even, and m0 = 2m if
m is odd. Let 〈ω0〉 be the cyclic subgroup of C∗ generated by ω0. Then we have
−1, ω ∈ 〈ω0〉. Following [L], we define a function C : Q×Q→ 〈ω0〉 by
C(α, β) =
∏
p∈Zm
(−ω−p)〈α,νpβ〉, α, β ∈ Q.
Let εC : Q×Q→ 〈ω0〉 be a normalized 2-cocycle associated with the function C.
That is, εC satisfies the following conditions
εC(α, β)εC(α+ β, γ) = εC(β, γ)εC(α, β + γ),
εC(0, 0) = 1, εC(α, β)/εC(β, α) = C(α, β),
(3.1)
for α, β, γ ∈ Q. Now we define a twisted group algebra C[Q, εC ] = ⊕α∈QCeα with
multiplication eαeβ = εC(α, β)eα+β, α, β ∈ Q. Such a twisted group algebra can
also be obtained in the following way. Let Q̂ be the unique (up to equivalence)
central extension of Q by the cyclic group 〈κ0〉 of order m0 such that
aba−1b−1 =
∏
p∈Zm
(κ
m0
2
−m0p
m
0 )
〈a¯,νpb¯〉, a, b ∈ Q̂,
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where ¯ : Q̂ → Q is the natural homomorphism. It is known that, by choosing a
section of Q̂, the algebra C[Q, εC] is isomorphic to the quotient algebra C{Q} :=
C[Q̂]/(κ0 − ω0)C[Q̂] (C[ · ] denotes the group algebra).
Now we are in a position to give the definition of the generalized Fock space.
Let νˆ be an automorphism of C[Q, εC ] such that
νˆ(eα) ∈ Ceν(α) and νˆm = Id.(3.2)
Let T be a C[Q, εC ]-module. Following [DL], we assume that H(0) acts on T in
such a way that
T = ⊕α∈QTα(0) , where Tα(0) = {t ∈ T |h.t = 〈h, α(0)〉, h ∈ H(0)},
and that the actions of C[Q, εC ] and H(0) on T are compatible in the sense that
eα.b ∈ T(α+β)(0) , e−1α νˆ(eα).b = ω−〈
∑
νpα,β+α
2
〉b,(3.3)
for α, β ∈ Q and b ∈ Tβ(0) . The following remark shows the existence of the
automorphism νˆ and module T .
Remark 3.1. It was proved in Section 5 of [L] that ν can be lifted to be an auto-
morphism νˆ of Q̂ such that
νˆ(κ0) = κ0, νˆ
m = 1 and (νˆ(a))− = ν(a¯), a ∈ Q̂,
which implies that νˆ induces an automorphism, still called νˆ, of the quotient
algebra C{Q}. Note that C{Q} ∼= C[Q, εC], thus νˆ is an automorphism of C[Q, εC ]
satisfying (3.2). Next we show the existence of the module T . Set N = {α ∈
Q|〈α, β(0)〉 = 0, ∀β ∈ Q}. Let N̂ ⊂ Q̂ be the pull back of N in Q. In [L], a certain
class of induced Q̂-module T = C[Q̂] ⊗C[N̂ ] T ′ (T ′ is an N̂ module), on which κ0
acts by ω0 and a
−1νˆ(a) acts by ω−〈
∑
νpa¯,a¯〉/2 for a ∈ Q̂, was constructed. We define
a H(0)-action on T by h.(b ⊗ t) = 〈h, b¯〉b ⊗ t for h ∈ H(0), b ∈ Q̂ and t ∈ T ′. One
easily checks 〈H(0), α〉 = 0, α ∈ N , which implies the action is well-defined. For
α ∈ Q, set Tα(0) = spanC{α(0) ⊗ t′|t′ ∈ T ′}. Then we have h.t = 〈h, α(0)〉t for
h ∈ H(0), t ∈ Tα(0) . Finally, it is easy to check that the action of H(0) is compatible
with the natural action of C[Q, εC ] on T . 
Now we define the generalized Fock space VT = T ⊗ S to be the tensor product
of the C[Q, εC ]-module T and the H(ν)-module S. For α ∈ H(0), β ∈ Q and
h ∈ H(ν), we also define certain operators acting on VT as follows
α(0).(t⊗ s) = 〈α, γ〉t⊗ s, eβ.(t⊗ s) = (eβ.t)⊗ s, h.(t⊗ s) = t⊗ (h.s),
where t ∈ Tγ(0) , γ ∈ Q and s ∈ S. In case α ∈ H(0) such that 〈α,Q〉 ∈ Z, for a
formal variable z and a nonzero complex number c, we define operators
zα.(t⊗ s) = z〈α,γ〉t⊗ s, cα.(t⊗ s) = c〈α,γ〉t⊗ s.
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For α ∈ H, we set α(z) = ∑n∈Z α(n)(n)z−n. The following facts about the
operators defined above can be easily verified.
Lemma 3.2. For α, β ∈ Q, γ, γ1, γ2 ∈ H, c ∈ Γ and r ∈ Zm, we have
νˆeα = eαω
−∑ νpα−〈α,∑ νpα〉/2, νrγ(z) = γ(ω−rz), E±(νrγ, z) = E±(γ, ω−rz),
z
∑
νpγeβ = eβz
∑
νpγ+
∑ 〈νpγ,β〉, c
∑
νpγeβ = eβc
∑
νpγ+
∑ 〈νpγ,β〉,
eαeβ = C(α, β)eβeα, [γ(0)(0), eβ] = m
−1〈
∑
νpγ, β〉eβ ,
[γ1(z1), E
±(γ2, z2)] =
∑
p∈Zm
〈γ1, νpγ2〉
m
( ∑
∓n>0
(ωpz2/z1)
nE±(γ2, z2)
)
,
E+(γ1, z1)E
−(γ2, z2) = E−(γ2, z2)E+(γ1, z1)
∏
p∈Zm
(1− ωpz2/z1)〈γ1,νpγ2〉. 
Before giving the twisted Γ-vertex operators, we define two constants:
ζ(α) =
{
ζ ′(α)2〈α,ν
m/2α〉/2, if m ∈ 2Z,
ζ ′(α), if m ∈ 2Z+ 1,
κ(ρii, ρjj, c) =
∏
0≤p<m
(1− cωp)−〈ρiǫi,ρjνpǫj〉
∏
0<p<m
(1− ωp)〈ρiǫi,ρjνpǫj〉,
where α ∈ Q, ζ ′(α) =∏0<p<m/2(1−ωp)〈α,νpα〉, and (ρii, ρjj) ∈ J (see (2.2)) , c ∈ Γ
such that either ρii 6= ρjj or ρii = ρjj, c 6= 1.
Now we define the twisted Γ-vertex operators Yρii,ρjj(c, z) on VT by
Yρii,ρjj(c, z) =
{
ρiǫi(z), if ρii = ρjj, c = 1,
m−1ζ(ρiǫi − ρjǫj)κ(ρii, ρjj, c)Xρii,ρjj(c, z), otherwise,
where (ρii, ρjj) ∈ J , c ∈ Γ, and Xρii,ρjj(c, z) is defined as follows
Xρii,ρjj(c, z) =eρiǫi−ρjǫjE
−(ρiǫi, z)E
−(−ρjǫj , cz)E+(ρiǫi, z)E+(−ρjǫj , cz)
· z
∑
νp(ρiǫi−ρjǫj)+
∑ 〈ρiǫi−ρjǫj ,νp(ρiǫi−ρjǫj)〉/2c−
∑
νpρjǫj+
∑ 〈ǫj ,νpǫj〉/2.
In what follows we describe the relations among the twisted Γ-vertex operators
Yρii,ρjj(c, z) defined above. Let η(r, α) be the complex numbers determined by
νˆr(eα) = η(r, α)eνr(α), r ∈ Zm, α ∈ Q.(3.4)
Recall the notation ir introduced in (2.4). Then by definition we have ζ(ν
r(α)) =
ζ(α) and κ(ρiir, ρjjr, c) = κ(ρii, ρjj, c). It follows from this and the first three
identities in Lemma 3.2 that
Proposition 3.3. For (ρii, ρjj) ∈ J , c ∈ Γ and r ∈ Zm, we have
Yρii,ρjj(c, z) = (−1)δijY−ρjj,−ρii(c−1, cz),(3.5)
Yρii,ρjj(c, ω
−rz) = η(r, ρiǫi − ρjǫj)Yρiir ,ρjjr(c, z). (3.6)
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4. An identity
In this section we prove an identity (see (4.10)) which will be used in the next
section to calculate the commutator relations for the twisted Γ-vertex operators.
As we have mentioned that this identity is a nontrivial generalization of the combi-
natorial identity given by Lepowsky in [L]. Throughout this section, the notations
s and ti, i = 1, 2, · · · denote some distinct nonzero complex numbers.
First we recall some well-known identities:
n∑
i=1
(
n∏
j 6=i
ti
ti − tj
)
s
s− ti =
n∏
i=1
s
s− ti ,
n∑
i=1
(
n∏
j 6=i
tj
ti − tj
)
ti
s− ti =
n∏
i=1
ti
s− ti ,(4.1)
n∑
i=1
(
n∏
j 6=i
ti
ti − tj
)(
s
s− ti
)2
=
(
1 +
n∑
j=1
tj
s− tj
)
n∏
i=1
s
s− ti .(4.2)
n∑
i=1
(
n∏
j 6=i
tj
ti − tj
)(
ti
s− ti
)2
=
(
n∑
j=1
s
s− tj − 1
)
n∏
i=1
ti
s− ti .(4.3)
Now we use these identities to prove the following result:
Lemma 4.1. Let ai = 1 or 2 for i ∈ I := {1, · · · , n}. Set I(t) = {i ∈ I|ai = t}
for t = 1 or 2. Then we have
n∏
i=1
(
s
s− ti
)ai
=
∑
i∈I(1)
( ∏
j∈I,j 6=i
(
ti
ti − tj
)aj) s
s− ti
+
∑
i∈I(2)
( ∏
j∈I,j 6=i
(
ti
ti − tj
)aj)[ sti
(s− ti)2 +
(
1 +
∑
j∈I,j 6=i
ajtj
tj − ti
)
s
s− ti
]
,
(4.4)
n∏
i=1
(
ti
s− ti
)ai
=
∑
i∈I(1)
( ∏
j∈I,j 6=i
(
tj
ti − tj
)aj) ti
s− ti
+
∑
i∈I(2)
( ∏
j∈I,j 6=i
(
tj
ti − tj
)aj)[ sti
(s− ti)2 +
( ∑
j∈I,j 6=i
ajti
tj − ti − 1
)
ti
s− ti
]
.
(4.5)
In particular, let z be a formal variable, one has
n∏
i=1
(
1
1− tiz
)ai
=
∑
i∈I(1)
( ∏
j∈J,j 6=i
(
ti
ti − tj
)aj) 1
1− tiz
+
∑
i∈I(2)
( ∏
j∈J,j 6=i
(
ti
ti − tj
)aj)[ zti
(1− tiz)2 +
(
1 +
∑
j∈J,j 6=i
ajtj
tj − ti
)
1
1− tiz
]
,
(4.6)
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n∏
i=1
(
tiz
1− tiz
)ai
=
∑
i∈I(1)
( ∏
j∈I,j 6=i
(
tj
ti − tj
)aj) tiz
1− tiz
+
∑
i∈I(2)
( ∏
j∈I,j 6=i
(
tj
ti − tj
)aj)[ tiz
(1− tiz)2 +
( ∑
j∈I,j 6=i
ajti
tj − ti − 1
)
tiz
1− tiz
]
.
(4.7)
Proof. For the identity (4.4), by applying the first identity in (4.1), we have
n∏
i=1
(
s
s− ti
)ai
=
(∑
i∈I
Di
s
s− ti
)∑
k∈I(2)
Ek
s
s− tk
 = G1 +G2 +G3 +G4,
where Di =
∏
j∈I,j 6=i
ti
ti−tj , Ek =
∏
j∈I(2),j 6=k
tk
tk−tj , and
G1 =
∑
i∈I(1),k∈I(2)
DiEk
ti
ti − tk
s
s− ti , G2 =
∑
i,k∈I(2),i 6=k
DiEk
ti
ti − tk
s
s− ti ,
G3 =
∑
i∈I,k∈I(2),i 6=k
DiEk
tk
tk − ti
s
s− tk , G4 =
∑
i∈I(2)
DiEi
(
s
s− ti
)2
.
By using the first identity in (4.1) and identity (4.2), we get
G1 =
∑
i∈I(1)
Di
 ∏
k∈I(2)
ti
tk − ti
 s
s− ti =
∑
i∈I(1)
DiEi
s
s− ti ,
G2 =
∑
i∈I(2)
Di
 ∑
k∈I(2),k 6=i
 ∏
j∈I(2),j 6=i,k
tk
tk − tj
 tk
tk − ti
ti
ti − tk
 s
s− ti
=
∑
i∈I(2)
Di
 ∑
k∈I(2),k 6=i
 ∏
j∈I(2),j 6=i,k
tk
tk − tj
( ti
ti − tk −
(
ti
ti − tk
)2) s
s− ti
=
∑
i∈I(2)
DiEi
 ∑
k∈I(2),k 6=i
tk
tk − ti
 s
s− ti ,
G3 =
∑
i∈I(2)
Ei
( ∑
k∈I,k 6=i
∏
j∈I,j 6=k
(
tk
tk − tj
)(
Ak
tk − ti
ti
ti − tk
))
s
s− ti
=
∑
i∈I(2)
Ei
[ ∑
k∈I,k 6=i
( ∏
j∈I,j 6=k
tk
tk − tj
)(
ti
ti − tk −
(
ti
ti − tk
)2)]
s
s− ti
=
∑
i∈I(2)
DiEi
( ∑
j∈I,j 6=i
tj
tj − ti
)
s
s− ti .
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It is clear that the expression of G1 + G2 + G3 + G4 coincides with the right
hand-side of (4.4), as desired. The identity (4.5) can be proved similarly by using
the second identity in (4.1) and identity (4.3), which is omitted. 
According to the formal power identities (4.6) and (4.7), we have
Lemma 4.2. Let I, ai, i ∈ I, I(t) be the same as in Lemma 4.1. Then
n∏
i=1
(
1
1− tiz
)ai
−
n∏
i=1
( −t−1i z−1
1− t−1i z−1
)ai
=
∑
i∈I(1)
∏
j∈I,j 6=i
(
ti
ti − tj
)aj
δ(tiz)
+
∑
i∈I(2)
∏
j∈I,j 6=i
(
ti
ti − tj
)aj [
(Dδ)(tiz) +
(
1 +
∑
j∈I,j 6=i
ajtj
tj − ti
)
δ(tiz)
]
.
Proof. From the formal power identities (4.6) and (4.7) , we know
n∏
i=1
(
1
1− tiz
)ai
−
n∏
i=1
( −t−1i z−1
1− t−1i z−1
)ai
=
∑
i∈I(1)
∏
j∈I,j 6=i
(
ti
ti − tj
)aj ( 1
1− tiz +
t−1i z
−1
1− t−1i z−1
)
+
∑
i∈I(2)
∏
j∈I,j 6=i
(
ti
ti − tj
)aj ( tiz
(1− tiz)2 −
t−1i z
−1
(1− t−1i z−1)2
)
+
∑
i∈I(2)
∏
j∈I,j 6=i
(
ti
ti − tj
)aj ( ∑
j∈I,j 6=i
ajtj
tj − ti + 1
)(
1
1− tiz +
t−1i z
−1
1− t−1i z−1
)
=
∑
i∈I(1)
∏
j∈I,j 6=i
(
ti
ti − tj
)aj
δ(tiz)
+
∑
i∈I(2)
∏
j∈I,j 6=i
(
ti
ti − tj
)aj [
(Dδ)(tiz) +
( ∑
j∈I,j 6=i
ajtj
tj − ti + 1
)
δ(tiz)
]
as desired. 
Let f(z) ∈ C[z, z−1] and a ∈ C∗. The following formal power series identities
(cf. [FLM]) are well-known.
f(z)δ(az) = f(a−1)δ(az),(4.8)
f(z)(Dδ)(az) = f(a−1)(Dδ)(az)− (Dzf)(a−1)δ(az),(4.9)
where Dz = z
d
dz
. Now we state and prove our main result in this section.
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Proposition 4.3. Let ti, i ∈ I be distinct nonzero complex numbers and I =
{1, · · · , n}. Let ai ∈ Z and ai ≥ −2, i ∈ I. For t ∈ Z and t ≥ −2, set I(t) = {i ∈
I|ai = t}. Then we have
∏
i∈I
(1− tiz)ai −
∏
i∈I
(1− t−1i z−1)ai(−tiz)ai =
∑
i∈I(−1)
∏
j∈I,j 6=i
(1− tjt−1i )ajδ(tiz)
+
∑
i∈I(−2)
∏
j∈I,j 6=i
(1− tjt−1i )aj [(Dδ)(tiz) + (1 +
∑
j∈I,j 6=i
aj(tit
−1
j − 1)−1)δ(tiz)].
(4.10)
Proof. Note that (1− tiz)ai = (1− t−1i z−1)ai(−tiz)ai if ai ≥ 0. Set I+ = {i ∈ I|ai ≥
0}, and I− = I(−1) ∪ I(−2). From Lemma 4.2 and (4.8), (4.9), one has that∏
i∈I
(1− tiz)ai −
∏
i∈I
(1− t−1i z−1)ai(−tiz)ai
=(
∏
k∈I+
(1− tkz)ak)
{ ∑
i∈I(−1)
∏
j∈I−,j 6=i
(1− tjt−1i )ajδ(tiz)+
∑
i∈I(−2)
∏
j∈I−,j 6=i
(1− tjt−1i )aj
[
(Dδ)(tiz) + (
∑
j∈I−,j 6=i
aj(tit
−1
j − 1)−1 + 1)δ(tiz)
]}
=
∑
i∈I(−1)
∏
j∈I,j 6=i
(1− tjt−1i )ajδ(tiz) +
∑
i∈I(−2)
∏
j∈I,j 6=i
(1− tjt−1i )aj (Dδ)(tiz)+∑
i∈I(−2)
∏
j∈I,j 6=i
(1− tjt−1i )aj (
∑
j∈I−,j 6=i
aj(tit
−1
j − 1)−1 + 1)δ(tiz)+
(
∑
j∈I+
aj(1− tjz)−1(−tjz))
∏
k∈I+
(1− tkz)ak [
∑
i∈I(−2)
∏
j∈I−,j 6=i
(1− tjt−1i )ajδ(tiz)]
=
∑
i∈I(−1)
∏
j∈I,j 6=i
(1− tjt−1i )ajδ(tiz)+∑
i∈I(−2)
∏
j∈I,j 6=i
(1− tjt−1i )aj [(Dδ)(tiz) + (1 +
∑
j∈I,j 6=i
aj(tit
−1
j − 1)−1)δ(tiz)]
as desired. 
Remark 4.4. If one takes ti = ω
−i, ai = 〈νiα, β〉 for 1 ≤ i ≤ m,α, β ∈ Q in (4.10),
and notes that ∑
p∈Zm,p 6=r
〈νpα, β〉 =
∑
p∈Zm,p 6=0
〈(νp + ν−p)νrα, β〉
1− ωp ,
where r ∈ Zm satisfies 〈νrα, β〉 = −2, then the identity (4.10) becomes the identity
given in Proposition 4.1 of [L].
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5. Vertex operator realizations of twisted Γ-Lie algebras
In this section we first state the main result of this paper, and then prove
it by calculating the commutator relations for the twisted Γ-vertex operators
Yρii,ρjj(c1, z1) and Yρkk,ρll(c2, z2), where (ρii, ρjj), (ρkk, ρll) ∈ J and c1, c2 ∈ Γ.
For the sake of convenience, we write
α := ρiǫi − ρjǫj , β := ρkǫk − ρlǫl.
5.1. The main theorem. For α, β ∈ Q, set
ε′(α, β) =
∏
−m/2<p<0
(−ωp)〈α,νpβ〉, ε(α, β) = ε′(α, β)εC(α, β).
It follows from (3.1) that ε is a normalized 2-cocycle on Q associated with the
function (−1)〈α,β〉 (cf. (2.3)). Then by the lattice construction given in Section
2.4, we have an involutive associative algebra (G(Q), τ) and a bilinear form 〈, 〉G .
Recall the constants η(r, α), r ∈ Zm, α ∈ Q defined in (3.4). We define a linear
map ν¯ on G(Q) as follows
ν¯(eρii,ρjj) = η(1, ρiǫi − ρjǫj)eρii1,ρjj1, (ρii, ρjj) ∈ J .
Lemma 5.1. The linear map ν¯ is an automorphism of the involutive associative
algebra (G(Q), τ), and ν¯m =Id. Moreover, ν¯ preserves the form 〈, 〉G.
Proof. Recall that νˆ is an automorphism of C[Q, εC] (see (3.2)). Then we have
εC(α, β)η(r, α+ β)eνr(α+β) = η(r, α)η(r, β)εC(ν
r(α), νr(β))eνr(α+β).
This, together with the fact ε′(α, β) = ε′(νrα, νrβ), gives
ε(α, β)η(r, α+ β) = ε(νr(α), νr(β))η(r, α)η(r, β), ∀α, β ∈ Q, r ∈ Zm.
One can conclude from this fact that ν¯ is an automorphism of (G(Q), τ) and
preserves the form 〈, 〉G . 
By definition and the previous lemma, we see that the automorphism ν¯ of
(G(Q), τ) is compatible with the isometry ν (cf. (2.5)). Therefore, we have a
twisted Γ-Lie algebra Ĝ(Q, ν,m,Γ) with Lie bracket given in Proposition 2.3.
Now we state our main theorem of this paper. For (ρii, ρjj) ∈ J and c ∈ Γ, let
yρii,ρjj(c, n) be the −n-component of Yρii,ρjj(c, z). Set Q′ = {α ∈ Q : 〈α, α〉 = 2},
and Q′′ = {ρiǫi − ρjǫj : 1 ≤ i, j ≤ N, ρi, ρj = ±1} ∩Q. Then we have
Theorem 5.2. The generalized Fock space VT affords a representation of the
twisted Γ-Lie algebra Ĝ(Q, ν,m,Γ) with the actions given by
e˜ρii,ρjj(c, n) 7→ yρii,ρjj(c, n), c 7→ 1,
where (ρii, ρjj) ∈ J , c ∈ Γ and n ∈ Z. Moreover, if Γ 6= {1} and spanZQ′′ = Q,
or if Γ = {1} and spanZQ′ = Q. Then the Ĝ(Q, ν,m,Γ)-module VT is irreducible
if and only if the C[Q, εC ]-module T is irreducible.
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5.2. Somes lemmas. To prove Theorem 5.2, we need the following four lemmas.
The first lemma is well-known (cf. [FLM]).
Lemma 5.3. Let F (z1, z2) be a formal power series in z1, z2 with coefficients in a
vector space such that limz2→cz1 F (z1, z2) exists for some c ∈ C∗. Then
(5.1) F (z1, z2)δ(z2/cz1) = F (z1, cz1)δ(z2/cz1),
(5.2) F (z1, z2)(Dδ)(z2/cz1) = F (z1, cz1)(Dδ)(z2/cz1) + (Dz2F )(z1, z2)δ(z2/cz1).
The following two lemmas can be shown by applying Lemma 3.2 and a straight-
forward computation.
Lemma 5.4.
[Xρii,ρjj(c1, z1), Xρkk,ρll(c2, z2)] = B(z1, z2) · C(z1, z2),
where
B(z1, z2) = E
−(ρiǫi, z1)E−(−ρjǫj , c1z1)E−(ρkǫk, z2)E−(−ρlǫl, c2z2)E+(ρiǫi, z1)
E+(−ρjǫj , c1z1)E+(ρkǫk, z2)E+(−ρlǫl, c2z2)eαeβz〈β,
∑
νpα〉
1 c
〈β,−ρj
∑
νpǫj〉
1
z
∑
νpα+〈α,∑ νpα〉/2
1 z
∑
νpβ+〈β,∑ νpβ〉/2
2 c
−ρj
∑
νpǫj+〈ǫj ,
∑
νpǫj〉/2
1 c
−ρl
∑
νpǫl+〈ǫl,
∑
νpǫl〉/2
2 ,
and
C(z1, z2) =
∏
p∈Zm
(1− ωpz2/z1)ρiρk〈ǫi,νpǫk〉(1− ωpz2/c1z1)−ρjρk〈ǫj ,νpǫk〉
· (1− ωpc2z2/z1)−ρiρl〈ǫi,νpǫl〉(1− ωpc2z2/c1z1)ρjρl〈ǫj ,νpǫl〉
−
∏
p∈Zm
(1− z1/ωpz2)ρiρk〈ǫi,νpǫk〉(−ωpz2/z1)ρiρk〈ǫi,νpǫk〉
· (1− c1z1/ωpz2)−ρjρk〈ǫj ,νpǫk〉(−ωpz2/c1z1)−ρjρk〈ǫj ,νpǫk〉
· (1− z1/ωpc2z2)−ρiρl〈ǫi,νpǫl〉(−ωpc2z2/z1)−ρiρl〈ǫi,νpǫl〉
· (1− c1z1/ωpc2z2)ρjρl〈ǫj ,νpǫl〉(−ωpc2z2/c1z1)ρjρl〈ǫj ,νpǫl〉. 
Lemma 5.5. Let r ∈ Zm, if 〈ρiǫi, ρkνrǫk〉 = −1. Then
B(z1, z2)|z2=ω−rz1 = c〈ρiǫi,ρj
∑
νpǫj〉
1 εC(α, ν
rβ)η(r, β)X−ρjj,ρllr(c
−1
1 c2, c1z1);(5.3)
If 〈ρjǫj , ρkνrǫk〉 = 1, then
(5.4) B(z1, z2)|z2=ω−rc1z1 = εC(α, νrβ)η(r, β)Xρii,ρllr(c1c2, z1);
If 〈ρiǫi, ρlνrǫl〉 = 1, then
B(z1, z2)|z2=ω−rc−12 z1 =c
〈ρiǫi,ρj
∑
νpǫj〉
1 c
〈ρkǫk,ρl
∑
νpǫl〉
2 εC(α, ν
rβ)
· η(r, β)X−ρjj,−ρkkr(c−11 c−12 , c1z1);
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If 〈ρjǫj , ρlνrǫl〉 = −1, then
B(z1, z2)|z2=ω−rc1c−12 z1 = c
〈ρkǫk,ρl
∑
νpǫl〉
2 εC(α, ν
rβ)η(r, β)Xρii,−ρkkr(c1c
−1
2 , z1).(5.6)

Finally, by definition, one immediate has
Lemma 5.6. Let α, β ∈ Q and r ∈ Zm, then
(5.7) ζ(α)ζ(β)ε′(α, νrβ)−1ζ(α+ νrβ)−1 =
∏
0<p<m
(1− ωp)−〈α,νp(νrβ)〉. 
5.3. Proof of Theorem 5.2. To prove the first part of the theorem, we only
need to prove that the commutator relation for the twisted Γ-vertex operators
Yρii,ρjj(c1, z1) with Yρkk,ρll(c2, z2) is the same as (2.6) under the correspondence
Yρii,ρjj(c, z)→ Gρii,ρjj(c, z), for (ρii, ρjj), (ρkk, ρll) ∈ J and c1, c2, c ∈ Γ. From the
definition of Yρii,ρjj(c, z), Xρii,ρjj(c, z), and note that the identity given in Lemma
5.4, we need to work on the product B(z1, z2) · C(z1, z2). For C(z1, z2), we apply
Proposition 4.3 to rewrite it into a summation of δ and D(δ) functions. For this
purpose we divide the argument into the following seven cases.
Case 1: c1 6= 1, c2 6= 1, c1c2 6= 1 and c1 6= c2;
Case 2: c1 = 1 and c2 6= 1;
Case 3: c2 = 1 and c1 6= 1;
Case 4: c1 = c2 = 1;
Case 5: c1 6= 1, c2 6= 1, c1c2 = 1 and c1 6= c2;
Case 6: c1 6= 1, c2 6= 1, c1 = c2 and c1c2 6= 1;
Case 7: c1 6= 1, c2 6= 1, c1c2 = 1 and c1 = c2.
For Case 1. Recall that Γ is generic, which implies that the numbers ωp, ωpc−11 ,
ωpc2, ω
pc2c
−1
1 , p ∈ Zm are distinct. Thus, by applying Proposition 4.3, we obtain
C(z1, z2) =
∑
r∈Zm
[
δρii,−ρkkrH1,rδ(ω
rz2/z1) + δρjj,ρkkrH2,rδ(ω
rz2/c1z1)
+ δρii,ρllrH3,rδ(ω
rc2z2/z1) + δρjj,−ρllrH4,rδ(ω
rc2z2/c1z1)
]
,
where
H1,r =
∏
0<p<m
(1− ωp)ρiρk〈ǫi,νp+rǫk〉
∏
p∈Zm
(1− ωp/c1)−ρjρk〈ǫj ,νp+rǫk〉
· (1− ωpc2)−ρiρl〈ǫi,νp+rǫl〉(1− ωpc2/c1)ρjρl〈ǫj ,νp+rǫl〉,
H2,r =
∏
0<p<m
(1− ωp)−ρjρk〈ǫj ,νp+rǫk〉
∏
p∈Zm
(1− ωpc1)ρiρk〈ǫi,νp+rǫk〉
· (1− ωpc1c2)−ρiρl〈ǫi,νp+rǫl〉(1− ωpc2)ρjρl〈ǫj ,νp+rǫl〉,
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H3,r =
∏
0<p<m
(1− ωp)−ρiρl〈ǫi,νp+rǫl〉
∏
p∈Zm
(1− ωp/c2)ρiρk〈ǫi,νp+rǫk〉
· (1− ωp/c1c2)−ρjρk〈ǫj ,νp+rǫk〉(1− ωp/c1)ρjρl〈ǫj ,νp+rǫl〉,
H4,r =
∏
0<p<m
(1− ωp)ρjρl〈ǫj ,νp+rǫl〉
∏
p∈Zm
(1− ωpc1/c2)ρiρk〈ǫi,νp+rǫk〉
· (1− ωp/c2)−ρjρk〈ǫj ,νp+rǫk〉(1− ωpc1)−ρiρl〈ǫj ,νp+rǫl〉.
Therefore, by using identities (5.1)and (5.3-5.7), we have
[Yρii,ρjj(c1, z1), Yρkk,ρll(c2, z2)]
=m−2
∑
r∈Zm
ζ(α)ζ(β)κ(ρii, ρjj, c1)κ(ρkk, ρll, c2)
[
δρii,−ρkkrH1,rB(z1, ω
−rz1)
· δ(ωrz2/z1) + δρjj,ρkkrH2,rB(z1, ω−rc1z1)δ(ωrz2/c1z1) + δρii,ρllrH3,r
· B(z1, ω−rc−12 z1)δ(ωrc2z2/z1) + δρjj,−ρllrH4,rB(z1, ω−rc1c−12 z1)δ(ωrc2z2/c1z1)
]
=m−1
∑
r∈Zm
κ(ρii, ρjj, c1)κ(ρkk, ρll, c2)
( ∏
0<p<m
(1− ωp)−〈α,
∑
νp(νrβ)〉)
· [δρii,−ρkkrH1,rc〈ρiǫi,ρj ∑ νpǫj〉1 κ(−ρjj, ρllr, c2c−11 )−1ξr(α, β)Y−ρjj,ρllr(c−11 c2, c1z1)
· δ(ωrz2/z1) + δρjj,ρkkrH2,rκ(ρii, ρllr, c1c2)−1ξr(α, β)Yρii,ρllr(c1c2, z1)δ(ωrz2/c1z1)
+ δρii,ρllrH3,rc
〈ρiǫi,ρj
∑
νpǫj〉
1 c
〈ρkǫk,ρl
∑
νpǫl〉
2 κ(−ρjj,−ρkkr, c−11 c−12 )−1
· ξr(α, β)Y−ρjj,−ρkkr(c−11 c−12 , c1z1)δ(ωrc2z2/z1) + δ−ρjj,ρllrH4,rc〈ρkǫk,ρl
∑
νpǫl〉
2
· κ(ρii,−ρkkr, c1c−12 )−1ξr(α, β)Yρii,−ρkkr(c1c−12 , z1)δ(ωrc2z2/c1z1)
]
.
Comparing the above commutator relation with (2.6), we see that the result for
case 1 follows from the the following identities, which can be checked directly.
κ(ρii, ρjj, c1)κ(ρkk, ρll, c2)
∏
0<p<m
(1− ωp)−〈α,νp(νrβ)〉
=

(−1)δijc〈ρiǫj ,−ρj
∑
νpǫi〉
1 κ(−ρjj, ρllr, c2c−11 )H−11,r , if ρii+ ρkkr = 0,
κ(ρii, ρllr, c1c2)H
−1
2,r , if ρjj = ρkkr,
(−1)δij+δklc−〈ρjǫj ,ρi
∑
νpǫi〉
1 c
−〈ρlǫl,ρk
∑
νpǫk〉
2
·κ(−ρjj,−ρkkr, c−11 c−12 )H−13,r , if ρii = ρllr,
(−1)δklc−〈ρkǫk,ρl
∑
νpǫl〉
2 κ(ρii,−ρkkr, c1c−12 )H−14,r , if ρjj + ρllr = 0.
For Case 2. We divide the proof of this case into two subcases. First we consider
the subcase for ρii = ρjj. Since c1 = 1, we have Yρii,ρjj(1, z1) = ρiǫi(z1) and α = 0.
The proof of this subcase is straightforward, and is omitted for shortness.
Next, we consider the other subcase for ρii 6= ρjj. If moreover ρii + ρjj = 0,
by using (3.5), we see that the result follows from the fact Yρii,ρjj(1, z1) = 0. On
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the other hand, if ρii + ρjj 6= 0, then i 6= j, and hence |〈α, ρkνpǫk〉| ≤ 1 and
|〈α, ρlνpǫl〉| ≤ 1. Together with (4.10) this gives
C(z1, z2)
=
∑
r∈Zm
(δρii,−ρkkr + δρjj,ρkkr)L1,rδ(ω
rz2/z1) + (δρii,ρllr + δ−ρjj,ρllr)L2,rδ(ω
rc2z2/z1),
where
L1,r =
∏
0<p<m
(1− ωp)〈α,ρkνp+rǫk〉
∏
p∈Zm
(1− ωpc2)−〈α,ρlνp+rǫl〉,
L2,r =
∏
0<p<m
(1− ωp)−〈α,ρlνp+rǫl〉
∏
p∈Zm
(1− ωpc−12 )〈α,ρkν
p+rǫk〉.
Similar to the proof in Case 1, by applying Lemmas 5.5,5.6 and (5.1), we get
[Yρii,ρjj(1, z1), Yρkk,ρll(c2, z2)]
= m−1
∑
r∈Zm
κ(ρkk, ρll, c2)
∏
0<p<m
(1− ωp)−〈α,νp(νrβ)〉
{
L1,rξr(α, β)δ(ω
rz2/z1)
· [δρii,−ρkkrκ(−ρjj, ρllr, c2)−1Y−ρjj,ρllr(c2, z1) + δρjj,ρkkrκ(ρii, ρllr, c2)−1Yρii,ρllr(c2, z1)]
+ L2,rc
〈ρkǫk,ρl
∑
νpǫl〉
2 ξr(α, β)δ(ω
rc2z2/z1)
[
δρii,ρllrκ(−ρjj,−ρkkr, c−12 )−1
· Y−ρjj,−ρkkr(c−12 , z1) + δ−ρjj,ρllrκ(ρii,−ρkkr, c−12 )−1Yρii,−ρkkr(c−12 , z1)
)
]
}
.
A direct computation shows the following identity.∏
0<p<m
(1− ωp)−〈α,νp(νrβ)〉κ(ρkk, ρll, c2)
=

κ(−ρjj, ρllr, c2)L−11,r , if ρii+ ρkkr = 0,
κ(ρii, ρllr, c2)L
−1
1,r , if ρjj = ρkkr,
(−1)δklc−〈ρkǫk,ρl
∑
νpǫl〉
2 κ(−ρjj,−ρkkr, c−12 )L−12,r , if ρii = ρllr,
(−1)δklc−〈ρkǫk,ρl
∑
νpǫl〉
2 κ(ρii,−ρkkr, c−12 )L−12,r , if ρjj + ρllr = 0.
The result for Case 2 then follows from the above two identities. It is clear that
the result for Case 3 follows from Case 2 and Proposition 3.3.
For Case 4. We divide the argument into two subcases. The first one is for
ρii = ρjj or ρkk = ρll, the other one is for ρii 6= ρjj and ρkk 6= ρll. In fact, if
ρii = ρjj or ρkk = ρll, then the proof is the same as that for Case 2. Next we
suppose ρii 6= ρjj and ρkk 6= ρll. If moreover ρii+ ρjj = 0 or ρkk + ρll = 0, then
by (3.5), we see that Yρii,ρjj(1, z1) = 0 or Yρkk,ρll(1, z2) = 0. Otherwise, i 6= j and
k 6= l, then our vertex operator Yρii,ρjj(1, z) coincides with the one defined in [L],
and thus Theorem 5.2 follows from Theorem 8.2 in [L].
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For Case 5. In this case, the numbers ωp, ωpc−11 , ω
pc−11 c2, p ∈ Zm are distinct.
For t = 0,±1,±2, we set M(t) = {r ∈ Zm| − 〈ρjǫj , ρkνrǫk〉 − 〈ρiǫi, ρlνpǫl〉 = t}.
Then by (4.10), we get
C(z1, z2) =
∑
r∈Zm
[δρii,−ρkkrH1,rδ(ω
rz2/z1) + δρjj,−ρllrH4,rδ(ω
rc2z2/c1z1)]+∑
r∈M(−1)
N1,rδ(ω
rz2/c1z1) +
∑
r∈M(−2)
N1,r[(Dδ)(ω
rz2/c1z1) +N2,rδ(ω
rz2/c1z1)],
where
N1,r =
∏
0<p<m
(1− ωp)−〈ρjǫj ,ρkνp+rǫk〉−〈ρiǫi,ρlνp+rǫl〉
·
∏
p∈Zm
(1− ωpc1)〈ρiǫi,ρkνp+rǫk〉(1− ωp/c1)〈ρjǫj ,ρlνp+rǫl〉,
N2,r =1−
∑
p∈Zm
(〈ρiǫi, ρkνpǫk〉
1− ωr−pc−11
+
〈ρjǫj , ρlνpǫl〉
1− ωr−pc1
)
−
∑
p 6=r∈Zm
−〈ρjǫj , ρkνpǫk〉 − 〈ρiǫi, ρlνpǫl〉
1− ωr−p
and Hi,r, for i = 1, 4 are defined in the proof for Case 1. This implies
[Yρii,ρjj(c1, z1), Yρkk,ρll(c2, z2)] = O1 +O2 +O3 +O4,
where
O1 = D(z1, z2)
∑
r∈Zm
δρii,−ρkkrH1,rδ(ω
rz2/z1),
O2 = D(z1, z2)
∑
r∈Zm
δρjj,−ρllrH4,rδ(ω
rc2z2/c1z1),
O3 = D(z1, z2)
∑
r∈M(−1)
N1,rδ(ω
rz2/c1z1),
O4 = D(z1, z2)
∑
r∈M(−2)
N1,r[(Dδ)(ω
rz2/c1z1) +N2,rδ(ω
rz2/c1z1)],
and D(z1, z2) = m
−2ζ(α)ζ(β)κ(ρii, ρjj, c1)κ(ρkk, ρll, c2)B(z1, z2).
Similar to the proof given in Case 1, we have
O1 = m
−1 ∑
r∈Zm
δρii,−ρkkr(−1)δijξr(α, β)Y−ρjj,ρllr(c−21 , c1z1)δ(ωrz2/z1),(5.8)
O2 = m
−1 ∑
r∈Zm
δ−ρjj,ρllr(−1)δklξr(α, β)Yρii,−ρkkr(c21, z1)δ(ωrz2/c21z1).(5.9)
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For the term O3, note that r ∈ M(−1), we know that either ρiir = ρllr or
ρjj = ρkkr. If ρiir = ρllr, then N1,r = H3,r as (1−ωp)−〈ρjǫj ,ρkνrǫk〉 = 1. Similarly, if
ρjj = ρkkr, then N1,r = H2,r. Thus, by the same proof as that of Case 1, we have
O3 = m
−1 ∑
r∈M(−1)
δρjj,ρkkrξr(α, β)Yρii,ρllr(1, z1)δ(ω
rz2/c1z1)
+m−1
∑
r∈M(−1)
δρii,ρllr(−1)δij+δklξr(α, β)Y−ρjj,−,ρkkr(1, c1z1)δ(ωrz2/c1z1).
(5.10)
Now we consider the term O4. First, by definition, one can see that
(5.11) N2,r =
1
2
〈β,
∑
νpβ〉, if r ∈M(−2).
By using (5.2) and (5.4), we have
B(z1, z2)(Dδ)(ω
rz2/c1z1)
=B(z1, ω
−rc1z1)(Dδ)(ωrz2/c1z1)−m(ρkǫk(z2)− ρlǫl(c2z2)
+ 〈β,
∑
νpβ〉/2)B(z1, ω−rc1z1)δ(ωrz2/c1z1).
Together with (5.11) this gives
B(z1, z2)[(Dδ)(ω
rz2/c1z1) +N2,rδ(ω
rz2/c1z1)]
=εC(α, ν
rβ)η(r, β)[(Dδ)(ωrz2/c1z1) + (ρiǫi(z1)− ρiǫi(c1z1))δ(ωrz2/c1z1)].(5.12)
It follows from (5.7) that
ζ(α)ζ(β)κ(ρii, ρjj, c1)κ(ρkk, ρll, c
−1
1 )N1,r = ε
′(α, νrβ), if r ∈M(−2).
Together with (5.12) this implies
O4 =m
−1 ∑
r∈M(−2)
ξr(α, β)(ρiǫi(z1)− ρjǫj(c1z1))δ(ωrz2/c1z1)
+m−2
∑
r∈M(−2)
ξr(α, β)(Dδ)(ω
rz2/c1z1).
(5.13)
Combining (5.8), (5.9), (5.10) and (5.13), and comparing the expression of O1+
O2 +O3 +O4 with (2.6), one sees that the result for the first part of the theorem
under the condition of Case 5 follows from the following identity.
O3 +m
−1 ∑
r∈M(−2)
ξr(α, β)(ρiǫi(z1)− ρjǫj(c1z1))δ(ωrz2/c1z1)
=m−1
∑
r∈Zm
δρjj,ρkkrξr(α, β)Yρii,ρllr(1, z1)δ(ω
rz2/c1z1)
+m−1
∑
r∈Zm
δρii,ρllr(−1)δij+δklξr(α, β)Y−ρjj,−ρkkr(1, c1z1)δ(ωrz2/c1z1),
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It is also clear that the result for Case 6 follows from Case 5 and Proposition
3.3. Finally, for Case 7, we note that in this case one has c1 = c2 = −1, but this is
impossible as the group Γ is generic. Therefore, we have finished the proof of the
first part of the theorem. The proof of the second part of the theorem is standard,
which is omitted. 
6. Applications
This section is devoted to the application of Theorem 5.2. By choosing some
special quadruples (Q, ν,m,Γ), we recover vertex operator representations pre-
sented in [L, G1, G2, BS, BGT, G-KL1, G-KL2, CGJT, CT]. We also provide a
vertex operator representation for the BCN−1-graded Lie algebra ô
(2)
2N(CΓ).
6.1. Realization of twisted affine Lie algebras. Following [L], we define a Lie
algebra g = H ⊕∑α∈Q′ Cxα, where H = P ⊗Z C and Q′ = {α ∈ Q|〈α, α〉 = 2},
with Lie bracket
[H,H] = 0, [h, xα] = 〈h, α〉xα = −[xα, h],
[xα, xβ] =

ε(α,−α)α, if α + β = 0,
ε(α, β)xα+β, if 〈α, β〉 = −1,
0, if 〈α, β〉 ≥ 0,
for h ∈ H, α, β ∈ Q′. Extend the bilinear form 〈, 〉 of Cartan subalgebra H of g to
be an invariant form on g by
〈h, xα〉 = 0, 〈xα, xβ〉 = δα+β,0ε(α,−α), h ∈ H, α, β ∈ Q′.
And extend the linear automorphism ν of H to be a Lie automorphism of g by
ν(xα) = η(1, α)xν(α), α ∈ Q′.
For n ∈ Z and x ∈ g, we set x(n) = m−1
∑
p∈Zm ω
−npνp(x) and g(n) = {x(n)|x ∈ g}.
Consider the twisted affine Lie algebra ĝ(ν) =
∑
n∈Z g(n)⊗tn⊕Cc, with Lie bracket
[x⊗ tn, y ⊗ tr] = [x, y]⊗ tn+r +m−1n〈x, y〉δn+r,0c
for x ∈ g(n), y ∈ g(r), n, r ∈ Z, and c is central.
Take Γ = {1}. One can check that the Lie algebra Ĝ(Q, ν,m, {1}) is isomorphic
to ĝ(ν) via the isomorphism
e˜i,ρjj(1, n) 7→ (xǫi−ρjǫj)(n) ⊗ tn, e˜k,k(1, n) 7→ (ǫk)(n) ⊗ tn, c 7→ c,
for (i, ρjj) ∈ J , i 6= j, 1 ≤ k ≤ N and n ∈ Z. Comparing this with Theorem 5.2,
we obtain the following result which was given in [L].
Corollary 6.1. The generalized Fock space VT affords a representation of the ν-
twisted affine Lie algebra ĝ(ν) with action given by
(xǫi−ρjǫj)(n) ⊗ tn 7→ yi,ρjj(1, n), (εk)(n) ⊗ tn 7→ yk,k(1, n), c 7→ 1,
24
for (i, ρjj) ∈ J , i 6= j, 1 ≤ k ≤ N and n ∈ Z. In particular, if spanZQ(2) = Q,
then VT is irreducible if and only if the C[Q, εC ]-module T is irreducible. 
6.2. Realization of extended affine Lie algebras of type AN−1. In this sec-
tion, we present the homogenous and principal vertex operator representations of
the Lie algebra ĝlN(Cq). Let Q = Q(AN−1), N ≥ 2, ν = Id, m = 1 and Γ = Γq (cf.
Section 2.2). Note that in this case we have C(α, β) = (−1)〈α,β〉, thus there is a
2-cocycle ε∗ : P × P → {±1} associated with C determined by
ε∗(
∑
miǫi,
∑
njǫj) =
∏
i,j
(ε∗(ǫi, ǫj))
minj ,
where ε∗(ǫi, ǫj) = 1 if i ≤ j and = −1 if i > j.
Define a C[Q, ε∗]-module structure and H(0)-action on the group algebra C[Q] =
⊕α∈QCeα as follows
eα.e
β = ε∗(α, β)eα+β, h.eα = 〈h, α〉eα, h ∈ H(0) = H, α, β ∈ Q,(6.1)
which is obviously compatible in the sense of (3.3). Thus we may take εC = ε
∗
and let VT = C[Q]⊗ S. One can check that the Lie algebra Ĝ(Q(AN−1), Id, 1,Γq)
is isomorphic to ĝlN(Cq) via the isomorphism
ε∗(ǫi, ǫj)e˜i,j(qn, n0) 7→ Ei,jtn00 tn, c 7→ c, 1 ≤ i, j ≤ N, (n0,n) ∈ Zl+1.
Comparing this with Theorem 5.2, we obtain the following result, which was given
in [G1, BGT].
Corollary 6.2. There is an irreducible representation of the Lie algebra ĝlN(Cq)
on VT = C[Q(AN−1)]⊗S in the homogeneous picture. The representation is given
by the mapping
Ei,jt
n0
0 t
n 7→ ε∗(ǫi, ǫj)yi,j(qn, n0), c 7→ 1, 1 ≤ i, j ≤ N, n ∈ Z,n ∈ Zl. 
In what follows we present the principal realization of ĝlN(CqN ), where q
N =
(qN1 , · · · , qNl ). Set E = E12 + · · · + EN−1,N + EN,1 and F =
∑N
i=1 ω
iEii, where ω
is a primitive N -th root of unity. It was proved in [G2] that the subalgebra of
ĝlN(Cq) spanned by the elements F
iEn0(tn00 t
n), c, i, n0 ∈ Z,n ∈ Zl, is isomorphic
to the Lie algebra ĝlN(CqN ). For i, j, n0, r0 ∈ Z,n, r ∈ Zl, one has that
[F iEn0(tn00 t
n), F jEr0(tr00 t
r)] = ωjn0qr0nF i+jEn0+r0(tn0+r00 t
n+r)
− ωir0qn0rF i+jEn0+r0(tn0+r00 tn+r) + n0qr0nωjn0δi+j,Nδn0+r0,0δn+r,0c,
(6.2)
where i¯ is the unique integer in {1, · · · , N} such that i¯ ≡ i(mod N).
Choose Q = Q(AN−1), N ≥ 2, ν = νc, m = N and Γ = Γq, where νc is the
isometry of P defined by νc(ǫi) = ǫσ(i), 1 ≤ i ≤ N, σ = (12 · · ·N). Thus νc is the
25
Coxeter isometry of Q(AN−1) and satisfies the following conditions∑
p∈Zm
νpcα = 0, ∀α ∈ Q,
∑
p∈Zm
〈pνpcα, β〉 ∈ mZ, ∀α, β ∈ Q.
This implies C(α, β) = 1 for all α, β ∈ Q. Thus we may take εC = 1 and η(p, α) = 1
for all p ∈ Zm, α ∈ Q. Then the trivial C[Q, εC ]-module C satisfies the condition
(3.3) and hence we may take the generalized Fock space to be S.
It follows from (5.7) and Proposition 2.3 that, for i, j ∈ Z and n, r ∈ Zl,
[Gi(n, z1), G
j(r, z2)] = G
i+j(n+ r, ω−jz1)δ(ω
jz2/q
nz1)
−Gi+j(n+ r, ω−iz2)δ(ωiz1/qrz2) + δi+j,N(Dδ)(ωjz2/qnz1)
(6.3)
where Gi(n, z) := Nζ(ǫN−i+1− ǫ1)−1(1− ω−i)δi¯,N−1GN−i+1,1(qn, z). Let Gi(n, z) =∑
n0∈Z g
i(n, n0)z
−n0 , then by comparing the identity (6.3) with (6.2), we obtain the
following isomorphism between the Lie algebra ĝlN (CqN ) and Ĝ(Q(AN−1), νc, N,Γq)
F iEn0tn00 t
n 7→ gi(n, n0), c 7→ c, i, n0 ∈ Z,n ∈ Zl.
Set yi(n, n0) := Nζ(ǫN−i+1 − ǫ1)−1(1 − ω−i)δi¯,N−1yN−i+1,1(qn, n0) for i, n0 ∈ Z
and n ∈ Zl. Thus from Theorem 5.2, we obtain the following result which was
given in [BS] for the case N = 2 and in [G2, BGT] for all N ≥ 2.
Corollary 6.3. There is an irreducible representation of the Lie algebra ĝlN(CqN )
on VT = S in the principal picture. The representation is given by the mapping
F iEn0tn00 t
n 7→ yi(n, n0), c 7→ 1, i, n0 ∈ Z,n ∈ Zl. 
6.3. Realization of trigonometric Lie algebras. Let N = 1, Q = {0}, ν = Id
or −Id, m = 1 or 2 and Γ = Γh (cf.Section 2.2). Note that in this case the general-
ized Fock space is VT = S(H(ν)−). Set g(n, n0) = e−n0
√−1(h,n)e˜1,1(e−2
√−1(h,n), n0)
for (n0,n) ∈ Zl+1. From the third example in Section 2.2 and Proposition 2.3, one
can check that the trigonometric Lie algebra of series Âh (resp. B̂h) is isomorphic
to Ĝ({0}, Id, 1,Γh) (resp. Ĝ({0},−Id, 2,Γh)) via the isomorphism
An,n0 (resp. 2Bn,n0 ) 7→ g(n, n0), c 7→ c, (n0,n) ∈ Zl+1.
Set y(n, n0) = e
−n0
√−1(h,n)y1,1(e−2
√−1(h,n), n0) for (n0,n) ∈ Zl+1. From the
isomorphisms given above and Theorem 5.2, we have the following result, which
was given in [G-KL1, G-KL2].
Corollary 6.4. The generalized Fock spaces S(H(Id)−) and S(H(−Id)−) afford
irreducible representations for the trigonometric Lie algebras of series Âh and B̂h
respectively. The representations are respectively given by the mapping
An,n0 7→ y(n, n0), c 7→ 1, and Bn,n0 7→ 2y(n, n0), c 7→ 1, (n0,n) ∈ Zl+1. 
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6.4. Realization of unitary Lie algebras. ChooseQ = Q(AN−1), ν = −Id, m =
2. Then C(α, β) = (−1)〈α,β〉 for α, β ∈ Q, and we may take εC = ε∗, and
η(p, α) = 1 for all α ∈ Q, p ∈ Zm as ν preserves ε∗. Note that H(0) = 0 in
this case and hence the condition (3.3) is equivalent to that of e2α acting as the
identity operator on T for any α ∈ Q. Let C[P/2P ] = ⊕α∈PCeα¯, α¯ = α+2P be the
group algebra over the quotient group P/2P . Define a C[Q, ε∗]-module structure
on C[P/2P ] by
eα.eβ¯ = ε
∗(α, β)eα+β, α ∈ Q, β ∈ P.
Obviously, e2α acts as the identity operator on C[P/2P ]. Therefore, we take
VT = C[P/2P ] ⊗ S. One can check that the Lie algebra Ĝ(Q(AN−1),−Id, 2,Γ)
is isomorphic to the unitary Lie algebra ûN(CΓ) via the isomorphism
2ε∗(ǫi, ǫj)e˜i,j(c, n) 7→ ui,j(c, n), c 7→ c, 1 ≤ i, j ≤ N, c ∈ Γ, n ∈ Z.
Comparing this with Theorem 5.2, we have the following result obtained in [CGJT].
Corollary 6.5. The generalized Fock space VT = C[P/2P ]⊗S affords a represen-
tation for the unitary Lie algebra ûN(CΓ) with the actions given by
ui,j(c, n) 7→ 2ε∗(ǫi, ǫj)yi,j(c, n), c 7→ 1, 1 ≤ i, j ≤ N, n ∈ Z, c ∈ Γ. 
6.5. Realization of the BCN-graded Lie algebra ô2N (CΓ). ChooseQ = Q(DN ),
ν = Id and m = 1. By a similar argument as we did in Section 6.2, we may
take εC = ε
∗ and the C[Q, ε∗]-module T to be C[Q(DN)] with action defined in
(6.1). Note that the Lie algebra Ĝ(Q(DN), Id, 1,Γ) is isomorphic to the Lie algebra
ô2N(CΓ) with the mapping given by
ε∗(ǫi, ǫj)e˜ρii,ρjj(c, n) 7→ fρii,ρjj(c, n), c 7→ c, 1 ≤ i, j ≤ N, ρi, ρj = ±1, n ∈ Z, c ∈ Γ.
Thus, by Theorem 5.2, we have the following result, which was given in [CT].
Corollary 6.6. There is an irreducible ô2N(CΓ)-module structure on the general-
ized Fock space VT = C[Q(DN)]⊗ S with action given by
fρii,ρjj(c, n) 7→ ε∗(ǫi, ǫj)yρii,ρjj(c, n), c 7 → 1,
for 1 ≤ i, j ≤ N, ρi, ρj = ±1, n ∈ Z and c ∈ Γ. 
6.6. Realization of the BCN−1-graded Lie algebra ô
(2)
2N(CΓ). In this section
we give a homogeneous vertex operator construction for the BCN−1-graded Lie
algebras ô
(2)
2N(CΓ) with grading subalgebra of type BN−1 defined in [ABG]. In
what follows we take Q = Q(DN), ν = νd and m = 2, where νd is the diagram
automorphism of Q(DN). Recall that νd(ǫi) = ǫi for i = 1, · · · , N−1 and νd(ǫN ) =
−ǫN . Then we have i1 = i for i = 1, · · · , N − 1 and N1 = −N .
Define an involution ∗ of the Lie algebra ô2N (CΓ) (cf. Section 2.2) as follows
fρii,ρjj(c, n)
∗ = (−1)nfρii1,ρjj1(c, n), c 7→ c,
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where 1 ≤ i, j ≤ N, ρi, ρj = ±1, c ∈ Γ and n ∈ Z. We denote by ô(2)2N (CΓ)
the subalgebra consisting of fixed-points of ô2N(CΓ) under the involution
∗. One
can easily check that the Lie algebra ô
(2)
2N (CΓ) is a BCN−1-graded Lie algebra with
grading subalgebra of type BN−1 in the sense of [ABG]. We remark that if Γ = {1},
then this fixed-point subalgebra is nothing but the affine Lie algebra ô
(2)
2N(C).
Note that in the case ν = νd and m = 2, we have C(α, β) = (−1)〈α,β〉 for
α, β ∈ Q(DN ). Thus we may choose εC = ε∗ and η(p, α) = 1 for p ∈ Zm and
α ∈ Q(DN). Let C[P/2ZǫN ] = ⊕α∈PCeα¯, α¯ = α + 2ZǫN be the group algebra
over the quotient group P/2ZǫN . Define a C[Q(DN), ε
∗]-module structure and an
H(0)-action on C[P/2ZǫN ] by
eα.eβ¯ = ε
∗(α, β)eα+β, h.eβ¯ = 〈h, β〉eβ¯ , α ∈ Q(DN ), β ∈ P, h ∈ H(0),
which is compatible in the sense of (3.3). Therefore, we may take the generalized
Fock space to be C[P/2ZǫN ]⊗ S. For j = 0, 1, set
C[P/2ZǫN ]
j = {eα¯|α¯ =
N∑
i=1
aiǫ¯i, a1, · · · , aN−1 ∈ Z, aN = 0, 1,
N∑
i=1
ai ∈ 2Z+ j},
which are irreducible C[Q(DN ), ε
∗]-submodules of C[P/2ZǫN ].
One can check that the Lie algebra ô
(2)
2N(CΓ) is isomorphic to Ĝ(Q(DN), νd, 2,Γ)
with the isomorphism given by
gρii,ρjj(c, n) 7→ ε∗(ǫi, ǫj)e˜ρii,ρjj(c, n), 2c 7→ c, 1 ≤ i, j ≤ N, ρi, ρj = ±1, c ∈ Γ, n ∈ Z.
This together with Theorem 5.2 gives us the following result.
Theorem 6.7. There is an ô
(2)
2N (CΓ)-module structure on C[P/2ZǫN ] ⊗ S by the
mapping
gρii,ρjj(c, n) 7→ ε∗(ǫi, ǫj)yρii,ρjj(c, n), 2c 7 → 1,
for 1 ≤ i, j ≤ N, ρi, ρj = ±1, n ∈ Z and c ∈ Γ. Moreover, the ô(2)2N(CΓ)-
module C[P/2ZǫN ]⊗ S is completely reducible and the irreducible components are
C[P/2ZǫN ]
0 ⊗ S and C[P/2ZǫN ]1 ⊗ S. 
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