In multi-objective evolutionary algorithms (MOEAs) with elitism, the data structures for storing and updating archives may have a great impact on the required computational (CPU) time, especially when optimizing higherdimensional problems with large Pareto-sets. In this chapter, we introduce Quad-trees as an alternative data structure to linear lists for storing Paretosets. In particular, we investigate several variants of Quad-trees and compare them with conventional linear lists. We also study the influence of population size and number of objectives on the required CPU time. These data structures are evaluated and compared on several multi-objective example problems. The results presented show that typically, linear lists perform better for small population sizes and higher-dimensional Pareto-fronts (large archives) whereas Quad-trees perform better for larger population sizes and Pareto-sets of small cardinality.
Introduction
Multi-objective optimization (MO) has been investigated a lot during the last years [3] , and it is proved that stochastic search methods such as evolutionary algorithms (EA) often provide the best solutions for complex optimization problems [2] . Up to now there exist several MOEAs which can be divided into two groups. The first group contains the MOEAs that always keep the best solutions (non-dominated solutions) of each generation in an archive, and they are called MOEAs with elitism. In the second group, there is no archive for keeping best solutions and MOEA may loose them during generations. MOEAs with elitism are studied in a several methods like Rudolph's Elitist MOEA, Elitist NSGA-II, SPEA, PAES (see [3] for all) and SPEA2 [11] . Indeed, by using elitism, a good solution will never be lost unless a better solution is discovered. It is proved that MOEAs converge to optimal solutions of some functions in the presence of elitism [8, 9] . Applying the non-dominated solutions in the archive in the selection process, enhances the probability of creating better offsprings, too. Therefore, the archive is playing an important role in MOEAs.
In this chapter, we investigate and compare different data structures for implementing archives such to minimize the CPU time. The motivation of our work comes from the Quad-tree data structure proposed by Finkel and Bentley in 1974. Later, Habenicht [7] adapted Quad-trees to the problem of identifying non-dominated criterion vectors. Finally, Sun and Steuer [10] improved the work of [7] to make the storage more efficient. However, no one so far investigated Quad-tree data structures in the context of evolutionary algorithms, i.e., MOEAs. For example, the work of Sun and Steuer [10] did only consider inserting a randomly generated sequence of test vectors into an empty archive but not the performance of iteratively updated archives like in elitist MOEAs. We will see that a fair comparison of data structures is only possible in case different data structures are tested on a) equal test problems, and using b) equal optimization algorithms, e.g., the same MOEA. Up to now, linear lists were used as the archives for storing non-dominated solutions in MOEAs, see, e.g., [3] . Here, we apply the Quad-tree structure from [10] to MOEAs (especially SPEA [12] ) after treating it for a shortcoming which it had in dealing with some special cases.
In our work, three kinds of Quad-trees are examined which are called Quad-tree1, Quad-tree2 and Quad-tree3. The first data structure called Quadtree1 is derived from [7] . It has two disadvantages: The CPU time depends on the order in which the vectors are added, and deleting a vector means deleting all the subtree and reinserting all vectors again from the root. Therefore, we propose Quad-tree2 as an improved data structure that uses flags to indicate dominated vectors that have to be deleted in the Quad-tree. The third data structure is the implementation of Sun and Steuer's [10] Quad-tree. We have extended this data structure to make it more efficient for MOEA archives, calling it Quad-tree3 in the following.
In this chapter, a comparative study of linear lists with the new Quadtrees data structures is given, i.e., the CPU times are compared for each data structure. We study the influence of population size, archive size and number of objectives on the CPU time for different kinds of test problems. These tests, taken from [12, 5] , contain 2-to 10-objective test problems. We will see that both linear lists and Quad-trees may be attractive data structures depending on the following three main problem characteristics: a) dimension m of the objective space, b) population size, and c) archive size. As a rule of thumb do the presented results indicate that the Quad-tree data structures turn out to be superior for large population sizes and problems with archives of small cardinality.
This chapter consists of five sections. After this introduction, we provide the basic notations and definitions concerning multi-objective optimization. Then the basic structure of MOEAs is studied in Sect. 2. In Sect. 3, differ-ent data structures for storing Pareto-points in archives, i.e., linear lists and Quad-trees are proposed. Section 4 explains how these data structures are embedded into a MOEA that is used in Sect. 5 where results of experiments are presented using a number of different test functions to evaluate and compare the performance of the different data structures.
Multi-objective Optimization
A multi-objective optimization problem has a number of objective functions which are to be minimized or maximized at the same time. In the following, we state the multi-objective optimization problem in its general form:
involving m(≥ 2) conflicting objective functions f i : n → that we want to minimize simultaneously. The decision vectors
T belong to the feasible region S ⊂ n . The feasible region is formed by constraint functions e(x). We denote the image of the feasible region by Z ⊂ m and call it a feasible objective region. The elements of Z are called objective vectors and
A decision vector x 1 ∈ S is said to dominate a decision vector x 2 ∈ S if both of the following conditions are true:
1. The decision vector x 1 is not worse than x 2 in all objectives, i.e.,
The decision vector x 1 is strictly better than x 2 in at least one objective, i.e., f i (x 1 ) < f i (x 2 ) for at least one i = 1, · · · , m.
A decision vector x 1 ∈ S is called Pareto-optimal if there does not exist another x 2 ∈ S that dominates it. Finally, an objective vector is called Paretooptimal if the corresponding decision vector is Pareto-optimal.
Multi-objective Evolutionary Algorithms (MOEAs)
Evolutionary algorithms (EAs) are iterative stochastic search methods that are based on the two concepts of generate and evaluate [2] . Multi-objective evolutionary algorithms (MOEAs) with elitism are also based on this idea. Figure 1 shows the typical structure of a MOEA with elitism, where t denotes the number of the generation, P t the population, and A t the archive at generation t. The aim of function Generate is to generate new solutions in each iteration t which is done through selection, recombination and mutation. The function Evaluate calculates the fitness value of each individual in the actual population P t . Fitness assignment in MOEA is done in different
BEGIN
Step 1: t = 0;
Step 2: Generate the initial population P0 and initial archive A0
Step 3: Evaluate P t
Step 4: A t+1 := U pdate(P t , A t )
Step 5: Pt+1 := Generate(Pt, At)
Step 6: t = t + 1
Step 7: Unless a termination criterion is met, goto
Step 3 END Fig. 1 . Typical structure of an archive-based MOEA ways such as by Pareto-ranking [6] , non-dominated sorting [4] , or by calculating Pareto-strengths [12] . Since only the superior solutions must be kept in the archive, it must be updated after each generation. The function U pdate compares whether members of the current population P t are non-dominated with respect to the members of the actual archive A t and how and which of such candidates should be considered for insertion into the archive and which should be removed. Thereby, an archive is called domination-free if no two solutions in the archive do dominate each other. Obviously, during execution of the function U pdate, dominated solutions must be deleted in order to keep the archive domination-free.
These three phases of an elitist MOEA are iteratively repeated until a termination criterion is met such as a maximum number of generations or when there has been no change in non-dominated solutions found for a given number of generations. The output of an elitist MOEA is the set of nondominated solutions stored in the final archive. This set is an approximation of the Pareto-set and often called quality set.
The above algorithm structure is common to most elitist MOEAs. For example, in SPEA [12] , newly found non-dominated solutions of the population are compared with the actual archive and the resulting non-dominated solutions are preserved in the updated archive.
Data Structures for Storing Non-dominated Solutions in MOEA
In this section, we propose linear lists and Quad-tree data structures as introduced first by [7] and later by [10] for the implementation of an archive.
In the following, we assume that at any generation t, the archive A t must always be kept domination-free. Also, we assume throughout this chapter that the archive size |A t | is not a fixed constant, but may grow or decrease at each generation t.
Linear Lists
A linear list is the most straightforward way to implement an archive. In order to keep an archive domination-free, the following basic operation must be performed, namely Insertion with Update of complexity O(m · |A| · |P |): In the worst case, each candidate x of a population P has to be tested against each member of the archive A for inclusion. In case x is not dominated by any member of A, we assume it is inserted (e.g., at the end), else rejected. On the other hand, if x dominates members of A, these members must be deleted from the archive. Hence, the overall run time complexity of maintaining a domination-free linear list is O(m · |A| · |P |).
In a MOEA such as SPEA [12] , non-dominated solutions (objective vectors) are stored in an array. In this archive, if a candidate x is not dominated with respect to other members of P and if it also doesn't dominate any vector in the archive A, it is added to the end of the array. On the other hand, if the new vector x is dominated by another vector y ∈ A, then x is rejected. If x dominates y, then y is deleted.
Quad-trees
A Quad-tree [7] is a tree based data structure for storing objective vectors. Each node is a vector with m elements and can have at most 2 m sons which are defined by a successorship. A Quad-tree is a domination-free data structure. In order to explain the data structure, some definitions are necessary. k-Successor: A node x is called k -successor of node y where (2) and the successorship is expressed by a binary string:
k-Son: Node x is k -son of node y, if x is a k -successor of y and also the direct son of y. k-Set: S i (k) is a set of i in k-successors (i is 0 or 1):
As a Quad-tree is a domination-free data structure, there exist no branches with the successorship 0 and 2 m because nodes with k equal to 0 will by definition dominate the root and the nodes with k equal to 2 m will always be dominated by the root.
Example 1: Figure 2 shows an example of a tree for storing non-dominated, m = 3 dimensional objective vectors. Each node of this tree has m = 3 elements, so each node can have at most 8 sons. The shown tree is not domination-free and hence, not a Quad-tree because the root (10 10 10) has a 000-son and a 111-son. The 000-son of the root, (5 5 5), dominates the root and the 111-son of the root, (12 15 18), is dominated by the root. Example of a tree-structure for storing non-dominated solutions. Node (5 5 5) dominates the root (10 10 10) and node (12 15 18) is dominated by the root When processing a vector for possible inclusion into a domination-free Quad-tree, the vector is either discarded as being dominated by a node already in the Quad-tree or it is inserted into the Quad-tree. However, when a vector is inserted, it may dominate other nodes in the Quad-tree. Then, these nodes must be deleted, too. By deleting a node, we obviously destroy the structure of the subtree rooted at the deleted node. This means that all the successors of the deleted node must be considered again for inclusion in the Quad-tree. The corresponding algorithm is shown in Fig. 3 .
The way in which vectors are processed for possible inclusion in the Quadtree in order to maintain it domination-free is very important to identify all non-dominated vectors. Suppose that we are processing x ∈ 3 for possible inclusion into a domination-free Quad-tree rooted at y ∈ 3 and such that x is a k-successor of y. With the definitions of S 0 (k) and S 1 (k), observe that:
1. The only places in the Quad-tree where there may be vectors that dominate x are in those subtrees whose roots are sons of y that have zeros in at least all locations that k does. That is the subtree rooted at l-sons of y for which l < k and S 0 (k) ⊂ S 0 (l). For example, in the case that k = 110, only the l = 010-and 100-successors of y must be checked whether they dominate x or not. 2. The only places in the Quad-tree where there may be vectors that are dominated by x are in those subtrees whose roots are sons of y that have
Input: x to be inserted into a Quad-tree rooted at y Output: Updated (domination-free) Quad-tree
Step 1: Let y be the root of the tree
Step 2: Calculate k such that x is the k-successor of y
, STOP /* x is dominated by y */ If k = 0, delete y and its subtree, /* y is dominated by x */ replace y by x and reinsert the subtree of y from x, STOP Step 3: For all z such that z is a l-son of y, l < k and
TEST2 ( ones in at least all locations that k does. That is the subtree rooted at l-sons of y for which l > k and S 1 (k) ⊂ S 1 (l). For example, in the case that k = 100, only the l = 101-and 110-successors of y must be checked whether they are dominated by x or not.
An objective vector is admitted to a Quad-tree if and only if it is not dominated by any of the vectors already in the Quad-tree. Moreover, when admitted to the Quad-tree, all objective vectors in the Quad-tree dominated by the new entry must be identified and deleted.
Example 2: Figure 4 shows a Quad-tree in which we want to insert the vector (4 8 12) . According to the Quad-tree algorithm, the k-successorship of (4 8 12) to (10 10 10) is calculated in Step 2 as k = 001. In the next step (Step 4), we must look in the 011-and 101-successors of (10 10 10) for nodes that are dominated by (4 8 12) . The node (6 16 22) is dominated by (4 8 12) and must be deleted. After deleting (6 16 22), we have to reinsert all the nodes in the subtree of (6 16 22), again from the root (10 10 10). Here, (3 25 16) is reinserted as the 011-successor of (10 10 10), see Fig. 5 . Then, we go to step to insert (4 8 12) as a 001-son of (10 10 10). Since (10 10 10) has already a 001-son, (5 5 23), we consider (5 5 23) as the new root in the algorithm (Step 5) and we try to insert (4 8 12) in its subtree. (4 8 12) is the 010-successor of (5 5 23), so the 011-and 110-successors of (5 5 23) must be checked whether they are dominated by (4 8 12) or not. (9 8 18) is indeed dominated by (4 8 12), so we delete it, and since (5 5 23) has no other sons, we insert (4 8 12) as the 010-successor of it. Figure 5 shows the Quad-tree after insertion. According to the above algorithm, the data structure Quad-tree1 has two disadvantages: The form and depth of the Quad-tree is dependent on the order of insertion of a given set of vectors. The second disadvantage is that deleting a node destroys the structure of the Quad-tree and requires to reinsert all of the nodes of subtrees of a deleted node. Therefore, deletions combined with reinsertions will be critical and one should carefully avoid having to reinsert a vector multiple times. Therefore, we propose the following variant called Quad-tree2 in which the deletion process is improved. In Quad-tree2, a discovered dominated node is not deleted immediately, but it is marked as deleted by a flag. Then, its subtrees are traversed, again setting flags for all encountered dominated nodes instead of reinserting all subtrees immediately. After finishing this recursive descent, we reinsert only those nodes in subtrees that are not marked deleted. The algorithm called Quad-tree2 is shown in Fig. 6 and Example 3 illustrates it. 12 15 5) is the 000-successor of (14 18 6). It means that (14 18 6) must be deleted. Contrary to algorithm Quadtree1, we do not delete it and reinsert all nodes of corresponding subtrees immediately. Instead, we only mark it as deleted. Then we look for other dominated nodes in its subtrees. (40 16 7) is also dominated by (12 15 5) and must be deleted. Therefore, we also mark it as deleted. Then, we replace (14 18 6) by (12 15 5) . Before finishing Step 2, we clean the subtrees from the marked nodes and reinsert only those nodes that remain un-flagged ,i.e., node (11 15 9) . Figures 7 and 8 show the corresponding Quad-tree2 before and after inserting the vector (12 15 5).
In our third variant called Quad-tree3 [10] , the deletion problem is solved differently. The complete algorithm is shown in Fig. 9 and the included routines are described as following.
Algorithm Quad-tree2 BEGIN
Step 
REPLACE(c, s):
In this routine, we replace c with s because c is dominated by s. So, the successorships in the subtrees of c are not valid any more and corresponding nodes must be reconsidered again: 1. Detach the subtree rooted at c. Replace c by s. 2. For each k such that 1 ≤ k ≤ 2 m − 2, if the k-son of c exists in the detached subtree, denote it by t and execute RECONSIDER(s, t). 3. Discard c. REINSERT(c, s): This routine finds the right position in the subtree rooted at c at which to insert s and its successors. This routine is just called when we are sure that there is no need for domination test. This case happens for example in the routine DELETE where we take the lowest successor of the deleted root and make it the new root. Since all other vectors in the detached subtree are non-dominated with respect to the new root, these vectors need only be reinserted into the subtree without any dominance tests: 1. For each k such that 1 ≤ k ≤ 2 m − 2, if the k-son of s exists, denote it by t and execute REINSERT(c, t
RECONSIDER(c, s):
This routine is called in the REPLACE routine, when a deleted root is replaced directly by a new vector. In this case, the successors s of the deleted root may also be dominated by the new vector c. This means that each successor s of the deleted root must be tested for dominance before being inserted into the new subtree rooted at c: 
Example 4:
In this example, we illustrate the routine DELETE of the Quad-tree3 algorithm. Consider the Quad-tree in Fig. 10 and let us insert the node (12 8 4).
As it was explained throughout previous examples and in the corresponding algorithms, it is obvious that node (14 18 6) is dominated by (12 8 4) and must be deleted. In the routine DELETE of Quad-tree3, node (14 18 6) is deleted. Since the node (11 14 9) is the 001-son of (14 18 6), it is moved to its Algorithm Quad-tree3 BEGIN Input: x to be inserted into a Quad-tree rooted at y Output: Updated (domination-free) Quad-tree
Use of Quad-trees in MOEA
We have integrated the Quad-tree variants into the SPEA (Strength Pareto Evolutionary Algorithm) [12] . In this algorithm, there is an external set (archive) for storing non-dominated solutions of each generation. Updating the archive in SPEA is done as follows: In each generation, non-dominated solutions of the actual population are marked first. Then, only these nondominated solutions are considered for insertion into the actual archive. The archive is always kept domination-free. In the experiments presented in the next section, the linear list as well as the three Quad-tree implementations are evaluated using different test functions and compared. In the three Quad-tree implementations, Quad-trees are used as the data structure for the archive only but not for the population. Each individual of the actual population is tentatively inserted into the archive in each generation. It is obvious that only non-dominated solutions do remain in the Quad-tree because the Quad-tree is domination-free.
In SPEA, the archive as well as the population undergo selection and tournament selection is applied to individuals of the archive and the actual population. In order to have equal behavior in our Quad-tree MOEA, we have therefore implemented a routine that is able to randomly select individuals for tournament selection in the union of individuals of the population and the tree archive.
Experiments
In this section, we introduce different test functions first. Then, experiments of running the three Quad-tree algorithms and the linear list implementation for different test functions are presented. In particular, we investigate the influence of the three parameters of a) population size |P |, b) archive size |A|, and c) dimension m of the objective space on the CPU time for the linear list and the three Quad-tree implementations.
Test Functions
There exist many test functions that are used for testing MOEAs, e.g., those introduced in [5] and [12] . They are built with consideration to difficulties in MO like converging to the true Pareto-optimal front and maintaining diversity within the archive. For the following experiment, we have also used these functions which are 2-to 10-objective minimization problems. Table 1 shows the used test functions. Tests TF1 to TF6 are optimization problems with 2 objectives:
where
DTLZm denotes a class of test problems where m = 1, · · · , 10 indicates the number of objectives.
Influence of Population size |P | on CPU time for test functions with m = 2
The first experiments were performed using the two-objective test functions TF1, TF2, · · · , TF6 with m = 2 dimensions and unbounded archive size. So, the free parameter is the size |P | of the population. Figure 12 and Table 2 present and compare the average CPU times over different runs when running each algorithm for 400 generations and for different population sizes. The recorded archive sizes for different test functions have ranged depending on initial seed between 110-127 for TF1, 20-30 for TF2, 190-215 for TF3, 25-33 for TF4, 10-15 for TF5 and 29-38 for TF6 independent on the use of linear lists or Quad-trees. Therefore, all these experiments have this property that the archive size |A| is rather small as compared to the population size |P |, i.e., |A| |P | in common. Also, the archive sizes did not grow with increasing population size (between 100 and 5000). 
• Comparison of Quad-tree1, Quad-tree2, and Quad-tree3: In Fig. 12, it can be seen that for large population sizes, there is almost no difference in CPU time between the three different Quad-tree variants. However, for small population sizes, the Quad-tree3 is always the faster implementation among the three.
• Comparison of Quad-tree and linear list archives: In Fig. 12 , one can also see that linear list archives perform better for small population sizes, and depending on the test function, there is a certain population size in the range of 1000 and 5000 from which on the Quad-tree becomes faster. For example, we see in Table 2 that Quad-tree3 is almost 10 times faster than the linear list implementation for larger population sizes.
As a summary, we can conclude that for small dimensions (m) of the objective space and for problems with |A| |P |, Quad-trees are the better data structure for large population sizes.
Influence of number of objectives m and population size |P | on CPU time
The second set of experiments involve the test of the influence of the dimensionality m of the objective space and archive size |A| on the CPU time, again compared for the linear list and the three Quad-tree implementations. Figure 13 shows the measured CPU times of different test functions for different number of objectives, and again for different population sizes. As the results of Quad-tree3 where also better than the two other Quad-tree implementations (this will be discussed later), we just compare Quad-tree3 as Quad-tree with linear list archives. Discussion:
• Influence of m on CPU time: In Fig. 13 , we can see that for the 3-objective test function, the Quad-tree can be up to 10 times slower than the linear list archive with the break-even point of equal CPU time shifted here up to a population size of |P | = 15000. Only for larger population sizes is the Quad-tree faster here. For the even higher-dimensional test functions (4 and 5), the linear list implementation is faster than the Quad-tree for population sizes up to 20000 individuals. • Influence of archive size |A| on CPU time: Contrary to the test functions with only 2 objectives, we found out that in all of these higher-dimensional test functions, the archive size increased also with increasing population size. Figure 14 shows the recorded archive sizes for different population sizes for 4-objective test function DTLZ4. The archive size of this test function contains more than 60000 vectors when the population size has been chosen to 20000. As it seems that it is not the number m of objectives alone but the dimensionality of the approximated Pareto-front, and as a consequence, the archive size |A| that must be taken into account in order to compare linear lists with Quad-trees, we need to take a deeper look at the number of reinsertions that must be performed that might become the bottleneck in performance for problems with large archive sizes. It can be seen that the Quad-tree algorithm is faster when the archive size is less than about 2000 for the 3-objective test function, 3000 for the 4-objective test, 6000 for the 5-objective test and 7000 for the 6-objective test function.
Discussion:
• The above observation confirms that for increasing archive sizes, the Quadtree implementation becomes less competitive than the linear list implementation. This may be related to the fact that for larger archive sizes, the number of costly reinsertions of already inserted points can destroy the advantage gained when not having to walk through the whole list of Pareto-points. Reinsertion takes place for all nodes of subtrees when their root node is dominated and must be deleted. Therefore, we record also the number of deletions and reinsertions in dependence of the archive size. Table 3 lists the number of recorded deletions and reinsertions in a Quadtree for different population and archive sizes and test functions with different number of objectives.
• We can see that the above test functions and SPEA behave such that when the population size increases, the archive size increases, too. • The archive size can be much larger than the population size (|P | |A|).
• Consider now all rows of equal population size 1000 in Table 3 . We observe that for a certain archive size, higher values of m reduce the number of reinsertions and deletions. This is because each node in the tree can have at most 2 m − 2 sons, and for higher values of m, the width of the tree is considerably higher whereas for smaller values of m, the depth is considerably higher. For example, for m = 10, each node can have up to 1022 sons whereas for m = 4, it can have only up to 14 sons. Hence, for a given archive size and large m, the tree won't have a large depth but rather a large width.
• For lower values of m and certain archive size, the deletion of a dominated node requires therefore in average a large number of reinsertions because the subtrees will be larger in average than for archive trees for higher values of m.
• Finally, the CPU time increases with increasing m because the number of required comparison increases. For each insertion, at most 2 m /2 − 1 nodes must be checked if they are dominated by the new vector.
All the above experiments present average values obtained from several runs of the MOEA with different seeds and equal number of generations. The values of crossover and mutation probabilities also have been kept constant.
Comparison
From the results and the discussion in the previous section, we can conclude that the number of comparisons and CPU times depend on three factors: number of objectives (m), archive size (|A|) and the population size (|P |).
It is recorded by Sun and Steuer in [10] that Quad-trees have always better CPU times than linear lists for storing non-dominated solutions, especially for large number of points to insert. They have studied 2-to 8-objective tests with 100-10000 randomly generated vectors to be considered for inclusion into an initially empty tree. Hence, they never obtained a tree of size larger than this number of points. Indeed, with randomly generated sequences, the archive size in their experiments was always much smaller. The experiments therefore are only valid in our context for optimization problems with only 1 generation. As our results of implementing the archive data structure into a MOEA and dynamically updating the archive with elements of the actual population from generation to generation have shown, can the archive size grow much larger than the population size. In that case, we found out that Quad-trees can become slower than linear list implementations. For example, in Sun and Steuer's tests, the archive size for an example with 8-objective and 10000 vectors for inclusion has been about 2400 (when the search space is [0,1]). In the DTLZ test functions that we have chosen, the archive size can become even as big as 60000. This was the reason why we were able to discover that Quad-trees can be worse than linear list implementations.
Unfortunately, little is known about the average height of a tree e.g., binary trees, when both insertion and deletion are used [1] . So as a rule of thumb, we can say that Quad-trees are more efficient than linear list archives when used in MOEAs when the archive sizes are small and the population sizes are large. When we are dealing with smaller population sizes and larger archive sizes, our experiments indicate that linear lists take less CPU time than Quad-trees. Figure 16 tries to identify regions of better usefulness of both kinds of data structures. Therefore, if Quad-trees are used, the size of the archive should be rather small. Keeping the size of archive as a fixed value is also a desired property of the MOEA methods, like SPEA, PAES, and others. Under this restriction we are able to conclude that Quad-trees take less CPU time than linear lists when used inside MOEAs with restricted archive size. 
Conclusion and Future Work
We have studied and compared Quad-trees as a data structure for the archive of elitist MOEAs with linear list implementations. It has been shown that Quad-trees take less computational (CPU) time in comparison to linear lists for large population sizes and small archive sizes. Hence, as a rule of thumb, we recommend the use of Quad-trees for problems with large populations but small archive sizes. This is the case for problems with large search spaces but where the Pareto-fronts are non-continuous curves or just point sets of small cardinality.
In the future, we like to investigate and compare other alternative data structures. Thereby, we will consider also the complexity of other operations apart from insertion and deletion such as fitness computation. Obviously, also this operation might influence the choice of the used data structure.
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