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THE CHARACTERISTIC FUNCTION OF THE
RENORMALIZED INTERSECTION LOCAL TIME OF THE
PLANAR BROWNIAN MOTION
By Daniel Ho¨f
Provide e.V.
In this article we study the distribution of the number of points
of a simple random walk, visited a given number of times (the k-
multiple point range). In a previous article [17] we had developed a
graph theoretical approach which is now extended from the closed to
the the non restricted walk. Based on a study of the analytic prop-
erties of the first hit determinant a general method to define and
calculate the generating functions of the moments of the distribution
as analytical functions and express them as an absolutely converg-
ing series of graph contributions is given. So a method to calculate
the moments for large length in any dimension d ≥ 2 is developed.
As an application the centralized moments of the distribution in two
dimensions are completely calculated for the closed and the non re-
stricted simple random walk in leading order with all logarithmic
corrections of any order. As is well known [20, 14] we therefore have
also calculated the characteristic function of the distribution of the
renormalized intersection local time of the planar Brownian motion.
It turns out to be closely related to the planar Φ4 theory.
1. Introduction. The local geometry of a simple random walk on a
step by step basis is so simple that even a child can understand it. Yet its
global geometry is so complex, intriguing and mysterious that we have just
begun to scratch the surface in understanding it. The range (i.e. the number
of points visited) and multiple point range (i.e. the number of points visited a
given number of times) of random walks, which are an important part of this
statistical geometry, as one might call it, have received growing attention in
the last sixty years [8, 25, 9, 12, 13, 15] (for an overview see [4]). This is also
due to its close relationship to the Brownian motion as the encapsulation of
its universal properties. There is e.g. a close relationship between the leading
behaviour (for large length) of the moments of the range of a random walk
and those of the renormalized intersection local time of the Brownian motion
in two dimensions established by Le Gall [20]. This has been extended to
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2the multiple point range by Hamana [14].
The intriguing relationship between the local interactions of molecules and
the global properties of the matter it constitutes macroscopically is not
just a philosophical analogy in the realm of physics. As has been shown by
Symanzik [28] and worked on by Brydges, Spencer and Fro¨hlich [3], studying
a large class of lattice models of Quantum field theory (QFT) describing
this relationship means calculating the characteristic function of weighted
ranges of intersecting random walks. So the field of statistical geometry has
a direct relevance not just in mathematics but also in physics. QFT is just
one example among others [4].
In this paper we continue to discuss the joint distribution of the variables
N2k(w), the number of points of a closed simple random walk w on Z
d visited
by w exactly k times (the k-multiple point range). (As we will only deal with
simple random walks we will sometimes drop the word simple in the sequel).
We had completely calculated the leading behaviour for large length of all
moments in the one dimensional case in [17]. The distribution turned out to
be a generalized geometric distribution. We followed a geometrical approach,
relating the distribution of multiple points to the distribution of Eulerian
multidigraphs and their adjacency matrices F as geometrical archetypes of
random walks. In this paper we will do the same for two dimensions and
prove the following:
Theorem 1.1. Let β1 be the renormalized intersection local time of a
planar Brownian motion as defined e.g. in [1]. Then the characteristic func-
tion of its distribution is given by
(1.1) E
(
eitβ1
)
= e(1−γ)
it
2π
(
1
Γ
(
2 + it2π
)+
4 ·
∞∑
r=2
(it)r
8r · r ! · Γ (r + 2 + it2π) · ∑
F∈H˜r(2,...,2)
(
(r + 1) · I(F ) + it
2
· (r − 1) · I(F )
)
· U(F )
)
where E(.) denotes the expectation value, Γ is the Eulerian integral of the
second kind, γ the Euler–Mascheroni constant, H˜r(h1, . . . , hr) denotes the
set of the r×r matrices F with zero diagonal and nonnegative integer entries
which are balanced:
(1.2)
r∑
j=1
Fi,j =
r∑
j=1
Fj,i = hi
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and can be understood as adjacency matrices of Eulerian multidigraphs
(1.3) cof(A− F ) 6= 0
where A = diag(h1, . . . , hr) and cof the cofactor. I(F ) is given by
(1.4) I(F ) :=
∫
(R2)r
r∏
m=1
d2ym · δ(y1)·
( ∑
1≤i≤r
1≤j≤r
i 6=j
∂
∂Hi,j

∏
1≤k≤r
1≤l≤r
l 6=k
H
Fk,l
k,l

∣∣∣∣∣
Hk,l=
2
π
K0(|yk−yl|)
)
I(F ) is given by
(1.5) I(F ) :=
∫
(R2)r
r∏
m=1
d2ym · δ(y1) ·
( ∏
1≤k≤r
1≤l≤r
l 6=k
(
2
π
K0(|yk − yl|)
)Fk,l)
with the Dirac δ distribution and the modified Bessel function K0 and
(1.6) U(F ) := M(F ) · cof(A− F )
(1.7) M(F ) :=
∏
1≤i≤r
1≤j≤r
i 6=j
1
Fi,j !
The path to reach this result is long but straightforward:
In [17] we had expressed the moments of the joint distribution of the multiple
point range for the closed simple random walk as a formal power series of
the form
(1.8) PA(z) :=
∑
w∈W2N
A(w) · zlength(w)
where the quantities A(w) are finite linear combinations of the moments and
we sum over the set W2N of closed walks w whose length is smaller or equal
to 2N and who start and end in 0 ∈ Zd. We had then expressed PA(z) as
4a formal sum of known functions gA,F (z) over the infinite set of adjacency
matrices F of Eulerian multidigraphs in the form
(1.9) PA(z) =
∑
F
gA,F (z)
as an exact relationship between Taylor coefficients, this way avoiding dis-
cussions of convergence of the sum over the adjacency matrices. To get the
asymptotic behaviour of A(w) for large length(w) one has to
1. study the analytic properties of the functions gA,F (z) in the complex
plane
2. find a way to transform the formal sum over F into an absolutely
converging series, so results for the functions gA,F (z) can be related
safely to those of PA(z)
3. find the singularities at the boundary of the radius of convergence for
PA(z) and
4. calculate the asymptotic singular behaviour in a vicinity of any of the
singularities.
This paper does all these steps for dimension d = 2 and all but the last one
for any dimension d > 2.
In the second section we first generalize the basic enumaration formulas of
the number of structure preserving maps (archetypes) from closed to non-
closed simple random walks and from products of the multiple point range
to walks which hit fixed points a given number of times. In the sequel of the
paper we will till section nine deal with closed simple random walks only,
as the formulas are much simpler and the corresponding formulas for the
non-closed simple random walk can easily be derived from them.
In the third section we then start with a study of the analytic properties of
the lowest order building blocks of gA,F (z), i.e. the functions h(x, d, z) which
are the generating functions of the number of walks between 0 and x ∈ Zd.
They are shown to be holomorphic functions on the open set D = {z ∈
C; |ℜ(z)| < 12d} with nice properties, e.g. we show that |1 + h(0, d, z)| ≥ 1/2
for z ∈ U¯1/2d(0) ∩D.
The fourth section is dedicated to the so called first hit determinant
(1.10) ∆r(Y, z) = det (1r×r + Ui,j(Y, z))
where
(1.11) Ui,j(Y, z) :=
h(Yi − Yj, d, z)
1 + h(0, d, z)
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is the generating function of the number of walks starting in Yi and ending
in Yj and hitting Yj the first time when they reach it. This determinant
is the key to transforming the series over matrices F into an absolutely
converging series in any dimension. We prove that for any Y in the set
Jr := {Y := (Y1, . . . , Yr) ∈ (Zd)r | Y1 = 0 ∧ i 6= j =⇒ Yi 6= Yj} and z in an
open neighborhood of U¯1/2d(0) ∩D
(1.12) |∆r(Y, z)| ≥ 1
2r · (1 + |h(0, d, z)|)(r−1)
and so it is only the vicinity of the points z = ± 12d which is related to the
asymptotic behaviour of the moments. We also show for d ≥ 3 that for any
Y ∈ Jr and any f ∈ N\{0} there is an ǫ(f) > 0 independant of Y such that
for z ∈ Uǫ(f)(±1/2d) ∩D we have
(1.13)
∣∣∣1−∆r(Y, z)f ∣∣∣ < 1
In the fifth section we show (1.13) for d = 2 . This case has to be dealt with
seperately as it requires completely new concepts for its proof.
Based on the fourth and fifth section we can now in the sixth section use
the key relation (1.13) which allows the transformation of summations over
F to summations over absolutely converging geometric series of the form
(1.14)
1
∆r(Y, z)f
=
∞∑
ℓ=0
(1−∆r(Y, z)f )ℓ
where the terms related to ℓ > 0 belong to finite sets of matrices F and so
we can define the moment functions PA(z) as analytic functions and relate
their analytic and asymptotic behaviour to that of the functions gA,F (z).
In the seventh section this is now applied to the special case of the moments
in d = 2 where known asymptotic series allow the complete calculation of
the rth moment of the distribution to any orderM of logarithmic corrections
of the form
(1.15)
length(w)r
ln(length(w))M
for the closed simple random walk.
In the eighth section we now use the subset of Eulerian multidigraphs with-
out dams (vertices of degree 2 or more precisely of indegree 1 and outdegree
1 ) and those with dams generated from them (by consecutively lifting the
6edges incident to dams and removing loops if this operation creates them)
to calculate the leading behaviour and all logarithmic corrections of the cen-
tralized moments and the characteristic function of the joint distribution of
the multiple point range of the closed simple random walk. We get a result
similar to equation (1.1)
In the ninth section we generalize these results to the non restricted simple
random walk generally discussed in the literature to reach the corresponding
formulas. Then the characteristic function of the renormalized intersection
local time of the Brownian motion, based on the work of Le Gall [20] and
Hamana [14] is derived. It of course reproduces the classical result for the
leading behaviour of the second moment of the range by Jain and Pruitt [19].
A short discussion of some known results from complementary approaches
is given.
The tenth section then is dedicated to a discussion of the results and a view
towards where one can go from here based on the above results.
2. Generalizations of the concept of Archetypes. In the sequel of
this article we use the notation of [17] as it is the basis for this article. The
set Jr := {Y := (Y1, . . . , Yr) ∈ Lr | Y1 = 0 ∧ i 6= j =⇒ Yi 6= Yj} unfortu-
nately was given with the wrong indices starting in 0 and ending in r− 1 in
[17], this is corrected here.
2.1. Definitions. We start with generalizing the definitions of [17, section
2.2]:
Definition 2.1. For a walk w and an integer k ∈ N \ {0} we define
the number Nk(w), the k/2-multiple point range as Nk(w) := ♯{q ∈ L |
mu(q, w) = k}. We also define the range ran(w) :=∑∞k=1Nk(w). Note that
for walks which are not closed the start point and the endpoint are the only
points which have an odd multiplicity (and the distribution of such points is
generally not discussed in the literature of the multiple point range yet).
Definition 2.2. Let w = (p, s) be a walk which is not closed and of
length n. Let u = (q, t) be a walk of length m ≤ n such that there exists an
index 0 ≤ ind < n such that i = 1, . . . ,m⇒ ti = si+ind and q = pind. Then
the pair (ind;u) is called a fixed subwalk of w
Definition 2.3. Let (ind1;u1) and (ind2;u2) be two fixed subwalks of
a walk w = (p, s), which is not closed, with lengths m1 and m2 and n and
sequences s(1), s(2) and s respectively. If ind1 + m1 = ind2 then the two
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fixed subwalks can be concatenated to the fixed subwalk (ind1;u3) with u3 =
(pind1 , s
(3)) with
(2.1) s
(3)
i :=
{
s
(1)
i ⇐= i = 1, . . . ,m1
s
(2)
i−m1
⇐= i = m1 + 1, . . . ,m1 +m2
Definition 2.4. Let (ind1;u1) and (ind2;u2) be two fixed subwalks of
a walk w = (p, s) which is not closed with lengths m1 and m2 and n and
sequences s(1), s(2) and s respectively. The fixed subwalks are said to overlap
if there are numbers 1 ≤ i1 ≤ m1, 1 ≤ i2 ≤ m2 such that (ind1 + i1) =
(ind2 + i2)
Definition 2.5. Let w = (x, s) be a walk of length n, which is not
closed. A refinement of w is a collection of fixed subwalks of w which do
not overlap and can be concatenated to yield a fixed subwalk of length n, i.e.
loosely speaking whose concatenation yields w.
Definition 2.6. Let Ξ := (G1, . . . , Gk) be a family of k semi Eulerian
graphs
Gj = (Vj , Ej , Jj) with mutually disjoint edge sets. Let Σ := (w1, . . . , wk)
be a family of walks and Pj the set of points of wj with nonzero multi-
plicity and Sj the set of fixed subwalks of wj . A 2k tupel of maps f =
(fV1 , . . . , fVk ; fE1 , . . . , fEk) is called archetype if and only if
Structure fEi : Ei 7→ Si is injective and maps the different edges of Ei onto
a refinement of wi . fVi : Vi 7→ Pi is injective and for v ∈ Vi ∩ Vj ⇒
fVi(v) = fVj(v) .
Orientation fVi maps the starting and ending vertices of edges as given
by Ji on the starting and ending points of the corresponding fixed sub-
walks.
2.2. Lemmata. We now prove a generalisation of [17, Lemma 2.2.]:
Lemma 2.1. For Y ∈ Jr and an r vector k = (k1, . . . , kr) of integers
with ki > 0 we define the following subset of the set W2N × Zd where W2N
is the set of all closed walks w with length(w) ≤ 2N starting and ending in
0 ∈ Zd.
(2.2) W2N (Y, k1, . . . , kr) :={
(w, y) ∈W2N × Zd ∧mu(Yi − y,w) = 2 · ki ∀i = 1, . . . , r
}
8Then
(2.3)
∑
(w,y)∈W2N (Y,k1,...,kr)
zlength(w) =
z · ∂
∂z
[(
r∏
i=1
Kˆ(xi, ki, h(0, d, z))
)
cof(Aˆ− Fˆ ) r∏
j=1
1
(1− xj)2
 1
det(W−1 +X)
∣∣∣
∀a:xa=0; ∀b,c:Xb,c=Ub,c(Y,z)
]
z⋄2N
Proof. Let y ∈ Zd and w be a closed walk which for i = 1, . . . , r has
points of multiplicities 2 · ki in Yi − y. Let Θ = Θ(m1, . . . ,mr) be the set
of equivalence classes under isomorphy of all Eulerian graphs with exactly r
vertices with degrees 2m1, . . . , 2mr. For [G] ∈ Θ define Arch(G,w, Y, y) as
the set of archetypes between G = (V,E, J), V = {v1, . . . , vr} and w which
for any vi ∈ V fulfills fV (vi) = Yi− y . Then following the arguments in [17,
Theorem 2.1.] we have
(2.4)
∑
[G]∈Θ(m1,...,mr)
♯Arch(G,w, Y, y)
♯Aut(G)
=
∑
ki≥mi
l∏
j=1
(
kj
mj
)
independantly of y. Using [17, Theorem 2.2.] and the same arguments as in
the proof of [17, Theorem 2.3., Lemma 2.1.] we reach equation (2.3).
Remark 2.1. In the case of r = 1 the Lemma is true, in this case one
has to define cof(Aˆ− Fˆ ) := 1.
Corollary 2.1.
(2.5)
∑
(w,y)∈W2N (Y,k1,...,kr)
zlength(w) =
z · ∂
∂z
[ ∞∑
hi=0
∑
F∈Hr(h1,...,hr)
cof(A− F )
 ∏
1≤a≤r
1≤b≤r
h(Ya − Yb, d, z)Fa,b
(1 + h(0, d, z))Fa,b · Fa,b !
 ·
r∏
j=1
(−1)hj · hj ! ·K(hj , kj , h(0, d, z))
]
z⋄2N
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For r ≥ 2 for F ∈ Hr(h1, . . . , hr) with hi = 0⇒ cof(A−F ) = 0. In the case
of r = 1 however the 1 × 1 matrix Fp = 0 belonging to the graph being just
one point, has by definition cof(Ap − Fp) := 1 and the sum over h1 and F
in this case just consists of h1 = 0 and F = Fp reproducing the first moment
in [17, Corollary 2.1.].
We also prove a generalisation of [17, Theorem 2.2.]
Lemma 2.2. Let G = (V,E, J) be a Eulerian graph with the vertices
v1, . . . , vr with degree m1, . . . ,mr. Let Y ∈ Jr and Yr+1 ∈ Zd be a point
Yr+1 6= Yi ∀i = 1, . . . , r. Let
(2.6)
π : V 7−→ {Y1, . . . , Yr}
vi 7−→ Yi
be the natural projection.
Let g2n(G,π, Y, Yr+1) denote the number of different archetypes (fV ; fE) of
G into closed walks of length 2n with fV = π which start at Yr+1 and their
generating function
(2.7) N(z,G, π, Y, Yr+1) :=
∞∑
n=0
g2n(G,π, Y, Yr+1) · z2n
then the following equation
(2.8) N(z,G, π, Y, Yr+1) = NE(G)·(∑
e˜∈E
h(π(J(e˜)1)− Yr+1, d, z) · h(Yr+1 − π(J(e˜)2), d, z) ∏
e∈E\{e˜}
h(π(J(e)1)− π(J(e)2), d, z)
)
holds, where NE(G) is the number of Euler trails of G.
Proof. From the Markov feature the sum
(2.9)
∑
e˜∈E
h(π(J(e˜)1)− Yr+1, d, z) · h(Yr+1 − π(J(e˜)2), d, z) ∏
e∈E\{e˜}
h(π(J(e)1)− π(J(e)2), d, z)

10
is the generating function for the number of collections of subwalks deter-
mining a walk w starting in Yr+1 and visiting the points Y1, . . . , Yr in the
order induced by a given Euler trail on G determining an Archetype (fV , fE)
in the form requested by the Lemma uniquely. As has been shown before in
the proof of [17, Theorem 2.2.] an archetype uniquely induces a Euler trail
on G and so the above generalization of the Theorem is also true.
As a preparation for the walks which are not closed we now prove the
following
Lemma 2.3. Let Y ∈ Jr and k as before and Yr+1 ∈ Zd with Yr+1 6=
Yi ∀i = 1, . . . , r denote another point. Let
(2.10) W2N,Yr+1(Y, k1, . . . , kr) :=
{w ∈W2N ∧mu(Yi − Yr+1, w) = 2 · ki ∀i = 1, . . . , r}
If we define
(2.11) Ui,j :=
Hi,j√
(1 + ωi) · (1 + ωj)
and
(2.12) Hi,j(Y, z) = h(Yi − Yj, d, z)
Then
(2.13)
∑
w∈W2N,Yr+1(Y,k1,...,kr)
zlength(w) =
( ∑
1≤α≤r
1≤β≤r
α6=β
h(Yr+1 − Yα, d, z) · h(Yβ − Yr+1, d, z) · ∂
∂Hα,β
+
∑
1≤γ≤r
h(Yr+1 − Yγ , d, z) · h(Yγ − Yr+1, d, z) · ∂
∂ωγ
)
[[(
r∏
i=1
Kˆ(xi, ki, ωi)
)
cof(Aˆ− Fˆ ) r∏
j=1
1
(1− xj)2
 1
det(W−1 +X)
∣∣∣ ∀a:xa=0
∀b,c:Xb,c=Ub,c
]∣∣∣ ∀γ:ωγ=h(0,d,z)
∀α,β:Hα,β=Hα,β(Y,z)
]
z⋄2N
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Proof. For a Graph G = (V,E, J) with li loops in vertex vi and Fi,j
edges e with J(e)1 = vi and J(e)2 = vj the product
(2.14)
∏
e∈E
h(π(J(e)1)− π(J(e)2), d, z) =
 ∏
1≤i≤r
ωlii
 ·

∏
1≤a≤r
1≤b≤r
a6=b
H
Fa,b
a,b

∣∣∣ ∀γ:ωγ=h(0,d,z)
∀α,β:Hα,β=Hα,β(Y,z)
Therefore the product in equation (2.6)
(2.15)
∑
e˜∈E
h(π(J(e˜)1)− Yr+1, d, z) · h(Yr+1 − π(J(e˜)2), d, z) ∏
e∈E\{e˜}
h(π(J(e)1)− π(J(e)2), d, z)

can be rewritten in the form
(2.16)
( ∑
1≤α≤r
1≤β≤r
α6=β
h(Yr+1 − Yα, d, z) · h(Yβ − Yr+1, d, z) · ∂
∂Hα,β
+
∑
1≤γ≤r
h(Yr+1 − Yγ , d, z) · h(Yγ − Yr+1, d, z) · ∂
∂ωγ
)
[ ∏
1≤i≤r
ωlii
∏
1≤a≤r
1≤b≤r
H
Fa,b
a,b
]∣∣∣ ∀γ:ωγ=h(0,d,z)
∀α,β:Hα,β=Hα,β(Y,z)
This is true for any graph G. The left hand side of (2.13) according to the
proof of [17, Theorem 2.3, Lemma 2.1.] is just a finite (because of z ⋄ 2N)
linear combination of graph contributions of the above form. Their weigths
are independant of z. Therefore the lemma is true.
Remark 2.2. In the case of r = 1 the Lemma is true, in this case one
has to define cof(Aˆ− Fˆ ) := 1.
We now come to non closed random walks.
12
Definition 2.7. Let Y ∈ Jr and k as before and Yr+1 6= Yr+2 ∈ Zd with
Yj 6= Yi ∀i = 1, . . . , r; j = r + 1, r + 2 denote two other points. Then we
define
(2.17) WN,Yr+1,Yr+1(Y, k1, . . . , kr) := {w : length(w) ≤ N∧
w starts in Yr+1 and ends in Yr+2 ∧mu(Yi, w) = 2 · ki ∀i = 1, . . . , r}
As we are not interested in this paper in the distribution of N2k+1(w) we
also define
Definition 2.8. A semi Eulerian graph Ds = (V,E, J) is called double
simple if it has exactly two vertices of degree 1.
Remark 2.3. Taking the two vertices of degree 1 of a double simple
graph Ds and replacing them by an edge between the outgoing vertex of
the one pendant edge and the incoming vertex (which can be the same) of
the other one uniquely defines a Eulerian graph C(Ds) which has the same
number of Euler trails as Ds. Replacing any edge e˜ of a Eulerian graph G
by one outgoing pendant edge and one incoming pendant edge compatible
with the direction of e˜ one gets a uniquely defined double simple graph. We
denote the set of these double simple graphs by ∂G
Theorem 2.1.
(2.18)
∑
w∈WN,Yr+1,Yr+2(Y,k1,...,kr)
zlength(w) =
( ∑
1≤α≤r
1≤β≤r
α6=β
h(Yr+1 − Yα, d, z) · h(Yβ − Yr+2, d, z) · ∂
∂Hα,β
+
∑
1≤γ≤r
h(Yr+1 − Yγ , d, z) · h(Yγ − Yr+2, d, z) · ∂
∂ωγ
)
[[(
r∏
i=1
Kˆ(xi, ki, ωi)
)
cof(Aˆ− Fˆ ) r∏
j=1
1
(1− xj)2
 1
det(W−1 +X)
∣∣∣ ∀a:xa=0
∀b,c:Xb,c=Ub,c
]∣∣∣ ∀γ:ωγ=h(0,d,z)
∀α,β:Hα,β=Hα,β(Y,z)
]
z⋄N
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Proof. For a walk w ∈WN,Yr+1,Yr+2(Y, k1, . . . , kr) we define the number
of Archetypes between a double simple Graph Ds which maps the respective
vertices of degree 1 onto the starting and ending point with
(2.19) Arch(Ds,w, Y, Yr+1, Yr+2)
Using the same argument as in the proof of [17, Theorem 2.1.] one gets
(2.20)
∑
Ds∈∂G:[G]∈Θ(m1,...,mr)
♯Arch(Ds,w, Y, Yr+1, Yr+2)
♯Aut(G)
=
∑
ki≥mi
l∏
j=1
(
kj
mj
)
As the generating function of the number of Archetypes between double
simple graphs and walks from Yr+1 to Yr+2 with the right behaviour in the
points Y , N(z,Ds, π, Y, Yr+1, Yr+2) can on the other hand be expressed in
the form
(2.21)
∑
Ds∈∂G
N(z,Ds, π, Y, Yr+1, Yr+2) = NE(G)·(∑
e˜∈E
h(π(J(e˜)1)− Yr+2, d, z) · h(Yr+1 − π(J(e˜)2), d, z) ∏
e∈E\{e˜}
h(π(J(e)1)− π(J(e)2), d, z)
)
one gets to the equation (2.18) with the same reasoning as in the proof of
Lemma 2.3.
Remark 2.4. In the case of r = 1 the Theorem is true, in this case one
has to define cof(Aˆ− Fˆ ) := 1.
2.3. Existences of walks which hit once. For later use we also show the
existence of a walk which hits every point of a given set exactly once.
Lemma 2.4. For d ≥ 1 and any L ∈ N \ {0} we define the hypercube
HL := {x ∈ Zd : |xi| ≤ L}. Then there is a walk from xs := (−L, . . . ,−L)
to xe = (L, . . . , L) for which any point of HL \ {xs, xe} has multiplicity 2
and any point of Zd \HL has multiplicity 0.
Proof. By induction in d. For d = 1 the walk is obvious. For d ≥ 2 we
start in xs = (−L, . . . ,−L) and walk till x(e,−L) = (L, . . . , L,−L) in the
way the lemma allows us in d− 1 dimensions, then take the step forward in
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the dth direction to x(e,−L+1) = (L, . . . , L,−L+1) and continue our walk to
x(s,−L+1) := (−L, . . . ,−L,−L+ 1) in the way the lemma allows us in d− 1
dimensions. We so continue layer by layer in our meandering movements till
we reach xe. Any point of HL other than the starting and ending point has
multiplicity 2, any point outside HL has multiplicity 0 obviously.
Lemma 2.5. Let d ≥ 2 and Y ∈ Jr. Then there is a closed walk such
that each of the Yi has multiplicity 2 with respect to this walk.
Proof. For any Y ∈ Jr all points Yi are inside a hypercube HL of suf-
ficiently big L. For d ≥ 2 there is obviously a walk from xe = (L, . . . , L) to
xs = (−L, . . . ,−L) where each point in HL \ {xs, xe} has multiplicity 0, i.e.
a walk avoiding HL. Concatenating this walk with the one constructed in
Lemma 2.4 we get a closed walk for which any point of the hypercube and
therefore also all points Yi have multiplicity 2.
3. Useful properties of the functions h(x, d, z). The functions
h(x, d, z) are the major building blocks of our formulas. We give a gen-
eral overview over their properties and especially deal with the zero points
of 1 + h(0, d, z) as it comes up in the denominator of formulas.
3.1. Analytic properties.
Lemma 3.1. Let D = {z ∈ C; |ℜ(z)| < 12d}. Then for z ∈ D and x :=
(x1, ..., xd) ∈ Zd the integral
(3.1) h(x, d, z) := −δx,0 +
∫ ∞
0
dy · e−y
d∏
i=1
Ixi(2 · y · z)
a) is holomorphic
b) has a continuous continuation onto D for d ≥ 3 and h(0, 2, z) has a
continuous continuation onto D \ {−1/4,+1/4} and
c) there are continuous functions λ,C : D 7−→ R∗+ in z such that
(3.2) |h(x, d, z)| ≤ C(z) · exp
(
−λ(z) ·
d∑
i=1
|xi|
)
Proof. a) From [6, eq. 9.1.19] we know that for n ∈ N and z ∈ C
(3.3) |In(z)| =
∣∣∣∣ 1π
∫ π
0
ez·cos(θ)cos(n · θ)dθ
∣∣∣∣ ≤ 1π
∫ π
0
e|ℜ(z)|dθ ≤ e|ℜ(z)|
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Therefore we immediately know that
(3.4)
∣∣∣∣∣e−y
d∏
i=1
Ixi(2 · y · z)
∣∣∣∣∣ ≤ exp(−(1− 2 · d · |ℜ(z)|) · y)
for z ∈ D and y ∈ R∗+. Therefore the integral in equation (3.1) converges
absolutely and is holomorphic for z ∈ D and
(3.5) |h(x, z, d)| ≤ δx,0 + 1
1− 2 · d · |ℜ(z)|
b) Using the asymptotic expansion [6, eq. 9.7.1] for Ix we see that b) is true
for d ≥ 3. As h(0, 2, z) = 2/π·K(16·z2)−1 with the complete Eliptic Integral
of the first kind K from [10, Lemma 3] we see that h(0, 2, z) can be extended
holomorphically to the superset C \ {z ∈ R, |z| ≥ 1/4} of D \ {−1/4,+1/4}.
For c) let us define x¯ :=
∑d
i=1|xi| and assume x¯ ≥ 3d in the sequel. For the
real variable u ∈ R∗+ we define
(3.6) In1(u) :=
∫ ∞
u·x¯
dy · e−y
d∏
i=1
Ixi(2 · y · z)
(3.7) In2(u) :=
∫ u·x¯
0
dy · e−y
d∏
i=1
Ixi(2 · y · z)
and therefore h(x, z, d) = In1(u) + In2(u). According to equation 3.4
(3.8) |In1(u)| ≤ exp(−(1− 2 · d · |ℜ(z)|)u · x¯)
1− 2 · d · |ℜ(z)|
For In2(u) we use the relation
(3.9) |Im(w)| ≤ |w|
|m|·e|ℜ(w)|
2|m||Γ(|m|+1)
∀w∈C ∀m∈Z
from [6, eq. 9.1.62] and [6, eq. 9.6.3., eq.9.6.6.]. We note
(3.10) |In2(u)| ≤ |z|
x¯ · x¯x¯+1∏d
i=1 Γ(|xi|+ 1)
·
∫ u
0
dy¯ · y¯x¯ ·exp(−(1−2 ·d · |ℜ(z)|) · y¯ · x¯)
The exponential in the integral has an absolute value smaller than 1 and so
we are left with
(3.11) |In2(u)| ≤ |z|
x¯ · (u · x¯)x¯+1
(x¯+ 1) ·∏di=1 Γ(|xi|+ 1)
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For a given x¯ ≥ 3 · d we use that Γ is logarithmically convex together with
Jensen’s inequality to get
(3.12)
d∏
i=0
Γ(|xi|+ 1) ≥ Γ
( x¯
d
+ 1
)d
With the Stirling formula [6, eq. 6.1.38] we find:
(3.13) |In2(u)| ≤ (m(z) · e · u)x¯ ·
(
d
2πx¯
) d
2
· u · x¯
x¯+ 1
with m(z) := max(1, d · |z|). We realize that the equation
(3.14) u =
1
m(z) · e · exp(−(1− 2 · d · |ℜ(z)|) · u)
has a unique solution for any z ∈ D as the left hand side of (3.14) is a
contiuous and stricly monotonous growing bijection of R∗+ and the right
hand side is continuous and stricly monotonously falling from 1m(z)·e to 0.
We denote this solution with u∗(z) and then use equation (3.6) and (3.7)
for u = u∗(z) and use equations (3.8) and (3.13) and therefore notice:
(3.15)
|h(x, d, z)| ≤ e−(1−2·d·|ℜ(z)|)·u∗(z)·x¯ ·
(
1
1− 2 · d · |ℜ(z)| +
u∗(z) · x¯
x¯+ 1
·
(
d
2πx¯
) d
2
)
From equation (3.14) it is also immediately clear that
(3.16)
1
m(z) · e ≥ u
∗(z) ≥ 1
m(z) · e · exp
(
−1− 2 · d · |ℜ(z)|
m(z) · e
)
Defining the function
(3.17)
λ : D 7−→ R∗+
z 7−→ 1−2·d·|ℜ(z)|m(z)·e · exp
(
−1−2·d·|ℜ(z)|m(z)·e
)
with equation (3.5) we can now write (even for x¯ ≤ 3d)
(3.18)
|h(x, d, z)| ≤
(
exp(3 · λ(z) · d)
1− 2 · d · |ℜ(z)| + 1 +
(
d
2π
) d
2
· 1
m(z) · e
)
· exp(−λ(z) · x¯)
which proves the Lemma.
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As 1 + h(0, d, z) often appears in the denominator of functions we must
understand where it becomes zero:
Lemma 3.2. Let P0 := {z ∈ D; 1 + h(0, d, z) = 0} then
a) P0 is discrete in D
b) there is an ǫ > 0 such that Uǫ(
1
2d )∩D∩P0 = ∅ and Uǫ(− 12d)∩D∩P0 = ∅
c) P0 ∩ U¯ 1
2d
(0) ∩D = ∅
d) z ∈ U¯ 1
2d
(0) ∩D ⇒ |1 + h(0, d, z)| ≥ 1/2
Proof. a) D is open and h(0, d, z) is holomorphic on the open set D
according to Lemma 3.1 and therefore P0 is discrete in D and so a) is true.
b) For d ≥ 3 from Lemma 3.1, b) we know that the constant
(3.19) G0(0, d) := lim
z→±1/2d
h(0, d, z)
exists. It is related to the return probability p(d) = 1−1/(1+G0(0, d)) of the
d dimensional simple random walk and so G0(0, d) > 0. But as according to
Lemma 3.1, b) h(0, d, z) has a continuous continuation on D then h(0, d, z)+
1 cannot be zero in a full neighborhood of ±1/2d in D.
For d = 2 from [10, Lemma 5] we know that 1 + h(0, 2, z) is never zero on
D (actually never zero on C \ {z ∈ R, |z| ≥ 1/4} ).
To prove c) and d) we use Lemma 2.3 for r = 1 and for a y ∈ Zd ∧ y 6= 0
and get
(3.20) ∑
w∈W2N,y(0,k)
zlength(w) =
[
h(y, d, z)2
(1 + h(0, d, z))2
·
(
h(0, d, z)
1 + h(0, d, z)
)k−1]
z⋄2N
The left hand side of equation (3.20) for z ∈ U 1
2d
(0) is dominated by
(3.21)
∣∣∣∣∣∣
∑
w∈W2N,y(0,k)
zlength(w)
∣∣∣∣∣∣ ≤
∑
w∈W2N
|z|length(w) ≤ h(0, d, |z|)
independantly of N and k and therefore the right hand side must also con-
verge absolutely for all z ∈ U 1
2d
(0) in the limit N →∞ to a value smaller or
equal to h(0, d, |z|). So 1 + h(0, d, z) = 0 cannot be true for any z ∈ U 1
2d
(0)
as for sufficiently big k the right hand side of equation (3.20) otherwise had
a pole and the radius of convergence of the series would be smaller than
1/2d. We now consider the behaviour of
(3.22) gh(z) :=
h(0, d, z)
1 + h(0, d, z)
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as a meromorphic function on D. Let us assume that there was a z0 ∈
U¯ 1
2d
(0) ∩ D such that it fulfills |gh(z0)| > 1. Then there is an ǫ > 0 and a
δ > 0 such that for any z ∈ Uǫ(z0) ∩ D we have |gh(z)| > 1 + δ. As the
zero points of h(y, d, z) are discret in D we can find a z1 ∈ Uǫ(z0) ∩D with
|z1| < 1/2d and h(y, d, z1) 6= 0. For this z1 the term
(3.23)∣∣∣∣∣ h(y, d, z1)2(1 + h(0, d, z1))2 ·
(
h(0, d, z1)
1 + h(0, d, z1)
)k−1∣∣∣∣∣ >
∣∣∣∣ h(y, d, z1)2(1 + h(0, d, z1))2
∣∣∣∣ · (1 + δ)k−1
is unbounded for k → ∞, which contradicts equation (3.21). Therefore for
any z ∈ U¯ 1
2d
(0) ∩ D we have |gh(z)| ≤ 1 which is equivalent to d). But of
course d) implies c).
As we shall see later again arguments from geometry like the above are
important for the discussion.
Definition 3.1. For d ≥ 2 we define the real number
(3.24) rh(d) := inf{|z| ; z ∈ P0}
We already know that rh(2) =∞ and rh(d) > 1/2d.
3.2. Asymptotic Expansions. We now come to various asymtotic expan-
sions of the functions h(x, d, z). We start with
Definition 3.2. We define the function
(3.25)
̺ : Zd 7−→ R
x 7−→
{
0⇐=
(∑d
i=0 xi
)
%2 = 0
1⇐= otherwise
Remark 3.1. For x, y ∈ Zd the function ̺ fulfills the equations
(3.26) ̺(x+ y) = (̺(x) + ̺(y))%2
If we write
(3.27) h(x, d, z) =
∞∑
m=0
am(x) · (2dz)m
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using known asymptotic features of the Bessel function for large argument
[11, eq. 8.451.5, vol. 2] and corresponing infinite series [16, eq. 6.12.1] we can
write an asymptotic expansion
(3.28)
am(x) =
(
1 + (−1)m+̺(x)
)
·
(
d
2πm
) d
2
·
(
1 +
n∑
i=1
Ji(x, d)
mi
+O
(
1
m(n+1)
))
where we give the first two coefficients as an example:
(3.29) J1(x, d) =
d · (1 + 2|x|2)
4
J2(x, d) =
d · (2d2 − 3d+ 4 + 12|x|2(d+ 4) + 12d|x|4)
96
But therefore for a fixed x and d > 0 there is an asymptotic expansion in
the vicinity of z = ± 12d
(3.30)
h(x, d, z) = (2dz)̺(x)
[ n∑
i=0
Gi(x, d) ·
(
1− (2dz)2)i +O ((1− (2dz)2)n+1)
+ 2 ·
(
d
4π
) d
2
· (−1)
d+d%2
2 πd%2
Γ(d2 )
·
(
ln
(
1− (2dz)2))1−d%2 · (1− (2dz)2)d2−1 ·(
1 +
n∑
i=1
Hi(x, d) ·
(
1− (2dz)2)i +O ((1− (2dz)2)n+1))]
where again we give the first two coefficients as an example
(3.31) H1(x, d) =
d− 1 + 2|x|2
4
+ ̺(x) · 1
2
H2(x, d) =
3d3 + 12d2 − 3d− 12 + 12|x|2(d2 + 3d+ 4) + 12d|x|4
96(d + 2)
+
̺(x) · d+ 2 + 2|x|
2
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with the Euclidian norm |x| and real constants Gi(x, d). As mentioned before
for d > 2 the G0(0, d) are related to the return probability p(d) = 1−1/(1+
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G0(0, d)) and so G0(0, d) > 0. For d ≤ 2 from [17, eq. 2.21] we find
(3.32) G0(0, 2) = 4
ln(2)
π
− 1
according to [11, eq. 8.113, vol. 1] (where a closed form for all coefficients in
equation (3.30) for x = 0 and d = 2 is given) and G0(0, 1) = −1 .
Remark 3.2. h(x, d, z) is an even function in z if ̺(x) = 0 and odd
otherwise and for all x ∈ Zd
(3.33) h(x, d, z) = h(−x, d, z)
We now come to asymptotic expansions for large x ∈ Zd:
Lemma 3.3. For λ ∈ ]0, π2 [ let the open set
(3.34) Wλ := {z ∈ C \ {0}, |arg(z)| < λ}
and Wλ be its closure. For ν ∈ R; ν ≥ 0 we define
(3.35)
Θν : 7−→ C
w 7−→ Kν(w) · (w2 )ν · 2
with the Modified Bessel function Kν . Then Θν is holomorphic on Wλ. For
ν > 0 the function Θν has a continuous continuation ontoWλ and is bounded
(3.36) |Θν(w)| < Cν,λ <∞⇐ w ∈Wλ
Proof. From the asymptotic expansion [6, eq. 9.7.2.] for Kν we know
that for w ∈ Wλ lim|w|→∞Θν(w) = 0. From [6, eq. 9.6.9.] we see that for
ν > 0 and w ∈ Wλ lim|w|→0Θν(w) = Γ(ν). From [6, ch. 9.6] we know that
Kν for ν > 0 has no other finite singularity or branch point on C. Therefore
Θν is bounded on Wλ according to the maximum principle.
Lemma 3.4. We define the set Vr := {z ∈ C, r2 < |z| < r}. For d ≥ 2
and z ∈ V 1
2d
∩Wλ and λ < π2 there is an asypmtotic expansion for |x| → ∞
(3.37) h(x, d, z) =
(2d+ s)
4π
d
2 |x|d−2
·
{
Θ d
2
−1(|x| ·
√
s)
− 1
2 |x|2 ·
(
2 ·Θ d
2
+1(|x| ·
√
s)− d
2
·Θ d
2
(|x| · √s)− 2 · x4
3 |x|4 ·Θ d2+2(|x| ·
√
s)
)
+O
(
1
|x|4
)}
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where s := 1z − 2d, x4 =
∑d
i=1 x
4
i . The higher orders also have coefficient
functions which are bounded by 1/ |x|2m times constants independant of z
and x.
Proof. For z ∈ V 1
2d
∩Wλ by simple geometrical reasoning in the complex
plain we find |s| < 6d and arg(s) < λ̂ with
(3.38) λ̂ :=
π
2
− arctan
(
sin(λ)
1− cos(λ)
)
<
3π
4
and therefore for any x we have x · √s ∈ W λ̂
2
. The asymptotic expansion
follows from the one for the Bessel functions in [6, eq. 9.7.7.]; it is uniform
for z ∈ Wλ and λ < π2 . But λ < π2 → λ̂ < 3π4 and therefore according to
Lemma 3.3 we have for ν > 0
(3.39)
∣∣Θν(|x| · √s)∣∣ < Cν, 3π
8
Now the higher coefficients of the asypmtotic expansion in eq. (3.37) are
given by functions Θ d
2
+k(|x| ·
√
s) with k > 2 times polynomials in s times
elementary symmetric polynomials in x2i of degree µ divided by |x|q where
q − 2µ ≥ 2m beginning with m = 2 for the first term not explicitely given
in equation (3.37) which proves the lemma.
Lemma 3.5. For d ≥ 2 and z ∈ D the ineqality
(3.40) |h(x, d, z)| ≤ h(x, d, |z|) < 1 + h(0, d, |z|)
is true.
For d ≥ 3 there is a constant C(d) such that for z ∈ V 1
2d
∩Wπ
2
and x ∈
Z
d \ {0}
(3.41) |h(x, d, z)| < C(d)|x|d−2
Proof. As the Bessel function In has only nonnegative Taylor coefficients
we know
(3.42) |Ixi(2yz)| ≤ Ixi(2y |z|)
and therefore the first inequality of (3.40) is true. Now for real nonegative
u ∈ R+ from [6, eq. 9.6.19] we know that for n 6= 0
(3.43) In(2yu) < I0(2yu)
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and from this the second inequality of (3.40) follows. As h(x, d, z) for z ∈
U 1
2d
(0) is the generating function of walks between 0 and x it has Tay-
lor coefficients which are nonnegative integers and therefore is a strictly
monotonously growing function for nonegative real u ∈ [0, 12d [. For d ≥ 3
therefore we have h(x, d, u) ≤ 1 + G(0, d). From Lemma 3.4 on the other
hand we know that for d ≥ 3 there is an x0 ∈ R such that for |x| ≥ x0 and
z ∈ V 1
2d
∩Wπ
2
(3.44) |h(x, d, z)| < 8 · d
4π
d
2 |x|d−2
· (C d
2
−1, 3π
8
+ 1)
but from this the Lemma follows by choosing
(3.45) C(d) = max
(
(1 +G0(0, d)) · x0d−2, 2d
π
d
2
· (C d
2
−1, 3π
8
+ 1)
)
Lemma 3.6. For d = 2 let there be infinite sequences xn ∈ Z2, zn ∈
U 1
2d
(0) and zn → 12d . Then there are four different scenarios for h(xn, 2, zn)
in case
√
sn |xn| converges. In the notation of Lemma 3.4:
(3.46)
h(xn, 2, zn) = ∆n → 0 ⇐ √sn · |xn| → ∞
h(xn, 2, zn) = Γn → 2πK0(w) ⇐
√
sn · |xn| → w ∈ C \ {0}
For
√
sn · |xn| → 0 and |xn| → ∞
(3.47) h(xn, 2, zn) = 1 + h(0, 2, zn)− 2
π
ln (|xn|)− 2
π
ln
(
2
√
2 · eγ
)
+O(
1
|xn|2
, sn · |xn|2 · ln(sn · |xn|2))
For xn ≡ x
(3.48) h(x, 2, zn) = 1 + h(0, 2, zn) +G0(x, 2)− 4
π
ln(2) +O(sn · ln(sn))
where γ is the Eulerian constant.
Proof. Equations (3.46) and (3.47) follow directly from Lemma 3.4 and
[6, eq. 9.5.53]. Equation (3.48) follows from (3.30).
CHARACTERISTIC FUNCTION 23
3.3. First hit functions.
Lemma 3.7. For x ∈ Zd \ {0}
(3.49)
h(x, d, z)
1 + h(0, d, z)
is the generating function for the number of walks between 0 and x hitting x
the first time when it reaches x.
Proof. Any walk between 0 and x is either a walk which hits x first
when it arrives or is a unique concatenation of such a first hit walk with a
walk from x to x (which is the same as a walk from 0 to 0 up to a shift of
the starting point). Therefore denoting the generating function of first hit
walks with hfh(x, d, z) we have
(3.50) h(x, d, z) = hfh(x, d, z) + hfh(x, d, z) · h(0, d, z)
which proves the Lemma.
Lemma 3.8. For d ≥ 2 and z ∈ U 1
2d
(0) we define
(3.51) φ2(Y, z) := 1−∆2(Y, z) =
(
h(Y2, d, z)
1 + h(0, d, z)
)2
Then
(3.52) |φ2(Y, z)| ≤ φ2(Y, |z|) < 1
Proof. From Lemma 3.7 we know that the Taylor coefficients of φ2 are
all nonnegative which proves the first inequality in (3.52). The second in-
equality follows from Lemma 3.5 equation (3.40).
Lemma 3.9. For z ∈ U 1
2d
(0) the following equation is well defined and
true.
(3.53) lim
N→∞
∑
w∈W2N
P (N2k1(w), N2k2(w)) · zlength(w) =
(
1− δk1,k2
2
)
z · ∂
∂z
[ ∑
x∈Zd∧x 6=0
∞∑
f=1(
K(f, k1, h(0, d, z)) ·K(f, k2, h(0, d, z)) · f ·
(
h(x, d, z)
1 + h(0, d, z)
)2f)]
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Proof. From Lemma 3.8 we know that the sum
(3.54)
∞∑
f=1
φ2(x, z)
f · fm =
(
χ
∂
∂χ
)m χ
1− χ |χ=φ2(x,z)
converges absolutely in f and therefore the sum in f on the right hand side
of equation (3.53). The result for any m ∈ N0 is a sum of terms of the form
(3.55)
φ2(x, z)
q
(1− φ2(x, z))p
where q ≥ 1 and p ≤ m + 1. The subsequent sum in x because of Lemma
3.1 c) then converges absolutely in x ∈ Zd. Therefore the right hand side of
equation (3.53) is well defined and holomorphic for z ∈ U 1
2d
(0). As the Taylor
coefficients on both sides are identical as we have shown in [17, Theorem
2.3.] the Lemma is true.
4. Useful properties of the first hit determinant. From the equa-
tions in Lemmata 2.2 and 2.3 and Theorem 2.1 it is clear that the asymptotic
behaviour of the moments for large length of the walks crucially depends on
the behaviour of the determinant constantly coming up in the denominator
of the equations. As we have just seen in Lemma 3.9 it is studying this entity
which will allow us to define the generating functions of the higher moments
as holomorphic functions. We therefore start our discussion of this crucial
building block in this section and continue in the next one for a special
treatment in the case d = 2.
4.1. Analytic properties.
Definition 4.1. For Y ∈ Jr and z ∈ D \ P0 we define the first hit
determinant
(4.1) ∆r(Y, z) := det(1r×r + U(Y, z))
with
(4.2) Ui,j(Y, z) :=
h(Yi − Yj, d, z)
1 + h(0, d, z)
Remark 4.1. We remark that the first hit determinant is a meromorphic
function on D with possible poles in P0, which has a Taylor expansion around
z = 0 starting with 1 as zeroth coefficient and has a radius of convergence
of 1/2d.
CHARACTERISTIC FUNCTION 25
Lemma 4.1. For Y ∈ Jr and z ∈ D\P0 the function ∆r(Y, z) is an even
function of z.
Proof. ∆r(Y, z) is a determinant of a matrix which has 1 in its diagonal.
Using the Leibniz formula we can write it as a sum over permutation terms.
Each permuation term because of the diagonal of the matrix being 1 and
the decomposition of a permutation in cycles χ is (up to a factor −1) the
product of cycle terms of the form
(4.3)
∏
(i,j)∈χ
h(Yi − Yj, d, z)
As the cycles are closed we know
(4.4)
∑
(i,j)∈χ
(Yi − Yj) = 0
But therefore using equation (3.26) and Remark 3.2 each cycle term is even
in z from which the Lemma follows.
Lemma 4.2. Let Y ∈ Jr be a vector and Y ′ ∈ Jr−1 be the vector which
is composed of the first r − 1 components of Y . Then ∀Y ∈ Jr and ∀z ∈
D ∩ U¯ 1
2d
(0)
(4.5) ∆r(Y, z) 6= 0
(4.6)
∣∣∣∣1− ∆r−1(Y ′, z)(1 + h(0, d, z))∆r(Y, z)
∣∣∣∣ ≤ 1
Proof. Let us first define the set
(4.7) Pr,Y := {z ∈ D; z ∈ P0 ∨∆r(Y, z) = 0 ∨∆r−1(Y ′, z) = 0}
then Pr,Y is discrete in D.
Now from Lemma 2.1 we know that for k ∈ N \ {0}
(4.8)
∑
(w,y)∈W2N (Y,1,...,1,k)
zlength(w) = z · ∂
∂z
[
1
(1 + h(0, d, z))r−1
cof(Aˆ− Fˆ ) 1
(1 + h(0, d, z))k
k−1∑
ν=0
(
k − 1
ν
)
h(0, d, z)ν
(k − ν)! ·(
∂
∂xr
)k−ν−1{ 1
(1 − xr)2
1
g(xr,X)
}∥∥∥∥
xr=0;Xi,j=Ui,j(Y,z)
]
z⋄N
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with
(4.9) g(xr,X) := det(diag(1, · · · , 1
1− xr ) +X)
with X : Xi,i := 0 the general indefinite offdiagonal matrix with variables
Xi,j . Defining
(4.10) Dr(x) := det(1r×r +X)
(4.11) Dr−1(X
′) := det(1(r−1)×(r−1) +X
′)
where X ′ is the (r − 1)× (r − 1) upper left submatrix of X we find
(4.12) g(xr,X) = Dr(X) +
xr
1− xr ·Dr−1(X
′)
Expanding in xr and after straightforward calculations we find:
(4.13)
∑
(w,y)∈W2N (Y,1,...,1,k)
zlength(w) =
1
k
· z · ∂
∂z
[
1
(1 + h(0, d, z))r−1
·
cof(Aˆ− Fˆ ) 1
Dr−1(X ′)
·{
1−
(
1− Dr−1(X
′)
(1 + h(0, d, z)) ·Dr(X)
)k}∥∥∥∥
Xi,j=Ui,j(Y,z)
]
z⋄2N
=
1
k
·
[
p1(Y, z) + p2(k, Y, z) · gr(Y, z)k−r
]
z⋄2N
with
(4.14) p1(Y, z) := z · ∂
∂z
[
1
(1 + h(0, d, z))r−1
·
cof(Aˆ− Fˆ ) 1
Dr−1(X ′)
∥∥∥∥
Xi,j=Ui,j(Y,z)
]
being independant of k and holomorphic on D \ Pr,Y and p2(k, Y, z) being
a polynomial in k with coefficients depending on r polynomially and on z
holomorphically on D \ Pr,Y and defining
(4.15) gr(Y, z) := 1− ∆r−1(Y
′, z)
(1 + h(0, d, z))∆r(Y, z)
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where again gr is a holomorphic function on D \ Pr,Y
Let us now assume that p2 was the zero polynomial in k then
(4.16)
∑
(w,y)∈W2N (Y,1,...,1,k)
zlength(w) =
1
k
· [p1(Y, z)]z⋄2N
For a given k we know that (w, y) ∈ W2N (Y, 1, . . . , 1, k) ⇒ length(w) ≥ 2k
from simple geometrical reasoning. This then means that p1 is the zero
function as all its coefficients can be shown to vanish for greater and greater
k. As p1 is independant of k we then know that for k = 1
(4.17)
∑
(w,y)∈W2N (Y,1,...,1,1)
zlength(w) = [p1(Y, z)]z⋄2N ≡ 0
which contradicts Lemma 2.5.
Therefore p2 cannot be the zero polynomial in k and therefore as a poly-
nomial in k has a degree b and a highest term ab(Y, z) · kb with a function
ab(Y, z) meromorphic on D and not being identical to 0. The left hand side
of equation (4.13) is a series which for z ∈ D ∩ U 1
2d
(0) converges absolutely
for N →∞
(4.18)
∑
(w,y)∈W2N (Y,1,...,1,k)
|z|length(w) ≤
∑
w∈W2N
|z|length(w) · length(w) =
ζ
d
dζ
(h(0, d, ζ)ζ⋄2N )|ζ=|z|
and therefore is dominated by a value which is smaller or equal than |z| ·
h
′
(0, d, |z|) independant of k and r because the coefficients of h′(0, d, ζ) are
nonnegative integers. If ∆r(Y, z) = 0 were true for a z ∈ U 1
2d
(0) which was
not also a zero point of ∆r−1(Y
′, z) then for sufficiently big k the right
hand side of equation (4.13) had a pole and the radius of convergence would
not be 1/2d. But by regress in r because ∆1 ≡ 1 we therefore know that
Pr,Y ∩ U 1
2d
(0) = ∅.
Now let us assume that there is a z0 ∈ D ∩ U¯ 1
2d
(0) such that |gr(z0)| > 1.
Then there is a z1 and an ǫ > 0 and a δ > 0 and a real c > 0 such that
Uǫ(z1) ⊂
(
D ∩ U 1
2d
(0)
)
and ∀z ∈ Uǫ(z1) : |gr(z)| > 1 + δ ∧ |ab(Y, z)| > c.
But this means that the right hand side of (4.13) also converges absolutely
for 2N → ∞ but the values are unbounded in k for z ∈ Uǫ(z1). So by
contradicition
(4.19)
∣∣∣∣1− ∆r−1(Y ′, z)(1 + h(0, d, z))∆r(Y, z)
∣∣∣∣ ≤ 1
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for any z ∈ (D ∩ U¯ 1
2d
(0)) \ Pr,Y .
Let us now assume that for a given r and Y there is a z2 ∈ D ∩ U¯ 1
2d
(0)
such that ∆r(Y, z2) = 0. Then from equation (4.19), as Pr,Y is discrete
we must have ∆r−1(Y
′, z2) = 0 and by regress in r (as ∆1 ≡ 1) we have
Pr,Y ∩ U¯ 1
2d
(0) = ∅ and therefore the Lemma is true.
As we have seen again in this important Lemma about analyticity the
argument from geometry is crucial.
Corollary 4.1. From equation (4.6) we immediately see that for z ∈
D ∩ U¯ 1
2d
(0)
(4.20) |∆r(Y, z)| ≥
∣∣∣∣ ∆r−1(Y ′, z)2 · (1 + h(0, d, z))
∣∣∣∣
and from ∆1 ≡ 1 by induction
(4.21) |∆r(Y, z)| ≥
∣∣∣∣ 12 · (1 + h(0, d, z))
∣∣∣∣r−1
From Lemma 3.1 b) and equation (3.30) we know that for d ≥ 3 the limit
(4.22) dr(Y ) := lim
z→± 1
2d
∆r(Y, z)
exists and is a real number. As for z ∈ R the function ∆r(Y, z) is realvalued,
continuous and nonzero and ∆r(Y, 0) = 1, dr(Y ) must be a strictly positive
number and so from equation (4.21)
(4.23) dr(Y ) ≥ 1
(2 · (1 +G0(0, d)))r−1
Theorem 4.1. For h > 0 and R > 0 we define the compact set
(4.24) MR,h := {z ∈ C; |z| ≤ R ∧ |ℜ(z)| ≤ h}
Then for δ > 0 and γr < 1 there is an ǫ(γr) (which also depends on δ
of course, for readability we do not explicitely show this dependance in the
sequel) such that ∀z ∈M 1
2d
+ǫ(γr),
1
2d
−δ and ∀Y ∈ Jr
(4.25) |∆r(Y, z)| ≥ 1
(2 · (1 + |h(0, d, z)|))r−1 · γr
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Proof. If the Theorem is untrue for a given r and γr < 1 then there is
a sequence zn ∈ D \ P0 and (n)Y ∈ Jr such that zn → w0 ∧ w0 ∈ M 1
2d
, 1
2d
−δ
and therefore |ℜ(zn)| < 1/2d − δ/2 for sufficiently big n such that
(4.26)
∣∣∣∆r((n)Y, zn)∣∣∣ < 1
(2 · (1 + |h(0, d, zn)|))r−1 · γr
If (n)Y is bounded then (4.26) contradicts (4.21) as ∆r(Y, z) is holomorphic
for z ∈ D \P0. If (n)Y is unbounded then we can choose an infinite subseries
nq and two index sets A1∪˙A2 = 1, . . . , r such that ∀k ∈ A1 ∧ j ∈ A2
(4.27)
∣∣∣(nq)Yk −(nq) Yj∣∣∣→∞
We use rh(d) from Definition 3.1 to set
(4.28) |zn1 | < rh(d)
and further claim
(4.29)
∣∣znq ∣∣ < |znr | ⇐ q > r
In this case, using Lemma 3.1 we define
(4.30) λ0 := min
z∈M
|zn1 |,
1
2d
− δ2
λ(z)
(4.31) C0 := max
z∈M
|zn1 |,
1
2d
− δ2
C(z)
(4.32) b0 := min
z∈M
|zn1 |,
1
2d
− δ2
|1 + h(0, d, z)|
From equation (4.28) we immediately see that b0 > 0. We define
(4.33) u :=
2
2d · δ · b0
and note with equation (3.5) that
∣∣Ui,j(Y, znq )∣∣ ≤ u for sufficiently big nq
and therefore
(4.34)
∣∣∣∆r((nq)Y, znq ∣∣∣ ≥ ∣∣∣∆r1((nq))YA1 , znq )∣∣∣ · ∣∣∣∆r2((nq)YA2 , znq )∣∣∣
− r! · C0 · exp
(−λ0 ·mink∈A1;j∈A2 ∣∣(nq)Yk −(nq) Yj∣∣)
b0
· ur−1
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with r1 := #A1 and r2 := #A2 and YAi is the projection of Y onto the
corresponding space. Because of ∆1(Y, z) ≡ 1 the Theorem is true for r = 1.
For r > 1 it is true by induction in r: We use the Theorem for γr1 = γr2 :=
γ
1/3
r and δ1 = δ2 = δ/2 with a corresponding ǫ1, ǫ2 for r1 and respectively for
r2. For sufficiently big q all znq ∈ M 1
2d
+min(ǫ1,ǫ2),
1
2d
− δ
2
. Because of equation
(4.27) equation (4.34) then violates equation (4.26) for sufficiently big nq.
But from this the Theorem follows.
So we now know that ∆r(Y, z) has no zero points in an open neighborhood
U of U¯ 1
2d
(0) ∩ D which is independant of Y . So what we need to study is
the vicinity of ±1/2d.
4.2. Properties around z = ± 12d .
Lemma 4.3. For x ∈ ]− 12d , 12d[ and Y ∈ Jr the matrix
(4.35) 1r×r + U(Y, x)
is positive definite. For λr(Y, x) := 1 − ∆r(Y, x) the following equation is
true for x 6= 0:
(4.36) 0 ≤ λr−1(Y ′, x) < λr(Y, x) < 1
Proof. It is clear that Ui,j(Y, 0) = 0 and therefore ∆r(Y, 0) = 1 and
because of Lemma 4.2 and continuity of ∆r in x
(4.37) ∆r(Y, x) > 0⇐ x ∈
]
− 1
2d
,
1
2d
[
Therefore the matrix 1r×r + U(Y, x) is a real symmetric matrix with pos-
itive determinant. It’s upper left quadratic (r − 1) × (r − 1) submatrix is
1(r−1)×(r−1) + U(Y
′, x) and therefore is also real symmetric and has posi-
tive determinant and so by induction in r all upper left submatrices share
this feature. But therefore they are all positive definite. Using the Cholesky
decomposition for the first (r − 1)× (r − 1) submatrix
(4.38) 1(r−1)×(r−1) + U(Y
′, x) = LtL
we find
(4.39) ∆r(Y, x) = ∆r−1(Y
′, x) · (1− 〈L−1b|L−1b〉)
with the vector bi := Ui,r(Y, x) for i = 1, . . . , r − 1. But we therefore know
(4.40) ∆r−1(Y
′, x)−∆r(Y, x) > 0⇐ x 6= 0
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and therefore because of ∆1(0, z) ≡ 1 by induction in r
(4.41) 1−∆r(Y, x) > 0⇐ x 6= 0 ∧ r > 1
and therefore the Lemma is true.
Lemma 4.4. For d ≥ 3 and any integer f ≥ 1 there is an ǫ(f) > 0 such
that ∀z ∈ U 1
2d
(0) ∩ Uǫ(f)(± 12d) and ∀Y ∈ Jr the equation
(4.42)
∣∣∣1−∆r(Y, z)f ∣∣∣ < 1− ( 1
2r · (1 +G0(0, d))r−1
)f
is true.
Proof. From Lemma 4.1 we know that we can limit our proof to a
discussion of the vicinity of z = 1/2d. To make the proof more readable we
start with f = 1. Let’s assume the Lemma was not true. Then there is a
sequence (n)Y ∈ Jr and a sequence zn ∈ U 1
2d
(0) with zn → 12d for n → ∞
with
(4.43)
∣∣∣∆((n)Y, zn)− 1∣∣∣ ≥ 1− 1
2r · (1 +G0(0, d))r−1
Let A := {1, . . . , r} and C0 := A. For an infinite sequence (m) of different
integers we define the set
(4.44) (m)Bi,j := {(m)Yi −(m) Yj}
We start with i0 := 1 and (m0,0) the series of all integers and define
a function f0 : {1, . . . , r} 7→ {0, 1} inductively in the following way: Iff
#
(
(m0,i−1)Bi0,i
)
<∞ then f0(i) := 1 otherwise f0(i) := 0. If f0(i) = 1 then
we can find an infinite subseries (m0,i) of (m0,i−1) such that #
(
(m0,i)Bi0,i
)
=
1. Iff f0(i) = 0 then we can find an infinite subseries (m0,i) such that∣∣(m0,i)Yi0 −(m0,i) Yi∣∣→∞
We define (m1,0) := (m0,r) and A1 := f
−1
0 (1) and because of f0(1) = 1 we
know that A1 6= ∅. We also define C1 := C0 \A1 and i1 := min(i : i ∈ C1).
Inductively coming from the k − 1 th step we define the entities of the k
th step: (mk,0) := (mk−1,maxk) where maxk is the biggest integer in Ck−1.
Ak := f
−1
k−1(1) and because of fk−1(ik−1) = 1 we know that Ak 6= ∅. We also
define Ck := Ck−1 \ Ak and ik := min(i : i ∈ Ck). In the k th step we now
can write the set Ck = {j1, . . . , jm} where jl < jl+1. We define a function
fk : Ck 7→ {0, 1} again inductively: j0 := 0. Iff #
(
(mk,jl−1 )Bik ,jl
)
<∞ then
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fk(jl) := 1 and we choose (mk,jl) to be an infinite subsequence of (mk,jl−1)
such that #
(
(mk,jl )Bik,jl
)
= 1 Otherwise fk(jl) := 0 and we choose (mk,jl)
such that
∣∣∣(mk,jl )Yik −(mk,jl ) Yjl∣∣∣→∞
As Ak 6= ∅ the induction leads to a disjoint union of sets A = A1∪˙ . . . ∪˙Ap
and an infinite sequence of different integers (mp,0) such that for any q ∈
{1, . . . , p} and for any i, j ∈ Aq we have #{(mp,0)Yi −(mp,0) Yj} = 1 and for
q 6= qˆ and i ∈ Aq, j ∈ Aqˆ we have
∣∣(mp,0)Yi −(mp,0) Yj∣∣→∞
By a permutation of the indices in A, such that the sets Aq consist of adjacent
integers we see that the matrices for ∆((mp,0)Y, z(mp,0)) after this permuta-
tion is a block matrix with constant vectors YAq ∈ J#Aq whose determinants
according to equation (4.22) converge towards the real positive numbers
d#Aq (YAq) for (mp,0) → ∞. The matrix elements outside of the diagonal
block matrices however vanish according to Lemma 3.5 for (mp,0) → ∞.
But this means that for any δ > 0 there exists an N ∈ N such that for
infinitely many of the mp,0 > N the equation
(4.45)
∣∣∣∣∣∣∆((mp,0)Y, z(mp,0))−
p∏
q=1
d#Aq (YAq)
∣∣∣∣∣∣ < δ
is true. Together with equation (4.23) and the triangle inequality this means
that (4.43) is violated which means that the Lemma is true for f = 1. For
f ≥ 1 the reasoning is equivalent: Any sequence (n)Y ∈ Jr and zn which
violate equation (4.42) for a fixed f contain a subsequence where either (n)Y
is bounded or which fulfills equation (4.45) and so the Lemma follows again
from equation (4.23).
5. Proving |∆r(Y, z)− 1| ≤ 1 for d = 2. Lemma 4.4 is funda-
mental for the expansion of 1/∆f in a geometrical series in 1 − ∆f in the
following sections. It is seemingly quite difficult to prove in d = 2. We will
do so in this section. But we hope the proof can be simplified and related to
a geometric interpretation of the Taylor coefficients of 1−∆ showing them
to all be positive (at least for well behaved geometrical entities like Zd), also
sheding light on the very nature of 1−∆.
5.1. Sequences and subsequences in Zd. We start with features of se-
quences in Zd.
Lemma 5.1. Let xn ∈ Zd be an infinite sequence. Then either xn has an
infinite constant subsequence xνm ≡ xc or there is an infinite sequence (µm)
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with
(5.1) j > i⇒ ∣∣xµj ∣∣ > |xµi |
and therefore
(5.2)
∣∣xµj ∣∣→∞
Proof. If {xn} is a finite set then the first alternative must be true. If
{xn} is an infinite set then choose µ1 = 1. For i > 1 choose µi such that
|xµi | >
∣∣xµi−1∣∣. If that is not possible then for m > µi−1 ⇒ |xm| ≤ ∣∣xµi−1 ∣∣
which means that {xn} is a finite set which contradicts the assumption.
Therefore the Lemma is true.
Lemma 5.2. Let xn ∈ Zd \ {0} and yn ∈ Zd \ {0} be infinite sequences.
Then there is an infinite sequence of integers (µn) such that either |xµi | / |yµi |
is a convergent series or |yµi | / |xµi | is a convergent series.
Proof. If |xn| / |yn| is bounded then it contains a convergent subseries.
Let therefore |xn| / |yn| be unbounded. Then it contains a monotonously in-
creasing subseries which is unbounded, with the index sequence (µj). But in
this case |yµi | / |xµi | is a monotonously decreasing series converging towards
0.
Lemma 5.3. Let x
(1)
n , . . . , x
(r)
n with x
(i)
n ∈ Zd \ {0} be r sequences. Then
there is an infinite series of natural numbers (µj) and a permutation σ ∈ Sr
and real numbers qi ∈ [0,∞[such that
(5.3)
∣∣∣x(σ(i))µj ∣∣∣∣∣∣x(σ(i+1))µj ∣∣∣ → qi
Proof. We prove this by induction to r. For r = 2 see Lemma 5.2. Let
therefore the Lemma 5.3 be true for a given r and let us have sequences
x
(1)
n , . . . , x
(r+1)
n . Then there exists a series of natural number (µj) and a
permutation σ ∈ Sr and numbers qi ∈ [0,∞[ such that 5.3 is true. Now
according to Lemma 5.2 for each i there is an infinite subsequence (µ
(i)
j ) of
(µj) such that there is a qˆi ∈ [0,∞[ with either
(5.4)
∣∣∣∣x(σ(i))µ(i)j
∣∣∣∣∣∣∣∣x(r+1)µ(i)j
∣∣∣∣ → qˆi
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or
(5.5)
∣∣∣∣x(r+1)µ(i)j
∣∣∣∣∣∣∣∣x(σ(i))µ(i)j
∣∣∣∣ → qˆi
Let us now assume that there is a minimal i0, 1 ≤ i0 ≤ r, such that for
every i < i0 equation 5.5 is untrue for any infinite subsequence of (µj) but
it is true for a given subsequence (µ
(i0)
j ) and the index i = i0. In this case we
can define σˆ ∈ Sr+1 with σˆ(i) = σ(i) ⇐ i = 1, . . . , i0 − 1 and σˆ(i0) = r + 1
and σˆ(i) = σ(i − 1) ⇐ i = i0 + 1, . . . , r + 1 such that the Lemma is true
for the infinite subsequence (µ
(i0)
j ). If the assumption of the existence of
a minimal i0 is not true then according to Lemma 5.2 there must be an
infinite subsequence (µ
(r+1)
j ) of (µj) such that equation (5.4) is true for
every 1 ≤ i ≤ r. Now for this infinite subsequence and the permutation
σˆ ∈ Sr+1 with σˆ(i) = σ(i) ⇐ i = 1, . . . , r and σˆ(r + 1) = r + 1 Lemma 5.3
is true which completes the proof.
5.2. The distance space. We now define an algrebraic entity flowing nat-
urally from analyzing 1−∆ in two dimensions as we will see in the sequel.
Definition 5.1. Let S be a set and U(S) the set of unordered pairs (a, b)
with a, b ∈ S and a 6= b. S is called a distance space if there are relations
≤,∼ on U(S) such that:
poset (U(S),≤) is a poset .
completeness for (a, b), (c, d) ∈ U(S) one and only one of the relations
(a, b) < (c, d), (a, b) > (c, d) or (a, b) ∼ (c, d) is true (where as usual
t < u is a shorthand for t ≤ u ∧ t 6= u).
transitivity for (a1, b1), (a2, b2), (c, d) ∈ U(S) and (a1, b1) ∼ (a2, b2):
• (a1, b1) > (c, d)⇒ (a2, b2) > (c, d)
• (a1, b1) < (c, d)⇒ (a2, b2) < (c, d)
• (a1, b1) ∼ (c, d)⇒ (a2, b2) ∼ (c, d)
triangle for (a, b), (b, c) ∈ U(S): if (a, b) > (b, c)⇒ (a, b) ∼ (a, c)
Note: Because of completeness ∼ is reflexive, because of completeness and
transitivity it is symmetric.
Lemma 5.4. Let S be a finite distance space. We define a relation ∼ on
S by a ∼ b if either a = b or (a, b) is minimal in (U(S),≤). Then ∼ is an
CHARACTERISTIC FUNCTION 35
equivalence relation, any two minimal elements in (U(S),≤) are equivalent
in U(S) and any element in U(S) equivalent to a minimal element is itself
minimal. The set of equivalence classes S1 := [S] is a distance space with
the following relations on U([S]): For ([a], [b]), ([c], [d]) ∈ U([S]) we define
(5.6) ([a], [b]) < ([c], [d]) ⇐ (a, b) < (c, d)
(5.7) ([a], [b]) ∼ ([c], [d]) ⇐ (a, b) ∼ (c, d)
Proof. It is clear from the definition of ∼ on S that ∼ is reflexive and
symmetric. Let (a, b), (c, d) ∈ U(S) be two minimal elements. Then, as they
are minimal because of completeness we must have (a, b) ∼ (c, d). By the
same token any pair (e, f) ∼ (a, b) with (a, b) minimal must be minimal too,
otherwise because of transitivity (a, b) was not minimal. But that means
that ∼ on S is also transitive.
For ([a], [b]) ∈ U([S]) we already know that [a] 6= [b]. Let us assume that
a1, a2 ∈ [a] and b1, b2 ∈ [b]. Then a1 = a2 or (a1, a2) < (a1, b1) and b1 = b2
or (a2, b2) > (b1, b2). But then because of triangle (a1, b1) ∼ (a2, b2) and
therefore by transitivity the definitions 5.6 and 5.7 are independant of the
representative in the equivalent classes. But that immediately means that
[S] is a distance space by inheritance.
Corollary 5.1. For a finite distance space S as (U(S),≤) is a finite
poset there are always minimal elements if #S > 1. Therefore there is a
sequence S0 := S;Si+1 := [Si], i = 0, ..., hS of distance spaces with #Si >
#Si+1 and #ShS = 1. In the sequel for a ∈ S we denote the corresponding
class [a]i ∈ Si and [a]0 := a. By construction we also know that for hS ≥
i > j ≥ 0 and elements [a]i, [b]i ∈ Si with [a]i 6= [b]i and [e]j , [f ]j ∈ Sj with
[e]j 6= [f ]j and [e]j ∼ [f ]j that (a, b) > (e, f).
Definition 5.2. For a finite distance space S we define a directed graph
GS = (V,E, J) by
(5.8) V := {[a]i,#[a]i > #[a]i−1 ∨ i = 0}
(5.9) E := {([a]i, [a]j); a ∈ S, [a]i ∈ V, [a]j ∈ V ∧[a]k /∈ V ∀k = i+1, ..., j−1}
(5.10) J(([a]i, [a]j))1 = [a]i ∧ J(([a]i, [a]j)2 = [a]j
Lemma 5.5. For any finite distance space S GS is a tree.
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Proof. Let [a]i ∈ V . If 0 ≤ i < hS then there is a smallest i < j0 ≤ hS
such that [a]j0 ∈ V and therefore there is one and only one edge ([a]i, [a]j0)
starting in a given vertex [a]i in V if i < hS . By definition of hS there
is exactly one vertex [a]hS as #ShS = 1. Any vertex is connected to this
one by finitely many edges. So we have shown that GS is connected and
#E = #V − 1 and therefore GS is a tree.
Definition 5.3. For a finite distance space S and its tree GS = (V,E, J)
and v = [a]i ∈ V we now define the useful entities. To make them more
understandable we give rough descriptions for them, which view GS as a
tree with the point [a]hS at its top. We define:
1. the number i is defined as the order o(v) of v .
2. the set V0 := {v ∈ V ; o(v) = 0} (the base).
3. the set S(v) := {b ∈ S; [b]o(v) = v} (the points of the base under a
given vertex v).
4. the set V (v) := {[b]j ; 0 ≤ j < o(v) ∧ b ∈ S ∧ [b]o(v) = v ∧ [b]j ∈ V } (the
vertices connected to v from below)
5. for a vertex vˆ ∈ V the set
(5.11) ]v, vˆ[ :=
{
{[a]k; j > k > i ∧ [a]k ∈ V } ⇐= ∃j : vˆ = [a]j
∅ ⇐= otherwise
(the vertices between v and vˆ exluding v and vˆ).
6. for o(v) > 0 the set I(v) := {v ∈ V ; (v, v) ∈ E} (the vertices directly
under the vertex v).
7. for o(v) > 0 the class
D(v) := {([c]o(v)−1 , [d]o(v)−1) ∈ U(So(v)−1)minimal}.
8. the set Vt := V \ {[a]hS} (all vertices other than the top)
9. for v ∈ Vt we can uniquely define ∂v := vˆ ⇔ (v, vˆ) ∈ E (the vertex
directly above v).
Lemma 5.6. Let S be a finite distance space and a, b ∈ S ∧ a 6= b. There
is exactly one vertex v in the tree GS such that ([a]o(v)−1, [b]o(v)−1) ∈ D(v).
We define T (v) := {(a, b) ∈ U(S), ([a]o(v)−1 , [b]o(v)−1) ∈ D(v)}
Proof. There is a minimal number i ∈ {1, . . . , hS} such that [a]i = [b]i
as [a]hS = [b]hS . As it is minimal [a]i−1 6= [b]i−1 and therefore [a]i ∈ V . By
definition of ∼ on Si−1 the pair ([a]i−1, [b]i−1) ∈ U(Si−1) must be minimal.
Let us assume that there is a c ∈ S and a j ∈ {1, . . . , hS} such that [c]j is a
vertex v and ([a]j−1, [b]j−1) ∈ D(v). But then by the definition of ∼ on Sj−1
we have [a]j = [b]j = [c]j and [a]j−1 6= [b]j−1. As i was minimal with the
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feature [a]i = [b]i we have i ≤ j, but we also see i ≥ j because [a]j−1 6= [b]j−1
and therefore i = j and v = [a]i.
Lemma 5.7. Let S be a finite distance space and a, b ∈ S ∧ a 6= b. Let v
be a vertex. Then either
• a, b ∈ S(v) and (a, b) ∈ T (v) or
• a, b ∈ S(v) and there is a vertex v ∈ I(v) such that a, b ∈ S(v) and
therefore (a, b) /∈ T (v) or
• a /∈ S(v) ∨ b /∈ S(v).
Proof. If a, b ∈ S(v) we know [a]o(v) = [b]o(v). If we have [a]o(v)−1 6=
[b]o(v)−1 then (a, b) ∈ T (v). Otherwise [a]o(v)−1 = [b]o(v)−1 and there is a
minimal k ∈ {0, . . . , o(v) − 1} such that #[a]k = #[a]o(v)−1. But then for
this k [a]k = [b]k is a vertex and by construction [a]k ∈ I(v) which proves
the Lemma.
5.3. Applying the concept of the distance space to sequences on Zd.
Definition 5.4. Let (n)Y ∈ Jr be a sequence of vectors. We define
(5.12) (n)hi,j :=
(n) Yi −(n) Yj
We call the series (n)Y a comparative sequence iff for any two distinct index
pairs (i0, j0) and (i1, j1) there is either
a q(i0, i1, j0, j1) ∈ [0,∞[ such that
(5.13)
∣∣(n)hi0,j0∣∣∣∣(n)hi1,j1∣∣ → q(i0, i1, j0, j1)
or there is a q˜(i0, i1, j0, j1) ∈ [0,∞[ such that
(5.14)
∣∣(n)hi1,j1∣∣∣∣(n)hi0,j0∣∣ → q˜(i0, i1, j0, j1)
Note: According to Lemma 5.3 any sequence (n)Y ∈ Jr contains a com-
parative subsequence.
Lemma 5.8. Let (n)Y ∈ Jr be a comparative sequence of vectors. Let S :=
{0, . . . , r} be their index set. Then (n)Y induces a distance space structure
on S in a natural way by the following definitions for (i0, j0), (i1, j1) ∈ U(S).
• (i0, j0) < (i1, j1) iff equation (5.13) is true and q(i0, i1, j0, j1) = 0
38
• (i0, j0) ∼ (i1, j1) iff equation (5.13) is true and q(i0, i1, j0, j1) 6= 0
• (i0, j0) > (i1, j1) iff equation (5.14) is true and q˜(i0, i1, j0, j1) = 0
Proof. With the above definition (U(S),≤) is a poset. It is immediately
clear that between any two index pairs (i0, j0) and (i1, j1) one and only one of
the three relationships ∼, <,> is valid and therefore we have completeness.
Transitivity of the distance space follows directly from the multiplicativity
of limits in real analysis. Triangle follows from the triangle inequality in Zd.
So S is a distance space.
Definition 5.5. Let zn ∈ U 1
2d
(0) \ {0} a series with zn → 12d and sn :=
1
zn
− 2d and (n)Y ∈ Jr a sequence of vectors. We call (n)Y comparative to
zn if it is comparative and for any
(n)hi,j one of the following alternatives is
true:
1. (n)hi,j ≡ hi,j is constant
2. or
√
sn ·
∣∣(n)hi,j∣∣→ 0 and ∣∣(n)hi,j∣∣ is a strictly growing unbounded series
3. or
√
sn ·
∣∣(n)hi,j∣∣→ w ∈ C \ {0}
4. or
∣∣√sn∣∣ · ∣∣(n)hi,j∣∣ is a strictly growing unbounded series
Lemma 5.9. For any zn ∈ U 1
2d
(0) \ {0} with zn → 12d and any infinite
sequence (n)Y ∈ Jr there is a subsequence of (n)Y such that it is comparative
to zn.
Proof. As noted before (n)Y contains a comparative subsequence. Com-
parativity is retained even with the same limits in equations (5.13) and
(5.14) by any subsequence of a comparative subsequence. Let us start with
a comparative subsequence and for each of the finitely many (i, j) let us sub-
sequentally refine the subsequence of the previous step in the following way
(we denote the subsequence of the index sequence n ∈ N by νl it potentially
changes with every step l):
If
∣∣√sνl∣∣ · ∣∣(νl)hi,j∣∣ is unbound then let us choose νl+1 such as to make it
strictly growing. This feature will also not change with a further refinement.
If
√
sνl ·
∣∣(νl)hi,j∣∣ on the other hand is bounded it contains a convergent sub-
series with a limit point w ∈ C. If w 6= 0 we choose this subseries as the νl+1
for the next step. Again convergence and the limit point are not touched by
further refinements
If w = 0 and
∣∣(νl)hi,j∣∣ is unbounded we choose νl+1 to be a convergent sub-
series but also to make
∣∣(νl+1)hi,j∣∣ strictly growing.
If w = 0 and
∣∣(νl)hi,j∣∣ is bounded then we choose νl+1 to be a convergent
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subseries but also to make (νl+1)hi,j ≡ h(i,j) constant. Again these features
do not change with refinement and so the Lemma is proven.
Definition 5.6. Let zn ∈ U 1
2d
(0) \ {0} with zn → 12d be a sequence and
(n)Y such that it is comparative to zn. Let S := {0, . . . , r} be the index set
with the distance space structure induced by (n)Y and GS = (V,E, J) it’s
tree. For v ∈ V \ V0 we define:
(5.15) (n)d(v) :=
1
#T (v)
∑
(i,j)∈T (v)
∣∣∣(n)h(i,j)∣∣∣
We define the the vector
(5.16) wv :=
∑
i∈S(v)
ei
Note: according to Lemma 5.4 for each (i, j) ∈ T (v) we find
(5.17)
∣∣(n)h(i,j)∣∣
(n)d(v)
→ qi,j ∈ R \ {0}
Definition 5.7. With the data of the previous definition we define as
subsets of V \ V0
(5.18) V1 := {v ∈ V \ V0,(n) d(v) ≡ d(v) constant}
(5.19) V2 := {v ∈ V \ V0,√sn ·(n) d(v)→ 0 ∧(n) d(v) unbounded}
(5.20) V3 := {v ∈ V \ V0,√sn ·(n) d(v)→ w ∈ C \ {0}}
(5.21) V4 := {v ∈ V \ V0, |√sn| ·(n) d(v) unbounded}
For v ∈ V \ V0 we also define
(5.22) X(v) := {vˆ ∈ V (v) ∩ V0; [vˆ] /∈ V1} ∪ (V (v) ∩ V1)
Definition 5.8. With the data of the previous definition for vertices
v ∈ V1 we define: the real matrix Gv which is zero in the diagonal and for
(i 6= j); i, j ∈ S(v) is
(5.23) (Gv)i,j := G0(hi,j , 2)− 4
π
ln(2)
and is zero for i /∈ S(v) ∨ j /∈ S(v).
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5.4. The asymptotic first hit matrix in light of its distance space structure.
Lemma 5.10. Let d = 2 and zn ∈ U 1
2d
(0)\{0} with zn → 12d be a sequence
and (n)Y such that it is comparative to zn. Let S := {0, . . . , r} be the index
set with the distance space structure induced by (n)Y and GS = (V,E, J) it’s
tree. Using the notation
(5.24) yn :=
1
1 + h(0, 2, zn)
the following decomposition is true:
(5.25) 1r×r + U(
(n)Y, zn) = 1r×r +M0(
(n)Y, zn) + yn ·M1((n)Y, zn)
with
(5.26)
M0(
(n)Y, zn) :=
∑
v∈V2
(1− 2
π
· yn · ln((n)d(v))) · (wtv · wv −
∑
v∈I(v)
wtv · wv)
+
∑
v∈V1
(−yn ·Gv) + wtv · wv −
∑
v∈I(v)
wtv · wv))
and M1 has a zero diagonal and for i 6= j converges towards a constant
complex matrix Γi,j ∈ C
(5.27) M1(
(n)Y, zn)→ Γ
Specifically for (i, j) ∈ T (v) with v ∈ V1 ∪ V4 we have Γi,j = 0
Proof. Let i, j be two distinct indices. Then the matrix element on the
left hand side of equation (5.25) is given by yn · h((n)hi,j, 2, zn). According
to Lemma 5.6 there is exactly one vertex v0 ∈ V such that (i, j) ∈ T (v0).
According to Lemma 5.7 this vertex is unique in that there is no vertex
v ∈ I(v) such that i, j ∈ S(v). Therefore the projector sum
(5.28) P (v) := (wtv · wv −
∑
v∈I(v)
wtv · wv)
fulfils the relation
(5.29) P (v) · eti · ej = eti · ej · δv0,v
So if v0 ∈ V2 the right hand side of equation (5.25) is yn · (− 2π ln((n)d(v0))+
Γi,j + Λ
(n)
i,j ) where Λ
(n)
i,j → 0 and so both sides are identical for a suitable
CHARACTERISTIC FUNCTION 41
constant Γi,j according to Lemma 3.6 and equation (5.17).
If v0 ∈ V4 the right hand side of equation (5.25) is yn ·Λ(n)i,j ) where Λ(n)i,j → 0
which is identical to the right hand side according to Lemma 3.6
If v0 ∈ V3 the right hand side of equation (5.25) is yn · (Γi,j + Λ(n)i,j ) where
Λ
(n)
i,j → 0 which is identical to the right hand side according to Lemma 3.6
If v0 ∈ V1 the right hand side of equation (5.25) is yn ·(G0(hi,j , 2)− 4π ln(2)+
Λ
(n)
i,j ) where Λ
(n)
i,j → 0 which is identical to the right hand side according to
Lemma 3.6 and so the Lemma is proven.
5.5. Calculating the Determinant with the Matrix Determinant formula
and Sherman Morisson . We now calculate the determinant and the inverse
of 1 +M0. We begin with the following preparation:
Lemma 5.11. Let d = 2 and zn ∈ U 1
2d
(0) \ {0} with zn → 12d be a
sequence and (n)Y ≡ Y ∈ Jr be constant. Then it is comparative to zn. Let
S := {0, . . . , r} be the index set with the distance space structure induced by
(n)Y and GS = (V,E, J) it’s tree which of course only has one nontrivial
vertex v ∈ V1. Then for the matrix
(5.30) Bv(λ) := −yn ·Gv + λ · wtv · wv
we note that B(1) = 1r×r +M0(Y, zn) and arrive at
(5.31) det(Bv(λ) = y
r−1
n · pv · (λ− qv · yn)
where pv, qv ∈ R and pv ≥ 12r−1 and qv =
det(Gv)·(−1)r
pv
.
Proof. Using simple algebra it is immediately clear that as a polynomial
in y and λ (5.31) is true with pv = (−1)r+1
∑
i,j(−1)(i+j)Adj(Gv)i,j and
pv · qv = det(Gv) · (−1)r. From (4.20) and Lemma 4.3 we see that pv ≥
1
2r−1 .
Lemma 5.12. With the data of Lemma 5.11 and yn 6= 0: If λ−qv ·yn 6= 0
and qv 6= 0
(5.32) Bv(λ)
−1 =
1
yn
(
−G−1v + qv · λ ·
utv · uv
λ− qv · yn
)
with uv := G
−1
v · wv
If λ− qv · yn 6= 0 and qv = 0
(5.33) Bv(λ)
−1 =
1
yn
(
−H−1v + (λ+ yn) ·
uv
t · uv
λ
)
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with Hv := Gv + w
t
v · wv and uv := H−1v · wv. In both cases we have
(5.34) wtvBv(λ)
−1wv =
1
λ− qv · yn
Proof. For λ−qv ·yn 6= 0 and yn 6= 0 because of equation 5.31 and pv 6= 0
the matrix B(λ) is invertible. If qv 6= 0 Gv is invertible. Otherwise det(Gv +
wtv · wv) = (−1)r−1pv which is always nonzero and so Hv is invertible. The
above formulas for the inverse then follow from Sherman-Morisson [26].
Lemma 5.13. With the data of Lemma 5.10 there is an N ∈ N such that
for n ≥ N and for all v ∈ V2 the equations
(5.35) (n)d(v) > 2
and for v ∈ V2 ∩ Vt the equation
(5.36)
2
π
·
(
ln((n)d(∂v) − ln((n)d(v))
)
> 1
and for v ∈ V1 ∩ Vt ∧ ∂v ∈ V2
(5.37)
∣∣∣∣∣ qv2
π ln(
(n)d(∂v))
∣∣∣∣∣ < 1#I(∂v) + 1
and for v ∈ V1 the equation
(5.38) |qv · yn| < 1
#S(v) + 1
are fulfilled.
Then for all n ≥ N we have the following formula for the determinant
(5.39) det
(
1r×r +M0
(
(n)Y, zn
))
=
∏
v∈V1
y#S(v)−1n pv · (1− φ(n)v )∏
v∈V2
g
(
#X(v), φ(n)v , ξ
(n)
v
)
with the notations:
(5.40) g (m,x, β) := x(m−1) · (β + (1− β) · x)
and ξ
(n)
v defined for v ∈ V2 recursively by
(5.41) ξ(n)v :=
∑
vˆ∈I(v)∩V2
ξ
(n)
vˆ
g(1, φ
(n)
vˆ , ξ
(n)
vˆ )
+
∑
vˆ∈I(v)∩(V1∪V0)
1
1− φ(n)vˆ
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and the expression
(5.42) φ(n)v :=

ln((n)d(v)
ln((n)d(∂v)
⇐= v ∈ V2 ∩ Vt ∧ ∂v ∈ V2
yn · ln((n)d(v))⇐= v ∈ V2, v /∈ Vt ∨ ∂v /∈ V2
qv
2
π
·ln((n)d(∂v))
⇐= v ∈ V1 ∩ Vt ∧ ∂v ∈ V2
yn · qv ⇐= v ∈ V1, v /∈ Vt ∨ ∂v /∈ V2
0⇐= otherwise
Proof. As for v ∈ V2 the sequence (n)d(v) is unbounded then for suffi-
ciently big n equation (5.35) and (5.37) are fulfilled. As yn → 0 equation
(5.38) is also fulfilled for sufficiently big n. For v ∈ V2 ∩ Vt the order of ∂v
is higher than that of v and so
(n)d(v)
(n)d(∂v)
→ 0 and therefore (5.36) must be
fulfilled for sufficiently big n. We will assume their validity in the sequel.
We define
(5.43) λ(n)v :=

0⇐= v ∈ V0 ∪ V1
yn · 2π · ln((n)d(v)))⇐= v ∈ V2
1⇐= v ∈ V3 ∪ V4
and
(5.44) λ̂
(n)
∂v :=
{
λ
(n)
∂v ⇐= v ∈ Vt
1⇐= v /∈ Vt
We can rewrite equation (5.26) by collecting terms that have the same pro-
jectors wt · w and reach
(5.45) 1r×r +M0(
(n)Y, zn) =
∑
v∈V1
(−G(v) · yn)+
∑
v∈(V0∪V1∪V2)
(λ̂
(n)
∂v − λ(n)v ) · wtv · wv
For v ∈ (V1 ∪ V2) we define the matrix
(5.46)
B(v, n) :=
∑
vˆ∈V1∩V (v)
(−G(vˆ) · yn) +
∑
vˆ∈(V0∪V1∪V2)∩V (v)
(λ̂
(n)
∂vˆ − λ(n)vˆ ) · wtvˆ · wvˆ
For those v, n for which B(v, n) is invertible we define
(5.47) ξ˜(n)v := λ
(n)
v · wtvB(v, n)−1wv
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If for all vˆ ∈ I(v) the matrices B(vˆ, n) + (λ(n)v − λ(n)vˆ ) ·wtvˆ ·wvˆ are invertible
then
(5.48) ξ˜(n)v = λ
(n)
v ·
∑
vˆ∈I(v)
wtvˆ
(
B(vˆ, n) + (λ(n)v − λ(n)vˆ ) · wtvˆ · wvˆ
)−1
wvˆ
We now start at the base V0 of the tree GS and move upward. For vˆ ∈
V0 ∧ [vˆ] /∈ V1 we have
(5.49) λ(n)v · wtvˆ
(
B(vˆ, n) + (λ(n)v − λ(n)vˆ ) · wtvˆ · wvˆ
)−1
wvˆ = 1
For vˆ ∈ V1 we have
(5.50) λ(n)v · wtvˆ
(
B(vˆ, n) + (λ(n)v − λ(n)vˆ ) · wtvˆ · wvˆ
)−1
wvˆ =
1
1− φnv
according to equation (5.34). If for a vˆ ∈ V2 the equation
(5.51) 1 + (λ(n)v − λ(n)vˆ ) ·
ξ˜
(n)
vˆ
λ
(n)
vˆ
6= 0
is true then according to Shermann Morisson
(5.52) λ(n)v · wtvˆ
(
B(vˆ, n) + (λ(n)v − λ(n)vˆ ) · wtvˆ · wvˆ
)−1
wvˆ =
λ(n)v
 ξ˜
(n)
vˆ
λ
(n)
vˆ
−
(λ
(n)
v − λ(n)vˆ ) ·
(
ξ˜
(n)
vˆ
λ
(n)
vˆ
)2
1 + (λ
(n)
v − λ(n)vˆ ) ·
ξ˜
(n)
vˆ
λ
(n)
vˆ

=
ξ˜
(n)
vˆ
g(1, φ
(n)
vˆ , ξ˜
(n)
vˆ )
From equation (5.48) and (5.52) it is clear that ξ˜
(n)
v is a nonnegative real
number for any v ∈ V2 if this was true for all the ξ˜(n)vˆ with vˆ ∈ I(v).
But because of equations (5.49) and (5.50) as this is true for all vertices
vˆ ∈ V1 ∪ V0 it must be true for the vertices v ∈ V2 with I(v) ⊂ V1 ∪ V0
and therefore by induction in o(v) for any v ∈ V2 as GS is a tree. Equation
(5.51) is always fulfilled because of this and equation (5.36). Equation (5.39)
for ξ
(n)
vˆ := ξ˜
(n)
vˆ now follows from a repeated application of the determinant
matrix formula for matrices of the form
(
B(vˆ, n) + (λ
(n)
v − λ(n)vˆ ) · wtvˆ · wvˆ
)
using equation (5.31) as a staring point for vˆ ∈ V1 and the fact that for
vˆ ∈ V0 ∧ [vˆ] /∈ V1 the determinant is trivially λ(n)v .
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Corollary: Going along the same lines using Sherman Morrison [26] re-
peatedly the inverse of 1 + M0 under the same conditions for n is given
by:
(5.53)
(
1r×r +M0(
(n)Yr, zn)
)−1
= 1r×r +
∑
v∈V0
 1
λ̂
(n)
∂v
− 1
 · wtv · wv
+
∑
v∈V1
(
Bv(λ
(n)
v )
−1 − 1#S(v)×#S(v)
)
−
∑
v∈V2
1
λ
(n)
v
1− φ(n)v
g(1, φ
(n)
v , ξ
(n)
v )
· utv · uv
with
(5.54) uv :=
∑
v0∈X(v)
 ∏
vˆ∈]v0,v[
1
g
(
1, φ
(n)
vˆ , ξ
(n)
vˆ
)
uv0

with
(5.55) uv0 :=

wv0 ⇐ v0 ∈ V0
1
1−φ
(n)
v0
· (−G−1v0 wv0)⇐ v0 ∈ V1 ∧ qv0 6= 0
(−Hv0)−1wv0 ⇐ v0 ∈ V1 ∧ qv0 = 0
Lemma 5.14. With the data of Lemma 5.10 and an integer f ≥ 1 there
is an N0(f) ∈ N such that for n ≥ N0(f)
(5.56)
∣∣∣1−∆r((n)Y, zn)f ∣∣∣ < 1
Proof. We assume that with Lemma 5.13 that n > N . From equation
(5.41) we see that ξ
(n)
v ∈ R ∧ ξ(n)v > 0. For I(v) ∩ V2 = ∅ we see that
(5.57) #I(v)− δ(0)n (v) < ξ(n)v < #X(v) + δ(1)n (v)
where the δ’s are suitable chosen nonnegative sequences converging towards
0. This is obvious in the following way: For any v ∈ V2 and vˆ ∈ I(v) the
φ
(n)
vˆ ∈]0, 1[ are real numbers according to equation (5.36) and (5.37) and
therefore 1 ≤ g(1, φ(n)vˆ , ξ(n)vˆ ) < ξ(n)vˆ . Because of equations (5.36), (5.37) and
(5.41) for sufficiently big n using #I(v) ≥ 2 the lower boundary on the
left hand side of equation (5.57) then is always bigger than 32 . Therefore
equation (5.57) can be proven inductively for any v ∈ V2 for sufficiently big
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n. For sufficiently big n we also know that |sn| < 12 and we can write with
equation (3.30):
(5.58) yn =
1
− 1π ln(|sn|) + ζn
= An · (1 + δ(3)n )
with An :=
π
− ln(|sn|)
being a strictly positive real series and ζn ∈ C a bounded
series and therefore δ
(3)
n ∈ C being a sequence converging towards 0 and for
v ∈ V2 the series
(5.59) yn · 2
π
ln((n)d(v)) = En · (1 + δ(4)n )
with real En and En ∈]0, 1] for sufficiently big n because of the definition
of V2. δ
(4)
n ∈ C is a sequence converging towards 0. For real x ∈]0, 1] real
m ≥ 2 and real β ∈ [1,m] it is easy to calculate that 0 < g(m,x, β) ≤ 1 and
that the relative deviation propagation module describing how the relative
deviation δ
(4)
n is reflected in first order in the relative deviation of g(m,x, β)
(5.60)
∣∣∣∣ xg(m,x, β) ∂∂xg(m,x, β)
∣∣∣∣ = ∣∣∣∣m− 1 + 1− ββ + x · (1− β)
∣∣∣∣ ≤ m+ β − 2
is bounded. The relative deviation propagation module for β
(5.61)
∣∣∣∣ βg(m,x, β) ∂∂β g(m,x, β)
∣∣∣∣ = ∣∣∣∣ β · (1− x)β · (1− x) + x
∣∣∣∣ ≤ 1
Therefore with equation (5.39), noticing that pv ≥ 12#S(v)−1 and φ
(n)
v → 0 for
v ∈ V1 we can write
(5.62) det(1r×r +M0(
(n)Y, zn)) = Bn · (1 + ǫ(1)n )
with a real Bn ∈]0, 1] and ǫ(1)n ∈ C a sequence converging towards 0.
We notice that
(5.63) ∆r(
(n)Y, zn) = det(1r×r +M0(
(n)Y, zn))·
det
(
1r×r +
(
1r×r +M0(
(n)Y, zn)
)−1
· yn ·M1((n)Y, zn)
)
To prove the Lemma it is therefore sufficient to show that the complex
matrix
(5.64)
(
1r×r +M0(
(n)Y, zn)
)−1 · yn ·M1((n)Y, zn)
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has matrix elements which vanish for n→∞. We do this for the individual
summands in equation (5.53) and begin with the unity matrix.
(5.65) 1r×r · yn ·M1((n)Y, zn)→ 0
as M1 converges towards a constant matrix. For v ∈ V2 we note:
(5.66)
1
λ̂
(n)
v
· yn = π
2 · ln((n)d(v)) → 0
and therefore for v0 ∈ V0 we see that yn
λ̂
(n)
∂v0
converges to 0 if v0 ∈ Vt∧∂v0 ∈ V2.
If v0 /∈ Vt ∨ ∂v0 /∈ V2 the expression yn
λ̂
(n)
∂v0
= yn → 0 and so all sumands in
equation (5.53) from the set V0 multiplied with yn ·M1 converge towards 0.
For v ∈ V1 the matrix
(5.67) Bv(λ̂
(n)
v )
−1 · yn
according to Lemma 5.12 converges towards a constant matrix for indices
i, j ∈ S(v) and is 0 if i /∈ S(v) ∨ j /∈ S(v). But according to Lemma 5.10
for i, j ∈ S(v) we know that (M1)i,j → 0, as in this case (i, j) ∈ T (v). For
v ∈ V2 we first of all note that with equation (5.59) and equation (5.42)
(5.68) φ(n)v = ℜ(φ(n)v ) · (1 + δ(5)n (v))
with ℜ(φ(n)v ) ∈]0, 1] and δ(5)n (v) ∈ C a sequence converging towards 0. The
factors 1 ≤ g(1,ℜ(φ(n)v ), ξ(n)v ) ≤ ξ(n)v < #X(v) + 1 for sufficiently big n and
therefore
(5.69)
1− φ(n)v
g(1, φ
(n)
v , ξ
(n)
v )
· utv · uv
is a bounded matrix. With equation (5.66) we see that therefore all the
summands in (5.53) over vertices in V2 when multiplied with yn ·M1 also
converge towards 0. So we can now finally for sufficiently big n write
(5.70) ∆r(
(n)Y, zn) = Bn · (1 + ǫ(2)n )
with real Bn ∈]0, 1] and ǫ(2)n ∈ C a sequence converging towards 0. But that
also means that we can write
(5.71) ∆r(
(n)Y, zn)
f = Zn · (1 + ǫ(3)n )
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with real Zn ∈]0, 1] and ǫ(3)n ∈ C a sequence converging towards 0. So there is
an N0(f) such that for all n > N0(f) equation (5.71) is true with
∣∣∣ǫ(3)n ∣∣∣ < 12
and therefore
(5.72)
∣∣∣1−∆r((n)Y, zn)f ∣∣∣ ≤ 1− Zn
2
< 1
Theorem 5.1. For d ≥ 2 and an integer f ≥ 1 there is an ǫ(f) > 0
such that for any z ∈ Uǫ(f)(± 12d) ∩ U 12d (0) and any Y ∈ Jr the equation
(5.73)
∣∣∣1−∆r(Y, z)f ∣∣∣ < 1
is true.
Proof. For d ≥ 3 this follows from Lemma 4.4. For d = 2 let us assume
that it was not true. Then there must be an infinite sequence (n)Y ∈ Jr and
an infinite sequence zn ∈ U 1
2d
(0) \ {0} with zn → 12d such that
(5.74)
∣∣∣1−∆r((n)Y, zn)f ∣∣∣ ≥ 1
But according to Lemma 5.9 there is a subsequence of (n)Y comparative to
zn and according to Lemma 5.14 this subsequence violates equation (5.74)
for sufficiently big n. Because of Lemma 4.1 the result is also true for a
vicinity of z = −1/2d.
6. The moments and their Euler graph contributions. We are
now ready to define the moments as holomorphic functions on an open
vicinity of U 1
2d
(0).
6.1. The moments as analytic functions.
Definition 6.1. Let Kr be the complete undirected graph with r vertices
from the set {1, . . . , r}. Let T˜ be a spanning tree of Kr. Then there are 2(r−1)
possible orderings of it’s edges as ordered pairs of integers, each edge can be
ordered independantly of the other. Let Tr(Kr) denote the set of all ordered
spanning trees. For an ordered spanning tree T ∈ Tr(Kr) let its edges be
defined by the ordered index pair (i, j) for an edge between i and j, and let
us denote the set of edges of T with E(T ). For variables Xi,j we define the
differetial operator OT as
(6.1) OT :=
∏
(i,j)∈E(T )
∂
∂Xi,j
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Definition 6.2. For a tree T ∈ Tr(Kr) and k ∈ (N \ {0})r using the
notation of [17, Lemma 2.2.] we define the polynomial pT,k in the variables
ω = (ω1, . . . , ωr) and Xi,j with Xi,i ≡ 0 by
(6.2) pT,k(ω,X) :=
1
r!
· (det(1 +X))s(k) ·OT∑
ϑ∈D(k1,...,kr)
(
r∏
i=1
(1 + ωi)
kiKˆ(xi, kϑ(i), ωi)
)
 r∏
j=1
1
(1− xj)2
 1
det(W−1 +X)
∣∣∣
∀a:xa=0
with s(k) :=
∑r
i=0 ki.
Lemma 6.1. For any ℓ ∈ N0 and any f ∈ N the polynomial
(6.3)(
1− det(1 +X)f
)ℓ · pT,k(ω,X) · ∏
(i,j)∈E(T )
Xi,j =
∑
F
ψF,T,k,ℓ,f(ω)
∏
i,j
X
Fi,j
i,j
has monomials
∏
i,jX
Fi,j
i,j with nonzero coefficients ψ corresponding to ma-
trices F ∈ H˜r only, where
(6.4) H˜r =
⋃
h1≥1,...,hr≥1
H˜r(h1, ..., hr)
Proof. From the Leibniz formula for determinants and the decomposi-
tion of permutations in cycles we find
(6.5) det(λ+X) =
∑
σ∈Sr
(−1)sign(σ)
 ∏
ζ∈Cycl(σ)
Xζ
 ·
 ∏
k∈F ix(σ)
λk

where λ is the diagonal matrix λ = diag(λ1, . . . , λr) and Fix(σ) = {j :
σ(j) = j} and Cycl(σ) denotes the cycles of σ and Xζ :=
∏
(i,j)∈E(G(ζ))Xi,j
where ζ is identified with its subgraph G(ζ) in DKr (the complete digraph
with r vertices). Each such subgraph G(ζ) is a directed balanced graph, i.e.
a directed graph where for each vertex the number of ingoing edges equals
the number of outgoing edges. Moreover
(6.6)
Xi,j
∂
∂Xi,j
det(λ+X) =
∑
σ∈Sr ;σ(i)=j
(−1)sign(σ)
 ∏
ζ∈Cycl(σ)
Xζ
·
 ∏
k∈F ix(σ)
λk

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The subgraph G(ζ) of DKr for any cycle ζ on the right hand side of equation
(6.6) contains the indices i and j and also contains a directed edge walk from
i to j and from j to i. Further applications of operators of the form
(6.7) Xl,k
∂
∂Xl,k
to the right hand side of (6.6) adds further conditions on the contributing
permutations σ ∈ Sr which make sure that the contributions belong to
cycles ζ whose graphs G(ζ) contain an edge trail from l to k and from k to
l for each such operator. Therefore the monomials on the right hand side of
equation (6.3)
(6.8)
∏
i,j
X
Fi,j
i,j
have matrices F which corresponds to graphs G(F ) which consist of a prod-
uct of cyclic directed subgraphs of different copies of DKr. These graphs
therefore have the same number of ingoing edges as outgoing edges for
each vertex as any cycle in that product has that property. For each edge
(i, j) ∈ E(T ) they contain a directed edge path from i to j and from j to
i and therefore by appropriate concatenation a directed edge trail in both
directions between any two distinct vertices as T is a maximal tree of Kr.
G(F ) therefore is a strongly connected balanced digraph and therefore is
Eulerian. Therefore cof(A− F ) 6= 0 and therefore F ∈ H˜r.
Lemma 6.2. Let T ∈ Tr(Kr) be an ordered spanning tree and for (i, j) ∈
E(T ) let there be functions
(6.9)
fi,j Z
d \ {0} 7→ C
x 7→ fi,j(x)
such that the infinite sum
(6.10) Φi,j :=
∑
x∈Zd\{0}
fi,j(x)
converges absolutely. Then the infinite sum
(6.11)
∑
Y ∈Jr
∏
(i,j)∈E(T )
fi,j(yi,j) =
∏
(i,j)∈E(T )
Φi,j
is well defined and converges absolutely too.
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Proof. As T ∈ Tr(Kr) is a tree, the variables yi,j for (i, j) ∈ E(T ) are
r − 1 independant variables which cannot take on the value 0 by definition
of Jr and therefore the Lemma holds.
Corollary 6.1. The Lemma 6.2 is analogously true for absolutely in-
tegrable functions gi,j on R
d and the corresponding integrals instead of sums.
Lemma 6.3. For any tree T ∈ Tr(Kr) we define the product
(6.12) ΠˆT :=
∏
(i,j)∈E(T )
Xi,j
and for any Y ∈ Jr and any z ∈ D we derive
(6.13)
ΩT (Y, z) := (1 + h(0, d, z))
r−1 · ΠˆT |Xi,j=Ui,j(Y,z) =
∏
(i,j)∈E(T )
h(yi,j , d, z)
Then ΩT (Y, z) is holomorphic and with the notations of Lemma 3.1
(6.14) |ΩT (Y, z)| ≤ C(z)(r−1) · exp
− 2 · λ(z)
r · (r − 1)
∑
1≤m<l≤r
‖ym,l‖

is true. We here have used the norm ‖x‖ :=∑da=1 |xa| for x ∈ Rd
Proof. With Lemma 3.1 we only have to prove that for any ordered
spanning tree T
(6.15)
∑
(i,j)∈E(T )
‖yi,j‖ ≥ 2
r · (r − 1)
∑
1≤m<l≤r
‖ym,l‖
To prove this we look at an index pair (m, l). As T is a spanning tree there
is an edge path (possibly against the order of T which is irrelevant for this
discussion) between m and l with edges in a set κ(m,k) . From the triangle
inequality and the fact that yi,j = −yj,i we have
(6.16) ‖ym,l‖ ≤
∑
(i,j)∈κ(m,k)
‖yi,j‖ ≤
∑
(i,j)∈E(T )
‖yi,j‖
from which equation (6.15) follows.
Lemma 6.4. Let G be a graph with vertices 1, . . . , r which contains an
ordered spanning tree T ∈ Tr(Kr).Then for z ∈ D
(6.17)
∑
Y ∈Jr
∏
(i,j)∈E(G)
h(Yi − Yj, d, z)
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converges absolutely.
Proof. With Lemma 3.1 c) we can write
(6.18)∣∣∣∣∣∣
∏
(i,j)∈E(G)
h(Yi − Yj, d, z)
∣∣∣∣∣∣ = C(z)#E(G)−#E(T )
∣∣∣∣∣∣
∏
(i,j)∈E(T )
h(Yi − Yj, d, z)
∣∣∣∣∣∣
The proof now follows from 6.3.
Theorem 6.1. For d ≥ 2 there is an open neighborhood U ⊃ U 1
2d
(0)∩D
such that the function
(6.19)
Sk : U 7→ C
z 7→ lim
N→∞
(∑
w∈W2N
P (N2k1(w), . . . , N2kr(w)) · zlength(w)
)
is well defined and a holomorphic function on U .
Proof. From Lemma 3.2, Lemma 6.3 and Theorem 4.1 we realize that
for any spanning tree T ∈ Tr(Kr) and any δ > 0 and γr = 12 there is an
ǫ(γr) such that z ∈M 1
2d
+ǫ(γr),
1
2d
−δ and Y ∈ Jr the expression
(6.20) CT,k(Y, z) :=
ΩT (Y, z)
∆r(Y, z)s(k) · (1 + h(0, d, z))s(k)+r−1
· pT,k
(
h(0, d, z) · u(r), h(yi,j, d, z))
1 + h(0, d, z)
)
(u(r) = (1, . . . , 1), i.e. u(r)j = 1 for any j = 1, . . . , r) is well defined and
holomorphic and fulfils the following inequality:
(6.21) |CT,k(Y, z)| ≤ (2 · (1 + |h(0, d, z)|))
s(k)·(r−1) · 2s(k)
|1 + h(0, d, z)|s(k)+r−1
C(z)(r−1) · exp
− 2 · λ(z)
r · (r − 1)
∑
1≤i<j≤r
‖yi,j‖

∣∣∣∣pT,k (h(0, d, z) · u(r), h(yi,j , d, z))1 + h(0, d, z)
)∣∣∣∣
But that means that for a given z the sum
(6.22) SˆT,k(z) :=
∑
Y ∈Jr
CT,k(Y, z)
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converges absolutely and locally uniform and therefore is a holomorphic
function. From [17, Lemma 2.2.] using the matrix tree theorem for the Kirch-
hoff polynomial [30] and its generalizations by Tutte for multidigraphs [29]
we know that there is a subset Cofr ⊂ Tr(Kr) of the set of ordered spanning
trees such that
(6.23) cof(Aˆ− Fˆ ) =
∑
T∈Cofr
ΠˆT ·OT
and therefore
(6.24)∑
w∈W2N
P (N2k1(w), . . . , N2kr(w)) · zlength(w) = z ·
∂
∂z
 ∑
T∈Cofr
[
SˆT,k(z)
]
z⋄2N

From the identity theorem for power series we therefore can define
(6.25) Sˆk(z) :=
∑
T∈Cofr
SˆT,k(z)
(6.26) Sk(z) := z · ∂
∂z
(
Sˆk(z)
)
Now for any z ∈ U 1
2d
(0) ∩D we can find an open neighborhood U(z) ⊂ C
such that for a suitably chosen δ, U(z) ⊂M 1
2d
+ǫ(γr),
1
2d
−δ. And so the theorem
is proven.
Remark 6.1. As Sk does not have any singularities on U the behaviour
of its Taylor coefficients for large index are completely determined by the
asymptotic behaviour of Sk in the vicinity of the points z = ± 12d .
6.2. Defining the sum over matrices. We will now work on a proper
definition of the sum over matrices from the geometric expansion of powers
of the first hit determinant.
Definition 6.3. For any vector k = (k1, ...kr) of strictly positive inte-
gers and any ℓ ∈ N we define
(6.27) Dℓ,k(ω,X) :=
(
1− det(1 +X)s(k))ℓ∏r
m=1(1 + ωm)
km
∑
T∈Cofr
ΠˆT · pT,k(ω,X)
and
(6.28) Cℓ,k(Y, z) := Dℓ,k
(
h(0, d, z) · u(r), h(yi,j, d, z)
1 + h(0, d, z)
)
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Definition 6.4. For F ∈ H˜r(h1, ..., hr) we define
(6.29) DF (X) :=
∏
1≤a≤r
1≤b≤r
X
Fa,b
a,b
(6.30) CF (Y, z) := DF
(
h(yi,j, d, z)
1 + h(0, d, z)
)
(6.31) DF,k(ω,X) := cof(A− F ) ·M(F ) ·DF (X)· 1
r !
∑
σ∈D(k1,...,kr)
r∏
j=1
(−1)hj · hj ! ·K(hj , kσ(j), ωj))))

(6.32) CF,k(Y, z) := DF,k
(
h(0, d, z) · u(r), h(yi,j, d, z)
1 + h(0, d, z)
)
Lemma 6.5. For z ∈ D \ P0 and Y ∈ Jr the functions CF (Y, z) and
CF,k(Y, z) are even functions in z.
Proof. As the matrix F belongs to an Euler graph taking a Euler trail
tr and summing along the edge sequence E(tr) in it
(6.33) 0 =
∑
(i,j)∈E(tr)
Yi − Yj
because tr returns to its beginning. But this sum also is the sum over all
edges of the graph G(F ) because tr is Eulerian. Because of Remark 3.2 and
equation (3.26) then the Lemma is true.
Lemma 6.6. For a given k and ℓ there are uniquely determined coeffi-
cients γ(ℓ, k, F, ω) such that
(6.34) Dℓ,k(ω,X) =
∑
F∈H˜r
γ(ℓ, k, F, ω) ·DF (X)
The sum in equation (6.34) is finite, i.e. only finitely many of the coefficients
γ(ℓ, k, F, ω) 6= 0f (where 0f is the zero function) for a given ℓ and k. For
a given F and k the number of ℓ for which γ(ℓ, k, F, ω) 6= 0f is also finite.
Moreover
(6.35) γ(ℓ, k, F, ω) ·
r∏
m=1
(1 + ωm)
km
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is a polynomial in ωi where the sum of the degrees in the ωi is smaller or
equal to s(k)− r and the identity
(6.36) DF,k(ω,X) =
∞∑
ℓ=0
γ(ℓ, k, F, ω) ·DF (X)
is true.
Proof. Dℓ,k(ω,X) is a polynomial in X whose degree matrices F fullfil
F ∈ H˜r according to Lemma 6.1. Equation (6.34) therefore is just writing
a polynomial as sum of monomials and therefore the sum in the equation is
finite. The coefficients γ(ℓ, k, F, ω) therefore are also uniquely defined by the
equation. As pT (ω,X) is a polynomial in ωi with the sum of the degrees in ωi
is smaller or equal to s(k)−r by the definition 6.2 the expression in equation
(6.35) must have the same highest degree. The term 1 − det(1 + X)s(k)
is a polynomial in Xi,j where each term has at least degree 2. Therefore
(1 − det(1 + X)s(k))ℓ is a polynomial where each term has at least degree
2 · ℓ. For a given F ∈ H˜r(h1, ..., hr) and 2 · ℓ > h1 + . . . + hr therefore
γ(ℓ, k, F, ω) = 0f . Equation (6.36) follows from the defintion of pT in 6.2,
[17, Theorem 2.3, Lemma 2.2.], especially [17, eq. 2.26] and the identity
theorem for polynomials in ωi.
Definition 6.5. For a given k and ℓ we define the finite set
(6.37) H˜ℓ,k := {F ∈ H˜r; γ(ℓ, k, F, ω) 6= 0f}
Theorem 6.2. Feynman Graph Summation
For z ∈ D \ P0 the sums
(6.38) Sˆℓ,k(z) :=
∑
Y ∈Jr
Cℓ,k(Y, z)
and
(6.39) SˆF (z) :=
∑
Y ∈Jr
CF (Y, z)
(6.40) SˆF,k(z) :=
∑
Y ∈Jr
CF,k(Y, z)
converge absolutely and therefore are holomorphic on D \ P0. Moreover
(6.41) Sˆℓ,k(z) :=
∑
F∈H˜ℓ,k
SˆF (z) · γ(ℓ, k, F, h(0, d, z) · u(r))
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and
(6.42) SˆF,k(z) :=
∞∑
ℓ=0
γ(ℓ, k, F, h(0, d, z) · u(r)) · SˆF (z)
and for z ∈ U 1
2d
(0) ∩ Uǫ(s(k))(± 12d)
(6.43)
Sˆk(z) =
∑
ℓ≥0
Sˆℓ,k(z) =
∑
ℓ≥0
 ∑
F∈H˜ℓ,k
γ(ℓ, k, F, h(0, d, z) · u(r)) · SˆF (z)

The sum over ℓ converges absolutely.
Proof. The convergence of the sums over Y ∈ Jr follows from Lemma
6.3. Equation (6.42) follows from Lemma 6.6. The absolute convergence of
the sum over ℓ follows from Theorem 5.1 from the absolute convergence of
the geometrical series.
Remark 6.2. As a note of caution it should be mentioned however that
the sum over F in equation (6.43) cannot be interchanged with the sum over
ℓ because the sum over F ∈ H˜r does not converge (absolutely) in general. It
seems that the factors γ(ℓ, k, F, ω) come from a general inclusion exclusion
principle, mediated by the factors 1−∆s(k)
7. The 2-dimensional case. We will now turn to the case of two
dimensions.
7.1. Replacing the sum over Y ∈ Jr by integration. As a first step we
will replace the sum over Y ∈ Jr by an integral in the asymptotic regime.
In the case d = 2 this is a nontrivial task because a special generalization of
the Euler–Maclaurin expansion has to be used.
Lemma 7.1. Let
(7.1) h1(x, z) :=
4 + s
2π
K0(|x|
√
s)
and
(7.2) h2(x, z) = − 4 + s
8π |x|2 ·
(
K1(|x|
√
s) · (|x|√s)−K2(|x|
√
s) · (|x|√s)2
− x4
6 |x|4 ·K3(|x|
√
s) · (|x|√s)3
)
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For λ < π2 and z ∈ V 14 ∩Wλ there is a constant C such that for
(7.3) ht(x, z) := h(x, 2, z) − h1(x, z) − h2(x, z)
the equation
(7.4) |ht(x, z)| ≤ C|x|4
is true.
Proof. According to Lemma 3.4 there is an x0 ∈ R such that for |x| ≥ x0
equation (7.4) is true for a given C1. So we only need to prove that for the
finitely many x ∈ Z2 ∧ |x| ≤ x0 there exists a C2 ∈ R such that
(7.5) |ht(x, z)| ≤ C2
From the asymptotic expansion in equation (3.30) it is easy to calculate that
the leading singularity of h(x, 2, z) proportional to ln(1− 16z2) for z → ±14
is absent in ht(x, z) . But that means that for z ∈ V 1
4
∩Wλ the function
ht(x, z) has a continuous continuation for z = ±14 and therefore onto the
whole border of V 1
4
∩Wλ and therefore its absolute value has a maximum
for a given x which proves the Lemma for C = max(C1, C2 · x40).
Lemma 7.2. Lef F ∈ H˜r(h1, . . . , hr). Then according to Theorem 6.2 the
sum
(7.6) IΣ(F ) :=
∑
Y ∈Jr
∏
i 6=j
h(yi,j, 2, z)
Fi,j
converges absolutely for z ∈ D. The integral
(7.7) I(F ) :=
∫
(R2)r
∏
1≤k≤r
d2yk
∏
i 6=j
(
2
π
·K0(|yi − yj|)
)Fi,j
· δ(y1)
converges absolutely too and we have the asymptotic expansion
(7.8) IΣ(F ) =
1
s(r−1)
· I(F ) ·
(
1 + o
(
s · ln(s)K(F )+1
))
around z = 14 (and a corresponding asymptotic expansion around z = −14)
with
(7.9) K(F ) :=
∑
i 6=j
Fi,j =
r∑
i=1
hi
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Proof. As for n ∈ N0 [6, eq. 9.7.2]
(7.10) Kn(z) ∼
√
π
2z
exp(−z) ·
(
1 +O
(
1
z
))
for large z and the graph corresponding to F ∈ H˜r(h1, . . . , hr) contains a
spanning tree we see from the Corollary to Lemma 6.2 together with Lemma
3.5 that the integral I(F ) converges absolutely (the logarithmic singularities
of the K0 for yi = yj are of course integrable).
We further write
(7.11) IΣ(F ) :=
∑
Y ∈Jr
∏
i 6=j
(h1(yi,j, z) + h2(yi,j, z) + ht(yi,j, z))
Fi,j
and expand multinomially. Then there is the term
(7.12) IΣ,1(F ) :=
∑
Y ∈Jr
∏
i 6=j
h1(yi,j, z)
Fi,j
and
(7.13) IΣ,t(F ) :=
∑
Y ∈Jr
∏
i 6=j
ht(yi,j, z)
Fi,j
and finitely many other terms which contain at least one factor h2 or ht.
All these sums converge absolutely as the graph belonging to F contains a
maximal tree and therefore Lemma 6.2 together with equation (7.10) en-
sures the absolute convergence.
Because of Lemma 7.1 IΣ,t(F ) ∼ O(1).
IΣ,1 can be interpreted as a modified multidimensional trapezoidal sum-
mation with stepwidth h = |√s|. We use the generalization of the Euler
Maclaurin formula by Sidi [27] and apply it in each of the 2(r − 1) di-
mensions consecutively. We realize from the expansions [6, eq. 9.6.13] that
integrating piecewise towards and from the logarithmic singularities in each
dimension the resulting integrals and coefficients in the generalized Euler
Maclaurin expansion all exist without Hadamard regularisation. The inte-
grals over given variables and the product of factors which contain these
given variables are continous functions in the remaining variables as we only
integrate over logarithmic singularities. Therefore we have only logarithmic
singularities in the remaining variables after multiplying with the rest of the
factors and can again apply Sidis formulas. Moreover the function to be in-
tegrated over a given dimension with variable xk does not have a singularity
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stronger than ln(xk − a)K(F ) in a point a and from the form of the coeffi-
cients [27, eq. 1.2] in Sidi’s generalized Euler Maclaurin expansion we see
that a coefficient multiplying h · ln(h)m does not have a singularity stronger
than ln(xk−a)K(F )−m in a point a. As any singularity only occurs when two
dimensional conditions yi− yj = 0 are met an additional factor h multiplies
the leading terms of the asymptotic expansion in h. Therefore the leading
behaviour of the asymptotic expansion according to stepwidth is
(7.14) |s|r−1 · IΣ,1(F ) =
(
s
|s|
)1−r
· I(F ) · (1 + o(s · ln(|s|)K(F )+1)
The finitely many other terms in the multinomial expansion of (7.11) have
the form
(7.15) IΣ,b(F ) :=
∑
Y ∈Jr
∏
i 6=j
hb,i,j(yi,j, z)
Fi,j
where hb,i,j can be either h1 or h2 or ht. Now we define
(7.16) IΣ,c(F ) :=
∑
Y ∈Jr
∏
i 6=j
hc,i,j(yi,j, z)
Fi,j
where hc,i,j(x, z) =
C
|x|4
if hb,i,j(x, z) = ht(x, z) and hc,i,j(x, z) = |hb,i,j(x, z)|
otherwise. Then according to Lemma 6.2 this sum again converges abso-
lutely. Moreover
(7.17) |IΣ,b| ≤ IΣ,c
We now again interprete IΣ,c as a modified multidimensional trapezoidal
sum according to Sidi with a stepwidth of |√s|. Factors hc,i,j which are
not |h1| have an additional scaling factor |s| for |h2| and |s|2 for C/ |x|4 in
the generalized Euler Maclaurin expansion of the integrals. Integrating and
Hadamard regularizing according to [27, eq. 1.8] in each dimension leads
to terms in the remaining variables which are less singular in the result-
ing variables by one order. So they again lead to integrands in the resulting
dimensions which have algebro logarithmic singularities in the resulting vari-
ables and so Sidi generalized Euler Maclaurin expansion can be applied to
them too. Integrals in the expansion according to the the formula for the
Kn in [6, eq. 9.6.11] for h2 and obviously for C/ |x|4 of course have to be
Hadamard regularized in the appropriate cases and therefore are finite and
multiplied with those additional scaling factors and therefore the resulting
multidimensional integral is scaled down by at least a factor s. The asymp-
totic corrections for stepwidth on the other hand after multiplying with the
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scaling factors then according to Sidis formulas scale like those for IΣ,1 and
so we are left with
(7.18) |s|r−1 IΣ,c ∼ o(s ln(|s|)K(F )+1)
and therefore the Lemma is proven.
Corollary 7.1. The sum
(7.19) IΣ,abs(F ) :=
∑
Y ∈Jr
∏
i 6=j
|h(yi,j, 2, z)|Fi,j
fulfils
(7.20) IΣ,abs(F ) =
1
|s|(r−1)
· I(F ) ·
(
1 + o
(
s · ln(s)K(F )+1
))
7.2. Defining a standard asymptotic expansion. After solving the sum-
mation over Y ∈ Jr we now see that for d = 2 we can get all logarithmic
corrections even if we drop terms which scale down by a factor s. We will
make ample use of this to get simple, managable equations.
Theorem 7.1. (Naive Graph evaluation in two dimensions al-
lowed)
Let d = 2 and M ∈ N be a natural number. Then for k = {k1, . . . , kr} and
Sˆk(z) there is a finite set H˜
(M)
k ⊂ H˜r such that
(7.21) Sˆk(z)−
∑
F∈H˜
(M)
k
SˆF,k(z) = o
(
1
sr−1 · ln(s)M
)
Proof. From Theorem 6.2 we know that for z ∈ U 1
2d
(0) ∩ Uǫ(s(k))( 12d )
and a given m ∈ N we can define the absolutely converging sum
(7.22) Sˆ≥m,k(z) :=
∑
ℓ≥m
Sˆℓ,k(z)
Then from the geometric series we know that
(7.23) Sˆ≥m,k(z) =
∑
Y ∈Jr
1
∆r(Y, z)s(k)
· Cm,k(Y, z)
=
∑
F∈H˜m,k
γ(m,k, F, h(0, 2, z) · u(r))
(∑
Y ∈Jr
1
∆r(Y, z)s(k)
· CF (Y, z)
)
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Now according to equation (4.21) of Corollary 4.1 we note that for z ∈ U 1
2d
(0)
(7.24)∣∣∣∣∣∑
Y ∈Jr
1
∆r(Y, z)s(k)
· CF (Y, z)
∣∣∣∣∣ ≤ (2(1 + |h(0, 2, z)|))s(k)·(r−1) ∑
Y ∈Jr
|CF (Y, z)|
On the other hand according to Lemma 7.2 and its Corollary we know that
for z → 14
(7.25)
∑
Y ∈Jr
|CF (Y, z)| = I(F )|s|(r−1) |ln(s)|K(F )
·
(
1 +O
(
1
ln(s)
))
and from Lemma 6.6 we know that there is a constant η(m,k, F ) such that
in a vicinity of z = 1/4
(7.26) |γ(m,k, F, h(0, 2, z))| ≤ η(m,k, F )|ln(s)r|
Noticing that (1 + h(0, 2, z)) ∼ O (ln(s)) and that for F ∈ H˜m,k we have
K(F ) ≥ 2 ·m by choosing m such that 2m > M + s(k) · r+1 we notice that
(7.27)
∣∣∣Sˆ≥m,k∣∣∣ ∼ o( 1
sr−1 ln(s)M
)
We define m(M) :=
[
1
2 (M + s(k) · r + 1)
]
+ 1 (the bracket [] here denoting
the biggest integer smaller than the expression it is around) and define the
finite sum
(7.28) Sˆ≤m(M),k(z) :=
m(M)∑
ℓ=0
γ(ℓ, k, F, h(0, 2, z) · u(r))
 ∑
F∈Hℓ,k
SˆF (z)

We have already shown in (7.27) that
(7.29) Sˆk(z)− Sˆ≤m(M),k(z) ∼ o
(
1
sr−1 ln(s)M
)
The sum Sˆ≤m(M),k(z) as it is finite can be reordered. We know that for
a given matrix F the coefficient γ(ℓ, k, F, ω) = 0f (the zero function) if
2ℓ > K(F ). Let us define
(7.30) H˜≤q,k :=
⋃
0≤ℓ≤q
H˜ℓ,k
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Then if F ∈ H˜≤m(M),k and K(F ) ≤ M − r we know that Sˆ≤m(M),k(z)
contains the sum
(7.31) SˆF,k(z) =
∞∑
ℓ=0
γ(ℓ, k, F, h(0, 2, z) · u(r))
(
SˆF (z)
)
and no other terms for this given matrix F . We also know from equation
(7.26) that for F ∈ H˜≤m(M),k with K(F ) > M − r the term
(7.32) γ(ℓ, k, F, h(0, 2, z) · u(r)) · SˆF (z) ∼ o
(
1
sr−1 ln(s)M
)
From simple algebra
(7.33) SˆF,k(z) ∼ O
(
1
sr−1 ln(s)K(F )+r
)
So if we define
(7.34) H˜
(M)
k :=
F ∈ ⋃
0≤ℓ≤m(M)
H˜ℓ,k;K(F ) ≤M − r

the Theorem is true. This choice of H˜
(M)
k is pretty much what one would
get from naive power counting and therefore we have given the Theorem its
title.
Definition 7.1. For a matrix F ∈ H˜r we define
(7.35) M(F ) :=
∏
1≤a≤r
1≤b≤r
1
Fa,b !
and the functions
(7.36) S˜F,k(z) := cof(A− F ) · I(F ) ·M(F )
2r−1 · (1− 16z2)r−1 · 1
r !
∑
σ∈D(k1,...,kr)
r∏
j=1
K˜(hj , kσ(j), h˜(0, 2, z))

and (to simplify equations later)
(7.37) TF,k(z) := cof(A− F ) · I(F ) ·M(F )
2r−1 · (1− 16z2)r−1 · 1
r !
∑
σ∈Sr
r∏
j=1
K˜(hj , kσ(j), h˜(0, 2, z))

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with the definitions
(7.38) K˜(m,k, ω) :=
(−1)m ·m ! ·K(m,k, ω)
(1 + ω)m
and
(7.39) h˜(0, 2, z) := − 1
π
(
ln(1− 16z2))+ 4
π
ln(2)− 1
Remark 7.1. For m ≥ 0 we have
(7.40)
∂
∂ω
K˜(m,k, ω) = K˜(m+ 1, k, ω)
which is easily verified by basic algebra.
Lemma 7.3. For F ∈ H˜r and z → 14 the equation
(7.41) SˆF,k(z)− S˜F,k(z) ∼ o
(
1
sr−1
· s · ln(s)K(F )+1
)
and the corresponding equation for z → −14 are true and therefore S˜F,k(z)
contains the full information for the asymptotic behaviour in n of the Tay-
lor coefficients of SˆF,k(z) around z = 0 with all corrections up to order
nr−3 ln(n)K(F )+1.
Proof. The Lemma for z → 14 follows from Lemma 7.2 for the factor
IΣ(F ) and equation (3.30) for replacing h(0, 2, z) with h˜(0, 2, z) in the vertex
factors in the definition of SˆF,k(z) in equations (6.40), (6.32) and (6.31)
For z → −14 we observe: From Lemma 6.5 CF,k(Y, z) is even in z and there-
fore also SˆF,k(z). S˜F,k(z) is even in z by definition. So the Lemma follows
also for z → −14 .
Lemma 7.4. We define the moment functions
(7.42) Tˆk(z) = lim
N→∞
 ∑
w∈W2N
(
r∏
i=1
N2ki(w)
)
· z
length(w)
lenght(w)

and
(7.43) Tk(z) := z
∂
∂z
Tˆk(z) = lim
N→∞
 ∑
w∈W2N
(
r∏
i=1
N2ki(w)
)
· zlength(w)

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Then for z → 1/4 the equation
(7.44) Tˆk(z)−
 ∑
F∈H˜
(M)
k
TF,k(z)
 ∼ o( 1
sr−1 ln(s)M
)
is true and a corresponding equation for z → −1/4. Termwise differentiation
of the asymptotic expansion (7.44) in any order is allowed for z ∈ U 1
2d
(0)
and interchangeable with asymptotic expansion.
Proof. The function Tk(z) as Sk(z) is an even function in z as the walks
w contributing to it are closed. The functions TF,k(z) are also even following
the same reasoning as in Lemma 6.5. We therefore can limit the discussion
to z → 1/4. From the definition of P we know that
(7.45) P (N2k1(w), . . . , N2kr(w)) =
#D(k1, . . . , kr)
r !
(
r∏
i=0
N2ki(w)
)
+ terms with r − 1 or less factors N2kj (w)
For k¯ containing r − 1 or less factors kj Sˆk¯(z) for z → 1/4 is o
(
1
s(r−2)
)
according to Lemma 7.2 and Theorem 7.1. So for d = 2 we see that
(7.46) Sˆk(z)− #D(k1, . . . , kr)
r !
· Tˆk(z) ∼ o
(
1
s(r−2)
)
But on the other hand it is immediately clear that
(7.47) S˜F,k(z) =
#D(k1, . . . , kr)
r !
· TF,k(z)
and so the (7.44) follows from Theorem 7.1 and Lemma 7.3. The functions
TF,k(z) are holomorphic on the convex open set U 1
2d
(0) and
(7.48)
TF,k(z)
d
dzTF,k(z)
=
1− 16z2
8 · (r − 1)
(
1 +O
(
1
ln(1− 16z2)
))
and Tk(z) is holomorphic on U 1
2d
(0) and therefore termwise differentiation
is allowed and interchangable with asymptotic expansion.
CHARACTERISTIC FUNCTION 65
7.3. Reducing the graphs to be summed over. In this subsection we par-
tition the set of all Eulerian graphs to the subset of the dam free graphs
(graphs which do not have vertices of indegree 1 and outdegree 1), from
which the others can be deduced both in the sense of graph theory and in
the sense of the graph contributions in our calculations. This reduction is
the key to getting the leading behaviour of the centralized moments. Cen-
tralizing the moments and summing over the dams leads to the important
cancellations which result in a consistent rescaling in leading order for all
centralized moments.
Definition 7.2. We define
(7.49) H˜ := ∪
r≥2
H˜r
We now define graphs with dams (dam) and those with no dams (nd).
(7.50)
H˜nd = {F ∈ H˜;∀j :
∑
i≥1 Fi,j = hj 6= 1}
H˜dam = {F ∈ H˜;∃j :
∑
i≥1 Fi,j = hj = 1}
and therefore H˜ = H˜nd∪˙H˜dam.
For f ∈ N \ {0} we define
(7.51) Ff :=
( 0 f
f 0
)
Then obviously H˜2 = {Ff , f ∈ N \ {0}} and {F1} = H˜2 ∩ H˜dam
Definition 7.3. Let F ∈ H˜dam ∩ H˜r be an r × r matrix with r > 2.
Then there is a smallest index i0 = min(i :
∑
j≥1 Fi,j = 1). We define the
(r − 1)× (r − 1) less dam matrix Fld by
(7.52) (Fld)i,j := Fi+θ(i,i0),j+θ(j,i0) + Fi+θ(i,i0),i0 · Fi0,j+θ(j,i0)
where
(7.53) θ(a, b) =
{
0⇐= a < b
1⇐= a ≥ b
Lemma 7.5. Let F ∈ H˜dam \ {F1} and Fld its less dam matrix. Then
Fld ∈ H˜ and
(7.54) cof(A− F ) = cof(Ald − Fld)
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Proof. We denote with i1 the index for which Fi1,i0 = 1 and with j1 the
index for which Fi0,j1 = 1 and define the notation that i0 is a dam between
i1 and j1. We say that a dam is of class A if j1 = i1 and of class B otherwise.
We define i2 such that i2 + θ(i2, i0) = i1 and j2 + θ(j2, i0) = j1. We first
proove that Fld is balanced. We do this seperately for class A and class B.
We start with class A. F was balanced. Fi0,j = 0 for j 6= i1 and Fi,i0 = 0 if
i 6= i1. So any row and column other than the i1 th of F has the same sum
as the corresponding row and column of Fld. The i1 th row and column of
F both have a sum which is bigger by 1 than the corresponding one of Fld
and so Fld is balanced.
For class B the rowsum of the i + θ(i, i0) th row of F is the same as that
of the ith row of Fld, which is trivial for i + θ(i, i0) 6= i1. For the i2th row
of Fld because of Fi1,i0 = 1 there is an additional 1 in the rowsum of F but
there is also an additional 1 in the rowsum of the corresponding row of Fld
as for j = j2 we find from equation (7.52)
(7.55) (Fld)i2,j2 = Fi1,j1 + 1
By the same argument the columnsum of corresponding columns of F and
Fld again is the same and so Fld is balanced for class B.
If we delete the i1 th row and j1 column of U = A− F we get a matrix U1
which has only one 1 in the row inherited from the i0 th row of U before
deleting the i1 row and a column which only has the same 1 and the rest 0s
which was inherited from the i0 th column before deleting the j1 th column
of U . So this row and column can be deleted without changing the value of
the cofactor according to Laplace. Let us call the matrix which results from
U1 by this operation U2. For the matrix V = Ald − Fld we delete the i2th
row and j2th column and call the result V1. We then see V1 = U2 and so
equation (7.54) is true as cof(Ald − Fld) = det(V1) · (−1)i2+j2 .
Definition 7.4. We define the mapping
(7.56)
gdam : H˜dam \ {F1} 7→ H˜
F 7→ Fld
and inductively the sets H˜1(F ) := g
−1
dam(F ) and H˜m(F ) := g
−1
dam(Hm−1(F ))
Lemma 7.6. For any matrix F ∈ H˜dam there is a number m(F ) and
either a matrix Fnd ∈ H˜nd such that F ∈ H˜m(F )(Fnd) or F ∈ H˜m(F )(F1).
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Proof. For any r×r matrix F ∈ H˜dam we apply gdam as often as possible
(e.g. m times). Then the matrix g
(m)
dam(F ) is either a matrix without dams,
or a 2× 2 matrix with dams and therefore F1.
Definition 7.5. Let F ∈ (H˜nd ∪ {F1}) ∩ H˜r and F˜ ∈ H˜k(F ). For j ∈
{1, . . . , r} we define the function ind(ij , k) := j if g(k)dam maps the remainder
of the ij th column and row of F˜ onto the j th column and row of F .
Lemma 7.7. Let F ∈ (H˜nd ∪ {F1}) ∩ H˜r and F˜ ∈ H˜m(F ). Then F˜ is
uniquely defined by m steps starting from F .
The k th step is defined inductively by a number ik ∈ {1, . . . , r+k} and a pair
of numbers (i, j), where i, j ∈ {1, . . . , r+k−1} are the indices ind(α1, k−1)
and ind(α2, k−1) if the k th step is a dam between α1 and α2 (not necessarily
different). We also define ind(ik, k) := r + k, the k th added dam. For any
i 6= ik we define ind(i+ θ(i, ik), k) = ind(i, k − 1).
Proof. Any dam is inserted between two uniquely defined dimensions α1
and α2. We have just given them a unique index which does not change with
the application of gdam. The definition of the index is obviously consistent
with gdam.
Definition 7.6. Let F ∈ (H˜nd ∪ {F1}) ∩ H˜r and F˜ ∈ H˜m(F ). Induc-
tively we define a label function lab on i ∈ {r+1, . . . , r+m} in the following
way: If in the k th step in Lemma 7.7 ik was a dam of class A between α1
and α1, then we define lab(r + k) := (ind(α1, k − 1), ind(α1, k − 1)).
If the dam was of class B between α1 and α2 we define lab(r + k) :=
(ind(α1, k−1), ind(α2, k−1)) if ind(α1, k−1) ≤ r and ind(α2, k−1) ≤ r, i.e.
the dam is between two dimensions of F loosely speaking. In case ind(α1, k−
1) > r or ind(α2, k − 1) > r we define lab(r + k) := lab(max(ind(α1, k −
1), ind(α2, k − 1))).
Lemma 7.8. Let F ∈ (H˜nd ∪ {F1}) ∩ H˜r and F˜ ∈ H˜m(F ). Let G(F˜ ) be
the multidigraph which has the indices ind(i,m) as vertices. Then one of the
following alternatives is true:
1. if lab(r+ k) = (i, j) with i ≤ r and j ≤ r then the vertex r+ k is on a
subgraph which is a path graph from i to j and all the vertices of this
subgraph also have the label (i, j)
2. if lab(r + k) = (i, i) then the vertex r + k is on a subgraph which is a
cycle starting and ending in i and all vertices of this subgraph other
than i also have the same label (i, i). If i > r then r + k > i.
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Moreover if there is an edge between vertex r+k and vertex j and lab(r+k) 6=
lab(j) then if r + k > j we have lab(r + k) = (j, j) or (not exclusive) j < r
and lab(r + k) = (a, b) with a = j or b = j.
Proof. By induction. For m = 1 the Lemma is obviously true. Let it
now be true for m − 1. If in the m th step we have a dam of class A, then
obviously the Lemma again is true as the new vertex r+m gets a label (i, i)
for some i < r +m. If in the mth step we have a dam of class B inserted
into an edge between the vertices i and j (assuming i ≥ j) then:
1. if i ≤ r and j ≤ r then the Lemma is obviously true as lab(r +m) =
(i, j).
2. if i > r and lab(i) = (a, b) with a ≤ r and b ≤ r then according to
induction: Either lab(j) = (a, b) and therefore both are on a subgraph
which is a path between a and b and therefore r+m which gets the label
(a, b) too fulfils the Lemma. Or j < r and therefore b = j according to
induction and lab(r +m) = (a, b) and again the Lemma is true.
3. the case i ≤ r and j > r was exclude by the assumption i ≥ j (it is
equivalent to the last case).
4. if i > r and lab(i) = (c, c) and lab(i) 6= lab(j) then according to
induction lab(i) = (j, j) or i = j. But then lab(r + m) = (j, j) and
obviously again r +m is on a subgraph which is a cycle with starting
and ending point j and the correct labels according to the Lemma.
The case lab(j) = lab(i) obviously fulfils the Lemma too.
Definition 7.7. Let F ∈ (˜Hnd ∪ {F1}) ∩ H˜r and F˜ ∈ Hm(F ). For
F 6= F1 we define a digraph Tr(F˜ ) = (V,E) in the following way: Let
V = {0, 1, . . . ,m}. We define e ∈ E by the following rule: If in G(F˜ ) a
vertex r + k has lab(r + k) = (i, j) with i ≤ r and j ≤ r then there is and
edge from 0 to k in Tr(F˜ ). If a vertex r+k has lab(r+k) = (i, i) with i ≤ r
then there is also a vertex from 0 to k. If a vertex r+k has lab(r+k) = (i, i)
with i > r then there is an edge from i− r to k.
For F = F1 we define a digraph Tr(F˜ ) = (V,E) in the following way: Let
V = {1, . . . ,m + 2}.We define e ∈ E by the following rules: There is an
edge from vertex 1 to vertex 2 in Tr(F˜ ). If in G(F˜ ) a vertex k + 2 has
lab(k+2) = (i, j) with i ≤ 2 and j ≤ 2 then there is an edge from 1 to k+2
in Tr(F˜ ). If a vertex k+2 has lab(k+2) = (i, i) then there is a vertex from
i to k + 2.
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Lemma 7.9. Tr(F˜ ) is a tree.
Proof. The graph Tr(F˜ ) is connected by induction: For m = 1 this is
trivial. Putting in a new dam in the m th step connects the vertex m of
Tr(F˜ ) with a vertex k ∈ {0, . . . ,m− 1} for F 6= F1 and k ∈ {1, . . . ,m+ 1}
for F = F1 determined by the label of the vertex r +m in G(F˜ ). Therefore
by induction the vertex m of Tr(F˜ ) is connected with a connected graph.
For F 6= F1 any vertex other than 0 and for F = F1 any vertex other than 1
has just one ingoing edge well defined by the label. Therefore #E = #V −1
and as Tr(F˜ ) is connected it is a tree.
Definition 7.8. We define:
A path dressing of an edge e of a graph with an ordered sequence of vertices
v1, . . . , vk (which are not vertices of the graph) is the replacement of e from
vertex va to vertex vb in the graph with new edges e1, . . . , ek+1 such that ei is
an edge from vi−1 to vi for i = 2, . . . , k and e1 is an edge from va to v1 and
ek+1 is an edge from vk to vb. For completeness sake we define the dressing
of an edge e with the empty sequence as not changing anything.
A cycle dressing of a vertex va of a graph with an ordered sequence of vertices
v1, . . . , vk (which are not vertices of the graph) is defined as the addition of a
cycle graph which starts and ends in va with vertices v1, . . . , vk in this order.
Again a cycle dressing of a vertex va with the empty sequence is just defined
as not changing anything.
A dressing of vertex va with nonoverlapping sequences of vertices is defined
as the combined cycle dressing of va with the sequences.
A path dressing of a graph with nonoverlapping (not necessarily nonempty)
sequences of vertices for each edge is defined as the combined path dressing
of the edges with the corresponding sequences.
A dressing of a graph with ordered (not necessarily nonempty) sequences of
vertices for each vertex of the graph (more than one nonempty sequence al-
lowed for a vertex) and (not necessarily nonempty) sequences of vertices for
each edge (only one nonempty sequence allowed for an edge) is defined as
the combined vertex and path dressing of those sequences. The sequences are
supposed to be nonoverlapping.
Definition 7.9. Let first G be a graph which is not an isolated vertex
and {v1, . . . , vm} a set of vertices which are not vertices of the graph. Let
T be a tree with the vertices 0, . . . ,m. Let us have a partitioning of the set
{v1, . . . , vm} into m + 1 subsets Ak with #Ak = deg(k) − 1 + δk,0 where
deg(k) here is the degree of vertex k in the Tree T .
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If G is an isolated vertex v1 on the other hand let there be a set of other ver-
tices {v2, . . . , vm+2}. Let T in this case be a tree with the vertices 1, . . . ,m+2.
Let us have a partitioning of the set {v2, . . . , vm + 2} into m+ 2 subsets Ak
with #Ak = deg(k)− 1 + δk,1 where deg(k) here is the degree of vertex k in
the Tree T . Let also v2 ∈ A1.
Let each of the subsets Ak be completely partitioned into ordered sequences.
We then call the graph G˜ of G hierarchically dressed with these ordered se-
quences according to T if we do the following steps inductively with G:
1. If G is not an isolated vertex dress G with the sequences belonging to
the subset A0. If G is an isolated vertex v1 dress it with the sequences
belonging to the subset A1.
2. dress the resulting graph in the vertex vi (vi 6= v1 for G being the
isolated vertex) with the seqences belonging to the subset Ai.
3. continue the last step with the resulting graph and the vertices vl added
in the step before till only empty sets Al are left.
Lemma 7.10. Let F ∈ H˜nd ∩ H˜r. Then any F˜ ∈ Hm(F ) is completely
characterized by the following elements:
1. a selection of dimensions i1, . . . , im out of r+m dimensions as dimen-
sions of the dams.
2. A tree T on the set {0, . . . ,m}.
3. A hierarchical dressing of G(F ) according to T with a partitioning of
the set {i1, . . . , im} as set of new vertices.
I.e. any set of selected dimensions, a tree of the given form and a hierarchical
dressing results in a graph G(F˜ ) with F˜ ∈ Hm(F ) and any F˜ ∈ Hm(F ) leads
to a set of selected dimensions, a tree T of the given form and a hierarchical
dressing according to T .
Proof. We first of all prove that the selection of the dimensions, a tree
T of the given form and a hierarchical dressing results in a graph G(F˜ ) with
F˜ ∈ Hm(F ). We prove this by induction in m. For m = 1 it is trivially
true. So let m > 1. The tree T contains one or more leafs. Each leaf in T
by construction corresponds to a vertex in the graph G(F˜ ) which is a dam.
We choose the leaf k of T such that the corresponding vertex ik of G(F˜ ) is
minimal among all leafs of T . Then this ik is minimal among all dimensions
of F˜ such that the rowsum hik = 1 as by construction any vertex p in the
tree T which is not a leaf corresponds with a vertex ip in G(F˜ ) which has at
least one cycle added and is in a cycle or a path subgraph which was added
to G(F ) and therefore has a degree which is bigger than 1 by construction.
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So gdam(F˜ ) is a matrix with row and column ik removed. To it belongs a
tree Tˆ which after the change of the indices according to gdam has the leaf
corresponding to ik removed and a hierarchical dressing according to the
new data. Therefore according to induction gdam(F˜ ) ∈ Hm−1(F ).
On the other hand with Lemma 7.8 and 7.9 for any F˜ ∈ Hm(F ) we have
defined a choice of dimensions and constructed the additional cycle and path
graph additions to G(F ) and the tree T such that the Lemma is true. With
this Lemma we have completely characterized Hm(F ) because any choice
of dam dimensions, a tree T and dressing with ordered sequences defines a
different matrix F˜ .
Lemma 7.11. Let F = F1. Then any F˜ ∈ Hm(F ) is completely charac-
terized by the following elements:
1. A tree T on the set {1, . . . ,m+ 2}.
2. A hierarchical dressing of the point graph with vertex 1 according to T
with a partitioning of the set {2, . . . ,m+ 2} as set of new vertices.
I.e. any tree of the given form and a hierarchical dressing results in a graph
G(F˜ ) with F˜ ∈ Hm(F1) and any F˜ ∈ Hm(F1) leads to a tree T of the given
form and a hierarchical dressing according to T .
Proof. We first of all prove that a tree T of the given form and a hier-
archical dressing results in a graph G(F˜ ) with F˜ ∈ Hm(F1). We prove this
by induction in m. For m = 1 it is trivially true. So let m > 1. The tree T
contains one or more leafs. Each leaf in T by construction corresponds to
a vertex in the graph G(F˜ ) which is a dam. We choose among the leafs k
of T such that it is minimal among all leafs of T . Then this k is minimal
among all dimensions of F˜ such that the rowsum hk = 1 as by construction
any vertex p in the tree T which is not a leaf corresponds with a vertex p in
G(F˜ ) which has at least one cycle added and is itself in a cycle. So gdam(F˜ )
is a graph with k removed. So after the removing of the leaf k from T we
are left with a tree Tˆ which after the change of the indices according to
gdam and a hierarchical dressing according to the new data. Therefore ac-
cording to induction gdam(F˜ ) ∈ Hm−1(F ). We have also seen that the tree
T completely determines the sequence of indices ip which correspond to the
dimensions removed in the p th application of gdam and therefore we have
no free choice of dimensions as we had in the case of F 6= F1 for any vertex
other than the first two. But it is also easy to see that gdam cannot remove
the vertex with the highest index, as a tree T always has at least two leafs,
so the vertex with the highest index is mapped from m to m − 1 etc. and
finally onto 2 in the process of applying gdam and reordering the dimensions
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of g
(k)
dam(F˜ ) and therefore the whole sequence is completely determined by
T .
On the other hand with Lemma 7.8 and 7.9 for any F˜ ∈ Hm(F1) we have
defined and constructed the additional cycle and path graph additions to
the point graph 1 and the tree T such that the Lemma is true. With this
Lemma we have completely characterized Hm(F1) because any tree T and
dressing with ordered sequences defines a different matrix F˜ and each matrix
F˜ is completely characterized by T and the hierachical dressing according
to it.
Remark 7.2. By the Markov feature
(7.57) z · ∂
∂z
(h(x, d, z)) =
∑
y∈Zd
h(y, d, z) · h(x− y, d, z)
and therefore by induction
(7.58)
(
z · ∂
∂z
)k
(h(x, d, z)) =
∑
yi∈Zd
∑
σ∈Sk
h(yσ(1), d, z) · h(x− yσ(k), d, z)·
k∏
j=2
h(yσ(j) − yσ(j−1), d, z)
Lemma 7.12. Let F ∈ H˜nd ∩ H˜r and k = (k1, . . . , kr+m) a vector of
strictly positive integers. Then
(7.59)
∑
F˜∈H˜m(F )
TF˜ ,k(z) =
(
r +m
m
)
· cof(A− F )·
(
z · ∂
∂z
)m−1 [ 1
(r +m) !
∑
σ∈Sr+m
 r+m∏
j=r+1
K˜(1, kσ(j), h˜(0, 2, z)

·
(
z · ∂
∂z
) I(F ) ·M(F )
2r−1 · (1− 16z2)r−1 ·
 r∏
j=1
K˜(hj , kσ(j), h˜(0, 2, z))
]
+ o
(
1
sr+m−2
)
Proof. From equation (7.58) we see that the sum of the contributions
of all matrices which we get from a matrix F by applying all possible path
dressings of an edge between i and j in G(F ) is equivalent to taking the
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contribution of F and replacing h(Yi−Yj, 2, z) with (z ·∂/∂z)kh(Yi−Yj, 2, z)
before the summation over Yi and Yj, up to terms scaled down by at least
one factor s because of the summation constraint yi 6= yj for the variables
of the dressing vertices relative to the free summation in equation (7.58) .
(Of course we have to also multiply it with the corresponding vertex factors
K˜ and average over the bigger set of permutations, we will in the sequel
assume this).
The sum of the contributions of all matrices which we get from a matrix F
by applying all possible cycle dressings of a vertex i in G(F ) with k vertices
is given by replacing the factor K˜(hi, kσ(i), h(0, 2, z)) with
(7.60)
(
∂
∂z
)k
K˜(hi, kσ(i), h(0, 2, z))
up to contributions which are scaled down by a factor s because of summing
constraints. This is true because of equation (7.40) and equation (7.58) for
x = 0 which describes the contribution of a cycle dressing in this case.
Therefore the dressing of a graphG(F ) with k vertices leads to a contribution
(7.61)
(
∂
∂z
)k
(gf(σ, z))
up to terms scaled down by at least a factor s, where
(7.62) gf(σ, z) = cof(A− F )· I(F ) ·M(F )
2r−1 · (1− 16z2)r−1 ·
 r∏
j=1
K˜(hj , kσ(j), h˜(0, 2, z))

The hierarchical dressing according to a tree T with vertex degrees λ0, λ1+
1, . . . , λm + 1 where λ0 > 0 therefore up to contributions scaled down at
least by a factor s from summing constraints is given by
(7.63)
(
∂
∂z
)λ0
(gf(σ, z))
m∏
j=1
(
∂
∂z
)λj
K(1, kσ(r+j), h(0, 2, z))
Now according to Lemma 7.10 we have to multiply this with a factor for the
choice of the dimensions which are dimensions of dams
(7.64)
(
r +m
m
)
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and the number of trees with this given set of degrees such that
(7.65)
m∑
i=0
(λi + 1− δ0,i) = 2m
The calculation of the number of the trees with these constraints fortunately
also comes up in a standard proof of Cayley’s theorem on the number of trees
[2]. It is given by
(7.66)
(m− 1) !
(λ0 − 1) !
∏m
i=1 λi !
But according to the general Leibniz rule for multiple differentiations of
products we then get equation (7.59). Differentiation of the asymptotic ex-
pansion in any order is allowed, as we have discussed in Lemma 7.4 as each
term in the finite sum on the left hand side of equation (7.59) is a holomor-
phic function on U 1
2d
(0).
Lemma 7.13. Let F1 be defined according to equation (7.51) and k =
(k1, . . . , km+2) a vector of strictly positive integers. Then
(7.67)
∑
F˜∈H˜m(F1)
TF˜ ,k(z) =
(
z · ∂
∂z
)m [ 1
(m+ 2) !
∑
σ∈Sm+2
m+2∏
j=1
K˜
(
1, kσ(j), h˜(0, 2, z)
)
·
(
z · ∂
∂z
)
h˜(0, 2, z)
]
+ o
(
1
sm
)
Proof. With Lemma 7.11 the proof is analogous to the proof of Lemma
7.12, realizing the we do not have the binomial choice factor and taking into
account that M(F1) = 1 and cof(A1 − F1) = 1.
8. The moments. In this section we will calculate the expectation
value of the moments with all its logarithmic corrections and give examples
for the first and second moment. We will then calculate the leading behaviour
for the centralized moments and all its logarighmic corrections for any r and
get the joint distribution for the closed simple random walk from that.
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8.1. The asymptotic expansion. We observe from Lemma 7.4 that the
constituent functions in equation (7.37) and (7.39) all have a specific form
which leads to a general scheme for calculating the asymptotic expansion of
them. Their sum in (7.44) differentiated as shown in (7.43) amounts to the
expectation value up to a division by the number of all closed walks of a
given length.
Lemma 8.1. Let g(x) =
∑M
j=0 bj · xj be a polynomial of degree M . Then
the function
(8.1) fm(̟) :=
1
(1−̟)m · g
(
1
ln(1−̟)
)
around ̟ = 0 has a Laurent series with poles of highest order M and the
sum
(8.2) fm(̟) =
∞∑
n=−M
cn(m) ·̟n
converges for ̟ ∈ U1(0) \ {0} and for cn(m) we have the asymptotic expan-
sion
(8.3) cn(m) = n
m−1 ·
[
M∑
i=0
γ
(m)
i y
i+1
(
d
dy
)i (
yi−1g(y)
)∣∣∣∣∣
y=− 1
ln(n)
+ o
(
1
ln(n)M
)]
where the coefficients γ
(m)
i belong to the expansion
(8.4)
1
Γ(m+ τ)
=
∞∑
i=0
γ
(m)
i · τ i
(which has an infinte radius of convergence [6, eq. 6.1.34]).
Proof: Because of the power series of ln(z) around z = 1 it is clear that
fm has the Laurent series with a pole of highest order M in ̟ = 0 and
converges for ̟ ∈ U1(0) \ {0}.
For m ∈ N \ {0} and j ∈ N0 we now consider the functions
(8.5) βm,j(x) :=
1
(1− x)m · ln(1− x)j
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They have a Laurent series around x = 0 with
(8.6) βm,j(x) =
∞∑
n=−j
θj,m,n · xn
For βm,0(x) we realize that θ0,m,n = n
m−1/Γ(m)(1+O(1/n)) and so equation
(8.3) is true for the constant term in the polynomial g as in the sum over i
only the contribution with i = 0 is different from 0. We then note that for
j > 0
(8.7)
d
dx
βm,j(x) = m · βm+1,j(x) + j · βm+1,j+1(x)
To find the asymptotic behaviour of the coefficients of βm,1(x) for x > 0 we
write for k ∈ N and k > 1
(8.8)
βm,1(x)−β−k,1(x) = −
∫ m+k
0
e− ln(1−x)·(m−t) ·dt = −
∫ m+k
0
(1−x)−(m−t) ·dt
Of course β−k,1(x) has Taylor coefficients o
(
n−(k+1)
)
. We expand the coef-
ficients of (1 − x)−(m−t) asymptotically for large order n and perform the
integration over t using Watsons Lemma [24, Proposition 2.1, p. 53] for the
fixed upper boundary m+ k to calculate
(8.9)
∫ m+k
0
e− ln(n)t
Γ(m− t) · dt ∼
∞∑
i=0
γ
(m)
i (−1)i · i !
ln(n)i+1
From there we find
(8.10) θ1,m,n = n
m−1
(
M∑
i=0
γ
(m)
i · (−1)i+1 · i !
ln(n)i+1
+ o
(
1
ln(n)M+1
))
By a repeated use of equation (8.7) we find
(8.11) θj,m,n = n
m−1
(
M∑
i=0
γ
(m)
i · (−1)i+j
ln(n)j+i
· (j + i− 1) !
(j − 1) ! + o
(
1
ln(n)M+j
))
But from here it is only simple algebra to reach (8.3).
Definition 8.1. We define the function
(8.12) f¯m,k(y,C) := K˜(m,k,− 1
πy
+ C)
= m! · (πy)m+1 (1− C · π · y)
k−1
(1− (C + 1) · π · y)k+m · G¯m,k(y,C)
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and
(8.13) G¯m,k(y,C) := 1+
1
m
m−1∑
j=1
(π ·y)j
(
k − 1
j
)
·
(
m
j + 1
)
·
(
1
1− C · π · y
)j
and fm,k)(y) := f¯m,k(y,C
(c)). and Gm,k(y) := G¯m,k(y,C
(c)) with
(8.14) C(c) = 4 · ln(2)
π
− 1
Theorem 8.1. Let M ∈ N be a natural number. The rth moment of the
planar closed simple random walk of lenght 2n is given together with all its
corrections up to order 1/ ln(n)M by
(8.15)
En(N2k1(w) · . . . ·N2kr(w)) = 2 · π ·nr ·
∑
F∈H˜
(M)
k
(
cof(A−F ) · I(F ) ·M(F )
2r−1
[
M∑
i=0
γ
(r−1)
i y
i+1
(
d
dy
)iyi−1 1
r !
∑
σ∈Sr
r∏
j=1
fhj ,kσ(j)(y)
∣∣∣∣∣
y=− 1
ln(n)
])
+ o
(
nr
ln(n)M
)
where where En(.) is the expectation value for closed walks of length 2n and
H˜
(M)
k is the finite set defined in Theorem 7.1.
Proof. We start with Lemma 7.4 and equation (7.37) and (7.39). We
then see that each function TF,k(z) has the form of Lemma 8.1 with ̟ =
16z2. We also use the fact that the number of closed random walks of length
2n in 2 dimensions, by which we have to divide to get the expectation value,
is given by
(8.16) 42n · 1
π · n
(
1− 1
4n
+O
(
1
n2
))
The differentiating of equation (7.43) gives an additional factor 2n. Putting
all this together we reach equation (8.15).
Remark 8.1. From equation (8.15) one can (with any good computer al-
gebra system) compute any moment with all its logarithmic corrections from
a summation over contributions from a finite set of integer valued matrices
(or equivalent Eulerian multidigraphs).
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Lemma 8.2. Let M ∈ N be a natural number. Then the first moment of
the expectation value of N2k(w) for a closed simple random walk of length
2n in 2 dimensions has the asymptotic expansion
(8.17)
En(N2k(w)) = 2·n·
M∑
i=0
γ
(1)
i ·yi+1
(
d
dy
)i (
yi−1f1,k(y)
)∣∣∣∣∣
y=− 1
ln(n)
+o
(
n
ln(n)M
)
Proof. As we have shown in [17] and can now extend with Theorem 6.1
(8.18) lim
N→∞
∑
w∈W2N
N2k(w)z
length(w) = z · ∂
∂z
1
k
(
h(0, 2, z)
1 + h(0, 2, z)
)k
= K˜(1, k, h(0, 2, z)) · z · ∂
∂z
h(0, 2, z)
from which equation (8.17) follows using Lemma 8.1.
Corollary 8.1. For concreteness sake:
(8.19) En(N2k(w)) =
2π2n
ln(n)2
(
1− 1
ln(n)
(kπ + 2 · γ + π(1 + 2 · C(c)))+
O
(
1
ln(n)2
))
Corollary 8.2. The second moment is given by:
(8.20) En(N2k1(w) ·N2k2(w))− En(N2k1(w)) · En(N2k2(w))) =(
2π2n
ln(n)3
)2((
1
2
H4π
3 − 4ζ(2)
)
−
3
ln(n)
((
1
2
H4π
3 − 4ζ(2)
)
·
(
(k1 + k2)
π
2
+ 2 · γ + π(1 + 2 · C(c))
)
+ 8ζ(3)
)
+O
(
1
ln(n)2
))
where H4 = I(F2) and C
(c) given in equation (8.14). As we would expect
from [14, Theorem 3.5] (which deals with the non restricted random walk
which is different and has a second moment differing from that of the closed
random walk) the second centralized moment has a leading order n2/ ln(n)6.
The cancellations which lead to this high order are not accidental. We will
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explore them in all orders in the next subsection and will see that they have
to do with dam graphs.
We will now prepare the way to calculate the leading order for the cen-
tralized moments. To calculate the leading order of the p+ r th centralized
moment, for a given F ∈ H˜nd ∩ H˜r we sum the contributions of
(8.21) En
(
p+r∏
ℓ=1
N2kℓ(w)− En(N2kℓ(w))
)
which come from F˜ ∈ H˜p−ν(F ) with 0 ≤ ν ≤ p and do the same for
F˜ ∈ H˜p+r−ν(F1) for 0 ≤ ν ≤ p + r. We have summed over all appropriate
matrices in Theorem 8.1 so far. According to Definition 7.2 and Lemma 7.6
we can reduce the summing to one over an appropriate subset of H˜nd plus
F1 loosely speaking. We define
(8.22) En
(
m∏
ℓ=1
N2kℓ(w) − En(N2kℓ(w))
)
=
Ên,F1,m +
m∑
r=2
 ∑
F∈H˜nd∩H˜r∩H˜
(M)
k
En,F,r,m−r

We will completely calculate the leading behaviour of En,F,r,p and Ên,F1,m in
this section together with all logarithmic corrections of any order. The lead-
ing behaviour then can be summed to give a closed formula for the leading
behaviour of the characteristic function.
8.2. Generalized Leibniz rules of differentiation. To calculate the cen-
tralized moments along the lines outlined above we first have to derive a
couple of generalizations of the Leibniz rule for differentiations.
Lemma 8.3. Let f1(x), . . . fp(x) be infinitely many times differetiable
functions and g(x) also be an infinitely many times differentiable function.
For a number µ let us define Aµ,p to be the set of the µ element subsets of
Ap = {1, . . . , p}. Let us also define
(8.23) Ψ(p)µ =
∑
B∈Aµ,p
∏
j∈B
fj(x)
(
d
dx
)q ∏
i∈Ap\B
fi(x) · g(x)

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Then
(8.24) ∑
q1≥1,...,qp≥1
qg≥0
q1+...+qp+qg=q
(
q !
q1 ! · . . . · qp ! · qg !
)
f
(q1)
1 (x) · . . . · f (qp)p (x) · g(qg)(x) =
p∑
µ=0
Ψ(p)µ (−1)µ
This formula is true also for p > q where the left hand side is to be interpreted
to be 0.
Proof. By the general Leibniz rule using f (q)(x) as a shorthand for the
q th derivative of an infinitably many times differentiable function f(x) we
know
(8.25)
(
d
dx
)q
(f1(x) · . . . · fp(x) · g(x)) =∑
q1≥0,...,qp+1≥0
q1+...+qp+qg=q
(
q !
q1 ! · . . . · qp · qg !
)
f
(q1)
1 (x) · . . . · f (qp)p (x) · g(qq)(x)
We can now use the inclusion exclusion principle: Having at least one deriva-
tive at any of the functions fj is equivalent to the occupancy problem of
having at least one stone in each of p boxes when distributing q stones. We
prove by induction in p: For p = 1 equation (8.24) is obviously true. For a
given p let’s assume it is true and write g(x) = fp+1(x) · g˜(x). Using (8.24)
we therefore get
(8.26)
∑
q1≥1,...,qp≥1
qg≥0
q1+...+qp+qg=q
(
q !
q1 ! · . . . · qp ! · qg !
)
f
(q1)
1 (x) · . . . · f (qp)p (x)·

∑
qp+1≥0
qg˜≥0
qp+1+qg˜=qg
f (qp+1)(x) · g˜(qg˜)(x) ·
(
qg
qg˜
)

=
p∑
ν=0
Ψ˜(p)µ (−1)µ
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where
(8.27) Ψ˜(p)µ =
∑
B∈Aν,p
∏
j∈B
fj(x)
(
d
dx
)q ∏
i∈Ap\B
fi(x) · fp+1(x) · g˜(x)

Now we can write
(8.28) Ψ(p+1)µ = Ψ˜
(p)
µ + fp+1(x) ·Ψ(p)µ−1
the first term on the right hand side of equation (8.28) are the contributions
to Ψ
(p+1)
µ in equation (8.23) where p + 1 /∈ B the second term those where
p + 1 ∈ B and we have suppressed showing g˜ instead of g as it is irrelevant
for our discussion. From equation (8.26) we can write
(8.29) ∑
q1≥1,...,qp+1≥1
qg˜≥0
q1+...+qp+1+qg˜=q
(
q !
q1 ! · . . . · qp+1 ! · qg˜ !
)
f
(q1)
1 (x) · . . . · f (qp+1)p+1 (x) · g˜(qg˜)(x) =
p∑
µ=0
(−1)µΨ˜(p)µ − fp+1(x) ·
p∑
µ=0
(−1)µΨ(p)µ
where we have just subtracted all terms with f
(qp+1)
p+1 (x) with qp+1 = 0 from
the left hand side of equation (8.26). If p = q this subraction yields 0 as one
sees from equation (8.26) and so the interpretation of the left hand side to
be 0 for p > q is valid. Using equation (8.28) in equation (8.29) we get
(8.30) ∑
q1≥1,...,qp+1≥1
qg˜≥0
q1+...+qp+1+qg˜=q
(
q !
q1 ! · . . . · qp+1 ! · qg˜ !
)
f
(q1)
1 (x) · . . . · f (qp+1)p+1 (x) · g˜(qg˜)(x) =
p∑
µ=0
(−1)µΨ(p+1)µ + (−1)p+1Ψ(p+1)p+1
as
(8.31) Ψ
(p+1)
p+1 = −fp+1(x) · (−1)pΨ(p)p
which proves the induction.
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Lemma 8.4. With the definitions of Lemma 8.3
(8.32) Ψ(p)µ =
∑
B∈Aµ,p
∏
j∈B
fj(x)
(
d
dx
)q ∏
i∈Ap\B
fi(x) · g(x)
 =
1
(p − µ) ! · µ !
∑
σ∈Sp
Ψ(p)µ (σ)
where
(8.33) Ψ(p)µ (σ) =
µ∏
j=1
fσ(j)(x)
(
d
dx
)q p∏
i=µ+1
fσ(i)(x) · g(x)

Proof. The permutations are the bijections of Ap. They map Aµ =
{1, . . . , µ} onto any set B with µ elements in exactly µ ! ways and Ap \ Aµ
then in (p − µ) ! ways onto Ap \B.
Lemma 8.5. Let X1, . . . ,Xp be p random variables whose joint moments
in any power are supposed to be finite. Let E(.) denote the expectation value.
Then the central moment
(8.34) E
(
p∏
i=1
(Xi − E(Xi))
)
=
p∑
µ=0
(−1)µ · Φ(p)µ
with
(8.35) Φ(p)µ =
∑
B∈Aµ,p
∏
j∈B
E(Xj) · E
 ∏
i∈Ap\B
Xi
 =
1
(p − µ) ! · µ !
∑
σ∈Sp
µ∏
j=1
E(Xσ(j)) · E
 p∏
i=µ+1
Xσ(i)

Proof. The first equation in (8.35) just is a regrouping of the left hand
side of equation (8.34) according to the indices of E(Xj) being in the µ
element subsets of Ap. Each subset comes up once of course. The second
equation in (8.35) then follows from identical reasoning as the one for Lemma
8.4 .
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Lemma 8.6. For p ∈ N let p infinitely many times differentiable func-
tions fi(x) and gi(x) with i = 1, . . . , p be given and another infinitely many
times differentiable function g(x). Let us define
(8.36) Ψ̂(p)µ =
1
(p− µ) ! · µ !
∑
σ∈Sp
µ∏
j=1
(
fσ(j)(x) + gσ(j)(x)
) ·
(
d
dx
)q p∏
i=µ+1
fσ(i)(x) · g(x)

For σ ∈ Sp let us also define
(8.37) M(p−ν)ν (σ) := q !
∑
qν+1≥1,...,qp≥1
qg≥0
qν+1+...+qp+qg=q
g(qg)(x)
qg !
p∏
i=ν+1
f
(qi)
σ(i)(x)
qi !
and
(8.38) Ψ˜(p)ν =
1
(p− ν) ! · ν !
∑
σ∈Sp
M(p−ν)ν (σ)
ν∏
j=1
(
gσ(j)(x)
)
Then
(8.39)
p∑
µ=0
(−1)µΨ̂pµ =
p∑
ν=0
(−1)νΨ˜pν
Proof. For a given ν we look at the contributions of Ψ̂
(p)
µ with µ ≥ ν
which contain the factor
(8.40)
ν∏
j=1
(
gσ(j)(x)
)
and no other factors gσ(k)(x). That amounts to choosing ν factors from the
product over fσ(j)(x) + gσ(j)(x) and so we get as contributions
(8.41)
1
(p− µ) ! · µ ! ·
(
µ
ν
) ∑
σ∈Sp
 ν∏
j=1
(
gσ(j)(x)
) µ∏
k=ν+1
fσ(k)(x)
 ·
(
d
dx
)q p∏
i=µ+1
fσ(i)(x) · g(x)

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Defining p˜ = p− ν and µ˜ = µ− ν we see that the contributions are
(8.42)
1
(p˜ − µ˜) ! · µ˜ ! · ν !
∑
σ∈Sp
 ν∏
j=1
(
gσ(j)(x)
) ·Ψ(p˜)µ˜ (σ)
with a shift of indices. Summing over µ˜ with the appropriate signs we see
from Lemma 8.3 together with Lemma 8.4 and equation (8.37)
(8.43)
p˜∑
µ˜=0
(−1)µ˜
(p˜− µ˜) ! · µ˜ !Ψ
(p˜)
µ˜ (σ) =
1
p˜ !
· Mp˜ν(σ)
and therefore equation (8.39) is true which proves the Lemma.
8.3. The centralized moments. We can now calculate the centralized mo-
ments with all logarithmic corrections. We start with
Theorem 8.2. Let F ∈ H˜nd ∩ H˜r. Then the contribution of F together
with all F˜ ∈ H˜p−ν(F ) with 0 ≤ ν ≤ p to the centralized moment as given
in equation (8.22) together with all logarithmic corrections up to order M is
given by
(8.44)
En,F,r,p = π · n
p+r
r !
∑
σ∈Sp+r
p∑
ν=0
(2ν · r+p∏
j=r+p−ν+1
g1,kσ(j)(y)
 · 2p−ν · (−1)ν
ν !(p − ν) !
M∑
q≥p−ν
q ! · γ(r)q · yq+1
∑
qr+1≥1,...,qr+p−ν≥1
qg≥0
qr+1+...+qr+p−ν+qg=q
gs(qg)(y)
qg !
r+p−ν∏
i=r+1
f
(qi)
1,kσ(i)
(y)
qi !
)∣∣∣∣∣
y=− 1
ln(n)
+ o
(
np+r
ln(n)M
)
with
(8.45) gs(y) := yq−1gk,σ,p(y)
where for a permutation σ ∈ Sp+r
(8.46) gk,σ,p(y) :=
I(F ) ·M(F ) · cof(A− F )
2r−1 r∑
i=1
(
2 · (r − 1)
r
· fhi,kσ(i)(y) +
2
π
· fhi+1,kσ(i)(y)
)
·
 r∏
j≥1
j 6=i
fhj ,kσ(j)(y)


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and
(8.47) g1,k(y) :=
M∑
i=1
γ
(1)
i · yi+1
(
d
dy
)i (
yi−1f1,k(y)
)
En,F,r,p has the leading behaviour
(8.48)
(
2π2n
ln(n)3
)p+r
(p+ r) ! ·
(
(−1) · π
ln(n)
)∑r
j=1(hj−2)
·
r∏
j=1
hj !
2 !
·(
4π · I(F ) ·M(F ) · cof(A−F ) · r − 1
r !
(
−π
2
)r
2p(−1)p
p∑
ν=0
γ
(r)
p−ν
(−γ(1)1 )ν
ν !
)
Proof. We start at equation (7.59) and realize that the function corre-
sponding to gk,σ,m(y) as a function in z in (7.59) was multiplied with
(8.49)
1
(1− 16z2)r
because of the differentiation in z according to equation (7.43). We then can
calculate again with (7.59)
(8.50)∑
F˜∈H˜p−ν(F )
E
n,F˜
(N2k1(w) · . . . ·N2kr+p−ν(w)) = πn · (2n)p−ν ·
nr−1
r ! · (p − ν) !
M∑
q=0
γ(r)q y
q+1
(
d
dy
)qyq−1 ∑
σ∈Sr+p−ν
gk,σ,p−ν(y) ·
r+p−ν∏
j=r+1
f1,kσ(j)(y)

+ o
(
nr+p−ν
ln(n)M
)
In the contribution to the centralized p + r th moment this term has to be
multiplied with
(8.51)
r+p∏
j=r+p−ν+1
En(N2kj (w)) · (−1)ν
and summed over all possible partitions of the set of the p + r variables
k1, . . . , kr+p into a set of r + p − ν and a set of ν variables. As γ(1)0 = 1 we
get
(8.52) En(N2k(w)) = 2 · n
(
f1,k(y) + g1,k(y)
∣∣∣∣∣
y=− 1
ln(n)
+ o
(
1
ln(n)M
))
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Putting this together with Lemma 8.4, Lemma 8.5 and Lemma 8.6 we get
equation (8.44). It is now easy to see that the leading term in equation (8.44)
comes from q = p−ν as all terms with q < p−ν vanish according to Lemma
8.3 and any increase beyond qg = 0 or the qi = 1 for i = r+1, . . . , r+ p− ν
will lead to higher order terms in y because of the factor yq+1 in the sum over
q before the differentiations. The Lemma now follows from simple analysis
and algebra.
Theorem 8.3. The leading contribution of all H˜p−2−µ(F1) for µ =
0, . . . , p − 2 to the p th centralized moment with all logarithmic corrections
up to order M is
(8.53) Ên,F1,p = π · np
∑
σ∈Sp
p∑
ν=0
(2ν · p∏
j=p−ν+1
g1,kσ(j)(y)
 · 2p−ν−1 · (−1)ν
ν !(p − ν) !
M∑
q≥p−ν
q ! · γ(1)q · yq+1
∑
q1≥1,...,qp−ν≥1
qg≥0
q1+...+qp−ν+qg=q
gt(qg)(y)
qg !
p−ν∏
i=1
f
(qi)
1,kσ(i)
(y)
qi !
)∣∣∣∣∣
y=− 1
ln(n)
+ o
(
np
ln(n)M
)
where
(8.54) gt(y) := yq−1
2
π
(for the term with ν = p the sum over q at the right hand side of equation
(8.53) only has one nonzero contribution 2/π for q = 0 as has been discussed
in the proof of Lemma 8.1)
The leading behaviour of Ên,F1,p is given by
(8.55)
(
2π2n
ln(n)3
)p
p ! · 2p(−1)p
p∑
ν=0
γ
(1)
p−ν
(−γ(1)1 )ν
ν !
Proof. The proof is identical to the one of Lemma 8.2, we just need to
start from equation (7.67).
Theorem 8.4. Let Λk be complex variables of which only finitely many
are different from 0. Then the characteristic function of the variable
(8.56) β(w,Λ) :=
ln(length(w))3
4π3length(w)
∑
k
Λk · (N2k(w)− En(N2k(w))
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(scaled to be comparable with the renormalized intersection local time of the
planar Brownian motion by a factor 4π3 in the denominator of (8.56)) for
a closed 2 dimensional random walk is given in leading order of length(w)
by
(8.57) E
(
eitβ(w,Λ)
)
= eγ·
iτ
2π ·
[
1
Γ(1− iτ2π )
+
4π ·
∞∑
r=2
(−iτ
8
)r r − 1
r ! · Γ(r − iτ2π )
·
∑
F∈H˜r(2,...,2)
I(F ) ·M(F ) · cof(A− F )
]
where
(8.58) τ = t ·
∑
k
Λk
and γ is the Eulerian constant.
Proof. With Theorem 8.2 we see that the leading contribution overall
for the centralized moments comes from F1 and the matrices F with hi = 2
for all i as a matrix with hi = 1 has a dam and a matrix with hi > 2 is
subleading asHr(2, . . . , 2) is nonempty. The generating function then follows
from simple algebra from Theorem 8.2 and from Theorem 8.3. We have used
that a rescaling in the logarithm (by a factor of 2 in our case) does not change
the leading behaviour.
9. The non restricted simple random walk. In this section we will
derive the joint distribution for the variables N2k(w) in the case of the non
restricted simple random walk w. A non restricted random walk is one where
starting and ending points of the walk underly no restrictions. As a walk is
either closed or non closed, the set of non restricted random walks is the
disjoint union of the set of closed and the set of non closed random walks.
In the sequel (as before) we will deal in our formulas with simple random
walks only and so drop the word simple often.
Non restricted random walks are the type of random walk mainly discussed
in the vast literature [4]. So this section will give us a point of contact to
results from many other angles of research and we will benefit strongly from
the results derived by Le Gall [20] and Hamana [14] about the relationship
between the joint distribution of the multiple point range and the inter-
section local time for this type of random walk. To make it visible in the
formulas that they belong to a different group of walks than the closed sim-
ple random walk we will denote quantities with a (u) in the upper right
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corner. The concrete class of walks will be given individually in the text.
This class is in some appropriate places indicated by (n.c.) (for non closed)
and (n.r.) (for non restriced).
9.1. Transferring the analytic results for d ≥ 2.
Lemma 9.1. The number of non restricted simple random walks in d
dimensions has the generating function
(9.1) h(n.r.)(d, z) :=
2dz
1− 2dz
Proof. An non restricted random walk of length n has n steps, where
each step can independantly go into any of the 2d directions.
Definition 9.1. For F ∈ H˜r(h1, ..., hr) and Yr+1, Yr+2 ∈ Zd and T ∈
Tr(Kr) we define
(9.2) O
(u)
ins :=
( ∑
1≤α≤r
1≤β≤r
α6=β
h(Yr+1 − Yα, d, z) · h(Yβ − Yr+2, d, z) · ∂
∂Hα,β
+
∑
1≤γ≤r
h(Yr+1 − Yγ , d, z) · h(Yγ − Yr+2, d, z) · ∂
∂ωγ
)
We then use the variable transformation
(9.3) Xi,j(ω,H) =
Hi,j√
(1 + ωi) · (1 + ωj)
to define the following quantities in analogy to the quantities in section six.
(9.4) p
(u)
T,k,Yr+1,Yr+2
(ω,H) := O
(u)
ins (pT,k(ω,X(ω,H))
and using the same operations to define the quantities D
(u)
F,Yr+1,Yr+2
(ω,H),
D
(u)
F,k,Yr+1,Yr+2
(ω,H), D
(u)
ℓ,k,Yr+1,Yr+2
(ω,H) and finally from them
C
(u)
F,Yr+1,Yr+2
(Y, z),, C
(u)
F,k,Yr+1,Yr+2
(Y, z), C
(u)
ℓ,k,Yr+1,Yr+2
(Y, z) by setting
(9.5) Hi,j = h(Yi − Yj, d, z)
and ωj = h(0, d, z) for j = 1, . . . , r.
We also define
(9.6) γ(u)(ℓ, k, F, ω, Yr+1, Yr+2) := O
(u)
ins(γ(ℓ, k, F, ω))
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Lemma 9.2. For z ∈ D \ P0 the infinite sums
(9.7) S
(u)
F,Yr+1,Yr+2
(z) :=
∑
Y ∈Jr\{Yr+1,Yr+2}
C
(u)
F,Yr+1,Yr+2
(Y, z)
(9.8) S
(u)
F,k,Yr+1,Yr+2
(z) :=
∑
Y ∈Jr\{Yr+1,Yr+2}
C
(u)
F,k,Yr+1,Yr+2
(Y, z)
converge absolutely. The same is true for
(9.9) S
(u)
ℓ,k,Yr+1,Yr+2
(z) :=
∑
Y ∈Jr\{Yr+1,Yr+2}
C
(u)
ℓ,k,Yr+1,Yr+2
(Y, z)
Moreover using entities defined in Lemma 6.6 and Definition 6.5
(9.10)
S
(u)
ℓ,k,Yr+1,Yr+2
(z) =
∑
F∈H˜ℓ,k
(
γ(ℓ, k, F, h(0, 2, z) · u(r)) · S(u)F,Yr+1,Yr+2(z)+
γ(u)(ℓ, k, F, h(0, 2, z) · u(r), Yr+1, Yr+2) · SF (z)
)
and
(9.11) S
(u)
F,k,Yr+1,Yr+2
(z) =
∞∑
ℓ=0
(
γ(ℓ, k, F, h(0, 2, z) · u(r)) · S(u)F,Yr+1,Yr+2(z)+
γ(u)(ℓ, k, F, h(0, 2, z) · u(r), Yr+1, Yr+2) · SF (z)
)
Proof. The convergence of the sums follows from Lemma 6.4 as any
Euler graph belonging to F after removing an edge (which the differentiation
in Hα,β stands for) still contains a spanning tree. For the differentiation in
ωγ the Euler graph belonging to F is unchanged and so again we can use
Lemma 6.4. Equations (9.10) and (9.11) then follow immediately from the
absolute convergence.
Theorem 9.1. For a simple non closed random walk starting in a point
Yr+1 ∈ Zd and ending in Yr+2 ∈ Zd where Yr+1 6= Yr+2 we define the set
(9.12) WN,Yr+1,Yr+2 := {w : walk from Yr+1 to Yr+2, length(w) ≤ N}
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and
(9.13) W
(n.c.)
N := {w : not closed; length(w) ≤ N}
and
(9.14) W
(n.r.)
N := {w : length(w) ≤ N}
Then the sums
(9.15)
S
(u)
k,Yr+1,Yr+2
(z) := lim
N→∞
∑
w∈WN,Yr+1,Yr+2
P (N2k1(w), . . . , N2kr(w)) · zlength(w)
and
(9.16) S
(n.c.)
k (z) := limN→∞
∑
w∈W
(n.c.)
N
P (N2k1(w), . . . , N2kr(w)) · zlength(w)
are well defined holomorphic functions on the open neighborhood
U ⊃ U 1
2d
(0) ∩ D of Theorem 6.1 and there is an ǫ(s(k)) > 0 such that for
z ∈ U 1
2d
(0) ∩ Uǫ(s(k))(± 12d ) the following equations are true.
(9.17) S
(u)
k,Yr+1,Yr+2
(z) =
∑
ℓ≥0
S
(u)
ℓ,k,Yr+1,Yr+2
(z)
and
(9.18) S
(n.c.)
k (z) :=
∑
Yr+1 6=Yr+2
S
(u)
k,Yr+1,Yr+2
(z)
where the summations over Yr+1, Yr+2 and the summation over ℓ converge
absolutely and therefore are interchangeable and the summation over Yr+1
and Yr+2 can be done on the matrix terms inside the sums if the substitutions
(9.10) are done in equation (9.18). The function
(9.19) S
(n.r.)
k (z) := S
(n.c.)
k (z) + Sk(z)
then is
(9.20) S
(n.r.)
k (z) = limN→∞
∑
w∈W
(n.r.)
N
P (N2k1(w), . . . , N2kr(w)) · zlength(w)
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Proof. We start at Theorem 2.1 and observe
(9.21)
∑
w∈WN,Yr+1,Yr+2
P (N2k1(w), . . . , N2kr(w))z
length(w) =
1
r !
∑
σ∈D(k1,...,kr)
Y ∈Jr\{Yr+1,Yr+2}
 ∑
w∈WN,Yr+1,Yr+2(Y,kσ(1),...,kσ(r))
zlength(w)

as a walk which is not closed cannot have a point of even multiplicity in
its starting and ending point. The proof after this is equivalent to that of
the closed random walk in section six, as the insertion Operator O
(u)
ins can
be used to create a one to one relationship between any equation there and
the corresponding one for the non-closed case: All related summations over
Y ∈ Jr and Y ∈ Jr \ {Yr+1, Yr+2} converge absolutely, because the relevant
quantities summed belong to Euler graphs for the closed simple random
walk and therefore contain a spanning tree even if an edge was removed
(Euler graphs contain Euler circuits which go to every vertex and circuits
do not contain an isthmus) and the convergence then follows from Lemma
6.4. The final operator z · ∂/∂z in e.g. equation (6.26) for the case of the
closed random walk to choose any point as starting and ending point is in a
sense replaced by O
(u)
ins.
The summations over Yr+1, Yr+2 converge absolutely for any matrix F be-
cause the operator O
(u)
ins contains the product h(Yr+1 − Yα, d, z) · h(Yβ −
Yr+2, d, z) for every term (with α = β for the ω differentiations). The semi-
Eulerian graphs it creates (in the case of γ(u) the pair of pendant edges is
attached to the vertex of the Eulerian graph F to which the factor belongs
which γ(u) multiplies and then is summed over the vertices) contain a span-
ning tree which extends to the vertices related to Yr+1, Yr+2 and therefore
the sums converge absolutely according to Lemma 6.4. Therefore the sum-
mation can be extended and interchanged with the summation over ℓ so
equations (9.17) and (9.18) are true. Equation (9.20) directly follows from
the fact that a walk is either closed or nonclosed.
We have now discussed the moments of the distribution of the non closed
simple random walk for d ≥ 2 and seen that they again are completely de-
termined by the behaviour for z = ±1/2d.
9.2. Transferring the results of the asymptotic expansion in d = 2. We
now turn to the case d = 2 which is the main theme of this paper.
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Definition 9.2. For a matrix F ∈ H˜r an integer m ≥ 0 and a permu-
tation σ ∈ Sr+m we define
(9.22) T (u,1)F,k,σ,m(z) := cof(A− F ) ·
I(F ) ·M(F )
4r−1 · (1− 4z)r+1 · r∏
j=1
K˜(hj , kσ(j), h¯(0, 2, z))

with I(F ) defined in equation (1.4) and
(9.23) T (u,2)F,k,σ,m(z) := cof(A− F ) ·
I(F ) ·M(F )
4r−1 · (1− 4z)r+1 · r∑
i=1
K˜(hi + 1, kσ(i), h¯(0, 2, z)) ·
r∏
j≥1,j 6=i
K˜(hj , kσ(j), h¯(0, 2, z))

with
(9.24) h¯(0, 2, z) = − 1
π
· ln(1− 4z) + C(u)
with
(9.25) C(u) =
3
π
· ln(2)− 1
We also define
(9.26) T (u)F,k,σ,m(z) := T (u,1)F,k,σ,m(z) + T (u,2)F,k,σ,m(z)
and
(9.27) T (u)F,k (z) =
1
r !
∑
σ∈Sr
T (u)F,k,σ,0(z)
and the moment functions
(9.28) T
(n.c.)
k (z) := limN→∞
∑
w∈W
(n.c.)
N
(
r∏
i=1
N2ki(w)
)
zlength(w)
(9.29) T
(n.r.)
k (z) := limN→∞
∑
w∈W
(n.r.)
N
(
r∏
i=1
N2ki(w)
)
zlength(w)
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Theorem 9.2. In two dimensions
(9.30) T
(n.c.)
k (z)−
∑
F∈H˜
(M)
k
T (u)F,k (z) = o
(
1
sr+1 · ln(s)M
)
and
(9.31) T
(n.r.)
k (z) − T (n.c.)k (z) = o
(
1
sr
)
where H˜
(M)
k was defined in Theorem 7.1
Proof. We start with Theorem 9.1 and consider
(9.32)
∑
Yr+1 6=Yr+2
S
(u)
F,k,Yr+1,Yr+2
(z)
In the same way as shown in Lemma 7.2 (the argument does not change
if an edge is removed) for a discussion of the asymptotic behaviour the
summation over Y ∈ Jr \ {Yr+1, Yr+2} in S(u)F,k,Yr+1,Yr+2(z) in 2 dimensions
can be replaced by an integral, the restrictions Yi 6= Yr+1 and Yi 6= Yr+2 lead
to correction terms which are scaled down by a factor s and are therefore
not relevant to our discussion. For the sum over Yr+1 and Yr+2 again the
restrictions for Yr+1 6= Yr+2 lead to correction terms scaled down by a factor
s and lead to two factors
(9.33)
∑
y∈Zd
h(y − x, d, z) = 4z
1− 4z
for the two summations.
As the factor in (9.33) does not have a singularity for z → −1/4 we see that
terms related to the singularity there are scaled down by two orders in s
and are therefore not relevant for our discussion either. The argument for
Theorem 7.1 then applies as also
(9.34)
∑
Yr+1 6=Yr+2
γ(u)(ℓ, k, F, h(0, 2, z) · u(r), Yr+1, Yr+2) ∼ o
(
1
s2 · ln(s)r
)
as we can deduce from Lemma 6.6. We have defined T (u) analogously to
T where T (u,1) obviously belongs to the differentiation terms of O(u)ins re-
lated to H and T (u,2) to those related to ω where we have used equation
(7.40) and so the leading behaviour is encapsulated in those functions by the
same arguments as in the case of the closed walk. So equation (9.30) holds.
Equation (9.31) follows from Theorem 7.1 and equations (6.26) and (7.43)
showing that the contribution of the closed walk is scaled down in s.
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Lemma 9.3. Let m > 0 and F ∈ H˜nd ∩ H˜r and k = (k1, . . . , kr+m) a
vector of strictly positive integers and σ ∈ Sr+m and let us define
(9.35) gf (u)(σ, z) = cof(A− F )· I(F ) ·M(F )
4r−1 · (1− 4z)r−1 ·
 r∏
j=1
K˜(hj , kσ(j), h¯(0, 2, z))

and
(9.36) gfd(u)(σ, z) = T (u)F,k,σ,m(z)
and
(9.37) vf (u)(σ, j, z) := K˜
(
1, kσ(j), h¯(0, 2, z)
)
and
(9.38) vfd(u)(σ, j, z) :=
1
(1− 4z)2 K˜
(
2, kσ(j), h¯(0, 2, z)
)
Then
(9.39)
∑
F˜∈H˜m(F )
TF˜ ,k(z) =
(
r +m
m
)(
z · ∂
∂z
)m−1
[
1
(r +m) !
∑
σ∈Sr+m
( r+m∏
j=r+1
vf (u)(σ, j, z)
 ·(z · ∂
∂z
)
gfd(u)(σ, z)+
r+m∑
i=r+1
vfd(u)(σ, i, z)
 r+m∏
j≥r+1∧j 6=i
vf (u)(σ, j, z)
 ·(z · ∂
∂z
)
gf (u)(σ, z)
)]
+ o
(
1
sr+m
)
Proof. The proof is analogous to the proof of Lemma 7.12. According
to Theorem 9.1 we just have to insert the two pendant edges at any possible
vertex or replacing an edge of the graph G(F˜ ). In Lemma 7.10 we had
completely characterized H˜m(F ) with path dressings on the edges of G(F )
and cycle dressings of each vertex of G(F ) and of the inserted vertices. We
realize that gfd(u) just is the factor for all insertions of the two pendant edges
into G(F ) and vfd(u) the corresponding factor for the insertion of the two
pendant edges into the vertex with the factor K˜ of a dam of a graph. Dressing
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with dams and inserting pendant edges are interchangeable according to
the Markov feature of the random walk. The proof of the Lemma now is
analogous to the proof of Lemma 7.12.
Lemma 9.4. Let m ≥ 0 and F1 be as defined in equation (7.51) and
k = (k1, . . . , km+2) a vector of strictly positive integers. Then
(9.40)
∑
F˜∈H˜m(F1)
T (u)
F˜ ,k
(z) =
(
z · ∂
∂z
)m+1 [ 1
(m+ 2) !
∑
σ∈Sm+2
m+2∏
j=1
K˜
(
1, kσ(j), h¯(0, 2, z)
)
·
(
z · ∂
∂z
)
1
(1− 4z)
]
+ o
(
1
sm+2
)
Proof. The proof is analogous to the one for Lemma 7.13 and Lemma
9.3.
Definition 9.3. Using the general definitions 8.1 we define the function
(9.41) f
(u)
m,k(y) := f¯m,k(y,C
(u))
with C(u) given in equation (9.25).
Theorem 9.3. Let M ∈ N be a natural number. The rth moment of the
planar non restricted simple random walk of lenght n is given together with
all its corrections up to order 1/ ln(n)M by
(9.42) E(n.r.)n (N2k1(w) · . . . ·N2kr(w)) = nr ·
∑
F∈H˜
(M)
k
(
cof(A− F ) · M(F )
4r−1[
M∑
i=0
γ
(r+1)
i y
i+1
(
d
dy
)i(
yi−1
1
r !
∑
σ∈Sr
(
I(F )
r∏
j=1
f
(u)
hj ,kσ(j)
(y)
+ I(F )
r∑
q=1
f
(u)
hq+1,kσ(q)
(y)
r∏
j≥1∧j 6=q
f
(u)
hj ,kσ(j)
(y)
))∣∣∣∣∣
y=− 1
ln(n)
])
+ o
(
nr
ln(n)M
)
where E
(n.r.)
n (.) is the expectation value for non restricted walks of length n
and H˜
(M)
k is the finite set defined in Theorem 7.1.
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Proof. We start with Theorem 9.2 and equations (9.22), (9.23) and
(9.24). We then see that any of the functions T (u)F,k (z) has the form of Lemma
8.1 with ̟ = 4z. We also use the fact that the number of simple non re-
stricted walks of length n in two dimensions by which we have to divide to
get the expectation value is given by 4n. Putting all this together we reach
equation (9.42).
Lemma 9.5. Let M ∈ N be a natural number. Then the first moment of
the expectation value of N2k(w) for a simple non restricted random walk of
length n in 2 dimensions has the asymptotic expansion
(9.43) E(n.r.)n (N2k(w)) = n ·
M∑
i=0
γ
(2)
i · yi+1
(
d
dy
)i (
yi−1f
(u)
1,k (y)
)∣∣∣∣∣
y=− 1
ln(n)
+
o
(
n
ln(n)M
)
According to Theorem 9.2 we can use the non closed walks and sum
without restrictions. So we find from Theorem 2.1 for r = 1:
(9.44)
lim
N→∞
∑
w∈W
(n.r.)
N
N2k(w)z
length(w) =
1
(1− 4z)2 K˜(1, k, h¯(0, 2, z)) + o
(
1
s
)
But then equation (9.43) follows from Lemma 8.1. For concreteness sake
(9.45)
E(n.r.)n (N2k(w)) =
nπ2
ln(n)2
·
(
1− 1
ln(n)
(kπ + 2 · γ + π(1 + 2 · C(u)))
)
+O
(
n
ln(n)2
)
Corollary 9.1. We also give the second centralized moment of the non
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restricted random walk as calculated from equation (9.42):
(9.46) E(n.r.)n (N2k1(w) ·N2k2(w)) − E(n.r.)n (N2k1(w)) ·E(n.r.)n (N2k2(w)) =(
π2n
ln(n)3
)2(
8 ·
(
H3 · π2
8
+
1
2
− π
2
12
)
−
24
ln(n)
((
H3 · π2
8
+
1
2
− π
2
12
)
·
(
(k1 + k2)
π
2
+ 2 · γ + π(1 + 2 · C(u))− 4
)
+
ζ(3)− ζ(2) + H3 · π
2
8
+
H4 · π3
24
)
+O
(
1
ln(n)2
))
where H4 = I(F2) and H3 = 1/4 · I(F2):
(9.47) H3 =
(
2
π
)3 ∫
R2
d2y ·K0(|y|)3 = 16
π2
∫ ∞
0
dx ·K0(x)3 · x
With [11, eq. 3.477 4.] we realize that the Laplace transform of the Gauss
distribution is proportional to K0 and therefore using [19, eq. 4.3] we get
(9.48)
2 ·
∫ ∞
0
dx ·K0(x)3 · x = −
∫ 1
0
ln(x) · dx
1− x+ x2 =
3
2
 ∞∑
p=0
1
(1 + 3p)2
− 1
(2 + 3p)2

where the second equation is from [18, eq. 9-133, p. 455]. The leading term
at the right hand side of (9.46) can be compared to the classical result of
Jain and Pruitt [19, Theorem 4.2] for the second centralized moment of the
range. For this we use Hamanas relation [14, Theorem 3.5] of ln(n)3/n times
the distribution of the multiple point range of a random walk converging
asymptotically in the distribution sense towards c1 times the distribution of
the intersection local time of the planar Brownian motion. c1 is given by
(9.49) c1 = −16 · π3 det(Ξ2)
And we use Le Galls result [20, Theorem 6.1] of ln(n)2/n times the distri-
bution of the range of the random walk converging asymptotically in the
distribution sense towards c2 times the distribution of the intersection local
time of the planar Brownian motion where
(9.50) c2 = −4 · π2 det(Ξ)
In the case of the simple random walk det(Ξ) = 1/2 and so the result of
Jain and Pruitt for the rescaled centralized second moment of the range
(9.51) 8π2 · det(Ξ2) ·
(
H3 · π2
8
+
1
2
− π
2
12
)
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has to be multiplied by a factor
(9.52)
c21
c22
= 4π2
to yield our result. We have used the fact here that the variables Q
(p)
n of
Hamana compare to our definitions with
(9.53) Q(p)n = N2p(w) +N2p−1(w)
but that the contributions of the multiple points with odd order, as there
can only be two of them for a given random walk, are irrelevant for our
result.
Theorem 9.4. Let F ∈ H˜nd ∩ H˜r. Then we can write E(u)n,F,r,m−r, the
sum of the contributions of F together with those of F˜ ∈ H˜m−r−ν(F ) with
0 ≤ ν ≤ m − r to the m th centralized moment of the multiple point range
with all logarithmic corrections of any order in the form
(9.54) E(n.r.)n
(
m∏
ℓ=1
(
N2kℓ(w)− E(n.r.)n (N2kℓ(w))
))
=
Ê(u)n,F1,m +
m∑
r=2
 ∑
F∈H˜nd∩H˜r∩H˜
(M)
k
E(u)n,F,r,m−r

where E
(n.r.)
n (.) is the expectation value for the non restricted simple random
walk of length n. It is given by the sum of three terms:
(9.55) E(u)n,F,r,m−r =
3∑
i=1
E(u,i)n,F,r,m−r
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with
(9.56) E(u,1)n,F,r,p :=
np+r
r !
∑
σ∈Sp+r
p∑
ν=0
( r+p∏
j=r+p−ν+1
g
(u)
1,kσ(j)
(y)
 · (−1)ν
ν !(p − ν) ! ·
M∑
q≥p−ν
q ! · γ(r+1)q · yq+1·
∑
qr+1≥1,...,qr+p−ν≥1
qg≥0
qr+1+...+qr+p−ν+qg=q
gsu
(qg)
1 (y)
qg !
r+p−ν∏
i=r+1
f
(u)(qi)
1,kσ(i)
(y)
qi !

)∣∣∣∣∣
y=− 1
ln(n)
+ o
(
np+r
ln(n)M
)
and for α = 2, 3 and p > 0
(9.57) E(u,α)n,F,r,p :=
np+r
r !
∑
σ∈Sp+r
p−1∑
ν=0
( r+p∏
j=r+p−ν+1
g
(u)
1,kσ(j)
(y)
 · (−1)ν
ν !(p − ν) !
M∑
q≥p−ν−1
q ! · γ(r+2)q · yq+1·
r+p−ν∑
c=r+1
∑
qβ≥1
∀β:r+1≤β≤r+p−ν;β 6=c
qg≥0
qg+
∑
r+1≤β≤r+p−ν;β 6=c qβ=q
gsu
(qg)
α (c, y)
qg !
r+p−ν∏
i≥r+1
i 6=c
f
(u)(qi)
1,kσ(i)
(y)
qi !

)∣∣∣∣∣
y=− 1
ln(n)
+ o
(
np+r
ln(n)M
)
(for p = 0 and α = 2, 3 we define E(u,α)n,F,r,p := 0)
We have used the notations:
(9.58) gsu1(y) := y
q−1gd1,k,σ,p(y)
and for α = 2, 3
(9.59) gsuα(c, y) := y
q−1gdα,k,σ,p(c, y)
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where for a permutation σ ∈ Sp+r
(9.60) gd1,k,σ,p(y) :=
M(F ) · cof(A− F )
4r−1 r∑
i=1
(I(F )r · f (u)hi,kσ(i)(y) + I(F ) · f (u)hi+1,kσ(i)(y)
) r∏
j≥1
j 6=i
f
(u)
hj ,kσ(j)
(y)


(9.61) gd2,k,σ,p(c, y) := (−1) · 1
π
· f (u)2,kσ(c)(y) · gd1,k,σ,p(y)
(9.62) gd3,k,σ,p(c, y) := f
(u)
2,kσ(c)
(y) · I(F ) ·M(F ) · cof(A− F )
4r−1 r∑
i=1
(
(r − 1)
r
· f (u)hi,kσ(i)(y) +
1
π
· f (u)hi+1,kσ(i)(y)
)
·
 r∏
j≥1
j 6=i
f
(u)
hj ,kσ(j)
(y)


and
(9.63) g
(u)
1,k (y) :=
M∑
i=1
γ
(2)
i · yi+1
(
d
dy
)i (
yi−1f
(u)
1,k (y)
)
The leading behaviour is given by N1(F ) +N2(F ) +N3(F ). If we define
(9.64) Q(F ) :=
(
π2n
ln(n)3
)p+r
(p+ r) ! ·
(
(−1) · π
ln(n)
)∑r
j=1(hj−2)
·
r∏
j=1
hj !
2 !
·(
4 ·M(F ) · cof(A− F ) · 1
r !
(
−π
2
)r
2p(−1)p
)
Then
(9.65) N1(F ) = Q(F ) · I(F )
(
p∑
ν=0
γ
(r+1)
p−ν
(−γ(2)1 )ν
ν !
)
(9.66) N2(F ) = (−1) · Q(F ) · I(F ) ·
(
p−1∑
ν=0
γ
(r+2)
p−ν−1
(−γ(2)1 )ν
ν !
)
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(9.67) N3(F ) = π · (r − 1) · Q(F ) · I(F ) ·
(
p−1∑
ν=0
γ
(r+2)
p−ν−1
(−γ(2)1 )ν
ν !
)
where N2(F ) and N3(F ) only exist for p > 0 and are to be set to 0 for p = 0.
Proof. The proof is analogous to the one of Theorem 8.2, taking into
account that γ
(2)
0 = 1. We start with Lemma 9.3 and reformulate in the first
term on the right hand side of (9.39):
(9.68)
(
z · ∂
∂z
)m−1 [ r+m∏
j=r+1
vf (u)(σ, j, z)
 ·(z · ∂
∂z
)
gfd(u)(σ, z)
]
=
(
z · ∂
∂z
)m [ r+m∏
j=r+1
vf (u)(σ, j, z)
 · gfd(u)(σ, z)]−
(
z · ∂
∂z
)m−1 [ r+m∑
i=r+1
 r+m∏
j≥r+1∧j 6=i
vf (u)(σ, j, z)
 · gfd(u)(σ, z)·
(
z · ∂
∂z
)
vf (u)(σ, i, z)
]
We remember from Lemma 9.3 that this equation is only valid for m > 0.
Now contributions belonging to the first term on the right hand side of
equation (9.68) together with the contribution of F itself (which takes the
place of m = 0) result in E(u,1)n,F,r,p when the cancellation scheme of Theorem
8.2 is applied to them. The contributions belonging to the second term
on the right hand side of equation (9.68) when the cancellation scheme is
applied for those p − 1 factors vf which do not belong to j = i gives the
the contribution E(u,2)n,F,r,p. The second term on the right hand side of equation
(9.39) with the cancellation scheme of Theorem 8.2 applied to the vf not
having j = i leads to the term E(u,3)n,F,r,p.
Theorem 9.5. The leading contribution with all logarithmic corrections
of H˜p−µ−2(F1) for µ = 0, . . . , p − 2 to the p th centralized moment of the
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non restricted simple random walk of length n is
(9.69) Ê(u)n,F1,p = np
∑
σ∈Sp
p∑
ν=0
( p∏
j=p−ν+1
g
(u)
1,kσ(j)
(y)
 · (−1)ν
ν !(p− ν) !
M∑
q≥p−ν
q ! · γ(2)q · yq+1
∑
q1≥1,...,qp−ν≥1
qg≥0
q1+...+qp−ν+qg=q
gtu(qg)(y)
qg !
p−ν∏
i=1
f
(u)(qi)
1,kσ(i)
(y)
qi !
)∣∣∣∣∣
y=− 1
ln(n)
+ o
(
np
ln(n)M
)
where
(9.70) gtu(y) := yq−1
(for the term with ν = p the sum over q at the right hand side of equation
(9.69) only has one nonzero contribution 1 for q = 0 as has been discussed
in the proof of Lemma 8.1).
Its leading behaviour is given by
(9.71)
(
π2n
ln(n)3
)p
p ! · 2p(−1)p
p∑
ν=0
γ
(2)
p−ν
(−γ(2)1 )ν
ν !
Proof. The proof follows directly from Lemma 9.4 with the cancellation
scheme of Theorem 8.2.
Proof of Theorem 1.1. For the proof we use Hamanas relation [14,
Theorem 3.5] of ln(n)3/n times the distribution of the multiple point range of
a random walk converging asymptotically in the distribution sense towards
c1 times the distribution of the intersection local time of the planar Brownian
motion. c1 was given in equation (9.49) therefore the overall factor with
which we have to scale is −4 · π3. The proof then follows directly from
Theorems 9.4 and 9.5. Again we notice that the contributions of points with
odd multiplicity N2k−1(w) in the result of Hamana are irrelevant for our
discussion, as their number is smaller or equal to 2 for a given walk.
Discussion and Conjecture: The fact that the characteristic function in
equation (8.57) and equation (1.1) depends completely on the matrices F
belonging to Eulerian multidigraphs strongly supports the idea that indeed
the geometrical approach to the problem of the multiple point range is a
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natural one. The characteristic functions give us some geometrical insight.
The global geometry of the planar random walk is dominated by dams which
give the leading terms for the moments. The random walk predominantly
returns to a point via loops, different points it returns to do not interact
at this level. But if we subtract this more or less average behaviour which
amounts to subtracting the dams, as we have seen, the next layer of geometry
are Eulerian multidigraphs with two ingoing and two outgoing edges at
each vertex and they all contribute to the centralized moments. There is a
contribution though always from the dams even after going to the centralized
moments which is expressed in the factors of the form
(9.72)
e(1−γ)·
it
2π
Γ(r + 2 + it2π )
whose Taylor coefficients however vanish rapidly.
Looking at the integrals I(F ) and I(F ) one realizes that they are the Feyn-
man integrals of the two dimensional Φ4 theory as only matrices F ∈
H˜r(2, . . . , 2) contribute to the leading order. One only has to remember
that the two dimensional Euclician propagator of a free boson with mass m
(which is 1 in our case) in real space is [7, eq. 2.104]
(9.73)
1
2π
K0(m |x− y|)
(i.e. differs from our convention by a factor of 1/4 which explains why we
have the huge factor 8r in the denominator of our formulas). The Brownian
motion and the Φ4 theory therefore are very closely related to each other
naturally in 2 dimensions. In the logarithmic corrections to the leading order
for the distribution of the multiple point range terms from Φ2m with m > 2
come up but they are scaled out for the Brownian motion as a universality
class.
Let us now take a look at the summation over r. The characteristic function
is a formal summation in equation (8.57) and equation (1.1). NowM(F ) ≤ 1
and cof(A − F ) ≤ 2r−1 because any Eulerian path at each vertex has at
most two alternatives to go in a graph G(F ) with F ∈ H˜r(2, . . . , 2). The
integrals I(F ) ≤ Dr and I(F ) ≤ Dr with some constant D as four edges
are on a given vertex for F ∈ H˜r(2, . . . , 2) and the integrals are dominated
by points were xi − xj = 0. On the other hand the number #(Hr(2, . . . , 2))
should grow slower than ∼ (2r) ! · 2r up to powers of r as the corresponding
undirected graphs are a subset of those arising from a scalar Φ4 theory
where the growth is known [5, eq. 3.3] and there are less than 2r ways to
make a directed graph out of an undirected. Taking all this together this
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would mean that the sum over r in equation (8.57) and (1.1) converges for
sufficiently small t but the radius of convergence is not infinite. This is in
line with what Le Gall [21] has proven about
(9.74) E(eλ·β1)
becoming singular for large real positive λ. From the close connection be-
tween the Φ4 theory and the Brownian motion it then makes sense to con-
jecture that asymptotically for r →∞ we have
(9.75)
∑
F∈H˜r(2,...,2)
I(F ) ·M(F ) · cof(A− F ) =
(2r) ! ·A0 · ηr0 · rα0
(
1 +
M∑
K=1
B
(0)
K ·
(
1
r
)K
+ o
(
1
rM
))
and
(9.76)
∑
F∈H˜r(2,...,2)
I(F ) ·M(F ) · cof(A− F ) =
(2r) ! ·A1 · ηr1 · rα1
(
1 +
M∑
K=1
B
(1)
K ·
(
1
r
)K
+ o
(
1
rM
))
The constants A0, η0, α0, A1, η1, α1 then will determine the behaviour of large
moments, and therefore the distribution in its tails, the constants BK will
give corrections and lead to good numerical calculations. As the quantity in
(8.57) is something like the partition function and the quantity in (1.1) then
is something like the two point correlation function we would conjecture that
η := η0 = η1; there should be a common “critical temperature”. It should
not be too hard to calculate the constants A0, η0, α0, , A1, η1, α1 similar to
the calculations of the high orders of the Φ4 theory done by Lipatov [22]
and recently extended much further to include even the analog of the BK
by Lobaskin and Suslov [23]. From this approach we conjecture that α0, α1
are both rational numbers. Now if our conjecture is true, then there has been
some work done related to the constant η by Le Gall [21], who showed that
it is finite, and Bass and Chen [1, Theorem 1.1] who calculated it. Indeed
their relating the constant γβ (which is up to a constant an inverse of η)
to the best solution of a Gagliardo-Nirenberg inequality (identical to the
instanton solution of a mass 1 Φ4 theory) is exactly what one would expect
from the above reasoning along the lines of Lipatov.
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10. Conclusion. In this article we have built on the relationship be-
tween moment functions A(w) of closed simple random walks w written as
formal power series of the form
(10.1) PA(z) :=
∑
w∈W2N
A(w) · zlength(w)
and a formal series over contributions from the geometric archetypes as
expressed in adjaceny matrices F of Eulerian multidigraphs of the form
(10.2) PA(z) =
∑
F
gA,F (z)
with known functions gA,F (z) developed in [17]. We extended those relation-
ships to non closed walks. We have by an analytical study of the functions
gA,F (z) for d ≥ 2 been able to transform the sum over F in (10.2) into an
absolutely converging series using the first hit determinant ∆r(Y, z) (as de-
fined in (1.10) and (1.11)) as the key. From there we have been able to define
PA(z) as an analytical function, find its singularities at the radius of conver-
gence and relate its behaviour at the singularities to the behaviour of gA,F (z)
at those points. For d = 2 we have calculated the leading asymptotic be-
haviour of A(w) for large length(w) including all its logarithmic corrections
and have therefore been able to find the characteristic function in closed
form for the closed and the non restricted two dimensional simple random
walk and therefore of the renormalized intersection local time of the planar
Brownian motion. This shows the relevance of our geometric approach as
expressed in equation (10.2). It is this approach together with the analytic
solidification in this article which is important far beyond concrete results
like the characteristic functions in d = 2. As our approach is also heavily
inspired by and has in turn lead to Feynman graphs in the characteristic
function in d = 2, it should also show a way to solidify summations over
such graphs in other situations.
What are some typical topics of research from here? A short subjective list:
1. calculate the distribution of N2k+1(w) and the joint distribution with
the N2k(w) using the full class of semi Eulerian graphs
2. calculate the numerical value of the first (if possible ten) moments of
the renormalized intersection local time of the planar Brownian motion
to high precision.
3. calculate the high order behaviour of those moments, prove the con-
jecture or something like it and possibly calculate the constants in the
equations (9.75) and (9.76)
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4. calculate the behaviour of the multiple point range and weighted ran-
ges of the form of Theorem 8.4 of intersecting random walks and relate
the result in d = 2 to the Onsager solution and the Kosterlitz Thouless
transition
5. understand if the Taylor coefficients of 1−∆r(Y, z) can be interpreted
as numbers of geometrical entities for r > 2
6. take the geometrical concept of this article to other Markov processes
7. calculate the behaviour of the moments for d ≥ 3 using concepts like
that of the dams for d = 2 to get to the relevant geometrical informa-
tion
8. understand what the relationship between the concept of this article
and the Schramm Loewner evolution [31] is
9. understand where relations like (10.2) can be established in other fields
of statistical geometry, e.g. with CW complexes of higher dimension
to e.g. calculate the behaviour of random surfaces
10. understand what the equivalent to the first hit determinant in other
areas where summations over graphs are important is. This would
help to make summations over Feynman graphs of other theories solid
mathematically.
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