Introduction
Neural methods are gaining a steady acceptance as powerful tools in a variety of pattern detection problems, OCR certainly being one of them. The concrete implementation of these neural OCR systems is of course a well guarded corporate secret, but in broad terms it can be said that in most of the cases, multilayer perceptrons (MLPs) are used. There are several reasons for the MLPs' success. To begin with, they are based in well understood mathematical and statistical principles and there are e cient tools and methodologies for their training and evaluation. Furthermore they have good generalization properties.
Nevertheless, MLPs have also some drawbacks. For instance, their correctness rates over individual characters, while very good from a broad point of view, are not usually good enough for what may be termed massive OCR tasks, involving processing jobs of hundreds of thousands or even millions of documents. Notice that a simple combinatorial argument shows that a fairly small error rate of 0.5 % per character translates into an unacceptable error rate of about 45 % in a ten eld document with about 10 caracters per eld. Another drawback of MLPs is their relatively long training times, and more so in OCR, where a trainining set for recognition of large alphabets involving capital and lowercase letters, digits and some punctuation marks may well run into one million examples. Moreover, all this training e ort can be partially undone if new samples are to be introduced for a better recognition rate.
These considerations would tend to suggest that MLP recognizers have to complemented with other tools for an e ective use in massive OCR. A simple way to try to improve individual character recognition rates can be derived from the fact that very often massive OCR deals with printed data. Thus, the characters to be recognized can be assumed to concentrate in a relatively small number of fonts. Of course, to exploit this, a rather precise knowledge of the concrete font set involved is required. Howewer such an a priori knowledge does not usually exist, and the sheer sample sizes in massive OCR make nearly impossible any manual font labelling of individual characters. In the following section we will brie y describe a general automatic approach based on radial basis function networks to what we may term \generalized font" detection. A strategy for the selection of the correct number of basis functions is discussed next, together with an illustration over a speci c example.
RBF networks and generalized fonts
We will describe here an unsupervised approach for the identi cation of the fonts present on a sample of printed versions of a certain character, which is based on the estimation of its probability density. This task falls within the scope of both neural network methods and also classical statistical theory. A common ground between both approaches can be found if gaussian RBF networks are applied. Their very well known transfer function has the form P N 1 w i g(X; C i ; i ), where g(X; C; ) is a general multidimensional gaussian with a certain mean C and covariance matrix . If such a function is to represent a density p(X; W ), the normalizing conditions w i 0, P N 1 w i = 1, i positive de nite have to be imposed. When doing so, p(X; W ) becomes what is called a nite mixture distribution. In our case we will use simpler, homogeneous gaussians, assuming that the covariance matrix is of the form = I, with I the identity matrix.
These networks have been extensively studied 1]. We will train them using the well known \Expectation{Maximization" (EM) algorithm, which seeks to maximize the log likelihood per single data of a M character sample L(W) = ? log M m=1 p(X m ; W ) =M = P M m=1 log p(X m ; W ) =M with respect to the current weight set W (see 2] for more concrete details of EM implementation and 4] for a thorough up to date analysis of EM convergence properties). Let us now discuss how to use this set of ideas to automatic font detection.
In our illustration, images are scanned at a 200 dpi black and white resolution, and once segmented, characters are normalized to a 32 by 32 bit matrix. Data space consists then of the rst 40 Discrete Cosine Transform (DCT) coecients derived from that matrix. Once a particular sample density function has been approximated by a gaussian mixture, each one of its components de nes in a natural way an hyperspherical in uence region. We thus have an automatically constructed clustering of data space, which in our case can be naturally identi ed as generalized fonts.
Let's brie y explain what we mean. Ordinary typing fonts come in well dened families (courier, helvetica, times roman and so on), characterized by the precise shape and size of each character. However several factors (print quality, scanning e ects, noise of various kinds) produce random variations of the originally de ned font. In any case, if a gaussian RBF network approximates the sample density, each gaussian \attracts" a certain subset of the sample. It can be thus seen as capturing a general \font" around which randomly varying samples cluster. This approach has several clear advantages in OCR problems. First, classi cation is straightforward: individual samples are assigned to a con- crete character applying for instance likelihood ratio rules. Second, concrete a priori shape and size knowledge of font parameters is irrelevant: fonts are instead de ned after training. Third, training times are much shorter since we deal with samples of individual characters and not with whole alphabets. Fourth, the addition of new samples does not imply a complete retraining: their own densities can be computed separately and merged with the previous ones after appropriate normalizations are performed. Fifth, \font removal" can be done in just the same way. In any case, a big question remains open: how to decide the number of such \generalized fonts" to be used or, equivalently, what is the appropriate number of gaussians in the RBF network. We will deal with this issue next, while considering a concrete example of such a generalized font identi cation.
3 Generalized font detection However, when an actual character sample is used, things are di erent. Using a sample of 6.000 printed characters 3 obtained in a large scale OCR project 3], the corresponding log likelihoods L(N) show a slow decrease for large values of N that accelerates for N small. This is not surprising at all since a large number of gaussians may cause models to over t. This may not happen when all the characters come from random sampling a certain gaussian mixture, as it was the case before, but over tting is almost certain with the sample considered now. 
