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Abstract 
Software project is collaborative enterprise of making a desired software for the client. Each software is unique and is 
delivered by following the process. The process includes understanding the requirement, planning, designing the software and 
implementation. Risk occurs in the software project which need attention by the managers and workers to make the project 
efficient. Big data analytics is commonly used in all fields. Big data deals with huge data which are unstructured. Using analytics 
tools, it can be chunked down and analyzed to provide valuable solutions. In this paper, a review of risk in software project and 
big data analytics are briefed out.   
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1. Introduction:  
The world is flooding with data. Big data analytics is a new buzz in technological world. Analysis of data is 
happening for many decades but big data analytics is quite different as it deals with unstructured data. Many 
organizations depend on big data analysis to provide accurate predictions and increase their profit. One among them 
are software companies which make software products for the clients. It however faces risk which should be dealt at 
early stage of software project to increase productivity and profit.  A brief introduction of big data analytics and risk 
management is discussed in this paper, followed by the literature review on big data analytics and risk management 
in software project and conclusion. 
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1.1. Risk Management 
Risk is problem which might happen or might not happen in future. Risk management is the way of 
managing the risk by identifying, monitoring and controlling it. Risk identification is the way of identifying the risk 
in an operation or task. Monitoring and controlling of the risk can be provided by some back up plans and having an 
alternative source. There are different types of risks, some of them are   
x Operational Risk 
x Technical Risk 
x Financial Risk 
Risk that occurs in the operational part of the task like improper process implementation, failed system, some 
external events risks, etc. Risk that occur in technical part of the project like the programming coding , software or 
hardware fault falls under technical risk. Financial Risk deals with the problems in budget of a project.  
1.2. Software Project Management  
Software project management is the process of managing the software project. The software project is 
unique and different from other projects. The software projects has the following phases 
x Requirement  
x Design and planning 
x Implementation  
x Testing 
x Maintenance 
The requirement phase has the specification and objectives of the software required by the client. A documentation 
of the requirements are done before entering the next phase. The next phase is to design and do planning of the 
requirements specified. Also the overall planning of the software project is done. The implementation of the 
software is done by using programming language and integrating them if required. The testing phase helps in 
rectifying exceptions and to find if the software is working according to the user requirement. Once the software is 
delivered, the maintenance of the software is carried out by the company who made it.  
1.3. Risks in Software Project  
The phases of the software project that was discussed before has many risk during the process of creating 
the software. The risk can occur in each phase such as risk in understanding the requirement, risk in design of the 
software, human resource, technical, integration of modules, feasibility, etc. As each project is unique and distinct, 
the risk varies and measuring the risk is very important. Though risk occurs in each phase, the identification risk in 
the design phase is vital. It is said that “if senior manager fail to detect such risks, it is possible that such projects 
may collapse completely” [12]. 
1.4. Big Data Analytics 
Big data analytics is newly emerging analytics which helps in analyzing the unstructured and real time data 
in large volume. NASA mentioned in paper about the problem of big data in the year 1997. That’s how big data 
came to limelight and now there are so many tools to analyze the big data. Usually Big data is referred in terms of 
three V’s namely 
x Volume 
x Velocity 
x Variety 
The volume is the measurement of the amount of data generated in a day. The velocity of data is the speed 
in which the data are generated. For example, online shopping like Amazon, handles millions of back-end 
operations every day, and queries which are posted by millions of users. The variety is the type of data that are 
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generated which can be structured or unstructured data. Mostly, big data deals with unstructured data. The figure 1 
depicts the big data 3V’s. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: 3 V’s of Big Data 
 
 However, as big data is continuing to evolve, additional V’s are included in it. They are  
x Veracity 
x Variability 
x Value 
x Visualization  
The veracity of data is to provide accurate data for processing. Veracity isn’t just about data quality, it’s 
about data understandability. For example, Sean Owen, Senior Director of Data Science at CloudEra, expanded upon 
this: ‘Let’s say that, in theory, you have customer behavior data and want to predict purchase intent. In practice what 
you have are log files in four formats from six systems, some incomplete, with noise and errors. These have to be 
copied, translated and unified. The variability of data deals with different data types. However, variability is 
different from variety as the former shows the variation of a data in particular variety. For example, word document 
comes under the unstructured data and so does other formats in word such as XPS document, XML document, etc. 
Visualizations can contain dozens of variables and parameters- a far cry from the x and y variables of your standard 
bar chart- and finding a way to present this information that makes the findings clear is one of the challenges of Big 
Data[20]. Value of the data plays an important role in big data analytics. James Kobielus, Big Data Evangelist in 
IBM says that if you can’t put a meaningful of data, in the abstract, you can hardly put a monetary value on big data. 
The figure 2 [23] projects the main V’s of a project and big data. It shows that big data analytics covers wide scale 
of data which can help the software projects in many organizations.  
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Figure 2: Updated V’s of Big Data 
 
The most widely used framework used for big data analytics are 
x Apache’s Hadoop 
x Google MapReduce 
However there are so many framework which are extended using the Hadoop and MapReduce. Different companies 
have their Hadoop platform such as Apache Hadoop which is an open source, Yahoo! Hadoop which is a Hadoop 
distribution for Yahoo, Green Plum Hadoop, CDH (Hadoop distribution for Cloudera), HDP (Hadoop Platform for 
Hortonwork) and IBM insights tools. 
 
2. Literature Survey 
 
2.1. Big Data Analytics 
 
Rau-Chaplin et al. [2013] determines a prototype called QuPARA for portfolio risk analysis. The 
framework uses Apache’s Hadoop for the implementation of the MapReduce paradigm. The QuPARA uses 
apache’s Hadoop implementation of the MapReduce programming model to exploit parallelism, and Apache Hive to 
support ad hoc queries [14]. The prototype is good for ad hoc queries but is not as fast in production system on the 
narrow set of portfolio metrics. The performance was done on a 16-node cluster via Gigabit Ethernet and 306TB of 
global storage in Apache’s Hadoop version 1.0.4 and Apache Hive version 0.10.0. They concluded that the system 
produced the answer in minutes for the ad hoc aggregate risk analysis queries on industry-sized data sets and 
concluded that it is most reliable for ad hoc queries. Feng Li et al. [2014] proposed an extendable MapReduce 
framework for real time analytics. The R-Store is used to scale RTOLAP processing. RTOLAP is defined as 
follows: a real-time OLAP (ROLAP) query accesses, for each key, the latest value preceding the submission time of 
the query [7]. The Hadoop Hbase and HStreaming is used for implementation. Algorithms are used for updating the 
real time data in distributed system. They conducted the experiments with TPCH dataset and showed that the system 
performs far more efficient. Since it deals with most recently updated data in real-time system, the decision making 
is more reliable.  
Sabri Hassan et al. [2014] explains about current challenges of social data and also analyses of unstructured 
data. A conceptual design of analyzing the twitter stream data is implemented by using mongoDB and Twitter 
streaming APIs in the server-side for static and dynamic data source respectively.  On the client side, JavaScript, 
HTML are used. Since the Tweeter text data are analyzed, the information block (where the text data gives some 
information) is divided as message, place, and time. Based on these, the visualization techniques are selected. 
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However, working with SoDA, one issue we encountered was that we are not able to assess the underlying data 
quality [15]. In addition, another challenge is the semantic incoherence. It is however there future research area 
where they will address a solution to. Omar El-Gayar et al. [2014] presents how big data analytics can be used for 
EBM (Evidence Based Medicine). They explained the concept of EBM, the process and how it plays a major role in 
health care. EBM is referred as the “conscientious, explicit, and judicious use of current best evidence in making the 
decisions about the care of individual patient” [16].  Furthermore it gives brief information of big data analytics and 
it can help in EBM to provide deft analysis. One of the highly sought areas is the usage of business intelligence and 
big data analytics (BI&A) techniques to collect, analyze, curate, and present evidence at the point of care, i.e., the 
practice of evidence based medicine (EBM) [11]. Thus, they concluded that “ this study provides a research agenda 
for health informatics researchers and data scientists to address issues of pressing needs, namely, reducing the cost 
and improving the cost and improving the cost of healthcare by broadening the practice of evidence based medicine 
through the applications of business intelligence big data analytics” [11].  
Yaxiong Zhao et al. [2014] proposed a data aware cache for big data applications. It extends Hadoop 
platform for improving the completion time in MapReduce jobs. Dache, a data-aware cache description scheme, 
protocol, and architecture has slight modification in the input for the MapReduce job. They used two applications to 
benchmark the speedup of Dache over Hadoop (the classic MapReduce model): word-count and tera-sort. Word-
count counts the number of unique words in large input text files; tera-sort sorts key-value records based on the 
lexical order of the key. More details are in Hadoop manual [19]. It did show performance in terms of CPU 
utilization and CPU cycles. 
 
2.2. Risk Management in Software Project 
 
Peter Popov et al. [2014] analyzes the possible frequent errors and identifies the risk in software diversity. 
Diversity is an established principle in some critical applications of computers, e.g. in nuclear safety and in aviation; 
the recent automotive safety standard ISO26262 [18] lists “diverse design” as “highly recommended” as a 
“Mechanism for error detection at the software architectural level” at ASIL D (the highest “Automotive Safety 
Integrity Level”). He contributed on showing how different application needs different measurement of risk and how 
it can be dealt with. Furthermore, it stresses on the fact that diversity reduces risk. However, it does not consider the 
problem of assessing the reliability of the system that is the software system. Thus the author concluded that “the 
risk reduction considerations we have discussed may contribute to form prior probability distributions that an 
assessor combines with new evidence, possibly exploiting techniques for simplifying their combination with the 
result of testing [1, 2, 3, and 8]”.  
Chris Mattenberger et al. determines a process of risk informed design modeling tool by the Altair design 
team. The Altair lunar lander team is the team which will serve as the vehicle to return man from moon which works 
for NASA.  The risk informed design help to reduce the risk and provide efficient and effective allocation of 
resource. The author explains that the ability for the designer and risk analyst to interact with the model to produce 
results in real time yields a deeper understanding of how design decisions immediately impact reliability [5]. The 
reliability analysis of the design phase is said in early to provide accurate and effective design. It is said that “the 
demands will further require reliability analysis to evolve and mature tools which can effectively, rapidly, and 
accurately add value to design projects earlier and earlier in the conceptual design phase [5]. Osamu Mizuno et al.  
determines a scheme of projects which are found to be risky. For it, a five view point questionnaire is set to ask each 
managers to answer. The result is find out how many managers found a project is risky project. The study was 
conducted in a company named Company A where 32 projects were randomly taken. Of that 10 projects were risky 
projects. However this does not mean that one third of the projects in Company A were risky project. Based on the 
questions asked to the mangers, the study shows that decision making in a project is vital for identifying the risk in 
it. A statistical model were created for the response of the manager. The result showed that the constructed model 
can nicely predict risky projects in the new data set in 1998 [12].    
 Lucas Layman et al. [2011] examines the safety risk in hardware system of the NASA constellation 
spacecraft program. In this, the constellation uses RSMA (Reliability, Safety, and Mission assurance) process. In 
this paper the TPRM (Technical and Process Risk Management) methodology is used. It is a six step process which 
helps in finding the relationship between process and technical risk to gain early knowledge about the software 
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safety. They apply the TPRM methodology using the artifacts of one RSMA process, hazard analysis, to provide 
NASA quality assurance managers with metrics on the state of software safety risk during the early design phases of 
the constellation program [9]. This methodology is only implemented in NASA and will applied in large number of 
case studies in the future. It can be applied in other environment and organizations too. Mark J. Bennett et al. [1992] 
determines the use of the CASE (Computer Aided Software Engineering) tools to reduce the risk in software design. 
Two CASE tool are implemented in ATE (Automatic Test Equipment) software design. The design tool and 
selection tool are used. In this, several question were asked and answered. The design tool gave a rough sketch and 
selection tool provided a detailed notes of information. The design tool required populating a data dictionary, 
containing the names and types of data-flow and selection tool required a data dictionary and a more detailed 
specification of the lowest-level elements in order for the model to be executable [4].The result are compared and 
found that the tools are reliable to save the time by 5% in design phase. However it is based upon our estimate of 
hours saved due to early defect removal and the total effort estimate based upon the COCOMO model [4]. 
 
3. Conclusion 
 
Big data analytics is widely used in all areas which deals with analysing data especially unstructured data. 
The analyses of such data are difficult and it can be implemented by using the different platform and tools. Risk 
management is vital in any organization and companies which is helps in reducing the risk and managing them. 
Likewise, software project faces risk in every phase which should be addressed at earliest. This paper gives a 
detailed review of big data analytics and software project risk. Thus, big data analytics’ tools can be used to predict 
the risk encountered in software project and provide recommendation for it. 
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