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Abstract
High speed signaling over a significant length is an important issue for high speed
electronic devices such as Ethernet network routers. With increasing demands on high-quality
and fast communication, circuit design for high speed signaling becomes more important than
ever. As frequency increases, signal integrity may decrease to a point where the system or
device fails. Accurate simulation of electromagnetic wave propagating in the circuits becomes
critical in today’s design cycle for high speed devices. This thesis work developed a
simulation tool for characterizing high speed circuit, using Finite Difference Time Domain
(FDTD) method. The FDTD calculates the 3D electromagnetic propagation numerically in the
structure of a printed circuit board (PCB). It provides S-parameters, and wave propagation
monitoring to assist engineers for analyzing signal integrity of a PCB for high speed circuits.
The simulation tool is working properly and matches the result form other software and
measurement tool, such as CST. This thesis introduces signal integrity, numerical method for
simulating electromagnetic propagation, design and development of a FDTD tool for circuit
simulations, and validation results of the tool.
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Chapter 1: Introduction
Background and Objective
When the frequency of signals in an electronic circuit is above 100 MHz or the rise
time is shorter than 1 ns, this circuit is considered as a high speed circuit. The signal integrity
becomes a challenge issue of designing high-speed circuit boards. The lossy transmission line,
skin effect, impedance, and characteristics of board materials all play roles on the signal
quality and timing. Moreover, traces that are close to each other often forms differential traces
or parallel busses. Energy of one trace (aggressor) will be coupled into nearby traces (victims)
through electromagnetic fields, which results in undesirable behaviors and noises. The high
speed singling speed, introduces serious signal integrity challenges to engineers.
In the practice of high speed circuit design, the simulation of the circuit performance
becomes necessary if one wants to improve the production efficiency and achieve optimal
circuit performance while avoiding potential back annotation due unsuccessful design. The
keys to all successful simulations include:
1. Accurate physical and mathematical models of a design.
2. An accurate and efficient numerical algorithm.
There are a lot of simulation software on the market. Most of them are 2D tools which
only calculate and simulate electromagnetic fields in 2 dimensions. True 3D solver exists but
is very expensive. In this work, a relatively simple but efficient 3D solver will be developed in
MATLAB using Finite Difference Time Domain (FDTD) method with a graphic user interface
(GUI). The Finite Difference Time Domain Method approximates Maxwell’s equations using
central difference method in time domain. It is one of the most popular algorithm in
electromagnetic wave propagation simulation since it was originally developed by Yee [1].
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The tool developed in this work will focus on the assessments and analysis of the
scattering parameters (S Parameters) of circuit element, which are crucial for high speed
printed circuit design. The simulation tool will also display wave propagation images of
circuits in every time steps. Circuit structure, excitation source types, materials of the board
can be modified by users to simulate the design in real world. S parameters will be calculated,
recorded and displayed for user’s analysis.
Contents of Thesis
The organization of the thesis is as follows:
Chapter 2 reviews the basic electromagnetism theory around Maxwell’s equations, and
the introduction of transmission lines and wave guides.
Chapter 3 introduces the signal integrity of high speed printed circuit boards. The
common issues that signal integrity deals with, structure of multi-layer printed circuit boards,
and scattering parameters are described in detail.
Chapter 4 introduces the algorithm of finite difference method (FDTD) that
numerically solves the differential Maxwell’s equations in time domain.
Chapter 5 discusses the boundary condition problems in the simulation. This includes
two major boundary conditions: lattice truncation condition and perfect matched layer
boundary condition.
Chapter 6 discusses the detailed implementation of FDTD method in a MATLAB
program developed in this work. The designs of the structures of circuit and port, excitation
source generation and capture, scattering parameters will all be described in detail.
Chapter 7, the simulation results for different structures are analyzed. Finally, the
conclusion is given in Chapter 8.
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Chapter 2: Review of Basic Electromagnetics Maxwell’s Equations
Before the great work of James Clark Maxwell people already discovered several laws
governing some electrical and magnetic behaviors. For example, Carl Friedrich Gauss
discovered the Gauss’s law that relates the net electric flux through a closed surface with the
total charge within that surface. Michael Faraday discovered the Faraday’s law that governs
electromagnetic induction, which states that the induced electromotive force in any closed
circuit is equal to the negative of rate of change of the magnetic flux enclosed by the circuit
with respect to time. Ampere’s law relates the integration of magnetic field around a loop to
the electric current passing through the loop. During 1861 and 1862, James Clerk Maxwell
published the early form of the Maxwell’s equations which describe these laws by a set of 20
partial differential equations. This set of equations, together with the Lorentz force law, form
the foundation of classical electromagnetism.
With the help of vector calculus, Maxwell’s equations can be simplified and reduced
into the modern form which contains a set of 4 integral or differential equations. The two
forms are mathematically equivalent and are both useful for different situations. The integral
formulation relates fields within a region of space to fields on the boundary and can often be
used to simplify and directly calculate fields from symmetric distributions of charges and
currents. On the other hand, the differential equations are purely local and are a more natural
starting point for calculating the fields in more complicated (less symmetric) situations, for
example, when using finite element analysis [2].
The integral form of Maxwell’s equations is given here [3]:

16

∂

where, E is electric field strength with the unit of volts per meter (V m − ), D is electric flux
1

density with the unit of coulombs per square meter (C m−2), H is magnetic field strength with
the unit of amperes per meter (A m−1), B is magnetic flux density with the unit of Webers per
square meter (Wb m−2) or Teslas (T), J is electric current density with the unit of amperes per
square meter (A m−2) and Q is the total charge with the unit of coulombs (C).
Also we have the follow constitution relations between flux density and field intensity
[3]:

where ε is called permittivity, which describes how electric field affects, and is affected by, a
dielectric medium. It can also be represented by the product of relative permittivity relative
permittivity εr and the vacuum permittivity ε0, 8.85 × 10−12 F/m. The magnitude of
permittivity is determined by the ability of atoms or molecules inside dielectric to polarize in
response to the external field. µ is called permeability which is the degree of magnetization of a
material that responds to an applied magnetic field. It can also be represented by the product
of relative permeability µr and the vacuum permeability µ0, 4π × 10−7 H/m.
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The medium is called linear if the magnitude of the induced polarization field changes
linearly as applied field changes. The medium is isotropic if polarized field is in the same
direction as the applied field. A medium is homogeneous if its constitutive parameters (ε, µ) are
constant everywhere throughout its volume. Throughout this thesis the medium will always be
assumed to be linear, isotropic and homogeneous.
By using the two mathematical theorem, Divergence theorem and Stoke’s theorem,
namely,

where F represents a vector field and A and V represents volume and surface respectively.
The integral form of Maxwell’s equations can transformed into differential form:

Because the computer code of this work uses the FDTD technique, which operates on
this differential form of Maxwell’s equations, the differential form is used throughout this
document.
1. Gauss law for electricity (2.4a) states that the net outward electric field flux through
a closed surface is equal to the enclosed charge density per volume.
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2. The Gauss’s law for magnetism (2.4c) states that: The net magnetic flux through any
closed surface is equal to zero. Consequently, there is no magnetic equivalence to an electric
charge Q or charge density ρv, and there is no start and end pints of magnetic flux.
3. Faraday’s law (2.4b) states that the electromotive force induced in a closed loop
equals to the decrease rate of the total magnetic flux flowing through the loop.
4. Amperes law (2.4d) states that the integration of magnetic field H along a closed
loop equals the total current including the displacement current flowing through that loop.
Generally, all the electromagnetic fields in Maxwell’s equations are functions of both
time and space. There is a special case in which fields are not functions of time. Fields under
these condition are called static fields. As a result all time derivative equals to zero. This
condition can only be met when electric charge stay static or move in a constant speed keeping
charge density ρ and current density J time invariant. Then we will obtain electrostatics
equations from Maxwell’s equations [3]:
∇· D = ρv

(2.5a)

∇ × E = 0,

(2.5b)

∇ · B = 0,

(2.6a)

∇ × H = J.

(2.6b)

and magnetostatics equations:

The electric field and magnetic field are hence uncoupled. Maxwell’s equations turn to be two
pair of unrelated equations, the first pair is only related to electric fields E and D, the second
pair is only related to magnetic fields B and H. Electric fields and magnetic fields do not have
relationship any more in static state.
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Solutions to Maxwell’s Equations
Maxwell’s equations relate the electric and magnetic fields to each other and to the electric
charges and currents. The charges and currents are dependent on the electric and magnetic fields
via the Lorentz force equation and the constitutive relations. These relationships lead to a set of
coupled partial differential equations, which are often very difficult to solve.
In any differential equation, boundary conditions and initial conditions are necessary for a
unique solution. For example, even with no charges and no currents anywhere in spacetime, many
solutions to Maxwell’s equations are possible, not just the obvious solution E = B = 0. Another
solution is E = constant, B = constant. Other solutions result in electromagnetic waves filling
space-time. In some cases, Maxwell’s equations are solved through infinite space, and boundary
conditions are given as asymptotic limits at infinity. In other cases, Maxwell’s equations are solved
in just a finite region of space, with appropriate boundary conditions on that region: For example,
in the technique used in this work, Finite Difference Time Domain (FDTD), the boundary could be
an artificial absorbing boundary (ABC) representing the rest of the universe, or (as in a wave-guide
or cavity resonator) the boundary conditions that describe the walls that isolate a small region from
the outside world.
Before 1960, the principal approaches to solve Maxwell’s equations involved closedform and infiniteseries analytical solutions, with numerical results from these analyses
obtained using mechanical calculators. After 1960, the increasing availability of
programmable electronic digital computers permitted more sophisticated computational
approaches for solving Maxwell’s equation numerically included high frequency asymptotic
methods and integral equations [4]. During the 1970s and 1980s, direct time-domain solutions
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of Maxwell’s differential (curl) equations on spatial grids or lattices are explored. The
FDTD method, introduced by Yee in 1966 [1], was the first technique in this class, and has
remained the subject of continuous development. Since 1990, when engineers in the general
electromagnetics community became aware of the modeling capabilities afforded by FDTD
and related techniques, the interest in this area has been rapidly expanded.
The FDTD theory and Yee’s algorithm will be discussed in detail in Chapter 4.
Analytic solutions for time-harmonic fields is reviewed here.
Among all the analytic solutions to Maxwell’s well, uniform plane wave propagation
may be simplest in its mathematical form yet important for its application. It is very good
approximation to a spherical wave generated by an antenna when observer is very far away
from the source.
There are two basic assumptions in order to get this particular solution. First we
assume the wave propagates in unbounded media. Second the fields are time-harmonic. Then
they can be represented by a phasor that depends on spatial coordinates (x, y, z) only. The
vector phasor E(x, y, z) and the instantaneous field E(x, y, z; t) are related as

Similar definitions apply to D, B, and H, as well as to ρv and J.

Under such conditions and for a linear, isotropic, and homogeneous medium with
electrical permittivity ε, magnetic permeability µ, and conductivity σ, Maxwell’s equations
(2.4a) to (2.4d) become the following form in terms of phasor:
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In a medium with conductivity σ, the conduction current density J is related to E by
ohm’s law J = σE, Eq.(2.8d) may be written as

By defining the complex permittivity Ec as

Eq.(2.8d) can be written as

Assume the harmonic electromagnetic wave is traveling in the unbounded media (such as free
space) then ρv is 0. To obtain the explicit expressions for E and H as a function of spatial
variables (x, y, z), we start by taking the curl of both sides of (2.8b) to get

Upon substituting (2.8d) into (2.12) we get

For the curl operation ∇ we have the following relationship
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where ∇2 E in Cartesian coordinates is given by

By combining (2.13) and (2.14) we obtain

which is know as the homogeneous wave equation for E. Define the propagation constant γ
as

Equation (2.16) can be written as

Same process can be used to derive wave equation for H:

A uniform plane wave is characterized
by electric
and magnetic fields that have uniform
∂x
∂y
properties at all points across an infinite plane. If this happens to be the x-y plane, then E and H
do and H do not vary with x or y. Hence

= 0 and

Only has a component along x direction (i.e.,

= 0. Assume for the time being that
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Generally the solution to Equation (2.20) contains two waves: one traveling along
positive z direction and one traveling along negative z direction. Assuming only the former
is present, the solution of the wave equation leads to

where E+x0 represents the amplitude of the wave and can be determined from boundary
x0

conditions. Similarly, the magnetic filed H can be determined

where ηc is called intrinsic impedance and is defined as

The prorogation constant is often a complex variable and can be written as

where α is the mediums attenuation constant and β is phase constant. Then Eq. (2.21)
can be written as

Recall Eq.(2.7), the instantaneous electric field of uniform plane wave traveling along
positive z direction is
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The magnitude of E (z) is given by

x0

w hich decreases exponentially with z at

a rate dictated by the attenuation constant α. As the field attenuates, part of the energy
carried by the electromagnetic wave is converted into heat due to conduction in the medium.
As the wave travels through a distance

the wave magnitude decreases

by a factor of e−1 ≈ 0.37 at depth z = 3δs the field magnitude is less than 5% of its initial
value, and at z = 5δs, it is less than 1%.
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Chapter 3: Signal Integrity in High-Speed Circuit
Electrical Signal and Integrity
Signal integrity is all about maintaining and protecting the fidelity of a signal. It is
necessary to give a brief introduction to electrical signal before discussing the various
factors that degrades it. A signal as referred to in electrical engineering is a function (of
time) that “conveys information about the behavior or attributes of some phenomenon” [5].
In electric circuit an electrical signal is physically made of moving electric charges such as
electron.
Electrical signal can be measured in two different physical quantities: voltage and
current. Voltage is the difference in electric potential between two spatial points per unit
charge. Its unit is volt (V). On the PCB, Signal’s voltage is often measured with respect to
a reference with 0 electric potential such as ground plane. The existence of voltage is due to
the electric field presented in the circuit. In fact, voltage can be represented as
integration of electric field. That is,

where V1 and V2 are electrical potentials at points P1 and P2 respectively. Current represents
how much charge carrier past a specific point per second. In a conductor, which carries
signal, current is a function of current density J (A m−2) in a cross section. That is,
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The relationship between electric field and current density in a conductor follows
ohm’s law as

where conductivity σ is the measure of how easily electrons can travel through the material
under the influence of an externally applied electrical field. Its unit is Siemens per meter
(S m−1). There is analogy relationship between voltage and current of a signal traveling in
a conductor. That is

where R is called the the resistance of a conductor and its unit is ohm (Ω). IF THE voltage
and current is alternating with certain angular frequency ω then the relationship becomes

where V and I are phasor representation of voltage and current and Z is called impedance
of the circuit, which is often a complex number.
Signal integrity, in its broadest sense, refers to all the problems that arise in high-speed
circuit that degrades the signal quality. Issues that signal integrity refers to can be
classified into one of the following categories [6]:
1. Timing
2. Noise
3. Electromagnetic interference (EMI)
Timing is a complicated field of study by itself. In one clock cycle, a certain number
of operations must happen. This short amount of time must be divided up and allocated, in
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a budget, to all the various operations. For example, time is allocated for gate switching,
for propagating the signal to the output gate, for waiting for the clock to get to the next
gate, and for waiting for the gate to read the data at the input. Though timing is an
important factor in signal integrity, it is not discussed and simulated in this thesis work.
We focus on noise problem, such as ringing, ground bounce, reflections, near-end/far-end
cross talk, switching noise, non-monotonicity, power bounce, attenuation, and capacitive
loading.
All these effects listed above are related to the structure and electrical properties of
the circuit board and belongs to one of the following four noise sources:
1. Signal quality of one net, including losses on the line: reflection due to the
impedance mismatch in the path or boundary, distortion due to the signal
frequency dispersion on the line, and attenuation due to the materials.
2. Cross talk between two or more nets, including ground and power balance:
electromagnetic coupling through mutual capacitance and mutual inductance
between differential traces and ground planes.
3. Rail collapse in the power and ground distribution: voltage drop due the
significant impedance in the power and ground plane/network.
4. Electromagnetic interference and radiation: disturbance that affects the waveform
due to either electromagnetic conduction or electromagnetic radiation from a
peripheral device or other system.
In this work, two specific structures on the printed circuit board are considered:
differential traces and via. They are also the two of most common board structure in today’s
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PCB. Their existence affects how electromagnetic propagate on the board. The main
problem for signal quality of one net is the reflection on the discontinuity of the conductor
and PCB materials. One of the main problems for the differential traces is thee crosstalk
effect in which signal traveling on one trace will cause disturbance on the other traces due
the mutual C and L coupling. These two noise sources will be discussed individually in the
following.
Transmission Line and Reflection Transmission Line Overview
Although the notion of transmission lines may encompass all structures and media
that transfer energy or information between two points, including nerve fibers in the human
body and fluids and solids that support the propagation of mechanical pressure waves, this
thesis only focuses on transmission lines that guide electromagnetic signals on microstrip or
stripline structures on a high-speed circuit board.
Fundamentally, a transmission line is a two-port network. As shown in Figure 3.1.
The transmission line consists of two paths: signal path AB and return path A’B’
The sending end is connected to a source generator, and the receiving end is
connected to a load circuit such as, a radar transmitter, an amplifier, or a computer terminal
operating in transmission mode.

Figure 3.1: Generator connected to an RC circuit through a transmission line.
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For simplicity, we usually ignore the effect of the transmission line on signal
waveform and consider the voltages across AA’ and BB’ are the same. This is not true. If
we assume that the current flowing through the wires travels at the speed of light, c = 3 ×
108 m s−1, then the voltage across the output terminals BB’ will have to be delayed in time
relative to that across AA’, which causes a phase shift between two voltage waveforms on
two terminals. It can be shown that a SI9% deviation will exist on two ends of a 20 km long
telephone cable carrying a 1 kHz voice signal.
If rectangular waveforms are presented on the transmission line, the distortion caused
by power loss and dispersive effects must be considered as well. The attenuation is caused
by losses due to the series resistance in the conductor and by shunt losses due to the
dielectric. Rectangular pulse, by Fourier analysis, can be decomposed into many sinusoidal
waves of different frequencies. Wave velocity is a function of the wave frequency if the
transmission line is dispersive (the dielectric constant varies with frequencies). These two
effects all result in a downgrade of the shape of a rectangular pulse. Preservation of
rectangular pulse shape is very important in digital circuit; otherwise, information will be
contaminated, and errors may occur. The impedance mismatch between the transmission
and load is another problem. The mismatch causes a reflected signal being bounced back by
the load toward the generator. As a result, not all energy is transferred to the load and the
waveform of the signal is distorted. The effects of attenuation, dispersion, interference, and
reflection must be accounted for designing the high-speed circuit.
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Depends on the modes of propagation the transmission line can be classified into two
basic types:
1. Transverse electromagnetic (TEM) transmission lines: electric and magnetic fields
of the propagating wave on the line are entirely transverse to the direction of
propagation. Such an orthogonal configuration is called a TEM mode. A good
example is the coaxial line, in which the electric field is in the radial direction
between the inner and outer conductors, while the magnetic field circles the inner
conductor, and neither has a component along the line axis (the direction of wave
propagation).
2. Higher-order transmission line: Waves propagating along these lines have at least
one significant field component in the direction of propagation. Hollow
conducting wave-guides, dielectric rods, and optical fibers belong to this class of
lines.
Characteristic Impedance
To quantify the physical phenomenon for aiding a circuit design, one may firstly
construct a physic model of the objective, and then derive mathematical model based on the
physical model for performance analysis and calculation. When we draw a schematic of an
electronic circuit, we use specific symbols to represent resistors, capacitors, inductors,
diodes, and the like. In each case, the symbol represents the functionality of the device,
rather than its shape, size, or other attributes. This is often called lumped-element
modeling. We shall do the same for transmission lines. First, we assume the orientation of
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the transmission is along the z direction. The line is subdivided into differential sections
each of length δz, which is represented by an equivalent circuit, as illustrated in Figure 3.2.

Figure 3.2: Equivalent circuit of a two-conductor transmission line of differential length δz.
As we can see each section consists of four basic elements:
1. R’: The combined resistance of both conductors on signal and return path per unit
length, in Ω m−1,
2. L’: The combined inductance of both conductors on signal and return path per unit
length, in H m−1,
3. G’: The conductance of the insulation medium between the two conductors per
unit length, in S m−1, and
4. C’: The capacitance of the two conductors per unit length, in F m−1.
These four parameters have different formulas to calculate them depends on the
different types of transmission lines. But this lumped-element model is equally applicable
to all TEM transmission lines.
All TEM transmission lines share the following useful relations:
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and

Characteristic Impedance and Voltage Reflection Coefficient
Based on the schematic of Figure 3.5, we apply Kirchhoff’s voltage law around the
loop and Kirchhoff’s current law at node N+1 to get two basic equations about a
transmission line section:

In the limit as ∆z → 0, (3.8a) and (3.8b) become two partial differential
equations. By applying phasor representation of voltage and current signal if
assuming sinusoidal steady-state conditions, we can finally get a pair of equations called
telegrapher’s equations in phasor form:

The two first-order coupled equations can be combined to give two second-order
uncoupled wave equations, for voltage phasor and current phasor respectively:
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where

The γ is called the complex propagation constant of the transmission line. It consists of a
real part α, the attenuation constant of the line with units of m, and an imaginary part β,
the phase constant of the line with units of rad m−1. Thus,

These two wave equations have the following traveling wave solutions:

The first term represents the wave traveling in the positive direction and second term
represents the wave traveling in the negative direction. Substitute Eq.(3.13a) into Eq.(3.8a)
and solving for the current I(z). The process leads to

Compare each with the corresponding term in Eq. (3.13b) leads us to conclude that:

Where is called the characteristic impedance of the line.
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In general, each complex magnitude is characterized by a magnitude and a phase
angle:

Substitute these two equations into Eq.(3.13a) and we can covert back to the time domain
to obtain an expression for v(z, t), the instantaneous voltage on the line:

Both waves propagate with a phase velocity up given by:

The phasor voltage across the load, VL, and the phasor current through it, IL, are related
by the load impedance ZL as

We assume the load is located at z = 0, then the voltage and current at the load:
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Combining Equation (3.20) and Equation (3.21) we obtain

Rearrange it we get:

Where

is the normalized load impedance.
The ratio of the amplitudes of the reflected and incident voltage waves at the load is
known as the voltage reflection coefficient Γ. It represents how much voltage is reflected at
the load or impedance discontinuity. The normalized load impedance zL is a complex
number because capacitance and inductance exist in the transmission line and load. Hence,
in general in general Γ also is complex and given by

Crosstalk
If signal strength is strong enough, the undesired coupling of energy between culprit
lines and victim lines causes receiver’s noise margin to be reduced, there by rendering a
circuit susceptible to false triggering. Crosstalk-related problems can be particularly vexing
to debug, especially if the circuits only fail occasionally.
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Figure 3.3: Coupled line circuit model [6].
As shown in Figure 3.3, the line is divided into many infinitesimal segments dx in
length. The mutual capacitance Cm will introduce a current ic in the victim line:

The induced voltage causes a current il to the victim line:

It is possible to develop simple crosstalk coupling factors for Near End Crosstalk
(NEXT) and far end Crosstalk (FEXT), provided the lines are lossless, loosely coupled, and
properly terminated (so that reflections are not created). Loose coupling means the presence
of the culprit line does not change the impedance of the victim line. This makes it
straightforward to terminate these lines with a resistor equal to Z0. Simple crosstalk
formulas for Kb (the NEXT coupling factor) and for Kf (the FEXT coupling factor) are:
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where

If the line is long (as generally the case in high-speed PWB designs such as tr < 2td, Kb
can predict the NEXT voltage.

However, if the line is short (tr ≥ 2td) the coupled voltage is also proportional to edge rate
of Vs and is reduced over long line case by a factor of 2td/tr:

The far end crosstalk voltage can be estimated with:

Scattering Parameters
Scattering parameters is a set of parameters that describe the electrical properties/
behaviors of linear electrical network stimulated by electrical signals. There are other
similar parameters, such as Y-parameters, Z-parameters, H-parameters, T-parameters or
ABCD-parameters. These parameters are determined by using open or short circuit
conditions to the linear electrical network while matched loads are used for S-parameter,
which are easier to use at higher signal frequencies.
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The S-parameters are measured in terms of power. They can be used to determine
other electrical properties of network/device, such as gain, return loss, voltage standing
ratio (VSWR), reflection coefficient and amplifier stability. The word ‘scattering’ refers to
how the current and voltage waves traveling on a transmission line are affected on the
boundary of discontinuity of two different materials.
Scattering parameters are functions of signal frequency because the electrical and
magnetic properties of a linear network/device are functions of frequency. The S-parameter
can be defined in the simplest two port network, and then it can be generalized into any
n-port network .

..

a1

a2

DUT
b1

b2

Figure 3.4: Two-ports network system.
Figure 3.4 shows a typical 2-port network system, a device under test (DUT)
with transmission line connected to its two ports. According to transmission line theory,
when electromagnetic wave is traveling from one medium into another medium, a part of
its energy will be bounced back due to the conductivity discontinuity. a1 and a2 are defined
incident power waves and b1 and b2 are reflected power waves. The S-parameter consists
of 4 individual parameters, S11, S21, S22, S12, relates the incident and reflected waves as
follows:
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and

The matrix form can represent this set of linear equations:

The 2-by-2 matrix is called S-parameter matrix.
To calculate S11, one must set a2 to 0. This is done by terminating the right port
(port 2) with a load whose impedance is identical to the transmission line’s characteristic
impedance (Z0). b2 is completely absorbed by the load making a2 equal to 0. If defining a1
and a2 as incident voltage waves V1+ and V2 + with reflected voltage waves being b1 = V1−
and b2 = V2−, then S11 and S21 are calculated as follows:

Similarly, if the left port (port 1) is terminated by a matched load then a1 becomes 0,
giving:

Thus, the S-parameter has the following meanings in the two-port network system:
S11: input port (port 1) reflection coefficient.
S21: input port (port 1) voltage gain, or transmission coefficient from port 1 to port 2.
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S12: output port (port 2) voltage gain, or transmission coefficient from port 2 to port 1.
S22: output port (port 2) reflection coefficient.
Generally, if a device or system has n ports then the S-parameter matrix relates the
input and output waves by:

The individual s-parameter can be calculated by terminating proper ports with matched
loads.
In this project, the DUT consists of two traces on parallel hence it is a 4-port system.
The S-parameters which are interested are:
S11: voltage reflection coefficient at port 1.
S21: transmission coefficient from port 1 to port 2. (forward voltage gain)
S31: coefficient related to near-end crosstalk.
S41: coefficient related to far-end crosstalk.

a1

Port 1

b1

b3

Port 3

Figure 3.5: Four-ports network system.

a2

Port 2

D
U
T

b2

Port 4

b4
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S-parameters are complex numbers. Eq. (3.38) and (3.39) are derived under steady
state sinusoidal condition. In this work the stimuli signal is a Gaussian pulse whose
spectrum is Gaussian distributed. To calculate the S-parameters under this condition, first
measured time-domain signals are converted into frequency-domain signals using Fast
Fourier Transform (FFT), then take ratio of two proper frequency-domain signals to get the
desired S-parameter. Hence, the S11, S21, S31, S41 can be calculated as follows:

Overview of Printed Circuit Board
Because this thesis is to simulate how high speed signal propagating on the PCB board with
certain structures, it is necessary to review some basics of PCB and the structure of it.
Construction of PCB
Printed circuit board (PCB), also refer to as printed wiring board (PWB) uses conductive
pathways or traces, etched from copper sheets laminated onto a non-conductive substrate to
mechanically support and electrically connect electronic components. As shown in Figure 3.6,
the typical multi-layer printed circuit board is consisted of alternating layers of prepreg mats
and laminate sheets. The prepreg mats are a weave of glass fiber yarns preimpregnated (hence
prepreg) with a resin that is intentionally allowed to only partially cure. The sheets come in
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many stock sizes and yarn styles and serve to strengthen the resin. The laminate sheets are
formed by attaching copper foil on one or both side of the fully cured prepreg sheets. A stackup of prepreg mats and laminate cores are heated under pressure. This causes the partially
cured prepreg to flow and bond to the cores. The prepreg cures are cooled, thereby forming
the completed PWB structure.

Figure 3.6: Multilayer PWB stackup [6].
PCB Traces
Copper traces are used to form the PCB conductors. There are three common
structures of conductors: microstrip, embedded microstrip and stripline, which is shown in
Figure 3.7. The nature of the multi-layer PWB fabrication process is such that the
mechanical characteristics of the inner layer copper is different from the copper on the
board’s outer surfaces. The outer layers are plated, while the inner ones are not. The outer
layers are plated, while the inner ones are copper cladding.
The copper cladding attached to laminate sheets is created by either an
electrodeposition or rolling process. The electrodeposited process(ED) creates copper foil
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by plating process that forms a copper sheet by extracting copper from solution onto a
rotating drum. The foil side in contact with the drum is smoother than the other surface. In
contrast, the rolling process starts with a copper ingot that is passed through rollers multiple
times until it is reduced to desired thickness. This process creates foil equally smooth on
both sides, and smoother than that of electrodeposited copper. A smooth surface is
advantageous when signaling at high frequency because the ac resistance will be lower with
a smooth trace than that of electrodeposited copper.

Figure 3.7: PCB traces micro view [6].
Via
Vias are used to connect traces appearing on different layers. A stack-up with vias
connecting L1 to L3 and another connecting L3 to L4 is shown in Figure 3.8. Vias are
formed by drilling (either mechanically or with a laser) a hole partially (blind vias) or
completely through the PWB stack-up (through holes vias). Those vias that are to be made
conductive are then plated. There are usually pads placed on the layers where via is
connected to the trace. Also the clearance hole is made in the power and ground plane and
make via passes through the plane without making contact [6].
Differential Traces
Two side-by-side microstrips are shown in Figure 8.1. If the lines are close enough, the
magnetic and electric fields encompass both traces, allowing each trace to influence the
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other. As circuit elements, the magnetic coupling is represented by a mutual inductance
L12, while the electric coupling is represented by the mutual capacitance C12.

Figure 3.8: Vias structure [6].
The undesirable coupling of energy from a switching line (the culprit) to a passive
line (the victim) is called crosstalk. This is common noise problem happens to Differential
traces. A switching culprit line induces noise voltage on a passive (unswitched) victim. All
of the signals in a closely spaced group (such as a wide data bus) switch simultaneously,
with none being passive. The switching pattern of these signals results in a change of
impedance (and, at least in microstrip, a change in the time of flight as well) of these
signals [6].
The pulse generators may either drive the lines in the same direction (i.e., in phase
with one another) or in opposite directions (190 out of phase). Signals switching in the
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same direction and carrying the same current are called even mode signals because the
electric field lines are symmetrically arraigned about an axis of symmetry. Stripline exhibits
the same behavior but with the electric fields terminating on both plates.

Figure 3.9: Coupling between two microstrips [6].
Traces carrying voltage switching in the same direction, with the same rate of
change, effectively have zero mutual capacitance, as there is no charge transferred
between the conductors. The mutual capacitance was seen to allow for charge transfer
when the conductors switched in opposite directions. In odd-mode switching, the loop
inductance is reduced due to the mutual inductance, but it is increased in even-mode
switching. In odd-mode switching, the trace’s capacitance is maximized and the inductance
is reduced by mutual inductance: The odd-mode impedance is:
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Delay per length in odd mode is:

The even-mode impedance is:

Delay per length Even in even mode is:

For loosely coupled lines, the characteristic impedance is between odd mode
impedance and even mode impedance.
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Chapter 4: FDTD Method and Yee’s Algorithm
Introduction
The Finite Difference Time Domain (FDTD) method was introduced by Kane Yee
in 1966 [1] for electromagnetic field analysis. Yee’s insight was to choose a geometry for
spatially sampling the electric and magnetic field vector components which robustly
represents both the differential and integral forms of Maxwell’s equations. The basics of
the FDTD is introduced in this chapter.
Finite Difference Schemes
It is rare for real-life electromagnetic problems to fall neatly into a class that can be
solved by the analytical methods, like those two analytic solution in chapter two.
Whenever a problem with much complexity arises, numerical solutions may be employed.
The electromagnetic system problem can be often modeled by a set of partial differential
equations with boundary and initial conditions. Among all the numerical technique for
solving PDEs, those employing finite differences are more easily understood, more
frequently used, and more universally applicable than any other [7].
The finite difference method (FDM) was first developed by A. Thom in his 1920s
paper. The finite difference techniques rely on the prerequisites that differential equations
can be approximated by finite difference equations. These algebraic difference equations
relate the value of a function at one points to the values at its neighboring points. Applying
a finite difference solution needs three steps in general:
1. Dividing the solution region into a grid of nodes or mesh.
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2. Approximating the given differential equation by finite difference equivalent that
relates the dependent variable at a point in the solution region to its values at the
neighboring points.
3. Solving the difference equations subject to the prescribed boundary conditions
and/or initial conditions.
The key to convert differential equation into difference equation is to estimate
derivatives numerically. As shown in Figure 4.1, we can approximate its derivative, slope
or the tangent at P by the slope of the arc PB in three ways:

Figure 4.1: Estimating derivative using three points.
1. forward-difference formula:

2. backward-difference formula:

49

3. central-difference formula:

Similarly, we can estimate the second derivative of f(x) at point P as

Yee’s FDTD Algorithm
The finite-difference time-domain (FDTD) formulation of EM field problems is a
convenient tool for solving scattering problems. The FDTD method, first introduced by
Yee in 1966 and later developed by Taflove and others is a direct solution of Maxwell’s timedependent curl equations.
The two Maxwell’s time-dependent curl equations discussed in
Chapter 2 are modified as follows, assuming the medium is linear and
isotropic:
Faraday’s law:

Ampere’s law:

Where J and M can act as independent sources of E- and H-field energy, Jsourceand
Msource. We also allow for materials with isotropic, nondispersive electric and magnetic
losses source that attenuate E- and H-fields via conversion to heat energy. This means:

where σ∗ is the equivalent magnetic loss (Ω/m)
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In Cartesian coordinates, with the principle of components equal to components and
the constitution relation, Eq.(4.5) and Eq.(4.6) can be expand into six coupled scalar
equations, which forms the basis of FDTD numerical algorithm:

As shown in Figure 4.2, Yee divided the space into three-dimensional mesh. The
smallest unit in this mesh is a unit cell, which is called Yee’s lattice. Yee positions
Following Yee’s
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Figure 4.2: Three-dimensional Yee’s lattice with the position of each component.
notation, we define a grid point in the solution region as:

and a function of space and time as:

where ∆x, ∆y, and ∆z are space increment, ∆t is the time increment. i, j, k and n are all
integers. If we assume Yee’s lattice is cubic then we have:

Applying central finite difference approximation for space and time derivative of function
F at point (i, j, k) we have:

52

Applying Eq.(4.12) and (4.13) to all the space derivatives and time derivatives in Eq.(4.8),
with components of E and H arranged in a cubic cell in Figure 4.2 evaluated at alternate
half-time steps. Thus, we obtain the six explicit finite difference approximations:
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Yee’s algorithm has the following advantages:
1. The Yee algorithm solves for both electric and magnetic fields in time and space
using the coupled Maxwell’s curl equations, rather than solving for the electric
field alone (or the magnetic field alone) with a wave equation. The solution is more
robust and accurate for a wider class of structures).
2. As illustrated in the Figure 4.3, the Yee algorithm places its E and H components in
a leapfrog arrangement. All the electric fields are stored in memory at a particular
time point are calculated using previously stored magnetic fields data at last time
point. Then, all of the magnetic fields at next time point are calculated using the
electric fields data just calculated. This cycling process continues until all timestepping has been running out. Leapfrog time-stepping is fully explicit, thereby
avoiding problems involved with simultaneous equations and matrix inversion.
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Figure 4.3: Space-time chart of the Yee algorithm for one-dimensional wave propagation.
To ensure the accuracy and stability of the computed results, two conditions need to
be satisfied [7]:
1. The spatial increment δ must be small compared to the wavelength. Usually it
should be less than one tenth of the wavelength.
2. The time increment ∆t must satisfy the satisfy the following equation:

under the assumption of cubic cell structure, with ∆x = ∆y = ∆z = δ,
Equation (4.16) becomes:

where umax is the maximum phase velocity of the wave and n is the number of space
dimensions.

55

Chapter 5: Boundary Conditions
Introduction
The domain in which the field is propagating is open and unbounded. This imposes a
serious problem when applying FDTD method because the computer does not have infinity
memory to store unlimited filed and mesh data. The solution region must be limited. One
popular solution is to establish an artificial boundary around the domain to simulate the
extension of the solution region to infinity. Several boundary conditions of this type exist:
radiation conditions, absorbing boundary conditions, or lattice truncation conditions. In
general, a boundary condition must satisfy the following requirement:
1. The boundary must be large enough to enclose the scatterer.
2. The boundary must be able to simulate the space as it is infinity.
Lattice Truncation Condition
In this section we consider the lattice truncation developed by Taflove [8, 9]. This
boundary condition provides excellent overall accuracy and numerical stability even if the
boundary is close to the surface of scatterer.
The Figure 5.1 shows a solution region surrounded by the Lattice truncation plane. For
simplicity let us first consider one-dimensional TEM wave propagation along the +y direction
with only Ez and Hx components. Also we assume a time step of δt = δy/c, which means
the field move one cell step after one time step and it is the maximum allow in the stability
condition in Equation (4.16). Then the truncation condition on the plane y = 0 and y = Jδ,
with Ez at the end points are [7]:
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Figure 5.1: Solution region.
The value of the field at the current time n at the truncation location (0 and J) is
equal to that at the previous time (n−1) at the previous location (1 and J −1). If the medium
in which the wave propagates is not air, the wave speed is affected by the medium’s refractive
index m. As a result, it takes more time for filed propagate one cell step. Then the Equations
(5.1a) and (5.1b) are modified as follows:
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The condition above only applied to the boundary where the direction of wave
propagation is perpendicular to it. For three-dimensional case, the electromagnetic waves
have all six field components and propagating at all directions. Assuming a time step is
and the

lattice occupies

conditions are [8]:
(a) plane i = 1/2:

(b) plane i = Imax + 1/2:

(c) plane j = 0:

the truncation
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(d) plane j = Jmax:

(e) k = 0:

(f) plane k = Kmax:

By applying these boundary conditions, the reflection of outgoing waves is
minimized. It simulates the propagation of the wave from the plane adjacent to the lattice
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truncation plane in several time steps depends on propagation delay (2 in this case). All
angles of incident wave are considered by taking an average of adjacent points [8]. If the
refractive index of the dielectric medium is m rather than free space, the superscript n − 2
in Equation (5.3) is replaced by n − m.
Absorbing Boundary Condition
Another way to truncate the solution region while simulating the solution to infinity
is to put artificial termination on the boundary. These termination conditions are usually
called Absorbing Boundary Conditions as they theoretically aboard incident and scattered
waves hitting on the boundary. There are two kinds of methods. The first kind is Perfect
Match Layer (PML), which adds an artificial layer of absorbing material which absorbs
the electromagnetic fields. The incident wave from solution region is completely absorbed
without any reflection which implies complete transmission of the wave between the
solution region and PML region. In this sense, the FDTD region and PML region are said to
be perfectly matched. In the second kind of method, boundary condition is constructed
from wave equations. It includes Mur absorbing boundary condition, Liao absorbing
boundary condition and super absorbing boundary condition.

60

Table 5.1: Comparison of Two Methods

Now we look at Mur’s absorbing boundary condition that is generated from wave
equations and Yee’s lattice. If we look at the Yee’s lattice in Figure 4.2 we notice that all
the electric field vector’s components En, n = i, j, k attached to a point on the boundary of
the lattice is tangential to the boundary and all the magnetic field vector’s components
Hn, n = i, j, k is perpendicular to it. The H field can always be calculated using the finite
difference equations inEquation (4.14) but the E field calculation requires H data outside
the solution region. Hence only the components of E field need to be considered for the
absorbing boundary condition of the mesh.
From the Maxwell’s equations in Equation (2.4), we obtain the general wave equation
for each filed component [10]:

where ϕ is the electric field component, ∂2 + ∂2 + ∂2 are second order derivative of x, y and
x

y

z

z and c0 is the wave velocity in vacuum. The L operator is introduced:

With proper factorization of the operator L = L+L−, Equation (5.5) becomes:
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where:

It is proved by Engquist and Majda [11] that the half wave equation L− ϕ|x=0 = 0,
in which the wave is traveling at direction of decreasing x, will produce an excellent
absorbing boundary condition on wall x = 0. Similarly, L−ϕ = 0 will derive the
absorbing boundary condition on the wall x = Xmax. The boundary condition on other
boundaries at the y and z direction can be derived in a similar manner.
To solve the Equation (5.6) numerically we need to apply approximation. Applying
Taylor expansion on the

we obtain:

We take the second order approximation and substitute it into the half wave equation L−ϕ
we get:
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Multiply

on both side we derive the absorbing boundary condition at boundary x = 0:

use the same method we can derive other absorbing boundary condition on all other five
boundaries:

Next step is to apply FDTD scheme into the boundary condition equations. The
central-difference formulas in Equation (4.3) and Equation (4.4) are used for first order and
second order derivative in Equation (5.13). On the plane x = 0, only Ez and Ey components
need to be considered as explained above. Ex is used here for example.
To update the Ez on the x = 0 boundary using FDTD we must relate it to the its
counterpart on the x = 1 plane. In order to do this we introduce an assistant filed component
Ez(1/2, j, k) which locates between plane i = 0 and i = 1. Then the partial derivatives in
the Equation (5.13a) can be represented using the FDTD scheme:
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Substitute Equation (5.14) into Equation (5.13a), En+1(0, j, k) on the boundary x
z

= 0 can be expressed as:
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The physical interpretation of this equation is this: the filed component Ez at
(0,j,k) at boundary x = 0 can be updated using its adjacent points and their
counterparts at x = 1. This is illustrated in the Figure 5.2. If Q plane is the boundary
then Q0 can be calculated by Q1, Q2, Q3, Q4, P0, P1, P2, P3, P4 and P5.

Figure 5.2: Mur absorbing boundary condition using FDTD.
If we assume square mesh
equation 5.15 can be simplified as:

then
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Boundary conditions for other electric field components on other boundaries can be derived
z

z

z

in a similar manner. In the simulation tool, first order Mur absorbing boundary condition is
implemented which can achieve 1% to 5% minimum reflection [8, 10].
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Chapter 6: System Design and Implementation
Introduction
Figure 6.1 shows the entire system constructed from various function blocks. The
detailed description of each function block is giving in the Table 6.1. The GUI accepts
user commands and are responsible for delivering the commands to other subsystems. The
source creation subsystem creates 2-D TEM wave front as an excitation source. The structure
creation subsystem creates a solution region as a simulation object. Both structure and
source data are feed into the FDTD core subsystem to simulate wave

Figure 6.1: System block diagram.
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propagation in high speed circuit. The field data are recorded and stored in the data storage
subsystem which is needed for field updating at each time step in the core. After simulation
is terminated by a proper condition the voltage data in time domain are used by the post
processing subsystem to calculate S-parameter. The following subsections discuss some
major function blocks in detail.
Table 6.1: Description of Each Function Block

___________________________________________________________________________________________
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GUI
The GUI window is responsible for taking user input and general control of the whole
program.

Figure 6.2: The main GUI window.
Figure 6.2 shows the main window of the simulation program. On the left side there
is a group of text boxes with some default numbers that takes user input for the simulation.
These entries are described below:
Trace Length: The length of strip-line in the wave-guide.
Trace Width: The width of the strip-line.
Trace Thickness: The height of the trace.
Board Thickness: The height of print circuit board.
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Board Width: The width of the board.
Spatial increment: The side length of cubic cell in the mesh. It must be less 1/10 of the
wavelength in order to maintain stability
There is another user input panel in the middle in which user can input the
electromagnetic constants like permittivity and conductivity for different materials inside
simulation object.
On the top of window there is a status bar which shows the state of the simulation.
They correspond to the three different runs in the FDTD core subsystem respectively. The
three states are:
1. “Capturing the 3-D source”
2. “Measuring incident wave”
3. “Measuring total transmitted wave”
The Units panel on the top middle contains two radio buttons which user can use to
switch between two unit systems that commonly involved in the PCB design, millimeter
(mm) or mil (mil). Their relationship follows the following conversion formula:

The Structure panel on the right side contains two radio buttons which user can
use it to switch between two different structures: differential traces and via. The two
parameter input panels will change to via structure parameter input if user hits the via
radio button.
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Once user hits the run bottom, the system takes control and the simulation starts
running. The reset button helps the user to roll the system back to its default settings.
The Waveform Monitor opens after the start of the simulation to help user visualize the
electromagnetic field propagating through the wave-guide. The Ez component is chosen to
be displayed. The Figure 6.3 shows the monitoring window just at the beginning of the
simulation. The sub-figure on the top shows the wave-guide viewed from above and the
sub-figure on the bottom shows the wave-guide with side view. The light blue represents the
dielectric area and dark blue represents the metal trace and ground plane.

Figure 6.3: The wave monitoring window.

71

Figure 6.4: The wave monitoring window at time step NN = 300.
Figure 6.4 shows the wave monitoring window at 300th time step during
simulation. The Ez distribution are shown in yellow. The more intensive the field is the
brighter color it will display. During the simulation a waitbar will appear to show how far
the program is into the simulation.

Figure 6.5: The waitbar window.
Structure Creation
In this thesis work, the PCB/wave-guide is modeled as a 3D-mesh consisting of Yee’s
Lattices. A PCB has different materials, for example dielectric and copper, arranged in a
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complex structure. The way to represent this structure and materials is to map an index
number to a specific material and assign them to each cell to form the structure.
In this program there are 3 different materials: copper which forms the trace, trace
dielectric (dielectric surrounding traces) and port dielectric. Index 1 is assigned to the
trace dielectric. Index 2 is assigned to the copper. Index 3 is assigned to the port
dielectric. These three indices are assigned to each cell in the mesh according to PCB’s
structure. For example, if the PCB has a top and bottom ground layer with dielectric inbetween then cells at top and bottom layer will be assigned with index of 2 and the cells
in-between will have an index of 1.

Figure 6.6: Sample differential trace structure.
Thus, the structure creation subsystem takes the spatial parameters of the PCB and
returns the 3-D index array using the method described above. Figure 6.6 shows a
sample structure of differential trace created by the structure creation subsystem. It has
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82 cells in the x direction, 132 cells in the y direction and 27 cells in the z direction.
The blue region represents copper and yellow region represents dielectric. The two
copper traces are located in the middle between two ground layers. Their thickness is 2
cells and width is 8 cells. They are separated by 20 cells by the I = 43 plane, where I is
the coordinate variable in the x direction.
The structure creation subsystem has two functions which creates differential
structure and via structure respectively. These two functions are explained in detail in the
following subsections.
Creating Differential Trace Structure Function
The function takes spatial parameters of PCB structure and returns 3-D index array
representing a rectangular wave-guide with differential traces inside.
Because there are total of 3 different runs in the simulation and each run serves a
specific purpose, which is explained in details in Chapter 6, Chapter 6 and Chapter 6,
the function also takes the run number X as a arguments and output the a proper
structure for each run.
The function first creates the 3-D array that has the size of the simulation
object. IM AX, JM AX, and KM AX the number of cells in the i, j, and k direction
respectively. The value at each cells is initialized to 3 which means now the entire
simulation object consists cells filled with port dielectric.

Code 6.1: Creating the 3-D Array

74

For the differential trace structure, the two traces will always be the same material
and at the same location during all 3 runs. The function constructs the trace by assigning
the cells at trace location with index 2.

Code 6.2: Creating the Two Traces.
Another structure that does not change during the simulation is the ground
plane on the top and bottom (K = KM AX + 1 and K = 1). The function assigns index
2 to the cells at top and bottom plane.

Code 6.3: Creating the Two Traces.
The structure the function created at this point is a wave-guide with top and bottom
ground plane and 2 traces inside surrounded by port dielectric at location specified by the
user. This structure is suitable for run #1 and run #2.
During run #3 the only the first 30 % in j direction of the wave-guide will be port
structure. The function updates cells after port in the propagation direction with index 1
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(trace dielectric) then it reconstructs the two metal traces by assigning the index 2 to the
cells at the trace location.

Code 6.4: Replacing Port Dielectric with Normal Dielectric after Port.
Creating Via Structure Function
The function takes spatial parameters of board and returns 3-D array with cells that are
assigned with proper medium index to represent a rectangular wave-guide with via in
the middle ground layer. The first trace lies above the middle ground plane (K =
KMAX/2) and the second trace lies below the middle ground plane and they are
connected by a via. Because there are total of 3 different runs in the simulation and
each run serves a specific purpose which is explained in details in Chapter 6, Chapter
6 and Chapter 6, the function also takes the run number X as a arguments and output
the a proper structure for each run.
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The simulation for this structure focuses on the effect of via on the wave
propagation. Hence the port structure is not presented and the total number of medium is
decreased to 2. During first 2 runs there is no via structures in the wave-guide. The
function creates the 3-D array that has the size of the board and initialized the value of
each cell with index 1.

Code 6.5: Create the 3-D Array that Represents the Wave-guide
The function then constructs the first trace which is above the middle ground plane
by assigning index 2 to cells at trace location.

Code 6.6: Create the First Trace.
Three ground planes are created. The middle ground plane is used to separate the
two traces at upper half (K > KM AX + 1/2) and lower half (K < KM AX + 1/2).
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Code 6.7: Create the Ground Planes.
During run #3 the via structure is added. The via is rectangular. The function first
constructs the four sides of via in front, back, left and right respectively by assigning cell
with index 2 at each side. The front-top side of the via connects the first trace in the upper
half of the wave-guide and the back-bottom side of the via connects the second trace in
the lower half of the wave-guide.
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Code 6.8: Create Four Sides of the Via.
Then the function creates dielectric “ring” around the via in the middle ground plane
so the middle ground plane does not contact the via.
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Code 6.9: Separate Via and Middle Ground Plane.
Next the function fills the inside of via with trace dielectric. So it forms a tube
shape.

Code 6.10: Fill the Inside of Via.
The second trace below the middle ground plane after via is the constructed by
assigning cells at that trace location with index 2
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Code 6.11: Construct the Second Trace.
Source Creation
The Source Creation subsystem creates TEM plane wave which serves as the
excitation source for the simulation. It takes various arguments including the dimension
of the board (IM AX, KM AX), the size of cell in the mesh (dx, dy) and the medium array
(IY M ED).
The subsystem first creates 2-D voltage array. Because the wave propagates in the
+y direction, the TEM wave lies in the x-z plane. The voltage array is initialized to make
voltage at the trace 0.05 V.

end

Code 6.12: Initializing Voltage Array.
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Figure 6.7 shows the cross-section of the wave-guide where the TEM wave is
created. The two traces are at (I = 25, K = 13) and (I = 55, K = 13). The cyan
represents 0.05 V and dark blue represents 0 V. It is easily seen that the trace has 0.05
V, while the rest part of the wave-guide remains at 0 V.

Figure 6.7: Voltage distribution in x-z plane.
The subsystem then distributes voltage so that the trace has 0.05 V, ground
planes on the top and bottom (K = 0, K = KM AX + 1) have 0 V and cells in-between
have voltage determined by the distance between them and the trace. The more close
it is to the trace the greater the voltage is. The formula that determines the voltage at a
particular cell is:
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Code 6.13: Voltage update algorithm
The voltage at a cell (I, K) is equal to the average voltage of cells around it. This
formula is then put inside a loop to update the voltage at all cells in the x-z plane. A side
effect of this algorithm is that the cells whose x, z coordinate are greater than those of the
trace will be updated further than those in the other part of the guide. This is illustrated
in Figures 6.8 and 6.9. At the second iteration some cells at the left side of trace are not
updated yet (still 0V) while all cells ar the right side of the trace have some voltage. At
100th iteration all cell around the traces have some voltage.
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Figure 6.8: Voltage of cells around two traces at 2ed iteration.
The number of iterations must be large enough to make the voltage distribute evenly
in the cross section. In this program the iteration number is set to 1000. The voltage
distribution around active trace after 1000 iterations is shown in Figure 6.10
The final step is to calculate electric field in x, z direction in each cell
based on the following equation:

The calculated electric fields in the x, z direction will be return to the FDTD core
subsystem as TEM wave front serves as an starting point for generating an excitation source.
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Figure 6.9: Voltage of cells around two traces at 100th iteration.
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Figure 6.10: Voltage distribution around source trace.
FDTD Core
The FDTD core subsystem is where all the field updating events occur in the
simulation object. It also applies proper boundary condition discussed in Chapter 5 to
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simulate the solution region to infinity (with minimal or no reflection on the
boundary). The original FDTD algorithm has to be modified in order for the Equation
(4.14) to cope with a digital computer system.

Figure 6.11: Modified Yee’s lattice cell.
In the original FDTD algorithm discussed in Chapter 4 the electric fields and
magnetic fields are interleaved by half step in both space and time. To calculate one field,
one needs the information of the other fields at half space and time step away. This is
unnatural for programming to manage half integer values and may lead to the increase of
programming complexity. It is desired to update both electric fields and magnetic fields a
same time step in one giant time loop. This means to eliminate the half-step scheme.
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To eliminate the half integer time step in the magnetic field components the H is modified as
follows:

This is equivalent to move the magnetic line down by half time step in Figure 4.3 and
coincide with electric field line.
To eliminate the half integer spatial step the Yee’ Lattice has been modified as
shown in Figure 6.11.
We assume µr, the relative permeability, is 1. This assumption is reasonable because
the media material in most electromagnetic scattering problem is nonmagnetic. Then the
µ(i, j, k) in the Equations (4.14a), (4.14b) and (4.14c) remains constant no matter what
material it is. The coefficients defined by Taflove [4] are introduced here to simplify the
looking of the equations:
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where the time step is defined as:

Constants like σ and εr are media dependent. The m index indicates the type of media
that these constants associated to. The structure creation subsystem generates an array of
index, MEDIA(i, j, k), where its value is solely dependent on the coordinate. During the
filed updating process, the σ and εr gets its value based on m, while m gets its value based
on coordinate index i, j, k. The advantage of using index array is that arrays of σ and εr are
no longer needed to be stored, hence, saving more memories. Figure 6.12 shows how index
m is assigned to different material. If this represents a stripline, region B is Dielectric and
region A is metal.
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Figure 6.12: Inhomogeneous solution region with medium index assigned.
With these preparations we are ready to derive the six FDTD Maxwell’s
equations equations for easy programming:
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We noticed that in Equation (6.7) the electric fields are calculated by the
magnetic fields of the current time step while the magnetic fields are
calculated by the electric fields at the previous time step. In the program this
requires us to update the H filed first. The solution region is usually defined
by:

where Imax, Jmax, Kmax are usually specified by user input from GUI
subsystem. The initial condition is that all field components during t ≤ 0 at

every grid point are all zero, namely:

The advantage and disadvantage of this modified FDTD algorithm,
comparing to other methods like moment method and FEM (Finite Element
Method), are summarized in the Table 6.2:
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Table 6.2: Advantage and Disadvantage of the FDTD Method

The modified FDTD algorithm alone is not enough in the FDTD core it needs other
utilities and functions to accomplish the field updating and boundary condition calculation.
It is better talk about them in terms of data flow.
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Figure 6.13: Data flow in FDTD core subsystem.
Figure 6.13 shows the general data flow diagram in the FDTD core subsystem. The
program starts by initializing constants and parameters. The first thing it does is to set
up the geometry parameters of simulation object (wave-guide). The size of PCB board is
defined by IM AX ∗ KM AX ∗ JM AX. Code 6.14 shows the MATLAB code how to get
geometry data from the handles of the text boxes in the GUI.
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Code 6.14: Set Geometry Parameter from User Input.
Then program determines the position of the trace/strip inside the waveguide. In the case the of differential traces, they are positioned in the middle of
the cross-section of guide and are separated by the I = IMAX/2 plane. Trace 2
is closer to the I = 0 plane than trace
1. Here is a example of positioning the traces 2:

Code 6.15: Positioning Trace 2.
These variables in the unit of cells will later be passed to the structure subsystem to
create the simulation object. Please refer to Chapter 6 for detailed information.

93

The number and type of medium inside the solution region will be defined. Typically
there are three mediums in this simulation: port dielectric, trace dielectric and
trace(cooper). Each of them are represented by an index.
1: dielectric
2: copper trace
3: port dielectric
Arrays of relative permittivity and conductivity are created to store the value of εr
and σ
for each medium:

Code 6.16: Create Permittivity and Conductivity Array.
These variables are subject to change depending on which medium user wants to
simulate. For example if one want to use the dielectric–FR4, then ER(2) should be changed
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to 4.0. The electromagnetic constant input panel in the Main GUI allow users to change
these parameters.
To make simulation condition close to reality, 50 Ω characteristic impedance for the
port is desired. The function, port imp, is used to calculate the dielectric of the port for this
purpose:

Where Z0 is the desired impedance, h is the space between strip and ground plane, t is the
thickness of the trace, w is the width of the trace.
Next the program defines the FDTD algorithm coefficients listed in Equations (6.5)
and (6.6). The CA, CBRBX, CBRBY, CBRBZ are medium dependent, hence arrays are
created to store coefficients for different medium types

Code 6.17: CreatE Coefficient Arrays.
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With all the parameters and constants defined, the simulation is ready to run. There
are 3 simulation loops (3 runs, with loop counter X.), each of them serves a different
purpose and will be discussed in details.
Table 6.3: Summary of Simulation Loop
Run #

Description

X = 1 Capture the 3-D wave developed from a 2-D TEM wave front, which
will then be used as excitation source used in the next 2 following
runs.
X = 2 3-D wave propagates along trace surrounded by dielectric. Pure incident
voltage wave (V inc) will be measured and recorded.
X=3

3-D wave propagates in a region that includes the scatter. The wave
scattering occurs in the junction of the scatter and port. The
voltage measured in this run will be V total which is the sum of
incident wave voltage (V inc) and reflected wave voltage (V
reflected). Then Reflected voltage is calculated by V total
V inc.
_______________________________________________________________________
Run #1
The signal coming from the port to the trace is 3 dimensional, but it is very difficult
to create a 3-D wave source from scratch in a computer program. Instead a 2-D TEM wave
front is created. By applying the filed updating algorithm it will develop into a 3-D wave.
The purpose of run #1 is to capture this 3-D wave and then use it as a excitation source for
run #2 and run #3.
The program first call the ”Structure Creation” subsystem to create the structure of
wave-guide for this run. The length of the wave-guide does not have to be in its full length
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as long as it is long enough to capture the full 3-D wave. Next it calls of ”Source Creation”
subsystem, which creates a TEM wave front containing Ex and Ez field components at each
cell in the cross-section assuming the wave propagating in the +y direction. These two field
components are stored in the array Exsource, Ezsource respectively. Exsource, Ezsource are mapped
to the Ex and Ez field component array at the wave front location J = Js. Then the
program then starts FDTD time loop to develop and capture the 3D wave. At each time
step, Ex and Ez at J = Js are multiplied with a Gaussian function so the magnitude of the
wave pulse will have a Gaussian profile.

Code 6.18: Excitation Source Creation.
Figure 6.14 and Figure 6.15 shows the Ez field distribution when time step NN is equal to 100
and 300 respectively. With time step increases, the 3-D source begins to form. The propagation
direction is +y direction. During the run the program checks the magnitude

of Ez along the active

trace in the +y direction and finds position of the peak value. It then moves along in the +y
direction until the magnitude of Ez is less than a certain limit, this position will be stored in variable
called position high, as the right boundary of the 3-D source. Using the same method, the left
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boundary of the 3-D source, position low is recorded. The six field components at each cell
between the two boundaries are the save to 6 3-D arrays in the data base. Code 6.19 shows how the
program captures the 3-D source and stores it in the data base “source all”

Figure 6.14: Ez field distribution at NN = 100.

Figure 6.15: Ez field distribution at NN = 300.
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Code 6.19: Save the 3-D Wave Source to Data Base.
Run #2
The purpose of run 2 is to record the pure incident wave. With the present of scatterer
or discontinuity of the medium, wave reflection will occur. In the case of differential trace,
the reflection occurs at the boundary between the port and trace because port dielectric and
trace dielectric are different. If a measurement point is placed near the boundary, what it
records is the superposition of incident wave and reflect wave, Vtransmitted = Vincident +
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Vreflected. There is no effective way to separate the two, as a result, the S-parameters in
Equation (3.41) cannot be calculated.
During Run #2, the wave propagating through the guide will have no reflection at all.
Thus, the measurement point records pure incident wave Vincident. With the total transmitted
wave, Vtransmitted, recorded in the Run #3, the reflected wave can be obtained by:

The program first defines two measurement point, S start, S end, at which it
calculates signal’s voltage . Then it defines 4 voltage arrays which store the voltage at the
measurements points:

Code 6.20: Define Voltage Array.
The program then loads the data base which stores the 3-D source data created from
Run #1 and apply it to the beginning of the wave-guide:
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Code 6.21: Applying 3D-source to the Waveguide
The program then starts FDTD time loop. At each time step in the FDTD time loop,
the program calculates the incident signal voltage at start of the trace and received signal
voltage at the end of the trace. The voltage between the upper surface of the trace and the
top ground plane can be calculated using the integration of the Ez field along +z direction:

where k is the z coordinate. In the context of discrete, integration becomes summation:

ˆ

Code 6.22: Calculate Incident Signal Voltage
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Run #3
In Run #3 total transmitted signal voltage is measured and reflected signal voltage
is calculated. The program first calls the “Structure Creation” subsystem to update the
structure of the wave-guide. Measurement points are placed in the beginning and end of the
trace to recording transmitted signal voltage.
The program then starts the FDTD time loop to update the all six field components at
each cell. At each time step, the transmitted signal voltage between the upper surface of
the trace and the ground plane is calculated using the integration of the Ez field along +z
direction.
The same field updating time loop are performed in all 3 runs to update the 6 field
components in the wave-guide at each time step under different simulation settings. The
implementation of the FDTD time loop now will be discussed and explained.
At the beginning of the time loop, field data at the location where it is one cell behind
the boundary is stored in arrays. These data will be used in the boundary condition
calculation. Code 6.23 shows an example of how it stores Ey and Ez component at the plane
one cell behind the front and back boundary.

Code 6.23: Store Field Data Behind the Boundary.
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The program then applies soft lattice truncation condition on all six boundaries. The
value of an electric field component at a cell on the boundary is equal to the average of
field components on the cells behind the boundary. Code 6.24 shows an example of how to
calculate Ez and Ey on the I = 1 and I = Imax + 1 boundary.

Code 6.24: Apply Boundary Condition.
With the boundary condition updated, the program now updates the magnetic field
components at each cell of the wave-guide using Equations (6.7a) to (6.7c). Code 6.25 shows
the example of how Hx component is updated.

Code 6.25: Update Magnetic Field Components.
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With magnetic field components updated, the program now updates the electric field
components at each cell of the wave-guide using Equations (6.7d) to (6.7f). Code 6.27 shows
the example of how to update Ex component.

Code 6.26: Update Electric Field Components.
After all the field data are updated, the program plots the Ez distribution from two
different perspective using the image function in the wave monitoring window to give the
user a visual of wave propagation.

Code 6.27: Update Wave Monitoring Window.

At the end of each time step the program calculates the the total transmitted signal
voltage at the measurement point using the technique described in the Run #2.
After all three runs complete. The system has stored the total transmitted signal
voltage, Vtransmitted, the incident signal voltage, Vincident and received wave voltage,
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Vreceived. These data are then sent to the Data processing system for post simulation
analysis and plotting.
Post Data Processing Subsystem
Post data processing subsystem used the voltage data measured in the FDTD core to
calculate the S-parameter. First the reflected signal voltage Vreflected is calculated by
subtracting the pure incident wave (Vincident) from the total transmitted wave (Vtransmitted).

Code 6.28: Obtain the Reflected Signal Voltage.
The subsystem then plots Vincident, Vtransmitted and Vreflected in time domain. Code 6.29
shows an example of how to plot the incident signal on active trace in time domain.

Code 6.29: Plot Incident Signal in Time Domain.
S-parameter calculation is under the assumption that traveling wave is single-tone
sinusoidal however in the simulation the incident wave is a Gaussian pulse consisting of
many harmonics. Hence the fast fourier transform (fft) has to be performed on the measured
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signals. The S-parameter at each frequency component then can be calculated as the ratio
of ffts of the two measured signals.
The program takes fft on various signal:

Code 6.30: Take FFT of Measured Signals.
The reflection coefficient S11 is plotted based on following steps: first, take the ratio of
magnitude of Y3 and magnitude of Y. Second take logarithm of the result and multiply it
by 20. Finally plot result from step 2 against frequency to obtain the the S-parameter in
frequency domain. The other S-parameters can be plotted in the similar way. The code 6.31
shows the example of how s11 is plotted in the program.

Code 6.31: S11 Plotting.
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Chapter 7: Results and Analysis
In this chapter, simulations for two different structures are performed. For each
structure incident signal, reflect signal and total transmitted signal in time domain will be
plotted. The S-parameter of differential traces and via will be calculated and analyzed. In a
four-port system, S11 and S21 represent the trace transmission quality and reflection quality
respectively. S31 and S41 reflect the crosstalk. In via structure, there is no crosstalk since
there is only one trace. These parameters play a critical role for PCB designer in evaluating
and improving their circuit design.
Structure One: Differential Traces
The simulation parameter and structure dimension parameters are summarized in the
Table 7.1.
Table 7.1: Simulation and Dimension Parameters, Differential Traces
Parameter Name

Value

Trace length
Trace width
Trace thickness
Board thickness
Board width
Trace separation
Size of Yee’s Lattice

25 mm
0.8 mm
0.2 mm
2.6 mm
8 mm
8 mm
0.1 mm

time increment

1.6667 × 10−13 s

Dielectric permittivity
4 F/m
Port dielectric permittivity
4.9778 F/m
Trace dielectric conductivity
0.02 S/m
Port dielectric conductivity
0 F/m
Iteration times
1000
Boundary condition
Lattice truncation
Trace and ground metal
copper
______________________________________________________
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Figure 7.1: Incident signal in time domain.
Figure 7.1 shows the incident signal in time domain. It is a short pulse with a Gaussian
profile. The peak voltage is 0.05 V which matches the voltage assigned to the trace when
creating the excitation wave source. The received incident signal maintains its shape, but its
amplitude decreases about 5% percent due to the attenuation by the lossy dielectric material.
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Figure 7.2: Transmitted signal in time domain.
Figure 7.2 shows the transmitted signal in time domain. It is a shot pulse with a Gaussian
profile. It consists of incident signal and reflected signal. The received transmited signal maintains
its general shape but it amplitude decreases about 22.3% Only a small part of its attenuation is
from the lossy dielectric material. Most of its attenuation is caused by the reflection of the incident
wave at the port and board boundary.
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Figure 7.2: Transmitted Signal in Time Domain.
Figure 7.2 shows the transmitted signal in time domain. It is a
short pulse with a Gaussian profile. It consists of incident signal and
reflected signal. The received transmitted signal maintains its general
shape but its amplitude decreases about 22.3% percent. Only a small
pnuation is from the lossy dielectric material. Most of its attenuation
iscaused by the

Figure 7.3: Transmission coefficient and reflection coefficient.
Figure 7.3 shows the scattering parameters, S21 and S21, of the differential traces.
The transmission coefficient decreases as frequency increases. This is due to multiple
reasons. First, as frequency increases the reflected wave increase causing the received wave
to be decreasing. Second, as frequency increase there will be more crosstalk which means
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the more energy of the incident wave will be transfer to the victim traces causing less energy
received wave on the active trace. The reflection coefficient has two local minimum which
occurs at around 8 GHz and 16 GHz.

Figure 7.4: Near-end and far-end crosstalk coefficient.
Figure 7.4 shows the scattering parameters, S31 and S41, of the differential traces.
Near-end crosstalk coefficient and far-end crosstalk coefficient both increases when frequency
increase. This indicates that higher frequency the wave is the more it is vulnerable to
crosstalk interference. The S41 is less than S31 for couple dB because signal strength
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decreases propagating down the trace due to lossy dielectric and imperfect boundary
condition.
Structure Two: Longer Differential Trace
The simulation parameters and structure dimension parameters are summarized in
the Table 7.2. The two traces are placed in the middle of the board’s cross section (K =
KM AX/2). They are separated by the plane I = IM AX/2. Most simulation parameters
are the same as those in Table 7.1 except the length of the trace are increased by 5 times.
Table 7.2: Simulation and Dimension Parameters, Differential Traces

______________________________________________________________________________
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Figure 7.5: Transmission and reflection coefficient.
Figure 7.5 shows the scattering parameters, S21 and S21, of the longer differential
traces. Because the length of trace is about 5 times longer than the length of trace in Chapter
7. It is expected that the transmission coefficient S21 is also about 5 times lower on the
plot. As we can see this is about the case.
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Figure 7.6: Near-end and Far-end crosstalk coefficient.
Figure 7.6 shows the scattering parameters, S31 and S41, of the longer differential
traces. Near-end crosstalk coefficient and far-end crosstalk coefficient both increases when
frequency increase. This indicates that higher frequency the wave is the more it is vulnerable
to crosstalk interference. The S41 is less than S31 for couple dB because signal strength
decreases propagating down the trace due to lossy dielectric and imperfect boundary
condition.

114

Structure Three: Via
The simulation parameter and structure dimension parameters are summarized in
the Table 7.3. The via is placed in the center of middle ground layer (K = KM AX/2). It
is filled by the same dielectric material as that in the rest of the PCB.
Table 7.3: Simulation and Dimension Parameters, Via.
Parameter Name

Value

Trace length
Trace width
Trace thickness
Board thickness
Board width
Via size
Size of Yee’s Lattice

25 mm
0.8 mm
0.2 mm
2.6 mm
8 mm
1 mm
0.1 mm

time increment

1.6667 × 10−13 us

Trace dielectric permittivity
Trace dielectric conductivity
Iteration times
Boundary condition
Trace and ground metal

4 F/m
0.02 S/m
1200
Lattice truncation
copper

____________________________________________________________
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Figure 7.7: Incident signal in time domain.
Figure 7.7 shows the incident signal in time domain. It is a short pulse with a
Gaussian profile. The received incident signal maintains its shape, but its amplitude
decreases about 10% percent due to the attenuation by the lossy dielectric material.
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Figure 7.8: Transmitted signal in time domain.
Figure 7.9 shows the transmitted signal in time domain. On the total transmitted
signal plot we can the signal consists of incident signal and reflected signal. The received
transmitted signal maintains its Gaussian shape but its amplitude decreases about 62.3%
percent. Only a small part of its attenuation is from the lossy dielectric material. Most of
its attenuation is due to the reflection of the incident wave at the boundary between trace
and via.
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Figure 7.9: Reflected signal in time domain,
Figure 7.9 shows the reflected signal in time domain. The first reflection signal has a
negative voltage and the second reflection signal has a positive voltage. The first reflection
occurs at the boundary between the top trace and top via hole. The second reflection occurs
at the boundary between the bottom trace and bottom via hole.
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Figure 7.10: Transmission and reflection coefficient.
Figure 7.10 shows the scattering parameters, S21 and S21, of the via structure. The
both increase as frequency increases. There is no near-end crosstalk and far-end crosstalk
coefficient because the absence of the second trace.
Structure Four: Smaller Via
The simulation parameter and structure dimension parameters are summarized in
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the Table 7.4. The via is placed in the center of middle ground layer (K = KM AX/2). It
is filled by the same dielectric material as that in the rest of the PCB.
Table 7.4: Simulation and Dimension Parameters, Via.
Parameter Name

Value

Trace length
Trace width
Trace thickness
Board thickness
Board width
Via size
Size of Yee’s Lattice

10 mm
0.16 mm
0.08 mm
0.6 mm
1.6 mm
0.2 mm
0.02 mm

time increment

1.6667 × 10−13 us

Trace dielectric permittivity
Trace dielectric conductivity
Iteration times
Boundary condition
Trace and ground metal

4 F/m
0.02 S/m
1200
Lattice truncation
copper

___________________________________________________________

Figure 7.11: Reflected signal in time domain.
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Figure 7.11 shows the reflected signal in time domain. The first reflection signal has a
negative voltage and the second reflection signal has a positive voltage. The first reflections occurs
at the boundary between the top trace and top via hole. The second reflection occurs at the boundary
between the bottom trace and bottom via hole. Because the via size is smaller we see significant
magnitude decrease of the reflected signal compared to that in Chapter 7.

Figure 7.12: Transmission and reflection coefficient.
Figure 7.12 shows the scattering parameters, S21 and S21, of the smaller via structure.
The both increase as frequency increases. There is no near-end crosstalk and far-end crosstalk
coefficient because the absence of the second trace.
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Chapter 8: Conclusion
In the high speed circuit, keeping good several signal integrity across the whole PCB is
a tough challenge because signal quality can be degraded due to multiple problems including,
timing, attenuation, reflection, crosstalk, electromagnetic interference and distortion. High
speed circuit designers reply on computer simulation software to evaluate the performance of
their design and improve signal integrity. There are multiple numerical techniques existing in
solving electromagnetic problems including finite element method, moment method, Monte
Carlo method, finite difference method and more. The one used by the simulation tool
developed in this thesis is finite difference time domain method (FDTD). It splits Maxwell’s
equations into 6 partial differential equations and solve them numerically in time domain.
Compared to other numerical methods, FDTD method is easy to implement, allows complex
scatterer to be treated without increasing the complexity of calculation.
The thesis starts by reviewing the basics of Maxwell’s equations. It discusses the
geometry and characteristic of different structures in PCB and their effects on the signal
integrity. The FDTD theory is introduced and discussed in the context of Yee’s lattice
scheme. Three different boundary conditions: lattice truncation, Mur and perfect matched
layer (PML) are discussed and compared. The lattice truncation lattice boundary condition
developed by Taflove et al is implemented in the simulation tool. The design details and data
flow of the simulation are explained and discussed. Two PCB structures, differential traces
and via are implemented in the tool. The simulation tool outputs the waveform of incident,
reflected and transmitted signal. S-parameters are calculated, plotted and analyzed. In
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general, this thesis proves the concept that simulation software using FDTD technique
can be powerful and effective tool for high speed circuit designer verify and improve the
performance of their design.
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