For a finite abelian group G written additively, and a non-empty subset A ⊂ [1, exp(G) − 1] the weighted Davenport Constant of G with respect to the set A, denoted D A (G), is the least positive integer k for which the following holds: Given an arbitrary G-sequence (x 1 , . . . , x k ), there exists a non-empty subsequence (x i1 , . . . , x it ) along with a j ∈ A such that t j=1 a j x ij = 0. In this paper, we pose and study a natural new extremal problem that arises from the study of
Introduction
By [n] we shall mean the set {1, . . . , n} and by [a, b] the set {a, a + 1, . . . , b} for integers a ≤ b. Throughout this paper, we shall use the Landau asymptotic notation: For functions f, g, we write f (n) = O(g(n)) if there exists an absolute constant C > 0 and an integer n 0 such that for all n ≥ n 0 , |f (n)| ≤ C|g(n)|. We write f = Ω(g) if g = O(f ), and we write f = Θ(g) if f = O(g) and f = Ω(g). By f ≪ g we mean f (n) g(n) → 0 as n → ∞. We shall also use some of the standard notation from additive combinatorics: For sets A, B subsets of the cyclic group Z n , A + B := {a + b : a ∈ A, b ∈ B} and αA = {αa : a ∈ A}.
Let G be a finite abelian group written additively. By a G-sequence of length k, we shall mean a sequence (x 1 , . . . , x k ) with x i ∈ G for each i. By a zero-sum G-sequence (or simply, zero-sum sequence) we shall mean a G-sequence (x 1 , . . . , x k ) such that i x i = 0, where 0 is the identity element of G. The Davenport Constant D(G), introduced by Rogers [12] , is defined as the smallest k such that every G-sequence of length k contains a non-trivial zero-sum subsequence. As it turns out, the Davenport constant is an important invariant of the ideal class group of the ring of integers of an algebraic number field (see [11] for more details).
A weighted version of the Davenport constant which first appeared in a paper by Adhikari et al ( [3] ), and was later generalized by Adhikari and Chen ( [2] ), goes as follows. Suppose G is a finite abelian group, and let A ⊂ Z \ {0} be a non-empty subset of the integers. The weighted Davenport Constant of G with respect to the set A is the least positive integer k for which the following holds: Given an arbitrary G-sequence (x 1 , . . . , x k ), there exists a non-empty subsequence (x i 1 , . . . , x it ) along with a j ∈ A such that t j=1 a j x i j = 0. Here we adopt the convention that ax := a times x + · · · + x for a positive, and ax := (−a)(−x) for a negative. It is clear that if G has exponent n, then one may restrict A to be a subset of [1, n − 1].
As one might expect, the Davenport constant is best understood when G is a finite cyclic group. Here are some well-known results:
1. D ± (Z n ) = ⌊log 2 n⌋ + 1. Here our notation is a shorthand to denote that the set A = {−1, 1}. For other results, see the papers [5] , [1] .
The focal point of this paper stems from a natural extremal problem in light of the known results on the Davenport constant of a group. Suppose G is a finite abelian group of exponent n, and let k ≥ 2 be an integer. Define Here is a natural extremal problem: Given a finite abelian group G, determine f (D)
It is important to note that if k is 'too small' relative to the group, then the parameter as defined above is in fact infinite. For instance, consider the group G = Z r p for p prime, and the sequence x := (e 1 , . . . , e r ) where e i = (0, . . . , 0, 1, 0 . . . , 0) has a 1 in the i th coordinate, for 1 ≤ i ≤ r. Then for any subset A ⊂ Z * p and any sequence (a 1 , a 2 , . . . , a r ) with a i ∈ A the element r i=1
a i e i = 0 implies a i = 0 for each i, which implies that f (D)
G (k) = ∞ for k ≤ r. However, for k > r we do have f
As it turns out, a consequence of one of our theorems implies that for every group, if k is not too small (this will be more clear when we see the statement of the theorem), then f (D) G (k) < ∞, so this is indeed a non-trivial parameter. For G = Z n , we shall write
As it turns out, the the nature of this extremal problem of determining f (D) G (k) is most interesting for the case when G is a cyclic group of prime order, and in that case, we establish the following bounds.
There exists an integer p 0 (k) and an absolute constant C = C(k) > 0 such that for all prime p > p 0 (k)
As some of our preliminary results will illustrate, this also determines asymptotically (up to a logarithmic factor) f G (k) in most cases since this theorem determines f (D) (p, k) up to a logarithmic factor for all integers k ≥ 2.
In a couple of special cases, viz., k = 2, 4, we are able to obtain an asymptotically sharper upper bound which is tight upto constant factors. In fact, for the case k = 2, the extremal problem even achieves tight bounds in certain special cases. As we shall see, the case of k = 2 is related to an older problem of determining minimal sized difference bases of [p] = {1, . . . , p}.
Theorem 2. Let p be an odd prime.
If
In particular, this theorem establishes that f (D) (p, k) is of the order of p 1/k for k = 2, 4 upto a constant factor. As for the tightness result, there is an old conjecture of Hardy-Littlewood that there are infinitely many prime pairs (p, q) such that p = q 2 + q + 1.
The rest of the paper is organized as follows. In the next section, we consider the extremal problem more formally, and prove a few lemmas that substantiate our claim that the problem is most interesting in the case when the group is cyclic of prime order. In the next section, we prove theorems 1 and 2. We conclude the paper with some remarks and open questions.
Before we end this section, we set up some notation and terminology. For a sequence x = (x 1 , . . . , x m ) and an integer λ, by λ · x, we shall mean the sequence (λx 1 , . . . , λx m ). For a subset I ⊂ [m] of the set of indices, we shall denote by x I the sum i∈I x i , and for sequences x = (x 1 , . . . , x m ), y = (y 1 , . . . , y m ) of the same length, we shall denote by x, y I the sum 
We shall (as mentioned in the introduction) write
group with p ∤ |H|, then for any integer k, f
Proof. Write n i = exp(H i ), and let n :
We claim that for any G-sequence g = (g 1 , . . . , g k ) of length k there exists a = (a 1 , . . . , a k ) ∈ (A ∪ {0}) k \ {0 k }, for which g, a = 0 in G.
, where x i ∈ H i and y i ∈ H := j =i H j . Since exp(H) = n/n i we have (n/n i )y i = 0 for all i. Furthermore, by the assumption, there exists a = (a 1 , . . . ,
and that completes the proof.
The second part of the statement is an immediate consequence of the first part.
The next proposition compares groups G, G ′ with the same exponent. 
In particular, if G n = (Z p ) n and we write f n := f
with |A| = ℓ such that for all H-sequences x of length k, there exists a ∈ (A ∪ {0}) k \ {0 k } such that x, a = 0. Let y = (y 1 , . . . , y k ) be a G-sequence of length k, and consider the sequence x = (x 1 , . . . , x k ), where
But since exp(G) = exp(H), this implies that y, a = 0 in G as well. This completes the proof.
The second part is again a straightforward consequence of the first statement.
Theorem 3. Let p be a prime and m ≥ 1, k ≥ 2 be positive integers., Then for G = Z p m ,
Proof. We first prove that f
We shall now prove the reverse inequality, i.e., f
Clearly, m ≥ 2, or there is nothing to prove. Suppose if possible that there exists
Let y = (y 1 . . . , y k ) be a Z p -sequence of length k. Viewing this as a G-sequence, and using the property of A, it follows that there exists a
Note that in this notation if all the a i listed in a particular summand are zero, then we treat that summand as empty. Now, if the first summand is non-empty, then in particular, we must have
here by a ′ i we mean the corresponding projection of a i into the set A ′ 0 . In general, let the first non-empty summand in (2) is p j A j a i y i , then note that considering (2) modulo p j it follows that
Since at least one summand is non-empty, this yields a non-empty subsequence of y that admits a B-weighted zero-sum subsequence in Z p , contradicting that |B| < f (D) (p, k). This completes the other inequality, and thereby establishes f
. . , x k ) where all the x i 's are non-zero elements in Z p , and a, x are adjacent in G if and only if a, x = 0 in Z p . By the hypothesis on A, it follows that every vertex of Y is adjacent to at least one vertex of X , so G has at least (p − 1) k edges. On the other hand, fix a ∈ X , and assume without loss of generality that a 1 = 0. Then for any possible choices for x 2 , . . . , x k ∈ Z * p , the equation a 1 x 1 = −(a 2 x 2 + · · · + a k x k ) admits a unique solution for x k ∈ Z p , so that the vertex a ∈ X has degree at most (p − 1) k−1 . Hence
and since |X | = (|A| + 1) k − 1, it follows that
The last part of the proof of theorem 3 in fact can be modified mutatis mutandis to also show that f
To reiterate a point we mentioned in the introduction, f
In light of the remark above, it is somewhat natural that we turn our attention to the case G = Z s n . The following proposition shows that for k > s + 1 and p reasonably large, the parameter f
Proof. Consider the following sequence of elements of G:
where t i is defined by (r + 1)
If t is such that (r + 1) t+1 ≤ n < (r + 1) t+2 then by the choice of t, all integers of the form a 0 + a 1 (r + 1) + · · · + a t (r + 1) t where a i ∈ [r] are strictly less than n, and are distinct in Z n , it follows that no element of the form a 0 + a 1 (r + 1) + · · · + a t (r + 1) t where a i ∈ A equals zero in Z n . In particular, it follows that the sequence a admits no non-trivial zero sum subsequence. Furthermore, since a has
To prove the upper bound, consider a sequence x = (x 1 , . . . , x t ) of length t = s i=1 log r+1 n + 1, where a j x I j = 0 with a j ∈ {±1, . . . , ±r}
and that is what we seek.
It is now a straightforward exercise to check that
log r+1 n, we have |N | ≥ n 1 · · · n s and the proof is complete.
We quickly return to a point we made in the introduction about the finiteness of the parameter f
G (k). By propositions 2.1, 2.2, 2.3, it is easy to see that when k is not 'too small' (and we shall prefer to be somewhat vague about what 'small' means exactly, though it can easily be expounded in more precise terms), we necessarily have f
But as we shall see, the bound in proposition 2.3 is far from best possible, even in the case when G is a cyclic group of prime order.
Before we conclude this section, we make one other digressive remark. If A ⊂ [1, exp(G) − 1] is somewhat 'large', (so that D A (G) is 'small') then it is probably tempting to conclude that one must have D B (G) large where B = [1, exp(G) − 1] \ A; that is however false, as the following example shows.
Let p be prime and consider G = Z p , A r = {±1, ±2, · · · , ±r}, and B r = Z n \{0, ±1, ±2, · · · , ±r}. We claim that D Br (Z p ) ≤ 2 for r < p−1 4 . Then by the previous proposition, for somewhat large r,
To see this, consider the sequence x := (1, α) with α = 0. If α ∈ 1 i B r for some i satisfying (r + 1) ≤ i ≤ p − (r + 1), then it is easy to see that there exist a, b ∈ B such that a.1 + b.α = 0.
So the only interesting case is when
Indeed, consider an array whose rows are indexed by the elements of B r , the columns by the elements of A r , and whose (i, j) th entry is j/i. An element of the intersection corresponds to picking an transversal for this array, i.e., a set of entries, one from each row, such that no two chosen elements are in the same column. But this is impossible if p − 2r − 1 > 2r, i.e., if r < p−1
Proofs of theorem 1 and theorem 2
In this section, we prove theorems 1 and 2, which shall appear in the two subsections of this section.
The main idea behind the proof of theorem 1 is to consider random sets A. To make this more specific, suppose 0 < θ < 1. By a θ-random subset of [a, b], we mean a random subset A ⊆ [a, b] obtained by picking each i ∈ [a, b] independently with probability θ. Also, for a probability space we say that a sequence of events E n occurs with high probability (abbreviated as whp) if lim n→∞ P(E n ) = 1. In our results, the parameter n will be clear from their corresponding contexts, so we do shall not draw attention to it explicitly.
Before we state our main result more precisely, we note that one can prove a more general upper bound for f (D) G (k) for all abelian groups. In fact, the following proposition also shows that f
G (k) is a relevant problem only for k ≤ ⌈log 2 |G|⌉ + 1. Proposition 3.1. Suppose G is a finite abelian group of exponent n, and let A be a θ-random subset
Proof. Suppose the set A contains x, n − x, for some x ∈ [1, n − 1]. Let y = (y 1 , . . . , y s ) be a G-sequence, and suppose s > log 2 |G|. Consider the set y I : I ⊆ [s] ; as I varies over all subsets of [s] and as there are 2 s > |G| such summands, it follows that there exist
and define the sequence a by setting a j = x for j ∈ J 1 \ J 2 and a j = n − x if j ∈ J 2 \ J 1 . Then clearly, y, a J = 0, so it follows that for such A, we have D A (G) ≤ log 2 |G|.
Let A be a θ-random subset of [1, n − 1]. For each x ∈ [1, n − 1], let E x denote the event that both x, n − x are in A, and let E = x E x . Since A is θ-random, it follows that
By assumption, θ ≫ 1/ √ n, so it follows that P(E) → 0 as n → ∞ and so we are done.
Remark: A quick consequence of proposition 3.1 is the following:
Proof of theorem 1
As mentioned earlier, the proof of theorem 1 involves studying
Our main probabilistic tool here is Janson's inequality (see [7] , for instance). The version of the inequality that we shall use, is given below, for the sake of completeness.
Suppose Ω is a finite set, and let R a random subset of Ω where each r ∈ Ω is chosen independently with probability p r . Let A i ⊂ Ω for i = 1, 2 . . . , t, and let E i denote the event: 
2. If k ≥ 3 is an integer and θ satisfies
Remark: One could have incorporated the first part of theorem 4 into the second more general part, but we state the theorem as we do, because the proof of the first part is simpler, and motivates and elucidates the general strategy better; the only difference comes in the finer details.
It is clear that theorem 4 implies the result of theorem 1. Also, theorem 4 is clearly not tight as in that the theorem makes a statement only for
. The constant 3 in the statement of the theorem is definitely not tight (even by our method of proof), but we make no attempt to improve it to find the best possible constant in order to make the presentation more lucid.
Proof.
1. First observe that D A (Z n ) ≥ 2 follows trivially by considering the sequence x = (1). Fix a sequence x = (x 1 , x 2 ) of length 2 in Z p . Without loss of generality, we may assume that both
For this given sequence, consider the graph
is regarded a subset of the vertex set of G u , and if A is not independent in G u , then by the definition of G u , it follows that the sequence (x 1 , x 2 ) admits a pair a, b ∈ A such that ax 1 + bx 2 = 0.
Suppose A is a θ-random subset of [1, p − 1] and let N u = |{e ∈ E u : e ⊂ A}|. Since each vertex of G u has degree 2, G u is a union of cycles, so it is straightforward to see that
The proof of this part is very similar to the proof of part 1, with the crucial difference being that rather than evaluate µ, ∆ precisely (which is messy), we shall use appropriate bounds in this case.
Let X be the set of all k-tuples x = (x 1 , . . . , x k ) of elements in Z p such that x I = 0 for all non-trivial subsets
Call a k-tuple a = (a 1 , . . . , a k ) of elements in Z * p good if x, a = 0. For each i ∈ [k], let N i denote the set of good k-tuples (a 1 , . . . , a k ) with exactly i distinct a j 's, and let n i = |N i |. We claim that for i < k, n i = O k (p i−1 ), and that for Let N x denote the number of good k-tuples for x arising from the θ-random set A. Then
by the discussion above, for p sufficiently large.
To compute ∆, we set up a little additional notation. For k-tuples a, b, we write a ∼ b if there is some common element (not necessarily in the same position) in the sequences, and by |a ∩ b| we shall denote the number of common elements in the two k-tuples.
First, observe that
To bound this, we note that
) choices for a ∈ N i and for a fixed a and for a certain fixed subset T of size j among the i distinct elements of a, there are at most p i−j−1 sequences b ∈ N i such that b also contains the elements of T . Also, for i = k, j = 1, the number of pairs (a, b) is at most kθ 2k−1 p 2k−3 . It is now a simple check to see that for p sufficiently large, we have
Consequently, by Janson's Inequality
So, again as before,
for some constant C > 0, by the bounds on θ.
For the final part of the theorem, consider the sequence 1 k−1 := ( 1, . . . , 1 k−1 times ) and let T k−1 denote the number of k − 1-tuples a = (a 1 , . . . , a k−1 ) ∈ Z k−1 p \ {0 k−1 } satisfying 1 k−1 , a = 0. By the arguments outlined earlier, it is not hard to see that
by the hypothesis on θ. In particular, it follows that E(T k−1 ) → 0 as p → ∞, and from this, it follows that with high probability, there exists no a ∈ (A ∪ {0}) k−1 \ {0 k−1 } for which the sequence 1 k−1 admits an A-weighted zero sum subsequence. This completes the proof of theorem 4.
Proof of theorem 2
Proof.
1. For this part, we recall the notion of a Difference set in an abelian group (see [9] ):
The necessary tool for us is a classical result due to Singer ([13]):
Theorem 6. (Singer, [13] ) Suppose n = q 2 + q + 1 for q prime, then the cyclic group G = Z n admits a perfect difference set of size q + 1.
First by theorem 3 we have f (D) (p, 2) ≥ √ p − 1. However, a closer inspection of the same proof for the case k = 2 reveals that the corresponding set X (in the proof of theorem 3) consists of all pairs (a 1 a 2 ) ∈ A 2 itself, so we actually have a (slightly) better bound, viz.,
Suppose p = q 2 + q + 1 and let (by Singer's theorem) D ⊂ Z * p be a perfect difference set of size q + 1, and set A = {θ i : i ∈ D}, where θ is a primitive element of Z * p . We claim that D A (Z p ) = 2, so that this establishes that f (D) (p, 2) ≤ √ p − 1 and completes the proof.
In order to show that D A (Z p ) = 2, it suffices to show that for every u ∈ Z * p , the sequence (1, u) admits a pair (a 1 , a 2 ) ∈ A 2 such that a 1 + ua 2 = 0. Write −u = θ iu for a unique i u ∈ [1, n 2 + n], and since D is a perfect difference set, write
Then if we set a i = θ d i then we have −u = a 1 /a 2 , or equivalently, a 1 + ua 2 = 0.
2. For k = 2, and all primes p, we now prove the more general bound
Again, we ignore the ceiling/floor notation for simplicity. The following simple observation is key. In what follows, if A is a set containing 0 then by A * we shall mean A \ {0}. 3. Before we start with the proof of the 3rd part of this theorem, we shall state a reformulation of what we seek: For any k ≥ 1, to find an upper bound for f (D) (p, 2k), it suffices to construct a set A ⊂ Z * p of an appropriate size such that for any α 1 , . . . ,
To see why, note that D A (Z p ) = k implies that for any
and if the aforementioned condition holds, then this is indeed satisfied. So in order to show that f (D) (p, 4) ≤ O(p 1/4 ), it suffices to construct a set A with |A| ≤ Cp 1/4 for some constant C > 0 such that
. . , Lt} with L = C 0 p 1/4 , for some large constant C 0 . The following properties of X t are evident:
ii. For s = t, X s + X t contains a subset Y s,t of size at least |X s + X t |/4 such that Y s,t − Y s,t ⊂ X s +X t . This follows from the simple fact that this is a generalized arithmetic progression (GAP) of rank 2, and this is a general property of GAPs. (see for instance [14] , chapter 2. However, this property is an easily verified thing, and does not need any specialized tools).
Our set A will be of the form A = t∈J X t * for some set J with 1 ∈ J and |J| = O(1).
We shall notate X 1 by I for convenience. The bound on |J| also will be specified later as a function of C 0 .
What we shall do more specifically is to exhibit such an A (for a suitable set J) that satisfies the following property: For each α ∈ Z * p , the set A + αA contains a subset of the form I + X t of size greater than 4p 1/2 . Then by property (ii) listed above, there existsỸ t ⊂ I + X t with |Ỹ t | > p 1/2 such thatỸ t −Ỹ t ⊂ I + X t ⊂ A + αA. Since this holds for each α ∈ Z * p , observation 7 implies that
So, what we need to do is to exhibit a set J, and A = t∈J X t \{0} such that the aforementioned property is satisfied.
At this juncture, we need a lemma and in order to state that we shall introduce some further terminology. For integers ξ, η ∈ [1, p − 1], we shall regard the sets [−ξ, ξ] = {−ξ, −ξ + 1, . . . , −1, 0, 1, . . . ξ − 1, ξ} and [1, η] = {1, 2, . . . , η} as subsets of Z p . Define
We need introduce one further bit of terminology. For a given t ∈ Z * p , we say that α ∈ Z * p is good for t if
Proof. (of the lemma): The proof of the lemma is structured as follows: The set I + X t can be viewed as the union of intervals 2L, each centered at an element of the form it for 1 ≤ i ≤ L. As i varies, the intervals [it − L, it + L] ⊂ Z p appear as intervals 'winding around' Z p (viewed cyclically). If there are sufficiently many among these that are pairwise disjoint, then their union has a large size. So, if the union does not have large size, then (as we shall show) there is a relatively small multiple of t that lands us very close to zero in Z p .
Let us now get to the details. Let M ∈ N be such that 2M t < p < (2M + 1)t. Let T 0 = ∅. For i ≥ 1, by the i th iteration round set we shall refer to the set T i formed by taking the union of the corresponding set T i−1 that arises iteratively from the first i − 1 iterations, and intervals of the 'next collection' of intervals of the form [jt − L, jt + L] to the set build thus far till we 'go around' Z p again. We shall consider this iteration process over L/200 rounds. We say that the i th iteration is valid if the intervals that are added to T i−1 to form T i are all pairwise disjoint and also disjoint to T i−1 . In particular, T i contains the disjoint union of at least 2M i intervals of length 2L each.
We now make a few remarks that will outline some assumptions/observations that we shall make without loss of generality in the remainder of the proof.
a. Since we shall work with p large, and our definitions concern lower bounds for |A * | for some appropriate set A, we shall instead work with corresponding lower bounds for |A| itself. This makes no significant difference.
b. Since αX t = X αt , it will suffice if we show the following:
, each iteration round (by the definition of M ) will consist of roughly 2M intervals. In our analysis of the i th iteration round, we shall consider the addition of the intervals centered at the elements of the form 2M it, (2M i + 1)t, . . . , 2M (i + 1)t instead rather of those centered at the elements M it, −M it, (M i + 1)t, −(M i + 1)t, . . . , M (i + 1)t, −M (i + 1)t. This is because our analysis only depends on the nature of the modular arithmetic in Z p . Consequently, this makes no difference to the final conclusion, since it simply is equivalent to 'centering' our attention at a different element of Z p instead of 0.
d. If t ≤ 2L, then clearly, t ∈ S(2L, L/100), so we may assume that t > 2L.
Suppose first 2M t + L ≥ p − L; then the first iterate set itself does not admit 2M pairwise disjoint intervals. However, the assumption that t > 2L implies that the first 2M − 1 intervals are indeed pairwise disjoint, so |I + X t | ≥ (2M − 1)(2L), and if (2M − 1) ≥ L/400, then we have |I + X t | ≥ L 2 /200 contrary to the assumption. Hence we have 2M < L/400. Since in Z p we have 2M t ∈ [−2L, −1] our bound on M implies that t ∈ S(2L, L/100). Now suppose that 2M t + L < p − L and (2M + 1)t − L ≤ p + L. In other words, the set T 1 is a disjoint union of 2M intervals, but the first interval of the 2 nd iterate set, namely, the interval
is not disjoint from the first interval of the first iterate set. Since the first 2M intervals are pairwise disjoint, we must have |I + X t | ≥ (2M )(2L). Again, by the same argument as above, and the fact that (2M + 1)t ∈ [1, 2L] in Z p implies that t ∈ S(2L, L/100).
The reasoning of the preceding discussion can be extended over several iterates as well. Suppose the first r − 1 iterations are valid but the r th iteration is not valid; if
contrary to the hypothesis, so we must have 2M < L 400(r−1) . Let 0 ≤ s ≤ r − 1 be such that (2M r + s)t < pr < (2M r + s + 1)t. The following observation is key: Since the r th iteration is not valid, it is necessarily the case that some interval of the form
, with 0 ≤ ℓ < r. In particular, it follows that
and by the bound on 2M from before, it follows that if r − 1 ≤ L/200, we have t ∈ S(2L, L/100). If however, L/200 iterations are all valid, then again, we must have
and that contradicts the assumption that α ∈ Z * p is not good for t; hence the iteration rounds cannot all be valid for L/200 rounds, and that completes the proof.
if and only if α is good for (t/s).
For simplicity, we shall now denote by S the set S(2L, L 100 ). Consider the hypergraph H whose vertex set is Z * p and whose edge set consists of all dilates of S, i.e., the edge set of H = {xS : x ∈ Z * p }. We claim that there exists a positive integer N = O(1) such that H is not N -intersecting, i.e., there exist x 1 , . . . , x N ∈ Z * p such that
If the claim holds, then consider the set
This set will be our desired A.
Indeed, suppose α ∈ Z * p . Since , we are through. So, the proof of the theorem will be complete if the aforementioned claim has been proven.
Suppose x is chosen uniformly at random from Z * p . Let
so, by the Markov Inequality,
Let NORMAL := {x ∈ Z * p : N (x) ≤ C 4 0 /6}. By the probability estimate above,
The relevant observation regarding x ∈ NORMAL is that for such x, |S ∩ xS| ≤ 2C 4 0 . Indeed, suppose x ∈ NORMAL . If S ∩xS = ∅ then there is nothing to prove. Let S ∩xS = {y 1 , . . . , y k } for some k. Then y i = xs i = s ′ i for some s i , s ′ i ∈ S where 1 ≤ i ≤ k, and the s i are all distinct. Hence x = s ′ i s i for 1 ≤ i ≤ k, which implies that x admits at least k such expressions as the ratio of two elements of S. Since x ∈ NORMAL, it follows that k ≤ C 4 0 /6. Set N = C 4 0 /3 and pick x 1 ∈ NORMAL. By the preceding discussion, |S ∩ x 1 S| ≤ C 4 0 /6. Write S ∩ x 1 S = {a 1 , . . . , a k }. Now pick x 2 = x 1 such that a 1 / ∈ x 2 S, and continuing this process, (after having picked x 1 , . . . , x i−1 ), pick x i ∈ NORMAL \ {x 1 , . . . , x i−1 } such that a i−1 / ∈ x i S. These choices are all possible since |NORMAL| ≥ (p − 1)/2, and the number of forbidden choices (at each step of this process) is at most (C 4 0 /3)|S| ≤ Cp 1/2 for some fixed constant C > 0, so for large enough p, there is always room for choosing such an x i .
But then we must have S x 1 S · · · x N S = ∅ since any element x in the intersection must be a i for some i, but by the choices of the x i , we have a i ∈ x i+1 S, and that is a contradiction. This completes the proof of the claim, and the theorem as well.
Remark:
We have not made any attempts to even describe the constant C 0 explicitly in the proof of the last part of the theorem above,; one could, if one were so inclined, determine a concrete value of C 0 for which the theorem works, but we believe that to be somewhat futile since we believe that in reality f (D) (p, 4) ≤ (1 + ε))p 1/4 (for all ε > 0; please see the first remark in the next section) this method may not take us anywhere close to the best possible bound.
Concluding Remarks
• As we have stated earlier, we strongly believe that in fact f (D) (p, k) = Θ(p 1/k ) for all sufficiently large p. But in fact, we are also inclined to believe that in fact f (D) (p, k) ≤ (1+o(1))p 1/k though we can prove neither statement now. The best upper bound for f (D) (p, 2) that we can prove (for all prime p) is (2/ √ 3) √ p = 1.154 . . . √ p. This follows from some results on the existence of differences bases for [n], (see [8] ).
• One may frame the problem of obtaining an upper bound for f (D) (p, 2k − 1) (in an analogous manner to that in the proof of theorem 2) by constructing a set A such that for any
So, for instance, to prove that
) amounts to constructing a set of the appropriate size such that Z * p ⊂ A+αA A . But this asymmetry in the framing makes the problem of f (D) (p, 2k) easier to approach in this manner.
• One very natural counterpart to the problem that is the focus of this paper is the corresponding dual problem: For a given finite group G, determine
For instance, it is known that D A (Z p ) = ⌈p/k⌉ if A = {1, . . . , k} for 1 ≤ k ≤ p − 1 (see [5] , [4] ), so this corresponding maximum is at least ⌈p/k⌉. It turns out, that for p prime, one can show that this maximum is at most ⌈p/k⌉ as follows (this result also appears in [1] , with a different proof): Suppose A is a set of size ⌈p/k⌉. We shall show that any sequence x of length ⌈p/k⌉, there exist a ∈ A ∪ {0}) k \ {0 k } such that x, a = 0. Write p = (m − 1)k + r for 0 < r < k, so that m = ⌈p/k⌉ . Let X := (x 1 . . . x m ) be a sequence of non-zero elements of Z p , and let S = A ∪ {0}. Consider the polynomial g(X 1 , · · · , X m ) = ( x k i = 0, since x i = 0, so by the Combinatorial Nullstellensatz (see [6] ) it follows that there is a choice of a i ∈ S i for each 1 ≤ i ≤ m with a 1 = 0 (since k + 1 − r > 0) such that i a i x i = 0. In fact this proof also works even when we assign arbitrary lists of size ⌈p/k⌉ for each non-zero element of Z p and we are only allowed to pick coefficients from the corresponding list of each element, so that a corresponding list-weighted version of the Davenport constant also admits the same upper bound.
The same ideas can be extended to show that if n = p 1 · · · p r is square-free, and A is a subset of [1, n−1] of size k such that the set A (mod p i ) := {a (mod p i ) : a ∈ A} also has size k, then any sequence (x 1 . . . , x m ) in Z n with m ≥ ⌈p i /k⌉n p i admits an A-weighted zero-sum subsequence. Indeed, suppose A i := A (mod p i ) has size k. Since n is square-free, Z n ∼ = Z p i × Z n/p i . Write p i = kλ i + r i , for some λ i , r i where 0 ≤ r i < k, so that ⌈p i /k⌉ = λ i + 1. Let X = (x 1 , . . . , x m i ) be a sequence of elements in Z n , where m i = n⌈p i /k⌉ p i
. Write x j = (y j , z j ) ∈ Z p i × Z n/p i for each j = 1, . . . , m i ; similarly, write a = (a ′ , a ′′ ) where a ′ ∈ Z p i and a ′′ ∈ Z n/p i . Regroup the sequence X into n/p i segments of length ⌈p i /k⌉ each. It follows that for each 1 ≤ j ≤ n/p i and 1 ≤ ℓ ≤ ⌈p i /k⌉, there exist a ′ ℓ,j ∈ A i ∪ {0}, not all zero, such that 
