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Abstract
Total internal reflection (TIR) spectroscopy is a widely used tech-
nique to study soft matter at interfaces. This tutorial review aims to
provide researchers with an overview of the principles, experimental
design and applications of TIR spectroscopy to enable them to under-
stand how this class of techniques might be used in their research. It
also highlights limitations and pitfalls of TIR techniques, which will
assist readers in critically analysing the literature. Techniques cov-
ered include attenuated total reflection infrared spectroscopy (ATR-
IR), TIR fluorescence, TIR Raman scattering and cavity-enhanced
techniques. Other related techniques are briefly described.
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1 Introduction
Interfaces play a central role in many aspects of soft matter: for example, sur-
factants adsorb to interfaces, lipid bilayers enclose cells and organelles, any
phase-separation process involves the formation an interface, the surfaces
of polymers (and other materials) have different structures and properties
from the bulk, and the stability of sols, foams and emulsions is dependent
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on interfacial properties. Spectroscopy of interfaces is key to identifying the
chemical nature, conformation and orientation of molecules at an interface,
and to quantifying the composition of an interfacial film. The central chal-
lenge in interfacial spectroscopy is distinguishing the few molecules at the
interface from the much greater number of molecules in the bulk. There are
two main approaches to achieving surface selectivity. The first is to use a
form of spectroscopy where the selection rules—arising from the symmetry of
the molecular transitions—mean that only molecules at an interface can be
detected. Second-order nonlinear optical techniques, such as sum-frequency
generation and second harmonic generation, vanish in centrosymmetric me-
dia but are permitted at interfaces, which break the inversion symmetry
of (most) bulk phases. The disadvantage of the selection rule-based ap-
proach is that nonlinear optical techniques are experimentally demanding
(in sum-frequency generation two pulsed lasers of different wavelengths must
be delivered to the sample simultaneously) and can be difficult to interpret.
Furthermore, molecules at an interface that do not have a preferred orienta-
tion are invisible in second-order nonlinear spectroscopy, so such techniques
are of limited value for quantitative analysis of composition. The second
approach is to use optical methods to restrict the excitation light to the in-
terface (or alternatively, to collect only light emitted from the interface). The
total internal reflection spectroscopic techniques reviewed here fall into this
category, as do external reflection infrared and waveguide spectroscopy, and
near-field microscopy. Also in this category is surface enhanced Raman scat-
tering (SERS), where the excitation of a surface plasmon in a metal generates
an electric field that decays very rapidly with distance from the surface.1,2
In total internal reflection spectroscopy, the probe light is delivered to an
interface through the more optically dense material at an angle of incidence
greater than the critical angle. When light passes from a material with high
refractive index to one with low refractive index it is refracted so that the
angle of the transmitted light to the surface normal is greater than the angle
of the incident light. Above a certain angle of incidence (the critical angle)
there is no possible angle of refraction and all the light is reflected from the
interface. Maxwell’s equations require that the components of the electric
and magnetic field vectors parallel to the interface must be continuous across
the interface*—so a small amount of light must penetrate into the lower
refractive index medium: this light is termed the evanescent wave. Figure 1
illustrates the concept of total internal reflection (TIR). The mathematics of
the evanescent wave is discussed in more detail later in this review.
*The magnetic field vector is only continuous across the interface in the absence of a
current.
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4
Figure 1: Electric field vector for (a) incident wave, (b) reflected wave and (c)
all waves, including the evanescent wave below the interface. The left-hand
side shows light polarised perpendicular to the plane of incident (the electric
field vector coming into/out of the page); the right-hand side shows light
polarised parallel to the plane of incidence (in this case the vector is shown as
an arrow). The shading indicates the magnitude of the field, with the colour
indicating the direction along the 𝑦-axis (left-hand column) or 𝑧-axis (right-
hand column). The calculation is for 532 nm light with the incident medium
having a refractive index of 1.4, the second medium having a refractive index
of 1.0, and an incident angle of 51.3∘. Diffraction at the edge of the plane
wave and the Goos-Ha¨nchen shift are neglected. The supplementary material
includes two videos, depicting the two graphs of part (c) changing with time.
In total internal reflection spectroscopy, the probe light still has to pass
through the higher refractive index medium and so it is important that this
medium is clear in the region of spectroscopic interest. The probe light also
samples an appreciable depth of the lower refractive index medium (typi-
cally around 100 nm–1 µm), while the width of the interface itself is often of
molecular dimensions (one to a few nm); TIR methods lack the intrinsic sur-
face sensitivity of non-linear optical methods. Whether the finite penetration
depth of the evanescent wave is a disadvantage depends on the application
and on the relative density of the molecules of interest at the interface com-
pared to the thin layer of bulk that is probed.
There are a number of reasons for using TIR spectroscopy in preference
to transmission spectroscopy. The most important is the confinement of the
electric field close to the interface, giving surface sensitivity in the less opti-
cally dense medium. The second is an approximately two-fold enhancement
of the electric field at the interface due to the overlap of the incident and
reflected waves, leading to an increase in sensitivity. This effect is useful even
when the surface sensitivity is not necessary, for example in sum-frequency
generation where the surface sensitivity is intrinsic to the technique but a
TIR geometry is still convenient experimentally since the signal scales as the
sixth power of the electric fields at the interface. Finally, TIR techniques are
useful when experimental considerations prohibit transmission spectroscopy,
for example with opaque samples or with small volumes of samples such as
proteins. The effective path-length can be controlled by selecting the num-
ber of reflections of the TIR beam. In such cases, surface sensitivity is not
desired—and may be a problem if the surface region is significantly different
from the bulk—and TIR simply offers a convenient way to probe a small
depth of sample.
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There are two main types of TIR spectroscopy: those that measure ab-
sorption of light by the sample, and those that measure emission or scattering
of light from the sample. The first group are typically referred to as atten-
uated total reflectance (ATR) spectroscopies—to describe the fact that the
intensity of reflected light is reduced, or attenuated, in the sample—and is
most common with infrared light, although UV or visible light can also be
used. In the second group the absorption of light is insignificant (although
not actually zero, since some of the incident light is scattered or absorbed
then re-emitted for the process to work) and the spectrum is contained in
light emerging from the sample at a different wavelength. The two most
common examples of this type of spectroscopy are total internal reflection
fluorescence (TIRF) and total internal reflection Raman (TIRR).
This review is structured as follows. First, we discuss the optical theory
of total internal reflection. Second, we describe typical experimental set-ups
for the main variants of TIR spectroscopy, as well as briefly mentioning a
few of the other uses of TIR illumination in spectroscopy that fall outside
of the scope of this review. Third, we describe a range of applications for
TIR spectroscopy in soft matter. We have selected applications that are ei-
ther common-place or are novel and worthy of greater application. Where
possible, we compare the relative merits of different techniques for each ap-
plication.
2 Optical theory
Although the ATR techniques were developed before evanescent wave scattering—
probably due to the ubiquity of infrared spectroscopy in chemical analysis—
the scattering/emission techniques are easier to understand since the reduc-
tion in intensity due to absorption need not be accounted for. Additionally,
as will be shown later in this section, the ATR techniques generate a number
of experimental artefacts, primarily due to their use of a range of incident
wavelengths. Therefore we will ignore the effect of absorption of light ini-
tially, and consider it later in this section.
2.1 Fresnel equations
The reflection and transmission of light at interfaces is governed by the Fres-
nel equations. The form of these equations for the case of total internal
reflection is well known, but is worth repeating here since TIR spectroscopy
is entirely dependent on these equations. In this section we only deal with
non-absorbing media (where the refractive indices are real); in general, a
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complex refractive index may simply be substituted into the equations given
here to describe an absorbing material.
When light passes from one substance (with refractive index 𝑛𝑖) to an-
other (with refractive index 𝑛𝑡), some of the light is transmitted, while some
is reflected. The relative amounts depend on the polarisation of the incident
light: either perpendicular to the plane of incidence (𝑆), or parallel to the
plane of incidence (𝑃 ). (The incident and reflected beams and the surface
normal all lie in the plane of incidence.) The reflection coefficient, defined as
the ratio of the electric field of the reflected light to the electric field of the
incident light, is
𝑟S = −sin(𝜃𝑖 − 𝜃𝑡)
sin(𝜃𝑖 + 𝜃𝑡)
,
𝑟P =
tan(𝜃𝑖 − 𝜃𝑡)
tan(𝜃𝑖 + 𝜃𝑡)
.
(1)
The transmission coefficient, defined as the ratio of the electric field of the
transmitted light to that of the incident light, is
𝑡S =
2 sin 𝜃𝑡 cos 𝜃𝑖
sin(𝜃𝑖 + 𝜃𝑡)
,
𝑡P =
2 sin 𝜃𝑡 cos 𝜃𝑖
sin(𝜃𝑖 + 𝜃𝑡) cos(𝜃𝑖 − 𝜃𝑡) .
(2)
In all the above equations 𝜃𝑖 is the angle between the incident beam and the
surface normal and 𝜃𝑡 is the corresponding angle of the transmitted beam.
The angle of the transmitted light is given by Snell’s law:
𝑛𝑡 sin 𝜃𝑡 = 𝑛𝑖 sin 𝜃𝑖 , (3)
When 𝑛𝑖 > 𝑛𝑡, 𝜃𝑡 is real only when 𝜃𝑖 is less than a critical angle,
𝜃𝑐 = arcsin𝑛𝑡/𝑛𝑖 , (4)
For a non-absorbing medium (which is usually the case in TIRR and TIRF),
there is no net transmission of energy across the interface above the critical
angle, however the boundary conditions still require there to be an electric
field beyond the interface. This electric field is termed an evanescent wave,
and decays exponentially with increased distance, 𝑧, from the interface.
E𝑡 = E0𝑡𝑒
−𝑖(𝑘𝑖𝑥 sin 𝜃𝑖−𝜔𝑡)𝑒−𝑘𝑡𝛽𝑧 , (5)
where E0𝑡 is the electric field of the transmitted light at the interface, 𝑘𝑡 =
2𝜋𝑛𝑡/𝜆0 is the wavevector of the transmitted light, 𝑘𝑖 the wavevector of the
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incident light, 𝜔 = 2𝜋𝜈 is the angular frequency, and
𝛽 =
√︃(︂
𝑛𝑖
𝑛𝑡
)︂2
sin2 𝜃𝑖 − 1 . (6)
The electric field decays with a characteristic length of
𝑑𝑝 = (𝑘𝑡𝛽)
−1 . (7)
Figure 3 (later in this section) shows the penetration depth with respect to
angle of incidence for the silica–water interface. The decay length becomes
infinite at the critical angle for a non-absorbing transmission medium: oth-
erwise the light is attenuated by absorption and the decay length remains
finite. Infrared absorption, Raman scattering and fluorescence are all linear
spectroscopies: the signal is proportional to the intensity of the light and
thus to the electric field squared, which drops off with distance twice as fast
as the electric field. Consequently, TIR spectroscopies probe an interfacial
region with a characteristic thickness of (𝑘𝑡𝛽)
−1/2. The variation of E𝑡 with
time and the position along the 𝑥 axis is not particularly important for TIR
spectroscopy, since the signal depends on the time-averaged field over the
irradiated area.
Above the critical angle the transmission coefficients (also known as the
Fresnel coefficients) are complex quantities given explicitly by,
𝑡P𝑥 = cos 𝜃𝑖(1− 𝑟P) = 2 cos 𝜃𝑖(sin
2 𝜃𝑖 − 𝑛2𝑡𝑖) + 2𝑖𝑛2𝑡𝑖 cos2 𝜃𝑖
√︀
sin2 𝜃𝑖 − 𝑛2𝑡𝑖
𝑛4 cos2 𝜃𝑖 + sin
2 𝜃𝑖 − 𝑛2𝑡𝑖
,
𝑡S𝑦 = 1 + 𝑟𝑆 =
2 cos2 𝜃𝑖 − 2𝑖 cos 𝜃𝑖
√︀
sin2 𝜃𝑖 − 𝑛2𝑡𝑖
1− 𝑛2𝑡𝑖
,
𝑡P𝑧 = 𝑛
2
𝑡𝑖 sin 𝜃𝑖(1 + 𝑟P) =
2𝑛2𝑡𝑖 cos
2 𝜃𝑖 sin 𝜃𝑖 − 2𝑖 cos 𝜃𝑖 sin 𝜃𝑖
√︀
sin2 𝜃𝑖 − 𝑛2𝑡𝑖
𝑛4𝑡𝑖 cos
2 𝜃𝑖 + sin
2 𝜃𝑖 − 𝑛2𝑡𝑖
.
(8)
where 𝑛𝑡𝑖 = 𝑛𝑡/𝑛𝑖. The absolute values of the transmission coefficients are
given in figure 2 for the case of a silica–water interface. The decomposition of
the transmission coefficients into real and imaginary components (equation 8)
is only useful for non-absorbing media, when 𝑛𝑡𝑖 is real. At the critical angle,
|𝑡S𝑦| and |𝑡P𝑧| are both maximised with |𝑡S𝑦| = 2 and |𝑡P𝑧| = 2/𝑛𝑡𝑖. |𝑡P𝑥|
vanishes at the critical angle, but reappears above it. Therefore, scattering
arising from only 𝑧-polarised incident light can be isolated at the critical
angle.
A thin film at the surface with refractive index 𝑛′ ̸= 𝑛𝑡 modifies the
equations for the Fresnel coefficients. If the film is thin compared to the
8
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Figure 2: (a) Fresnel coefficients for the silica–water interface (𝑛𝑖 = 1.461,
𝑛𝑟 = 1.336); (b) as part (a), but with 𝑛𝑡 having an imaginary component of
its refractive index of 0.01. The (real) refractive indices match fused silica
and water at 532 nm. Solid blue line: 𝑡P𝑥; dashed green line: 𝑡S𝑦; dotted red
line: 𝑡P𝑧.
wavelength of light, reflection and refraction within the film can be neglected
and the electric fields in the film obtained from the continuity conditions
at the interface. The 𝑧-polarised electric field within the film, 𝐸P𝑧, is thus
multiplied by (𝑛𝑡/𝑛
′)2;† 𝐸P𝑥 and 𝐸S𝑦 are unchanged.4 Except for the cases
of two thick materials in contact or two thick materials separated by a thin
film, determination of the electric fields requires a matrix approach.5
2.2 ATR and effective penetration depth
For TIRR and TIRF the amount of light absorbed or scattered by the sample
is a negligible fraction of the incident light. The refractive index of the
transmitted medium is usually real and the formalism in section 2.1 applies.6
ATR-IR, however, relies on absorption of IR light by the sample; absorption,
in turn, depends on the imaginary part, 𝜅, of the complex refractive index:
?^? = 𝑛+ 𝑖𝜅. (9)
with 𝜅, the [Note that an alternative definition for 𝜅, ?^? = 𝑛(1 + 𝑖𝜅), is
sometimes used; in this paper we always use the version in equation 9]. For
an absorbing sample 𝑘𝑡𝛽 is no longer purely real (both 𝑘𝑡 and 𝛽 contain
†There is a typographial error in ref. 3 where the multiplication factor is stated as
(𝑛𝑖/𝑛
′)2
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Figure 3: Penetration depth of the electric field at the silica–water interface
(𝑛𝑖 = 1.461, 𝑛𝑡 = 1.336) with respect to angle of incidence for a variety of
different extinction coefficients. 𝜅 = 0.001 is indistinguishable from 𝜅 = 0 on
this graph. The black horizontal bars show the spread of angles associated
with different numerical apertures (NAs) of focusing lens.
imaginary parts) meaning that the light propagates into the sample (i.e.
there is a net transfer of energy across the interface).7 In this case, the
penetration depth is obtained from the real component of 𝑘𝑡𝛽. Figure 3
shows the penetration depth below a silica–water interface for a variety of
different values of 𝜅.
For ATR spectroscopy, equations 8 are important in that they determine
the strength of the electric field in the sample and the absorbed energy is
proportional to the square of the electric field. However, the value actually
measured is the reflectance of the surface, 𝑅 = 𝑟*𝑟, and therefore it makes
more sense to calculate the reflectance term, rather than the magnitude of
the evanescent field. Although the reflection coefficient is completely defined
by equations 1 using an appropriate complex refractive index, it is not a
particularly intuitive representation in that it does not directly relate the
observed reflectivity to the concentration of a species in the sample. A com-
mon concept in ATR spectroscopy is to define an effective depth, 𝑑eff , by
analogy with the cell thickness, 𝐿, in the Beer-Lambert law
𝐴 = log10
𝐼0
𝐼
= 𝐿𝜀𝑐 (10)
where 𝐴 is the absorbance, 𝜀 the extinction coefficient and 𝑐 the concentration
of the sample. So, for ATR spectroscopy,
𝐴 = − log10𝑅 = 𝑑eff𝜀𝑐 (11)
10
10-1 100 101
κ
water(3380 cm−1 )
decane(2920 cm−1 )
PMMA(1732 cm−1 )
0.00 0.04 0.080.0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
A
water(2300 cm−1 )
decane(1460 cm−1 )
Figure 4: Absorbance (𝐴 = − log10𝑅) at an interface with 𝑛𝑖 = 1.45,
𝑛𝑟 = 1.35 + 𝑖𝜅 and 𝜃𝑖 = 75
∘ for S (red line) and P (blue line) polarisa-
tions. Absorbances approximated by the effective penetration depth model
(equation 13) are shown as dashed lines. The graph also shows approximate
absorbances for a variety of illustrative substances (values taken from refs.
9–11; the real part of 𝑛𝑟 is not an exact match for these substances). Note
the change from a linear to a logarithmic 𝜅-axis half-way across the graph.
An expression for 𝑑eff can be obtained from a Taylor expansion of 𝑅 with
respect to 𝜅, retaining only the linear term.8 The molar extinction coefficient
𝜀 is conventionally related to 𝜅 by
𝜀𝑐 =
4𝜋𝜅
𝜆 ln 10
. (12)
This Taylor series approach neglects the concentration dependence of the real
part of the refractive index7 and assumes 𝜀 is independent of 𝑐 (i.e. 𝜅 ∝ 𝑐).
Harrick proposed two limiting cases for the effective depth: the thick
sample and the thin film.12 These two cases are the same as those where
useful approximations exist for the Fresnel coefficients (see equation 8 and
adjacent text); for more complicated situations it is more practical to solve
the Fresnel equations exactly rather than attempting approximations based
on effective depth. In the thick sample limit, the extent of the sample is much
larger than the 𝑑𝑝, and so the sample can be assumed to be homogeneous
over the entire evanescent wave. Then
𝑑eff =
𝑛𝑡|𝑡|2𝑑𝑝
2𝑛𝑖 cos 𝜃𝑖
. (13)
Note that 𝑑𝑝 here is calculated for a non-absorbing sample, which is an ap-
propriate approximation since linearising the expression for 𝑅 is only valid
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Figure 5: Absorbance (𝐴 = − log10𝑅) at a three-layered interface as a func-
tion of film thickness with 𝑛𝑖 = 1.7, 𝑛𝑡 = 1.35, 𝑛
′ = 1.4+0.13𝑖 (approximately
equal to the CH stretch of decane11), 𝜈 = 2920 cm−1 and 𝜃𝑖 = 75∘ for S (red
line) and P (blue line) polarisations. For comparison, absorbances calculated
using the thin-film approximation (equation 14) are shown as dashed lines.
for weakly absorbing samples in any case. Figure 4 compares the absorbance
obtained using equations 11 and 13 to the exact solution of the Fresnel equa-
tions. Absorbances from typical samples encountered in the spectroscopy
of soft matter are also illustrated on figure 4. For the majority of pure
substances, the main infrared peaks will be too strong for the linear approx-
imations to absorbance to be valid. At high dilutions in a non-absorbing
solvent, the linear approximation is valid.
In the thin film limit, the absorbing film is assumed to have a thickness,
𝑑≪ 𝑑𝑝, and hence the electric field over the film is constant. In this case
𝑑eff =
(𝑛′/𝑛𝑖)|𝑡|2𝑑
cos 𝜃𝑖
. (14)
In both cases, 𝑡 comes from equations 8, and hence the effective thickness
depends on the incident polarisation. This dependence has important conse-
quences when considering ratios of the different polarisations; ref. 13 contains
a thorough discussion. The concept of effective penetration depth works bet-
ter in the thin film approximation than in the thick sample approximation,
especially for monolayers and bilayers of adsorbed materials, where the to-
tal amount of material present per unit area of the surface is very small.
Figure 5 illustrates the applicability of thin film approximation to films of
varying thickness, showing that the initial agreement is very satisfactory. For
non-conducting films less than 10 nm thick, the thin film approximation is
extremely good throughout the mid-IR.
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For an ATR crystal with 𝑁 reflections, the total reflectance is13,14
𝑅 = (1− 𝜀𝑐𝑑eff)𝑁 ≈ 𝑒−𝑁𝜀𝑐𝑑eff ≈ 1−𝑁𝜀𝑐𝑑eff . (15)
These approximate relations are only valid when 𝜀𝑐𝑑eff ≪ 1.
2.3 Effect of ATR on band shape and position
For reasons explained in this section, ATR and transmission IR spectra of
the same sample often appear different. Hence, one should be wary about
assigning too much importance to small shifts in band position between ATR
and transmission spectra or even to shifts in band position with a change in
concentration. A number of methods have been developed to extract 𝜅(𝜈)
from an ATR spectrum as it is the absorption coefficient that is most relevant
for the interpretation of spectra – such approaches are especially important
for strongly absorbing samples or when working close to the critical angle. It
is worth noting that ATR-IR is not unique in introducing distortions in the
peak shape: all measurement techniques do so to some extent,15 (including
transmission spectroscopy, due to reflection losses on entering and exiting
the sample), however the distortions arising from ATR-IR are particularly
pronounced.
There are two main effects in ATR spectroscopy that distort spectra. The
first arises from the linear dependence of the penetration depth and hence the
effective path length, 𝑑eff , on wavelength (equation 7). While this wavelength
dependence causes small peak shifts,12 its main effect is to change the relative
peak heights in different parts of the spectrum. This effect only applies to
thick films; for thin films the effective penetration depth is determined by
the thickness of the film rather than the penetration depth of the evanescent
wave. (Note that the correction for the wavelength dependence of 𝑑𝑝 may be
performed automatically by spectrometer software, and needs to be avoided
for thin films).
The second effect is due to the variation of the real part of the refractive
index near an absorption band. Based on equations 6 and 7, the depth sam-
pled by the evanescent wave depends strongly on the refractive index of the
sample. However, the real part of the refractive index of a substance changes
sharply near its absorption bands, due to the requirement that the complex
refractive index fulfils the Kramers–Kronig relationship (an equation arising
from causality that relates the conservative and dissipative elements of phys-
ical phenomena).16 A commonly used model to fit a vibrational absorption
band is an antisymmetric linear combination of Lorentzian functions17,18
𝜅(𝜈) =
𝑘max(𝛾/2)
2
(𝜈 − 𝜈0)2 + (𝛾/2)2 −
𝑘max(𝛾/2)
2
(𝜈 + 𝜈0)2 + (𝛾/2)2
(16)
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Figure 6: Variation in the real (𝑛, dotted line) and imaginary (𝜅, dashed line)
components of the refractive index for an absorption band with 𝑘max = 0.35,
𝛾 = 15 cm−1, and 𝜈0 = 1732 cm−1. These parameters are chosen to be an
approximate match for the carbonyl stretching band of the polymer PMMA
(poly(methyl methacrylate)).10
where 𝑘max is related to the oscillator strength of the vibrational transition,
𝛾 is the bandwidth at half-height and 𝜈0 the wavenumber at maximum in-
tensity. The real part of the refractive index is then given by
𝑛(𝜈) = 𝑛(∞) − 𝑘max
[︂
(𝜈 − 𝜈0)(𝛾/2)
(𝜈 − 𝜈0)2 + (𝛾/2)2 −
(𝜈 + 𝜈0)(𝛾/2)
(𝜈 + 𝜈0)2 + (𝛾/2)2
]︂
(17)
(Typically 𝛾 ≪ 𝜈0 and hence the second term of equation 16 can be ne-
glected near 𝜈0, although both terms are needed for the transformation to
equation 17.) Figure 6 illustrates the form of 𝑛 and 𝜅 near a vibrational tran-
sition. Figure 7 compares ATR and transmission spectra for the carbonyl
stretch in PMMA for two polarisations and two angles of incidence. The
consequence of the strong variation in refractive index in the vicinity of 𝜈0 is
a shift in the absorbance maximum in ATR spectra towards lower wavenum-
ber compared to transmission spectra. The variation of the refractive index
affects both the penetration depth (which is not an issue in the thin-film ap-
proximation), and the amplitude of the electric field at the interface (eqn. 8,
affecting both the thick- and thin-film approximations). Note that the peak
shift is larger the closer one is to the critical angle. An additional compli-
cation illustrated by figure 7 is that the peak shift is not identical for the
two incident polarisations, meaning that, at a fixed wavelength, the ratio of
the two polarisations—often used for determining molecular orientation, see
section 3.6—can change.
Where the complex refractive index is well known, it is relatively straight-
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Figure 7: Comparison of simulated transmission IR (solid black line) and
ATR-IR for S (dashed red line) and P (dotted blue line) polarisations. The
transmission spectra were calculated from 𝜅 using equation 12, and have
been rescaled to give a similar intensity to the ATR spectra. Peak maxima
are labelled with vertical lines. (a) 𝜃𝑖 = 25
∘; (b) 𝜃𝑖 = 45∘. The simulated
spectrum is for the carbonyl stretch of PMMA (as shown in figure 6), with
𝑛PMMA(∞) = 1.42 and a germanium substrate 𝑛Ge = 4.0. For these param-
eters, 𝜃𝑐 ≈ 20∘.
forward to account for the peak-shift. However, where it is not well known—
for example, peak-shifts caused by changes in chemical environment are fre-
quently of interest—then it is more difficult to calculate the true IR spectrum
from a measured ATR-IR spectrum.
Iterative methods have been proposed to extract the complex refractive
index from an ATR spectrum.17,19,20 The imaginary part of the refractive
index (𝜅, the absorption coefficient) is estimated from the experimental spec-
trum; the real part of the refractive index, 𝑛, is calculated through the
Kramers–Kronig transform of 𝜅; 𝑛 and 𝜅 are used in the Fresnel equations
to reproduce a predicted spectrum, which is compared to the measured spec-
trum and then used to generate a better estimate for 𝜅. The accuracy of
algorithm depends on the quality of the method used to guess 𝜅, the accu-
racy of the numerical Kramers–Kronig transform, and the accuracy of the
Fresnel calculation (for example, does it describe a system with the correct
number of layers?).
Where multiple absorption bands are next to each other—such that the
adjacent bands fall within the modified refractive indices of each other—there
is also a change in the relative heights of the bands. This effect is illustrated
in the simulated spectrum containing two identical bands in figure 8. This
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Figure 8: Simulated ATR spectra (blue solid line, left y-axis) of two identical
absorption bands close to each other, illustrating the distortion in peak height
due to the refractive index change associated with the absorption bands.
𝑛𝑖 = 4.0, 𝑛𝑡 = 1.42, 𝜃𝑖 = 45
∘. 𝑛 (red dotted line) and 𝑘 (red dashed line)—
both linked to the right y-axis—used to generate the absorption spectrum.
The two bands have 𝜈0 of 1735 and 1765 cm
−1; otherwise the parameters are
as in figure 6.
distortion is particularly insidious, since it might lead to a difference in con-
centration of two species being inferred when no difference actually exists.
2.4 Summary
For the three main spectroscopic techniques described here (ATR-IR, TIRR
and TIRF) the signal is proportional to the squared electric field at the in-
terface. For a single interface, the electric field is given by equation 8. The
penetration depth into the second medium is given by equations 7 and 6.
The special case of a thin film between two bulk substances is also readily
described provided the film is thin enough that the electric field is approx-
imately constant across it. For ATR techniques the absorption of light by
the second medium must be accounted for. This correction is often made
under the thin film assumption (equation 14) or is assumed to be propor-
tional to concentration (equation 13), which is valid at low concentrations
or for weakly absorbing media. ATR techniques cause the absorption bands
to shift to lower wavenumbers, relative to maxima in the complex refractive
index. For thin films or dilute samples this shift can be ignored but where it
is important numerical methods exist to recover the complex refractive index
from an ATR spectrum.
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3 Experimental approaches
In this section we describe typical experimental arrangements for TIR spec-
troscopy. As before, we divide the techniques into two groups: the emission
techniques, such as TIRF and TIRR, and the absorption techniques (ATR-
IR, ATR-UV-visible and optical cavity techniques).
3.1 Emission spectroscopy
In TIR emission spectroscopy, a laser beam is totally internally reflected at
an interface and the electric field of the evanescent wave excites the emission
of light at a different wavelength from that of the laser. The primary ex-
perimental considerations are (i) delivery of the laser beam at a well-defined
angle of incidence (so that the penetration depth of the evanescent wave is
well defined), (ii) efficient collection of the emitted light (to maximise the
signal), (iii) suppression of light emitted from regions other than the evanes-
cent wave. The last consideration is probably the most important: signals
arising from bulk samples tend to be much stronger than those from the
thin evanescent region, especially for background fluorescence imposed over
Raman spectra.
The excitation laser can be delivered either through the same objective
lens used to collect the light or through a separate beam-path. In the for-
mer case, there are two main geometries employed, which are illustrated
in Figure 9. One geometry (figure 9a) employs an off-axis Gaussian beam,
beam focussed in the back focal plane of the objective.21,22 This optical path
produces light with a well-defined angle of incidence on the sample, but align-
ment can be difficult. A simpler approach is to use annular illumination23 in
which a ring of light is introduced into an objective with a high numerical
aperture (NA), with a radius such that the light arrives at the sample above
the critical angle (figure 9b). Annular illumination is not focussed at the
back focal plane of the objective and so produces a wider range of angles of
incidence at the sample. Additionally, the polarisation of the incident light
is not preserved at the sample and even the overall light intensity at the
sample forms a two lobed shape, and not a simple spot;23 use of a radially
polarised beam returns the shape of the probed volume to a spot24 but does
not allow the S and P polarisations to be independently probed. Objective-
based illumination has a number of appealing features: it does not require
significant modification to a standard fluorescence microscope, the objective
provides good collection efficiency25 and the tight focus of annular illumina-
tion avoids photobleaching outside the sample volume.26 However, it also has
a number of disadvantages: back-reflected excitation light, the possibility of
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Figure 9: Schematic diagrams showing two means of achieving total internal
reflection while illuminating through the collection objective (usually used in
TIRF, but also applicable to TIRR). BFP (back focal plane), DCM (dichroic
mirror), CB (circular block) EW (evanescent wave). The incident light is
shown in green; the scattered/emitted light leaving the objective in red.
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Figure 10: Optical arrangement for a TIR Raman spectrometer with a hemi-
spherical substrate. The directions of the electric field vectors for the avail-
able polarisations of incident and collected light are also shown. Reprinted
with permission from ref. 27. Copyright 2008 American Chemical Society.
fluorescence from optical elements in the objective or index-matching fluids,
the cost and limited working depth of high NA objectives, sample damage
from tightly focussed laser spots, and the limited damage threshold of the
objective.25
The alternative mode of illumination is through a separate prism. This
method provides fine control of the angle, spread and focus of the incident
beam, beyond what can be achieved through the microscope objective. In
our TIRR experiments, we focus the excitation laser at the centre of a hemi-
spherical prism, which allows efficient collection of the emitted light and
simple selection of the angle of incidence (there is no refraction on entry to
the hemisphere since the light is always perpendicular to the curved surface).
A half-wave plate selects the incident polarisation to be S or P. The emitted
light is collected through the incident medium with a high NA ultra-long
working distance objective. We direct the light into a commercial Raman
spectrometer; for TIRF the light would typically be filtered by a dichroic
mirror and imaged on a camera. The polarisation of the scattered light can
be selected in either the 𝑥- or 𝑦-directions. Figure 10 illustrates this arrange-
ment for our TIRR setup, but is also applicable to TIRF.
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3.1.1 TIR-Raman
TIR Raman spectroscopy was first demonstrated practically by Ikeshoji and
coworkers in 1973.28 Early work used resonance-enhanced Raman to com-
bat the weak signal from the sample and the strong signal from the sub-
strate.29–33 Iwamoto and coworkers34,35 first demonstrated the utility of non-
resonant TIR Raman when they recorded non-resonant spectra from a 1.1µm
polystyrene film mounted on a polyethylene substrate. Improvements in
the performance of Raman spectrometers—together with judicious choice of
substrates—now make TIR Raman spectroscopy feasible on very thin films
(∼1–5% of a monolayer, equivalent to a 0.1 nm thick film) even with short
exposure times (∼1 s). We have recently reviewed TIRR spectroscopy,3 and
a full description of the experimental set-up at Durham University can be
found within 3, or in refs. 27,36. The majority of work on TIRR has been
performed with separate illumination and collection optics. The alternative
approach using annular illumination has only been used a few times.37,38
A major limitation of TIR Raman spectroscopy is fluorescence from the
substrate, which can often dominate the Raman scattering from the evanes-
cent wave. Many optical glasses (but not fused silica) are prone to fluores-
cence due to impurities in the glass, as is sapphire. Excitation in the red
or near-IR reduces fluorescence, at the cost of reduced Raman signal (the
Raman scattered intensity depends on 𝜈4, so the number of emitted photons,
which determines the signal to noise, depends on 𝜈3) and, for near-IR lasers,
reduced detector efficiency.
3.1.2 TIR-Fluorescence
Total internal reflection fluorescence was developed about five years after
ATR-IR, and first used by Tweet et al. to study monolayers of chlorophyll
at the water–air interface.39 Hirschfeld then applied it at the solid–liquid
interface40 (although ref. 40 is hard to find). The development of through-
objective illumination,41 and subsequent refinements21,42 are also significant
in TIRF. The combination of TIRF illumination with fluorescence correlation
spectroscopy and fluorescence recovery after photobleaching43 was another
step forward. TIRF is rarely used to obtain fluorescence spectra of the com-
pounds present natively in the sample. Instead, fluorescently labelled probes
are incorporated into the sample, with emission wavelengths chosen such that
they can be separated by optical filters. This configuration is frequently used
in imaging, and this represents an advantage of TIRF over the other tech-
niques reviewed here, where imaging is more challenging. The high efficiency
of fluorescence excitation means that single-molecule processes can readily
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be followed, and millisecond time resolution is possible. Much of the work
with TIRF microscopy relates to cell biology (reviewed in refs. 44–46).
Where detailed spectroscopic information is required from TIRF, com-
mercial spectrofluorometers are readily adapted. For most applications one
of the wide range of commercially available TIRF spectrofluorometer cells
would be appropriate – however the literature provides examples of custom-
built apparatus47 including for specialised applications such as high pres-
sures.48
The main developmental thrust in TIRF imaging in recent years has
been to improve the lateral resolution below the ‘diffraction limit’ (which is
typically around 300 nm). One method worthy of a brief introduction is two-
photon fluorescence (TPF).49 In TPF, the signal intensity depends on the
square of the laser intensity, so the signal arises from a narrower region around
the focus of a laser beam introduced through the objective.23 The penetra-
tion depth probed is also halved compared to normal TIRF. (It should be
noted, however, that if the same fluorescence transition is probed with one-
and two-photon fluorescence, the lateral resolution and penetration depth
are the same since the two-photon process uses double the wavelength). The
improved lateral resolution must be obtained by scanning the beam across
the sample (the shorter penetration depth applies with uniform illumina-
tion too). Finally, a sub-diffraction limit image can be built up over many
frames by collecting fluorescence from single molecules and using centroiding
approaches to determine their position.50,51
3.2 Absorption spectroscopies
In TIR absorption spectroscopy, the change in the intensity of the reflected
beam with wavelength is measured. In comparison to emission techniques,
TIR absorption spectroscopy suffers from the usual problem that it is much
more difficult to measure small changes in large signal than it is to mea-
sure small signals against a null background. The ubiquity of infrared spec-
troscopy in the chemical sciences has, however, gone a long way to ensuring
that good quality spectrometers are available for the task. The more general
experimental challenge is to ensure that the reflected beam is collected from
the sample with minimal—and above all, reproducible—losses. Stability is
important since the background spectrum is rarely recorded simultaneously
with the sample experiment and any small changes in the collection condi-
tions can appear as strong features in the ratioed spectrum. Drift in the
optical alignment and changes in the ambient atmosphere (especially CO2
and water) must both be minimised.
ATR spectra are usually taken with a commercial spectrometer and com-
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Figure 11: Schematic diagram of a typical ATR experiment using a trape-
zoidal ATR prism (applicable to both IR and UV-visible). The other shape
for multiple-bounce ATR prisms is a parallelogram.
mercial ATR accessories are available for both infrared and UV-visible spec-
trometers. The internal reflection elements (IREs) are available both as
single-bounce designs—for acquiring spectra of powdered samples without
the need to make KBr pellets or disperse the powder in Nujol—and multi-
bounce prisms which are more commonly used for soft matter applications.52
One application where single-bounce ATR elements are required is in ATR-
IR imaging,53 discussed later in this review.
Figure 11 shows a typical ATR experimental arrangement. ATR prisms
are available cut to a variety of different angles: 30∘, 45∘ and 60∘ are fairly
standard. The actual angle of incidence used can be varied, but it is most
straightforward if it matches the angle of the prism. Distortions to the spec-
tra are minimised the further the angle of incidence is above the critical
angle, but with a concomitant loss of sensitivity due to unfavourable Fresnel
coefficients. Total internal reflection takes place on both the upper and lower
faces of the prism; in most experiments only one face is in contact with the
sample, but the other face must be kept clean since spectra from this face
will also be recorded. The entrance and exit faces of the prism are typically
rectangular (longer in the y-direction than in the z direction (see figure 11
for axes). The beam is therefore usually focussed to an elliptical shape us-
ing curved mirrors before the prism. Figure 12 shows an arrangement for
a single-bounce variable-angle ATR accessory (multiple-bounce accessories
can be designed in a similar manner, although the foci of the incident and
collection optics must be in separate places).
3.2.1 ATR-IR
ATR-IR spectroscopy was independently developed by Fahrenfort55 and Har-
rick.56,57 Early work explored different shapes of IRE and developed the the-
ory of ATR spectroscopy including the modelling calculations surrounding
the optical properties, of multi-layered systems and the approximations for
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Figure 12: Schematic of a variable-angle ATR accessory, using movable mir-
rors to adjust the angle and fixed curved mirrors to focus the beam onto the
sample. This is a simplified schematic based on the design in ref. 54.
the effective penetration depth. The classic book by Harrick,12 reflects the
emphasis of the early studies but remains useful today. The subsequent de-
velopment of commercially available IREs and ATR accessories opened the
technique up to a wider range of users and the application of the technique
to an increasingly diverse range of samples.
3.2.2 ATR UV-visible
Although ATR UV-visible spectroscopy is experimentally straight-forward
and operates on the same principles as ATR-IR, it has not seen significant
use. One reason is that absorption cross-sections for strongly allowed elec-
tronic transitions (such as in dyes) are typically about 2–3 orders of magni-
tude higher than for vibrational transitions. Consequently, a monolayer of a
chromophore on a surface may be detectable in a simple transmission exper-
iment without the need for the signal enhancement arising from the ATR ge-
ometry. Nevertheless, the surface selectivity of the evanescent wave remains
potentially beneficial in discriminating interfacial from bulk species. Con-
versely, molecules without aromatic or conjugated electronic structures often
absorb very little light in the near-UV and visible regions, and so ATR-UV-
visible spectroscopy is not a good tool for probing them. A second reason is
that vibrational spectroscopy provides greater chemical selectivity and richer
structural information then electronic spectroscopy, so ATR-IR is favoured.
None-the-less, ATR accessories for UV-visible spectrometers are commer-
cially available. The principal application of ATR UV-vis spectroscopy is to
systems where a long path length is challenging, due either to high turbidity
of a suspended catalyst,58 or to strongly absorbing materials such as solvents
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(in the UV)59 or dyes.60
3.2.3 Cavity-enhanced techniques
An optical cavity around the sample serves to increase the path length within
the sample through the use of multiple reflections. The key advantage of a
cavity compared to a multiple reflection ATR crystal is that all the reflec-
tions in a cavity can occur at the same point. There are two basic experi-
mental setups. First, the cavity is continuously illuminated by an incoherent
broadband source, and the spectrum of intensity within is monitored using
the small amount of light transmitted through the end mirror of the cavity.61
This approach is known as cavity enhanced absorption spectroscopy (CEAS).
Second, the cavity is illuminated with a short pulse of monochromatic light,
and the decay of the pulse is measured from the light leaking through the end
mirror (cavity ring-down spectroscopy, CRDS). CRDS is the more frequently
used technique, but CEAS does have some advantages, including the use of
broadband—and thus spectroscopically informative—light sources and the
greater tolerance towards optical losses in the cavity.
Evanescent-wave cavity ring-down spectroscopy has recently been re-
viewed.62,63 The basic experimental set-up consists of an optical cavity with
highly reflective mirrors (reflectivity typically > 99.9%) containing an IRE.
A laser pulse is introduced into the cavity and the exponential decay of the
intensity within the cavity is measured with and without the sample present.
In the thick-film approximation (see section 2.2) the decay time is related to
the absorption coefficient by62
𝜀𝐶𝑑eff =
𝑛𝐿
ln 10 𝑐
[︂
1
𝜏
− 1
𝜏0
]︂
, (18)
where 𝑛 is the average refractive index in the cavity, 𝐶 the concentration of
the analyte in the sample, 𝐿 the length of the cavity, 𝑐 the speed of light, and
𝜏 and 𝜏0 the characteristic (1/𝑒) decay time in the presence and absence of
the analyte respectively. A big advantage of CRDS is that one measures the
decay time of the pulse and not the intensity of the light, so the technique is
insensitive to fluctuations in the laser power.62 One of the main experimental
challenges is to overcome the reflection losses at the entry and exit faces of
the IRE. The most successful experimental design is the “folded-resonator”,
where the entry and exit faces of the IRE are reflectively coated and the only
interface within the cavity is the one where total internal reflection takes
place (figure 13). Alternatively a dove prism with anti-reflection coatings on
the input and output faces can be used,64 at the cost of reduced ring-down
times due to reflection losses.
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Figure 13: Schematic of a folded resonator cavity used in evanescent-wave
cavity ring-down spectroscopy. Reprinted with permission from ref. 65.
Copyright 2005 by the American Physical Society.
Evanescent-wave CDRS uses UV, visible and occasionally near-IR light
sources. Although gas phase ring-down spectroscopy has used mid-IR sources,66
to our knowledge these have not yet been used with evanescent waves. A few
studies have used tunable lasers,65 however the spectral range is small due to
the limited bandwidth of highly reflective mirrors and the majority of work
has used a single wavelength; consequently, the chemical discrimination of
CRDS is currently limited.
3.3 Other techniques
3.3.1 X-ray techniques
For water (and most other substances) the refractive index in the X-ray re-
gion is less than unity and hence reflection from the air–water interface obeys
the physics of total internal reflection (for this reason the phenomenon is also
sometimes referred to as total external reflection or simply total reflection,
to minimise confusion). Owing to the short wavelengths of X-rays, penetra-
tion depths are typically of the order of 10 nm.67 X-rays eject core electrons
from atoms and the resulting excited ion decays either by fluorescence or
by the emission of a second valence electron (Auger process). The attenua-
tion of the X-ray beam in total reflection X-ray spectroscopy is very slight
and absorption is measured indirectly from X-ray fluorescence or the elec-
tron yield from photoelectrons, Auger electrons or other secondary electron
processes.68,69 In all cases, they are primarily atomic spectroscopies in that
they provide information about the number of specific (usually heavy) atoms
at the interface.68
The simplest X-ray technique is total reflection x-ray fluorescence, re-
cently reviewed by Wobrauschek.70 Here, the sample is illuminated by a
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monochromatic X-ray source, and the emission spectrum (usually measured
perpendicular to the surface) is recorded as a function of photon energy.
The X-ray source can either be a synchrotron or an X-ray tube, allowing
laboratory-scale experiments. Individual atomic transitions cause fluores-
cence at well-defined energies, and so the experiment provides an analysis
of the elements present within the evanescent wave. As an example of an
application relevant to soft matter, the influence of phospholipid monolayers
on ion concentrations within an electric double layer has been determined.71
Greater information about the chemical environment of atoms at the in-
terface is gained through use of X-ray absorption fine structure (XAFS). In
these experiments, the energy of the incident X-ray is varied and absorption
measured, typically using total X-ray fluorescence as a proxy for absorp-
tion.72 XAFS spectroscopy requires intense X-ray sources and hence use of
a synchrotron. Total reflection XAFS has been used to study adsorption
at a variety of interfaces. For example, the presence of Br− counterions
for cationic surfactants has been measured at the water–air69 and heptane–
water73,74 interfaces.
3.3.2 Non-linear spectroscopic techniques
Total internal reflection provides a convenient method of illumination for a
variety of non-linear techniques. Second-order nonlinear optical techniques,
such as sum-frequency generation (SFG) and second harmonic generation
(SHG) are intrinsically surface sensitive75,76 and TIR illumination is not re-
quired for surface selectivity at interfaces between centrosymmetric media.
Nevertheless the enhanced electric fields at the interface from total inter-
nal reflection are useful.77 A secondary benefit for infrared-visible SFG (a
form of vibrational spectroscopy) is reduced heating due to the limited pen-
etration depth of the IR laser into the sample. Third-order nonlinear optical
techniques, such as coherent anti-Stokes Raman scattering (CARS) and stim-
ulated Raman scattering are not intrinsically surface sensitive, but can be
made so with TIR illumination (or with waveguide illumination, which is
closely related).78–80 However, these techniques require careful choice of the
angle of the incident beams to satisfy the phase-matching requirements for
the multi-photon process, a problem which is now almost invariably circum-
vented by the simpler technique of using a tight focus from a high numerical
aperture objective.81 Two-photon fluorescence, which is also a third-order
nonlinear optical technique, has been used extensively as a variation of TIRF
and is discussed elsewhere within the rest of this review.
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3.4 Substrates and Samples
The refractive index is one of the main considerations when choosing a sub-
strate for TIR spectroscopy. The ratio of the substrate and sample refractive
indices determines the range of penetration depths available, with a larger
ratio giving a smaller critical angle and the opportunity to use short penetra-
tion depths. This ratio is especially important for ATR spectroscopies since
distortions in band shape are greatest close to the critical angle, and also
because many multiple-bounce ATR elements are cut at 45∘ and so require
a critical angle less than that value.
In all cases, the substrate should be clear in the spectral window of in-
terest: since TIR spectroscopy is only surface selective with respect to the
sample, any signal from the substrate will feature heavily in the spectrum.
For emission spectroscopies such as TIR fluorescence and Raman there are
two sides to this requirement. First, the material should be optically trans-
parent at the wavelength of the probe laser (bearing in mind that small
amounts of absorption can lead to heating and sample damage due to the
high laser powers). Scattered light can be collected either through the sub-
strate or the sample, so it is not essential for the substrate to be transparent
to the scattered light. Second, the substrate should not have a strong spec-
trum in the same region as the sample. For Raman it is especially important
that the substrate is not fluorescent since fluorescence cross-sections can be
13–14 orders of magnitude greater than Raman cross-sections,‡ and so domi-
nate the spectrum. Although it is possible to subtract the fluorescence signal
from the Raman spectrum it is not possible to subtract the noise associated
with the fluorescence signal. Fluorescence is reduced or eliminated at longer
excitation wavelengths (in the red or near IR), although the Raman signal
is also reduced (the number of Raman photons scales as 𝜈3). The sensitivity
of TIRF to small amounts of fluorescence from the substrate depends on the
number of photons expected from the sample.
Some of the most commonly used substrates for internal reflection spec-
troscopy are listed in table 1, together with approximate spectral windows.
Most TIRF experiments are performed with silica windows, or simply through
glass coverslips since they are transparent to visible light and do not fluoresce
too strongly. For many ATR-IR experiments germanium is preferred, since
it has one of the highest refractive indexes available and thus has a short
penetration depth. ZnSe has a very wide spectral window, but is soft and
‡The fluorescence cross-section of the fluorescein dianion at 490 nm excitation is82
2.7 × 10−16 cm2/molecule (from an absorption cross-section of 2.9 × 10−16 cm2/molecule
and quantum efficiency of 0.93). Raman cross-sections for comparison are given later in
this review.
27
Substrate Techniques 𝑛 (1064 nm) Spectral window / cm−1
Silica Raman, fluores-
cence
1.45 50000–1600
Silicon IR 3.56 8000–1500
ZnSe IR 2.48 20000–650
Ge IR 4.1 5500–830
Diamond IR 2.39 30000–100 (small absorption
bands from 4000–1400 nm)
Sapphire IR, Raman 1.75 50000–1780 (IR) –800 (Raman)
CaF2 IR, Raman 1.43 50000–1200
Table 1: Data for commonly used substrates in total internal reflection spec-
troscopy. This table is not intended to be complete, and the values given are
approximate (for example refractive indices vary across the spectral window).
susceptible to scratching. Due to their high refractive indices, ZnSe, Ge and
Si all suffer from significant reflection losses at the entrances and exits of the
IRE. For IR and Raman spectra, crystalline compounds (such as sapphire
or CaF2) have sharper peaks than amorphous substrates and therefore suffer
less from overlap with vibrational bands in the sample.
When the substrate of interest is not suitable for use as a prism in internal
reflection spectroscopy, a number of options are available. Sometimes, it is
possible to use a thin sheet of the substrate, index-matched to the main prism.
An example is the use of mica in total internal fluorescence spectroscopy,83,84
in which the mica is optically coupled to the glass coverslip with a liquid
such as glycerol or a specialist optical adhesive. In other cases the film can
be directly applied to the substrate, for example as a Langmuir-Blodgett
deposited polymer layer,85 a thin layer of ITO used to make an electrode,86
or a thin coating of silicon on a ZnSe substrate87 (to benefit from ZnSe’s
wider spectral window). Alternatively direct chemical modification of the
surface is possible.88–92 For mineral films it is often possible to use a micron-
thickness film of solid particles. This approach has been used extensively for
ATR-IR (ref. 93 provides an introduction to the topic), and has also seen
limited use with TIR-Raman.94 The particles themselves need not have a
refractive index less that the supporting substrate, but instead the effective
index of the particles and the surrounding solution should be less. In contrast
to the planar surface it is impossible to know the exact region probed since
this is a complex function of the scattering of the evanescent waves by the
particles. A further restriction is the loss of polarisation information since
molecules adsorbed to the particles are not oriented with respect to the plane
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Raman cross-section /
cm2molecule−1 sr−1
IR cross-section /
cm2molecule−1
water 4× 10−30 (550 nm excitation) 1× 10−18
4× 10−28 (250 nm excitation)
C–H 6× 10−29 (532 nm excitation) 3× 10−19
# 5×10−27 (239 nm excitation)
Table 2: Representative absorption/scattering cross-sections for Raman and
IR spectroscopy. Raman cross-sections of water are for the 3400 cm−1
band,95; Raman cross sections for the C–H stretch96 are for cyclohexane
between 2850–2950 cm−1; the IR cross-section of water97 is measured at
3450 cm−1; the IR cross section for the C–H stretch is for n-heptane98 at
2900 cm−1. Reproduced from ref. 3 (the value marked with # was mis-stated
in this reference and has been corrected).
of the supporting substrate as they are with a planar surface.
The broad and strong IR bands of water cause a particular problem in
ATR-IR. There are two important peaks: one between 2800–3700 cm−1 (O–H
stretching) which obscures the C–H, N–H and O–H stretching bands of or-
ganic molecules and another around 1645 cm−1 (H–O–H bend), which over-
laps the amide I bands of proteins. In our recent review on TIR-Raman
spectroscopy we compared the typical intensities of Raman and IR spectra
of hydrocarbons and water in the C–H stretching region;3 these are repro-
duced here in table 2. Although Raman has much smaller cross-sections
overall, the C–H stretching cross section is approximately 10× greater than
the O–H stretch of water (excitation from visible light) whereas for infrared
spectroscopy the C–H stretching bands have approximately 3× lower cross-
section than the O–H stretch of water. Therefore for aqueous samples, TIR-
Raman may be a better choice than ATR-IR. In ATR-IR, the use of D2O
in place of H2O can help to reduce the overlap between the water spectrum
and the molecules of interest, but one has to be aware that the vibrational
frequencies of exchangeable protons will shift to lower wavenumber when D
replaces H. Aside from the spectral overlap, small changes in the amount of
water within the evanescent field—for example if water is displaced by an
adsorbate—can cause large changes in the background following subtraction
of the reference spectrum from the sample spectrum.
A common problem with TIR spectroscopic techniques (especially TIRF)
is light scattered into the sample by objects at the surface. This issue is es-
pecially prevalent for applications in cell biology. Two photon fluorescence is
a common way to reduce surface scattering in TIRF.25 In general, scattering
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from inhomogeneous samples represents a limitation for TIR spectroscopy
since it greatly reduces the precision with which the sample volume can be
defined.
3.5 Calibration
In many applications of total internal reflection spectroscopy it is desirable
to know the amount of material present, and thus to convert the measured
signal—in either “counts” or absorbance—to a surface concentration. This
section describes the calibration process.
Both TIR Raman and TIRF can be calibrated using the signal from the
small amount of the chemical in the bulk. In our TIR Raman studies on
surfactant adsorption we exploited the fact that for most surfactants the
amount of surfactant adsorbed on the surface is constant at concentrations
above the critical micelle concentration so all the change in the observed
signal will be from the bulk. (Note that mixed surfactant systems can change
above the cmc and so the calibration needs to be carried out independently
on each pure component.) If the concentration is uniform with respect to
distance from the surface, the signal above the cmc is a linear function of the
bulk concentration:
𝑆total = 𝑆surface + 𝑆bulk
= [𝐶surface]𝑄+
∫︁ ∞
0
𝑄[𝐶bulk]𝑒
−2𝑘𝛽𝑧 d𝑧
= [𝐶surface]𝑄+
𝑄[𝐶bulk]
2𝑘𝛽
(19)
where 𝑆 is signal, [𝐶] concentration and 𝑄 is the calibration factor. This
method relies on the additional assumptions that the spectrum from the
bulk species is identical to that of the adsorbed species (which is true for
disordered surfactant layers in our experience) and that the spread of the
angle of incidence is small enough that its effect on 𝛽 can be neglected. The
latter assumption holds best far above 𝜃𝑐. A number of different approaches
have been used with TIRF, all of which rely on the assumption that the
quantum yield of the fluorophore is not changed by adsorption.99 The first
approach is to scan variable depths of bulk sample, by changing the angle
of incidence. At equilibrium the change in fluorescence signal should only
arise from the change in Fresnel coefficients and the different depth of bulk
solution probed. (This approach could also be applied in TIR-Raman, but
to our knowledge has not been). The second approach uses a fluorescently
labelled molecule that does not adsorb to the surface and which is injected in
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increasing concentration during a separate experiment. Assuming that the
fluorescence of the alternative molecule is identical to that of the molecule
of interest—a reasonable assumption if the fluorophore is added as a label
rather than being an intrinsic part of the target molecule—a linear calibration
of signal against concentration can be obtained. Alternatively, where the
adsorbate is irreversibly adsorbed, the bulk solution can be replaced with a
label-free solution and the fluorescence intensity compared with and without
the bulk contribution. It was realised quite early in the development of TIRF
that the assumptions required for the calibration procedures above do not
always hold: the fluorescence properties (quantum efficiency, lifetime and
angular emission profile) can be perturbed by an interface, especially one
with a metal film, and at high concentrations fluorescent molecules can self-
quench removing the linear relationship between concentration and signal.100
The signal from ATR-IR is usually converted to surface excess using an
extinction coefficient, 𝜀, obtained through another method, often by coating
the substrate with a known amount of sample or through transmission IR
measurements. Using the thin-film model, and the assumption that the pen-
etration depth and effective depth are both independent of concentration—
which only applies for samples with a weak IR absorbance—a simple formula
is obtained for the surface excess, Γ, analogous to the case of TIR-Raman:101
Γ =
(𝐴/𝑁)− 𝜀𝑐𝑏𝑑eff
𝜀(2𝑑eff/𝑑𝑝)
(20)
where 𝑁 is the number of internal reflections and 𝐴 is the absorbance of a
relevant band.
3.6 Orientation and order parameters
The presence of a surface provides a reference plane for the orientation of
nearby molecules. This orientation is often of interest since the mean orienta-
tion of adsorbed molecules gives an indication of the nature of the molecular
interactions with the surface and the distribution of orientations indicates
the degree of disorder.
The ratio of peak areas obtained with two incident polarisations can be
used to determine the angle at which certain bonds are oriented towards
the surface. For ATR-IR spectroscopy, the measured dichroic ratio, 𝐷, is
calculated from the absorbances of S and P polarised light, 𝐴S and 𝐴P re-
spectively,
𝐷 =
𝐴S(𝜃𝑖)
𝐴P(𝜃𝑖)
(21)
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(note that 1/𝐷 has also been used as a dichroic ratio). Using the effective
penetration depth approximation,
𝐷 =
𝑑eff,S𝜀S𝑐
𝑑eff,P𝜀P𝑐
=
|𝑡2S𝑦|𝜀𝑦
|𝑡2P𝑥|𝜀𝑥 + |𝑡2P𝑧|𝜀𝑧
(22)
where a subscripted value of 𝜀 represents the extinction coefficient for light
with the electric field polarised in the subscripted direction. For an isotropic
sample (𝜀𝑥 = 𝜀𝑦 = 𝜀𝑧) in the thick-film limit, 𝐷 = 0.5 at 𝜃𝑖 = 45
∘ (provided
this is above the critical angle) – a convenient test for orientation since 45∘ is
the most common angle in IREs. For the thin-film case, however, the value
of 𝐷 varies due to the (𝑛𝑡/𝑛
′)2 term which is included in 𝑡𝑃𝑧. One difficulty
that arises is that 𝑛′ is not known a priori and cannot easily be measured
for thin films. Further discussion of the interpretation of the dichroic ratio
is given in ref. 13. Simplifications in the model—for example the neglect
of oxide films on semiconductor IREs—can invalidate eqn. 22 so care must
be exercised before using simplified expressions in place of the full Fresnel
equations.
3.6.1 Molecular origin of the dichroic ratio
A fuller understanding of the origin of the dichroic ratio comes from con-
sideration of the interaction of molecules with the incident electric field. In
infrared spectroscopy the absorbance is related to the electric field by
𝐴 ∝ (E · d)2 (23)
where d is the transition dipole moment vector:
d ∝ d𝜇
d𝑞
(24)
where 𝑞 is the vibrational coordinate and 𝜇 is the molecular electric dipole.
Therefore infrared absorption will be strongest when the transition dipole
moment is aligned with the electric dipole of the infrared light. [A similar
statement is also true of fluorescence, except that the change in state is
electronic rather than vibrational.] Raman has slightly different rules: in
Raman scattering the intensity of light emitted is given by 𝐼 ∝ p · p where
p is the induced dipole of the molecule and is
p = 𝛼𝑅(𝜈) · E (25)
where 𝛼𝑅(𝜈) is the Raman polarisability tensor, which arises due to the
change in molecular polarisability tensor over the course of a molecular vi-
bration (d𝛼/d𝑞). [Note that in Raman (and fluorescence) spectroscopies
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Figure 14: Schematic diagram illustrating the sensitivity of polarised spec-
troscopy to molecular orientation, using the symmetric methylene stretch as
an example (the direction of the stretch is shown as green arrows). When
the molecule is perpendicular to the surface the transition dipole moment
(shown in red) is parallel to the surface, and may only interact with light
polarised parallel to the surface; when the molecule is tilted the transition
dipole moment may interact with both parallel and perpendicularly polarised
light (both polarisations of light are shown in blue).
there is a second polarisation of interest: the emitted light also has a defined
polarisation which is not necessarily the same as the incident light.] Raman
scattering does not occur when the change in polarisability during a vibration
is perpendicular to the electric field of the incident light.
Taking, for example, the case of a straight hydrocarbon chain oriented
perpendicular to the probed surface, the CH2 stretching vibrations cause a
change in the dipole parallel to the surface. Therefore they are only excited
by incident light parallel to the surface (exactly at the critical angle, by the S
polarisation only). As the chain tilt increases, the CH2 stretching vibrations
are increasingly excited by light polarised perpendicular to the surface, and
hence the measured ratio at the two incident polarisations will change. The
case of the symmetric stretch is illustrated in figure 14. For Raman d𝛼/d𝑞 is
greater along the bond than perpendicular to the bond, so similar arguments
apply. However, the smaller contribution perpendicular to the bond cannot
be ignored in quantitative work.
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3.6.2 Order parameters
A straightforward and common means of interpreting the measured dichroic
ratio is through the order parameter, 𝑆, defined following the standard defi-
nition used for liquid crystals102
𝑆 =
3⟨cos2 𝜃⟩ − 1
2
. (26)
where ⟨. . . ⟩ denote an ensemble average and 𝜃 is the angle between the tran-
sition dipole moment and the surface normal. The order parameter is related
to the measured dichroic ratio, 𝐷, by
𝐷 =
|𝑡2𝑆𝑦|⟨sin2 𝜃⟩
|𝑡2𝑃𝑥|⟨sin2 𝜃⟩+ |𝑡2𝑃𝑧|⟨cos2 𝜃⟩
=
|𝑡2𝑆𝑦|
|𝑡2𝑃𝑥|+ |𝑡2𝑃𝑧|
(︀
2𝑆+1
2−2𝑆
)︀ (27)
It is important to note that 𝜃 is the orientation of the transition dipole
moment which may not be along one of the principal axes of a molecule;
determining a molecular orientation from that of transition dipole moment
requires a coordinate transformation. More than one vibration is often re-
quired to determine a molecular orientation uniquely. For example, for a glyc-
erophospholipid, the CH2 symmetric and antisymmetric stretches and C=O
stretches are all polarised perpendicular to the hydrocarbon chain,102,103 but
there are multiple chain orientations that are consistent with a particular
value of 𝜃 for any single mode. Dichroic ratios for two orthogonal modes
(such as the carbonyl and CH2 antisymmetric stretch) are required to de-
termine the orientation of the chain. For proteins in a lipid membrane, the
dichroic ratio for the amide I band is often used to obtain the angular dis-
tribution of 𝛼-helices. The experimentally determined tilt angle, 𝜃, depends
on an orientational average over three nested orientational distributions: the
orientation of the membrane relative to the surface (𝜃𝑚), the orientation of
the protein 𝛼-helices within the membrane (𝜃𝛼) and the orientation of the
transition moment of the amide I band within the 𝛼-helices (𝜃𝑀).
104 𝜃𝑀 is
assumed to be a 𝛿-function with a value of 39–40∘ while 𝜃𝑚 can be determined
independently from the dichroic ratios of the lipid vibrations.102
To sound a further note of caution, the order parameter ⟨cos2 𝜃⟩ does not
give an unambiguous distribution of angles, except at its two limits, 𝑆 = 1
(transition dipole moment parallel to the substrate) and 𝑆 = −0.5 (transition
dipole moment perpendicular to the substrate). For example,105 at 𝑆 = 0 the
distribution of chain angles could be completely isotropic, perfectly oriented
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at the magic angle (cos2 𝜃 = 1/3) or an infinite number of distributions in
between. To account for this ambiguity, some groups have described the
orientational distribution using the maximum entropy method,106,107 which
obtains a model that provides the greatest possible multiplicity of states (i.e.
the widest possible distribution of transition dipole moment angles) while still
being consistent with the measured order parameters. Higher order terms,
such as ⟨cos4 𝜃⟩, can be obtained from TIRF107 (and in principle also TIR-
Raman) or by combining information from complementary techniques.108
4 Applications
4.1 Adsorption from solution
Both the equilibrium and time-dependent behaviour of molecules adsorbing
to solid surfaces have been studied extensively by total internal reflection
spectroscopic techniques. Within this review we focus particularly on mixed
systems, since differentiation of components in a mixture is the key advantage
of spectroscopic methods over alternative techniques such as ellipsometry or
quartz crystal microbalance. The majority of this section concerns adsorp-
tion at the solid–liquid interface but we also briefly cover the liquid–liquid
interface, which is much more challenging to study spectroscopically.
4.1.1 Isotherms
ATR-IR has been used extensively for studying adsorption at solid–liquid in-
terfaces,105,109,110 in particular for the adsorption of mixed systems.111,112 For
mixed surfactant systems, multiple components are typically distinguished by
deuteration of the hydrocarbon chains, but this is not always necessary and
the CH stretching bands around 2900 cm−1 can provide sufficient information
on their own.111,113 For example, the widely studied C𝑛TAB surfactants (a
trimethylammonium bromide headgroup with various lengths of hydrocarbon
chain) have a distinctive CH3 stretching bands from the methyl groups on
the trimethyl ammonium headgroup at 2985 cm−1 (symmetric stretch) and
3040 cm−1 (antisymmetric stretch). Neivandt et al. used this band to distin-
guish C16TAB from the polymer poly(styrenesulfonate).
113 (They also used
the UV absorption of the polymer with UV-ATR to provide a second method
of quantifying the two components.) We recently looked at a mixture of the
surfactants Triton X-100 and C16TAB,
114 using their C–H stretching bands
(discussed in section 4.1.2 below). Lower frequency bands from surfactant
headgroups, such as S–O stretches in sulphate headgroups or N–C stretches
in methyl ammonium headgroups, are often sensitive to environment so may
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Figure 15: Order parameter (as defined in eqn. 26) of the surfactant C12TAB
adsorbed on silicon as a function of the bulk surfactant concentration.
Reprinted with permission from ref. 102, and adapted. Copyright 2001 Amer-
ican Chemical Society.
provide useful information on packing and local ionic strength.112,115 How-
ever, they are often obscured by bands from the substrate. An interesting
application of ATR-IR involves the adsorption of chiral surfactants onto a chi-
ral substrate.90,116 The incoming flow of surfactant was repeatedly switched
between two enantiomers and modulation spectroscopy117 was used to re-
solve the very small differences between the spectra of the two adsorbed
surfactants, arising from the chiral chemical environment on the surface.
TIR spectroscopy also provides information about the orientation of mol-
ecules at a surface (see section 3.6). The order parameter derived from the
measured dichroic ratio in ATR-IR spectra is shown in Figure 15 for the
adsorption of C12TAB on silica.
118 The hydrocarbon chains showed no order
at very low surface coverage, some preferred orientation of chains normal to
the surface at intermediate concentrations and then no order again at higher
coverages, probably reflecting a micellar structure where average chain ori-
entation is isotropic.
4.1.2 Kinetics
Internal reflection spectroscopy has been used extensively to follow the ki-
netics of adsorption. Tabor et al. reported the adsorption of nonionic110 and
cationic119 surfactants onto silica from toluene. The IRE was a multiple-
bounce element, with a length of 80mm, and data were recorded with a time
resolution as fast as 4 seconds. Although internal reflection spectroscopy is
most informative when looking at planar surfaces, adsorption onto particu-
late substrates such as alumina and TiO2 has been widely studied
109,120,121
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(see the discussion of particulate substrates earlier in this review). One of the
earliest examples was by Couzis and Gulari, on sodium laurate adsorption
onto alumina.121 The process was very slow (equilibrium was not reached in
25 hr) and so short acquisition times were not required. Inorganic ions, such
as phosphate and sulphate, have characteristic vibrations that can be used
to study adsorption kinetics.120 TIRF has also been used to measure the ki-
netics of adsorption and desorption, primarily of proteins122–125 but also of
polymers.126,127 In all cases the target molecule was fluorescently labelled. Fu
and Santore used fluorescent labelling to distinguish between chemically iden-
tical polymers with different molecular weights127—something which would
be almost impossible to do without labelling. TIRF is well established for
studying protein adsorption, because fluorescent labelling of proteins is com-
monplace in molecular biology to distinguish different proteins. TIRF is less
well used for polymers, since other non-invasive methods are often available
(typically optical reflectometry), and almost never used for surfactants, where
a fluorescent label would significantly change the properties of the surfactant.
Internal reflection spectroscopy has seen surprisingly little use for the
measurement of adsorption kinetics of mixed systems. One elegant example
is the work of Ducker and coworkers on the exchange kinetics in adsorbed
films of tetradecyl trimethylammonium bromide128 and didodecyldimethy-
lammonium bromide.129 The surfactants were replaced with their deuterated
analogues allowing the incoming and outgoing surfactant to be identified, and
the kinetics recorded with 2-s time resolution. Recently, we have used TIR-
Raman to study the adsorption kinetics of both single component36 and mul-
ticomponent surfactant systems.114 Target factor analysis130 (TFA)—a vari-
ation on principal component analysis—allowed the separation of the contri-
butions from two overlapping surfactant peaks even from comparatively noisy
kinetic spectra with a 1-s acquisition time. The methyl stretches of C16TAB
(described above in section 4.1.1) and the aromatic C–H stretch of Triton X-
100 (at 3080 cm−1), were the key differences between the hydrocarbon groups
of the two surfactants. Figure 16 illustrates kinetics spectra and the resulting
component weights; although methods such as TFA are outside the scope of
the review, it is a useful reminder of the value of chemometric methods when
processing TIR spectroscopic data. For adsorption from aqueous solutions,
Raman spectroscopy offers a key advantage over infrared spectroscopy due to
the comparative insensitivity of the spectra to the surrounding water. This
increase in the ratio of signal to background allowed us to acquire spectra
from only a single bounce of a loosely focussed (∼30 × 10µm) laser beam.
For the measurement of adsorption kinetics—which are often governed by
mass transport—it is much easier to control mass transport within a small
region than over the whole of large (∼5× 2 cm) infrared IRE.
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Figure 16: (a) Kinetics of replacement of the surfactant C16TAB with the sur-
factant Triton X-100 at the silica–water interface, measured by TIR Raman
spectroscopy. (b) 10 sequential spectra of the CH stretching region repre-
senting 𝑡 = 89–105 s of the processed data shown in part a, 1-s exposure time,
S polarisation. The individual spectra illustrate the level of signal to noise
and the similarity between the spectra of the two surfactants. The spectra
are offset for clarity. Reprinted with permission from ref. 114. Copyright
2011 American Chemical Society.
TIRF provides two means to measure kinetics of adsorption even when
the system is at equilibrium.100 The first is to use correlation spectroscopy.
Here, only a very small number of molecules (∼100) are in the field-of-view
at any one time,131 by having a small surface coverage, a small sampling
area, or by only fluorescently labelling a small fraction of the available ad-
sorbates. The time autocorrelation function of the fluorescence intensity pro-
vides information on how long molecules stay within the evanescent wave.
TIR-fluorescence correlation spectroscopy has been applied widely, for ex-
ample to dyes at the solid–liquid interface,132 the interaction of proteins
and antibodies,133 adsorption and binding to supported membranes,131, the
adsorption and desorption kinetics of different dendrimers134 and the com-
petitive adsorption of proteins and surfactants.135 An alternative approach
is fluorescence recovery after photobleaching (FRAP or FPR). Here, surface-
bound molecules are made non-fluorescent by photobleaching and the time
required for the fluorescence intensity to recover is measured. FRAP is also
sensitive to lateral motion within the adsorbed layer, which is particularly rel-
evant to biological membranes such as lipid bilayers,136 proteins100 and DNA
fragments.137 with either a confined detection volume131 or imaging.138,139
Evanescent wave cavity ring-down spectroscopy has been used to ob-
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tain adsorption isotherms for a range of substances including dyes64 and
proteins.140 However, evanescent wave CRDS is particularly powerful when
looking at adsorption kinetics. It has an inherently short acquisition time
defined by the cavity ring-down time (in the microsecond regime), and so
it is possible to acquire data quickly without the need for long integration
times (though averaging multiple ring-downs does improve signal to noise).
Examples include the adsorption kinetics of haemoglobin,141 the dye Rho-
damine B,142 ruthenium complexes on polyelectrolyte films,143 and protein
adsorption on a non-stick polymer surface.144 The last two examples show
that evanescent wave CRDS spectroscopy is not restricted to the unfunction-
alised surfaces of the TIR element.
4.1.3 Liquid–liquid interface
The liquid–liquid interface is particularly challenging to study by spectro-
scopic techniques since molecular liquids frequently have complex spectra
that obscure the spectroscopic bands from molecules at the interface. The
problem is particularly acute in vibrational spectroscopy where overtones and
combination bands can fill much of the vibrational spectral window. With
TIR Raman, all the studies to date have used resonance Raman to enhance
the signal from the adsorbed molecule and have been limited to aromatic
dyes. For example, Watarai and coworkers studied the adsorption of a man-
ganese porphine complex to the toluene–water interface145 and the aggrega-
tion of protonated tetraphenylprophyrin at the dodecane–water interface.146
ATR-IR is even more challenging since the possibility of using resonances
with electronic transitions does not exist. Sperline and Freiser used ATR-
IR to study the adsorption of the surfactant cetyl pyridinium chloride at
a hydrocarbon–water interface.147 They used a thin (∼ 1µm) hydrocarbon
film to minimise absorption of the infrared light within the film.
TIRF at the liquid–liquid interface is experimentally simpler since most
solvents are not fluorescent, however it suffers from the usual limitation of
requiring fluorescently labelled adsorbates. With pulsed lasers, the time-
dependence of the fluorescence decay provides insight into dynamics at the
liquid–liquid interface. For example, the form decay of the fluorescence
anisotropy of the different collection polarisations reveals whether adsorbed
molecules are able to rotate in three dimensions (indicating a rough interface)
or only in the plane of the interface (indicating a smooth interface).148 Track-
ing singly labelled molecules adsorbed alongside unlabelled molecules allows
determination of both the adsorption kinetics (from the rate at which la-
belled molecules appear) and the aggregation state (larger aggregates diffuse
more slowly in the plane of the interface).149 More detail about techniques
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Figure 17: Change in the ATR-IR spectrum of water sorbed into a variety of
PMEA and PHEMA copolymers. Reprinted with permission from ref. 156.
Copyright 2003 American Chemical Society.
for the study of liquid–liquid interfaces (not restricted to TIR spectroscopy)
can be found in references 150,151.
4.2 Polymers
Total internal reflection spectroscopy, primarily ATR-IR, has been used to
study polymer structure and its response to external perturbations. Poly-
mers can be readily cast onto an ATR crystal and the short path length in
ATR-IR allows even opaque materials to be studied. Katsumoto et al. stud-
ied the polymer poly(N-isopropylacrylamide) during a temperature-induced
transition from a coil to a globule conformation.152 The amide I and II bands
changed at different rates across the phase transition which they attributed
to the amide I band responding mainly to the sudden breaking of hydrogen
bonds at the transition, while the amide II band also responded to the slower
change in chain conformation. The presence of an interface can change the
properties of polymers. Depth profiling (see section 4.5) showed that the sur-
face of PET has more trans conformers than the bulk material;153 changes
in orientation were harder to interpret quantitatively.154 The influence of a
manufacturing process on the orientation of a polymer is a topic of practical
interest since many polymers are drawn as part of their manufacture. Chuah
used the ATR-IR dichroic ratio to study the effect of drawing on the polymer
PTT155 and found that drawing did increase orientation, as expected.
ATR-IR spectroscopy provides a convenient way of studying diffusion into
the thin slice of material within the evanescent wave (see review by Barbari
and coworkers157). The diffusion of solvents within polymers is highly rel-
evant to polymer processing but also to more diverse applications such as
methanol fuel cells.158 Yarwood and coworkers published an extensive body
of work looking at the diffusion of water within polymers.159–161 Polar organic
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groups show clear spectral changes upon hydration, for example, in the S–O
stretching region around 1080 cm−1,159 and the O–H stretching band of the
water at 3000–3800 cm−1 is sensitive to the interaction with the polymer.161
A recent example from the work of Ike et al. is displayed in Figure 17, which
shows the incorporation of water into the polymers poly(2-methoxyethyl
acrylate) (PMEA) and poly(2-hydroxyethyl methacrylate) (PHEMA) as well
as their copolymers.156 The shape of the water spectrum varied dramatically
with polymer composition: the strong bands around 3200 and 3400 cm−1
were attributed to water hydrating the hydroxyl groups of PHEMA while
the bands from 3500–3600 cm−1 were assigned to water hydrating carbonyl
or ether groups. Diffusion studies are not restricted to simple polymers, for
example Do¨ppers et al. used ATR-IR to study diffusion into polymer–clay
nanocomposites.162
The diffusion of molecules through the skin is important for many drug
delivery applications, and is often modelled using a polymer layer rather
than a real biological sample. The model “skin” membrane is applied to the
IRE, and the drug molecule injected into solution on the opposite side of
the membrane. The passage of the drug molecule through the membrane is
then monitored by ATR-IR. One experimental difficulty is ensuring effective
contact of the membrane with the substrate.163
4.3 Biological soft matter
Total internal reflection spectroscopy has been used extensively to study
biological systems. For the purposes of this review we will restrict discussion
primarily to lipid membranes, proteins and their mixtures. However TIRF
especially has been used extensively to study cells bound to surfaces; we
provided some relevant references earlier in section 3.1.2.
4.3.1 Lipids
The TIR substrate provides a natural support for a planar supported lipid
bilayer (PSLB). The formation of bilayers has been studied by a number of
different methods. Lee and et al. used TIR Raman spectroscopy to follow the
deposition of DPPC bilayers from mixed micelles of DPPC and 𝛽-D-dodecyl
maltoside with ∼45 s time resolution.164 A deuterated lipid was employed to
separate the signals from the lipid and surfactant. The ratio of the intensities
of the C-H and C-D stretches shows the initial adsorption of lipid-surfactant
mixed micelles followed by the progressive replacement of surfactant by lipid.
The conformational order of the lipid chains was inferred from the ratio of the
antisymmetric and symmetric methylene stretching bands, which increased
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Figure 18: Formation of a lipid bilayer by vesicle fusion, studied by evanescent
wave cavity ring down spectroscopy. a: adsorption of vesicles to the surface,
b: fusion of vesicles and c: complete formation of a bilayer. The inset shows
a longer timescale with rinsing starting at 300 s. The surface concentration
at the peak is estimated to be 6.9×6−10molm−2. Reprinted with permission
from ref. 166. Copyright 2012 American Chemical Society.
slightly during the deposition process showing the lipid chains were becoming
more ordered. Bayerl and coworkers used ATR-IR to follow vesicle fusion of
mixed cationic/zwitterionic lipids, showing a slow change in lipid composi-
tion as the fusion process progressed.165 Very recently, Unwin and coworkers
used evanescent wave cavity ring-down spectroscopy to follow the formation
of lipid bilayers by vesicle fusion,166 shown in figure 18. While CRDS has
excellent time resolution, with a single wavelength of light in the cavity it
is not possible to follow different components: for mixtures, Raman or IR
spectroscopy are preferred. TIRF has also proved to be a powerful tool for
investigating bilayer formation via vesicle fusion. For example, individual
vesicles doped with a fluorescent protein can be seen sticking to the bilayer
and not fusing—in which case the fluorescence intensity remains as a point
source—or fusing into the bilayer—in which case the fluorescence spreads out
as the protein diffuses within the bilayer.167 Examples of the use of FRAP
to study lateral motion in PSLBs are given earlier, in section 4.1.2.
Many lipid bilayers undergo temperature-dependent phase transitions.
Lee and Bain used TIR Raman spectroscopy to characterise the phase tran-
sitions of a number of different PSLBs.168 The ratio of the intensities of the
C–H stretching modes in S and P polarised spectra is sensitive to chain tilt,
while the ratio of the antisymmetric to the symmetric CH2 stretching bands
and the wavenumbers of these two bands provide an indication of chain or-
dering (the number of gauche defects).
Under certain conditions lipid bilayers can phase separate, forming do-
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Figure 19: Imaging of lipid domains by tapping mode AFM (a) and TIRF
(b). Although TIRF has lower resolution since it is diffraction limited, it is
also able to acquire images more quickly (fractions of a second as opposed to
minutes). Reprinted with permission from ref. 169. Copyright 2003 Ameri-
can Chemical Society.
mains with separate compositions and degrees of packing (this often happens
in the presence of cholesterol, with the cholesterol preferentially occupying
the “liquid-ordered” phases).170 To study these bilayers an imaging tech-
nique is preferred, since a purely spectroscopic measurement either records
the average spectrum of both domains or a random choice of a single do-
main depending on the area probed. Yip and coworkers studied these phase-
separated domains with TIRF in combination with AFM,84,169 allowing ver-
ification of the position of the domains through two independent methods
(see figure 19). Typically the fluorescence signal comes from a fluorescently
labelled lipid (or cholesterol) added in ∼1% mole fractions. Polarised TIRF
provides information about chain tilt in the different phases, on the assump-
tion that the fluorescent probe does not perturb the local structure of the
lipids.
4.3.2 Proteins
A number of reviews describe the general use of IR spectroscopy for the deter-
mination of secondary structure of proteins.171–173 Most information comes
from the amide I band around 1650 cm−1 (primarily a C=O) stretching vi-
bration. The position of the band indicates the environment:172 𝛼-helices ap-
pear from 1648–1660 cm−1, antiparallel 𝛽-sheets between 1675–1695 cm−1, 𝛽-
43
sheets from 1625–1640 cm−1 and a disordered structure from 1640–1648 cm−1.
Since these bands are all close to each other and overlapping (the ranges above
describe the peak position; the bandwidth is larger) and since most proteins
contain more than one secondary structure, it is necessary to use either the
second derivative or Fourier self-deconvolution to identify the peaks. Goor-
maghtigh and coworkers presented a set of empirical formulae for estimating
the fraction of the protein in different structural motifs based on peak heights
at certain wavenumbers, without the need for deconvolution.174,175 Different
formulae apply for ATR-IR and transmission IR.
ATR-IR offers the possibility to study a thin layer of protein deposited
on an ATR element, which is appealing since the analysis uses only a tiny
amount of protein175 – ∼10 ng compared to 10–100µg in a 5µm cell.173 A
further appealing property of ATR-IR is the reduction in path length of the
water recorded. However, there are two important differences between trans-
mission IR and ATR-IR spectra.172,175 First, proteins in adsorbed films may
be partially dehydrated which can affect the protein structure. Second, the
peaks may shift and change in intensity for purely optical reasons as explained
in section 2.3. Goormaghtigh and coworkers dismiss the latter effect as in-
significant for thin films,175 but it still presents a potential complication for
thicker films that could lead to the mis-assignment of secondary structures.
The possibility of a protein denaturing on the ATR element is a more serious
problem; however, if multilayers of protein are used the first layer—directly
adsorbed to the surface—either contributes little to the overall spectrum or
can be removed by spectral subtraction.13 Owing to the differences between
the spectra of adsorbed layers and proteins in solution, some groups have
discouraged the use of ATR-IR for determining protein structure when other
methods are possible.172
ATR-IR spectroscopy has been used to follow the process of protein ad-
sorption to solid surfaces. At high concentrations some proteins adsorb in
multiple layers. Wei et al.. studied the adsorption of four such proteins. Ini-
tially adsorption is governed by the interaction between the protein and the
surface, but once a few layers have been deposited the rate of adsorption
tends to a constant value governed by the protein–protein interactions.176
This change in the chemical environment of adsorption can be followed both
by the rate of change of the amount adsorbed, and by the change in secondary
structure with time. Figure 20 shows this effect for two different proteins.
For simply calculating the amount of protein adsorbed, the protein amide II
band (1480–1590) cm−1 is most reliable since it is least sensitive to structural
rearrangement.176
A useful method to make TIR spectroscopy more selective is to function-
alise the surface with specific receptors. For TIRF the use of selective surface
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Figure 20: Change of protein secondary structure with time for two proteins
adsorbed on a Ge surface, followed with ATR-IR spectroscopy. During this
time the protein adsorption is increasing, and the change in structure arises
from the contribution of the layers further from the surface. 𝛼-helix/random-
coil: crosses for Tris-HCl buffer, and open circles for phosphate buffered
saline; 𝛽-sheets: filled diamonds for Tris-HCl and open squares for phos-
phate buffered saline; Turns are filled triangles for Tris-HCl and open trian-
gles for phosphate buffered saline. Reprinted with permission from ref. 176.
Copyright 2009 American Chemical Society.
was an early development with free antibody concentrations monitored by
their ability to bind to surface immobilised proteins.177 Taitt et al. reviewed
the rather extensive field.178 The use of ATR-IR with functionalised surfaces
is also reasonably well-developed: ref. 92 provides an overview of the different
approaches that can be used, including direct chemical modification of silicon
surfaces, gold coating followed by thiol coupling on germanium surfaces, and
direct chemical bonding to germanium.
4.3.3 Protein–lipid mixtures
Both ATR-IR and TIRF spectroscopy have been used extensively to study
protein–lipid interactions. A common theme of interest is the orientation
of the protein inside a membrane. There are a variety of good (though
dated) reviews on this subject.13,179,180 Early work used oriented multilayers,
which can be prepared simply by casting lipid dissolved in an organic solvent.
These thick films are ideal for studying lipids by themselves, but may not be
a good model for membrane proteins, which often have hydrophilic regions
that sit outside the bilayer. Lipid bilayers supported on a planar substrate
provide a more realistic model of a biological membrane; they are separated
from the substrate by a thin film of water (10–20 A˚) which prevents too much
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Figure 21: Orientation distribution (top) and schematic diagram (bottom) of
melittin interacting with a lipid bilayer, deduced using a combination of the
order parameters from ATR-IR and sum-frequency generation. Reprinted
with permission from ref. 108. Copyright 2007 American Chemical Society.
interaction between a membrane protein and the solid substrate.179 There are
a number of means to prepare supported bilayers. One common method is to
deposit a lipid monolayer by Langmuir-Blodgett deposition followed by the
adsorption of the second leaflet of the bilayer (of the same or different lipid)
from a vesicle solution.136 If the interaction of the bilayer with the substrate
is still perceived to be a problem, the bilayer can be separated from the
surface either by tethering it to a self-assembled monolayer or by adsorbing
it on a hydrated polymer cushion, allowing membrane proteins to interact
with the membrane without interacting with the inorganic substrate.181,182
A classic example of an oriented protein within lipid membranes is melit-
tin (a constituent of bee venom). It is known to form a bimodal distribution,
with some protein lying parallel to the surface of the bilayer and some span-
ning the bilayer (see figure 21). An early ATR-IR study of the protein by
Frey and Tamm illustrated how modelling a cell membrane with a multilayer
stack of bilayers can give misleading results: they found that melittin was
preferentially oriented parallel to the plane of a lipid bilayer in D2O, but par-
allel to the lipid chains when incorporated in a dry multilayer stack.103 More
recently, Chen and coworkers obtained a more detailed angular distribution
using both ATR-IR and sum-frequency spectroscopy.108 By combining the
orientational information obtained with sum-frequency (which probes ⟨cos 𝜃⟩
and ⟨cos3 𝜃⟩) with the ⟨cos2 𝜃⟩ distribution obtained with ATR-IR, they were
able to confirm the expected bimodal distribution (fig. 21).
46
Figure 22: ATR-IR image showing lysozyme crystals formed on a Si ATR
element functionalised to give a hydrophobicity gradient. The image is based
on the intensity of the protein amide II band. Reprinted with permission from
ref. 185. Copyright 2012 American Chemical Society.
4.4 Imaging
TIRF is almost invariably conducted in imaging mode, since a two-dimensional
map can be generated by relaying the light from the sample through a filter
onto a CCD or CMOS detector. For TIR-Raman and ATR-IR spectroscopies
one needs to record spatial information concurrently with spectral informa-
tion. In ATR-IR, a focal plane array detector is used to acquire an image at
each interferometer delay. An interferogram is then reconstructed for each
pixel and a Fourier transform employed to generate the IR spectrum.
Kazarian and Chan have recently reviewed biomedical applications of
imaging183,184 and technical aspects.53 A single-reflection geometry must be
used for ATR-IR imaging, limiting the sensitivity. Applications include imag-
ing protein crystallisation (see figure 22),185 polymer chemistry,186,187 the
distribution of active ingredients within commercial ointments,188 protein
distribution in cartilage,189,190 the structure and composition of paints used
in artworks,191 and mixing in microfluidic devices.192 In many of these cases,
the short penetration depth simply serves as a convenient two-dimensional
slice. Although the whole sample can be imaged simultaneously with the
spectra extracted through Fourier transform IR, this process is still slow
(∼mins per image) and so where higher time resolution is needed fluorescent
labelling might be a better alternative.
Raman imaging could in principle yield higher spatial resolution than
ATR-IR due to the shorter wavelengths and the ready availability of high res-
olution detectors. While Fourier transform Raman imaging is well-established
with 1064 nm laser sources, it lacks the sensitivity to map thin films on sur-
faces. To our knowledge, there has only been one example of imaging by
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TIR-Raman,38 using annular illumination. The image was obtained by mov-
ing the position of the sample (a patterned polymer film) under the collection
microscope, and hence a different spectrum had to be taken at every point.
4.5 Depth profiling
The idea of using internal reflection spectroscopy for depth profiling is ap-
pealing. The penetration depth of the evanescent wave varies with the angle
of incidence. For a specific spectral wavelength, 𝜈, the measured signal,
𝐼(𝜈, 𝜃𝑖) depends on a Laplace transform of the sample response with respect
to depth, 𝑓(𝑧, 𝜈):
𝐼(𝜈, 𝜃𝑖) ∝ 𝐸0(𝜃𝑖)
∫︁ ∞
0
𝑓(𝑧, 𝜈)𝑒−2𝑧/𝑑𝑝(𝜃𝑖) d𝑧 , (28)
assuming that the refractive index is constant with depth. (Eq. 28 above ap-
plies to Raman scattering and fluorescence and is a reasonable approximation
for weakly absorbing samples in ATR spectroscopies; for strongly absorbing
samples the relationship is more complex, see for example ref. 193.) In princi-
ple, 𝑓(𝑧, 𝜈), can be recovered uniquely through an inverse Laplace transform
of the 𝐼(𝜈, 𝜃𝑖) with respect to the inverse penetration depth. In reality, how-
ever, it is only possible to fit the concentration profile to simple models—for
example a layered system with well-defined layers or an exponential decay
in concentration—and it is almost impossible to distinguish definitively be-
tween different models. We discussed this issue in more detail in our recent
review of TIR Raman scattering,3 and Power has written an extensive review
of the problem of recovering depth profiles from spectroscopic techniques.194
The principal difficulty is that the form of the evanescent field does not vary
strongly with angle of incidence, except very close to the critical angle so each
different angle of incidence imparts very little new information. Near 𝜃𝑐, the
finite numerical aperture of the excitation beam averages over a wide range
of different penetration depths, further degrading the quality of the depth
information (see figure 3 earlier for an illustration of the spread of incident
angles from various numerical apertures).
In the 1980s and 1990s, considerable effort was invested in the prob-
lems of highly absorbing materials and variable refractive indices in ATR-IR
depth profiling.193,196 This work did not usually try to perform the inverse
Laplace transform directly, but instead fitted the intensity data to a model
concentration profile.196,197 Recently Kazarian and coworkers have combined
depth profiling with imaging,195,198 in order to extract qualitative informa-
tion about the thickness of layers and the order in which they occur; figure 23
shows an example of the imaging of multiple polymer layers. This qualitative
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Figure 23: Schematic of a variable angle ATR-IR imaging experiment, show-
ing two different polymer stacks, and images taken with different angles of
incidence. Higher angles of incidence probe a thinner cross-section of sample.
Reprinted with permission from ref. 195. Copyright 2010 American Chemical
Society.
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approach probably represents the sensible limitation of depth profiling by in-
ternal reflection spectroscopy. TIRF depth profiling has followed a similar
pattern to ATR-IR: either data are fitted to simple models199–202 (with no real
way of verifying the accuracy of the model) or only qualitative conclusions
are drawn.203 There has only been very limited work on depth profiling by
TIR-Raman: Fontaine and Furtak published a pair of papers on experimen-
tal considerations,204 and on measurements from a simple two-layer polymer
film,205 while Smith and coworkers investigated the precision with which TIR
Raman can measure the thickness of a single polymer film.206
Total reflection X-ray fluorescence has also been used for depth profil-
ing,207 for example, the counterion distribution in Langmuir-Blodgett films.208
XRF suffers from the same limitations as other total internal reflection tech-
niques.
4.6 Other applications
In this final section, we highlight a few interesting applications relating to
topical problems in soft matter.
A pair of studies used evanescent-wave Raman spectroscopy to look at
orientation near the surface of liquid crystals86,209 (ref. 209 used waveguide
rather than TIR illumination). These studies are notable for two reasons:
first, the use of a transparent electrode as the optical interface allowed the
application of an electric field to the sample (although some of the early TIR
Raman studies also used transparent electrode interfaces for cyclic voltam-
metry measurements29). Second, the studies demonstrate fine (µs) time res-
olution by using a short laser pulse—slightly offset from the application of
the electric field—and integrating over many such pulses. Obviously this ap-
proach requires an experiment that is reproducible over multiple perturba-
tions. Similarly, Noda and coworkers averaged over multiple ATR-IR spectra
while applying a sinusoidally varying pressure at 2500Hz to a PET polymer
film.210 An example is shown in figure 24, in which the variation of the IR
signal with time does not directly follow the form of the applied pressure.
TIR Raman spectroscopy has been used to study the properties of lubri-
cants under pressure, both for boundary lubricants4 and fluid liquid films.212
In both cases the lubricating film is placed between the internal reflection ele-
ment and another substrate (see figure 25) and the pressure between the two
solids increased. Related experiments have been conducted using ATR-IR,213
IR reflection-absorption214 and confocal Raman spectroscopies.215 There are
a number of specific advantages to TIR Raman spectroscopy for this ex-
periment. First, the small sample area of TIR-Raman is beneficial, since a
small area makes it easier to reach high pressures; ATR-IR does not cur-
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Figure 24: (a) Intensity of the 1719 cm−1 C=O stretching band of PET, with
respect to time for 2500Hz sinusoidal compressions (the equivalent plot for
the C-O stretching band at 1255 cm−1, not shown here, showed a sinusoidal
response). (b-d), difference spectra from the mean spectrum taken at the
times indicated as A, B and C respectively. Reprinted with permission from
ref. 210. Copyright 2012 the Society for Applied Spectroscopy.
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Figure 25: Schematic diagram of two different experimental set-ups used for
TIR-Raman tribology studies. Adapted from ref. 211 with kind permission.
rently have the necessary sensitivity in a single-reflection geometry. Second,
the enhancement from the evanescent wave increases the signal (compared
to confocal Raman); and third, the controlled polarisation of TIR-Raman
provides more information on the tilt of the lubricating molecules than is
available in confocal Raman. ATR-IR spectroscopy is viable for studying
thicker films under less confined conditions:213 figure 26 illustrates a cylinder
sliding along a multiple reflection ATR crystal. Chemical reactions in the oil
following hours of wear could be detected through the changes in the ATR-IR
spectrum. Cann has recently reviewed the (linear) spectroscopic techniques
available for studying tribological films.216
Zhang and coworkers recently used ATR-IR to investigate the presence of
the gaseous nanobubbles at the hydrophobic solid–water interface.217 Struc-
tures interpreted as nanobubbles had previously been observed by AFM
imaging, however the identification was based on shape since AFM provides
no information on the composition or state of the features observed. The
possibility also existed that the AFM tip was inducing the formation of bub-
bles. Bubbles of CO2 gas at the interface could be identified definitively by
ATR-IR, since CO2 has a dramatically different spectrum in the gas state
and in an aqueous solution. The volume of the bubble was calculated from
the loss of D2O compared to a bubble-free surface. The pressure inside the
bubbles was calculated either from the CO2 peak intensity and the volume or
from the line width of the gaseous CO2 (although the accuracy of the latter
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Figure 26: ATR-IR tribological apparatus: a cylinder is slid along an ATR
element coated with metal and a lubricant. Reprinted from ref 213, with
kind permission from Springer Science and Business Media.
method was limited by the resolution of the instrument).
5 Conclusions
The use of evanescent waves to make bulk spectroscopic techniques surface-
sensitive dates back more than half a century. Many different forms of spec-
troscopy, including IR and UV/vis absorption, Raman scattering and fluo-
rescence, have exploited the benefits offered by total internal reflection. This
review has been aimed at soft matter researchers who may have a familiarity
with bulk spectroscopy but who are not experts in TIR techniques. We have
set out the principles, instrumentation and applications of TIR spectroscopy
at a depth that will enable readers to read the soft matter literature critically
and to assess the usefulness of TIR spectroscopy for applications of interest
to them. We have tried to highlight limitations and pitfalls in a disinterested
way. The level of detail is not sufficient for researchers to embark on TIR
spectroscopy on the basis of this review alone, but pointers to the detailed
literature are provided. The examples provided are chosen to be illustrative
and this review does not purport to provide comprehensive coverage of the
literature: references to more extensive and specialised review articles have
been provided. TIR spectroscopies are a powerful set of techniques; we hope
this review will lead to them being adopted ever more widely to study soft
matter at interfaces.
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