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Abstract
The number of space objects has grown substantially in the past decades due to new launches,
regular mission activities, and breakup events. This has significantly affected the space envi-
ronment and the development of the space industry. To ensure safe operation of space assets,
Space Situational Awareness (SSA) has attracted considerable attention in recent years. One
primary strategy in SSA is to establish and maintain a Space Object Catalogue (SOC) to pro-
vide timely updated data for SSA applications, e.g., conjunction analysis, collision avoidance
manoeuvring. This thesis investigates three techniques for SOC maintenance, namely the track-
let association method for initial orbit determination, the multi-target tracking method for the
refinement of orbital state estimation, and multi-sensor tasking method for the optimisation of
sensor resources.
Generally speaking, due to the limited number of optical sensors used to track the large popula-
tion of space objects, the obtained observational arcs for many targets are very short. Such short
arcs, which contain a small number of angular observations, are referred as tracklets. Given such
limited data, typical orbit determination methods, e.g., Laplace, Gaussian, Double-R methods,
may fail to produce a valid orbital solution. By contrast, tracklet association methods compare
and correlate multiple tracklets across time, and following successful association, a reliable
initial orbital state can be further determined for SOC maintenance. This thesis proposes an im-
proved initial value problem optimisation method for accurate and efficient tracklet association,
and a common ellipse method to distinguish false associations of tracklets from objects in the
same constellation. The proposed methods are validated using real optical data collected from
the Mount Stromlo Observatory, Canberra, Australia.
Furthermore, another challenging task in SSA is to track multiple objects for the maintenance
of a catalog. The Bayesian multi-target tracking filter addresses this issue by associating mea-
surements to initially known or newly detected targets and simultaneously estimating the time-
varying number of targets and their orbital states. In order to achieve efficient tracking of the
new space objects, a novel birth model using the Boundary Value Problem (BVP) approach
is proposed. The proposed BVP birth model is implemented in the Labelled Multi-Bernoulli
(LMB) filter, which is an efficient multi-target tracker developed based on the Random Finite
Set (RFS) theory, for improved computational efficiency of new space object tracking. Sim-
ii
ulation results indicate that the computational efficiency of the proposed method significantly
outperforms the state-of-the-art methods.
Finally, as limited sensors are available for SOC maintenance, an appropriate sensor tasking
scheme is essential for the optimisation of sensor resources. The optimal sensor tasking com-
mand allocates multiple sensors to take the best action and produce useful measurements for
more accurate orbital state estimation. In this thesis, an analytical form is derived for the Re´nyi
divergence of LMB RFS in which each target state density is a single Gaussian component.
The obtained analytical Re´nyi divergence is formulated as a reward function for multi-sensor
tasking, which improves the computational efficiency, especially for large-scale space object
tracking. In addition, this thesis further investigates the benefits of using the analytical Re´nyi
divergence and various space-based and ground-based sensor networks for accurate tracking of
objects in geosynchronous Earth orbit.
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Chapter 1 Introduction
The number of on-orbit space objects has been growing steadily due to the increasing and
frequent space exploration activities. The majority of space objects drifting in Earth orbits are
debris objects, including inactive spacecraft, fragmentation debris resulting from spacecraft or
launch vehicle break-up events, mission-related debris such as discarded equipment dropped
by astronauts, and rocket bodies from rocket-stages separated in the launching process. By 04
October 2018, the total number of the traceable on-orbit space targets catalogued by the United
States Space Surveillance Network (SSN) was over 19,173 (as shown in Fig. 1.0.1) [1], of
which payloads (including working and failed) comprise about 4,816. Among the catalogued
space objects, the debris objects account for around 74.9% of the total population, and this
number will continue to grow. It is estimated that there are more than 500,000 Earth-orbiting
space objects larger than 1 cm in diameter and more than 100 million larger than 1 mm in
diameter [2].
As the number of on-orbit space objects rises, the risk of collision between these objects
significantly increases. A small piece of debris with only a few centimetres in diameter involved
in a collision can damage or destroy an active satellite due to its high kinetic energy. The debris
enviroment poses a seriously threat to the normal operation of all spacecraft, the safety of space
assets and the sustainable development of the space industry [3]. On 10 February 2009, an
active U.S. satellite, Iridium-33, and a defunct Russian communication satellite, Cosmos 2251,
collided at an altitude of 790 km over Siberia [4]. The collision generated two distinct debris
clouds extending through Low Earth Orbit (LEO) [5] and they will stay in orbit for a long time
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Figure 1.0.1: Number of various types of objects in Earth orbit
due to their high orbit where atmospheric drag is reduced. This potentially increases a long-term
risk in the space environment through a collisional cascading phenomenon [6]. On 27 March
2019, India launched an anti-satellite ballistic missile that destroyed an Indian orbiting satellite
in LEO [7]. The launch created a cloud of debris that may last a year in space before disin-
tegrating in Earth’s atmosphere. These events have highlighted the importance of developing
effective collision avoidance techniques and international guidelines related to debris creation
to protect all spacecraft.
1.1 Motivation
In order to mitigate collisions between active satellites and uncontrolled space objects, or
eventually remove space debris objects, Space Situational Awareness (SSA) [8, 9] has attracted
more and more attention. SSA refers to the ability to view, understand and predict the physical
location of natural and manmade objects in orbit around the Earth, with the objective of avoiding
collisions [8]. One critical component in SSA is to establish and maintain a Space Object
Catalogue (SOC) [10]. A high-capacity SOC can be used for overall conjunction analysis for
all catalogued objects so that accurate forecasts of potential risks and guidelines for collision
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avoidance manoeuvres can be performed.
An SOC is a record of the characteristics of the orbital population that is derived from
measurements or records. The orbital information from the SOC is one major data source for
many critical SSA applications, e.g., conjunction assessment and collision avoidance. There
are three commly used SOCs: the SOC of U.S. Space Command [11], the SOC of the Rus-
sian Federation, and the Database and the Information System Characterising Objects in Space
(DISCOS) of the European Space Agency [12]. The SOC of U.S. Space Command is the most
widely used catalogue, and is maintained by the U.S. SSN using tracking data from radar and
optical devices. North American Aerospace Defense Command (NORAD) maintains parts of
the catalogue for civilian use, published as a set of Two-Line Elements (TLE).
The SOC needs to be updated in a timely manner to provide reliable orbital information for
the prediction of the orbital motion of space objects and the correlation of uncatalogued obser-
vations. In order to routinely update the TLE catalogue, the U.S. SSN performs regular tracking
of all catalogued objects and takes 380,000 - 420,000 observations each day using its global net-
work of SSA sensors, e.g., radar and electro-optical systems [13]. As the power requirements
of radar increase significantly at a greater range, it is typically used for tracking object in LEO.
Compared to the radar technique, optical sensors are more cost-effective for observing object
in higher orbital altitude as they are rarely restricted by range limitation. Therefore, the optical
techniques are indispensable for monitoring a large number of space object to perform regular
catalogue maintenance. Several optical-based surveillance networks have been developed by
the SSA community, including the ground-based electro-optical deep space surveillance sys-
tem [14], and space-based space surveillance system [15, 16].
A major challenge in SSA is that only a limited number of optical sensors are available
to cover a surveillance region [17], e.g., the Geosynchronous Earth Orbit (GEO) and Geosyn-
chronous Transfer Orbit (GTO). Thus, many targets may only be observed within a limited time
window, and the obtained observational arc is generally very short. IOD for such a short ob-
servational arc (i.e., a tracklet) [18] is a practical challenge because the range and range rate
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information remain largely unknown, which refers to the Too-Short Arc (TSA) problem [19].
Classical IOD approaches, including Laplace, Gauss or Double-R methods, may yield poor re-
sults for observations from a single tracklet [19, 20]. Alternatively, a reliable orbital solution
can be obtained by combining multiple tracklets at different epochs. Intuitively, this results in
an extra problem of determining whether two tracklets originate from the same object, namely
the tracklet association problem [21]. Following the association process, an IOD solution can
be obtained for tracklets that have been successfully associated. Tracklet association methods
are essential for cataloguing of uncorrelated observations to guarantee follow-up tracking of the
catalogued objects.
Once an IOD solution is obtained, it can be further applied to a statistical estimator, e.g.,
Batch Least Squares (BLS), Bayesian single-target and/or MTT filters, to achieve a more pre-
cise orbital state estimate. The U.S. SSN employs an automated BLS technique [22] to improve
the orbital state estimates for the large population of catalogued objects. The BLS methods
and single-target filters require all subsequent observations used in the estimation process to
originate from the same target, which may result in additional calls of the tracklet association
process. The MTT filters are able to account for the measurement-to-track association problem
and provide the capability of on-line orbital state estimates for a large number of space objects
when considering several practical challenges, e.g., false alarms, missed detections, and new
target birth. Therefore, the MTT filters are feasible solutions to reduce uncorrelated observa-
tions and produce refined orbital state estimation to improve the accuracy of catalogued objects.
In addition, IOD methods can be integrated into the MTT framework for joint tracking of cata-
logued and newly discovered space object, which provides an effective means to enhance both
the capability and capacity of the current catalogue.
In practical catalogue maintenance applications, a set of SSA sensors are required to jointly
monitor a large number of catalogued space objects [23]. The major difficulty in this process can
be formulated as a resource management problem, in which the major objective is to produce
the best sensor tasking command to the most useful measurements for the desired application.
The multi-sensor tasking scheme plays an important role in catalogue maintenance. It optimises
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sensor resources to collect the best measurements for accurate orbital state estimation and con-
sistently represents the uncertainty of catalogued or first detected targets to enable successful
follow-up tracking [24].
Further, due to the upgrades of current sensors, along with the deployment of new sensors
with greater capability, available observations will keep increasing in the future. NORAD aims
to expand the capacity of the current catalogue to accommodate more than 150,000 objects
in the future [15]. This raises the demand for further development of the tracklet association,
multi-target tracking, and multi-sensor tasking techniques that provide improved performance
for processing the increasing volume of observations. Thus, innovations for the above tech-
niques are crucial to enhance the capacity and capability of the current catalogue, which is the
primary focus of this dissertation.
1.2 Research Objectives
This section presents the research objectives for the tracklet association, multi-target track-
ing, and multi-sensor tasking techniques that are developed for accurate and efficient catalogue
maintenance. For each investigated technique, a brief literature review is introduced as prereq-
uisite knowledge, and the research objectives for corresponding practical challenges are then
summarised.
1.2.1 Tracklet Association
Tracklet association methods mainly assess whether two tracklets originate from the same
object or not; if they are, the common orbit solution can be determined [19, 17]. As the initial
orbital elements of tracklets are not deterministic, the association process is a challenging task
and it has attracted considerable attention from the SSA community [17, 19, 25, 26, 27, 28, 29,
30].
Generally, a tracklet contains angles and angular-rate information, while the ranges and
range rates are further required to obtain a complete IOD solution. However, these two quan-
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tities are not available from optical observations. The admissible region approach [27] is a
feasible IOD method which determines all range and range-rate hypotheses for angles-only
observations. Given a tracklet, the admissible region is constructed as a closed region in the
range and range-rate plane by considering the two-body energy constraint. The admissible
region can be further restricted to a subset by considering several physical constraints (e.g.,
semi-major axis and eccentricity), which results in the so-called Constraints Admissible Region
(CAR) [31]. The range and range-rate hypotheses combined with the angular information are
transformed to Cartesian or Keplerian orbital elements space as hypothetical orbits. These hy-
pothetical orbits can be used to test association with other tracklets, or employed to initialise a
Bayesian filter for recursive estimation.
Several tracklet association methods have been developed based on the admissible region
approach in the last decade [19, 28, 29]. Among the existing efforts, of particular interest in
this thesis is the optimisation method because it avoids exhaustively processing all hypotheses.
Siminski et al. [32, 17] proposed two representative optimisation methods, i.e., the Initial Value
Problem (IVP) approach and the Boundary Value Problem (BVP) approach, that transform
the tracklet association process to an optimisation problem. The optimisation results, i.e., the
global minimum solutions of the corresponding loss function, are subsequently tested with a
threshold. If no results pass this gate, it can be concluded that the observations do not share
a common origin. The effectiveness of the IVP and BVP methods has been assessed using
real optical observations of GEO objects. Assessment results indicate that the BVP method
outperforms the IVP method in terms of robustness and computational efficiency. One drawback
of these two methods is that the measurement noise needs to be calibrated before application,
which increases the overall computational demand. In addition, the feasibilities of these two
optimisation methods still need to be validated using tracklets from objects in different orbit
domains. As the uncorrelated observations increase, it is necessary to develop a new tracklet
association method that is able to accurately and efficiently associate a large population of
tracklets from different orbit domains. Thus, this dissertation aims to develop an improved
optimisation method that avoids the calibration process by using a new loss function defined in
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a non-singular canonical element space. The good association and run-time performance of the
improved IVP method are validated using real optical data from different orbit domains.
In addition, the tracklets from different objects in the same constellation (dubbed as con-
stellation tracklets in this thesis for simplicity), e.g., debris objects from a break-up event, re-
main highly indistinguishable. Fujimoto et al. [19] explained the difficulty of solving this issue
as such tracklets share similarity in terms of the Keplerian orbital elements except for the mean
anomaly. Furthermore, as the time interval between two constellation tracklets increases, they
are more likely to be falsely associated. The erroneously associated constellation tracklets can
lead to inaccurate orbital state estimation or even lost custody of catalogued targets. Therefore,
developing a tracklet association method to identify false associations of constellation tracklets
is essential for accurate catalogue maintenance, and this is considered as another objective of
this thesis. A common ellipse method that can effectively reduce false associations of constel-
lation tracklets is proposed in Chapter 2.
1.2.2 Multi-Target Tracking
Traditional methods of MTT applied to SSA include Global Nearest Neighbour (GNN) [33,
34], Multi-Hypothesis Trackers (MHT) [35, 36, 37, 38], and Joint Probabilistic Data Associa-
tion (JPDA) [39, 40, 41] methods. Alternatively, more recently developed MTT methods lever-
age the theory of Finite Set Statistics (FISST) [42], yielding an explicit, comprehensive, unified
statistical modelling of multi-sensor multi-target systems. It unifies target detection and state
estimation into a single, seamless, Bayes-optimal procedure. The basic element of FISST is the
Random Finite Set (RFS), an order-independent set of random vectors, that is used to define
the multi-target state or measurement set at any given time. The core of the RFS approach is a
Bayes multi-target filter that recursively propagates multi-target state density in time. Several
efficient approximations to the RFS Bayes multi-target filter have been developed, including the
Probability Hypothesis Density (PHD) filter [43], Cardinalised Probability Hypothesis Density
(CPHD) filter [44], Multi-Bernoulli (MB) filter [45], δ-Generalised Labelled Multi-Bernoulli
(δ-GLMB) filter [46, 47], and Labelled Multi-Bernoulli (LMB) filter [48]. The δ-GLMB fil-
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ter and the LMB filter are two of the latest implementations based on the labelled RFS theory.
These labelled RFS filters are able to maintain target identities using a labelling strategy, there-
fore, they are naturally suitable for the maintenance of catalogued objects.
1.2.2.1 Comparison of Labelled RFS Filters
Vo et al. [46] proved that a class of labelled RFS distributions are conjugate, and their
conjugate priors are closed under the multi-target Chapman Kolmogorov equation. In Bayes’
Theorem, if the multi-target prior and posterior belong to the same family, then they are regarded
as conjugate distributions. Based on this derivation, the δ-GLMB filter is proposed as an analyt-
ical solution to the multi-target Bayes recursion. One major contribution of the δ-GLMB filter
is that the target identities or labels are incorporated into individual target states. In this way,
the target trajectories can be extracted as the target states with the same labels in the time series.
The LMB inherits the advantages of the δ-GLMB filter in that it outputs target tracks, while also
achieving better computational efficiency. In order to simplify the computational complexity, a
dynamic grouping and gating method is further developed by Reuter et al. [48] to enable paral-
lelisation. Compared to the PHD, CPHD filters, the labelled RFS filters achieve more accurate
state estimation, and they do not yield a cardinality bias or “spooky effect” 1 [48, 47] because
improved approximations of multi-target density have been made.
One bottleneck of the δ-GLMB and LMB filter is the high computational complexity due
to the exponential increase of hypotheses in the filtering process. In order to avoid exhaustively
computing all hypotheses, two truncations of the multi-target densities in the prediction and up-
date steps respectively are developed to generate hypotheses with significant weights. In order
to further improve the computational efficiency, Vo et al. [49] proposed an efficient implemen-
tation of the δ-GLMB filter using a joint prediction and update strategy, which only yields one
truncation in each iteration. In addition, the truncation is implemented using a Gibbs sampling
method, which dramatically reduces the computational complexity. The joint prediction and up-
date and the Gibbs sampling method [50] can also be applied to the LMB filter, namely the joint
1The “spooky effect” refers to a major drawback of the CPHD filter, which indicates the filter tends to shift the
probability mass of a target to others as a result of missed detections.
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LMB filter [51]. Compared to the standard LMB filter, the joint LMB filter is able to further
reduce the computational burden by simplifying the truncation process. Other developments
that aim to improve the efficiency of the labelled RFS filters can be found in Refs. [52, 53, 54],
and will not be elaborated from here.
The labelled RFS filters have been validated as viable approaches for SSA [55, 56, 9, 57].
However, a rigorous comparison of the labelled RFS filters for space object tracking is unavail-
able in the existing literature. This dissertation provides a quantitative comparison between the
above mentioned four labelled RFS filters, i.e., the δ-GLMB filter, the LMB filter, and their
joint versions, using two simulated test cases, including closely located space object tracking
and large-scale space object tracking. Implementation of the four filters and their comparison
results are presented in Chapter 2.
1.2.2.2 Multi-Target Tracking of New Space Object
In the context of multi-target tracking for SSA, tracking new space object is essential
for expanding the capacity of the current catalogue. The initiation of new space object is
extremely challenging for multi-target tracking using angles-only observations. Typical solu-
tions to determine an IOD solution for optical observations from a single-arc are mainly based
on the admissible region approach, e.g., the CAR [31] and Probabilistic Admissible Region
(PAR) [58] methods. These two approaches provide a probabilistic representation of the ini-
tial orbital state of a tracklet, which can be used to initialise a Bayesian filter for follow-up
tracking [31, 59, 40, 60, 58, 61, 62].
Recently, the CAR and PAR methods have been formulated as birth models and incorpo-
rated with the RFS filters for new space object tracking using short-arc angles-only observa-
tions. The measurement-based birth distribution [63, 48] is commonly used in RFS filters to
determine the probability of existence of newly detected targets based on its association prob-
ability to existing measurements. Jones et al. [64, 65, 56] demonstrated the effectiveness of
using RFS filters in combination with measurement-based CAR and PAR birth models for new
space object tracking. Gehly et al. [66] employed the CAR birth model and CPHD filter for
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new GEO object tracking, and derived the probability of existence of new tracks by considering
the probability of observations originating from clutter or existing targets.
The major drawback of the typical CAR/PAR birth model is that a large number of Gaus-
sian Mixture (GM) components are generated to approximate the initial target state, which in-
troduces significant computational demand for the recursive filtering process. As mentioned in
Sec. 1.2.1, the tracklet association methods are able to determine an IOD solution by associat-
ing two tracklets. Therefore, this dissertation explores the use of an efficient and robust tracklet
association method, i.e., the BVP optimisation method, to model new target birth for improved
computational efficiency of the filtering process. Compared with the CAR/PAR method which
models the initial target state of a single-arc as a GM form, the BVP optimisation method com-
putes a deterministic IOD solution using an additional arc. In this way, the orbit propagation
and measurement-to-track association process can be dramatically simplified. The detailed pro-
cedure is presented in Chapter 4.
1.2.3 Multi-Sensor Tasking
Multi-sensor tasking in SSA aims to optimally allocate limited sensor resources to cover
a large population of space objects. Traditional multi-sensor tasking methods in SSA can be
organised as two subclasses, including the heuristic and information theoretic methods. The
heuristic methods generate sensor tasking solutions without using target state information, and
mainly focus on one particular task, such as high-quality measurements collection or more fre-
quent coverage of the surveillance region [67, 68, 69, 70, 71, 72]. In the information theoretic
sensor tasking process, an information functional is employed to measure the information diver-
gence between the prior and pseudo-posterior multi-target densities. As the higher information
divergence indicates a more significant reduction of the posterior uncertainty, it can be expected
that the measurement maximising the information divergence also yields more accurate state
estimation. Therefore, the information theoretic method enables the sensor tasking scheme to
take the most informative measurements and achieve better use of information. Several infor-
mation functionals have been developed for sensor tasking, including the Kullback-Leibler [73],
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Re´nyi [74], Fisher [75], and Cauchy-Schwarz divergences [76]. Based on these information
functionals, the information theoretic sensor tasking method has been widely investigated in
SSA [75, 77, 78, 79, 80, 81, 82].
Recent advances in Re´nyi divergence allow new developments of several multi-sensor task-
ing algorithms for SSA. Gehly et al. [24] designed a multi-sensor tasking scheme by maximising
the Re´nyi divergence. In addition, a multi-step assignment strategy is developed to take the ad-
vantage of limited observation opportunities. The obtained sensor tasking solutions are able to
account for targets leaving sensor Field of Regard (FOR). Gehly et al. [83] considered target pri-
orities in sensor tasking process by introducing the tactical importance function into the Re´nyi
divergence. Ravagoa et al. [57] employed the Re´nyi divergence and the LMB filter to conduct
the sensor tasking and tracking problem. Note that the Re´nyi divergence is implemented in
the Poisson RFS of the unlabelled LMB distribution, which is identical to the formulation for
PHD in Ref. [24]. Herz et al. [84] developed the Heimdall software which employs the Re´nyi
divergence and the CPHD filter for sensor tasking and state estimation problems.
The general form of the Re´nyi divergence needs numerical integration, and therefore the
heavy computational load makes the Re´nyi divergence a poor choice for practical applications.
Gehly et al. [24] derived the analytical forms of the Re´nyi divergence for Independent Identi-
cally Distributed (IID) cluster RFSs and Poisson RFSs based on the assumption that each target
state is represented by a single Gaussian component. However, the analytical form of the Re´nyi
divergence has not been derived for labelled RFS families in the existing literature. Therefore,
the derivation of an analytical Re´nyi divergence for labelled RFSs is essential for efficient multi-
sensor tasking using the labelled RFS filters. In order to address this issue, this dissertation aims
to develop an analytical Re´nyi divergence for LMB RFSs to simplify the computational com-
plexity. The derived analytical Re´nyi divergence can be formulated as an objective function to
solve the multi-sensor tasking problem.
In addition, sensor tasking for object in the GEO region yields more challenges because the
high orbit altitude restricts the use of ground-based radar and laser ranging sensors to produce
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range information. Traditional methods for monitoring the GEO region mainly rely on angular
observations generated by ground-based optical sensors. Recent works [85, 77] suggest that
space-based optical sensors provide improved capability for GEO object tracking because they
are not restricted by the weather conditions and atmospheric attenuation. Several space-based
optical sensors have been launched into Sun Synchronous Orbit (SSO) [86, 87, 88]. However,
space-based optical sensors placed in GTO [85] can theoretically provide better viewing geom-
etry for the GEO region, and are more applicable for tracking small-size debris object in GEO
for improved catalogue maintenance. Space-based sensors at different orbit domains provide
different tracking performance, and a quantitative comparison is essential to support practical
applications. This dissertation designs several space-based sensor networks and provides a rig-
orous comparison by assessing several parameters e.g., the orbital state estimation, number of
measurements and targets detected. In addition, in the sensor tasking process, several realistic
constraints are also considered including illumination and eclipse conditions [89, 90, 91].
1.3 Thesis Overview
The overall organisation of this dissertation is shown in Fig. 1.3.1. Three new methods are
developed to support catalogue maintenance and other SSA applications.
Chapter 2 first briefly introduces the research background of the tracklet association meth-
ods for IOD, including the definition of the admissible region and two popular tracklet asso-
ciation methods, namely the optimisation and hyperplane intersection methods. Then, an im-
proved IVP optimisation method is proposed and tested using real optical data collected from
Mt. Stromlo Observatory. In addition, in order to address the challenging problem of tracklet
association for tracklets from object in a constellation, a common ellipse method is proposed
and validated using real optical data.
Chapter 3 introduces the mathematical definition of the RFS theory, and several efficient
implementations of the labelled RFS Bayesian multi-target filters are introduced. The perfor-
mance of four labelled RFS filters are compared in two simulated space object tracking scenar-
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Figure 1.3.1: The research steps of the thesis
ios.
Chapter 4 proposes a new multi-target birth model for use in the LMB filter using the BVP
optimisation approach. The BVP birth model estimates a reliable IOD solution of the new track
using two successive tracklets, and its initial covariance is estimated by processing all individual
observations of the two tracklets using the BLS method. The performance of the proposed BVP
birth model is validated by comparing against two conventional birth models in two simulated
multi-target tracking scenarios.
Chapter 5 proposes a novel multi-sensor tasking method for GEO catalogue maintenance.
An analytical formulation of the Re´nyi divergence for LMB RFSs is derived and utilised as
the objective function for sensor tasking. The proposed sensor tasking method is implemented
in several space-based and ground-based sensor networks. Two simulated scenarios, including
large-scale GEO object tracking and dim GEO object tracking are presented for validation.
The conclusion of this thesis and proposed directions for future research are provided in
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the last chapter.
1.4 Contributions of Research
The primary contributions of this thesis are briefly summarised as follows:
1) The multi-target tracking filters based on the latest labelled RFS theory have been
demonstrated as effective solutions for space object tracking.
2) An improved IVP optimisation method is proposed that achieves improved tracklet as-
sociation and run-time performance compared with the traditional IVP and BVP optimisation
methods.
3) A common ellipse method is developed to identify the false associations of tracklets
from objects in the same constellation for better tracklet association accuracy.
4) A new birth model based on the BVP optimisation is presented for use with the LMB
filter. The derived BVP-LMB filter achieves better efficiency for new space object tracking
compared with the conventional CAR and PAR methods.
5) An analytical Re´nyi divergence for LMB RFSs is derived and formulated as the reward
function to efficiently and effectively task multiple sensors for accurate tracking of GEO object.
Chapter 2 Tracklet Association Methods
This chapter first introduces the fundamentals of the methodologies investigated through-
out the thesis. Section 2.1 briefly introduces the theory of the attributable vector, the admissi-
ble region method, and the constrained admissible region method for IOD. Two representative
tracklet association methods based on the admissible region approach are then introduced in
Sec. 2.2.
In order to further investigate the optimisation-based tracklet association methods for im-
proved association and run-time performance, Sec. 2.3 proposes an improvement to the tradi-
tional IVP optimisation approach that determines the association by searching for the global
minimum of a new loss function defined in a non-singular canonical space. As all canonical el-
ements have the same unit, a direct comparison of the distance between any hypothetical orbits
can be achieved without considering the calibration of the measurement noise. The improved
IVP method is validated using optical data of space objects at different altitudes collected from
the Mt. Stromlo Observatory and compared with traditional IVP and another popular tracklet
association method: the BVP optimisation approach. Results illustrate that the improved IVP
method is superior to IVP and BVP in terms of association performance and run-time perfor-
mance.
In addition, traditional methods are prone to the problem of incorrectly associating track-
lets from different objects in the same constellation. To address this issue, a new approach
dubbed the common ellipse method is presented in Sec. 2.4. The core of this approach is to find
a best fitting common ellipse to all hypothetical orbits of the falsely associated tracklets in a
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constellation, if such a common ellipse exists, then the false associations can be identified. The
common ellipse method is tested with tracklets from 86 satellites in the Iridium constellation,
and results show that it significantly improves the true negative rate for the tested scenario.
2.1 Admissible Region Methods
The IOD problem, as one of the main focuses of SSA, is essential for the maintenance of a
catalogue. A good IOD result can also improve the accuracy of orbit prediction and conjunction
assessment. IOD for debris objects is particularly challenging [92], especially in the case where
only optical observations, i.e., angles-only observations, are available, such as for objects in
GEO. As the large population of space debris is tracked only by a limited number of sensors,
the observation arcs of debris objects are very short (typically a few minutes). Given a tracklet,
classical IOD methods such as Laplace, Gauss, and Double-R tend to produce poor results.
A tracklet from an optical arc consists of angular observations, from which angular rates
can be extracted whereas range and range-rate are unavailable. As the ranging information
cannot be determined from a single-arc, the admissible region method restricts all possible
range and range-rate values to a closed region using constraints on the two-body energy [27].
The admissible region can either be approximated using the Gaussian Mixture Model (GMM)
method to initialise a Bayesian sequential estimator, or applied to tracklet association methods
to determine the association of two tracklets. The admissible region method is the foundation
of the tracklet association method and the birth model developed in this thesis, and therefore its
fundamentals are first introduced in this section.
2.1.1 Attributable Vector
Given a tracklet formed by a set of discrete optical observations, its angular data can be
organised in an optical attributable vector for further derivation of the range and range-rate hy-
potheses. The formulation of the optical attributable vectorA used here follows Maruskin [28].
Specifically, the optical attributable vector A contains two angles and two angular rates at an
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observing epoch,
A = (α, δ, α˙, δ˙) ∈ [−pi, pi)× (−pi
2
,
pi
2
)× R2, (2.1.1)
where α and δ are the topocentric right ascension and declination respectively; α˙ and δ˙ are their
angular rates. These angles and angular rates are defined in an equatorial reference system (e.g.,
the commonly used EME2000 coordinate system).
Other data including the observing time t and the location of the observing station are also
included, forming the extended attributable vector X given by:
X = (A, t, h, φ, ϕ), (2.1.2)
where h, φ and ϕ are the altitude, longitude, and latitude of the observing station respectively.
The angles information α and δ of each discrete observation within the tracklet can be
directly extracted from the raw data, while the angular rate information is generally obtained
based on estimation methods. Maruskin [28] proposed an approach to model the kinematics of
the angular motion of an object, given by
α(t) = α0 + α˙0(t− t0) + 1
2
α¨0(t− t0)2, (2.1.3)
where α˙0 and α¨0 are the angular rate and acceleration of α0 at time t0 respectively. The objective
is to estimate the angular position, angular rate, and angular acceleration of the object at time t,
which can be solved using the Least squares (LS) estimation method to process all observations
within a tracklet. This estimation process is applied assuming one-dimensional angular motion
with observations from the tracklet equally spaced and centred on the epoch t0 with uncorrelated
errors. According to Maruskin [28], if the sensors have 1 arc-second observation uncertainties,
then the uncertainty of the angular location and angular rate of the object are on the order of
2.62× 10−6 rad and 6.28× 10−5 rad/h respectively.
Fig. 2.1.1 shows an example of the angular rate estimation process. The LS method is
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used to fit the real right ascension and declination observations of a tracklet from an object in
LEO (NORAD ID 815) collected from the Mt. Stromlo Observatory, Canberra, Australia. In
each subplot, the observations are shown as red dots, and the LS estimation results are shown
as the black curves. These two types of data are highly overlapped, which indicates that the LS
method is able to fit the angular observations.
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Figure 2.1.1: Least squares fit to angular observations
2.1.2 Admissible Region
The theory of the admissible region was first proposed by Milani et al. [27] for tracking
celestial bodies. Tommei et al. [26] applied the theory to the field of angles-only IOD for space
debris tracking. The admissible region approach is the basis of several innovations for IOD
and tracklet association problems. Given an attributable vector, the admissible region method
restricts the possible values of the two undetermined quantities: range ρ and range-rate ρ˙. An
admissible region can be regarded as a closed region constructed in the (ρ, ρ˙) plane using the
constraint of two-body energy ε to ensure a closed orbit about Earth, given by:
ε =
‖ r˙ ‖2
2
− µ‖ r ‖ < 0, (2.1.4)
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where µ = GM is the gravitational parameter of the Earth, r˙ and r are the inertial position and
velocity of a space object with respect to the mass centre of the Earth.
Generally, the admissible region is approximated as a uniform distribution, based on the
assumption that no range and range-rate pairs are more likely than any other [59]. Each uni-
formly discretised point in the (ρ, ρ˙) plane is referred to as a Virtual Particle (VP) [19], and
theoretically, the number of VPs within an admissible region is infinite. Given an attributable
vector, each VP can be used to generate a hypothetical orbit O. The position and velocity of the
object with respect to the Earth centre is defined by
r = r0 + ρ (2.1.5)
r˙ = r˙0 + ρ˙, (2.1.6)
where r0 and r˙0 are the position and velocity of the observing station with respect to the Earth
centre respectively, and ρ and ρ˙ are the inertial position and velocity of the object with respect
to the station respectively, which can be described using the spherical coordinates, given by
ρ = ρuρ (2.1.7)
ρ˙ = ρ˙uρ + ρα˙uα + ρδ˙uδ, (2.1.8)
where uρ, uα and uδ are given by
uρ =[cosα cos δ, sinα cos δ, sin δ]
T (2.1.9)
uα =[− sinα cos δ, cosα cos δ, 0]T (2.1.10)
uδ =[− cosα sin δ,− sinα sin δ, cos δ]T . (2.1.11)
The topocentric right ascension α, declination δ and their angular rates are calculated using
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the following equations
α = tan−1
(ry − ry,0
rx − rx,0
)
(2.1.12)
δ = sin−1
(rz − rz,0
ρ
)
(2.1.13)
α˙ =
1
1 +
( ry−ry,0
rx−rx,0
)2[(r˙y − r˙y,0)(rx − rx,0)− (r˙x − r˙x,0)(ry − ry,0)(rx − rx,0)2
]
(2.1.14)
δ˙ =
1
1− ( rz−rz,0
ρ
)2[ r˙z − r˙z,0ρ − (ρ · ρ˙)(rz − rz,0)ρ3 ] (2.1.15)
where all values are defined in the ECI coordinate frame, r = (rx, ry, rz) and r˙ = (r˙x, r˙y, r˙z)
are the position and velocity of the object respectively, and r0 = (rx,0, ry,0, rz,0) and r˙0 =
(r˙x,0, r˙y,0, r˙z,0) are the position and velocity of the ground station respectively.
The squared Euclidean norms of the position and velocity of the object with respect to the
Earth centre are given by
‖ r ‖2= ρ2 + w5ρ+ w0 (2.1.16)
‖ r˙ ‖2= ρ˙2 + w1ρ˙+ w2ρ2 + w3ρ+ w4, (2.1.17)
where the scalar variables are defined as
w0 =‖ q ‖2, w1 = 2(q˙ · uρ),w2 = α˙2 cos2 δ + δ˙
w3 = 2α˙(q˙ · uα) + 2δ˙(q˙ · uδ), w4 =‖ q˙ ‖2, w5 = 2(q · uρ).
(2.1.18)
The energy equation can be rearranged by substituting Eqs. (2.1.16) and (2.1.17) into
Eq. (2.1.4), given by
ρ˙2 + w1ρ˙+ F (ρ)− 2ε = 0, (2.1.19)
where
F (ρ) = w2ρ
2 + w3ρ+ w4 − 2µ√
ρ2 + w5ρ+ w0
. (2.1.20)
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Given a fixed value of ρ, the value of ρ˙ is obtained by solving the quadratic Eq. (2.1.19),
and ρ˙ can be written as a function of ρ using the following equation.
ρ˙ =
w1
2
±
√
(
w1
2
)2 − F (ρ) + 2ε. (2.1.21)
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Figure 2.1.2: Admissible region
Fig. 2.1.2 shows an example of an admissible region for an attributable vector: A =
(3.044, 0.099, 0.262, 5.836×10−5) of a LEO object (NORAD ID:815). The admissible region is
depicted in the range and range-rate plane with units of Earth radius (ER) and Earth radius/hour
(ER/h) respectively. The blue curve is the boundary of the admissible region generated using the
two-body energy constraint, the red dots represent a set of discretised and uniformly distributed
VPs, and the black star is the location of the truth value of range and range-rate.
2.1.3 Constrained Admissible Region
In order to further reduce the number of hypotheses, the admissible region can be confined
to a smaller subset by introducing more physical constraints on parameters such as the semi-
major axis and eccentricity of the orbit. The obtained subset of the admissible region is called
the CAR [31]. Given constraints on semi-major axis and eccentricity, the corresponding values
determining the boundary of the CAR are generated in the (ρ, ρ˙) plane.
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The semi-major axis constraint can be regarded as an energy constraint since the semi-
major axis a is a function of energy ε, as expressed by
ε = − µ
2a
. (2.1.22)
Given a semi-major axis constraint value, an energy value is determined using Eq. (2.1.22).
Then, the boundary curve corresponding to the semi-major axis constraint can be generated by
solving Eq. (2.1.19) using the obtained energy value and all possible range values.
The eccentricity constraint is a function of angular momentum h and energy ε, which is
given by
e = −
√
1 +
2ε‖ h ‖2
u2
, (2.1.23)
where h is the cross product of the position and velocity of a space object, given by
h = r × r˙. (2.1.24)
Defining the following vector parameters,
h1 = q × uρ (2.1.25)
h2 = uρ × (α˙uα + δ˙uδ) (2.1.26)
h3 = uρ × q˙ + q × (α˙uα + δ˙uδ) (2.1.27)
h4 = q × q˙, (2.1.28)
then, Eq. (2.1.24) can be rearranged as
h = h1ρ˙+ h2ρ
2 + h3ρ+ h4. (2.1.29)
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The squared Euclidean norm of the angular momentum is given by
‖ h ‖2= c0ρ˙2 + Pρρ˙+ U(ρ), (2.1.30)
where
P (ρ) = c1ρ
2 + c2ρ+ c3 (2.1.31)
U(ρ) = c4ρ
4 + c5ρ
3 + c6ρ
2 + c7ρ+ c8, (2.1.32)
and the scalar parameters are given by
c0 =‖ h1 ‖2, c1 = 2h1 · h2, c2 = 2h1 · h3,
c3 = 2h1 · h4, c4 =‖ h2 ‖2, c5 = 2h2 · h3,
c6 =2h2 · h4+ ‖ h3 ‖2, c7 = 2h3 · h4, c8 =‖ h4 ‖2 .
(2.1.33)
Thus, substituting Eqs. (2.1.19) and (2.1.30) into the eccentricity equation (2.1.23) results in
a4ρ˙
4 + a3ρ˙
3 + a2ρ˙
2 + a1ρ˙+ a0 = 0, (2.1.34)
where
a4 = c0, a3 = P (ρ) + c0w1, a2 = U(ρ) + c0F (ρ) + w1P (ρ),
a1 = F (ρ)P (ρ) + w1U(ρ), a0 = F (ρ)U(ρ) + µ
2(1− e2).
(2.1.35)
Given an eccentricity value, a boundary curve of the eccentricity constraint can be obtained
by solving the above equations for all possible range values [31]. Then, the intersection of the
semi-major axis and eccentricity constraint curves reduces the admissible region to a CAR.
Fig. 2.1.3 shows an example of the CAR constructed using the same attributable vector as
employed in Fig. 2.1.2. The constraint range of semi-major axis values is a ∈ [0, 6.5] (ER),
and the constraint range of eccentricity values is e ∈ [0, 0.3]. The blue curve is the semi-major
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Figure 2.1.3: Constrained admissible region
axis constraint boundary, the red curve is the eccentricity constraint boundary, the black dots
represent the uniformly discretised VPs within the CAR, and the star is the true value of range
and range-rate. Results indicate that the CAR significantly reduces the admissible region to a
compact subregion so that the computational efficiency in subsequent applications, e.g., tracklet
association and birth models, can be improved.
2.2 Traditional Tracklet Association Methods
In order to solve the tracklet association problem, several methods based on the admissible
region have been explored. Two representative methods, namely the optimisation method and
the hyperplane intersection method, are investigated in this section.
2.2.1 Optimisation Methods
The orbital state x(t) = (r(t), r˙(t))T of a space object follows the first order differential
equations, given by
x˙(t) = f(x(t), t). (2.2.1)
An orbital state x(t) can be uniquely defined by six independent parameters and described using
either an initial value (r(t1), r˙(t1))T at epoch t1, or boundary values (r(t1), r(t2))T at epochs
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t1 and t2 respectively. Siminski et al. [17, 93] presented two solutions to tracklet association
based on initial value and boundary value formulations respectively, with proposed optimisation
methods for solving both.
In the IVP and BVP methods, the tracklet association is reformulated as an optimisation
problem, and a gradient-based optimiser was used to find the global minimum of the loss func-
tions of the two methods for the determination of association. These methods are of particular
interest due to their high accuracy and efficiency of association performance.
2.2.1.1 Initial Value Problem Approach
Given two tracklets X1 and X2 with attributable vector A1 = (α1, δ1, α˙1, δ˙1) and A2 =
(α2, δ2, α˙2, δ˙2) respectively, the IVP optimisation process determines a best VP p∗ = (ρ∗, ρ˙∗)
that generates a best fitting hypothetical orbit to both X1 and X2.
Specifically, the attributable vector A1 = (α1, δ1, α˙1, δ˙1)T of tracklet X1 at epoch t1, to-
gether with a VP p1 = (ρ1, ρ˙1) are used to define a hypothetical orbit using Eqs. (2.1.5) and
(2.1.6). This hypothesis is propagated to the time epoch t2 of tracklet X2 and transformed
to the observation space to obtain the modelled angular observations Aˆ2 = (αˆ2, δˆ2, ˆ˙α2, ˆ˙δ2)T .
A loss function is defined to measure the difference between the actual observation A2 =
(α2, δ2, α˙2, δ˙2)
T of tracklet X2 and the modelled value Aˆ2 = (αˆ2, δˆ2, ˆ˙α2, ˆ˙δ2)T which is scaled by
their associated uncertainties (i.e., CA2 and CAˆ2), given by
LIVP(p) = (A2 − Aˆ2)T (CA2 + CAˆ2)−1(A2 − Aˆ2), (2.2.2)
where the covariance CAˆ2 is obtained by linearly propagating the covariance of the initial ob-
servation CA1
CAˆ2 = (
∂Aˆ2
∂A1 )
TCA1(
∂Aˆ2
∂A1 ). (2.2.3)
Optimising Eq. (2.2.2) produces the desired best fitting hypothetical orbit (r∗, r˙∗) with the
associated global minimum value of the loss function. The association is decided by checking
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if the global minimum value falls below a predefined threshold. The IVP optimisation method
is presented in Fig. 2.2.1.
Loss function
Tracklet 2
Tracklet 1
IOD solution
 VP
Hypothetical Orbit
Orbit Propagation
Modeled Observations
Figure 2.2.1: The flowchart of the IVP optimisation method
The IVP loss function can be optimised using a pattern search method [17]. One challeng-
ing problem in the IVP optimisation process is the determination of the global minimum despite
the existence of several local minima, which render the problem one of Multi-Modal Optimisa-
tion (MMO) [17]. In other words, in the IVP optimisation procedure, each local minima needs
to be identified and compared to determine the global minimum. Otherwise, the result of IVP
optimisation may turn out to be a local minimum and thus yield missed associations.
The loss function of two GEO tracklets separated by a three-day interval is computed
and presented in Fig. 2.2.2. The loss function is defined on the plane of the semi-major axis
and relative range [17]. The semi-major axis constraint used to bound the hypothetical orbital
states is set to a ∈ [4, 7] ER. There are four valleys as seen in Fig. 2.2.2a, and each needs to
be identified for optimisation. In this study, the eccentricity constraint is introduced to IVP
to improve the run-time performance by reducing the population of hypothetical orbits. The
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(a) log(LIVP) in the semi-major axis and relative
range plane
(b) The region inside the green boundary shown in
left subfigure
Figure 2.2.2: Topography of the IVP loss function
curves in Fig. 2.2.2a represent the boundaries of different eccentricity constraint values, i.e.,
e = 0.1, 0.3, 0.5, 0.7. Smaller eccentricity constraint values yield a dmore compact region
of the loss function topography. For GEO tracklets, the eccentricity constraint value can be
defined within a small range. Fig. 2.2.2b shows the loss function topography constrained by
e ∈ [0, 0.1], which is the region within the blue boundary shown in Fig. 2.2.2a. The use of such
a small eccentricity constraint range yields only one valley in this case, which simplifies the
optimisation process. To further speed up the optimisation, the semi-major axis constraint can
also be reduced to a small range for tracklets from a specific orbit region.
2.2.1.2 Boundary Value Problem Approach
Given two tracklets X1 and X2 with attributable vectors A1 = (α1, δ1, α˙1, δ˙1) and A2 =
(α2, δ2, α˙2, δ˙2) respectively, the angles vector zLOS = (α1, δ1, α2, δ2) describes the Line-of-
Sight (LOS) information at both epochs, and the angular rates zr = (α˙1, δ˙1, α˙2, δ˙2) will be
employed as the discriminator in the BVP optimisation process.
To obtain the boundary value
(
r(t1), r(t2)
)T representation of a complete orbital state,
the LOS vector zLOS can be augmented by a hypothetical range pair τ = (ρ1, ρ2)T . Then the
velocity solution
(
r˙(t1), r˙(t2)
)T determined by a Lambert solver is used to form a hypothetical
orbit O for the hypothesis τ . The modelled angular rates zˆr = (ˆ˙α1, ˆ˙δ1, ˆ˙α2, ˆ˙δ2) at both epochs
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can be calculated based on the hypothetical orbit O using the measurement model h(x).
The loss function used in BVP to determine the best hypothetical orbitO∗ is defined as the
difference between the measured zr = (α˙1, δ˙1, α˙2, δ˙2) and the modelled zˆr = (ˆ˙α1,
ˆ˙δ1, ˆ˙α2,
ˆ˙δ2)
scaled by their uncertainty (i.e., Czr and Czˆr),
LBVP(τ , no) = (zr − zˆr)T (Czr + Czˆr)−1(z − zˆr), (2.2.4)
where no represents half orbital revolution intervals, and the covariance Czˆ is obtained by the
following formulation
Czˆr =
( ∂zˆr
∂zLOS
)T
CzLOS
( ∂zˆr
∂zLOS
)
. (2.2.5)
The BVP optimisation process determines association by evaluating all possible full and
half orbit revolutions no. The parameter no is a function of the time interval ∆t = t2 − t1 and
orbital period Tp. Since the orbital state of a tracklet is unavailable, a possible range of Tp can
be obtained based on the semi-major axis constraints to calculate no. Generally, the Lambert
solver yields a short path and a long path for the transfer between two points in space. The short
path is selected if the fractional part of no is smaller than 0.5, otherwise the long path is chosen.
For each no interval, the BVP optimisation method determines a global minimum of the loss
function. The overall global minimum L∗ of two tracklets is the smallest value of all global
minimum values corresponding to all possible no intervals. One primary advantage of BVP is
that only one local minimum exists for a no value, which does not yield the MMO problem
required for IVP.
In order to reduce the set of possible values of the range hypothesis τ , the smallest perigee
radius rmin and largest apogee radius rmax need to be defined corresponding to the bounds
on semi-major axis [amin, amax] and eccentricity [emin, emax]. The orbit radius is bound within
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[rmin, rmax], where
rmin = amin(1− emax)
rmax = amax(1 + emax).
(2.2.6)
Then, the bound of (ρ1, ρ2) is given by
ρi ∈
[
− (r0,i ·uρ,i)+
√
(r0,i · uρ,i)2 + r2min − w0, − (r0,i ·uρ,i)+
√
(r0,i · uρ,i)2 + r2max − w0
]
,
(2.2.7)
where i = 1, 2 is the index of two measurements; the ground station position vector r0, pointing
vector uρ and scalar parameter w0 are defined in Sec. 2.1.2.
In addition, the boundary of all possible orbital revolution numbers is determined from the
bounded orbital period,
no ∈
[
∆t
Tp,max
,
∆t
Tp,min
]
, (2.2.8)
where the maximum and minimum orbit periods are derived from the semi-major axis values
using Kepler’s third law.
Optimisation methods based on the quasi-Newton method, e.g., the popular Broyden Fletcher
Goldfarb Shanno (BFGS) method [94], can be employed to search for each local minimum of
the loss function. Starting from an initial point (ρ01, ρ
0
2), the BFGS method performs an iterative
search along the path of steepest descent derived from the gradient of LBVP(τ , no). For each
value of no, the initial point (ρ01, ρ
0
2) can be uniquely defined by
ρ0i = −(r0,i · uρ,i) +
√
(r0,i · uρ,i)2 + a(no)2 − w0, (2.2.9)
where a(no) is the semi-major axis value for a given no determined using Kepler’s third law.
The optimisation process is terminated if the loss function value is reduced under a predefined
threshold or if the number of iterations exceeds the maximum. In addition, if the orbital state
of an updated range pair violates the constraints, e.g., semi-major axis and eccentricity, the
30 Chapter 2. Tracklet Association Methods
iterative search is stopped.
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IOD solution
Figure 2.2.3: The flowchart of the BVP optimisation method
For different no intervals, if any global minimum values fall below the association thresh-
old Ta, then the corresponding two tracklets are regarded to be associated. In this study, only
the hypothetical orbit O∗ that yields the overall global minimum loss function value L∗ is re-
garded as the IOD solution in the case that multiple global minimum values meet the threshold
criterion. Fig. 2.2.3 shows the flowchart of the BVP optimisation method.
The BVP optimisation method is further illustrated by associating two simulated tracklets
from the same GEO object separated by around one day. The semi-major axis and the eccen-
tricity constraint values are defined as [6.3, 7] ER and [0, 0.06] respectively. These parameters
result in two possible no intervals, i.e., no ∈ [0.5, 1] and no ∈ [1, 1.5], and both need to be
optimised. Fig. 2.2.4a and Fig. 2.2.4c show the 3-D topography of the BVP loss function for
the two no intervals. The colour map represents the log value of the loss function, where the
log is used for better visualisation. Fig. 2.2.4a shows a flat topography and large loss function
values resulting from no ∈ [0.5, 1]. The shape of the topography in Fig. 2.2.4c obtained us-
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(a) log10 value of the BVP loss function for the
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(d) Optimisation process for the interval
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Figure 2.2.4: The BVP loss function and optimisation process
ing no ∈ [1, 1.5] resembles a funnel, with only one local minimum, which is also the global
minimum, as shown in the figure. Fig. 2.2.4b and Fig. 2.2.4d depict the BFGS optimisation
process, in which the background is the contour of the topography, the square indicates the
starting point, the red lines show the path of steepest descent, the circles are the updated range
pairs in each iteration, and the diamond is the obtained local minimum. The truth is shown as
the star, which is partly overlapped with the diamond in Fig. 2.2.4d. The optimisation process
of Fig. 2.2.4d indicates that the BVP method quickly reaches the local minimum within a few
iterations. However, Fig. 2.2.4b shows that the direction of the steepest descent is opposite to
the truth, and the final estimated local minimum yields a large loss function value, much larger
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than the assumed threshold Ta. Therefore, the local minimum in the case of no ∈ [1, 1.5] is the
global minimum for the tested GEO tracklets.
2.2.2 Hyperplane Intersection Methods
The hyperplane intersection methods determine the association of two tracklets by trans-
forming all hypothetical orbits to a comparison space to assess the intersection of their hyper-
planes. Maruskin et al. [28] proposed a recursive intersection method to determine the unique
orbit of two tracklets in the Delaunay space. However, it needs to be performed manually,
which is difficult for processing a large amount of data. Maruskin et al. [29] also investigated
the strategy of employing a distance metric to determine the correlation between unperturbed
Kepler hypothetical orbits. However, it is mainly suitable for the case of zenith observations.
Fujimoto et al. [19, 95] transformed the uniform PDF of the admissible region to the Poincare´
space, and the association is determined by assessing the overlap of the hypercubes (or bins) in
the Poincare´ space. This approach is referred to the BIN method in this dissertation. Compared
to the intersection approach proposed by Maruskin, the BIN method is more efficient, and it is
able to automatically process a large numbers tracklets to determine association.
The core of the BIN method is to map the PDF of an admissible region to the 6-dimensional
Poincare´ space, and the association is confirmed if two Poincare´ PDFs are overlapped. Given
two Poincare´ PDFs f and g from two admissible regions, which are propagated to the same
epoch, their intersection region is represented by h, where h > 0 for a bin in the case that both
f > 0 and g > 0. The association of two tracklets can be determined by checking if h > 0
over all bins. In addition, multiple tracklets can be grouped together according to the Bayes’
theorem.
Another contribution made by Fujimoto is the development of a linear map from the ad-
missible region to the Poincare´ space. In order to ensure a high accuracy of association, a
large number of VPs needs to be mapped to the Poincare´ space and propagated to the same
epoch. The transformation of a discrete VP starts from topocentric spherical coordinates (i.e.,
(α, δ, α˙, δ˙, ρ, ρ˙)) to Cartesian coordinates (x, y, z, x˙, y˙, z˙), then to Keplerian orbital elements
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(a, e, i,Ω, ω,M ), and finally to Poincare´ variables (L, l,G, g,H, h).
For the unperturbed Keplerian orbit, the orbit propagation of the Poincare´ elements from
time t0 to t is expressed by
Ψpoi(t, t0) : (L(t0), l(t0),G(t0), g(t0),H(t0), h(t0))
→ (L(t0), l(t0) + µ
2
L(t0)3
(t− t0),G(t0), g(t0),H(t0), h(t0)).
(2.2.10)
The transformation and orbit propagation process can be linearised, and the detailed derivation
can be found in Ref. [19].
Mapping numerous points exactly results in large computational demands. Alternatively, a
group of uniformly distributed VPs can first be selected, and the linearisation algorithm applied
to map the vicinity of each VP to the comparison space. In other words, the algorithm linearly
maps a sub-plane in the admissible region to the comparison space with fast speed, and it is
able to obtain all bins as the exact map does. The flowchart of the BIN method is shown in
Fig. 2.2.5.
The BIN method is evaluated using a test scenario of associating two tracklets from the
same object (NORAD ID: 815), and associating two tracklets from two objects (NORAD ID:
815 and 1430) respectively. The former is shown in the top three subfigures in Fig. 2.2.6, and
the latter is given in the bottom subfigures. The bins are expressed in three 2-dimensional
subspaces of the Poincare´ space. In each subfigure, the blue pluses and red stars represent the
bins of corresponding tracklets that are propagated to the same epoch, and the black circles
represent the overlapped bins between the two tracklets. Results of the top subfigures show 201
bins are overlapped, indicating that these two tracklets are from the same object. In addition, the
bottom three subfigures show no overlap bins, and actually, the two tracklets are from different
objects. This test case illustrates that the BIN method is able to associate tracklets from the
same target, and it is able to distinguish tracklets from different targets.
Note that the accuracy and efficiency of the association are highly dependent on the dis-
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Figure 2.2.5: The flowchart of the BIN method
Figure 2.2.6: Bins of two pairs of tracklets in the Poincare´ space, the top three subfigures are
the results of tracklets from the same object (NORAD ID: 815), the bottom ones are the results
from two different objects (NORAD ID: 815 and 1430)
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cretisation size of the bins in the comparison space. Decreasing the bin size will result in a
more accurate association, but significantly increase the computation time and vice versa. A
possible solution is to refine the discretisation size only for the regions that two PDFs overlap.
However, how to adaptively tune the discretisation size to balance the accuracy and efficiency
of association still needs further investigation.
Generally, compared to the BIN method, the IVP and BVP optimisation methods yield less
computational demand. A detailed comparison of the computational efficiencies can be found
in Ref. [17]. Therefore, further improvement based on the optimisation method is one major
objective of this thesis.
Note that both the hyperplane method and the optimisation method are able to determine
a reliable IOD solution for two tracklets after association. Fujimoto et al. [25] validated the
feasibility of combining the tracklet association method with a Bayesian LS estimator to refine
the orbital state estimation. However, tracklet association methods have not been considered for
incorporation with multi-target Bayesian recursive estimation methods for space object track-
ing. Thus, this thesis seeks to explore the use of tracklet association methods for initialisation of
multi-target trackers to achieve an improved computational efficiency. In the following section,
a summary of the RFS theory is given, along with an overview of the multi-target Bayesian
estimation, four latest labelled RFS filters, and a comparison of their performance for space
objects tracking.
2.3 Improved Initial Value Problem Optimisation Method
In this section, an improved IVP method [21] using a new loss function defined in a non-
singular canonical space is proposed to achieve better association and run-time performance.
The use of the new loss function directly compares two six-dimensional canonical orbits of
two tracklets being associated. The new loss function can be efficiently optimised by a genetic
algorithm, and it does not require the calibration process of the noise model, as is the case for
the traditional IVP optimisation method. Therefore, more efficient computational performance
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can be achieved compared to IVP and BVP. The improved IVP method was validated using
optical data at different altitudes collected from the Mt. Stromlo Observatory and compared
with traditional IVP and BVP approaches.
2.3.1 Introduction
Across a broad range of tracklet association methods, either hypothetical orbits of tracklets
or angular information derived from the hypothetical orbits is commonly used as the discrimina-
tor in the loss function. The improved IVP method defines a loss function to directly compare
two hypothetical orbits rather than only consider the angular information for determination
of tracklet association. Two problems need to be addressed to implement the improved IVP
method.
The first one is how to assess the difference between two hypothetical orbits. The hypo-
thetical orbits are usually expressed in the geocentric Cartesian frame for orbit determination.
However, since the orbital uncertainty spreads out quickly in the Cartesian frame, other spaces,
e.g., Delaunay or Poincare´ elements [28, 19], can be used for further tracklet association. In
this study, VPs in the admissible region are transformed to a non-singular canonical element
space to take advantage of the expression of the variables in the same unit, which is convenient
to compare two orbits. This study employs the Euclidean distance between two canonical or-
bits as the loss function to determine tracklet association. The transformation of VPs to the
canonical space is introduced in Sec. 2.3.2.2.
The second problem to be addressed is to efficiently find the optimal solution for the given
loss function. The brute force approach is to generate two sets of uniformly distributed VPs
from the tracklets and transform the VPs to the canonical space to form hypothetical orbits.
Then the minimum loss function values of all combinations of hypothetical orbits is selected
to determine association. The main drawback is that a large number of hypothetical orbits are
needed to ensure accurate association, which dramatically increases the computational burden.
In order to improve the run-time performance, a potential solution to reduce the number of
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combinations is to generate candidate VPs. Instead of using uniformly distributed VPs in the
range and range-rate space, the intersections from a set of uniformly sampled a and e values are
used. For an unperturbed Keplerian orbit, the two quantities a and e are constant. Thus, if the
VPs of two tracklets are generated from the same pair of a and e values, then their hypothetical
orbits can be linked together for the subsequent association because the a and e values are
identical. These VPs are regarded as candidate VPs. Using the same a and e for both VPs
is based on the assumption of unperturbed Keplerian motion, which is a poor assumption for
space objects in low Earth orbit. However, the test results indicate that the proposed method
can achieve good association performance for tracklets generated by real data.
Even though using the candidate VPs reduces the number of combinations for association,
there still exist a large number of candidate VPs to be processed. To further improve the run-
time performance, this study uses an optimisation method to iteratively search for the optimal
solution without processing all candidate VPs. The loss function of two canonical orbits can be
reformulated as a function of a and e and optimised by a genetic algorithm [96]. The procedure
is detailed in Sec. 2.3.2.3.
2.3.2 Methodology
The procedure of improved IVP includes three steps: 1) use the intersection of a and e
values to generate candidate VPs; 2) linearly transform the candidate VPs to canonical space at
the same time epoch; and 3) use the genetic algorithm to minimise the loss function to determine
the global minimum of the loss function. The algorithm is introduced below.
2.3.2.1 Generation of Candidate VPs
In this study, the intersections of semi-major axis and eccentricity constraint curves gener-
ated in a CAR are used as VPs, according to the following procedure.
The constraint equations of a and e can be expressed by
ρ˙2 + w1ρ˙+ F (ρ)− 2ε = 0 (2.3.1)
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a4ρ˙
4 + a3ρ˙
3 + a2ρ˙
2 + a1ρ˙+ a0 = 0 (2.3.2)
The coefficients used in the above equations can be found in Sec. 2.1.3.
The intersections of a and e values can be determined using the solutions of Eqs. (2.3.1)
and (2.3.2). In contrast to numerically solving these two equations, a straightforward and ef-
ficient bisection method is developed to search for the intersections [97]. Its procedure is as
follows.
Given a pair of semi-major axis and eccentricity values (a0, e0) and a set of sparse samples
of uniformly distributed ρ values, a set of discrete points on the a0 curve can be determined
by solving Eq. (2.3.1). Then, the eccentricity value ei at the ith discrete point can be obtained
using Eq. (2.3.2). To roughly determine the bounds of the intersections, a discriminator de
is defined as the difference between ei and e0. If the signs of two discriminators from two
consecutive points are different, an intersection exists between these two points. Finally, the
bisection method is employed to search for the exact location of the intersection. The searching
process is terminated if the value of de is within a predefined tolerance value.
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Figure 2.3.1: Intersections of a pair of a and e curves in a CAR
Fig. 2.3.1 shows the intersections of the a and e curves of the CAR for the given attributable
vector of a tracklet from a GEO object: A = (3.044, 0.099, 0.262, 5.836×10−5), as an example.
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The semi-major axis and eccentricity values are set to a = 6.5 ER and e = 0.3 respectively.
The two black circles denote the intersections of the a and e curves, which are used as VPs.
Note that multiple intersections may be generated from a single pair of a and e values, which
means multiple combinations of hypothetical orbits need to be processed for association. These
combinations can be reduced to a unique pair of hypothetical orbits by maintaining only the two
orbits with minimum value of the loss function.
If a pair of VPs from two tracklets are generated using the same a and e curves, then they
are regarded as candidate VPs. For the subsequent association, the hypothetical orbits of the
candidate VPs are derived and transformed to the canonical space.
2.3.2.2 Transformation to Canonical Space
The observation space coordinates are represented in the topocentric spherical coordinate
system and they need to be transformed into the orbital space represented by six Cartesian
coordinates or a set of orbital elements. The six non-singular canonical elements are used in
this section because they are formulated with the same units so that they can be compared
directly using one distance metric.
Several steps are needed to perform the exact transformation. The first transformation is
from the topocentric spherical frame to the Delaunay space at a given epoch, defined as:
Ψ1 : STop → SDel, (2.3.3)
where STop are the topocentric spherical coordinates consisting of range, range-rate and the
attributable vector (ρ, ρ˙, A); and SDel : (L, l, G, g,H, h) denotes Delaunay variables, where
l = M, g = ω, h = Ω
L =
√
µa, G = L
√
1− e2, H = G cos i.
(2.3.4)
The complete transformation of Ψ1 requires several steps, STop should be transformed to Carte-
sian space SCart, and then transformed to the Keplerian orbital space SOrb to finalise the trans-
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formation to SDel, this process can be found in Ref. [28].
The second step transforms the Delaunay variables into non-singular canonical space
Ψ2 : SDel → SCan, (2.3.5)
where Scan : (ξ1, ξ2, ξ3, η1, η2, η3) are canonical variables, given by
ξ1 =
√
2(G+H) cos (
l + g + h
2
) (2.3.6)
ξ2 =
√
2(G−H) cos ( l + g − h
2
) (2.3.7)
ξ3 =
√
2(L−G) cos(l) (2.3.8)
η1 =
√
2(G+H) sin (
l + g + h
2
) (2.3.9)
η2 =
√
2(G−H) cos ( l + g − h
2
) (2.3.10)
η3 =
√
2(L−G) sin(l). (2.3.11)
For simplicity, the above transformation steps from topocentric spherical coordinates to
canonical space are expressed compactly by:
Ψcantop = Ψ2 ◦Ψ1. (2.3.12)
The last step is the transformation of the canonical elements from time t0 to t. For the
unperturbed Keplerian orbit, the time-evolved transformation can be simplified to
Ψcan(t; t0) : Can(t0)→ Can(t), (2.3.13)
where the time-evolved canonical orbital elements are given by
ξ1(t) = ξ1(t0)− ξ1(t0) tan ( l0 + g0 + h0
2
)
µ2
L30
∆t (2.3.14)
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ξ2(t) = ξ2(t0)− ξ2(t0) tan ( l0 + g0 − h0
2
)
µ2
L30
∆t (2.3.15)
ξ3(t) = ξ3(t0)− ξ3(t0) tan(l0)µ
2
L30
∆t (2.3.16)
η1(t) = η1(t0) + η1(t0) tan (
l0 + g0 + h0
2
)
µ2
L30
∆t (2.3.17)
η2(t) = η2(t0) + η2(t0) tan (
l0 + g0 − h0
2
)
µ2
L30
∆t (2.3.18)
η3(t) = η3(t0) + η3(t0) tan(l0)
µ2
L30
∆t. (2.3.19)
where ∆t = t− t0 is the time interval.
In short, the exact transformation from the topocentric spherical frame to the time-evolved
canonical space can be expressed as
Ψ(t;t0) = Ψcan(t; t0) ◦Ψcantop . (2.3.20)
2.3.2.3 New Loss Function and Optimisation
The loss function of improved IVP can be defined in various forms. In this study, the
Euclidean distance between two canonical orbits is used as the loss function
D(O1,O2) = (O1 −O2)2 = O21 − 2O1 ·O2 +O22. (2.3.21)
Fig. 2.3.2a shows the topography of D(O1,O2) for two LEO tracklets separated by a one-
day interval, where the colour map represents the log10 value of the loss function. The semi-
major axis constraint is a ∈ [1, 1.2] ER, and the eccentricity constraint is e ∈ [0, 0.1]. The new
loss function yields four valleys. In order to determine the global minimum, each valley needs
to be identified and optimised separately. The location of each valley depends on the number
of orbit revolutions that would occur between the two tracklets if they are associated. In fact,
each valley represents a group or family of orbits with a similar orbital period. Any orbit from
the family can produce observations to fit the tracklets at the two observing epochs. Siminski et
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(a) log10(D) value of the loss function (b) 3-D plot of the loss function
Figure 2.3.2: The topography of the new loss function
al. [17] divided the IVP topography into several sub-regions using the semi-major axis bounds
by defining a range of allowed orbit revolutions between the observation epochs. This strategy
can also be applied to the improved IVP method. In Fig. 2.3.2a, the numbers in the brackets
represent the range of orbit revolutions, the red line is the semi-major axis bound.
The complete orbit revolution number m corresponding to each valley is defined as be-
longing to an integer set m, and
m = {m : m ∈ [mmin,mmax],m 6= 0} ∈ Z∆m, (2.3.22)
where mmin and mmax are the minimum and maximum numbers of complete orbit revolutions
respectively; ∆m = mmax − mmin is the difference in the numbers of orbit revolutions; Z
denotes the set of integers. For a given time interval ∆t, mmin corresponds to the valley with
amax and vice versa, given by
mmin = floor
(
|∆t|
2pi
√
µ
a3max
)
(2.3.23)
mmax = ceil
(
|∆t|
2pi
√
µ
a3min
)
, (2.3.24)
Each complete orbit revolution represents a semi-major axis bound which is defined in
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the range of [m − 0.5,m + 0.5]. Note that each bound is defined within the range of mini-
mum and maximum orbit revolutions
(
|∆t|
2pi
√
µ
a3max
, |∆t|
2pi
√
µ
a3min
)
. Note the distinction between
the minimum and maximum orbit revolutions and mmin and mmax (minimum and maximum
complete orbit revolutions). For example, the lower boundary value of the bound at the right
side of Fig. 2.3.2a is 12.7 because it is the minimum allowed orbit revolution. The loss function
within each semi-major axis bound can be optimised separately. After the local minima from
all valleys are obtained, the global minimum can easily be identified from them.
Fig. 2.3.2b is the 3-D plot of the loss function. The topography is smooth and only one
local minimum in each orbit revolution bound is shown in Fig. 2.3.2b. The gradient-based
optimisation methods, e.g., conjugate gradient and Quasi-Newton methods, are potential ap-
proaches to quickly reach the global minimum if the loss function being optimised is smooth
enough. However, the semi-major axis and eccentricity can yield multiple intersections. In
addition, similar to IVP, there are several angular quantities employed in the improved IVP loss
function, this may lead to discontinuities in the loss function (e.g., there are a few jumps at the
boundary region of Fig. 2.3.2b). In order to address the non-smooth optimisation problem, a
genetic algorithm is employed in this study.
Genetic algorithms [96, 98] are randomised population-based heuristic search methods in-
spired by natural evolution. The evolution is an iterative process, and it needs to be initialised
by a population of individuals (i.e., chromosomes). The population at each iteration is a gen-
eration, and each individual is a potential solution to the optimisation problem. The fitness of
each individual is evaluated using the improved IVP loss function. The more fit individuals are
selected from the current population and two biologically inspired operators, i.e., crossover and
mutation, are used to generate a new generation. The new generation is used in the next itera-
tion until termination conditions are satisfied, e.g., the number of generations exceeds a given
maximum or the highest fitness value reaches a given threshold.
Initialisation
Each individual in the population contains two free parameters, i.e., semi-major axis and
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eccentricity. The initial semi-major axis value a0 can be randomly generated within each orbit
revolution bound. In the case m 6= ∅, a0 for a valley can be randomly generated from the
following range [
3
√
µ∆t2
(2pimi+1)2
, 3
√
µ∆t2
(2pimi)2
]
1≤i<mmax−mmin
, (2.3.25)
In the case when m = ∅, no valley exists, but the global minimum can still be found, and a0 can
be randomly selected from the range (amin, amax).
The initial value e0 is independent of the location of the valley, thus it can be randomly
selected from the range of the e constraint values
e0 ∈ [emin, emax]. (2.3.26)
The above process is repeated for all the chromosomes in the population.
Selection
This study uses a fitness proportionate selection rule to select the individuals (parent chro-
mosomes) which are employed to create a new population at the next generation. Given each
successive generation, the fitness of each individual is calculated using Eq. (2.3.21) and the fit-
ter individuals are more likely to be selected. This is to ensure good solutions can be selected
for the next generation.
Crossover
The crossover operator is used to generate child chromosomes by exchanging information
between a pair of parent chromosomes. The generated child chromosomes inherit the charac-
teristics of the parent chromosomes. As only two genes exist in each chromosome, the simple
single-point crossover is employed in this study. The crossover operation results in a big change
in the search space, and a user defined probability is defined to decide whether to execute such
a crossover operation.
Mutation
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Figure 2.3.3: Optimisation of the new loss function
Another genetic operator is mutation, which maintains genetic diversity of the generation
by applying random changes to create child chromosomes. In mutation, a few genes of a par-
ent chromosome will be altered. A child chromosome that has undergone mutation may be
significantly different from its parent. The solution is accepted if the mutation results in an
improvement of the fitness. Generally, a low probability value should be defined, otherwise
mutation may turn into a random search.
The optimisation process is terminated if the number of iterations n reaches the predefined
maximum value nmax or if the loss function value becomes smaller than a predefined threshold
T . The genetic algorithm optimisation process is summarised in Fig. 2.3.3a.
Fig. 2.3.3b gives an example of determining of the local minimum of one valley shown
in Fig. 2.3.2b. The colours of the curves represent the values of the loss function; the triangle
represents the individual with lowest loss function value in the initial population; the circles are
the chromosome (ai, ei) with the best fitness in each generation; the red lines connecting chro-
mosomes show the path of the evolution process; the star is the local minimum as determined by
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the genetic algorithm; the diamond is the (a, e) pair obtained from TLE data used as reference.
The global minimum obtained is within 7 km of the semi-major axis obtained from the TLE
data. This discrepancy may be due to the errors in the optical observations, orbit propagation,
or the TLE itself. TLEs do not have an associated covariance, making it difficult to characterise
the consistency between the two orbital states. However, it is clear that the genetic algorithm
iteratively approaches the TLE orbital state, so the solution yielded is taken as reasonable.
2.3.3 Assessment and Comparison
2.3.3.1 Data Selection
The new tracklet association method is tested using optical observations from the Mount
Stromlo Observatory in the two-month period from March 1 to May 10, 2013. A total of 308
tracklets are generated from the collected data from various orbit domains, including LEO,
medium Earth orbit (MEO), GEO, and GTO. Each tracklet contains five to six observations
over a duration of two to three minutes. Among the 308 tracklets, 22 tracklets are from space
objects that have only one pass, while the remaining 286 tracklets are from space objects that
have at least two passes, and their detailed classification is given in Table 2.3.1.
Table 2.3.1: Classification of the 308 tracklets
Single-pass Multi-pass Total No.
LEO 18 271 289
MEO 4 2 6
GEO 0 11 11
GTO 0 2 2
Total No. 22 286 308
In this study, all 308 tracklets are tested, and the number of all tracklet pairs is 47278,
but only those pairs of tracklets that have a time interval less than five days are tested, because
associating tracklets over long time intervals is unreliable and time-consuming. All tracklets
have been successfully associated with their objects by the Mount Stromlo Observatory based
on TLE data, and this is regarded as reference for comparison.
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2.3.3.2 Association Performance
Tracklet association results are indicated by two commonly used parameters in this study
— sensitivity and specificity. Sensitivity, also known as the true positive rate, means the per-
centage of true tracklet associations that are correctly identified as associated. Specificity, also
known as the true negative rate, measures the percentage of false tracklet associations that are
corrected identified as unassociated. High sensitivity and specificity values mean high accu-
racy of association. Since the values of these two rates are highly dependent on the predefined
threshold T for association, various values of T are tested. The association results of the 308
tracklets are divided into three groups, according to their time intervals: 1) less than one day, 2)
one to three days and 3) three to five days, see Fig. 2.3.4.
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Figure 2.3.4: Association results of three groups of tracklets with different time intervals of 1
day, 1-3 days and 3-5 days using the improved IVP method
Fig. 2.3.4a shows that the true positive rates of all three groups increase rapidly with the
increase of T , meaning that the larger T , the less likely the proposed method will fail to identify
true associations. Among these three curves, the one for the one-day interval rises slightly faster,
while the other two are almost the same, but this difference is not significant. These results
indicate that the improved IVP method can achieve similar true positive rates for tracklets with
different time intervals.
The three solid curves for the true negative rates of all three groups in Fig. 2.3.4b decrease
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rapidly with the increase of T . The fact that tracklet pairs with shorter time intervals result
in smaller true negative rates is not consistent with the general theory — longer time intervals
increase the difficulty in association and are expected to result in smaller true negative rates than
short time intervals. The reason for this discrepancy is that out of the 308 tracklets, 86 tracklets
originate from the Iridium constellation, and their intervals are all less than three days. Tracklets
from different objects but in the same constellation can be easily and erroneously associated to
the same object, which leads to the low true negative rate in this category.
To illustrate the low true negative rates of the 86 tracklets, the true negative rates of the
remaining 222 non-constellation tracklets are also shown in Fig. 2.3.4b in dashed curves. It
is noted that both the solid and dashed curves of the tracklet pairs with an interval of three to
five days overlap since none of the tracklets in this range are from a constellation. The trend
of these dashed curves agrees with the above mentioned general theory. Comparing the top
two dashed curves against the bottom two solid curves, the true negative rates presented in the
dashed curves are much larger. This difference implies that the discrepancy is caused by the
low true negative rates of the 86 constellation tracklets. In order to further improve the true
negative rate of the constellation tracklets, a new approach named the common ellipse method
is proposed in the next section.
The performance of improved IVP is compared with IVP and BVP by assessing the results
of associating the same 308 tracklets. The approaches for minimising the loss functions of
IVP and BVP are a pattern search algorithm and the BFGS optimisation method respectively.
The two body dynamic model is employed to assess the association performance of all three
methods.
The association performance of IVP and BVP depends on the measurement noise. More
robust association can be achieved if the assumed measurement noise distribution is properly
calibrated. The detailed procedure of calibration can be found in Ref [17]. The standard
deviation (STD) of the measurement noise is around 1 arc-second for the tested data col-
lected by the Mount Stromlo Observatory . Therefore, the STDs of measurement noise are
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(a) Improved IVP
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Figure 2.3.5: True positive and true negative rates of all tracklets within 5 days resulting from
the three methods. Note that the log10 value is adopted for the results of IVP and BVP for
better visualisation
σα,δ = 4.89× 10−6 rad and σα˙,δ˙ = 1.17× 10−4 rad/hour respectively in this study. Compared
with IVP and BVP, the improved IVP works robustly and does not need calibration.
Fig. 2.3.5 shows the results of the three methods for all tracklet pairs, where the blue solid
curves and red dashed curves represent the true positive and true negative rates respectively, and
each of these curves consists of 20 points corresponding to different selections of the threshold
value. The improved IVP and IVP yield similar results, with high true positive and negative
rates across a range of threshold values. The improved IVP achieves a slightly higher success
rate in identifying false associations when its true positive rate is the same as IVP. BVP provides
the worst association performance as it yields much lower true negative and true positive rates.
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Figure 2.3.6: Computation time of the improved IVP, IVP and BVP methods
In order to investigate its poor performance, the BVP is further optimised by the pattern
search method. The obtained results are similar to Fig. 2.3.5c, meaning that the association
performance of BVP is independent of optimisation method. Even if the global minimum can
be found, BVP still leads to bad association performance. The generally used Lambert solver
only accounts for two-body dynamics. However, the majority of the tested tracklets are from
LEO objects, which are significantly affected by non-conservative forces, e.g., atmospheric
drag. The use of a typical Lambert solver may yield an inaccurate orbital state and therefore
lead to worse association performance. Siminski et al.[17] suggested addressing this issue by
using a numerical orbit model for Lambert’s problem that also accounts for perturbations. This
is considered beyond the scope of this study and needs to be further investigated in future work.
The comparison results indicate that improved IVP and IVP are more robust, especially for
associating tracklets from LEO.
2.3.3.3 Run-Time Performance
The run-time performance of improved IVP, IVP and BVP is also evaluated in terms of the
computation time required to associate the 308 tracklets across various time intervals. All three
methods are implemented in Matlab, and the computation time is based on an Intel core i7 CPU
with 64-bit numerics and 2.7 GHz clock rate.
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The initial population used in the genetic algorithm contains 20 individuals, and the max-
imum number of iterations is defined as 20. The use of the above parameters yields the results
presented in Fig. 2.3.5a. More individuals and iterations can yield more opportunity to find the
global minimum along with more computational burden. These parameters are selected to bal-
ance the association and run-time performances based on a large number of tests. In the pattern
search method, each search employs 10 initial points and the maximum search step is 1000. In
the BFGS optimisation method, the maximum number of steps is defined as 10. For all three
optimisation methods, if either the search step number exceeds the maximum or the loss func-
tion value satisfies the corresponding threshold, the search process is terminated. Generally, the
BFGS method can achieve fast convergence within 3 to 4 steps, while IVP requires many more
steps to find the global minimum.
As most tracklets are collected during limited windows each night at the Mount Stromlo
Observatory , they are divided into five groups of time intervals from one to five days, with the
exact intervals rounded to the closest integer number of days. The mean computation time of
all pairs of tracklets in each group are shown in Fig. 2.3.6. The results of IVP and BVP are only
for the case of 1 arc-second STD measurement noise. Results indicate that the computation
times of all three methods grow quickly with increasing time intervals. The computation time
of improved IVP is between BVP and IVP. BVP is the fastest throughout all five groups, while
IVP performs worst. Although the figure provides the computation times using one value of
the measurement noise uncertainty, it is important to note that the calibration process requires
IVP and BVP to be performed several times using different noise models, which significantly
increases the computational burden. As the improved IVP method does not need calibration, its
run-time performance outperforms the other two methods.
In addition, the results in Fig. 2.3.6 reveal that time interval is the dominant factor affecting
the efficiency of all three methods. This is because most tested trackelts in Fig. 2.3.6 are from
LEO. According to Eq. (2.3.23), the small semi-major axis a values of the LEO objects result
in large differences in the numbers of complete orbit revolutions ∆m = mmax − mmin. The
large ∆m leads to more computational effort because the optimisation algorithm needs to be
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performed as many times as ∆m. Theoretically, the ∆m of MEO and GEO objects does not
vary too much with increasing time interval between tracklets.
The run-time performance of tracklet association methods depends on several parameters,
e.g., the number of individuals, number of iterations. For a specific method, more accurate
association performance generally requires higher computational cost by tuning the parame-
ters. Therefore, it is necessary to achieve a tradeoff between the association and the run-time
performance. Solving these two conflicting objectives can be regarded as a multi-objective
optimization problem, which is beyond the scope of this thesis.
2.4 Common Ellipse Method for Constellation Tracklets
An issue common to all tracklet association methods is the high rate of erroneous associa-
tion of tracklets from different objects in the same constellation, leading to a low true negative
rate. Thus, a new approach named the common ellipse method is proposed in this section to
identify associated tracklets by checking if there is a common ellipse sufficiently close to the
hypothetical ellipses of all the tracklets in the group.
2.4.1 Introduction
As discussed in Sec. 2.3.3.2, the limitation of improved IVP is the low true negative rate
of the association of constellation tracklets. This issue is noted in previous work [19], and it
can be explained using the following example of associating two tracklets from the Iridium
constellation. Let tracklet X1 be from the Iridium satellite I1 (NORAD ID: 24795) at epoch
t1, and tracklet X2 be from the Iridium satellite I2 (NORAD ID: 24793) at epoch t2, 0.89 days
later than X1. The two satellites have similar Keplerian orbital elements, but the mean anomaly
of I1 is about 72.3 degrees ahead of I2. Therefore, I1 has already passed out of the field of
view of the telescope at epoch t2. However, the large range uncertainty encompassed in the
admissible region means that VPs generated from X1 may be visible in the vicinity of I2 at
time t2. In this case, the two tracklets can be erroneously associated. If several tracklets from
a space object are available, it may lead to more reliable association. Unfortunately, most of
2.4. Common Ellipse Method for Constellation Tracklets 53
the Iridium constellation objects tested in this study were tracked only twice, which introduces
more difficulty for association.
2.4.2 Methodology
To address this issue, a common ellipse method is developed in this study. Theoretically,
the ellipse of a space object consists of five Keplerian orbital elements (a, e, i,Ω, ω). The two
elements a and e define the size and shape of the ellipse respectively, i and Ω define the orien-
tation of the orbital plane and ω defines the orientation of the ellipse in the orbital plane. Often,
constellation space objects can be regarded as located at different locations in their common
ellipse (e.g., a sting of pearls formation). If several tracklets are identified to be associated with
the same tracklet, but the five Keplerian orbital elements (not including mean anomaly) obtained
from the IOD process are significantly different, then at least some of the associations must be
incorrect. The principle can be used to prescreen the constellation tracklets. Given a group of
constellation tracklets, a common ellipse can be generated from the IOD states computed from
any two tracklets in the group. If this common ellipse is close to the orbital elements of other
tracklets (not including mean anomaly), the two selected tracklets are truly associated and the
other tracklets correspond to a string of pearls constellation. In order to compute the orbital
elements for the additional constellation tracklets, a hypothetical ellipse can be generated for
each tracklet using the semi-major axis and eccentricity values obtained from the IOD process
above. A distance metric is then used to assess the difference between the common ellipse and
the hypothetical ellipses. If the distance is within a predefined threshold Tc, then the true asso-
ciation is determined. As a result, the true negative rate is improved because the false positives
are reduced. This common ellipse method is implemented by three steps introduced below.
In the first step, the common ellipse of two tracklets is generated. For example, given
a tracklet X0 and a group of constellation tracklets (X1, · · ·Xn), where X0 and Xi are correctly
associated, the IOD state xCarti in a Cartesian coordinate system is obtained from the improved
IVP method. To obtain an estimate of the covariance PCarti for later determination of the (a, e)
constraints, a Bayesian Kalman filter method (i.e., Extended Kalman Filter (EKF)) is used. The
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EKF is initialised by xCarti and a predefined covariance P
pre, and the measurements ZX0,Xi are
taken from the tracklets. This process yields a more accurate covariance PCarti than simply
adopting P pre with the note the xCarti is still taken from the improved IVP solution. Subse-
quently, the estimated Cartesian state xCarti and P
Cart
i are mapped to the Keplerian orbital ele-
ments space using the unscented transform (UT) method to obtain the state xElli and covariance
PElli of the common ellipse Elli.
The second step is to generate hypothetical ellipses Ellj, (j = 1, 2, . . . , n ∩ j 6= i) for the
other n− 1 tracklets. The three-sigma bounds of a and e determined from PElli are used as the
constraints Ci to generate CARs for these tracklets. Then, the CARj of the jth tracklet is ap-
proximated using the GMM method, which is a weighted mixture of Gaussian components [31]:
p(ρ, ρ˙) =
Lj∑
k=1
wkpg([ρ, ρ˙]
T ;xρ,ρ˙,k;Pρ,ρ˙,k), (2.4.1)
where Lj is the number of GM components; pg denotes normal distribution; wk, xρ,ρ˙,k and Pρ,ρ˙,k
are the weight, mean and covariance of each GM component respectively. For the detailed
derivation of the GM approximation refer to DeMars et al. [31]. The GM components are then
transformed from topocentric spherical coordinates to the Keplerian orbit element space by the
UT method. Then the state xEllj and covariance P
Ell
j of Ellj are extracted from the transformed
GM components. The second step is repeated until hypothetical ellipses of all n − 1 tracklets
are determined.
In the last step, the Mahalanobis distance is employed to calculate the distance between
each of the hypothetical ellipses determined from the second step and the common ellipse Elli.
Note that the units of the five orbital elements in an ellipse are different. Thus, the Mahalanobis
distance of only the angular quantities (i,Ω, ω) of the common ellipse and hypothetical ellipses
are calculated because allEllj are generated from the same (a, e) constraint values derived from
Elli. Then the mean of a weighted sum of the Mahalanobis distances Mi of (i,Ω, ω) between
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all hypothetical ellipses and Elli is obtained by:
Mi =
1
n
n∑
j,j 6=i
Lj∑
k
wj,k(x
Ell
j,k − xElli )(PElli + PEllj,k )−1(xEllj,k − xElli )T , (2.4.2)
where wj,k, xEllj,k and P
Ell
j,k are the weight, mean and covariance of the kth GM component from
the jth tracklet respectively. The Mi value is computed for each combination of X0 with Xi to
determine if the common ellipseElli agrees with the hypothetical ellipses of all tested tracklets.
If the Mi value is within Tc, then X0 and Xi are regarded as associated.
It is noted that the common ellipse method assumes that all tested tracklets are from the
same constellation. The robustness of the method for processing a group of tracklets containing
both constellation and non-constellation tracklets needs to be further assessed in future work.
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tracklets assumed to be associated
1 2 3 4 5 6 7 8 9
Tracklets
0
5
10
15
20
25
M
al
ha
la
no
bi
s 
di
st
an
ce
 (lo
g 1
0)
(b) log10 values of the Mahalanobis distances
corresponding to the left subfigures
Figure 2.4.1: Illustration of the common ellipse method
The pseudo-code of the above common ellipse algorithm is given in Table 2.4.1. A case
study is used here to further explain the process, which considers 10 randomly selected con-
stellation tracklets: X0 and X1, · · · ,X9. Only X0 and X1 are from the same Iridium satellite:
NORAD ID 24795, whereas the other eight tracklets are from different satellites in the Iridium
constellation at different epochs. All ten tracklets are observed within one day from the Mount
Stromlo Observatory . In each subfigure of Fig. 2.4.1a, the blue circles are the common ellipses
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from the tracklets shown with NORAD IDs at the top of the figure and the grey circles are the
hypothetical ellipses of the rest of the tracklets. From all subfigures, we can see that the com-
mon ellipse and hypothetical ellipses of the first subfigure are much closer than the rest, which
indicates that the two tracklets X0 and X1 are more likely than other tracklets to be from the
same space object, as confirmed using the Mahalanobis distance.
Algorithm 1: The common ellipse algorithm
INPUT: X0,Xi, P pre, Tc
OUTPUT: Association results
for i = 1 : n do
Obtain the IOD solution from the improved IVP
(X0,Xi)→ xCarti
Estimate covariance of the IOD
EKF (xCarti , P
pre, ZX0,Xi)→ PCarti
Transform IOD to orbital elements space
UT (xCarti , P
Cart
i )→ (xOrbi , POrbi )
Generate the common ellipse
(xOrbi , P
Orb
i )→ (xElli , PElli )
Generate constraints for CAR
3 sigma boundary (a, e)→ Ci
for j = 1 : n & j 6= i do
Generate CAR
(Xj, Ci)→ CARj
Approximate CAR using GMMs
(CARj, σρ, σρ˙)→ GMMTop
Transform GMMs to orbital elements space
UT (GMMTop)→ GMMOrb
Generate the hypothetical ellipse
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GMMOrb → GMMEllj
end
Calculate Mahalanobis distance
M(GMMEllj ; (x
Ell
i , P
Ell
i ))→Mi
end
Determine association
find (Mi < Tc)→ Association
Fig. 2.4.1b shows the log(Mi) values corresponding to each subfigure of Fig. 2.4.1a and the
green dashed line indicates the threshold Tc for associating these tracklets. The use of log(Mi),
rather than Mi, is for better visualisation due to the extremely large differences among the nine
Mi values. However, Mi is still used in the association process. Tc is determined based on
the statistical results of the Mi values of the 86 Iridium constellation tracklets by the following
procedure.
Figure 2.4.2: Number of true and false associations for different log(Mi) values (the dashed
line indicates the selected Tc for the common ellipse method)
For a constellation tracklet, different improved IVP association thresholds T result in dif-
ferent groups of associated tracklets. The common ellipse threshold Tc depends on the tracklets
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in the group because the Mi value for each pair of tracklets depends on all the tracklets in the
group. Thus, although only 86 Iridium tracklets are tested, a large number of Mi values for
all tracklet pairs resulting from different T values can be obtained, i.e., the total number of M
values for the true and false associations are 1661 and 7058 respectively, for which their asso-
ciations are already known. These known associations can be used to determine an appropriate
value for Tc. The Mi values of these associations are shown in Fig. 2.4.2. An optimal Tc value
needs to be selected to ensure that high true negative and true positive rates can be achieved.
The vertical dotted line indicates the final Tc value, which is located around Tc = 600 (i.e.,
log(Tc) ≈ 6.40). This Tc value is used in Fig. 2.4.1b. The result is only M1 being less than Tc,
which agrees with the real case.
2.4.3 Results
The use of Tc = 600 in the common ellipse methods can improve the association accuracy
of all 86 constellation tracklets compared to the improved IVP method. The solid and dotted
curves in Fig. 2.4.3 represent the results of the improved IVP and common ellipse methods
respectively. Compared with the red solid curve, the red dotted curve (indicating true negative
rate) from the common ellipse method is significantly higher throughout all T values, while
the blue dotted curve indicates a reduction of true positive rate compared to the blue solid
curve. This is mainly because some true associations are rejected, i.e., the red bars in the right
side of the threshold line in Fig. 2.4.2. These results suggest that the common ellipse method
significantly improves the true negative rate with a small reduction of true positive rate for
associating the 86 Iridium constellation tracklets compared to the improved IVP method.
The threshold Tc = 600 is determined based on the statistical results of the association
of the 86 Iridium constellation tracklets because only these data are available. For associating
other constellation tracklets, the optimal threshold values may be different, which needs to be
further investigated using more data.
The common ellipse method should be tested using tracklets of objects not from the same
constellation. However, only tracklets in the Iridium constellation ware tested because the ob-
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Figure 2.4.3: True positive and true negative rates of the improved IVP and common ellipse
methods for the 86 Iridium constellation tracklets
servations from other objects are unavailable. The Mount Stromlo Observatory tracked 29
Iridium satellites for 7 days, and no other space objects were observed during this time window.
The rest of the data were collected after a very long time gap, making it impossible to compute
associations with the observations from the Iridium satellites. Additional testing of the method
using real data from multiple constellation and non-constellation objects is considered a task
for future work.
2.5 Summary
This chapter introduces the fundamentals of the attributable vector, and the construction
of the admissible region and CAR. Then, two commonly used tracklet association methods,
i.e., the optimisation and hyperplane intersection methods, are investigated. The optimisation
method are superior in terms of run-time performance, while their loss functions yield an addi-
tional need for the measurement noise calibration process.
The improved IVP tracklet association method is proposed for associating tracklets from
space objects covering various orbital domains, e.g., LEO, MEO and GEO. A new loss function
is defined in the non-singular canonical space, which does not require a measurement noise
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calibration process as opposed to traditional IVP and BVP methods. The method is tested using
optical data from the Mt. Stromlo Observatory, and the results indicate that the improved IVP
method achieves better association and run-time performance compared with IVP and BVP for
the tested data.
In addition, this chapter presents a common ellipse algorithm for discrimination of false
associations for constellation tracklets. The algorithm determines if a common ellipse is con-
sistent with the hypothetical orbits of several constellation tracklets. Results indicate significant
improvement in the true negative rate compared to the results given in Sec. 2.3.3.2. It can be an
attractive solution for the constellation problem especially when the number of tracklets from a
single object in a constellation is limited.
Chapter 3 Labelled Random Finite Set Filters
This chapter introduces the basic definition of the labelled RFS filters. The mathematical
definitions of the RFS theory are elaborated in Sec. 3.1, followed by a brief introduction of
the Bayesian multi-target filter in Sec. 3.2. Section 3.3 provides an overview of four labelled
RFS filters which are capable of recursively estimating the orbital state of space objects using
optical observations as well as enhancing the capability of track management. The accuracy
and run-time performance of these filters is assessed using two simulated space object tracking
scenarios. A chapter summary is presented in the last section.
3.1 Random Finite Sets
This section briefly introduces the definition of the RFS theory, as well as a few types of
RFSs that commonly used in multi-target filtering.
3.1.1 Definition
The random finite set is a finite set-valued random variable. In contrast to a random vector
that has an exactly known number of elements with fixed order, the RFS has random cardinality
and unordered elements. The cardinality distribution of a random finite set is random and
modelled by a discrete distribution ρ(n) = Pr{|X| = n}, where n ∈ N, the non-negative
integers. The joint distribution of n points is defined as Pn(·).
An RFSX in spaceX is defined as a measurable mapping from a sample space Ω to F(X),
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the space of a finite subset of X, which is defined as a measurable mapping
X : Ω→ F(X). (3.1.1)
An RFS is completely described by its probability distribution, which is the probability
measure P on F(X)
P (T ) = P({X ∈ T }), (3.1.2)
where T is the Borel subset of F(X).
An RFS can be described using the belief mass function. The belief mass function of an
RFS X for any closed subset S ⊆ X is given by
B(S) =
∫
S
pi(X)δX. (3.1.3)
The belief density pi(·) is not a probability density, but both the belief density and probability
density are the probabilistic representation of an RFS. Based on Mahler’s set integral, an alter-
native notion of the belief density is defined. The belief mass function can be a more useful
option than the probability distribution for modelling multi-target systems because it is defined
on the closed subsets of X.
3.1.2 Common Types of Random Finite Sets
There are several commonly used types of RFSs, including the Poisson, IID cluster, Bernoulli
and multi-Bernoulli. A brief description of these RFS families is given below.
Poisson
The cardinality of a Poisson RFS follows a Poisson distribution with intensity function
v(·), and its mean is λ = ∫ ν(x)dx. The cardinality distribution of a Poisson RFS is specified
as
ρ(n) =
e−λλn
n!
. (3.1.4)
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The intensity function v(·) is also referred to as the PHD of an RFS X , which is the first
statistical moment. The probability density of a Poisson RFS X is defined as
pi(X) = e−λ
∏
x∈X
ν(x). (3.1.5)
Independent Identically Distributed Cluster
An IID cluster RFSX is described by an intensity function ν(·) and cardinality distribution
ρ(·). The cardinality satisfies N = ∑∞n=0 nρ(n) = ∫ ν(x)dx. The probability distribution of an
IID cluster RFS is given by
pi(X) = n!ρ(|X|)
∏
x∈X
ν(x)
N
. (3.1.6)
Note that the Poisson RFS is a special case of the IID cluster RFS with the restriction of
the Poisson cardinality distribution.
Bernoulli
A Bernoulli RFS X contains a single element distributed based on the spatial distribution
p(·) with the probability r, and containing the empty set ∅with probability 1−r. the probability
density of a Bernoulli RFS can be expressed as follows
pi(X) =

r · p(x) X = {x}
1− r X = ∅
0 |X| > 1,
(3.1.7)
The cardinality distribution of a Bernoulli RFS is a Bernoulli distribution with parameter
r.
Multi-Bernoulli
A multi-Bernoulli RFS X contains a set of finite independent Bernoulli RFSs X(i), and
each has the probability of existence r(i) and probability density p(i), where i = 1, · · · ,M .
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Thus, a multi-Bernoulli RFS X can be defined by the parameter set {(r(i), p(i))}Mi=1. The prob-
ability density of a multi-Bernoulli RFS is expressed by
pi(X) =

M∏
j=1
(1− r(j)) n = 0
M∏
j=1
(1− r(j)) ∑
1≤i1 6=in≤M
n∏
j=1
r(ij)·p(ij)(xj)
1−r(ij) 1 ≤ n ≤M
0 n > M,
(3.1.8)
The cardinality of a multi-Bernoulli RFS is
∑n
i=1 r
(i). The probability density is generally
represented by the abbreviation pi(X) = {(r(i), p(i))}Mi=1 for convenience. Compared with the
Bernoulli RFS, the multi-Bernoulli RFS can be utilised to model the multi-target state and
cardinality.
3.2 Multi-Target Bayesian Estimation
The multi-target recursive Bayes filter is the theoretical fundamental for multi-target de-
tection, tracking, and identification. The multi-target filter consists of a prediction and measure-
ment update of the multi-target PDF. The prior multi-target probability density is given by the
multi-target Chapman Kolmogorov equation
pik|k−1(Xk−1) =
∫
fk|k−1(Xk|Xk−1)pik(Xk−1|Zk−1)δXk−1, (3.2.1)
where fk|k−1(Xk|Xk−1) is the multi-target state transition density to time tk; fk|k−1(Xk|Xk−1)
accounts for the propagation of survival targets as well as birth and spawn targets. Each target
x ∈ X survives with a probability ps(x), and new birth targets are assumed to follow an MB
process parameterised by pik = {(rB, pB(x))}. Eq. (3.2.1) is also known as the time update of
a Bayes filter. The integral in the above equation is known as a set integral, given by
∫
f(X)δX =
∞∑
i=0
1
i!
∫
f({x1, · · · , xi})d(x1, · · · , xi). (3.2.2)
3.3. Multi-Target Filtering with Labelled Random Finite Sets 65
The derivation of the posterior multi-target probability density is given by the following
Bayes’ theorem
pik(Xk|Zk) = gk(Zk|Xk)pik|k−1(Xk)∫
gk(Zk|Xk)pik|k−1(Xk)δX , (3.2.3)
where g(Z|X) is the multi-target likelihood function, which models the measurement process of
the sensor. In the multi-target tracking scheme, g(Z|X) accounts for several realistic conditions
including measurement noise, clutter, and false alarms, where the clutter is assumed to be a
Poisson process with intensity function κ(·). A single state x ∈ X is detected by a sensor
with the probability of detection pD(x), which models the sensor detection profile. Each target
generates a measurement z ∈ Z according to the single-target likelihood g(z|x).
3.3 Multi-Target Filtering with Labelled Random Finite Sets
This section introduces the fundamentals of the labelled RFS theory, including notations
and definitions of the labelled RFS, and the labelled multi-target dynamic model and obser-
vation model. Then, the detailed implementations of four labelled RFS filters are given, and
a comparison is conducted by assessing their accuracy and computational efficiency for space
object tracking.
3.3.1 Fundamentals of Labelled Random Finite Sets
3.3.1.1 Notations
A common set of notations is used for the convenience of derivation and explanation:
single-target states are denoted as lower-case letters (e.g., x), multi-target states are represented
by upper-case letters (e.g.,X), and the labelled states and distributions are denoted by bold-type
symbols (e.g., x, X and pi). The black-board bold letters indicate spaces (e.g., the state space
X and the measurement space Z). F(X) represents all finite subsets of space X, and Fn(X)
indicates all subsets comprising n elements. Furthermore, several abbreviations are defined as
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well. The inner product of two functions f(x) and g(x) is
〈f, g〉 ∆=
∫
f(x)g(x)dx, (3.3.1)
and the multi-object exponential is defined as
fX
∆
=
∏
x∈X
f(x), (3.3.2)
where f ∅ = 1. The generalised Kronecker delta function δY (X) and inclusion function 1Y (X)
supporting sets, vectors and integers are given by
δY (X) =
 1, if X = Y0, otherwise (3.3.3)
1Y (X) =
 1, if X ⊆ Y0, otherwise (3.3.4)
The multi-target state Xk and observation Zk at epoch tk can be modeled by RFSs
Xk = {x1, x2, · · · , xn}
Zk = {z1, z2, · · · , zm},
(3.3.5)
where n and m are the number of states and observations.
Representing the multi-target state with the labels attached enables us to estimate not only
the target states but also their trajectories. This representation is usually performed using the
labelled RFS notation in which the labelled multi-target state is denoted by
X = {x1,x2, · · · ,xn}, (3.3.6)
where each element includes the target state augmented by a label denoted by x = (x, `) ∈
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X× L. The set of labels of a labelled RFSX is denoted by
L(X) = {L(x) : (x ∈X)}, (3.3.7)
where L : X×L→ L defines the projection from the labelled RFS space to the label space. To
ensure the labels of tracks are distinct, a distinct label indicator can be defined as
∆(X) = δ|X|(|L(X)|), (3.3.8)
which requires the number of elements |X| in the labelled RFS to be equal to the number of
RFS labels.
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Figure 3.3.1: An example of label assignment to tracks
To ensure the uniqueness of target labels, the labels are constructed in the form of ` =
(kB, i) where kB specifies the time of a target birth and i ∈ N is included to distinguish between
targets born at the same epoch. The label space evolves with time, and to emphasise on varia-
tions with time, at any epoch tk, the label space is denoted by L0:k accounts for all labels born at
epoch tk or before. Denoting the space of all labels born at epoch tk by Lk, the complete label
space at epoch tk is constructed by L0:k = L0:k−1 ∪ Lk. Fig. 3.3.1 shows an example of label
assignment to tracks. The label (3, 1) indicates this track is the first one born at the third time
epoch. The trajectory of a target can be straightforwardly obtained by extracting the tracks with
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the same label in a time series.
3.3.1.2 Definition of Labelled Random Finite Sets
The LMB RFS is a particular form of multi-target distribution that is completely charac-
terised by two parameters for each target label ` ∈ L: the probability of existence of a target
with that label denoted by r(`), and its single-object density conditional on its existence, de-
noted by p(`)(·). A complete LMB multi-target density that is characterised by these parameters
is denoted by pi, and the density of an LMB RFS parametrised by {(r(`), p(`))}`∈L is given
by [46]
pi(X) = ∆(X)w(L(X))pX , (3.3.9)
where
w(L) = [1− r]L\L[r]L∩L (3.3.10)
p(x, `) = p(`)(x), (3.3.11)
where L is a set of labels.
A GLMB RFS is a labelled RFS defined by the following parameter set:
pi(X) = ∆(X)
∑
c∈C
w(c)(L(X))[p(c)]X , (3.3.12)
where C is a discrete index set, which introduces the hypothesis in the multi-target tracking
problem. The weights and the spatial distribution are
∑
L⊆L
∑
c∈C
w(c)(L) = 1 (3.3.13)∫
p(c)(x, `)dx = 1. (3.3.14)
The LMB RFS is a special case of the GLMB RFS that has only one component, and
thus the superscript (c) is omitted. The multiple-component and single-component is the main
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difference between LMB and GLMB.
The δ-GLMB RFS with the state and label space X × L is another special form of the
GLMB RFS. In the theory of δ-GLMB, the index set C is defined over all subsets of L and the
space Ξ is defined to represent the history of the track to measurement association.
C = F(L)× Ξ (3.3.15)
w(c)(L) = w(I,ξ)δI(L) (3.3.16)
p(c) = p(I,ξ) = p(ξ), (3.3.17)
where ξ is a realisation of Ξ, and I indicates a set of track labels I ∈ L.
The probability distribution of the δ-GLMB RFS is defined as
pi(X) = ∆(X)
∑
(I,ξ)∈F(L)×Ξ
w(I,ξ)δI(L(X))[p(ξ)]X , (3.3.18)
where (I, ξ) ∈ F(L) × Θ represents a hypothesis, and w(I,ξ) can be interpreted as the prob-
ability of hypothesis (I, ξ). The hypothesis (I, ξ) indicates a set of targets with labels I and
association history ξ. The GLMB can be transformed to δ-GLMB using the identity w(ξ)(J) =∑
I∈F(L) w
(ξ)(I)δI(J).
The prior and posterior densities are δ-GLMB densities for time epoch tk
pik|k−1(X) = ∆(X)
∑
(I,ξ)∈F(L)×Θ
w
(I,ξ)
k|k−1δI(L(X))
[
p
(ξ)
k|k−1
]Xk|k−1 (3.3.19)
pik(X|Z) = ∆(X)
∑
(I,ξ)∈F(Lk)×Θk
w
(I,ξ)
k δI(L(X))
[
p
(ξ)
k (·|Zk)
]Xk , (3.3.20)
where p(ξ)k|k−1(·, `) and p(ξ)k (·, `) are the prior and posterior densities of track `.
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3.3.1.3 Labelled Multi-Target Dynamic Model
For a given labelled multi-target stateX , each state (x, `) ∈X has a probability pS(x, `) to
survive to the next epoch as a new state (xk, `k) with probability density f(xk|x, `)δ`(`k), where
f(xk|x, `) is the transition kernel. In addition, it also has probability qS(x, `) = 1− pS(x, `) of
death and being eliminated.
The survival targets at the next epoch are distributed as
fS(S|X) = ∆(S)∆(X)1L(X)(L(S))[Φ(S; ·)]X , (3.3.21)
where
Φ(S;x, `) =
 pS(x, `)f(xk|x, `), θ(`) > 0qS(x, `), θ(`) = 0. (3.3.22)
The newborn targets at the next epoch are modelled as a labelled multi-Bernoulli RFS with
distribution
fB(Y ) = ∆(Y )wB(L(Y ))[pB]Y , (3.3.23)
where fB is defined on X× Lk, and wB(·) and pB(·, `) are the weight and single target density
corresponding to target ` respectively. Note that although the above birth model is presented for
the LMB RFS, it can be straightforwardly extended to the δ-GLMB RFS.
Target spawning is not considered in this dissertation, but a detailed description can be
found in Bryant et al. [99]. As such, the multi-target state at the time epoch tk is the combination
of surviving and new birth tracks, and the multi-target transition kernel is given by
f(Xk|Xk−1) = fS(Xk ∩ (X× L|Xk−1))fB(Xk − (X× L|Xk−1)). (3.3.24)
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3.3.1.4 Multi-Target Observation Model
Given a labelled RFS X representing the existing targets, each target x ∈ (x, `) has the
probability of detection pD producing a measurement z with likelihood g(z|x, `), as well as the
probability qD = 1− pD of a missed detection.
The measurement to track association can be described using an association map function
θ : L → {0, 1, · · · , |Z|}, and θ ∈ Θ, where Θ denotes the association map space and Θ(I)
denotes the subset of association maps of I .
The multi-target likelihood function is defined as
g(Z|X) = e−〈κ,1〉κZ
∑
θ∈Θ(L(X))
[ψZ(·; θ)]X , (3.3.25)
where e−〈κ,1〉κZ is the distribution of the clutter, and the function ψZ(·; θ) is given by
ψZ(x, `; θ) =

pD(x,`)g(zθ|x,`)
κ(Zθ(`))
, θ(`) > 0
1− pD(x, `), θ(`) = 0
(3.3.26)
The above multi-target likelihood function is defined based on the assumption that each target
generates at most one measurement, i.e., θ(i) = θ(i′) > 0 indicates i = i′.
3.3.2 The δ-Generalised Labelled Multi-Bernoulli Filter
   -GLMB 
update
State 
estimation
  -GLMB 
prediction
  -GLMB     
birth
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-GLMB   
Pruning and 
merging
Figure 3.3.2: The flowchart of the δ-GLMB filter
The probability density of δ-GLMB is a closed form approximation to the Bayes multi-
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target filter, and the δ-GLMB filter outperforms PHD, CPHD, and MB filters in terms of state
and cardinality estimation [47]. The flowchart of the δ-GLMB filter is shown in Fig. 3.3.2.
3.3.2.1 Prediction
In the δ-GLMB filter, the multi-target state is modelled as a δ-GLMB RFS. The posterior
δ-GLMB density is recursively predicted and corrected using equations (3.2.1) and (3.2.3).
Proposition 2.1 If the posterior multi-target density is a δ-GLMB, then the predicted multi-
target density is a δ-GLMB given by [46]
pik|k−1(Xk|k−1) = ∆(Xk|k−1)
∑
(Ik,ξ)∈F(L0:k)×Ξ
w
(Ik,ξ)
k|k−1δIk(L(Xk|k−1))
[
p
(ξ)
k|k−1
]Xk|k−1 , (3.3.27)
where
w
(Ik,ξ)
k|k−1 = w
(ξ)
S (Ik ∩ L0:k−1)wB(Ik ∩ Lk) (3.3.28)
w
(ξ)
S (L) = [η
(ξ)
S ]
L
∑
I⊇L
[1− η(ξ)S ]I−Lw(I,ξ) (3.3.29)
η
(ξ)
S (`) = 〈pS(·, `), p(ξ)(·, `)〉 (3.3.30)
p
(ξ)
k|k−1(x, `) = 1L0:k−1(`)p
(ξ)
S (x, `) + 1Lk(`)pB(x, `) (3.3.31)
p
(ξ)
S (x, `) =
〈pS(·, `)f(x|·, `), p(ξ)(·, `)〉
η
(ξ)
S (`)
. (3.3.32)
In order to effectively implement the δ-GLMB prediction, an equivalent form of Eq. (3.3.27)
is expressed by
pik|k−1(Xk|k−1) = ∆(Xk|k−1)
∑
(I,ξ)∈F(L0:k−1)×Ξ
w(I,ξ)
∑
J∈F(I)
[ηξS]
J [1− ηξS]I−J
×
∑
L∈F(Lk)
wB(L)δJ∪L(L(Xk|k−1)
[
p
(ξ)
k|k−1
]Xk|k−1 . (3.3.33)
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The weight of a survival hypothesis (`, ξ) is given by
ω
(I,ξ)
S = ω
(I,ξ)[η
(ξ)
S ]
J [1− η(ξ)S ]I\J . (3.3.34)
For a given hypothesis (I, ξ), the weight of the predicted hypothesis (J ∪ L, ξ) is denoted as
ω(I,ξ) = ω
(I,ξ)
S (J)wB(L). (3.3.35)
The prediction process involves target birth, death, and survival, which results in a large
population of predicted δ-GLMB hypotheses. In order to improve the computational efficiency,
the K-shortest path algorithm [100] is employed to determine the K most important hypothe-
ses to truncate the predicted δ-GLMB hypotheses. This algorithm determines the K desired
paths in non-decreasing order of cost, which can be formulated based on the probability of
existence of each hypotheses. Note that a fairly large K is required to avoid dropping new
tracks. Additionally, if the maximum number of target that die at each epoch can be specified
based on prior knowledge, then the number of predicted δ-GLMB hypotheses can be reduced
significantly [49].
3.3.2.2 Update
As the number of updated hypotheses increases exponentially with time, a truncation ap-
proach is required to reduce the weak hypotheses. An efficient truncation method is to solve
a ranked assignment problem by constructing a cost matrix. The solution to this ranked as-
signment problem is the desired number of hypotheses with the highest weights. For a set of
measurements Z = {z1, · · · , z|Z|}, and a set of targets with labels I = {`1, · · · , `|I|}, the cost
matrix is given by
C
(I,ξ)
Z =

C1,1 · · · C1,|Z|
· · · Ci,j · · ·
C|I|,1 · · · C|I|,|Z|
 . (3.3.36)
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where i ∈ {1, · · · , |I|}, j ∈ {1, · · · , |Z|}. Each column of the matrix represents a measure-
ment, and each row represents a target. Each item in the cost matrix is expressed by
Ci,j = − ln
( 〈p(ξ)(·, `i), pD(·, `i)g(zj|·, `i)〉
〈p(ξ)(·, `i), 1− pD(·, `i)〉κ(zj)
)
, (3.3.37)
which can be interpreted at the cost of assigning the measurement j to track `i.
The ranked assignment problem is the enumeration of the T least cost assignments. A
similar problem can also be found in the multiple hypothesis tracker (MHT), and one efficient
solution to this ranked assignment problem is Murty’s algorithm [101]. It generates the cheapest
one-to-one assignments of the cost matrix in an increasing order.
Proposition 2.2 If the predicted multi-target density is a δ-GLMB, then the posterior multi-
target density is also a δ-GLMB given by [46]
pik(Xk|Zk) = ∆(Xk)
∑
(I,ξ)∈F(L0:k)×Ξ
∑
θk∈Θk(I)
w(I,ξ,θk)(Zk)δi(L(Xk))
[
p(ξ,θk)(·|Zk)
]Xk ,
(3.3.38)
where
w(I,ξ,θk)(Zk) ∝ w(I,ξ)[η(ξ,θk)Zk ]I (3.3.39)
η
(ξ,θk)
Z (`) = 〈p(ξ)(·,`), ψZk(·, `; θk)〉 (3.3.40)
p(ξ,θk)(x, `|Zk) = p
(ξ)(x, `)ψZk(x, `; θk)
η
(ξ,θk)
Zk
(`)
. (3.3.41)
For a hypothesis (I, ξ) with a weight ω(I,ξ), the δ-GLMB update yields a set of new hy-
potheses (I, ξ, θk) based on measurement to track association, θk ∈ Θk(I). Each updated
hypothesis has a weight of ω(I,ξ,θk)(Zk) ∝ ω(I,ξ)[η(ξ,θk)Zk ]I .
3.3.2.3 Multi-target State Estimation
Several methods can be used to extract target states from the posterior multi-target state
modelled by the δ-GLMB RFS. The multi-Bernoulli estimator is an efficient state extraction
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method for the δ-GLMB density. The tracks with probability of existence higher than a thresh-
old are selected, and the maximum a posteriori (MAP) from the density of each state is calcu-
lated as the state of each track. The probability of existence of track ` is the sum of the weights
of all hypotheses which contain this track.
r(`) =
∑
(I,ξ)∈F(L)×Ξ
ω(I,ξ)1I(`). (3.3.42)
The MAP cardinality estimate of the δ-GLMB filter is given by [47]
ρ(n) =
∑
(I,ξ)∈Fn(L)×Ξ
ω(I,ξ). (3.3.43)
The highest weighted hypothesis that has the same cardinality as ρ(n) is selected, and its labels
and mean estimates of the states are extracted as the multi-target state.
3.3.3 The Joint δ-Generalised Labelled Multi-Bernoulli Filter
One primary drawback of the δ-GLMB filter is the high computational complexity because
two truncations are required for the prediction and update.Vo et al. [49] proposed an efficient
implementation of the δ-GLMB filter by combining the prediction and update steps together,
which is also referred to as the joint δ-GLMB Filter. This joint prediction and update approach
significantly reduces the computational complexity in the truncation procedures. In addition,
a Gibbs sampling method [50] is further proposed to efficiently solve the ranked assignment
problem.
3.3.3.1 Joint Prediction and Update
Proposition 2.3 Given the δ-GLMB posterior density at time tk−1, the δ-GLMB posterior
density at time epoch tk is given by [49]
pik(Xk|Zk) ∝ ∆(Xk)
∑
I,ξ,Ik,θk
w(I,ξ)w
(I,ξ,Ik,θk)
Zk
δIk [L(Xk)]
[
p(ξ,θk)(·|Zk)
]Xk , (3.3.44)
76 Chapter 3. Labelled Random Finite Set Filters
where I ∈ F(L), ξ ∈ Ξ, Ik ∈ F(L0:k), θk ∈ Θk, and
w
(I,ξ,Ik,θk)
Zk
= 1Θk(Ik)(θk)
[
1− η(ξ)S
]I\Ik [η(ξ)S ]I∩Ik × [1− rB,k]Lk\IkrLk∩IkB,k [η(ξ,θk)Zk ]Ik (3.3.45)
η
(ξ)
S (`) = 〈p(ξ)(·, `), PS(·, `)〉 (3.3.46)
η
(ξ,θk)
Zk
(`) = 〈p(ξ)k (·, `), η(θk(`))Zk (·, `)〉 (3.3.47)
p
(ξ)
k (xk, `) = 1L0:k−1(`)
〈PS(·, `)fk(xk|·, `), p(ξ)(·, `)〉
η
(ξ)
S (`)
+ 1Lk(`)pB(xk, `) (3.3.48)
p(ξ,θk)(xk|Zk) =
p
(ξ)
k (xk, `)η
(θk(`))
Zk
(xk, `)
η
(ξ)
S (`)
. (3.3.49)
Eq. (3.3.44) indicates the summation of the enumeration of all possible combinations of births,
deaths, and survivals with associations of new measurements to hypothesised labels.
Note that Eq. (3.3.44) can be expressed as the δ-GLMB form by writing the weight as the
following form
ω
(Ik,ξ,θk)
Zk
∝
∑
I
ω(I,ξ)ω
(I,ξ,Ik,θk)
Zk
. (3.3.50)
The number of hypotheses of the δ-GLMB increases exponentially with time, and thus a
truncation is required to reduce the weak hypotheses. The detailed truncation formulation is
given in Appendix B.1.
Note that the ranked assignment problem needs to be address in the truncation process,
which is to generate the T -best positive 1-1 vectors, and it can be solved using the Murty’s al-
gorithm employed in the δ-GLMB filter. However, the computational complexity of the Murty’s
algorithm is extremely high if a large number of targets are present within sensor Field of View
(FOV). Therefore, the Gibbs sampling algorithm was introduced by Vo et al. [49] to efficiently
address the ranked assignment problem. The Gibbs sampling algorithm is presented in Ap-
pendix B.2.
3.3. Multi-Target Filtering with Labelled Random Finite Sets 77
3.3.3.2 Implementation
Following the derivation of Vo et al. [49], the δ-GLMB can be rewritten as the following
formula by defining h = (I, ξ)
pi(X) = ∆(X)
H∑
h=1
ω(h)δI(h) [F(X)]
[
p(ξ
(h))
]X
. (3.3.51)
The δ-GLMB RFS can be characterised by the parameter set {(I(h), ξ(h), ω(h), p(h)}Hh=1.
As the association history is not employed in the calculation, the joint GLMB filter only
propagates the parameter set {(I(h), ω(h), p(h))}Hh=1 forward, and the major task is to calculate
the parameter set {(I(hk)k , ω(hk)k , p(hk)k )}Hkhk=1 at time epoch k.
The first step is to generate a set of ‘children’ hypotheses {(I(hk), ξ(hk), I(hk)k , θ(hk)k )}Hkhk=1
with significant weights by sampling from the distribution pi, which is given by
pi(I, ξ, Ik, θk) ∝ ω(I,ξ)ω(I,ξ,Ik,θk)Zk . (3.3.52)
Specifically, Hk hypotheses (I(h), ξ(h)) are sampled from pi(I, ξ) ∝ ω(I,ξ), and then for each hy-
pothesis, the Gibbs sampler is used to generate T (h)k samples (I
(h,t)
k , θ
(h,t)
k ) from pi(Ik, θk|I(h), ξ(h)),
where t ∈ [1 : T (h)k ]. The Gibbs sampler generates potential hypotheses represented by the pos-
itive 1-1 vector γ(h,t), and the repeated vectors need to be eliminated. An initial γ(h, 1) is
required to feed to the Gibbs sampler, which can be any 1-1 vectors. In this study, an all-zeros
1-1 vector is used to initialise the Gibbs sampler to avoid extra computation.
Then, the set of intermediate parameters {(I(hk), I(hk)k , ω(hk)k , p(hk)k )}Hkhk=1 needs to be cal-
culated. For each h ∈ H , the parameter set {(I(h), I(h,t)k , ω(h,t)k , p(h,t)k )}Hkh=1 can be calculated
using γ(h,t), which is given by
I
(h,t)
k = {`i ∈ I(h) ∪ Lk : γ(h,t)i ≥ 0} (3.3.53)
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ω
(h,t)
k ∝ ω(h)
|I(h)∪Lk|∏
i=1
η
(h)
i (γ
(h,t)
i ) (3.3.54)
p
(h,t)
k (·, `i) = p(h)k (·, `i)η(γ
(h,t)
i )
Zk
(·, `i)/η(h,γ
(h,t)
i )
Zk
(`i). (3.3.55)
Finally, the parameter set {(I(hk)k , ω(hk)k , p(hk)k )}Hkhk=1 is calculated using the intermediate
parameters which are marginalised via Eq. (3.3.50). The algorithm of the joint δ-GLMB filter
is given in Algorithm 2.2.
Algorithm 2.2: Joint prediction and update
Input: {(I(h), ω(h), p(h))}Hh=1, Zk
Output: {(I(hk)k , ω(hk)k , p(hk)k )}Hkhk=1
for h = 1 : H
Initialise γ(h,1)
Compute the cost matrix η(h) using Eq. (B.1.3)
{γ(h,t)}Thkt=1 = Unique
(
Gibbs(γ(h,1), T (h)k , η
(h))
)
for t = 1 : T hk
Calculate I(h,t)k , ω
(h,t)
k , p
(h,t)
k based on γ
(h,t) using Eqs. (3.3.53)− (3.3.55)
end
end
{I(hk)k , p(hk)k }Hkhk=1 = Unique
({(I(h,t)k , p(h,t)k )}H,Thk(h,t)=(1,1))
for hk = 1 : Hk
ω
(hk)
k =
∑
h,t:
ω
(h,t)
k
normalise weights{w(hk)k }Hkhk=1
3.3.4 The Labelled Multi-Bernoulli Filter
According to Reuter et al. [48], the LMB filter can be interpreted as an efficient approxi-
mation of the δ-GLMB filter. Compared with the standard δ-GLMB filter, which exhibits ex-
ponential growth in the number of posterior components, the LMB filter can be more efficient
since the number of components approximated by the LMB RFS only increases linearly.
In the LMB filter, an LMB RFS is propagated through two major steps, prediction and
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Figure 3.3.3: The flowchart of the LMB filter
update, to produce the LMB posterior. The prediction step incorporates all the information
available about possible random changes that can occur to each single-target state including
target birth and death. The information is mathematically modelled using the probability of
survival, ps(·), and a birth process which itself is modelled as an LMB denoted by piB =
{(r(`)B , p(`)B )}`∈Lk where Lk is the label of newly born targets at each time (indeed, it is Lk
at time tk). In the update step, the information provided by sensor measurements is utilised
in a Bayesian inference framework. This information includes a sensor model formulated as a
single-target measurement likelihood function g(z|x, `), the intensity function of a Poisson RFS
model for clutter measurements, denoted by κ(z), and a detection profile model for the sensor
formulated as a state-dependent probability of detection pD(x, `). The flowchart of the LMB
filter is detailed in Fig. 3.3.3.
3.3.4.1 Prediction
Following the development of Reuter et al. [48], the density of new born targets is modelled
by an LMB RFS with parameter set
{
(r
(`)
B , p
(`)
B )
}
`∈Lk
piB(X) = ∆(X)wB(L(X))[pB]X , (3.3.56)
where
wB(L) = [1− rB,k]Lk\L[rB,k]Lk∩L. (3.3.57)
Let the multi-target posterior state at time tk−1 be approximated by an LMB RFS denoted
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by pik−1. The predicted multi-target density is still an LMB RFS parameterised by [48]
{
(r
(`)
k|k−1, p
(`)
k|k−1)
}
`∈L0:k =
{
(r
(`)
S,k|k−1, p
(`)
S,k|k−1)
}
`∈L0:k−1
⋃{
(r
(`)
B , p
(`)
B )
}
`∈Lk , (3.3.58)
where the label space is L0:k = L0:k−1 ∪Lk, with L0:k−1 ∩Lk = ∅ and the predicted parameters
of the survival track ` are given by
r
(`)
S,k|k−1 = ηS(`)r
(`)
k−1 (3.3.59)
p
(`)
S,k|k−1 =
〈ps(·, `)f(x|·, `), pk−1(·, `)〉
ηS(`)
(3.3.60)
ηS(`) = 〈ps(·, `), pk−1(·, `)〉, (3.3.61)
where ηS(`) is the survival probability for track `.
The predicted LMB RFS is required to be converted to the δ-GLMB form to perform the
full δ-GLMB update. This conversion is obtained by
pik|k−1(Xk|k−1) = ∆(Xk|k−1)
∑
Ik∈F(L0:k)
w
(Ik)
k|k−1δi(L(Xk|k−1))[pk|k−1]Xk|k−1 , (3.3.62)
where I represents a set of track labels at time tk, and
w
(Ik)
k|k−1 =
∏
`∈L0:k\Ik
(1− r(`)k|k−1)
∏
`′∈Ik
1L(`
′)r(`
′)
k|k−1. (3.3.63)
Cardinality Hypotheses
3 (`1, `2, `3 )
2 (`1, `2) (`1, `3) (`2, `3)
1 `1 `2 `3
0 ∅
Table 3.3.1: Construction of δ-GLMB hypotheses
Table 3.3.1 shows an example of transformation from LMB to δ-GLMB. The LMB con-
tains three tracks represented by their labels I = (`1, `2, `3). All permutations of the label set I
3.3. Multi-Target Filtering with Labelled Random Finite Sets 81
are listed in Table 3.3.1 based on the cardinality of the hypotheses. The weight of a hypothesis
depends on the probability of existence of each Bernoulli component. For example, the weight
of hypothesis (`1, `2) can be expressed as ω(`1,`2) = r(`1) · r(`2) · (1− r(`3)).
3.3.4.2 Update
Given the predicted δ-GLMB, the updated δ-GLMB is given by [48]
pik(Xk|Zk) = ∆(Xk)
∑
(Ik,θk)∈F(L0:k×Θk)
w(Ik,θk)δIk(L(X))[p(θk)k (·|Z)]Xk , (3.3.64)
where
ω(Ik,θk)(Zk) ∝ w(Ik)k|k−1
[
η
(θk)
Zk
]Ik (3.3.65)
p(θk)(x, `) =
pk|k−1(x, `)ψZk(x, `; θk)
η
(θk)
Zk
(`)
(3.3.66)
η
(θk)
Zk
(`) = 〈pk|k−1(·, `), ψZk(·, `; θk)〉 (3.3.67)
ψZk(x, `; θk) =

pD(x,`)g(zθk(`)|x,`)
κ(zθk(`))
if θk(`) > 0
1− pD(x, `) if θk(`) = 0.
(3.3.68)
The posterior δ-GLMB must be transformed to the LMB pik(Xk|Zk) form to perform the
recursive estimation. The posterior probability of existence r(`)k and probability density p
(`)
k (·)
of track ` are given by [48]
r
(`)
k =
∑
(Ik,θk)∈F(L0:k)×Θk
1Ik(`)w
(Ik,θk)(Zk), (3.3.69)
p
(`)
k (x) =
1
r
(`)
k
∑
(Ik,θk)∈F(L0:k)×Θk
1Ik(`)w
(Ik,θk)(Zk)p
(θk)(x, `). (3.3.70)
The parameters of the updated LMB density are obtained by Eqs. (3.3.69) and (3.3.70).
In addition, the tracks with the probability of existence lower than a pruning threshold are
removed, and tracks that are closely spaced are merged. The tracks with the probability of
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existence higher than a specific threshold are extracted as the posterior state estimate.
Xˆ =
{
(xˆ, `) : r(`) > Tr
}
, (3.3.71)
where xˆ = arg max
x
p(`)(x).
The grouping and gating method is an efficient implementation of the LMB filter which
can significantly reduce the computational burden. The principle is to partition the LMB and
measurements into several groups, such that each contains closely spaced targets and corre-
sponding associated measurements. Compared with the full set of targets and measurements,
each constructed group has a reduced number of components. In addition, the LMB update of
the constructed groups can be performed in parallel to further speed up the computation. The
detailed procedure of the grouping and gating technique is given in Appendix B.3.
Remark The grouping and gating method is extremely suitable for optical space object
tracking because the small FOV of SSA sensors, e.g., telescopes, only cover a small portion of
the surveillance region which yields a natural partition. Even though a tracking campaign may
conduct a large population of space objects, only a few of them can be detected at a single time
epoch. Thus, all targets and measurements within the sensor FOV are grouped together, and
only this group requires performance of the measurement update step.
3.3.5 The Joint Labelled Multi-Bernoulli Filter
The LMB filter with grouping and gating is an efficient solution for space object track-
ing using optical sensors which have a small FOV. In the case of a large number of closely
space objects, e.g., space debris objects from break-up event, the group and gating approach
may still result in a heavy computational burden. Motivated by the joint prediction and up-
date δ-GLMB filter, the joint LMB filter was developed by Reuter et al. [48] to further reduce
the computation cost. The truncation of the joint LMB filter can be implemented using either
the traditional Murty’s algorithm or the more recent Gibbs sampling method. The comparison
results demonstrate that more efficient performance is achieved by the Gibbs sampling imple-
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mentation. Therefore, the joint LMB filter via the Gibbs sampling implementation is introduced
in this section.
The prediction of the joint LMB filter resembles the regular LMB filter. The prior multi-
target state is approximated using the LMB RFS as the union of the predicted existing targets
and the newborn targets. The update of the joint LMB filter is similar to the joint δ-GLMB filter.
The use of the joint prediction and update avoids to calculating the predicted hypotheses with
significant weights using the K-shortest path algorithm and therefore speeds up the calculation,
especially for a large number of targets.
Note that the assignment cost of the joint LMB slightly differs from the joint δ-GLMB,
and is given by
ηi(j) =

1− ηS(`i)r(`i), 1 ≤ i ≤ R, j < 0
ηS(`i)r
(`i)η
(j)
Zk
(`i), 1 ≤ i ≤ R, j ≥ 0
1− rB,k(`i), R + 1 ≤ i ≤ P, j < 0
rB,k(`i)η
(j)
Zk
(`i), R + 1 ≤ i ≤ P, j ≥ 0.
(3.3.72)
The major differences are that the association history ξ is not considered in the calculation due
to the LMB approximation at each recursion, and ηS(`i)r(`i) is used to replace ηS(`i). The
ranked assignment problem is efficiently solved by using the Gibbs sampling method rather
than Murty’s algorithm. The detailed implementation is exactly the same as the joint δ-GLMB
filter.
3.3.6 Comparison of Labelled RFS Filters for Space Object Tracking
In order to evaluate the performance of the labelled RFS filters introduced in this chapter,
i.e., the δ-GLMB filter, the joint δ-GLMB filter, the LMB filter, and the joint LMB filter, two
simulated scenarios are designed and used for validation.
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3.3.6.1 Simulation Design
The first test is to track 10 closely spaced GEO objects using a ground-based telescope.
The second test considers a more complicated scenario, which tracks a catalogue of 100 GEO
objects using a space-based optical sensor.
Table 3.3.2: Orbital elements of the simulated GEO object
a (km) e i (deg) ω (deg) Ω (deg) M (deg)
42160 0.0001 0.01 0 0 180
In the first test scenario, the 10 GEO objects are generated by randomly perturbing a sim-
ulated GEO object with Keplerian orbital elements shown in Table 3.3.2. The random perturba-
tion is assumed as zero-mean Gaussian with standard deviations in semi-major axis, inclination,
and true anomaly of 1 km, 0.1 deg, and 0.1 deg respectively. Both the mean and covariance are
transformed to Cartesian coordinates using the unscented transform method.
The ground-based telescope is assumed as located at the Mt. Stromlo Observatory, the
geodetic location and detailed system parameters are listed in Table 3.3.3. The ground-based
sensor generates 50 scans in the 10-hour total time window. As the targets are closely spaced,
all targets can be detected at every single scan.
Table 3.3.3: Parameters of the Mt. Stromlo Observatory
Latitude (deg) Longitude (deg) Altitude (m) FOV size (α, δ) Noise (α, δ) GMT offset, h
-35.32 149.01 806.56 [2 deg, 2 deg] [2”, 2”] +11
In the second test scenario, the 100 GEO objects are randomly selected from the NORAD
TLE public catalogue 1 for the date 10 November 2017 using the following constraints
0 6 e 6 0.1; 0 deg 6 inc 6 70 deg; 0.9 day 6 nm 6 1.1 day, (3.3.73)
where nm is the orbital period. The orbital states of the 100 tested objects are randomly per-
1www.space-track.org, 10/11/2017
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turbed from the truth using the same uncertainty parameters in the first case. In addition, the
mean and covariance are transformed to Cartesian coordinates using the unscented transform
method.
The 100 GEO objects are tracked using an optical space-based sensor placed on an SSO
platform with orbital parameters given in Table 3.3.4. Due to the assumed uncertainty of the
SSO orbital state estimate, the measurement noise assigned to the SSO sensor is slightly larger
than the ground-based telescope.
Table 3.3.4: Orbital parameters of the SSO sensor
a (km) e inc (deg) ω (deg) Ω (deg) M (deg) FOV size (α, δ) Noise (α, δ)
7162.17 7.6× 10−4 98.54 159.97 133.10 106.96 [2 deg, 2 deg] [3”, 3”]
A total number of 600 scans in the 24-hour tracking time window are generated. Only
a small portion of the 100 objects can be detected at each scan due to the small sensor FOV.
Therefore, the sensor tasking problem needs to be considered to conduct this scenario. A simple
sensor tasking method is used in this test. The space-based sensor is tasked to routinely point
to an object at each epoch until the entire catalogue is covered, and this process is repeated.
The pointing direction of the sensor at each epoch is the calculated angular direction of the
corresponding target.
Both the ground-based and space-based optical sensor measures right ascension and dec-
lination observations. Measurement noise values of the ground-based and space-based sensors
are provided in Table 3.3.3 and Table 3.3.4 respectively. The process noise covariance is a
6× 6 diagonal matrix, which assumes 1 σ values of 1 m and 10−3 m/s for position and velocity
respectively. The measurement and process noises are constant for all objects.
The target birth process is not considered in both tests for simplicity. The orbital state of all
tested targets is assumed as known a priori. The parameters used in the LMB filter are shown
in Table 3.3.5.
The orbital motion is assumed as unperturbed two-body dynamics for simplicity. All la-
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Table 3.3.5: Parameters of the LMB filter
Parameter Value
Probability of survival 0.99
Probability of detection 0.95
Mean clutter return 1
Pruning threshold of LMB track 1e-4
Merging threshold of GM components 3
Maximum number of surviving hypotheses 100
Maximum number of updated hypotheses 100
Maximum number of posterior hypotheses 100
belled RFS filters are implemented in Matlab®, and the computation times are based on an Intel
Core i7 CPU with 64-bit numerics and a 2.7 GHz clock rate. The accuracy is assessed by the
second-order OSPA error [102], with cutoff values 100 km and 2 km/s for position and velocity
respectively.
3.3.6.2 Case I
Figure 3.3.4 shows the averaged OSPA position and velocity errors of the 10 GEO objects
using the four labelled RFS filters using pD = 0.95 and 50 MC runs. It can be observed that
all four filters can significantly reduce the OSPA state errors at the start of the simulation, while
the LMB and δ-GLMB filters outperform the joint LMB and joint δ-GLMB filters at the middle
stage of tracking. Finally, similar accuracy is achieved by the four filters at the end of the
simulation. As all filters detected all targets throughout the entire simulation, their cardinality
estimates equal the true number of targets, and these results are not shown here.
The computation times of the four filters are shown in Table 3.3.6. The joint LMB filter
is the most efficient and significantly outperforms the other three filters, and the δ-GLMB filter
results in the most computation time.
Table 3.3.6: Computation times of the tested filters for 10 objects using pD = 0.95
Filters LMB group joint LMB δ-GLMB joint δ-GLMB
Time (s) 11.54 3.74 14.54 5.62
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Figure 3.3.4: OSPA errors of 10 objects in the case of pD = 0.95
Figure 3.3.5 shows the averaged OSPA position and velocity errors from the four labelled
RFS filters using pD = 0.75 and 50 MC runs. The OSPA errors of the four filters are slightly
larger than the previous test due to more missed detections. Although the accuracy at the final
stage of tracking is similar, the LMB and δ-GLMB filters are able to provide more accurate
state estimation than the other two joint filters during the first half of tracking. The computation
times of the four filters are shown in Table 3.3.7. Again, the joint LMB filter achieves the
most efficient performance, and the computation times of different filters resemble the results
of pD = 0.95 in Table 3.3.6.
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Figure 3.3.5: OSPA errors of 10 objects in the case of pD = 0.75
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Table 3.3.7: Computation times of the tested filters for 10 objects using pD = 0.75
Filters LMB group joint LMB δ-GLMB joint δ-GLMB
Time (s) 12.43 4.17 15.94 4.80
3.3.6.3 Case II
Figure 3.3.6 shows the OSPA position and velocity errors of the 100 GEO objects for the
four labelled RFS filters using pD = 0.95. It can be seen from the figure that the four curves
are highly overlapped, indicating the similar performance of the four filters. In addition, results
show dramatic reduction of the OSPA errors cover the course of the simulation for all filters.
The cardinality estimates of all four filters equal the true number of targets, so these results are
again omitted.
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Figure 3.3.6: OSPA errors of 100 objects in the case of pD = 0.95
The computation times of the four filters are shown in Table 3.3.8. The LMB and joint
LMB filters achieve similar performance and significantly outperform the others, and the δ-
GLMB filter results in the largest computation time. This is mainly because a large number
of weak hypotheses are maintained in the δ-GLMB filter, which significantly increases the
computational effort. Results also demonstrate that the joint δ-GLMB filter provides improved
computational efficiency as compared to the standard δ-GLMB filter.
Figure 3.3.7 shows the OSPA position and velocity errors of the 100 GEO objects for the
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Table 3.3.8: Computation times of the tested filters for 100 objects using pD = 0.95
Filters LMB group joint LMB δ-GLMB joint δ-GLMB
Time (s) 85.66 82.20 2423.83 436.19
four labelled RFS filters using pD = 0.75. The accuracies of the four filters are slightly worse
than the case of pD = 0.95 due to more missed detections. The LMB filter and δ-GLMB filters
converge much quicker than the others, indicating they are more robust to the scenario of low
signal-to-noise (SNR) ratio, e.g., more missed detections. In contrast, as fewer hypotheses are
kept by the joint LMB filter and joint δ-GLMB filter, their performance is more sensitive to
missed detections caused by low SNR.
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Figure 3.3.7: OSPA errors of 100 objects in the case of pD = 0.75
The computation times of the four filters are shown in Table 3.3.9. The joint LMB filter
performs best as expected, and the δ-GLMB filter again yields the highest computation time.
Table 3.3.9: Computation times of the tested filters for 100 objects using pD = 0.75
Filters LMB group joint LMB δ-GLMB joint δ-GLMB
Time (s) 90.10 86.66 2609.95 615.06
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3.4 Summary
This chapter introduces the labelled RFS theory and several efficient implementations.
The accuracy and efficiency of four labelled RFS filters are compared using two test scenarios
of space object tracking. Simulation results validated the effectiveness of the labelled RFS
filters for multiple space object tracking in different scenarios. Among the four tested filters,
the LMB filter provides fast convergence and accurate orbital state estimation. In addition,
its efficiency significantly outperforms the standard δ-GLMB filter, especially when tracking a
large population of space objects. Even though the joint LMB filter slightly outperforms the
LMB filter in terms of efficiency, it is more sensitive to the case of low SNR and converges
much slower. Therefore, the LMB filter is considered as a practical solution for accurate and
efficient space object tracking, and the LMB filter is employed in Chapter 4 and Chapter 5 to
conduct the orbital state estimation and target identity management of space objects.
Chapter 4 A Multi-Target Tracking Method
for New Space Object Using a
Boundary Value Approach
As discussed in Sec. 3.3.6, the labelled RFS filters, especially the LMB filter, can provide
effective and efficient performance for multiple space object tracking. One objective of this
thesis is to investigate the labelled RFS filters for tracking both cataloged object and newly
discovered object to improve the capacity and capability of the current catalog. In the context
of MTT, modelling new space object birth can be interpreted as an IOD process. Birth mod-
els using the CAR and PAR methods have been implemented with RFS filters for tracking of
new space objects. In order to better approximate the large initial uncertainty of short-arc op-
tical observations, these admissible region birth models often produce a large number of GM
components, which leads to increased computational demand in both orbit propagation and
measurement-to-track association in the recursive estimation process. In order to achieve effi-
cient filtering, this chapter proposes a new birth model based on the BVP optimisation method
for use with the LMB filter. Compared with the CAR and PAR birth model, the BVP birth
model determines a reliable orbital state represented by a single Gaussian component, and thus
simplifies the overall computational complexity. Section 4.3 details the implementation of the
BVP birth models, including the estimation of initial covariance, the classification approach,
and the calculation of the probability of existence for new targets. In Sec. 4.5, the BVP birth
model is validated by comparing against the CAR and PAR birth models using two simulated
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multi-target tracking scenarios.
4.1 Introduction
A challenging task in SSA is to track multiple space objects for the SOC maintenance.
The Bayesian MTT filter addresses this issue by associating measurements to initially known
or newly detected tracks and simultaneously estimating the time-varying number of targets
and their orbital states. In addition, several challenges including missed detections and clutter
measurements need to be considered in MTT filters.
In the scenario of multi-target tracking for space objects, modelling new target birth is sim-
ilar to a process of IOD. Determining an orbital solution from a single arc of measurement data
is a challenging task in SSA, and is commonly referred to as the too-short arc problem [19]. The
methods of CAR and PAR have been developed to approximate the PDF of the initial orbit state
given the measurements and physical constraints on the solution. Recently, the CAR and PAR
have been successfully incorporated in RFS filters for modelling target birth, e.g., the CAR-
CPHD [66], PAR-CPHD [64] and CAR-LMB [56] filters. However, one drawback of the CAR
and PAR birth model is the large computational burden resulting from the Gaussian mixture
representation of the orbital state. The population of GM components from a birth model is one
of the dominant factors in the computational demand of RFS filters. The large number of GM
components results in more computation time for orbit propagation in the prediction step; in
addition, they also lead to more computational effort in the track-to-measurement associations
in the update step. The computational efficiency of RFS filters can also be adversely affected
by dense clutter.
Another solution to the too-short arc problem is the tracklet association method, which
determines if multiple tracklets originate from the same object and computes the initial orbital
state following the association. The tracklet association problem has been investigated in Chap-
ter 2. Motivated by previous efforts, this chapter presents a BVP birth model for improved
computational efficiency of the LMB filter. The proposed BVP birth model employs a classi-
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fication method to speed up the BVP optimisation process. In addition, the covariance and the
probability of existence of new targets are determined to form a birth LMB density for the ini-
tialisation of the LMB filter. The rest of the section is organised as follows. Sec. 4.2 reviews the
CAR and PAR methods for IOD. Sec. 4.3 presents the BVP birth model, and Sec. 4.4 details the
implementation of the BVP-LMB filter. The performance of the BVP-LMB filter is tested and
validated in Sec. 4.5 by comparing against the CAR-LMB and PAR-LMB filters using objects
in GEO and GTO through simulated data.
4.2 CAR and PAR Methods
The CAR method [31] determines all hypothetical orbits of a tracklet by mapping the con-
straints on orbital parameters, i.e., the semi-major axis a and eccentricity e, to the undetermined
state space of ρ and ρ˙. The constraints equations can be expressed bellow [31]
ρ˙2 + w1ρ˙+ F (ρ)− 2ε = 0 (4.2.1)
a4ρ˙
4 + a3ρ˙
3 + a2ρ˙
2 + a1ρ˙+ a0 = 0 (4.2.2)
The equations of the coefficients used in the above equations can be found in Sec. 2.1.3. Solving
these two polynomials produces the desired CAR on the range and range-rate space.
One primary drawback of the CAR birth model is the low computational efficiency. The
number of GM components affects the computational complexity of both the prediction and
update steps of RFS filters. According to Jones et al. [65], small (σρ, σρ˙) can result in high
computational demand without significant reduction of the OSPA position error in certain cases.
However, this consideration does not apply to the case of sparse data and long gaps between
measurements, in which small values for design parameters (σρ, σρ˙) are necessary to guarantee
an accurate representation of the initial uncertainty to facilitate accurate estimation in the filter.
In short, the design parameters need to be well-selected according to the characteristics of the
measurements.
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The PAR method was developed by Hussein et al. [58] for probabilistically interpreting the
CAR by considering the uncertainties of the observations and constraints. The observation noise
is assumed to be Gaussian, while the constrained parameters a and e are uniformly distributed.
Let a and e be independent of each other, and independent of the observations (α, δ, α˙, δ˙) as
well. The joint distribution of (α, δ, α˙, δ˙, a, e) is
p(α, δ, α˙, δ˙, a, e) = p(α, δ, α˙, δ˙)p(a)p(e), (4.2.3)
which can be mapped to p(ρ, ρ˙) using Eqs. (4.2.1) and (4.2.2). Given a group of Monte Carlo
samples of (α, δ, α˙, δ˙, a, e), a group of non-uniformly distributed particles in the (ρ, ρ˙) plane
are determined to represent the uncertainty of (ρ, ρ˙). These particles can be approximated by
the GM method for analytical computations, e.g., the initialisation of a Kalman filter and the
representation of birth tracks in a RFS MTT framework.
Theoretically, the PAR particles can be generated from Eqs. (4.2.1) and (4.2.2). Hus-
sein et al. [58] developed an analytical method to calculate the particles by using an alternative
formulation of CAR. Jones et al. [103] suggested a Newton-Raphson method to solve the above
two equations, but this approach yields a large computational cost, especially for a rough initial
guess. The PAR particles can be regarded as the intersections of a and e constraint curves.
Thus, in this study, a straightforward and efficient bisection method is developed to search for
the intersections. The procedure can be found in Sec. 2.3.2.1.
The PAR particles can be either used directly in a particle-based filter [61, 62], or approx-
imated by the GM method [64]. The GM-formed PAR for initialisation of the LMB filter is
further investigated in simulation to compare against the CAR and the proposed BVP method.
Note that the generation of PAR particles is highly parallelisable, but the GM approximation of
the particles leads to high computational demand compared to CAR.
According to Hussein [58], the optimal number of GM components for representing the
PAR particles can be determined by an Expectation-Maximisation (EM) algorithm [104] within
the user defined maximum value. Compared with CAR, the PAR birth model consumes more
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time in the process of modelling target birth due to the high computational demand of PAR
generation and GM approximation. In order to improve the computational efficiency of the
PAR birth model, the number of GM components can be reduced by specifying an exact value
to use, or by reducing the maximum number of components considered for use. However, the
problem of selecting an appropriate number of GM components to reduce computational burden
and achieve the desired accuracy in subsequent RFS filtering is still being investigated.
(a) CAR (b) PAR
Figure 4.2.1: The PDFs of CAR and PAR via the GM approximation
Fig. 4.2.1 gives an example of range and range-rate PDFs generated by the GM approxi-
mation of the CAR and PAR for a simulated GEO object. The constraint values are a ∈ [4, 7]
ER and e ∈ [0, 0.4], and result in 225 GM components generated to approximate the CAR PDF.
The set of parameters (α, δ, α˙, δ˙, a, e) is sampled 10,000 times, which results in 12,847 PAR
particles. Note that a pair of a and e constraint curves may yield multiple intersections. These
are then converted to 50 GM components using the EM method. Fig. 4.2.1a indicates that the
PDF approximates a uniform distribution within the CAR, while Fig. 4.2.1b shows that the PDF
of the PAR is obviously non-uniform.
4.3 The BVP Birth Model
The CAR and PAR methods have been applied to RFS filters to model new target birth [66,
64, 31, 58], while the BVP optimisation method has not previously been investigated for this
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application. Compared to the admissible region GM approaches, the BVP method provides a
reliable IOD solution using boundary values at two points while applying the same constraints.
As a result, the use of BVP has the potential to reduce the computation time of the LMB filter
birth model. This section presents a new BVP-based birth method for improved computational
efficiency of the multi-target filtering. The detailed implementation of the BVP optimisation
method can be found in Sec. 2.2.1.2.
4.3.1 Covariance Estimation
The mean orbital state and covariance of a birth track are needed for the generation of the
birth LMB density. The BVP method produces a reliable IOD solution that can be used as the
mean of the initial state of two tracklets, but it does not yield an estimate of the covariance.
One possible approach is to generate a covariance based on the accuracy of the estimated state
using BVP. However, such a covariance may lead to large errors in the state if the variances are
too large, while if the variances are too small it may lead to missed associations of subsequent
measurements to birth tracks, causing the LMB filter to lose custody of the new object. Alter-
natively, this study employs a Batch Least Squares (BLS) method to estimate the covariance of
a birth track by utilizing all measurements from the two observed tracklets used in BVP.
Given two observed tracklets X1 and X2, their IOD solution xBVP from BVP and an initial
covariance Pini assumed from prior knowledge are used to initialise the BLS processor. Gener-
ally, a tracklet consists of several independent measurements of angles and angular rates [28].
The BLS processor is applied to all measurements in X1 and X2. The BLS processor outputs
both the estimated orbital state xBLS and covariance PBLS. The estimation process is summarised
as
(xBVP, Pini,X1,X2)
BLS−−→ (xBLS, PBLS). (4.3.1)
Note that a further improvement of xBVP cannot be achieved by BLS because all informa-
tion of X1 and X2 has been considered in the generation of xBVP . Therefore, xBVP at epoch t2 is
still used as the mean birth state in the LMB filter in order to avoid double counting information.
4.3. The BVP Birth Model 97
Then, the covariance PBLS is propagated to the time epoch of X2 to approximate the orbital state
uncertainty. The PDF pB(·) of the birth track can then be represented as a Gaussian distribution
with mean xBVP at epoch t2 and covariance PBLS, given by
pB(x) = pg(x;xBVP, PBLS), (4.3.2)
where pg(·) denotes the Gaussian PDF.
Remark 4.1 Even though the birth track is modelled by the output of BLS, the BVP optimi-
sation method is indispensable in the BVP birth model. The reasons are twofold. First, the BVP
optimisation determines if a valid IOD solution can be generated from two tracklets. Naturally,
it is unnecessary to perform BLS for two tracklets if they do not yield a valid orbit. In this
manner, the BVP birth model also serves as an effective means to reduce clutter birth tracks.
Therefore, the use of BVP effectively reduces the clutter birth tracks. In addition, a good prior
orbital state provided by BVP is required to guarantee the convergence of the BLS processor,
especially in the sparse data scenario.
The BLS method is illustrated using a case of estimating mean orbital state and covariance
for a birth track generated from two GEO tracklets separated by around two hours. The initial
covariance Pini of the orbital state in Cartesian space is
Pini = diag [100, 100, 10, 10−4, 10−4, 10−5], (4.3.3)
where the units of position and velocity are km and km/s respectively.
The BLS solution is computed, and the estimated covariance PBLS and initial covariance
Pini are transformed to the topocentric space, and their 3σ (ρ, ρ˙) components are shown as the
red solid ellipse and black dash ellipse in Fig 4.3.1 respectively. The range and range rate results
from (xBLS, PBLS) and (xBVP, Pini) using the unscented transform are depicted as a red diamond
and black triangle respectively, which are too close to be distinguished in this case. The similar
range and range rate results indicates that either xBVP or xBLS can be used as the orbital state of
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Figure 4.3.1: Comparison of the estimated covariance and initial covariance
the birth track. The blue curves denote the CAR generated based on a small range of constraint
values, i.e., a ∈ [6.55, 6.65] ER and e ∈ [0, 0.06], which is merely for better visualising the size
of the covariance. The position traces of Pini and PBLS are around 210 and 134.5 respectively.
Obviously, the estimated covariance is significantly reduced and more concentrated around the
truth (yellow star).
4.3.2 Classification Method
In the scenario of modelling the birth of multiple object from different orbital domains,
a wide range of semi-major axis constraint values need to be considered. As a result, a large
number of orbit revolution intervals no is generated by the BVP solver, requiring additional
calls to the optimisation routine.
To address this issue, this section develops a classification method to partition the con-
straint values into multiple subsets for objects from different domains. The partitions are de-
termined based on the altitude and eccentricity classification of the geocentric orbits, i.e., LEO,
GEO and GTO. The constraint values of these two parameters are derived based on the a pri-
ori information obtained from Space-Track1. Table 4.3.1 outlines the constraint values of each
classification used in this study. Although this classification covers the majority of cataloged
object, a more comprehensive and rigorous classification could be implemented based on user
1https://www.space-track.org/
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requirements. A more detailed discussion about the classification can be found in Ref. [89].
Table 4.3.1: Constraint values of the classification
Classification Semi-major axis (ER) Eccentricity
LEO [1, 1.3] [0, 0.24]
GEO [6.3, 7.0] [0, 0.06]
GTO [3.6, 4.3] [0.7, 0.75]
Specifically, let C be a set of multiple constraints, partitioned into a group of independent
subsets
C = {C1, · · · , Ci, · · · , CnC} (4.3.4)
where nC denotes the number of partitions. For a classification Ci, the BVP optimisation is
applied if it yields valid admissible regions for both tracklets. Otherwise, the classification Ci
will be ignored. In addition, an IOD solution is only obtained if the global minimum of the loss
function is smaller than the association threshold Ta. Therefore, the number of generated IOD
solutions mC is no more than the number of classifications nC .
If multiple classifications satisfy the threshold Ta, then only the one C∗i with the smallest
BVP loss function value is employed in the BVP birth model, given by
C∗i = arg min
Ci
L(Ci). (4.3.5)
The PDF pB of a birth track can then be represented by a single Gaussian component
pB(x) = pg(x;xBVP,C∗i , PBLS,C∗i ), (4.3.6)
where xBVP,C∗i and PBLS,C∗i are the mean and covariance of the orbital state from the best classi-
fication C∗i .
The proposed classification method is illustrated using a simple scenario of processing two
tracklets from a GTO object separated by around 16.5 hours. The admissible regions of each
tracklet are generated using all constraint values shown in Table 4.3.1. The obtained admissible
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Figure 4.3.2: Multiple admissible regions of two tracklets
regions are depicted in the two subfigures of Fig. 4.3.2. In each subfigure, the black curve is an
admissible region established only using a semi-major axis constraint: a ∈ [1, 8] (ER) to involve
all potential orbital solutions in different altitudes. As the first tracklet is observed near perigee
and the second is around apogee, the range and range-rate values of the two admissible regions
are significantly different. Both tracklets yield an admissible region for GTO, which is shown
as the region within the red boundary in each subfigure. The red boundary in Fig. 4.3.2a is too
narrow to be distinguished, but actually it represents an admissible region rather than a curve.
Even though the two tracklets are from the same GTO object, different admissible regions can
be generated using the multiple constraint classifications. In Fig. 4.3.2a, the blue boundary
is the admissible region for LEO, while the region within the green boundary in Fig. 4.3.2b
represents GEO.
In the two subfigures, only the GTO classification results in valid admissible regions for
both tracklets, meaning that the hypothetical orbits from other classifications cannot fit the
two tracklets. Therefore, these two tracklets must be from a GTO object. As confirmation
of this analysis, the true values of range and range-rate for the two tracklets are shown as the
black stars, and both are located within the GTO admissible regions. In this scenario, the BVP
optimisation needs to be executed once as the GTO classification results in one possible no
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interval: no ∈ [1, 1.5]. However, if these two tracklets are processed using the semi-major axis
constraint: a ∈ [1, 8] ER, then 23 possible no intervals (i.e., from no ∈ [0.5, 1] to no ∈ [11.5, 12])
are produced and need to be optimised. Therefore, the classification significantly reduces the
computational efforts for processing tracklets from space objects in different regions.
4.3.3 Probability of Existence
According to the literature [48, 47], there are two commonly used birth distributions in
the RFS framework. The first assumes fixed birth locations with small spatial uncertainties. At
each epoch, birth components are instantiated only in the vicinity of the birth locations, making
the method effective in high clutter environments. However, the trajectories of birth tracks need
to be known a priori. Alternatively, an adaptive birth intensity can be used to generate a birth
LMB PDF concentrated around measurements which do not originate from existing tracks. This
approach is also known as a measurement-based birth model, and has been applied for several
RFS filters [48, 56].
The birth LMB RFS at epoch tk is parameterised by piB,k = {(r(`)B,k, p(`)B,k)}`∈Lk , where
p
(`)
B,k is obtained using Eq. (4.3.6), and the probability of existence r
(`)
B,k is needed to form the
complete birth LMB RFS.
In the CAR/PAR birth model, the probability of existence rB,k(zk−1,i) for a single measure-
ment zk−1,i, i ∈ {1, · · · , |zk−1|} can be calculated based on the adaptive birth distribution [48],
given by
rB,k(zk−1,i) = min
(
rB,max,
1− rA,k−1(zk−1,i)∑
z′∈Zk−1
(
1− rA,k−1(z′)
) · λB,k), (4.3.7)
where rB,max is the maximum probability of existence defined by the prior knowledge; λB,k is
the mean number of new target birth; rA,k−1 is the probability of the measurement associated to
the existing targets, given by [48]
rA,k−1(zk−1,i) =
∑
(I,θ)∈F×(θ)
1θ(zk−1,i)w
(I,θ)
k . (4.3.8)
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The association probability can be interpreted as the sum of hypotheses weights that use the
same measurement for update. Note that λB,k is always defined as a fixed, small value to avoid
accumulation of false tracks. However, this also delays new track confirmation and leads to
biased cardinality estimates. Gehly et al. [66] proposed a means to adaptively compute the
weight of birth PHD components using a ratio of Gaussian likelihoods for existing targets and
GM clutter. This approach is suitable for sensor allocation schemes to effectively schedule
follow-on measurement for new targets.
In addition, the adaptation of rB,k(zk−1,i) to the BVP birth model is not straightforward be-
cause the BVP birth model relies on two sequential measurements zk−1,i and zk,j, j ∈ {1, · · · , |zk|}.
In this study, the probability of existence of a birth track from zk−1,i and zk,j is regarded as the
probability that the two measurement arcs originate from a common object, which depends on
the probability that both zk−1,i and zk,j are not associated to existing targets, and the probability
that zk−1,i and zk,j are associated to each other rTA(zk−1,i, zk,j) through the BVP optimisation,
given by
rB,k+1(zk−1,i, zk,j) =
(
1− rA,k−1(zk−1,i)
)(
1− rA,k(zk,j)
)
rTA(zk−1,i, zk,j). (4.3.9)
There is no explicit formulation for the measurement association probability rTA(zk−1,i, zk,j).
Omitting rTA(zk−1,i, zk,j), the probability that zk−1,i and zk,j are not associated to existing tar-
gets can be used to determine an upper bound on rB,k+1(zk−1,i, zk,j) because cases in which
zk−1,i and zk,j do not form a valid orbit (e.g., if one measurement originate from clutter) yield a
value rTA(zk−1,i, zk,j) < 1. In practice, the BVP birth model effectively reduces the number of
clutter birth tracks because two clutter measurements can rarely produce a valid IOD solution
via the optimisation process. Therefore, clutter measurements are not considered to be a signif-
icant issue when computing the probability of existence for new targets. Then, the probability
of existence rB,k+1(zk−1,i, zk,j) can be assumed equal to the upper bound, given by:
rB,k+1(zk−1,i, zk,j) ≤
(
1− rA,k−1(zk−1,i)
)(
1− rA,k(zk,j)
)
. (4.3.10)
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Even though the use of the upper bound for rB,k+1(zk−1,i, zk,j) may lead to an overestimate of
cardinality when clutter birth tracks are generated, the clutter tracks can be quickly pruned due
to the lack of subsequent measurements to confirm their presence.
4.4 Implementation of The BVP-LMB Filter
General schematics of the LMB filter with a birth model are shown in Fig. 4.4.1a. The
two orange blocks are the prediction and update of the LMB filter; the blue blocks represent the
birth model. The implementation of the LMB filter with a birth model is briefly introduced as
follows.
Prediction
Survival LMB 
prediction
LMB to    -GLMB
   -GLMB to LMB
   -GLMB update
Update
Probability of  
existence
Measurements
measurements
Birth model 
(BVP/CAR/PAR)
Birth LMB 
prediction
(a) The LMB filter
Multiple BVP 
birth model
BVP bir th model
Measurements
Probability of 
existence
BLS covariance 
estimation
Measurements
Birth LMB
Probability of 
existence
CAR/PAR
CAR/PAR bir th model
Measurements
GMM 
approximation
Birth LMB
Probability of 
existence
(b) The BVP, CAR/PAR birth models
Figure 4.4.1: The flowchart of the LMB filter and the three birth models
(1) An IOD technique (e.g., BVP, CAR or PAR) is used to generate the birth LMB piBk
based on measurements in the last one or two epochs depending on which birth model is used.
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(2) The birth LMB RFS and the posterior LMB RFS are assumed to be independent. The
predicted multi-target state is an LMB RFS parameterised by pik+1|k =
{
(r
(`)
k+1|k, p
(`)
k+1|k)
}
`∈L0:k ,
which is the union of the surviving LMB RFS and birth LMB RFS.
{
(r
(`)
k+1|k, p
(`)
k+1|k)
}
`∈L0:k =
{
(r
(`)
S,k+1|k, p
(`)
S,k+1|k)
}
`∈L0:k−1
⋃{
(r
(`)
B,k+1|k, p
(`)
B,k+1|k)
}
`∈Lk . (4.4.1)
The predicted probability of existence r(`)S,k+1|k and the probability density p
(`)
S,k+1|k of the
orbital state of a survival track ` via the GM implementation are expressed by
r
(`)
S,k+1|k = p
(`)
s r
(`)
S,k (4.4.2)
p
(`)
S,k+1|k = 1L(`)
J∑
j=1
w
(`)
k+1|k,jpg
(
x;m
(`)
k+1|k,j, P
(`)
k+1|k,j,
)
(4.4.3)
where ps(·) is the survival probability, m(`)k+1|k,j and P (`)k+1|k,j are obtained by propagating m(`)k,j
and P (`)k,j to time tk+1 using the unscented transform, and J denotes the number of GM com-
ponents. The weight w(`)k+1|k,j is a constant in the prediction process. The predicted mean and
covariance m(`)k+1|k,j and P
(`)
k+1|k,j computed via the unscented transform are given by
m
(`)
k+1|k,j =
2n∑
i=0
wmi χ
(`)
k+1|k,j,i (4.4.4)
P
(`)
k+1|k,j =
2n∑
i=0
wpi (χ
(`)
k+1|k,j,i −m(`)k+1|k,j)(χ(`)k+1|k,j,i −m(`)k+1|k,j)T (4.4.5)
where χ(`)k+1|k,j,i denotes the ith sigma point, the total number of sigma points is 2n + 1, and n
is the dimension of the orbital state. The sigma point χ(`)k+1|k,j,i is given by
χ
(`)
k+1|k,j,i = f(χ
(`)
k,j,i,∆t) +Qk+1 (4.4.6)
where f(·) represents the nonlinear dynamics of the system, and Qk+1 is the process noise. The
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sigma point set χ(`)k,j is given by
χ
(`)
k,j = [m
(`)
k,j m
(`)
k,j + γS
(`)
k,j m
(`)
k,j − γS(`)k,j] (4.4.7)
where S(`)k,j is the lower-triangular matrix of the covariance P
(`)
k,j calculated using the Cholesky
factorisation: P (`)k,j = S
(`)
k,jS
(`)
k,j
T
, and γ =
√
n+ λ and λ = α2c(n + κ) − n are the scaling
parameters. The constant αc determines the distribution of the sigma points and αc = 1 is used
in this work, and κ is set to 3 − nL. Given these parameters, the weights wmi and wpi of the
sigma points for mean and covariance respectively are defined by
wmi =

λ
n+λ
, i = 0
λ
2(n+λ)
, i = 1, · · · , 2n
(4.4.8)
wpi =

λ
n+λ
+ β, i = 0
λ
2(n+λ)
, i = 1, · · · , 2n
(4.4.9)
where β = 2 is the known optimal choice for Gaussian distribution [105].
In order to perform the full δ-GLMB update, the predicted LMB needs to be converted to
a δ-GLMB.
(3) The prior δ-GLMB density is updated using measurements zk+1, and the obtained
posterior δ-GLMB needs to be converted back to the LMB form pik+1 for sequential filtering.
The updated parameter η(θk+1)Zk+1 (`) and the posterior single target density of track ` via the GM
implementation are expressed as
η
(θk+1)
Zk+1
(`) =
J∑
j=1
ω
(θk+1)
k+1,j (`) (4.4.10)
p(θk+1)(x, `) =
J∑
j=1
ω
(θk+1)
k+1,j (`)
η
(θk+1)
Zk+1
(`)
pg
(
x;m
(θk+1)
Z,k+1,j(`), P
(θk+1)
k+1,j (`)
)
(4.4.11)
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and
ω
(θk+1)
k,j (`) = ω
(`)
k+1|k,j

pD(`)qj(zθk+1(`);`)
κ(zθk+1(`))
if θk+1(`) > 0
1− pD(`) if θk+1(`) = 0
(4.4.12)
qj(z; `) = pg
(
z; h
(
m
(`)
k+1|k,j
)
, P
(`)
zz,j
)
(4.4.13)
m
(θk+1)
Z,k+1,j(`) =
 m
(`)
k+1,j(zθk+1(`)), if θk+1(`) > 0
m
(`)
k+1|k,j, if θk(`) = 0
(4.4.14)
P
(θk+1)
k,j (`) =
 P
(`)
k+1,j, if θk+1(`) > 0
P
(`)
k+1|k,j, if θk+1(`) = 0
(4.4.15)
where m(`)k+1,j , P
(`)
k+1,j and P
(`)
zz,j are the mean, covariance and innovation covariance calculated
using the sigma points of the predicted mean and covariance m(`)k+1|k,j , P
(`)
k+1|k,j , which are given
by
m
(`)
k+1,j = m
(`)
k+1|k,j(z) +K
(`)
k+1,j(zθk+1(`) − zˆ(`)k+1,j) (4.4.16)
P
(`)
k+1,j = P
(`)
k+1|k,j −K(`)k+1,jPzK(`)k+1,j
T
(4.4.17)
P
(`)
zz,j =
2L∑
i=0
wpi (zˆ
(`)
k+1,j,i − zˆθk+1(`))(zˆ(`)k+1,j,i − zˆθk+1(`))T +Rk+1 (4.4.18)
where Rk+1 is the measurement noise, and
K
(`)
k+1,j = P
(`)
xz,jP
(`)
zz,j
−1
(4.4.19)
P
(`)
xz,j =
2L∑
i=0
wpi (χ
(`)
k+1|k,j,i −m(`)k+1|k,j)(zˆ(`)k+1,j,i − zˆθk+1(`))T (4.4.20)
zˆ
(`)
k+1,j =
2L∑
i=0
wmi zˆ
(`)
k+1,j,i (4.4.21)
where χ(`)k+1|k,j,i is obtained from Eq. (4.4.6), and the measurement-transformed sigma points
are calculated through
zˆ
(`)
k+1,j,i = h(χ
(`)
k+1|k,j,i) (4.4.22)
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where h(·) is the measurement model.
(4) Finally, the probability of existence rB,k+1(·) is calculated using Eq. (4.3.7) or (4.3.10)
for CAR/PAR or BVP respectively. The measurement set ZB,k+1 used for birth tracks is the
collection of measurements with association probabilities rA,k+1 less than one.
The detailed procedure of the BVP, CAR and PAR birth models are shown in Fig. 4.4.1b.
The major difference is that the BVP birth model uses two sets of sequential measurementsZB,k−1
and ZB,k, while CAR and PAR only employ measurement set ZB,k−1. Each combination of
measurement pairs from setsZB,k−1 = {zB,k−1,1, · · · , zB,k−1,|ZB,k−1|} andZB,k = {zB,k,1, · · · , zB,k,|ZB,k|}
needs to be processed by the BVP birth model. Since the standard measurement model assumes
a track can generate at most one measurement at any epoch, each measurement is allowed to
generate only one birth track. Even though the enumerations of zB,k−1,i and ZB,k may yield
multiple IOD solutions, only the one with the lowest loss function value is selected to represent
the birth target.
As specified in Sec. 4.3.1, the initial orbital state xBVP generated from the BVP optimisa-
tion method and an initial covariance Pini are selected to initialise a BLS estimator, and a refined
covariance PBLS can be obtained by processing all independent measurements within the two
associated observations at tk and tk−1. The IOD solution xBVP from BVP and the estimated
covariance PBLS from the BLS method are regarded as the mean and covariance of the birth
track. The probability of existence of the birth track is calculated using Eq. (4.3.10).
The CAR/PAR-LMB filter uses measurements at the previous epoch tk−1 to determine
orbital states of birth tracks. Therefore, the presence of a new birth target using CAR/PAR
requires at least one epoch lag, and this leads to a biased cardinality estimate at tk−1. However,
the BVP-LMB filter uses measurements from the last two consecutive epochs tk−1 and tk, which
results in two-epoch lags when confirming birth targets. Compared to CAR/PAR, the additional
lag in the BVP birth model leads to slower convergence of the LMB filter. It may be possible
to reduce the lag to one epoch by using the measurement set ZBk to generate birth tracks at time
tk, however, this poses additional challenges in the measurement update step to avoid double
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counting measurements.
Regardless of the cardinality estimation lag, the computational complexity of the BVP-
LMB filter is reduced compared to the CAR/PAR LMB filter. A sufficient number of GM
components are required in the CAR and PAR birth models to achieve a desired approximation
of the orbital state, while the BVP birth model only yields one Gaussian component to approx-
imate the initial target state. More GM components result in more computational effort during
orbit propagation, especially when employing a high fidelity numerical orbit propagation model
in the filter. Thus, the BVP-LMB filter is a useful option for large-scale space object cataloging
due to its reduced computational demand.
As the typical Lambert solver only accounts for two-body dynamics, the accuracy of the
BVP IOD solution degrades as the time interval between tracklets increases, especially for
objects greatly perturbed by J2 perturbations. A potential solution to alleviate this issue is to use
a shooting technique to solve the Lambert problem that takes into account the J2 perturbation,
and further investigation will be considered for future work.
4.5 Simulation
One of the major concerns in SSA is the safety of active GEO spacecraft. These precious
space assets are threatened by a large population of space objects in nearby orbital domains,
e.g., GTO, highly elliptical orbit (HEO), and near GEO. The GTO is a Hohmann transfer orbit
which is used to attain GEO altitude, and it is occupied by many large size space debris objects,
e.g., rocket bodies. Some GTO objects are very close to the GEO ring near their apogees, which
may yield potential risk of collision with GEO objects. Therefore, it is advantageous to track
GEO and GTO objects that have close trajectories.
4.5.1 Simulation Design and Data Selection
Two case studies of GEO and GTO object tracking based on simulated optical measure-
ments are proposed to validate the BVP-LMB filter. The first test case considers the scenario of
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simultaneously tracking four GEO objects and four GTO objects using dense measurements for
four days. The observing time window is set at 8 hours each day, with 5 evenly spaced measure-
ment arcs collected within the window. Case II tests three GEO objects and three GTO objects
tracked using sparse measurements with longer time gaps. These objects are randomly selected
from the eight objects in the first case. In this more realistic scenario, only two measurement
arcs are generated each night during the time window of 7 days, and the time interval between
two measurement arcs in a single night is around 6 hours. In both test cases, one GEO object
and one GTO object are initially known, the others need to be generated using a birth model.
The Keplerian orbital elements of the initially known GEO and GTO objects are listed in
in Table 4.5.1. These two objects are selected because their trajectories nearly intersect around
the apogee of the GTO object, meaning that potential danger of collision may exist. The rest
of the GEO and GTO objects are generated by adding zero mean Gaussian perturbations to the
state vectors of the known GEO and GTO objects. The standard deviations of the Gaussian
random perturbations in semi-major axis and mean anomaly are 200 km and 2 deg respectively.
Table 4.5.1: Orbital elements of the GEO and GTO objects
a (km) e i (deg) ω (deg) Ω (deg) M (deg)
GEO 1 42160 10−4 0.01 0 0 270
GTO 1 25510 0.71 0.01 0 0 90
All tested space objects are simulated and tracked by a set of identical and collocated
telescopes that allows observation of all targets simultaneously. Their orbit states are modelled
by the inertial position and velocity. The initial covariance of known targets is given by
Pini = diag [100, 100, 10, 10−4, 10−4, 10−5], (4.5.1)
where the units of position and velocity are km and km/s respectively. The measurements used
in the filter update step are topocentric right ascension α, declination δ and their angular rates.
Each measurement arc is 2 minutes long with 10 independent measurements. The measurement
noise is 1 arc-second and 0.08 arc-second/s for both angles and angular rates. This study as-
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sumes the measurement noise to be initially known, and therefore calibration of noise for the
BVP optimisation is not necessary [17].
The parameters of the LMB filter are given in Table 4.5.2. The clutter measurements are
assumed to be uniformly distributed over the observation spaces, with the number of clutter
returns given by a Poisson distribution with mean λc. The intensity of the clutter distribution is
expressed as κ(z) = λc · U(z), where U denotes a uniform distribution over the sensor field of
view. Two constant pD values are applied in this study to model missed detections in different
scenarios. Both test cases consider four pairs of pD and λc values: (1) pD = 0.95 and λc = 0.1,
(2) pD = 0.95 and λc = 1, (3) pD = 0.75 and λc = 0.1, (4) pD = 0.75 and λc = 1.
Table 4.5.2: Parameters of the LMB filter
Parameter Value
Probability of survival 0.99
Probability of detection 0.95, 0.75
Mean clutter return 0.1, 1
Pruning threshold of LMB track 1e-4
Merging threshold of GM components 3
Several parameters and threshold values are employed in the BVP, CAR and PAR birth
models. In the BVP birth model, the maximum existence probability of target birth is rB,max =
0.1; the measurement association probability threshold used to determine the measurement set
for the BVP birth model at the next epoch is Tr = 10−4. The tracklet association threshold value
used in BVP optimisation is Ta = 1. The selection of parameters used for the CAR and PAR
birth models affects both efficiency and accuracy. For different test cases, the CAR and PAR
birth model employs different design parameters values. In the first case, σρ = 0.01 ER and
σρ˙ = 0.15 ER/h are used for CAR and 10 GM components are defined for PAR. In the second
case, accurate representation of the initial uncertainty using more GM components is necessary
due to the sparse measurements and long time gap for orbit propagation. Thus, smaller values of
the design parameters σρ = 2×10−3 ER and σρ˙ = 0.08 ER/h are employed for CAR, and 50 GM
components are used for PAR. Further improvement of accuracy of the CAR/PAR-LMB filter
can be achieved by using more GM components, though this increases computational demand.
4.5. Simulation 111
The constraint values of the semi-major axis and eccentricity in Table 4.3.1 are applied for the
three birth models in all test cases.
Table 4.5.3: Force models for orbit propagation
Force models Truth Filter
Mass 487 kg 487 kg
Earth gravity model WGS84 EGM96 WGS84 EGM96
Gravity degree/order 10 ×10 2× 2
Third body Sun and Moon Sun and Moon
Solar and lunar gravity on on
Solar radiation pressure on off
Coefficient of reflection 0.7 N/A
Area-to-mass ratio 0.005 m2/kg N/A
Atmospheric drag NRL MISESE-00 off
Coefficient of drag 2.3 N/A
The force models used in truth generation and the LMB filters are shown in Table 4.5.3.
The truth generation employs precise force models given in the left column of Table 4.5.3,
while a simplified force model for GEO and GTO objects is used in the LMB filter. The orbit
propagation is performed by the Orbit Determination Toolbox (ODTBX) 6.5 based on Matlab®,
developed by NASA Goddard Space Flight Center. Each orbital state is propagated using the
unscented transform and a linear process noise. The process noise is an identity matrix, and the
standard deviations are 10−3 km and 10−6 km/s for position and velocity respectively.
All LMB algorithms based on the three birth models and the LMB filter are implemented
in Matlab®, and the computation times are based on an Intel core i7 CPU with 64-bit numerics
and a 2.7 GHz clock rate. The results are assessed by the second-order OSPA error [102], with
cutoff values 100 km and 2 km/s for position and velocity respectively for all test cases.
4.5.2 Case I: Dense Measurements
This case validates the accuracy and efficiency of the BVP-LMB filter in the case of dense
measurements. The state and cardinality OSPA errors of the LMB filter using all three birth
models with pD = 0.95 and λc = 0.1 are shown in Fig. 4.5.1a. Results show that all the
position and velocity OSPA errors of the three birth models have a sharp increase at the second
112Chapter 4. A Multi-Target Tracking Method for New Space Object Using a Boundary Value Approach
and sixth epochs when new targets are introduced to the scene. This is mainly because the three
birth models lead to at least one epoch lag of target birth, so the OSPA position errors include
the penalty 100 km value for true targets not yet added to the filter. After these two epochs,
all OSPA errors converge quickly because the new targets can be immediately confirmed, see
the cardinality estimate in the third subfigure of Fig. 4.5.1a. The only difference is that BVP
needs one more epoch to confirm new targets because it has two epochs lag. In addition, all
cardinality estimates are very close to the truth after all new targets are confirmed.
(a) PD = 0.95, λc = 0.1 (b) PD = 0.95, λc = 1
(c) PD = 0.75, λc = 0.1 (d) PD = 0.75, λc = 1
Figure 4.5.1: Averaged position, velocity OSPA errors and cardinality estimate results of three
birth models in the case of tracking 4 GEO and 4 GTO objects for 4 days
Fig. 4.5.1b depicts the OSPA error results from the same pD value and a larger mean clutter
rate λc = 1. The results indicate a similar trend for all birth models compared to Fig. 4.5.1a.
More clutter measurements do not increase the cardinality estimate of the LMB filter because
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new generated clutter tracks cannot be confirmed by follow on measurements. However, the
errors at the end of tracking are slightly larger than the previous case due to statistical variations,
see Table 4.5.4 for detail.
The results of the three methods using pD = 0.75 and λc = 0.1 are given in Fig. 4.5.1c. The
lower pD value results in larger state OSPA errors for all three methods throughout the entire
simulation compared with the two previous cases. The third subfigure in Fig. 4.5.1b shows that
all three methods need more time to confirm new tracks, but the cardinality estimate converges
to the truth during the last two days of tracking. In addition, the BVP birth model requires more
time to confirm all birth targets because the low pD value reduces the probability of detecting
measurements of a target for two consecutive epochs. Fig. 4.5.1d presents the OSPA errors of
each method using pD = 0.75 and λc = 1. These results again illustrate that the three birth
models provide similar performance in terms of state and cardinality estimation.
Table 4.5.4: Averaged OSPA errors at the final epoch
pD λc results BVP CAR PAR
0.95 0.1
Position OSPA (km) 1.39 1.29 1.36
Velocity OSPA (m/s) 14.21 14.20 14.20
0.95 1
Position OSPA (km) 1.31 1.99 1.30
Velocity OSPA (m/s) 14.21 28.35 14.20
0.75 0.1
Position OSPA (km) 7.39 7.53 6.34
Velocity OSPA (m/s) 71.65 73.19 78.43
0.75 1
Position OSPA (km) 8.10 10.68 8.14
Velocity OSPA (m/s) 113.67 134.72 114.24
The position and velocity OSPA errors of the above four cases at the final epoch are given
in Table 4.5.4. Results indicate that BVP can achieve similar accuracy compared to the CAR
and PAR for all test parameters, and the difference of the three methods results mainly from
statistical variations [56]. The 10th and 90th percentiles of state and cardinality errors are also
computed and shown in Fig. C.1.1, see Appendix C.1 for detailed discussion.
Table 4.5.5 provides the averaged number of birth tracks, the averaged number of GM
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Table 4.5.5: Averaged computation time and parameters of birth tracks
pD λc results BVP CAR PAR
0.95 0.1
Number of birth tracks 6.64 10.26 9.32
Number of GM 1 12.04 15.45
Time consumption (s) 459.14 973.27 1092.44
0.95 1
Number of birth tracks 6.6 24.86 22.92
Number of GM 1 13.29 13.09
Time consumption (s) 466.43 1811.89 1743.19
0.75 0.1
Number of birth tracks 6.5 11.80 11.34
Number of GM 1 13.92 15.26
Time consumption (s) 406.68 1142.56 1291.04
0.75 1
Number of birth tracks 6.38 26.94 26.06
Number of GM 1 14.02 12.99
Time consumption (s) 457.22 2411.20 2314.59
components of each birth track, and the averaged computation time of the LMB filters using
the three birth models based on 50 Monte Carlo simulations. As expected, the BVP-LMB filter
provides the most efficient performance in all test cases. Compared with the large number of
birth tracks and GM components generated by CAR and PAR, BVP only generates around 6
to 7 birth tracks for all test cases, which are very close to the true number of new targets (6
GEO and GTO targets), and each birth track only contains one Gaussian component. Thus, the
computational demand of the orbit propagation process of the BVP-LMB filter is dramatically
reduced.
The larger mean clutter rate, λc = 1, results in more computation time for the CAR/PAR-
LMB filter. Even though the majority of clutter tracks can be quickly removed by the LMB
filter due to the lack of follow on measurements, the orbit propagation of these clutter tracks
significantly increases the overall computational demand of the CAR/PAR-LMB filter. In con-
trast, the BVP birth model yields a similar number of birth tracks for different scenarios because
the clutter measurements rarely produce a valid solution to the BVP birth model. Therefore, us-
ing more clutter measurements does not significantly affect the computational efficiency of the
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BVP-LMB filter.
In the case of pD = 0.75, the computation time of the BVP-LMB filter is slightly de-
creased. The major reasons are a lower pD value results in fewer measurements that need to be
processed by a birth model, as well as fewer hypotheses in the δ-GLMB update. However, the
CAR and PAR birth models generate more birth tracks even if there are fewer measurements.
This is because more missed detections lead to the LMB filter losing custody of new tracks,
which requires the target birth process to be performed more frequently.
4.5.3 Case II: Sparse Measurements
In this case, the three birth models are tested by a more realistic scenario using sparse
measurements of three GEO and three GTO objects. The sparse measurements and long time
gap increase the difficulty of data association and state estimation.
The averaged state and cardinality OSPA errors of the three methods in the case of PD =
0.95, λc = 0.1 and PD = 0.95, λc = 1 are presented in Fig. 4.5.2a and Fig. 4.5.2b respectively.
Using different mean clutter rate values results in similar trends of OSPA errors for all three
methods. Compared with CAR/PAR-LMB filter, the BVP-LMB filter converges slightly slower
due to the fact that it takes one more epoch to confirm the presence of target birth, but its
state OSPA errors are reduced to similar levels as the CAR and PAR by the second half of
the simulation. The cardinality OSPA errors demonstrate that the cardinality estimate of the
BVP-LMB filter can catch up with the CAR/PAR birth models after three days tracking.
The results for all three birth models in the case of PD = 0.75, λc = 0.1 and PD = 0.75,
λc = 1 are presented in Fig. 4.5.2c and Fig. 4.5.2d respectively. Compared with Fig. 4.5.2a
and Fig. 4.5.2b, the smaller PD value results in a large increase in averaged state errors because
fewer measurements are available to improve the state estimate. The BVP-LMB filter gradually
reduces the state OSPA errors to the same level of the CAR/PAR-LMB filters. The cardinality
OSPA errors indicate that all birth models incur longer time delays for the cardinality estimate
of new birth tracks, but all converge on the correct estimate of the number of targets during the
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(a) PD = 0.95, λc = 0.1 (b) PD = 0.95, λc = 1
(c) PD = 0.75, λc = 0.1 (d) PD = 0.75, λc = 1
Figure 4.5.2: Averaged position, velocity OSPA errors and cardinality estimate results of three
birth models in the case of tracking 3 GEO and 3 GTO objects for 7 days
last few epochs.
The OSPA errors of the three methods at the final epoch are given in Table 4.5.6. The BVP-
LMB filter slightly outperforms the other two methods across all test cases. The PAR-LMB
filter provides the worst performance, especially when using a lower pD value. A significant
increase in error occurs for all three methods for the pD = 0.75 case due to a reduced number of
measurements and increased time gaps between measurements. In this scenario, the uncertainty
cannot be well described by a fixed number of GM components. Recent development using
the Adaptive Entropy-based Gaussian Information Synthesis (AEGIS) [108] theory can better
account for the nonlinearity of orbital dynamics. It splits a Gaussian PDF into GM components
triggered by an entropy-based detection of nonlinearity during the evolution of the PDF. Intro-
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ducing AEGIS into the BVP-LMB filter to better approximate the PDF when nonlinearity is
encountered needs further investigation. In addition, the 10th and 90th percentile of state and
cardinality errors are shown in Fig. C.2.1, see Appendix C.2 for detail.
Table 4.5.6: Averaged OSPA errors at the final epoch
pD λc results BVP CAR PAR
0.95 0.1
Position OSPA (km) 0.67 1.34 1.64
Velocity OSPA (m/s) 0.09 0.16 15.23
0.95 1
Position OSPA (km) 0.63 0.56 2.19
Velocity OSPA (m/s) 0.09 0.08 17.16
0.75 0.1
Position OSPA (km) 5.68 8.49 9.66
Velocity OSPA (m/s) 49.42 97.30 93.50
0.75 1
Position OSPA (km) 6.19 11.14 14.23
Velocity OSPA (m/s) 33.36 114.47 176.75
Results in Table 4.5.7 validate that the best computational efficiency is again achieved by
the BVP-LMB filter. The BVP birth model produces around 5 to 6 new birth tracks for different
combinations of PD and λc values, which is very close to the true number of birth tracks. This
demonstrates that the BVP birth model is able to identify and prune most clutter measurements.
In addition, BVP determines an accurate initial state and uncertainty of a birth track using
only one Gaussian component, while a large number of GM components are required in the
CAR and PAR birth models to ensure the successful convergence of the LMB filter. More GM
components and long time gaps for orbit propagation result in the large computation time for
the CAR/PAR-LMB filter.
4.6 Summary
This chapter proposes a BVP-LMB filter for high efficiency tracking of multiple space
object. Compared to the typical CAR/PAR birth model, the BVP birth model approximates the
orbital state of a new target by a single Gaussian component. In addition, most clutter tracks
can be effectively rejected by the BVP optimisation process to further reduce the computational
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Table 4.5.7: Averaged computation time and parameters of birth tracks
pD λc results BVP CAR PAR
0.95 0.1
Number of birth tracks 5.14 8.32 7.86
Number of GM 1 55.80 50.01
Time consumption (s) 588.61 4350.18 4189.29
0.95 1
Number of birth tracks 5.42 18.04 17.94
Number of GM 1 52.19 46.28
Time consumption (s) 645.05 7424.28 7386.38
0.75 0.1
Number of birth tracks 5.88 7.40 8.76
Number of GM 1 47.90 50.45
Time consumption (s) 556.88 3703.57 3920.33
0.75 1
Number of birth tracks 5.7 17.48 17.80
Number of GM 1 46.42 47.90
Time consumption (s) 603.25 7037.87 7274.66
efforts. The proposed method is tested by tracking multiple GEO and GTO objects through
simulation. Results validate that the BVP-LMB filter provides similar accuracy of state and
cardinality estimation compared to the CAR/PAR-LMB filter, and it achieves the most efficient
computational performance in all test cases.
Chapter 5 A Multi-Sensor Tasking Method
Using Analytical Re´nyi
Divergence
This chapter presents a novel solution for tasking multiple SSA sensors to acquire the
most informative measurements for tracking multiple objects in GEO for the purpose of catalog
maintenance. The proposed method is formulated based on utilising the LMB filter for object
tracking, complementary data fusion rule for multi-sensor fusion, and an information theoretic
reward function for sensor tasking. The proposed sensor tasking solution assigns sensor tasks by
maximising a reward function that can be interpreted as information gain. This work employs
the Re´nyi divergence as the reward function and derives its analytical form for LMB RFSs.
The developed algorithm is implemented for sensor tasking with various types of space-based
sensor networks, including one based on geosynchronous transfer orbit, one based on Sun-
synchronous orbit, and two hybrid sensor networks using both space- and ground-based sensors.
The proposed method is validated by two simulated case studies, involving large-scale GEO
object tracking and dim GEO object tracking. The results indicate that the method is able to
maintain custody of all objects successfully, and the space-based sensor networks generally
perform better than traditional ground-based sensor networks in terms of state and cardinality
estimation errors.
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5.1 Introduction
The traditional approach for GEO space object tracking mainly uses the optical measure-
ments provided by ground-based sensor (GBS) networks [24, 75, 109]. Recently, optical space-
based sensor (SBS) networks have been applied for GEO object tracking [85, 77]. An SBS
provides better observing capability than a GBS. No restrictions due to weather conditions
and improved viewing geometry enable the SBS to observe space objects at any longitude. In
addition, an SBS is not interrupted by the day/night cycle and can continuously collect measure-
ments. Most of the recently launched SBS platforms for monitoring GEO, such as Sapphire,
NEOSSat, and SBSS Block 10 [86, 87, 88], are placed in SSO. Bradley et al. [85] investigated
the benefits of using GTO-based SBS for an accurate orbit determination of objects in GEO. In
addition, GTO-based SBS is applicable to detect dim and small space debris objects in GEO
because it can approach the GEO belt near its apogee.
Motivated by previous efforts, two space-based sensor networks are presented in this chap-
ter: one including three SSO-based SBSs, and one including three GTO-based SBSs. In addi-
tion, two hybrid sensor networks are developed and investigated as a complementary approach:
one including two GBSs and one SSO-based SBS, and the other including two GBSs and one
GTO-based SBS.
In all the proposed space-based sensor networks, the multi-target tracking and sensor task-
ing solutions are designed in the Random Finite Set framework. The LMB filter used in this
study is a principled simplification of the δ-GLMB filter [48]. Beyond that, it not only outper-
forms the PHD, CPHD and MB filters in terms of accuracy but also outputs targets trajectories.
Due to these merits, the LMB filter is a suitable tool for multi-target tracking in the SSA do-
main [9, 56].
As limited sensor resources are available to collect measurements of the large number of
space objects, an appropriate sensor tasking scheme is essential for maintaining an accurate
space object catalog. Sensor tasking aims to allocate single or multiple sensors to take the
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best action to produce useful measurements, and it can be interpreted as a decision-making
process. The information theoretic measures have been widely used as a criterion to drive the
sensor tasking problem. Commonly used information functionals include the Kullback-Leibler
divergence [73], Re´nyi divergence [74], and Cauchy-Schwarz divergence [110]. In this study,
we present an analytical form derived for the Re´nyi divergence of two LMB densities in which
each target state density is a single Gaussian component. The obtained formula improves the
computational efficiency of sensor tasking, especially for large-scale space object tracking.
For multi-sensor applications, the local posteriors from multiple sensor nodes need to be
combined using a data fusion method. The recently developed complementary Generalised Co-
variance Intersection (GCI) data fusion method [111] is useful for fusion of LMB posteriors
from sensors with different FOVs. This method computes an adaptive weight for each possi-
bly existing object in each local posterior based on the information content quantified by an
information divergence function. This approach is adopted in this study to achieve statistical
multi-sensor fusion of SSA sensors, and the analytically derived Re´nyi divergence is used to
generate the adaptive weights.
In summary, the major contributions of this chapter are:
(1) The analytical form of the Re´nyi divergence between the prior and posterior LMB
densities is derived under the assumption of single Gaussian component representation of each
target state density. The proposed analytically derived Re´nyi divergence provides a tractable
measure of the difference between the LMBs and is applicable for efficient tasking of multiple
sensors to track a large population of space objects.
(2) A framework of multi-sensor multi-target tracking is presented using the LMB filter and
an efficient step-by-step sensor tasking algorithm, and its Gaussian mixture implementation is
introduced. Each Gaussian mixture is approximated with a single Gaussian only at the time of
computing the Re´nyi divergences.
(3) Several space-based sensor networks and hybrid sensor networks are developed and
investigated for accurate GEO object tracking. The results highlight that the GTO-based sensor
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network provides better capability for dim GEO object tracking compared to the other types of
sensor networks.
The rest of the chapter is organised as follows. The derivation of the Re´nyi divergence
between two LMBs is elaborated in Sec. 5.2. Section 5.3 briefly introduces the complementary
data fusion method with adaptive weights that are tuned using Re´nyi divergence. Section 5.4
details the proposed step-by-step sensor tasking algorithm. Section 5.5 provides the description
of the sensor network design. Simulation results for two test cases are also presented to evaluate
the performance of the proposed method. Conclusions are drawn in the last section.
5.2 Development of Reward Functions
5.2.1 Information Functionals for Sensor Tasking
Several information functionals have been introduced into the framework of RFS filters for
sensor tasking [112, 24, 113, 114]. The Cauchy-Schwarz divergence is based on the Cauchy-
Schwarz inequality for the inner product between two probability densities functions pi0 and
pi1 [114], given by
C(pi0,pi1) = − log
 ∫ pi0(X)pi1(X)δX√∫
pi0(X)2δX
∫
pi1(X)2δX
 . (5.2.1)
Due to the possibility of deriving closed-form formulas for the Cauchy-Schwarz diver-
gence between some RFS densities (such as the PHD and δ-GLMB), it has recently attracted at-
tention in the stochastic sensor control literature [112, 114]. The derived results for the Cauchy-
Schwarz divergence for δ-GLMB RFSs are given in Appendix D.1. These equations have been
used in the numerical experiments for comparison purposes.
The Re´nyi divergence has been employed as a reward function in conjunction with many
realisations of RFS filters [115, 112] for sensor tasking. The general form of the Re´nyi diver-
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gence between two PDFs pi0 and pi1 is [74]
R(pi0,pi1) =
1
α− 1 log
∫
pi1(X)
αpi0(X)
1−αδX, (5.2.2)
where 0 < α < ∞, and α 6= 1. When α → 1, the Re´nyi divergence becomes the well-known
Kullback-Leibler divergence [116]. If α = 0.5, then the Re´nyi divergence is equivalent to the
Bhattacharyya coefficient [117] multiplied by a scale factor of −2.
The above information functionals can be applied as reward functions to solve the sensor
tasking problem. In such problems, the information functional measures the information diver-
gence between the prior and posterior multi-target densities. As the higher information gain
indicates a more significant reduction of the posterior uncertainty, it can be expected that the
measurement set maximising the information gain yields more accurate state estimation. In or-
der to obtain the posterior multi-target density, the prior multi-target density is first propagated
to the desired time k, and then updated based on the LMB update equation using measurement
set Zk(u) generated from a specific sensor control vector u. However, the measurement set
Zk(u) cannot be obtained before a particular sensor tasking action is executed.
An efficient approach used in this paper is to generate pseudo-measurements using the Pre-
dicted Ideal Measurement Set (PIMS), which is dependent on the prior LMB density with an
ideal assumption of no clutter measurements, no measurement noise and applying probability
of detection pD = 1 for all objects in the sensor FOV. Indeed, for each predicted target state, x,
the corresponding PIMS measurement is arg maxz g(z|x, u). Note that the additional parame-
ter u in the measurement likelihood model is the sensor control command, and is included to
emphasise the dependence of measurements acquired from a sensor on the control command
that is sent to it. Thus, given a control vector u at a specific epoch k, the PIMS is given by
ZPIMSk|k−1(u) =
⋃
z∈FOV,x∈Xˆk|k−1
{
arg max
z
g(z|x, u)
}
. (5.2.3)
Using the PIMS measurement, the information functional, in the case of Re´nyi divergence, can
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be expressed as R(u) ∼= R(pik|k−1, ZPIMSk|k−1(u)).
The Re´nyi divergence has been introduced into the LMB filter for sensor tasking by ap-
proximating the multi-target density by its PHD [63, 57]. Note that the approximated labelled
RFS is a Poisson RFS X on X augmented with labels on L, which cannot be regarded as a
Poisson RFS and approximated by the PHD equation directly [46]. Thus, these derivations
transform the LMB to an unlabelled PHD, and the obtained Re´nyi divergence is the same as
the formula for the Poisson PHD [24]. Generally, the Re´nyi divergence for the PHD needs nu-
merical integration, and the analytical form is available only if the PHD contains one Gaussian
component. Therefore, the heavy computational cost makes the Re´nyi divergence a poor choice
for practical applications.
This paper derives the analytical form of the Re´nyi divergence for the prior and posterior
LMB PDFs, which enables the Re´nyi divergence to be implemented with the LMB filter for sen-
sor tasking with improved accuracy compared to the state-of-the-art. The explicit expression of
the Re´nyi divergence for two LMBs using a GM implementation is first derived in Sec. 5.2.2.
The obtained formulation can be further simplified to an analytical solution based on the as-
sumption of a single Gaussian component representation of the single target state. Detailed
derivation is elaborated in Sec. 5.2.3.
5.2.2 Re´nyi Divergence for LMBs
Proposition 1: The Re´nyi divergence between the following LMB RFSs with parameter sets:
pi0(X) = ∆(X)w0(L(X))[p0(·)]X (5.2.4)
pi1(X) = ∆(X)w1(L(X))[p1(·)]X , (5.2.5)
is given by
R(u) =
1
α− 1 log
∑
L⊆L
(w0(L))
1−α(w1(L))α
[ ∫ (
p0(x, ·)
)1−α(
p1(x, ·)
)α
dx
]L
. (5.2.6)
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Proof. Substituting Eqs. (5.2.4) and 5.2.5 into Eq. (5.2.2) yields
R(u) =
1
α− 1 log
∫
∆(X)
(
w0(L(X))
)1−α[(
p0(·)
)1−α]X × (w1(L(X)))α[(p1(·))α]XδX
=
1
α− 1 log
∫
∆(X)
(
w0(L(X))
)1−α(
w1(L(X))
)α × [(p0(·))1−α(p1(·))α]XδX.
(5.2.7)
In contrast to the Cauchy-Schwarz divergence, the Re´nyi and Kullback-Leibler divergences
can be reformulated using set integrals. The set integral for the labelled RFS is given by [46]
∫
f(X)δX =
∑
n≥0
1
n!
∑
(`1,··· ,`n)∈Ln
∫
Xn
f({(x1, `1), · · · , (xn, `n)})d(x1, · · · , xn). (5.2.8)
The standard (Lebesgue) integral in Eq. (5.2.7) can be replaced by the set integral using Eq. (5.2.8),
and according to Vo et al. [46, Lemma 3]
∫
∆(X)h(L(X))gXδX =
∑
L⊆L
h(L)
[ ∫
g(x, ·)dx
]L
. (5.2.9)
Thus, the Re´nyi divergence can be rearranged as follows
R(u) =
1
α− 1 log
∑
L⊆L
(
w0(L)
)1−α(
w1(L)
)α[ ∫ (
p0(x, ·)
)1−α(
p1(x, ·)
)α
dx
]L
. (5.2.10)
Gaussian Mixture Implementation
Let the single-target density inpi0(X) andpi1(X) be approximated by the following GMM
formulation
p
(`)
0 (x) =
N0∑
i=1
w
(`)
0,ipg
(
x;m
(`)
0,i , P
(`)
0,i
)
(5.2.11)
p
(`)
1 (x) =
N1∑
j=1
w
(`)
1,jpg
(
x;m
(`)
1,j, P
(`)
1,j
)
. (5.2.12)
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With the selection of α = 0.5, which provides the best discrimination between densi-
ties [118, 119], then Eq. (5.2.6) can be written explicitly as
R(u) = −2 log
∑
L⊆L
(
w0(L)
) 1
2
(
w1(L)
) 1
2
∏
`∈L
γ(`)pi0,pi1 (5.2.13)
γ(`)pi0,pi1 =
∫ ( N0∑
i=1
N1∑
j=1
w
(`)
0,iw
(`)
1,jK
(`)
i,j pg
(
x;µ
(`)
i,j ,Σ
(`)
i,j
)) 12
dx, (5.2.14)
where
K
(`)
i,j = pg
(
m
(`)
0,i ;m
(`)
1,j, P
(`)
0,i + P
(`)
1,j
)
(5.2.15)
Σ
(`)
i,j =
[(
P
(`)
0,i
)−1
+
(
P
(`)
1,j
)−1]−1 (5.2.16)
µ
(`)
i,j = Σ
(`)
i,j
[(
P
(`)
0,i
)−1
m
(`)
0,i +
(
P
(`)
1,j
)−1
m
(`)
1,j
]
. (5.2.17)
5.2.3 Analytical Form of Re´nyi Divergence for LMBs
The proposed GM implementation of the Re´nyi divergence for two LMBs requires the
solution of the numerical integral in Eq. (5.2.14). In this section, the analytical form of the
Re´nyi divergence for two LMBs is derived by approximating each single target state density
with a single Gaussian PDF. The form of the Re´nyi divergence does not require numerical
integration and therefore reduces the computation.
Let each target density of pi0(X) and pi1(X) be represented by a single Gaussian PDF
p
(`)
0 (x) = pg
(
x;m
(`)
0 , P
(`)
0
)
p
(`)
1 (x) = pg
(
x;m
(`)
1 , P
(`)
1
)
.
(5.2.18)
Then, the equation of γ(`)pi0,pi1 of two single Gaussian components can be rewritten as a simpler
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form
γ(`)pi0,pi1 =
∫ (
K
(`)
0,1pg
(
x;µ
(`)
0,1,Σ
(`)
0,1
)) 12
dx, (5.2.19)
where
K
(`)
0,1 = pg
(
m
(`)
0 ;m
(`)
1 , P
(`)
0 + P
(`)
1
)
Σ
(`)
0,1 =
[(
P
(`)
0
)−1
+
(
P
(`)
1
)−1]−1
µ
(`)
0,1 = Σ
(`)
0,1
[(
P
(`)
0
)−1
m
(`)
0 +
(
P
(`)
1
)−1
m
(`)
1
]
.
(5.2.20)
The Eq. (5.2.19) can be rearranged as
γ(`)pi0,pi1 =
(
K
(`)
0,1
) 1
2 |8piΣ(`)0,1|
1
4 . (5.2.21)
The detailed derivation is given in Appendix D.2. Finally, the analytical form of the Re´nyi
divergence is obtained by substituting Eq. (5.2.21) into Eq. (5.2.13)
R(u) = −2 log
∑
L⊆L
(
w0(L)
) 1
2
(
w1(L)
) 1
2
∏
`∈L
(
K
(`)
0,1
) 1
2 |8piΣ(`)0,1|
1
4 . (5.2.22)
The analytical form of the Re´nyi divergence is derived based on the assumption of a single
Gaussian component representation of each target state. In the case of GM representation of the
single target state, the analytical formula of the Re´nyi divergence can still be applied. This is
achieved by merging all GM components of a target state into one Gaussian PDF. The merging
equation for the GM form of p(`)0 (x) is given by
m
(`)
0 =
N0∑
i=1
w
(`)
0,im
(`)
0,i (5.2.23)
P
(`)
0 =
N0∑
i=1
w
(`)
0,i
[
P
(`)
0,i + (m
(`)
0,i −m(`)0 )(m(`)0,i −m(`)0 )T
]
. (5.2.24)
Remark 5.1 Note that the merging of the GMM may yield an inaccurate approximation in
highly non-Gaussian cases. This study considers circular GEO orbit, and assumes that state
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uncertainties remain close to Gaussian. Therefore, it is not expected that merging components
will have a significant impact in this study. The merged Gaussian PDF is only used to ana-
lytically compute the Re´nyi divergence for sensor tasking and adaptively tune the data fusion
weights. The GM form of target state is still employed in the measurement update of the LMB
filter for state estimation. The calculation of adaptive weights for data fusion is introduced in
Sec. 5.3.
5.2.4 Analysis of Reward Functions
In order to evaluate the performance of the proposed analytical Re´nyi divergence, a sim-
ple case of tracking two LEO space objects is presented. In this case study, the desired sensor
tasking behaviour is to observe one out of two objects at each epoch depending on the in-
formation gain of each object. The initial means of the two objects are characterised by the
Keplerian orbital elements of semi-major axis a, eccentricity e, inclination inc, right ascension
of the ascending node Ω, argument of periapsis ω, and mean anomaly M , which are shown
in Table 5.2.1. The mean anomalies of these two objects are 180 deg apart, and the other five
Keplerian orbital elements (a, e, inc,Ω, ω) are the same.
Table 5.2.1: Orbital elements of the two LEO objects
a (km) e inc (deg) ω (deg) Ω (deg) M (deg)
object 1 7653.76 0 45 0 0 0
object 2 7653.76 0 45 0 0 180
An optical sensor is assumed to be located at the centre of the Earth, which generates
angular measurements, i.e., right ascension and declination. The simulation time is half of
the orbital period of these two objects, and the sensor is tasked to collect 20 evenly spaced
observations within this time window. The FOV size of the sensor is 2 deg in both length and
width, and only one object is considered in the sensor FOV at each epoch. Since both orbits
are circular and the sensor located at the Earth centre, the distance between each object and
the sensor is the same, i.e., equal to the semi-major axis during the entire time window. The
same initial covariance P = diag[102, 102, 102, 10−6, 10−6, 10−6] with position and velocity
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units in km and km/s is employed for both objects. As both objects are initialised using the
same covariance, and they have the same distance from the sensor, the expected sensor action
is to alternately observe each object and yield an equal number of measurements and similar
uncertainty values at the final epoch.
The orbital state and covariance are propagated using the unscented transform, and the
equations of motion are those of the two-body problem. Given the multi-target state extracted
from the prior LMB, the PIMS of each sensor control command is calculated using Eq. (5.2.3).
Then the pseudo posterior multi-target density can be obtained using the LMB update and
PIMS. The decision-making process depends on maximizing the information gain between the
prior and pseudo posterior multi-target densities. Three information divergences are tested,
including the analytical Re´nyi divergence (Eq. (5.2.22)) for LMBs, the numerical Re´nyi diver-
gence (Eq. (5.2.6)) for LMBs, and the Cauchy-Schwarz divergence (Eq. (5.2.1)) for δ-GLMBs.
Note that the Cauchy-Schwarz divergence of a sensor tasking command is calculated using the
prior and pseudo posterior δ-GLMBs, and all information of the two objects are used in the
calculation. For example, the Cauchy-Schwarz divergence computed for object 1 depends on
the state and uncertainty of both objects. In contrast, the analytical and numerical Re´nyi diver-
gences are calculated only using the prior and pseudo posterior density of objects within the
sensor FOV. In addition, the integral (Eq. (5.2.14)) in the numerical Re´nyi divergence is com-
puted using a Monte Carlo integration method. The sensor control command that yields the
highest information gain is selected as the best solution, and the sensor is allocated to collect
measurements. The measurement update is performed using the LMB update by assuming the
measurement noise is 1 arc-second for both angles.
In Fig. 5.2.1, the black circle represents the trajectory of the two tested objects. The star
located at the centre of the circle is the sensor. The solid blue dots and orange triangles are the
initial positions of the two objects, the hollow blue dot and orange triangle are the positions of
the two objects at each epoch. The blue and orange arrows indicate the corresponding motion
of the two objects. The objects are separated such that the sensor can only choose one to detect
over the course of the 20 time steps.
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(a) Analytical Re´nyi divergence
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(b) Numerical Re´nyi divergence
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(c) Cauchy-Schwarz divergence
Figure 5.2.2: Tracking results by sensor tasking via maximising different reward functions
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Fig. 5.2.2 shows the log trace of the covariance of the test objects, as well as the observed
target ID using all three formulations. The log value used here is merely for better visualisation.
The results indicate that all reward functions are able to provide the desired sensor tasking
performance, i.e., the two objects can be alternately observed during the entire simulation. The
major difference is that the two Re´nyi divergences choose to observe target 1 at the first epoch,
while the Cauchy-Schwarz divergence selects target 2 to start. Nonetheless, the covariances of
the two objects decrease rapidly in all test cases. Moreover, the uncertainties of the two objects
are significantly reduced. It can be concluded that the proposed analytical Re´nyi divergence
provides similar performance compared to the numerical Re´nyi divergence and the Cauchy-
Schwarz divergence.
5.3 Centralised Data Fusion
The sensor networks investigated in this study are managed by a centralised processing
strategy [120]. It maintains a central catalog using measurements from all sensors and deter-
mines the best sensor control vector using all information obtained from each sensor. In this
way, the sensor tasking solutions, which are determined based on all available information from
all sensor nodes, approximate a globally optimal solution. The general schematics of the cen-
tralised network in an SSA application is shown in Figure 5.3.1.
In the proposed sensor network design, in each sensor node, an LMB filter is running.
The multi-target posteriors formed in each sensor node are communicated to a ground centre
where they are combined into a fused multi-object posterior. After the multi-sensor fusion is
performed, the system prepares for the next epoch by running the prediction step of an LMB
filter centrally. The predicted LMB prior is then fed back to the sensor nodes. At the centre,
the predicted prior is further used for tasking the sensors, and the information theoretic method
is used to produce the best sensor tasking commands. The resulting commands are also com-
municated back to the sensor nodes. Depending on those commands, the sensors are tasked
to scan particular regions of space and acquire measurements related to space objects in those
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Figure 5.3.1: General schematics of centralised multi-sensor fusion and tasking using a
network of space- or ground-based sensors or a mix of them, in an SSA application.
regions. The measurements are then utilised to run local LMB update steps in each sensor node,
resulting in LMB posteriors.
In centralised sensor networks, the GCI rule [42] is commonly used to fuse several lo-
calised LMB densities. Given the LMB RFS pii = {(r(`)i , p(`)i )}`∈L, i ∈ [1, ns], where ns is
the number of sensors, and normalised fusion weights w(`)i ∈ (0, 1), the fused distribution is
computed using the weighted geometric mean [121]
pif = {(r(`)f , p(`)f )}`∈L, (5.3.1)
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where
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. (5.3.3)
Note that the data fusion rule based on the traditional GCI method produces consensus
fusion, intended for use when all objects are observed by each sensor at every single epoch.
However, it is not applicable for space object tracking in SSA because different sensors usually
have different FOVs. Following the work by Wang et al. [111], the complementary fusion
solution is adopted in this study. This method adaptively tunes the weight w(`)i of track ` from
the local posterior of sensor node si, in such a way that it exponentially increases with the
information content yielded by the sensor for the track. Provided the labels from multiple
sensor nodes are consistent, the complementary fusion is implemented separately for each label,
meaning that only the Bernoulli components with the same label are fused.
In this study, the information content of a Bernoulli component is quantified by the Re´nyi
divergence, and the label-dependent fusion weight w(`)i is given by
w
(`)
i =
Ω
(`)
i∑
i′∈[1,ns] Ω
(`)
i′
, (5.3.4)
where Ω(`)i
∆
= exp
(
R
(`)
i / mini′∈[1,ns] R
(`)
i′
)
, and mini′∈[1,ns] R
(`)
i′ represents the minimum in-
formation divergence. If only one sensor observes an object, then no information gain can be
obtained from other sensors. In this case, a value of R(`)i = 0.01 is used as the weight for any
sensor with zero information gain [111].
The Re´nyi divergence R(`)i between the prior Bernoulli RFS and posterior Bernoulli RFS
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of track `, namely pi(`)k|k−1 = (r
(`)
k|k−1, p
(`)
k|k−1) and pi
(`)
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k,i), for sensor si can be obtained
based on Eq. (5.2.22)
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Remark 5.2 Constructing a fully centralised sensor network may not be feasible in real appli-
cations due to the limitation on data transmission between multiple sensor nodes. Therefore,
the data fusion between sensor nodes should be carried out in a distributed architecture. In
the distributed network, each sensor node can only exchange information with its neighbour
nodes. Thus, the sensor tasking solutions from a distributed network are generally subopti-
mal. Note that the complementary fusion can still be applied to the distributed sensor net-
work. Gehly et al. [120] employed the complementary fusion method to both centralised and
distributed sensor networks to monitor space objects from different orbit domains. Results in-
dicate that the state estimation accuracy of the distributed network approaches the centralised
network.
Remark 5.3 One prerequisite of the complementary GCI fusion is that all sensors need to share
the same label space. However, this assumption may not always be valid in practical scenarios.
If the labels in different posteriors are mismatching, the GCI fusion rule will lead to poor
performance. For example, in the case that a target in different posteriors is assigned different
labels, both consensus and complementary GCI fusions will not correctly fuse information for
the target due to the mismatching labels. The label mismatching phenomenon has attracted
attention by the fusion community [122, 123, 124, 125, 126]. Further investigation of the label
mismatching problem is beyond the scope of this dissertation.
5.4 Sensor Tasking Method
This section details the procedure of the developed sensor tasking method for SSA. The
visibility analysis is first presented, then the principle of the step-by-step sensor tasking method
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and its implementation are elaborated.
5.4.1 Visibility Analysis
In this study, both GBS and SBS measure angular observations from the east-north-up
(ENU) frame. Each sensor control vector specifies a sensor pointing direction defined in the
ENU frame using azimuth and elevation (az, el) [24]. Note that not all space objects can be de-
tected by an SSA sensor due to the illumination condition and several observational constraints.
For both GBS and SBS, the visibility of a space object is mainly dependent on two factors, the
brightness and detection loss mode [89], where the former can be quantified using the apparent
magnitude and the latter is mainly based on the viewing geometry of the sensor.
(1) The apparent magnitude for a diffuse spherical object is defined using the following
equation [85]
mv = −26.74− 2.5 log
(1.5(Cr − 1) ∗ S ∗ F (ψ)
ρ2
)
(5.4.1)
where -26.74 is the apparent magnitude of the Sun, Cr is the coefficient of reflectivity, S is the
cross-sectional area of the sphere, F (ψ) is the phase function, and ρ is the distance between
sensor and target. The S used in this study is the radar cross section (RCS) 1 data obtained from
CelesTrak 2. The phase function depends on the solar phase angle ψ, which is expressed as
F (ψ) =
2
3pi2
{
(pi − ψ) cos(ψ) + sin(ψ)}. (5.4.2)
If the apparent magnitude of a space object is larger than a predefined threshold Tam, it is re-
garded as too dark to be detected.
(2) The elevation mask is a general detection loss mode employed for the GBS to avoid
obstructions and atmospheric attenuation [24]. In contrast, the elevation mask is not appli-
cable for SBS which is not affected by atmospheric conditions. Following the research by
1Note that RCS is not the same as physical size and objects will have a different apparent size in radar and
optical frequencies. In spite of this, the use of RCS as a proxy for size allows for a realistic sampling of catalogued
GEO objects.
2CelesTrak: https://celestrak.com/pub/satcat.txt, 10 November 2017
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Holzinger et al. [89], another reasonable detection loss mode, transit of a space object out of
sensor LOS, is adopted in this study. It can be interpreted as the LOS from sensor to object being
blocked by Earth. This LOS loss mode can be further developed to probabilistically determine
the time left to detect of space object.
One simple way to implement this LOS loss mode is to calculate the distance dLOS between
the Earth centre and the LOS of an SBS. If the dLOS is shorter than the Earth radius Re, then
the object can be considered to be obscured by the Earth. The equation of dLOS is given by
dLOS =
‖ (xs − xt)× xs ‖
‖ xs − xt ‖ , (5.4.3)
where xs, xt are the locations of the sensor and target respectively in the Earth-centred inertial
(ECI) coordinate frame. The Earth radius Re is regarded as the threshold of this detection loss
mode.
The eclipse season is another detection loss mode, in which the GEO object can get
eclipsed by the shadow of Earth. Note that the initial epoch of our simulation is 10 Novem-
ber 2017, which is out of the eclipse season. Though some objects at higher inclination may
still experience eclipse, this loss mode is expected to have negligible impact and is therefore not
considered in this study.
Based on the above two visibility constraints, the label set of all visible tracks Lv can be
determined as following
Lv = {` |mv(`) < Tam ∩ dLOS(`) > Re}, (5.4.4)
and all visible objects are denoted as Xˆvk , where the hat refers to states extracted from the LMB.
5.4.2 Sensor Tasking Mode
There are several competing objectives for sensor tasking, including searching for new
objects, dedicated tracking for catalog maintenance, object characterisation, and manoeuvre
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detection [66, 24, 67, 77]. The focus of this chapter is catalogue maintenance to be performed
with an information theoretic reward function. The information theoretic sensor tasking can be
implemented in either a single-step (i.e., step-by-step) or multiple-step assignment strategy [24].
The step-by-step algorithm utilises predicted information for the next time step to decide which
target to observe, whereas the multiple-step method assigns sensor tasks through a future time
window (different time durations up to the whole tracking period), and therefore accounts for
targets entering and leaving the sensor FOR. The visible windows for GEO objects from either
SBS or GBS are sufficiently long that it is not necessary to account for frequently entering
and leaving the sensor FOR. Furthermore, the step-by-step method is more applicable for real-
time filtering as it is able to reschedule a missed detection immediately, while the multiple-step
method needs to wait to reassign a task until the whole assignment time window is completed.
Therefore, the more straightforward and flexible step-by-step assignment method is utilised in
this study.
For the multi-sensor tasking problem, different control vectors u = (u1, u2, · · · , uns) of
multiple sensors result in various combinations of local posteriors, and each combination gen-
erates a fused pseudo posterior. The general task of information-driven sensor tasking is to find
the optimal control vectors u∗ = (u∗1, u
∗
2, · · · , u∗ns) from all combinations in the control vector
space Uns , which maximises the information gain between the prior and fused pseudo posterior
LMBs
(u∗1, u
∗
2, · · · , u∗ns) = arg max
(u1,u2,··· ,uns )
R(u1, u2, · · · , uns). (5.4.5)
The conventional method to find the optimal control vectors is to perform a brute-force
search in the control vector space Uns . The latest innovation to speed up this optimisation pro-
cess is the use of a coordinate descent method, and the optimisation needs to be repeated with
multiple initialisations to improve robustness [127]. However, this approach is still computa-
tionally intractable in the case of large-scale space object tracking.
In order to efficiently generate the best control vector, this study simplifies the objective
of the optimisation to determination of the group of sensor control vectors that maximises the
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sum of information divergences for the prior and the local pseudo posterior of each sensor node,
given by
(u∗1, u
∗
2, · · · , u∗ns) = arg max
(u1,u2,··· ,uns )
ns∑
i=1
R(ui). (5.4.6)
Compared with Eq. (5.4.5), which requires the information divergence between the prior
pik|k−1 and the fused pseudo posterior p˜iPseudok of all sensor nodes, the simplified objective func-
tion Eq. (5.4.6) employs the information divergence for each sensor node using its local pseudo
posterior p˜iPseudok,i . The information gain can be quickly obtained using the proposed analytical
Re´nyi divergence for LMBs. The computation of an information divergence is carried out only
for the visible tracks Xˆvk corresponding to sensor si because it is unnecessary to involve the
non-visible tracks in decision-making.
The best control vector of a sensor is then the one with the highest information gain. In
this way, the computational complexity is significantly reduced. However, this approach is sub-
optimal, and the obtained best control vector may be a local optimum because the data fusion
is omitted in the sensor tasking process. For example, the reward values of control vectors are
added together even if they observe the same target. Generating the best control vectors without
yielding repetitive observations of the same target can be formulated as an optimal assignment
problem, and potential solutions like auction algorithm [24] need to be further investigated.
Nonetheless, the proposed reward function has exhibited excellent empirical performance in
sensor tasking applications.
Given a specific control vector u, the sensor tasks are scheduled to collect measurements.
The probability of detection pD is an essential parameter to account for missed detections, and
it is important for the LMB filter to correctly maintain custody of all objects. Gehly et al. [24]
calculated pD based on a robust split GM algorithm to account for objects near the edge of the
sensor FOV. Wang et al. [111] assumed pD is both range-dependent and angle-dependent and
calculated it using a Rayleigh fading signal model. Generally, p(`)D depends on whether the track
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` is within the sensor FOV. In this study, a simplified formula is used:
P
(`)
D = PD,c1zFOV(z
(`)
k|k−1). (5.4.7)
Here PD,c is a constant value to model the detection capability of the sensor, z
(`)
k|k−1 is the pre-
dicted measurement of track ` calculated from sigma points, the inclusion function 1zFOV(z
(`)
k|k−1)
is 1 only when z(`)k|k−1 ∈ zFOV, where zFOV represents the bounds of the FOV.
5.4.3 Implementation
The overall structure of the multi-sensor multi-target tracking is illustrated in Fig. 5.4.1.
Figure 5.4.1: Multi-sensor multi-target tracking
Given the multi-target posterior at time tk−1 modelled by an LMB RFS with parameter set
pik−1, and assuming no target birth, the multi-target prior at time tk is an LMB RFS equal to the
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propagated survival LMB RFS with the parameter set given by
pik|k−1 = {(r(`)S,k|k−1, p(`)S,k|k−1)}`∈L0:k . (5.4.8)
Note that modelling new target birth without prior knowledge is a challenging task in SSA, espe-
cially when using too-short arc measurements [21]. Jointly tracking new and cataloged objects
for SOC maintenance and expansion is a challenging task which requires further investigation.
The predicted probability of existence r(`)S,k|k−1 and the probability density p
(`)
S,k|k−1 of the
orbital state of a survival track ` via the GM implementation are expressed by
r
(`)
S,k|k−1 = p
(`)
s r
(`)
S,k−1 (5.4.9)
p
(`)
S,k|k−1 = 1L(`)
J∑
j=1
w
(`)
k|k−1,jpg
(
x;m
(`)
k|k−1,j, P
(`)
k|k−1,j,
)
(5.4.10)
where ps(·) is the survival probability, m(`)k|k−1,j and P (`)k|k−1,j are obtained by propagating m(`)k−1,j
and P (`)k−1,j to time k using the unscented transform, and J is the number of GM components.
The weight w(j)k|k−1(`) is constant in the prediction step. The m
(`)
k|k−1,j and P
(`)
k|k−1,j via the un-
scented transform can be found in Sec. 4.4.
The multi-target prior pik|k−1 needs to be transformed to a δ-GLMB for the measurement
update and sensor tasking steps. The number of hypotheses in the predicted δ-GLMB increases
exponentially for a large number of tracks. In order to improve efficiency, a K-shortest path
algorithm can be used to only maintain the K most important hypotheses with the largest
weights [47].
To compute the visibility and information divergence for sensor tasking, the multi-target
state needs to be extracted from the prior δ-GLMB density. The number of objects nˆ can be
determined using the maximum a posterior (MAP) value of the cardinality distribution ρ(n)
nˆ = arg max
n
ρ(n). (5.4.11)
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The tracks Xˆk with first nˆ highest probabilities of existence are then extracted. For a track `,
the expected a posterior (EAP) state estimate is given by
xˆk(`) =
J∑
j=1
w
(`)
k|k−1,jm
(`)
k|k−1,j. (5.4.12)
The EAP state is utilised to determine the objects Xˆvk,i visible to sensor si. Each visible ob-
ject represents a potential sensor control task. For a given task uj , where j = {1, 2, · · · , |Xˆvk,i|}
and |Xˆvk,i| is the number of visible targets, the PIMS ZPIMSk|k−1,ij is calculated including all visible
objects in the FOV. Then, the pseudo LMB update is performed using ZPIMSk|k−1,ij and the prior
LMB RFS pik|k−1. The obtained pseudo-posterior p˜iPseudok,ij of each sensor along with the prior
LMB RFS are used to calculate the Re´nyi divergence Ri(uj). This process is repeated until the
Re´nyi divergences of all sensor tasks are obtained. The best sensor control vector u∗i of sensor
si is determined as the one with the highest information gain. With the selected sensor task, the
measurements Zk,i are collected by sensor si and applied for the LMB update.
In the LMB update step, the η(θk)Z (`) and the single target density of track ` via the GM
implementation are expressed as
η
(θk)
Zk
(`) =
J∑
j=1
ω
(θk)
k,j (`) (5.4.13)
p(θk)(x, `) =
J∑
j=1
ω
(θk)
k,j (`)
η
(θk)
Zk
(`)
pg
(
x;m
(θk)
Z,k,j(`), P
(θk)
k,j (`)
)
(5.4.14)
The parameters of the above two equations can be found in Sec. 4.4.
Each local posterior δ-GLMB RFS is then transformed back to the local posterior LMB
RFS pik,i(·|Zk,i) = {(r(`)k,i , p(`)k,i)}`∈L for data fusion, where i ∈ [1, ns] and ns is the number of
sensors. All localised LMB RFSs from each sensor are fused to obtain the posterior LMB RFS.
The complementary data fusion rule is performed for each track ` separately, and the fusion
weight w(`)i is determined using the Re´nyi divergence between the prior Bernoulli component
pi
(`)
k|k−1 and local posterior Bernoulli component pi
(`)
k,i of the sensor node si, which is calculated
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using Eq. (5.3.5). Note that the Re´nyi divergence used in sensor tasking is calculated between
the prior and the pseudo local posterior from PIMS, while the true posterior from the actual
measurements is used to calculate the Re´nyi divergence in fusion. Finally, the multi-target
posterior is approximated by the fused LMB RFS, which is employed to perform the SOC
maintenance, and propagated to the next time epoch; then, the process of sensor tasking and
multi-target tracking is repeated as shown in Fig. 5.4.1.
5.5 Simulation
5.5.1 Sensor Network Design
The developed sensor tasking algorithm is implemented using various types of sensor net-
works developed in this study, including one based on three GTO sensors, one based on three
SSO sensors, and two hybrid sensor networks using both SBS and GBS. Furthermore, the pro-
posed sensor networks are applied to two test cases to assess the performance with respect to the
traditional GBS sensor network. Following the research of Gehly et al. [24], the GBS network
used in this study is constructed by three ground stations, i.e., Socorro NM, Maui HI, and Diego
Garcia. Their geodetic locations and detailed parameters are given in Table 5.5.1. Note that the
double prime denotes the units of arc-seconds.
Table 5.5.1: Parameters of the ground stations
GBS Latitude (deg) Longitude (deg) Altitude (m) FOV size (az, el) Noise (az, el) GMT offset, h
Socorro, NM 33.82 -106.66 1510.2 [2 deg, 2 deg] [2”, 2”] -7
Maui, HI 20.71 -156.26 3058.2 [2 deg, 2 deg] [2”, 2”] -10
Diego Garcia -7.41 72.45 -61.2 [2 deg, 2 deg] [2”, 2”] +6
The orbital parameters of the three GTO orbits are generated based on three reference or-
bits selected from the NORAD TLE public catalog 3. In order to cover the whole GEO belt,
the apogees of the GTO orbits are well separated to guarantee each can approach around 1/3
of the population of GEO objects. The three SSO orbits are generated based on the orbit of
NEOSSat, which is also obtained from the NORAD TLE public catalog. The major difference
3www.space-track.org
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of these three SSO orbits is that their mean anomalies M are around 120 deg apart. The Keple-
rian orbital parameters and sensor FOVs of these two types of sensor networks can be found in
Table 5.5.2.
Table 5.5.2: Orbital parameters of the GTO and SSO sensor networks
SBS a (km) e inc (deg) ω (deg) Ω (deg) M (deg) FOV size (az, el) Noise (az, el)
GTO-A 26558.41 0.64 17.87 280.13 167.21 225.49 [2 deg, 2 deg] [5”, 5”]
GTO-B 26099.83 0.60 27.16 9.91 346.23 52.81 [2 deg, 2 deg] [5”, 5”]
GTO-C 24729.35 0.72 1.24 46.21 172.28 195.86 [2 deg, 2 deg] [5”, 5”]
SSO-A 7162.17 7.6× 10−4 98.54 159.97 133.10 106.96 [2 deg, 2 deg] [5”, 5”]
SSO-B 7161.13 7.1× 10−4 98.54 160.38 131.81 228.25 [2 deg, 2 deg] [5”, 5”]
SSO-C 7159.62 6.7× 10−4 98.53 161.46 132.46 347.61 [2 deg, 2 deg] [5”, 5”]
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Figure 5.5.1: GTO, SSO sensor networks and GEO space objects
The established GTO and SSO sensor networks are depicted in Fig. 5.5.1 in the ECI frame.
The sphere located at the centre represents the Earth. The three large blue dots represent the
GTO sensors, and their corresponding orbits are shown by the three black ellipses. The three
large red dots represent the SSO sensors which are located on three low Earth orbits; the orbits
are too close to be distinguished in the figure. The small black dots are 1000 GEO objects which
are randomly selected from the NORAD public catalog. From the figure, it appears the GTO
sensor network has a better opportunity to closely observe the GEO objects compared with the
SSO sensor network.
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In addition, two hybrid sensor networks, i.e., GBS-SSO and GBS-GTO, using both SBS
and GBS are presented as a complementary approach. Both GBS-SSO and GBS-GTO sensor
networks utilise two ground-based stations, Socorro and Diego Garcia, while the former em-
ploys SSO-A and the latter uses GTO-A. Theoretically, the SBS is not restricted by the day-night
gap and thus can work 24 hours every day. Therefore, the hybrid sensor network is expected
to exceed the traditional GBS network by persistently generating measurements to refine the
orbital state estimation.
5.5.2 Simulation Design and Data Selection
To validate the performance of the proposed method, two simulated scenarios including a
large population of GEO objects and a set of dim GEO objects are considered in this study.
In the first case study, a catalog containing 905 GEO objects is established, and all objects
are tracked for three days using different sensor networks (i.e., GBS, SBS, and hybrid) and
reward functions (i.e., Re´nyi and Cauchy-Schwarz divergences). The 905 objects are selected
from the NORAD public catalog for the date 10 November 2017 using the following constraints
0 6 e 6 0.1; 0 deg 6 inc 6 70 deg; 0.9 day 6 nm 6 1.1 day, (5.5.1)
where nm is the orbital period. The RCS values of these 905 objects are taken from CelesTrak.
The ground-based stations and their corresponding FORs are depicted as big black dots and
dashed curves respectively in Fig. 5.5.2. Note that the FORs of the three GBS cannot cover the
whole GEO belt due to the use of the 20 deg elevation mask. This results in two gaps between
the three FORs, i.e., a narrow gap around 135 deg to 155 deg longitude, and a larger gap above
the Atlantic Ocean. Therefore, for the purpose of a reasonable comparison between the GBS
and SBS approaches, only detectable objects which appear in the FOR of GBS at some epochs
within the tracking time window are selected. All test objects are drawn as the small black dots
in Fig. 5.5.2. It is worth mentioning that there is a considerable overlap region between the
FORs of the Socorro and the Maui stations, meaning that some objects can be jointly detected
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Figure 5.5.2: GEO space objects and FOR of the three ground-based sensors
by these two stations, whereas the Diego Garcia station has to solely conduct tracking for the
objects above the Indian Ocean.
In Case II, the proposed method is assessed by tracking 100 dim GEO objects. These
dim objects (red circles in Fig. 5.5.2) are randomly selected from the 905 objects used in Case
I. However, their RCS values are uniformly generated from the small range of [0.01, 0.2] m2.
These constraint values are selected because objects with RCS values larger than the upper
bound 0.2 m2 can be easily detected by all sensor networks, while objects with RCS values
smaller than the lower bound 0.01 m2 may be too faint to be observed. Note that the physical
area of a space object is assumed to be equal to RCS in this study. Therefore a sphere with RCS
of 0.2 m2 has a similar size as a basketball, while an object of 0.01 m2 is as small as a tennis
ball. As the tested 100 dim objects are selected from the catalog in Case I, they are able to the
appear in the FORs of the three GBSs during at least one epoch in the course of the simulation.
In order to achieve accurate state estimation, dense measurements and long observational
arcs are necessary for traditional space object tracking campaigns. However, this is not feasible
when tracking a large population of space objects. In this study, the measurements are gener-
ated from sparse data in a short observational arc, which enables more sensor resources to be
allocated to maintain custody of cataloged objects. Both GBS and SBS are assumed to generate
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one measurement each minute. This assumption results in 4320 epochs for each sensor network
in a three-day time window. The sparse data and short observing arc introduce difficulty to
accurate state estimation and data association for the LMB filter.
The dynamics of all tested objects are modelled in the Cartesian coordinate space. The
initial covariance is given by
Pini = diag [100, 100, 10, 10−4, 10−4, 10−5], (5.5.2)
where the units of position and velocity are km and km/s respectively. The mean estimated state
used in the LMB filter is randomly perturbed from the truth using Pini.
The measurements used in the filter update step are topocentric right ascension and dec-
lination, which are defined in Eqs. (2.1.12) - (2.1.15). The measurement noise values of GBS
and SBS are provided in Table 5.5.1 and Table 5.5.2 respectively. Process noise is incorporated
as a simple additive model to avoid filter saturation, assuming a constant 6× 6 diagonal matrix
with 1σ values of 1 m and 10−3 m/s for position and velocity respectively.
The force models used for truth generation and orbit propagation in the LMB filter are
shown in Table 5.5.3. The truth of the orbital state is generated using a high-fidelity orbit
propagation model including perturbation forces given in the second column of Table 5.5.3. A
simplified force model given in the third column of Table 5.5.3 is employed in the LMB filter.
The orbit propagation is performed by the ODTBX 6.5 based on MATLAB®. All algorithms
including the LMB filter, sensor tasking, and data fusion are implemented in MATLAB®, and
the computations are based on an Intel Core i7 CPU with 64-bit numerics and a 2.7 GHz clock
rate.
This simulation does not include the target birth and death processes. The LMB filter
employs a constant probability of detection value pD,c = 0.98 to quantify the capability of
sensors. The clutter measurements are assumed to be uniformly distributed over the observation
space; the number of returns follows a Poisson distribution with mean λc = 0.2. The intensity of
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Table 5.5.3: Force models for orbit propagation
Force models Truth Filter
Mass 487 kg 487 kg
Earth gravity model WGS84 EGM96 WGS84 EGM96
Gravity degree/order 10 ×10 2× 2
Solar and lunar gravity on on
Solar radiation pressure on off
Coefficient of reflection 0.7 N/A
Area-to-mass ratio 0.005 m2/kg N/A
the clutter measurement is expressed as κ(z) = λcU(z), where U denotes a uniform distribution
over the sensor FOV. In addition, the pruning threshold of 10−5 and merging threshold of 3 are
used to improve the computational efficiency of the LMB filter. For the visibility analysis, all
tested objects are assumed to be spherical; the apparent magnitude threshold is Tam = 16; the
elevation mask for GBS is assumed as 20 deg; the Earth radius used for detection loss mode
is Re = 6378.137 km. The positions of all investigated sensor nodes are initially known and
without uncertainty. All sensor nodes are assumed to have a fast slewing rate which can be
tasked to point to any direction within one minute.
5.5.3 Case I: Large-Scale Tracking
This case tests the proposed methods by tracking 905 GEO space objects for three days
using five different sensor networks, i.e., GBS, GTO, SSO, GBS-GTO, and GBS-SSO. The
analytical Re´nyi divergence and Cauchy-Schwarz divergence are used with the above five sensor
networks for comparison. Accordingly, the combinations of the two reward functions and the
five sensor networks result in ten groups of methods, and each is examined individually to assess
its performance.
The accuracy of the test results is assessed by the averaged state errors of the estimated
orbital states of all 905 objects. The averaged position errors by different methods are depicted
in Fig. 5.5.3a, and the results of the velocity error are omitted because their trends are similar
to the position error results. A comparison of results between the Re´nyi and Cauchy-Schwarz
divergences shows no significant differences across all variations of the sensor network. Both
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Figure 5.5.3: Position accuracy
information measures achieve similar accuracy for a given network and result in significant
reduction of averaged position errors in all cases. Specifically, the errors of GTO and SSO
directly decrease to around 500 m after 40 hours, and GTO outperforms SSO as it converges
slightly quicker during the first half of tracking. The errors of the two hybrid sensor networks
all experience two slight variations at around 4-7 and 22-28 hours respectively. This is because
only one GBS remains active during these two time periods, which results in an insufficient
number of measurements to be collected to suppress the growth of uncertainty and state errors.
Nonetheless, the two hybrid sensor networks reach a similar level of accuracy compared to SBS
after 40 hours.
GBS performs the worst among all tested sensor networks. It yields a rapid increase of the
averaged position errors during hours 4-12. Without sufficient measurements collected during
this period, the position errors of several objects evolve quickly and dominate the averaged posi-
tion error. In addition, the errors of GBS are much larger than other sensor networks throughout
the entire simulation. The accuracy of GBS can be further improved by increasing the timespan
of the simulation. However, due to limited observing capability, some dim GEO objects cannot
be frequently observed by GBS. For this reason, the state errors of these objects may remain
large, leading to large averaged state error compared to other sensor networks. This is illustrated
in the two subfigures in the first column of Fig. 5.5.4, where several targets still have large errors
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at the end of the simulation when using GBS. Hence, even if using a longer simulation, GBS is
not likely to achieve similar accuracy as the SBS or hybrid networks.
Fig. 5.5.3b shows the enlarged results of Fig. 5.5.3a during the second half of the tracking.
The errors of GBS gradually converge to under 1.5 km after 45 hours, but they still exhibit
a large variation. Compared with GBS, the SBS and hybrid sensor networks provide more
accurate state estimation as expected, and the averaged position error eventually converges to
around 500 m. The results suggest that all sensor networks provide good performance, while
the GTO sensor network slightly outperforms others.
Figure 5.5.4: All position errors (grey curves) and averaged position error (black curve) for all
sensor networks
In order to study the performance of the two tested information divergences and the five
sensor networks in more detail, the position errors of all tested targets using different methods
are depicted in the ten subfigures of Fig. 5.5.4. In each subfigure, the title shows the employed
sensor network and reward function; the grey curves represent the position errors of the 905 ob-
jects, and the black curve is their averaged position error. The results of the five sensor networks
using the analytical Re´nyi divergence and the Cauchy-Schwarz divergence are displayed in the
first and second row respectively. It can be seen from Fig. 5.5.4 that both divergences yield
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similar results for all targets in the course of the entire simulation. The SBS sensor networks
result in a quick reduction in the number of targets with large errors, and all targets errors are
reduced to under 2 km. The hybrid sensor networks are able to provide steady low position
errors for most targets after 40 hours, while the errors of a few targets still vary by around 5 km
during the last day. In contrast, the GBS sensor network takes more time to reduce the errors of
the majority of targets, and several targets are still varying by tens of kilometres during the last
day, which dominates the significant variation of the averaged position error.
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Figure 5.5.5: Number of targets and measurements
The numbers of targets detected by different sensor networks during the first 24 hours are
displayed in Fig. 5.5.5a, and all methods detect all targets by the final time. It can be observed
that results from the two information divergences are nearly identical, but different sensor net-
works yield varying performance. The GTO sensor network achieves the best performance and
observes all object within 5 hours. The GTO sensors have more opportunity to observe GEO
object as their trajectories are closer to the GEO ring. Therefore, GTO sensors are suitable for
dim GEO object tracking, and this will be further investigated in Case II. Both hybrid sensor
networks outperform GBS, and GBS-SSO is slightly superior to GBS-GTO. While performing
the worst, the GBS network can observe all targets by the end of the first day.
Fig. 5.5.5b shows the number of measurements collected by the different methods. The
Re´nyi divergence again yields similar results compared to the Cauchy-Schwarz divergence.
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Among different sensor networks, the SBS approach produces the most measurements. SSO
is the most productive sensor network, and GTO can also provide a large number of measure-
ments. SSO and GTO sensor networks yield a similar number of measurements during the first
10 hours, but GTO consumes much less time to detect all 905 objects due to its better observing
capability for GEO objects. The GBS sensor network still performs worst, and both GBS-GTO
and GBS-SSO outperform GBS.
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Figure 5.5.6: Number of visible targets
The number of visible targets is another essential parameter to assess the viewing capability
of different sensor networks, and the results of all sensor networks are depicted in Fig. 5.5.6.
Since the visibility of an object is independent of information divergence, the results displayed
are for the five different sensor networks. As expected, the GTO sensor network has most
visible targets throughout the entire simulation because the sensor node is closer to the GEO
belt. The SSO sensor network yields a frequent periodic variation because their short orbital
revolutions result in a frequent change of apparent magnitude values of GEO objects. The
GBS-SSO sensor network also exhibits a similar trend due to the use of an SSO sensor node.
The GBS sensor network yields the fewest number of visible targets throughout the simulation
because of constraints preventing daytime operations and limited viewing geometry.
The run-time ratio between the calculation of the Cauchy-Schwarz divergence and the
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Figure 5.5.7: Run time ratio of the Cauchy-Schwarz divergence and Re´nyi divergence
Re´nyi divergence using GBS is shown in Fig. 5.5.7. The results from other sensor networks are
omitted because their trends are similar to GBS. Results indicate that the Re´nyi divergence sig-
nificantly outperforms the Cauchy-Schwarz divergence. The computational complexity of the
Cauchy-Schwarz divergence is highly dependent on the number of hypotheses in the prior and
pseudo-posterior δ-GLMB, and the results presented are based on applying 10 maximum hy-
potheses for both. Note that if the number of hypotheses is reduced to 1, then the δ-GLMB can
be regarded as an LMB, and the computation time of the Cauchy-Schwarz divergence should
be similar to the proposed Re´nyi divergence. The derivation of the Cauchy-Schwarz divergence
for LMB is beyond the scope of this paper and further investigation is needed in future research.
As described, the SBS and hybrid sensor networks can provide better accuracy for moni-
toring a large population of GEO objects compared with the GBS approach. Further, the derived
analytical Re´nyi divergence is validated as a practical approach to the sensor tasking problem. It
yields a similar level of state estimate accuracy as compared to the Cauchy-Schwarz divergence
with reduced computational complexity.
5.5.4 Case II: Dim Object Tracking
Three sensor networks, i.e., GTO, SSO, and GBS, are tested by tracking 100 dim GEO
objects for three days. Only the analytical Re´nyi divergence is employed in this test case to
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determine the sensor control vector. Theoretically, both the Re´nyi divergence and the Cauchy-
Schwarz divergence can produce similar results.
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Figure 5.5.8: Position accuracy and cardinality estimation results
Fig. 5.5.8a shows the averaged position errors of the 100 dim GEO space objects. The
velocity results are again omitted because the trends are similar to the position error. As shown
in the figure, the GTO sensor network reduces the position error to around 5 km after 20 hours
of tracking and the errors are maintained around 5 km for the rest of the simulation. However,
the position errors of the other two sensor networks fail to converge, and the SSO provides the
worst accuracy in state estimation.
Fig. 5.5.8b shows the number of dim objects detected by the three methods. The result of
the GBS is surprisingly better than SSO. Compared with GBS, SSO has a larger relative distance
to most GEO objects because the orbital plane of the SSO is nearly vertical to the equator and
most objects in GEO have low inclinations. The final results illustrate that both GBS and SSO
can only detect a small portion of the 100 tested objects due to the low brightness. The GTO
approach can detect 95 out of 100 objects, and the other five undetected objects all have RCS
values lower than 0.03. The GTO sensor network is generally effective for tracking dim GEO
object and substantially increases the range of detectable object sizes as compared to other
networks, though there is still a lower limit depending on sensor constraints.
Additionally, the number of measurements collected by each network is shown in Fig. 5.5.9a.
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Figure 5.5.9: Number of measurements and visible objects
It is observed from the figure that only the GTO sensor network can steadily produce measure-
ments over the entire simulation, while GBS and SSO are often unable to produce any new
measurements. Fig. 5.5.9b shows the number of objects visible to each sensor network. There
are around 20 to 40 objects visible to the GTO sensor network at most epochs. On the contrary,
the other two sensor networks can only provide access to a few targets due to the larger relative
distance between the GEO targets and sensors. As discussed previously, the GTO sensors are
able to approach the GEO belt, and therefore have more opportunity to detect the dim GEO
object than the SSO and GBS sensor networks. The significant difference further demonstrates
the better performance of the GTO sensor network for dim GEO object detection.
5.6 Summary
This chapter investigates the use of space-based multi-sensor networks for multi-target es-
timation of GEO space objects. Two SBS sensor networks (three GTO and three SSO) and two
hybrid sensor networks (GBS-GTO and GBS-SSO) are presented and tested. The analytical
formulation of Re´nyi divergence for two LMB densities is derived to measure the information
gain, and a simplified reward function of multi-sensor tasking is defined as the sum of infor-
mation divergences of each sensor node to improve the efficiency of large-scale GEO object
tracking. Two numerical simulations including 905 GEO objects and 100 dim GEO objects
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are designed for validation. Results indicate that the SBS and hybrid sensor networks outper-
form the GBS approach in terms of orbital state estimation, the number of targets detected and
the number of measurements collected. The derived Re´nyi divergence provides similar sensor
tasking performance compared to the Cauchy-Schwarz divergence with a better computational
performance. In addition, the GTO sensor network significantly outperforms other sensor net-
works for tracking dim GEO object because of its better viewing geometry for GEO objects.
Chapter 6 Summary, Conclusions and
Recommendations
6.1 Summary and Conclusions
This dissertation was aimed to develop novel methods of tracklet association and RFS-
based statistical multi-target tracking and multi-sensor tasking to improve the capability and
capacity of the current space object cataloguing. The major difficulties and challenges of these
techniques were first investigated. To achieve accurate catalogue maintenance, two improved
tracklet association methods were proposed for efficient and effective processing of increasing
numbers of uncorrelated tracklets. The performance of these new methods was studied using
real measurements. A comprehensive comparison of four recently-developed labelled RFS fil-
ters was carried out to assess their performance for different space object tracking tasks. This
thesis then explored the use of the BVP tracklet association method for the initialisation of
the LMB filter to achieve a more efficient initialisation process for new space object tracking.
A rigorous comparison between the BVP and the traditional CAR and PAR birth models was
conducted using objects from different orbital domains. Finally, to allocate sensor resources
to make better use of limited information, the analytical formulation for the Re´nyi divergence
of LMB RFSs was derived and formulated as an objective function to address the multi-sensor
tasking problem. The proposed method allocates a set of space-based and ground-based sensor
networks for GEO object tracking, and their performances were studied using different scenar-
156
6.1. Summary and Conclusions 157
ios of space object tracking.
For the tracklet association problem, a new algorithm called the improved IVP method
was proposed, which determines the association by optimising a new loss function defined in
the non-singular canonical space. Simulations were carried out using real optical data from
various orbital regions. The results indicated that the improved IVP method achieves better
association performance compared with the IVP and BVP methods for the tested real data, and
it provides the most efficient computational performance because the measurement noise cali-
bration process does not need to be considered. However, the improved IVP method yields low
true negative rate for the association of tracklets in the same constellation. As an effective solu-
tion, a common ellipse algorithm was proposed to distinguish false associations by determining
if a best fitting common ellipse to all hypothetical ellipses of the constellation tracklets can be
found. Results indicated a significant improvement in the true negative rate of the association
results.
For the multiple space object tracking problem, the multi-target Bayesian recursion ap-
proach based on the labelled RFS theory was validated as a viable solution through various
simulated scenarios. The LMB filter is suited for optical SSA sensors because the small sen-
sor FOV yields a natural grouping and gating that reduces the computational complexity. The
comparison results of four labelled RFS filters indicated that the LMB filter is a viable solu-
tion for tracking space objects because it can achieve good performance for both accuracy and
efficiency.
For the multi-target tracking of new space objects, the BVP optimisation method was for-
mulated as a new birth model for the initialisation of the LMB filter for recursive filtering
and estimation. The major advantage this new birth model has over the previously developed
CAR/PAR birth model is that the initial target state is approximated by a single Gaussian com-
ponent, while a large number of GM components are generally produced by the CAR/PAR
method. As a result, the BVP birth model can result in significant improvement of the compu-
tational demand for the filtering process. The proposed method was tested by tracking multiple
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GEO and GTO objects in various scenarios. Results validated that the BVP-LMB filter provides
similar accuracy of state and cardinality estimation compared to the CAR/PAR-LMB filter, and
it achieves superior results of computational efficiency in all test cases.
For the multi-sensor tasking problem, the analytical formulation of the Re´nyi divergence
for LMB RFSs was derived and formulated as the reward function for this problem. The pro-
posed multi-sensor tasking method is implemented using several space-based and ground-based
sensor networks to monitor GEO. Results indicated that the Re´nyi divergence is highly effec-
tively in reducing estimation errors for a large population of space objects, and it is more com-
putationally efficient than the Cauchy-Schwarz divergence for δ-GLMB RFSs. In addition, the
GTO sensor network was validated as a viable solution for tracking dim objects in GEO due to
its better viewing geometry for the GEO domain.
The work in this thesis has demonstrated that the proposed new methods are able to pro-
vide improved performance in terms of accuracy, effectiveness, and/or efficiency compared to
the state-of-the-art methods. These are beneficial for robust SOC maintenance as well as the
expansion of the capacity of the current SOC for accommodating more uncorrelated and undis-
covered space objects.
6.2 Recommendations for Future Work
Future research in the terms of tracklet associations, multi-target tracking and multi-sensor
tasking are organised as follows.
1) The improved IVP method is based on the assumption that target motion follows un-
perturbed two-body dynamics. Further development to remove this assumption is beneficial to
improve the association accuracy of tracklets with longer time gaps and/or greatly perturbed by
the J2 perturbation. In addition, the standard Lambert solver used in the BVP optimisation pro-
cess only accounts for the two-body dynamics, and this may result in inaccurate IOD solutions
for space objects greatly perturbed by J2 perturbation. Using a shooting method [128] to solve
the Lambert problem that considers J2 perturbation is expected to improve the robustness of the
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current BVP optimisation.
2) Incorporating the machine learning methods, (e.g., the deep neural network, reinforce-
ment learning), into the tracklet association problem is a promising way to deal with several
challenging issues (e.g., the MMO problem in the IVP approach, and the constellation tracklet
association problem). Several machine learning algorithms have been validated as effective so-
lutions for clustering and decision-making. Formulating the tracklet association loss function
as learning reward, and employing the machine learning method to efficiently determine the
association may provide improved performance in comparison to the conventional methods.
3) The multi-sensor tasking algorithm proposed in this thesis is mainly for the catalogued
GEO objects with known initial orbital state information, while the joint tracking of catalogued
objects and searching for new targets without any prior information is a more complex task. This
can be formulated as a joint search and track sensor tasking problem [66, 90], which requires
the objective function to account for multiple tasks. Development of automatic joint search and
track sensor tasking methods based on the RFS framework may be fruitful.
4) Only the centralised multi-sensor tasking and data fusion are considered in this thesis,
and the distributed architecture is more close to the generally used approach in practice. The
implementation of the distributed system is a challenging issue as several practical problems
need to be considered, e.g., distributed data fusion [120, 111], label mismatching [122, 126,
124], and multi-dimensional assignment [129, 130].
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Appendix B The Algorithms in Labelled
Random Finite Set Filters
B.1 Truncation Formulation of the Joint δ-GLMB filter
For a predicted hypothesis (I, ξ), a set of ‘children’ hypotheses (I, ξ, Ik, θk) are truncated
to retain those with significant weights. Given a hypothesis (I, ξ) and measurement set Zk, the
measurement to track association considers permutations of measurements Zk = {z1:M}, with
label sets I = {`1:R} and Lk = {`R+1:Np}, where M is the number of measurements, R is the
number of existing targets and Np is the total number of targets. The truncation reduces the
full set of permutations to a set of pairs (Ik, θk) ∈ F(L0:k) × Θk(Ik) with significant weights
w
(I,ξ,Ik,θk)
Zk
.
In order to perform truncation, a Np-tuple γ = (γ1:Np) ∈ {−1 : M}Np is first defined for
each pair (Ik, θk), given by
γi =
 θk(`i), if `i ∈ Ik−1, otherwise. (B.1.1)
There are no distinct i, i′ ∈ {1 : Np} with γi = γi′ > 0. The set of all 1-1 elements of
{−1 : M}Np is denoted by Γ, and 1Γ(γ) = 1Θk(Ik)(θk). Ik and θk : Ik → {0 : M} can be
recovered by
Ik = {`i ∈ I ∪ Lk : γi ≥ 0}, θk(`i) = γi. (B.1.2)
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Then, for all i ∈ {1 : Np}, the cost of assigning track i to measurement j, denoted by
ηi(j), can be defined as
ηi(j) =

1− η(ξ)S (`i), 1 ≤ i ≤ R, j < 0
η
(ξ)
S (`i)η
(ξ,j)
Zk
(`i), 1 ≤ i ≤ R, j ≥ 0
1− rB,k(`i), R + 1 ≤ i ≤ Np, j < 0
rB,k(`i)η
(ξ,j)
Zk
(`i), R + 1 ≤ i ≤ Np, j ≥ 0
(B.1.3)
where η(ξ,j)Zk (`i) = 〈p
(ξ)
k (·, `i), η(j)Zk (·, `i)〉, and j ∈ {−1 : M}, with j = 0 indicating that `i is not
detected, and j = −1 indicating that `i is dead.
As θk(`i) = γi, η
(ξ,γi)
Zk
(`i) = η
(ξ,θk)
Zk
(`i), Eq. (3.3.50) can be expressed as follows
w
(I,ξ,Ik,θk)
Zk
= 1Γ(γ)
Np∏
i=1
ηi(γi). (B.1.4)
Therefore, the truncation can also be interpreted as determining a set of positive 1-1 vectors γ
with significant
∏Np
i=1 ηi(γi).
The ranked assignment problem is to select the best T positive γ in non-increasing order
of
∏Np
i=1 ηi(γi). Similar to the δ-GLMB filter, a cost matrix C constructed with the dimension
of Np × (M + 2Np), is given by
Ci,j =

− ln ηi(j), j ∈ {1 : M}
− ln ηi(0), j = M + i
− ln ηi(−1), j = M +Np + i
∞, otherwise.
(B.1.5)
The cost matrix is shown in Table B.1.1, which is divided into three sections, i.e., survived
and detected, survived and mis-detected, and died.
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Table B.1.1: The cost matrix of the joint prediction and update assignment problem
Survived and detected Survived and mis-detected Died
z1 · · · zm ∅ ∅ ∅ ∅ ∅ ∅
(`1, ξ) − ln η1(1) · · · − ln η1(M) − ln η1(0) ∞ ∞ − ln η1(−1) ∞ ∞
(`i, ξ)
... − ln ηi(j)
... ∞ . . . ∞ ∞ . . . ∞
(`Np , ξ) − ln ηNp(1) · · · − ln ηNp(M) ∞ ∞ − ln ηNp(0) ∞ ∞ − ln ηNp(−1)
B.2 Gibbs Sampling
The Gibbs sampling method is able to significantly reduce the dimension of the ranked
assignment problem. Compared with other ranked assignment algorithms which have cubic
complexity, the Gibbs sampler has quadratic computational complexity. This is achieved by
defining a probability distribution pi on {−1 : M}, from which a potential positive 1-1 vector γ
can be directly sampled. The pi assigns each positive 1-1 vector a probability proportional to its
weight
pi(γ) ∝ 1Γ(γ)
Np∏
i=1
ηi(γi), (B.2.1)
meaning that vectors with high weights are more likely to be selected than those with low
weights.
The sampling process is to generate the T best hypotheses. For a hypothesis t ∈ {2 : T},
the Gibbs sampling can be denoted as sampling from the conditionals pi(·|·), given by
γ(t)n ∼ pin(·|γ(t)1:n−1, γ(t−1)n+1:Np). (B.2.2)
The Gibbs sampler is a Markov chain {γ(t)}∞t=1 with transition kernel expressed by
pi(γ′|γ) =
Np∏
i
pin(γ
′
n|γ′1:n−1, γn:Np), (B.2.3)
where pin(γ′n|γ′1:n−1, γn:Np) ∝ pin(γ′1:n, γn:Np)
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According to Lemma 2 in Ref. [49], for each track n ∈ {1 : Np}
pin(γn|γ1:n−1, γn+1:Np) ∝ ηn(γn)
∏
i∈{1:Np}/{n}
(1− 1{1:M}(γn)δγn [γi]). (B.2.4)
Therefore, for each measurement j ∈ {1 : M},
pin(j|γ1:n−1, γn+1:Np) ∝ ηn(j)(1− 1{γ1:n−1,γn+1:Np}(j)). (B.2.5)
The Gibbs sampling for n ∈ {1 : Np} can be achieved using a categorical distribution.
A categorical distribution describes the potential results of a random variable that can take one
of K possible categories, with the probability of each category separately specified. The Gibbs
sampling using a categorical distribution is expressed by
γ(t)n ∼ Categorical([−1 : M ], ηn), (B.2.6)
where ηn is the union of ηn(j) for j ∈ [1 : M ], and each component is expressed by
ηn(j) = ηn(j)(1− 1{γ(t)1:n−1,γ(t−1)n+1:Np}(j)). (B.2.7)
Note that ηn(j) = 0 if j ∈ {γ(t)1:n−1, γ(t−1)n+1:Np}, meaning that the ηn(j) of measurement j is not
considered for sampling of track n if it has been assigned to tracks in the current hypothesis
{γ(t)1:n−1, γ(t−1)n+1:Np}.
The overall process of the Gibbs sampling is presented in Algorithm 2.1.
B.3 Grouping and Gating
The detailed procedure of the parallel LMB update is shown in Fig. B.3.1. In each group,
the predicted LMB is first transformed to the δ-GLMB form for the standard δ-GLMB update,
and the obtained δ-GLMB posterior needs to be approximated via an LMB form. The LMBs
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Algorithm 2.1: Gibbs sampling
Input: γ(1), T,Np,M, η = [ηi(j)]
Output: γ(1), · · · , γ(T )
for t = 2 : T
γ(t) = [ ];
for n = 1 : Np
for j = 1 : M
ηn(j) = ηn(j)(1− 1γ(t)1:n−1,γ(t−1)n+1:Np (j));
end
γ(t)n ∼ Categorical([−1 : M ], ηn); γ(t) = [γ(t), γ(t)n ];
end
end
from each group are recombined for recursive estimation.
Update 
LMB to    
-GLMB
   -GLMB 
update
   -GLMB to 
LMB
LMB to    
-GLMB
   -GLMB 
update
   -GLMB to 
LMB
LMB unionGrouping and gating
LMB 
prediction
 LMB birth
LMB union
State 
estimation
Pruning and 
merging
Figure B.3.1: The LMB filter with grouping and gating
The partitioned LMB in each group should be mutually exclusive to avoid influencing each
other in the update process. This can be achieved by using the gating of measurements. The
gating method can be interpreted as a measurement-to-track association, with measurements
assigned to targets according to the gate. Targets that share at least one potential measurement
association are grouped together. A group may not have an associated measurement due to
missed detections or large errors of the predicted measurements.
Let the partition of the labels be L0:k = {L(1)0:k, · · ·L(N)0:k } and the partition of measurements
be Zk = {Z(0)k , Z(1)k , · · · , Z(N)k }, then a group is defined as G(n) = (L(n)0:k , Z(n)k ). The grouping
of tracks and measurements is an iterative search process starting from an initial group. An
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initial group for a track ` and the associated measurements is given by
G(`) =
(
{`}, {zk :M(zˆ(`)k|k−1, zk) <
√
Tγ}
)
, (B.3.1)
where M(zˆ(`)k|k−1, zk) denotes the Mahalanobis distance between the predicted measurement
zˆ
(`)
k|k−1 of track ` and the measurement zk ∈ Zk, and Tγ is the threshold of the gating distance
which is defined using the inverse Chi-squared cumulative distribution.
Any groups with common measurements are combined and this process is repeated until
no common measurements exist. Each LMB group is given by pi(i)k|k−1. In this way, the predicted
LMB RFS can be rewritten as the union of all groups
pik|k−1 =
N⋃
i=1
pi
(i)
k|k−1. (B.3.2)
Each group is an LMB RFS, and it needs to be transformed to the δ-GLMB form. The
transformation for the group G(i) = (L(i)0:k, Z(i)k ) is obtained as
pi
(i)
k|k−1(X
(i)
k|k−1) = ∆(X
(i)
k|k−1)
∑
Ik∈F(L)(i)k
w
(Ik)
k|k−1,iδIk(L(X(i)k|k−1))[pk|k−1]X
(i)
k|k−1 , (B.3.3)
and the weight is given by
w
(Ik)
k|k−1,i =
∏
`∈L(i)0:k\Ik
(
1− r(`)k|k−1
) ∏
`′∈Ik
1L(i)k (`′)
r`
′
k|k−1. (B.3.4)
The δ-GLMB update for the group G(i) = (L(i)0:k, Z(i)k ) is expressed by
pi
(i)
k (X
(i)
k |Z(i)k ) = ∆(X(i)k )×
∑
(Ik,θk)∈F(L(i)0:k×Θk)
w(Ik,θk)(Z
(i)
k )δIk(L(X(i)k ))
[
p(θk)(·|Z(i)k )
]X(i)k ,
(B.3.5)
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where
w(Ik,θk)(Z
(i)
k ) ∝ w(Ik)k|k+1,i[η(θk)Z(i)k ]
Ik (B.3.6)
p(θk)(x, `|Z(i)k ) =
pk|k−1,i(x, `)ψZ(i)k
(x, `; θk)
η
(θk)
Z
(i)
k
(`)
(B.3.7)
η
(θk)
Z
(i)
k
(`) = 〈pk|k−1,i(x, `), ψZ(i)k (·, `; θk)〉 (B.3.8)
ψ
Z
(i)
k
(x, `; θk) =

pD(x,`)pGg(zθk(`)|x,`)
κ(zθk(`))
if θk(`) > 0
1− pD(x, `)pG if θk(`) = 0,
(B.3.9)
where pG is the probability of gating.
Since the measurement update of each group is a standard full δ-GLMB update, the num-
ber of hypotheses increases exponentially. The truncation is performed by solving the ranked
assignment problem using Murty’s algorithm.
The updated δ-GLMB p˜i(i)k (·|Z(i)k ) of each group needs to be converted back to the LMB
form
pi
(i)
k (·|Z(i)k ) ≈ p˜i(i)k (·|Z(i)k ) =
{(
r(`,i), p(`,i)
)}
`∈L(i)0:k
, (B.3.10)
The multi-target posterior union is approximated by the LMB approximation using the union of
the LMB groups
pik(·|Zk) ≈ p˜ik(·|Zk) =
N⋃
i=1
{(
r(`,i), p(`,i)
)}
`∈L(i)0:k
. (B.3.11)
Appendix C Percentile Results of OSPA Er-
rors
C.1 Percentile Results of Case I
The 10th and 90th percentiles of state and cardinality errors of Case I are shown in Fig. C.1.1.
Generally, a few missed detections may significantly increase the averaged error at a single
epoch in the LMB filter. The trends of the 90th percentile of all three methods in the case of
pD = 0.95 are similar, and all methods have large variations in some epochs due to missed de-
tections. Note that CAR and PAR overestimate the cardinality in the case of pD = 0.75, see the
right column in Fig. C.1.1c and Fig. C.1.1d. Too many missed detections of a particular target
may result in inaccurate state estimation and then lead to false measurement-to-track associa-
tion. As a result, the measurement from this existing target will be erroneously used to generate
a new birth target, which temporarily increases the cardinality. However, the probability of ex-
istence of the poorly localised existing target will be gradually reduced by the LMB filter until
it is permanently eliminated. Then the cardinality can be rapidly corrected to the truth.
C.2 Percentile Results of Case II
Fig. C.2.1 depicts the 10th and 90th percentiles of state and cardinality errors of Case II.
The percentiles in the case of pD = 0.95 show that PAR performs the worst, which provides
the largest 90th percentile error. Even though BVP takes more time to converge, it produces
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(a) PD = 0.95, λc = 0.1
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(b) PD = 0.95, λc = 1
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(c) PD = 0.75, λc = 0.1
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Figure C.1.1: 10th and 90th percentiles of OSPA errors and cardinality estimate in Case I
similar state and cardinality estimates during the last three days. In the scenario of pD = 0.75,
all three methods exhibit similar trends for both 10th and 90th percentiles. The 90th percentile of
PAR illustrates that it overestimates the cardinality in some cases due to sparse measurements
and missed detections. Compared with CAR, BVP provides slightly larger 90th percentile state
estimation errors and smaller 10th percentile cardinality errors. This is mainly because the low
pD value reduces the chance of a sensor to continuously observe measurements from a new
target, which is necessary for the BVP birth model to generate birth tracks. Nonetheless, results
validate that BVP is able to produce similar state and cardinality estimation in the scenario of
missed detections and long time gaps of orbit propagation. In addition, the large 90th percentile
errors of all methods in the case of pD = 0.75 suggest that using a sensor with a high pD value
is necessary to pursue accurate state estimation in the scenario of sparse measurements and long
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time gaps for orbit propagation.
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(a) PD = 0.95, λc = 0.1
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(b) PD = 0.95, λc = 1
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Figure C.2.1: 10th and 90th percentiles of OSPA errors and cardinality estimate in Case II
Appendix D Information Gain Functionals
D.1 Cauchy-Schwarz Divergence for δ-GLMB
Let two δ-GLMB densities be pi0(X) and pi1(X)
pi0(X) = ∆(X)
∑
(I,c)∈
F(L)×Ξ
w
(I,c)
0 δI(L(X))[p(c)0 (·)]X (D.1.1)
pi1(X) = ∆(X)
∑
(J,d)∈
F(L)×Θ
w
(J,d)
1 δJ(L(X))[p(d)1 (·)]X , (D.1.2)
where Ξ and Θ are discrete spaces of association map histories.
The Cauchy-Schwarz divergence between pi0(X) and pi1(X) is
C(u) = − ln
( 〈pi0(X),pi1(X)〉√〈pi0(X),pi0(X)〉〈pi1(X),pi1(X)〉
)
. (D.1.3)
Given that each single target density is represented by a GMM, the closed form of the Cauchy-
Schwarz divergence is written as
〈pi0(X),pi1(X)〉 =
∑
L⊆L
∑
(L,c)∈
F(L)×Ξ
∑
(L,d)∈
F(L)×Θ
w
(L,c)
0 w
(L,d)
1
∏
`∈L
γ(`)pi0,pi1 (D.1.4)
〈pi0(X),pi0(X)〉 =
∑
L⊆L
∑
(L,c)∈
F(L)×Ξ
∑
(L,d)∈
F(L)×Θ
w
(L,c)
0 w
(L,d)
0
∏
`∈L
γ(`)pi0,pi0 (D.1.5)
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〈pi1(X),pi1(X)〉 =
∑
L⊆L
∑
(L,c)∈
F(L)×Ξ
∑
(L,d)∈
F(L)×Θ
w
(L,c)
1 w
(L,d)
1
∏
`∈L
γ(`)pi1,pi1 , (D.1.6)
(D.1.7)
and
γ(`)pi0,pi1 =
N
(c)
0∑
i=1
N
(d)
1∑
j=1
w
(c,`)
0,i w
(d,`)
1,j N
(
m
(c,`)
0,i ;m
(d,`)
1,j , P
(c,`)
0,i + P
(d,`)
1,j
)
(D.1.8)
γ(`)pi0,pi0 =
N
(c)
0∑
i=1
N
(d)
0∑
j=1
w
(c,`)
0,i w
(d,`)
0,j N
(
m
(c,`)
0,i ;m
(d,`)
0,j , P
(c,`)
0,i + P
(d,`)
0,j
)
(D.1.9)
γ(`)pi1,pi1 =
N
(c)
1∑
i=1
N
(d)
1∑
j=1
w
(c,`)
1,i w
(d,`)
1,j N
(
m
(c,`)
1,i ;m
(d,`)
1,j , P
(c,`)
1,i + P
(d,`)
1,j
)
. (D.1.10)
D.2 The Derivation of The Analytical Re´nyi Divergence
Given the equation of γ(`)pi0,pi1 for two LMBs using a single Gaussian component represen-
tation of each target state:
γ(`)pi0,pi1 =
∫ (
K
(`)
0,1N
(
x;µ
(`)
0,1,Σ
(`)
0,1
)) 12
dx, (D.2.1)
where K0,1 is expressed as the following form
K
(`)
0,1 =
1√
|2pi(P (`)0 + P (`)1 )| exp
[
− 1
2
(
m
(`)
0 −m(`)1
)T (
P
(`)
0 +P
(`)
1
)−1(
m
(`)
0 −m(`)1
)]
. (D.2.2)
Eq. (D.2.1) can be rearranged as follows
γ(`)pi0,pi1 =
(
K
(`)
0,1
) 1
2
∫ (
1√
|2piΣ(`)0,1|
exp
[
− 1
2
(
x− µ(`)0,1
)T (
Σ
(`)
0,1
)−1(
x− µ(`)0,1
)]) 12
dx (D.2.3)
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=
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) 1
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) 1
2 ∫
exp
[
− 1
4
(
x− µ(`)0,1
)T (
Σ
(`)
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x− µ(`)0,1
)]
dx. (D.2.4)
The integral in γ(`)pi0,pi1 then yields an analytic solution
∫
exp
[
− 1
4
(
x− µ(`)0,1
)T (
Σ
(`)
0,1
)−1(
x− µ(`)0,1
)]
dx = |4piΣ(`)0,1|
1
2 . (D.2.5)
Substituting Eq. (D.2.2) and Eq. (D.2.5) into Eq. (D.2.3) produces the analytical form of
γ
(`)
pi0,pi1
γ(`)pi0,pi1 =
(
K
(`)
0,1
) 1
2
(
1√
|2piΣ(`)0,1|
) 1
2
|4piΣ(`)0,1|
1
2
=
(
K
(`)
0,1
) 1
2 |8piΣ(`)0,1|
1
4 .
(D.2.6)
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