The stability of traveling wave solutions of a generalization of the KdV-Burgers equation: O,u + u p O,u + 03u = a O~u, is studied as the parameters p and a are varied. The eigenvalue problem for the linearized evolution of perturbations is analyzed by numerically computing Evans' function, D(A), an analytic function whose zeros correspond to discrete eigenvalues. In particular, the number of unstable eigenvalues in the complex plane is evaluated by computing the winding number of D(A). Analytical and numerical evidence suggests that a Hopf bifurcation occurs for oscillatory traveling wave profiles in certain parameter ranges. Dynamic simulations suggest that the bifurcation is subcritical-no stable time periodic solution is found.
Introduction
We consider the generalized KdV-Burgers equation o,tt + u p oxu + o3u = ~ O2u , (1.1) a model for long wave propagation in nonlinear media with dispersion and dissipation. Here p --> 1 and a > 0. The case p = 1 is known as the KdV-Burgers equation; it has been derived as an equation which describes the propagation of undular bores in shallow water [3, 15] , and weakly nonlinear plasma waves with certain dissipative effects [11, 13, 17] .
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This wave is known to undergo a transition from stability ( p < 4) to instability ( p > 4) as the parameter p passes through the critical value Pc~ 4, cf. [2, 4, 6, 19, 24, [29] [30] [31] . For c~ > 0, eq. (1.1) has a family of traveling wave solutions, whose properties are summarized as follows (cf. 15, 24] (p+l)(p+2)
Level curves for E <:0 correspond to closed periodic orbits lying inside the homoclinic loop and encircling a center at (Ul,0). As a becomes positive, the homoclinic loop breaks, and because dE/d~ = a(]) '2 ~ 0, the stable manifold is trapped in the region E < 0, approaching the unstable spiral point (uL, 0) as s~--+-2; it fills the region E < 0 ever more densely as a--+ 0. Assuming s~0 is fixed in (1.5), as a--+0 the wave profile 4~(s ~) converges uniformly on any half line ~ >-x o (x o fixed) to the solitary wave profile 4~0(~:) of the gKdV equation But 4~(s ~) and 4~0(s c) behave very differently in the limit ~--+-~. On the one hand ~b0(£)--+0, while for small a>0, &(£)--+uL#0 in an oscillatory fashion. Now, when a > 2x/~, the wave profile ~b(~:) is monotone, and the traveling wave 4)(x -ct) is known to be stable [23, 24] . When a-2x/-p-d is negative but sufficiently small, the wave profile is "mildly oscillatory" and stability persists [18] . No rigorous results establishing stability or instability are available for highly oscillatory waves corresponding to small values of a > 0. But numerical experiments of Canosa and Gazdag [7] suggest that for the KdV-Burgers equation (the case p = 1), these waves may be stable.
In the case p > 4, however, it is reasonable to conjecture that a transition to instability occurs as decreases to zero. The rightmost 'hump' of the wave profile converges in shape to the profile of the unstable solitary wave cho(x-ct) which exists for a = 0. In fact, it is known [24] that for p > 4 and oe = 0, the linearized evolution equation, governing perturbations of this solitary wave, admits a solution of the form e *''' Y(x) where a 0 > 0 is an eigenvalue of the linearized operator A 0 (described in section 2). As p passes through the critical value Per = 4, the eigenvalue A 0 = A0(p) emerges from the origin: we have a,~(p)---~0 as p---~ 4 from above.
Since 4~0(x-ct) is unstable for p > 4, this suggests that the wave d)(x-ct) should be unstable for small a > 0. But a rigorous result is not immediately available -the radically different behavior of the wave profiles d~(~:) and ~b0(~:) in the limit ~---~ -2 makes it difficult to relate the eigenvalue problem for one to that for the other.
Indeed, some results proved in [24] show that if the wave cb(x -ct) does become unstable as a ~ 0, then the mechanism by which this would occur must differ from that by which the solitary wave d~o(x -ct) becomes unstable as p passes through Pcr= 4. In particular, from [24] it follows that, for the linearized evolution equation for perturbations of the wave da(x -ct), no eigenvalue a0(a ) can emerge from the origin as long as a > 0. (See the discussion in section 3 below.)
This result suggests that if the wave cb(x -ct) is in fact linearly exponentially unstable for small a > 0 when p > 4, the transition to instability would involve complex eigenvalues crossing the imaginary axis. This in turn suggests that a Hopf bifurcation may occur, and time-periodic solutions of (1.1) may exist.
In the present paper, we present numerical evidence that the wave cb(x-ct) is indeed linearly exponentially unstable for small a > 0 when p > 4, and that transition to instability does involve a single pair of complex eigenvalues crossing the imaginary axis transversally as a decreases. Actually, we prove that if instability occurs, then there is a critical value of a at which a pair of nonzero purely imaginary complex conjugate eigenvalues exists. See theorem 3.5. We consider it likely that a Hopf bifurcation does occur, but the issue is clouded by the fact that the linearization admits a zero eigenvalue, and essential spectrum that contains the origin.
We also present numerical experiments which suggest that as a is decreased, the wave rb(x -ct) loses stability via a subcritical Hopf bifurcation [21] -no stable time periodic solutions are found. Instead, dynamic simulations are consistent with a scenario in which unstable time-periodic solutions exist.
Lastly, as a is decreased further, we numerically observe additional pairs of complex eigenvalues cross into the right half plane. We conjecture that as a ~ 0, the number of eigenvalues in the right half plane tends to infinity. This further underscores the striking difference in the character of the problem when a > 0 versus the case a = 0.
Linear stability
In order to consider the linear stability of the traveling wave, we seek solutions of (1.1) in thc form u(x, t) -4"(x ct) + v(x ct, t) and neglect terms which are ~'(v-'). The linear evolution equation for the perturbation v(~, t) is
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where ~ = x -ct. We intend to study transition to instability by examining the spectrum of .~ as the parameters a, c and p are varied. We consider .~/ as an operator on L2(~) with domain D(.~/,,)= HS([~), the Sobolev space of functions with L 2 derivatives up to third order. Regarding the structure of the spectrum, we refer to Henry [12, Ch. 5] . The spectrum is the same in LP(N), 1 -<p <:~, or in the space of bounded uniformly continuous functions on [~. The spectrum consists of discrete spectrum (isolated eigenvalues of finite multiplicity) and essential ,spectrum (everything else not in the resolvent set). Since 4'(s c) approaches constant limits 0 and u L at an exponential rate as ~--+ -+:~ respectively, the essential spectrum is determined from that of the constant coefficient operators
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.54 = Oe(-a2, + ~a~ + c-u(i ) . The sets S 2 and S( are two curves in the closed left half plane. The complement of S~I O S. consists of a number of disjoint connected components. Let ~2 + denote the component which contains the right half plane. Then the essential spectrum can be characterized by the following result which is proved in [24] .
Proposition 2. 1. Let ~ > 0. The essential spectrum of ,N contains %' + • ~. U S t, , but contains no point of the component ~2+. In particular, points in the spectrum of ~(,. lying in Y2,, must be isolated eigenvalues.
The situation is simpler for the case c~ =0, when 4,(s c) is replaced by 4,0(~:), which tends to 0 as {:--+ +oo. Let sg o = O~(-O2~ + c-4,0({:)'). In this case the essential spectrum is S~I = {A: A = ir(r~'+ c), r E N}, which is the imaginary axis.
Regarding the discrete spectrum of sg 0, it has been shown in [24, theorem 3.4 ] that: For p < 4, ,~4 o has no discrete eigenvalues a with Re a ¢ 0. For p > 4, sg o has a pair of symmetrically placed eigenvalucs +-a0(p)~N, &,>0. Each of these eigenvalues is simple, having multiplicity one. As p~,4, the eigenvalue a0(p)--~0, merging with the origin at the transition value p = 4. There are no other isolated eigenvalues a with Re a ~ 0. However, A = 0 is an eigenvalue embedded in the essential spectrum of M o, with eigenfunction 0~4,0(~), associated with the translation invariance of (1.1). See fig. 2 . Much less is known concerning the discrete spectrum of M s for a > 0, in general. When o~ > 0, A = 0 is an eigenvalue of ~/~ embedded in the essential spectrum, with eigenfunction 8~b(~:). From the considerations of section 1, we conjecture that for any p > 4 and c fixed, as a ~ 0 a transition to linear instability should occur via the appearance of one or more eigenvalues of ~ in the right half plane. However, in [24] it was proved that the mechanism for such a transition to instability cannot be like that in the case a = 0-no eigenvalue may merge with the origin while a remains strictly positive. (See section 3.)
In this paper we show numerically, that a transition to instability does occur via a pair of complex conjugate eigenvalues crossing from the left half plane to the right half plane, as a decreases. There is additional evidence that more pairs of eigenvalues cross into the right half plane as a is decreased further. In fig. 3 we display some of the results of our numerical computations for p = 6, c = 1, and (a) a = 0.08, (b) a = 0.07. The solid curves correspond to the curves S~ + and S~, which bound the essential spectrum of ~. (From (2.4)-(2.5) it is seen that S~ + and S~ approach the imaginary axis as a decreases toward zero.) In fig. 3b the crosses indicate isolated eigenvalues at A = 0.0667---1.985i, for a = 0.07. These eigenvalues are zeros of Evans' function D(A), to be described below. In fig. 3a the crosses indicate the corresponding zeros of D(A) for a = 0.08. As a decreases, these zeros move to the right, crossing first the curve S c to become isolated cigenvalues in S' 2 , then crossing the imaginary axis, indicating a transition to instability. The crossing appears to be transversal: wc estimate that Rc(dA/ d~f)~ 11.9.
Evans' function and eigenvalues
The approach we use to determine the isolated eigenvalues of the operator .~'i in (2.1) is based on the numerical computation of Evans" function D(A), an analytic function whose zeros correspond to these isolated eigenvalues. J.W. Evans introduced D(A) in [8] to study the stability of nerve impulses. Evans and Feroe [9] numerically studied the linear stability of nerve impulse solutions of the Hodgkin-Huxley equations, by computing D(A) and locating its zeros using the argument principle. This is the method we shall use below. Recently, Swinton and Elgin [27] have used the same approach to study numerically the linear stability of laser pulses. Evans' function D(A) has also been used in a number of theoretical studies of traveling wave stability: for nerve impulses [8, 16, 32] , singularly perturbed reaction diffusion systems [1, 10] , flame fronts [28] , and solitary waves [24] .
In [24] , the generalized KdV-Burgers equation (1.1) was also considered. We now summarize and extend the results of [24] , that describe D(A) and its properties, for the traveling waves of (1.1).
If A is an eigenvalue of ~, with corresponding L e eigenfunction Y(~), then Y is a solution of the differential equation
As s c tends to +:c respectively, the coefficients of (3.1) tend to those of the corresponding constant coefficient equations
These equations have solutions of the form exp(/x~), where for (3.2) and (3.3) respectively, the exponent p, satisfies 
Now it easily follows that: D(0)= 0.
When a > 2x/-p--~ and the wave profile ~(~) is monotone decreasing, the traveling wave &(x -ct) can be shown to be nonlinearly stable, following the argument in [23] for the case p = 1. Correspondingly, the following linear stability result was proved in [24] . Proposition 3.3 will be proved in the appendix. The result of proposition 3.4 is proved in [24] , but we briefly recall how the proof goes. First, by a method resembling Melnikov's method (see [22, 25] ) for studying the order of contact of stable and unstable manifolds in perturbed autonomous systems of ODEs, an integral formula for D'(A) was proved, cf. formula (1.35) of [24] . Applied to the present problem, this formula yields 
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Using the results above, we find that, assuming instability occurs for some sufficiently small c~ > 0, transition to instability must be associated with the existence of complex conjugate eigenvalues on the imaginary axis: [24] . However, such a scenario is precluded when a > 0 by the result of proposition 3.4.
The result of theorem 3.5 motivates us to try to demonstrate that a transition to instability does occur, by searching computationally for complex zeros of D(A) crossing into the right half plane as a decreases. In section 4, we will use the argument principle to count the number of zeros of D(A) in the right half plane. For that purpose, we now discuss the original characterization of D(A) given by Evans [8] , which leads to a more efficient algorithm for computing D (A) than is suggested by (3.7) . To describe this characterization, we follow the development of [24] .
First, write (3.1) as a system of three first order ODE's, using the standard reduction 
Computational search for eigenvalues
Our strategy is summarized as follows. By theorem 3.1, the search for eigenvalucs of .:¢ , the operator in (2. Our numerical strategy to evaluate n -is to evaluate D(it) for values of t ranging from 0.005 to 300 000, minimizing computation by adaptively changing the increment in t, while keeping the angle between successive segments within prescribed bounds. The argument of D(it) is updated from step to step, so that n + can be evaluated using formula (4.2) at the end of the computation. 
Numerical results
In This point is plotted as a diamond in fig. 3 ; it is close to the curve S e-because a is small. For p = 6, the transition to instability occurs at approximately a = 0.075 596. The eigenvalues cross the imaginary axis at approximately A = -+2.0695i. We also computed that a second pair of eigenvalues cross into the right half plane at ~ = 0.036 57, with A = _+2.2579i. There is evidence that a third pair crosses as a is decreased further. We conjecture that, given any N, there is an og N such that for a < 0fN, N pairs of eigenvalues have crossed into the right half plane, with aN----> 0 as N--> ~.
We plot in fig. 8 some parts of the curves a versus p along which the real part of some eigenvalue is SjjSSI~ SsJs~S zero. The upper curve marks the neutral stability curve ¢~ : %(p), across which the transition to instability occurs: n + jumps from 0 to 2 as a decreases across this curve. Across the lower curve
n ~ jumps from 2 to 4; a second complex conjugate pair of eigenvalues has crossed the imaginary axis.
As p decreases toward the value 4, the value of c~ c%(p) along the neutral stability curve also decreases, as does the value of c~ = a 1 (p) along the second transition curve. Our numerical results are consistent with the hypothesis that %(p)--~0 as p{4. It appears that the traveling wave &(x ct) is linearly stable for any a > 0 when p < 4 (the regime where the solitary wave 4,0(x -ct) is stable). In fig.  9 we plot log %(p) versus log(p 4). We find that these graphs are nearly linear, with slope approaching + 3 as p ~ 4 +. Thus it appears that 10) where K. is approximately 0.031, and K~ is approximately 0.014.
Dynamic simulations
We have performed numerical computations of solutions of the initial valuc problem for the generalized KdV-Burgers equation (I.1), with initial data close to a traveling wave, for parameter values near the transition to instability. The goal was to confirm the predictions of linear stability calculations in section 4, and to study the nature of the Hopf bifurcation suggested by the crossing of pairs of complex eigenvalues into the right half plane.
In order to describe the numerical scheme we used, first consider the evolution equation for the perturbation of the wave, fig. 13 . For c = 0.47 the wave appears to be unstable. When E = 10 -5, the growth rate again agrees well with linear prediction. Taking E = 0.002, and computing for 0 < t < 330, the perturbation is observed to grow to large amplitude. In fig. 14 we plot the L 2 norm of v versus t. In fig. 15 , we plot Otv(£ o, t) versus v(~:0, t). In fig. 16 , we plot v(~:, t) versus ~: at integer times from t = 319 to 330. Time increases upwards. The horizontal axis runs from -300 to 20 and the snapshots are successively displaced one unit upward along the vertical axis. This sequence illustrates how the perturbation is evolving as its magnitude begins to be comparable to that of the wave profile. An instability grows out of the leading part of the wave, propagates backward along the profile, then dissipates as a new cycle begins.
Conclusions
We have investigated the stability of traveling wave solutions of the generalized KdV-Burgers equation (1.1), by numerically finding eigenvalues using their characterization as zeros of Evans' function D(A), and by numeric integration of the initial value problem for perturbations of the wave.
To summarize the numerical evidence from section 4, a transition to linear instability takes place when:
(a) For fixed positive c and p > 4, a is made sufficiently small; (b) For fixed positive a and p > 4, c is made sufficiently large.
(c) For fixed positive a and c, p is made sufficiently large. The transition to instability occurs as a pair of complex conjugate eigenvalues crosses the imaginary axis into the right half plane. This mechanism differs from that which occurs for the gKdV solitary wave 05o(x ct) when a = 0 and p increases past the critical value p~., -4. For a > 0. additional pairs of complex eigenvalues cross into the right half plane as a is decreased or c is increased further. The neutral stability curve a = a0(p) is approximately described for p close to 4 by a~(p) ~ 0.031( p -4) ~'2.
The numerical evidence in section 5 strongly suggests that a subcritical Hopf bifurcation occurs as c increases near c.~ = 0.438 (with a = 0.05 and p -6 fixed). No stable time periodic solution is detected. While we are not aware that a Hopf bifurcation theorem has been proved for eq. (5.1) for the evolution of perturbations of the traveling wave, the numerical results are consistent with a classical description of a subcritical Hopf bifurcation in finite dimensions [21] . They suggest the existence of an unstable time periodic solution which exists for c< c.,, whose unstable manifold, of dimension two, contains a component in which solution trajectories spiral toward the origin v = (I, and a component on which the perturbation v grows to large amplitude. Thus the basin of attraction of the wave 05 shrinks as c approaches co,, vanishing entirely for c > c~.,, when small perturbations grow to large amplitude.
We do not have analytical results to support the numerical evidence for instability, but it may be that in the limit p--~ 4, a--+ 0, the eigenvalue problem may be accessible to analysis. The structure of the traveling wave can probably be well-characterized in that limit by studying the system (4.5) using the method of averaging and homoclinic bifurcation theory. (An asymptotic study was done for the KdV-Burgers equation with small a by Johnson [14[.) More difficult (and interesting) would be characterizing Evans' function in the limit. 
