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SEMICONDUCTOR BOLTZMANN-DIRAC-BENNEY EQUATION WITH
A BGK-TYPE COLLISION OPERATOR:
EXISTENCE OF SOLUTIONS VS. ILL-POSEDNESS
Marcel Braukhoff
Institute for Analysis and Scientific Computing
Vienna University of Technology
Wiedner Hauptstrasse 8-10, 1040 Wien, Austria
Abstract. A semiconductor Boltzmann equation with a non-linear BGK-type collision
operator is analyzed for a cloud of ultracold atoms in an optical lattice:
∂tf +∇pǫ(p) · ∇xf −∇xnf · ∇pf = nf(1 − nf )(Ff − f), x ∈ Rd, p ∈ Td, t > 0.
This system contains an interaction potential nf (x, t) :=
∫
Td
f(x, p, t)dp being significantly
more singular than the Coulomb potential, which is used in the Vlasov-Poisson system.
This causes major structural difficulties in the analysis. Furthermore, we call ǫ(p) =
−∑di=1 cos(2πpi) the dispersion relation and Ff denotes the Fermi–Dirac equilibrium
distribution, which depends non-linearly on f in this context.
In a dilute plasma—without collisions (r.h.s. = 0)—this system is closely related to
the Vlasov–Dirac–Benney equation. It is shown for analytic initial data that the semi-
conductor Boltzmann equation possesses a local, analytic solution. Here, we exploit the
techniques of Mouhout and Villani by using Gevrey-type norms which vary over time. In
addition, it is proved that this equation is locally ill-posed in Sobolev spaces close to some
Fermi–Dirac equilibrium distribution functions.
1. Introduction
In the last decades, the theory of charge transport in semiconductors has become a thriv-
ing field in applied mathematics. Due to the complexity of semiconductors consisting of
some 1023 atoms, there are several effective equations describing different phenomenological
properties of semiconductors. Recently, the description of charge transport in semiconduc-
tors was extended by an experimental model [21]: a cloud of ultracold atoms in an optical
lattice. In this model, the ultracold atoms stand for the charged electrons and the optical
lattice describes the periodic potential of the crystal, formed by the ions of the semicon-
ductor. Using the interference of optical laser beams, the atoms are trapped in an optical
standing wave [4]. In contrast to a solid lattice, the geometry of an optical lattice as well as
the strength of the potential can easily be changed during the experiment. Moreover, the
time scale slows down to milliseconds while working with temperatures of a few nanokelvin.
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Therefore, this experimental model is particularly suited to understand the physical be-
havior of solid materials and of great interest. In addition, it may have the potential to
accomplish quantum information processors [16] as well as very precise atomic clocks [2].
The main difference between a cloud of ultracold atoms and a system of electrons is the
interaction potential. Assuming that the atoms are uncharged, the interaction potential
is significantly more singular than the Coulomb potential of the electrons causing major
structural difficulties in the analysis.
In this paper we investigate the ill-posedness of the following Boltzmann equation for
the distribution function f(x, p, t),
(1) ∂tf + u · ∇xf +∇xVf · ∇pf = Q(f),
where x ∈ Rd is the spatial variable, p is the crystal momentum, defined on the d-
dimensional torus Td with unit measure, and t > 0 is the time. The velocity u is defined
by u(p) = ∇pǫ(p) with the energy ǫ(p), Vf (x, t) is the lattice potential, and Q(f) is the
collision operator. Compared to the standard semiconductor Boltzmann equation, there
are two major differences.
First, we assume that the dispersion relation, i.e. the band energy, is given by
(2) ǫ(p) = −2ǫ0
d∑
i=1
cos(2πpi), p ∈ Td,
where ǫ0 denotes the tunneling rate of a particle from one lattice site to a neighboring
one [20]. This dispersion relation is typically used in semiconductor physics as for an
approximation of the lowest band [1]. In contrast to this, a parabolic band structure is
given by ǫ(p) = 1
2
|p|2 [17], which also occurs in kinetic gas theory as the microscopic kinetic
energy of free particles.
Second, the potential Vf is supposed to be proportional to the particle density nf =∫
Td
fdp with
(3) Vf(x, t) = Unf (x, t) = U
∫
Td
f(x, p, t)dp, x,∈ Rd, p ∈ Td, t > 0.
Here, U 6= 0 describes the strength of the on-site interaction between spin-up and spin-
down components [21]. However, in semiconductor physics, the interaction potential is
often given by the Coulomb potential Φf of the electric field which fulfills ∆Φf = nf [17].
Due to this Poisson equation, the Coulomb potential is more regular than the particle
density nf in contrast to the potential Vf defined in (3). Therefore, we expect a more
“singular behavior” of (1) compared to the standard semiconductor Boltzmann equation;
see the discussion below.
Similar to [21], we use the following relaxation-time approximation
(4) Q(f) = γnf(1− ηnf)(Ff − f)
for the collision operator, where 1/γ > 0 denotes the relaxation time and
Ff(x, p, t) =
(
η + exp(−λ0(x, t)− λ1(x, t)ǫ(p))
)−1
, x ∈ Rd, p ∈ Td, t > 0
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is the generalized Fermi-Dirac distribution function depending on f through the Lagrange
multipliers (λ0, λ1): We define λ0 and λ1 by the mass and energy constraints∫
Td
(Ff − f)dp = 0,
∫
Td
(Ff − f)ǫ(p)dp = 0.
Note that η = 1 leads to the original Fermi-Dirac distribution as in [21] and η = 0 entails
that Ff equals the Maxwell-Boltzmann distribution.
Physically, λ1 can be interpreted as the negative inverse (absolute) temperature, while λ0
is related to the so-called chemical potential [17]. Since the dispersion relation is bounded,
the equilibrium Ff is well-defined and integrable for all λ1 ∈ R, which includes nega-
tive absolute temperatures. These negative absolute temperatures can actual be realized
in experiments with ultracold atoms [20]. Negative temperatures occur in equilibrated
(quantum) systems that are characterized by an inverted population of energy states. The
thermodynamical implications of negative temperatures are discussed in [19].
So far, there are some results for this type of equation using ǫ(p) = 1
2
|p|2 and that Q(f)
either vanishes or is quadratic in f :
Combining this with the Vlasov equation yields the Vlasov-Dirac-Benney equation
(5) ∂tf(x, u, t) + u · ∇xf(x, u, t)−∇ρf(x, t) · ∇uf(x, u, t) = 0
for x ∈ Rd, u ∈ Rd and t > 0. In spatial dimension one, this equation can be used to
describe the density of fusion plasma in a strong magnetic field in direction of the field
[10]. It can be derived as a limit of a scaled non-linear Schro¨dinger equation [9]. Comparing
the Vlasov-Poisson equation to the Equation (5), we see that the interaction potential Φ
is long ranged (i.e., the support is the whole space) in contrast to the delta distribution
with supp(δ0) = {0}. Therefore, we can understand (5) as a version of the classical Vlasov-
Poisson system with a short-ranged Dirac potential, which motivated the “Dirac” in the
name of the Vlasov-Dirac-Benney equation. The name Benney is due to its relation to the
Benney equation in dimension one (for details see [7]).
However, the analysis of a Vlasov-Dirac-Benney equation is more delicate as in [15]
only local in time solvability was shown for analytic initial data in spatial dimension one.
Moreover, it is shown in [7] that this system is not locally weakly (Hm − H1) well-posed
in the sense of Hadamard. In [13] it is shown that the Vlasov-Dirac-Benney equation is
ill-posed in d = 3, requiring that the spatial domain is restricted to the 3-dimensional torus
T
3. More precisely, they show that the flow of solutions does not belong to Cα(Hs,m(R3×
T
3), L2(R3 × T3)) for any s ≥ 0, α ∈ (0, 1] and m ∈ N0. Here, Hs,m(R3 × T3) denotes the
weighted Sobolev space of order s with weight (x, u) 7→ 〈u〉m := (1 + |u|2)m/2. Even more
precisely, they prove that there exist a stationary solution µ = µ(u) of (5) and a family of
solutions (fε)ε>0, times tε = O(ε |log ε|) and (x0, u0) ∈ T3 × R3 such that
lim
ε→0
‖fε − µ‖L2([0,tε]×Bε(x0)×Bǫ(u0))
‖〈u〉m(fε|t=0 − µ)‖αHs(T3x×R3u)
=∞,
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where Bε(x0) denotes the ball with radius ε centered at x0. In addition, [13] covers also
equation (5) with a non vanishing r.h.s.: The authors consider
∂tf + u · ∇xf −∇ρf (x, t) · ∇uf = Q(f, f)
for a bilinear operator Q.
Moreover, the Vlasov-Dirac-Benney equation can also be derived by a quasi-neutral limit
of the Vlasov-Poisson equation [14]. Han-Kwan and Rousset are also able to provide uni-
form estimates on the solution of the scaled Vlasov-Poisson equation. By taking the quasi-
neutral limit, they prove the existence of a unique local solution f ∈ C([0, T ], H2m−1,2r(R3×
T
3)) of the Vlasov-Dirac-Benney equation. For this, they require that the initial data
f0 ∈ H2m,2r(R3 × T3) satisfies the Penrose stability condition
inf
x∈Td
inf
(γ,τ,η)∈(0,∞)×R×Rd\{0}
∣∣∣∣1−
∫ ∞
0
e−(γ+iτ)s
iη
1 + |η|2 · (Fv∇vf)(x, ηs)ds
∣∣∣∣ > 0,
where Fv denotes the Fourier Transform in v.
Focus of this article. We introduce a concrete BGK-type collision operator (see Equation
(4)) arising from semiconductor physics [21], which depends nonlinearly on f . Since a
Vlasov equation with collisions is in general called a semiconductor Boltzmann equation,
we may call our system a semiconductor Boltzmann-Dirac-Benney equation with a BGK-
type collision operator:
Let γ > 0, U 6= 0, we consider
(6) ∂tf + u(p) · ∇xf − U∇xnf · ∇pf = γnf (1− ηnf)(Ff − f)
with f(x, p, 0) = f0(x, p), where Ff(x, p, t) =
(
η + exp(−λ0(x, t) − λ1(x, t)ǫ(p))
)−1
, for
x ∈ Rd, p ∈ Td and t > 0. Here, λ0, λ1 shall be chosen in such a way that
(7) nf (x, t) = nFf (x, t) and Ef (x, t) = EFf (x, t),
where nf(x, t) :=
∫
Td
f(x, p, t)dp and Ef(x, t) :=
∫
Td
ǫ(p)f(x, p, t)dp. Moreover, we have
u(p) = ∇pǫ(p) with
ǫ(p) = −2ǫ0
d∑
i=1
cos(2πpi), p ∈ Td,
for some ǫ0 > 0.
In the first theorem, we prove the local existence of a solution for analytic initial data.
It therefore extends the existence results of [15] and [13] to our setting.
Theorem 1.1. Let η > 0, γ ≥ 0, U 6= 0 and f0 : Td×Td → (0, η−1) be analytic. Then there
exists a time T > 0 such that (6) admits a unique analytic solution f : Td×Td×[0, T )→ R
with f(x, p, 0) = f0(x, p).
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Physically, the BGK-collision operator shall drive the system into an equilibrium given
by the generalized Fermi-Dirac distribution and one would expect some nicer results than
in [13]. However, the following theorem tells us that this is not always the case since some
Fermi-Dirac equilibria are unstable, leading to an ill-posedness result.
Theorem 1.2. Let k ∈ N, θ > 0 and γ > 0, U 6= 0. There exist λ¯ ∈ R2 and a time τ > 0
and such that there exist solutions fδ : R
d
x × Tdp × [0, τ ]→ [1, η−1] of (6) such that
lim
δ→0
‖fδ(·, ·, t)− Fλ¯‖L1(Bδ(x,p))
‖fδ(·, ·, 0)− Fλ¯‖θW k,∞(R3x×T3p)
=∞ for all x ∈ Rd, p ∈ Td, t ∈ (0, τ),
where Fλ¯(p) := 1/(η + e
−λ¯0−λ¯1ǫ(p)) is a steady-state solution of (6).
Remark 1.3. The theorem can easily be extended to all γ ∈ R. A sufficient condition for
the critical λ¯ is given by
(8) 1 < Uλ¯1
∫
Td
Fλ¯(p)(1− ηFλ¯(p))dp.
It is still an open problem, whether this condition is necessary. However, a similar con-
dition also appears in a different context of semiconductor physics for ultra cold atoms:
In [6], a formal drift-diffusion limit of (6) was considered. The formal analysis indicates
degeneracies of the limiting diffusion equation, whenever
1 = Uλ¯1
∫
Td
Fλ¯(p)(1− ηFλ¯(p))dp.
Now we would also like to be able to treat the full space Rd in the space variable instead
of the periodic case. In a realistic physical experiment, the most part of the particle cloud
is localized at the origin meaning that the density distribution tends to zero as |x| → ∞.
These functions have to be treated with caution since the Fermi-Dirac distributions Ff are
not analytic in f = 0 as we can see in the following remark.
Remark 1.4. According to the definition of the BGK-collision operator, Ff is uniquely
determined by the constraints from (7) and can be rewritten as a function F0 : U ⊂
R
2 × Td → [0, η−1] with
F0(nf(x, t), Ef (x, t); p) = Ff(x, p, t).
For this function, one can compute that
∂2EF0(n, 0; p) =
1− 2ηn
8ǫ40d
2n(1− ηn)(ǫ(p)
2 − 2ǫ20d)
see [5] section 5.5. Thus, we can see that the second derivative has a singularity in n = 0
(and in n = η−1). In particular, there exist a g = g(n, p) with g(0, ·) 6= 0 such that
∂in∂
2
EF0(n, 0; p) =
g(n, p)
ni+1(1− ηn)i+1 .
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Clearly, this implies that F0 is not analytic in (n,E) = 0. Fortunately, we are only
interested in the composition of F0 with nf and Ef . The idea is to assume enough regularity
on f such that Ff is analytic.
This leads to a first version of the local existence theorem for the whole space:
Theorem 1.5. Let η > 0, γ ≥ 0, U ≥ 0 and λ0 = (λ00, λ01) : Rd → R2 be analytic such that
λ01 ∈ L∞(Rd) and let
Fλ0(x, p) :=
1
η + e−λ
0
0
(x)−λ0
1
(x)ǫ(p)
.
Moreover, we suppose there exist C0 > 0 and ν ≥ 0 such that
(9) |∂axnFλ0 (x)|+ |∂axEFλ0 (x)| ≤ C0nFλ0 (x)(1− ηnFλ0 (x))a!ν−|a|
for all 0 6= a ∈ Nd0 and all x ∈ Rd. Then there exists T > 0 such that (6) admits a unique
analytic solution f : Rd × Td × [0, T )→ R with f(x, p, 0) = Fλ0(x, p).
Example 1.6. In this version of the local existence result, we allow also initial data which
may approach zero as |x| → ∞. Let λ01 = 0 and
λ00(x) := − log(1 + x2).
Then
Fλ0(x) =
1
η + 1 + x2
and hence EF
λ0
vanishes and nF
λ0
= Fλ0(x). We will prove in example B.5 in the appendix
that
∣∣∣F (a)λ0 (x)∣∣∣ ≤ a!νaFλ0(x) for ν = 12 min{√η, 1}
Using that nFλ0 = Fλ0(x) ≤ 1/(1 + η) yields
∣∣∣n(a)Fλ0 (x)
∣∣∣ ≤ η + 1
η
nFλ0 (x)(1− ηnFλ0 (x))a!ν−|a|.
Finally, we can conclude that
Fλ0(x) =
1
η + 1 + x2
satisfies the hypothesis of the foregoing theorem. Thus, there exists T > 0 such that (6)
admits a unique analytic solution f : Rd × Td × [0, T )→ R with f(x, p, 0) = Fλ0(x, p).
Note that (9) is a local conditions for the particle and energy densities. This is a
consequence of the fact that the BGK-collision operator is local in space.
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Theorem 1.7. Let η > 0, γ ≥ 0, U ≥ 0 and let λ0 = (λ00, λ01) : Rd → R2, C0, ν be as in
Theorem 1.5. Then there exist δ > 0 and T > 0 such that (6) admits a unique analytic
solution f : Rd × Td × [0, T )→ R with
f(x, p, 0) = f0(x, p) :=
1
η + e−λ
0
0
(x)−λ0
1
(x)ǫ(p)
+ g0(x, p),
if g0 : R
d × Td → R is analytic with 0 ≤ f0(x, p) ≤ η−1 and satisfies∫
Td
|∂ax∂bpg0(x, p)|dp ≤ C0nf0(x)(1− ηnf0(x))a!b!ν−|a+b|
as well as
|∂axng0(x)| + |∂axEg0(x)| ≤ δnFλ0 (x)(1− ηnFλ0 (x))a!ν−|a|
for all x ∈ Rd and a, b ∈ Nd0 with a+ b 6= 0.
Moreover, there exist C˜, ν˜ > 0 and T˜ ∈ (0, T ) such that
∫
Td
|∂ax∂bpf(x, p, t)|dp ≤ C˜a!b!ν˜−|a+b|
for all x ∈ Rd, t ∈ [0, T˜ ].
Remark 1.8. The solution is well-posed in the following sense: There exist ν˜ > 0 and
C˜ > 0, T˜ ∈ (0, T ) such that two solutions f 1, f 2 of (6) fulfill
∫
Td
|∂ax∂bp(f 2(x, p, t)− f 1(x, p, t))|dp
≤ C˜a!b!ν˜−|a+b|
∑
α,β∈Nd
0
α+β>0
ν |α+β|
α!β!
∫
Td
|∂ax∂bp(g20(x, p)− g10(x, p)|dp
for all x ∈ Rd, t ∈ [0, T˜ ], where
f i0(x, p) := f
i(x, p, 0) and gi0(x, p) := f
i
0(x, p)−
1
η + e−λ
0
0
(x)−λ0
1
(x)ǫ(p)
satisfy the same conditions as f0 and g0 from Theorem 1.7 for i = 1, 2.
2. Analytic norms
Our strategy to solve (6) will be applying a fixed-point argument. Therefore, we require
suitable functions spaces: we use the following analytic norms, which are similar to those
from [18].
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Definition 2.1. Let ν > 0, d ∈ N. We define
‖f‖Cν :=
∑
a,b∈Nd
0
ν |a+b|
a!b!
‖∂ax∂bpf‖W 1,∞x W 1,1p
for f : Rd × Td → Rk being analytic, where we use the notation
‖f‖W 1,∞x W 1,1p :=
∑
a,b∈Nd
0
|a+b|≤1
‖∂ax∂bpf‖L∞x L1p and ‖f‖L∞x L1p := sup
x∈Rd
∫
Td
|f(x, p)|dp.
Moreover, we define the semi-norm
‖Df‖Cν :=
∑
a,b∈Nd
0
|a+b|=1
∥∥∂ax∂apf∥∥Cν
and we set
‖u‖Cν,∞ := max
i=1,...,d
∑
b∈Nd
0
ν |b|
b!
∥∥∂bui∥∥W 1,∞(Td) .
for u = (u1, . . . , ud) : T
d → Rd.
Comparing these norms to the analytic norms
|f |Cν :=
∑
a,b∈Nd
0
ν|a+b|
a!b!
‖∂ax∂bpf‖L∞x L1p and |u|Cν,∞ :=
∑
b∈Nd
0
ν|b|
b!
∥∥∂bu∥∥
L∞(Td)
from [18], we have the trivial estimate |·|Cν ≤ ‖·‖Cν . For the inverse estimate, we can only
compare |·|Cµ with ‖·‖Cν if µ > ν as the following lemma suggests. As we will see later
on, the norm ‖·‖Cν is suited better for treating semiconductor Boltzmann-Dirac-Benney
type equations. The idea is to do the analysis with our tailor-made norms ‖·‖Cν . We only
use the more “standard” analytic norms |·|Cµ afterward for the statements by using the
following comparison estimate.
Lemma 2.2. Let µ > ν > 0 and d ∈ N. Then there exists Cµ,ν > 0 such that
‖f‖Cν ≤ Cµ,ν |f |Cµ
for all analytic f : Rd × Td → R.
Proof. It suffices to show that we have ‖∂f‖Cν ≤ C |f |Cµx for ∂ ∈ {∂x, ∂p} for some C > 0.
Let ∂ = ∂x and compute
‖∂xf‖Cν =
∑
i,j∈N0
νi+j
i!j!
‖∂i+1x ∂jpf‖L∞x L1p =
1
ν
∑
i,j∈N0
i
νi+j
i!j!
∫
Td
‖∂ix∂jpf‖L∞x L1p
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≤ 1
ν
sup
a∈N
a
νa
µa
∑
i,j∈N0
µi+j
i!j!
∫
Td
‖∂ix∂jpf‖L∞x L1p = C |∂xf |Cµx
for C = supa∈N a
νa−1
µa
<∞. The estimate for ∂ = ∂p can be proved similarly. 
The equation (10) consists of terms which involve product. Therefore, the following
algebraic properties are particularly useful for treating equation (6).
Lemma 2.3. Let f : Rd × Td → R, n : Rd → R and u : Td → Rd be analytic. Let ν ≥ 0.
Then it holds
‖fn‖Cν ≤ ‖f‖Cν ‖n‖Cν and ‖u · ∇xf‖Cν ≤ ‖u‖Cν,∞ ‖Df‖Cν
as well as
‖∇xn · ∇pf‖Cν ≤ ‖n‖Cν ‖Df‖Cν + ‖Dn‖Cν ‖f‖Cν .
Proof. First, we try to rewrite the norm ‖·‖Cν in such a way that we can use the results of
[18, section 4]. Then we can easily show using the Leibniz rule that |fn|Cν ≤ |f |Cν |n|Cν
and |fu|Cν ≤ |f |Cν |u|Cν,∞ (see [18, section 4]). Using this and the chain rule, we have
‖fn‖Cν =
∑
|a+b|≤1
∣∣∂ax∂bx(fn)∣∣Cν ≤ ∑
|ai+bi|≤1
∣∣∂a1x ∂b1x f ∣∣Cν ∣∣∂a2x ∂b2x n∣∣Cν = ‖f‖Cν ‖n‖Cν .
Likewise,
‖u · ∇f‖Cν ≤
d∑
i=1
∑
a,b∈Nd
0
,|a+b|≤1
( |ui|Cν,∞ ∣∣∂ax∂bp∂xif ∣∣Cν + ∥∥∂bpui∥∥Cν,∞ |∂ax∂xif |Cν )
≤ ‖u‖Cν,∞
d∑
i=1
‖∂xif‖Cν
and
‖∇xn · ∇pf‖Cν ≤
d∑
i=1
∑
a,b∈Nd
0
,|a+b|≤1
( ‖∂xin‖Cν ∣∣∂ax∂bp∂pif ∣∣Cν
+ |∂ax∂xin|Cν
∣∣∂bp∂pif ∣∣Cν )
≤
d∑
i=1
‖n‖Cν ‖∂pif‖Cν +
d∑
i=1
‖∂xin‖Cν ‖f‖Cν . 
In [18], Mouhot and Villani unleashed the full potential of these analytic norms by
varying the index ν over time. Motivated by their results, we define the following norm
and derive the proceeding lemma.
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Definition 2.4. For ν, T > 0, µ ∈ [0, ν/T ), we define
‖f‖ν,µ := sup
0≤t<T
(
‖f(t)‖Cν−µt + µ
∫ t
0
‖Df(s)‖Cν−µs ds
)
for f : Rd × Td × [0, T ) → R being analytic in (x, p) and continuous in t writing f(t) =
f(·, ·, t).
Lemma 2.5. For ν, T > 0, µ ∈ [0, ν/T ) and f : Rd × Td × (0, T )→ R be analytic in x, p
and continuously differentiable in t. Then
‖f‖ν,µ ≤ ‖f(0)‖Cν +
∫ T
0
‖∂tf(·, ·, t)‖Cν−µt dt.
Proof. Let 0 < t ≤ T . Throughout this proof, we write f(t) := f(·, ·, t). Without loss of
generality, we assume that
τ 7→ ‖∂tf(τ)‖Cν−µτ ∈ L1(0, t),
because otherwise, the assertion is trivial. Setting
Pf,N(λ, t) :=
∑
|a|,|b|≤N
λ|a+b|
a!b!
∥∥∂i+ax ∂j+bp f(t)∥∥W 1,∞x W 1,1p
and
QN (λ, t) :=
∑
|i+j|=1
∑
|a|,|b|≤N
|a+b|<2N
λ|a+b|
a!b!
∥∥∂i+ax ∂j+bp f(t)∥∥W 1,∞x W 1,1p ,
we have Pf,N(λ, t) → ‖f(t)‖Cλ and QN (λ, t) → ‖Df(t)‖Cλ as N → ∞. Let i, j, a, b ∈ Nd0
and 0 < s < t. Then
∣∣∣∥∥∂i+ax ∂j+bp f(t)∥∥W 1,∞x W 1,1p − ∥∥∂i+ax ∂j+bp f(x, ·, s)∥∥W 1,∞x W 1,1p
∣∣∣
≤ ∥∥∂i+ax ∂j+bp f(x, ·, t)− ∂i+ax ∂j+bp f(x, ·, s)∥∥W 1,∞x W 1,1p
≤ sup
s≤τ≤t
∥∥∂i+ax ∂j+bp ∂tf(x, ·, τ)∥∥W 1,∞x W 1,1p (t− s)
implies
|Pf,N(λ, t)− Pf,N(λ, s)| ≤ sup
s≤τ≤t
P∂tf,N(λ, τ)(t− s).
Next, let λ = λ(t) = ν − µt. Using the estimate
λ(t)a − λ(s)a
a!
=
(λ(s) + µ(s− t))a − λ(s)a
a!
= µ(s− t)
a−1∑
j=0
λ(s)jλa−1−j
j!(a− 1− j)!(a− j)
{
≤ µ(s− t)λ(s)a−1
(a−1)!
≥ µ(s− t)λ(t)a−1
(a−1)!
,
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we can derive that
|Pf,N(ν − µt, t)− Pf,N(ν − µs, s)| ≤ sup
s≤τ≤t
P∂tf,N(ν − µt, τ)(t− s)
+ µ sup
s≤τ≤t
QN(ν − µτ, s)(t− s).
Thus, Pf,N(ν − µt, t) is Lipschitz continuous w.r.t. t and belongs to W 1,∞((0, T )) with
d
dt
Pf,N(ν − µt, t) ≤ P∂tf,N(ν − µt, t)− µQN(ν − µt, t),
since Pf,N , P∂tf,N and QN are continuous.
Since P∂tf,N(ν −µτ, τ) ≤ ‖∂tf(τ)‖Cν−µτx ∈ L1(0, T ), the dominated convergence theorem
implies that ∫ T
0
P∂tf,N(ν − µτ, τ)dτ →
∫ T
0
‖∂tf(τ)‖Cν−µτ dτ as N →∞.
Moreover, we can utilize the monotone convergence theorem in order to obtain that∫ T
0
QN (ν − µτ, τ)dτ →
∫ T
0
‖Df(τ)‖Cν−µτ dτ . Thus, we summarize
‖f(t)‖Cν−µt +
∫ t
0
(µ ‖Df(τ)‖Cν−µτ − ‖∂tf(τ)‖Cν−µτ ) dτ
N→∞← Pf,N(ν(t), t) +
∫ t
0
(µQN(ν − µτ, τ)− P∂tf,N(ν − µτ, τ)) dτ
≤ Pf,N(ν, 0) ≤ ‖f(0)‖Cν
finishing the proof. 
Remark 2.6. Let T, ν > 0 and let f0 : R
d × Td → R be analytic. Then
‖f0‖ν,µ = ‖f0‖Cν for every µ ∈ (0, ν/T ).
3. Local well-posedness in analytic norms
In this section, we analyze the semiconductor Boltzmann equation (1) for ultracold atoms
(setting Vf := −Unf for U ∈ R) in combination with a relaxation time approximation with
fixed equilibrium. We consider
(10) ∂tf + u(p) · ∇xf − U∇xnf · ∇pf = γnf (1− ηnf)(F − f),
with f(x, p, 0) = f0(x, p) for some given F = F (x, p, t) and γ ≥ 0.
Theorem 3.1. Let C,R, ν > 0 and f0 : R
d × Td → R and F : Rd × Td × [0, T ′) → R be
analytic such that
(11) ‖f0‖Cν
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Then if µ > 0 is sufficiently large, T ∈ (0, ν/µ) and F : Rd × Td × [0, T ′)→ R is analytic
such that
(12) ‖F (t)‖Cν−µt ≤ C
for all 0 ≤ t ≤ T , then equation (10) admits a unique analytic solution f : Rd×Td×[0, T )→
R with ‖f‖ν,µ ≤ R and f(x, p, 0) = f0(x, p) for all x ∈ Rd and p ∈ Td.
Moreover, let Ψ : (f0, F ) 7→ f be defined by the unique solution of
∂tf + u · ∇xf − U∇xnf · ∇pf = γnf(1− ηnf)(F − f)
with f(x, p, 0) = f0(x, p). If µ > 0 is sufficiently large, the mapping Ψ is Lipschitz contin-
uous, i.e.,
‖Ψ(f0, F )−Ψ(g0, G)‖ν,µ ≤ 2 ‖(f0, F )− (g0, G)‖ ,
where
‖(f0, F )‖ := ‖f0‖Cν + µ−
1
2 sup
0≤t<T
‖F‖Cν−µt .
for f0, g0 and F,G satisfying (25) and (26), respectively.
Remark 3.2. A sufficient condition for µ is given by
µ ≥ C
R− ‖f0‖Cν
+ C sup
0≤t≤T
‖F‖Cν−µt
for some C > 0 independent from f0 and F .
The key idea for the proof relies on the contraction mapping principle/Banach’s fixed-
point theorem. We define the mapping Φ
(13) Φ(f) := f0 −
∫ t
0
(
u · ∇xf − U∇xnf · ∇pf − γnf(1− ηnf)(F − f)
)
dt.
for f being analytic in (x, p) and continuous in time. In order to prove that Φ admits a
(unique) fixed-point, we require the next lemmas.
Lemma 3.3. Let ‖f0‖Cν ≤ R. For every sufficient large µ, there exists a T ∈ (0, ν/µ)
such that ‖f‖ν,µ ≤ R implies ‖Φ(f)‖ν,µ ≤ R. Here, a sufficient condition for µ is given by
µ ≥ C/(R− ‖f0‖Cν ) for some C > 0 independent from f0.
Proof. First we fix µ > 0 and T ∈ (0, ν/µ). According to Lemma 2.5, we have
‖Φ(f)‖ν,µ − ‖f0‖Cν ≤
∫ T
0
‖∂tΦ(f)‖Cν−µt dt
≤
∫ T
0
( ‖u · ∇xf‖Cλ + |U | ‖∇xnf · ∇pf‖Cλ + γ ‖nf (1− ηnf )(f − F )‖Cλ )dt.
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Using the submultiplicativity obtained by Lemma 2.3 and ‖nf‖Cλ ≤ ‖f‖Cλ as well as‖Dnf‖Cλ ≤ ‖Df‖Cλ , we obtain
(14)
∫ T
0
‖∂tΦ(f)‖Cν−µt dτ ≤
1
µ
(
‖u‖Cν,∞ + |U | ‖f‖ν,µ
)
‖f‖ν,µ
+ γT ‖f‖ν,µ
(
1 + η ‖f‖ν,µ
)(
‖f‖ν,µ + sup
0≤t≤T
‖F‖Cν−µt
)
.
Thus, assuming ‖f‖ν,µ ≤ R entails that
‖Φ(f)‖ν,µ ≤ ‖f0‖Cν +
1
µ
(‖u‖Cν,∞ + |U |R)R
+ TγR (1 + ηR)
(
R + sup
0≤t≤T
‖F‖Cν−µt
)
Let µR := 2
(‖u‖Cν,∞+|U |R)R
R−‖f0‖Cν
> 0. Then for all µ ≥ µR, we have
‖Φ(f)‖ν,µ ≤ ‖f0‖Cν +
1
2
(R− ‖f0‖Cν )
+ TγR (1 + ηR)
(
R + sup
0≤t≤T
‖F‖Cν−µt
)
≤ R
if T ∈ (0, ν/µ) satisfies
TγR (1 + ηR)
(
R + sup
0≤t≤T
‖F‖Cν−µt
)
≤ 1
2
(R− ‖f0‖Cν) .(15)
Therefore, for every sufficient large µ, i.e. µ ≥ µR, every T < ν/µ satisfies condition (15).
Thus, ‖Φ(f)‖ν,µ ≤ R. 
Lemma 3.4. Let R > ‖f0‖Cν . For every sufficient large µ, there exists a T ∈ (0, ν/µ)
such that ‖f1‖ν,µ , ‖f2‖ν,µ ≤ R imply
‖Φ(f1)− Φ(f2)‖ν,µ ≤
1
2
‖f1 − f2‖ν,µ .
Here, a sufficient condition for µ is given by
µ ≥ C
R− ‖f0‖Cν
+ C sup
0≤t≤T
‖F‖Cν−µt
for some C > 0 independent from f0 and F .
Proof. The difference g := Φ(f2)− Φ(f1) is given by
g(t) =
∫ t
0
(− u · ∇xg + U∇xnf1 · ∇pg + U∇xng · ∇pf2 +Q(f2)−Q(f1))ds
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where nfj =
∫
Td
fjdp, ng =
∫
Td
gdp and
Q(fj) := γnj(1− ηnj) (F − fj) for j = 1, 2.
Since Q(fj) is affine in fj and quadratic in nfj , we use the submultiplicativity properties
of the norm ‖·‖Cν−µt from Lemma 2.3 to ensure that
‖Q(f2)−Q(f1)‖Cν−µt ≤ γ(2 + 3ηR) (‖F‖Cν−µt +R) ‖g‖Cν−µt
for ‖f1‖Cν−µt , ‖f2‖Cν−µt ≤ R. We derive similarly to the proof of Lemma 3.3 that
‖∂t(Φ(f2)− Φ(f1))‖Cν−µt
≤ ( ‖u‖Cν,∞ + |U | ( ‖f1‖Cν−µt + ‖f2‖Cν−µtx )) ‖Dg‖Cν−µt
+
( |U | ‖Df2‖Cν−µt + |U | ‖Df1‖Cν−µt
+ γ(2 + 3ηR)
(
R + ‖F‖Cν−µt
)) ‖g‖Cν−µt .
By Lemma 2.5, we obtain for all ‖fj‖ν,µ ≤ R
‖Φ(f2)− Φ(f1)‖ν,µ ≤
∫ T
0
‖∂t(Φ(f2)− Φ(f1))‖Cν−µtx dt
≤ 1
µ
(‖u‖Cν,∞ + 4 |U |R) ‖g‖ν,µ
+ Tγ(2 + 3ηR)
(
R + sup
0≤t≤T
‖F‖Cν−µt
)
‖g‖ν,µ
≤ Cν,R
µ
‖g‖ν,µ =
Cν,R
µ
‖f2 − f1‖ν,µ ,
where Cν,R = ‖u‖Cν,∞ + 4 |U |R + νγ(2 + 3ηR)(R + sup0≤t≤T ‖F‖Cν−µt) using T < ν/µ.
Finally, we obtain the assertion by assuming that µ ≥ 2Cν,R. 
Proof of Theorem 3.1. LetX consist of all functions f : Rd×Td×[0, T )→ R being analytic
in x, p and continuous in t such that ‖f‖ν,µ ≤ R. Combining the previous two lemmata,
we directly obtain that Φ : X → X defined by (13) is a contraction requiring that µ
is sufficiently large and T ∈ (0, ν/µ). Thus, Banach’s fixed-point theorem implies that
equation (10) admits a unique mild solution in the space X . Using a bootstrap argument
yields that f is also analytic in t and satisfies equation (10) classically.
For the second part of the assertion, let f = Ψ(f0, F ), g = Ψ(g0, G). There exists a
µ˜ > 0 such that for T ∈ [0, ν/µ˜) the functions f, g are both defined on [0, T ) and satisfy
‖f‖µ˜,ν , ‖g‖µ˜,ν ≤ R. Defining h = f − g, h0 = f0 − g0 as well as H = F −G, we have
∂th+ u · ∇xh− U∇xnh · ∇pf − U∇xng · ∇ph = Q(f, F )−Q(g,G)
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with h(x, p, 0) = h0(x, p), where Q(f, F ) = γnf(1 − ηnf)(F − f). Similar to the proof of
Lemma 3.4, we estimate
‖h‖ν,µ ≤ ‖h0‖Cνx +
∫ T
0
‖∂th‖Cν−µt dt
≤ ‖h0‖Cν +
1
µ
(‖u‖Cν,∞ + 4 |U |R) ‖h‖ν,µ
+
ν
µ
γ(2 + 3ηR)
(
R + sup
0≤t≤T
‖F‖Cν−µt
)
‖h‖ν,µ
+
ν
µ
γ sup
0≤t≤T
‖nf (1− ηnf )‖Cν−µt ‖H‖Cν−µt
for µ ≥ µ˜. Using ‖F (t)‖Cν−µt ≤ C and choosing µ > 0 sufficiently large, we obtain
‖h‖ν,µ ≤
1
2
‖h‖ν,µ + ‖h0‖Cν +
γν
µ
sup
0≤t≤T
‖nf (1− ηnf)‖Cν−µt ‖H‖Cν−µt(16)
implying
‖f − g‖ν,µ ≤ 2 ‖f0 − g0‖Cν +
2γν
µ
sup
0≤t≤T
‖nf(1− ηnf)‖Cν−µt ‖F −G‖Cν−µt(17)
for µ > µ˜ being sufficiently large. Moreover, we can again use the submultiplicative
property of the norm ‖·‖Cν−µt and the fact that
‖nf‖Cν−µt ≤ ‖f‖Cν−µt ≤ ‖f‖ν,µ ≤ R
to obtain that
γν
µ
‖nf (1− ηnf)‖Cν−µt ≤
γν
µ
R (1 + ηR) ≤ 1√
µ
if µ > µ˜ is sufficiently large. This finishes the proof. 
4. BGK-type collision operator
In this section, we focus on the semiconductor Boltzmann-Dirac-Benney equation
(6) ∂tf + u(p) · ∇xf − U∇xnf · ∇pf = γnf (1− ηnf)(Ff − f)
with f(x, p, 0) = f0(x, p) for given U 6= 0 and γ ≥ 0.
It can also be understood as a version of Eq. (10) with a self-consistent equilibrium
distribution function F = Ff(x, p, t) =
(
η + exp(−λ0(x, t) − λ1(x, t)ǫ(p))
)−1
, for x ∈
R
d, p ∈ Td and t > 0. Here, λ0, λ1 shall be chosen in such a way that
16 SEMICONDUCTOR BOLTZMANN-DIRAC-BENNEY EQ.
(18) nf (x, t) := nFf (x, t) and Ef(x, t) = EFf (x, t),
where nf(x, t) :=
∫
Td
f(x, p, t)dp and Ef (x, t) =
∫
Td
ǫ(p)f(x, p, t)dp. This is well-defined
according to [5] section 5.1.
Theorem 4.1. Let η, ν, R > 0 and α > 0. There exist δ > 0 and µ0 > 0 such that the
following is true:
Let n¯, E¯ ∈ R and f0 : Rd × Td → [2α, η−1 − 2α] be analytic such that
(19) ‖f0‖Cν ≤
R
2
and ‖nf0 − n¯‖Cν +
∥∥Ef0 − E¯∥∥Cν ≤ 12δ.
Then if µ ≥ µ0, T ∈ (0, ν/µ), equation (10) admits a unique analytic solution f : Rd ×
T
d × [0, T )→ [α, η−1 − α] satisfying f ∣∣
t=0
= f0 and
‖f(t)‖Cν−µt ≤ R and ‖nf (t)− n¯‖Cν−µt +
∥∥Ef(t)− E¯∥∥Cν−µt ≤ δ
for all 0 ≤ t < T . Moreover, let f, g be the unique solution of (6) for with f(x, p, 0) =
f0(x, p) and g(x, p, 0) = g0(x, p), where f0 and g0 satisfy both the hypothesis of this theorem.
Then there exists a C > 0 such that
‖f(t)− g(t)‖Cν−µt ≤ C ‖f0 − g0‖Cν
for all for all 0 ≤ t < T .
In order to prove that Eq. (6) admits a local, analytic solution, we basically require
Theorem 3.1 and the following Lipschitz estimate from Proposition 7.3.
Let Ψ : (f0, F ) 7→ f be the mapping as in Theorem 3.1 defined by the solution of
∂tf + u · ∇xf − U∇xnf · ∇pf = γnf(1− ηnf)(F − f)
with f(x, p, 0) = f0(x, p). With this, we define the mapping
Θ(g) := Ψ(f0,Fg).
Therefore, every fixed-point of Θ is a classical solution of (6). At first, we need to show
that Θ is well-defined.
Proposition 4.2. Let η, ν, R > 0 and α > 0. There exists an C, δ > 0 such that the
following is true.
Let f, g : Rd × Td → [α, η−1 − α] be analytic satisfying ‖f‖Cν , ‖g‖Cν ≤ R and
‖nh − n¯‖Cν +
∥∥Eh − E¯∥∥Cν ≤ δ for h ∈ {f, g}
and some n¯, E¯ ∈ R, it holds
‖Ff‖Cν , ‖Fg‖Cν ≤ C
and
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‖Ff − Fg‖Cν ≤ C ‖f − g‖Cν .
Proof. See appendix. 
Using this proposition, we can define the metric space Y on which Θ is a contraction.
Definition 4.3. For R, ν, η, α > 0, let δ > 0 be as in Proposition 4.2. Moreover, let
n¯, E¯ ∈ R, µ > 0 and T ∈ (0, ν/µ).
We define Y as the space of all analytic functions f : Rd × Td × [0, T ) → [α, η−1 − α]
satisfying
(1) ‖f‖ν,µ ≤ R,
(2) ‖nf (·, t)− n¯‖Cν−µt +
∥∥Ef (·, t)− E¯∥∥Cν−µt ≤ δ
for all t ∈ [0, T ). Thus, Y is a complete if the metric is induced by the norm ‖·‖ν,µ.
As we plan to apply the Banach fixed-point theorem, we need to show that Θ is a
contraction, i.e., the image of Θ is included in Y and Θ is Lipschitz continuous with
Lipschitz constant L < 1.
Lemma 4.4. Let n¯, E¯ ∈ R, f0 : Rd × Td → [2α, η−1 − 2α] be analytic such that
‖f0‖Cν ≤
R
2
and ‖nf0 − n¯‖Cν ,
∥∥Ef0 − E¯∥∥Cν ≤ 12δ.
If µ > 0 is sufficiently large and g ∈ Z, then Θ(g) ∈ Z.
Proof. By definition, we have
Θ(g) = Ψ(f0,Fg).
For g ∈ Z, we know from Proposition 4.2 that ‖Fg‖Cν−µt ≤ C for some C > 0 and all
t ∈ [0, T ). Hence, f := Θ(g) is well-defined for sufficiently large µ > 0 and ‖f‖ν,µ ≤ R.
Clearly, by continuity, if µ sufficiently large and thus T > 0 sufficiently small, then the
image of f belongs to [α, η−1 − α].
Therefore, it remains to show that ‖nf (·, t)‖Cν−µt + ‖Ef (·, t)‖Cν−µt ≤ δ for all t ∈ [0, T ).
Using Lemma 2.5 entails that
‖nf (·, t)− n¯‖Cν−µt − ‖nf0 − n¯‖Cν ≤
∫ T
0
‖∂tnf‖Cν−µt dt ≤
∫ T
0
‖∂tf‖Cν−µt dt.
and likewise
∥∥Ef (·, t)− E¯∥∥Cν−µt − ∥∥Ef0 − E¯∥∥Cν ≤ ‖ǫ‖L∞
∫ T
0
‖∂tf‖Cν−µt dt.
As in the proof of Lemma 3.3 (see inequality 14), we can show that
∫ T
0
‖∂tf‖Cν−µt dt ≤
1
µ
(‖u‖Cν,∞ + |U |R) ‖f‖ν,µ + γTR (1 + ηR) (R + C) ≤
C˜
µ
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for some C˜ > 0. Thus,
‖nf (·, t)− n¯‖Cν−µt +
∥∥Ef(·, t)− E¯∥∥Cν−µt
≤ ‖nf0 − n¯‖Cν +
∥∥Ef0 − E¯∥∥Cν + C¯µ ≤ δ2 + C¯µ ≤ δ
for all t ∈ [0, T ) and some C¯ > 0 if µ ≥ 2˜C/δ, which proves the assertion. 
Lemma 4.5. Let n¯, E¯ ∈ R, f0 : Rd × Td → [2α, η−1 − 2α] be analytic such that
‖f0‖Cν ≤
R
2
and ‖nf0 − n¯‖Cν ,
∥∥Ef0 − E¯∥∥Cν ≤ 12δ.
If µ > 0 is sufficiently large, then for f, g ∈ Y it holds
‖Θ(f)−Θ(g)‖ν,µ ≤
1
2
‖f − g‖ν,µ .
Proof. According to the previous Lemma, we can apply Theorem 3.1 entailing for suffi-
ciently large µ > 0 that
‖Θ(f)−Θ(g)‖ν,µ ≤ 2µ−
1
2 sup
t
‖Ff −Fg‖Cν−µt .
Then the second statement of Proposition 4.2 yields that
‖Θ(f)−Θ(g)‖ν,µ ≤ Cµ−
1
2 sup
t
‖f − g‖Cν−µt ≤ Cµ−
1
2 ‖f − g‖ν,µ
for some C > 0. This implies the assertion for sufficiently large µ satisfying µ ≥ 4C2. 
Proof of Theorem 4.1. The contraction mapping theorem ensures that Ψ has a unique
fixed-point implying that equation (6) admits a unique solution. Finally, the Lipschitz
estimate is a direct consequence of Theorem 3.1. 
With Theorem 4.1 we can now easily prove the following weaker version of Theorem 1.1.
Theorem 4.6. Let η > 0, γ ≥ 0, U 6= 0 and f0 : Td × Td → (0, η−1) be analytic such that
nf0(x) =
∫
Td
f0(x, p)dp = const. and Ef0 =
∫
Td
ǫ(p)f0(x, p)dp = const.
w.r.t. x ∈ Td. Then there exists a time T > 0 such that (6) admits a unique analytic
solution f : Td × Td × [0, T )→ R with f(x, p, 0) = f0(x, p).
Proof. Since f0 is analytic and hence continuous, there exists a α > 0 such that 2α < f0 <
η−1 − 2α. The key difference to Theorem 4.1 is that now the spacial domain is essentially
restricted to a compact set Td, which can be extended periodically to Rd. Any analytic
function f0 on a compact domain has a minimal radius r of convergence, i.e. a number
r > 0 such that for all (x, p) the series
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∑
i,j∈Nd
0
∂ix∂
j
pf0(x, p)
i!j!
xipj
converges absolutely for |x|+ |p| ≤ r. This implies that
M(x, p) :=
∑
i,j∈N0
(r/2)|i+j|
i!j!
∣∣∂ix∂jpf0(x, p)∣∣ <∞
for all (x, p) ∈ (Td)2. Now, choose (x1, p1), . . . , (xN , pN) ∈ (Td)2 such that
N⋃
i=1
Br/4(xi, pi) ⊃ (Td)2
and define
K := max
i=1,...,N
M(xi, pi).
Let ν := r/8. Then for every (x, p) ∈ (Td)2 there exists an i ∈ {1, . . . , N} such that
|(x− xi, p− pi)| ≤ ν and
∑
k,j∈Nd
0
(2ν)|k+j|
k!j!
∣∣∂kx∂jpf0(x, p)∣∣ ≤ ∑
k,j∈Nd
0
(4ν)|k+j|
k!j!
∣∣∂kx∂jpf0(xi, pi)∣∣ ≤ K.
This directly implies that |f0|C2ν < ∞. Moreover, by Lemma 2.2, we can see that also
R := ‖f0‖Cν +1 is finite as ν < 2ν. As n¯ := nf0 and E¯ := Ef0 are constant, we have shown
all the hypothesis of Theorem 4.1 and finally obtain a analytic solution on a small time
interval. 
For a full proof of Theorem 1.1, we refer to section 6 and section 7, in which we refine
the presented technique using that the collision operator is local in space. The next section
is devoted to an application of Theorem 4.1 showing the ill-posedness of equation (6).
5. On the ill-posedness of the semiconductor Boltzmann-Dirac-Benney
equation
This section is motivated by the ill-posedness result of [13] and [10] for the Vlasov-Dirac-
Benney equation. Similar to [10], we linearize the equation around an equilibrium. Let
λ¯ = (λ¯0, λ¯1) ∈ R2. Then
Fλ¯ : T
d → R, p 7→ 1
η + e−λ¯0−λ¯1ǫ(p)
is a stationary analytic solution of (6), which is constant in x.
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5.1. Linearized equation. Now let us formally linearize the left-hand side of (6) around
Fλ¯ and consider
∂tg + u(p) · ∇xg − U∇xng · ∇Fλ¯(p) = γnFλ¯(1− ηnFλ¯)
(
G(λ¯; p) ·
(
ng
Eg
)
− g
)
(20)
with g(x, p, 0) = g0(x, p) and G(λ¯; p) := ∂(nf ,Ef )Ff(p)|f=Fλ¯ . Recall that u(p) = ∇pǫ(p)
with
ǫ(p) = −2ǫ0
d∑
i=1
cos(2πpi), p ∈ Td,
for some ǫ0 > 0.
Remark 5.1. The definition of G(λ¯; p) has to be understood according to Definition A.1:
Ff can be written by Ff = F0(nf , Ef ; p) for some analytic F0 : V ⊂ R2 × Td → [0, η−1].
By Lemma A.2 from the appendix, it holds
G(λ¯; p) =
Fλ¯(p)(1− ηFλ¯(p))∫
Td
ǫ2dµ
∫
Td
1dµ− ( ∫
Td
ǫdµ
)2
∫
Td
(−ǫ(p′)
1
)
(ǫ(p)− ǫ(p′))dµp′,
where dµp := Fλ¯(p)(1− ηFλ¯(p))dp.
In the following, we will denote the components of G as G1, G2 and write p = (p1, . . . , pd),
x = (x1, . . . , xd) and u(p) = (u1(p), . . . ud(p)).
Lemma 5.2. For λ¯ ∈ R2 we abbreviate γλ¯ := γnFλ¯(1− ηnFλ¯). Assume that there exists a
bounded set K ⊂ (R \ {0})2 with K ⊂ R \ {0} × R such that the eigenvalues of
B = B(α, β) :=
∫
Td
(Uu1(p)∂p1Fλ¯(p) + βG1(λ¯; p), βG2(λ¯; p))
u1(p)2 + α2
(
1
ǫ(p)
)
dp
are 0 and 1 for (α, β) ∈ K. Let (nˆα,β , Eˆα,β) denote the eigenvector to the eigenvalue 1 and
define
Aα,β(p) :=
1
u1(p)− iα
(
U∂p1Fλ¯(p)nˆα,β − i
β
α
G(λ¯; p) ·
(
nˆα,β
Eˆα,β
))
.
Then
gα,β(x, p) := Aα,β(p)e
iγnF
λ¯
(1−ηnF
λ¯
)α
β
x1
is a solution of
u(p) · ∇xgα,β − U∇xngα,β · ∇Fλ¯(p) = γnFλ¯(1− ηnFλ¯)
(
G(λ¯; p) ·
(
ngα,β
Egα,β
)
− α
2
β
gα,β
)
.
Moreover, let N ∈ N. There exists CN > 0 such that
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sup
(α,β)∈K
‖gα,β‖WN,∞(Rd×Td) ≤ CN(1 + |β|−N)
for all (x, p) ∈ Rd × Td. In addition, there exists a ν0 > 0 and such that
‖gα,β‖Cν ≤ Cν0(1 + |β|−1)e
cν
|β|
and for all ν ≤ ν0 and some c, Cν0 > 0 being independent from α, β.
Proof. Note that G is symmetric an ∂p1 is anti-symmetric, i.e., G(λ¯;−p) = G(λ¯; p) and
∂p1Fλ¯(−p) = −∂p1F (p), which is a consequence of u(−p) = −u(p) as well as Fλ¯(−p) =
Fλ¯(p) for p ∈ Td. Therefore, since the denominator is even, we may add an odd function
to the denominator without changing the integral. Thus, we can divide the integrand by
u1(p) + iα and obtain
B(α, β) =
∫
Td
(U∂p1Fλ¯(p)− iβαG1(λ¯; p),−iβαG2(λ¯; p))
u1(p)− iα
(
1
ǫ(p)
)
dp.
Since (nˆA, EˆA) is the eigenvector to the eigenvalue 1 of B, we infer
∫
Td
Aα,β(p)dp = nˆα,β
and
∫
Td
ǫ(p)Aα,β(p)dp = Eˆα,β. Finally, we directly compute
γnFλ¯(1− ηnFλ¯)
α2
β
gα,β + u(p) · ∇xgα,β
= iγnFλ¯(1− ηnFλ¯)
α
β
(−iα + u1(p))Aα,β(p)eiγnFλ¯ (1−ηnFλ¯ )
α
β
x1
= iγnFλ¯(1− ηnFλ¯)
α
β
(
U∂p1Fλ¯(p)nˆα,β − i
β
α
G(λ¯; p) ·
(
nˆα,β
Eˆα,β
))
eiγnFλ¯ (1−ηnFλ¯ )
α
β
x1
= U∇xngα,β · ∇Fλ¯(p) + γnFλ¯(1− ηnFλ¯)G(λ¯; p) ·
(
ngα,β
Egα,β
)
.
Since p 7→ gα,β(0, p) is analytic on Td and Td is compact and K ⊂ R \ {0}×R is compact,
there exists a ν > 0 such that
Cν := sup
(α,β)∈K
∑
j∈Nd
0
νj
j!
∥∥∂jpgα,β(0, p)∥∥W 1,1p (Td) <∞.
Thus,
‖gα,β‖Cν =
∑
j,l∈Nd
0
ν |j+l|
j!l!
∥∥∂lx∂jpgα,β(x, p)∥∥W 1,∞x W 1,1p (Td)
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=
∑
j∈Nd
0
ν |j|
j!
∥∥∂jpgα,β(0, p)∥∥W 1,1p (Td)
1∑
k=0
∞∑
l=0
νl
l!
∣∣∂l+kx1 e−iϕx1∣∣
= Cν(1 + |ϕ|)eν|ϕ|
setting ϕ := γnFλ¯(1 − ηnFλ¯)αβ for all (α, β) ∈ K. If we want to estimate only a fi-
nite number of derivatives, we see that for all N > 0 there exists a CN > 0 such that
sup(α,β)∈K
∑
|j|≤N
∥∥∂jpgα,β(0, p)∥∥L∞p (Td) ≤ CN since gα,β is smooth. This yields∑
j,l∈Nd
0
|j|,|l|≤N
∥∥∂lx∂jpgα,β∥∥L∞(Rd×Td) = ∑
|j|≤N
∥∥∂jpgα,β(0, p)∥∥L∞p (Td)
∑
|l|≤N
∥∥∂lxe−iφx1∥∥L∞(Rd)
≤ CN
N∑
l=0
|ϕ|l ≤ NCN (1 + |ϕ|N). 
In order to prove that the hypothesis of the previous lemma can be fulfilled, we start
with an easier case, where β = 0. Then the condition simplifies to
(21) 1 = Uλ¯1
∫
Td
u1(p)
2
u1(p)2 + α20
Fλ¯(p)(1− ηFλ¯(p))dp
for some α0 6= 0.
Lemma 5.3. Let U 6= 0. Then there exist λ¯ ∈ R2 and an α0 > 0 such that (21) is satisfied.
In addition, the solution α0 of (21) is unique (up to its sign) for fixed λ¯.
Proof. At first, we define
κ(λ) := λ1
∫
Td
Fλ(p)(1− ηFλ(p))dp.
According to [5] section 5.3, it holds that supλ∈R2 κ(λ) =∞ and by symmetry infλ∈R2 κ(λ) =
−∞. Thus, there exists λ¯ ∈ R2 such that
Uλ¯1
∫
Td
Fλ¯(p)(1− ηFλ¯(p))dp = Uκ(λ¯) > 1.
Finally, by
1 < Uκ(λ¯)
c→0← Uλ¯1
∫
Td
u1(p)
2
u1(p)2 + c2
Fλ¯(p)(1− ηFλ¯(p))dp c→∞→ 0,
the intermediate value theorem yields the first assertion. The uniqueness is a consequence
of the monotonicity of Uλ¯1
∫
Td
u1(p)2
u1(p)2+c2
Fλ¯(p)(1− ηFλ¯(p))dp w.r.t. c. 
Remark 5.4. We used in the proof that Equation (21) admits a solution if
1 < Uλ¯1
∫
Td
Fλ¯(p)(1− ηFλ¯(p))dp
is satisfied.
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Now, we go back to the general case, where β 6= 0.
Lemma 5.5. Let λ¯ and α0 be as in Lemma 5.3. There exist an open Interval 0 ∈ I ⊂ R
and a function α : I → R with α(0) = α0 such that B(α(β), β) possesses the eigenvalues 0
and 1 for all β ∈ I.
Proof. According to Lemma 5.3, we know that 1 is an eigenvalue of B(α0, 0) which is
equivalent to det(B(α0, 0)− Id) = 0. Since
φ : R \ {0} × R→ R, (a, b) 7→ det(B(a, b)− Id)
is smooth, there exists an α : I ∋ 0→ R with α(0) = α0 if the derivative of φ has full rank
at (a, b) = (α0, 0). In order to show this, we only need to look at the derivative w.r.t. a:
∂aφ = ∂a((B11 − 1)(B22 − 1)− B12B21)
= ∂aB11(B22 − 1) + (B11 − 1)∂aB22 − ∂aB12B21 − B12∂aB21
∂aφ(α0, 0) = −∂aB11(α0, 0) = 2α0U
∫
Td
u1(p)
2Fλ¯(p)(1− ηFλ¯(p))
(u1(p)2 + α20)
2
dp 6= 0.
Thus, the derivative of φ has at (α0, 0) full rank and therefore the zero-set of φ is locally
a one-dimensional manifold at (α0, 0). According to Lemma 5.3, φ(a, 0) = 0 has only one
positive solution at a = α0. Finally, the fact that B has rank 1 implies directly the trivial
eigenvalue and finishes the proof. 
Proposition 5.6. Let α0 > 0, λ¯ ∈ R2 be a solution of
1 = Uλ¯1
∫
Td
u1(p)
2
u1(p)2 + α20
Fλ¯(p)(1− ηFλ¯(p))dp
(see Lemma 5.3). Then there exist an open interval I ∋ 0 and function ω : I \ {0} → R
and analytic gβ : T
d × Td × [0,∞) → R solutions of (20) for β ∈ I \ {0} such that the
following holds:
• β 7→ βω(β) can be extended on I to a positive continuous function.
• gβ(x, p, t) = gβ(x, p, 0)eω(β)t.
• There exists a ν0 > 0 and such that
‖gβ‖Cν ≤ Cν0(1 + |β|−1)e
cν
|β|
+ω(β)t for all β ∈ I \ {0}(22)
and for all ν ≤ ν0 and some c, Cν0 > 0 being independent from x and β.
• There exists CN > 0 such that
‖gβ(·, ·, t)‖WN,∞(Rd×Td) ≤ CN(1 + |β|−N)eω(β)t for all β ∈ I \ {0}.(23)
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Proof. Let α : I → R with α(0) = α0 be given by Lemma 5.5. For β ∈ I \ {0}, we define
gβ(x, p, t) := ℜ(gα(β),β(x, p))eω(β)t and ω(β) := γnFλ¯(1− ηnFλ¯)
α(β)2 − β
β
and where gα,β is given by Lemma 5.2. Then gβ is a solution of (20) fulfilling gβ(x, p, 0) =
ℜ(gα(β),β(x, p)) for all β ∈ I \{0}. The remaining parts are a direct consequence of Lemma
5.2. 
5.2. Nonlinear equation. Fix λ¯ and α0 such that (21) is fulfilled (see Lemma 5.3). We
now choose ν > 0 such that ‖Fλ¯‖Cν <∞. Let gβ be as in Proposition 5.6 and let c > 0 be
given such that (22) is fulfilled. We set
fβ0 (x, p) = Fλ¯(p) + βe
− cν
|β|gβ(x, p, 0).
Then ‖fβ0 ‖Cν is uniformly bounded w.r.t. β > 0. Since Fλ¯(p) ∈ [b, η−1 − b] for some b > 0
and all p ∈ Td and gβ(x, p, 0) is uniformly bounded w.r.t. x, p and β, we can apply Theorem
3.1: there exists a β0 > 0 and a T > 0 such that
∂tf
β + u(p) · ∇xfβ − U∇xnfβ · ∇pfβ = γnfβ(1− ηnfβ)(Ffβ − fβ)
has a unique analytic solution fβ : Rd ×Td × [0, T )→ R for each β ∈ (−β0, β0) \ {0} with
fβ(x, p, 0) = fβ0 (x, p)
By shrinking T > 0, the theorem moreover implies that there exist ν˜ ∈ (0, ν) and C˜ > 0
such that
∥∥fβ(t)∥∥
C ν˜
≤ C˜ for all β ∈ (−β0, β0) \ {0} and t ∈ [0, T ). Define hβ by the
equation
fβ(x, p, t) = Fλ¯(p) + βe
− cν
|β|
(
gβ(x, p, t) + h
β(x, p, t)
)
.
Then hβ solves
∂th
β + u(p) · ∇xhβ − U∇pfβ · ∇xnhβ − Uβe−
cν
|β|∇xngβ · ∇phβ
= Qβ + Uβe−
cν
|β|∇xngc,ϕ · ∇pgc,ϕ
with
Qβ := γnfβ(1− ηnfβ)
Ffβ − fβ
β
e
cν
|β| − γnFλ¯(1− ηnFλ¯)
(
G(λ¯) ·
(
ngβ
Egβ
)
− gβ
)
and h(x, p, 0) = 0. Note that c is the constant provided by Proposition 5.6.
Lemma 5.7. There exist C, τ > 0 such that
∥∥hβ(·, ·, t)∥∥
L∞(Rd×Td)
≤ Ct for 0 ≤ t ≤ τ and all |β| < β0.
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Proof. Recall the norms
|f |Cν :=
∑
a,b∈Nd
0
ν|a+b|
a!b!
‖∂ax∂bpf‖L∞x L1p and |u|Cν,∞ :=
∑
b∈Nd
0
ν|b|
b!
∥∥∂bu∥∥
L∞(Td)
and let µ ∈ (0, ν/2) and M > 0. Similar to the proof of Lemma 2.5, we see that
∂t
∣∣hβ∣∣
Cµ−Mt
≤ ∣∣∂thβ∣∣Cµ−Mt −M ∣∣∂xhβ∣∣Cµ−Mt −M ∣∣∂phβ∣∣Cµ−Mt
≤ ∣∣Qβ∣∣
Cµ−Mt
+
(|u|Cµ−Mt,∞ + ∣∣U∇pfβ∣∣Cµ −M) ∣∣∂xhβ∣∣Cµ−Mt
+
(
e−
cν
|β|
∣∣βU∇xngβ ∣∣Cµ −M
)
|∂ph|Cµ−Mt
+ e−
cν
|β|
∣∣βU∇xngβ ∣∣Cµ−Mt |∇pgβ|Cµ−Mt .
Using Proposition 5.6, we note that there exists a constant C0 > 0 independent from β
such that
∣∣βU∇xngβ ∣∣Cµ ≤ C0 exp
(
βω(β)t+ cµ
|β|
)
.
Thus, for t ≤ τ := min{c(ν/2− µ)/(max|β|≤β0 βω(β)), T} we have that
∣∣U∇xngβ ∣∣Cµ ≤ C0 exp
(
cν
2 |β|
)
.
Similarly to the proof of Lemma 5.2 Proposition 5.6, we can show that |∇pgβ|Cµ ≤ C1e
cµ
|β|
for some C1 > 0 which does not depend on β. Choosing now
M := C0 + sup
|β|<β0
sup
t∈[0,τ)
(|U∇pfϕ|Cµ + |u|Cµ,∞) <∞.
We note thatM is finite due to the choice of τ˜ and Lemma 6.2, because ‖fϕ‖Cν is uniformly
bounded and µ < ν. This choice of M implies that
∂t
∣∣hβ∣∣
Cµ−Mtx
≤ ∣∣Qβ∣∣
Cµ−Mtx
+ C0C1
for 0 ≤ t ≤ min{τ, µ/2M}. In order to show that the first term on the r.h.s. is also bounded
for small t, we define Hs := Fλ¯(p) + s
(
gβ(x, p, t) + h
β(x, p, t)
)
and
φ : s 7→ γnHs(1− ηnHs)(FHs −Hs)/s.
Then, we have
Qβ = φ(β−1e−
cν
|β| )− lim
s→0
φ(s−1e−
cν
s ) =
∫ |β|
0
φ′(s−1e−
cν
s )e−
cν
s (cν − s)ds
s3
with
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φ′(s) = γ(1− 2ηnHs)∂snHs
FHs −Hs
s
− γnHs(1− ηnHs)
FHs − s∂HsFHs∂sHs − (Hs − s∂sHs)
s2
= γ(1− 2ηnHs)(ngβ + nhβ)
FHs −Hs
s
− γnHs(1− ηnHs)
FHs − FH0 − s∂sFHs
s2
Since f 7→ Ff is twice differentiable (see appendix) and Hs is linear in s, one can prove
that |φ′(s)|Cµ−Mt is uniformly bounded for small s > 0. Thus,
∣∣Qβ∣∣
Cµ−Mt
≤ sup
0≤s≤|β|
|φ′(s)|Cµ−Mt |β|−1 e−
cν
|β| ≤ C2
for 0 < β ≤ β0 some C2 > 0 depending only β0. Therefore,
|hβ|Cµ−Mt ≤ (C2 + C0C1)t
for t ≤ min{τ, µ/2M}. Finally, we can use ‖·‖L∞(Rd×Td) ≤ C |·|Cµ−Mt for some C > 0 and
all 0 ≤ t ≤ µ/2M in order to finish the proof. 
Remark 5.8. For every δ > 0 there exists a constant Cδ > 0 such that
‖gβ(·, ·, t)‖L1(Bδ(p,x)) ≥ 2Cδeω(β)t for all |β| ≤ β0
and (x, p) ∈ Rd × Td and small t. Thus, by Lemma 5.7, there exists a τδ > 0 such that
∥∥fβ(·, t)− Fλ¯∥∥L1(Bδ(x,p)) ≥ Cδeω(β)t− cν|β|(24)
for all t < τδ, x ∈ Rd, p ∈ Td and |β| < β0, where ω is given by Proposition 5.6 satisfying
βω(β) ≥ c˜ for some c˜ > 0 and all |β| < β0.
Proof. The first part is clear due to the definition of gβ. The second assertion is then a
consequence of Lemma 5.7, which guarantees for sufficiently small t > 0 that∥∥hβ(·, ·, 0)∥∥
L1(Bδ(p,x))
≤ Ct. 
Proof of Theorem 1.2. Let θ > 0, δ > 0 and k ∈ N0. If we combine (23) with (24), we see
that there exists a constant Cδ,k,ν > 0 such that
∥∥fβ(·, t)− Fλ¯∥∥L1(Bδ(x,p))
≥ |β|−1Cδ,k,ν
(
inf
|β|≤β0
eω(β)t−
cν
|β|
|β| (1 + |β|−k)θ
)∥∥fβ(·, 0)− Fλ¯∥∥θW k,∞(Rd×Td)
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We recall ω from Proposition 5.6 and see that
inf
|β|≤β0
eω(β)t−
cν
|β|
|β| (1 + |β|−k)θ > 0 if t > τmin(ν) :=
cν
inf |β|<β0 βω(β)
assuming that β0 is sufficiently small such that βω(β) is positive for all |β| ≤ β0. Since
the parameter ν > 0 was arbitrary, we may choose τmin(ν) < δ/2. Therefore, we just have
proved that for any δ > 0 and k ∈ N, there exist a Cδ,k,θ > 0 and a τ > δ such that
∥∥fβ(·, ·, t)− Fλ¯∥∥L1(Bδ(x,p)) ≥ Cδ,k,θ|β|
∥∥fβ(·, ·, 0)− Fλ¯∥∥θW k,∞(Rd×Td) for all |β| ≤ β0
and for all x ∈ Rd, p ∈ Td and t ∈ (δ, τ). This implies the assertion of the theorem as
β → 0. 
6. Space local method
In order to improve the existence results we have obtained so far, we need to make use of
the fact that the collision operator of the semiconductor-Boltzmann-Dirac-Benny equation
is local in space. Therefore, we are now focusing on a space local version of the method
presented in sections 2 and 3. For this we replace the analytic norms |·|Cν to space-local
semi-norms, i.e. we define for every point x in the physical space a semi-norm ‖f‖Cνx that
only consists of all the derivatives of f evaluated at the point x.
Definition 6.1. Let ν > 0, d ∈ N and fix x ∈ Rd. We consider the space-local semi-norms
‖f‖Cνx :=
∑
i,j∈Nd
0
|i+j|≤1
∑
a,b∈Nd
0
ν |a+b|
a!b!
∫
Rd
|∂a+ix ∂b+jp f(x, p)|dp
and
‖Df‖Cνx :=
∑
a,b∈Nd
0
|a+b|=1
∥∥∂ax∂apf∥∥Cνx
as well as
‖f‖C˙νx := ‖f‖Cνx − ‖f‖C0x .
for f : Rd × Td → Rk being analytic.
Let ν, T > 0, µ ∈ [0, ν/T ). Using the semi-norms from above, we define
|||f |||ν,µ := sup
x∈Rd
|||f |||ν,µ,x , |||f |||ν,µ,x := sup
0≤t<T
(
‖f(t)‖Cν−µtx + µ
∫ t
0
‖Df(s)‖Cν−µsx ds
)
for f : Rd × Td × [0, T ) → R being analytic in (x, p) and continuous in t writing f(t) =
f(·, ·, t).
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Note that we can prove the following version of Lemma 2.2 for these semi-norms. The
proof is similar to that of Lemma 2.2 and will be omitted.
Lemma 6.2. Let µ2 > µ1 > 0 and d ∈ N. Then there exists a constant C = Cµ1,µ2 > 0
such that for all analytic f : Rd × Td → R and all x ∈ Rd, it holds
‖f‖C˙νx ≤ νCµ1,µ2 |f |C˙µ2x
for all ν ∈ [0, µ1], where
|f |C˙νx :=
∑
06=(a,b)∈N2d
0
ν |a+b|
a!b!
∫
Rd
|∂ax∂bpf(x, p)|dp.
With the same arguments as in the previous section, one can prove the following coun-
terpart to Theorem 3.1.
Theorem 6.3. Let C,R, ν > 0 and f0 : R
d × Td → R be analytic such that
(25) sup
x∈Rd
‖f0‖Cνx < R.
Then if µ > 0 is sufficiently large, T ∈ (0, ν/µ) and F : Rd × Td × [0, T ) → R is analytic
such that
(26) ‖F (t)‖Cν−µtx ≤ C
for all 0 ≤ t ≤ T and x ∈ Rd, then the equation
(27) ∂tf + u · ∇xf − U∇xnf · ∇pf = γnf(1− ηnf)(F − f)
admits a unique analytic solution f : Rd×Td×[0, T )→ R with |||f |||ν,µ,x ≤ R and f(x, p, 0) =
f0(x, p) for all x ∈ Rd and p ∈ Td.
Moreover, let Ψ : (f0, F ) 7→ f be defined by the unique solution of (27) with f(x, p, 0) =
f0(x, p). If µ > 0 is sufficiently large, the mapping Ψ is Lipschitz continuous, i.e., for all
x ∈ Rd
|||Ψ(f0, F )−Ψ(g0, G)|||ν,µ,x ≤ 2 |||(f0, F )− (g0, G)|||x ,
where
|||(f0, F )|||x := ‖f0‖Cνx + µ
− 1
2 sup
0≤t<T
‖F‖Cν−µtx .
for f0, g0 and F,G satisfying (25) and (26), respectively.
Similarly as in estimate (17) in the proof of Theorem 3.1, we can improve the Lipschitz
estimate.
Lemma 6.4. Let f := Ψ(f0, F ) and g := Ψ(g0, G). We have
(28) |||f − g|||ν,µ,x ≤ 2 ‖f0 − g0‖Cνx +
4γν
µ
sup
0≤t≤T
‖nf (1− ηnf )‖Cνx ‖F −G‖Cν−µtx .
if µ > 0 is sufficiently large.
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7. BGK-type collision operator - space local method
In this section, we consider again equation
(6) ∂tf + u(p) · ∇xf − U∇xnf · ∇pf = γnf (1− ηnf)(Ff − f)
with f(x, p, 0) = f0(x, p) for given U 6= 0 and γ ≥ 0. As before, we use the self-consistent
equilibrium distribution function
Ff(x, p, t) =
(
η + exp(−λ0(x, t)− λ1(x, t)ǫ(p))
)−1
for x ∈ Rd, p ∈ Td and t > 0,
where λ0, λ1 satisfy
(29) nf (x, t) := nFf (x, t) and Ef(x, t) = EFf (x, t),
for nf (x, t) :=
∫
Td
f(x, p, t)dp and Ef(x, t) =
∫
Td
ǫ(p)f(x, p, t)dp.
The main goal is to improve the existence result from Theorem 4.1 using the space
local semi-norms. Similar as before, the key ingredient will Theorem 6.3 and the Lipschitz
estimate (28).
Definition 7.1. Let a ≥ 1 and δ > 0. We define
Ma :=
{∫
Td
(1, ǫ(p))dp
η + e−λ0−λ1ǫ(p)
: λ0, λ1 ∈ R with |λ1| ≤ log a
}
⊂ R2
and
Ua,δ :=
⋃
(m0,m1)∈Ma
Bδm0(1−ηm0)(m0, m1) ⊃Ma,
where Bθ(y) denotes the ball in R
2 centered at y with radius θ.
Proposition 7.2. Let η, ν0, R > 0, γ ≥ 0, a ≥ 1. Then there exist α, β, µ > 0 such that
the following holds:
Let f0 : R
d × Td → R is analytic such that ‖f0‖Cνx ≤ R/2 for some ν ∈ (0, ν0) and(
nf0(x)
Ef0(x)
)
:=
∫
Td
(
1
ǫ(p)
)
f0(x, p)dp ∈ Ua,α/2
is well-defined for all x ∈ Rd. Moreover, suppose that
‖f0‖C˙νx ≤ βnf0(x)(1− ηnf0(x)) for x ∈ R
d.
Then equation (6) with f
∣∣
t=0
= f0 admits an analytic solution f : R
d × Td × [0, T ) → R
with |||f |||ν,µ ≤ R for T < ν/µ.
The theorem will also be proved using the Banach fixed-point theorem. In order to
define the right metric space, we require some properties of the equilibrium distribution.
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Proposition 7.3. Let η > 0, a ≥ 1 and R, ν > 0. Then there exist α > 0 such that for all
f, g : Rd × Td → R being analytic with ‖f‖Cνx , ‖g‖Cνx ≤ R and
‖nh‖C˙νx + ‖Eh‖C˙νx ≤ αnh(x)(1− ηnh(x)) for h ∈ {f, g}
and (nh(x), Eh(x)) ∈ Ua,α for h ∈ {f, g}, it holds
‖Ff‖Cνx , ‖Fg‖Cνx ≤ C
and
‖Ff − Fg‖Cνx ≤ C ‖f − g‖Cνx .
for some C > 0 and all x ∈ Rd.
Proof. See appendix. 
Remark 7.4. According to the proof in the appendix, the parameter α only depends on
a. More precisely, it can be written as α = 1/(2Ba) for Ba from Lemma B.3.
Definition 7.5. For R, ν, η > 0, a ≥ 1 let α > 0 be as in Proposition 7.3. Moreover, let
µ > 0 and T ∈ (0, ν/µ). We assume that
‖f0‖C˙νx ≤ βnf0(x)(1− ηnf0(x))
Let Z space of all analytic functions f : Rd × Td × [0, T )→ [0, η−1] satisfying
(1) |||f |||ν,µ ≤ R,
(2) ‖nf (·, t)‖C˙ν−µtx + ‖Ef (·, t)‖C˙ν−µtx ≤ αnf (x, t)(1− ηnf (x, s)) and
(3) (nf(x, t), Ef (x, t)) ∈ Ua,α
for all x ∈ Rd and t ∈ [0, T ). Thus, Z is a complete if the metric is induced by the norm
‖·‖ν,µ.
Let f0 : R
d × Td → R be analytic such that ‖f0‖Cνx ≤ R/2 and
(nf0(x), Ef0(x)) :=
∫
Td
(1, (ǫ(p)))f0(x, p)dp ∈ Ua,α/2
is well-defined for all x ∈ Rd. Moreover, suppose that
‖f0‖C˙νx ≤ βnf0(x)(1− ηnf0(x)) for x ∈ R
d
for some small β > 0. For sufficiently large µ > 0, we define the mapping
Θ : Z ∋ g 7→ f,
where f is the solution of
∂tf + u(p) · ∇xf − U∇xnf · ∇pf = γnf(1− ηnf)(Fg − f)
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with f
∣∣
t=0
= f0. This is well-defined for large µ > 0 according to Theorem 6.3 and
Proposition 7.3. As we plan to apply the Banach fixed-point theorem, we need to show
that Θ is a contraction, i.e., the image of Θ is included in Z and Θ is Lipschitz continuous
with Lipschitz constant L < 1. We start with the Lipschitz estimate, which is in this case
the easier assertion.
Lemma 7.6. Let µ > 0 be sufficiently large. Then for f, g ∈ Z it holds
|||Θ(f)−Θ(g)|||ν,µ ≤
1
2
|||f − g|||ν,µ .
Proof. Using Ψ from Theorem 6.3, we can rewrite Θ as
Θ(f) = Ψ(f0,Ff).
For f ∈ Z, we know from Proposition 7.3 that ‖Ff‖Cν−µtx ≤ C for some C > 0 and all
x ∈ Rd and t ∈ [0, T ). Thus, Theorem 6.3 entails that for sufficiently large µ > 0,
|||Θ(f)−Θ(g)|||ν,µ ≤ 2µ−
1
2 sup
t,x
‖Ff −Fg‖Cν−µtx .
Then the second statement of Proposition 7.3 yields that
|||Θ(f)−Θ(g)|||ν,µ ≤ Cµ−
1
2 sup
t,x
‖f − g‖Cν−µtx ≤ Cµ−
1
2 |||f − g|||ν,µ
for some C > 0. This implies the assertion for sufficiently large µ satisfying µ ≥ 4C2. 
Lemma 7.7. Let µ > 0 be sufficiently large, (1 + ν2)β > 0 sufficiently small and g ∈ Z.
Then Θ(g) ∈ Z.
Proof. Let g ∈ Z and define f := Θ(g).
Claim 1: |||f |||ν,µ ≤ R if µ is sufficiently large.
This is a direct consequence of Theorem 6.3 combined with Proposition 7.3.
Claim 2: We have
‖nf (·, t)‖C˙ν−µtx + ‖Ef(·, t)‖C˙ν−µtx ≤ αnf(x, t)(1− ηnf(x, t)) for x ∈ Rd, t ∈ [0, T ).
Fix x ∈ Rd and define
h0 : R
d × Td → R, (y, p) 7→ f0(x, p) + ∂xf0(x, p)y
as well as
h(y, p, t) = h1(p, t) + h2(p, t)y,
where h1, h2 solve
∂th1 + h2u(p) = U∇xnf0(x) · ∇ph1 and ∂th2 = U∇xnf0(x) · ∇ph2.
with h1(p, 0) = f0(x, p) and h2(p, 0) = ∂xf(x, p). Then it holds
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∂th + u · ∇yh = ∂th1 + ∂th2y + h2u
= U∇xnf0(x) · ∇p(h1 + h2y) = U∇ynh · ∇ph.
Note that the equations for h1 and h2 are linear transport equation. We thus can solve
them explicitly, e.g.
h2(p, t) = ∂xf0(x, p− tU∇xnf0(x)).
With this, we can easily compute the density nh1 =
∫
Td
h1(p, ·)dp by
nh1(t) = nf0(x)−
∫ t
0
∫
Td
∂xf0(x, p− sU∇xnf0(x))u(p)dpds
and estimate
|nh1(t)− nf0(x)| ≤ t ‖u‖L∞(Td)
∥∥∂xf 0(x, p)∥∥L1p(Td) .(30)
Next, we infer from the Lipschitz estimate (28) that
(31) |||f − h|||ν,µ,x ≤ 2 ‖f0 − h0‖Cνx +
4γν
µ
sup
0≤t≤T
‖nh(1− ηnh)‖Cνx ‖Fg‖Cν−µtx .
for sufficiently large µ > 0. At first, we note that ‖Fg‖Cν−µtx and ‖h‖Cν−µtx are uniformly
bounded. Then, we see by the definition of h that we can estimate the r.h.s. using that
‖f0 − h0‖Cνx ≤ ‖f0‖C˙νx and obtain
|||f − h|||ν,µ,x ≤ 2 ‖f0‖C˙νx +
Cν
µ
sup
0≤t≤T
|nh1(t)(1− ηnh1(t))| .
for some C > 0 independent from ν. Moreover, it holds
sup
0≤t≤T
|nh1(1− ηnh1)| ≤ |nf0(x)(1− ηnf0(x))|+ CT
∥∥∂xf 0(x, p)∥∥L1p(Td)
≤ |nf0(x)(1− ηnf0(x))|+
Cν
µ
∥∥f 0∥∥
C˙νx
because T < ν/µ. Thus, there exists a constant C > 0 independent from ν such that for
all t ≤ τ0, we have
|||f − h|||ν,µ,x ≤
(
2 +
Cν2
µ2
)
‖f0‖C˙νx +
Cν
µ
|nf0(x)(1− ηnf0(x))| .
Note that h is affine in y, hence ∂iyh = 0 for |i| ≥ 2 and
∑
|i|,|j|=0,1,a,b∈Nd
0
|i+a|≥2
(ν − µs)a+b
a!b!
∥∥∂i+ax ∂j+bp f(x, p, t)∥∥L1p(Td) ≤ |||f − h|||ν,µ,x
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for 0 ≤ t < T . In particular,
‖nf‖C˙ν−µtx + ‖Ef‖C˙ν−µtx ≤ (1 + ‖ǫ‖L∞(Td)) |||f − h|||ν,µ,x
+ ν (|∂xnf (x, t)|+ |∂xEf(x, t)|) .
Moreover, we can estimate the latter two terms by
|∂xnf (x, s)| ≤ [|∂y(nf (y, s)− nh(y, s))|+ |∂ynh(y, s)|]y=x
≤ |||f − h|||ν,µ,x + |nh2(s)| = |||f − h|||ν,µ,x + |∂xf0(x, p)|L1p(Td)
and likewise,
|∂xEf (x, s)| ≤ ‖ǫ‖L∞
(
|||f − h|||ν,µ,x + |∂xf0(x, p)|L1p(Td)
)
.
Since ν |∂xf0(x, p)|L1p(Td) ≤ ‖f0‖C˙νx , there exist a constant C > 0 such that for sufficiently
large µ > 0 it holds
(32) ‖nf‖C˙ν−µtx + ‖Ef‖C˙ν−µtx ≤ C(1 + ν2) ‖f0‖C˙νx +
C
µ
nf0(x)(1− ηnf0(x))
for all 0 ≤ t < T . By the hypothesis, we have
‖nf‖C˙ν−µsx + ‖Ef‖C˙ν−µsx ≤ C
(
β(1 + ν2) +
1
µ
)
nf0(x)(1 − ηnf0(x))
≤ α
2
nf0(x)(1− ηnf0(x))
for 0 ≤ t < T if (1 + ν2)β ≤ α/(4C) and µ > 0 is sufficiently large.
However, we still need to “replace” nf0 by the density of the solution f in the estimate.
In order to show that nf and nf0 are closely related, we use the equation for nf and derive
similarly as above that
|∂t(nf(1− ηnf))| ≤ ‖v‖L∞(Td)
∫
Td
|∇f | dp
≤ ‖u‖L∞
(
|||f − h|||ν,µ,x + |∂xf0(x, p)|L1p(Td)
)
which entails
nf(x, t)(1− ηnf(x, t)) ≥ (1− Ct)nf0(x)(1− ηnf0(x))(33)
for some C > 0 and all t ≤ T < ν/µ if µ is sufficiently large. Thus, we even have
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nf(x, t)(1− ηnf(x, t)) ≥ 1
2
nf0(x)(1− ηnf0(x))
if µ > 0 is sufficiently large implying
‖nf‖C˙ν−µsx + ‖Ef‖C˙ν−µsx ≤ δnf(x, s)(1− ηnf(x, s)).
This proves the claim. Finally, there is only one assertion left:
Claim 3: (nf(x, t), Ef (x, t)) ∈ Ua,α for all x ∈ Rd and 0 ≤ t < T if µ > 0 is sufficiently
large.
Recall that
Ua,α =
⋃
(m0,m1)∈Ma
Bδm0(1−ηm0)(m0, m1).
Similar to (33), we obtain that
|nf (x, t)− n0(x)|+ |Ef(x, t)− E0(x)| ≤ Ctnf0(x)(1− ηnf0(x))
for some C > 0 independent from x and small t > 0. Since by assumption (nf0(x), Ef0(x)) ∈
Ua,α/2, there exits (m0, m1) ∈Ma such that
|(nf0(x), Ef0(x))− (m0, m1)| <
α
2
m0(1− ηm0).
Thus, we compute that
|(nf(x, t), Ef (x, t))− (m0, m1)| ≤ |(nf0(x), Ef0(x))− y|+ Ctnf0(x)(1− ηnf0(x))
<
α
2
m0(1− ηm0) + Ctnf0(x)(1− ηnf0(x)).
Hence, for sufficiently large µ > 0, it holds
|(nf (x, t), Ef(x, t))− (m0, m1)| < δm0(1− ηm0).
for all 0 ≤ t < T < ν/µ. 
Proof of Proposition 7.2. Combining the previous two lemmata, we see that Θ is a con-
traction and admits a unique fixed-point being the solution of equation (6). 
Proof of Theorem 1.1. The proof is similar to the proof of Theorem 4.6. This time we want
to apply Proposition 7.2 and thus have to show that the initial data satisfy its hypothesis.
Again we use the fact that f0 is continuous to guarantee that there exists an θ > 0 such
that θ < f0 < η
−1(1− θ). Likewise to the proof of Theorem 4.6, we can use the analyticity
of f0 to show that R := 2 supx∈Td ‖f0‖Cν0x + 1 <∞ for sufficiently small ν0 > 0. Moreover,
it is easy to check that
‖f0‖Cνx ≤
R
2
and ‖f0‖Cνx ≤ R
ν
2ν0
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holds for all 0 < ν ≤ ν0 and x ∈ Td. Using the bounds for f0, we see that
nf0(1− ηnf0) ≥ θ2
and thus given β, we have
‖f0‖Cνx ≤
R
2
and ‖f0‖Cνx ≤ βnf0(x)(1− ηnf0(x))
for all x ∈ Td if ν ≤ min{ν0, βν0/(Kθ2)}.
The next step is to show the hypothesis on the macroscopic densities of f0. We claim
that
(nf0(x), Ef0(x)) :=
∫
Td
(1, (ǫ(p)))f0(x, p)dp ∈ Ua,α/2
for some a ≥ 1 and given α > 0. According to [5] section 5.1 and θ < f0 < η−1(1 − θ),
there exists λ0 = (λ00, λ
0
1) : T
d → R2 analytic and bounded such that
n(λ0) = nf0 and E(λ
0) = Ef0 .
Thus,
(nf0(x), Ef0(x) ∈
{∫
Td
(1, ǫ(p))dp
η + e−λ0−λ1ǫ(p)
: λ0, λ1 ∈ R with |λ1| ≤ log a
}
⊂ Ua,α
for a := exp(‖λ01‖L∞) and all α > 0. Finally, we can apply Proposition 7.2 and obtain the
assertion. 
Proof of Theorem 1.7. The idea is to adjust the parameter such that the hypothesis of
Proposition 7.2 are fulfilled. At first, we see by Lemma B.7 and Proposition 6.2 that there
exists an R > 0 and a ν0 > 0 such that supx∈Rd ‖f0‖Cν0x ≤ R/2 and
‖f0‖C˙ν0x ≤ Cν1nf0(x)(1− ηnf0(x))
holds for all x ∈ Rd and all ν1 ≤ ν0. Now, we set α0 = α/2 and ν1 := β/C, where α and β
are given by Proposition 7.2. Then Proposition 7.2 guarantees a unique analytic solution
f on a short time interval. The well-posedness is then a direct consequence of Theorem
6.3. Finally, using Lemma 6.2, we obtain the well-posedness also in the desired norm with
a larger constant. 
Finally, we note that Theorem 1.5 is actually a corollary of Theorem 1.7.
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Appendix A. Proof of Proposition 4.2
Definition A.1. Let λ0 = λ0(n,E) and λ1 = λ1(n,E) be functions of the densities n,E
given by
(
n
E
)
=
∫
Td
(
1
ǫ(p)
)
dp
η + e−λ0(n,E)−λ1(n,E)ǫ(p)
.
We define
F0(n,E; p) := 1
η + e−λ0(n,E)−λ1(n,E)ǫ(p)
for (n,E) ∈ {∫
Td
(1, ǫ(p))g(p)dp : g ∈ L1(Td; (0, η−1))} and p ∈ Td.
Our goal is to estimate the norm of Ff be means of f . Due to the preceding Definition,
we can rewrite Ff as a composition by
Ff(x, p) = F0(nf (x), Ef (x); p),
where nf(x) :=
∫
Td
f(x, p)dp and Ef(x) =
∫
Td
ǫ(p)f(x, p)dp.
Thus, we can easily compute the first derivative of Ff w.r.t. x as ∂xFf = ∂nF0(nf , Ef)∂xnf+
∂EF0(nf , Ef)∂xEf by using the chain rule and the following Lemma.
Lemma A.2.
∂F0
∂(n,E)
(n,E; p) =
F0(n,E; p)(1− ηF0(n,E; p))∫
Td
ǫ2dµ
∫
Td
1dµ− ( ∫
Td
ǫdµ
)2
∫
Td
(−ǫ(p′)
1
)
(ǫ(p)− ǫ(p′))dµp′,
where dµp := F0(n,E; p)(1− ηF0(n,E; p))dp.
Proof. For λ = (λ0, λ1) ∈ R2, let us denote F(λ; p) := 1/(η + e−λ0−λ1ǫ(p)) and
n(λ) :=
∫
Td
dp
η + e−λ0−λ1ǫ(p)
, E(λ) :=
∫
Td
ǫ(p)dp
η + e−λ0−λ1ǫ(p)
.
We have
∂(n,E)
∂λ
(λ) =
∫
Td
(
1 ǫ(p)
ǫ(p) ǫ(p)2
)
dµp,
where dµp := F(λ; p)(1 − ηF(λ; p))dp. Since dµp is a positive measure, we can use the
Cauchy-Schwarz inequality to see that ∂(n,E)
∂λ
(λ) is invertible. Finally, we easily compute
∂λ
∂(n,E)
=
1∫
Td
ǫ2dµ
∫
Td
1dµ− ( ∫
Td
ǫdµ
)2
∫
Td
(
ǫ2 −ǫ
−ǫ 1
)
dµ
by the inverse function theorem and the chain rule ensures the assertion. 
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Note that our main techniques are based on the analytic norms
‖f‖Cν :=
∑
a,b∈Nd
0
ν |a+b|
a!b!
‖∂ax∂bpf‖W 1,∞x W 1,1p
for f : Rd × Td → Rk being analytic, where we use the notation
‖f‖W 1,∞x W 1,1p :=
∑
a,b∈Nd
0
|a+b|≤1
‖∂ax∂bpf‖L∞x L1p and ‖f‖L∞x L1p := sup
x∈Rd
∫
Td
|f(x, p)|dp.
This motivates Proposition 4.2, which we restate for the reader’s convenience.
Proposition A.3. Let η, ν, R > 0 and α > 0. There exists an C, δ > 0 such that the
following is true.
Let f, g : Rd × Td → [α, η−1 − α] be analytic satisfying ‖f‖Cν , ‖g‖Cν ≤ R and
‖nh − n¯‖Cν +
∥∥Eh − E¯∥∥Cν ≤ δ for h ∈ {f, g}
and some n¯, E¯ ∈ R, it holds
‖Ff‖Cν , ‖Fg‖Cν ≤ C
and
‖Ff − Fg‖Cν ≤ C ‖f − g‖Cν .
The main steps to prove this proposition is again to consider Ff as the composition
F0(n,E; p) := 1
η + e−λ0(n,E)−λ1(n,E)ǫ(p)
for (n,E) ∈ {∫
Td
(1, ǫ(p))g(p)dp : g ∈ L1(Td; (0, η−1))} and p ∈ Td.
In the analytic norm ‖·‖Cν involves all derivatives. As a first step we consider the deriva-
tives of F0. Using the inverse mapping theorem, we can easily see that λ0, λ1 are analytic
in their domain {∫
Td
(1, ǫ(p))g(p)dp : g ∈ L1(Td; (0, η−1))}. This proves the following.
Lemma A.4. F0 is analytic on {∫
Td
(1, ǫ(p))g(p)dp : g ∈ L1(Td; (0, η−1))}×Td. In partic-
ular, for all
(n¯, E¯) ∈
{∫
Td
(1, ǫ(p))g(p)dp : g ∈ L1(Td; (0, η−1))
}
there exist constants A ≥ 0 such that
∣∣∂i(n,E)∂jpF0(n¯, E¯; p)∣∣ ≤ i!j!A|i|+|k|(34)
for all p ∈ Td for i ∈ N20 and j ∈ Nd0.
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Corollary A.5. Let (n¯, E¯) ∈M := {∫
Td
(1, ǫ(p))g(p)dp : g ∈ L1(Td; (0, η−1))}. Then there
exist a δ > 0 and an open neighborhood U ⊂M of (n¯, E¯) such that
∥∥F0∥∥
Cδ(U)
:=
∑
|i|+|j|≤1
∑
a∈N2
0
,b∈Nd
0
δ|a|+|b|
a!b!
sup
(n,E)∈U
∫
Td
|∂a+i(n,E)∂b+jp F0(n,E; p)|dp
is finite
Proof. According to the previous lemma, there exists an A > 0 such that the estimate (34)
is satisfied. Using the Taylor formula for F0 w.r.t. (n,E) makes sure that∣∣∂i(n,E)∂jpF0(n,E; p)∣∣ ≤ i!j!(2A)|i|+|k|(35)
holds true in a neighborhood U ⊂M of (n¯, E¯). Thus, summing up all derivatives with the
right weight, we can show that ‖F0‖Cν0 (U) for δ < 1/(2A). 
The last ingredient for the proof of Proposition A.3 is a formula for the analytic norms
of composition of functions which is in fact a corollary of the Faa` di Bruno formula. It was
firstly derived by [18]. Note that Mouhot and Villani [18] also state a version for d > 1.
However, in their proof, they use only the one dimensional Faa` di Bruno formula such that
they leave the multidimensional case to the reader. For d ≥ 1, we also refer to [5] Lemma
4.2.5, where the definition of the norm |·|Cν slightly differs from our case and involves full
derivatives. The same techniques can still be used for this case.
Lemma A.6. Let x ∈ V ⊂ Rk open and let g : Rd × Td → V , φ : V → R be analytic.
Then
|φ ◦ g|Cν ≤ |φ|Cµ for µ = |g − v|Cν
for ν > 0 and all v ∈ V , where
|g|Cν :=
∑
a,b∈Nd
0
ν |a+b|
a!b!
‖∂ax∂bpg‖L∞x L1p
for f : Rd × Td → Rk being analytic.
Corollary A.7. Given n¯, E¯ ∈ R and ν > 0. Let δ > 0 and U be as in Corollary A.5.
Then there exists a C > 0 such that for all (n,E) : Rd → R2 being analytic such that
‖n− n¯‖Cν +
∥∥E − E¯∥∥
Cν
≤ δ,
it holds
∥∥F0(n,E)∥∥
Cν
≤ C.
Proof. Using the analytic norms from Lemma A.6, we can write
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∥∥F0(n,E)∥∥
Cν
=
∣∣F0(n,E)∣∣
Cν
+
d∑
i=1
∣∣∂xiF0(n,E)∣∣Cν +
d∑
i=1
∣∣∂piF0(n,E)∣∣Cν .
By Lemma A.6, we obtain
∣∣F0(n,E)∣∣
Cν
≤ ∣∣F0∣∣
Cδ(U)
, because |n− n¯|Cν +
∣∣E − E¯∣∣
Cν
≤ δ.
By assumption |F0|Cδ(U) <∞ and thus, |F0(n,E)|Cν is bounded. We can do the same trick
for the other terms. Her we only need to use the chain rule and the submultiplicativity of
| · |Cν to split the terms into
∣∣∂xiF0(n,E)∣∣Cνx = ∣∣∂(n,E)F0(n,E)∂xi(n,E)∣∣Cν ≤ ∣∣∂(n,E)F0(n,E)∣∣Cν |∂xi(n,E)|Cν
≤ ∣∣∂(n,E)F0(n,E)∣∣Cν ‖(n,E)‖Cν
with slightly abuse of notation. Note that a version of Corollary A.5 for ∂(n,E)F0(n,E)
holds true. This can be shown in the same manner as for Corollary A.5. 
Without loss of generality, we can assume that U is convex. We can apply the same
arguments for ∂(n,E)F0(n,E) and obtain by
F0(n1, E1)− F0(n0, E0) =
(
n1 − n0
E1 − E0
)
·
∫ 1
0
∂(n,E)F0(n1t + (1− t)n0, E1t + (1− t)E0)dt.
This leads to the following statement.
Corollary A.8. Given n¯, E¯ ∈ R and ν > 0. Let δ > 0 and U be as in Corollary A.5. Let
U ′ ⊂ U be convex. Then there exists a C > 0 such that for all (ni, Ei) : Rd → U ′, i = 0, 1,
being analytic such that
‖ni − n¯‖Cν +
∥∥Ei − E¯∥∥Cν ≤ δ, i = 0, 1,
it holds
∥∥F0(n1, E1)−F0(n0, E0)∥∥Cν ≤ C (‖n1 − n0‖Cν + ‖E1 − E0‖Cν) .
Proof of Proposition A.3. The assertion is basically a direct consequence of the foregoing
corollaries. The only the difference is that we do not want to assume explicitly that
(n,E)(Rd) ⊂ U . We can neglect this hypothesis by choosing δ sufficiently small such that
there exist a ball Bδ(n¯, E¯) ⊂ U with radius δ. Then
‖n− n¯‖L∞ +
∥∥E − E¯∥∥
L∞
≤ ‖n− n¯‖Cν +
∥∥E − E¯∥∥
Cν
≤ δ.
implies that (n(x), E(x)) ∈ Bδ(n¯, E¯) ⊂ U for all x ∈ Rd. 
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Appendix B. Proof of Proposition 7.3
In this section we are going to prove Proposition 7.3, which we restate for the sake of
convenience. Let
‖f‖Cνx :=
∑
i,j∈Nd
0
|i+j|≤1
|∂ix∂jpf |Cνx , where |f |Cνx :=
∑
a,b∈Nd
0
ν |a+b|
a!b!
∫
Rd
|∂ax∂bpf(x, p)|dp
and
|f |C˙νx := |f |Cνx − |f |C0x and ‖f‖C˙νx := ‖f‖Cνx − ‖f‖C0x .
Proposition B.1. Let η > 0, a ≥ 1 and R, ν > 0. Then there exist α, δ > 0 such that for
all f, g : Rd × Td → R being analytic with ‖f‖Cνx , ‖g‖Cνx ≤ R and
‖nh‖C˙νx + ‖Eh‖C˙νx ≤ δnh(x)(1 − ηnh(x)) for h ∈ {f, g}
and (nh(x), Eh(x)) ∈ Ua,α for h ∈ {f, g}, it holds
‖Ff‖Cνx , ‖Fg‖Cνx ≤ C
and
‖Ff − Fg‖Cνx ≤ C ‖f − g‖Cνx .
for some C > 0 and all x ∈ Rd.
Note that this proposition is stronger than its counter part in Proposition A.3. Therefore,
we require a more sophisticated analysis of F0.
Definition B.2. Let a ≥ 1 and δ > 0. We define
Ma :=
{∫
Td
(1, ǫ(p))dp
η + e−λ0−λ1ǫ(p)
: λ0, λ1 ∈ R with |λ1| ≤ log a
}
⊂ R2
and
Ua,δ :=
⋃
(m0,m1)∈Ma
Bδm0(1−ηm0)(m0, m1) ⊃Ma,
where Bθ(y) denotes the ball in R
2 centered at y with radius θ.
Lemma B.3. Let a ≥ 1. There exist constants Aa, Ba > 0 such that
∣∣Di(n,E)DjpF0(n,E; p)∣∣ ≤ i!j!Aja
(
Ba
n(1− ηn)
)i
F0(n,E; p)(1− ηF0(n,E; p).
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for all (n,E) ∈Ma, p ∈ Td and i+ j ≥ 1. Moreover, if η = 0 these constant may be chosen
independently from a, i.e., there exist A,B > 0 such that
∣∣∂i(n,E)∂jpF0(n,E; p)∣∣ ≤ i!j!AjBini F0(n,E; p)
for any i+ j ≥ 1 and all (n,E) ∈ [0,∞)× R.
Proof. For a detailed proof see [5] section 5.4. 
In the next step, we state the space local version of Lemma A.6, which can be proved
exactly like Lemma A.6.
Lemma B.4. Let x ∈ V ⊂ Rk open and let g : Rd × Td → V , φ : V → R be analytic.
Then
|φ ◦ g|C˙νx ≤ |φ|C˙µy with µ = |g|C˙νx and y = g(x)
for ν > 0.
Using this lemma, we can easily find estimates for the derivatives of some functions
Example B.5. Let
Fλ0(x) =
1
η + 1 + x2
.
We have
|Fλ0 |C˙νx =
∣∣φ ◦ (·)2∣∣
C˙νx
≤ |φ|C˙µ
x2
with µ =
∣∣(·)2∣∣
C˙νx
= 2ν|x|+ ν2
for φ(s) = (η+1+s)−1 according to Lemma B.4. We have φ(i)(s) = (−1)ii!(η+1+s)−(i+1)
which implies that
|Fλ0 |C˙νx =
N∑
i=1
(ν + x)2i
i!
|φ(i)(x2)|
=
1
(η + 1 + x2)
N∑
i=1
(
2ν|x| + ν2
η + 1 + x2
)i
.
Let ν := 1
2
min{√η, 1}. Thus,
2ν|x| − ν2 ≤ |x| − η
2
=
1 + η + x2
2
− (1− |x|)
2
2
≤ 1 + η + x
2
2
.
This implies that
∣∣∣F (a)λ0 (x)∣∣∣ ≤ a!νa |Fλ0 |C˙νx ≤ a!νa 1η + 1 + x2 = a!2
a
min{√η, 1}a
1
η + 1 + x2
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for ν = 1
2
min{√η, 1}.
Corollary B.6. Let x ∈ V ⊂ Rk open and let m : Rd → V , φ : V × Td → R be analytic.
We have
‖φ ◦m‖C˙νx ≤ ‖φ‖C˙µy
(
1 + ‖m‖Cνx
)
+ µ ‖φ‖C0y
with µ = ‖m‖C˙νx and y = m(x) for ν > 0. Moreover, assume that |φ|Cµ0y < ∞ for some
µ0 > 0. Let M > 0 and µ¯ ∈ (0, µ0). Then there exists a constant C > 0 such that
‖φ ◦m‖C˙νx ≤ C ‖m‖C˙νx .
for all ν > 0 and all m : Rd → V being analytic such that ‖m‖Cνx ≤M and ‖m‖Cνx ≤ µ¯.
Proof. Using the chain rule we first compute
|∂xφ(m, ·)|Cνx = |∂1φ(m, ·)∂xm|Cνx ≤ |∂1φ(m, ·)|Cνx |∂xm|Cνx .
Since |f |C˙νx = |f |Cνx − ‖f(x, p)‖L1p(Td) for f : Rd × Td → R analytic, we have
|∂xφ(m, ·)|C˙νx ≤ |∂1φ(m, ·)|Cνx |∂xm|Cνx − ‖∂1φ(m, p)‖L1p(Td) |∂xm(x)|
= |∂1φ(m, ·)|C˙νx |∂xm|Cνx + |∂1φ(m, p)|L1p(Td) |∂xm(x)|C˙νx
= |∂1φ(m, ·)|C˙νx |∂xm|Cνx + |∂1φ(m, ·)|C0x |∂xm|C˙νx
Now we can conclude the first part of the assertion by Lemma B.4. With this, the remaining
part is a direct consequence of Lemma 6.2. 
Lemma B.7. Let η > 0, a ≥ 1, C, ν > 0. There exist δ, α, C0 > 0 and a neighborhood
Ua of Ma such that for all x ∈ Rd, (n,E) : Rd → Ua,α being analytic in x, which satisfy
‖(n,E)‖Cνx ≤ C and
‖n‖C˙νx + ‖E‖C˙νx ≤ δn(x)(1− ηn(x)),
we have ‖F0(n,E)‖Cνx ≤ C0 and∥∥F0(n,E)∥∥
C˙νx
≤ C0n(x)(1− ηn(x)).
Proof. Let α := 1
2Ba
> 0, where Ba is given by Lemma B.3. For y ∈ Ua,α we choose
m = (m0, m1) ∈ Ma such that |(m0, m1) − y| < m0(1−ηm0)2Ba . Note that 0 < m0 < η−1.
Writing β = m0(1−ηm0)
2Ba
, we use Taylor’s formula and see that
∣∣F0∣∣
C˙νy
=
∑
i+j≥1
νi+j
i!j!
∥∥∂iy∂jpF0(y, p)∥∥L1p(Td)
≤
∑
i+j≥1
(ν + β)iνj
i!j!
∥∥∂im∂jpF0(m, p)∥∥L1p(Td)
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≤
∑
i+j≥1
(νAa)
j
(
(ν + β)Bb
m0(1− ηm0)
)i ∥∥F0(m, p)(1− ηF0(m, p))∥∥
L1p(T
d)
Now by Jensen’s inequality and the Neumann series, we obtain
∣∣F0∣∣
C˙νm
≤
(
1
1− νAa
m0(1− ηm0)
m0(1− ηm0)− (ν + β)Ba − 1
)
m0(1− ηm0)
if νAa < 1 and (ν + β)Ba < m0(1− ηm0). Thus, defining
µ0 = min{1/(3Aa), m0(1− ηm0)/(3Ba)},
we have |F0|C˙µ0y ≤ 8m0(1−ηm0). Therefore, by Lemma 6.2, there exists a constant C1 > 0
such that ∥∥F0∥∥
C˙µy
≤ C1 ‖(n,E)‖C˙νx(36)
if ‖(n,E)‖C˙νx ≤ min{1/(4Aa), m0(1− ηm0)/(4Ba)}.
For the next step, we suppose that (n,E) from above fulfills the hypothesis. Then
‖(n,E)‖C˙νx ≤ 1/(ηAa)n(x)(1 − ηn(x)) ≤ 1/(4Aa) since n(x)(1 − ηn(x)) ≤ η/4. Moreover,
it holds ‖(n,E)‖C˙νx ≤ 1/(4Ba)n(x)(1− ηn(x)). Thus, it holds (36) and in particular∥∥F0∥∥
C˙µy
≤ C1δn(x)(1− ηn(x)).
Finally, we can easily show the remaining estimate by using the inequality
∥∥F0(n,E)∥∥
Cνx
≤ ∥∥F0(n,E)∥∥
C˙νx
+
∥∥F0(n(x), E(x); p)∥∥
L1p(T
d)
+
∥∥∂(n,E)F0(n(x), E(x); p)∥∥L1p(Td) ‖∂x(n(x), E(x))‖+ ∥∥∂pF0(n(x), E(x); p)∥∥L1p(Td)
and the fact that F0 and ∂((n,E),p)F0(n,E) are bounded (see Lemma B.3). 
Lemma B.8. Let ν > 0 and a ≥ 1. For C, ν > 0 let α, δ > 0 be as in Lemma B.7. Then
there exists a constant C0 > 0 such that for all x ∈ Rd, (ni, Ei) : Rd → Ua,α, i = 0, 1, being
analytic in x with ‖(ni, Ei)‖C˙νx ≤ C and
‖ni‖C˙νx + ‖Ei‖C˙νx ≤
δ
2
ni(x)(1− ηni(x)) for i = 0, 1,
we have
∥∥F0(n1, E1)−F0(n0, E0)∥∥Cνx ≤ C1
(
‖n1 − n0‖Cνx + ‖E1 −E0‖Cνx
)
.
Proof. Throughout this proof, we fix x ∈ Rd and make sure that the constants do not
depend explicitly on x. To start with, we assume w.l.o.g. that
n0(x)(1− ηn0(x)) ≥ n1(x)(1− ηn1(x)).
We define
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(nθ, Eθ) :=
{
(n0, (1− 2θ)E0 + 2θE1)), for θ ∈
[
0, 1
2
]
((2− 2θ)n0 + (2θ − 1)n1), E1)), for θ ∈
[
1
2
, 1
]
.
Hence, for θ ∈ [0, 1
2
]
|nθ|C˙νx + |Eθ|C˙νx ≤ |n0|C˙νx + |E0|C˙νx + |E1|C˙νx
≤ δn0(x)(1− ηn0(x)) = δnθ(x)(1− ηnθ(x)).
For θ ∈ [1
2
, 1] it holds
|nθ|C˙νx ≤ (2− 2θ) |n0|C˙νx + (2θ − 1) |n1|C˙νx
≤ (2− 2θ)Cn0(x)(1− ηn0(x)) + (2θ − 1)Cn1(x)(1− ηn1(x)).
Since the mapping t 7→ t(1− ηt) is concave, we have
|nθ|C˙νx ≤
δ
2
nθ(x)(1 − ηnθ(x)).
Moreover, we have n1(x)(1 − ηn1(x)) ≤ nθ(x)(1− ηnθ(x)) by construction, which implies
|Eθ|C˙νx = |E1|C˙νx ≤
δ
2
n1(x)(1− ηn1(x)) ≤ δ
2
nθ(x)(1− ηnθ(x)).
We summarize that
|nθ|C˙νx + |Eθ|C˙νx ≤ δnθ(x)(1 − ηnθ(x))
for all θ ∈ [0, 1]. The formula
F0(n1, E1)− F0(n0, E0)
= (E1 −E0)
∫ 1
2
0
∂EF0(nθ, Eθ)dθ + (n1 − n0)
∫ 1
1
2
∂nF0(nθ, Eθ)dθ
and the properties of (nθ, Eθ) we can use the same techniques as in the proof of Lemma
B.7 in order to finish the proof. 
Proof of Proposition B.1. Finally, the proposition is a direct consequence of Lemmas B.7
and B.8, because we have ‖nf‖C˙νx + ‖Ef‖C˙νx ≤ (1 + ‖ǫ‖L1(Td)) ‖f‖C˙νx as well as ‖nf‖Cνx +‖Ef‖Cνx ≤ (1 + ‖ǫ‖L1(Td)) ‖f‖Cνx . 
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