We consider the minimization problems of the form P (ϕ, g, h):
Introduction
Let R n be an n-dimensional Euclidean space with the inner product ·, · and the associated norm · . Let f : R n → R∪{+∞} be a nonconvex function such that f can be decomposed It is obvious that with a suitable DC decomposition, DCA becomes a proximal point algorithm. Very recently, Artacho et.al. [5] introduced the so-called boosted DC algorithm with backtracking for solving differentiable DC programming. This method can be considered as a combination of DCA and the descent algorithm proposed by Fukushima-Mine [15, 24] to force the value of the objective function at each iteration reduces more than that performed by DCA.
Along with proximal point algorithm [4] , the inertial proximal method was proposed for solving P (ϕ, g, h) by P.E. Maingé and A. Moudafi [22] (see also [2, 3] for more inertial proximal methods). Although this algorithm has been known since 2008, its convergence analysis for general classes of difference functions, in our best knowledge, is still an open research question.
In this paper, first we introduce an algorithm called boosted proximal point algorithm to finding a stationary point of P (ϕ, g, h) when f is differentiable. This algorithm can be seen as a combination of the proximal point method and the descent algorithm proposed by Fukushima-Mine [15] to make the value of the objective function f at each iteration reduce much more than that in the proximal point algorithm. The global convergence of the proposed algorithm and its convergence rate are obtained under the main assumption that the objective function satisfies Lojasiewicz inequality [21] . Based on the method developed recently in [9] , we then prove the global convergence of the inertial proximal algorithm for P (ϕ, g, h) provided that f posses the Kurdyka-Lojasiewicz property.
The rest of paper is organized as follows. In Section 2, some tools of variational analysis are recalled. The boosted proximal point algorithm for P (ϕ, g, h) and its convergent analysis is presented in Section 3. The last Section is devoted to presenting the convergence of the inertial proximal algorithm for P (ϕ, g, h).
Preliminaries
This section contains the necessary preliminaries needed throughout the paper. We start with generalized differentiation for nonsmooth functions referring the reader to the books [12, 27, 36] for more details and commentaries.
Let us denote the nonnegative orthant in R n by R n + = [0, ∞) n and B(x, r) the closed ball of center x and radius r > 0. The gradient of a differentiable function f : R n → R m at some point x ∈ R n is denoted by ∇f (x) ∈ R n×m .
For an extended-real-value function f : R n →R := R ∪ {+∞}, the domain of f is the set domf = {x ∈ R n | f (x) < +∞}, moreover f is said to be proper if its domain is nonempty, and f is said to be coercive if f (x) → +∞, whenever x → +∞.
Let Ω ⊂ R n and Ω = ∅, we use the notation d(x; Ω) to denote the distance fromx to Ω, i.e.,
Recall that a function f : R n →R is said to be strongly convex with τ > 0 if
for all x, y ∈ R n and λ ∈ (0, 1). Moreover, if τ = 0, f is said to be convex. Clearly, f is strongly convex if and
Further, f is called locally Lipschitz continuous if for every x ∈ R n , there exists a neighborhood V of x such that f restricted to V is Lipschitz continuous.
Given a lower semicontinuous function f : R n →R, we use the symbol z f − → x to indicate that z → x and f (z) → f (x). The Fréchet subdifferential of f atx ∈ domf is defined by
It's worth noting that the Fréchet subdifferential mapping does not have a closed graph, and it is unstable computationally. Based on the Fréchet subdifferential, the limiting subdifferential of f atx ∈ domf (known also as the general, or basic, or Mordukhovich subdifferential) is defined by
It follows from the definition of the following rubstness/closedness property of ∂ M f :
Observe that from Theorem 8.6 in [38] , one has ∂ F f (x) ⊂ ∂ M f (x) for every x ∈ R n , where the first set is closed and convex while the second one is closed. If f is differentiable at x, then ∂ F f (x) = {∇f (x)}, and if f is continuously differentiable on a neighborhood ofx, then ∂ M f (x) = {∇f (x)}. For convex function f , the Fréchet and limiting subdifferentials reduce to the classical subdifferential in the sense of convex analysis:
It's necessary to mention another subdifferential named the Clarke subdifferential defined in [12] , which was based on generalized directional derivatives, and it's also worth noting that Clarke subdifferential of a locally Lipschitz continuous function f aroundx can be represented as the limiting subdifferential:
, where coΩ denotes the convex hull of an arbitrary set Ω.
Proposition 2.1 ( [38] , pp.304) Let f = g + h where g is lower semicontinuous and h is continuously differentiable on a neighborhood ofx. Then
In the convex case, this condition is not only necessary for a local minimum but also sufficient for a global minimum.
Note that for a finite convex function f on R n , if y k ∈ ∂h(x k ) for all k and {x k } is bounded, then the sequence {y k } is also bounded, one can refer Definition 5.14, Proposition 5.15 and Theorem 9.13 in [38] .
To establish our convergence results, we need the Kurdyka-Lojasiewicz property (briefly say K-L property) defined as follows (see also [1, 7, 9] ). Before that, let us recall the definitions of semi-algebraic set and function. A subset Ω of R n is called semi-algebraic if it can be represented as a finite union of sets of the form
where p i and q i for i = 1, · · · , m are polynomial functions. A function f is said to be semi-algebraic if its graph is a semi-algebraic subset of R n+1 .
Definition 2.1 A lower semicontinuous function f : R n →R satisfies the K-L property at x * ∈ dom∂ M f if there exist ǫ > 0, a neighborhood U of x * and a continuous concave
It's known that a proper lower semicontinuous semi-algebraic function always satisfies the K-L property, one can see [7, 10] . Moreover, f is said to satisfy the strong KurdykaLojasiewicz property at x * if (a)∼(d) hold for Clarke subdifferential ∂ C f (x). In fact, very recently, Theorem 14 in [10] pointed out that the class of definable functions, which contains the class of semi-algebraic functions, satisfies the strong Kurdyka-Lojasiewicz property at each point of dom∂ C f .
In virtue of Lemma 2.1 in [7] , we know that a proper lower semicontinuous function f : R n →R has the K-L property at any pointx ∈ R n such that 0 ∈ ∂ M f (x). If the function f : R n → R is differentiable and θ(t) = M t κ , where M > 0 and κ ∈ [0, 1), then we have the following definition which is one special case of Definition 2.1. 
where we adopt the convention 0 0 = 1 and the constant κ is called Lojasiewicz exponent of f atx.
A differentiable function f : R n → R is said to be real analytic if for every x ∈ R n , f could be represented by a convergent power series in some neighbourhood of x. In addition, [21] showed that every real analytic function f : R n → R satisfies the Lojasiewicz property with exponent κ ∈ [0, 1).
We will also employ the following useful lemma to obtain bounds on the rate of convergence of the sequence generated by Algorithm 1 (see the next Section). This lemma appears within the proof in Theorem 2 of [6] for specific values of µ and ν. For convenience, we give a brief proof, see also Lemma 3.1 in [5] or Theorem 3.3 in [20] .
Lemma 2.1 Let {t k } be a sequence in R + and let µ and ν be some positive constants. Suppose that t k → 0 and the sequence satisfies
Then (a) If µ = 0, the sequence {t k } converges to 0 in a finite number of steps. (c) If µ > 1, there exists γ > 0 such that for all k sufficiently large
2), we have t k+1 = 0, which points out that the sequence {t k } converges to zero in a finite number of steps and (c) trivially holds. Therefore we can assume that t k > 0, ∀k.
Consider the decreasing function u : (0, +∞) → R defined by u(t) = t −µ . Assume that (2.2) holds for all k ≥ N , for some positive integer N , then for k ≥ N , we get
which gives
As a conclusion, there exists γ > 0 such that t k ≤ γk
Before moving to the next Section, let us recall the following lemma regarding an upper bound for a smooth function with Lipschitz continuous gradient, see [28, 29] .
Boosted Proximal Point Algorithm
Let us introduce our first algorithm to solve P (ϕ, g, h).
. Having x k do the following steps:
Step 1. Solve the following strongly convex program
to get the unique solution y k .
Step 2. (Armijo linesearch rule)
Find m k as the smallest positive integer number m such that
Set η k = η m k and x k+1 = y k + η k d k and go to Iteration k with k replaced by k + 1.
(b) The linesearch is well defined.
, the sequence {f (x k )} is strictly decreasing and convergent.
In addition, by convexity of h,
and ∇ϕ(x) is Lipschitz with constant L 1 , by Lemma 2.2,
Combining the above inequalities, one has
(b) We prove by contradiction. If ∀m ≥ 1, we get
Beside that, from
Step 1 in Algorithm 1, we have
and
This contradicts to (3.4) . So the linesearch is well defined.
(c) From
Step 2 in Algorithm 1, one has,
Hence {f (x k )} is a strictly decreasing sequence, and combining with inf
Let x * be any accumulation point of {x k } and let x k i be a subsequence of {x k } converging to x * . Since
Step 1 in Algorithm 1 yields
letting i → ∞, we get from the above inequality that
which means that x * is a stationary point of f .
(e) Observe, from (3.5), one has
Summing up (3.6) from 0 to N , we get
since λ k ≥ L 1 + 2 λ, then taking the limit as N → ∞, the above inequality becomes
In addition, 
Hence, we go a longer step at x k and make the value of function f decrease much more than that in the proximal point algorithm.
The following theorem establishes the convergence and the convergent rate of Algorithm 1.
Theorem 3.2 Under assumptions of Theorem 3.1 and we further assume that ∇g is locally Lipschitz continuous with constant L 2 and f satisfies the Lojasiewicz inequality with exponent κ ∈ [0, 1). If the sequence {x k } has a limit point x * , then the whole sequence {x k } converges to x * , which is a stationary point of f . Moreover denoting f * := f (x * ), the following estimations holds:
(a) If κ = 0, then the sequences {x k } and {f (x k )} converge in a finite number of steps to x * and f * , respectively.
, then the sequences {x k } and {f (x k )} converge linearly to x * and f * , respectively.
(c) If κ ∈ ( 1 2 , 1), then there exist some positive constants A 1 and A 2 such that for k large enough,
Proof. By Theorem 3.1 (c), we have lim
there exists a subsequence {x k i } of {x k } which converges to x * . By continuity of f , we have that
Hence f is finite and has the same value f * at every limit point of
, ∀r ≥ 0, since the sequence {f (x k )} is decreasing. Therefore, x k = x k+r for all r ≥ 0 and Algorithm 1 terminates after a finite number of steps.
Now we assume that f (x k ) > f * , ∀k. Since f satisfies the Lojasiewicz property, there exist M > 0, ǫ 1 > 0 and κ ∈ [0, 1) such that
Further, as ∇g is Locally Lipschitz around x * , there exist some constants L 2 > 0 and ǫ 2 > 0 such that
By Theorem 3.1 (c), we know that d k = y k − x k → 0 as k → ∞. Then without loss of generality, we can assume that
We now claim that, ∀k ≥ k ǫ , whenever x k ∈ B(x * , ǫ) the following holds
Indeed, consider the concave function θ : (0, +∞) → (0, +∞) defined by θ(t) = t 1−κ . Then we have
Substituting in this inequality t 1 by (f (x k ) − f * ) and t 2 by (f (x k+1 − f * ) and using (3.7) and then (3.6), we have
On the other hand, by Algorithm 1, we get
Using (3.8), we obtain
From (3.11) and(3.12), we get
then we get (3.10).
From (3.10), we have
for all k ≥ k ǫ such that x k ∈ B(x * , ǫ). We prove that x k ∈ B(x * , ǫ), ∀k ≥ k ǫ by induction. Indeed, from (3.9) the claim holds for k = k ǫ . We suppose that it also holds for k = k ǫ , k ǫ + 1, · · · , k ǫ + r − 1, with r ≥ 1. Then (3.13) is valid for k = k ǫ , k ǫ + 1, · · · , k ǫ + r − 1. Therefore
Now adding (3.13) from k = k ǫ to k ǫ + r − 1, one has
Taking the limit as r → ∞, we can conclude from (3.14) that 15) which means that {x k } is a Cauchy sequence. Therefore, combining with x * is a limit point of {x k }, we conclude that the whole sequence {x k } converges to x * . By Theorem 3.1(d), x * must be a stationary point of f .
For k ≥ N , it follows from (3.7), (3.8) and then (3.6), that
. By applying Lemma 2.1 with
(a)∼(c) regarding the sequence {f (x k )} follow from (3.16).
By (3.15), we know that
Note that x i − x * ≤ R i by the triangle inequality. Therefore, the rate of convergence of x i to x * can be deduced from the convergence rate of R i to 0. Adding (3.13) from i to r with k ǫ ≤ i ≤ r, we have
where
Together with (3.7) and (3.12), we have
> 0, the above inequality becomes
Now let µ = κ 1−κ , ν = T 2 , and applying Lemma 2.1, we conclude that the statements in (a)∼(c) regarding the sequence {x k } hold. ✷
Convergence of the Inertial Proximal Algorithm
Now we consider the problem P (ϕ, g, h), where g and h are not necessary differentiable. In [22] , P.E. Maingé and A. Moudafi introduce the following inertial proximal algorithm for solving P (ϕ, g, h).
Algorithm 2
Initialization. x 0 , y 0 ∈ R n ; λ, µ > 0; α + β > 0; β > 0; γ > 0 and τ > − 2+α 2β . Iteration k (k = 0, 1, 2, · · · ). Having x k , y k do the following steps:
Step 2.
Step 3. 
The following theorem was proved in [22] . Then {x k } and {y k } generated by Algorithm 2 satisfy the following properties:
2 )], the energy {E k (δ)} is a decreasing and converging sequence.
(e) If {x k } and {q k } are bounded, then every cluster point x * of the sequence {x k } is a critical point of the function f .
When h is differentiable, Algorithm 2 becomes the following algorithm.
Algorithm 3
Step 1. Compute ∇ϕ(x k ) and ∇h(x k ),
Step 2. Solve the following strongly convex program
to get the unique solution x k+1 .
Step 3.
, where ρ = 1 + τ β + α+β 2 , and go to Iteration k with k is replaced by k + 1.
The following theorem establishes the convergence of {x k }. 
where z k = (x k , y k ), ∀k.
(b) If {x k } has a limit point x * , then the whole {x k } converges to x * .
(c) If in addition, the function θ in the K-L inequality has the form θ(t) = M t 1−κ , then we have the following (i) if κ = 0, then the algorithm terminate in a finite steps,
, then there exist A 1 > 0 and ζ ∈ (0, 1) such that
Proof. (a) From inequality (3.14) in [22] , we have
into (4.17), we get
In particular case, when δ = δ 1 = (a 2 + b 2 ) λ ρµ , (4.18) becomes
Therefore lim k→∞ φ(z k ) = φ * does exist and lim
, and set also
By the definition of Algorithm 3, we have that
which implies that
On the other hand, from the Lipschitz continuity of ∇ϕ and ∇h as well as Algorithm 3, we have
So (4.21) yields Then we deduce from the above inequality that . Because x k − x * ≤ z k − z * , by the same argument with the proof of Theorem 2 in [6] , we get the conclusion of assertion (c). ✷
Conclusions
We have proposed an algorithm called boosted proximal point algorithm for solving nonconvex minimization problem of the form P (ϕ, g, h) : min
where φ is differentiable and g, h are convex functions. This algorithm is nothing but the combination of the proximal point algorithm [4] and the descent direction algorithm [15] . We then prove the global convergence and the convergent rate of this algorithm and the inertial proximal point algorithm proposed by P.E. Maingé and A. Moudafi [22] for solving P (ϕ, g, h).
