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バイパス機能をもっ多重多段りングシステムの信頼性T
海老原義彦t1 銘 IJJ~ 明H ?也 i劫克夫i't
ノてイパス機能を持つ多段多返りングシステムの信頼性について評価する.ここでは集中型制御の多霊多段リ
ングジステムを対象として，モデル化と信頼性解;tJTを行っている.システムの信頼性の評瓶パラメータとし
て，端末を集中監視するスーパパイザの管理下?とあるアクティブ端末数を用いている. 乙の評価パラメータに
基づき， リングシステムに接続される総端末数を一定とした場合のリングの多提化によるシステム信頼性の向
上効果，アクティブ端末数を最大にする最適ファンアウト数と最適段数について定説的?と許制iしている.
1.はじめに
近6f，ローカノレエリアネットワーク (LANjの進展
には@ざましいものがある. LANの持つ機能が高度
になるにつれ， LANの高信頼性が霊安となる
リング型 LANは代表的 LANの一つであり，多く
の開発研究が行われてきたlト 1)) リング型 LAN の
フレーム間期制御方式広はりング上の 1箆耳FfのすjlJ1t1il局
で行う柴1:コ制御方式12ト 14) とリンク。J二の各局が制御す
る分散制御方式)6)-17)がある.本論文では集中制御方
式のリング型 LAN (以後，単にリングシステムと呼
ぶ)を対象にシステムの信頼性を吉命ずる
システムの信頼性を高める手段として， ワングの多
重化)8) リングの階層格造化1ll，19)，20)および自動的に
陣容箆所を切り離すバイパス機能2)).22)や Uターン
(ノレープパック)機能23)を付加するなど多くの障害対
策が取られている
集中制御方式のリングに関しては3 予備リングをJ:FJ
いたバイパスと Uターン機能付単一リング24)および|持
層構造を持つ単一リングの信頼性仰の定量評1ilが行わ
れている.
本論文では 2 バイパス機能を持つ多重多段リングシ
ステムのイ言頼性的~{illiを行う. システムは!持層構造を持
ち， }1rzJ二位j誌に位註するスーノfパイザ(図 1のゲート
ウェイ gl)が端末の管理を行っている.システムの信
頼性の評価パラメータとして平均実効端末数を用い
る.平均実効端末数とは，スーパパイザが管理できる
アクティブ端末数の期待航である.アクティブ端末と
は3 端末の生死ではなく，スーパパイザ、がある端末と
通信できる場合 2 その端末はアクティブであると定義
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する.すなわち，アクティブ端末とは，スーノマパイず
の管理下lζあるものを指す.乙こでの端末とは計算
機 3 ワークステーション 3 パソコンや端末などを総称
する
本論文ではこの平均実効端末数を評1il!iパラメー タと
して採用し 3 多重多段リングシステムの信頼性を議論
する.具体的にはリングの多重化による信頼性の効
県 2 各構成要素の障害発生頻度が与える信頼性の影響
j交や最適多重多段リングシステム構成について述ベ
ブぺ。
以下¥第2章で多重多段リングシステムのモデノレ化
を行い，第 3章でシステム信頼性の評価パラメータで
ある平均実効端末数の定義を行い，第4章ではバイパ
ス機能を持つ多重リングシステムの解析と多重多段リ
ングシステムの解析を行う.第 5章では最適多重多段
リングシステム構成について述べる.最後lζ得られた
解析結果から平均実効端末数，多重多段リングシステ
ムの稼働率， リングの多重化効果や階層構造による多
段化効果について考察する
2.多重多段リングシステムのモデル化
多重多段リングシステムは構成単位である幾つかの
L主リングシステム (Lは一定)から成り，K段の階
層構造を椛成している(図 1 参m~)- 最上位のゲート
ウェイ (gl)は端末を監視するスーパパイずの機能を
有している.各階層は各々のゲートウェイ (g2---gk)
により結合されている.これらのゲートウェイは所属
する L 軍リングシステムのフレーム同期を寄る機能
とj密閉のデータの送受信機能を有している.最下位j冨
(K )留)には端末野が接続されている.ただし，本論
文では多重多段リングシステムの信頼性を議論してい
るので，端末はI訟に生きているとしても一般牲を失わ
ない.
まず，構成単位である L霊リングシステムの構成
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について述べる(図 2参j摂).暗躍 (i=lr-.-K)の L
霊ワングシステムは 71i個の局から成り， 1つのゲー
トウェイ (gi)と 7I'li仰の下位属に属するゲートウェ
イ (g，+l)から構成されている.ただし，rni+l=71.・
各局は 1つのゲートウェイ ，L個のリングプロセッ
サ，L霊リングとゲートウェイ・リングプロセッサ1m
の L 霊接続線から成る. リングプロセッサはリング
上のデータの送受信と障害Il#iのバイパス機能を持つ.
リングは伝送回線と幾つかのリングプロセッサからな
り，壌を構成する
フレーム同期の壊れを引き起こすか支部にはゲートウ
ェイの故障， ワングプロセッサの故障またはリングの
伝送回線の切断などがある.その他のシステム構成要
紫の障害は直接のフレーム同期障害とはならない.パ
イパネ機能のみのリングシステムの信頼性解析では
スーパパイザと端末との通{討の可否が議論の焦点とな
るので， リング上のデータの流れる方向は問題になら
ない. ζのため， リング、Jこを流れる情報データは単…
ブJ向とする.
ソングプロセッサの障答;とは二種類ある. 1つはリ
ングプロセッサの部分陣~;J~js.発生しでもB その障害詮j
í3rをバイパスするととによむ，フレーム i司J~j をIill{ぷさ
せる ζ とができる障害である.ただし2 バイパスする
こと lとより，ゲートウェイまたは端末から該当するリ
ングプロセッサを介してワングをアクセスすることが
できない.とのような陣容を~I:カタストロヒック障害
という 他ばフレーム間期がj回復できない状態を引き
担とす障害で 3 とれをカタストロヒック隣諸Pとlg<:ぶ.
この場合，該当しているリングプロセッサの故障を怒
味し，そのリングプロセッサが接続しているリングは
使用不i:1J能となる
次lζ各}i!)の構成要素の陣容{j謀本を以下の eように定め
/~ 
G，: i J爵のゲートウェイの隣符確ヰ{
R，: i Jæiのリングプロセッサの~I:カタストロヒッタ
障害{能率
ρ: i Jii<の 1)ングプロセッサのカタスト 1コヒック降
客税率
すなわち， l:~jJ誌のゲートウェイやリングプロセッサは
同品質の信頼性を持つものとする.なお， リングの{え
送ITI線の障害は受信側リングプロセッサのカタスト iコ
ヒック障害として含める またゲートウェイ・リング
プロセッサ間接続線の障害はリングプロセッサの非カ
タストロヒック障害として含める.表 11ζ障害の種類
とその障害の処理の!長ト係を示す
表 1 障害の種類と障害対策
Table 1 Failures ancl recovery proceclures 
最上位のゲートウェイ;システム全{本のダウン(gl)の故障:
i }自のゲートウェイの
紋Ilj'~ (gi)，ただし
i=2~]( 
リングプロセッサの~I:
カタストロヒックi涼ーさ
リングプロセッサのjJ
タストロヒック障害
該当するゲートウェイのリングシ
ステムおよびこれと結合している
F位胞のすべてのリングシステム
のタ守ウン. J::.{立J~のウrートウェイ
は該当ゲートウェイをシステムか
ら切り離して， tJ61.j型4話.
ノイイパスすることにより該当館所
を切り離しフレーム河期を間接し
て，続行JlIH正.
該当ザングプロセッサが接続して
いるリングのダウン.
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3.平均実効端末数
多重多段リングシステムに接続されている総端末数
M 安一定とする，
K K 
M二日 (ni--1)::= n JJJi 
io=l i;:l 
( 1 ) 
ただし，すべての ζ対して 7ilt迄L
平均実効端末数を 1V(ml，m丸…，1lK，K)と表す.障害
確率 Gi，Ri，Di; とリングの多重度 Lが与えられた
とき，平均実効端末数を最大とする最適多重多段リン
グシステふ構成を求める. その手j煩事胆iとして》最初tにζ多
重多段リンググ司システムのj構毒j成兵単位である多霊リンクグρシ
ステムの信
ムのイ信言割1頼頭針十性生をf解拝i析1丹T寸言す句る
今，ゲートウェイ giから第 iJ訟の多重リングシス
テムを経由して lつのゲートワェイ gi+l(g，刊の障答
確率は含まない.)に至る通信路 zが生きている確率
を Piとする(図3参照).前章の定義より，端末管理
スーパパイザの機能を持つゲートワェイ glからある
端末への通信路が存在するとき 3 その端末はアクティ
ブであるという，この通信路はタンデム担lζ K]設の
L護リングシステムから構成されている この K 段
の通イ雲路が生きている確率 P は，
K 
P::= Jl Pi (2) 
i=l 
で去される，ただし，すべての iに対して JJli主1が
j去り立ち 2 かつ端末は常に生きているものとする
i t h stage ri ng system 
日-111
一一一一一一→
Communication path i 
ml m? ??
?
Ta nde m comm. pat h 
国 3 スーパパイザと端末開のコミュニケーション通信路
Fjg. 3 Communication path betwecn the 
supervlsor and .a~tcrminal 
間j爵lζ属する多重リングシステムは!司品質の構成要
素からなっているので，どの端末広至るタンデム型通
告路をとっても》その通信路が生きている確率 Pは
向じである. したがって3 平均実効端末数は次式で表
される，
~N(ml ， 7n2， "'， 1lK， K) =λ1P (3) 
次主主では式(3)Iζ関して具体的解析を行う
4.多重多段リングシステムの信頼性
乙こでは前章の多重多段リングシステムのモテソレイじ
に関して幾つかの奴定を設定する
1. リングプロセッサにi埠警が発生したI!払カタス
トロヒックまたは非カタストロヒック障害のい
ずれか1つしか生じない.
2. バイパスやゲートウェイの切り離しには障害が
発生しない.
3. ゲートウェイや端末はしi1とれか 1つの生きてい
るリングを使用して通信できる
4.1 多重リングシステムの信頼性
最初に!翠 3Iζ示したように iJ語の通信j栴tが正常に
生きている確率を求める.ゲートウェイ giはリング
のフレーム間期を制御しているので常ι正常でなけれ
ばならない.まず L 霊リングのいずれかのリングを
使用して gi と下位j語の 1つの gi+lと通信できる1ii'f
Iýiを求める • Aiを t番目のリングが使用できる状態
とし，P(A，)をその確率とすると 3 少なくとも 1つの
リングを使用して通信できる確率 P，)は次の式で表さ
~1 る
POニ P(AIUAzU......UAd 
= l-P(A"l nAc2n .. n A'LJ 
ただしき各 Aiは互いに独立であり，Ac，は Aiの補
完である.一般に各リングの構成要素は均質であるの
で，各 P(A:)は等しい
P(Al)=P(A2)=…ーニP(Ad
以後， J三記の確率を P(A)で表す
ゆえ{ζ多重ワングを介してゲートウェイ giと gi+J
が通信できる儲率p:は次式となる
Pi=(1-G:)[1ー {l-P(A)}勺
次に P(A)を求める.バイパス機能があるとき， 1 
つのリングを通ってゲートウェイ gi と 1つの gi十1
が通信できる状態は次のとおりである
1 ゲートウェイ gi とその gi+lのリングプロ
セッサが正常である
2 上記以外の (ni-2)佃のリングプロセッサが
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カタストロヒック障害を起乙していない.す
なわち，バイパス状態または正常状態のしづど
れかである
ゆえに i}語の L 霊リングシステムで 1つのリングが
当ミきている時存 P(A)は，
P(A)= (1 R. -D;)2(1-D..)ni-2 
=(1一-R， -D..)2(1-D，.)ml-l 
である. したがって，求める p.は，
P，=(l-G..)[l-{l-(l-R..-D..)2 
(1 D..)m..-l}つ
=(l-G..)ド-{l-a(l-D，)mi} LJ 
ただし，Jil..ミ1，L主1，α=(1--R， -D，)2j(l-D..). 
得られた p，を(2)式に代入し， (3)式より KJ設の
通信路が生きている確率 Pが求まる
式(3)は離散関数であるが》以後，辿税関数として
扱う
4.2 多重多段リングシステムの信頼性
最上位のスーパパイザからある端末への通信路が存
在する確率 P は式(2)と式(3)より 3
K 
Pニ 1(l-G，)[l-{1-α(1-D.)7n"} 1.] 
となる.実用システムでは障害が発生する確率は極め
て小さいと考えられるので3 すべての IC対して，
0くD" R.1:.1 
が成り立つ.この乙とから αと lかつ (l-D..)miキ]
-ln..D，とおけるので，上式は次のように簡略化でき
る.ただし(ト-D..)771iは正数なので， 17.くD..-lで
ある
K 
P二日 (l-C..){Jー (m，D，)L} (4) 
ただし，すべての Zに対して D，-l>m..孟1.
多重多段リングシステムlζ接続している総端末数
M は定義か弘次式で表される
K 
λ1=司 Jlii
i=l 
ただし，すべての zに対して，川t孟L
最上位のスーパパイザからある端末への通信路が存在
する確率はすべての端末K対して等しいので，最上位
のスーパパイザの管理下にある平均実効端末数は次式
となる
JV(ml，m2， ・・・ ，TnK，K)=lv1P
K 
=刀 m..(l-G..){1-(D，'m，-)L} (5) 
ただしz すべての iIζ対して D..-l>7n..ミ;1，Lミ;1.
以後 N(ml，7nZ，・…・・，7nx，K)を単に N で表す.
5.最適リングシステム構成
ζζでは，与えられた G.，Lと D. !C対して多重
多段ワングシステムの平均実効端末数を故大にする最
適ファンアウト数と最適段数について論ずる.ファン
アウトとはスーパパイザのj訪を除いたりングシステム
の持つ局数とする.たとえば i}爵のブァンアウト数は
m..である.Nを 177iで2次繍微分すると，常に eJ2Nj
d2m，<Oである， ζのことは平均実効端末数を最大に
する最適fW-が存在することを示している， しかし本論
文では総端末数が与えられた場合の最適リングシステ
ム構成に興味があるので，以後 M が一定の場合を考
察する
最初に Lagrangeの未定係数法により，1."K.， Gi
と D. が与えられて，かっ λ4が一定での条件のもと
で?最適ーファンアウト数1I1.;oPt を求める.
K 
lv1= 1 m.. 一定)
K 
入T=江 7iI..(1-Ci){1.-(Di7l.)/.) 
K 
=M Jl(l-Gi) {l-(miDi)Ll 
K 
F=M n (l-C..) {l~(Dmli )l- 1 
? ? ?
?
?
?
? ?
?
?
?
， ，
???
、
? ?
?
とおく ただだ、し Aは未定係数である.スおよびび、 m.η1. !にζ 
関する偏徴分をそれぞぞ、れ Fλ とFれ?川y
より，
K 
t切 n1Jli (6 ) 
i=l 
F771i=Oより，
??
?
??
? ? ??
?
?
? ? ?
?
? ????
?
?
K 
-えJl7th ニ O
r=l 
rキz
両辺lこ 7n. を乗じた結果をまとめると，次式が成り
立つ.すべての iに対して
K 
(Di7l1.i)L 1 {l-(DrlJlrY} 
r=l 
1/ K ¥ 
=え/11.， n (l-G，.) (一定)
上式を上.式のこ (i十1)を代入した式で割ると，
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(DimY{lゴ住之fl=1
(Di+lmi+l)L {1ー (Dimi)L}
となる.ゆえK，
Dimi=Di+lmHJ， i=l，2，'(k-1) (7) 
(6 )式と (7)式より(付録1参Jl?f{)>すべての ζ対
して
-Uijl;ムI~/D ， (8 ) 
が求まる.最適ファンアウト数 ?nioptを(5)式に代入
すると》平均実効端末数は，
K K ¥LlK) K 
NロM221(1-G川l-\Mi~lD ，) (9) 
が求まる.
(9 )式を用いて信頼性の評価を行ってゆくが，信頼
性を評価する変数を少なくするため 3 次の仮定を設け
る.各j簡のカタストロヒック障害研lf率とゲートウェイ
生存確率の幾何学平均は一定とする
UZLD引 い定)
UEZ54v ト定)
このとき， (9)式は次式となる
N=MHavK(1-D，JMLlK)K (10) 
設くに多嘉:多段リングシステムの平均実効端末数を最
大とする最適段数について述べる. しかしl直接(10)式
から K.~ζ対して微分して，最適j没数の一般J9平を求め
る乙とができないので，数値計算により最適段数を求
める(図 6参照)
最後に多重多段リングシステムを最小コストで構成
するためのりングシステム配置問題について述べる
M，1(，L，Havと Davが与えられると (10)式より，平
均実効端末数を最大にする最適多重多段リングシステ
ム構成が得られる.乙の状況下で多重多段リングシス
テムを最小コストで構成する方法がある
多重多段リングシステムの構成要素のうち，経費が
JI(えもかかるのは，ゲートウェイとリングプロセッサで
ある その他の構成要素のコストは無視できるかまた
は伝送回線や接続線は該当リングプロセッサのコスト
に含めることができる.こ ζでゲートウェイのコスト
を CGとし， ソングプロセッサのコストを Crとす
る.便宜上，端末のコストはゲートウェイのコストと
同じであるとする
多重多段リングシステムを構成している総ゲートウ
ェイ数 SGは，
K 
SG=l十.E n mi 
j==li=l 
と表される.また総リングプロセッサ数 Srは，
Sr::=L{(例 1十1)十mJ(m2十1)+ li1Jm2(ms十1)
十十7111m2"，mK-l(mK + 1)} 
K-l j ¥ 
=L(l+.iiダ十2.E n 7iU 1 
で表される.ゆえに多重多段リングシステムを構成す
る総コスト Cは次式となる.
C=CcSC+CrSr 
K-l， j 
=(CG十CrL)(M+1)十(CG十2CrL). I: n mi 
i&:j@ファンアウトに対して (11)式は次式となる.
fζ-1 
(11) 
C=(CG十CrL)(M十l)+(CG十2CrL). I: n ai 
(12) 
ただし，すべての tに対して仏 =7nioptかつ仏語1，
(12)式を最小にするには，次式を最小にする αiを;選
ぶことである
K-l j 
.E n ai=(ad-aw2+・ー十ala2"'aK-J) (13) 
j::::1 i=l 
総端末数 M は一定であるので 2 次式となり，
K 
λ1= n ai， ai~と 1 ，
各 α:を並び換えても不変である.すなわち (8)式の
関係から， αzの並び換えに対して Davも変わらない.
したがって， (10)式の平均実効端末数も不変である
しかし，コストに関しては， (13)式は各&の大小関
係に依存することを示している.aJ，'・-スK-Jの組を小
さい順応次のように並び換えると，
aJ三a2三・・2三aK-J (14) 
明らかに (13)式は最小となり，このとき最小コストの
多重多段リングシステムを構成することができる
6.考 控07三
得られた解析結果から平均実効端末数， リングの多
量化や階層構造の多段化による信頼性向上効果P 最適
ファンアウト数や多重多段リングシステムのコストに
ついて述べる.ただし，ファンアワト数などの変数は
実際には離散値であるが，すべて連続値として，以下
議論する.システムの信頼性を検討するにあたり 2 研
究開発が頻繁なシステム環境を想定し》カタストロヒ
ック障害確率を 10-4前後の範1i.j2.j)，26) ，27)でシステム
の信頼性を議論する
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( 1 ) 平均実効端末数
平均実効端末数は端末を監視しているスーパパイザ
の管理下iとあるアクティブ端末数を示している 1)ン
グ数 (L)，階層構造の段数 (K)，カタストロヒック障
害確率の幾何平均値 (Dav)とゲートウェイの生存確
率の幾何平均値 (Hav)が与えられると， システムの
信頼性を最大にする最適ファンアウト数が存在する
その型i主!の詳細は後述のファンアウトで議論するの
で，ここでは結果の一般論を述べる. リングの多重数
と段数の組合せ~ ~ζ対して 3 平均実効端末数と端末数の
関係を図 4~C示すパラメータは Dav=10-.1 と 1-
J-Iav= 10-4を選択している.グラフが示唆する重要な
点は実効端末数を増したいときp 各覆障害確率を考慮
して多重多段リングシステムの構成をしなければなら
ないことである.具体的にiま14の1霊 1段リングシス
テムのグラフを取り上げて説明する. 1段のときは
ファンアウト数と総端末数 M が一致する.実効端末
数を増加させたいため，単にファンアウト数を増し
て，接続端末を増しでも逆効果となる場合があること
を示している.グラフでは端末数 4X 103 を境に平均
実効端末数は3 むしろ低下し，10'¥でゼロとなる. こ
れに対処する 1つの方法はリングの多重化である. リ
ングの多重化によりシステムの信頼性を改善する乙と
ができるが， 2霊1j支リングシステムのグラフが示す
ように 1霊 1段リングシステムと!詩様lζ端末数 104
で平均実効端末数は零となる.このことは端末数 104
程度の大規模なシステムでは，もはやりングの多重化
による信頼性の改善はできなくなる.このような場合
の1つの対処方法はシステムの多段化である.図 4iζ 
示すように 1重2段リングシステムの平均実効端末数
x 10.) 
6 
之
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Fig. 5 Efiective terminals and multistages乳
が著しく改善する.パラメータの選択によりグラブの
大小は変わるが，カタストロヒック障害i確率が比較的
小さい場合は上記の事柄は一般!'l'jIといえる，
(2 ) リングシステムのファンアウト数
一般に，ファンアワト数には最適備が存在する.そ
の翌日出は次のように考えられる，説明を簡単にするた
め段数を一定とする 接続端末数を増すには Lli:リ
ングシステムのファンアウト数を多くとる必要があ
る.一方，ファンアウト数を増すとリングプロセッサ
も増し，LAリングシステムの1!氏出'tl龍詩手カ$Ii，tくなる.
すー なわち， ζ~1，らのトレードオフには， M5菌ファンア
ウト数が存在する. 119)Jとして 1重 1段リングシステ
ムについて平均実効端末数とファンアウト数の関係を
図41C示す.図の (L，]()= (1，1)のグラフであり，パ
ラメータは Dav=10-4と 1-H日 =10吋を選択して
いる
最適ファンアウト数は，式(8 )からも明らかなよう
に，カタストロヒック障害確率の逆数に比例して変化
する
(3 ) リングの多重化と信頼性向上効果
リングシステムの信頼性を高める 1つの手段として
リングの多重化がある.国 5は平均実効端末数とシス
テムの段数の関係を示したものであるが3 同1寺iζ リン
グの多重化とシステムの信頼性向上効果の関係を示し
ている.すなわち，パラメータを Dav=10-4と 1-
J-fav= 10-4と M=5x103を選択した場合，L= 1---6 
まで変化させたときの平均実効端末数を表している.
たとえば ](=1，.2の段数の範囲では，多重化を 2霊
リング以上にしてもシステムの著しい信頼性向上は期
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待できない.同様に Dav=10-4 以下であろうと予想
される実用システムの品質レベルでは 2霊リングで十
分であると結論づける乙とができる
(4 ) システムの多段化とシステムの信頼性向上
効来
:平均実効端末数とシステムの多段化の関係を図 5Iζ 
示す全パラメータは Dav;:;:'10-4， 1一l-fav=10--1 と M
=5x 103 を選択している • (10)式より解析的に最適
段数が求められないので，数値計算lとより多段化効果
を求めている.図からわかるように， 2段以上では平
均実効端末数はほとんど変化しない.一般的傾向とし
てシステムの多段化は 2，-，3段で十分であると考えら
れる，さらに数値計算により，平均実効端末数を最大
にする最適リング数と最適段数の関係を図6~ζ示す
(5 ) ゲートウェイの障害確率と信頼性
多重多段リングシステムにおけるゲートウェイはリ
ングのフレーム周期を司る重要な役割を果たす.この
ためゲートウェイの障害はζれに接続している下位j訟
のリングシステムも含めて故障となる しかし，一般
的傾向として，多段化して端末を分散する乙とによ
り2 信頼性の低いゲートウェイを用いてもシステムの
信頼性を著しく低下させることはないといえる.ゲー
トワェイの6:1::::存確率の幾何学平均髄 (1-Hav)を変化
させたときの平均実効端末数と多段数の関係を示した
のが図 7である.パラメータは L=2，M=5X10:>と
D"v=10吋である
図からIY:lらかなように 1-Hav= 10-4.-.-10-2の範囲
では，システムの信頼性は大きく変化しない.ただし
]一Hav=10-2.BUこになると，システムの信頼性が若
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しく低下する
(6 ) 最小コストの多重多段リングシステム構成
システムの設計者にとりコストの問題は重要な評価
要因である.関係式(14)は総コストを最小とする条件
である. したがって L重ワングシステムを信頼性の
低いj慣に上位j高から割り当てると，より小さなコスト
で同じ{言頼性をもっ多重多段リングシステムを構成す
ることができる.
その他のリング担 LANlζ多段のi岩層構造をとる
よりも 1段リングシステムをブリッジなどで複数
個接続した複合型 LANがある.ζ のような複合型
LANは一般に解析が困難である.複合型 LAN~c.対
しでも本論文の評価手法を用い，個々の 1)ングシステ
ムを解析し，個々のリングシステムの集合体として複
合担 LANを近似的に評価できると考えられる
7. あとカてき
集中型制御のバイパス;機能を持つ多重多段リングシ
ステムの信頼性の評価を行った.具体的lζは，平均実
効端末数を評価安!玉!として，最適ファンアウト数，多
重化や多段イヒlとよる信頼性向上効果や多重多段リング
システムのコストιついて定最的評価を行った.
謝辞最後に木研究に様々の街l教示を頂いた1*1村悲
夫助教授，稲垣敏之助教授およびネットワーク研究室
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付録 1
(7 )式より，
mi=(Di+l!Di)mi+l， i=1， "'， (K-1) 
となる.乙の関{系式より，
7nJ = (D2!Dl)m2= (D3/Dl)m3=・-
= (Di/Dl)m白=…-一=(DK/Dl)mK
となる.同様に固定した j!ζ対して次式fが成り立つ.
mj= (D，fDj)m" i= 1，2，'…・・，K
すなわち，
7i1.j= (Dl/Dj)ml， 
mj=(D2!Dj)η72， 
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7nj= (Dx/D;)mK・
間辺間三!ごのかけ算演算により，次式を得る.
7山C~lmiDi)!D九円えよ
ゆえに，
rnj=~♂1 Di! Dj 
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