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Tesis de grado presentada como requisito para optar al t́ıtulo de Doctor en Ciencias F́ısica:
Doctor en Ciencias F́ısica
Director:
Dr. Herbert Vinck Posada
Codirector:




GRUPO DE FENOMENOLOGÍA E INFORMACIÓN CUÁNTICA
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Una microcavidad óptica es un dispositivo que atrapa la luz en su interior con un ancho de
ĺınea idealmente pequeño, es decir, la luz alĺı almacenada tiene una frecuencia bien definida
en el rango óptico. En particular, un micropilar es una heteroestructura que confina la luz
por medio de interferencia constructiva entre sus diferentes capas. La técnica de construcción
del micropillar permite además el crecimiento de puntos cuánticos en su interior. Un punto
cuántico es un material semiconductor de escalas nanométricas que confina los electrones en
la banda de conduccion en tres dimensiones, este tiene niveles de enerǵıa discretos como en
el caso atómico, razón por la cual es conocido como átomo artificial. La interacción entre los
modos de luz de la microcavidad (fotones) y los estados del punto cuántico (excitones) yace
en el nivel más básico de la interacción radiación-materia, pues esta surge del intercambio
de enerǵıa en procesos a un sólo fotón. Además, este sistema compuesto puede ser utilizado
como un dispositivo emisor de un sólo foton o también para generar entrelazamiento. Estas
dos caracteŕısticas son de gran relevancia en el desarrollo tecnológico de la información y
computación cuántica. Algunos de los retos por superar en estos sistemas son el control de los
fenómenos de ocupación, emisión y entrelazamiento. Para ello, se utilizan campos eléctricos,
cambios de temperatura y/o excitación láser.
En esta tesis se considera un sistema microcavidad-punto cuántico y como mecanismo de
control se incluye un campo magnético externo. Existen principalmente dos motivaciones
para tomar este parametro de control, la primera es que el efecto Zeeman permite romper la
degeneración en los niveles de enerǵıa de los excitones y controlar aśı las ocupaciones de los
estados en el punto cuántico. La segunda es que un campo magnético externo constante no
representa mayor problema para ser incluido experimentalmente, por lo cual nuestra teoŕıa
puede llevarse fácilmente al laboratorio.
Para abordar este problema, se considera por un lado el Hamiltoninano de Jaynes-Cummings
para modelar la interacción radiación-materia, y por otro lado, el Hamiltoniano de interacam-
bio el cual describe el efecto del campo magnético sobre el punto cuántico. Inicialmente, se
diagonaliza el Hamiltonanio completo para encontrar las enerǵıas propias del sistema y ex-
plorar aśı las transiciones inducidas por el campo magnético. Luego, con el fin de dar cuenta
de los efectos del entorno sobre el sistema, se soluciona numéricamente la ecuación maestra
en la forma de Lindblad para determinar la matriz densidad, y con ella, cualquier observable
f́ısico. Finalmente, se calcula la entroṕıa lineal y la negatividad para estudiar las propiedades
de mezcla y entrelazamiento, y su dependencia con el campo magnético.
Se ha reportado en la literatura que incluir un campo magnético da lugar al surgimiento de
estados excitónicos que no interactúan con la luz (excitones oscuros), por lo cual, tienen un
tiempo de vida media mucho mayor que los excitones que interactuan con la luz (excitones
de luz), esto, los hace buenos candidatos a qubits en procesos de información cuántica. Como
resultado de mi investigación, se encontró una manera eficiente y novedosa para la prepara-
x
ción de estados oscuros con la asistencia del campo magnético. Adicionalmente, se propuso
un mecanismo para controlar el grado de polarización de la luz al interior de la cavidad
mediante el campo magnético. Incluso, esta idea se podŕıa implementar para la construcción
de un interruptor de polarización. Por otro lado, se ha encontrado que el campo magnético
induce franjas de Ramsey, las cuales cuantifican la probabilidad de transición entre estados.
Finalmente, la generalización directa del problema es considerar dos puntos cuánticos aco-
plados a la cavidad, en cuyo caso se determinó que el campo magnético sirve para controlar
el grado de excitación en cada punto cuántico.
El documento de tesis se organiza de la siguiente manera: en el caṕıtulo 1 se realiza una
breve reseña histórica acerca de puntos cuánticos, microcavidades y la inclusión de campos
magnéticos externos sobre estos sistemas. Adicionalmente, se muestra un modelo simple pe-
ro completo de la interacción radiación-materia, el cual va orientado a los sistemas f́ısicos
aqúı propuestos. En el caṕıtulo 2 se hace una descripción más detallada de cada componente
del sistema f́ısico real, en cada caso se plantea el Hamiltoniano que lo describe matemática-
mente. En el caṕıtulo 3 se hace un análisis de autoenerǵıas y autoestados del Hamiltoniano
completo. También, se incluyen los efectos del entorno a través del formalismo de la ecua-
ción maestra. En el caṕıtulo 4 se muestran los resultados obtenidos derivados de la teoŕıa ya
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Jiménez-Orjuela, C. A, Vinck-Posada, H, & Villas-Bôas, J. M. “Entanglement proper-
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ración de Faraday . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
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1-3. Escalera de estados para un proceso de interacción radiación-materia a variedad de
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1-6. Espectro de emisión en función de la enerǵıa para distintos valores en la desintońıa
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para la configuración de Voigt. Estados excitónicos de luz (ĺınea azul continua) y
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tomado θ = π/2 y (b) como función del ángulo, se ha tomado B = 2T . . . . . . . 51
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1. Introducción
1.1. Estado del arte
Los puntos cuánticos (QDs) tienen su origen en las técnicas de crecimiento de Stranski-
Krastanow (1900), quienes experimentaron con el crecimiento epitaxial de capas delgadas
de distintos materiales sobre cristales. Las diferentes constantes de red de los materiales
utilizados daban lugar a fuertes tensiones creando aśı islas del material que en su interior
generaban un potencial de confinamiento (puntos cuánticos). Sin embargo, no fue si no hasta
la década de los 60 en que estos nuevos entes tomaron fuerza como candidatos en aplicaciones
tecnológicas con la teoŕıa de bandas del estado sólido, las cuales definen las enerǵıas de estos
nuevos sistemas [2]. En un átomo los niveles de enerǵıa de los electrones ligados forman un
conjunto discreto, en un sólido el conjunto de estos niveles discretos forma bandas y bre-
chas de enerǵıa continuas, pero en un QD el confinamiento da lugar nuevamente a niveles
discretos, razón por la cual se le conocen como átomos artificiales [3]. Las ventajas de estos
átomos artificiales es que la mayor parte de sus propiedades como el tamaño, la forma y
el material pueden ser modificadas por medio de campos eléctricos, magnéticos o cambios
de temperatura, lo cual permite un gran control sobre ellos, incluso un conjunto de estos
permite la formación de moléculas artificiales [4].
Cavidades verticales tipo Fabry-Perot han sido estudiadas desde la década de los 70s como
método para intensificar la luz y experimentar con medios no lineales [5]. Estas cavidades se
construyen por medio de crecimiento molecular epitaxial (MBE), utilizando principalmente
GaAs, AlGaAs y/o InGaAs, los cuales sirven de paso para el crecimiento de los QDs [6]. Para
el propósito de este trabajo, es necesario una cavidad óptica capaz de atrapar uno o más
fotones para que interactúen con los estados del QD, este acople da lugar a los estados de
polaritón1. Esta condición se logra para una cavidad con un factor de calidad alto, es decir,
con poca pérdida de luz a través de los espejos de la cavidad[7, 8, 9]. En esta disertación se
utiliza un micropilar que contiene una microcavidad con un factor de calidad alto (Q ∼ 104)
y cuya longitud de onda λ esté en el rango óptico.
La interacción de un punto cuántico con una cavidad tiene dos rangos de acción bien defini-
dos. En el acople fuerte, los estados en el punto cuántico y los fotones en la cavidad pierden
1Cuasi-part́ıcula formada por la interacción de un fotón con un excitón.
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su individualidad para dar paso a una nueva cuasi-part́ıcula conocida como polaritón. Este
efecto fue reportado para estos sistemas por primera vez en los trabajos de Reithmaier et
al [10] y Yoshie et al [11]. El otro régimen es conocido como acople débil, en el cual surge
como principal fenómeno el efecto Purcell, donde la tasa de decaimiento por emisión es-
pontánea del punto cuántico es modificada por la presencia de los estados en la cavidad,
este, ha sido reportado en los trabajos de Gerard et al [12] y por el grupo de Yamamoto [13].
La inclusión de un campo magnético externo y constante para manipular los espines en los
estados del QD ha sido reportada en los trabajos del grupo de Bayer [14, 15, 16]. Mientras
que el uso del campo magnético para manipular la polarización de los fotones al interior de
la cavidad mediante la interacción radiación-materia se ha llevado a cabo desde los trabajos
de Reitzenstein et al[17, 18] y Zahng et al [19]. El control de los espines en los estados del
QD y toda la fenomenoloǵıa que de alĺı se deriva, es la motivación principal de esta tesis. A
continuación se presenta la teoria cQED, la cual sienta las bases que sustentan este escrito.
1.2. Electrodinámica cuántica de cavidades
La electrodinámica cuántica de cavidades (cQED, por las siglas en ingles de Cavity Quantum
Electrodynamics) es el estudio de la interacción radicación-materia de medios activos con la
luz confinada en cavidades ópticas. En esta sección se considera la interacción de un sistema
de dos niveles en un punto cuántico (materia) con los modos cuantizados del campo elec-
tromagnético en una cavidad (luz). Para ello, se hace uso de la teoŕıa de Jaynes-Cummings,
donde la elección de los parámetros en el modelo matemático es un relfejo del sistema f́ısico
que se modela.
Un punto cuántico autoensamblado de InAs/GaAs en un régimen de excitación débil, puede
ser modelado como un sistema de dos niveles. El estado excitado |1〉 (excitón), surge cuando
un electrón en la banda de valencia es promovido a la banda de conducción, dejando atras
un hueco y manteniendo con este una interacción Coulombiana. El estado fundamental |0〉
surge cuando el electrón en la banda de condución se recombina nuevamente con el hueco en
la banda de valencia. En ambos casos el proceso se puede realizar radiativamente, es decir,
mediante la absorción (para |1〉) o emisión (para |0〉) de un fotón. La enerǵıa t́ıpica para la
transición entre estos dos estados es del orden de ω0 ∼ 1eV [20].
Por otro lado, un micropillar semiconductor permite confinar la luz al interior de su micro-
cavidad con un alto grado de precisión, pues este sistema ha mostrado “antibunching” en los
fotones emitidos [21], lo cual es un indicativo de la naturaleza cuántica de la radiación. Esto
nos permite modelar la luz mediante el modelo matemático del oscilador armónico cuántico,
en el cual, para luz monocromática, un estado de n-fotones con enerǵıa ωc se representa como
|n〉, y los operadores de creación y destrucción de part́ıculas (fotones) actúan como,
a|n〉 = √n|n− 1〉 a†|n〉 =
√
n+ 1|n+ 1〉 a†a|n〉 = n|n〉. (1-1)
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El simbolo superior x̂ que define a los operadores se omite en el resto del texto, entendien-
dose aquellas cantidades que son operadores por el contexto en la ecuación. Tampoco se
profundiza más en el oscilador armónico cuántico, debido a que este tema se encuentra muy
bien detallado en textos de mecánica y óptica cuántica, aqúı algunas referencias [22, 23, 24].
Consideramos el Hamiltoniano de Jaynes-Cummings, el cual es la extensión totalmente
cuántica al modelo de Rabi. En este se considera la interacción dipolar entre la materia
y un modo del campo electromagnético cuantizado bajo la aproximación de onda rotante[7].
Supongamos que el estado de excitón |1〉 tiene una frecuencia de transición ω0 respecto al es-
tado base |0〉 y definamos los operadores de transición como σij = |i〉〈j|, para i, j = 0, 1. Por
otro lado, para la luz consideramos que la cavidad puede almacenar n-fotones de frecuencia
ωc, tal que el Hamiltoniano de Jaynes-Cummings se escribe (con ~ = 1) como,
H = ω0σ11 + ωca
†a+ g(a†σ01 + aσ10), (1-2)
en esta ecuación g es la intensidad de la interacción entre la luz y la materia, esta depende
principalmente del volumen de la cavidad y del elemento de transición dipolar entre los dos
niveles de enerǵıa de la materia. Si la enerǵıa de un fotón es cercana a la enerǵıa de transición
de la materia, entonces existe una alta probabilidad de que el fotón sea absorbido por la ma-
teria generandose aśı una excitación en ella, por lo cual, la diferencia de enerǵıa ∆ = ω0−ωc
(desintońıa) entre estos dos sistemas es fundamental para los procesos de interacción.
La base para el sistema compuesto (base desnuda) se define como, |s, n〉 = |s〉mat ⊗ |n〉rad,
donde la primera entrada hace referencia a la materia (con s = 0, 1) y la segunda entrada
hace referencia a la radiación. Además, Se define la variedad de excitación para el estado
|s, n〉 como N = 〈s, n|σ11+a†a|s, n〉, esta define el grado de excitación del estado y con ello su
enerǵıa asociada. Debido a que la interacción relaciona la pérdida de un fotón en la cavidad
con la excitación en la materia, y la ganancia de un fotón en la cavidad con la pérdida de
excitación en la materia, entonces, la base de estados |s, n〉 se divide en dos subespacios bien
definidos los cuales se representan por los estados de polaritón [22] {|1, n−1〉, |0, n〉}. La ma-
teria en este modelo sólo puede contener dos estados, pero la cavidad puede contener muchos
de ellos2, por ello, debemos truncar la base para poder realizar cálculos numéricos. En es-
te punto es conveniente hacer un ejercicio numérico para entender como funciona esta teoŕıa.
Supongamos un punto cuántico autoensambaldo con dos niveles de enerǵıa discretos y una
frecuencia de transición ω0 = 1 eV , este se ubica al interior de una cavidad óptica que puede
almacenar fotones de frecuencia ωc = ω0 − ∆. Tomemos como valor de referencia para la
interacción g = 1meV 3, y como máximo número para la variedad de excitación N = 2. Bajo
estas condiciones, la base completa es,
2Esto es un reflejo de la estad́ıstica bosónica de la luz
3Realmente para este tipo de materiales la constante de interacción es mas pequeña, del orden de g ∼
0,1meV . Este es un primer ejemplo sencillo en el cual esta elección no afecta los resultados que se
prentenden mostrar.
1.2 Electrodinámica cuántica de cavidades 5
Vn = {|0, 0〉, |0, 1〉, |0, 2〉, |1, 0〉, |1, 1〉}.
En esta base se calculan los autovalores y autovectores de la ecuación 1-2, estos representan
las enerǵıas y los estados propios del sistema, respectivamente. En la gráfica 1-1 se muestran
estos autovalores en función de la desintońıa ∆.
Figura 1-1.: Espectro de enerǵıas como función de la desintońıa. A la derecha se muestra una
mejor resolución de los niveles cercanos
Esta gráfica muestra 5 autovalores, algunos de ellos con unas enerǵıas muy cercanas entre
śı, lo cual es un relfejo de la división en subespacios por variedad de excitación,
{{|0, 0〉}, {|0, 1〉, |1, 0〉}, {|0, 2〉, |1, 1〉}}.
A partir de estos valores es posible entender las enerǵıas de transición del sistema. λ5 = 0
representa la enerǵıa de un estado en el cual la cavidad esta vaćıa y no hay excitón en el QD.
Los otros cuatro autovalores, los cuales se presentan por pares, corresponden a estados de
variedad de excitación N = 1 (con enerǵıa ∼ 1 eV ) y N = 2 (con enerǵıa ∼ 2 eV ). En cada
caso, el anticruce cerca de la resonancia es una señal de la interacción radiación-materia.
Podemos entonces concluir que los estados desnudos han périddo su individualidad y ahora
han pasado a ser estados de polaritón de la forma,
|n,+〉 = c11|1, n− 1〉+ c12|0, n〉 |n,−〉 = c21|1, n− 1〉 − c22|0, n〉.
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En esta expresión, las probabilidades de ocupación |cij|2 son conocidas como los coeficientes
de Hopfield, estos cuantifican el peso que tiene cada uno de los estados desnudos sobre el
sistema compuesto representado por los estados de polaritón. En la Tabla 1-1 se muestra
que para cada autovalor corresponde un autoestado asociado el cual es combinación lineal de
sólo dos estados de la base desnuda, el peso de cada uno de estos estados en la combinación
lineal es uno de los coeficientes de Hopfield.
Autoenerǵıa autoestado Coeficientes de Hopfield
λ1 |2,+〉 = c11|1, 1〉+ c12|0, 2〉 P (1, 1) = |c11|2 | P (0, 2) = |c12|2
λ2 |2,−〉 = c21|1, 1〉 − c22|0, 2〉 P (1, 1) = |c21|2 | P (0, 2) = |c22|2
λ3 |1,+〉 = c11|1, 0〉+ c12|0, 1〉 P (1, 0) = |c11|2 | P (0, 1) = |c12|2
λ4 |1,−〉 = c21|1, 0〉 − c22|0, 1〉 P (1, 0) = |c11|2 | P (0, 1) = |c22|2
λ5 |0, 0〉 0 | 0
Tabla 1-1.: Autoenerǵıas, autoestados y coeficientes de Hopfield para un proceso de inter-
acción radiación-materia a variedad de excitación máxima N = 2.
La Fig.1-2 muestra en la parte inferior las autoenerǵıas a variedad de excitación N = 1
(izquierda) y a variedad de excitación N = 2 (derecha). Los páneles superiores muestran
en cada caso los coeficientes de Hopfield correspondientes a cada autovalor como función de
la desintońıa. La conclusión importante de esta gráfica es que los anticruces en las enerǵıas
(páneles inferiores) son el reflejo de una mezcla equiprobable de estados de la base desnuda
en la composición del estado de polaritón.
Este modelo es un primer acercamiento a la teoŕıa de cQED, sin embargo, el sistema f́ısico
descrito hasta este momento seŕıa totalmente inaccesible a cualquier tipo de medición, pues
no se ha incluido ninguna interacción con el entorno. La teoŕıa de sistemas abiertos no es un
objetivo en esta tesis, al lector interesado se le recomiendan libros como el de Carmichael[25]
o el de Gardiner[26]. En su lugar, para modelar los efectos del entorno sobre el sistema se




= −ı[H, ρ] + κD [a] + γD [σ01] + PD [σ10], (1-3)
donde D [L] = LρL†− 1
2
(L†Lρ+ ρL†L) es el superoperador de Lindblad. κ representa la tasa
de pérdida de fotones desde la cavidad que salen del micropilar debido a la imperfección
de los espejos, γ es la tasa de pérdida de los fotones emitidos por el decaimiento de un
excitón y los cuales no se acoplan a la cavidad, finalmente, P representa un bombeo externo
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Figura 1-2.: Espectro de enerǵıas y coeficientes de Hopfield como función de la desintońıa para
un proceso de interacción radiación-materia a variedad de excitación máxima N = 2.
e incoherente hacia el excitón4. La ecuación 1-3 es una ecuación diferencial que crece con
el número de fotones, por lo cual debe ser truncada para resolverse de manera numérica. A
diferencia de la teoŕıa Hamiltoniana vista antes, los efectos del entorno generan una conexión
entre todos los estados posibles. En la Fig.1-3 se observa lo que se conoce como la escalera
de estados, en esta, se observa que ahora todos ellos son accesibles.
El proceso de ocupar el sistema es el siguiente; el sistema puede iniciar con la cavidad vaćıa y
sin excitación en la materia (estado |00〉), el bombeo P crea una excitación en la materia (es-
tado |10〉), la interacción g lo acopla con un estado de la cavidad (estado |01〉), nuevamente el
bombeo excita la materia (estado |11〉). Continuando aśı este proceso, y teniendo en cuenta
los decaimientos, es posible ocupar todos los estados descritos por la matriz densidad. Desde
luego que la probabilidad de ocupación de cada estado depende fuertemente de la elección
de parámetros, como lo son la tasa de bombeo, el decaimiento y la interacción.
Consideremos nuevamente un ejemplo numérico. La escalera de estados se ocupará tan alto
como lo sea el bombeo en relación a los decaimientos. Supongamos primero un bombeo
alto5 tomando los siguientes parámetros (en unidades de ~ = 1); ω0 = 1 eV , g = 1meV ,
P = 10meV , γ = κ = 0,1meV y ∆ = 5meV , de esta manera se soluciona la ecuación
4El bombeo puede ser dirigido hacia el excitón o hacia la cavidad, este puede ser de naturaleza óptica, pero
también se pueden implementar campos eléctricos y otros mecanismos.
5Alto en relación a los decaimientos.
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Figura 1-3.: Escalera de estados para un proceso de interacción radiación-materia a variedad de
excitación máxima N = 3. Las flechas azules verticales representan decaimientos
ópticos desde la cavidad κ, las flechas verdes diagonales representan decaimientos
del excitón γ, las flechas rojas indican bombeos hacia el excitón P y la flecha negra
de doble sentido es la intensidad de acople radiación-materia g
maestra truncando la variedad de excitación hasta N = 35. Como condición inicial se toma
la cavidad vaćıa y el estado base para el QD. Se calcula la probabilidad de ocupación de
un estado particular, como el elemento diagonal en la ecuación maestra. En particular nos
interesa los estados de la forma |0, n+ 1〉 y |1, n〉 cuya probabilidad de ocupación viene dada
por,
Gn+ 1 ≡ 〈0, n+ 1|ρ|0, n+ 1〉 xn ≡ 〈1, n|ρ|1, n〉.
En la Fig1-4 se muestran estas probablidades de ocupación en función del tiempo. Lo que
podemos conluir es que son claros dos conjuntos de poblaciones, los cuales se diferencian
sólo por la ocupación del punto cuántico. Gn + 1, donde no hay excitón (ĺıneas azules) y
xn donde el punto cuántico ha sido saturado (ĺıneas rojas). Estas últimas predominan en el
estado asintótico, pues en este caso el bombeo es directo hacia el excitón.
Ahora consideremos un régimen de bombeo débil tomando el conjunto de parámetros;
ω0 = 1 eV , g = 1meV , P = 1meV κ = 0,5meV , γ = 0,1meV y ∆ = 5meV . En este
caso es suficiente con truncar la ecuación maestra hasta N = 3, pues valores más altos que
este no afectan en absoluto los resultados. En la Fig.1-5 se muestra la probabilidad de ocu-
pación para los estados Gn = |0, n〉 y xn = |1, n〉. Debido a que la condición inicial es la
cavidad vacia y sin excitación en la materia, entonces el sistema inicia en el estado G0, el
bombeo y las disipaciones generan evolución en el sistema, pero en el estado estacionario el
sistema tiende a quedar en el estado x0, con una probabilidad cercana al 80 %.
El acceso principal que se tiene para conocer la información acerca de lo que sucede al in-
1.2 Electrodinámica cuántica de cavidades 9
Figura 1-4.: Ocupación de los estados del sistema cavidad-punto cuántico para un proceso de
interacción radiación-materia a variedad de excitación máxima N = 35. El recua-
dro muestra una mejor resolución donde son visibles dos “bandas” separadas que
respresentan la saturación del QD.
Figura 1-5.: Ocupación de los estados del sistema cavidad-punto cuántico para un proceso de
interacción radiación-materia a variedad de excitación máxima N = 3.
terior del sistema viene de la radiación emitida, es decir, lo que observamos es luz. Uno
de los métodos más utilizadas para la medición en micropilares es la fotoluminiscencia, en
la cual se analiza la luz emitida de la interacción de la cavidad con el punto cuántico. El
sistema emite mediante dos procesos claramente distintos; el primero es desde la cavidad, en
dirección paralela al eje de simetŕıa del pilar y con un tiempo de decaimiento del orden de
1/κ, el segundo proceso es la emisión desde el QD, en dirección arbitraria y con un tiempo
de decaimiento del orden de 1/γ. En esta tesis se considera sólo el espectro de emisión desde
la cavidad, el cual es calculado teóricamente mediante la transformada de Fourier a la fun-
ción de correlación de primer orden[20]. Experimentalmente, se mide la potencia de emisión
ubicando sensores sobre la dirección de simetŕıa del micropilar, donde los espejos (reflectores
de Bragg) tienen algún grado de transparencia.
En la gráfica de la Fig.1-6 se muestra el espectro de emisión, el cual indica las enerǵıas
en las que el sistema emite. Para ∆ = −2meV , podŕıamos asociar la enerǵıa de emisón
cercana a 1eV como la enerǵıa del excitón, mientras que la cavidad se podria asociar con
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una enerǵıa de ω0−∆ ∼ 1002meV . Lejos de la resonancia la interacción no es muy fuerte y
las enerǵıas pueden diferenciarse, sin embargo, cuando el sistema se acerca a la resonancia,
justo en ∆ = 0, se observa un doblete de enerǵıa el cual no se puede identificar con nin-
guno de los dos elementos (cavidad y QD). Este doblete define el anticruce en el espectro de
enerǵıas el cual es una respuesta t́ıpica de un sistema que se encuentra en interacción fuerte
(Strong Coupling). La interacción fuerte fue reportada en este tipo de sistemas por el grupo
de Reithmaier en el 2004[10].
Figura 1-6.: Espectro de emisión en función de la enerǵıa para distintos valores en la desintońıa
∆, desde ∆ = −2meV hasta ∆ = 2meV . Sistema cavidad-punto cuántico para un
proceso de interacción radiación-materia a variedad de excitación máxima N = 3.
Los parámetros son g = 0,1meV , κ = P = 0,05meV , γ = 0, ω0 = 1 eV y ωc =
ω0 −∆.
El sistema descrito hasta este momento junto con sus resultados ha tomado gran relevancia
desde principios de la década pasada. Su atractivo radica principalmente en el control que
se pueda tener sobre la emisión, polarización y entrelazamiento de fotones individuales,
pues claramente esto tiene una aplicación directa sobre dispositivos útiles en las ciencias
de la información y la computación cuántica[27, 28, 29, 30, 31, 32]. Sin embargo, el uso de
un campo magnético como parámetro de control sobre un sistema cavidad-QD es una idea
relativamente nueva, la cual tiene sus inicios desde los trabajos del grupo de Reitzenstein et al
en el 2009[17]. Este es el principal aporte de esta tesis, la inclusión de un campo magnético
externo y el efecto que tiene este sobre toda la teoŕıa que se describió con anterioridad,
entre otras. En el próximo caṕıtulo se hace una descripción más detallada acerca de cada
componente del sistema incluyendo el campo magnético y sus efectos sobre los estados de
materia.
2. Sistema
En este caṕıtulo se hace una descripción de los elementos principales que componen el siste-
ma, los cuales son; una microcavidad óptica que almacena modos del campo electromagnético
representados con estados que siguen una estad́ıstica bosónica, un punto cuántico es el me-
dio activo que interactúa con la luz aportando los estados fermiónicos y finalmente el campo
magnético externo, el cual tiene su principal efecto sobre los estados del punto cuántico.
2.1. Microcavidad
Una microcavidad óptica es un dispositivo que confina la luz en una región del orden de su
longitud de onda. Idealmente, esta debeŕıa confinar la luz de una sola frecuencia y durante
un tiempo infinito, sin embargo no es aśı, la luz alĺı confinada tiene un ancho de ĺınea en su
frecuencia y existe escape de la luz hacia el entorno. Las principales caracteŕısticas f́ısicas
que definen la calidad de una microcavidad óptica es su volumen V y su factor de calidad Q






Q es una medida de la tasa a la cual la enerǵıa del sistema decae, tal que Q−1 es la fracción
de enerǵıa que escapa de la cavidad. La luz puede almacenarse por lo menos de dos maneras
distintas, por resonancia entre dos espejos o por interferencia constructiva entre distintas
superficies. Existen distintos tipos de microcavidades que utilizan estos principios, por ejem-
plo, las cavidades tipo Fabry-Perot utilizan multiples reflexiones para confinar la luz por
medio de interferencia contructiva, los cristales fotónicos utilizan defectos en su estructura
periódica y mediante procesos de interferencia confinan la luz en una, dos o tres dimensiones.
En la figura 2-1 se muestran algunos tipos de microcavidades utlizadas en cQED, junto con
su geometŕıa, su factor de calidad y su volumen.
En esta disertación se modela una microcavidad óptica en el interior de un micropilar, esta
se construye como un arreglo periódico de materiales con distinto ı́ndice de refracción por
ejemplo GaAs y AlGaAs. El grosor de cada capa debe ser una cuarta parte de la longitud
de onda de la luz que se desea confinar, (la cual se úbica en el infrarojo cercano) alrededor
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Figura 2-1.: Algunas microcavides con sus factores de calidad y su volumen de confinamiento.
Imagen tomada de “Optical microcavities”, Vahala and Kerry. J. Nature (2003).
de 20 capas arriba y 23 capas abajo. En el medio se deja un espacio de un sólo material
con grosor de media longitud de onda, esto refuerza las multiples refracciones que mediante
un proceso de interferencia intensifica la luz en este espacio [7]. Su factor de calidad es alto
Q ∼ 104 (Aunque no ultra-alto ver figura 2-1). En la figura 2-2 se muestra un esquema del
pilar y una imagen real de este con sus dimensiones t́ıpicas.
Figura 2-2.: A la izquierda se observa un diagrama de las capas superior e inferior alternadas
λ/4 que forman la cavidad λ/2 en el medio, a la derecha una imagen real de un
micropilar. Imagen tomada de Ying-Lung et al (2007) y Gérard et al. (1996)
Asumimos un comportamiento cuántico de la luz donde los fotones en resonancia con la
cavidad tienen un modo muy particular caracterizado por su enerǵıa ~ωc y su polarización.
Esta cavidad no es perfecta y puede emitir fotones con una tasa de pérdida κ, estos escapan
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por los espejos reflectores ubicados en la parte superior e inferior. La luz alĺı confinada tiene
dos modos de polarización ortogonales que pueden ser en una base circular o una base lineal,
para una base circular de fotones derechos (a) y fotones izquierdos (b) el Hamiltoniano que




donde ωa = ωc + 0,5 ∆s y ωb = ωc − 0,5 ∆s son las enerǵıas para los dos modos de la cavi-
dad con fotones de polarización derecha e izquierda, respectivamente. ∆s es la diferencia de
enerǵıa entre los dos modos de polarización1, a† es el operador que crea fotones en la cavidad
con polarización derecha y b† crea fotones con polarización izquierda.
Un sistema de dos niveles (TLS) puede emitir fotones cuando este decae desde un nivel de
enerǵıa superior a uno inferior a través de la emisión espontánea de un fotón, este proceso es
irreversible y no controlable, pues es la interacción del emisor con el continuo de modos del
campo electromagnético. Sin embargo, si este TLS es ubicado en el interior de una cavidad
resonante, entonces ahora el emisor debe interactuar con un conjunto discreto de modos del
campo y aśı, sus propiedades de emisión se modifican drásticamente, esto es conocido como
el efecto purcell [12]. Por otro lado, si el acople de los dos sistemas es fuerte su interacción
entrelaza los estados, esto se puede observar con una excitación óptica débil sobre el sistema
el cual revela en el espectro de transmisión dos picos que corresponden al estado entrelazado
de la cavidad y el átomo [6].
Supongamos como medio activo un sistema de dos niveles2 representado por |0〉 como estado
base de enerǵıa cero y |1〉 (|2〉) como el estado excitado que resulta de la absorción de un
fotón de polarización derecha (izquierda), estos dos últimos degenerados con enerǵıa ω0. Este
sistema representa la parte fermiónica y su Hamiltoniano viene dado por,
Hx = ω0 (σ11 + σ22) , (2-2)
donde se ha definido σii = |i〉〈i|. Para el Hamiltoniano de interacción Hxc de estos dos
sistemas se utiliza el modelo de Jaynes-Cummings, el cual es la descripción cuántica de la










siendo ga y gb la intensidad del acople radiación-materia para cada polarización y σi0 = |i〉〈0|
el operador que crea una excitación i en el punto. Aśı pues, el Hamiltoniano que describe el
sistema completo del medio activo en la cavidad es,
1En polarización circular estos dos modos son degenerados, por lo cual∆s ∼ 0, pero en polarización lineal
sus enerǵıas son considerablemente diferentes.
2realmente de tres niveles pero con dos de ellos degenerados.
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H = Hx +Hc +Hxc. (2-4)
Esta es la teoŕıa básica en lo que respecta a la interacción de un TLS con una cavidad, ahora,
se hace una descripción de lo que es el punto cuántico, pues será este el medio activo que
interactue con los modos de la cavidad.
2.2. Punto cuántico
Un punto cuántico puede entenderse como el confinamiento en 3 dimensiones de un portador
de carga en un espacio menor que su longitud de onda de DeBroglie [33]. El tamaño de un QD
puede variar principalmente por la temperatura y por su tiempo de crecimiento, tal variación
modifica sus niveles de enerǵıa, los cuales se acercan entre si al aumentar su diámetro. Los
QDs tienen su propio espectro de emisión tal como los átomos reales y muchas de las ideas
utilizadas en f́ısica atómica son heredadas por ellos. Los QDs que aqúı se estudian son aque-
llos crecidos por el método de crecimineto molecular epitaxial (MBE) [34, 35, 36, 37, 38, 39],
en el cual se depositan delgadas capas de distintos materiales (In(Ga)As/GaAs) las cuales
tienen constantes de red ligeramente diferentes, esto lleva a unas tensiones mecánicas en el
proceso que afectan las enerǵıas y propician el crecimiento de islas de material que confinan
los estados alĺı presentes, véase la Figura 2-3.
Figura 2-3.: Surgimiento de las islas debido a las tensiones de los distintos materiales. Imagen
tomada de Spins in Optically Active Quantum Dots, Gywat et al.
La enerǵıa del estado base en la banda de conducción de un pozo cuántico (QW) aumenta al
disminuir su ancho, entonces cada isla rodeada por una región más delgada forma mı́nimos
locales de potencial para electrones en la banda de conducción o huecos en la banda de
valencia, dando lugar aśı al confinamiento que genera el QD como se ve en la figura 2-4.
Los tamaños t́ıpicos de estos vaŕıan dependiendo de su técnica de crecimiento. Los QDs
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aqúı estudiados son del orden de ∼ 5nm de altura y ∼ 15nm de diámetro dando lugar a
una relación 1 : 3 conocida también como forma de lente [40]. El potencial generado por
el confinamiento es de forma parabólica, el cual distribuye los niveles de enerǵıa de forma
equidistante y tal que su separación depende del diámetro del QD. Un bombeo óptico puede
excitar al portador de carga a niveles de enerǵıa superior dentro de la misma banda. Alĺı
pueden ocurrir dos procesos, en uno de ellos el portador se relaja a niveles menores dentro
de la misma banda con un tiempo del orden de 1ps, el otro proceso posible es aquel en el
cual ocurre una recombinación entre electrón y hueco en distintas bandas, dando lugar a la
emisión de un fotón, esto ocurre en un tiempo t́ıpico de 1ns y depende principalmente de la
enerǵıa e intensidad del bombeo óptico.
Un excitón es el estado en el punto cuántico generado cuando un electrón en la banda de
valencia pasa a la banda de conducción y mantiene una interacción coulombiana con el hueco
que ha dejado atrás (en la banda de valencia), para ello es necesario la absorción de un fotón
cuya enerǵıa sea la diferencia entre los niveles de enerǵıa que ha transitado el electrón3.
Asociado a este, también se tiene el estado base en el cual el electrón se recombina con el
hueco emitiendo aśı un fotón con la misma enerǵıa inicial.
Figura 2-4.: Niveles de enerǵıa para el electrón en la banda de conducción y el hueco en la banda
de valencia, también se muestra el orden de la longitud de DeBroglie. Imagen tomada
de Spins in Optically Active Quantum Dots, Gywat et al.
Los principales componentes del QD que son de nuestro interés para este trabajo son los
espines asociados a los portadores de carga. La estructura fina del excitón surge de la inter-
acción de intercambio la cual acopla los espines del electrón y del hueco y está dada por la











donde Ψx(~r1, ~r2) es la función de onda del excitón, para resolver la integral se trabaja en el
régimen de rango corto, es decir se considera que el electrón y el hueco están en la misma
celda de Wigner-Seitz. Sea Jh el operador de esṕın del hueco y Se el operador de esṕın








siendo a y b constantes dadas por la naturaleza del punto cuántico. Consideramos z como la
dirección de crecimiento del QD, nuestro sistema tendrá en la banda de conducción estados
del tipo s (l=0) y en la banda de valencia estados del tipo p (l=1). El momento angular
total es el resultado del momento de esṕın y del momento orbital J = L + S [42], se tiene
para el electrón se = ±1/2, y para el hueco se tienen tres opciones según su proyección de
esṕın, en este trabajo tomaremos sólo el nivel de hueco pesado (hh) para el cual jh = 3/2
y mh = ±3/2 y el cual es el nivel de mı́nima enerǵıa para la configuración electrón-hueco.
El nivel jh = 1/2 y mh = ±1/2 de Split-off (so) está varias centenas de meV por debajo
del nivel de hh y el nivel de hueco ligero (lh) jh = 3/2 y mh = ±1/2 está varias decenas de
meV por debajo del nivel de hh, una enerǵıa mucho mayor que las consideradas aqúı. Sólo
se consideran las transiciones entre los estados del electrón y los de hh.
Definimos los estados de esṕın para el hueco pesado como (|⇑〉, |⇓〉) y para el electrón como
(|↑〉, |↓〉), tales que,
|⇑〉 = |jhz = 3/2〉
|⇓〉 = |jhz = −3/2〉
|↑〉 = |Sez = 1/2〉
|↓〉 = |Sez = −1/2〉,
de esta manera se tienen cuatro posibles combinaciones según sus orientaciones relativas,
están los excitones de luz, “Bright exciton” (BE), los cuales se acoplan con la luz absorbiendo
o emitiendo un fotón de polarización derecha l = 1 o izquierda l = −1, respectivamente (Ver
anexo A.1), se definen entonces los BE como,
|1〉 = |σ+〉 = |⇑, ↓〉
|2〉 = |σ−〉 = |⇓, ↑〉
}
= Excitones de luz, (2-7)
y también están los excitones oscuros, “dark exciton” (DE), son aquellos que no se acoplan
con la luz debido a que su esṕın total es |M | = 2, se dice que son ópticamente inactivos y se
2.2 Punto cuántico 17
definen como,
|3〉 = |⇑, ↑〉
|4〉 = |⇓, ↓〉
}
= Excitones Oscuros. (2-8)
Utilizando los anteriores estados como base (circular) {|1〉, |2〉, |3〉, |4〉}, en el mismo orden,
se construye una representación del Hamiltoniano de intercambio,
Hx =

δ0 δ1 0 0
δ1 δ0 0 0
0 0 −δ0 δ2
0 0 δ2 −δ0
 ,
donde δ0 = 1,5(az +2,25bz) es la diferencia de enerǵıa entre los excitones oscuros y de luz, su
valor depende principalmente del tamaño del QD, para un diámetro cercano a los 20nm su
valor es del orden de δ0 ∼ 0,2meV [15]. δ1 = 0,75(bx − by) es la diferencia de enerǵıa entre
los dos excitones de luz y δ2 = 0,75(bx+ by) es la diferencia de enerǵıa entre los dos excitones
oscuros, los coeficientes ai y bi dependen de la naturaleza del QD y no nos preocuparemos
por ellos en este trabajo, para un QD de alta simetŕıa δ1 = 0, sin embargo valores t́ıpicos
para puntos cuánticos crecidos en GaAs son δ0 ∼ 0,2meV , δ1 ∼ 0,1meV y δ2 ∼ 0,05meV
[43]. En la base de operadores σij ≡ |i〉〈j| (i, j = 1, 2, 3, 4) el Hamiltoniano para el QD tiene
la representación,
Hx = ωx(σ11 + σ22) + ωd(σ33 + σ44) +
δ1
2
(σ12 + σ21) +
δ2
2
(σ34 + σ43), (2-9)
donde ωx y ωd = ωx − δ0 son las enerǵıas de los excitones de luz y oscuros, respectivamente,
en relación al estado base |G〉 ≡ |0〉 en el cual no se ha creado un excitón. La relación entre
la enerǵıa de los excitones y la cavidad es ωc = ωx − ∆, donde ∆ es la desintońıa entre la
cavidad y el punto cuántico.
La base de estados del sistema se construye como
|αnm〉 = |α〉 ⊗ |n〉 ⊗ |m〉, (2-10)
donde
|α〉 = {|0〉, |1〉, |2〉, |3〉, |4〉} a†a|n〉 = n|n〉 b†b|m〉 = m|m〉.
El operador de excitación N̂ se define como,
N̂ = a†a+ b†b+ |1〉〈1|+ |2〉〈2|+ |3〉〈3|+ |4〉〈4|,
y nos indica cuantas excitaciones hay en el sistema tal que la variedad de excitación N para
un estado particular |αnm〉 es,
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N = 〈αnm|N̂ |αnm〉.
En esta disertación, usualmente se trabajará con un sólo punto cuántico, sin embargo hay un
par de resultados que necesitan de más de un QD, en tal caso se trabaja bajo la suposición
de que estos nuevos elementos interactúan sólo con la radiación pero no entre ellos. En una
base de polarización circular el Hamiltoniano del i-ésimo punto cuántico es,




























Se supondrá además que estos nuevos QDs son similares en sus factores giromágneticos y las
brechas de enerǵıa (δ1 = 0,12, δ2 = 0,05), sólo se tomarán diferencias en los valores de sus
enerǵıas ωix y posiblemente en sus constantes de interacción con la materia, esto debido a la
inhomogeneidad de la muestra [44]. Más adelante en el caṕıtulo de resultados se incluye el
caso de dos puntos cuánticos interactuando con la cavidad y el campo magnético, el cual se
describe a continuación.
2.3. Campo Magnético
El tercer elemento que compone el sistema completo es el campo magnético externo B, este
tiene su principal efecto sobre los espines del hueco en la banda de valencia y del electrón en la
banda de conducción, es decir, el campo magnético externo afecta directamente los estados
exitónicos en el punto cuántico. Se construye el Hamiltoniano que relaciona las enerǵıas
de interacción de los espines con el campo magnético, luego se consideran dos direcciones
particulares en relación a la dirección de simetŕıa del medio activo y finalmente se construye
el modelo general que permite el control en la dirección del campo magnético. Los operadores


















































 Jz = 12

3 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −3
 ,
(2-13)
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de tal manera que además de la interacción esṕın-esṕın descrita al principio de esta sección,






geiSei − 2kiJhi − 2qiJ3hi
)
Bi, (2-14)
qi y ki son parámetros que dependen de la estructra de las bandas en los semiconductores
que conforman el QD. Donde se tiene que ki >> qi [15, 45] y Se, Jh, son los operadores de
esṕın del electrón y del hueco, respectivamente, con autovalores se = ±1/2 (jh = ±3/2). A
continuación se consideran dos caso muy particulares para la orientación del campo magnéti-
co.
2.3.1. Configuración de Faraday
En la configuración de Faraday se considera que el campo magnético es paralelo al eje de
crecimiento del QD, en este caso el eje z, y sabiendo que j2hz = 9/4, s
2
ez = 1/4 y definiendo
ghz = 6kz + 13,5kz [15], tenemos entonces que el Hamiltoniano Zeeman (Hamiltoniano de









donde µB = 59µeV/T es el magnetón de Bohr, gez = −0,8, ghz = −2,2 son los factores
giromagnéticos para el electrón y el hueco proyectados en dirección z, los cuales dependen
fuertemente de la forma y tamaño del punto cuántico [46].






β+ 0 0 0
0 −β+ 0 0
0 0 −β− 0
0 0 0 β−
 ,
donde β± = µBB(gez ± ghz)/2 y aśı la correción al Hamiltoniano excitónico debido al campo
magnético puede escribirse como,
Hz = β+(σ11 − σ22) + β−(σ44 − σ33). (2-16)
El efecto del campo magnético para los estados excitónicos es sólo el de levantar la degenera-
ción. En la gráfica de la figura (2-5) se muestran los autovalores del Hamiltoniano del punto
cuántico Hx + Hz dado por las ecuaciones 2-16 y 2-9 en presencia del campo magnético en


















Figura 2-5.: Niveles de enerǵıa para los estados excitónicos en función del campo magnético
para la configuración de Faraday. Estados excitónicos de luz (ĺınea azul continua) y
estados excitónicos oscuros (ĺınea negra discontinua). Los parámetros son ωx = 0,
δ0 = 0,6meV , δ1 = 0,12meV y δ2 = 0,09meV .
es posible observar un cruce de las enerǵıas para un valor de B ≈ 4,5T , lo cual nos indi-
ca que los estados excitónicos oscuros y de luz son estados independientes, no hay interacción.
Polarización Lineal
En esta configuración no se han mezclado los estados BE con los DE y como la excitación
óptica afecta directamente los estado BE, entonces no hay dinámica para los estados oscuros,
más aún, no hay mezcla entre estados de distintas polarizaciones si se considera una base
circular, sin embargo, en una base lineal a pesar de que no se excitan los DE, si es posible
mezclar estado de distintas polarizaciones, en ella la cavidad es descrita por operadores a†
que crean fotones de polarización x los cuales llamaremos fotones-h (horizontales) y b† que
crea fotones de polarización en y, los cuales llamaremos fotones-v (verticales), en este caso
debe considerarse una división en las enerǵıas ∆s debido a la elipticidad de la cavidad que














Los estados excitónicos |X〉 y |Y 〉 que se acoplan a estos fotones de polarización lineal resultan
como una transformación de los estados excitónicos en la base circular[19],
|X〉 = 1√
2
(|1〉+ |2〉) |Y 〉 = 1√
2i
(|1〉 − |2〉) , (2-18)
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en la configuración de Faraday podemos obviar los estados oscuros ya que como vimos no
interactuan con los estados de luz, aśı el Hamiltoniano del punto cuántico es,
Hx = (ωx +
δ1
2
) |X〉〈X|+ (ωx −
δ1
2
) |Y 〉〈Y |+ iβ+(|Y 〉〈X| − |X〉〈Y |), (2-19)
y el Hamiltoniano de interacción,
Hxc = ga
(




b† |G〉〈Y |+ b |Y 〉〈G|
)
. (2-20)
Para el Hamiltoniano completo,
H = Hx +Hc +Hxc. (2-21)
Este modelo será de utilidad más adelante en la sección de resultados. Para la configuración
de Voigt no se considera una base lineal, pues en este caso con una base circular el campo
magnético mezcla todos los estados generando una dinámica mucho mas compleja.
Para la configuración de Faraday el campo magnético en polarizacion circular sólo aumenta
la brecha energética entre estados, pero para la polarización lineal es el responsable de mezclar
los estados de distintas polarizaciones lineales.
2.3.2. Configuración de Voigt
Si ahora consideramos un campo magnético en dirección perpendicular a la dirección de
crecimiento del QD, digamos B = Bxx̂ entonces a partir del Hamiltoniano general (2-14), y
despreciando el término cúbico en jh[15] se obtiene el Hamiltoniano de interacción del esṕın
con el campo magnético
Hz = −µBBx(geSx − 2κJx) (2-22)
donde he obviado el sub́ındice e y el sub́ındice h para los operadores por facilidad en la
































(|⇑〉x + |⇓〉x) . (2-24)
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Con estos elementos es ahora sencillo calcular los elementos matriciales del Hamiltoniano de








(|⇑〉z|↑〉x − |⇑〉z|↓〉x)− 3κ (|⇑〉x|↓〉z + |⇓〉x|↓〉z)
]
,
tal que los elementos matriciales relacionados con este término son;
〈1|Hz|1〉 = 0 〈3|Hz|1〉 =
−µBBge
2




De esta manera, se construye una representación del Hamiltoniano en la base desnuda de
excitones









los factores giromagnéticos para el electrón y el hueco dependen de la naturaleza del QD,
valores t́ıpicos pueden ser por ejemplo gex = −0,65 y ghx = −0,35[43].
El Hamiltoniano completo del excitón para un campo magnético en la configuración de Voigt
es,
Hx = ωx(σ11 + σ22) + ωd(σ33 + σ44) +
δ1
2




− βe(σ13 + σ31 + σ24 + σ42) + βh(σ14 + σ41 + σ32 + σ23), (2-27)
Las enerǵıas de estos estados se grafican en términos del campo magnético, como se ve en la
(Figura 2-6)
A diferencia de la configuración de Faraday, no se presenta cruce en las enerǵıas y nuevamente
el campo magnético separa los niveles de enerǵıa [47, 48, 49].
2.3.3. Configuración General
Ahora se construye el modelo para un caso más general, en el cual el sistema está en una
configuración que es una mezcla de Voigt y Faraday, es decir se tiene un campo magnético
diagonal a la dirección de crecimiento, sin pérdida de generalidad y por comodidad se con-
sidera una combinación lineal de las direcciones x y z, aśı pues podemos escribir el campo


















Figura 2-6.: Niveles de enerǵıa para los estados excitónicos en función del campo magnético
para la configuración de Voigt. Estados excitónicos de luz (ĺınea azul continua) y
estados excitónicos oscuros (ĺınea negra discontinua). Los parámetros son ωx = 0,
δ0 = 0,1meV , δ1 = 0,02meV , δ2 = 0meV .
magnético como,
B = Bxx +Bzz, (2-28)





geiSei − 2κiJhi − 2qiJ3hi
)
Bi, (2-29)
se puede obtener la representacion matricial del Hamiltoniano del efecto Zeeman en la base





Bz(gez + ghz) 0 −gexBx ghxBx
0 −Bz(gez + ghz) ghxBx −gexBx
−gexBx ghxBx −Bz(gez − ghz) 0
ghxBx −gexBx 0 Bz(gez − ghz)
 .
Puede ser más interesante aunque equivalente escribir el campo magnético en coordenadas
polares como B = B (cosθx + sinθz), donde evidentemente se obtiene la configuración de
Voigt con θ = 0 y la configuración de Faraday con θ = π/2, redefinamos los coeficientes que
















aśı pues, el Hamiltoniano excitónico más general junto con la enerǵıa de intercambio se puede
expresar en términos de los operadores de la base desnuda,








− βe(σ13 + σ31 + σ24 + σ42) + βh(σ14 + σ41 + σ32 + σ23), (2-31)
Este Hamiltoniano junto con el de la cavidad Hc y su interacción Hxc son la base para la
construcción de la teoŕıa que se desarrolla en el siguiente caṕıtulo, donde los parámetros de
control principales son la dirección y la intensidad del campo magnético.
3. Modelo Teórico
Con los Hamiltonianos obtenidos para cada componente del sistema descrito anteriormente,
se construye un modelo de el sistema completo, a este se le hace un análisis de autovalores y
autovectores para analizar las enerǵıas en términos de algunos de los parámetros de control,
tales como la intensidad del campo magnético o el ángulo de inlcinación, luego, se incluyen
disipaciones y bombeos ópticos para hacer un análisis de la dinámica en cada uno de los
estados por medio de la ecuación maestra. Se muestran algunos resultados breves con el
ánimo de ilustrar como funciona el modelo propuesto, sin embargo, no se entra en detalles,
pues esto se deja para la sección de resultados.
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Para calcular el espectro de enerǵıas supongamos la base de estados definida según la ecuación
(2-10). Para una variedad de excitación N = 1 la siguiente base,
{|0, 0, 0〉, |0, 0, 1〉, |0, 1, 0〉, |1, 0, 0〉, |2, 0, 0〉, |3, 0, 0〉, |4, 0, 0〉} .
Se toman los siguientes parámetros, ωx = 0
1, ga = gb = 0,1meV , ∆s = 0, δ1 = 0,2meV ,
δ2 = 0,1meV , δ0 = 0,5meV y además consideramos resonancia ∆ = 0. Se calculan los
autovalores del Hamiltoniano de la ecuación (3-1) como función de la intensidad del campo
magnético para tres valores del ángulo de inclinación θ.
En la gráfica de la figura (3-1) se muestran las enerǵıas del sistema completo como función
de la intensidad del campo magnético para tres distintas configuraciones en su ángulo de
1Usualmente la enerǵıa de los excitones de luz respecto al estado base es del orden de 1eV, sin embargo
aqúı nos interesa la división en las enerǵıas más que sus valores nominales por lo cual para propósitos de
visualización y sin pérdida de generalidad, podemos reescalarlo a cero.
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Figura 3-1.: Enerǵıas para el sistema cavidad-punto cuántico como función del campo magnético
para tres valores distintos de su ángulo de inclinación. Estados excitónicos de luz
(ĺınea azul continua) y estados excitónicos oscuros (ĺınea negra discontinua). Para
cada gráfica se muestra en la parte lateral la dirección de B. (a) Configuración de
Faraday θ = π/2, (b) configuración intermedia θ = π/4 y (c) Configuración de Voigt
θ = 0. Se ha tomado ga = gb = 0,1meV , ∆s = 0 ,δ1 = 0,2meV , δ2 = 0,1meV ,
δ0 = 0,5meV , ωx = 0 y ∆ = 0.
inclinación. A pesar de que en realidad son 7 autovalores, 3 de ellos son muy cercanos a
cero, por lo cual se muestran los 4 restantes y se desprecian los demás para no saturar la
figura. No es correcto pensar en cada autovalor como enerǵıas de los estados individuales,
pues existen interacciones que mezclan los estados y el resultado de la enerǵıas pertenece
a todo el sistema como un colectivo. Cada una de los autovalores recibe una contribución
de cada uno de los estados, es decir, cada estado aporta un contribución diferente a cada
uno de los autovalores mostrados en la figura de la gráfica (3-1), esta puede ser cuantificada
por medio de los coeficientes de Hopfield. Aunque no es correcto afirmar que un autovalor
del Hamiltoniano total pertenece a un estado particular, si es posible asociarlos a uno de
ellos, pues su contribución puede ser mayor que los demás. Por ejemplo, si comparamos los
autovalores de los estados excitónicos en la configuración de Faraday de la figura (2-5) con
los resultados dados en la figura (3-1a) se observa tal asociación, donde el comportamiento
de los cuatro autovalores se abren de la misma manera cruzándose uno de los BE con uno
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de los DE, como se espera en esta configuración, pues el campo magnético no es capaz de
entrelazar dichos estados. La gráfica en la figura (3-1c) muestra el caso en el cual B está en la
configuración de Voigt, en este caso la forma de los autovalores difiere considerablemente de
los mostrados en la figura 2-6, lo cual es evidencia de que para este caso hay una interacción
más fuerte entre los estados del sistema, aqúı se elimina el cruce de los estados BE con los
DE, pero se observa una interacción fuerte entre los dos DE para B ∼ 9T . Finalmente, la
figura (3-1b) muestra un caso intermedio, donde B es diagonal con un ángulo de π/4, en
este caso también se elimina el cruce de los estados BE con los DE, pero hay un interacción
entre uno de los estados BE con uno de los DE. Con esto podemos concluir que el ángulo y
la intensidad del campo magnético modifican de manera importante el espectro de enerǵıas
del sistema completo y que además, la intensidad de B separa las enerǵıas entre todos los
estados, generando interacciones cuando existe una componente del campo en el plano que
contiene los puntos (Bx).
Ahora veamos para un valor fijo del campo magnético el comportamiento de las enerǵıas del
sistema en función de su inclinación. En la gráfica de la figura (3-2), vemos las enerǵıas como
función del ángulo de inclinación del campo magnético y en resonancia ∆ = 0. Lo primero
que cabe notar del comportamiento de las enerǵıas es su simetŕıa respecto a θ = π/2, esto es
claro debido a que el QD tiene una simetŕıa rotacional alrededor del eje z, por otro lado ob-
servamos como no hay cruce en estos autovalores, esto nos indica que existe una interacción
en todos los estados, entre la cavidad y el QD dada por la constante g, y entre los excitones
dada por el campo magnético B, además se observa una interacción máxima entre uno de
los BE con uno de los DE para un valor de θ ≈ 1,1 rad y su simétrico.
Los autovalores del Hamiltoniano total no son el mejor indicativo de las contribuciones de la
enerǵıa de cada estado, para ello es mejor calcular los autovectores como una combinación
lineal de los estados de la base desnuda, tal que sus coeficientes de expansión (Coeficientes de
Hopfield) son un mejor indicativo de cual es el aporte de cada estado a las enerǵıas medidas
en el laboratorio. A partir del Hamiltoniano general (3-1), se calculan los autovectores del
sistema |Ai〉 tal que H|Ai〉 = Ei|Ai〉, la base en la cual se ha construido el Hamiltoniano es
(Para una máxima excitación de N = 1);
V = {|000〉, |001〉, |010〉, |100〉, |200〉, |300〉, |400〉} , (3-2)
donde espećıficamente se tiene que |000〉 = |V1〉 es el estado en el no hay excitón ni fotones
en la cavidad, |001〉 = |V2〉 y |010〉 = |V3〉 son los estados en los cuales no hay excitón y existe
un fotón en la cavidad de polarización derecha e izquierda, repectivamente, |100〉 = |V4〉 y
|200〉 = |V5〉 representan excitones de luz de polarización derecha e izquierda y cero fotones
en la cavidad y |300〉 = |V6〉 y |400〉 = |V7〉 son los excitones oscuros sin fotones en la cavidad.
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Figura 3-2.: Enerǵıas para el sistema cavidad-QD como función del ángulo de inclinación del
campo magnético con ∆ = 0 y B = 4T . Ea, Eb son las enerǵıas asociadas a la
cavidad, E1, E2 son las enerǵıas asociadas a los BE y E3, E4 las enerǵıas asociadas
a los DE.





|cij|2 representa la probabilidad de que al medir el estado |Ai〉 este ocupe el estado |Vj〉 y
son conocidos como los coeficientes de Hopfield. Para el conjunto de parámetros definidos
anteriormente se realizan las gráficas de los coeficientes de Hopfield para algunos de los
autovalores {|A1〉, |A2〉, |A4〉, |A6〉} en función de la dirección del campo magnético como se
ve en la gráfica de la (Figura 3-3)
Nuevamente, se observa una simetŕıa alrededor de θ = π/2 y cada función representa la
probabilidad de ocupación de uno de los estados originales. Interpretemos uno de estos
resultados, por ejemplo el caso en el cual se mide el sistema para el estado |A2〉, cada una
de las 7 curvas de la gráfica de la Figura (3-3 b) representa la probabilidad de que al
medir el sistema en el estado |A2〉 esté en uno de los estados |Vi〉. Nótese la consistencia
de los resultados, pues de la gráfica (3-3 b) el estado |A2〉 recibe la mayor contribución del
estado |V5〉 en el cual el sistema no tiene fotones en la cavidad y hay un excitón de luz con
polarización izquierda, y desde luego |A2〉 tiene como autovalor la enerǵıa E2 de la gráfica
de la figura (3-2), la cual es la enerǵıa que se asocia con el estado del excitón de luz |2, 0, 0〉.
El siguiente estado más probable al efectuar dicha medida, es aquel en el cual el sistema
se encuentra con un fotón en la cavidad de polarización derecha y no hay excitación en la
materia (ĺınea roja |V2〉), y finalmente se observan los otros estados menos probables cuya
interpretación es igual.
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Figura 3-3.: Coeficientes de Hopfield en función del ángulo para ∆ = 0 y B = 5T , para los
autovectores A1, A2, A4 y A6.
3.2. Disipativo
Con el propósito de generar dinámica en el sistema debe incluirse un bombeo externo, este
se puede implementar en la materia o en la cavidad, además, puede ser coherente incluido en
el Hamiltoniano (Ω) o incoherente incluido como una disipación (P ). El bombeo coherente
hacia la cavidad lo denotamos como (Ωa,Ωb) para cada polarización, y si este se dirige hacia
el excitón lo denotamos como (Ωx,Ωy). Este puede modelarse de la siguiente manera,
H ′L = Ωa(t)(ae




iωLt) + Ωy(t)(σY Ge
−iωLt + σGY e
iωLt), (3-3)
donde a (b) es la polarización de los fotones que se acoplan con los excitones de luz x (y),
ωL es la frecuencia del láser, Ωi(t) (i = a, b, x, y) describe que tan eficientemente puede ser
bombeado el sistema, y puede ser constante (cw), o variable, en tal caso tomamos una forma
Gaussiana Ωi(t) = Ω0iexp [−(t− tc)2/2τ 2] (i = a, b, x, y), donde Ω0i es la envolvente del
pulso, tc es el centro temporal y τ la duración del pulso. En el marco de referencia rotante
con una transformación unitaria es posible eliminar la fase armónica a cambio de un ajuste
en las frecuencias centrales para la cavidad y el QD ver anexo [A.2], en tal caso se incluye el
láser en el Hamiltoniano como,
HL = Ωa(t)(a+ a
†) + Ωb(t)(b+ b
†) + Ωx(t)(σXG + σGX) + Ωy(t)(σY G + σGY ), (3-4)
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siempre y cuando las frecuencias se cambien como, ωx → ∆xL = ωx − ωL y ωa/b → ∆cL =
ωa/b − ωL = ∆xl − ∆, en este caso ∆ es la desintońıa entre la cavidad y el excitón que
funciona como una parámetro de control adicional. Con todo esto presente, el Hamiltoniano
del sistema incluyendo el bombeo coherente es,
H = (ωa − ωL)a†a+ (ωb − ωL)b†b
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†) + Ωb(t)(b+ b
†)
+ Ωx(t)(σXG + σGX) + Ωy(t)(σY G + σGY ). (3-5)
Se incluye ahora disipación y mecanismos de bombeo incoherente sobre el sistema consi-
derando el Hamiltoniano de la ecuación (3-5), en este punto existen muchas variantes que
se pueden tener en cuenta, por ejemplo la base que se tome para los estados, la clase de
bombeo que se incluya o las caracteŕısticas del campo magnético. La disipación y el bombeo
incoherente se incluyen como términos en el superoperador de Lindblad[20],
D [L] = LρL† − 1
2
(L†Lρ+ ρL†L).
Para obtener la dinámica, se soluciona numéricamente la ecuación maestra donde se asume
una aproximación markoviana [20],
dρ
dt
= −ı[H, ρ] + κaD [a] + κbD [b] + γxD [σ01] + γyD [σ02]
+ Pa(t)D [a
†] + Pb(t)D [b
†] + Px(t)D [σ10] + Py(t)D [σ20], (3-6)
κa, κb es la tasa de pérdida de fotones desde la cavidad, γx, γy es la tasa de pérdida de fotones
que escapen desde el QD, Pa(t), Pb(t) es el bombeo incoherente de fotones a la cavidad y Px(t)
y Py(t) es el bombeo incoherente de excitones. Los bombeos serán constantes o pulsados, en
el segundo caso se tomará una forma gaussiana[19],








(i = a, b, x, y), (3-7)
donde Pi0, Ωi0 representan que tan intenso es el pulso, t0 es el tiempo alrededor del cual se
ubica y τ es la duración del pulso. Es importante mencionar que en este trabajo se implementa
sólo un pulso a la vez, no se considera nunca la acción de dos pulsos simultáneamente y
que a menos que se diga expĺıcitamente lo contrario, siempre se tomará como condición
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incicial aquella en la cual el sistema se encuentra en el estado fundamental, es decir ρ(0) =
|0, 0, 0〉〈0, 0, 0|. Solucionando la ecuación maestra (3-6) es fácil obtener el valor medio de









〈σii〉 = Tr [σiiρ] , (3-8)
obteniendo aśı, por ejemplo, el número medio de fotones presentes en la cavidad o la proba-
bilidad de ocuapción de algún estado. A continuación, a modo de ejemplo, se presentan dos
casos particulares para solucionar la ecuación maestra, el primero para un bombeo continuo
y en una base de estados con polarización circular y el segundo caso para un bombeo pulsado
en una base lineal.
3.2.1. Polarización circular
En analoǵıa a lo hecho en la referencia [20] y tomando parámetros similares para observar
la relación entre las dos dinámicas, se considera un bombeo incoherente y continuo hacia
el excitón (Px). En el régimen de acople fuerte, donde se cumple 2g/κ ≥ 1 y bombeo débil
donde se cumple que (P + γ) ∼ 2κ se pueblan sólo las primeras variedades de excitación,
es decir, para estos parámetros es suficiente considerar un número bajo para la variedad
de excitación máxima, aqúı se toma N = 3, un valor mayor a este no modifica de forma
importante la f́ısica de la simulación. La base de estados |α, n,m〉 para N = 3 tiene 34
elementos, los cuales se reducen para una mejor visualización de los resultados. Se define los
estados simplificados |α, l〉, donde l es el número total de fotones en las dos polarizaciones
(l = n + m), y α son los estados del excitón. De esta manera, la probabilidad de que la
cavidad tenga l fotones y el QD esté en el estado α es 〈α, l|ρ|α, l〉, tal que definimos,
Gl = 〈0, l|ρ|0, l〉 Xl = 〈1, l|ρ|1, l〉 Y l = 〈2, l|ρ|2, l〉 Dl = 〈3, l|ρ|3, l〉 Fl = 〈4, l|ρ|4, l〉
Estas poblaciones se muestran en las tres gráficas de la figura (3-4), donde se ha considera-
do tres disposiciones para el ángulo de inclinación similar a como se ha venido trabajando.
Nótese la similitud de la gráfica superior en (3-4) con la gráfica (?? b) de la referencia [20],
esto se debe a que el campo magnético en la configuración de Faraday es el que genera la
mı́nima mezcla entre estados excitónicos como ya se mostró en el caṕıtulo pasado, sin embar-
go, como puede observarse en las gráficas del medio e inferior de la figura (3-4) al cambiar el
ángulo de inlcinación hasta llegar a la disposición de Voigt el comportamiento de los estados
se aleja del resultado estandar mostrado en la figura (?? b), lo cual es consecuencia de una
mayor interacción generada por el campo magnético externo aplicado en el plano. Como era
de esperar, los excitones oscuros sólo hacen presencia cuando el campo magnético tiene una
componente perpendicular, siendo el estado D0 el más notorio cuando θ = 0, además, este
toma su máximo valor para t ∼ 5 ps, valor para el cual también X0 disminuye un poco, esto
es una muestra de la interacción entre estado de luz y estados oscuros que genera B en la
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configuración de Voigt.




























Figura 3-4.: Probablidad de ocupación dinámica para los estados del sistema en tres configura-
ciones distintas para los ángulos de inclinación del campo magnético. Se ha tomado
P = 1meV , g = 1meV , γ = 0,1meV , B = 5T , κ = 0,5meV y ∆ = 5meV .
Por otro lado, también cabe notar que la relación entre el bombeo y las disipaciones intentan
llevar el sistema a un régimen estacionario, esto es más notorio en la gráfica superior de la
figura (3-4), además, se comprueba que una variedad de excitación máxima de N = 3 es
suficiente, pues en la figura sólo es visible la ocupación de un único fotón en la cavidad.
La inclinación del campo magnético modifica los valores de los estados estacionarios, tal que
para la configuración de Faraday el comportamiento de las poblaciones es bastante parecido
para el caso en el cual el campo magnético es cero (1-5), excepto por la ocupación de es-
tados excitónicos de distinta polarización a la bombeada. Al acercarse el ángulo a θ = 0 se
pueblan estados excitónicos oscuros pero también quedan presentes oscilaciones remanentes
consecuencia de las interacciones internas entre los estados y las cuales son mediadas por
los factores β de las ecuaciones [2-30].
3.2 Disipativo 33
3.2.2. Polarización lineal
Supongamos ahora una base lineal y en la configuración de Faraday. Despreciando los excito-
nes oscuros solucionamos la ecuación maestra para bombeos pulsados, el objetivo es ver como
se puebla la cavidad de fotones con las dos polarizaciones cuando se implementa un bombeo
en una sola dirección de polarización. Tomamos δ1 = 0,12meV , ωa = ωb = ωL = ωx = 1 eV ,
ga = gb = 0,1meV , ∆s = 0, t0 = 50 ps, γa = γb = 0,1meV y κa = κb = 0,05meV . Se toma
un bombeo coherente a la cavidad con fotones de polarización en x, es decir, solo prendemos
Ωa(t) con Ωa0 = 2meV , en las gráficas de la figura (3-5) se observa el valor medio de los





























Figura 3-5.: Probablidad de ocupación de (a) estados excitónicos en el QD y (b) fotones en la
cavidad, se muestra además el pulso normalizado, se ha tomado B = 2T , ∆ = 0,
N = 4 y τ = 10 ps.
Llama la atención principalmente como mediante un bombeo con polarización lineal en x es
posible poblar estados excitónicos y de la cavidad con las dos polarizaciones, esto se debe
no solo a la interacción δ1 si no también a que el campo magnético en la configuración de
Faraday mezcla los estados cuando la base es lineal como consecuencia del término imagi-
nario en la ecuación (2-19), observamos que asintóticamente todas las ocupaciones caen a
cero quedando el sistema en el estado fundamental 〈σ00〉 y sin fotones en la cavidad, esto es
claro ya que el bombeo se apaga y los mecanismos de disipación llevan el sistema al estado
fundamental. También debe ser claro que la dinámica depende fuertemente del valor que
tome el campo magnético y del ancho del pulso. Este fenómeno se explora más a fondo con
otros tipos de bombeo en la sección de resultados.
La presencia de un campo magnético en la configuración de Faraday mezcla las polarizaciones
lineales ortogonales de tal manera que con un bombeo en una polariación es posible poblar
todos los estados.
4. Resultados
En este caṕıtulo, se hace uso de la teoŕıa y el sistema descrito anteriormente para mos-
trar algunos resultados teóricos obtenidos y algunas posibles aplicaciones. En general, se
toma el sistema que se ha descrito anteriormente y para distintas configuraciones del cam-
po magnético y de los bombeos sobre el sistema se estudian sus propiedades de ocupación,
entrelazamiento y emisión.
4.1. Preparación de estados oscuros mediante un campo
magnético inclinado
El resultado más concreto de este trabajo se relaciona con las poblaciones de los excitones
oscuros en presencia de un campo magnético externo inclinado, como consecuencia de esta
investigación se ha publicado en Septiembre del 2017 un art́ıculo titulado “Dark excitons in
a quantum−dot−cavity system under a tilted magnetic field” en la revista Physical review
B [1].
Para un punto cuántico inmerso en una cavidad bimodal se estudia la dinámica de los exci-
tones oscuros en presencia de un campo magnético externo y un bombeo láser. Primero
se utiliza un bombeo pulsado y variando la intensidad del campo magnético para distintos
ángulos en inclinación se halla el conjunto de parámetros que mejor favorece la población de
los DE, luego, para un bombeo continuo y utilizando el conjunto de parámetros hallados se
reporta la ocupación de los DE y se muestra que estos modifican los estados de la cavidad,
además, para un conjunto espećıfico en los valores de los parámetros es posible tener solo
DE ocupando el QD.
Se utiliza una cavidad en el interior de un micropilar con modos de polarización circular
derecho e izquierdo, en el interior se considera un sólo punto cuántico autoensamblado, todo
esto en presencia de un campo magnético externo y un bombeo láser. En la figura (4-1a) se
muestra un esquema del sistema propuesto donde además se ven los mecanismos de disipa-
ción que ya se han mencionado antes.
Para el QD se toma la base de estados {|0〉, |1〉, |2〉, |3〉, |4〉} definida en las ecuaciones (2-7)
y (2-8), tal que ellas definen el Hamiltoniano,
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Figura 4-1.: (a) Esquema del sistema propuesto donde g es la constante de interacción radiación
materia, ~B el campo magnético, γ la tasa de pérdida por emisión espontánea, κ
la tasa de pérdida por emisión estimulada y Ω(t) la tasa de bombeo coherente.
(b) Niveles de enerǵıa de los estados excitónicos en el QD. Se muestra además la
configuración de los espines para los portadores de carga que definen cada estado.
Hx = ωx(σ11 + σ22) + ωd(σ33 + σ44) +
δ1
2
(σ12 + σ21) +
δ2
2
(σ34 + σ43), (4-1)
donde se ha definido σij = |i〉〈j|. Siendo σ+ = |0〉〈1| (σ− = |0〉〈2|) el operador que baja una
excitación de polarización derecha (izquierda), se muestra en la gráfica (4-1b) los niveles de
enerǵıa para el excitón, sus interacciones y mecanismos de disipación.
El campo magnético, como ya se ha discutido, tiene el efecto de abrir las enerǵıas en los
estados excitónicos y también de mezclarlos según su orientación, el aporte al Hamiltoniano
debido a este es,
Hmag = β+(σ11 − σ22) + β−(σ44 − σ33) + βe(σ13 + σ31 + σ24 + σ42)
+ βh(σ14 + σ41 + σ32 + σ23) + αB
2(σ11 + σ22 + σ33 + σ44), (4-2)
donde esta vez se ha incluido un término adicional debido al efecto diamagnético, en este
caso α representa la constante de corrimiento diamagnético y su efecto es notable sólo para
campos magnéticos intensos [17, 52]. Adicional a esto también se define el Hamiltoniano de




†σ01 + aσ10) + ωbb
†b+ gb(b
†σ02 + bσ20), (4-3)
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y para el bombeo,
Hpump = Ωa(t)(ae
ıωLt + a†e−ıωLt) + Ωb(t)(be
ıωLt + b†e−ıωLt). (4-4)
Para la amplitud de este último se toma una forma Gaussiana Ωi(t) = Ω0iexp [−(t− tc)2/2τ 2]
(i = a, b), donde Ω0i es la máxima amplitud del pulso, tc el valor central temporal y τ el
valor cuadrático medio (duración del pulso). El Hamiltoniano total que describe este sistema
en un sistema de referencia rotante con la frecuencia del láser (ver anexo [A.2]) es,
H = HQD +Hmag +Hcav +Hpump
H = (ωx − ωL)(σ11 + σ22) + (ωd − ωL)(σ33 + σ44) +
δ1
2




+ β+(σ11 − σ22) + β−(σ44 − σ33) + βe(σ13 + σ31 + σ24 + σ42)
+ βh(σ14 + σ41 + σ32 + σ23) + αB
2(σ11 + σ22 + σ33 + σ44)
+ (ωa − ωL)a†a+ ga(a†σ01 + aσ10) + (ωb − ωL)b†b+ gb(b†σ02 + bσ20)
+ Ωa(t)(a+ a
†). (4-5)
La disipación se incluye como términos en el superoperador de Lindblad y se obtiene aśı la
ecuación maestra bajo una aproximación markoviana,
dρ
dt
= −ı[H, ρ] + κaD [a] + κbD [b] + γ1D [σ01] + γ2D [σ02] + γ3D [σ03] + γ4D [σ04] (4-6)
donde D [L] = LρL† − 1
2
(L†Lρ + ρL†L) es el superoperador de Lindblad, los valores κi son
la tasa de pérdida de fotones desde la cavidad con las dos polarizaciones y γi las tasas de
pérdida de fotones desde el excitón1. Este sistema se resuelve truncando la base de estados
de tal manera que el número medio de fotones en la cavidad no cambie al aumentar la base.
Los parámetros que se fijan para resolver el problema son, δ0 = 0,2 meV, δ1 = 0,18 meV,
δ2 = 0,05 meV, ghx = −0,35, ghz = −2,2, gex = −0,65, gez = −0,8, ga = gb = 100 µeV,
κa = κb ∼ 100 µeV, γ1 = γ2 = 1 µeV, γ3 = γ4 = 0,1 µeV y α = 20 µeV/T 2.
Primero se calcula el espectro de enerǵıas de los estados excitónicos en función de la inten-
sidad del campo magnético para un ángulo de inclinación de θ = π/3, en la gráfica inferior
de la figura (4-2) se muestran los cuatro autovalores y en los páneles superiores se muestra
la composición en términos de la base desnuda para cada autovalor.
Para un campo magnético cero, λ0 y λ1 son combinación equiprobable de los estados oscuros
|3〉 y |4〉, y λ2 y λ3 son combinación equiprobable de los estados de luz |1〉 y |2〉. Al aumen-
tar el campo magnético los autovalores comienzan a ser combinación de otros estados, en
1Nótese que en este caso se ha incluido tasa de pérdida de los DE, aunque su valor es menor que el de los
BE y considerarlos no afecta mucho la f́ısica del problema, pues ambos son pequeños comparados con los
valores κ.
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Figura 4-2.: Espectro de enerǵıas de los estados excitónicos. En el panel inferior se muestran los
cuatro autovalores y en los cuatro paneles superiores se muestran los coeficientes de
Hopfield de cada autovalor en función del campo magnético. Se ha tomado θ = π/3.
B ∼ 2T existe una interacción fuerte entre λ1 y λ2 lo cual se observa en el recuadro del panel
inferior, esto es consecuencia de un cambio en las probabilidades del estado oscuro |4〉 con el
estado de luz |1〉 y en B ∼ 6T hay una interacción un poco más débil entre las enerǵıas λ1
y λ0 lo cual es consecuencia de un cambio en las probabilidades del estado oscuro |3〉 con el
estado de luz |1〉. Son precisamente estas interacciones entre los estados excitónicos de luz
y oscuros generados por el campo magnético en el plano las cuales permiten poblar los DE
por medio de la interacción radiación materia que involucra directamente los BE.
Para generar dinámica se toma un bombeo pulsado en resonancia con los modos de la cavidad
(ωL = ωa = ωb), la base de estados se trunca hasta un máximo de 20 fotones en la cavidad,
un valor mayor a este no afecta de forma significativa los resultados. Se implementa un pulso
de polarización derecha con una duración de τ = 10ps y se analiza los valores esperados de
los operadores en el QD en un tiempo posterior (tf = 60ps) en función de la intensidad del
campo magnético y su ángulo de inclinación. Los parámetros utilizados son, Ω0a = 50 µeV,
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τ = 10 ps, tc = 30 y ∆ = −0,5 meV. Esto se muestra en la gráfica de la figura (4-3) don-
de se observa que el DE σ33 tiene un ocupación máxima para B ∼ 7T y un ángulo de θ ∼ π/3.
Figura 4-3.: Valor medio de los operadores excitónicos en función del campo magnético y su
ángulo de inclinación.
En la gráfica de la figura (4-4) se muestra el valor medio de los operadores de la cavidad
y del QD en el estado estacionario en función de la intensidad del campo magnético para
un ángulo de inclinación de π/3. En la figura (4-4 a) se ha utilizado un bombeo derecho
Ωa = 200 µeV, Ωb = 0 y θ ' π/3, y en la figura (4-4 b) un bombeo izquierdo Ωa = 0,
Ωb = 200 µeV y θ ' 0,1π. Nótese como los estados en la cavidad se modifican fuertemente
con la presencia de los estados en el QD, creciendo cuando aumenta la probabilidad de
ocupación de un DE y disminuyendo cuando aumenta la ocupación de un BE, además, para
algún valor en la intensidad del campo magnético un estado oscuro es máximo y se suprime
totalmente los BE, es decir, para una elección adecuada de los parámetros es posible ocupar
los estados excitónicos solamente con estados oscuros, por ello, a pesar de que no interactúan
directamente con la luz, en presencia de un campo magnetico externo con alguna componente
en el plano los estados excitónicos oscuros deben tenerse presentes en la dinamica total del
sistema, pues su presencia modifica no sólo los estados en el QD si no también los estados
en la cavidad.
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Figura 4-4.: Valor medio de los estados del punto y de la caviad en el régimen estacionario como
función del ángulo de inclinación. (a) para un bombeo derecho y (b) para un bombeo
izquierdo.
4.2. Interruptor de polarización inducido por un campo
magnético en la configuración de Faraday
Para un punto cuántico inmerso en una microcavidad eĺıptica óptica y con un campo magnéti-
co externo, se reporta la ocupación del número medio de fotones cuando la cavidad ha sido
excitada con un bombeo láser. Encontramos que la polarización de los fotones al interior de
la cavidad depende fuertemente de la intensidad del campo magnético B y de la desintońıa
δL entre la cavidad y el láser. Hemos encontrado que para una base lineal, es posible que los
fotones en la cavidad roten su polarización en ángulos cercanos a π/2 (rotación de Faraday),
es decir, el sistema se comporta como un interruptor de polarización (switch-polarization).
Como conclusión se reporta el mejor conjunto de párametros que permiten este cambio en la
polarización en términos de la desintońıa y de la intensidad del campo magnético. Además,
se reporta la figura de mérito y la rapidez del interruptor de polarización. El sistema que
se considera aqúı es igual al que se ha venido trabajando pero con un par de diferencias,
primero, suponemos una microcavidad en forma de pilar ciĺındrico eĺıptico, lo cual permite
levantar la degeneración de la base circular y considerar de forma más apropiada una base
lineal. Segundo, el campo magnético está en la configuración de Faraday, por lo cual sólo se






Figura 4-5.: Esquema que representa el sistema propuesto. Un campo magnético ~B paralelo a la
dirección de crecimiento de la heteroestructura se utiliza como parámetro de control
de los cambios en las polarizaciones de la luz en un micropilar asimétrico. κ y γ Son
las tasas de decaimiento de la cavidad y del punto, respectivamente, Ω representa el
bombeo láser el cual es coherente y hacia la cavidad.
El Hamiltoniano que se considera en la base lineal para el punto cuántico tiene la forma,
HQD = ω1σ11 + ω2σ22 +
δ1
2
(σ12σ21 − σ21σ12) , (4-7)
como antes, se tiene definido el operador de proyección como, σij = |i〉〈j|, donde |0〉 repre-
senta el estado de cero excitaciones, |1〉 representa el estado de una excitación en el punto
con polarización horizontal2 (excitón-h) y |2〉 representa el estado de una excitación en el
punto con polarización vertical (excitón-v), también, se ha tomado δ1 = ω2 − ω1 = 100µeV
y ω0 ≡ (ω1 + ω2)/2. El Hamiltoniano debido al campo magnético incluyendo el corrimiento
diamagnético es,
Hmag = iβ(σ12 − σ21) + αB2(σ11 + σ22), (4-8)
β = µBB(gez + ghz)/2, donde µB = 57,9 µeV/T es el magnetón de Bohr, gez y ghz son los
factores-g en la dirección z, α es el coeficiente de corrimiento diamagnético[17, 52, 53]. Los
valores usados son, ghz = −2,2, gez = −0,8, α = 20µeV/T 2, estos son valores t́ıpicos para
puntos cuánticos de InAs/GaAs[15].




†σ01 + aσ10) + ωbb
†b+ gb(b
†σ02 + bσ20), (4-9)
2En la literatura se expresa la polarización lineal como polarización-x, polarización-y o tambien como
polarización-h (horizontal), polarización-v (vertical).
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donde a† (b†) es el operador de creación de fotones con polarización horizontal (vertical)
al interior de la cavidad, los conoceremos también como fotones-h (fotones-v). ga (gb) es la
intensidad de la interacción con los excitones de igual polarización. Tomamos ga = gb = 100
µeV, ωb − ωa = 200µeV , ωc = (ωa + ωb)/2 y la relación entre las enerǵıas del punto y la
cavidad queda establecida con ωc − ω0 = 0,5meV . Para definir todas las enerǵıas se fija
ωb = 1 eV .
Se bombea externamente la cavidad con un láser de polarización horizontal, el cual modela-
mos como,
Hpump = Ωa(t)(ae
ıωLt + a†e−ıωLt), (4-10)
donde ωL − ωc = δL define la frecuencia del láser. Ωa(t) es la intensidad en el bombeo a
la cavidad, la cual puede ser constante o pulsada, en el último caso se tomará una forma
gausiana Ωa(t) = Θaexp [−(t− tc)2/2τ 2], siendo Θa el máximo valor del pulso, tc el centro
temporal y τ el ancho. De esta manera, el Hamiltoniano completo es,
H = HQD +Hmag +Hcav +Hpump. (4-11)
Con este último se resuelve la ecuación maestra bajo la aproximación de Born-Markov,
dρ
dt
= −ı[H, ρ] + κhD [a] + κvD [b] + γ1D [σ01] + γ2D [σ02], (4-12)
donde D [L] = LρL†− 1
2
(L†Lρ+ρL†L) es el superoperador de Lindblad. κh = κv = 20µeV es
la tasa de pérdida de fotones, horizontales y verticales, respectivamente. γ1 = γ2 = 2µeV es
la tasa de pérdida de excitones, horizontales y verticales, respectivamente. Solucionando la
ecuación maestra para ρ(t) es fácil ahora encontrar el valor esperado de cualquier operador,










Primero consideremos un bombeo continuo con una intensidad de Ωa(t) = 10µeV . En las
gráficas de la Fig.4-6 se muestra el número medio de fotones en función de la intensidad del
campo magnético y la desintońıa δL en el estado estacionario.
Lo primero que cabe resaltar aqúı es que para campo magnético cero, el número medio de
fotones-v en la cavidad es nulo, pues el sistema se ha bombeado con estados-h, entonces, el
fenómeno de poblar la cavidad con una polarización distinta a la bombeada, en este caso,
es debido exclusivamente al campo magnético. Este es precisamente uno de los objetivos de
este trabajo, encontrar un conjunto de parámetros que aumente la polarización de fotones-v
en la cavidad cuando el sistema se bombea con fotones-h. Por otro lado, nótese como el
aumento en el campo magnético viene acompañado de un aumento en el número medio de
fotones-v, existiendo regiones en las cuales la polarización es exclusivamente vertical.
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Figura 4-6.: Número medio de fotones en el estado estacionario para las dos polarizaciones en
función del campo magnético y la desintońıa. Se ha tomado un bombeo continuo
con una intensidad de de 10µeV
En la gráfica de la Fig.4-7 se muestran un corte transversal de la gráfica anterior, mostrando
que, por ejemplo, para δL ∼ 0,2meV es mayor el número medio de fotones-v. Un interruptor
permite cambiar las propiedades f́ısicas de un sistema, en este caso pensamos en cambiar po-
larización de los fotones al interior de la cavidad mediante variaciones en el campo magnético
y la frecuencia del laser. El grado de polarización se define como,
P =
〈a†a〉 − 〈b†b〉
〈a†a〉+ 〈b†b〉 . (4-14)
Esta función establece cual es la polarización dominante de los fotones al interior de la
cavidad, donde P → 1 cuando domina la polarización de fotones-h y P → −1 cuando
domina la polarización de fotones-v. En la Fig.4-8 se reporta el grado de polarización del
interruptor como función del campo magnético y de la desintońıa del laser y la cavidad. Esta
figura muestra la eficiencia del dispositivo (figura de mérito), siendo las regiones oscuras
aquellas que favorecen el cambio en la polarización.
Una vez que ya tenemos valores para los parámetros que permiten el cambio en la polari-
zación, utilizamos ahora un bombeo pulsado para analizar el comportamento de los fotones
en la cavidad. En la gráfica de la Fig.4-9, se observa el cambio en la polarización en función
4.2 Interruptor de polarización inducido por un campo magnético en la configuración de
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Figura 4-7.: Número medio de fotones en funcion de la desintonia δL con B = 3,75T . Régimen
estacionario para un bombeo continuo, horizontal y hacia la cavidad de 10µeV .
Figura 4-8.: Grado de polarización en función de la frecuencia del laser y del campo magnético.
del tiempo. Un bombeo pulsado de fotones-h excita principalmente los fotones-h en la cavi-
dad al mismo tiempo que el pulso (como es de esperar). Sin embargo, cuando el bombeo se
apaga, los fotones-h decaen rápidamente dando lugar a la aparición de fotones-v, es decir, la
polarización ha cambiado. Además, de esta gráfica podemos medir la rapidez del interruptor,
la cual es del orden de τs ∼ 20 ps. La implementación de un campo magnético externo que
permita cambiar la polarización de los fotones es un dispositivo con aplicaciones prácticas,
por ejemplo, en la generación de compuertas lógicas y otras aplicaciones en la computación
cuántica.
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Figura 4-9.: Ocupación de los fotones al interior de la cavidad en función del tiempo para un
bombeo pulsado. En el pánel superior se muestra la forma del bombeo con, Θa =
0,1meV , τ = 8 ps y tc = 30 ps.
4.3. Capacitor óptico mediante un campo magnético
pulsado
Hasta este punto se ha considerado siempre el campo magnético constante, a pesar de que se
ha variado su dirección e intensidad, esta variación no se ha hecho de una forma dinámica.
En esta sección se considera un QD inmerso en una cavidad bimodal descrita con una base
circular y un campo magnético de intensidad variable en el tiempo como un pulso gaussiano,
además, para generar dinámica se considera un bombeo coherente pulsado a la cavidad con
fotones de polarización derecha,









El objetivo es configurar el sistema de tal manera que al bombear la cavidad con foto-
nes de polarización derecha esta enerǵıa se almacene en los DE presentes en el QD, y que
luego esta pueda ser extraida en un tiempo posterior. Usamos los siguientes parámetros
ωc = ωL = 1 eV , ∆ = 0,4meV , δ0 = 0,25meV , t0 = tB = 30 ps, N = 4, γa = γb = 0,01meV ,
δ1 = 0,12meV y δ2 = 0,05meV . Fijando estos parámetros quedan libres la intensidad del
campo magnético, el ángulo de inlcinación y la duración del pulso. En la gráfica de la figura
(4-10) se muestra el valor medio de los operadores en el excitón para las dos configuraciones
que define el ángulo de inclinación. Se ha resuelto la ecuación maestra (3-6) con el bombeo
y los parámetros propuestos para un campo magnético pulsado y un tiempo de integración
de T = 400 ps, después se ha calculado el valor medio dinámico de cada operador en el QD








































Figura 4-10.: Probabilidad de ocupación para los estados excitónicos en el QD, (a) cuando el
campo magnético está en la configuración de Faraday (θ = π/2) y (b) cuando el
campo magnético está en la configuración de Voigt (θ = 0), en ambos casos se ha
tomado B0 = 8T y τ = τB = 5 ps.
como, 〈σii〉(t) = tra[ρ(t)σii].
Lo primero que debemos entender de esta gráfica es que en la configuración de Faraday fi-
gura (4-10 a) no es posible poblar los estados excitónicos oscuros mediante bombeo alguno,
y esto se debe a que el campo magnético paralelo no mezcla los estados BE con los DE,
sólo divide las enerǵıas. El bombeo coherente puebla la cavidad con fotones de polarización
derecha, estos intercambian población con los estados σ11 por medio de la interacción radia-
ción materia ga, los estados σ11 intercambian población con los estados σ22 por medio de la
interacción δ1, este intercambio es el que se observa en la gráfica como unas oscilaciones de
Rabi entre los dos BEs, finalmente los procesos de disipación llevan estos dos estados a cero
siendo el estado base el único que sobrevive en el régimen estacionario. En la configuración
de Voigt figura (4-10 b), además de los procesos descritos para el primer caso, también
existe un proceso adicional mediado por el coeficiente βe y βh (presentes sólo si θ 6= π/2) el
cual mezcla los estados BE con los DE, razón por la cual en este caso aparecen oscilaciones
pero esta vez entre los dos DEs. Después de un tiempo el bombeo y el campo magnético se




























Figura 4-11.: Probabilidad de ocupación para los estados excitónicos en el QD cuando se aplica
un campo magnético pulsado inclinado θ = 0,8 rad, se ha tomado B0 = 8T y
τ = τB = 5 ps.
entonces oscilaciones de Rabi estables debido a que ya no tienen un medio por el cual decaer.
Los procesos de disipación llevan el sistema al estado fundamental pero esto no ocurre en la
configuración de Voigt, pues los excitones oscuros no radian enerǵıa3 y debido a que el campo
magnético eventualmente se apaga, entonces no existe ningún mecanismo de interacción que
lleve los estados oscuros a decaer.
Veamos ahora que sucede para un caso intermedio4, por ejemplo θ = 0,8 rad. En la gráfica
de la figura (4-11) se observa como mientras el campo magnético y el pulso estén prendidos
hay un intercambio de enerǵıa entre los estados, pero cuando se apagan, los estados de luz
decaen y quedan los estados oscuros oscilando con un intercambio de enerǵıa debido a la
interacción δ2, pero sin decaer [54], para este ángulo en particular la intensidad de los estados
oscuros es mayor que en cualquiera de los dos casos de la figura 4-10 5.
Una idea interesante es pensar que estos estados que no decaen nos permitan guardar enerǵıa
3En realidad interactuan muy débilmente con la radiación, su tiempo de vida media es mucho mayor que
los excitones de luz.
4Este ángulo se ha encontrado buscando maximizar el efecto de poblar los DE.
5Las dos componentes del campo magnético son importantes, en Voigt se permite la mezcla de estados,
pero en Faraday cada estado mantiene su individualidad.
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(o información), la cual pueda extraerse eventualmente con otro campo magnético, es decir,
utilizar un primer campo como un interruptor que abre los estados excitónicos, un bombeo
pulsado como la fuente de enerǵıa y finalmente un segundo campo pulsado que permita extrer
la enerǵıa en cualquier otro instante [55, 56, 57, 58, 32]. Supongamos los mismos parámetros
fijos tomados anteriormente y dos campos magnéticos pulsados los cuales se pueden modelar
como,




i = 1, 2, (4-16)
de magnitudes B10 = B20 = 8T aplicados en distintos tiempos t1 = 30 ps, t2 = 300 ps y
de distintas duraciones τ1 = 5 ps y τ2 = 10 ps, en la gráfica de la figura 4-12 se observa
como el primer campo permite almacenar la enerǵıa en los excitones oscuros, y el segundo
campo extrae la enerǵıa al permitir interactuar los estados oscuros con los estados de luz
y aśı decaer al estado fundamental, este arreglo ofrece el gran atractivo de guardar enerǵıa
e incluso información en dispositivos óptico-cuánticos. Las ventajas de hacerlo aśı son que
para acceder al sistema se hace por medio de luz y no por medio de corrientes que disipen
tanta enerǵıa, además, sus dimensiones son nanométricas y sus tiempos de respuesta muy
cortos, su desventaja actualmente seŕıa la de poder implementar de forma experimental un
campo magnético que pueda variar en unos tiempos tan cortos [59, 60] (∼ ps). Lo que aqúı
se ha planteado es esencialmente un dispositivo óptico-cuántico para almacenar enerǵıa en
forma de radiación, un capacitor cuántico.
4.4. Transferencia de enerǵıa entre dos puntos cuánticos
a través de un campo magnético
Supongamos un sistema en el cual dos puntos cuánticos interactúan con una cavidad bi-
modal pero no entre ellos, hacemos referencia a estos como, Q con una enerǵıa ω1x y P con
una enerǵıa ω2x. La cavidad bimodal permite almacenar fotones de polarización derecha 〈n〉
y fotones de polarización izquierda 〈m〉, en ambos casos con enerǵıa ωc = 1 eV . Usamos
un láser de frecuencia ωL para bombear la cavidad coherentemente y de forma continua
(cw) con fotones de polarización derecha y una intensidad constante Ωa(t) = 0, 2meV . El
Hamiltoniano que describe esta situación ya se ha construido según las ecuaciones (3-5) y
(2-12). De esta manera se soluciona la ecuación maestra (3-6) utilizando los parámetros que
se consideran fijos;
δ0 = 0, 25meV , δ1 = 0, 12meV , δ2 = 0, 05meV , κa = κb = 0, 05meV , γx = γy = 0, 01meV ,
µB = 0,06meV , g
1 = g2 = 0, 2meV , ghx = −0,35, gex = −0,65, ghz = −2,2 y gez = −0,8.




















Figura 4-12.: Probabilidad de ocupación para los estados excitónicos oscuros cuando se han
aplicado dos campos magnéticos pulsados en distintos tiempos, con igual amplitud,
ambos inclinados a θ = 0,8 rad. También se muestra la forma del campo magnético
normalizada.
ω1x = ωc + ∆12 ω
2
x = ωc −∆12 ωL = ωc + ∆,
en la figura (4-13) se muestran un esquema que representa los niveles de enerǵıas.
Suponemos primero una configuración de Faraday (θ = π/2) y una resonacia entre el láser y
el primer punto cuántico (∆12 = ∆ = 0,18meV ), es decir, el sistema se configura para que
el láser env́ıe toda la enerǵıa a través de la cavidad hacia Q. En la figura (4-14) se han grafi-
cado las curvas que respresentan las probabilidades dinámicas de ocupación para los estados
de la cavidad y para los estados excitónicos de los dos puntos cuánticos. Se define Qi ≡ 〈σ1ii〉
asociado al primer punto cuántico Q y Pi ≡ 〈σ2ii〉 asociado al segundo punto cuántico P,
donde i = 1, 2 representan los BE de polarización derecha e izquierda, respectivamente e
i = 3, 4 representan los DE.
La gráfica de la figura (4-14) nos permite conlcuir dos cosas. Primero, siendo el bombeo
coherente hacia la cavidad con fotones de polarización derecha, se ha logrado poblar los dos
estados fotónicos, esto se debe simplemente a que la interacción δ1 genera un intercambio
de enerǵıa entre los BE. Segundo y más interesante es que a pesar de que se ha impuesto
resonancia entre el láser y Q, no es este el punto más ocupado, por el contrario el estado más
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Figura 4-13.: Niveles de enerǵıa de la cavidad ωc, del láser ωL y de los dos puntos cuánticos ω1x
y ω2x. No se muestra el estado base con enerǵıa cero el cual está 1eV por debajo de
los demás.
probable es que el punto cuántico P contenga excitones de luz derechos. En un principio,
se presentan oscilaciones de Rabi entre los estados, pero eventualmente el sistema llega a
un estado estacionario siendo el excitón de luz del segundo QD de polarización derecha σ211
el más probable, además nótese también como los estados oscuros tienen probabilidad nula
como era de esperarse para θ = π/2.
Con el anterior resultado y siguiendo la ruta propuesta en este trabajo, nos cuestionamos
acerca de la influencia que tiene el campo magnético en lo observado, además, todos los
estados parecen llegar a un régimen asintótico, por lo cual parece ahora interesante observar
el comportamiento estacionario para los excitones de los dos QDs en función de la magnitud
y dirección del campo magnético externo aplicado.
Primero se supone una configuración de Faraday para el mismo conjunto de parámetros que
se ha definido antes. En la gráfica de la figura (4-15a) se observan los valores de los estados
excitónicos en función de la magnitud del campo magnético en el estado estacionario. De alĺı
se puede retomar el resultado previo para B = 2T mostrado en la gráfica de la figura 4-14,
donde P1 era el estado más probable. Nótese nuevamente como los estados oscuros nunca se
pueblan como ya se ha mencionado. Lo más importante de este resultado es evidenciar el
papel que juega la magnitud del campo magnético aplicado. Para B = 0 y sabiendo que el
láser env́ıa fotones de polarización derecha en resonancia con Q el estado mas probable resulta
ser Q1, es decir Q excitado con un BE derecho, esto desde luego, es el resultado esperado,
sin embargo lo interesante resulta al aumentar el valor de B, pues esta transferencia directa
se pierde, y la energia comienza a transferirse hacia el segundo QD, a tal punto que para
B ∼ 6T la transferencia es casi total, aunque manteniendo bastante bien el sentido de



































Figura 4-14.: Probabilidad de ocupación (a) de los estados de la cavidad y (b) de los estados del
excitón. Se ha tomado θ = π/2 y B(t) = 2T .
dirección de B.
Supongamos ahora un valor fijo para el campo magnético y veamos la evolución de los es-
tados de materia en función del ángulo de inclinación θ. Para los mismos parámetros que se
han manejado, tomemos el campo magnético que favorece más la transferenćıa de enerǵıa
entre puntos cuánticos B = 6T según (4-15a). En la gráfica de la figura (4-15b), vemos las
ocupaciones de cada estado para los dos puntos Q y P en función del ángulo, en este caso
para θ = π/2 el estado de luz derecho de P es más probable que el de Q, recuperándose
aśı el resultado previo. Al variar el ángulo desde Faraday (θ = π/2) hasta Voigt (θ = π)
las poblaciones de los BE van acercándose más al resultado esperado en el cual Q1 es más
probable. Sin embargo, algo aún más interesante está ocurriendo ahora, y es que los DE se
están poblando rápidamente, pero este crecimiento no se da para el punto Q en resonancia
con el láser, se da para P. Para un valor de θ ∼ 2π/3 rad se encuentra que P3 es notablemente
el estado más probable.
La magnitud del campo magnético favorece la transferencia de enerǵıa entre BE de distintos
puntos cuánticos pero con igual polarización, y la dirección del campo magnético favorece la
transferencia de enerǵıa entre BE y DE de distintos QDs.
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Figura 4-15.: Estados excitónicos asintóticos para el primer punto cuántico Qi y para el segundo
punto cuántico Pi. (a) como función de la intensidad del campo magnético. Se ha
tomado θ = π/2 y (b) como función del ángulo, se ha tomado B = 2T .
4.5. Entrelazamiento para un sistema con un sólo punto
cuántico
Se toma el sistema ya descrito en una base circular y con un sólo punto cuántico acoplado
a una cavidad bimodal, se analizan las implicaciones en términos del entrelazamiento y la
pureza para distintos parámetros. Según lo descrito en el anexo [A.3], tomemos como sistemas
constituyentes el punto cuántico y la cavidad, de esta manera las medidas de entrelazamiento
nos dicen para que valores de tiempo o de otro parámetro se entrelazan este par de sistemas.
Antes de elegir un criterio de medida del entrelazamiento debemos primero saber si nuestro
sistema es mezclado o puro, esto puede ser calculado mediante la entroṕıa lineal SL(ρ) =
1− Tr(ρ2), en general para los casos considerados aqúı, los sistemas se mezclan en algunos
puntos, por lo cual es conveniente cosiderar como medida del entrelazamiento la negatividad
bajo el criterio de Peres[61].
El procedimiento es el siguiente, se soluciona la ecuación maestra bajo la aproximación de
Markov, se calcula la entroṕıa lineal y la negatividad según lo definido en el anexo [A.3] para
dos casos claramente distintos. Primero bajo un bombeo coherente constante y en el estado
estacionario como función de la desintońıa, el ángulo y la intensidad del campo magnético, y
segundo, para un bombeo incoherente pulsado se calcula la negatividad, la entroṕıa y algunas
ocupaciones en función del tiempo (dinámico) para distintos valores de θ.
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4.5.1. Entrelazamiento en el estado estacionario
A partir del Hamiltoniano de la ecuación (A-35) se soluciona la ecuación maestra (4-6) en
el estado estacionario, es decir con ρ̇(t) = 0. Esto se lleva a cabo para el siguiente conjunto
de parámetros,
δ0 = 0,2meV, δ1 = 0,18meV, δ2 = 0,05meV, ωx = 1 eV, , ωa = ωb = 1 eV + ∆ ga =
gb = 0,1meV, α = 0,2meV/T
2, κa = κb = 0,01meV, γ1 = γ2 = 0,1µeV, γ3 = γ4 = 0 y
un bombeo constante e incoherente hacia el excitón Ωx(t) = 0,2meV . Quedan libres tres
parámetros, la intensidad del campo magnético B, su inclinación θ y la desintońıa ∆.
Figura 4-16.: Entroṕıa lineal y negatividad como función de la desontońıa ∆ para un bombeo
continuo e incoherente. Se ha tomado B = 0.
Para B = 0 se ha graficado la negatividad y la entroṕıa lineal como función de la desintońıa
∆ lo cual se muestra en la figura 4-16. El perfil de estas dos curvas es t́ıpico para este tipo de
sistemas, vease la referencia [62]. Para valores cercanos a cero en la desintońıa, la entroṕıa
lineal aumenta y la negatividad disminuye, sin embargo, existe un valor, ∆ ∼ ±0,1meV
para el cual se logra máximo entrelazamiento entre la cavidad y la materia.
Ahora, fijando uno de los tres parámetros libres se analiza el comportamiento de la negati-
vidad y la pureza en función de los otros dos. Para θ = 0,8 rad, en las gráficas de la figura
4-17 se muestran la negatividad y la entroṕıa lineal en función de B y de ∆. Cabe resaltar,
que cerca de la resonancia, la entroṕıa y la negatividad tienen un comportamiento “comple-
mentario”6, es decir, los mı́nimos en la negatividad (zonas azules oscuras) corresponden a
máximos en la entroṕıa lineal (zonas amarillas) y viceversa, esto tiene sentido si pensamos
que los efectos decoherentes destruyen el entrelazamiento y a su vez mezclan los estados au-
mentando aśı la entroṕıa lineal. Finalmente, la forma poco simétrica respecto a la desintońıa
que se observa al aumentar B se debe al efecto diamagnético el cual crece como B2.
Ahora consideremos B = 5T y veamos la entroṕıa lineal y el entrelazamiento en función de
la desintońıa y el ángulo de inclinación. Lo primero que se observa es la simetŕıa respecto a
6Este no es un comportamiento general, pues el entrelazamiento no necesariamente destruye la mezcla de
estados y viceversa, sin embargo, si es un fenómeno que puede ocurrir.
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Figura 4-17.: Entroṕıa lineal y negatividad como función de la desintońıa ∆ y de la intensidad
del campo magnético B para un bombeo continuo y coherente. Se ha tomado
θ = 0,8 rad.
θ = π/2, esto se debe a que el punto cuántico se ha supuesto con simetŕıa axial, y debido a la
elección del sistema de referencia se tiene que la f́ısica es la misma para una transformación
del tipo θ → π − θ. Por otro lado, también se observa como en el caso anterior, que el com-
portamiento de la entroṕıa lineal y la negatividad es complementario, cerca a la resonancia.
Además, es claro que estas dos gráficas no son simétricas respecto a ∆ = 0, pues al parecer
el campo magnético y su ángulo de inlcinación modifican los valores.
Se han encontrado gráficas t́ıpicas de negatividad y entroṕıa lineal como las reportadas para
sistemas parecidos de qubits interactuantes con cavidades. El campo magnético modifica este
tipo de curvas y se mantiene un fenómeno interesante en el cual estas dos se complementan
entre si, tal que un aumento en la mezcla de estados se da a cammbio de una disminución en
el entrelazamiento y viceversa. En conclusión, se ha mostrado que este sistema se mezcla y se
entrelaza en ciertos puntos y que este comportamiento se modifica con el campo magnético.
4.5.2. Entrelazamiento dinámico
Tomemos un bombeo incoherente pulsado al excitón Px(t) para generar la dinámica según
la ecuación (3-7). Se consideran los siguentes parámetros fijos, ω0 = 1 eV , ∆ = ωc − ω0 =
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Figura 4-18.: Entroṕıa lineal y negatividad como función de la desontońıa ∆ y del ángulo θ para
un bombeo continuo y coherente. Se ha tomado B = 8T .
0,8meV , δ0 = 0,2meV , δ1 = 0,18meV , δ2 = 0,05meV , N = 2, ga = gb = 0,1meV ,
γx = γy = 0,1µeV , κa = κb = 0,01meV , Px0 = 0,2meV t0 = 30 ps y τ = 5 ps.
Sea ραl,βp(t) las componentes de la matriz densidad, donde los ı́ndices latinos hacen referencia
a los estados de la cavidad y los ı́ndices griegos a los estados del excitón. Una vez resuelta la
ecuación dinámica como ya se ha mencionado antes, tenemos los valores de cada componente
de ρ(t) para cada tiempo, aśı pues es fácil calcular la entroṕıa lineal, S(t) = 1−tr[ρ2(t)]. En la
gráfica de la figura (4-19) se observa el comportamiento de la entroṕıa lineal dinámica para
una inclinación intermedia entre Faraday y Voigt. De alĺı podemos observar que inicialmente
el sistema es puro, pues existe un estado bien definido que lo describe |Ψ(0)〉 = |G, 0, 0〉,
cuando el bombeo se enciende, este activa todos los mecanismos de interacción y disipación
los cuales mezclan los estados como ya se ha mostrado anteriormente, este efecto de repartir
la probabildiad de ocupación en diferentes estados se refleja en un aumento de la entroṕıa
lineal y en consecuencia en una mezcla del sistema la cual se mantiene constante cuando
nuevamente se apaga el pulso.
Para hallar la negatividad debemos transponer parcialmente la matriz ρ respecto a uno de los
sistemas, en este caso transponemos respecto al QD, aśı entonces se define la matriz σαl,βp =









Figura 4-19.: Entroṕıa lineal dinámica (ĺınea continua) para un campo magnético de B = 2T y
una inclinación de θ = π/4. También se ha graficado el bombeo pulsado normali-
zado (ĺınea punteada).





donde λi son los autovalores negativos de la matriz σ. El objetivo es analizar el entrelaza-
miento para distintos valores en la inclinación del campo magnético, para ello se grafica la
negatividad dinámica para distintos valores del ángulo entre θ = 0 (Voigt) y θ = π/2 (Fara-
day), esto se muestra en las curvas de la figura (4-20), donde nuevamente la negativivdad
es cero hasta que inicia el bombeo, después toma un pequeño valor cuya forma depende del
tiempo y del ángulo.
Llama la atención en particular las oscilaciones presentes para θ = 0,8 rad donde el entre-
lazamiento cae a cero para ciertos puntos [64], hemos querido profundizar un poco en este
régimen con el fin de encontrar el origen de estas oscilaciones. Se vaŕıan los parámetros de
magnitud y dirección del campo magnético y se observa el comportamiento de los estados
excitónicos. Se ha encontrado que para θ = 0,9 rad y B = 5T , se maximiza la ocupación de
uno de los estados de luz y uno de los estados oscuros los cuales intercambian enerǵıa con
una frecuencia que depende de B y θ. Los otros estados toman valores muy pequeños los
cuales se desprecian. En la gráfica de la figura (4-21) se muestran las oscilaciones entre el
DE 〈σ33〉(t) y el BE 〈σ11〉(t), además está presente también la negatividad N(t) como una
medida del entrelazamiento, la cual oscila con la misma frecuencia que los estados excitóni-
cos, tomando valores máximos para cuando el BE es máximo y mı́nimo para cuando el DE
es máximo, esto da a entender que la presencia de un excitón oscuro en el QD suprime los





















Figura 4-20.: Negatividad dinámica para distintos valores de inclinación del campo magnético, se
ha tomado B = 5T (la gráfica aumenta 0,1 a cada valor para observar su evolución).
Figura 4-21.: Negatividad y estados excitónicos en función del tiempo. También se muestra el
pulso normalizado. Se ha tomado B = 5T y θ = 0,9 rad.
Para un sistema conformado por un QD y una cavidad en presencia de un campo magnético
externo inclinado, la principal fuente de entrelazamiento desde el punto de vista del QD se
debe a los BE, pues son estos quienes intercambian enerǵıa con la cavidad, sin embargo,
como se vió antes la presencia de un DE modifica furtemente los estados en la cavidad, lo
cual se observa aqúı como una supresión de la negatividad.
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4.6. Entrelazamiento para un sistema con dos puntos
cuánticos
Se incluyen ahora medidas de entrelazamiento para dos puntos cuánticos acoplados inde-
pendientemente a una cavidad bimodal. Desde luego, también se implementa un campo
magnético externo y un bombeo, que en este caso se considera coherente y continuo a la
cavidad. El objetivo es estudiar el régimen no lineal de emisión mediante el análisis del
número medio de fotones presentes en la cavidad y además observar las implicaciones que
esto tiene en el entrelazamiento y la entroṕıa. Esto se llevará a cabo para dos casos. Primero
para cuando los excitones tienen la libertad de ocupar cualquier estado, y en un segundo
caso para cuando los excitones son bloqueados en alguno de sus estados, lo que es conocido
como bloqueo de esṕın o Pauli Spin Blockade.
Tomemos dos puntos cuánticos que interactúan con la cavidad pero no entre ellos, un bombeo
coherente y continuo a la cavidad y un campo magnético externo. Supongamos un diagrama
de enerǵıas como se ve en la figura 4-22. Se consideran los parámetros básicos que ya se han
utilizado, κa = κb = 0,05meV , γa = γb = 0, δ0 = 0,25meV , δ1 = 0,12meV δ2 = 0,05meV
y ga = gb = 0,2meV , las enerǵıas que se toman para todos los cálculos en esta sección son;
ω01 = 999meV , ωL = 1 eV y ∆12 = 1meV . Sólo queda libre el valor de la enerǵıa de la
cavidad el cual se especifica a través de la desintońıa ∆, que junto con los valores de B y θ
son los parámetros de control que nos permiten analizar los resultados.
Figura 4-22.: Niveles de enerǵıa de la cavidad ωc, del láser ωL y de los dos puntos cuánticos ω1x
y ω2x. No se muestra el estado base con enerǵıa cero el cual está 1eV por debajo de
los demás.
Sea el estado que define el sistema |Ψ〉 = |α, ε, n,m〉 = |α〉|ε〉|n〉|m〉, el cual está compuesto
por el estado del primer punto cuántico Q, el segundo punto cuántico P y los estados de
la cavidad con fotones derechos e izquierdos, respectivamente. El operador densidad ρ que
describe el estado permite hallar la dinámica del sistema a través de la ecuación maestra
como ya se ha mostrado antes, este tiene componentes dadas por,
ρα,ε,n,m,α′,ε′,n′,m′ = 〈α, ε, n,m|ρ|α′, ε′, n′,m′〉,
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estamos tratando aqúı con un sistema multipartito, compuesto por la cavidad y dos QDs,
en este caso el entrelazamiento según el criterio de Peres es un testigo mas no cuantificador.
Tomemos este sistema como compuesto por Q y el resto, es decir definamos la nueva función,
σα,ε,n,m,α′,ε′,n′,m′ ≡ ρα′,ε,n,m,α,ε′,n′,m′ ,
de esta manera la entroṕıa lineal se define como, S = 1 − trρ2 y la negatividad como,
N =
∑
i λi, donde λi son los autovalores negativos de σ. El número medio de fotones se
calcula de la forma usual como 〈n〉 = tr[a†aρ] para fotones en la cavidad de polarización
derecha y 〈m〉 = tr[b†bρ] para fotones en la cavidad de polarización izquierda. El sistema se
bombea coherentemente a la cavidad con fotones de una sola polarización, es decir Ωb = 0 y
se ha tomado Ωa = 0,05meV para todos los cálculos. La ecuación maestra se resuleve para
el estado estacionario, por lo cual no es necesario condiciones iniciales.





















Figura 4-23.: A la izquierda se muestra el número medio de fotones en la cavidad, el recuadro
muestra una mejor resolución para los fotones de polarización izquierda. A la dere-
cha se tiene el comportamiento de la entroṕıa lineal y la negatividad como función
de la desintońıa, en ambos casos se ha tomado B = 5T y θ = 0,8 rad.
En la gráfica de la figura 4-23 se muestra el comportamiento de la entroṕıa lineal, la negati-
vidad y el número de fotones en la cavidad como función de la desintońıa ∆, cabe notar aqúı
como el entrelazamiento y la entroṕıa tienen un perfil parecido para un sistema similar con un
solo punto cuántico y bombeo incoherente [62], donde el entrelazamiento se hace cero cerca
de la resonancia y la entroṕıa se maximiza. De aqúı se pueden tomar dos valores relevantes
en términos del entrelazamiento, para uno de los máximos que ocurre en ∆ ∼ 0,44meV y el
otro para cuando cae a cero en ∆ ∼ 0,57meV , los dos valores están cerca de la resonancia
con el punto P que a su vez está en resonancia con el láser. Notamos también, que la po-
blación de fotones se maximiza para el valor de ∆ ∼ 0,57meV lo cual hace este valor de la
desintońıa aún más especial, y los fotones izquierdos a pesar de tener poca probabilidad de
existir, su ocupación no es nula, esto se debe a que el bombeo es derecho y que el láser está
en resonancia con P , por lo cual cerca a este valor se maximiza la ocupación de la cavidad,
la existencia de fotones izquierdos se debe a las interacciones internas en cada excitón que
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por medio de los valores δi cambian de estados llegando a |2〉 el cual decae emitiendo un
fotón izquierdo, evidentemente este proceso es más lento y menos probable que para el caso
























Figura 4-24.: A la izquierda se muestra el número medio de fotones en la cavidad. A la derecha
se tiene el comportamiento de la entroṕıa lineal y la negatividad como función de
la intensidad del campo magnético B. Para los dos paneles superiores se ha tomado
∆ = 0,44meV y para los inferiores se ha tomado ∆ = 0,57meV . En ambos casos
se considera θ = 0,8 rad.
Lo siguiente es observar el comportamiento del sistema en función de la magnitud del campo
magnético aplicado, tomamos los dos caso de interes ya mencionados para la desintońıa y
nos enfocamos en observar el comportamiento del número medio de fotones cuando el cam-
po magnético aumenta. En las gráficas de la figura 4-24 se muestra dicho comportamiento,
donde para cada caso existe un régimen lineal de emisión para los fotones (número medio de
fotones en la cavidad) que sucede para campos magnéticos bajos, pues cuando B aumenta
y se hace más intenso, el sistema tiene un comportamiento más caótico, sin embargo para
un valor de la desintońıa de ∆ = 0,57meV el régimen lineal se hace más prolongado en los
valores del campo. La negatividad también crece de forma lineal con el campo magnético,
los fotones izquierdos decrecen y la entroṕıa crece de forma cuasi-lineal.
En contraste con lo anterior veamos ahora que sucede si se implementa bloqueo de esṕın
en uno o en los dos puntos cuánticos [65]. Esto se logra mediante unas corrientes laterales
al punto que permiten inyectar electrones en el QD, estos electrones pueden quedar fijos en
la banda de conducción y debido al principio de exclusión de Pauli este ya no permite un




Figura 4-25.: Bloqueo de esṕın hacia arriba. En la parte izquierda la flecha ondulada azul (roja)
representa un fotón de polarización derecha (izquierda) que inside sobre un QD
inicialmente en el estado base |G〉 el cual tiene fijo en su banda de conducción un
electrón de esṕın s = 1/2. A la derecha vemos como se absorbe el fotón derecho
creando aśı el excitón |1〉.
En el diagrama de la figura 4-25, se observa un bloqueo con un electrón de esṕın s = 1/2
ubicado en la banda de conducción, si el sistema está en presencia de fotones de distinta
polarización, sólo es posible admitir un fotón derecho, pues el principio de exclusión de Pauli
permite un sólo electrón adicional el cual debe tener esṕın s = −1/2, esto hace el QD res-
trinja sus estados a aquellos con esṕın negativo para el electrón, por lo cual del conjunto de
estados excitónicos que ya se han venido manejando sólo quedan los estados {|0〉, |1〉, |4〉}.
Desde luego la f́ısica es totalmente análoga para el caso en el cual se bloquea el QD con un
electrón de esṕın s = −1/2, en este caso los estados excitónicos que quedan son, {|0〉, |2〉, |3〉}.
Para el caso en el que el bloqueo es con un electrón de esṕın positivo lo llamaramos bloqueo
hacia arriba, y para el caso de bloque con electrón de esṕın negativo diremos que es un
bloqueo hacia abajo.
Bajo el modelo que se ha venido implementando y con el programa que se ha utilizado el
sistema es poco sensible para cuando se bloquea uno de los QDS, realmente la f́ısica cambia
muy poco, siendo los fotones en la cavidad de polarización izquierda los únicos afectados, y
aún aśı su cambio es muy pequeño. Resulta más interesante bloquear los dos QDs al mismo
tiempo. Para ello se hace uso de la misma configuración de enerǵıa de la figura (4-22). Defi-
namos la siguiente notación por comodidad, (Q ↑, P ↓) denota que el primer QD se bloquea
hacia arriba y el segundo QD se bloquea hacia abajo. Existen entonces cuatro posibles con-
figuraciones las cuales son todas analizadas en términos de la entroṕıa, la negatividad y el
número medio de fotones como función de los parámetros de control (θ, B,∆).
Incialmente se hace un análisis de sus comportamientos en función del ángulo para ∆ =
0,57meV y B = 2T donde se encuentra que para el caso (Q ↑, P ↑) la f́ısica es igual al
caso en el que no hay bloqueo, sólo que aqúı 〈m〉 = 0 esto es evidente debido a que los dos
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QDs están cerrados para fotones izquierdos y el bombeo es derecho por lo cual ellos tampoco
emiten por sus procesos internos. Para el caso en el que (Q ↓, P ↓) no hay dinámica, la
negatividad y el número medio de fotones en ambos casos es cero, la entroṕıa es constante,
esto tiene sentido, pues los dos QDs se han cerrado a la interacción con fotones derechos,
y siendo este el bombeo entonces no hay fuente que genere dinámica por lo cual la matriz
densidad no cambia y por definición la entroṕıa es constante. Para el caso (Q ↓, P ↑) la
entroṕıa y el número medio de fotones derechos se comportan como si no hubiera bloqueo, la
negatividad y 〈m〉 son cero, esto puede deberse a que la resonancia es con P, el cual permite
sólo fotones derechos los cuales son los del láser, pero el punto Q, los bloquea, por lo cual
este no se mezcla con el resto del sistema y ya que ha sido con Q con quien se ha calculado
el entrelazamiento, pues este es cero. Por último (y a propósito) se ha dejado el caso que
presenta más cambios, cuando (Q ↑, P ↓) todo cambia en relación para el caso en el que no
hay bloqueo. En particular, la negatividad como función del ángulo toma valores grandes,
tal vez se debe a que toda la enerǵıa generada por el láser interactua mayormente con Q,
pues P la bloquea, y ya que es con Q con quien se definió el entrelazamiento, entonces este
toma su máximo valor. En la gráfica de la figura 4-26 se muestra el número medio de fotones
en la cavidad, la entroṕıa y el entrelazamiento en función del campo magnético, además se
contrasta esto con los resultados para el caso en el que no hay bloqueo. Lo que más resalta de
este resultado es el caracter lineal que ha tomado cada función con el sólo hecho de bloquear






















Figura 4-26.: Número medio de fotones en la cavidad, entroṕıa lineal y negatividad en función
del campo magnético, los dos paneles de la izquierda muestran el caso en el que
no hay bloqueo. Los dos paneles de la derecha muestran el bloqueo (Q ↑, P ↓). En
ambos casos se ha tomado ∆ = 0,57meV y θ = 0,8 rad.
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El sistema es sensible a la restricción de estados excitónicos para una configuración muy
particular. Un régimen lineal para la negatividad y los fotones en la cavidad se puede conse-
guir no sólo con un ajuste en la desintońıa si no también con una elección adecuada de los
espines permitidos.
4.7. Espectros de emisión
El cálculo de los espectros de emisión es una tarea fundamental dentro de una teoŕıa que
involucre cavidades resonantes pues es la forma directa de medir y tener acceso a la infor-
mación de los procesos que se llevan a cabo en su interior. Experimentalmente la idea básica
es ubicar adecuadamente sensores que registran los fotones que emite el sistema. En nuestro
caso existen dos arreglos posibles, uno para medir fotones que escapan desde el excitón y
son emitidos en cualquier dirección y con cualquier polarización, el otro caso es el de los
fotones que se emiten desde la cavidad los cuales tienen una polarización bien definida y
se emiten paralelos al micropilar. En este trabajo sólo se tendrán en cuenta los fotones que
emite la cavidad, y en este sentido el factor κ es el parámetro que regula este fenómeno, pues
este representa la probabilidad de que un fotón escape desde la cavidad resonante. En esta
sección se toma un bombeo bajo de tal manera que toda la dinámica quede restringida prin-
cipalmente a la primera variedad de excitación para aśı evitar otros procesos de decaimiento
que involucren fotones desde otros estados, esto se hace verificando convergencia, es decir
que la f́ısica no cambia si la restricción es mayor a la tomada. Se toman dos casos, bombeo
incoherente constante y bombeo incoherente pulsado.
Los párametros que se toman son iguales a los ya utilizados, exceptuando κ = κa = κb =
0,01meV , g = ga = gb = 0,1meV de tal manera que se trabaja en el régimen de acople fuerte.
El espectro de emisión se calcula a partir de las ecuaciones del sistema las cuales se resuelven
en dos pasos. Primero se resuelve la ecuación mestra en regimen estacionario para estados
que conecten la misma variedad de excitación, es decir, se resuelve el sistema para estados de
la forma ρα,m,α′,m′ donde α+m = α
′+m′ (α para materia, m para fotones). Estas ecuaciones
se utilizan como condición inicial para resolver el problema dinámico pero para estados que
conectan variedades que difieran en una unidad qα,m,α′m′(t) tal que α+m = α
′+m′−1, para
este sistema se calcula la correlación de primer orden G1(t) =
√
mqα,mα′,m′(t) haciendo uso
del teorema de regresión cuántica (QRT) [20], y de esta manera los espectros de emisión se
obtienen realizando la transformada de Fourier a G1(t), la cual es una función que muestra
las frecuencias de emisión del sistema. En este caso se hace un análisis de la emisión para
los fotones de polarización derecha.
4.7 Espectros de emisión 63
4.7.1. Bombeo constante
Para el caso de bombeo constante se utiliza Px(t) = 0,02meV . Tal que para las dos configu-
raciones básicas (Faraday y Voigt) se muestra el espectro de emisión para distintos valores en
la desintońıa entre la cavidad y el QD ∆ = ω0−ωc. En la gráfica de la figura 4-27 Se muestra
el espectro de emisión para distintos valores en la desintońıa ∆. En cada caso, este se hace pa-
ra ditinitos valores de la intensidad del campo magnético y en las dos configuraciones básicas.
Figura 4-27.: Espectros de emisión en función de la enerǵıa (~ = 1). Cada Gráfica presenta la
intensidad de emisión en unidades arbitrarias en función de la frecuencia de emitida
por la cavidad. Cada gráfica muestra varios espectros para distintos valores de la
desintońıa desde ∆ = −1meV hasta ∆ = 1meV . Se muestran varias gráficas para
la configuración de Faraday (izquierda) y configuración de Voigt (derecha). En cada
caso para tres valores distintos en la intensidad del campo magnético.
Se ha encontrado que para B = 0, hay dos picos de intensidad pequeños alrededor de
ω ∼ 1 eV . Estos se relacionan con las frecuencias de transición de las dos polarizaciones
asociadas al punto cuántico. Al aumentar el campo magnético en la configuración de Faraday,
las intensidades aumentan encontrándose que en la resonancia hay cuatro picos de emisión
los cuales están asociados a las dos polarizaciones en la cavidad y en el QD. Por otro lado, en
la configuración de Voigt, el aumento en la intesidad del campo magnético no genera cambios
en el espectro. Esto puede ser explicado debido a que la configuración de Voigt no afecta
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las enerǵıas, pero si incrementa la probabilidad de interacción con los DE y como estos son
oscuros, entonces no aportan en los fenómenos de emisión.
4.7.2. Bombeo pulsado
Se aplica un bombeo pulsado Gaussiano con intensidad de Px0 = 0,01meV durante un in-
tervalo de tiempo de τ = 5 ps centrado en t0 = 50 ps, respecto al caso de bombeo constante
debe cambiarse sólo la condición inicial, pues si ahora se toma en el estado asintótico to-
do daŕıa cero, pues al apagar el pulso toda la dinámica decae debido a los mecanismos de
disipación, por lo cual la condición inicial se impone de manera diferente. Se soluciona la
dinámica para estados que conectan la misma variedad de excitación ρα,m,α′,m′(t), se define
un tiempo ti como el tiempo medido a partir del centro del pulso t0, aśı la conidición inicial
para funciones qα,m,α′,m′(t) que conectan distintas variedades de excitación se pone respecto
a las funciones ρα,m,α′,m′(t0 + ti).
En la gráfica de la figura 4-28(a) se muestra la dinámica para el número medio de fotones
en la cavidad y la manera en que se define el tiempo ti. El obetivo es analizar los espectros
de emisión para distintos valores de ti.
Figura 4-28.: (a) Dinámica para el número medio de fotones al interior de la cavidad, también
se muestra el bombeo pulsado. Se ha tomado B = 2T , ∆ = 0 y θ = 0,8 rad. (b)
Espectros de emisión para distintos valores de ti. Se ha tomado B = 2T , ∆ = 0 y
θ = 0,8 rad.
En la gráfica de la figura 4-28(b) se observan los espectros de emisión para distintos valores
del tiempo ti. Se muestran dos picos debiles de emisión que para el caso de bombeo bajo y
en resonancia se deben a la cavidad y al excitón, pero al parecer no hay cambios relevantes
con la elección del tiempo ti.
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La emisión del sistema que aqúı se ha considerado depende como es usual de la desintońıa
∆, pero además también es sensible a los cambios en la intensidad del campo magnético. Los
excitones oscuros son una de las principales consecuencias de incluir un campo magnético
con una componente en el plano, y como ya se ha visto previamente, estos modifican los
estados de la cavidad y en consecuencia los fenómenos de emisión. Se ha observado unos
picos débiles en los espectros de emisión que se presumen son evidencia de la presencia de
los DE en el sistema.
4.8. Franjas de Ramsey
Las franjas de Ramsey son fluctuaciones en las probabilidades de transición entre estados
de un sistema que ha sido sometido a una perturbación pulsada doble. Este es un método
de interferometŕıa pensado principalmente para sistema de dos niveles TLS ideado por Nor-
man F. Ramsey en l949 [69] y que implementó las ideas originales de su mentor Isidor Isaac
Rabi. Este modelo ofrece aplicaciones tales como el ajuste de un reloj atómico en el cual se
comparan las frecuencias de un oscilador con las frecuencias de transición en un qubit, la
sintońıa total se logra para el caso en el cual las probabilidades de transición se maximizan
[70, 71, 72]. También ha sido útil en la demostración de la transferencia en las coherencias,
donde se hacen pasar dos átomos por una cavidad con una diferencia de tiempo τ de la cual
dependen las probabilidades de transición de uno de los átomos [73, 74, 75], este es conocido
como el experimento de Serge Haroche quien mereció el premio Nobel en 2012 junto con
David J. Wineland.
Supongamos un sistema de dos niveles con una enerǵıa de transición ~ω0 en presencia de una
perturbación oscilante de frecuencia ω, esta se puede implementar pulsada de tal manera
que se prende en un tiempo t = 0 y se apaga en t = τ buscando aśı generar un cambio de
fase de π/2 en los estados [76]. Luego, la perturbación se vuelve a prender en un tiempo
t = T − τ buscando generar nuevamente un rotación de π/2 para finalmente apagarse en un
tiempo t = T . El proceso funciona de la siguiente manera, inicialmente el sistema se encuen-
tra en un estado puro (uno de los polos en la esfera de Bloch), el primer pulso lleva a una
combinación lineal de los dos estados (hay entrelazamiento), luego el sistema evoluciona sin
perturbación generándose aśı una posible mezcla que va ubicándolo al interior de la esfera
de Bloch, el segundo pulso π/2 lleva el sistema nuevamente a uno de los dos polos (o cerca
de ellos), dependiendo de la desintońıa de las enerǵıas ∆ = ω − ω0 el sistema cae en uno de
los estados, al medir la probabilidad de transición hay interferencia constructiva si al final
el sistema cae a un estado diferente al cual inició, y destructiva en caso contrario. Véase la
figura (4-29). El patrón de interferencia se puede lograr no sólo en términos de la desintońıa
si no también en términos de otros parámetros como la relación entre los tiempos τ y T o
como veremos para nuestro sistema en términos del campo magnético.
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Figura 4-29.: Diagrama que representa el proceso de la generación de franjas de interferometŕıa
Ramsey para un sistema de dos niveles. Imagen tomada de. A. J Ramsay. A review
of the coherent optical control of the exciton and spin states of semiconductor
quantum dots . Semiconductor Science and Technology, 25(10) : 103001, 2010
En esta sección aplicamos el método de interferometŕıa Ramsey al sistema que se ha venido
considerando en este escrito. Se muestra su relación con el entrelazamiento y el papel que
juegan los estados oscuros. Consideremos un sólo punto cuántico con la posibilidad de ocupar
además del estado base |0〉 los estados de luz |1〉, |2〉 y los estados oscuros |3〉, |4〉, este se
acopla con los fotones en la cavidad de polarización derecha |n〉 y de polarización izquierda
|m〉, y como ya es usual este sistema se somete a un campo magnético externo B con
inclinación θ. Claramente este sistema está lejos de ser un TLS, por lo cual se dificulta
visualizar la esfera de Bloch, pero la idea de los pulsos π/2 es entrelazar estados, por lo cual
se hace uso de las medidas de entrelazamiento dinámico y de la dinámica de los estados.
Consideremos un bombeo coherente pulsado a la cavidad de la forma,
Hp = Ω(t)(ae
iωLt + a†e−iωLt),
donde Ω(t) = Ω0f(t), siendo Ω0 el valor máximo del pulso, ωL la frecuencia del láser y f(t)
una señal cuadrada, tal que f(t) = 1 cuando 0 ≤ t ≤ τ o cuando T − τ ≤ t ≤ T y cero
en cualquier otro caso. Tomamos como condición inicial el estado base en el cual no hay
excitación ni fotones en la cavidad, entonces, las franjas de Ramsey se observan como la
probabilidad de transición entre el estado inicial y otro estado diferente, esto, en función de
algún parámetro que sea de nuestro interés. El criterio para elegir el valor de τ es que haya
inversión en la población entre estados. En la gráfica de la figura (4-30), para un conjunto
particular de parámetros, se muestra la dinámica en la probabilidad de ocupación de esta-
dos, el bombeo pulsado cuadrado y el entrelazamiento dinámico. Nótese como al finalizar
el primer pulso se comienza a generar población en el estado de la cavidad de un fotón de
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polarización derecha, el cual decae al finalizar el pulso, generando aśı transferencia entre
los otros estados debido a las interacciones presentes. El segundo pulso, termina con una
intensificación en los estados |n〉 y |1〉, es decir, para estos parámetros hay un máximo en
la transición de estados, al cambiar el valor de ∆ la situación cambia generando interfe-
rencias constructivas y destructivas. El entrelazamiento oscila regularmente pero cabe notar
que para el final de cada pulso este no es nulo. Las franjas de Ramsey se observan como
la probabilidad de ocupación de algún estado evaluado en un tiempo t = T para distintos
valores de la desintońıa ∆ [77, 78].
Figura 4-30.: El panel superior muestra la dinámica para los diferentes estados del sistema,
también se muestra el pulso cuadrado, el panel inferior muestra el entrelazamiento
dinámico. Se considera T = 100, τ = 0,05T , Ω0 = 0,05meV , ∆ = 0, B = 0,2T y
θ = π/2.
En la gráfica de la figura (4-31), para los mismos parámetros considerados, se puede observar
las franjas de Ramsey para los estados |n〉 y |1〉 como función de la desintońıa ∆. Para los
demás estados la ocupación es o muy pequeña o no se observan franjas bien definidas.
Se sabe ya que la generación de excitones oscuros en este modelo está relacionada direc-
tamente con el campo magnético en la configuracion de Voigt, aśı es que para un campo
magnético finito y una variación en el ángulo debeŕıa esperarse que existan probabilidades
de transición hacia estados oscuros generándose aśı franjas de Ramsey para estos estados
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Figura 4-31.: Franjas de Ramsey en función de la desintońıa ∆ para las probabilidades de
transición al estado de un fotón en la cavidad con polarización derecha Pn y al
estado de un excitón de luz derecho Px, se ha tomado B = 0,2T , θ = π/2 rad,
T = 100 ps, τ = 0,05T y Ω0 = 0,05meV .
excitónicos.
Tomamos θ = 0,8 rad, y calculamos la probabilidad de transición desde el estado incial hasta
cada uno de los posibles estados finales, esto, en términos de la desintońıa y de la intensidad
del campo magnético. Se generan franjas de Ramsey en función de la desintońıa y la inten-
sidad del campo magnético para el estado excitónico final |3〉. En la figura 4-32 se muestra
una gráfica de contorno y una gráfica 3D de estas franjas de interferencia. A pesar de que
se genera un patrón para los dos parámetros, cabe resaltar que las franjas para un ∆ fijo
muestran un efecto de discretización de las mismas en función de ∆, es decir, existen algunos
valores de la intensidad del campo magnético para los cuales las franjas como función de la
desintońıa son muy claras (B ∼ 3T , B ∼ 6T , B ∼ 8T , B ∼ 10T ...), mientras que para otros
valores de B estas son nulas.
Ahora, consideremos un valor fijo en la intensidad del campo magnético y hallemos la proba-
bilidad de transición entre el estado incial y los demás estados. En la figura 4-33 se muestra
una gráfica de contorno y una gráfica 3D de la probabilidad de transición hacia el estado
excitónico |4〉 como función de la desintońıa y el ángulo. Lo primero que se observa es la
simetŕıa respecto a θ = π/2, lo cual ya se ha discutido anteriormente. Por otro lado, los
patrones de interferencia que se muestran son mas oscilantes en función de la desintońıa en
comparación con aquellos en función del ángulo. Se encuentran máximos en las transiciones
para θ ∼ 1,05 rad7 y ∆ ∼ 0meV .
7El otro pico es el simétrico respecto a θ = π/2.
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Figura 4-32.: Franjas de Ramsey en función de la desintońıa ∆ y la intensidad del campo magnéti-
co B para las probabilidades de transición al estado excitónico |3〉. Las demás
transiciones no muestran franjas claras o su intensidad es muy baja. Se ha tomado
Ω0 = 0,05meV , θ = 0,8 rad, T = 100 ps, τ = 0,05T (Se ha normalizado el estado
multiplicando la probabilidad por 10000, para efectos de visualización).
Finalmente, fijamos la desintońıa para el valor que más aumenta la probabilidad de transición,
∆ = 0, y vemos las franjas para el estado excitónico |3〉. En la figura 4-34 se muestra una
gráfica de contorno, una gráfica 3D y dos cortes transversales a ellas para B y θ fijos. Este
caso es considerablemente diferente a los dos casos anteriores, pues los patrones de interfe-
rencia no son tan oscilantes como aquellos dados por la variación de la desintońıa ∆. A pesar
de ello, si aparecen visibles la franjas de Ramsey como las fluctuaciones en la probabilidad
de transición en términos de B y θ. Cabe resaltar que para campos magnéticos intensos
el patrón de interferencia se va acercando a valores pequeños del ángulo, es decir, cuando
aumenta la intensidad de B la interferencia viene principalmente de la componente perpen-
dicular del campo (Voigt), y como sabemos, esta es la que más contribuye a la generación
de las franajas de Ramsey. Esto tiene total sentido si pensamos que estamos observando la
probabilidad de transición hacia uno de los estados oscuros, los cuales como ha se ha men-
cionado antes surgen en la configuración de Voigt.
Por otro lado, se muestra que el número de picos máximos en función del ángulo se mantiene
constante, y solo se van acercando entre si para valores del ángulo cercanos a cero. Cuando
el campo magnético aumenta su intensidad, el número de máximos se conserva. Para valores
bajos en la intensidad de B el patrón de interferencia se agrupa acercándose también a la
componente dada por la configuración de Faraday.
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Figura 4-33.: Franjas de Ramsey en función de la desintońıa ∆ y la inclinación del campo
magnético θ para las probabilidades de transición al estado excitónico |4〉. Las
demás transiciones no muestran franjas claras o su intensidad es muy baja. Se ha
tomado Ω0 = 0,05meV , B = 7T , T = 100 ps, τ = 0,05T (Se ha normalizado el
estado multiplicando la probabilidad por 10000, para efectos de visualización).
Se ha mostrado como con el sistema propuesto en este trabajo se pueden generar franjas de
Ramsey para los primeros estados conectados a la condición inicial. Además se ha mostrado
que se generan patrones de interferencia también para los estados oscuros en función de la
intensidad e inclinación del campo magnético, lo cual corrobora el hecho de que el campo
magnético es el directo responsable de la generación de estados oscuros en este modelo. Por
otro lado, el hecho de encontrar patrones de interferencia tipo Ramsey muestra que cada una
de las variables que se consideraron para generar estas franjas son un buen parámetro de
control para ajustar la transición entre los estados que conforman todo el sistema
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Figura 4-34.: Franjas de Ramsey en función de B y la inclinación del campo magnético θ para
las probabilidades de transición al estado excitónico |3〉. (a) como gráfica de con-
torno, (b) como gráfica 3D (las demás transiciones no muestran franjas claras o
su intensidad es muy baja). (c) Corte transversal para B = 9T que muestra las
franjas de Ramsey en función del ángulo y (d) Corte transversal para θ = 0,6 rad
que muestra las franjas de Ramsey en función de B. Se ha tomado Ω0 = 0,05meV ,
∆ = 0, T = 100 ps, τ = 0,05T (Se ha normalizado el estado multiplicando la
probabilidad por 10000, para efectos de visualización).
5. Perspectivas y Conclusiones
Terminamos este escrito mencionando algunas conclusiones acerca de esta tesis y también
algunas perspectivas de trabajo.
5.1. Conclusiones
1. Para un campo magnético que tenga alguna componente perpendicular a la dirección
de crecimiento de la heteroestructura, los excitones oscuros resultan relevantes, pues
modifican el comportamiento de todos los demás estados del sistema. Se ha encontrado
un conjunto de parámetros para el bombeo y el campo magnético de tal manera que
únicamente existan excitones oscuros ocupando el punto cuántico.
2. En una base de polarización lineal, y con un campo magnético paralelo a la dirección de
crecimiento de la heteroestructura, es posible invertir la polarización de los fotones al
interior de la cavidad mediante bombeos, pulsados o continuos, variando la intensidad
del campo magnético y la frecuencia del láser.
3. El hecho de que los estados oscuros en el punto cuántico tengan un tiempo de vida
media mucho mas grande que los estados de luz, los convierte en buenos candidatos par
guardar enerǵıa en estos sistemas. Se ha utilizado un bombeo y un campo magnético
pulsados para poblar los estados oscuros y mantener estos estados durante un tiempo
relativamente grande, para eventualmente despoblarlos mediante un segundo pulso
magnético, extrayendo aśı nuevamente la enerǵıa.
4. Para un sistema de dos puntos cuánticos interactuando con una cavidad, pero no entre
ellos, es posible generar una transferencia en la población de estados entre puntos
distintos mediada por la intensidad y la inclinación del campo magnético.
5. Las medidas de entrelazamiento y entroṕıa lineal en el estado estacionario bajo un
bombeo continuo se modifican por la inclusión de un campo magnético externo.
6. Para un bombeo pulsado, el entrelazamiento dinámico tiene un comportamiento os-
cilatorio cuya frecuencia coincide con la de los estados excitónicos, de tal forma que
vibra en fase con un excitón de luz y en contrafase con un excitón oscuro.
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7. Los espectros de emisión encontrados se modifican por la inclusión de un campo
magnético en el sistema, por esta razón surgen dos picos leves adicionales los cua-
les se han atribuido a la aparición de estados oscuros en el punto cuántico.
8. Las franjas de Ramsey, las cuales usualmente son encontradas en términos de la desin-
tońıa entre el emisor y la cavidad, se han generado en este trabajo en términos de la
dirección e intensidad del campo magnético aplicado.
5.2. Perspectivas
1. Fonones en un sistema cavidad punto cuántico
En ninguna parte de esta disertación se ha considerado la inclusión de fonones sobre
el sistema. Un proyecto pendiente el cual está actualmente en desarollo, es incluir la
interacción fonónica en un sistema como el estudiado en la sección [4.1].
2. Efecto de un campo magnético sobre los niveles de enerǵıa en dos puntos
cuánticos
Se pretende estudiar más afondo los resultados expuestos en la sección [4.4] en la cual
dos puntos cuánticos que interactúan con una cavidad pero no entre ellos consiguen
distintos tipos de poblaciones en sus estados según la disposición del ángulo y de la
intensidad de un campo magnético externo aplicado. Principalmente el objetivo es dar
una explicación más detallada del porque de estos resultados y analizar el espectro de
enerǵıas del sistema.
A. Anexos
A.1. Interacción de un punto cuántico con un campo
electromagnético
En este anexo se estudia la forma como interactúa un QD con los modos cuantizados de un
campo electromagnético, esta interacción se hace mediante el intercambio de enerǵıa mediado
por fotones los cuales son la manifestación de la ganancia o pérdida de enerǵıa en la cavidad.
Cuando un sistema de dos niveles interactúa con fotones, este puede sufrir transiciones de
estados los cuales se rigen por medio de unas reglas de selección que surgen de las propiedades
de los coeficientes de Clebsh-Gordan para la adición de momentos angulares. En esta sección,
se muestran estas reglas para el caso de aproximación dipolar y se extiende la idea para la
primera corrección debido a la interacción esṕın orbita.











donde aks y a
†
ks son los operadores de destrucción y creación de modos fotónicos en el espacio
de Fock con vector de onda k y polarización s. El término 1/2 es fuente de la enerǵıa de vaćıo
la cual se puede recalibrar (renormalización). Toda la información de los campos proviene
de los potenciales vectorial A y escalar φ. El potencial vectorial que da lugar a los campos



























donde eks es el vector unitario que define la polarización, V el volumen de cuantización y
ω = kc. Supongamos dos posibles polarizaciones ortogonales, s = 1, 2, de tal manera que se
cumple que e∗ks · ek′s′ = δkk′δss′ y también se supone una propagación perpendicular tal que
ek1 × ek2 = k.
Para el caso de polarización lineal los vectores eks toman valores reales por ejemplo en x o
y, para polarización circular toman valores complejos ekσ± = (1± i)/
√
2.
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Con el potencial expandido en ondas planas es posible calcular los campos electromagnéticos
cuantizados, tal que,
E(r, t) = −∇φ− ∂A(r, t) B(r, t) = ∇×A(r, t). (A-4)
Se toma el potencial escalar constante de tal manera que ∇φ = 0. El hamiltoniano no




(p− qA)2 + V (r)− q
m
S ·B. (A-5)
Se toma el gauge de Coulomb ∇·A = 0 tal que p ·A = 0, además el término cuadrático en el
potencial vectorial que representa la interacción fotón-fotón se desprecia pues su contribución





+ V (r)− q
m
A · p− q
m
S ·B, (A-6)




+ V (r) Hint = −
q
m
A · p− q
m
S ·B. (A-7)
Para un electrón en un QD V (r) es el potencial total del cristal. Sin entrar en detalles,
supongamos dos estados propios para el hamiltoniano del electrón, |1〉 y |2〉 donde,
H0|1〉 = E1|1〉 H0|2〉 = E2|2〉. (A-8)
Ahora en el cuadro de Schrödinger y con la expresión para el potencial vectorial el primer
término de interacción es,






ik·reks · p + a†kse−ik·re∗ks · p
]
. (A-9)
En los QDs y con la radiación que se maneja t́ıpicamente, la longitud de onda es mucho
mayor que los tamaños de confinamiento del electrón, por lo cual en la expansión
e±ik·r = 1± ik · r∓ ...
Es suficiente tomar sólo los primeros términos, la aproximación de dipolo eléctrico se hace
tomando el primer término, lo cual se considera a continuación, y cuando se considera el
segundo término tratamos con transición dipolar magnética que se verá después.
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A.1.1. Transición de dipolo eléctrico
La mayoŕıa de las transiciones en los experimentos t́ıpicos que se tienen en cuenta en esta
disertación ocurren en el rango visible donde se cumple la aproximación de dipolo eléctrico
que consiste en tomar sólo el primer término en la expansión,
e±ik·r = 1,
esta consideración es exacta para un emisor puntual y es buena aproximación para los QDs
que se manejan en este trabajo, pues k · r ∼ 10−2 para InAs e InGaAs. También se desprecia








akseks · p + a†kse∗ks · p
]
. (A-10)
Haciendo uso de la base de autoestados de H0 dada por {|1〉, |2〉} multiplicamos por el
operador identidad
∑






aks (σ+eks · 〈2|p|1〉+ σ−eks · 〈1|p|2〉)
+ a†ks (σ+e
∗
ks · 〈2|p|1〉+ σ−e∗ks · 〈1|p|2〉)
]
. (A-11)
En el anterior hamiltoniano existen términos que parece que no conservan la enerǵıa, por
ejemplo emisión de un fotón y excitación de la materia, para una polarización arbitraria es
posible aplicar la aproximación de onda rotante RWA y mostrar que estos términos aunque
si pueden existir son poco probables, pero para polarización lineal es posible demostrar que
las reglas de selección sólo permiten algunos procesos como lo muestro a continuación.
Tomemos uno de los términos que aparecen en el hamiltoniano de interacción y veamos que
criterios debe cumplir. Sea |φi〉 uno de los autoestados de H0, entonces,
〈φn|e · p|φi〉 = e · 〈φn|p|φi〉, (A-12)







〈φn|e · p|φi〉 =
im
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(En − Ei)〈φn|e · r|φi〉. (A-15)
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Ahora utilizamos una representación integral expresada en armónicos esféricos[22],





dΩY ∗lnmne · rYlimi , (A-16)
y podemos expresar el producto punto en una base de coordenadas esféricas o armónicos
esféricos como,



































En este punto la integral se soluciona con las relaciones de suma de momento angular que
























Donde la polarización circular se da para los últimos términos del parentesis, y al solucionar
la integral radial y reemplazar los valores de los momentos angulares se obtienen los valores
permitidos. Se sabe que al sumar una unidad de momento angular se obtiene,
|li−1| < ln < l1 + 1, por lo cual, ∆l = 0,±1 para el resto de valores los coeficientes son cero.
Se sabe también que Y1m es impar, por lo cual ln 6= li entonces,
∆l = ±1,
también se tiene que ∆m = 0,±1 y como no se ha tenido en cuenta el operador de esṕın
entonces ∆ms = 0. La inclusión del esṕın se puede pensar cono una corrección, pues es un
término mucho menor que la interacción dipolar eléctrica.
Si se tiene en cuenta la interacción esṕın-orbita Hso ∼ L · S, entonces para los estados
|1〉 = |j, jz; l,m,ms〉 y |2〉 = |j′, j′z; l′,m′,m′s〉 las nuevas reglas de selección son, ∆j = 0,±1,
∆l = ±1 y ∆jz = 0,±1. Las transiciones con ∆jz = ±1 son de polarización circular o
polarización σ y para ∆jz = 0 son de polarización π o lineal.
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A.1.2. Transición dipolar magnética
El segundo término en la expansión del potencial es de la forma k · r, cuyo término en el
potencial es de la forma,
〈i|(k · r)(eks · p)|j〉,
y adicional a esto incluimos el término de interacción del esṕın con el campo magnético
S ·B. Para transiciones entre los autoestados del momento angular |l,ml,ms〉 y |l′,m′l,m′s〉
se calculan las reglas de selección como en el caso anterior obteniéndose,
∆l = 0 ∆ml = 0,±1 ∆ms = 0,±1.
En presencia de la interacción esṕın-orbita L · S,
∆l = 0 ∆j = 0,±1 ∆mj = 0,±1.
En conclusión, en ausencia de campo magnético el esṕın se conserva y el excitón sufre procesos
de interacción con la radiación de tal manera que se intercambie un momento angular con
un valor de una unidad, es decir en el hamiltoniano de interacción radiación-materia para
una polarización circular sólo existen procesos en los cuales el excitón reciba un fotón y se
excite a un estado mayor cuya diferencia de momento angular sea una unidad y desde luego
también el proceso hermı́tico de este. Entonces, para polarización circular y con ω0 = ∆E/~








La presencia del campo magnético además del efecto Zeeman también tiene la propiedad de
abrir los estados con una diferencia de esṕın de una unidad, esto se muestra en la sección de
metodoloǵıa, donde se definen dos estados |1〉 = |3/2,−1/2〉 y |2〉 = |−3/2, 1/2〉 los cuales
son permitidos bajo la luz de lo que aqúı se ha expuesto, pues su diferencia de momento
angular es de una unidad y esta transición se realiza mediante la emisión o absorción de un
fotón de la cavidad como se resalta a lo largo de toda este trabajo.
A.2. Transformación de marco rotante
En el modelo propuesto, cuando el bombeo es coherente este ha de implementarse experimen-
talmente por medio de un láser, el cual ha de tener una frecuencia definida ωL, mientras que
el bombeo incoherente a pesar de que también se puede implementar por medio de un láser,
este puede generar excitaciones diferentes sobre el sistema las cuales por medio de efectos no
directos llegan al punto cuántico o a la cavidad. Teóricamente el bombeo coherente se intro-
duce como un término adicional en el hamiltoniano, mientras que el bombeo incoherente se
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introduce como una disipación (interacción del sistema con el entorno). Cuando el bombeo es
coherente1 genera en las ecuaciones dinámicas efectos de oscilaciones muy rápidas, las cuales
dificultan el proceso de simulación computacional, por ello, es conveniente transformar el
sistema a un sistema rotante con la frecuencia del láser, esto tiene el efecto de reescalar las
frecuencias (rotaciones) a la frecuencia del láser como se mostrará a continuación.
Para el hamiltoniano H = Hx +Hc +Hp +HJC , donde (con ~ = 1),
Hx = ωx(σ11 + σ22) + ωd(σ33 + σ44) +
δ1
2




+ β+(σ11 − σ22) + β−(σ44 − σ33) + βe(σ13 + σ31 + σ24 + σ42)
+ βh(σ14 + σ41 + σ32 + σ23) + αB













+ βe(σ13 + σ31 + σ24 + σ42) + βh(σ14 + σ41 + σ32 + σ23), (A-22)
donde además se ha definido,
ω1 = ωx + β+ + αB
2
ω2 = ωx − β+ + αB2
ω3 = ωd − β− + αB2





†b, Hp = Ωa(t)(ae
ıωLt + a†e−ıωLt), (A-24)
y finalmente,
HJC = ga(a
†σ01 + aσ10) + ωbb
†b+ gb(b
†σ02 + bσ20). (A-25)
Se implementa la transformación de marco rotante la cual es unitaria y tiene la forma,
|ψ〉 → |ψ′〉 = U |ψ〉,





. La ecuacion de Schrödinger queda
como2,
1el cual es del a forma ∼ aeiωL
2En adelante se omite los subindices en la sumatoria, entendiendose que va desde i = 1 hasta i = 4, esto
para no saturar las ecuaciones, también se utiliza ~ = 1 aunque a veces se pone explicitamente sólo para





|ψ〉 = H|ψ〉 → i~ d
dt

































UHU † − Γ
]
U |ψ〉. (A-27)




|ψ′〉 = H ′|ψ′〉, (A-28)
donde H ′ = UHU † − Γ, ahora calculemos el término
UHU † = eiΓt/~(Hx +Hc +Hp +HJC)e
−iΓt/~,

















pero [Γ, Hx] = 0, pues [a
†a,Hx] = 0 y también [σij, Hx] = 0, este último debido a que,
[σii, σjk] = [|i〉〈i| , |j〉〈k|] = |i〉〈k| δij − |j〉〈i| δik = 0, (A-30)
por lo cual UHxU





† = HJC .
Algo diferente sucede con el hamiltoniano del bombeo Hp = Ωa(t)(ae
ıωLt + a†e−ıωLt). Para


















entonces es claro que,
eiΓt/~aeiωLte−iΓt/~ = a. (A-32)
Es completamente equivalente encontrar también que,
eiΓt/~a†e−iωLteiΓt/~ = a† (A-33)
por lo cual se obtiene que este hamiltoniano transforma como,
Hp = Ωa(t)(ae
ıωLt + a†e−ıωLt) → Ωa(t)(a+ a†). (A-34)
Finalmente, se obtiene que bajo la transformación de marco rotante el hamiltoniano total
transforma como,
H = HQD +Hmag +Hcav +Hpump
H = (ωx − ωL)(σ11 + σ22) + (ωd − ωL)(σ33 + σ44) +
δ1
2




+ β+(σ11 − σ22) + β−(σ44 − σ33) + βe(σ13 + σ31 + σ24 + σ42)
+ βh(σ14 + σ41 + σ32 + σ23) + αB
2(σ11 + σ22 + σ33 + σ44)




El entrelazamiento es un propiedad cuántica de sistemas interactuantes el cual juega un
papel fundamental en el marco de este trabajo, se pretende pues analizar que partes del
sistema se entrelazan y cuales son los parámetros relevantes para que esto suceda, además
se utiliza uno de los métodos existentes en la literatura para cuantificarlo.
Para un sistema f́ısico compuesto, el entrelazamiento es una medida de su no separabilidad
entre los subsistemas constituyentes. Sea un sistema S compuesto por dos subsistemas s1 y s2
(sistema bipartito), ahora supongamos que el estado de estos dos sistemas puede describirse
mediante un vector de estado |Ψ〉S, si tal estado puede escribirse como un producto de los
estados individuales,
|Ψ〉S ∝ |Ψ〉s1|Ψ〉s2,
entonces es un estado no entrelazado, de lo contrario es un estado entrelazado [61].






s1 ⊗ ρls2. (A-36)
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Medidas de entrelazamiento
El entrelazamiento nos habla acerca de la independencia estad́ıstica de los subsistemas cons-
tituyentes, es necesario desde luego establecer un criterio que nos permita establecer el grado
de entrelazamiento, para ello existen algunas propuestas que se describen brevemente aqúı;
Entroṕıa de Von Neuman Es un criterio de entrelazamiento útil para estados puros.
Consideremos nuevamente el estado puro bipartito S mencionado arriba, la entroṕıa
de Von Neuman nos brinda una medida del entrelazamiento dada por;
E(Ψ) = −Tr(ρS1Log2(ρS1)) = −Tr(ρS2Log1(ρS2)), (A-37)
donde los subindices S1 y S2 hacen referencia a operadores densidad reducidos (trazas
parciales) [23, 22].
El entrelazamiento de formación de un estado general se define como el entrelazamiento
promedio de los estados puros para una descomposición particular, minimizada sobre





El criterio de Peres o la negatividad es una regla que formula en relación a la ecuación






T ⊗ ρls2, (A-39)





||ρT1 ||1 es la norma tipo traza, la negatividad cuantifica que tanto se aleja la nueva
matriz transpuesta parcialmente de cumplir el criterio de separación de Peres [80].
En este trabajo se considera principalmente el criterio de Peres, cabe resaltar también que
tal criterio tiene dos alcances posibles, puede ser testigo o puede ser cuantificador, en el
primer caso sólo podemos afirmar que un par de sistemas están entrelazados pero no sa-
bemos cuanto, no es posible afirmar que es más entrelazado que otro, en el segundo caso,
como cuantificador, si nos brinda información de que tan entrelazado es, por ejemplo para
un entrelazamiento dinámico podemos observar en que puntos su entrelazamiento es mayor.
El hecho de que el criterio de separación de Peres sea testigo o cuantificador depende del
sistema que describa, por ejemplo es cuantificador para un punto cuántico acoplado con los
modos del campo electromagnético en una cavidad, en la sección de resultados se establece
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en cada caso si el criterio de separabilidad de Peres es testigo o cuantificador.
Supongamos un sistema conformado por dos subsistemas, materia y campo. Sea ρ la matriz
densidad con componentes ραl,βp donde los ı́ndices latinos hacen referencia a los estados del
campo y los ı́ndices griegos a los estados de la materia. La medida de la pureza del estado
que describe todo el sistema se calcula a partir de la matriz densidad definiendo la entroṕıa
lineal S = 1 − tr[ρ2], la cual es cero para estados puros y 1 para el estado máximamente
mezclado. Para calcular el entrelazamiento se define un nuevo operador σ que resulta de
transponer parcialmente la matriz densidad repecto a uno de sus sistemas constituyentes,
aśı pues, σαl,βp ≡ ρβl,αp, a esta nueva matriz se le calculan los autovalores, y se suma el valor
absoluto de aquellos que sean negativos luego se normaliza al numero total de autovalores y
esto se define la negatividad N(ρ) [63].
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D Bimberg, VM Ustinov, A Yu Egorov, AE Zhukov, et al. Direct formation of vertically
coupled quantum dots in stranski-krastanow growth. Physical Review B, 54(12):8743,
1996.
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