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I. IxTRoDEcTI~N 
We operate in Euclidean N-space, E.v , 1; i ;G 2, and let B(x, r) and Q(x, r) 
designate respectively the open N-ball with center s and radius Y and the 
open N-cube with center x and side 2~. Also R(N, Y)! and I 0(x, 1.)’ designate 
the corresponding X-volume of each. 
Throughout this paper, G designates a fixed open N-cube with side less 
than I, i.e., Q ::- CJ(s’, I*), 0 < Y,. < 3 . For u in I,l(Q) and Q(x, r) and 
B(s, Y) contained in Q, we set 
and 
Kext, we introduce a class of functions 9$, where -(IV - 2) -2 /3 c 2, 
in the following manner. First, we set 
sup p / Q(x, p);-’ 1. / u(jq - uy,,(x)l dy == E,&, Y), (1.3) 
Q(r.Pkrr (I<U<,‘ . O(a,rJ 
where 0 < r < Y+ and -(IV -- 2) -< /?J c: 1. 
Then with Wr*l(.Q) representing the usual Sobolev class, we define 
Ffi = {u: u is in U(Q), and E~(u, r) ---f 0 as r ----f 0) for -(N -- 2) < p c: 1 
= {u: u is in W1*l(Q), and u and kq’&~, are in 5$-r , n = I,..., :Vj 
for 1 :;r /3 < 2. 
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We note that if -(N - 2) < jl < 1 and E&U, r) + 0 as r --f 0 then l (u, P) 
is bounded for 0 < Y < Y*. Furthermore, we note that if N 2 3 and 
-(N - 2) < /3 < 0, then a sufficient condition that u belong to 9s is that 
Following [2, p. 61, we next introduce the class of measure functions A’. 
In particular, we say that h is in A if h is a continuous nondecreasing function 
on [0,2-r] with h(0) = 0 and h + 0. Corresponding to each such h, we can 
define a Hausdorff measure A, which, in particular, is defined (in the extended 
real number system) for all Bore1 sets E contained in Q. (See [2, p. 61.) 
Using this class .A’, we introduce a class of sets Yfi , 0 -< a: < N, as follows. 
.ir, = (E: E C Qn; E is an I;b-set; if h is in A? 
and lim 1-0+ h(t)t-” = 0, then A,,(E) = O.} 
We show in this paper that for subharmonic functions there is a close connection 
between the class of sets Sm and the class of functions ~~P(,.,-2~ . In order to do 
this, we need the concept of an upper generalized Laplacian, A,*u(x~). 
Let u be in U(Q) and suppose that u is defined at the point go in Q. Using 
(1.2), we then set 
&“u(x”) = $I$ sup 2(N + 2)[u&O) - 24(X”)] r-2. (1.4) 
We define d,,u(xO) in a similar manner using lim inf. In case dG*u(xo) = 
d,,u(xO), we say that d,u(xO) exists and set it equal to this common value. 
We also have need of the pointwise Laplacian defined in terms of the G-total 
differential of order 2. To be specific, we say u is in t,i(xO) or in T?t(x’J) if there 
is a polynomial P(X) of degree 2 such that the following expression is respectively 
o(G) or O(r2) as T + 0: 
r-N 
r B(O*r) 
j u(x” -! x) - P(x)/ dx. 
In case u is in t,l(xO), we set 
(1.5) 
and call this expression the pointwise Laplacian of u at x0 (see [8, pp. 369-3703). 
We note that if ZJ is in T21(z0), then both dG*u(.lco) and dG*u(xo) are finite (where 
u(xs) is defined to be the constant term in P(X)). 
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For the sake of completeness, we give the definition of a subharmonic function 
(see [5, 3.1.11). u is subharmonic in Q, if u meets conditions (a), (b), (c), and 
(d) where 
(a) ---cc < u(.Y) < -:-cc for s in s-?; 
(b) u is not identicallv -E’ in Q; 
(cl u is upper semicontinuous in Q; 
(d) if Q’ is a domain such that 0’ (the closure of Q’) is contained in Q, 
and if H is continuous in a’, harmonic in Q, and >u on PSZ’, then H 3 u in Q’. 
Next, we define the concept that an F,-set E be a removable set for sub- 
harmonic functions with respect to the class of functions q? . In order to do 
this, we need the following statements: 
d,,*u(x) and d,;,u(s) are finite in Q-E; (1.6) 
u is in T,‘(s) in Q-E; (1.7) 
A, ‘U(X) ,: 0 almost everywhere in Q. (1.8) 
An F,-set EC 52 is called a removable set for subharmonic functions with 
respect to the class .F” if the fact that u is in -9s and meets 
(1.6) and (1.8) if 0</3<2, 
(1.7) and (1.8) if --(lV - 2) 3’: /3 < 0 
implies that u can be defined at the points of E so that it is subharmonic in Q. 
(It is understood in the above definition that if either (1.6) or (1.7) holds, 
then u is well defined in Q-E and is equal to lim,_, u~,~(x).) 
In this paper we establish the following result: 
THEOREM. Let IT be an F,-set contained in 9 and let 0 ,( CY < N. A necessary 
and sufficient condition that E be a removable set for subharmonic functions with 
respect to the class of functions .9em(s-.,) is that E be in the class of sets 9, . 
This theorem is motivated by a combination of the four items [2, 3, 4, 81. 
The most interesting case in the above theorem occurs when LY. =m= N -- 2. 
In this case, we deal with the class of functions F0 . This class is a generalization 
of the class introduced in [4] and is now called the class of functions of vanishing 
mean oscillation, VMO [7]. I f  a function is continuous in 8, then it is a VMO 
function. Using well-known facts about measures on perfect sets it is easy 
to see from [2, p. 71 that a set E is in cYO if and only if it is countable. As a con- 
sequence, we have as an immediate corollary to the theorem the following 
result in two dimensions: 
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COROLLARY. Let E be an F,-set contained in a and let N =: 2. A necessary 
and suflcient condition that E be removable for subharmonic functions with respect 
to the class of \%I0 functions is that E be countable. 
Using well-known facts in dimension 2 and the methods of this paper, 
it is easy to see that a necessary and sufficient condition that an F,-set E be 
removable for the class C(a) is that E be of logarithmic capacity zero. (See 
[1, Footnote 6, p. 971 and use Section 3 of this paper.) As a consequence, the 
class of removable sets for C(D) and 1.110 are different. 
Before proceeding, we would also like to point out that a function u can be 
inL(-Q) (and thus in Fa for N ;: 3 and -(lV - 2) < p e: 0), have the property 
that d,u(x) = 0 for x in R, and still not be harmonic in Q. This accounts 
for the difference in the definitions of a removable set for the various classes 
.T3 with the discrepancy occurring at p := 0. 
To obtain a function u with the property just alluded to, take 9 = Q(0, a) and 
U(X) = I for x1 ;x 0 
-0 for x :: 0 
= --I for x1 < 0. 
Obviously, d+(x) = 0 for all x and u is not harmonic in L? since it is not even 
continuous there. 
2. FUNDAMENTAL LEMMAS 
The first lemma we prove is the following: 
LEMMA 1. Let u be in F0 , let Z be a relatively closed subset of Q, and let 
B(xO, ro) C 9 where r. > 0. Set A, = (x: B(x, k-l) C Q and 1 us,,(x) - uB,(x)! < 
kr3 for 0 < p < Y < k-l}, k = 1, 2 ,... . Suppose that 
(i) u is subharmonic in B(xO, ro) - 2; 
(ii) there is a positive integer j such that 2 n B(xO, ro) C Aj ; 
(iii) d,*u(x) > 0 I a most everywhere in B(.xO, Y,,). For Y in B(.xO, ro) n 2, 
de$ne U(X) = lim,,, us,, (x) (which by (ii) exists and is $nite). Then u is sub- 
harmonic in B(xO, ro). 
We first observe from well-known properties of subharmonic functions 
and from (i) and (ii) that 
d,*u(x) ;3 0 for x in B(xO, rU) - Z 
> --j2(N + 2) for x in B(.@, yo) n Z. 
(2.1) 
50.;/37;1-3 
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I f  we establish 
u is upper semicontinuous in B(x”, yO), (2.2) 
it then follows from [8, Lemma 31 that u is subharmonic in B(x”, r,,). 
Let 2, == (x: u is not upper semicontinuous at .T, and s is in B(x”, Y”)). 
We show that 
Z, is the empty set. (2.3) 
This fact implies (2.2) and consequently the lemma. 
\Ve observe that 
-4, is a closed set, (2.4) 
and that 
ljrr; Us, ~= U(X) uniformly for N in A, fJ B(x”, r”). P-5) 
Suppose (2.3) does not hold. ‘I’hen there is a point z* in 2, . Let E > 0 
be given. If  we can show that there exists a 6 > 0 such that 
u(x) < z+*> -+ (23 /~ 2)E, for x in B(z*, S), (2.6) 
we shall have arrived at a contradiction (i.e., u is upper semicontinuous at .a*), 
and the proof of the lemma wit1 be complete. 
From (i) and (ii) of the lemma and the definition of 2, , it follows that c” 
is in Aj. Consequently, we see from (2.5) that there is an rr > 0 with 
B(z", 8r,) C B(xO, yo) such that 
1 u(z) - u(2‘)1 __ c, 
(2.7) 
I %r(4 -- 44I . . ‘5 for 0 < r < 2r, , 
for z in B(z*,~P~)~ Aj. 
Next, from the fact that u is in 3” , it is easy to see that there is an r2 > 0 
such that 
for 0 < Y < 2v, and x in B(P", ro). 
Set S = min(r, , ~a). I f  x is in B(x *, 6) n 2, (2.7) shows that (2.6) holds. 
If  x is in B(z*, 8) - 2, let 5 be the distance from x to 2. Also, let z’ be a point 
in 2 such that ] a’ -- x / = E. Then 6 < 6 and we have from condition (i) 
of the lemma that 
q-4 d %,I(X). (2.9) 
Also z+&) :m ~,dz’) + I B(r, W’ JB(~.E) [U(Y) - ~B,PEWI dr. Consequent- 
ly, we infer from (2.7) and (2.9) that 
~(4 < u(G*) + 2~ + 2N I W, 2W’ i,,., ze) 14~) - u,,&‘)l dy. Q.iQ> 
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Equation (2.6) follows immediately from (2.8) and (2.10), and the proof of 
the lemma is complete. 
The next lemma we establish is the following: 
LEMMA 2. Let u be in Fe, -(N - 2) < /3 < 2, let &x0, rO) C Q where 
r0 > 0, and let R* be a relatively closed subset of B(x”, yo). Suppose that 
(i) I<* is in Y;+N-2 ; 
(ii) u is subharmonic in B(x”, ro) - E*. 
Set u(x) = lim sup,,” uB,T(x) for x in Ed. Then u(x) is subharmwic irz B(9, rJ. 
We first suppose that -(N - 2) < /3 < 1 and let 0 be a nonnegative function 
in Co”[B(xo, r”)]. It follows from [5, p. 3, 201 using mollifiers that the lemma 
will follow if we can show 
(2.11) 
Let 2 = the support of B. Since 8 is in C,m[B(xo, yo)], it follows that 
E* n 2 is a closed set contained in B(xO, rJ where 0 < rl < r. . (2.12) 
Recalling that Q = Q(x*, r*) with 0 < Y* < 4 , we let E~(u, r) be the function 
defined in (1.3) for 0 < Y < Y*. We next show that 
there is a function h*(r) with the following properties: (2.13) 
(i) h*(r) is continuous, nondecreasing, and bounded on [0, I*) 
with h*(O) = 0; 
(ii) for 0 < r < Y*, be(u, Y) < h*(y); 
(iii) there is a constant K,* such that for 0 < 2~ < Y*, 
h*(2r) < K*,h*(r). 
To establish (2.13), we first observe from (1.3) and the definition of the class 
PB that Q(U, r) also satisfies (2.13)(i). We then set 
h*(Y) = (log Y * - log Y)--l jr* c&x, p) P-’ dp 
r 
(2.14) 
for 0 < r < Y*, and observe immediately from this last fact that h*(y) meets 
(2.13)(i) and (ii). 
Next, we observe that 
h*(2r)/h*(r) < (log Y* - log r)/log Y* - log 2~). 
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Since the limit as I’ ---+ 0 of the expression on the right-hand side of this last 
inequality is I, we SW that h(2r);‘h( r is bounded on (0, r*/4]. From (2.13)(i), ) 
Eve have that h”(2r)/lz*(r) is bounded on [~“;4, r*/2), and (2,13)(iii) is established. 
Next. we define h*(~*) 1 lim,-.,, It*(p) and h*(r) h’(r”) for P’ :< f  <z !, . 
IVe then set 
h(r) p(r)r’” 21 Ii, 0 5:’ r ; , (2.15) 
and observe from (2.13) that 11 is a measure function, i.e., h is in class ,ti. Also 
we have that 
Ii.? Jr(t) t- (,’ “)-:j 0, (2.16) 
and consequentI!- from (i) of the lemma that 
A41,(E*) ~~~ 0. (2.17) 
From (2.13)(iii) and from (2.15), IVY also obser\-e that 
there is a constant K,, such that for 0 < r ‘.I r-/2, h(2r) < K,$(Y). (2.18) 
Next, following [3, p. 431 (and [2, p. 61) we call Q(s, r) a dyadic cube if 
Y 2mk where lz is a positive integer and 2”~~‘(a,, my Y) is an integer for 
n I ,..., IV. Two dyadic cubes are called disjoint if their intersection has no 
interior. \Z’e next observe (from [3, p. 431 on choosing 0 5: 4(m) SJ I for s in 
E)v) that the following prevails: 
Remark 1. Let @(xi, T~)]:~~, be a finite disjoint collection of dyadic cubes. 
‘I‘hen for each j, there is a nonnegative function +j in $,,“(E,v) with support 
of #I$ contained in ~(.TI, 3~~12). Furthermore, 4(.x) =- C+,&(x) is such that 
0 < 4(x) < 1 for 3; in E,V and ~=I for x in (J-j’=, g(xj, ri). Also, there is an 
absolute constant C (ix., the same constant C will work for any finite disjoint 
collection) such that ~ +y(x)/Zs,, < 0, r and ?dj(x)/Sm, 8x,. / < 0;” for s 
in E,V , j 1 ,..., J and i, k ~-. I ,.... AT. 
Let 6 > 0 be given. Equation (2.11) (and hence the lemma for -(A’ - 2) -( 
/? < 1) will bc established if we can show 
(2.19) 
Let C, be a constant that majorizes 1 P(x);, ; ?C’(X)/?.Y~~ i, and ; Oc,(s): for s 
in riy and n :- I,..., n;. From (2.12), (2.17), and (2.18), we see that there is a 
finite disjoint collection of dyadic cubes (Q(.vj, rj)}: r such that 
(i) 0 < r, -., r*/8 for j ~~ I,..., /; 
(ii) E’ n % C interior of 0 where 0 u:_ r 0(x1, Y,); 
(iii) I<-, h(2rj) < S[(C .., I) C12R(2A’ + 2)1-r, where C is (2.20) 
the absolute constant in Remark 1 ; 
(iv) Q(.v, , 3Y,!2) C B(s”, r,,) j =- l,..., J. 
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Next, we choose {$j}j=l as in Remark I and set $(x) -= ~~=,(bj(x). It follows 
from (2.2O)(ii) and (iv) and f  rom Remark 1 that G(x)[I - 4(x)] is a nonnegative 
function in C,m[B(xo, yo) - E”]. C onsequently we have from condition (ii) of 
the lemma that je(so,r,,) u(y) d{U(y)[l -d(y)]) +J > 0. But this in turn implies 
that 
Now the integral on the right-hand side of the inequality in (2.21) is equal to 
(2.22) 
Since +j(y) has its support in the interior of Q(xj, 3rj/2), Jo(r,,:lr.l,Z) A[cO(y) 
dj(y)] dy = 0. Consequently, we see that the absolute value of the integra1 
in (2.22) is majorized by 
Since u is in FB and 3rj/2 < 3~*/8, this expression is in turn majorized b! 
F~(u, 3~,/2) 1 Q(x~, 3rj/2)j (3Yj/2)‘(C + 1)(2N + 2) Cr(3~j!2)-“. 
I_Jsing (2.13)@) and (2.15), we see that this expression is in turn majorized by 
h(31,,,/2) 2v(C + 1)(2N L 2)C, . 
We consequently conclude from (2.2O)(iii), (2.21), and (2.22) that ]e(,,~c,,r,) u(~I) 
d[@(y) 4(y)] dy I < S, and therefore that lso.o.F,, u(y) dP(y) dy > 4. But 
this is (2.19), and the lemma is therefore established when -(N -~ 2) < /3 < 1. 
To handle the case 1 < /3 < 2, we once again let G be a nonnegative function 
in Com[B(xo, ro)] and observe as before that to prove the lemma in this case 
it is sufficient to establish (2.1 I). Since by assumption u is now in W*l(Q), 
it follows that the integral on the left-hand side of the inequality in (2.1 I) 
is equal to -]B(l.~,TO) Vu YPfk. C onsequentlv the proof will be complete 
if we can show 
Once again, we leave 2 = the support of F, and we observe that (2.12) 
holds. By assumption ~u(x)/~.Y,, is in &, for n = I,..., N. Corresponding 
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to each n, we hav-e an •~~~[&t/i’x,~ , Y], defined as in (I .3). tiext, we set Q-~(T) 
max[+,(iu~is, , y) ,..., •~~-r(&/tix,, , Y)] for 0 < 7 < r* and obtain an h*(r) 
as in (2.13) with E~(u, r) replaced by E,~-~(Y) and k”, replaced by k*,,+r . D-e 
next define k(r) as in (2.15) i.e., h(r) : h*(r)r(~“-“) ii, and observe that (2.16), 
(2.17), and (2.18) hold. 
rcxt. let 6 ‘- 0 be given. Equation (2.23) (and 1 lfntf the lemma for 1 :< 13 ’ 3) 
will be established if we can show 
(2.24) 
M:ith Cl, and C as before, we choose a finite disjoint collection of dyadic 
cubes (C)(s’, ri))jel such that (2.20)(i), (ii), (iii), and (iv) hold where (2.2O)(iii)’ 
is the same as (2.2O)(iii) except that 6 is replaced by SN I, and (21%’ -; 2) by 2, i.e., 
jy h(2r,) 8[:Y(C ~. I) c ,3” ‘1 ‘. ~ (2.2O)(iii)’ 
/ 1 
\Ye next choose (c$,:~, as in Remark I and set 4(.x) --. C:_,(~,(.T). It follows 
from (2.2O)(ii) and (iv) and from Remark I that C(s)[l a(~)] is a nonnegative 
function in C,,“[B(?rO, r,,) E*]. Consequently, we have from condition (ii) 
of the lemma that J-n(,~~,~,,J Tu(~) C{P(y)[i ~ +(-y)]] dy .<. 0. Hut this in turn 
implies that 
Vu(.Y) . Y[rn(y) d(y)] dy. (2.25) 
and observe from (2.25) that (2.24) will follow if wc can show that for fixed n 
u,{(y) a[o(y) f$(y)]$y,, dy 6!V ‘. (2.27) 
Now, the integral on the left-hand side of the inequality in (2.27) is equal to 
Since +j has its support in the interior of C?(S, 3rj/2), 
(2.28) 
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Consequently, the absolute value of the integral in (2.28) is majorized I,- 
Recalling the definitions of C and C, and using (2.26), we see that this expression 
in turn is majorized by Q-~(u,, , 3rj,i2) ; Q(.yj, 3rj,‘2) (3rji2)“-12(C ,- I) Ci(3rji2)-‘. 
Recalling the definition of +i(r) and h(r) and using (2.27) and (2.28) we see 
from this last fact that the integral on the left-hand side of (2.27) is majorized 
by C;=, h(3rj/2) 2.“+‘(C + 1)C. Rut f  rom (2,2O)(iii’), this last expression in 
turn is majorized by 6W’. Equation (2.27) follows from this, and the proof 
of the lemma is complete. 
LEYIM~ 3. Let u be in L’(Q), let Z be a relatively closed subset of Q, and let 
B(xn, r,,) C Q, where r0 > 0. Set -4*, =-: {.Y: B(.v, 2/2-l) C !2 and i UB,,(x) - 
u~,~(.Y -- y)i < kr for 0 < i 3 -< r and 0 ~1 r < k-l), k : 1, 2 ,... . TIefine 
A, as in Lemma 1. Suppose thnt 
(i) u is subharmonic in B(xn, rO) - Z; 
(ii) there is a positive integer j such that Z n B(d’, r,J C -4, n A4*j ; 
(iii) .cl,, *u(x) > 0 almost everywhere in B(xn, r”). For x in Z n B(xO, rn), 
dejine IL(X) := lim,,, ua,, (x). Thelz u is subharmonic in R(xO, Ye). 
We define 2, as in the proof of Lemma 1 and observe, as before, that to 
prove the lemma it is sufficient to establish (2.3). 
Replacing Aj with A? n -4*i , we see that the analogs of (2.4) and (2.5) 
hold. Continuing the argument given for Lemma 1, we see that the proof 
of the current lemma will be complete if we can show that there is a 6 > 0 
such that 
u(x) < u(.q L 36 for .v in B(z*, 6). (2.29) 
where z* is a point in 2, . 
From conditions (i) and (ii) of Lemma 3 and the definition of Z, , it follows 
that 2% is in AS n A*, . Consequently, we see from the analog of (2.5) that 
there is an r1 > 0 with B(z*, fir,) C &x0, r,,) such that 
I U(Z) - u(z*)i < 6, 
~ %,r(4 - +)I < E, for 0 < r < 2r, , (2.30) 
%.r(Z ii-Y) - %.rc4 < E, for y  ’ < r and 0 < r < 2r,, 
for z in B(z*, 2r,) n A, n A*j . 
We take 6 = r,/2. I f  s is in B(z*, 6) n 2, (2.30) shows that (2.29) holds. 
If  x is in B(.z*, 8) - 2, let 5 be the distance from x to Z. Also, let z’ be a point 
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in Z such that z’ ---- s : 5. Then t < 6, and we have from condition (i) 
of Lemma 3 that 
u(x) < UB,&). (2.31) 
Also from (2.30), we have that 
UB,E(X) uB,s[z’ - (A. -- z’)] ~ UB,&‘) -L UB.&‘) 
--< E 7 UB.@) 
. .I E :. ‘s u(L) 
c Erc E -j- z@“). (2.32) 
Equation (2.29) follows from (2.31) and (2.32) and the proof of Lemma 3 
is complete. 
3. PROOF OF THE SUFFICIENCY CONDITION OF THE THEOREM 
With /I =~ 01 ~ (N ~ 2), we split the proof into two cases: Case I when 
0 < /I < 2, and Case II when N ;.z 3 and -(N - 2) < /I < 0. 
To establish Case I, we observe that we are given u in ,f&, E in .Y;,Vp+,j , 
and that (1.6) and (1.8) are valid. Next, we define A, as in Lemma 1 for 
k = 1,2,... and obtain from (1.6) that Q-Z? C UrzJ=, .A, . Also, we have that 
E = uz==, d,# where d,# is a closed set contained in the interior of -0. 
Consequently, we have that 
Q =- i, -4, u Ij ‘4k#. (3.1) 
I.,:- I I<=1 
From (1.4) and (I .6), we have that u is defined and finite in Q-E. We define 
U(X) = lim sup,_” Us,, for .Y in B. It remains to show that with u so defined 
u is subharmonic in Q. 
To accomplish this, we set 
G :-- {xx.: there exists r > 0 such that B(.v, Y) C 9 
and u is subharmonic in B(x, r)]. 
Now, G is an open set contained in Q. Therefore Z = Q - G is relatively 
closed in Q, and the proof will be complete if we show that 
Z is the empty set. (3.2) 
From (3.1), we have that 
% = (J (AL n Z) u ij (-+lk# n Z), (3.3) 
k=l *=1 
where A, n Z and A,# n Z are closed sets contained in the interior of Q. 
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Suppose that (3.2) does not hold. Then it follows from the Baire Category 
Theorem [6, p. 541 that there exists a @x0, ro) C Q with y. > 0 such that 
B(,v”, ro) n Z is nonempty (3.4) 
and one of the following holds: 
there is a positive integer j such that B(xO, yo) r\ 2 C ilj ; (3.5) 
there is a positive integer j such that B(.vO, T,J n 2 C Aj#. (3.6) 
Since u is in 3; for 0 < ,/3 < 2, u is also in cFo. Consequently, if (3.5) holds, 
all the conditions in the hypothesis of Lemma 1 are met. Therefore, u is sub- 
harmonic in B(xO, yo), and (3.4) is not valid. 
On the other hand, if (3.6) is valid, we set E" = B(x”, ro) n Z and observe 
that E* is a relatively closed subset of B(xO, yo). Also E* C A$# C E. Therefore 
E* is in .Y”+N--2 . Consequently, all the conditions in the hypothesis of Lemma 2 
are met. Therefore, u is subharmonic in B(x”, yo), and (3.4) is not valid. We 
conclude that (3.2) holds and the proof of Case I is complete. 
To establish Case IT, we observe that we are given u in 3; , E in .qv-,+, , 
and that (1.7) and (1.8) are valid. Since u is in T,l(r) for .w in Q-E, lim,,, Us,?. 
exists and is finite in Q-E, and u is defined in Q-E by this limit. We define 
u(x) = lim su~r_.~, Us. for x in E, and we propose to show that u is sub- 
harmonic in St. 
To do this, we define A, as in Lemma 1 and A*, as in Lemma 3 and observe 
from (1.7) (see [8, p. 3771) that Q-EC ur=, (-4, n A*,). Also, we have that 
E = I-l;?1 A,# where Ak# is a closed set contained in the interior of 52. 
Consequently, we see that 
i2 = () (A, n -4,*) u (j ‘ilk#. 
I’=1 I,=1 
(3.7) 
We define G as in Case I, set Z = 9 - G, and observe as before that the 
proof of Case II will be complete if we establish (3.2). From (3.7) we have that 
% = fi (,4, n A,* n Z) u (J ,4,:# n Z, 
A=1 k=l 
(3.8) 
where -4, n A*, n Z and AP# n Z are closed sets contained in the interior 
OfQ. 
Suppose that (3.2) does not hold. Then once again it follows from the Baire 
Category Theorem that there exists a B(xO, ro) C .Q with r. > 0 such that 
(3.4) is valid and one of the following holds: (i) the analog of (3.5) with A, 
replaced by A,j n A*j or (ii) (3.6). 
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I f  x is in -4,) lim,-, Up, : U(X). Consequently if the analog of (3.5) 
is valid, all the conditions in the hvpothesis of Lemma 3 are met and we con- 
clude that (3.4) is not valid. I f  (3.6) holds, then, with B* _= R(9. r,,) n Z, 
all the conditions in Lemma 2 are met, and once again we conclude that (3.4) 
is not valid. (‘onsequentlv (3.2) must hold and the proof of C’ase II is complete. 
4. PROOF OF THE NWESS.ARY ~'osnnro~ OF THE THEOREM 
13~ assumption we are given an E’,,-set I: C Q and an h in ,/Z with A,,(E) > 0 
such that 
I;? h(t) P’ 0. (4.1) 
We have, therefore, that there exists I:‘*, a compact subset of E, contained 
in the interior of J2 such that Aa ‘> 0 (and ,.’ co by [2, p. I I]). 
It follows from [2, p. 71 that there is a nonnegative Rorel measure p and a 
constant K,, such that 
(i) p(E,v ~~ E*) = 0, 
(ii) p(E”) = I, (4.2) 
(iii) PM.5 y)l g 4,@) for s in I?, , 0 < I < 1 . 
We set 
u(x) ~= j;, / s ~ 1’ _ -CN “1 d/L(y) for- .v . 3 
h 
c 
(4.3) 
log / .x - J’ in ’ d&r) for A\’ 2. 
. f.h 
It is clear that U(X) is superharmonic in E,\, and harmonic (and therefore sub- 
harmonic) in E,v - B*. We proposc to show that 
u is in .5F”;-(,v-z, . (4.4) 
I f  E* were a removable set for subharmonic functions with respect to the class 
R-L-2) ) it would then follow that u would be harmonic in EN and consequently 
from (4.3) (see [S, p. 3731) that p(E*) = 0. H owever this contradicts (4.2)(ii), 
and we conclude therefore, that E* is not a removable set for subharmonic 
functions with respect to the class ,FE-(N-9) 
It remains to establish (4.4). With no loss in generality we can suppose 
x* = 0, i.e., Q = Q(0, r*) where 0 < r* < 4. We split the proof into four 
cases: Case I, where N > 3 and 0 < (Y < N - 2; Case II, where N >- 3 
and N - 2 < a < N - 1; Case III, where N :-= 2 and 0 < cy < 1; and 
Case IV, where :V ‘; 2 and N - 1 < (2 < hr. 
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To establish Case I, let E > 0 be given. Then (4.4) will follow if we can show 
there is a 6 with 0 < 6 < 4 such that 
(4.5) 
for 0 < Y < 6 and for x in B(0, A’) where p -~= N -- (LV ~ 2). 
Using the mean-value theorem for harmonic functions, we infer from (4.2)(i) 
and (4.3) that for .Y in B(0, IV) the left-hand side of the inequality in (4..5) 
is for 0 -;’ I -: i majorized b> 
Using (4.2)(ii) and integrating by parts, we see that the integral in (4.6) is 
majorized by 
We conclude from (4.2)(iii) and (4.6) that the expression on the left-hand 
side of the inequality in (4.5) is majorized b!- 
Observing that -,B > 0 and z or 1 - N < --I, it follows easily from this 
last fact and (4.1) that a 6 can be chosen so that the inequality in (4.5) is valid. 
Consequently, the proof of Case I is complete. 
Yext, we consider Case 11, the case where N > 3 and N ~ 2 :< 01 < iV - I. 
Let E >, 0 be given. Then (4.4) will be established if we can show there is a 
6 > 0 such that 
r-ii 1 B(x, r)j-1 ) 1 u(z) -- UB,r(S)! dz -.; E (4.7) 
‘B(S,V) 
for 0 < F < 6 and for s in B(0, N) where /3 = u: - (AT - 2). 
Now, using the mean-value theorem for harmonic functions, we see from 
(4.3) that 
(4.8) 
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The second term on the right-hand side of (4.8) is majorized by IV~-*~[B(.X, 
3r)]+“. M:e consequently infer from (4.3) that the expression on the left-hand 
side of the inequality in (4.7) is majorized by 
t Np[B(x, 3Y))] y-0 (4.9) 
for .2: in B(0, N) and 0 < Y < i 
It is easy to see that there is a constant K’,V depending only on A’ such that 
for y  in EN - {0) and 2 I x <I -V ~. We conclude from this that the first 
term in (4.9) is majorized by 
Integrating by parts and using (4.2) we see that this expression in turn is for 
0 < Y < 6-i majorized by 
We conclude from (4.9) and this fact (after using (4.2)(iii) once again) that the 
left-hand side of the inequality in (4.7) for x in B(0, N) and 0 < Y < 6-r 
is majorized b! 
Observing that 1 -p>O, u--NC--l, and I -p-i a:---A’ I 0, 
we conclude from (4.1) and (4.10) that there is indeed a 6 > 0 such that the 
inequality in (4.7) is valid for x in B(0, N) and 0 < I’ (I 6. The proof of Case II 
is therefore complete. 
Next, we consider Case III, the case where N =- 2 and 0 < 2 i I. Let 
6 > 0 be given. Then (4.4) will be established if we can show 
for 0 < Y < S and for s in B(0, 2). 
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Using the mean-value theorem for harmonic functions, 
that for s in B(O,2) and 0 < r < i 
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we see from (4.3) 
&L(J) / R(s, r)i-' J,,,,,,,,) 1 log z - J' i---l - G(s, y, r)l (I,-, (4.12) 
where 
(4.13) 
G(.v, y, r) = i B(s, r)I -I .lR,,,, l.) log 1 p -- ~8 ,m l dp. 
Now, it is easy to see that there is a constant K’, such that 
! log 1 z + y  - log ; J* ! :< K’, z : JJ -’ 
foryinE,-{O}and2iai < yi. 
Also, it follows from [4, p. 4171 there is a K” such that 
1 H(x, t+)i-’ JBcI1 ,) 1 log 1 z - >* - G(0, .\‘, Y)I LI’Z :.I K” 
.I 
fory in B(0, 10) and 0 < Y < -i. 
We conclude from this last fact, (4.12), and (4.13), that the expression on 
the left-hand side of the inequality in (4.11) is for 0 < r < i majorized bv 
Using (4.2) and integrating by parts, we see that this is in turn majorized 
Kzlrl--Ol [I + G, p-2 dp] f  +‘Ku /Tl.2 h(p) p-? dp T K*K,r-“h(3r). 
bY 
Observing that I - a > 0 and that cy - 2 < -I, we conclude from (4.1) 
and this last majorization that there is indeed a 6 > 0 such that the inequality 
in (4.1 I) is valid. The proof of Case III is therefore complete. 
Next, we deal with Case IV, the case where N 2 2 and N -- I < a: < N. 
We know from Cases II and III that u defined by (4.3) in Yti-1P(N--2) . Supposing 
that E* is of N-dimensional Lebesgue measure zero (since the problem is 
trivial otherwise), it remains to show that &(x)/&,~ is in -Fa-r-(,v-?) for 
n = I,..., N. From (4.3), we see this will follow if we show that ~~(.a+) is in 
Fo-l--(,,T\‘-2) , where 
Z’&) = / (Sn - yw) i .v - y  ipN dp(y) (4.13)' 
‘E* 
for s in & - E*. 
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We fix n and let E >, 0 be given. Then (4.4) will be established if wc can 
show that there is a S .., 0 such that 
(4.14) 
for 0 < Y < S and for x in B(0, N). 
Using the mean-value theorem for harmonic functions, we see from (4.13)’ 
that 
for x in B(0, N) and 0 < Y < $ . Observing that there is a constant Kf,Y , 
depending only on N, such that 
for y  in E.v - 10) and j z < i y  ,/2, and also that 
for x and y  in E, , we obtain from (4.13) and (4.15) that the left-hand side 
of the inequality in (4.14) is majorized by 
or x in B(0, N) and 0 < Y < Ii . Integrating by parts and using (4.2), we 
see that this in turn is majorized by 
-“’ /+N+l’ A,, + K,, il” h(p) P-‘~-‘” dp + 2NK,r-“h(3y). 
I!2 - ar 1 
Observing that N - a: > 0 and a - (N -(- 1) < -1, we conclude from (4.1) 
and this last fact that indeed there is a S > 0 such that the inequality in (4.14) 
is valid for 0 < Y < S and for x in B(0, N). The proof of Case IV and, therefore, 
of the necessary condition of the theorem is complete. 
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