INTRODUCTION
Document image analysis is the set of techniques involved in recovering syntactic and semantic information from images of documents, prominently scanned versions of paper documents. Analysis of document images for information extraction has gained immense importance in recent past. Wide variety of information, which has been conventionally stored on paper is now being converted into electronic form for better storage and intelligent processing. This needs processing of documents using image analysis algorithms. Locating text image blocks and tables, and defining appropriate algorithm is the major challenge in document image analysis [1, 2, 3, 4] . Document layout analysis plays a significant role in automatic processing of documents. Each of the regions identified in the layout analysis [5, 8, 9] can serve as a focus-of-interest or guidance for extracting texts and/or graphics for further document understanding.
Research in document images analysis is useful and studied in connection with document reproduction, digital libraries, information retrieval, office automation, and text-to-speech. There are two distinct tasks in document image analysis. The first has a syntactical goal consisting of the identification of basic components of the document, the so-called document objects. The second has a semantic goal consisting of the identification of the role and meaning of the document objects in order to achieve an interpretation of the whole original document. The syntactic information is synthesized in the physical/geometric layout structure of the document, while the semantic information goes under the name of logical structure. In the latter task, two subtasks are usually identified such as logical labeling, and reading order detection. Logical labeling consists of the assignment to document objects of labels indicating their role (page number, title, sub-title, etc.). Reading order detection aims at reconstructing the sequence of textual document objects in which the user is supposed to read the document at hand(See Figure 1) . 
DOCUMENT MODEL (LAYOUT AND LOGICAL STRUCTURES)
From the physical point of view, the document has some pages. A page consists of some blocks, a block consists of some lines, and a line consists of some words. The document must contain at least one object of each type.
From the logical point of view, the document contains logical units, e.g. a heading, a title, tables or lists etc. A logical unit has several characteristic appearances such as it can either be a title, heading, abstract, author, footnote, headline etc. In these cases the logical units consist of exactly one block. Figure  2 shows a typical knowledge acquisition from document. Geometric (layout) [3, 5, 8] object is an element of the specific geometric structure of a document. The following types of geometric objects are defined.
1) Block is a basic geometric object corresponding to a rectangular area on the presentation medium containing a portion of the document content. 2) Frame is a composite geometric object corresponding to a rectangular area on the presentation medium containing either one or more blocks or other frames. 3) Page is a basic or composite geometric object corresponding to a rectangular area, if it is a composite object, containing either one or more frames or one or more blocks. 4) Page set is a set of one or more pages.
GEOMETRIC LAYOUT ANALYSIS: THE ISSUE
The geometric layout analysis [5, 8] aims at producing a hierarchical representation of the document, which embeds its geometric structure, i.e. classified blocks, each representing a homogeneous region of the page, and their spatial relationships. This structure allows us to describe the document layout at different levels of detail, e.g. a body of text can be viewed as a single coherent element, as well as, at a higher detail level, a set of lines.
Skew estimation [3, 6, 11] detects the deviation of the document orientation angle from the horizontal or vertical direction. Early document reading systems assumed that documents were printed with a single direction of the text and that the acquisition process did not introduce a relevant skew. The advent of flatbed scanners and the need to process large amounts of documents at high rates, made the above assumption unreliable and the introduction of the skew estimation phase became mandatory. In fact, a little skewing of the page is often introduced during processes such as copying or scanning. Moreover, today documents are ever more free styled and text aligned along different directions is a common feature.
The page decomposition segments the document image into homogeneous blocks of maximum size ( page segmentation), and to classify them into a set of predefined data types (classification). Page segmentation takes into consideration only the geometric layout of the page, e.g. the spacing among different regions, while blocks classification employs specific knowledge about the data types to be discriminated, e.g. features can be devised to distinguish among text, pictures, or drawings.
PAGE DECOMPOSITION
The subdivision scheme illustrated in figure 3 shows page decomposition works based on objectives and techniques. Each of the following four categories of page decomposition algorithms derived from a subdivision by objectives, is in its turn divided by considering the main adopted technique [11] .
Text Segmentation Approaches
Algorithms which analyze the document in order to extract and segment text. The textual part is divided into columns, paragraphs, lines, words in order to reveal the hierarchical structure of the document [5, 7, 8, 11] . 
Page Segmentation Approaches
Algorithms which aim at partitioning the document into homogeneous regions. They are grouped into the following classes related to the adopted segmentation technique:
smearing technique [3, 11] , projection profile analysis [3, 11] , texture based or local analysis [3, 11] , and analysis of the background structure [3, 11] .
Segmentation/Classification Mixed Approaches
For some algorithms it is not possible to clearly separate the segmentation step from the classification one. The described techniques are based on connected component analysis [4, 11] , smearing , and texture or local analysis [4, 11] .
Block Classification Approaches
Algorithms which label regions previously extracted in a block segmentation phase. The major part are based on feature extraction and linear discriminant classifiers [11] .
EVALUATION METHODS FOR PAGE DECOMPOSITION
The problem of automatic evaluation of page decomposition algorithms is most common. For the first time The text-based approach was proposed in the literature [7, 10] . The quality of page segmentation is evaluated by analyzing the errors in the recognized text. First, page decomposition and character recognition procedures are applied to the document page, and the result is output as an ASCII string. The advantage of this technique is that it is purely text-based, and therefore does not require the page segmentation subsystem to specifically output any kind of zoning results. In addition, although its underlying string-matching algorithms are rather elaborate, the overall approach is straightforward. Therefore, the text-based zoning evaluation approach has been well accepted by the document recognition community. However, this system suffers from the limitation that it can only deal with text regions. The involved score only rejects accuracy on text zones and the segmentation of document images containing different non textual regions cannot be evaluated.
To overcome this limitation a region-based approach has been introduced [12, 13, 14, 15, 16] . According to it, a document is defined in terms of a hierarchical representation of its structure and content, e.g. layout structure, logical structure, style and content. Following the region-based approach, the segmentation quality is evaluated at the different levels of the representation, in terms of correspondence of homogeneous regions by comparing the segmentation output of the system under investigation and the corresponding pre-stored ground truth.
The text-based approach
Kanai et al. [10] introduced A text-based method for measuring the performance of zoning capabilities of commercial OCR systems. The zoning score is based on the number of edit operations required to transform an OCR output to the correct text, using string matching algorithms [11] . Three edit are operations considered: insertion, deletion, move. The cost of correcting the OCR-generated text is calculated in two steps. First, the minimum number of edit operations is estimated. Next, the total cost is calculated according to the cost of each operation.
The edit operations are counted with the following procedure. Let Sc be a string of characters corresponding to the correct text of a page and So be the OCR output using the automatic zoning. Sc and So are compared, and matches are identified. The longest substring common to Sc and So is found and constitutes the first match. The second match is determined by finding the longest substring common to an unmatched substring of Sc and So. The process continues until no common substring can be found. The number of unmatched characters D in So is the number of deletion operations needed, while the number of unmatched characters I in Sc is the number of insertion operations needed. The number of moves M required to rearrange the matches of So in the proper order is calculated as follows.
The N matched substrings in Sc are labeled in increasing order with integers from 1 to N. As a consequence the labels of the substrings in the generated text So, are a permutation of the integers from 1 to N. The purpose is to find a sequence of moves that transforms this permutation into the identity. After each move, any pair of adjacent substrings with consecutive indices are merged. This requires a relabeling of the substrings and reduces the permutation size. At each step the algorithm attempts to find the move that provides the greatest reduction in the size of the permutation. Whenever two or more moves yield the same reduction, the one moving the smallest number of characters is selected.
Two cost functions are defined to evaluate the output of the page decomposition module. The first function, called Cost, calculates the cost of correcting all types of errors generated from automatically segmented pages. A move operation can be performed either by cut and paste of a block of text (string) or by a sequence of delete and re-type. The choice depends on the length of the string. It is assumed that the cost of a move operation is independent of the moving distance and of the string length n when it is greater than a threshold T. The Cost function is defined as follows [11] :
Cost(So, Sc, Wi, Wd, Wm) = WiI +WdD +WmM where Wi, Wd and Wm are the costs associated with an insertion, deletion and move, respectively. The threshold T is set equal to Wm/Wi +Wd. If n < T, delete and re-type is preferred, otherwise cut and paste. The second function, called Calibrated Cost, calculates only the cost of correcting the zoning errors. It is introduced to eliminate the effects of recognition errors. It is assumed that OCR systems make the same recognition errors when a page is automatically or manually zoned. Let Sm be the result of the manual page segmentation, then the Calibrated Cost function is defined as follows [11] :
Calibrated_Cost(So, Sm, Sc, Wi, Wd, Wm) = Cost(So, Sc, Wi, Wd, Wm) -Cost(Sm, Sc, Wi, Wd, Wm)
The region-based approach
Region-based page segmentation benchmarking environments are proposed by Yanikoglu and Vincent [13, 14] , and Haralick et al. [15, 16] . The quality of the page decomposition is assessed by comparing the segmentation output, described as a set of regions, to the corresponding ground truth. The major difficulty for these approaches is the definition of a distance measure between two sets of regions: it has to encompass and to balance several elements such as correspondence between regions, overlap degree between regions and presence of unmatched regions in the two sets.
In the evaluation environment proposed by Yanikoglu and Vincent [13, 14] , named Pink Panther, a region is represented as a polygon together with various attributes. By analyzing matching between ground truth and segmented regions, errors like missing, false detection, merging, and splitting are detected and scored. The detailed shape of regions is not taken into account in the matching, so that small irrelevant differences between ground truth and segmented polygons are ignored. The overall page decomposition quality is computed as the normalized weighted sum of the individual scores.
Haralick et al. [15, 16] proposed a quality measure which is based on the overlapping between rectangular regions coming, respectively, from the ground truth and the page decomposition procedure. Given two sets of rectangular regions, G = {G1,G2, … ,GM} for ground truthed regions and D = {D1,D2, … ,DN } for detected regions, two matrices are computed as follows [11] : σij = Area(Gi ∩ Dj ) / Area(Gi) and Tij = Area(Gi ∩ Dj ) / Area(Dj )
Where, 1 ≤ i ≤ M, 1 ≤ j ≤ N. Correct matchings and errors, i.e. missing, false detection, merging and splitting, are detected by analyzing the matrices ∑ = (σij) and T = (Tij ). The overall goodness function is defined as a weighted sum of these quantities.
DISCUSSION
Current systems for document transformation from paper to electronic format have several limitations. They are tailored to suit specific applications and it is difficult to adjust a system for an application different from the original one. Documents often contain, along with relevant pictorial information, extraneous elements, e.g. noise or background pattern which could disturb the text features extraction and compromise the whole document understanding process if not detected and removed. Non uniform backgrounds, which are present in documents like newspaper and modern magazine pages, has been almost ignored here. Another typical weakness is the fact that the analysis of the behavior of the proposed techniques applied to degraded documents is not considered here. Furthermore, some types of regions such as mathematical equations, chemical formulae, tables (distinguishing tables from multi-columned text is a critical task) are disregarded in the page decomposition phase.
The experimental results given by several authors are hardly comparable. Experiments are characterized by different significance levels, depending on the size of the adopted sample and its representativeness of the documents involved in the specific application. Benchmarking of layout analysis algorithms is an important topic to which efforts have been devoted only recently, e.g., for page decomposition evaluation.
Finally, many of the proposed layout analysis methods are not feasible in real applications because of their high computational cost. Creative layouts, non uniform background, and text with different directions, are becoming frequent in the documents world for a variety of reasons:
an appealing visual look (newspapers, magazine and book covers), to convey information at a glance (advertisements) or to avoid falsification (checks). Future document image analysis systems have to cope with these new features. Some of the requirements they have to satisfy are: flexibility with respect to various applications; computational efficiency; automatic management of document with non uniform background; presence of gray level or color information; page structured with complex layouts; text with very different sizes, styles and fonts on the same page; text regions with different orientations in the same page; text and inverse text in the same page or, more generally, text and background with different colors in the same page; text embedded in graphics figures; text lines with curved baseline; Therefore, it seems that in order to improve future document analysis research, efforts are to be focused on the above mentioned topics.
CONCLUSION
Document layout analysis is a process that aims at detecting and classifying zones on a document image. The evaluation of techniques for the layout/geometric analysis devoted to the understanding of structured pages of machine-printed documents (such as technical journals, magazines, newspapers, handbooks, business letters) have been discussed in this paper. Our analysis points out that todays DIU systems succeed only in limited domains. Improvements of current systems can be achieved by working on the management of complex documents and on the flexibility of the systems. Thus the development of environments for the comparison of the document understanding systems is needed in case of complex documents.
