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Construction of efficient detectors for character information recognition

 
 
We have developed and tested in numerical experiments a universal approach to 
searching objects of a given type in captured video images (for example, people's faces, 
vehicles, special characters, numbers and letters, etc.). The novelty and versatility of 
this approach consists in a unique combination of the well-known methods ranging 
from creating detectors to making decisions independent of the type of recognition ob-
jects. The efficiencies of various types of basic features used for image coding, includ-
ing the Haar features, the LBP features, and the modified Census transformation are 
compared. A combination of the modified methods is used for constructing 11 types of 
detectors of the number of railway carriages and for recognizing digits from zero to 
nine. The efficiency of the constructed detectors is studied.  
 
Keywords: character information recognition, cascade detection, adaptive boosting, 
detector efficiency  
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The main goal of the work is to construct effective tools for detecting numbers of 
railway carriages and digits. The study is based on known algorithms of recognition and 
detection of objects, including the adaptive boosting method for face recognition pro-
posed by Viola and Jones [1,2], and methods for calculating the "convolutional" fea-
tures of image fragments.  
 The Viola and Jones method [1,2] designed for detecting faces in images and the 
Adaboost method [3, 4] used to recognize symbolic information are briefly considered 
in the Introduction. In the sections to follow a combination of these methods modified 
to our tasks will be used for the development of detectors of various objects for charac-
ter information recognition.  
In the second section of the paper, the problem is formulated and the basic algo-
rithms of the research, in particular, the modified Census transformation [5] are de-
scribed. Why is the Census transformation taken? Since the system not only recognizes 
but, in the first place, detects an object, it is important to register features from various 
areas. The modified Census transform, that is a non-local binary pattern, is extended to 
a rectangle of arbitrary size inside the detection area. From the Viola-Jones recognition 
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method we borrow boosting, i.e. building weak and strong classifiers using the 
AdaBoost-learning method.  
The numerical experiments, including number detection and digit recognition, build-
ing weak and strong classifiers using the AdaBoost method, as well as description of 
feature detectors are considered in the third section. The experiments were carried out 
on an example of railway carriage numbers. 
In the fourth section we present the results of the numerical experiment aimed at 
comparing the efficiency of the detectors based on calculating (i) Census features [5] 
(non-local binary patterns), (ii) local binary patterns (LBP) [6, 7] successfully employed 
for recognizing textures, and (iii) Haar features [1, 2] used in the Viola-Jones algorithm 
for face recognition. 
The conclusions are made in the fifth section.  
 
1. Introduction 
Video surveillance systems are currently widely used in various areas of human ac-
tivity. Consequently, there is a high demand for intelligent video analytics systems – a 
technology using computer vision methods to automatically obtain diverse information 
based on the analysis of a sequence of images recorded with video cameras in real time 
or archived [8]. The interest in the modules of video analytics for the detection, recogni-
tion and tracking objects of symbolic information is extremely high. Typical objects of 
symbolic information are license plates of vehicles, railway car numbers, etc. 
Optical recognition of any image is detecting and identifying an object or determin-
ing any of its properties by a recorded image [8,9]. The general algorithm for pattern 
recognition includes the following stages: 1) frame capture; 2) preprocessing; 3) locali-
zation of the object; 4) object recognition. 
At the final stage, the area containing the object (or objects) must be recognized, i.e. 
attributed to one of the multitudes of classes, for example, character recognition in the 
detected license plate of the vehicle or identification of the detected person in the face 
recognition task. 
In this work, emphasis is laid on character information recognition, namely, the 
recognition of license plates of railway carriages, i.e. capture of an object from the vid-
eo flow and recognition of the moving symbolic objects. 
There are various methods for solving the problem of moving symbolic objects 
recognition in video surveillance and recognition systems, such as template-based 
methods, methods using contour models, neural network methods [10,11], the Viola-
Jones method [1,2], the Support Vector Method [12, 13], and others.  
The Viola-Jones method of face recognition [1,2] is currently the basic technique of 
seeking objects in real time images, which has a low probability of false detection. This 
method is based on the following principles:  
1) integral image representation; 2) Haar features; 3) boosting for selecting the most 
suitable features of the sought object in this part of the image; 4) all the features at the 
input of the binary classifier are sorted as "true" or "false"; 5) cascades of features 
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quickly discard windows where the sought object (for example, a license plate) is not 
found. 
AdaBoost selects a set of weak classifiers to be combined, then assigns its own 
weight to each. This weighted combination is a strong classifier. Viola and Jones com-
bined the series of AdaBoost classifiers as a sequence of filters, which is especially ef-
fective for classifying image domains. Each filter is an independent AdaBoost classifier 
containing a rather small number of weak classifiers. The main drawback of the method 
is that the result of the work strongly depends on the training sample, since the light-
sensitive brightness image acts as the input data. 
The method of adaptive boosting [3, 4, 14] was used for recognizing traffic signs 
[15], number plates [16, 17] of motor vehicles and text images [18-21]. The authors of 
[22] considered image selection of railway carriage license plates by spatial frequencies 
using the Haar filters and the classification of the local region of search in the space of 
informative features with allowance for jump in brightness into two groups: object – not 
object. The problem of sign recognition was not solved. Number recognition by means 
of networks of deep learning was considered in [23, 24-28]. 
The analysis of the literature shows that detection of character information and iden-
tification of numbers based on a combination of the Viola-Jones and AdaBoost methods 
is attracting the attention of many researchers. The goal of the present work is to further 
develop the research started in the previous years [29-31].  
 
2. Statement of the problem and algorithm description 
We use the approach proposed by Viola and Jones [1,2] to detect numbers on rail-
way cars and recognize the digits. As distinct from the features used in their work, the 
considered approach involves the so-called modified Census transform proposed in [5] 
and is extended to a rectangle of arbitrary size inside the detection area. The features are 
defined as a kernel 3x3 elements in size, in accordance with the spatial structure of the 
image. Within the kernel, binary {0.1} information encoding takes place, with the re-
sulting binary patterns being boundaries, segments, saddle points, junction points, and 
so on, as is illustrated in fig. 1. 
 
Fig. 1. An example of binary patterns used to encode information on the image. 
 
The lattice of 3x3 elements contains 2
9
=512 such kernels. For encoding graphic in-
formation we use rectangular kernels of various sizes as shown in fig. 2. 
 
С = 385 С = 56 С = 274 С = 273 С = 84 С = 466 С = 79 
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Fig. 2. a) 3D image of the network formed as a result of training; b) example of superposition of a 
rectangular 3x3 lattice within the aperture; c) scheme of a strong classifier. 
 
Unlike the coding scheme in [5], the used coding scheme (1) does not allow image 
filtering. It transforms the image into a feature space with a dimension much larger than 
the size of the original image, as in the Viola and Jones scheme. We will call this kind 
of transformation a “non-local binary pattern”. The formation of code description of the 
image is illustrated in fig.3. 
The average brightness of a rectangular fragment of the image is determined as fol-
lows: 
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where ),( yxI  is the brightness of the pixel with x, y-coordinates. The neighborhood of 
formation of code description is divided into 9 equal parts and the average brightness 
 fI of each part is analyzed in comparison with the average brightness of the entire 
neighborhood of formation of the code description. The average brightness  nfI  of the 
area belonging to the fragment is defined as  
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where jinji  ,30,30 . For each domain, the brightness will be encoded ac-
cording to the rule (3), where nfc  is the binary brightness code for each domain. In 
conformity with (3), for each image fragment there is a set of nine code bits 
80 ....... ff cc . This sequence is considered to be code C of any fragment of image I. 
 
Thus, any rectangular fragment of the image is described by an integer number C 
having 9 bits width, i.e. 5120 C . 
 
 
 
Fig. 3. Formation of code description of a rectangular section of binary image: 
a) the considered image section with regions of diverse noises marked red and of the useful signal marked 
blue; 
b) the region of detector aperture showing several variants of non-local binary patterns used for searching a 
given object in the image (car number). 
 
3. Number detection and digit recognition, building weak and strong classifiers 
 
3.1. Weak classifier 
On the basis of each feature, that is a non-local binary pattern, a weak classifier is 
created, which is a binary function taking on the values (0,1): zero in the absence of the 
sought object in the specified rectangular section of the image, and 1 otherwise (4): 
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where L  is the activation function of the weak classifier. To form the activation func-
tion, we used a decision rule based on the “maximum likelihood criterion” and its esti-
mate (5), where )1(ˆ un  is the probability density estimate of the input signal value 
obtained from the analysis of the training set, provided that the training sample repre-
sents samples of the "useful signal", and )0(ˆ un  is the estimate of the probability 
density of the value of the input signal obtained by analyzing the training sample, pro-
vided that the training sample is a background sample. 
Since the code has an integer nature, the estimate of its probability density distribu-
tion corresponds to the distribution histogram of the codes obtained from the analysis of 
the training sample. 
 
3.2. Strong classifier 
The so-called strong classifier (fig. 2c) is formed using the AdaBoost learning algo-
rithm [3, 11, 12], a set of features, and weak classifiers. A strong classifier is a binary 
function {0,1} including a decision threshold determined in the learning process. The 
learning process minimizes recognition error in the training database: 
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where 
kh  is a weak classifier, kw  is the weight of the weak classifier obtained in the 
learning process using the AdaBoost procedure, n is the number of weak classifiers, and 
  is the decision making threshold. 
 
3.3. Detector 
The key element of the system of search and recognition of numbers on railway cars 
is the detector of objects of a given type. Objects in the image are detected using the 
cascade detection technique. The detector is a cascade of strong classifiers (fig. 2c) con-
nected in series. For the search and recognition of the number of railway carriages, 11 
types of detectors were created: a detector of a carriage number and a detector of all dig-
its from 0 to 9. A general scheme of such a detector was described in [1, 2]. To compare 
the efficiency of different features, detectors with the use of Census features [5] were 
constructed as described above using binary patterns [6, 7] and Haar features [1,2]. 
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4. Numerical experiment 
4.1. Number detection 
To detect the number, a database of images of the trains passing near a video camera 
installed at the railway station was collected. From the obtained videos, the frames 
showing the number of the railway carriage or tank car were selected. The total number 
of the selected frames was 1139 images. All the images were reduced to 640x480 pixels 
and discolored (represented in grayscale format). The area containing the number of the 
railway car was marked manually on each of the above images. The size of the mini-
mum aperture of the detector was set to be 54x18 pixels. Then, the neighborhood of 
each marked area was exported to the training set as samples of the useful signal. The 
size of the sample depended on the degree of overlapping of the marked object and the 
scanning system of the detector. 
Then the source database [36] was randomly divided into two parts with a ratio 3:1. 
The larger part was used for training the cascade structure of the detector (neural net-
work). The smaller part did not participate in the training; it was used for finding the er-
ror level of the resulting detector. The size of the training sample was 865 images for 
training and 274 images for testing. 
The recognition scheme described above was studied for different parameters. The 
first parameter is the degree of overlapping of image fragments to be recognized; the se-
cond parameter is the type of feature used: cs is a modified Census transform [5], LBP 
is a Local Binary Pattern [6, 7], haar means Haar features [1, 2]. The training and test 
samples were the same for all variants. 
18 detectors were constructed and the characteristics of each of them were analyzed 
in the numerical experiments. The results of the numerical experiment on searching a 
number on a railway carriage are presented in figs. 4 and 5. The dependence of the 
number of features of different types on the size of the training sample is shown in 
fig. 4, and the dependence of the False Rejection Rate (FRR, type II errors) on the de-
gree of overlapping and the type of the used feature in fig. 5. The False Acceptance Rate 
(FAR, type I errors) on the test sample was on the average ~ 5e-5 for each detector. 
 
  
а) Number of fragments selected for training from 
the database [36] depending on overlap threshold. 
 
b) Number of features (sensors) involved in the 
resultant detector depending on overlapping threshold 
and for different types of features (Haar, LBP and CS). 
Fig. 4. Study of the size of neural network for detecting railway car number depending on overlapping 
threshold and type of features.  
 8 
 
Analysis of the number of features used for achieving the FAR ~ 5e-5 shows that 
their number increases with increasing training sample size. The growth rate depends on 
the type of the used feature. The highest growth rate is for the Haar features [1], and the 
smallest for the modified Census features [5]. 
  
   
 
Fig. 5. The dependence of the FRR of a neural network for detecting railway car 
numbers on overlapping degree and type of feature used.  
 
FRR analysis shows that the detectors constructed using the Haar features are signif-
icantly inferior to the detectors based on binary templates of various types (LBP and 
CS) not only in the number of elements used but also in the recognition quality. 
 
4.2. Digit Recognition 
A digit detector was trained using the database of the image numbers obtained. Each 
image was normalized to the size of 240x76 pixels and labeled by visible digits. The 
size of the digit detector aperture was 12x24 pixels. Then the neighborhoods of the im-
age of each digit were exported to the database for training. As a result of the preparato-
ry work, a database of the digits with the following characteristics was obtained (Table 
1): 
Table 1 
Digit 0 1 2 3 4 5 6 7 8 9 
Training 544 367 507 390 487 973 589 984 845 463 
Testing 121 106 160 139 186 361 203 279 302 151 
FRR (%) 2.48  31.13 1.25 2.88 3.76 2.77 7.39 4.84* 2.32 0.66 
 
 
The methodology of training the digit detector exactly corresponded to the method-
ology of teaching the number detector: the initial databases were divided with a 3:1 ratio 
into training and test parts. The detectors of each digit were built in the training part, 
depending on the degree of overlapping and the type of the used features. As a result, 
180 digit detectors were obtained and their characteristics were analyzed. The result of 
the analysis of the digit detectors qualitatively coincides with the result of the analysis 
of the number detector: the growth rate of the number of features is different for differ-
ent types of features. 
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It is higher for the Haar features and is minimal for the CS features, with the level of 
FAR and FRR errors higher for the Haar features than for the features built on binary 
patterns. The number of features used for different values of the overlapping degree and 
feature type is shown as an illustration in fig. 6. It should be noted that it is difficult to 
recognize some digits, in particular, distinguish 1 from 7, using this method, because 
they look alike.  
In particular, digit “1” always occupies a smaller area than the other digits; therefore, 
the aperture of the 12x24 detector is large for it. In the course of training, fragments of 
other digits frequently get into it, and the resulting database, with overlapping taken into 
account, becomes unrepresentative. Therefore, for solution of this problem, additional 
study of the digit “1” using a smaller aperture (8x24) should be performed. It is also 
worthy of note that for most of the digits, the number of the used CS features is approx-
imately equal to the number of the used features of the same type in a railroad car num-
ber detector. 
 
   
   
   
 
  
 
Fig. 6. Study of the size of the neural network for detecting digits on the railway car number depending on 
the overlapping threshold and type of the used features.  
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Fig. 7. The dependence of the FRR of neural network for detecting digits on the numbers of railway cars on 
the degree of overlapping and type of the used feature. 
 
5. Сonclusion 
The development of efficient detectors for character information recognition on an 
example of recognizing license plates of railway cars has been considered, including 
capturing an object (number) from a video flow and recognizing objects. For detecting 
numbers and recognizing digits on railway cars, we have presented a modified general 
approach to constructing a cascade detector of objects of a given type proposed by Viola 
and Jones [1,2] and a comparative study of various options of basic features, including 
the Haar features [1,2], local binary patterns [6, 7] and the modified Census transfor-
mation [5]. We have proposed to use a combination of modified methods for construct-
ing 11 types of detectors of various objects and have investigated their efficiency.  
The features are modified so that a non-local rectangular binary pattern is formed, 
while the formal code description of the pattern is preserved. On the basis of each fea-
ture, a weak classifier is created, which is a binary function determined by the estimate 
of the distribution function for the useful signal and noise. The weak classifier is then 
used for the construction of a strong classifier following the AdaBoost algorithm. 
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The learning process minimizes recognition error on the training sample from the la-
beled database. The characteristics of 198 detectors constructed from a database [36] 
were analyzed depending on the overlapping parameter and the type of features used. It 
was shown that the growth rate of the number of features depends on their type, is max-
imal for the Haar features [1] and minimal for the feature constructed based on the mod-
ified Census transform. The FRR of the latter feature is minimal. It is shown that this 
conclusion is valid for both, number detection problem and recognition of the majority 
of the digits, except for digit 1. 
On the basis of the results of numerical experiments we can say that for solving the 
problems of searching for objects of a given type, the best values of the parameter of 
overlapping of the labeled object and the scanning detector system lie in the [0.75, 0.8] 
range. The modified Census transform is most effective for forming the features of ob-
jects to be recognized. 
 
Further development of the research 
1. We are planning to investigate the variation of the Census nuclei distribution de-
pending on the objects to be recognized (number, 10 digits). 
 
2. We intend to conduct qualitative and quantitative comparative analysis of the con-
sidered transformations and the transformations on convolutional neural networks 
(CNN) [23] with deep learning of the LеNet architecture for Caffe [35]. 
 
One of the arguments in favor of the developed system is briefly considered below. 
The organization of the system of learning and recognition of objects of any type in the 
developed system is biologically plausible (or neuromorphic). This is how the 
macrocolumns of the brain are organized: they consist of a network of neurons with re-
ceptive fields that respond to similar features [32-34]. The diameter of a microcolumn is 
80-100 neurons located at five cellular levels. The microcolumns are combined into 
macromodules (or macrocolumns) 6500 100 10D m    each containing ~ 100 
microcolumns. A typical artificial biomorphic model of a cortical column contains 
about 1000 neurons of different types and performs a strictly defined functional opera-
tion – the detection of objects of a given type. 
The сonvolutional networks are models of receptive fields of neurons. However, in 
Deep Learning networks the network parameters are set initially, there is no object 
search, and only the recognition process takes place [23, 35]. 
Therefore, the developed system already has an advantage, as it is a biologically 
plausible model for searching objects (fig. 2a) which allows visualizing the layer-by-
layer construction of the network in the learning process. 
Qualitative and quantitative comparison of transformations is a separate issue which 
needs a deep further study. 
 
References 
 12 
1. Viola P., Jones M.J. Rapid object detection using a boosted cascade of simple fea-
tures // IEEE Conf. on Computer Vision and Pattern Recognition. – Kauai, Hawaii, 
USA – 2001.  V. 1.  P. 511–518. 
2. Viola, P. and Jones, M. Robust Real Time Object Detection, In International Jour-
nal of Computer Vision, 1(2), 2002. 
3. Schapire R.E. (2013) Explaining AdaBoost. In: Schölkopf B., Luo Z., Vovk V. 
(eds) Empirical Inference. Springer, Berlin, Heidelberg. 
4. Younghyun  Lee, David K. Han,  and Hanseok Ko Reinforced AdaBoost Learning 
for Object Detection with Local Pattern Representations, Scientific World Journal. Sci-
entific World Journal.  Published online 2013 Nov 28. doi: 10.1155/2013/153465.  
5. Froba B., Ernst A. Face Detection with the Modified Census Transform // Pro-
ceedings of the Sixth IEEE International Conference on Automatic Face and Gesture 
Recognition (FGR’04) 0-7695-2122-3/04. 2004. IEEE. 
6. Cheung, Yiu-ming & Deng, Junping. (2014). Ultra local binary pattern for image 
texture analysis. Proceedings 2014 IEEE International Conference on Security, Pattern 
Analysis, and Cybernetics, SPAC 2014. 290-293. 10.1109/SPAC.2014.6982701. Jour-
nal of Network Communications and Emerging Technologies (JNCET) www.jncet.org 
Volume 7, Issue 5, May (2017) ISSN: 2395-5317 ©EverScience Publications 56  
7.  Xie Liping, W. H. (July 2014). Video-based Facial Expression Recognition Using 
Histogram Sequence of Local Gabor Binary Patterns from Three Orthogonal Planes. 
Proceedings of the 33rd Chinese Control Conference. Nanjing, China. 
8. Torsten A., Ivo K., Harald L. Video analytics: Myths and reality // Security Focus. 
2019. P. 186. ISBN: 978-5-9901176-5-5. In Rusian.  
9. Tu, D., Gonzalez R. Principles of pattern recognition. // M .: Tekhnosfera, 2012, 
ISBN: 978-5-94836-331-8. In Rusian.  
10.Fukushima Kunihiko Neocognitron: A Self-organizing Neural Network Model 
for a Mechanism of Pattern Recognition Unaffected by Shift in Position. // Biological 
Cybernetics. 1980. 36 (4). P.193-202. 
11.Mohasseb, Alaa (et al.) Detecting Question Intention Using a K-Nearest Neighbor 
Based Approach  Artificial Intelligence Applications and Innovations //AIAI 2018 IFIP 
WG 12.5 International Workshops, SEDSEAL, 5G-PINE, MHDW, and HEALTHIOT, 
Rhodes, Greece, May 25-27, 2018, Proceedings, p. 101-111. 
12.Chapelle O., Haffiier P., Vapnik V. Support Vector Machines for Histogram-
Based Image Classification // IEEE transactions on Neural Networks. 1999. V. 10(5) P. 
1055-1064.  
13.Wing T. H., HaoWooi L., Yong H. Two-Stage License Plate Detection Using 
Gentle Adaboost and SIFT-SVM // First Asian Conference on Intelligent Information 
and Database Systems. 2006. P. 109-114.  
14.Alina Beygelzimer, Haipeng Luo, Optimal and Adaptive Algorithms for Online 
Boosting, Proceedings of the 32 nd International Conference on Machine Learning, 
Lille, France, 2015. JMLR: W&CP volume 37.  
15.Xavier Baró, Sergio Escalera, Jordi Vitrià, Oriol Pujol, and Petia Radeva  Traffic 
Sign Recognition Using Evolutionary Adaboost Detection and Forest-ECOC Classifica-
 13 
tion, IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, 
VOL. 10, NO. 1, MARCH 2009, pp. 113-126 
16.Zheng D., Zhao Y., Wang J. An efficient method of license plate location // Pat-
tern Recognit. Lett. 2005. V. 26 (15). P. 2431–2438.  
17.Choo Kar Soon, Kueh Chiung Lin, Chung Ying Jeng and Shahrel A. Suandi  Ma-
laysian Car Number Plate Detection and Recognition System //Australian Journal of 
Basic and Applied Sciences. 2012.V. 6(3). P. 49-59.  
18. Singh  AK,  Gupta  A,  Saxena  A.  Optical  character recognition: a review. // 
Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 
2016;3(4):142-146.  
19.Mamta Kadyan  A Review on Character Recognition Using OCR Algorithm //  
Journal of Network Communications and Emerging Technologies (JNCET) 
www.jncet.org. ISSN: 2395-5317.  Volume 7, Issue 5, May (2017) P.56-61.  
20. Ankit Lat, C. V. Jawahar: Enhancing OCR Accuracy with Super Resolu-
tion. ICPR 2018: 3162-3167 
21. Chao Dong, Ximei Zhu, Yubin Deng, Chen Change Loy, and Yu Qiao Member, 
Boosting Optical Character Recognition: A Super-Resolution Approach, ICDAR 2015 
COMPETITION ON TEXT IMAGE SUPER-RESOLUTION  
22. I.V. Beketov, S.L.Karateev, Yu.V.Vizilter. Algorithm for automatic detection of 
license plate images of railway rolling stock based on adaptive boosting methods // Pro-
ceedings of the GraphiCon’2013 conference. Vladivostok. September 16-20, 2013. 
Pp.219-221. In Russian.  
23. LeCun, Yann. "LeNet-5, convolutional neural networks". – 
http://yann.lecun.com/exdb/lenet/ 
24.Xie L., Ahmad T., Jin L., Zang S. A new CNN Based method for multi-
directional car licence plate detection /IEEE Trans. Intell. Transp. Syst 19, p.507-517 
(2018). 
25. Syed Zain Masood, Guang Shu, Afshin Dehghan, Enrique G. Ortiz   License 
Plate Detection and Recognition Using Deeply Learned Convolutional Neural Networks 
https://arxiv.org/abs/1703.07330  (2017) 
26.Scott Gray, Alec Radford and Diederik P. Kingma  GPU Kernels for Block-
Sparse Weights (2017) https://s3-us-west-2.amazonaws.com/openai-
assets/blocksparse/blocksparsepaper.pdf arXiv preprint:1711.09224 
27.Amit Y., Geman D., Fan X. A course-to-Fine Strategy for Multiclass Shape De-
tection. IEEE Transactions on Pattern Analysis and Machine Intelligence. 2004, pp. 
1606-1621 
28.Bellustin N.S., Kalafati Yu.D., Kovalchuk A.V., Telnykh A.A., Shemagina O.V., 
Yakhno V.G. Systems of detection, maintenance and clustering of objects based on neu-
ron-like coding // Information-measuring and control systems. 2010. T. 8. No. 2. Pp. 29-
34. In Russian. 
29. Bellustin N., Kalafati Y., Kovalchuck A., Telnykh A., Shemagina O., Sharma P., 
Vaish A., Verma S. and Yakhno V. Instant Human Face Attributes Recognition System 
 14 
// International Journal of Advanced Computer Science and Applications (IJACSA). 
Special Issue on Artificial Intelligence. 2011. P. 112 -120.  
30. N.S, Bellustin, Yu.D., Kalafati, A.A., Telnykh, O.V. Shemagina. Application of 
algorithms for adaptive segmentation and semantic description of images in the problem 
of recognition of “images for adults” // Information-measuring and control systems. 
2013. Vol.11 No. 7. Pp. 37 - 42. In Russian. 
31. N. S. Belliustin, Yu. D. Kalafati, A. A. Telnykh, and O. V. Shemagina Neuron 
Like Algorithms of Adaptive Segmentation and Semantic Description of Images in the 
―Adult Image Recognition Problem // Optical Memory and Neural Networks (Infor-
mation Optics). 2014. V. 23 (1). P. 26–33.  
32.Tobias C. Potjans and Markus Diesmann The Cell-Type Specific Cortical Micro-
circuit: Relating Structure and Activity in a Full-Scale Spiking Network Model / Cere-
bral Cortex March 2014;24:785–806 doi:10.1093/cercor/bhs358.  
33.Mountcastle V.B. The columnar organization of the neocortex // Brain. 1997. 
Vol. 20, № 4. P. 701–722. 
34. Jones E.G. Microcolumns in the cerebral cortex. // Proc. Natl. Acad. Sci. U. S. A. 
UNITED STATES, 2000. Vol. 97, № 10. P. 5019–5021 
35. http://caffe.berkeleyvision.org 
36. https://github.com/telnykha/trains_dataset/  
 
 
 
 
 
 
