Abstract. We describe a new method of computing functions of highly non-normal matrices, by using the concept of approximate diagonalization. We formulate a conjecture about its efficiency, and provide both theoretical and numerical evidence in support of the conjecture. We apply the method to compute arbitrary real powers of highly non-normal matrices.
This procedure may not be appropriate if A is highly non-normal, because the eigenvalues of A can be highly unstable under small perturbations, such as those associated with rounding errors in computation, and the matrix S may have an extremely large condition number κ(S) := S S −1 . In the most extreme case, when A has a non-trivial Jordan form, the method breaks down entirely.
In this paper we describe an approach which involves using an approximate diagonalization of A. We emphasize that this does not mean that it is close to a true diagonalization, but rather that it has many of the features of a true diagonalization, and the amount of error associated with using it can be estimated. We start by describing the idea, and formulate a conjecture about its efficiency. Much of the remainder of the paper is devoted to providing theoretical and numerical evidence in support of the conjecture.
In Section 5 we use the ideas developed to throw some light on the difficulties of computing fractional powers of matrices that are close to singular.
Lemma 2.1. Suppose, in addition to the above assumptions, that the resolvent operators R(z, A) := (zI − A) −1 satisfy R(z, A) ≤ c for all z ∈ γ and that f ∈ A. Then
Proof. The first bound depends on a routine estimate of the formula
We next assume that z ∈ γ and use the bound
R(z,Ã) = R(z, A) I − (Ã − A)R(z, A)
The second formula now follows by a routine estimate of the identity
EXAMPLE 1 There are two obvious ways of ensuring that the resolvent bound of Lemma 2.1 is satisfied. The first uses the stability of the numerical range Num(A) under small perturbations. If Num(A) ⊆ U and dist(γ, Num(A)) ≥ 1/c then the bound R(z, A) ≤ c is valid for all z ∈ γ by [11, chap. 17] or [1, sect. 9.3] .
Alternatively given c > 0 one may define γ to be the pseudospectral contour {z : R(z, A) = c}. The shape of the contour, which may have several components, can be determined numerically by using the Eigtool software; see [12] .
We say that three matrices S, D, B provide an approximate diagonalization of A if D is diagonal, S is invertible, B is small and A = SDS −1 + B; we assume that A ≤ 1 whenever necessary for reasons stated below. We say that S, B is a permitted pair for A if S is invertible and D := S −1 (A − B)S is diagonal. The accuracy of the approximate diagonalization is measured by the quantity for the derogatory case, however, see [4] . Many of our theorems below can be viewed as providing support for the CONJECTURE For every positive integer n there exists c n such that
for every n × n matrix A such that A ≤ 1 and for every ε ∈ (0, 1). Since one can only evaluate σ(A, ε) exactly in simple cases, we attempt to obtain a fairly sharp upper bound on it by choosing B, S appropriately. The rate of convergence of σ(A, ε) to 0 as ε → 0 depends on whether A is diagonalizable or not. Note that one obtains an approximate diagonalization for another matrixÃ from that for A by keeping the same S, D and puttingB := B + (Ã − A). Therefore
and our definition is computationally stable. Further computational questions can be asked, for example about the errors arising when evaluating S −1 for a choice of S that is close to singular, but the methods described here allow one to replace S −1 by T provided
We observe that
for all invertible matrices V ; thus the order of magnitude of σ(A, ε) is not changed if one passes from A to V AV −1 where κ(V ) is of order 1. If A is normal then one may diagonalize it exactly with S unitary and B = 0, so σ(A, ε) = ε.
A feature of our definitions of σ and σ is that they do not scale under the map A → λA when λ is large. As λ increases Spec(λA) and Num(λA) expand, so the contour γ and the algebra A must be changed. We therefore impose the condition A ≤ 1 whenever necessary.
The A simple compactness argument implies that the infimum is actually attained.
for all ε ∈ (0, 1/c).
Proof. If the infimum in the definition of µ(A, δ) is attained for A, S, D, B then
The lemma follows by applying the following general fact: if f (resp. g) are non-negative, monotonically decreasing (resp. increasing) functions on (a, b) and
S, B, ε) and we can defineB by
If r > 1 and γ is the circle {z :
The theorem now follows by taking the infimum over all permitted S, B.
We next establish a close connection between the above ideas and the existence of a suitable basis of (column) pseudo-eigenvectors. The results obtained are only of interest when B and all r j are very small. 
for all j.
Proof. Applying the identity AS = SD + BS to the standard basis elements {e 1 , ..., e n } of C n yields (2.2) with r j := Bφ j . The bound follows immediately. The above theorem has the following partial converse. Theorem 2.5. Let {φ 1 , ..., φ n } be a linearly independent set in C n such that φ j = 1 and
for all j ∈ {1, ..., n}, where λ j ∈ C and r j ∈ C n . Let R, S be the n × n matrices 
Proof. The equation (2.3) may be rewritten in the form AS = SD + R by concatenating the columns. This implies B = RS −1 . We also have
where · HS is the Hilbert-Schmidt, or Frobenius, norm. Similarly
3. Evidence Supporting the Conjecture. We start by proving our Conjecture for Jordan matrices.
Lemma 3.1. Let J denote the n × n Jordan matrix
for all δ ∈ (0, 1) and
for all ε ∈ (0, 1). Proof. We define B by A direct calculation shows that
where U is the circulant and unitary matrix with entries
If F is the finite Fourier transform, whose matrix
is unitary, then
where D is the diagonal matrix with entries λ r = e 2πir/n , for 1 ≤ r ≤ n. Putting S := F T we finally obtain
Since T = δ −1 and T −1 = δ 1/n we deduce that κ(S) = δ −1+1/n . This implies (3.2). The corresponding upper bound on σ is obtained by applying Lemma 2.2. EXAMPLE 2 We compare the above theoretical result with what can be obtained numerically. We defined J by (3.1) with n = 25 and evaluated f (δ) := δ 1−1/n κ(S) for 200 randomly generated matrices B with norms equal to δ for a range of values of δ. The matrices S and D were defined by using the Matlab command [S,D]=eig(A-B). In Table 1 , min(f (δ)) is the minimum value of f (δ) obtained and med(f (δ)) is the median value. We also took a sample of 2000 such matrices B and found that all the values of min(f (δ)) remained larger than 2. The similarity of the numerical results to what was proved in Lemma 3.1 suggests that both are close to the optimal bound. The following corollary does not prove the Conjecture because the constant obtained depends on the matrix involved, and not just on the dimension. It is known that finding the Jordan canonical form is an inherently unstable problem [6, p. 390], [7] .
Corollary 3.2. For every n × n matrix A there exists a constant c A such that
for all ε ∈ (0, 1).
Proof. If A = VJV −1 whereJ is a Jordan canonical form for A then (2.1) implies that
By applying the method of Lemma 3.1 to each Jordan block ofJ we obtain the corollary.
We next prove the Conjecture for triangular Toeplitz matrices. is a diagonal matrix. Putting S := F T as before we obtain κ(S) = δ −1+1/n and
Putting δ := ε n/(2n−1) we obtain
We have not been able to prove the Conjecture for general n × n matrices, and Theorem 3.7 below is the closest that we have got to it. We originally proved it under the assumption that the eigenvalues of A were collinear. The general case depends on the following theorem of Friedland [5] . Its proof depends on using the degree mod 2 of a smooth map between manifolds of equal dimension, and it would be valuable to obtain a constructive version. This may not be easy, because the number of normal 'extensions' N of Q varies from 1 to ∞ (inclusive) depending on Q. Proof. We have is the standard basis of C n . If the diagonal entries of A vanish then the second inequality follows from 
By Friedland's theorem there exists a strictly lower triangular matrix L such that Q + L is normal and ν(L) = ν(Q). A direct calculation establishes that
where D is diagonal and W is unitary. Putting S := U V W we obtain
The result now follows by putting δ := ε 1/(n+1) .
4. Random Perturbations. The above methods of constructing B and S are too simple to prove the Conjecture for n > 3. In this section we describe a randomized approximate diagonalization method (RADM), suggested to us by L N Trefethen, which provides numerical evidence in support of the Conjecture. Numerically it is remarkably effective.
If the n × n matrix A cannot be diagonalized or can only be diagonalized by means of a matrix S whose condition number is extremely large, then one can instead diagonalize the matrix A − B where B is a small random perturbation. We found experimentally that for a variety of strictly upper triangular n×n matrices A (none of which can be diagonalized) with n = 100 and ε := 10 −16 one has σ(A, ε) ≤ 3 × 10 −7 . In each case we minimized over 100 randomly chosen B such that B = 10 −8 . On the other hand for a series of 100 matrices of the form A=rand(n) with n = 100 and B = 0 we found that 50 ≤ κ(S) ≤ 1000 in every case; our methods are not necessary for such matrices. In the computations below the random perturbation was of the form B=s*randn(n) where s is a small constant. However, we got the same results with small random perturbations B=s*randn(n,1)*randn(1,n) of rank one.
One can use RADM to evaluate A α and other similar functions of A. Our conclusions from a range of such problems, some described below, is that RADM is less accurate than standard Matlab algorithms when the matrix A is quite close to being normal. If A is far from normal and has a small eigenvalue the two methods have comparable accuracy. For many functions one cannot apply Matlab's funm algorithm, described in [2] , but RADM still yields a result whose accuracy can be confirmed by repeating the computation with another choice of the random perturbation. EXAMPLE 4 We consider the n × n matrix and 1 ≤ u ≤ 15. Table 2 shows that σ(A, S, B, ε) took its minimum value for B ∼ 10 −7 but that the condition number of S increased steadily as u increases. The minimum value of σ is of order ε 1/2 . We also carried out a computation in which the entries r/n in (4.1) were replaced by randomly chosen numbers. The conclusions were similar. Table 2 Computation of condition numbers in Example 4
5. Fractional Powers. The definition of the square root of an n × n matrix A is not as straightforward as it appears. If A has n distinct non-zero eigenvalues then it has exactly 2 n square roots, which commute pairwise. On the other hand the matrices 0 and 1 have a continuum of non-commuting square roots. If A n = 0 but A n−1 = 0 then A has no square root, but A 2 has a continuum of commuting square roots, namely A + cA n−1 for any choice of c. If A has n distinct non-zero eigenvalues but two (or more) of these are approximately equal then it may have a large number of pairwise non-commuting approximate square roots. One may avoid these ambiguities by using the holomorphic functional calculus to define A 1/2 , and choosing the branch of z 1/2 that has a cut along the negative real axis. where 0 < c < 1. All such matrices satisfy A ≤ 2 rather than A ≤ 1 so a slight adjustment of the theory is needed. We computed A 1/2 for various values of c when n := 20 by two methods, using the program listed in the Appendix, and present the results in Table 3 . We compared E 2 − A , where E is the square root computed by using RADM, with Our intention above was to illuminate the problems involved in computing square roots rather than to advocate the use of a particular method, but if one wishes to use RADM it is recommended that one should check that two successive applications with different random perturbations yield the same answer to within O (10 −8 Table 3 Computation of square roots in Example 5 Let A be an n × n matrix whose numerical range is contained in {z : Re (z) ≥ 0} and contains some points very close to 0. Suppose that one wishes to compute A t for 0 ≤ t ≤ 1. The formula
is not recommended because log(A) may have a very large norm, and it is undefined if 0 is an eigenvalue of A. An accuracy of 10 −8 is more than sufficient for plotting the graph of f (t) := A t , and RADM provides a way of doing this with a minimum of effort. Many other applications of a similar character can easily be devised. We finally mention that one may also evaluate A s by using [8] if s = 1/n and by the ODE method of [3] . EXAMPLE 6 We used RADM to compute the rth root C r of the matrix (5.1), with c := 0.5, n = 20 and r = 1, ..., 10. Other real powers may be treated in exactly the same way. In the final column of Table 3 , C r,1 and C r,2 are two independent computations of C r both obtained using RADM. The small size of the entries in this column indicate that the results are all reliable to O (10 −8 We finally remark that if greater accuracy is needed, then one may use the above procedure to obtain the starting point for a Newton type iteration.
We used RADM to compute A t for the matrix (5.1) with n = 100 and c = 0.6. We put t := 2 −7 r where r is a positive integer, v 1 := A t computed using RADM, and v 2 := B r where B := A 1/128 is computed by repeated applications of Matlab's sqrtm operator. The two methods give the same answer to within 0.04 for all t ∈ (0, 2), i.e. a relative accuracy of 10 −4 . This may seem rather low, but it is more than enough for graph-drawing needs. Both methods computed the norm of A and A 2 correctly. Most of the CPU time was used computing the matrix norms, but excluding that RADM is substantially faster because it involves one application of eig as opposed to seven applications of sqrtm . For values of c much smaller than 0.6 neither RADM nor sqrtm is accurate. One might also compute B directly using the new algorithm of Guo and Higham [8] . Figure 1 shows the graph of the norm, and is typical of problems in which pseudospectral behaviour is important. 
