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For a class of complex valued functions on the real line a fractional derivative 
is defined which is an entire function of exponential type of the order. It is 
shown that these derivatives can be found by a Newton interpolation series. 
For a class of linear operators, a fractional derivative for their resolvents also 
is defined. These fractional derivatives and the fractional iterates of these 
operators are related and both can be found by a Newton interpolation series 
on the nth-order iterates of the operators. 
1. THE CLASS F 
Let F be the class of functions, defined and analytic on a neighborhood 
of the extended real line in the extended complex plane that vanish at infinity. 
We say that an entire function belongs to the Carlson class if it is of expo- 
nential type and its rate of growth on the imaginary axis is less than rr. 
In [4], L. A. Rubel and the author discussed the class F and proved 
THEOREM. For each f E 9 and each t E R, there exists a unique function 
F(x : t) in the Carlson class, such that F(n : t) =f(n)(t)/n! . 
The following formula for F(x : t) is given in [4], 
F@: t) = - &jr cw9;z+I dw, 
where r = r, u C , where I’, and r- are contours that wind once around 
the singularities off in the upper and lower half-planes respectively and 
where the principal branch of the logarithm is chosen. We are then naturally 
led to define the fractional derivative of f at t, with z! = r(z + 1) as 
f’“‘(t) = z! F(x : t), z # -1, -2 ,... . It was shown in [4] that this fractional 
derivative coincides with the Weyl fractional derivative for f E 9, over a 
suitable range of z. The uniqueness of F follows from Carlson’s theorem 
[I, p. 1531. 
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Now Buck in [2, p. 2891 has proved, using Newton interpolation series 
and Mittag-Leffler (ML) summability, 
THEOREM. IfI+) is in the Carlson class, then 
F(z) = (ML) f C,*,AnF(O) 
0 
where C,,, = z(,z - l)(z - 2) .*a (z - 71 + 1)/n! and 
A”F(0) = (-I)‘$ C,,,(-l)“F(k). 
0 
Thus, in our case, we have Theorem 1. 
THEOREM 1. If f E 3, then at t E R, the fractional derivative off is given by 
u 
f’“‘(t) = z!(ML) c c,,,AnF(o: t), z # -1, -2,..., 
T%=O 
where F(k : t) = f (“)(t)/k! are used in evaluating AnF(O : t). 
The following two corollaries are now immediate. 
(1) 
COROLLARY 1.1 (Product Rule). If f = hg, h, g E St, then f t@(t) is given 
by (l), and the F(k : t) are given by the Leibnitz formula times l/k!, i.e., 
F(k: t) = ; i (t) f’“‘(t)g’“-“‘(t). 
* n=O 
COROLLARY 1.2 (Chain Rule). If f = hog, with h, g E 9, and h(0) = 0, 
then f (“j(t) is given by (1) and, with y = g(t), 
F(k: t) = ;fl”)(t) = -&qjy;!... s, g ($)’ ($)” .a. (G)‘. 
. - 
Here, the symbol C indicates summation over all solutions in 
positive integers of the equation p + 2q + 3~ + ... + IS = k and 
m =p + q + Y + .*a + s. (See [5, p. 191.) (We must have h(0) = 0 so 
that f vanishes at infinity.) 
Remark 1. Buck shows that weaker summability methods work, if 
the rate of growth of the function is sufficiently less than ?T. In our case 
this will depend on the location of the singularities off with respect to 
the origin. 
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Remark 2. In [4], another product formula is given which does not 
reduce to the Leibnitz formula for z = 71. 
Osler in [7, 81 has also dealt with the product and chain rules for fractional 
derivatives. 
2. THE OPERATOR CLASS F* 
We now turn to similar problems in the operational calculus of bounded 
operators on a complex Banach space X. Dunford [3], Taylor [9, p. 2871, 
and Hille [6], among others have developed this theory. 
Let P* be the class of bounded operators T on a complex Banach space X 
(i.e., T E [Xl) whose spectrum, o(T), is a bounded set bounded away from 
the real line. The real line is chosen for convenience, any line through the 
origin could be used with appropriate modifications of the results below. 
It is well known, see for example Taylor [9, Chapter 51, that R, = R,(T) = 
(M - T)-l is an operator valued analytic function for X $ u(T), that derivatives 
of all orders of R, exist if h $ u(T), with 
-$ R, = (-l)n n!R;+l (1) 
and that /I R, /I + 0 as / X \ ---f 03. But now it is easy to see that if T E F*, 
then also -T-l E g* and therefore, the same properties also hold for 
R,( - T-l) as for RA( T). 
We shall need the following extension of Carlson’s uniqueness theorem 
to operator valued analytic functions, various forms of this extension are 
well known, see HilIe [6, p. 601. 
THEOREM 2. Suppose X is a Banach space, C the complex plane, and 
let T(z) be as follows: 
T: C-+X 
.z - T@), z = x + iy. 
If T(z) is analytic throughout C and of exponential type, i.e., (1 T(z)j/ < L&F, 
Y = 1 z I, for some constants A and a:, and 
(1) 1iyy-y I Y 1-l log II T(iy)ll < r, 
(2) T(n) = 6, n = 0, 1. 2 ,... . 
The-n, T(z) = 6’. 
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Proof. Let f be any bounded linear functional on X into C. Thenf(T(z)) 
is an ordinary entire function and 
Thus, fT is of exponential type. Also, 
lim sup log I f(T(iy))l ~ lim sup log llfll 
lbl--= IYI lyl+m 
lyl + li;:,“p log y lp)” 
= lim sup log I( T(iY)l’ < ~ 
lyl+m IYI * 
Also, f(T(n)) = 0, n = 0, 1,2 ,... . Thus, by Carlson’s theorem F( T(z)) = 0. 
Since this is true for all bounded linear functionals on X, we see that T(z) = 19, 
as a consequence of the Hahn-Banach theorem, which is what we wished to 
show. 
We call the class of operators satisfying Theorem 2 the Carlson operator 
class. 
We now consider the fractional iterates of operators T E P*. Applying 
the results of the operational calculus in Hille [6, p. 2761 or Taylor [9, p. 2891, 
we see that the fractional iterates of T are given by 
Tz=& +I 
rr 
X”R,( T) dX, 
r+ r- 
where I’, and I+- are curves taken in the positive sense about the spectrum 
of T in the upper and lower half-planes, respectively and the principal 
branch of the logarithm is chosen. Because of the location of the curves 
I’, and I’- , we see that Tz as a function of the exponent x is in the Carlson 
operator class. Newton interpolation also applies here. We thus have 
THEOREM 3. Let T ES*, then there exists an operator Tz, given by (2), 
in the Carlson operator class, such that Tn coincides with the nth iterate of T 
when n is a positive integer. The Newton interpolation series 
Tz = (ML) g C,,nA”T’J, (To = I), 
n-0 
holds, where the kth iterates Tk are used in evaluating AnTa, and the series 
converges trongly. 
Proof. By applying bounded linear functionals to the operators considered, 
we have ordinary entire functions in the Carlson class and Buck’s results 
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apply directly to ensure weak convergence. That the convergence is actually 
strong can be seen as follows: 
From the integral representation, we have 
/I T” - 111 = I& jc (A” - 1) R,(T) dh 1 ) 
which converges uniformly to 0 with x. By Theorem 11.4.1 of Hille [6], 
there is a bounded operator A on X with resolvent R,(A) such that 
T” = & j eAZR,(A) dX, 
r 
where I’ surrounds the spectrum of A in the positive sense. Buck’s argument 
[2] now can be applied to get 
Tz = & j e*“R,,(A) dX 
= &; ,w,~ c*.?@* - 
= (ML) f. cm [&- jr P - 1)” R,(A) dh] 
= (ML) 5 C,,,AnTo. 
7Z=O 
Strong convergence of this series to Tz now follows easily by considering 
the norm of the differences between Tz and partial sums of the series. 
Applying the operational calculus to T E %*, we know (see for example 
Dunford [3, p. 1911) 
Rp’( - T-1) = ! 2rri jc Rp’(- T-l) A-‘+’ dh, 
where C is a curve in positive sense about the origin. By deforming C as 
in [4], we see that 
R$)(-T-l) = - & [jr+ + jr- Rn(-T-‘) X-“-l dX] , 
where r+ and C are contours taken in the positive sense about the spectrum 
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of -T-l in the upper and lower half-planes. We now define the fractional 
derivative of order x of I$,( - T-l) as 
@‘( - T-l) = RA(- T-l) X-“-l dh 1 , (3) 
where the principal branch of the logarithm is chosen. The operators 
z!-I&,(- T-l) satisfy the conditions of Theorem 2 and, therefore, are the 
unique operators with these growth restrictions as functions of x that 
coincide with Rc’(- T-l)/n! . Moreover, as in Theorem 3, Newton inter- 
polation also applies here in the strong sense. We summarize these facts as 
THEOREM 4. Let T E S*, then there exists a unique operator x!-lRf’(- T-l), 
given by (3), in the Carlson operator class, which coincides with the nth derivative 
of R,(- T-l) at h = 0 when n is a positive integer. Furthermore, the Newton 
formula 
Rt’(- T-l) = z!(ML) 5 C,,,AnR;(o), 2 # -1, -2,... 
VZ=O 
holds, where R,k+l = (- 1)” R:+‘( - T-l) = (- l)k Tk+l is used in evaluating 
A”R$(‘), and the convergence is strong. 
Clearly, there is a close relationship between Rt’(-T-l) and T”. The 
following theorem extending (1) to fractional values z gives this relation 
explicitly. 
THEOREM 5. Let T E 9*, then 
Rt)(- T-1) = Z!(e-niaTt+l + e”izTt+l), 2 # -1, -2,... (4) 
where T+ and T- are the values of the integrals in (3) taken around I?, and I’- , 
respectively. 
Proof. Dividing both sides of (4) by z!, we see that we get operators 
which as functions of z are in the Carlson operator class. Since they coincide 
for all positive integers n, then, by Theorem 2, they must be equal for all 
values of 2. 
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