In this article,a three parameter generalization of inverse lindley distribution is obtained, with the purpose of obtaining a more flxeible model relative to the behaviour of hazard rate functions. Various statistical properties such as density, hazard rate functions, moments, moment generating functions, stochastic ordering, renyi entropy, distribution of rth order statistics has been derived. The method of maximum likelihood estimation has been used to estimate parameters. Further confidence intervals are also obtained. Finally applicability of the proposed model to the real data is analyzed. A comparison has also been made with some existing distributions.
Introduction
One of the most important branch of Statistics is survival and reliability analysis. Survival analysis deals with analyzing the expected duration of time until one or more event happens such as death in biological organisms and failure in mechanical systems. Survival analysis has its applications in various applied sciences such as engineering, actuarial science, demography, public health and industrial reliability and is usually used to describe the survival times of members of a group through life tables, survival functions and hazard rates etc. For modeling survival data various models has been defined based on the 1 arXiv:1808.07410v1 [math.ST] 22 Aug 2018 behavior of hazard rate (monotone or non monotone).
Most real-life systems exhibit non-monotone (bathtub and upside down bathtub) shape for their hazard rates. For analysis of lifetime data having bathtub-shaped hazard rate function various probability distributions have been proposed. Mudholkar and Srivastav (1993) , Xie and Lai (1996) , Xie and T.Tang (2002) introduced several extensions of weibull distribution to model bathtub-shaped hazard rate date.The inverse versions of the probability distributions are able to model the data that show upside-down bathtubshape for their hazarad rates e.g inverse weibull distribution, inverse gamma distribution,inverse guassian distribution. Lindley (1958) introduced a one parameter distribution known as Lindley distribution with probability density function(pdf) and cumulative distribution function(CDF) respectively given by:
Ghitany, Atich, Nadarajah (2008) Ashour and Eltehiwy(2015) . Sharma,Singh,Singh,Agiwal (2015) introduced the inverted version of lindley distribution known as Inverse lindley distribution with pdf and cdf respectively given by: (2).
A new three parameter probability distribution using the transformation
is a CDF and θ is a positive real number, has been proposed. The new distribution Exponentiated Inverse power lindley distribution (EIPLD) thus obtained involves inverse power lindley distribution and inverse lindley distribution as its sub-models. Some mathematical properties of the proposed distribution has been derived.The moment generating function, quantile function, order statistics, renyi entropy and stochastic ordering has also been discussed.Maximum likelihood estimation of parameters and their confidence intervals are derived.Finally the proposed distribution is analyzed using the real life data and is compared to other well-known existing distributions.
The proposed distribution is most conveniently specified in terms of cumulative distribution function given as:
The pdf plot, survival function,hazard rate and proportional hazard rate for different values of parameters are presented in Fig 1,Fig 2,Fig 3,Fig 4 respectively.
Moments of EIPLD
Moments play a very important role in probability distributions. Moments are the constants of a population and these constants help in deciding the characteristics of the population and on the basis of these characteristics a population is discussed.
Theorem 1: If Z be a random variable following EIPL distribution given as in (4), then the r t h moment about origin is given by :
Proof
The r t h moment about origin of exponentiated inverse power lindley distribution is given by 
Let t = z α and using the definition of inverse gamma distribution (9) reduces to
For r t h moment to exist, the contraint α > r must be satisfied.
Note that for θ = 1, (10) reduces to r t h moment of inverse power lindley distribution.
Moment Generating Function
Theorem 2: Let Z be a random variable of EIPLD having pdf (4),then the moment generating function M Z (t ) is given by:
Using the binomial series expansion of 1 + β 1+β
given by:
Equation (11) becomes
Using e t z = ∞ n=0 t n z n n! ,the equation (12) reduces to
Let v = z α and using the definition of inverse gamma distribution the above equation becomes
Thus the moment generating function of EIPLD is given by:
Quantile Function
Theorem 3: If Z follows EIPLD(α, β, θ) then the quantile function of Z is
where u ∈ (0, 1) and W −1 denote the negative branch of Lambert W function.
Proof : The quantile function denoted by Q(u) is the root of the equation
Multiplying (13) both sides by e −1−β we get,
Using the Lambert W function which is the solution of the equation W (z)e W (z) = z,where z is a complex number ,we have
The negative Lambert W function of the real argument −u(1 + β)e 1+β is
Using above equation the quartiles of the exponentiated inverse power lindley distribution can be determined.Median of exponentiated inverse power lindley distribution is given by
Renyi entropy
Entropies quantify the diversity, uncertainty, or randomness of a system. The Renyi entropy is named after Alfred Renyi in the context of fractal dimension estimation, the Renyi entropy forms the basis of the concept of generalized dimensions. For a given probability distribution, Renyi entropy is given by:
where γ > 0 and γ = 1
Letting z α = t and using the definition of inverse gamma distribution (14) reduces to
Distribution of Order Statistic
The pdf of k t h order statistic is given by:
where g θ (z) and G(z) denotes the pdf and cdf respectively.
Using the binomial series expansion (1
Stochastic Ordering
Stochastic ordering of a continous random variable is an important tool for judging the comparative behavior. A random variable Z is said to be greater than Y in the:
is an increasing function of z.
The following results (Shaked and Shanthikumar 1994) are well known:
The following theorem shows that EIPLD is ordered with respect to "likelihood ratio " ordering.
Theorem 4 : Let Y ∼ E I P LD(α 1 , β 1 , θ 1 ) and Z ∼ E I P LD(α 2 , β 2 , θ 2 ). .If β 1 = β 2 and θ 2 ≥ θ 1 (or if
The maximum likelihood estimatesα,β,θ for α, β, θ are :
The above non-linear system of equations are solved by numerical iteration technique and maximum likelihood estimates are obtained.
Since the maximum likelihood estimates for α, β, θ are not in closed form we use the large sample behaviour of maximum likelihood estimators to obtain the confidence intervals for model parameters. The
where ∆ is the observed Fisher information matrix given by:
The second order derivatives for the parameters of EIPLD(α, β, θ) exist and are derived as:
The solutions of the above equations yield the asymptotic variance covariance of ML estimators for α, β, θ. The asymptotic confidence intervals for α, β, θ are determined as:
Data analysis
In this section, real data analysis is performed to illustrate the applicability of Exponentiated Inverse Power Lindley distribution (EIPLD). The data set given in Table 1 represents the active repair times (hr) for an airborne communication transceiver.This data has been widely used by various authors and were initially used by Jorjensen(1982) . The applicability of EIPLD is demonstrated by using some statistical tools suchs as Kolmogrov-Smirnov statistic, Akaike information criterion(AIC) defined by −2l og L +2q, Bayesian information criterion(BIC)
defined by −2l og L + ql og (n), where q is the number of estimated parameters and n is the sample size, and are compared with other distributions. AIC and BIC values estimates the quality of each model relative to each of the other models.The MLEs of the parameters are given in Table 3 and the statistical values mentioned above are computed and are given in Table 2 . These values indicate that the proposed distribution fits well to the data compared to other tested distributions. 
Simulation Study
In this section, we study the performance of ML estimators for different sample sizes (n = 25, 50, 100, 200, 300, 500).
We have employed the inverse CDF technique for data simulation for EIPLD using R software. The process was repeated 500 times for calculation of bias, variance and MSE. For two parameter combinations of EIPLD, decreasing trend is being observed in average bias, variance and MSE as we increase the sample size. Hence, the performance of ML estimators is quite well, consistent in case of EIPLD.
Conclusion
In this article, a three parameter distribution called as exponentiated inverse power lindley distribution has been proposed. Some statistical properties such as moments,moment generating function,quantile,stochastic ordering, renyi entropy of the proposed distribution has been discussed. The parameter estimation is approached by method of maximum likelihood estimation. Confidence intervals for the model parameters are also derived. An application of EIPLD to the real data set shows that this model could provide a better fit than other compared models. Simulation study was performed using different values of parameters and MSE,bias has been obtained.
