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Abstract
In this paper, the monotone operator principle, the critical point theory and the morse theory are employed to discuss the system
of nonlinear equations of the form Au = λf (u), some existence results are obtained.
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1. Introduction
In this paper, we will study the existence of real solutions for a system of nonlinear equations of the form
Au = λf (u) (1.1)
where u = (u1, u2, . . . , un)T is a column vector in Rn. A = (aij )n×n is a given n × n positive definite matrix, and
f (u) = (f1(u1), f2(u2), . . . , fn(un))T with fk : R → R for k ∈ {1,2, . . . , n} = [1, n]. The letter T will denote trans-
position. The number λ is positive and treated as a parameter in the system (1.1). Nonlinear systems of the form (1.1)
arise in many applications as the boundary value problems for even order difference equations and a common bound-
ary value problem involving partial difference equations. Thus the existence of solutions of Eq. (1.1) is important.
For
A =
⎛
⎜⎜⎜⎝
2 −1 0 · · · 0
−1 2 −1 · · · 0
· · · · · · · · ·
0 · · · −1 2 −1
0 · · · 0 −1 2
⎞
⎟⎟⎟⎠
n×n
, (1.2)
the existence of nonzero solutions of Eq. (1.1) has been considered in [1]. In paper [2], Zhang considered the existence
of nonzero solutions of Eq. (1.1), and got the following results by critical point theory.
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(H1) For any z and k = 1,2, . . . , n,
∫ z
0 fk(s) ds  0, and fk(z) = o(z) as z → 0;
(H2) There exist constants a1, a2,M > 0 and α > 2 such that
z∫
0
fk(s) ds  a1|z|α − a2, for |z|M and k = 1,2, . . . , n.
Then for any λ > 0, Eq. (1.1) has a nontrivial solution.
Theorem 2. Assume that fk ∈ C(R,R) for k = 1,2, . . . , n, and satisfies the conditions:
(H3) For any z and k = 1,2, . . . , n,
∫ z
0 fk(s) ds  0, and
lim
z→0
∫ z
0 fk(s) ds
z2
= ∞;
(H4) There exist constants a1, a2,M > 0 and 1 < β < 2 such that
z∫
0
fk(s) ds  a1|z|β + a2, for |z|M and k = 1,2, . . . , n.
Then for any λ > 0, Eq. (1.1) has a nontrivial solution.
In paper [3], Zhang corrected some errors appeared in paper [1] and [2], and got the improved results as follows:
Theorem 3. Assume that the conditions (H1) and (H2) or (H3) and (H4) hold. Then for any parameter λ > 0, there
exist 2n nontrivial solutions for Eq. (1.1). One of the solutions is positive, another one is negative, and 2n−2 solutions
are changing sign.
Motivated by these ideas, in this paper, we shall study Eq. (1.1). By means of the monotone operator principle, the
critical point theory and the morse theory about local linking, under other conditions, we obtain the existence of one
solution or two nontrivial solutions for this nonlinear system.
2. Preliminaries
In this section, we give some notations and lemmas. We know Rn is a finite-dimensional real Hilbert space
with the inner product (u, v) = ∑nk=1 ukvk , for any u = (u1, u2, . . . , un)T , v = (v1, v2, . . . , vn)T ∈ Rn. Let A =
(aij )n×n be a given n × n positive definite matrix with the eigenvalues λ1, λ2, . . . , λn ordered as 0 < λ1  λ2 
· · ·  λn, and the corresponding orthonormal eigenvectors are ξ1, ξ2, . . . , ξn. For a given λ > 0, a column vector
u = (u1, u2, . . . , un)T ∈ Rn is said to be a solution corresponding to it if substitution of λ and u into Eq. (1.1) renders
it an identity. For any z ∈ R, and k ∈ [1, n], we assume that
Fk(z) =
z∫
0
fk(s) ds (2.1)
exists. Then for each λ > 0, we can define a functional J : Rn → R by
J (u) = 1
2
uT Au − λ
n∑
k=1
uk∫
fk(s) ds, u ∈ Rn. (2.2)0
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of J at u is zero, i.e.
∂J (u)
∂u1
∣∣∣∣
u=w
= 0, ∂J (u)
∂u2
∣∣∣∣
u=w
= 0, . . . , ∂J (u)
∂un
∣∣∣∣
u=w
= 0.
In this paper, we always adopt the following assumption: fk ∈ C(R,R), k ∈ [1, n].
In the next section, we will use the monotone operator principle, the critical point theory and the morse theory to
discuss Eq. (1.1), respectively. Here we state some necessary definitions and lemmas.
Lemma 2.1 (Strongly monotone operator principle). (See [4].) Let E be a real reflexive Banach space. Suppose that
T : E → E∗ is a continuous operator and there exists c > 0 such that
(T u − T v,u− v) c‖u− v‖2, u, v ∈ E.
Then T : E → E∗ is a homeomorphism between E and E∗.
Definition 2.1. Let E be a real Banach space, and D an open subset of E. Suppose that a functional J : D → R is
Fréchet differentiable on D. If x0 ∈ D and the Fréchet derivative J ′(x0) = 0, then we call that xo is a critical point of
the functional J and c = J (x0) is a critical value of J .
Lemma 2.2. (See [5].) Let E be a real reflexive Banach space. If the functional J : E → R is weakly lower semicon-
tinuous and coercive, i.e. lim‖x‖→∞ J (x) = +∞, then there exists an x0 such that J (x0) = infx∈E J (x). Moreover, if
J has bounded linear Gâteaux derivative on E, the x0 is also a critical point of J , i.e. J ′(x0) = 0.
Definition 2.2. For any sequence {un} ⊂ E, if {J (un)} is bounded and J ′(un) → 0 as n → ∞ possesses a convergent
subsequence, then we say J satisfies Palais–Smale condition (denoted by PS condition for short).
Lemma 2.3 (Mountain pass lemma). (See [6,7,10].) Let E be a real Banach space and J ∈ C1(E,R) satisfying (PS)
condition. Suppose that
(i) J (0) = 0;
(ii) There exist ρ > 0 and α > 0 such that J (u) α for all u ∈ E with ‖u‖ = ρ;
(iii) There exists u1 in E with ‖u1‖ ρ such that J (u1) < α.
Then J possesses a critical value c α. Moreover, c can be characterized as
c = inf
g∈Γ maxu∈g([0,1])
J (u)
where Γ = {g ∈ C([0,1],E): g(0) = 0, g(1) = u1}.
Lemma 2.4 (Linking theorem). (See [8,9,16].) Let E = V ⊕X be a real Banach space with dimV < ∞. Let ρ > r > 0
and let z ∈ X be such that ‖z‖ = r . Define
M = {u = y + λz: ‖u‖ ρ, λ 0, y ∈ V },
M0 =
{
u = y + λz: y ∈ V, ‖u‖ = ρ, λ 0, or ‖u‖ ρ, λ = 0},
N = {u ∈ X: ‖u‖ = r}.
Let J ∈ C1(E,R) be such that
b = inf
u∈N J (u) > a = maxu∈M0 J (u).
If J satisfies the (PS)c condition with
c = inf
y∈Γ maxu∈M J
(
γ (u)
)
, Γ = {γ ∈ C(M,E): γ |M0 = id},
then c is a critical value of J .
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theory.
Definition 2.3. Let J c = {u ∈ E;J (u)  c}, let u be an isolated critical point of J with J (u) = c and let U be a
neighborhood of u, containing the unique critical point. We call
Cq(J,u) = Hq
(
J c ∩ U,J c ∩ U \ {u})
the qth critical group of J at u, q = 0,1,2, . . . , where Hq(·,·) stands for the qth singular relative homology group
with integer coefficients. We say that u is a homological nontrivial critical point of J , if at least one of its critical
groups is nontrivial.
Lemma 2.5. (See [11,12].) Let 0 be a critical point of J with J (0) = 0. Assume that J has a local linking at 0 with
respect to E = V1 ⊕ V2, k = dimV1 < ∞, that is, there exists ρ > 0 small, such that
J (u) 0, u ∈ V1, ‖u‖ ρ,
J (u) > 0, u ∈ V2, 0 < ‖u‖ ρ.
Then Ck(J,0) 0. That is, 0 is a homological nontrivial critical point of J .
Lemma 2.6. (See [12,13].) Assume that J satisfies the (PS) condition and is bounded from below. If J has a critical
point that is homological nontrivial and is not the minimizer of J , then J has at least three critical points.
3. Main results and proofs
In this section, we give the existence results for Eq. (1.1) and make the following assumptions:
(f1) There exist ak > 0 such that lim sup|z|→∞
Fk(z)
z2
< ak , for z ∈ R, k ∈ [1, n];
(f2) There exist bk > 0 such that lim inf|z|→∞ Fk(z)z2 > bk , for z ∈ R, k ∈ [1, n];
(f3) There exist ck > 0 such that lim sup|z|→0
fk(z)
z
< ck , for z ∈ R, k ∈ [1, n];
(f4) There exist dk > 0 such that Fk(z) dkz2, for z ∈ R, k ∈ [1, n];
(f5) There exist μ ∈ [0, 12 ) and M > 0, such that Fk(z) μzfk(z), for |z|M and k ∈ [1, n];
(f6) There exist δ, Ak , Bk ∈ (0,+∞) and an integer i  1, which satisfy Ak > Bk > λiλi+1 Ak > 0, such that Bkz2 
Fk(z)Akz2, for all |z| δ and k ∈ [1, n];
(f7) There exist pk > 0 such that (fk(z1) − fk(z2))(z1 − z2) pk|z1 − z2|2 for z1, z2 ∈ R, k ∈ [1, n].
Lemma 3.1. (See [3].) Assume that the integral (2.1) exists for any z ∈ R and k ∈ [1, n]. Then w = (w1,w2, . . . ,wn)T
is a solution of Eq. (1.1) corresponding to λ if and only if w is a critical point of the functional J corresponding to λ.
Lemma 3.2. If f satisfies (f1), let a = max1kn{ak}, when λ ∈ (0, λ12a ), we have
(i) J is coercive on Rn, that is J (u) → +∞, as ‖u‖ → ∞;
(ii) J satisfies the (PS) condition.
Proof. (i) It follows from (f1) that there is a constant c > 0, such that Fk(z) < akz2 + c, for all z ∈ R, k ∈ [1, n],
therefore
J (u) = 1
2
uT Au − λ
n∑
k=1
uk∫
0
fk(s) ds
 1
2
λ1‖u‖2 − λ
n∑(
aku
2
k + c
)
k=1
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2
λ1‖u‖2 − λ
n∑
k=1
(
au2k + c
)
= 1
2
λ1‖u‖2 − λa‖u‖2 − λnc
=
(
1
2
λ1 − λa
)
‖u‖2 − λnc → +∞, as ‖u‖ → ∞,
so J is coercive on Rn.
(ii) It follows from (i) that if J (un) is bounded, then {un} is bounded in Rn, which implies that {un} has a convergent
subsequence. The proof is completed. 
Lemma 3.3. If f satisfies (f5), when λ > 0, J satisfies the (PS) condition.
Proof. Since Fk(z) − μzfk(z) is continuous on [−M,M], there exists c > 0 such that
Fk(z) μzfk(z) + c, z ∈ [−M,M].
By assumption (f5), we obtain
Fk(z) μzfk(z) + c, z ∈ R. (3.1)
Let {un} ⊂ Rn with |J (un)| C∗ for all n ∈ N , where C∗ > 0 is a constant number, and J ′(un) = Aun−λf (un) → 0,
notice that
(
J ′(un), un
)= (Aun − λf (un),un)= uTn Aun − λ
n∑
k=1
uknfk
(
ukn
)
,
it follows from (3.1) that
C∗  J (un) = 12u
T
n Aun − λ
n∑
k=1
ukn∫
0
fk(s) ds
= 1
2
uTn Aun − λ
n∑
k=1
Fk
(
ukn
)
 1
2
uTn Aun − λ
n∑
k=1
(
μuknfk
(
ukn
)+ c)
= 1
2
uTn Aun + μ
[(
J ′(un), un
)− uTn Aun]− λnc

(
1
2
− μ
)
λ1‖un‖2 − μ
∥∥J ′(un)∥∥ · ‖un‖ − λnc.
Since J ′(un) → 0, there exists N0 ∈ N such that
C∗ 
(
1
2
− μ
)
λ1‖un‖2 − μ‖un‖ − λnc, n > N0,
this implies that {un} ⊂ Rn is bounded and we can deduce that {un} has a convergent subsequence. And the proof is
completed. 
Theorem 3.1. If f satisfies the condition (f7), let p = max1kn{pk}, then when λ ∈ (0, λ12p ), Eq. (1.1) has a unique
solution in Rn.
Proof. Define an operator K : Rn → Rn by Ku = Au− λf (u), and K is continuous. It follows from (f7) that
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= (u − v)T A(u − v)− λ(u − v)T (f (u) − f (v))
 1
2
λ1‖u− v‖2 − λ
n∑
k=1
(uk − vk)
(
fk(uk) − fk(vk)
)
 1
2
λ1‖u− v‖2 − λp
n∑
k=1
|uk − vk|2
=
(
1
2
λ1 − λp
)
‖u− v‖2.
Thus K is a strongly monotone operator. And then Lemma 2.1 implies that Kv = 0 has a unique solution u∗ in Rn.
The proof is completed. 
Theorem 3.2. If f satisfies the condition (f1), let a = max1kn{ak}, then when λ ∈ (0, λ12a ), Eq. (1.1) has at least
one solution in Rn.
Proof. We shall verify that the functional J (u) = 12uT Au − λ
∑n
k=1
∫ uk
0 fk(s) ds has a critical point u ∈ Rn. Since
J ′(u) = Au − λf (u) is completely continuous, then J : Rn → R is C1 functional and J is weakly semicontinuous
on Rn. By Lemma 3.2, J is coercive. In view of Lemma 2.2, J has a critical point u ∈ Rn. The proof is completed. 
Theorem 3.3. If f satisfies the conditions (f2), (f3) and (f5), let b = min1kn{bk}, c = max1kn{ck}, then when
λ ∈ ( λ12b , λ1c ), Eq. (1.1) has at least one nonzero solution in Rn.
Proof. We still consider the functional J defined in (2.2). We will verify that J satisfies all the conditions of
Lemma 2.3 (Mountain pass lemma).
From λ ∈ ( λ12b , λ1c ), there exists  > 0, such that λ12b < λ λ1c − .
From lim sup|z|→0
fk(z)
z
< ck for k ∈ [1, n], there exists δ > 0 such that fk(z) < ckz for z ∈ [0, δ] and k ∈ [1, n],
and fk(z) > ckz for z ∈ [−δ,0] and k ∈ [1, n]. So it follows that
Fk(z) =
z∫
0
fk(s) ds 
1
2
ckz
2, |z| δ, k ∈ [1, n]. (3.2)
Let ρ = δ and α = 12cρ2, then |zk| δ for all z ∈ ∂Bρ , where Bρ = {u ∈ Rn: ‖u‖ < ρ}. So by (3.2), we have
J (u) = 1
2
uT Au − λ
n∑
k=1
uk∫
0
fk(s) ds
 1
2
λ1‖u‖2 − λ
n∑
k=1
Fk(uk)
 1
2
λ1‖u‖2 − λ
n∑
k=1
1
2
cku
2
k
 1
2
λ1‖u‖2 − 12λc‖u‖
2
 1
2
c‖u‖2, u ∈ ∂Bρ.
This implies that infu∈∂Bρ J (u) 12cρ2 = α > 0.
It is obvious that J (0) = 0.
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|z| > M , k ∈ [1, n]. Since Fk(z)− bkz2 is continuous on [−M,M], there exists C > 0 such that Fk(z) > bkz2 −C, so
Fk(z) > bkz
2 − C, for z ∈ R, k ∈ [1, n]. So
J (sξ1) = 12 (sξ1)
T A(sξ1) − λ
n∑
k=1
sξk1∫
0
fk(s) ds
= 1
2
λ1s
2 − λ
n∑
k=1
Fk
(
sξk1
)
 1
2
λ1s
2 − λ
n∑
k=1
(
bk
(
sξk1
)2 − C)

(
1
2
λ1 − λb
)
s2 + nλC → −∞, s → +∞.
Then there exists a sufficiently large s0 > ρ such that u1 = s0ξ1 ∈ Rn, u1 /∈ B¯ρ , and J (u1) < 0.
From Lemma 3.3, J (u) satisfies the (PS) condition. Thus, according to the Mountain pass lemma, J has a critical
value c∗ > 0, i.e., there exists u∗ ∈ Rn such that J (u∗) = c∗ and J ′(u∗) = Au∗ −λf (u∗) = 0. It is obvious that u∗ = 0
since J (0) = 0. The proof is completed. 
Theorem 3.4. Assume that conditions (f3), (f4) and (f5) hold. Let d = min1kn{dk}, c = max1kn{ck}, then when
λ ∈ [ λi2d , λi+1c ), Eq. (1.1) has at least one nonzero solution in Rn.
Proof. We still consider the functional J defined in (2.2). We will verify that J satisfies all the conditions of
Lemma 2.4 (Linking theorem). In the proof of Lemma 3.3 we have proved that J satisfies (PS) condition, so J
satisfies (PS)c condition.
From λ ∈ [ λi2d , λi+1c ), there exists  > 0, such that λi2d  λ λi+1c − .
By assumption (f3), there exists δ > 0 such that fk(z) < ckz for z ∈ [0, δ], 1  k  n, and fk(z) > ckz for z ∈
[−δ,0], 1 k  n. So it follows that
Fk(z) =
z∫
0
fk(s) ds 
1
2
ckz
2, |z| δ, 1 k  n. (3.3)
Let ρ = δ and α = 12cρ2, then |uk| δ for all u ∈ ∂Bρ, where Bρ = {u ∈ Rn: ‖u‖ < ρ}.
Let V1 = span{ξ1, ξ2, . . . , ξi} (i < n), V2 = V ⊥1 . So by (3.3), we have on V2 that
J (u) = 1
2
uT Au − λ
n∑
k=1
uk∫
0
fk(s) ds
 1
2
λi+1‖u‖2 − λ
n∑
k=1
1
2
cku
2
k
 1
2
(λi+1 − λc)‖u‖2
 1
2
c‖u‖2, u ∈ ∂Bρ.
This implies that infu∈V ∩∂Bρ J (u) 1cρ2 = α > 0.2 2
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J (u) = 1
2
uT Au − λ
n∑
k=1
uk∫
0
fk(s) ds
 1
2
λi‖u‖2 − λ
n∑
k=1
dku
2
k

(
1
2
λi − λd
)
‖u‖2  0.
Define β = ρξi+1. It follows from assumption (f4) that Fk(R)  bkR2, and Fk(−R)  bkR2, for k ∈ [1, n]. And
then there exists C1 > 0 such that Fk(R)R−1/μ  C1 and Fk(−R)R−1/μ  C1 for k ∈ [1, n]. By assumption (f5), for
zR, and k ∈ [1, n], we have that(
Fk(z)
z1/μ
)′
z
= z
1/μfk(z) − 1/μ · z1/μ−1Fk(z)
z2/μ
= μzfk(z) − Fk(z)
μz1/μ+1
 0.
So
Fk(z)
z1/μ
 Fk(R)
R1/μ
 C1, zR, k ∈ [1, n].
This implies that Fk(z)  C1|z|1/μ for z  R. Similarly, we can prove that Fk(z)  C1|z|1/μ for z  −R. Since
Fk(z)−C1|z|1/μ is continuous on [−R,R], there exists C2 > 0 such that Fk(z)−C1|z|1/μ −C2 on [−R,R]. Thus
we have
Fk(z) C1|z|1/μ − C2, z ∈ R, k ∈ [1, n]. (3.4)
From (3.4), we have
J (u) = 1
2
uT Au − λ
n∑
k=1
uk∫
0
fk(s) ds
= 1
2
uT Au − λ
n∑
k=1
Fk(uk)
 1
2
uT Au − λ
n∑
k=1
(
C1|uk|1/μ − C2
)
 1
2
uT Au − λC1‖u‖1/μ1/μ + λnC2,
where ‖u‖1/μ denoted the norm (∑nk=1(uk)1/μ)μ in the space Rn. Since, on the finite-dimensional space Rn, all
norms are equivalent, there exists C4 > 0 such that C4‖u‖ ‖u‖1/μ, u ∈ Rn. So when u ∈ V1 ⊕ R1β we have
J (u) 1
2
uT Au − λC1‖u‖1/μ1/μ + λnC2
 1
2
λi+1‖u‖2 − λC1C4‖u‖1/μ + λnC2.
Therefore we have
J (u) → −∞, as u ∈ V1 ⊕ R1β and ‖u‖ → ∞.
Hence there exists r > ρ such that
b = inf
u∈V ∩∂B J (u) α > 0 = max J (u),2 ρ u∈M0
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M0 =
{
u = y + γβ: y ∈ V1, ‖u‖ = r and γ  0, or ‖u‖ r, and γ = 0
}
.
Thus, according to the linking theorem, J has a critical value c∗ > 0, i.e., there exists v∗ ∈ Rn such that J (v∗) = c∗
and J ′(v∗) = Av∗ − λf (v∗) = 0. It is obvious that v∗ = 0 since J (0) = 0. The proof is completed. 
Theorem 3.5. Let f satisfy (f1) and (f6), let A = max1kn{Ak}, B = min1kn{Bk}, a = max1kn{ak}, then
when λ ∈ [ λi2B , λi+12A ] ⊂ (0, λ12a ), Eq. (1.1) has at least two nontrivial solutions.
Proof. By Lemma 3.2, J is coercive and satisfies the (PS) condition, hence J is bounded from below.
It is obvious that J (0) = 0.
Let V1 = span{ξ1, ξ2, . . . , ξi} (i < n), V2 = V1⊥. If u ∈ V1, we can assume that for the given δ > 0, there is a
ρ = δ > 0, such that
u ∈ V1, ‖u‖ ρ ⇒ |uk| δ,
thus by (f6), we have
J (u) = 1
2
uT Au − λ
n∑
k=1
uk∫
0
fk(s) ds
 1
2
λi‖u‖2 − λ
n∑
k=1
Fk(uk)
 1
2
λi‖u‖2 − λ
n∑
k=1
Bku
2
k
 1
2
λi‖u‖2 − λB‖u‖2  0, u ∈ V1, ‖u‖ ρ.
For u ∈ V2, consider the above ρ; we still have u ∈ V2, ‖u‖ ρ ⇒ |uk| δ, thus by (f6), we have
J (u) = 1
2
uT Au − λ
n∑
k=1
uk∫
0
fk(s) ds
 1
2
λi+1‖u‖2 − λ
n∑
k=1
Fk(uk)
 1
2
λi+1‖u‖2 − λ
n∑
k=1
Aku
2
k

(
1
2
λi+1 − λA
)
‖u‖2  0, u ∈ V2, ‖u‖ ρ.
This implies that J has a local linking at 0 with respect to Rn = V1 ⊕ V2. By Lemma 2.5, one has Ck(J,0) 0, that
is 0 is homological nontrivial.
If infu∈Rn J (u) 0, then J (u) = infu∈V1 J (u) = 0, for all u ∈ V1, with ‖u‖ ρ, which implies that all u ∈ V1 with‖u‖ ρ are solutions of Eq. (1.1). If infu∈Rn J (u) < 0, that is 0 is not a minimizer of J . By Lemma 2.6, one has that
J has at least three critical points. Thus the problem (1.1) has at least two nontrivial solutions. This completes the
proof of Theorem 3.5. 
4. Applications
In this section, we show by examples what type of problems call for the use of our results.
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We consider the boundary value problem
Δ2uk−1 + λf (k,uk) = 0, k ∈ [1, n],
with the boundary value condition u0 = 0 = un+1 which arise from evaluating differential boundary value problems
of the form
x′′(t) + f (t, x(t))= 0, 0 < t < 1,
x(0) = 0 = x(1).
The above system can be expressed as Eq. (1.1), where A is a real positive definite matrix of the form given in (1.2).
4.2. Fourth order difference equations
Boundary value problems involving fourth order difference equations such as
Δ4uk−2 − λf (k,uk) = 0, k ∈ [1, n],
u−2 = u−1 = u0 = 0 = un+1 = un+2 = un+3,
can also be expressed as Eq. (1.1), where A is a real symmetric and positive definite matrix of the form⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
6 −4 1 0 · · · 0 0 0 0
−4 6 −4 1 · · ·
1 −4 6 −4
0 1 −4 6 · · ·
0 0 · · · 0
· · · · · · 6 −4 1 0
· · · −4 6 −4 1
0 0 0 1 −4 6 −4
0 0 0 · · · 0 1 −4 6
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
n×n
.
The boundary value problems for even order difference equations are also extensively studied by a number of authors,
our theorems are also valid for such Dirichlet boundary value problems.
4.3. Boundary value problems involving partial difference equations
Boundary value problems involving partial difference equations arise from evaluating elliptic boundary value prob-
lems as well as vibrating nets, etc. Using the terminologies in [14], let S be a (finite) net in the lattice plane and ∂S its
exterior boundary. The discrete Laplacian D is defined by
Du(i, j) = u(i + 1, j) + u(i − 1, j) + u(i, j + 1) + u(i, j − 1) − 4u(i, j),
where u(i, j) is a real function defined by S ∪ ∂S. A common boundary value problem involving partial difference
equations is of the form{
Du(w)+ λfw
(
u(w)
)= 0, w ∈ S;
u(w) = 0, w ∈ ∂S, (4.1)
where λ is a positive parameter and fw ∈ C(R,R) for w ∈ S.
The problem (4.1) can be expressed in the form (1.1). (See more details in [15].) Roughly, let us denote the points
in S by z1, z2, . . . , zn. Let B = (bij ) be the adjacency matrix defined by bij = 1 if zi and zj have Euclidean distance 1
and bij = 0 otherwise. Then (4.1) can be written as
(A − 4I )u + λG(u) = 0,
where I is the identity matrix, u = (u(z1), u(z2), . . . , u(zn))T and
G(u) = (fz (u(z1)), fz (u(z2)), . . . , fzn(u(zn)))T .1 2
668 Y. Yang, J. Zhang / J. Math. Anal. Appl. 340 (2008) 658–668We may easily check that the matrix 4I − A is positive definite. Thus we may apply our precious results to this
problem.
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