A set D of vertices in a graph G is a dominating set if each vertex of G that is not in D is adjacent to at least one vertex of D. The minimum cardinality among all dominating sets in G is called the domination number of G and denoted a(G). We define the bondage number b(G) of a graph G to be the cardinality of a smallest set E of edges for which a(G -E) > a(G). Sharp bounds are obtained for b(G), and the exact values are determined for several classes of graphs.
Introduction
A set D of vertices in a graph G is a dominating set if each vertex of G that is not in D is adjacent to at least one vertex of D. A dominating set of minimum cardinality in G is called a minimum dominating set, and its cardinality is termed the domination number of G and denoted a(G). Except as indicated otherwise, all terminology and notation follows [2] .
Among the various applications of the theory of domination that have been considered (see e.g. [3] ), the one that is perhaps most often discussed concerns a communications network. This network consists of existing communication links between a fixed set of sites. The problem at hand is to select a smallest set of sites at which to place transmitters so that every site in the network that does not have a transmitter is joined by a direct communication link to one that does have a transmitter. This problem reduces to finding a minimum dominating set in the graph, corresponding to this network, that has a vertex corresponding to each site, and an edge between two vertices if and only if the corresponding sites have a direct communications link joining them.
We now carry the foregoing example further and examine a question concerning the vulnerability of the communications network under link failure. In particular, suppose that someone (a saboteur) does not know which sites in the network act as transmitters, but does know that the set of such sites corresponds to a minimum dominating set in the related graph. What is the fewest number of communication links that he must sever so that at least one additional transmitter would be required in order that communication with all sites be possible? With this in mind, we introduce the bondage number of a graph.
The bondage number b(G) of a nonempty graph G is the minimum cardinality among all sets of edges E for which a(G -E) > o(G). Thus, the bondage number of G is the smallest number of edges whose removal will render every minimum dominating set in G a "nondominating" set in the resultant spanning subgraph. Since the domination number of every spanning subgraph of a nonempty graph G is at least as great as a(G), the bondage number of a nonempty graph is well defined. In what follows, we investigate the value of the bondage number in progressively more general settings.
Some exact values
We begin our investigation of the bondage number by computing its value for several well known classes of graphs. In several instances we shall have cause to use the ceiling function of a number x; this is denoted [XI and takes the value of the least integer greater than or equal to x.
We begin with a rather straightforward evaluation of the bondage number of the complete graph of order n. If rr is even, the removal of n/2 independent edges from K,, reduces the degree of each vertex to n -2 and therefore yields a graph H with domination number o(H) = 2. If n is odd, the removal of (n -1)/2 independent edges from K,, leaves a graph having exactly one vertex of degree n -1; by removing one edge incident with this vertex, we obtain a graph H with o(H) = 2. In both cases (n even, n odd) the graph H resulted from the removal of [n/21 edges from K,,. Thus,
We next determine the bondage numbers of the n-cycle C, and the order n path P,. We shall make use of the following lemma whose proof (which we omit) is straightforward. Proof. Since a(C,) = a(&) for n 2 3, we see that b(C,) Z= 2. If n = 1 (mod 3), the removal of two edges from C, leaves a graph H consisting of two paths P and Q. If P has order n, and Q has order n2, then either ni = n2 = 2 (mod 3), or, without loss of generality, n1 = 0 (mod 3) and n2 = 1 (mod 3). In the former case, In the latter case, a(H) = nJ3 + (n2 + 2)/3
In either case, when n = 1 (mod 3) we have a(C,,) 2 3.
To obtain the upper bounds that, by trichotomy, will yield the desired equalities of our theorem's statement, we consider two cases. Proof. The proof of the statement "b(G) = [m/2] if n, = 1 and n,,, a 2" is similar to the proof of Proposition 1, and is omitted here. Suppose then that nl=n2=*--= n, = 2, and note that a(G) = 2. We show first that b(G) 2 2t -1. Assume to the contrary that there is a set E of edges in G such that 1 E I= 2t -2 and a(G -E) > a(G). Observe that G -E has no isolated vertex, for any subgraph of G that has an isolated vertex and 2t -2 fewer edges than G is isomorphic to K1 U K(l, 2, 2, . . . , 2) and has domination number 2. Also, if G -E has a vertex of degree 2t -2, then a(G -E) = 2. Thus, the degree of each vertex in G -E is between 1 and 2t -3 inclusive. In fact, since JEl = 2t -2, there is a vertex x1 with degc_Exl = 2t -3.
Let x2 be the other vertex of G that belongs to the same partite set as x1, and let y, be the one vertex distinct from x2 that is not adjacent to x1. Since the 2-element partite set {xi, x2} can not be a dominating set of G -E, it must be that edge y1x2 E E. Let y2 be the other member of the partite set in G that contains y,. Then, since a(G -E) > 2 (=a(G)), and since xi is adjacent in G -E to all vertices but x2 and y,, each vertex different from xi, x2, yi, y2 must be nonadjacent with at least one of x2 and y, in G -E. Since there are 2t -4 such vertices, we have now accounted for (2t -4) + 2 = 2t -2, or all, edges of E. As none of these edges was incident with y2, we see that y2 has degree 2t -2 in G -E, a contradiction to our earlier analysis. Thus, b(G) > 2t -1. Now, if we let {xi, x2} be any partite set of G and let H be the graph obtained by removing from G the 2t -2 edges incident with x1 and one edge incident with x2, then a(H) = 3. Hence b(G) = 2t -1 when n, = It2 = . . . = n, = 2.
Suppose now that n, > 2 and n, 3 3. Note that a(G) = 2 and let s = Cf1: n,. Assume that there is a set E of edges in G such that IEl< s and o(G -E) > a(G). Then each vertex of G is incident with at least one member of E. For if there is a vertex Y such that deg G _ E u = deg, u and if V is the partite set containing u, each of the more than s vertices not in V must be nonadjacent in G -E with at least one member of V (otherwise Y and one vertex not in V would constitute a 2-element dominating set in G -E). But this then implies that IEla s in contradiction to our assumption. Thus each vertex is incident with at least one edge in E. Note also that since 1 E I < s, there must be a vertex x1 incident with exactly one edge, say e, of E. Let y be the other vertex of G that is incident with e, and let Y denote the partite set of G that contains y. Furthermore, let x2, x3, * . . 7 x, be the other vertices of the partite set X that contains x1. Since x1 is adjacent in G -E to every vertex diffierent from y,, x2, x3, . . . , x,, and since a(G -E) > 2, each vertex not in X U Y must be nonadjacent with at least one of Yl, x2, x3, * . . > x,, in G -E. Since each vertex of Y is also nonadjacent with some vertex in G-E, we conclude that IEla IV(G)\(XU Y)I + IYI 2s; this is a contradiction. Thus, b(G) ss. Since the graph H obtained by removing the s edges incident with a vertex in a partite set of cardinality n, has a(H) = 3, we conclude that b(G) = s. Cl
Tbe bondage number of trees
In the preceding section of this paper we obtained exact values of the bondage number for some graphs whose structure was completely described. In this section we look at the bondage number of a more general class of graphs, namely trees. The principal result of this section is the following. Proof. The statement is obviously true for trees of order 2 or 3, so we shall suppose that T has at least 4 vertices.
Suppose first that T has a vertex u that is adjacent to two end-vertices v and w (and possibly more). If D is a dominating set for T that does not contain U, then D contains both v and W; but then, (D \ {v, w}) U {u} is also a dominating set for T. Thus every minimum dominating set for T contains the vertex u and therefore does not contain v. Since every dominating set of T -uv contains v and is also a dominating set for T, it follows that a(T -uv) > a(T). Hence b(T) = 1 in this case.
Suppose now that each vertex of T is adjacent with at most one end-vertex. Then T has a vertex u of degree 2 that is adjacent with exactly one end-vertex v. Let w be the other vertex adjacent to U, and let D be a minimum dominating set for T -uv -uw. Then both u and v are in D and D \ {v} is a dominating set for
T. Hence a(T) < a( T -uv -uw) and b(T) 6 2. Cl
The proof of Theorem 3 verifies the following. As evidenced by Corollary 1.1, the trees of Corollary 3.1 are not the only trees with bondage number equal to 1. Also, the subdivision graphs of the stars K(l, n) have bondage number equal to 1 and have no vertex that is adjacent with more than one end-vertex. The question now arises: "Which trees have bondage number equal to 1, and which have bondage number equal to 2?" This question is unresolved and appears to be difficult. As the following theorem shows, a simple 'forbidden subgraph' statement will not answer the question. We now prove the existence of the tree T with b(T) = 2 that contains F as an induced subgraph. We proceed by induction on the order p of F.
The claim is easily verified for p = 2. Assume that the claim is true for every forest of order p, and let F be a forest or order p + 1. If F = EP+l, let T be a path whose order is congruent to 1 modulo 3 and is at least as large as 2p + 1. Then T contains an independent set of p + 1 vertices (this gives the induced F) and, by Corollary 1.1, has b(T) = 2. Suppose now that F is nonempty. Let u be an end-vertex of F, and let v be the vertex adjacent to u. By the inductive hypothesis, the order p forest F' = F -u is an induced subgraph of a tree T' with b(T') = 2.
Let H be the union of two paths of order 4, and label its vertices as in Fig. l(a) . Let T be the tree obtained by taking the union of H and T' and adding the vertex u together with edges uv, uy,, and uy2 (see Fig. l(b) ).
Clearly F is an induced subgraph of T. Also, from each pair of vertices is a minimum dominating set for T', then D = D'U {x1,yl,xz,y2} is a dominating set for T of order a( T') + 4; thus o(T) = a(T') + 4 and D is a minimum dominating set for T. From this line of reasoning we also see that, since b(T') = 2, if e is an edge of T', then a(T -e) = a(T). Furthermore, if e belongs to the subgraph J = ({u, V, wl, x1, y,, zl, w2, x2, y2, z2}) (see Fig. l(c) ), then, since b(J) = 2, we have a( T -e) = u(T). Thus b(T) = 2. q It is clear that the bondage number of a forest is either 1 or 2. We can decide in O(n2) time by methodically removing each pair of edges, whether the bondage number is 1 or 2. It would be interesting to determine if there is a linear time algorithm to find b(F) for a given forest F.
General bounds
In this section we shall establish bounds on the bondage number of a graph that are independent of the graph's structure. Our first result relates the bondage number to the order of the graph. Both Theorem 3 and Theorem 6 are also proved by Bauer, Harary Nieminen and Suffel in [l] .
As a corollary to Theorem 6 we have the following easily computed bound. We remark that the bounds stated in Theorem 6 and Corollary 6.1 are sharp. As indicated by Theorem 1, one class of graphs in which the bondage number achieves these bounds is the class of cycles whose orders are congruent to 1 modulo 3.
Another bound on the bondage number that involves the maximum degree among the vertices of the graph is given by the following theorem. This bound also indicates a relationship between the bondage number and the domination number. Again, by considering the complete t-partite graph G = K(2, 2, . . . , 2), we see that Theorem 7 provides a sharp bound on b(G). This same graph can be used to show that the bound given in our next theorem is sharp. In [l] , partial support for this conjecture is given. In particular, it is shown that if G is a graph with the property that u(G) s u(G -V) then b(G) s A(G).
