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Abstract
Bell polynomials appear in several combinatorial constructions through-
out mathematics. Perhaps most naturally in the combinatorics of set
partitions, but also when studying compositions of diffeomorphisms on
vector spaces and manifolds, and in the study of cumulants and moments
in probability theory. We construct commutative and noncommutative
Bell polynomials and explain how they give rise to Faa` di Bruno Hopf
algebras. We use the language of incidence Hopf algebras, and along the
way provide a new description of antipodes in noncommutative incidence
Hopf algebras, involving quasideterminants. We also discuss Mo¨bius in-
version in certain Hopf algebras built from Bell polynomials.
Keywords: Bell polynomials; partitions; quasideterminants; Faa` di Bruno for-
mulas; incidence Hopf algebras.
1 Introduction
In [Bel27, Bel34] E.T. Bell introduced a family of commutative polynomials
related to set partitions, named Bell polynomials by Riordan [Rio58]. Noncom-
mutative versions were introduced by Schimming in [SR96] and by Munthe-
Kaas in [MK95], the latter in the setting of numerical integration on manifolds.
They also appeared recently in relation to quasi-symmetric functions in [NT13,
Section 4.5]. In this work we study various descriptions of commutative and
noncommutative Bell polynomials, both recursive and explicit, via partitions of
sets, determinants and quasideterminants. We also investigate the link to Faa`
di Bruno formulas describing compositions of diffeomorphisms. The classical
Faa` di Bruno formula expresses derivatives of compositions of functions on R as
dn
dxn
f(g(x)) =
n∑
k=0
f (k)(g(x))Bn,k
(
g′(x), g′′(x), . . . , g(n−k+1)(x)
)
,
where Bn,k are the commutative (partial) Bell polynomials. As explained in
Johnson’s fascinating historical account [Joh02], what is now called the Faa` di
Bruno formula was actually discovered and studied many times prior to Faa`
di Bruno’s work. However, he did obtain a new determinantal formulation,
related to a general determinantal formula for commutative Bell polynomials.
In the present paper we generalize his result by obtaining a quasi-determinantal
formula for noncommutative Bell polynomials (Section 2.2.1).
Trying to capture the Faa` di Bruno formula algebraically leads to a Hopf
algebra, called the Faa` di Bruno Hopf algebra. The more general setting of
diffeomorphisms on manifolds leads to the Dynkin Faa` di Bruno Hopf algebra.
The main result linking diffeomorphisms to noncommutative Bell polynomials
is a formula expressing the pullback of a function ψ along a (time-dependent)
2010 Mathematics Subject Classification.06A11, 16T30, 05A18
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vector field Ft:
dn
dtn
Φ∗t,Ftψ = Bn(Ft)[ψ],
where Bn is a noncommutative Bell polynomial (Section 3.1.2).
In Section 3.2 we formulate these Hopf algebras as incidence Hopf algebras,
in which the Bell polynomials are the so-called rank polynomials of the under-
lying posets. In [Sch94] the antipodes in a class of commutative incidence Hopf
algebras were described as determinants of certain polynomials. We extend this
result to noncommutative incidence Hopf algebras using quasideterminants.
We end with a short section (Section 3.2.6) formulating a theory of Mo¨bius
inversion for Hopf algebras built from Bell polynomials, which allows us to
express the indeterminats in terms of the Bell polynomials.
2 Constructions
We present ways to construct the Bell polynomials, both in commuting and
noncommuting variables.
2.1 Recursive descriptions
Bell polynomials have several convenient recursive descriptions. One of the
advantages of these is that they are valid regardless of whether the underlying
algebraic setting is commutative or not. Explicit formulas can be found in
Section 2.2.
2.1.1 Basic recursive descriptions
Consider an alphabet {di}, where the letters are indexed by natural numbers,
and graded by |di| = i. The space of words in this alphabet, D = K〈{di}〉, comes
equipped with the concatenation operation, and is graded by |dj1 · · · djk | =
|dj1 | + · · · + |djk | = j1 + · · · + jk, extended linearly. We also equip D with a
linear derivation ∂ : D → D defined as
∂(di) = di+1,
and extended to words by the Leibniz rule. Write I for the empty word in D.
Iteratively multiplying with an element from the left plus a derivation generates
the Bell polynomials in D:
Definition 2.1. The Bell polynomials are defined recursively by
B0 = I
Bn = (d1 + ∂)Bn−1, n > 0.
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Whether these are the commutative or noncommutative Bell polynomials is
determined by whether the di commute. Note that since ∂(I) = 0 we can write
Bn = (d1 + ∂)
nI.
A simple induction gives the following alternative description:
Proposition 2.1. The Bell polynomials (commutative or noncommutative) sat-
isfy the recursion
Bn+1 =
n∑
k=0
(
n
k
)
Bn−kdk+1
B0 = I.
Examples. Here are the first few noncommutative Bell polynomials. The
number of terms grows exponentially, with 2n−1 terms in Bn.
B0 1
B1 d1
B2 d
2
1 + d2
B3 d
3
1 + d2d1 + 2d1d2 + d3
B4 d
4
1 + 3d
2
1d2 + 3d
2
2 + d3d1 + d2d
2
1 + 2d1d2d1 + 3d1d3 + d4
B5 d
5
1 + 6d
2
1d3 + 6d2d3 + 4d3d2 + 4d
3
1d2 + 4d2d1d2 + 8d1d
2
2+
d4d1 + 3d
2
1d2d1 + 3d
2
2d1 + d3d
2
1 + d2d
3
1 + 2d1d2d
2
1 + 3d1d3d1 + 4d1d4 + d5
The coefficients in these polynomials are intriguing, and will be described in
detail in Section 2.2.
The grade of a word ω in the polynomial Bn is |ω| = n. We can also consider
the length of the words, written #(ω). This leads to the partial Bell polynomial
Bn,k, which is the part of Bn consisting of words of length k. For example,
B3,2 = d2d1 + 2d1d2.
The scaled scaled Bell polynomials defined as
Qn =
∑
k
Qn,k, where Qn,k =
1
n!
Bn,k(1!d1, 2!d2, 3!d3, . . . ).
will be of interest later.
Q2 =
1
2
(
d21 + 2d2
)
Q3 =
1
6
(
d31 + 2d2d1 + 4d1d2 + 6d3
)
.
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2.1.2 Description in terms of trees
Using combinatorial trees one can give another simple recursive description for
the Bell polynomials. A rooted tree is a finite simple graph without cycles,
with a distinguished vertex called the root. A rooted forest is a graph whose
connected components are rooted trees. Write T for the set of rooted trees, and
T = K〈T 〉. The operation B+ from forests to trees adds a common root to a
forest. Any rooted tree can be written as B+ of a forest, t = B+(t1, t2, . . . , tn).
The left Butcher product (: T ⊗ T → T is defined as
s (t = B+(s, t1, t2, . . . , tn).
The operation ↽: T ⊗T → T is given by grafting a tree to the leaves of another
tree. For example,
↽ = , ↽ = + .
We associate a letter di to the ladder tree with i edges. E.g.
d0 ∼ , d1 ∼ , d2 ∼ .
Writing dˆl for the ladder tree with l edges, the concatenation operation on
letters didj corresponds to the left Butcher product dˆi−1 (dˆj . The derivation
operation ∂(di) = di+1 corresponds to left grafting on the leaf of dˆi, that is,
∂ = ↽. The next result then follows from the definition of Bell polynomials.
Proposition 2.2. The Bell polynomials can be generated recursively by
Bˆn = ( (+ ↽)Bˆn−1
The first four noncommutative Bell polynomials correspond to
Bˆ0 = , Bˆ1 = , Bˆ2 = + ,
Bˆ3 = + + 2 + ,
Bˆ4 = + 3 + 3 + + + 2 + 3 +
Note that if the trees are nonplanar (i.e. the order of the branches is insignifi-
cant) we obtain the commutative Bell polynomials. If planar, the noncommu-
tative Bell polynomials.
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Remark 2.1. There is a link between the Bell polynomials and the so-called
natural growth operator on trees. This is also related to Lie–Butcher series and
the flow of differential equations on (homogeneous) manifolds. See [LMK11].
The link goes via the so-called Grossman–Larson product, and is currently being
investigated.
2.2 Explicit formulas
Bell polynomials can be given several explicit descriptions. We begin with deter-
minantal descriptions, then descriptions via partitions, and finally a description
related to the Dynkin idempotent.
2.2.1 Determinants and quasideterminants
It is well known that the classical Bell polynomials of [Bel27] can be defined in
terms of determinants (see e.g. [SS99]). For example:∣∣∣∣∣∣∣∣∣∣
d1
(
3−2
1
)
d2
(
3−1
2
)
d3
−1 d1
(
3−1
1
)
d2
0 −1 d1
∣∣∣∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣∣∣
d1 d2 d3
−1 d1 2d2
0 −1 d1
∣∣∣∣∣∣∣∣∣∣
= d31 + 3d1d2 + d3
= B3(d1, d2, d3).
The result can be found indirectly already in Faa` di Bruno’s work ([FdB55,
FdB57]) from the 1850s.
Theorem 2.2. The commutative Bell polynomial Bn can be written as
Bn(d1, . . . , dn) = |Bn|,
where Bn is the n×n matrix whose second diagonal elements are −1, the lower
elements all zero, and the remaining entries are given by
(Bn)ij =
(
n− (n− j + 1)
j − i
)
dj−i+1, for i ≤ j.
It turns out that the noncommutative Bell polynomials have a rather sim-
ilar description, in terms of a noncommutative analog of the determinant: the
quasideterminants of Gelfand and Retakh ([GR91], see also [GGRW05]). Note
that a detailed account of the theory of quasideterminants is beyond the scope
of this paper. We content ourselves with recalling the definition and some sim-
ple consequences. For more details the reader may consult the references given
above.
Write Apq for the matrix obtained by deleting the pth row and qth column
of square matrix A.
The link between noncommutative Bell polynomials and quasideterminants was first re-
marked upon in [LMK13]
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Definition 2.2. The quasideterminant |A|pq of order pq of the matrix A con-
sisting of n2 noncommuting indeterminates aij, 1 ≤ i, j ≤ n, is defined by
|A|pq = apq −
∑
i 6=p,j 6=q
apj(|Apq|ij)−1aiq.
For example, we have∣∣∣∣∣∣∣∣∣∣∣
x1 x2 x3
−1 x1 2x2
0 −1 x1
∣∣∣∣∣∣∣∣∣∣∣
= x31 + 2x1x2 + x2x1 + x3,
where we circle the element corresponding to the quasideterminant.
Quasideterminants also satisfy a slightly simpler looking formula
|A|pq = apq −
∑
i 6=p,j 6=q
apj((A
pq)−1)ijaiq,
which yields a nice pictorial description of quasideterminants:
As the entries of Apq are noncommutative, it is not obvious how one should
interpret the inverse (Apq)−1. It involves quasideterminants of submatrices,
similar to the commutative calculation of the inverse in terms of cofactors. See
[GGRW05].
Remark 2.3. If the elements of the matrix commute then the quasideterminant
is equal to the classical determinant divided by a minor:
|A|pq = (−1)p+q detA
detApq
.
Remark 2.4. If all the elements commute, then the minor detA1n of the above
matrix is detA1n = (−1)n−1, and, by Remark 2.3, the quasideterminant is equal
to the classical determinant.
In the above example the quasideterminant was a polynomial (in fact, the
third noncommutative Bell polynomial, B3), which is of course not true in gen-
eral. However, certain quasideterminants are guaranteed to be polynomials in
their entries, and they can be described explicitly. This description simplifies
many of our calculations.
Picture source: Wikipedia / Aaron Lauve
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Proposition 2.3 ([GGRW05, Proposition 1.2.9]). The following quasidetermi-
nant is polynomial in its entries and has a nonrecursive description.
P (n) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
a11 a12 a13 · · · a1n
−1 a22 a23 · · · a2n
0 −1 a33 · · · a3n
· · ·
0 · · · 0 −1 ann
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= a1n +
∑
1≤j1<j2<···<jk<n
a1j1aj1+1,j2aj2+1,j3 · · · ajk+1,n.
We get
P (3) = a13 + a11a23 + a12a33 + a11a22a33
P (4) = a14 + a11a24 + a12a34 + a13a44 + a11a22a34 + a11a23a44
+ a12a33a44 + a11a22a33a44.
Note that P (4) can be expanded as follows:
P (4) = a14|I|+ a13
∣∣∣∣ a44 ∣∣∣∣+ a12
∣∣∣∣∣ a33 a34−1 a44
∣∣∣∣∣+ a11
∣∣∣∣∣∣∣
a22 a23 a24
−1 a33 a34
0 −1 a44
∣∣∣∣∣∣∣ .
Write Mn for the n× n matrix which figures in P (n) = |Mn|1n. Let Mk be the
matrix recursively defined as Mk = (Mk+1)
11 for 0 < k < n, i.e. by deleting the
first row and first column of Mk+1, and set M0 = I, the 1× 1 identity matrix.
The above formula then reads
P (4) = a14|M0|+ a13|M1|11 + a12|M2|12 + a11|M3|13.
In general, we have the following result, which will be of importance later.
Proposition 2.4. The quasideterminant P (n) of Proposition 2.3 can be written
as an expansion over quasideterminants of submatrices
P (n) =
n−1∑
k=0
a1,n−k|Mk|1k,
where the matrices Mk, k = 0, . . . , n − 1, are as above, defined iteratively from
the matrix Mn. In addition, the following recursion holds
P (n) =
n∑
k=1
P (k − 1)akn,
where we set P (1) = I.
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Proof. Both formulas follow from the expansion in Proposition 2.3:
P (n) = a1n + a11
∑
2≤j2<j3<···<jk<n
a2j2aj2+1,j3 · · · ajk+1,n
+ a12
∑
3≤j3<j4<···<jk<n
a3j1aj1+1,j2 · · · ajk+1,n
...
+ a1,n−1
∑
n−1≤jk<n
ajk+1,n
+ a1n
and
P (n) = a1n + a11a2n
+
a12 + ∑
1≤j1<j2<3
a1j1aj1+1,j2aj2+1,2
 a3n
+
a13 + ∑
1≤j1<j2<j3<4
a1j1aj1+1,j2aj2+1,j3aj3+1,3
 a4n
...
+
a1,n−1 + ∑
1≤j1<j2<···<jk−1<n
a1j1aj1+1,j2 · · · ajk−1+1,n−1
 ann
Using Proposition 2.3 we can easily calculate the following 4× 4 quasideter-
minant: ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
x1 x2 x3 x4
−1 x1 2x2 3x3
0 −1 x1 3x2
0 0 −1 x1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= x4 + 3x1x3 + 3x
2
2 + x3x1 + 3x
2
1x2 + 2x1x2x1 + x2x
2
1 + x
4
1.
This is the fourth noncommutative Bell polynomial, B4, which is no accident:
the noncommutative Bell polynomials are given by the quasideterminant in
Proposition 2.3. The entries of the matrix Mn are aii = d1 and
aij =
(
n− (n− j + 1)
j − i
)
dj−i+1 =
(
j − 1
j − i
)
dj−i+1 =
(
j − 1
i− 1
)
dj−i+1,
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for 1 ≤ i < j ≤ n.
Theorem 2.5. The noncommutative Bell polynomial Bn can be written as
Bn(d1, . . . , dn) =
∣∣Bn∣∣1n,
where Bn is the n×n matrix whose second diagonal elements are −1, the lower
elements are all zero, and the elements on and above the diagonal are
(Bn)ij =
(
n− (n− j + 1)
j − i
)
dj−i+1, for i ≤ j.
We set B0 = I.
Proof. The coefficients in the last column of Bn+1 are
(
n
n−i
)
, so by expanding
along this column using the second formula of Proposition 2.4 we find that the
quasideterminant satisfies the recursion
∣∣Bn+1∣∣1n = n∑
k=0
(
n
k
)∣∣Bn−k∣∣1ndk+1, B0 = I,
and therefore equals the noncommutative Bell polynomial.
As an example,
B6 =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(
6−6
0
)
d1
(
6−5
1
)
d2
(
6−4
2
)
d3
(
6−3
3
)
d4
(
6−2
4
)
d5
(
6−1
5
)
d6
−1 (6−50 )d1 (6−41 )d2 (6−32 )d3 (6−23 )d4 (6−14 )d5
0 −1 (6−40 )d1 (6−31 )d2 (6−22 )d3 (6−13 )d4
0 0 −1 (6−30 )d1 (6−21 )d2 (6−12 )d3
0 0 0 −1 (6−20 )d1 (6−11 )d2
0 0 0 0 −1 (6−10 )d1
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
2.2.2 Partitions
Based on the recursive description of commutative Bell polynomials in Propo-
sition 2.1 one can check that
Bn =
∑
α1+2α2+···+nαn=n
n!
α1!α2! · · ·αn!
(
d1
1!
)α1 (d2
2!
)α2
· · ·
(
dn
n!
)αn
,
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and therefore that the commutative partial Bell polynomials can be written as
Bn,k =
∑
α1+α2+···+αn=k
α1+2α2+···+nαn=n
n!
α1!α2! · · ·αn!
(
d1
1!
)α1 (d2
2!
)α2
· · ·
(
dn
n!
)αn
. (1)
This can also be shown using the description of Bell polynomials via expo-
nential generating series:
B(t) := 1 +
∑
n>0
Bn
tn
n!
= exp
(∑
m>0
dm
tm
m!
)
,
see e.g. [Bel34].
Alternatively, we can obtain the formula by linking Bell polynomials to set
partitions, an approach that will provide us with similar explicit descriptions
for noncommutative Bell polynomials.
A partition P of a set [n] = {1, 2, . . . , n} of n elements into k blocks is an
unordered collection of k non-empty disjoint sets {P1, P2, . . . , Pk}, called the
blocks or parts of the partition, whose union is [n]. The size |Pi| of a block is
the number of elements in Pi. The set of all partitions of [n] is written as Pn,
and the set of all partitions of [n] into k blocks as Pn,k. Note that if we write
|P |m for the number of blocks of size m in P , we have
n∑
m=1
|P |m = k,
n∑
m=1
m|P |m = n.
The number of ways to partition [n] into prescribed blocks of sizes j1, j2, . . . , jk
is
M(n; j1, . . . , jk) =
(
n
j1
)(
n− j1
j2
)
· · ·
(
n− (j1 + · · ·+ jk−1)
jk
)
,
=
(
n
j1, j2, . . . , jk
)
.
We first choose j1 elements to put in the first block, then j2 from the remaining
elements to put in the second block, etc. This is the well-known multinomial
coefficient. We will need to count other types of partitions later. For more
on the combinatorial study of set partitions consult one of the many excellent
sources on this topic, e.g. [Sta11].
Commutative Bell polynomials. Commutative Bell polynomials can be
described in a straightforward way by summing over all partitions. Let P ∈ Pn
with k blocks {P1, . . . , Pk}. Define the map d(P ) :=
∏k
j=1 d|Pj | taking value
in the commutative algebra D = K〈{di}〉. Observe that dn = d(1n), where
1n ∈ Pn is the partition of [n] into a single block of size n. The commutative
Bell polynomial is then
Bn =
∑
P∈Pn
d(P ). (2)
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A natural question is whether this sum can be inverted, i.e., whether dn can
be written in terms of Bi, i = 1, . . . , n. The well-known answer to this is given
by using Mo¨bius inversion on the lattice Pn [Rot64]. Section 3.2.6 will expand
upon this from an Hopf algebraic point of view.
We can give a more precise description of the sum in Equation (2). The
coefficients of a commutative partial Bell polynomial Bn,k add up to the number
of partitions of a set {1, . . . , n} into k blocks, i.e. they are given by the so-called
Stirling numbers of the second kind. For example, the coefficient in front of
d1d2 in B3 is 3 because there are 3 ways to partition [3] into two blocks of sizes
|d1| = 1 and |d2| = 2:
1|23, 3|12, 2|31.
In general,
Bn,k(1, 1, . . . , 1) =
{
n
k
}
,
where
{
n
k
}
are the Stirling numbers of the second kind. We think of the symbol
di as representing a block of size i, and write the commutative Bell polynomials
as
Bn,k =
∑
|ω|=n
#(ω)=k
M(n; j1, j2, . . . , jk)ω,
where ω = dj1 · · · djk is a word in the commuting variables di, andM(n; j1, . . . , jk)
is the multinomial coefficient introduced above. Since the variables are commu-
tative we can rewrite all words in the order of increasing number of elements in
the blocks, i.e. write
dj1 · · · djk = dα11 · · · dαnn .
If we now add up all the words, we are going to see each M(n;α1, . . . , αn) times.
The order within the blocks dαii does not matter, and we obtain∑
|ω|=n
#ω=k
M(n; j1, j2, . . . , jk)ω
=
∑
α1+α2+···+αn=k
α1+2α2+···+nαn=n
(
n
α1, α2, . . . , αn
)(
d1
1!
)α1 (d2
2!
)α2
· · ·
(
dn
n!
)αn
,
i.e. Formula (1).
Noncommutative Bell polynomials. Formula (2) also gives a direct way
to write down noncommutative Bell polynomials, based on imposing an order
on the blocks of the partitions.
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The coefficients of a noncommutative partial Bell polynomial Bn,k count the
number of partitions of [n] into k blocks, ordered by the maximum of each block.
For example, the coefficient of d2d1d2 in B5,3 is the number of ways to partition
the set {1, 2, 3, 4, 5} into three parts P1, P2, P3 of sizes |P1| = 2, |P2| = 1 and
|P3| = 2, such that max(P1) < max(P2) < max(P3).
d2d1d2 : 12|3|45, 12|4|35, 13|4|25, 23|4|15.
To see this we will first count the number of such partitions, then relate it to
the coefficients of noncommutative Bell polynomials (Theorem 2.6).
Write N(n; p1, . . . , pk) for the number of ways to partition a set [n] into parts
P1, . . . , Pk of sizes |Pi| = pi, such that
max(P1) < max(P2) < · · · < max(Pk).
Note that if n > p1 + · · ·+ pk then
N(n; p1, . . . , pk) =
(
n
p(k)
)
N(p(k); p1, . . . , pk), where p
(k) = p1 + · · ·+ pk.
Lemma 2.1. The number N(p(k); p1, · · · , pk) is given by
N(p(k); p1, · · · , pk) =
k−1∏
i=1
(
p1 + · · ·+ pi+1 − 1
p1 + · · ·+ pi
)
=
k−1∏
i=1
(
p1 + · · ·+ pi+1 − 1
pi+1 − 1
)
Proof. We have
N(p(k); p1, . . . , pk) = N(p
(k) − 1; p1, . . . , pk−1). (3)
This follows from the next observation. The number p(k) has to be put in the
last part Pk. There are two options for the second to last number p
(k)−1: either
it goes in the same part Pk or in the part Pk−1. The number of ways of putting
p(k) − 1 in part Pk−1 is given by N(p(k) − 1; p1, . . . , pk−1) minus the number of
ways we can fail to use p(k−1) − 1 when partitioning the set of size p(k−1) − 1.
Therefore
N(p(k); p1, . . . , pk) = N(p
(k) − 1; p1, . . . pk − 1) +N(p(k) − 1; p1, . . . , pk−1)
−N(p(k−2) − 2; p1, . . . , pk−1).
Equation (3) then follows because
N(p(k) − 1; p1, . . . pk − 1) = N(p(k−2) − 2; p1, . . . , pk−1)
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by induction. Therefore, since N(p1; p1) = 1, we get
N(p(k); p1, . . . , pk) = N(p
(k) − 1; p1, . . . , pk)
=
(
p(k) − 1
p(k−1)
)
N(p(k−1); p1, . . . , pk−1)
=
(
p1 + · · ·+ pk − 1
p1 + · · ·+ pk−1
)
N(p(k−1); p1, . . . , pk−1)
=
(
p1 + · · ·+ pk − 1
p1 + · · ·+ pk−1
)(
p(k−1) − 1
p(k−2)
)
N(p(k−2); p1, . . . , pk−2)
=
(
p1 + · · ·+ pk−1 − 1
p1 + · · ·+ pk−1
)(
p1 + · · ·+ pk−2 − 1
p1 + · · ·+ pk−2
)
N(p(k−2); p1, . . . , pk−2)
...
=
k−1∏
i=1
(
p1 + · · ·+ pi+1 − 1
p1 + · · ·+ pi
)
N(p(1); p1)
We will relate this to the noncommutative Bell polynomials via a useful
alternative description of the polynomials.
Another formula. For ω = dj1dj2 · · · djk we write(
n
ω
)
=
(
n
|dj1 |, . . . , |djk |
)
=
n!
j1!j2! · · · jk! ,
and
κ(ω) = κ(|dj1 |, . . . , |djk |) =
j1j2 · · · jk
j1(j1 + j2) · · · (j1 + j2 + · · ·+ jk) .
Note that the coefficients κ form a partition of unity on the symmetric group
Sk: ∑
σ∈Sk
κ(σ(ω)) = 1.
Proposition 2.5 ([LMK11]). The noncommutative partial Bell polynomials can
be written as
Bn,k =
∑
|ω|=n
#(ω)=k
(
n
ω
)
κ(ω)ω,
where ω = dj1 · · · djk .
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Proof. This follows from the description of the Bell polynomials via the recursion
Bn+1 =
n∑
k=0
(
n
k
)
Bn−kdk+1
B0 = 1.
Let dj1 · · · djk be any monomial in Bn,k, where n = j1 + · · · + jk. The mono-
mial comes from the monomial dj1 · · · djk−1 in the Bell polynomial Bn−jk . By
induction its coefficient is(
j1 + · · ·+ jk − 1
jk − 1
)
· (j1 + · · ·+ jk−1)!
j1!j2! · · · jk−1! ·
j1 · · · jk−1
j1 · · · (j1 + · · ·+ jk−1)
=
n!
j1!j2! · · · jk! ·
j1 · · · jk
j1 · · · (j1 + · · ·+ jk) ,
as claimed.
This formula is related to the (inverse) Dynkin idempotent, see e.g. [LMK11].
Note that the scaled version of noncommutative Bell polynomials defined in
Section 2.1.1 can be written as
Qn,k =
∑
|ω|=n
#(ω)=k
κ(ω)ω.
Theorem 2.6. Let ω = dj1 · · · djk . The coefficient
(
n
ω
)
κ(ω) of ω in Proposition
2.5 counts the number of partitions of [n], where n = |ω|, into parts P1, . . . , Pk,
each of size |Pi| = ji, such that
max(P1) < max(P2) < · · · < max(Pk).
Proof. We show that
n!
j1! · · · jk! ·
j1 . . . jk
j1 · · · (j1 + j2 + · · ·+ jk) =
k−1∏
i=1
(
j1 + · · ·+ ji+1 − 1
j1 + · · ·+ ji
)
by showing that the left side also satisfies Equation (3). This is a straightforward
calculation. Note first that for k = 1 (n = j1) we get 1. Write j
(k) = n =
15
j1 + · · ·+ jk.
j(k)!
j1! · · · jk! ·
j1 · · · jk
j1 · · · (j1 + j2 + · · ·+ jk)
=
(j(k) − 1)!
j1! · · · (jk − 1)! ·
j1 · · · jk−1
j1 · · · (j1 + j2 + · · ·+ jk−1)
=
(j1 + · · ·+ jk−1 + 1) · · · (j1 + · · ·+ jk − 1)
(jk − 1)!
· j
(k−1)!
j1! · · · jk−1! ·
j1 · · · jk−1
j1 · · · (j1 + j2 + · · ·+ jk−1)
=
(
j(k−1) − 1
j(k−1)
)
· j
(k−1)!
j1! · · · jk−1! ·
j1 · · · jk−1
j1 · · · (j1 + j2 + · · ·+ jk−1)
= N(j(k) − 1; j1, . . . , jk−1).
We arrive at the following formula for the noncommutative Bell polynomials.
Bn,k =
∑
#(ω)=k
k−1∏
i=1
(
j1 + · · ·+ ji+1 − 1
ji+1 − 1
)
ω
Remark 2.7 The q-analogs of Bell polynomials. As an interesting side
note, we mention the q-analogs of commutative Bell polynomials, constructed
by Johnson in [Joh96b, Joh96a] based on the work of Gessel ([Ges82]). The
construction is based on q-analogs of integers, defined for any integer n as
[n] :=
1− qn
1− q = 1 + q + · · ·+ q
n−1.
To define the q-Bell polynomials we will need the q-analogous of factorials:
n!q = [1][2] · · · [n]
= 1 · (1 + q) · · · (1 + q + q2 + · · ·+ qn−1),
and multinomials: [
n
m1,m2, . . . ,mk
]
=
n!q
m1!qm2!q · · ·mk!q .
One can define commutative q-Bell polynomials ([Joh96b]) as follows.
Definition 2.3. For a word ω = dp1 · · · dpk the q-Bell polynomial is
Bn,k,q(d1, d2, . . . , dn−k+1)
=
∑
|ω|=n
pi≥1
n!q
p1!q · · · pk!q ·
p1 · · · pk
[p1][p1 + p2] · · · [p1 + · · ·+ pk]ω
=
∑
|ω|=n
pi≥1
[
n
p1, . . . , pk
]
κ(ω)ω.
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Remark 2.8. Bell polynomials also appear in the study of noncommutative
symmetric functions [GKL+95], where they provide a change of basis. See
[GKL+95].
3 Incidence and Faa` di Bruno Hopf algebras
Commutative Bell polynomials model the composition of formal diffeomor-
phisms on vector spaces via the Faa` di Bruno formula, see equation (4). This can
be captured algebraically in the Faa` di Bruno Hopf algebra, where composition
of diffeomorphisms corresponds to convolution (Section 3.2.3). For diffeomor-
phisms on more general manifolds the noncommutative Bell polynomials play an
analogous role, and give rise to the Dynkin Faa` di Bruno Hopf algebra (Section
3.2.4), first studied in [LMK11].
3.1 Faa` di Bruno formulas
Recall that the n-th derivative of a composition f ◦ g can be written using the
well-known Faa` di Bruno formula [FdB55, FdB57]:
dn
dxn
f(g(x)) =
∑
j1+···+jn=k
j1+···+njn=n
n!
j1! · · · jn!f
(k)(g(x))
(
g′(x)
1!
)j1
· · ·
(
g(n)(x)
n!
)jn
,
where all the necessary derivatives are assumed to exist. This is highly reminis-
cent of Bell polynomials. Indeed, we can write
dn
dxn
f(g(x)) =
n∑
k=0
f (k)(g(x))Bn,k(g
′(x), g′′(x), . . . , g(n−k+1)(x)), (4)
where Bn,k are the commutative Bell polynomials, and Bn,0 = 0 for n 6= 0. This
is known as Riordan’s formula ([Rio46]).
Examples:
d
dx
f(g(x)) = f ′(g(x))B1,1(g′(x)) = f ′(g(x))g′(x)
d2
dx2
f(g(x)) = f ′(g(x))B2,1(g′(x), g′′(x)) + f ′′(g(x))B2,2(g′(x), g′′(x))
= f ′(g(x))g′′(x) + f ′′(g(x))(g′(x))2.
We shall see how this can be formulated in terms of composition of diffeomor-
phisms on vector spaces, where the coefficients of the composition f ◦ g of two
diffeomorphisms are given in terms of the coefficients of f and g. The non-
commutative Bell polynomials will be shown to correspond to composition of
diffeomorphisms on manifolds.
Faa` di Bruno was not the first to express derivatives of f ◦ g in this way, but his result is
the most well-known. Earlier results can be found in [A.50, Arb00]. See [Joh02] for a historical
account of the Faa` di Bruno formula.
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Remark 3.1. From the description of Bell polynomials as determinants in Sec-
tion 2.2.1 we obtain
dn
dxn
f(g(x)) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(
0
0
)
g′f
(
1
1
)
g′′f
(
2
2
)
g′′′f · · · (n−2n−2)g(n−1)f (n−1n−1)g(n)f
−1 (10)g′f (21)g′′f · · · (n−2n−3)g(n−2)f (n−1n−2)g(n−1)f
0 −1 (20)g′f · · · (n−2n−4)g(n−3)f (n−1n−3)g(n−2)f
...
...
...
...
...
0 0 0 · · · (n−20 )g′f (n−11 )g′′f
0 0 0 · · · −1 (n−10 )g′f
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
This formula was first discovered by Faa` di Bruno ([FdB55]).
Remark 3.2 A q-analog. As mentioned in Remark 2.7, [Joh96a] develops q-
analogs of Bell polynomials, which can be used in a q-analog of the Faa` di Bruno
formula. The formula can be written as a sum indexed over partitions:
Dnq g[f(x)] =
∑
P∈P(n)
qw(P )g(k)[f(x)]f (p1)(x)f (p2)(qp
(2)
x) · · · f (pk)(qp(k)x), (5)
where pi := |Pi|, and p(j) := p1+· · ·+pj−1. The weight w(P ) of the partition P is
calculated as follows: In a partition P of [n] into blocks P1, P2, · · ·Pk, iteratively
cross out the block P 1max whose maximum is largest, relabel the numbers in
the remaining partitions in an order preserving manner from 1 to |P 1max|. The
number of relabelings is called r1. Continue in this manner until there’s only one
block remaining. The weight of P is the sum of the ri. For example, the weight
of the partition P with blocks {1, 2, 7}, {3, 6}, {4, 5}, {8, 9, 13, 14}, {10, 12}, {11}
is 9.
The following lemma allows us to rewrite Johnson’s q-Faa` di Bruno formula
in a more familiar form.
Lemma 3.1 [Joh96a]. Let P be a partition of [n] into the blocks {P1, . . . , Pk},
listed in increasing order of their maximal elements, with |Pi| = pi. Then∑
P∈Pn
qw(P )
=
[
p1 + p2 + · · ·+ pk − 1
pk − 1
]
q
[
p1 + p2 + · · ·+ pk−1 − 1
pk−1 − 1
]
q
· · ·
[
p1 + p2
p2 − 1
]
q
Using the q-Bell polynomials defined in Remark 2.7, the q-analogue of the
Faa` di Bruno formula (5) can be written as
Dnq g[f(x)] =
∑
p1+···+pk=n
pi≥1
g(k)[f(x)]Bn,k,q(fp1,0, fp2,p1 , fp3,p1+p2 , . . . ),
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where fi,j := f
(i)(qjx).
3.1.1 Composition of formal diffeomorphisms on vector spaces.
Composition of smooth and invertible functions on the real line R forms a group,
called the group of diffeomorphisms on R. Following [FGBV05, FM14], we
consider the group write G = Diff(R) of formal diffeomorphisms leaving the
origin fixed:
G =
{
f(t) =
∞∑
n=1
fn
n!
tn, f0 = 0, f1 > 0
}
.
Let h = f ◦ g be a composition:
h(t) =
∞∑
k=1
fk
k!
( ∞∑
l=1
gl
l!
tl
)k
.
The Cauchy product formula gives
h(t) =
n∑
k=1
fk
k!
∑
l1+···+lk=n
li≥1
n!gl1 · · · glk
l1! · · · lk! .
In other words,
hn =
n∑
k=1
fk
∑
λ
n!
λ1! · · ·λn!
gλ11 · · · gλnn
(1!)λ1(2!)λ2 · · · (n!)λn ,
or
h(n)(t) =
n∑
k=1
∑
λ
n!
λ1! · · ·λn!f
(k)(g(t))
(
g(1)(t)
1!
)λ1
· · ·
(
g(n)(t)
n!
)λn
,
where
λ1 + 2λ2 + · · ·+ nλn = n, with λ1 + · · ·+ λn = k.
This can also be written as
hn =
n∑
k=1
fkBn,k(g1, . . . , gn+1−k),
or
h(n)(t) =
n∑
k=1
f (k)(g(t))Bn,k(g
(1)(t), . . . , g(n−k+1)(t)),
which is the same as Formula (4). For example,
h1 = f1B1,1(g1) = f1g1
h2 = f1B2,1(g1, g2) + f2B2,2(g1, g2) = f1g2 + f2(g1)
2.
See [FGBV05] or [FM14] for more details.
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3.1.2 Composition of diffeomorphisms on manifolds
We shall see how noncommutative Bell polynomials model the composition of
time-dependent flows on manifolds. We merely describe the main constructions.
For more details, consult [LMK11, MK95]. For background material about the
relevant constructions from differential geometry, see e.g. [MAR07, Sha97].
The derivation operation we consider is the so-called Lie derivative:
Definition 3.1. The Lie derivative of a function ψ : M → R along a vector
field F ∈ X (M) is
F [ψ](x) := dψ(x) · F (x),
where dψ : M → T ∗M is the differential of ψ.
Note that if M is finite dimensional then (in local coordinates)
F (x) =
n∑
i=1
F i(x)
∂
∂xi
,
and
(dψ)i =
∂ψ
∂xi
, F [ψ] =
n∑
i=1
F i
∂ψ
∂xi
.
Here { ∂∂xi } spans the space X (M) of vector fields in the local coordinates{x1, . . . , xn}. If M is parallelizable then this is a global basis (e.g. for any
Lie group). Note further that if M = R then
F [ψ] = ψ′(x)F (x).
We want to define the Lie derivative F [G] of a vector field G along another
vector field F . Let Φt,s : M → M be the flow of Ft, i.e. the diffeomorphisms
Φt,s such that t 7→ Φt,s is the integral curve of F starting at m at time t = s:
d
dt
Φt,s = Ft(Φt,s), Φs,s(m) = m.
Write Φt,F for the flow of the vector field F starting at time t = 0. Let ψ : M →
V be a section of a trivial bundle over M . We form the pullback of ψ along the
flow Φt,F :
Φ∗t,Fψ := ψ ◦ Φt,F .
We are interested in computing its derivatives.
Definition 3.2. Let F,G ∈ X (M) be two vector fields, and write Φt,F for the
flow of F . The Lie derivative of G with respect to F is defined by
F [G] :=
d
dt
∣∣∣∣
t=0
Φ∗t,FG.
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Note that the Lie derivative is a derivation: if φ : M → R and G ∈ X (M)
then
F [ψG] = F [ψ]G+ ψ(F [G]).
Composition of Lie derivatives gives a (associative, noncommutative) product
on the space X (M) of vector fields on M .
Vector fields are invariant under their own flow, Φ∗t,FF = F , so
F [F ] =
d
dt
∣∣∣∣
t=0
Φ∗t,FF =
d
dt
∣∣∣∣
t=0
F.
The basic derivative formula is
d
dt
Φ∗t,Fψ = Φ
∗
t,F (F [ψ]), (6)
which follows from a simple application of the chain rule (see [MAR07, Theorem
4.2.31]). In particular,
d
dt
∣∣∣∣
t=0
Φ∗t,Fψ = F [ψ].
By iterating Formula (6) we get
dn
dtn
∣∣∣∣
t=0
Φ∗t,F = F [F [· · ·F [ψ] · · · ]] = Fn[ψ],
and the Taylor expansion of the pullback can be written as
Φ∗t,Fψ = ψ + tF [ψ] +
t2
2!
F [F [ψ]] + · · · .
This can be formulated in terms of the noncommutative Bell polynomials.
Theorem 3.3 ([LMK11]). We have
dn
dtn
Φ∗t,Fψ = Bn(F )[ψ],
where Bn(F ) is the image of the noncommutative Bell polynomials Bn(d1, . . . , dn)
under the map di 7→ F (i−1). In particular
dn
dtn
∣∣∣∣
t=0
Φ∗t,F tψ = Bn(F1, . . . , Fn)[ψ],
where Fn+1 = F
(n)(0).
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For example,
d
dt
∣∣∣∣
t=0
Φ∗t,Fψ = B1(F1)[ψ] = F1[ψ]
d2
dt2
∣∣∣∣
t=0
Φ∗t,Fψ = B2(F1, F2)[ψ] = F
2
1 [ψ] + F2[ψ]
d3
dt3
∣∣∣∣
t=0
Φ∗t,Fψ = B3(F1, F2, F3)[ψ] = F
3
1 [ψ] + (F2F1)[ψ] + 2(F1F2)[ψ] + F3[ψ]
Remark 3.4. Let M = R. Then ψ : R→ R, F : R→ R, and the Lie derivative
is F [ψ] = ψ′(x)F (x), so Formula (4) and the formula in Theorem (3.3) agree.
3.2 Faa` di Bruno Hopf and bialgebras.
This section contains descriptions of commutative and noncommutative Faa` di
Bruno Hopf algebras, both constructed as incidence Hopf algebras and directly
from the Bell polynomials. We start with a short presentation of incidence Hopf
algebras.
3.2.1 Incidence Hopf algebras
Incidence Hopf algebras have been defined and studied intensively by W. Schmitt
[Sch94], starting from the notions of incidence algebra [Rot64] and incidence
bi- and coalgebras [JR79]. The framework incorporates various combinatorial
Hopf algebras, such as symmetric functions, the Butcher–Connes–Kreimer Hopf
algebra of rooted forests, Hopf algebras of finite posets, and various Faa` di Bruno
Hopf algebras.
A poset is a partially ordered set P with an order relation, which we denote
the by ≤. For any x, y ∈ P , the interval [x, y] is the subset of P formed by the
elements z such that x ≤ z ≤ y. Let P be a family of finite posets P such that
there exists a unique minimal element 0P and a unique maximal element 1P in
P (hence the poset P coincides with the interval P = [0P , 1P ]). The family is
called interval closed if for any poset P ∈ P and for any x ≤ y ∈ P , the interval
[x, y] is an element of P.
From the family P one can construct a coalgebra by considering equivalence
classes of elements under an order-compatible relation ∼ on P. That is, P ∼
Q ∈ P if there exists a bijection ϕ : P → Q such that:
[0P , x] ∼ [0Q, ϕ(x)] and [x, 1P ] ∼ [ϕ(x), 1Q]
for any x ∈ P . An obvious example of order-compatible equivalence relation is
poset isomorphism, but it is useful to consider more general situations.
Let P be the quotient P/ ∼, where ∼ is an order-compatible relation. The
equivalence class of any poset P ∈ P is denoted by P (notation borrowed
from [Ehr96]). The incidence coalgebra of the family of posets P together with
22
the equivalence relation ∼ is the K-vector space freely generated by P, with
coproduct given by
∆(P ) =
∑
x∈P
[0P , x]⊗ [x, 1P ],
and counit given by ε({∗}) = 1 and ε(P ) = 0 if P contains two elements or
more.
Given two posets P and Q, the direct product P × Q is the set-theoretic
cartesian product of the two posets, with partial order given by (p, q) ≤ (p′, q′)
if and only if p ≤ p′ and q ≤ q′. A family of finite posets P is called hereditary
if the product P × Q belongs to P whenever P,Q ∈ P. An order-compatible
equivalence relation ∼ on P is reduced if P ×Q ∼ Q× P ∼ P whenever Q is a
one-element set.
The quotient P is then a semigroup generated by the set P0 of classes of in-
decomposable posets, i.e. posets R ∈ P such that for any P,Q ∈ P of cardinality
greater than one, P ×Q is not isomorphic to R. The unit element 1 is the class
of any poset with only one element.
Theorem 3.5 ([Sch94, Theorem 4.1]). If P is a hereditary family of finite
posets and ∼ a reduced order-compatible semigroup relation, then the associated
incidence coalgebra H(P) is a Hopf algebra.
Note that when ∼ is the equivalence relation given by poset isomorphism,
the obvious equivalence P × Q ∼ Q × P for any P,Q ∈ P shows that the
incidence Hopf algebra is commutative in this case. This is the standard reduced
incidence Hopf algebra associated with the hereditary family of posets P.
3.2.2 Antipodes, uniform families and quasideterminants
Various formulas for antipodes for incidence Hopf algebras subject to some re-
strictions have been developed, e.g. in [HS89, Sch87, FGB05, Ein10]. One
particularly useful general formula was given in [Sch94, Theorem 4.1]:
S(P ) =
∑
k≥0
∑
x0<···<xk
x0=0P
xk=1P
(−1)k
k∏
i=1
[xi−1, xi],
for P ∈ P.
For a particular class of posets the antipode can be written as a determinant.
More precisely, in [Sch94, Section 8] Schmitt defined so-called (commutative)
uniform families of hereditary posets P and gave a determinantal formula for the
antipodes in the associated commutative incidence Hopf algebras. We extend
his definition of uniform families to the noncommutative case, and show that
the antipode formula extends to the quasideterminant.
A uniform family will consist of graded posets. A poset P is called graded
if all the chains, i.e. sets of elements 0P = x1 < x2 < · · · < xn = 1P in P
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satisfying
xi ≤ y ≤ xi+1 =⇒ y = xi or y = xi+1, ∀1 ≤ i ≤ n− 1,
are of the same length r(P ) = n. This common length is called the rank of P .
In a hereditary family P of graded posets the rank function is well-defined on
the quotient P, because the equivalence relation is order-compatible.
Definition 3.3. A (commutative or noncommutative) uniform family is a hered-
itary family P of graded posets together with a reduced order-compatible relation
∼ such that
(1) If P ∈ P0, y ∈ P and y < 1P , then [y, 1P ] ∈ P0.
(2) For all n ≥ 1 there exists exactly one type in P0 having rank n.
Let xn be the unique indecomposable type of rank n, n ≥ 1, and x0 = 1.
Then H(P) is isomorphic as a graded algebra to the free associative algebra
K〈x1, x2, . . . 〉, where deg(xn) = n. Following [Sch94], we define the rank poly-
nomial Wn,k = Wn,k(x1, x2, . . . ) in H(P) by W0,0 = 1, and for n ≥ 1, by
choosing [x, y] of rank n in P0, and setting
Wn,k =
∑
z∈[x,y]
r[z,y]=k
[x, z].
Note that Wn,n = 1 and Wn,0 = xn for n ≥ 0, and Wn,k = 0 for n < k, and
that the coproduct in H(P) can be written as
∆(xn) =
∑
k≥0
Wn,k ⊗ xk.
Write Mn for the matrix whose ith row and jth column is Wn−i+1,n−j , and
put M0 = I, the 1× 1 identity matrix. For example,
M4 =

W4,3 W4,2 W4,1 W4,0
1 W3,2 W3,1 W3,0
0 1 W2,1 W2,0
0 0 1 W1,0

Theorem 3.6. If P is a noncommutative uniform family, then the antipode S
of H(P) can be written as
S(xn) =
∣∣Mn|1n,
where | · |1n is the quasideterminant computed at the top right element.
Proof. The proof mimics the one for commutative incidence Hopf algebras in
[Sch94]. Define the algebra map S′ : H(P)→ H(P) by
S′(xn) = |Mn|1n.
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We want to show that
µ ◦ (id⊗ S′) ◦∆(xn) = 0,
for all n ≥ 1. In other words, that
n∑
k=0
Wn,kS
′(xk) = 0.
By Proposition 2.4, with aij = −Wn−i+1,n−j , we have
|Mn|1n =
n−1∑
k=0
−Wn,k|Mk|1k.
We get
S′(xn) =
n−1∑
k=0
−Wn,kS′(xk),
so
0 =
n∑
k=0
Wn,kS
′(xk).
By uniqueness of the antipode, the result follows.
Note that if the uniform family is commutative we obtain the determinantal
formula of Schmitt (by Remark 2.4).
S(xn) = (−1)n|Mn|.
Remark 3.7. One can recover the so-called Mo¨bius function from the zeta
function in an incidence Hopf algebra by composing with the antipode:
µP = ζP ◦ SP ,
viewed as elements in the incidence algebra associated to P . The quasidetermi-
nantal formulation above then gives a new description of the Mo¨bius function
in noncommutative incidence Hopf algebras. This procedure will be exemplified
for variants of the Faa` di Bruno Hopf algebras in Section 3.2.6.
3.2.3 The commutative Faa` di Bruno Hopf algebra
The commutative Faa` di Bruno Hopf algebra has been described many times in
the literature, see e.g. [JR79, FGBV05, FM14]. We will give a quick refresher,
describing it both directly as a Hopf algebra on a polynomial ring and as an
incidence Hopf algebra.
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The Faa` di Bruno Hopf algebra is the graded polynomial ring K[x1, x2, . . . ],
where deg(xn) = n. The counit is (xn) = δn,0, where x0 = 1 and the coproduct
is given by
∆(xn) =
n∑
k=0
 ∑
k0+k1+···+kn=k+1
k1+2k2+···+nkn=n−k
(k + 1)!
k0!k1! · · · kn!x
k1
1 · · ·xknn
⊗ xk (7)
=
n∑
k=0
(k + 1)!
(n+ 1)!
Bn+1,k+1(x0, 2!x1, 3!x2, . . .)⊗ xk,
where Bn+1,k+1 are the commutative partial Bell polynomials, and x0 = 1. The
coproduct is extended multiplicatively.
Remark 3.8. Note that a very simple way to encode the coproduct on the
generators xn results by considering the element x := 1 +
∑
n>0 t
nxn. In fact,
one can show that
∆(x) =
∑
n≥0
xn+1 ⊗ xn.
By turning to a new set of generators Xj := (j + 1)!xj the formula in (7)
simplifies a bit:
∆(Xn) =
n∑
k=0
Bn+1,k+1(X0, X1, X2, . . .)⊗Xk. (8)
We obtain:
∆(X0) = X0 ⊗X0
∆(X1) = X1 ⊗X0 +X0 ⊗X1
∆(X2) = X2 ⊗X0 +X0 ⊗X2 + 3X1 ⊗X1
∆(X3) = X3 ⊗X0 +X0 ⊗X3 + (3X21 + 4X2)⊗X1 + 6X1 ⊗X2
∆(X4) = X4 ⊗X0 +X0 ⊗X4 + (10X1X2 + 5X3)⊗X1 + (10X2 + 15X21 )⊗X2
+ 10X1 ⊗X3.
Note that X0 is considered an idempotent. The bialgebra is graded and con-
nected, and therefore automatically a Hopf algebra, denoted by HFdB . Using
the Sweedler notation, ∆(Xn) −Xn ⊗X0 −X0 ⊗Xn :=
∑
(Xn)
X ′n ⊗X ′′n , the
antipode is given recursively as (see e.g. [Man06]):
S(Xn) = −Xn −
∑
(Xn)
X ′nS(X
′′
n)
= −Xn −
∑
(Xn)
S(X ′n)X
′′
n .
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For example:
S(X1) = −X1
S(X2) = −X2 + 3X21
S(X3) = −X3 + 10X1X2 − 15X31
S(X4) = −X4 + 15X1X3 + 10X22 − 105X21X2 + 105X41 .
The Faa` di Bruno Hopf algebra as an incidence Hopf algebra. Let SP
be the family of posets isomorphic to the set SP(A) of all partitions of some
nonempty finite set A. The partial order on set partitions is given by refinement:
S ≤ T if and only if all the blocks of S are contained in blocks of T . We denote
by 0A or 0 the partition by singletons, and by 1A or 1 the partition with only
one block. Let Q be the family of posets isomorphic to the cartesian product
of a finite number of elements in SP. If S and T are two partitions of a finite
set A with S ≤ T , the partition S restricts to a partition of any block of T .
Denoting by W/S the set of those blocks of S which are included in some block
W of T , any partition U such that S ≤ U ≤ T yields a partition of the set W/S
for any block W of T . This in turn yields the following poset isomorphism:
[S, T ] ∼
∏
W∈A/T
SP(W/S). (9)
This shows that Q is interval closed (and hereditary by definition). Reciprocally,
any element of Q, isomorphic to the cartesian product of, say, k elements of SP ,
is obviously isomorphic to an interval [0, P ] where P is a (well-chosen) partition
of a finite set into k blocks.
Proposition 3.1 ([Sch94, Example 14.1]). The standard reduced incidence Hopf
algebra H(Q) is isomorphic to the Faa` di Bruno Hopf algebra.
Proof. Denote by Xn the isomorphism class of SP({1, . . . , n + 1}). Note that
X0 = 1 is the unit. In view of (9), we have:
∆(Xn) =
∑
S∈SP({1,...,n+1})
[0, S]⊗ [S, 1]
=
∑
S∈SP({1,...,n+1})
 ∏
W∈{1,...,n+1}/S
SP(W )
⊗ SP({1, . . . , n+ 1}/S).
The coefficient in front of Xk11 · · ·Xknn ⊗Xk in (10) above is equal to the number
of partitions of {1, . . . , n+ 1} with kj blocks of size j + 1 (for j = 1 to n), k+ 1
blocks altogether, and k0 = k+ 1− k1 − · · · − kn blocks of size 1, which in turn
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gives back (8):
∆(Xn) =
n∑
k=0
Bn+1,k+1(X0, X1, . . . , Xn)⊗Xk
=
n∑
k=0
 ∑
k0+k1+···+kn=k+1,
k1+2k2+···+nkn=n−k
1
k0!k1! · · · kn!
(
X1
2!
)k1
· · ·
(
Xn
(n+ 1)!
)kn⊗Xk.
This is the formula for the coproduct in the Faa` di Bruno Hopf algebra, modulo
the base change xj :=
dj
(j+1)! .
It follows that the partial commutative Bell polynomials are the rank poly-
nomials (defined in Section 3.2.2) of the commutative Faa` di Bruno incidence
Hopf algebra:
Wn,k = Bn+1,k+1(X0, X1, X2, . . . ), X0 = 1,
and Theorem 3.6 therefore gives the following description of the antipode.
Theorem 3.9 ([Sch94, Example 14.1]). The antipode in the commutative Faa`
di Bruno Hopf algebra can be written as
S(xn) = (−1)n det
(
Bn−i+2,n−j+1(1, x2, x3, . . . )
)
1≤i,j≤n,
where Bn,k are the commutative partial Bell polynomials.
For example,
S(x4) =
∣∣∣∣∣∣
6x2 4x3 + 3x
2
2 x4
1 3x2 x3
0 1 2x2
∣∣∣∣∣∣
= −x4 + 10x2x3 − 15x32.
Remark 3.10. One may ask whether there is a q-version of the commutative
Faa` di Bruno Hopf algebra based on the q-Bell polynomials of [Joh96b] (see
Remark 2.7). Unfortunately, such a construction does not seem to be possible.
From an incidence Hopf algebra point of view the problem arises because the
weight of the partitions in [Joh96b] is not compatible with the partial order by
refinement. Furthermore, q-composition is not associative, making a possible
corresponding Hopf algebra quite unwieldy.
3.2.4 The noncommutative Dynkin-Faa` di Bruno Hopf algebra
Consider the alphabet A = {Xn}n≥1. The Dynkin-Faa` di Bruno Hopf algebra
HDFdB is the free associative algebra HDFdB = K〈X1, X2, . . . 〉 with unit X0,
equipped with the coproduct
∆(Xn) =
n∑
k=0
Bn+1,k+1(X0, X1, . . . , Xn)⊗Xk,
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where Bn+1,k+1 are the partial noncommutative Bell polynomials, extended
multiplicatively. The counit is (Xn) = δn,0. It is graded by |Xn| = n, and is
also connected. We have:
∆(X0) = X0 ⊗X0
∆(X1) = X1 ⊗X0 +X0 ⊗X1
∆(X2) = X2 ⊗X0 +X0 ⊗X2 + 3X1 ⊗X1
∆(X3) = X3 ⊗X0 +X0 ⊗X3 + (3X21 + 4X2)⊗X1 + 6X1 ⊗X2
∆(X4) = X4 ⊗X0 +X0 ⊗X4 + (6X1X2 + 4X2X1 + 5X3)⊗X1
+ (10X2 + 15X
2
1 )⊗X2 + 10X1 ⊗X3.
The first disparity between the commutative and noncommutative case appears
in ∆(X4), where the term 10X1X2 splits into 6X1X2 + 4X2X1. Being a graded
and connected bialgebra we immediately have a recursive formula for the an-
tipode in HDFdB :
S(Xn) = −Xn −
∑
(Xn)
X ′nS(X
′′
n)
= −Xn −
∑
(Xn)
S(X ′n)X
′′
n .
We get:
S(X1) = −X1
S(X2) = −X2 + 3X21
S(X3) = −X3 + 6X1X2 + 4X2X1 − 15X31
S(X4) = −X4 + 10X1X3 + 5X3X1 + 10X22 − 45X21X2 − 34X1X2X1−
26X2X
2
1 + 105X
4
1 .
Noncommutative Dynkin-Faa` di Bruno as an incidence Hopf algebra
We proceed the same way as for the Faa` di Bruno Hopf algebra, starting from
the family Q of finite set partition posets made of intervals [S, T ], where S < T
are partitions of some totally ordered finite set. The equivalence relation ∼ will
however be finer than the poset isomorphism relation.
The ordinal sum A unionsq B of two totally ordered finite sets A and B is their
disjoint union endowed with the unique total order extending both orders of A
and B, such that x < y for any x ∈ A and y ∈ B. The ordinal sum is obviously
noncommutative.
We assume a total order on our finite sets, and we order the blocks of a given
partition by their maxima. For any partitions S and S′ of the totally ordered
sets {a1, . . . , an} and {b1, . . . , bn} respectively, we will write S ' S′ if and only if
there is a bijection τ from {a1, . . . , an} onto {b1, . . . , bn} which bijectively sends
any block of S onto a block of S′, and which moreover preserves the order of
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the maxima:
max S1 < max S2 ⇐⇒ max ϕ(S1) < max ϕ(S2)
for any pair S1, S2 of blocks of S. There is a unique such bijection τ which
is increasing when restricted to any block of S. We will call it the canonical
permutation associated to the equivalence relation '. Now the equivalence
relation on Q is defined by:
[S, T ] ∼ [S′, T ′] if and only if S ' S′ and T ' T ′.
If S and S′ are two partitions of A and B respectively, we write S unionsq S′ for the
partition of A unionsq B obtained by concatenation. This ordinal sum of partitions
yields a natural identification between set partitions of AunionsqB and ordered pairs
(S, S′) where S and S′ are set partitions of A and B, respectively. The family Q
is hereditary because of the identification of [S, T ]× [S′, T ′] with [SunionsqS′, T unionsqT ′].
Note that S unionsq S′ is not equivalent to S′ unionsq S in general, hence the cartesian
product [S, T ] × [S′, T ′] is not equivalent to [S′, T ′] × [S, T ]. The family Q is
obviously interval-closed.
In order to establish that the associated incidence coalgebra is a Hopf al-
gebra, it remains to show that the equivalence ∼ is order-compatible (it is
obviously reduced). Let [S, T ] ∼ [S′, T ′], and let τ be the canonical bijection
associated with the equivalence T ' T ′. For any U ∈ [S, T ], let τ(U) be the
partition with blocks τ(Uj), where the Uj are the blocks of U . We clearly
have U ' τ(U), with canonical bijection τ . Hence [S,U ] ∼ [S′, τ(U)] and
[U, T ] ∼ [τ(U), T ′], which proves the assertion.
Let Xn be the equivalence class of the set partition poset of {1, . . . , n +
1}. The coefficient in front of Xr1 · · ·Xrm ⊗ Xk is the number of partitions
of {1, . . . , n + 1} into k + 1 blocks P1, . . . , Pk+1, where Pj is of size rj + 1 for
j = 1, . . . ,m, and of size one for j = m+ 1, . . . , k + 1, and such that:
maxP1 < · · · < maxPm.
Note that we do not care of the max ordering of the one-sized blocks, reflect-
ing the fact that the unit X0 commutes with any other element. In view of
Proposition 2.6 and Theorem 2.5, the coproduct can be rewritten as:
∆(Xn) =
n∑
k=0
Bn+1,k+1(X0, X1, X2, . . .)⊗Xk,
where the Bn+1,k+1 are the noncommutative Bell polynomials. Hence the inci-
dence Hopf algebra described here coincides with the noncommutative Dynkin-
Faa` di Bruno Hopf algebra. The Dynkin-Faa` di Bruno Hopf algebra turns out
to be isomorphic to the noncommutative Faa` di Bruno Hopf algebra of [BFK06].
To see this, apply the coproduct formulae of Remark 3.8, which still make sense
in the noncommutative Dynkin-Faa` di Bruno Hopf algebra, and compare with
formula (2.16) in [BFK06]. See also [NT08, Section 6.1].
We thank Jean-Yves Thibon for pointing this out to us.
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Since the rank polynomials in this incidence Hopf algebra are the noncommu-
tative partial Bell polynomials, Theorem 3.6 gives us the following description
of the antipode:
Theorem 3.11. The antipode in the noncommutative Dynkin-Faa` di Bruno
Hopf algebra can be written as
S(Xn) =
∣∣(Bn−i+2,n−j+1(X0, X1, X2, . . . ))1≤i,j≤n∣∣1n,
where Bn,k are the noncommutative partial Bell polynomials and | · |1n is the
quasideterminant computed at the top right element.
Example:∣∣∣∣∣∣∣∣
B5,4 B5,3 B5,2 B5,1
1 B4,3 B4,2 B4,1
0 1 B3,2 B3,1
0 0 1 B2,1
∣∣∣∣∣∣∣∣
1,4
=
−B5,1 +B5,4B4,1 +B5,3B3,1 +B5,2B2,1 −B5,4B4,3B3,1 −B5,4B4,2B2,1
−B5,3B3,2B2,1 +B5,4B4,3B3,2B2,1
= S(X5)
3.2.5 Another noncommutative incidence Hopf algebra
We start with the same hereditary interval-closed family Q of posets as in
Section 3.2.4. For any partitions S and S′ of the totally ordered sets A :=
{a1, . . . , an} and B := {b1, . . . , bn} respectively, with a1 < · · · < an and
b1 < · · · < bn, we write S ∼= S′ if and only if the unique increasing bijec-
tion τ : A → B sends any block of S onto a block of S′. Now the equivalence
relation on Q is defined by:
[S, T ] ≈ [S′, T ′] if and only if S ∼= S′ and T ∼= T ′.
The order-compatibility of this equivalence relation ≈ is obvious, giving rise
to an incidence Hopf algebra H. This equivalence relation is finer than the
equivalence ∼ of Section 3.2.4, and both are finer than poset isomorphism.
Hence we have surjective Hopf algebra morphisms:
H −→ HDFdB −→ HFdB .
A basis of the homogeneous component Hn is given by intervals [S, T ] where
S and T are partitions of {1, . . . , , n + 1}. One can see that H is the free
associative algebra generated by intervals [S, T ] where T is a partition which
cannot be written as T1 unionsqT2 where T1 is a partition of, say, {1, . . . , r} and T2 is
a partition of {r + 1, . . . , n+ 1}.
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3.2.6 Bell polynomials and Mo¨bius inversion
One may ask for formulas expressing the generators di of the Bell polynomial in
terms of Bell polynomials. Such formulas can be found using Mo¨bius inversion
in certain variants of the Faa` di Bruno and Dynkin Faa` di Bruno Hopf algebras.
More precisly, we consider situations that are similar to the ones of Sections
3.2.3 and 3.2.4, but we no longer assume that the degree 0 element is 1. The
constructions are analogous to Mo¨bius inversion on the lattice of partitions
([Sta11, Rot64]).
Commutative case. We look at the graded commutative algebraD = K〈{di}〉
from Section 2.1, but now without the empty word I, and graded by |di| = i−1.
We add the inverse d−11 of d1 to the degree 0 part. The resulting commutative
algebra H′ is a bialgebra, graded but not connected, with counit (dn) = δn,0
and coproduct
∆′(dn) =
n∑
k=1
Bn,k(d1, d2, . . . , dn)⊗ dk
We get
∆′(d1) = d1 ⊗ d1
∆′(d2) = d2 ⊗ d1 + d21 ⊗ d2
∆′(d3) = d3 ⊗ d1 + d31 ⊗ d3 + 3d1d2 ⊗ d2
∆′(d4) = d4 ⊗ d1 + d41 ⊗ d4 + (3d22 + 4d1d3)⊗ d2 + 6d21d2 ⊗ d3
∆′(d5) = d5 ⊗ d1 + d51 ⊗ d5 + (10d2d3 + 5d1d4)⊗ d2
+ (10d21d3 + 15d1d
2
2)⊗ d3 + 10d31d2 ⊗ d4.
Note that d1 is the only group like element. Since the group like elements of the
commutative bialgebra H′ are invertible, it is a Hopf algebra ([Tak71]). The
antipode can be given a recursive description by setting S′(d1) = d−11 , and using
either of the defining relations S′ ? id = id ?S′ = . From id ?S′ =  we obtain
S′(dn) = d−n1
(
−d−11 dn −
n−1∑
k=2
Bn,k(d1, d2, . . . , dn)S
′(dk)
)
.
For example:
S′(d2) = −d−31 d2
S′(d3) = −d−41 d3 + 3d−51 d22
S′(d4) = −d−51 d4 + 10d−61 d2d3 − 15d−71 d32.
Alternatively, the same argument we will use in the noncommutative case can be used also
here: it is a Hopf algebra because we can recursively define both a left and a right antipode,
which then must coincide.
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The set of linear homomorphisms H′∗ = L(H′,K) from H′ to K are called
the characters of H′, and they act on the endomorphisms End(H′) on H′ from
the left and the right via the convolution:
α ? β = mH′ ◦ (α ? β) ◦∆′.
The characters form a group, with inverses given by composition with the an-
tipode: φ−1 = φ ◦S′. The zeta character ζ ∈ H′∗ is defined by ζ(di) = 1. From
the coproduct in H′, we find that the multiplicative map B := id ? ζ, where id
is the identity endomorphism, evaluated on the di gives the Bell polynomials:
B(di) = id ? ζ(di) = mH′ ◦ (id⊗ζ) ◦∆′(di) = Bi(d1, d2, . . . , di).
The right antipode S′ can be used to invert this equality. We define µ := ζ ◦ S′
to be the Mo¨bius character, such that id = B ? µ, and obtain
di = B ? µ(di) = mH′ ◦ (B ⊗ µ) ◦∆′(di).
For example:
d1 = B(d1) = B1(d1)
d2 = B(d2)−B(d21) = B2(d1, d2)−B1(d1)B1(d1)
d3 = B(d3) + 2B(d
3
1)− 3B(d1)B(d2) = B3 − 3B1B2 + 2B31
Noncommutative case. Similar constructions can be done also in the non-
commutative setting of Section 3.2.4. We assume d1 is not idempotent, and
that d−11 exists. As before, the resulting noncommutative bialgebra H˜ = D is
graded by |di| = i − 1, but not connected. The counit is (dn) = δn,0, and the
coproduct is defined in terms of the noncommutative Bell polynomials:
∆˜(dn) =
n∑
k=1
Bn,k(d1, d2, . . . , dn)⊗ dk
For example,
∆˜(d1) = d1 ⊗ d1
∆˜(d2) = d2 ⊗ d1 + d21 ⊗ d2
∆˜(d3) = d3 ⊗ d1 + d31 ⊗ d3 + (2d1d2 + d2d1)⊗ d2
∆˜(d4) = d4 ⊗ d1 + d41 ⊗ d4 + (3d22 + d3d1 + 3d1d3)⊗ d2
+ (3d21d2 + d2d
2
1 + 2d1d2d1)⊗ d3
We can define the antipode S˜ on H˜ by setting S˜(d1) = d
−1
1 and using
id ?S˜ =  to obtain a recursion
S˜(dn) = d
−n
1
(
−dnd−11 −
n−1∑
k=2
Bn,k(d1, d2, . . . , dn)S˜(dk)
)
.
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For example:
S˜(d2) = −d−21 d2d−11
S˜(d3) = −d−31 d3d−11 + 2d−21 d2d−21 d2d−11 + d−31 d2d−11 d2d−11
In addition, using S˜ ? id = , we get
S˜(dn) =
(
−d−n1 dn −
n−1∑
k=2
S˜(Bn,k(d1, d2, . . . , dn))dk
)
d−11 .
We again consider characters in H˜, which act on the endomorphisms via
convolution. We find that the multiplicative map B := id ? ζ evaluated on the
di results in the noncommutative Bell polynomials:
B(di) = id ? ζ(di) = mD ◦ (d⊗ ζ) ◦∆′(di) = Bi(d1, d2, . . . , di).
Composition of ζ with the antipode S˜ gives the Mo¨bius character µ := ζ ◦ S˜
with values in K, satisfying ζ ? µ = µ ? ζ = . We obtain d = B ? µ, so
di = B ? µ(di) = mD ◦ (B ⊗ µ) ◦∆′(di).
For example:
d1 = B(d1) = B1(d1)
d2 = B(d2)−B(d21) = B2(d1, d2)−B1(d1)2
d3 = B(d3) + 2B(d
3
1)− 2B(d1)B(d2)−B(d2)B(d1)
= B3(d1, d2, d3)− 2B1(d1)B2(d1, d2)−B2(d1, d2)B1(d1) + 2B1(d1)3
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