Evidential diversity increases generalisation in predictive learning.
In property induction tasks, encountering a diverse range of instances (e.g., hippos and hamsters) with a given property usually increases our willingness to generalise that property to a novel instance, relative to non-diverse evidence (e.g., hippos and rhinos). Although generalisation in property induction and predictive learning tasks share conceptual similarities, it is unknown whether this diversity principle applies to generalisation of a predictive association. We tested this hypothesis in two predictive learning experiments using differential training where one category of stimuli (e.g., fruits) predicted an outcome and another category (e.g., vegetables) predicted no outcome. We compared generalisation between a Non-Diverse group who were presented with non-diverse evidence in both positive (predicted the outcome) and negative (predicted no outcome) categories, and two groups who received the same training as the Non-Diverse group but with a more diverse range of exemplars in the positive (Diverse+ group) or negative (Diverse- group) category. Diversity effects were found for both positive and negative categories, in that learning about a diverse range of exemplars increased generalisation of a predictive association to novel exemplars from that same category. The results suggest that diversity, a key principle describing how we reason inductively, also applies to generalisation in associative learning tasks.