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ABSTRACT
The properties of galaxy clusters as a function of redshift can be utilized as an important cosmological
tool. We present initial results from a program of follow-up observations of the Sunyaev-Zeldovich effect
(SZE) in high redshift galaxy clusters detected at infrared wavelengths in the Massive and Distant
Clusters of WISE Survey (MaDCoWS). Using typical on-source integration times of 3–4 hours per
cluster, MUSTANG2 on the Green Bank Telescope was able to measure strong detections of SZE
decrements and statistically significant masses on 14 out of 16 targets. On the remaining two, weaker
(3.7σ) detections of the SZE signal and strong upper limits on the masses were obtained. In this paper
we present masses and pressure profiles of each target and outline the data analysis used to recover
these quantities. Of the clusters with strong detections, three show significantly flatter pressure profiles
while, from the MUSTANG2 data, five others show signs of disruption at their cores. However, outside
of the cores of the clusters, we were unable to detect significant amounts of asymmetry. Finally, there
are indications that the relationship between optical richness used by MaDCoWS and SZE-inferred
mass may be significantly flatter than indicated in previous studies.
Keywords: MaDCoWS, SZE, Galaxy Clusters
1. INTRODUCTION
The study of clusters of galaxies is important to our
understanding of the Universe. For example, the mass of
clusters as a function of redshift helps us understand the
Corresponding author: Simon R. Dicker
sdicker@hep.upenn.edu
formation of structure and constrains cosmological pa-
rameters such as σ8 (Allen et al. 2011). By looking at the
internal dynamics of clusters one can obtain insight to
processes such as the interaction between active galaxies
and the intra-cluster medium (ICM) where most of the
baryons of a cluster reside. With merging clusters one is
able to make inferences as to the nature of dark matter.
To utilize clusters as a tool in this way, extensive cata-
logs of galaxy clusters are needed. Of particular value
ar
X
iv
:2
00
6.
06
70
3v
1 
 [a
str
o-
ph
.C
O]
  1
1 J
un
 20
20
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are catalogs with well known selection functions that in-
clude massive objects at high redshifts. Early catalogs
were made by measuring the over-density of galaxies ob-
served at optical wavelengths (Abell 1958). At low red-
shift, massive clusters are also easily identified by the
strong X-ray emission from the hot gas in the ICM. All-
sky surveys from instruments such as ROSAT have made
extensive catalogs (e.g., Cruddace et al. 2002). At higher
redshifts cosmic dimming becomes significant and even
the most massive clusters have low X-ray surface bright-
ness. Above z & 1 clusters are expected to be hotter and
denser and surface brightness is not expected to decrease
further (e.g., Churazov et al. 2015), but these clusters
will still have low X-ray surface brightness. Thus, long
integration times are required and X-ray surveys are lim-
ited to small areas (< 100 deg2) (e.g., Fassbender et al.
2011). As a result current X-ray surveys do not probe
the volume required to meaningfully sample the high-
mass end (M > 5×1014M) of the high-redshift cluster
mass function. There are alternative methods of search-
ing for clusters such as using the Sunyaev-Zeldovich ef-
fect (SZE) which do not suffer from cosmological dim-
ming (for a review, see Carlstrom et al. 2002). How-
ever current surveys from the SPT (Williamson et al.
2011; Bleem et al. 2015, 2020; Huang et al. 2020) and
ACT (Marriage et al. 2011; Hasselfield et al. 2013; Hilton
et al. 2018) still only cover a few thousand square de-
grees. All-sky SZE surveys from experiments such as
Planck (Planck Collaboration et al. 2015) are limited to
low redshift clusters due to large beam sizes.
Clusters at redshifts z > 1 provide far greater leverage
on cosmological parameters – for example the discovery
of even a few massive clusters at high enough redshifts
could rule out some cosmological models (Holz & Perl-
mutter 2012). Also the current relationships between
cluster mass and cluster properties are based on extrap-
olations from low to moderate redshifts. In order to
find the high redshift counterparts of the lower redshift
clusters that dominate current cluster surveys, the Mas-
sive and Distant Cluster of WISE Survey (MaDCoWS)
project was conceived. IR galaxies are selected from
the WISE all-sky IR survey (Wright et al. 2010). Using
color cuts and additional data from the Sloan Digital
Sky survey, likely clusters were located by looking for
peaks in the number density of high redshift galaxies.
A full description of the methods used and the clus-
ters found in the 10 000 deg2 searched can be found in
Gonzalez et al. (2019). Follow-up observations have in-
cluded SZE measurements using the Combined Array for
mm-wave Astronomy (CARMA) (Brodwin et al. 2015)
and the Atacama Compact Array (ACA) (also known
as the Morita Array; Di Mascolo et al. 2020) in order
to more easily compare masses obtained from richness
to the mass scales used by SZE experiments. In this
paper we present initial results from the first 16 obser-
vations of a larger sample being followed up in the SZE
using MUSTANG2 on the 100 m Green Bank Telescope
(GBT), operated by the Green Bank Observatory. As
well as obtaining masses from the total integrated SZE
signal (Y ) these high resolution (10′′) measurements of
the SZE allow one to measure the cluster profiles, iden-
tify and remove point sources, and classify cluster dy-
namical states (see Mroczkowski et al. 2019, for a review
of the application of high resolution studies of the SZE).
The paper is organized as follows. In Section 2 we
outline our observations and in Sections 3 and 4 we
overview the data reduction pipelines used and tests
used to confirm our ability to recover masses and pres-
sure profiles. Our results, including recovered pressure
profiles, masses, comparisons of our SZE masses with op-
tical richness, and notes on the symmetry of the clusters,
are presented in Sections 5, 6, & 7. Our conclusions are
in Section 8. Throughout this paper we assume a ΛCDM
concordance cosmology with: H0 = 70 km s
−1 Mpc−1,
ΩM = 0.3, ΩΛ = 0.7.
2. OBSERVATIONS
From October 2018 to February 2020, a total of 95
hours (69 hours excluding setup & calibration) were
spent observing clusters from the MaDCoWS sample
using the MUSTANG2 bolometer camera (Dicker et al.
2014) on the GBT. MUSTANG2 has a bandpass of 75
to 105 GHz and a resolution of ∼ 10′′. A summary of
the on-source integration time, the noise level, signal to
noise ratio (SNR), and detection significance for each
cluster observed is given in Table 1. Observations were
carried out using a daisy scanning pattern (shown in Fig-
ure 1) designed to cross the cluster on timescales faster
than expected atmospheric noise (10 seconds), to pro-
vide many redundant observations, and to ensure all de-
tectors get off-source. Scan radii of 2.5′ and 3′ were used
which, when the detector array’s field-of-view (FoV) is
taken into account, provided good coverage over the∼ 7′
diameter of the maps. Each daisy scanning pattern, re-
ferred to as a scan, takes 500 seconds to complete. Dur-
ing early data analysis (Section 3), it was found that,
under some circumstances, incomplete removal of com-
mon mode atmospheric emission from the time ordered
data of each scan (timestreams) could leave structure
in the elevation direction. When combined with sky
rotation, this resulted in cluster-sized noise features in
the maps. To reduce these features, instead of a single
pointing center at the location of the MaDCoWS clus-
ter location, later data were collected with four centers,
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Figure 1. The scan pattern used on these clusters superim-
posed on the normalized depth of the coverage. The black
lines represent the path of the central detector of the array.
Shown in the bottom left is the footprint of the array with
the central detector marked as the red dot. The scan pat-
tern is designed to provide cross-linking on many different
timescales, between all parts of the array. The scan period
(10 seconds) is set as short as possible within the limits of
the GBT’s servo system so as to reduce the effects of 1/f
noise from the atmosphere and receiver. In later observa-
tion, four different pointing centers at ±1.5′ were used for
each cluster. This enabled more robust removal of residual
atmospheric noise (Section 2).
offset from the MaDCoWS center by ±1.5′ in RA or
Dec.
Approximately every 20 minutes a nearby bright point
source was observed. This was used to check the focus
in real time and later on, during data reduction, to cal-
ibrate the raw detector timestreams. Most of these sec-
ondary calibrators were quasars with unknown, possibly
variable, flux at 90 GHz so at least once a night their
flux was tied to an absolute calibrator. When available,
we made use of the planet Uranus while at other times
we used flux calibrators commonly used by the Atacama
Large Millimeter/submillimeter Array (ALMA). These
flux calibrators are regularly monitored by ALMA at
100 and 91 GHz1 and their flux was extrapolated in both
time between ALMA observations and in frequency (to
account for the difference in ALMA’s and MUSTANG2’s
bandpasses). The flux of the secondary calibrators (in
Jy) was assumed to be constant over each night.
1 https://almascience.eso.org/alma-data/calibrator-catalogue
3. DATA REDUCTION
This paper makes use of two different data reduc-
tion pipelines, MIDAS and Minkasi. MIDAS is based
on MUSTANG-1’s IDL pipeline (Mason et al. 2010; Ko-
rngut et al. 2011; Young et al. 2015; Romero et al. 2015).
Minkasi is a maximum likelihood pipeline based on the
one used by the ACT collaboration (Du¨nner et al. 2013).
Although both pipelines can produce maps, fit point
sources, and find cluster surface brightness profiles, in
this paper we only present maps made by MIDAS and
profiles and point source fits using Minkasi. Calibration
of raw MUSTANG2 data for both pipelines is carried
out using the following steps in MIDAS:
1. An initial flat-fielding of the array is made using
a skydip taken at the beginning of each night’s
observations. Unresponsive detectors are flagged
and their data discarded.
2. At this stage most of the signal in the timestreams
is atmospheric emission and should be the same
in all detectors. To account for relative gain drifts
between detectors, the timestreams are renormal-
ized such that the first principle component has
the same amplitude in each detector.
3. Maps of all calibrator sources are made and fits to
the peak height and beam volume carried out. A
calibration factor to Jy is obtained by taking the
ratio of the expected peak to the measured one.
Additionally, a calibration to (main beam) bright-
ness temperature is calculated by using the fit-
ted beam volume. The atmospheric opacity is ob-
tained using archival weather data via the GBT’s
observing tools - this is then used to adjust for any
differences in elevation between calibrators and
our clusters.
4. The calibration factors from step 3 are extrapo-
lated between observations of the secondary cal-
ibrators and are applied to the cluster scans to
produce calibrated timestreams.
5. A number of heuristics are used to detect glitches
(such as jumps caused by readout errors) in indi-
vidual detector timestreams. For small glitches,
only part of a timestream is masked out while
timestreams showing many glitches or excess noise
are dropped completely.
The resulting timestreams from this process are passed
on to the map making stage of MIDAS (described next)
or saved to disk for later use by Minkasi. Overall, we es-
timate there is a 10% error in our absolute calibration of
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Table 1. A summary of our MUSTANG2 observations.
Cluster IDa RA Decb Redshiftc Time On Src Map Noisee Peak SNR Overall Jy to K
(J2000) (hr)d (µKMain beam) per 10′′ beam detection (K/Jy)
MOO 0105 01:05:30.45 +13:24:01.9 1.143 s 2.0 42 -7.3 8.0σ 1.43
MOO 0135 01:35:04.31 +32:07:27.2 1.46 4.9 29 -4.6 5.9σ 1.46
MOO 1014 10:14:07.49 +00:38:30.2 1.230 s 2.7 23 -11.1 29.3σ 1.49
MOO 1031 10:31:48.23 +62:55:30.5 1.33 3.4 45 -3.8 3.7σ 1.50
MOO 1046 10:46:52.82 +27:58:02.9 1.16 2.3 36∗ -9.5 9.5σ 1.20
MOO 1052 10:52:15.30 +08:23:53.0 1.41 3.6 23∗ -6.1 7.2σ 1.48
MOO 1054 10:54:56.00 +05:05:39.0 1.44 5.4 19∗ -3.3 5.3σ 1.47
MOO 1059 10:59:50.83 +54:54:58.4 1.14 7.1 11 -7.5 53.1σ 1.33
MOO 1108 11:08:48.00 +32:43:35.8 1.12 6.7 14 -5.5 19.2σ 1.37
MOO 1110 11:10:57.15 +68:38:30.7 0.93 7.3 12 -8.0 15.5σ 1.44
MOO 1142 11:42:45.51 +15:27:15.4 1.189 s 5.2 13∗ -14.5 20.9σ 1.40
MOO 1203 12:03:07.00 −09:09:13.0 1.24 4.6 23∗ -4.5 3.7σ 1.43
MOO 1322 13:22:56.30 −02:28:15.0 0.82 2.7 28∗ -8.1 9.5σ 1.39
MOO 1329 13:29:48.00 +56:47:39.0 1.43 1.5 46∗ -7.8 19.2σ 1.59
MOO 1354 13:54:51.70 +13:29:36.0 1.48 3.8 13∗ -9.2 9.4σ 1.58
MOO 1506 15:06:20.35 +51:36:53.6 1.09 5.7 36∗ -6.5 11.3σ 1.38
aFull MaDCoWS cluster names are given in table 4
bCoordinates are from the MaDCoWS survey (Gonzalez et al. 2019) and represent the center of the galaxy over density.
cRedshifts from Gonzalez et al. (2019). Redshifts are photometric, except when marked with an “s,” in which case they are
spectroscopic.
dData were taken over more than 20 separate nights. As MUSTANG2’s sensitivity is limited by the atmosphere, some nights
have far greater weight than others. Totals only include data used in each map.
eMap noise refers to the standard deviation at the center of the maps while the overall significance of the detections comes
from the fitting of pressure profiles to the calibrated timestreams in Minkasi. A ∗ indicates a 4 pointing centers observational
strategy was used.
the observations presented in this paper. Sources of this
error include the fits to the primary and secondary cal-
ibrators, the assumed flux of the absolute calibrator in
our band, and our knowledge of the atmospheric opacity.
3.1. MIDAS map making
In addition to calibrating the timestreams, MIDAS
was used to make the maps presented in this paper. In
the calibrated detector timestreams the cluster’s signal
can easily be a factor of 105 below atmospheric emis-
sion and 1/f noise from the detectors. However, our
scanning pattern means that point sources pass through
the beam at ∼10 Hz, while the entire map is crossed
once every 10 seconds, so frequencies f  10 Hz and
f  0.1 Hz contain very little astronomical signal and
can be filtered out. This still leaves a significant noise
due to the change in optical depth as the GBT scans in
elevation. However, this noise, along with contributions
to the noise from the readout electronics, are all highly
common mode. Using a principle component analysis it
is possible to subtract these contributions before binning
the data into a map. In the 16 cluster maps presented
in this paper, filter bandpasses of 0.065–41 Hz were used
and the first 3 principle components were subtracted be-
fore map making.
Because of the Fourier filter, MIDAS maps are not
unbiased. Features on the largest angular scales can
have Fourier components below 0.065 Hz and will be
slightly attenuated. Features of the order of the map
size or greater are mostly DC and are thus not detected
at all. To quantify this we create fake MUSTANG2 data
using real timestreams reversed in time to smear out
any astronomical signals. A fake sky containing random
structure on all angular scales is sampled then added to
the reversed timestreams and the results passed through
the MIDAS pipeline to obtain a recovered sky map. A
transfer function can be defined by the ratio between the
FFTs of the fake and recovered sky maps averaged over
many versions of the noise and sky. Tests with the data
reduction parameters used in this paper show that we
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recover all angular scales up to 5′ (diameter) although at
angular scales larger than R500 (∼ 3′ diameter for typ-
ical MaDCoWS clusters) small corrections are needed.
To circumvent this problem, in this paper we choose to
present cluster profiles made using the Minkasi pipeline
discussed next.
3.2. Minkasi and brightness profiles
As described in Romero et al. (2020), surface bright-
ness profiles can be calculated by Minkasi. Minkasi oper-
ates on the calibrated but unfiltered timestreams output
by MIDAS. It fits parameters directly to timestreams –
for example the location, width and amplitudes of point
sources, without going through map space. A full co-
variance matrix is recovered and the results are unbi-
ased by Fourier filtering – to the extent that the signal
is present in the raw data, no transfer function needs to
be considered.
Fitting the brightness profiles to clusters is a two step
process. First, the centers of the cluster and any point
sources detected at greater than 4σ in the MIDAS maps
are found using a weighted least squares fit to all data
on each cluster. Symmetrical Gaussian shapes are as-
sumed. Weights for each detector in each scan are de-
rived using a singular value decomposition (SVD) tech-
nique. The timestreams are rotated into SVD space, a
power spectrum taken, and the results smoothed in or-
der to obtain a better estimate of the true underlying
power spectrum. Alternatives to smoothing would be
the averaging of power spectra from different scans but
the noise in MUSTANG2 data can vary significantly and
this was found to give incorrect weights. Once smoothed
power spectra in SVD space are obtained, they are ro-
tated back into timestream space and used in a weighted
least squares fit for the cluster’s (and any point sources’)
amplitude, width, and location. This is done iteratively
so that the astronomical signal does not bias the noise
estimate. In each iteration, the results from the previ-
ous iteration are subtracted from the timestreams before
recalculation of the noise and then added back in. Tests
showed convergence in as few as five iterations; however,
we used a conservative 15 iterations.
With the centers fixed, this process is repeated with
parameters of the amplitude of each point source (if any)
and the surface brightness in fixed annuli around the
cluster center found in the last step. Our initial re-
sults (Section 5) assumed circular symmetry but later
azimuthally segmented annuli were used (Section 7).
3.3. Pressure profiles
Of more intrinsic interest than surface brightness pro-
files in understanding the physics of clusters are clus-
ter masses and shapes of the pressure profiles. Using
the method described in greater detail in Romero et al.
(2020), it is possible to deproject the brightness pro-
files and obtain pressure profiles. A fit assuming a non-
parametric model of the cluster with six shells spaced
logarithmically in radius between 10′′ and 200′′ is car-
ried out. If either of the outer bins had a fitted pres-
sure less than 2σ from zero, then the fit was repeated
excluding these bins. Within each bin the pressure is
assumed to follow a power law with the slope in the last
bin constrained to go to zero at infinity. Assuming the
redshifts from Gonzalez et al. (2019) (reproduced in Ta-
ble 1), adopting a temperature of 4-5 keV (appropriate
for clusters in this mass range e.g. Bulbul et al. 2019),
the relativistic corrections to the thermal SZE given in
Itoh et al. (1998), and using the known MUSTANG2
beamshape (found in the initial calibration), these bins
can be integrated analytically to obtain a brightness pro-
file. Iterations using the Markov Chain Monte Carlo
(MCMC) package emcee (Foreman-Mackey et al. 2013)
make use of the covariance matrix from Minkasi to find
the most likely pressure profile. In parallel with this pro-
cess, an Arnaud et al. (2010) (hereafter A10) profile is
fit and from this it is possible to recover self-consistent
values for R500 and M500. In doing so we assume the
relationship between integrated brightness in the SZE
out to R500 (Y500) and mass in Arnaud et al. (2010).
As stated in Romero et al. (2020), this process has been
shown to be robust against initial assumptions on a clus-
ter’s shape, mass, and electron temperature.
One concern when using SZE measurements to mea-
sure masses is that point sources cancel out the SZE
decrement, biasing masses low. Interferometers such as
the ACA, CARMA, or ALMA can constrain the flux
contributions from such sources using their long base-
lines. Likewise, MUSTANG2’s high resolution allows
the easy removal of any source significantly above the
noise floor in the maps (20–50 µK see Table 2). No
attempt was made to fit sources detected at 4σ or less
but these will have fluxes below 200 µK. In the cen-
tral few bins of a cluster’s pressure profile such sources
can slightly lower the pressure (as sources will always be
positive and the SZE signal is negative) but when aver-
aged over the whole cluster (several arcminutes squared)
their effect on our mass determinations was expected to
be negligible. To confirm this assumption, fake sources
that were not modeled when fitting the rings were added
to clusters. Source amplitudes up to 400 µK (> 8σ de-
pending on the cluster) were used and these changed
recovered masses by less than 3%. The largest errors
on our recovered fluxes are 260 µK so errors in the re-
covered cluster masses due to poor fits to point sources
should also be negligible.
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Figure 2. Left: MUSTANG-2 images made using the MIDAS pipeline. A cyan X marks the original center found by
MaDCoWS, while the green cross marks the best fit SZE centroids. Cyan stars and squares mark the locations of bright
galaxies detected by Spitzer and SDSS, respectively. The BCG is marked as a green diamond and the MUSTANG2 beam
is shown as a white circle on the lower left. The bright sources are clipped at +4σ and are labeled with numbers to match
Table 2. Center: Brightness profiles of our clusters from Minkasi. Right: Pressure profiles derived from each data set. The
MUSTANG2 FoV is marked as a red line, while the black dashed line represents the R500 for our recovered mass.
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Figure 2. (continued) Left: MUSTANG-2 images made using the MIDAS pipeline. A cyan X marks the original center found
by MaDCoWS, while the green cross marks the best fit SZE centroids. Cyan stars and squares mark the locations of bright
galaxies detected by Spitzer and SDSS, respectively. The BCG is marked as a green diamond and the MUSTANG2 beam
is shown as a white circle on the lower left. The bright sources are clipped at +4σ and are labeled with numbers to match
Table 2. Center: Brightness profiles of our clusters from Minkasi. Right: Pressure profiles derived from each data set. The
MUSTANG2 FoV is marked as a red line, while the black dashed line represents the R500 for our recovered mass.
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Figure 2. (Continued) Left: MUSTANG-2 images made using the MIDAS pipeline. A cyan X marks the original center
found by MaDCoWS, while the green cross marks the best fit SZE centroids. Cyan stars and squares mark the locations of
bright galaxies detected by Spitzer and SDSS, respectively. The BCG is marked as a green diamond and the MUSTANG2 beam
is shown as a white circle on the lower left. The bright sources are clipped at +4σ and are labeled with numbers to match
Table 2. Center: Brightness profiles of our clusters from Minkasi. Right: Pressure profiles derived from each data set. The
MUSTANG2 FoV is marked as a red line, while the black dashed line represents the R500 for our recovered mass.
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Figure 2. (Continued) Left: MUSTANG-2 images made using the MIDAS pipeline. A cyan X marks the original center
found by MaDCoWS, while the green cross marks the best fit SZE centroids. Cyan stars and squares mark the locations of
bright galaxies detected by Spitzer and SDSS, respectively. The BCG is marked as a green diamond and the MUSTANG2 beam
is shown as a white circle on the lower left. The bright sources are clipped at +4σ and are labeled with numbers to match
Table 2. Center: Brightness profiles of our clusters from Minkasi. Right: Pressure profiles derived from each data set. The
MUSTANG2 FoV is marked as a red line, while the black dashed line represents the R500 for our recovered mass.
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Table 2. Fitted point source locations & amplitudes.
Source ID RA Dec (J2000) Flux/mJy
MOO 0105:1 01:05:34.19 +13:23:06.7 0.493± 0.087
MOO 1031:1 10:32:04.10 +62:53:29.5 0.387± 0.038
MOO 1052:1 10:52:14.05 +08:24:54.2 0.511± 0.064
MOO 1054:1 10:54:59.33 +05:01:09.0 5.097± 0.277
MOO 1054:2 10:54:40.61 +05:07:36.3 0.679± 0.150
MOO 1108:1 11:08:53.50 +32:45:04.9 0.121± 0.026
MOO 1110:1 11:11:14.79 +68:38:51.9 0.173± 0.029
MOO 1142:1 11:42:47.48 +15:27:12.4 4.051± 0.035
MOO 1322:1 13:23:05.98 −02:27:21.2 0.353± 0.096
MOO 1354:1 13:54:55.57 +13:29:33.1 0.585± 0.068
MOO 1506:1 15:06:12.72 +51:37:07.7 3.489± 0.064
MOO 1506:2 15:06:25.34 +51:36:51.5 0.729± 0.052
MOO 1506:3 15:06:20.40 +51:36:55.1 0.553± 0.063
MOO 1506:4 15:05:55.55 +51:36:23.8 1.284± 0.149
NOTE: The number after each source ID refers to the source
number designation in Figure 2. Source identifications are
grouped by cluster field. A few sources are close to the edge
of the maps and are not plotted in Figure 2.
Table 3. Fitted SZE centers.
Cluster ID RA (J2000) Dec (J2000) SZE Offset (′′)
MOO 0105 01:05:31.30 +13:24:00.1 (12.8,-1.8)
MOO 0135 01:35:02.44 +32:07:41.4 (-28.0,14.2)
MOO 1014 10:14:07.18 +00:38:18.2 (-4.7,-12.0)
MOO 1031 10:32:01.56 +62:54:53.9 (200.0,-36.6)
MOO 1046 10:46:52.63 +27:58:05.0 (-2.8,2.1)
MOO 1052 10:52:20.31 +08:22:11.4 (75.1,-101.6)
MOO 1054 10:54:58.18 +05:05:34.8 (32.6,-4.2)
MOO 1059 10:59:52.21 +54:55:15.2 (20.7,16.8)
MOO 1108 11:08:47.56 +32:43:43.3 (-6.6,7.5)
MOO 1110 11:10:55.29 +68:38:33.9 (-27.9,3.2)
MOO 1142 11:42:46.12 +15:27:17.4 (9.1,2.0)
MOO 1203 12:03:06.33 −09:08:32.2 (-10.0,40.8)
MOO 1322 13:22:57.87 −02:27:57.4 (23.5,17.6)
MOO 1329 13:29:50.73 +56:48:02.6 (41.0,23.6)
MOO 1354 13:54:52.54 +13:29:44.9 (12.6,8.9)
MOO 1506 15:06:22.74 +51:36:44.9 (35.8,-8.7)
NOTE: Offsets are given separately in RA and Dec from the
MaDCoWS galaxy overdensity center.
4. SIMULATIONS
In order to confirm our ability to recover masses and
pressure profiles, we performed simulations of our ob-
servations and analysis pipeline. Complete end-to-end
tests were carried out by creating fake cluster profiles at
known redshifts between 0.7 and 1.4 (to cover the range
of redshifts in our sample) and masses ranging from
M500 = 10
14 to 1015 M (corresponding to our expected
mass range). Three different generalized Navarro-Frenk-
White profiles were used as inputs. These were taken
from Arnaud et al. (2010): an ensemble average “uni-
versal” profile, the average profile found to fit cool core
clusters, and the average profile found to fit disturbed
clusters. Each profile was convolved with a 10′′ beam,
then fake timestreams were generated by sampling these
maps using the real observational scanning patterns
used on the MaDCoWS clusters (Figure 1). Noise was
added by taking MUSTANG2 timestreams from other
projects that had observed blank fields and the data
were analyzed using the same steps described in Sec-
tion 3.
Initial simulations used the telescope pointings/scans
for MOO 0105. These showed good recovery of the
surface brightness profiles, the cluster pressure profile,
and the cluster mass for all redshifts, masses, and pro-
files chosen. However, when the same tests were car-
ried out using the telescope pointings used for the blank
fields the noise timestreams were taken from, less than
half the original mass values were recovered and the
surface brightness profiles showed significant errors of
the order of 500 µK. Further investigation showed that
this was due to residual atmospheric gradients – when
timestreams from one set of scans were used as noise
in another, the phase of the atmospheric signal no
longer matched that of the telescope scan pattern in
elevation and was easily rejected as noise. When the
same timestreams were used with the original telescope
scan pattern and maps made in elevation/cross-elevation
then a residual atmospheric signal of the order of 100 µK
remained in some maps. Due to sky rotation, maps
made in RA/Dec on a single pointing center sometimes
produced circular features of the order 4′ in diameter.
To mitigate this, a second order polynomial in the ele-
vation direction around the scan center was fit for and
subtracted from each scan, after which our simulations
showed accurate mass recovery for single pointing ob-
servations. To make this more robust, in later observa-
tions, instead of a single pointing centered on the cluster
four separate pointing centers around each cluster were
used, each offset by ±1.5′ in RA or Dec. Although this
resulted in slightly less integration time on source, the
improved ability to reject atmospheric noise more than
made up for this.
As well as testing the recovery of cluster mass with
different simulated cluster shapes, our sensitivity to er-
rors in finding the cluster centers was tested. It was
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Table 4. Cluster richness, masses, and size
Cluster ID MaDCoWS ID Richnessa M500c (CARMA)
a M500c (M2)
b Y500 R500 Notes
λ15 (10
14M) (1014M) (Mpc2) (Mpc)
MOO 0105 MOO J0105+1322 87± 10 3.9± 0.5 3.83+0.23,0.13,0.28−0.24,0.12,0.26 2.77× 10−5 0.72 merger
MOO 0135 MOO J0135+3207 39± 6 . . . 1.82+0.31,0.07,0.13−0.31,0.07,0.12 0.74× 10−5 0.50
MOO 1014 MOO J1014+0038 44± 7 3.2± 0.35 3.12+0.16,0.10,0.23−0.15,0.10,0.24 1.93× 10−5 0.65
MOO 1031 MOO J1031+6255 50± 7 . . . 0.67+0.26,0.05,0.05−0.26,0.05,0.05 0.13× 10−5 0.37 low SNR
MOO 1046 MOO J1046+2757 52± 7 . . . 2.00+0.21,0.07,0.14−0.23,0.07,0.14 0.87× 10−5 0.57 flat profile
MOO 1052 MOO J1052+0823 42± 6 . . . 1.90+0.31,0.07,0.14−0.35,0.07,0.13 0.80× 10−5 0.51
MOO 1054 MOO J1054+0505 42± 6 . . . 1.34+0.33,0.07,0.10−0.34,0.06,0.09 0.43× 10−5 0.45
MOO 1059 MOO J1059+5454 57± 7 . . . 2.54+0.06,0.08,0.19−0.06,0.08,0.17 1.34× 10−5 0.63 flat profile
MOO 1108 MOO J1108+3242 63± 8 . . . 2.41+0.19,0.08,0.16−0.20,0.08,0.16 1.22× 10−5 0.62
MOO 1110 MOO J1110+6838 55± 7 . . . 2.02+0.16,0.07,0.15−0.16,0.07,0.14 0.89× 10−5 0.63
MOO 1142 MOO J1142+1527 58± 8 5.7± 0.5 3.52+0.19,0.11,0.26−0.19,0.11,0.24 2.39× 10−5 0.68
MOO 1203 MOO J1203−0909 56± 7 . . . 0.64+0.26,0.05,0.05−0.26,0.05,0.05 0.11× 10−5 0.37 low SNR
MOO 1322 MOO J1322−0228 83± 9 . . . 3.07+0.41,0.10,0.22−0.53,0.09,0.21 1.88× 10−5 0.75
MOO 1329 MOO J1329+5647 42± 6 . . . 3.56+0.20,0.12,0.26−0.20,0.11,0.24 2.43× 10−5 0.63 flat profile
MOO 1354 MOO J1354+1329 44± 6 . . . 2.46+0.25,0.08,0.18−0.30,0.08,0.17 1.26× 10−5 0.55
MOO 1506 MOO J1506+5136 74± 8 . . . 3.17+0.29,0.10,0.22−0.29,0.09,0.21 1.98× 10−5 0.69 mergera
aRichness and mass values from Gonzalez et al. (2019). More information on MOO 1506 can be found in Moravec et al. (2020).
bThe errors on the MUSTANG2 masses are, from left to right, the statistical errors, errors due to the Y-M relationship, and
errors due to the absolute calibration of MUSTANG2 data.
found that manually adding offsets of 30′′ to the centers
of the clusters found by the first step of our pipeline
had a negligible effect on the masses recovered. Also,
changing the range of the fits between 180′′ and 240′′
changed the recovered masses by only a small fraction
of the measurement error.
5. RESULTS
Maps produced using the IDL pipeline are shown in
Figure 2 along with pressure fits from Minkasi. Masses
derived from these fits are shown in Table 4 along with
derived values for Y500 and R500. Out of our initial
sample of 16 clusters, 14 show significant detections
of the ICM. For the remaining two (MOO 1031 and
MOO 1203), the noise in the maps is similar to that
for the other clusters, allowing us to place strong upper
limits on the masses (≤ 1.3× 1014 M at 3σ) and there
is a weaker (3.7σ) detection of the ICM.
Of the three clusters in this paper with both
MUSTANG2 and CARMA mass measurements, two
(MOO 0105 and MOO 1014) are in good agree-
ment (see Figure 3). However the MUSTANG2 mass
for MOO 1142 is almost 40% below the CARMA
value (which is in agreement with X-ray measure-
ments from Ruppin et al. 2020). Major differences be-
tween the CARMA and MUSTANG2 measurements are
CARMA’s 37′′ resolution and that the CARMA masses
were obtained by directly fitting an A10 model to the in-
terferometric observations, while in this paper the initial
fit is non-parametric. Also Gonzalez et al. (2015) found
a 41′′ offset between their SZE center and the MaD-
CoWS center while with MUSTANG2 this offset was less
than 10′′. One possible explanation for the difference in
recovered masses is that MOO 1142 has two halos, and
that MUSTANG2 has only fit for the largest, though no
second halo is apparent in Figure 2 there are hints of
a bimodal distribution of the WISE galaxy densities in
(Figure 6 in Appendix B); another is that the lower res-
olution of the CARMA data and the larger offset have
biased the CARMA fit. Resolution of the true reason for
this discrepancy (including the X-ray data) will require
further analysis, possibly including additional data sets
from experiments such as ACTpol.
The fitted SZE centers of the clusters are given in
Table 3. Both the fitted SZE centers from this paper and
the MaDCoWS centers from Gonzalez et al. (2019) have
formal errors less than 21′′. For most of the clusters,
the differences between these centers are less than 1′
so they are consistent with each other. The exceptions
are MOO 1031 (although this cluster is low SNR) and
MOO 1052. Subsequent re-examination of the WISE
galaxy density for MOO 1052 shows a second peak in
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the galaxy density closer to the fitted SZE center (see
Figure 6 in Appendix B). This could indicate an on-
going merger or it could be the result of contamination
by foreground/background galaxies. Follow-up studies
(e.g. X-ray or deeper SZE observations, or to obtain
gravitational lensing and galaxy dynamics) would be of
interest.
When compared to an A10 pressure profile, many of
the clusters in Figure 2 show a shallower slope with
the pressures being systematically higher above a ra-
dius of 100′′. At masses around 1014 M (where detec-
tions are marginal), the simulations typically recovered
shallower profiles. However, at larger masses, the sim-
ulations showed that our pipeline recovered the correct
profiles. Of our observed clusters with a SNR over 6σ,
MOO 1046, MOO 1059, and MOO 1329 have a signif-
icantly shallower profile than A10, possibly indicating
disturbance in the ICM or a possible merger.
Another feature in some of our recovered profiles is
significantly lower pressure in the central r ∼ 25′′.
MOO 0105, MOO 0135, MOO 1108, MOO 1354, and
MOO 1506 are the five strongest examples. Again, this
was not seen in recovered profiles from simulations and
tests to see if using the incorrect beam size to recover the
profiles could not reproduce this effect. The only way
it was reproduced in simulations was by the introduc-
tion of large (> 30′′) errors in the fitted cluster centers.
The maps in Figure 2 clearly show that the SZE centers
match up to the decrements far better than this. How-
ever, looking at these maps, these clusters also show
features at their centers. Active AGNs, low significance
sources of any type, or a disturbed profile due to an on-
going merger could all cause such features. Comparison
with other data sets will be explored in future papers.
6. THE MASS RICHNESS RELATIONSHIP
Optical surveys for clusters of galaxies often employ
some form of richness measure as a proxy for cluster
mass (e.g. Abell 1958; Rykoff et al. 2012; Andreon 2015;
Saro et al. 2015; Geach & Peacock 2017; Simet et al.
2017; Rettura et al. 2018; Chiu et al. 2020). For MaD-
CoWS, Gonzalez et al. (2019) defined the measure λ15
to be the excess number density of galaxies selected by
Spitzer color cuts as possible cluster members with a
brightness cut-off of 15 µJy. This flux cut-off corre-
sponds to a stellar mass of ∼ 5× 1010 M. An aperture
of 1 Mpc in radius was used for the calculation. To
calibrate the M500 − λ15 scaling relation, masses deter-
mined using 14 SZE observations from CARMA were
used. The CARMA sample included MOO 0105 and
MOO 1142, which are also present in the sample stud-
ied here using MUSTANG2. A fit for the relationship
between λ15 and M500 with the assumed form:
log10
M500
1014M
= α log10 λ15 + β + η
was made where α and β are the slope and intercept of
the relation, respectively. The term η takes into account
any scatter inherent to the data points with respect to
the reconstructed linear relation (i.e. intrinsic scatter),
and is assumed to be a Gaussian random variable with
variance σ2logM |λ and a null expectation value. Clus-
ters with twice as many galaxies can be expected to be
approximately twice as massive so values of α close to
unity are expected (e.g. Andreon & Hurn 2010; Chiu
et al. 2020). The Bayesian linear regression algorithm
linmix (Kelly 2007) was used for the fit so, for consis-
tency, we use the same method but include the MUS-
TANG2 SZE-inferred masses presented in this paper and
those inferred from ACA observations (Di Mascolo et al.
2020).
A plot of the mass-richness data can be seen in Fig-
ure 3 and plots of some of the fits can be seen in Figure 4.
More plots of fits along with a table of parameters can
be found in Appendix B. Gonzalez et al. (2019) excluded
known mergers from their fits and found best fit values
of α = 1.65+1.45−0.96 and β = −2.16+1.57−2.38 with a large scat-
ter of σlogM |λ = 0.12. Adding in data from the ACA
lowers the slope only slightly (to α = 1.41+2.42−1.70) but the
change in the offset is larger (to β = −1.88+2.81−4.01) and as
noted in Di Mascolo et al. (2020), the scatter increases.
This is consistent with the fact that ACA clusters that
are not known mergers or upper limits are spread over
a relatively narrow range of richness (40 < λ15 < 55)
so they cannot constrain the slope well. They also lie
below the CARMA data (Figure 3).
Fits to the MUSTANG2 clusters (excluding known
mergers MOO 0105, and MOO 1506 and low SNR clus-
ters MOO 1031, and MOO 1203), either on their own
or with ACA and/or CARMA data show significantly
shallower slopes (0.44 < α < 0.51), higher intercepts
(−0.41 < β < −0.31), and comparable scatter to the
CARMA/ACA fits. The inclusion of low SNR clus-
ters has only a small effect on the fitted slopes with
the main effect to be an increase in the scatter. Al-
though including upper limits in the fits increases the
scatter, it is important to do so if one wants to avoid
biasing results – for example if a significant number of
high richness clusters had far lower SZE masses than
expected and were not detected then only fitting the
detections would bias the slope high. Information on
non-detections in the CARMA observations is not given
in Gonzalez et al. (2019) but the authors caution that
a more complete analysis of the CARMA fits to in-
clude the non-detections is needed. If some of these
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Figure 3. SZE-inferred masses from three instruments/observatories that have targeted samples of 10 or more MaDCoWS
clusters plotted against their richness reported in Gonzalez et al. (2019). The black, yellow and blue points are from CARMA,
the ACA, and MUSTANG2 (this paper) respectively. The mass-richness relation (with errors) that was fitted to the CARMA
data in Gonzalez et al. (2019) is shown as the gray line and shaded region. Low significant points are indicated by triangles,
and the known mergers are depicted as squares. The circles represent all other clusters. All errors are 1σ.
non-detections were high richness clusters with a much
lower than expected flux, the exclusion of these data
points would bias a fit to the CARMA data to a steeper
slope.
Figure 3 shows hints that the population of galaxy
clusters could exhibit a break or bimodality, with non-
mergers following the steeper CARMA fit, and mergers
falling significantly below that relation and closer to the
flatter MUSTANG2 fit. To first order, the number of
galaxies above a given flux would be unchanged dur-
ing a merger so as soon as the two merging clusters are
within the line-of-sight radius in which richness is be-
ing measured then the richness value should increase to
close to the value for the new combined cluster. Rich-
ness, including λ15 used in this paper, should be rela-
tively unaffected by the dynamical state of a post-merger
cluster. The intrinsic scatter in mass-richness relations
is less certain with values between 15% and 50% be-
ing quoted depending on the exact definition of richness
(for examples see Andreon & Hurn 2010; Andreon 2015).
The intrinsic scatter in the Y-M relation for the SZE is
known to be lower at around 10%. However, during a
merger individual clusters can vary by more than this.
Simulations show a brief enhancement in the SZE signal
during the first core passage and then less SZE signal
by up to 40% until the gas in the ICM has virialized or
thermalized in the merged gravitational potential (Wik
et al. 2008; Marrone et al. 2012). Empirical studies have
generally confirmed this (e.g. Bocquet et al. 2015; Hilton
et al. 2018). Consequently one would expect that includ-
ing merging clusters when using the SZE to calibrate
a mass-richness scaling relation would result in a more
shallow slope (see in addition the discussion of mergers
in Moravec et al. 2020).
To test if undetected mergers are driving the differ-
ences between the MUSTANG2 and CARMA slopes,
the data were refit to include known mergers. The re-
sult is that the slope of all data sets became similar
(0.5–0.9) but still slightly steeper than the slope from
MUSTANG2 excluding mergers (0.44). We also note
that known mergers dominate the high richness end of
Figure 3, with the exception of MOO 1322, which has
a median mass M500 ≈ 3.1 × 1014 M and MaDCoWS
richness λ15 = 83. Data points in this region of the
plot are driving the fits towards flatter slopes. From the
MUSTANG2 data alone (Figure 2), there is no conclu-
sive evidence that MOO 1322 is a merger. However, in
Figure 6 in Appendix A, we provide Spitzer/IRAC color-
selected galaxy density maps with the MUSTANG2 SZE
decrement contours over-plotted. Although MOO 1322
has the second highest richness in our sample, it appears
not to have a strong galaxy concentration when applying
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Figure 4. Mass-richness scaling relations obtained from dif-
ferent data sets. The data included/excluded from each of
the fits are denoted with bold/faint markers (we refer to
Figure 3 for more details about the notation). The best
fit relations are shown as green solid lines and the shaded
areas represent the errors in the fits. As in Figure 3, the
gray line and shaded region refer to the mass-richness re-
lation reported in Gonzalez et al. 2019. Top: The effects
of including known mergers in the CARMA fit. Middle:
A fit to the MUSTANG2 data excluding known mergers.
The dashed and dotted lines denote the best-fit relation and
corresponding credibility interval obtained when excluding
MOO 1322 (the richest non-mergering cluster in the MUS-
TANG2 MaDCoWS pilot sample). Bottom: A fit to all the
data excluding known mergers.
this color cut. This may be due to the galaxy members
being bluer than expected for a virialized system, which
would be consistent with the low SZE signal and likely
imply this is an unvirialized, line of sight merger. We
tested the effect of excluding MOO 1322 along with the
known mergers from the scaling relation fits. Due to
the narrow range of richness of the remaining data, this
results in much poorer constraints on the slope of the
fit to the MUSTANG2 data alone (Figure 4). Follow-
up observations such as optical spectroscopy to verify if
this cluster is a merger would be of interest and planned
observations of more MaDCoWS clusters using MUS-
TANG2 over a wider range of richnesses (to fill in this
region) will better constrain the scaling relation with or
without this cluster. Given how much the MUSTANG2
fit is affected by this one cluster then until such observa-
tions are obtained the scaling relationship derived from
MUSTANG2 data should be considered preliminary.
Mergers per unit time are expected to be more com-
mon at high redshift (Fakhouri et al. 2010) so it is
possible that several of the systems in this sample not
currently thought to be mergers are in fact mergers.
Ongoing mergers could explain why MOO 1031 and
MOO 1203 have similar richnesses to many robustly-
detected clusters in the sample but are relatively weakly
detected by MUSTANG2. The correct identification of
which clusters are merging could become the limiting
factor when finding an accurate mass-richness scaling
relation using SZE observations. MUSTANG2’s ability
to resolve structure within clusters could be of some use
here - with the planned larger sample it will be possi-
ble to group clusters by their profile shapes and carry
out searches for signs of shocks in the ICM. Other signs
of mergers include double peaks in galaxy distributions
(either spatially for mergers in the plane of the sky or
spectroscopically for mergers along the line of sight)
and offsets between the SZE center and the center of
the galaxies (for example MOO 1052). When available,
comparison with deep X-ray data could be used in a
joint analysis (to obtain better temperature constraints
than either data sets alone) and X-ray masses compared
to SZE masses.
7. SEGMENTED FITS
The cluster profiles presented in Section 5 assume
symmetry. However, through examination of the maps,
we see some evidence that the cluster morphology is
asymmetric (e.g. the center of MOO 1142), and at least
two of the clusters are known mergers (where one might
expect an asymmetric profile). The analysis in Sec-
tion 3.2 was repeated but with the rings broken into four
segments of 90◦. An asymmetrical cluster with one axis
aligned within the segments chosen (in the first round
of analysis 0◦, 90◦, 180◦, and 270◦ east of north) would
show up as different profiles in some segments. To fully
test for asymmetry this process was repeated for angles
of 45◦, 135◦, 225◦, and 315◦. Examples of some of the
fits are shown in Figure 5 – within the errors no sig-
nificant derivations from spherical symmetry could be
detected in the brightness profiles and the masses re-
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Figure 5. Cluster profiles fit over 90◦ slices. The solid and dashed lines represent the 90◦ slice directions shown in the top
right of each plot while the fainter lines on either side show the 3σ error bars corresponding to that color and line style.
covered from each segment were the same to within the
statistical error.
As a further check, the symmetrical profiles from Sec-
tion 3.2 were subtracted from the maps (along with any
point sources). In all cases the residual signal was con-
sistent with zero. While this does not mean there is
no asymmetry in the clusters, deeper maps would be
needed to detect it. Asymmetry is a sign of possible
mergers and mergers could have a dramatic effect on the
mass-richness scaling relation (Section 6) so joint anal-
ysis using other data sets on the complete MUSTANG2
sample is planned. Other possible future avenues include
using matched filters to search for small scale features
such as shock fronts in the MUSTANG2 maps.
8. CONCLUSIONS
In this paper we have presented initial results of us-
ing MUSTANG2 to follow up a pilot sample of clusters
detected by the MaDCoWS project (for the full cata-
log, see Gonzalez et al. 2019). With integration times
between two and seven hours on 16 clusters, we were
able to detect, through the SZE effect, fourteen of our
targets and obtain robust estimates of their masses as
well as measurements of their SZE brightness and pres-
sure profiles. Strong upper limits on the masses of the
other two were obtained. MUSTANG2’s 9′′ resolution
(10′′ after smoothing) makes the identification and re-
moval of point sources from the observations relatively
straightforward compared to smaller single dish and sur-
vey instruments. The cluster profiles and the offsets be-
tween the best fit centers for the SZE compared with
the MaDCoWS centers give indications of the dynam-
ical states of our fourteen detections. In general the
fitted SZE centers agreed well with those identified in
Gonzalez et al. (2019), and no strong evidence could be
found for asymmetry in any of the clusters. However in
the case of MOO 1052 there is a significant (> 2′) offset
between the SZE and MaDCoWS centers, making this
a good target for follow-up work to investigate whether
is it undergoing a merger.
The mass-richness relationship derived using the
MUSTANG2 MaDCoWS pilot sample alone, excluding
known mergers but including upper limits, exhibits sim-
ilar high scatter as those from CARMA and ACA data.
However, the best-fit scaling relations to any data sets
that include MUSTANG2 data are all significantly flat-
ter than those derived for CARMA or CARMA+ACA,
but still consistent with α = 1. We note that the SZE
observations with MUSTANG2 and ACA are in general
deeper and higher resolution than those performed with
CARMA, and posit that we may be probing previously
unexplored parts of the MaDCoWS cluster population.
We also note that the CARMA data excluded a number
of weak and non-detections lying below their sensitivity
limit, which could biases the inferred scaling relation in
Gonzalez et al. (2019) to a steeper slope. Conversely
the slope of the fit to the MUSTANG2 data is strongly
leveraged by the inclusion of a single cluster, MOO 1322.
The dynamical state of this cluster is uncertain and it
could be biasing the inferred scaling relation from MUS-
TANG2 data to a flatter value – including mergers in
the fits to ACA and CARMA data dramatically flat-
tens these slopes as well. Further studies, such as the
already-approved, upcoming MUSTANG2 observations,
will be necessary to resolve the discrepancies in mass-
richness relationships. In particular it will be important
to include a greater number of MaDCoWS clusters span-
ning a wider range of richnesses and to ensure only those
clusters known to be relaxed are used in the fit.
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APPENDIX
A. GALAXY NUMBER DENSITIES INFERRED
FROM SPITZER/IRAC DATA
In Figure 6, we present overlays of the SZE decrements
on galaxy density maps inferred from Spitzer/IRAC ob-
servations. The galaxies are selected to be preferentially
at the MaDCoWS redshifts using the same color cuts
described in Gonzalez et al. (2019) and to be brighter
than 15 mJy at a wavelength of 4.5 µm. Overall there
is good agreement between the optical and SZE images.
Exceptions include our low SNR clusters, MOO 1031
(where there is very little sign of any SZE signal where
the galaxy density is) and MOO 1203 (where the SZE
signal is only detected on an off-centered peak in the
bulk Spitzer galaxy overdensity). The SZE signal for
MOO 1052 is centered on a second peak in the galaxy
distribution, away from the MaDCoWS-identified cen-
ter, indicating a possible merger or potential contami-
nation from foreground/background galaxies.
B. FURTHER CONSIDERATIONS FOR THE SZE
MASS VS RICHNESS SCALING RELATIONS
In Figure 7 and Table 5, we present results for the
mass–richness (M500−λ15) scaling relations that we infer
when including or excluding various SZE observational
data sets, known mergers, and weak or non-detections
(i.e. upper limits).
Table 5. Fits for mass-richness scaling relations.
SZE Data Used α β σlogM|λ
Excluding known mergers and non-detections
CARMA 1.65+1.45−0.96 −2.16+1.57−2.38 0.12
CARMA+ACA 1.41+2.42−1.70 −1.88+2.81−4.01 0.15+0.02−0.01
MUSTANG2 (M2) 0.44+0.77−0.70 −0.35+1.19−1.31 0.13+0.02−0.01
M2+CARMA 0.49+0.56−0.52 −0.37+0.87−0.95 0.16+0.02−0.01
M2+ACA 0.41+0.66−0.61 −0.31+1.04−1.13 0.12+0.01−0.01
M2+CARMA+ACA 0.51+0.63−0.60 −0.41+0.99−1.06 0.15+0.02−0.01
Excluding known mergers including non-detections
CARMA . . . . . . . . .
CARMA+ACA 1.79+2.12−1.43 −2.52+2.35−3.50 0.27+0.02−0.01
MUSTANG2 (M2) 0.54+1.21−1.11 −0.57+1.89−2.08 0.26+0.01−0.01
M2+CARMA 0.39+0.61−0.66 −0.22+1.11−1.04 0.25+0.01−0.01
M2+ACA 0.71+0.76−0.67 −0.87+1.14−1.29 0.26+0.02−0.01
M2+CARMA+ACA 0.58+0.67−0.60 −0.56+1.01−1.15 0.27+0.02−0.01
Including known mergers excluding non-detections
CARMA 0.54+0.42−0.43 −0.39+0.73−0.70 0.15+0.01−0.01
CARMA+ACA 0.62+0.47−0.45 −0.57+0.77−0.79 0.15+0.01−0.01
MUSTANG2 (M2) 0.63+0.45−0.40 −0.68+0.70−0.80 0.12+0.01−0.01
M2+CARMA 0.47+0.31−0.29 −0.35+0.51−0.53 0.16+0.01−0.01
M2+ACA 0.69+0.42−0.39 −0.76+0.68−0.73 0.12+0.01−0.01
M2+CARMA+ACA 0.56+0.29−0.29 −0.50+0.51−0.51 0.15+0.01−0.01
Including known mergers including non-detections
CARMA . . . . . . . . .
CARMA+ACA 0.78+0.51−0.46 −0.87+0.78−0.87 0.25+0.02−0.01
MUSTANG2 (M2) 0.78+0.56−0.50 −0.97+0.88−0.98 0.24+0.01−0.01
M2+CARMA 0.48+0.33−0.32 −0.38+0.54−0.58 0.23+0.01−0.01
M2+ACA 0.92+0.47−0.43 −1.19+0.74−0.81 0.25+0.01−0.01
M2+CARMA+ACA 0.64+0.36−0.33 −0.66+0.56−0.60 0.25+0.01−0.01
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Figure 6. Spitzer/IRAC galaxy density maps. Galaxies are selected by color cuts to be preferentially in the redshift range
0.7 to 1.4 (see Wylezalek et al. 2014; Gonzalez et al. 2019, for details). The galaxy number densities are smoothed with a 40′′
FWHM Gaussian kernel. Each plot is 4.8′×4.8′. The MaDCoWS position (Table 1) is shown as a red X and the dashed red
lines represent the 1 Mpc radius circle used to calculate λ15. Point source subtracted contours from the MUSTANG2 SNR maps
are over-plotted in black, with contour levels of -2, -3, -5, -7, -9, and -11σ. The fitted SZE centers are marked with an orange +.
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Figure 7. Plots of selected scaling relations reported in Table 5, including or excluding known mergers, weak or non-detections,
and including or excluding the CARMA and ACA data (from Gonzalez et al. 2019 and Di Mascolo et al. 2020 respectively).
The shaded gray region in each plot is the fit to the CARMA points only (including 1-σ error bars), while each color region
shows the mass-richness scaling relation appropriate for the data points in bold, which are:
• Upper left: Fit to MUSTANG2+CARMA data, excluding known mergers and weak/non-detections.
• Upper right: Fit to MUSTANG2+CARMA data, including known mergers and weak/non-detections.
• Middle left: Fit to MUSTANG2+ACA data, excluding known mergers and weak/non-detections.
• Middle right: Fit to MUSTANG2+ACA data, including known mergers and weak/non-detections.
• Lower left: Fit to MUSTANG2 data alone, excluding known mergers and weak/non-detections.
• Lower right: Fit to MUSTANG2 data alone, including known mergers and weak/non-detections.
The exclusion of known mergers and low significance detection and non-detections does not reconcile the scaling relations when
including MUSTANG2 data with those found fitting the CARMA detections alone.
