In this paper we consider systems of weakly interacting particles driven by colored noise in a bistable potential, and we study the effect of the correlation time of the noise on the bifurcation diagram for the equilibrium states. We accomplish this by solving the corresponding McKean-Vlasov equation using a Hermite spectral method, and we verify our findings using Monte Carlo simulations of the particle system. We consider both Gaussian and non-Gaussian noise processes, and for each model of the noise we also study the behavior of the system in the small correlation time regime using perturbation theory. The spectral method that we develop in this paper can be used for solving both linear and nonlinear, local and nonlocal (mean-field) Fokker-Planck equations, without requiring that they have a gradient structure.
Introduction
Systems of interacting particles appear in a wide variety of applications, ranging from plasma physics and galactic dynamics [5] to mathematical biology [11, 29] , the social sciences [15, 31] , active media [4] , dynamical density functional theory (DDFT) [17, 16] and machine learning [28, 36, 39] . They can also be used in models for cooperative behavior [7] , opinion formation [15] , and risk management [14] , and also in algorithms for global optimization [35] .
In most of the existing works on the topic, the particles are assumed to be subject to thermal additive noise that is modeled as a white noise process, i.e. a mean-zero Gaussian stationary process that is deltacorrelated in time. There is extensive literature studying the behavior of these systems; we mention for example works on the rigorous passage to the mean-field limit [32] , the long-time behavior of solutions (see [7, 38] for a case of a ferromagnetic (quartic) potential, and [18] for more general potentials), multiscale analysis [19] , and phase transitions [41] .
In a more realistic scenario, the system has memory and the hypothesis of Markovianity does not hold [23, 24, 25] . This memory can be modeled by using colored noise, i.e. noise with a nonzero correlation time (or, more precisely, a nonsingular autocorrelation function), which is the approach we take in this paper. For simplicity, we will assume that the noise is additive and that it can be represented by a where N is the number of particles, V (·) is a confining potential, θ is the interaction strength, β is the inverse temperature of the system, and ξ i t are independent, identically distributed (i.i.d.) noise processes. Before discussing the Desai-Zwanzig model with colored noise, we present a brief overview of known results [7, 38] for the white noise problem. When ξ i t are white noise processes, we can pass to the meanfield limit N → ∞ in eq. (1.1) and obtain a nonlinear and nonlocal Fokker-Planck equation, known in the literature as a McKean-Vlasov equation, for the one-particle distribution function ρ(x, t):
2)
The McKean-Vlasov equation (1.2) is a gradient flow with respect to the quadratic Wasserstein metric for the free energy functional
where F (x) := x 2 /2 is the interaction potential. The long-time behavior of solutions depends on the number of local minima of the confining potential V [41] . It follows directly from eq. (1.2) that any steady-state solution ρ ∞ (x) solves, together with its first moment, the following system of equations: where Z(m, β, θ) is the normalization constant (partition function); see [7, 18, 19] for more details. By substitution in eq. (1.4b), a scalar fixed-point problem is obtained for m, the self-consistency equation: m = R x ρ ∞ (x; m, β, θ) dx =: R(m, β, θ).
(1.7)
The stability of solutions to eq. (1.4) depends on whether they correspond to a local minimum (stable) or to a local maximum/saddle point (unstable) of the free energy functional. The free energy along the one-parameter family (1.6) can be calculated explicitly as follows [19] , Though incomplete, this informal argument suggests that the stability of a steady-state solution can also be inferred from the slope of R(m, β, θ) − m at the corresponding value of m: if this slope is positive, the equilibrium is unstable, and conversely. The self-consistency map and the free energy of ρ ∞ (x; m, β, θ), for a range of values of m, are illustrated in fig. 1 for the bistable potential V (x) = 3) of the one-parameter family (1.6) of probability densities that solve eq. (1.4a) for some value of m (in blue), and associated first moment R(m) (in green), for fixed θ = 1 and β = 5. Along the one-parameter family, m = 0 is a local maximum of the free energy, and it therefore corresponds to an unstable steady state of the McKean-Vlasov equation.
known that, when V (·) is an even potential, eq. (1.2) possesses a unique, mean-zero steady-state solution for sufficiently large temperatures (i.e., small β). As the temperature decreases, this solution loses its stability and two new solutions of the self-consistency equation emerge, corresponding to a pitchfork bifurcation; see [7, 19] for details. As mentioned above, in this paper we focus on the case where the noise processes ξ i t in eq. (1.1) have a nonzero correlation time, and in particular we assume that each noise process can be represented using a (possibly multi-dimensional) SDE, in which case eq. (1.1) leads to a Markovian system of SDEs in an extended phase space. The colored noise will be modeled by either an Ornstein-Uhlenbeck process, harmonic noise [33, Example 8.2] , or a non-Gaussian reversible diffusion process.
Though more realistic, the use of colored noise presents us with some difficulties. First, the introduction of an extra SDE for the noise breaks the gradient structure of the problem; while we can still pass formally to the limit N → ∞ in eq. (1.1) and obtain a McKean-Vlasov equation for the associated oneparticle distribution function, it is no longer possible to write a free energy functional, such as eq. (1.3), that is dissipated by this equation. Second, the McKean-Vlasov equation is now posed in an extended phase space, which increases the computational cost of its numerical solution via PDE methods. And third, it is no longer possible to obtain an explicit expression for the one-parameter family of (possible) stationary solutions to the mean-field equation, as was possible in eq. (1.6), which renders the calculation of steady states considerably more difficult.
When the correlation time of the noise is small, this latter difficulty can be somewhat circumvented by constructing an approximate one-parameter family of solutions through appropriate asymptotic expansions in terms of the correlation time, from which steady-state solutions of the McKean-Vlasov dynamics can be extracted by solving a self-consistency equation similar to (1.7), see eq. (2.15). Outside of the small correlation time regime, however, finding the steady-states of the McKean-Vlasov equation requires a numerical method for PDEs in all but the simplest cases.
In this work, we propose a novel Hermite spectral method for the time-dependent and steady-state equations, applicable to the cases of both white and colored noise. Discretized in a basis of Hermite functions, the McKean-Vlasov equation becomes a system of ordinary differential equations with a quadratic nonlinearity originating from the interaction term. In contrast with other discretization methods for PDEs, the use of (possibly rescaled) Hermite functions for the problem under consideration leads to an efficient numerical method, first because Hermite functions have very good approximation properties in L 2 , but also because all the differential operators appearing in the McKean Vlasov equation lead to sparse matrices in Hermite space, with a small bandwidth related to the polynomial degree of V (provided that a suitable ordering of the multi-indices is employed). To solve the finite-dimensional system of equations obtained after discretization of the time-dependent equation, we employ either the Runge-Kutta 45 method (RK45) or a linear, semi-implicit time-stepping scheme.
To assess the performance of our numerical method, we compare its efficiency in the white noise case with that of the finite volume scheme developed in [6] , the applicability of which depends on the existence a gradient structure of eq. (1.2). We also verify that our results agree with known analytical solutions in simple settings, and with explicit asymptotic expansions in the small correlation time regime. We then use our spectral method, together with asymptotic expansions and Monte Carlo simulations of the particle system, to construct the bifurcation diagram of the first moment of the steady-state solutions as a function of the inverse temperature.
For the reader's convenience, we summarize here the main results of this paper:
1. The systematic study of the effect of colored noise, both Gaussian and non-Gaussian, on the longtime behavior of the McKean-Vlasov mean-field equation, including the effect of colored noise on the structure and properties of phase transitions.
2. The development and analysis of a spectral numerical method for the solution of linear or nonlinear, local or nonlocal Fokker-Planck-type equations. In particular, our method does not depend on an underlying gradient structure for the PDE.
The rest of the paper is organized as follows. In Section 2, we present the models for the colored noise and we derive formally the mean-field McKean-Vlasov equation associated with the interacting particle system. In Section 3, we present the numerical methods used to (a) solve the time-dependent and steady-state Fokker-Planck (or McKean-Vlasov) equations and (b) solve the finite-dimensional system of interacting diffusions (1.1). In Section 4, we study the performance of our numerical method in the small correlation time regime, and we verify numerically the convergence rates to the white noise solution in the limit where the correlation time tends to 0. In Section 5, we describe our methodology for constructing the bifurcation diagrams and we present the associated results. Section 6 is reserved for conclusions and perspectives for future work.
The model
We consider the following system of weakly interacting diffusions,
where the noise processes η i t are independent, mean-zero, second-order stationary processes with almost surely continuous paths and an autocorrelation function K(t). In the rest of this paper we will assume that the interaction strength θ is fixed and equal to 1, and we will use the inverse temperature β −1 as the bifurcation parameter. We will consider two classes of models for the noise: Gaussian stationary noise processes with an exponential correlation function, and non-Gaussian noise processes that we construct by using the overdamped Langevin dynamics in a non-quadratic potential.
Gaussian noise Stationary Gaussian processes in R n with continuous paths and an exponential autocorrelation function are solutions to an SDE of Ornstein-Uhlenbeck type:
where A, D are n × n matrices satisfying Kalman's rank condition [27, Chapter 9] , and W i t , 1 ≤ i ≤ n, are independent white noise processes in R n . We assume here that the noise is obtained by projection as
t , y η , where ·, · denotes the Euclidian inner product, for some vector y η ∈ R n . Throughout this paper we will consider two particular examples, namely the scalar OU process and the harmonic noise [33, Chapter 8] .
(OU) Scalar Ornstein-Uhlenbeck process:
The associated autocorrelation function is
(H) Harmonic noise:
In this case the noise is the solution to the Langevin equation, with the first and second components of Y corresponding to the position and velocity, respectively. Throughout this paper we will assume γ = 1 for simplicity. The associated autocorrelation function of η i is given by
Non-Gaussian noise In this case, instead of eq. (2.2) we consider
where now V η is a smooth non-quadratic confining potential satisfying the mean-zero condition:
We consider the following choices for V η :
(NS) The shifted tilted bistable potential . This is not the case for non-Gaussian noise processes, for which including the temperature in the noise equation leads to an effective diffusion coefficient, in the limit as the correlation time tends to 0, with a nonlinear dependence on β.
Mean-field limit
In this subsection, we pass to the limit N → ∞ in eq. (2.1) and we derive the corresponding McKeanVlasov equation. These formal calculations presented below can be justified rigorously using the results in [10, 30] . We consider the system of SDEs (2.1) and we denote by P N (x 1 , . . . , x N , y 1 , . . . , y N , t) the corresponding N -particle distribution function, the solution of the N -particle Fokker-Planck equation.
Here y i are the noise variables of the i-th particle, and we denote its components y i = η i for scalar noise and y i = (η i , λ i ) for harmonic noise. We first note that the stochastic system (1.1) is exchangeable [7] , i.e. the law of {x i : i = 1, . . . , N } is equal to that of {x πi : i = 1, . . . , N } for every permutation π of {1, . . . , N }. We assume chaotic initial data,
for some probability density function ρ 0 . The density P N satisfies the N -particle Fokker-Planck equation
where the operator L * y i depends on the noise process:
We make the standard mean-field ansatz, see [?, ?] :
where ρ(·, ·, t) is a normalized probability density for all values of t. We note that the right-hand side in eq. (2.7) is invariant under permutations of the coordinate pairs (x i , y i ), which is consistent with the exchangeability of the stochastic system. Substituting eq. (2.7) into (2.6), and integrating out the 2(N −1) variables x 1 , . . . , x i−1 , x i+1 , . . . , x N and y 1 , . . . , y i−1 , y i+1 , . . . , y N , we obtain the following PDE for ρ(x i , y i , t):
We see that, apart from the nonlinear, nonlocal interaction term, all the terms in eq. (2.8) are similar to those in eq. (2.6). Taking formally the limit as N → ∞, relabeling (x i , y i ) as (x, y), and ignoring the O(1/N ) terms, we obtain the following McKean-Vlasov equation
with the dynamic constraint
and with the initial condition ρ(x, y, 0) = ρ 0 (x, y), which follows from eq. (2.5). The main goal of this paper is the study of the effect of colored noise on the structure of the bifurcation diagram for the McKean-Vlasov equation with colored noise, eqs. (2.9a) and (2.9b). In other words, we want to gain insight into the number of solutions to the following stationary PDE and associated constraint (self-consistency equation):
Although there still exists, for fixed β, a one-parameter family of solutions to (2.10a) (with parameter m), which we will denote by {ρ ∞ (x, y; m, β)} m∈R , no closed form is available for these solutions, because the detailed balance condition no longer holds in the presence of colored noise.
The white noise limit
To study the limit of small correlation time, it will be convenient to rescale the noise as
where ε is a time scaling parameter, and ζ is a model-dependent parameter ensuring that the autocorrelation function of the rescaled noise, given by
Then the autocorrelation of the noise converges to a Dirac delta when ε → 0, and it can be shown that, in this limit, the solution of eq. (2.1) converges to that of
where W i , i = 1, . . . N , are independent Wiener processes; see [?] and [34, Chapter 11] . While not strictly necessary, including the parameter ζ is convenient to obtain simpler formulas. The value of ζ for each of the noise models considered in this paper is presented in table 1. In view of the convergence of the solution of the finite-dimensional particle system when ε → 0, we expect that also the x-marginals of the steady-state solutions to the McKean-Vlasov equation with colored noise, obtained by solving eqs. (2.10a) and (2.10b), should converge to their white-noise counterparts as ε → 0. It turns out that this is the case and, using asymptotic techniques from [23] , it is possible to approximate the solutions ρ ∞ (x, y; m, β) to eq. (2.10a) by a power series expansion in ε; using a superscript to emphasize the dependence on ε,
From eq. (2.11), we obtain a power series expansion for the x-marginal by integrating out the noise variable:
The methodology to obtain expressions for the terms works by substituting eq. (2.11) in eq. (2.10a) and grouping the terms in powers of ε in the resulting equation. This leads to a sequence of equations that can be studied using standard techniques. Details of the analysis leading to an explicit expression of the first nonzero correction in (2.12) can be found in [23, Section 8] for the particular case of the OU noise, and in [42] for the other noise models we consider. The order of the first nonzero correction in this expansion depends on the model: it is equal to 1 for model NS, to 2 for models OU and B, and to 4 for model H. In all cases, the first nontrivial term in the series expansion (2.12) can be calculated explicitly (possibly up to constant coefficients that have to be calculated numerically). For completeness, we present the expression of the first nonzero correction for the scalar Ornstein-Uhlenbeck and harmonic noise models. For scalar Ornstein-Uhlenbeck noise, omitting the dependence of V eff (the effective potential defined in eq. (1.5)) on m and β for notational convenience, we have
and for the case of harmonic noise,
Here C OU = C OU (m, β) and C H = C H (m, β) are constants such that the corrections integrate to 0. Taking into account only the first nontrivial correction, the order of which we denote by δ, the steadystate solutions to the McKean-Vlasov equation with colored noise can be approximated by solving the following approximate self-consistency equation:
We show in fig. 2 that the equation R 0 (m) + ε 2 R 2 (m) = m admits three solutions for β = 10 in the case of OU noise, similarly to the case of white noise. This figure was generated using the asymptotic expansion (2.13) with the parameters θ = 1, ε = 0.1.
The numerical method
In this section, we describe the spectral numerical method that we will use in order to solve the time-dependent McKean-Vlasov equation, eqs. (2.9a) and (2.9b), as well as the steady-state equation, eqs. (2.10a) and (2.10b). Before looking at colored noise, we consider the case of white noise, for which our method can be tested against the results in [19] , which were obtained using the finite volume scheme developed in [6] . 
Linear Fokker-Planck equation with white noise
We start by presenting the methodology used in the absence of an interaction term, in which case eq. (2.9a) reduces to a linear Fokker-Planck equation:
We assume that V (·) is a smooth confining potential and, consequently, the unique invariant distribution is given by ρ s = 
with the initial condition u(x, t = 0) = ρ 0 / √ ρ s =: u 0 . Several works made use of Hermite spectral methods to study equations of this type, e.g. [1, 12, 13] . The Schrödinger operator on the right-hand side of eq. (3.2) is selfadjoint in L 2 (R) and it has nonpositive eigenvalues. Under appropriate growth assumptions on the potential V (x) as x → ∞, it can be shown that its eigenfunctions decrease more rapidly than any exponential function in the L 2 (R) sense, in that they satisfy e µ|x| ϕ(x) ∈ L 2 (R) for all µ ∈ R; see [13] and also [2] for a detailed study. Under appropriate decay assumptions at infinity on the initial condition, we expect the solution to eq. (3.2) to also decrease rapidly as |x| → ∞. We denote by P(d) the space of polynomials of degree less than or equal to d, and by ·, · the usual
2 , with σ a scaling parameter, the Galerkin method we use consists in finding
Here the subscriptd ≥ d on the right-hand side of eqs. (3.3a) and (3.3b) indicates that the inner product is performed using a numerical quadrature withd+1 points. With appropriately rescaled Gauss-Hermite points, inner products calculated using the quadrature are exact for functions in e −Vq/2 P(d),
which is why we did not append the subscriptd to the inner products in the left-hand side of eqs. (3.3a) and (3.3b). When V is a polynomial, it is possible to show using the recursion relations eqs. (A.1) and (A.2) in appendix A that the inner product
. This is the approach we take in all the numerical experiments presented in this paper, and we will therefore omit the subscriptd in eq. (3.3a) from now on. The natural basis of P(d) (from which a basis of e −Vq/2 P(d) follows) to obtain a finite-dimensional system of differential equations from the variational formulation (3.3a) is composed of rescaled Hermite polynomials It is possible to prove the convergence of the method presented above when d → ∞ given appropriate additional assumptions on the confining potential V (·). For simplicity we will make the following assumption, which is satisfied for the bistable potential that we consider in this work, but we note that less restrictive conditions would be sufficient.
Assumption 3.1. The confining potential V (·) is a polynomial of (even) degree greater than or equal to 2. Consequently, it satisfies
for constants C 1 , C 2 , C 3 > 0 and a natural number k ≥ 1.
Theorem 3.1. Assume that assumption 3.1 holds and that the initial condition u 0 is smooth and satisfies
where k is as in assumption 3.1. Then for any final time T and when
for a constant C not depending on d, u 0 , or T , and where · denotes the L 2 (R) norm.
Proof. See appendix B.
Remark 3.1. When the initial condition is smooth and decreases exponentially, together with all its derivatives, as x → ∞, theorem 3.1 implies that the error decreases faster than any inverse polynomial.
In most practical examples, we observed numerically that the convergence is in fact exponential.
McKean-Vlasov equation with white noise
In the presence of an interaction term, the Fokker-Planck equation becomes nonlinear:
For this equation the weighted L 2 (R; e V ) energy estimate of the linear case (B.7), based on observing that ∂ t ρ, ρ e V ≤ 0, does not hold, and there is therefore no longer a natural space for the Galerkin approximation. We will thus use Hermite functions to approximate the solution to eq. (3.4) directly, i.e. we will look for an approximate solution in the space e −Vq/2 P(d). The variational formulation corresponding to the Galerkin approximation is then to find ρ ∈ e −Vq/2 P(d) such that
Dividing by 1, ρ d d in eq. (3.5b) is useful to account for changes in the total mass of ρ d , which can compromise the accuracy of the method when d is low, but doing so becomes unnecessary for large enough d. In contrast with the operator H x in eq. (3.3a), the operator (L
and therefore the associated stiffness matrix is not symmetric. In addition, the quadratic form (L
is not necessarily negative for the usual L 2 (R) inner product, and indeed we observe numerically that the eigenvalue with smallest real part of the discrete operator is often negative, although small when d is large enough. This is illustrated in fig. 3a for the same parameters as in the subsequent convergence study. 
Comparison between the solution obtained using the finite-volume scheme from [6] and the ones obtained using by Galerkin discretization with either RK45 or the semi-implicit method (3.6). For the integration in time, we used either the RK45 method (using the solve_ivp method from SciPy integrate module), or a linear semi-implicit method obtained by treating m d explicitly and the other terms implicitly at each time step. The former is most useful when an accurate solution is required, while the latter enables the use of larger time steps and is therefore more convenient when only the steadystate solution is sought, as will be the case for the construction of bifurcation diagrams. Denoting the time step by ∆t and the Galerkin approximation of ρ d (n ∆t) by ρ 
Convergence study The analysis of the Hermite spectral method for general types of McKeanVlasov equations will be presented elsewhere. For the purposes of this work, it will be sufficient to present a detailed numerical study of the convergence of the method. To study empirically the validity of the Galerkin method (3.5) and of the associated time-stepping scheme (3.6), we compare our method with the positivity preserving, entropy decreasing finite-volume method proposed in [6] for nonlinear, nonlocal gradient PDEs 1 . The parameters used here are β = 3, θ = 1, and the initial condition was the Gaussian N (10 −1 , 1). The same time points were used for the finite-volume method and semi-implicit
Galerkin method (with a mean time step of approximately 0.002), and for RK45 the absolute and relative tolerances were both set to 10 −9 . For the finite-volume method, 600 equidistant mesh points were used between x = −6 and x = 6. Figure 3b presents the L ∞ (0, T ; L 1 (R)) norm of the difference between the solutions obtained, for values of d, the degree of Hermite polynomials used, ranging from 10 to 50. We observe that, as d increases initially, the solutions obtained using the semi-implicit (3.6) and the RK45 methods are indistinguishable and converge exponentially fast to the finite-volume solution. From d ≈ 40, the accuracy of the semiimplicit method no longer improves, indicating that the error introduced by the time-stepping scheme dominates from that point on. From d ≈ 50, the difference between the finite-volume and Galerkin/RK45 solutions also no longer decreases, but considering the very low tolerance used for RK45, it is more likely that this happens because the Galerkin approximation is more precise than the finite-volume method from that value of d. We therefore conclude that an accuracy as good as that obtained using the finite-volume scheme can be reached with roughly ten times fewer unknowns using the spectral discretization (3.5). Figure 4 presents snapshots of the solutions at different times. We observe that, although the number of Hermite functions employed in the expansion is relatively low (=25), the solutions are in extremely good agreement. Figure 4 : Snapshots of the solution to (3.4) using either the finite-volume method from [6] or the Galerkin approximation (3.5) with the RK45 method and 25 Hermite functions.
In the simulations presented in this section, the scaling factor was set to σ 2 = 1 10 . As discussed in appendix A, choosing this factor appropriately can largely improve the accuracy of the method. In particular, given that the solution to eq. (3.4) decreases rapidly as |x| → ∞, σ should decrease with d, with the optimal scaling being σ ∝ √ d, as demonstrated in [40] . For convergence studies, however, it is convenient to use a fixed σ, first because this is assumed by most convergence results (such as theorem 3.1) and, second, because this simplifies the calculation of the matrices involved in the Galerkin formulation (only the last row and the last column have to be calculated upon incrementing d). These calculations can be carried out by noticing that
The matrix representation of the first operator on the right-hand side, in a basis of Hermite polynomials, can be obtained from the Hermite transform of f . The matrix representation of the second operator, on the other hand, is a matrix with zero entries everywhere except on the m-th superdiagonal, in view of the recursion relation (A.2).
Linear Fokker-Planck equation with colored noise
In this section, we turn our attention to the case of Gaussian or non-Gaussian colored noise given in terms of overdamped Langevin dynamics. The case of harmonic noise can be treated in a similar fashion, and for conciseness we do not present the associated Galerkin formulation explicitly here. We start by considering the linear, without the interaction term, Fokker-Planck equation with colored noise:
We recall that ε 2 controls the correlation time of the colored noise and ζ is a parameter such that the white noise limit is recovered (with inverse temperature β) when ε → 0. We include ε in eq. (3.7) because, although we do not consider the white noise limit in this section, large values of ε are in general more difficult to tackle numerically, and it will be therefore convenient to use smaller correlation times in the numerical experiments below. The problem is now two-dimensional and the operator on the right-hand side of eq. (3.7) is no longer elliptic. In contrast with the white noise case, there does not exist an explicit formula for the steady-state solution for eq. (3.7).
The procedure for obtaining a Galerkin formulation is the same as in Subsection 3.1, except that we now use tensorized Hermite polynomials/functions. To retain some generality, we will consider that the Galerkin approximation space is of the form S d = e −U (x,η)/2 e −Vq(x,η)/2 P(I d ) for some function U : 
where H ε := (e U/2 e Vq/2 v d )L * ε (e −U/2 e −Vq/2 ), and the basis functions used for eq. (3.9) are Hermite polynomials orthonormal with respect to the Gaussian weight e −Vq . Regarding the index set, several choices are possible, with the simplest ones being the triangle {α ∈ N 2 : |α| 1 ≤ d} and the square {α ∈ N 2 : |α| ∞ ≤ d}, see figs. 5a and 6a below. We demonstrate in Section 4 that, in order to study the limit ε → 0, a rectangle-shaped index set is usually the only suitable choice. When studying the behavior as d increases, however, we observed spectral convergence irrespectively of the index set utilized. Clearly, it is necessary that ρ ∈ L 2 (R; e U ) for the Galerkin discretization (3.8) to produce good results.
Since the 1/ε 2 part of the operator on the right-hand side of eq.
, it is natural to choose e −U (x,η)/2 = e −Ux(x)/2−Vη(η)/2 for some one-dimensional potential U x , which guarantees that the matrix representation of L * 0 is symmetric and negative semi-definite, but this is not a requirement.
Before moving to the nonlinear case, we examine the performance of the Galerkin approximation (3.8) through numerical experiments. Here we consider only the cases where V (·) is a quadratic or a bistable potential and where the noise is described by an OU process, but results of additional numerical experiments, corresponding to harmonic noise and non-Gaussian noise, will be presented in [42] . We start with the case V (x) = x 2 /2, for which the exact solution to the Fokker-Planck equation (3.7)
can be calculated explicitly by substitution of a Gaussian ansatz, see [33, Section 3.7] . We study the convergence of the steady-state solution, obtained by calculating the eigenfunction of lowest magnitude ofΠ d L * εΠd , whereΠ d is the L 2 (R; e U ) projection operator on S d , directly using the method eigs from the SciPy toolbox. The parameters used for this simulation are the following: β = ε = 1, σ and j are the indices in the x and η directions, respectively. Now we consider that V is the bistable potential x 4 /4 − x 2 /2, which was solved numerically in [20] using generalized Hermite functions and a variation of the matrix continued fraction technique. For this case an explicit analytical solution is not available. The parameters we use are: β = 1, ε = We note that this would have been the natural choice if the noise in the x direction had been white noise. The solution obtained using a square-shaped index set and d = 100, as well as the corresponding Hermite coefficients up to degree 10, is illustrated in fig. 6a . We observe that the Hermite coefficients corresponding to the degree 0 in the η direction (i.e. to the basis function e −η 2 /2 ) are significantly larger than the other coefficients, which is consistent with the fact that, as ε → 0, the steady-state solution approaches e −βV (x) e −η 2 /2 (up to a constant factor). The associated convergence curves are presented in fig. 6b . 
McKean-Vlasov equation with colored noise
We consider now the nonlinear McKean-Vlasov initial value problem with OU noise: recalling that ζ = 1/ √ 2 in this case,
for some initial distribution ρ 0 (x, η) such that the noise is not necessarily started at stationarity. The method that we use in this case, which applies mutatis mutandis to the other noise models, is the same as in eq. (3.8), with the addition of the interaction term, and we use the same time-stepping schemes as in Subsection 3.1. When the potential V (·) is quadratic and the initial condition is Gaussian, it is well-known that the McKean-Vlasov equation has an explicit solution and that this solution is Gaussian. We assume that V (x) = x 2 /2 and we rewrite eq. (3.10) in the formalism of [9] , as
Adapting [9, Proposition 2.3] to our case, we deduce that the solution is of the type
where µ(t) and Σ(t) are given by
This solution can be obtained by introducing g = − ln ρ, rewriting eq. (3.10) as an equation for g, and using a quadratic ansatz for g. The eigenvalue decomposition of B + K is
which enables the explicit calculation of the integral in the expression of Σ(t). From eq. (3.11) and the structure of B and K, we notice that, as t → ∞, µ → 0 and N (1, 1) T , I 2×2 . The evolution of the probability density is illustrated in fig. 7 , and the convergence of the method, in the L ∞ (0, T ; L 1 (R 2 )) norm, is illustrated in fig. 8 . 
Monte Carlo simulations
We will compare the bifurcation diagrams obtained using the spectral method described above to those obtained by direct Monte Carlo simulations of the system of interacting particles (2.1). We use the Euler-Maruyama method:
where η i k is the appropriate projection of the stochastic process Y t . In the case of Gaussian noise, this is discretized as follows
where ξ ∼ N (0, 1), and X k , Y k and η k are the approximations to X(k∆t), Y(k∆t) and η(k∆t), respectively. The time step used was always O(ε 2 ), to ensure the accurate solution of the equation. Since the noise in all the equations we consider is additive, this scheme has strong order of convergence one, see [21, 22] , and we find that we capture the correct behavior as long as the time step is sufficiently small.
Asymptotic analysis for the Galerkin formulation
In Section 5, we will construct bifurcation diagrams of m as a function of β for different values of ε, and we will verify that the bifurcation diagram of the white noise case is recovered when ε → 0. Since the spectral method presented in Section 3 will be used to that purpose, it is useful to study the behavior of the solution to the Galerkin formulation (3.8) in the limit ε → 0, which is the purpose of this section. We will then confirm numerically the rates of convergence to the white noise limit presented in Subsection 2.2, i.e. O(ε 2 ) for Ornstein-Uhlenbeck noise and O(ε 4 ) for harmonic noise.
For simplicity, we confine ourselves for the analysis to the case where the noise process is onedimensional and the weight function e −U (x,η)/2 can be decomposed as e −U (x,η)/2 = e −Ux(x)/2 e −Vη(η)/2 .
As before,Π d denotes the L 2 (R 2 ; e U ) operator on the space of Hermite functions (with appropriate scalings). Decomposing the operator (Π d L * εΠd ) in eq. (3.8) in powers of ε, we obtain the equation
As a consequence of the choice of e U , the largest (sign included) eigenvalue ofL 0 is a nonpositive, nondecreasing function of d. Since we cannot expect the leading order term of the discrete generator to have an eigenvalue exactly equal to 0, we look for a solution of the form ρ d = e
, where λ 0,d is the largest eigenvalue ofL 0 . Gathering equal powers of ε, we obtain the equations:
Suitable index sets
Let H 
Vη . This leads to:
implying that the vector or (c ij ) j∈Ii,η is in the kernel of the matrix (L jk + |λ 0,d |) j,k∈Ii,η . Therefore, if for some i this kernel is empty, the corresponding Hermite coefficients must be 0. This is of particular relevance when the eigenfunction in the kernel of L 0 cannot be exactly represented in terms of the approximating basis functions, as is the case with the noise processes B and NS considered in Section 2. For the noise model B, in particular, eq. (4.3) implies that, when using a triangular index set, c ij = 0 for all i > 0 or i > 1, depending on whether the maximal degree is even or odd. From this we conclude that, in order to capture the correct solution as ε → 0, it is necessary to choose a rectangularly shaped index set, which is consistent with the fact that, in the limit ε → 0, the solution can be expressed as a tensor product
To illustrate the point made in the previous paragraph, we present side by side in fig. 9 the results of numerical experiments performed using either a triangular index set or a square index set, for the parameters ε = 0.01, d = 20, β = 15, θ = 0, σ 2 x = σ 2 η = 1/15, e −Ux(x) = 1. While the probability density obtained using a square index set is close to the exact solution and clearly exhibits four local maxima, the solution obtained using a triangle index set is concentrated around x = 0, and all the associated Hermite coefficients c ij with i > 0 are very close to zero. 
Effective drift and diffusion coefficients
We assume from now on that the index-set has a rectangular shape,
At the continuous, infinite dimensional level, the absence of an effective drift term for the models of the noise B and NS as ε → 0 is ensured by the centering condition (2.3). Any deviation from zero would lead to an effective drift term, scaling as 1/ε and proportional to
At the finite-dimensional, numerical level, a parasitic effective drift can arise even when V η satisfies (2.3), as we demonstrate below. This can occur when V η is not an even function, and it is especially critical when the number of basis functions used to approximate the solution in the η direction is relatively low, leading to a nonzero first moment of the approximate equilibrium probability density of the noise process. In these cases, it is useful to introduce an artificial drift term µ d /ε in Galerkin formulation, for some constant µ d to be determined. To formulate result 4.1 below, let ϕ 0,d denote the (assumed unique) normalized one-dimensional eigenfunction associated with λ 0,d ,
Result 4.1. Let µ d be defined by
with L * ε as in eq. (3.7), can be approximated by ρ
Here the effective diffusion A d is equal to Proof. The argument below is formal, but it can be turned into a rigorous proof using standard methods in multiscale analysis; see e.g. [33] . Expanding the solution in powers of ε and gathering terms multiplying equal powers of ε, a system of equations similar to eqs. (4.2a) to (4.2c) can be obtained, differing only by the presence of the corrective drift term next toL 1 . The solvability condition for the first equation
For the second equation, we see using the definition of µ d and the symmetry ofL 0 for the weight e
Vη , that the Fredholm solvability condition is automatically satisfied, which enables solving for 1 :
Writing out the solvability condition for the third equation, we obtain the effective equation for ρ
which after expansion of the terms is eq. (4.5).
Numerical verification of the rates of convergence
In this section, we verify numerically the rate of convergence to the white noise limit. We consider the case when there is no interaction term and we focus on the linear Fokker-Planck equation (3.8) . This enables us to gain insight into the accuracy of the asymptotic expansions for moderate values of ε, and justifies the need for the Hermite spectral method when an accurate solution is required.
One-dimensional Ornstein-Uhlenbeck noise For this test we use the same parameters as in the convergence study for the bistable potential in Subsection 3.3. We verify the accuracy of the asymptotic expansion (in both x and η) up to order ε 2 by comparing it to numerical results obtained using the spectral method introduced in Section 3. Results of the convergence are presented in fig. 10 . We notice that, even for the smallest value of ε considered (2 −6 ), the spectral method becomes more accurate than the asymptotic expansion with only d ≈ 20 basis functions in each direction. 
Results: effect of colored noise on bifurcations
In this section we present the bifurcation diagrams corresponding to the four models of the noise introduced in Section 2. We begin with the case of Gaussian noise, and later move to the case of non-Gaussian noise.
Construction of the bifurcation diagrams for the mean-field equation
We constructed the bifurcation diagrams using three different approaches:
Monte Carlo simulations We solved the system of interacting particles (2.1) with a large number of particles, and we approximated the first moment by ergodic average over an interval (T, T +∆T ), where T is sufficiently large to guarantee that the system can be considered to have reached its stationary state and ∆T is sufficiently large to ensure that the ergodic averages are accurate. By applying this procedure for a range of inverse temperatures, β = 0.1, 0.15, 0.2, . . . , 10, we obtained the desired bifurcation diagram.
Perturbation expansions This approach, which we already outlined to in Section 2, relies on the fact that the self-consistency map can be approximated as R(m, β) ≈ R 0 (m, β) + ε δ R δ (m, β), with good accuracy when ε 1. Here we used the same notations as in Section 2, and in particular δ denotes the order of the first nontrivial correction in eq. (2.12). Using arclength continuation 2 for the resulting
, we can plot the first moment m as a function of β for a fixed value of ε. We note that, in view of the typical shape of the self-consistency map, depicted in a particular case in fig. 2 , a rudimentary root finding algorithm can be employed to initiate the arclength continuation at some initial inverse temperature β 0 .
The spectral method Finally, we employed the Galerkin method presented in Subsection 3.3. We considered two different methodologies: on the one hand, by calculating numerically an approximation ρ d,∞ (x, η; β, m) of the steady-state solution of the linear Fokker-Planck equation (2.10a) with fixed m and β, the self-consistency map can be approximated as R(m, β) ≈ R R n x ρ d,∞ (x, η; β, m) dx dy, after which a bifurcation diagram can be constructed by using the same method as in the previous paragraph. Each evaluation of the self-consistency map requires the computation of the eigenvector with eigenvalue of smallest magnitude of the discretized operator, which can be performed efficiently for sufficiently small systems using the SciPy toolbox. On the other hand, the time-dependent (nonlinear) McKean-Vlasov equation can be integrated directly using our spectral method. Since only the final solution is of interest to us, the semi-implicit time-stepping scheme (3.6) can be used with a large time step, which enables a quick and accurate approximation of the steady-state solutions. While both methodologies work well in the two-dimensional case, in three dimensions (harmonic noise) solving the McKean-Vlasov equation directly proved more efficient, so this is the approach we employed for all the tests presented in this section.
Gaussian case
The one-dimensional Ornstein-Uhlenbeck noise provides an ideal testbed for the three methods we use to construct bifurcation diagrams. fig. 10 . The case of harmonic noise, corresponding to a three-dimensional McKean-Vlasov equation, is more challenging to tackle using our spectral method. When using 40 basis functions in each direction, the CPU time required using an Intel i7-3770 processor to construct the full bifurcation diagram is of the Figure 12 : Bifurcation diagram of m against β for Ornstein-Uhlenbeck noise, obtained via MC simulation, the spectral method, and the asymptotic expansion (2.13).
order of a week. As a consequence of the lower number of basis functions used in this case, we observe a small discrepancy between the results of the spectral method and those of MC simulations for large β in the case ε = 0.4. Nevertheless, as can be seen in fig. 13 , for small ε the overall agreement between the three methods is excellent. We note in particular that, as suggested by the asymptotic expansions, the use of harmonic noise produces results much closer to the white noise limit than scalar OU noise. 
Non-Gaussian noise
For the non-Gaussian noise processes we consider, the x 4 asymptotic growth of the confining potentials in both directions causes the solution to the McKean-Vlasov equation to be stiffer than in the cases of OU and harmonic noise, especially for large values of ε. Consequently, we were not able to consider as wide a range of ε as in the previous subsection using the spectral method. Since, on the other hand, Monte Carlo simulations become overly computationally expensive for small ε, the comparisons in this section comprise only results obtained using our spectral method and asymptotic expansions. Results of simulations for the bistable noise (model B) are presented in fig. 14, in which a very good agreement can be observed. , using the spectral method and a truncated asymptotic expansion including the first nonzero correction. We see that, overall, the agreement between the two methods is excellent.
For nonsymmetric noise (model NS), the two branches in the bifurcation diagram are separate, as illustrated in fig. 15 . Here too, the agreement between the spectral method and the asymptotic expansion is excellent. In contrast with the other models considered, the first nonzero term in the asymptotic expansion is of order ε, which is reflected by the manifestly higher sensitivity to the correlation time of the noise. In the right panel of fig. 15 , we present the graph of R 0 (m; β) + εR 1 (m; β) for a value of β close to the point at which new branches (one stable and one unstable) emerge. 
Dependence of the critical temperature on ε
For the noise models OU, H and B, the effect of colored noise on the dynamics is a shift of the critical temperature: the pitchfork bifurcation occurs for smaller values of β (i.e., larger temperatures) as the correlation time increases. In order to further investigate the effect of the correlation time on the long time behavior of the system of interacting particles, we will compute the critical temperature as a function of ε based on the asymptotic expansions and compare with the results of spectral and MC simulations, see fig. 16 . Rather than finding the critical inverse temperature β C for a range of values of ε (and for a fixed θ), it is convenient to fix β C and find the corresponding ε, satisfying d dm
which is merely a polynomial equation in ε, the coefficient of which can be calculated by numerical differentiation. With this procedure, the dependence of the critical β upon ε can be calculated on a fine mesh. In the case of OU noise, for example, both coefficients in the left-hand side of eq. (5.1) are positive, implying that the equation has a solution (in fact, two, but one of them negative) only if β C is lower than the inverse critical temperature in the white noise case. 
Conclusions
In this paper, we introduced a robust spectral method for the numerical solution of linear and nonlinear, local and nonlocal Fokker-Planck-type PDEs that does not require that the PDE is a gradient flow. We then used our method to construct the bifurcation diagram for the stationary solutions of the mean-field limit of a system of weakly interacting particles driven by colored noise.
To verify our results, we also constructed the bifurcation diagrams by using two other independent approaches, namely by Monte Carlo simulation of the N -particle system and by using explicit asymptotic expansions with respect to correlation time of the noise. In the small correlation time regime, we observed a very good agreement between all three methods. For larger values of the correlation time, the asymptotic expansions become inaccurate, but the results obtained via the spectral method and Monte Carlo simulations continue to be in good agreement.
It appeared from our study that, unless the potential in which the noise process is confined is asymmetric, the correlation structure of the noise does not influence the topology of the bifurcation diagram: the mean-zero steady-state solution, which is stable for sufficiently large temperatures, becomes unstable as the temperature decreases below a critical value, at which point two new stable branches emerge, in the same manner as reported in [7, 38] . The correlation structure does, however, influence the temperature at which bifurcation occurs, and in general this temperature increases as the correlation time of the noise increases. In the presence of an asymmetry in the confining potential of the noise, on the other hand, the two stable branches in the bifurcation diagram are separate, indicating that the system always reaches the same equilibrium upon decreasing the temperature. This behavior is similar to what has been observed previously in the white noise case when a tilt is introduced in the confining potential V (·), see [18, 19] .
Several problems remain open for future work. On the theoretical front, we believe that the analysis we presented in Subsection 3.1 and appendix B for the linear Fokker-Planck equation can be extended to both the linear Fokker-Planck equation with colored noise and the nonlinear McKean-Vlasov equation. Another direction for future research could be the rigorous study of bifurcations and, more specifically, of fluctuations and critical slowing down near the bifurcation point. On the modeling front, it would be interesting to consider more general evolution equations for the interacting particles, such as the generalized Langevin equation, and also to study systems of interacting particles subject to colored noise that is multiplicative.
growth as x → ∞, such as the weighted L 2 (R; e for some function U , which constitute an orthonormal basis of L 2 (R n ; e U g). For u ∈ L 2 (R; e U g), we define the generalized Hermite transform associated with the factor e −U/2 , which we denote by T U : Note that T U (u) = T (e U/2 u), i.e. T U (u) is the usual Hermite transform of e U/2 u. This formalism enables us to treat in a unified manner the case of Hermite polynomials (U = 0), of Hermite functions (e −U/2 = √ g), as well as other useful cases. As an example of why such generality can be useful, it has been shown in [12] that the choice e −U/2 = g leads to basis functions, referred to as generalized Hermite functions in that paper, that can be used to design an efficient numerical method for the solution of the Kramers Fokker-Planck equation. By the property (A.4), we see that (e −U/2 H i ) ∞ i=0 are the eigenfunctions of the operator:
u → (e −U/2 L e U/2 )u, which is of Schrödinger type when e −U = g, see [33] . Introducing the notations Π In the case e −U = g (orthonormal Hermite functions in L 2 (R)), one can prove a similar statement with the usual derivative instead of ∂ U x in the left-hand side, see [37, Theorem 7.14] . We note that theorem A.1 and corollary A.2 can be extended to the multi-dimensional case, see e.g. [1] .
In addition to the function e −U/2 multiplying the Hermite polynomials in the definition of basis functions, it is usual in numerical simulations to introduce a scaling factor, which can be chosen appropriately depending on how localized the function to be approximated is. We define H σ i (x) := H i (x/σ), and note that these polynomials form an orthonormal basis in L 2 (R; g σ ), where g σ is the normal distribution with mean 0 and variance σ 2 . Although we do not present them explicitly, approximation results similar to theorem A.1 and corollary A.2 can be proved in the presence of this scaling factor, with the only difference being the presence of additional constant factors on the right-hand side; see, for example, [1] . In practice, calculating the Hermite transform numerically requires the introduction of a quadrature. To bound the associated error, results similar to theorem A.1 and corollary A.2, with the projection operators replaced by interpolation operators, can be proved; see [37, Theorems 7.17, 7.18] .
B Proof of theorem 3.1
Using the same notation as in appendix A, we let Π d be the L 2 (R; e −Vq ) projection operator on P(d) To prove the convergence of u d when d → ∞, we will rely on the following lemma.
times. We can now apply corollary A.2 to obtain, using lemmas B.1 and B.2 and assumption 3.1, We note that when V is quadratic, k = 1 is a valid choice in assumption 3.1, and the bound above can be obtained by simply expanding u in terms of the eigenfunctions of H x , which in that case are just rescaled Hermite functions. Using the variation-of-constants formula, we finally obtain The first term, proportional to e d (0) 2 , depends only on the interpolation error of the initial condition, which is nonzero when using a Gauss-Hermite quadrature. It was proved that this error term also decreases spectrally, see e.g. [37, Theorems 7.17, 7.18] , and in our case faster than the second error term. For the approximation error δ d , similar inequalities to the ones used above can be used to obtain a bound of the type (B.8), which leads to the conclusion.
