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Polynomial regression is a methodology used to fit curvilinear models to a set of observations. These curvilinear models fit into the framework of the general linear model and, hence, can usually be fit to the data using any general multiple regression program. Two such programs are currently available through the Mathematical Statistics Staff, viz. GEMREG (GEneral Multiple REGession)* and DA-MRCA (DAhlgren Multiple Regression and Correlation Analysis).** Both provide least squares estimates of the regression coefficients, analysis of variance tables, and a variety of user-controlled options. These programs hinge on the assumptions that the error terms (differences between the observed and predicted values of the dependent variable) can be assumed to have zero expectation, the same variance for all observations, and zero correlation. When these last two assumptions for the error terms are not met, the usual least squares method is not applicable; instead, a weighted least squares procedure is required.
Programs WEPOR and WEPOR2 (WEighted Polynomial Regression) use this weighted least squares procedure to estimate regression coefficients for models with one independent variable. Program WEPOR handles the case in which the error terms have different variances but are uncorrelated, whereas WEPOR2 deals with the problem of different variances and correlated error terms. Output for both programs includes ANOVA (ANalysis Of VAriance) tables, predicted values of the dependent variable and the associated residuals, and confidence limits for selected synthetic points. The values for bounds on the entire curve generated from the input data are written on output files for use with DISSPLA (Display Integrated Software System and Plotting LAnguage).
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An example of a program that uses the output from WEPOR and DISSPLA features to plot sample points, the regression curve, and confidence and prediction limits is program LIMITS. *Taub, A. E., and M. A. Thomas, GEMREG -A General Multiple Regression Program, NSWC TN 81-298, (Dahlgren, Va., 1981 
In this model, Xj is the value of the independent variable associated with the ith response value (yj), n is the number of observations, k is the order of the polynomial, j3. is the jth regression coefficient, and ^ is the ith random error. The inclusion of e in the model accounts for the fact that the response variable y is a random variable and, hence, the relationship between the response variable and the independent variable is not an exact functional relationship.
Polynomial models fit into the framework of the general linear model
and, hence, can usually be fit to data using any general multiple regression program provided that the Q i can be assumed to have zero expectation, the same variance a 2 for all i, and be uncorrelated. These assumptions can be expressed in a more compact form if the model is written in matrix notation:
In the general context of model (2), y is an n x 1 vector of observations, j3 is a (k + 1) x 1 vector of regression coefficients, e is an n x 1 vector of random errors, and X n x (k+ 1) Since model (1) is a special case of model (2), the appropriate X for (1) is obtained by letting X k . = XJS In this notation, the expectation of the e. and their variance-covariance matrix can be denoted by E(e) and Var(e), respectively. Hence, if the e. are assumed to have zero expectation, this is denoted by E(e) = 0. Also if the e. are assumed to be uncorrelated with the same variance, this is denoted by Var(e) = a 2 1 where I is the n x n identity matrix.
In regression applications, the assumption E(e) = 0^ does not present any difficulty. However, the assumption Var(e) = o 2 1 cannot always be met and, hence, poses a serious problem if not handled properly. In this case, the variance-covariance matrix is denoted by Var(e) = a 2 V where V is an n x n positive definite matrix.
An example of a regression application where Var(e) =£ a 2 1 involves regressing projectile seating distances (y) on given barrel life (x) expressed in percent expended. Here, the variation in seating distance increases with the percent expended barrel life. Hence, the assumption of equal variances does not hold, and the usual least squares regression is not applicable. Cases of this land and more complicated situations where the errors are correlated can be handled by a modified least squares procedure known as weighted least squares. This procedure is discussed by Draper and Smith,* and much of the development that follows is based on their discussion.
When the aforementioned assumptions are satisified, the usual least squares procedure provides a vector of estimates of the regression coefficients that has the form
The weighted least squares procedure amounts to transforming the dependent or response variable y to another variable that does satisfy the assumptions. The usual (unweighted) least squares analysis is then applied to the new variable, and the estimates so obtained are reexpressed in terms of the original variable y. This process is examined in details in the ensuing paragraphs.
Consider the original model (Equation 3) with assumptions E(e) = 0 and Var(e) = a 2 V (vice a 2 1). Since V is positive definite, it is possible to find an upper triangular matrix P such that P'P = V. (Draper and Smith indicate that it is possible to find a unique nonsingular symmetric matrix P such that P'P = PP = P 2 = V. We have not found this to be the case, nor is If the model in Equation 3 is premultiplied by (P')" 1 , a new model is generated in the form
the new model meets the assumptions required for the ordinary least squares procedure. This new model can be written in matrix notation as z = Ql + i (6) where z = (P') -1 y, Q = (P')" 1 X, and f = (P') -1 e.
THE ANALYSIS
The error term _f in the revised model in Equation 6 satisfies the assumptions for the usual least squares analysis. Therefore, the usual analysis will be applied to the revised model. Estimation of the regression coefficients will be dealt with first. Reexpressmg Q and z in terms of the original model parameters provides
In this expression, W is the inverse of V; i.e., W = (P'P) 1 = V This solution has the same form as Equation 4, except for the insertion of W, the weighting matrix. The new model has an implied zero intercept, since the Q matrix does not have a leading column of ones. Hence, the entries in the analysis of variance table for the new model are computed in a slightly different manner from those obtained when ordinary least squares procedures are used. Table 1 shows the breakdown of the degrees of freedom and formulae needed to compute the sums of squares for a first degree polynomial. When several observations are taken at the same level of the independent variable, the error sum of squares in Table 1 can be broken into components for lack of fit and pure error. From Equations 5 and 6, we have z = (P'r 1 y where z' = (z , z , ... z ). A change in the subscript of the z's produces
where the first Uj values are associated with the first level of the independent variable, the next n 2 values are associated with the second level, and so on. With this notation, the sum of squares for pure error is computed by k n;
with degrees of freedom u = £ n --k.
i=l
The sum of squares for lack of fit can then be obtained by subtraction; i.e.,
SS(lf) = SSE -SS(pe)
where SSE is the error sums of squares from Table 1 .
Confidence Umits on the expected value of y and prediction limits on the mean of m future observations of y differ only slightly in weighted regression from unweighted regression. The value of the independent variable X used in forming the limits is referred to as the synthetic point. Letting x* denote the synthetic point associated with X and (x*)' = (1, x*, (x*) 2 , ... (x*) k ) for a kth degree polynomial,
is a point estimate of the expected value of y and of a single future observation when X = x*. In the unweighted case, the 100(1 -a) percent confidence limits on E(y) when X = x* are
In the weighted case, X'X is replaced with X' WX yielding
In these expressions, t^ j,^ is the 100 (1 -a/2) percentage point for a t distribution with v degree of freedom where u is associated with the error mean square in the analysis of variance table. This error mean square is denoted by s 2 above and is obtained by dividing the error sums of squares (SSE) by u, the associated degrees of freedom; i.e., s 2 = SSE/y.
The prediction limits for the mean of m future observations at X = x* is, in the unweighted case, given by
For the weighted case, X'X is changed as above yielding
PROGRAM ORGANIZATION
Program WEPOR is actually the main driving routine that calls a series of first level subroutines to perform various tasks.
First, subroutine IOP is called to read in parameters for user-specified input and output options, viz., a title for the execution, the number of observations, the desired degree of the polynomial model to be fit to the data, and a parameter specifying whether or not confidence and prediction limits are requested. The printing of these limits requires the further input of the number of future observations on which the prediction limits are based, and the number of synthetic points to be read in if the levels of x to be used for the limits are different from those in the original data. The validity of each parameter is checked and, should inconsistencies be detected, either a default value is substituted or an error message printed and execution halted.
Subroutine READIN is called to read in the raw input data and the array of weights corresponding to the diagional elements of the matrix W = V" 1 (recall that program WEPOR assumes uncorrelated error terms; should correlations exist, program WEPOR2 should be used and the entire matrix V is read in at this point). The required matrix P, where (P'P)~1 = W, is computed at this time. If V is a diagonal matrix, the elements of P" 1 are calculated by simply taking the square root of the corresponding elements of W. In the case where V is nondiagonal, P is obtained by performing a matrix decomposition on V using the square root method. The total sum of squares and sum of squares due to pure error are also computed. The raw data points are saved on TAPE10.
For each stage of development in the model, subroutine REGRESS is called to compute and print a set of regression coefficients, the additional sum of squares to be included in the regression sum of squares, and the residual sum of squares and F statistic for the current model.
Subroutine TABLE prints two analysis of variance tables: one shows the breakdown of the residual sum of squares into components of pure error and lack of fit and the other table shows the contribution made by each term in the model to the overall regression sum of squares. This subroutine also prints the raw input data, estimated values for the dependent variable, and residuals.
If the user has requested confidence and prediction limits, subroutine SYNTH performs the necessary calculations. If the user has specified that a new set of levels for x. are to be used instead of those from the original data set, these new levels are read in from the input file. The confidence and prediction limits are printed and are also saved on TAPE 11 and TAPE 12, respectively. 8
Some of these first level subroutines reference routines found in the NSWC/DL Library of Mathematics Subroutines:* CROUT, which inverts general real matrices, and MPROD and TMPROD, which perfonn matrix multiplication operations. Routine QSORT from the User's Guide for the CDC 6700 Computing System** is used to arrange the levels of the independent variable in ascending order. Subroutine FINDT, used to estimate the critical t value for confidence and prediction units, is adapted from a similar routine in program GEMREG.^
EXAMPLE
For the apphcation of projectile seating distance (psd) expressed as a function of percent gun barrel life expended, the following independent and uncorrelated pairs of data points were used to derive a first degree polynomial. Although the weight associated with each level of the independent variable is the inverse of the variance for the response variable at that level, these variances are unknowns. Estimates based on the above data and data from previous experiments were used to construct the following weights'. 
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Similarly, the vector q , which is equal to the first column in the Q matrix (= (P') 1 X), is found to be Since each level of the independent variable has two observations associated with it, Equation 9 for computing the sum of squares due to pure error can be written as SS (pe) = £ £ (zy -z.) 2 i-1 j=l and is found to be 3.87. Finally, SS(lf) = SSE -SS(pe) = 2.87.
Page two of the printout (page B-4) shows the analysis of the variance table, including a breakdown of the error sum of squares into the sum of squares due to pure error and lack of fit. The associated degrees of freedom and mean squares are printed for the regression and error terms.
The F statistic to test the lack of fit component [F = MS(lf)/MS(pe)] is 1.23. This result is less than 5.41, the critical F value for a = 0.05 with degrees of freedom 3 and 5, and indicates that the first degree polynomial model chosen is not inadequate at the 0.05 level.
On the third page of the printout (page B-5) is an analysis of variance table that shows the contribution made by each term in the model. The sum of squares due to regression is determined for polynominals of degree from 0 (j3 o only in model) to the full model chosen. At each stage, the additional sum of squares is computed and stored for use in this table.
The sum of squares represented by X**0 is that associated with the regression model having only |3 o in it [SS03 o )]. In our example, this value is 104106.35. The nth sum of squares listed, X**n, represents the additional sum of squares obtained by adding j3 to the model that already contains j3 o , ^ ... j3 n _ 1 and can be computed as follows: As in this example, the error terms were presumed to be uncorrelated, which indicates a diagonal covariance matrix V. Therefore, only the array of weights read in as part of the input and representing the diagonal elements of W = V -1 are printed with their associated cases. If the error terms had not been assumed to be uncorrelated, the lower triangular position of W would also have been printed.
The minimum and maximum absolute residuals (min |y. -y.| and max |y. -y.|) are also provided.
The user has the option of requesting confidence limits at the lOOy percent level, where I-7 is specified by the user. These limits may be placed about the estimated values y. for the original levels of X or for up to 100 other synthetic points.
At the same time, IOO7 percent prediction limits, based on the predicted mean of m new observations at the same levels of X as used for the confidence limits may be requested. The value of m is also user provided. Pages five and six of the printout show 95-percent confidence and prediction limits using the original input values for the levels of X. The prediction limits are based on the predicted value of a single future observation at each level of X. 
B-6
Program LIMITS uses the graphics package DISSPLA (Reference 3 in text) to plot the confidence and prediction limits generated by programs WEPOR and WEPOR2. Local files produced by these two programs and used as input for LIMITS are TAPE 10 (raw data), TAPE11 (confidence limits), and TAPE12 (prediction limits). Figures C-l and C-2 were drawn using the results of the example discussed on page 9.
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