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Abstract—We consider a simple system with a local syn-
chronous generator and a load whose power consumption is a
random process. The most probable scenario of system failure
(synchronization loss) is considered, and it is argued that its
knowledge is virtually enough to estimate the probability of
failure per unit time. We discuss two numerical methods to obtain
the “optimal” evolution leading to failure.
Index Terms—failure probability, random power demand, rare
events, optimal fluctuation.
I. INTRODUCTION
Whenever we use or design a system we are curious about
its reliability. Failures may be very rare, still they could be of
a tremendous importance, especially when the consequences
are catastrophic and very undesirable. There is a huge amount
of literature devoted to the study of power systems failures,
for various situations and approaches see, e.g., [1], [2], [3].
Failures could happen due to a hardware fault, because the
realization of the system’s random component (noise) was an
especially unlucky one (the latter is a focus of our work), or
a combination of both.
While studying such unlucky realizations, one can ask
the following questions: (1) What is the spatio-temporal
shape / profile of the noise configuration that leads to a rare
event / failure? (2) Is this shape universal? — If two unrelated
failure events happen, will their pre-histories be alike?
Theoretical exploration of this subject started from the
classical papers [4], [5], [6]. The theoretical approach is known
under the names of optimal fluctuation or instanton method; it
could also be viewed as a saddle-point method in functional
space. It was originally introduced by I. M. Lifshitz [4] for
analysis of electronic spectra of disordered systems, and was
later developed to describe rare events in various fields, e.g.,
quantum field theory [7], [8], statistical hydrodynamics [9],
and power grids [10], [11].
The main conjecture of the optimal fluctuation method is
a positive answer to the second question posed above. The
rationale behind this theoretical expectation is as follows:
In order to cause such a rare event, the deviation of the
system’s random characteristics from their average values (i.e.,
the noise) should be much larger than typical. On the other
hand statistical weight, or probability, of the noise sharply
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decays with the noise amplitude increase. On the whole variety
of noise configurations leading to the event of interest the
probability is highly peaked at the most probable or “optimal”
configuration, on which the “amplitude” is not so very large,
but the rare event still does happen due to carefully optimized
shape of the noise.
Optimal fluctuation method consists in maximizing the
probability of the random noise realization conditioned by
the statement that the rare event of interest happens. In many
cases one can come up with the [obviously problem specific]
equations that the position of the maximum (i.e., optimal
fluctuation) should satisfy (with the meaning of the equations
being “the derivative of the probability weight at the extremum
is equal to zero”). These equations are often too complex for
analytical solution and their numerical exploration remains the
only feasible method of analysis.
The knowledge of optimal noise configuration can be in-
dispensable for new system design, as it delivers important
information on how dangerous and undesirable events are
going to look like. Also, the probability [per unit time] of
the rare event can be estimated.
In this work we consider a simple power system (Sec. II)
and derive the equations the most probable failure scenario
should satisfy (Sec. III, see also Sec. V). We present two
numerical methods to solve these equations (Secs. IV and VI),
and then discuss the probability of failure (Sec. VII).
II. EQUATIONS OF MOTION
Let us consider the following simple power system: It has 3
buses, one of them is a slack (or infinite) bus, another is a local
synchronous generator bus, and the first two are connected by
transmission lines to the 3rd one (a load bus), see Fig. 1. The
dynamics of the system is governed by
M
..
ϕ+D
.
ϕ= Pmech−Re
(
E2 eiϕ I∗2
)
, (1)
iX1I1 = E1−V eiϕ/2, iX2I2 = E2 eiϕ−Veiϕ/2,
V eiϕ/2(I1 + I2)∗ = S(t) = P(t)+ iQ(t),
bus 1
E1
bus 3
V eiϕ/2
bus 2
E2 eiϕ
load
I1
I2
Fig. 1. Model power system. The currents I1 and I2, and the voltage V are
complex numbers.
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2where X1 and X2 are reactances of the lines, Pmech is an input
of mechanical power which we assume constant, and P /Q is
the real / reactive power consumed by the load. The eq. (1) is
the swing equation with M being the moment of inertia of the
generator divided by a square of the number of “poles” (i.e.,
how many oscillations of voltage one rotation of the generator
produces) and multiplied by angular frequency of rotation. The
term D
.
ϕ describes damping in the generator. The dot over a
variable denotes a time derivative, two dots mean second time
derivative. The asterisk ·∗ represents the complex conjugate.
By excluding I1 and I2 we get
M
..
ϕ+D
.
ϕ= Pmech− (E2/X2) Im
(
V ∗ eiϕ/2
)
,
S= iV
(E1 eiϕ/2
X1
+
E2 e−iϕ/2
X2
)
− i |V |2
( 1
X1
+
1
X2
)
.
Let us consider X1 = X2 = 1, E1 = E2 = 1, M = 1. We will
also write V = y− ix. We have
..
ϕ+D
.
ϕ= Pmech−Cx−Sy,
P= 2Cx, Q= 2Cy−2(x2 + y2).
where C = cos(ϕ/2), S = sin(ϕ/2). The boundary for the
solution existence for x and y is given by the inequality
Q ≤ (C2 − P2/C2)/2. We will assume Q = kP with some
constant k (constant power load model [12], although we will
allow the power demand P to change in time). We will use
the value k = 3/4, and the inequality becomes P≤ C2/2.
Let us consider as a Normal Operating Point (NOP) the
steady-state (i.e.,
.
ϕ=
..
ϕ= 0) solution with
ϕ∗ = 0, C∗ = 1, S∗ = 0,
S∗ = P∗+ iQ∗ = (4+3i)/16, Pmech = 1/8,
V∗ = y∗− ix∗ = (7− i)/8.
The dynamics of the system depends on many concrete im-
plementation details, e.g., how the situations when the power
flow problem has several solutions or does not have a solution
satisfying all load demands are resolved. The dynamics may
be altered by the presence of various control devices. We will
use the equation
..
ϕ+D
.
ϕ= Pmech−P (P, ϕ), (2)
P (P, ϕ) =
Psupp
2︸ ︷︷ ︸
Cx
+
S
2
(
C+
√
C2− 3Psupp
2
− P
2
supp
C2
)
︸ ︷︷ ︸
Sy
,
where Psupp = min
(
P, C2/2
)
— the power demand greater than
C2/2 cannot be fulfilled. The “+” sign at the square root in
the expression for P is, let us say, a reflection of some kind
of voltage control, where higher voltage (larger y) is chosen
from the two possible solutions.
The phase portrait of the system for the case of power de-
mand P(t)≡ P∗ = 1/4 is shown in Fig. 2. The NOP ϕ= .ϕ= 0
is a stable focus. When |ϕ|> pi/2 we have Psupp = C2/2 and
V = y− ix=C(2− i)/4. The voltage at the load is small when
ϕ is close to pi or −pi.
The system is stable to sudden but permanent changes of
the power demand: E.g., if P is suddenly dropped to 0, then
the dynamics just goes to the new fixed point, see Fig. 3.
−pi
−pi/2
0 pi/2
pi− arctan 12
piϕ
.
ϕ
Fig. 2. Phase portrait of the system (2) with P(t)≡ P∗ = 1/4. Here and in
all other (ϕ,
.
ϕ)-plots the scales of ϕ and
.
ϕ are the same and D= 0.1. Shading
shows the regions where the dynamics eventually leads to ϕ= pi or ϕ=−pi.
0 arcsin
1
4ϕ
.
ϕ
Fig. 3. Response of the system to a sudden change of consumed power:
trajectories with P = 0 starting from ϕ =
.
ϕ = 0 (solid curve) and with P =
P∗ = 1/4 starting from ϕ= arcsin 14 ,
.
ϕ= 0 (dotted curve).
III. OPTIMAL FLUCTUATION EQUATIONS
Consider the case when the power demand P(t) is a random
process or can be changed in time in a controlled way. How
the power system can be brought out of the stable equilibrium
ϕ =
.
ϕ = 0, P = P∗ to a voltage collapse ϕ = ±pi? (Even
smaller angles ϕ could be viewed as an unacceptable loss of
synchronization. In this work, as an example, will consider the
model system “failure” being ϕ=±pi.)
Somewhat barbaric but reliable way is to choose P(t) with
minimal / maximal value of P (P, ϕ) when
.
ϕ> 0 /
.
ϕ< 0. How
in this case the power demand P should be chosen is shown
in Fig. 4. Besides the case of
.
ϕ < 0, 0 < ϕ < 2arccos 35 =
4arctan 12 , the demand P is equal to extreme supported values:
P= 0 or P= C2/2. The resulting trajectories leading to ϕ= pi
are shown as thick curves in Fig. 5.
The Most Probable Failure Scenario (MPFS) depends on the
statistics of the random process P(t). (When using optimal
fluctuation method for practical applications this should be
kept in mind, and as much properties of the system’s random
component should be extracted experimentally as seems fea-
sible.1) In this work, as an example, we will use probably the
most simple yet not entirely unrealistic probabilistic model
1The statistics of the state of a power grid at a given time can be written
through a functional integral [13]. This is especially useful when a random
noise in the system is correlated in time. When finding the [small] probability
of failure, the integral often can be estimated by the method of steepest
descent, with MPFS trajectory being the saddle point.
3−pi
0
arcsin 14
2arctan 12
2arccos 35
pi− arctan 12
pi
−0.381...
5/8
ϕ
Pmech−P (P,ϕ)
Fig. 4. Extreme possible values of Pmech−P (P,ϕ), that are realized at P= 0
(solid curve), P≥C2/2 (dashed curve), and P=C2(5C−3)/4 (dotted curve).
−pi
0
pi
ϕ
.
ϕ
Fig. 5. Phase portrait of the system (2) with P at each moment of time being
chosen in order to have maximal if
.
ϕ> 0 and minimal if
.
ϕ< 0 possible value
of thrust Pmech−P (P,ϕ) (see Fig. 4). Thick solid / dotted curve corresponds
to starting condition being NOP ϕ = 0,
.
ϕ = 0, with the initial thrust in
positive / negative direction. Thin spiral near the center is the [solid curve]
trajectory from Fig. 3 shown here for comparison.
for P(t): There are Λ customers, and during each small chunk
of time δ each customer either consumes electricity or not,
independently of other customers and other moments of time.
For each chunk of time the power demand is binomially
distributed. We will assume that Λ  λ  1, where λ is
the average number of customers consuming electricity at a
given time. The binomial distribution is then approximated by
Poisson: P(n) = λn e−λ/n! ≈ 2 exp(− λH(n/λ))/√2pin with
convex Crame´r function H(x) = 1− x+ x lnx.
If we track the evolution of the system over time interval T ,
then there are T/δ chunks of time. The probability that there
are nk active customers in kth chuck of time is
T/δ
∏
k=1
P(nk)≈ exp
(
−λ
T/δ
∑
k=1
H(nk/λ)
)/ T/δ
∏
k=1
√
2pink. (3)
When δ is small, the sum over k in the exponent could be
approximated by an integral over time.
The problem of finding out which failure development is the
most probable boils down to the following problem of optimal
control: Find the power consumption P(t), t0 ≤ t ≤ t1 such
that ϕ(t0) =ω(t0) = 0 (NOP) and |ϕ(t1)|= pi (failure), and the
integral S =
∫ t1
t0 dt H
(
P(t)/P∗
)
has the minimal possible value.
We can fix the time of failure t1 to 0. As we do not care how
2Stirling’s approximation: if n is large, then n!≈√2pin(n/e)n.
fast the transition from NOP to the failure happens, we have
to consider t0 =−∞.
Consider an equation of motion
.
x = f (x, u). We want to
move from xstart to xend in such a way that the integral over
time of H(u) is minimal. Let us construct the functional
S{
functions of τ︷ ︸︸ ︷
x, u, α, β , γ0,1}= γ0
(
x(τ0)−xstart
)
+γ1
(
x(τ1)−xend
)
+
τ1∫
τ0
dτ β(τ)
(dx
dτ
−α f (x, u)
)
+
τ1∫
τ0
dτ α(τ)H
(
u(τ)
)
,
where β(τ), γ0,1 are Lagrange multipliers enforcing the equa-
tion for x and boundary conditions, respectively. The function
α(τ) is introduced to arbitrarily parametrize the time t (dt =
αdτ), this trick3 allows us to have fixed limits of integration
τ0,1 (we can choose any values, e.g., τ0 = 0 and τ1 = 1).
Setting the variation over various variables in in S to zero
we get Euler–Lagrange equations
β :
.
x = f (x, u), (4)
x :
.
βi =−β ·∂ f /∂xi, (5)
α : H(u)−β · f (x, u) = 0, (6)
u : u minimizes H(u)−β · f (x, u). (7)
From the structure of the expression for S another view on α
is that it is a Lagrange multiplier enforcing eq. (6).
If one considers the dynamics in (x, β, u) space (of dimen-
sion 2Dx +Du, where Dx = Dβ and Du are the lengths of
vectors x and u; in our model system Dx = 2 and Du = 1), then
the eqs. (6) and (7) produce a (2Dx−1)-dimensional surface in
it. The equations of motion (4) and (5) determine the direction
of movement, which gives another (2Dx−1) conditions. From
naive dimensions counting one could think that together all the
equations are satisfied at isolated points. This is not true.
In a “good” case, when all functions are differentiable,
because of the eqs. (4), (5), and (7) the quantity H =
H(u)−β · f (x, u) is conserved, dH /dt = 0, so the eq. (6)
is automatically kept true, and all the equations are satisfied
along 1-dimensional [optimal] trajectories. The eq. (7) is Pon-
tryagin’s minimum principle with H being the Hamiltonian4,
the eq. (5) is the costate equation, and the eq. (6) reflects that
the evolution time is not fixed [14].
For our model power grid we have
d
dt
[
ϕ
ω
]
︸ ︷︷ ︸
x
=
[
ω
−Dω+Pmech−P (P, ϕ)
]
︸ ︷︷ ︸
f (x,u)
, (4a)
d
dt
[
βϕ
βω
]
︸ ︷︷ ︸
β
=
[
βω ∂P (P, ϕ)/∂ϕ
Dβω−βϕ
]
, (5a)
βϕ =
1
ω
(
H(P/P∗)+βω
(
Dω−Pmech +P (P, ϕ)
))
. (6a)
3We could introduce S with integral over time t from 0 to T (or make
α ≡ 1, τ = t, and τ0 = 0, τ1 = T ), and then try to find the minimum in T .
This may be technically cumbersome as it would involve derivatives of x(t)
and u(t) with respect to T .
4We have
.
xi =−∂H /∂βi and
.
βi = ∂H /∂xi.
4Let us discuss two issues with these equations. First, some-
times the eq. (7) prescribes P= C2/2, and then the derivative
∂P (P, ϕ)/∂ϕ does not exist (or is infinite). In this case βϕ
could rapidly change in time, and its value should be chosen
so that the eq. (6a) is maintained.
Second, if ω = 0, then how the eq. (6a) should be under-
stood? When ω= 0 the movement in the (ϕ,
.
ϕ) phase plane is
directed vertically no matter what is the value of P. As the time
of the evolution is not important for us, we don’t care how fast
we are moving if the direction of movement is the same. Thus,
in order to minimize
∫
dt H(P/P∗) we have to choose P= P∗.
On the MPFS trajectory we have P(t) = P∗
(
1+ω(t)ρ(t)
)
with
ρ being finite at ω= 0. To get that from the eq. (7) we need to
have βω =ωβ with finite β. The eq. (6a) is then non-singular5
at ω= 0. The MPFS equations become
.
ϕ= ω,
.
ω=−Dω+Pmech−P
(
P∗(1+ωρ), ϕ
)
, (4b).
β= Dβ−H(1+ωρ)/ω2, (5,6b)
ρ minimizes H(1+ωρ)+ωβP
(
P∗(1+ωρ), ϕ
)
. (7b)
When β is small, then due to the eq. (7b) ρ is small too, and
in the eq. (5,6b) the value of β never changes sign. In MPFS
β is positive. Positive / negative ωβ (or just ω) bias the thrust
Pmech−P (P, ϕ) to larger / smaller values, and that causes NOP
to be unstable. When |ωβ|  1 the extreme values of thrust,
as in Fig. 4, are realized.
IV. NUMERICAL SOLUTION FROM IVP
The MPFS equations (4b–7b) form a non-linear Boundary
Value Problem (BVP). Here we show how it can be treated
as an Initial Value Problem (IVP). (This can be viewed as a
kind of analog of the shooting (from t =−∞) method.) Let us
consider the linearization of MPFS equations near the NOP
solution ϕ= ω= 0:
.
ϕ= ω,
.
ω=−Dω−ωρ/8−7ϕ/16, (4c).
β= Dβ−ρ2/2, ρ=−β/8. (5,6,7c)
There are two steady state solutions: β = ρ = 0, i.e., P = P∗
(stable in ϕ and ω, unstable in β direction, this solution is not
interesting for us6); and β= 128D, ρ=−16D which will give
us the MPFS trajectory.
We solve (until failure) the IVP eqs. (4b–7b) with the initial
data ϕstart = 0, ωstart = ε 1, and βstart = 128D. Initially, while
ρ ≈ −16D, the eqs. (4c) look like .ϕ = ω, .ω = Dω− 7ϕ/16,
and NOP ϕ= ω= 0 is an unstable focus — the IVP solution
is periodic in logε (this can be interpreted as going from one
swirl to the next one in the spiral). We need to cover just one
period to get all solutions. From this 1-dimensional family of
solutions we need to pick the one with the minimal value of∫
dt H
(
P(t)/P∗
)
.
The resulted MPFS trajectory is shown in Figs. 6 and 7,
see also Fig. 8. In Fig. 9 one can see the buildup of S =
5The change of variables P, βω → ρ, β made by division by ω is an example
of singularity resolution by “blowing up”.
6The equations (4–7) for
.
x = f (x, u) support solution β ≡ 0, u∗ minimizes
H(u) with H(u∗) = 0. It works if we reach xend from xstart in a relaxed manner,
i.e., with u ≡ u∗.
−pi
−pi/2
0
pi/2
pi− arctan 12
pi
ϕ
.
ϕ
Fig. 6. MPFS trajectory constructed with ε = ε0 ≈ 1.03452 · 10−12. Three
dashed thin line trajectories are built with ε = ε0F1/4, ε0F1/2, and ε0F3/4,
where F = exp
(
2piD/
√
7/4−D2) (trajectory with ε = ε0F would almost
coincide with the one with ε = ε0). The thin line trajectory coming from
the saddle at ϕ= pi− arctan 12 uses ε that is slightly less than ε0.
pi/2
piϕ
.
ϕ
Fig. 7. MPFS trajectory constructed with ε = ε0 ≈ 1.03452 · 10−12. The
thickness of the line is equal to
(
H(P/P∗)+0.01
) ·12 pt. The trajectory point
at ϕ= pi/2 is right on the border of the shaded region.
pi/2
pi
ϕ
.
ϕ
Fig. 8. 100 failure trajectories obtained by direct numerical simulation of
(2) with λ= 2 and δ= 1.5 (mean time to failure is about 4.8 ·107). On each
trajectory the last 100 time units before reaching ϕ= pi are shown.
−90 −60 −30 0
4.6806
9.8445
14.0414
t
t∫
−∞
dt H
(
P(t)/P∗
)
Fig. 9. The growth of cost function S(t) =
∫ t
−∞ dt H
(
P(t)/P∗
)
in time. The
value of S = S(0) is indicated by numbers on the right. Thin solid and dashed
curves correspond to “barbaric” trajectories from Fig. 5. The plateau on the
thick curve near t = 0 is technically infinitely wide, as MPFS trajectory passes
through the saddle at ϕ= pi− arctan 12 ,
.
ϕ= 0.
5∫ 0
−∞ dt H(P/P∗) in time and comparison of S values on the
optimal trajectory and the ones from Fig. 5.
Obtaining the solution from IVP is not going to work well
for large systems. When the dimension Dx of vector x is large,
it is hard to pick the most probable trajectory from (Dx−1)-
dimensional family of IVP solutions.
V. HAMILTON–JACOBI–BELLMAN EQUATION
Let us introduce the following value function: S(ϕ,
.
ϕ; T )
is the minimal value of integral of H
(
P(t)/P∗
)
over time on
the trajectory that starts at (ϕ,
.
ϕ) and reaches ϕ=±pi during
the time less or equal to T . (If such a trajectory does not
exist, then let us define S = +∞.) This function satisfies the
Hamilton–Jacobi–Bellman (HJB) equation.
We are interested in S(ϕ,
.
ϕ) = limT→∞ S(ϕ,
.
ϕ; T ) (we care
about the overall probability of the failure, not in how much
time is needed for it to develop); and more specifically in
S(0, 0), which corresponds to NOP as the starting state. The
time-independent HJB equation in this case are the eqs. (6) and
(7), with −β being the gradient of the value function S(ϕ, .ϕ).
The eq. (6) determines the rate of change of
∫
dt H(P/P∗)
through this gradient and the equation of motion.
From Fig. 4 we see that when ϕ > 2arctan 12 the most
effective way to push the system to the right is to choose
P ≥ C2/2. If ϕ > pi/2, then C2/2 < P∗, so P = P∗ is both
the most effective and the most probable. If the system didn’t
reach the upper shaded region in Fig. 2 before ϕ= pi/2, then
it will not be able to reach the saddle at ϕ= pi− arctan 12 and
will be pushed back to the left. The optimal trajectory should
pass through the border point of the shaded region at ϕ= pi/2,
see also Fig. 7.
The function S(ϕ,
.
ϕ) is not continuous and undergoes a
jump along the pi/2 < ϕ< pi part of the border of the shaded
region. The height of the jump is the integral of H(P/P∗) along
the additional [penalty] loop. In power grids with bounds on
the possible dynamics due to, e.g., existence of power flow
solution regions or maximum allowed currents through lines,
such discontinuities should be a commonplace.
In general situation a time-independent value function can
be introduced if the random process describing fluctuations in
the system (e.g., fluctuations of power demand or generation in
renewable energy sources) is Markovian (in the above example
the values of the demand at different times are independent)
— it is then the function of both the system’s state and a state
of the Markov random process.
VI. NUMERICAL SOLUTION FROM BVP
There are two major ways to solve optimal control problems
— [historically earlier] indirect [14] and direct [15] methods.
Here we show how to obtain the MPFS trajectory by indirect
method, i.e., by solving the BVP (4b–7b). There are some
similarities with multiple shooting and Gauss–Seidel methods.
If one tries to solve the BVP for the whole trajectory by
quasi-linearization method or [multiple-]shooting with New-
ton’s method, then the initial guess should be too close the
the solution, otherwise Newton’s iterations do not converge.
Continuation method, with slow dragging of the final point to
−pi
0
pi
ϕ
.
ϕ
0.5
0.50.5
0.48
0.46
0.01
0.01
0.01
0.01
0.4
0.23
0.32
0.460.5
0.43
0.32
0.01
0.01
0.01
0.01
0.34
0.2
0.13
0.01
0.01
0.06
0.320.5
0.43
0.25
0.13
0.01
0.01
0.01 0.01
0.38
0.15 0.03
Fig. 10. Seed trajectory made of segments with duration 1. The value of the
power demand P on each segment is written next to it.
ϕ= pi, helps very little — the drag should be quite slow. The
possible reason is that the whole MPFS trajectory has rich
enough history with many features.
A way to overcome these difficulties is to solve BVP for
small parts of the trajectory, such BVPs should be much
simpler to deal with. The end points of the trajectory segment
should be such that it is possible to go from xstart to xend in
a straightforward manner for some realization of u(t). This
is achieved by generating a suitable (i.e., leading to failure)
seed trajectory with a certain u(t), which is then gradually
improved by optimizing its [not large] segments.
We generate the seed trajectory starting from NOP ϕ=
.
ϕ=
0 and adding to it one by one segments with constant value
of P and with duration 1. If one chooses the new segment’s
value of P such that the value of ϕend at the right end of the
segment is maximal, then one gets the solid curve trajectory
from Fig. 3. The choice of the value of P such that the change
of ϕ over the segment, |ϕend−ϕstart|, is maximal gives the seed
trajectory7 shown in Fig. 10. Initially we set β(t)≡ 0.
At the very start of the trajectory we have ϕ = ω = 0. In
the system of eqs. (4b–7b) no matter what is the starting
value of β, we have P= P∗ and don’t leave NOP. We “jump-
start” the trajectory by adding to it the solution of the BVP
eqs. (4a,5a,7), that is better defined near NOP. Its duration
should be large enough (we used 50). The boundary conditions
are that we start at NOP and end up at some point of the seed
trajectory that is close to NOP (we chose a point with 0.2
distance from NOP) — the power demand P is then far from
C2/2, and the eq. (6) is kept true.
In accordance with Bellman’s principle of optimality [16]
at the end of the trajectory we should have P= P∗ — if
.
ϕ>
0 we’ll reach ϕ = pi anyway. We “relax” the trajectory by
checking from where we can set P= P∗ and still get a failure.
Next we repeatedly choose a segment within the trajectory
and attempt to optimize it. The segment’s BVP, eqs. (4b–
7b), is solved by simple shooting with Newton’s method. The
boundary conditions fix ϕstart, ωstart, ϕend, and ωend — they are
not changed. The shooting parameters are βstart and the new
duration of the segment. It is not crucial that the segment’s
BVP is solved right at the moment, so the maximal number
of iterations Niter in Newton’s method is not needed to be large
7In general situation the creation of seed trajectory could be tricky, and
additions of several new segments at once (checking all possible combinations
of segments’ control values) could be needed.
60 1
2 3
4 5
6 7
Fig. 11. The progress in obtaining the BVP solution. Attached to each
trajectory is the number of completed passes. In upper left is the “jump-
started” and “relaxed” seed trajectory from Fig. 10. The dashed thin curve
provides the comparison with the trajectory from the previous pass.
(we used Niter = 10). If the solution of the BVP is found, then
it substitutes the old state of the segment. As the number of
grid points could easily change, a doubly-linked list as a data
structure for the trajectory is convenient.
The shorter is the segment, the smaller is its change due to
optimization. If we work only with short segments, then the
progress will be very slow. Thus, if obtaining the solution for
the segment’s BVP was successful, we try the segment with
the same starting point (with already updated value of βstart)
but longer (we multiplied the duration of the segment by 1.25).
Sometimes even if solving the BVP for a very short segment
fails, it is beneficial to try a long segment anyway — it could
throw a bridge over difficult trajectory parts (like the first 5
segments of the seed trajectory on Fig. 10, where P ≥ C2/2
results in the extreme values of Pmech−P (P,ϕ) which demands
values of β to be large8).
If we fail to obtain the solution, then we shift the segment’s
starting point forward by a share of its length (we shifted to
a random point in the first half of the segment) and try again.
The value of β could be already non-zero [and close to being
reasonable] from previous successes. Eventually we complete
a “pass” — go through the whole trajectory. We continue to
run passes until the trajectory converges.
The gradual convergence of the trajectory to the optimal
solution is shown in Fig. 11.
VII. PROBABILITY OF FAILURE
When both ϕ and ω are small, and P ≈ P∗, we can write
the linearized equations of motion near NOP as
..
ϕ+D
.
ϕ=−(P−P∗)/2−7ϕ/16. (8)
When the average number of consuming customers is large,
λ 1, and the with of the time chunk is small, δ 1, we can
8Such artifacts in seed trajectory should be avoided if possible.
think about P−P∗ as a noise with small correlation time. It
has (as EP(t) = P∗, EP2(t) = P2∗ (1+1/λ)) zero mean and the
integral of its autocovariance function over time is equal to
P2∗ δ/λ. This results in probability distribution of the system’s
state being mainly a Gaussian distribution with NOP ϕ=
.
ϕ= 0
as its center. After some calculations we get the probability
density function f (ϕ,
.
ϕ) ∝ exp
( − (λ/δ)4D(7ϕ2 + 16 .ϕ2)).
This can be obtained, e.g., by directly treating the stochastic
system (8) or by solving the linearized MPFS equations (4c)
with ρ=−16D and the boundary condition that the trajectory
ends at the state (ϕ,
.
ϕ).
This found Gaussian center of the probability distribu-
tion could be used for a naive estimate of the probability
of failure. We are interested in reaching ϕ = ±pi, so the
probability of failure in unit time is P(failure) ∼ f (pi, 0) ∼
exp
(− (λ/δ)28Dpi2).
From (3) we estimate P(failure) ∼ exp(− (λ/δ)S). Of
course, exp
(−(λ/δ)S) is not the realization probability of the
most probable trajectory that leads to a failure. The expression
(3) contains also the factor 1/
√
2pin for each chunk of time,
which makes the probability of that very trajectory to be
much smaller than exp
(− (λ/δ)S). But the most probable
trajectory is not the only trajectory that leads to a failure.
Lots of trajectories that are close to the MPFS trajectory also
cause a failure. To accurately find the failure probability, we
need to take into account all such trajectories.
Exploring the vicinity of the MPFS trajectory is similar to
the study of the saddle point in the method of steepest descent.
This is typically a very hard task. Luckily, we often may skip
it. The MPFS trajectory (position of the saddle point) provides
the exponential part of the answer exp
(− (λ/δ)S), while
taking into account the whole bunch of trajectories (integrating
in the vicinity of the saddle point) provides the pre-exponential
correction which is less important.
Considering the MPFS trajectory over infinite interval of
time (−∞, 0), we get infinitely many time chunks, and
thus 1/
√
2pin factors. At the same time the integral S =∫ 0
−∞ dt H
(
P(t)/P∗
)
converges because the integrand exponen-
tially decays when t tends to −∞. The probability of the
MPFS trajectory realization, strictly speaking, is equal to 0.
The probability of failure is not, because in this case there are
infinitely many different trajectories that end up in failure. As
D > 0, the details of the system evolution in a very distant
past are not important — they are forgotten because of the
decay. The value of nk of the kth chunk of time in the distant
past doesn’t affect whether the failure did happen or not, and
taking into account all trajectories that end up in failure means
summation over nk which eliminates the factor 1/
√
2pink.
The whole part of the MPFS trajectory (which can be seen
in Figs. 6 and 7) that is inside the [Gaussian] center of the
probability distribution is irrelevant — the variation of the
trajectory there hardly affects the outcome of the evolution.
The larger is λ/δ, the smaller is this part (and the smaller is
the probability P(failure)). The meaningful part of the MPFS
trajectory is the one outside of the region where the system
spends most of its time.
Although the probability distribution of the system’s state
has its center being close to Gaussian, its tails are not contin-
7−pi
0
pi
ϕ
.
ϕ
Fig. 12. Two trajectories of the system (2) with P at each moment of time
being chosen (with a condition |P−P∗|< Pcontrol) in order to have maximal
if
.
ϕ> 0 and minimal if
.
ϕ< 0 possible value of thrust Pmech−P (P,ϕ). Thick
solid / dotted curve corresponds to starting condition being NOP ϕ = 0,
.
ϕ =
0, with the initial thrust in positive / negative direction. The used value of
Pcontrol ≈ 0.1385 is the minimal one for which it is possible to bring the
system to ϕ= pi state.
uing the trend. To see how strongly the naive estimation from
the Gaussian center is wrong, we can compare for D= 0.1 the
numerical values of S ≈ 4.6806 and of 28Dpi2 ≈ 27.6. Their
ratio is about 5.9, and these numbers are in the exponent. With
such a difference, if for example we naively estimate the prob-
ability of failure in unit time as about 10−12, then the actual
probability could be not far from 10−2. This illustrates the
danger of estimating the probability of rare events from such
characteristics of the probability distribution as mean value
and standard deviation.9 Same sentiments against widespread
assumption of Gaussian or normal statistics were expressed,
e.g., in [17].
There could be situations where instead of failure proba-
bility the relevant question is whether a malicious party that
controls part of a grid could bring the system to failure. For
an example, see Fig. 12.
VIII. CONCLUSIONS
Even if a power system is “statically stable”, i.e., no constant
in time choice of such parameters as power demands at loads
or production by generators could drive the system to a non-
operating state, by varying these parameters in time we may
be able to bring the system to a failure.
While designing a power system, it is interesting to know
what is the probability per unit time that causing a failure
fluctuation would occur. This probability can be effectively
estimated by optimal fluctuation method [4], in which the most
probable evolution leading to a failure is a solution to a certain
optimal control problem.
The equations for the “optimal” failure trajectory are sen-
sitive to the details of random power demand or generation
statistics. For accurate estimates of a failure probability, real-
istic models of various power grid components with randomly
varying parameters need to be developed.
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