Film-cooling flows are characterized by a row of jets injected at an angle from the blade surface or endwalls into the heated crossflow. The resulting flowfield is quite complex, and accurate predictions of the flow and heat transfer have been difficult to obtain using traditional two-equation turbulence models employed with ReynoldsAveraged Navier-Stokes (RANS) solvers. Recently, a four-equation model, the
Introduction
External film cooling of turbine blades involves the injection of coolant jet over the blade surfaces or the end walls (hub and blade tip). These flows are difficult to predict accurately due to the inherent complexity of the jet-crossflow interaction. Figure 1 shows a cartoon from Fric and Roshko [1] illustrating the various structures generated when a jet is injected normally into an unbounded crossflow. Unlike a rigid cylinder in crossflow, the boundaries of the jet are compliant and entraining, causing the jet to bend over. Periodic shedding of wake vortices has been observed particularly when the jet-blowing ratio (V jet /V) is greater than 1. Considerable effort has gone into determining the origin of the wake vortices, and there is now experimental [1] [2] [3] and computational evidence [4, 5] that the wake vortices are initiated by the entrainment of the crossflow boundary layer into the wake, and the upward reorientation of the entrained flow into the wake structures. The jet structure itself is dominated by a pair of kidneyshaped counter-rotating vortex pair (CVP), and both the shearing between the jet and the crossflow and the vorticity issuing from the jet exit has been attributed as the source of the CVP [3] . There are, however, different mechanisms proposed on the reorientation of the jet-hole vorticity into the CVP structure. Upstream of the jet, due to the adverse pressure gradients, a horseshoe vortex system is formed, which wraps around the base of the jet travelling downstream with vorticity counter to the CVP [2, 3] . Shear-layer vortices on the leeward and windward edges of the jet have also been observed, and have been attributed to Kelvin-Helmholtz instabilities [2] . These and other studies provide unambiguous evidence of the importance of the coherent structures and their dynamics in the near field of the injected jet. Clearly, any predictive model must embody the physics of the coherent structures to accurately predict the near-field jet behavior. The present chapter focuses attention on the jet-in crossflow configuration representative of film cooling (see Goldstein [6] for a review of film cooling). The main aim of the chapter is the development of a turbulence model that improves the predictions of both the flow and heat transfer, and therefore the chapter primarily presents the results using a new four-equation ( 
Previous studies
The majority of the RANS simulations for a jet in a cross flow have employed a variant of the k-ε models (originally proposed by Launder and Spalding [7] ) to obtain the distribution of eddy viscosity. Patankar et al. [8] were among the early researchers to use this model to perform a detailed study of the jet in a cross flow, and even with a relatively coarse (15×15×10) grid, obtained reasonable agreement with experimental data for the jet trajectory and streamwise velocity. Jones and McGuirk [9] used a grid containing 20×15×15 nodes and obtained only qualitative agreement with measured data due to the inadequate grid resolution. Grid-resolution requirements were investigated by Demuren [10] in his computations for a row of jets in a crossflow. Results on a 37×70×14 (stream wise, vertical and spanwise directions) were shown to be grid independent and captured experimental trends fairly well. Demuren [11] also published a detailed analysis on modeling turbulent jets in cross flow, and presented a systematic review of the various models reported till 1985.
Claus and Vanka [12] used a refined grid (256×96×96) and the k-ε model and found that they could not capture the horseshoe vortex. Kim and Benson [13] employed a multiple-time-scale turbulence model to perform a detailed analysis of the flowfield of a row of jets in a confined cross flow. The horseshoe structure was predicted correctly using a non-uniform 165×59×80 grid and the good agreement was attributed partly to the multiple-time-scale model used for this study. An analysis of cooling jets near the leading edge of turbine blades was performed by Benz et al. [14] . The RANS equations coupled with the standard k-ε model was solved. A multi-block grid was used to simulate an actual blade geometry along with the coolant supply hole. Good agreement with experimental results was obtained due to the inclusion of the coolant delivery tube along with the main flow.
Garg and co-workers have systematically studied the effects of turbulence models [15] and the hole physics [16] [17] [18] [19] . In Garg [15] , an ACE rotor with five rows containing 93 film cooling holes were simulated. Three different turbulence models were explored (Wilcox's k-ω, Coakley's q-ω and the Baldwin-Lomax model). Results were compared with the experimental data of Abhari [20] . Overall, the k-ω model appears to provide the best agreement with the measurements, and particularly on the pressure side. Garg and Rigby [16] used Wilcox's k-ω turbulence model, and found that the coolant velocity and temperature profiles at the hole exit did not conform to the commonly used parabolic or 1/7-th power law distribution. The exit-velocity profile appeared to significantly impact the heat-transfer-coefficient distribution on the suction side, and to obtain reasonable predictions, it was shown that the flow development in the coolant delivery tube must be accounted for. In another application of Wilcox's k-ω turbulence model, Garg [17] computed heat transfer coefficients on the blade, hub and shroud for a rotating high-pressure turbine blade with 172 film-cooling holes in eight rows.
Leylek and Zerkle [21] included the coolant-supply hole and the plenum in their calculations and used the standard k-ε model employing generalized wall functions prescribed by Launder and Spalding [7] . York and Leylek [22] presented predictions for mainstream pressure gradient effects in film cooling. A realizable k-ε model was used and the computations demonstrated the ability of the applied computational methodology to accurately model film cooling in the presence of mainstream pressure gradients. A detailed analysis of film-cooling physics, in a four-part series, has been presented by Walters and Leylek [23] , McGovern and Leylek [24] , Hyams and Leylek [25] , and Brittingham and Leylek [26] , each dealing with different aspects of the film cooling problem. The standard k-ε model employing wall functions and a two layer model was used.
An aerodynamic and heat-transfer analysis of film-cooled turbine airfoils was conducted by Edwards et al. [27] . Ajersch et al. [28] made detailed measurements of multiple square jets injected normally into a cross flow and carried out an accompanying numerical simulation using a multi-grid, segmented, k−ε CFD code. Predictions and measurements did not compare well for velocities and stresses on the jet centerline, while values off the centerline matched those of the experiments much more closely. A similar study for an inclined jet was performed by Findlay et al. [29] . A numerical study of discretehole film cooling was conducted by Berhe and Patankar [30] on a three dimensional film-cooling geometry that included the main flow, injection hole and the plenum. The effect of various variables like blowing ratio, density ratio, hole length, plenum height, plenum-flow direction and turbulence level at the inlet were discussed in detail. Berhe and Patankar [31, 32] extended their flatplate studies and included the effect of curvature using a Richardson-type correction and a two-equation model. The standard k-ε and the two-layer k-ε turbulence models were used by Lakehal et al. [33] for investigating film-cooling effectiveness of a flat plate by a row of laterally injected jets. In order to match the measured lateral spreading, they employed an anisotropic correction for eddy viscosity proposed by Bergeles et al. [34] . Hoda and Acharya [35] compared seven different turbulence models for film-cooling flows and concluded that the Lam-Bremhorst k-ε formulation provided the best comparison with the measurements.
More complex configurations have also been studied. A transonic filmcooling investigation of the effect of hole shapes and orientations was carried out by Wittig et al. [36] . Bohn et al. [37] made detailed 3-D conjugate flow and heattransfer calculations of a film-cooled turbine guide vane at different operational conditions. More recently, Heidmann et al. [38] have reported fully coupled calculations of an Allied-Signal film cooled vane with shaped holes. Their calculations included both the internal cooling channels, the coolant-delivery tubes, and the external flow. In these cases, the model predictions were only in qualitative agreement with data, and a need for improved turbulence modeling is clearly present. 
where
The time and length scales are computed as:
. The eddy viscosity and the various model coefficients are defined as:
The wall boundary conditions for each of the above equations are 
where y represents the distance from the wall to the first grid point off the wall. The value of . If a suitable bound is placed on the time scale, the eddy-viscosity predictions are improved. For instance, the k-ε eddy viscosity becomes
, where α=0.6 for the ε
model. This bound was derived from the condition that the eigenvalues of the Reynolds-stress tensor should be positive, which could be thought of as a realizability constraint. They found that with this bound, the k-ε and ε
give good predictions of the overall heat-transfer coefficient levels, except for high blowing ratios where the k-ε model predictions are not satisfactory. They also found that the ε , and the other to improve the numerical behavior related to the stiffness of the wall boundary condition for the f equation (version 3). A summary of the three different versions was given by Kalitzin [41] who applied these models to flow over an airfoil. He found that there were significant differences between the models in terms of both numerical convergence and accuracy. A brief summary is given below to show the differences in the model formulation for each version.
Version 1:
Equations (1) - (8) ( )
The boundary condition for 
The relationship between ε and ω proposed in eqn. (15) has been shown by Jones [44] to provide the best fit to eddy viscosity computed based on DNS data. The second part of eqn. (15) is introduced to provide the right asymptotic behavior near the wall. A value of n = 0.7 was found to give the best predictions of eddy viscosity for flow in a channel, and also shows good agreement with experiments for flow in a coaxial jet, and flow over a heated cavity [44] .
The resulting governing equations for the ω
The time and length scales are computed by eqns. (5) and (6) and the eddy viscosity and other coefficients are defined as:
The complete derivation of the coefficients can be found in Jones [44] and have shown to produce good agreement with experimental data for several flows. The wall boundary conditions for each of the above equations are 
where k and 2 v are those values at the first grid point from the wall.
One of the advantages of using a ω-type equation instead of a ε-type equation is that a ω-type equation does not contain singularities as the wall is approached. This is a problem encountered when solving the ε equation. To eliminate this problem, typically the ε equation is formulated in terms of a time scale with appropriate bounds. This should mathematically fix the problem but since iterative methods are used to solve the equations, the solution is usually unphysical until convergence is achieved. Only at this point can it be expected that these remedies will be effective. The singularity problem typically causes k-ε models to be numerically stiff and as expected, causes instabilities in the ε 
Numerical details
The steady-state incompressible Reynolds-averaged Navier-Stokes equations were solved in a generalized curvilinear coordinate system using a pseudocompressibility formulation to couple the pressure and velocity fields. This is done using a low Mach number preconditioning method. The convective terms are computed using a second-order, low-diffusion flux-splitting scheme of Edwards [45] , and second-order central differences are used for the viscous terms.
Film-cooling jet in a crossflow
The present work is focused on simulating a film-cooling jet injected into a crossflow. Configuration and parameters selected correspond to the measurements of Lavrich and Chiapetta [46] . Results with the ω [46] . In these simulations, the jet enters the crossflow at a 35 degree angle and the blowing ratio (mean jet-exit velocity/mean crossflow velocity) is one. The jet inlet temperature is 310.78 K and the crossflow temperature is 288 K. The Reynolds number based on the jet velocity and jet diameter is 22 200. The velocity and temperature measurements were taken using a hot wire, while the adiabatic effectiveness was measured using heat-sensitive paint and an infrared camera. The computational domain extended 5D upstream of the hole, 13D downstream of the hole, and 3.5D in the spanwise direction. The height of the domain extended to 5D above the hole. The computational grid is created using the GRIDPRO software and consists of 1.3 million grid points (Fig. 3) . Each block on the left (Fig. 3) represents a different zone. The grid in Fig. 3 only shows the grid zones that outline the solid surfaces. For grid independence, the simulations were also computed using 0.7 million grid points. The predictions differed by less than 0.1 per cent, hence the solutions presented here are assumed to be grid independent. All results presented in this section were performed using the 1.3 million grid-point domain.
Each simulation was carried out in parallel across 15 PCs with 1.1-GHz Athalon processors. The domain decomposition can also be seen in Fig. 3 on the right-hand side and shows the outline of each zone in the domain. The zones have been shaded such that zones of the same grayscale reside on the same processor. Since the domain is symmetric about the jet centerline, z=0, only one half of the domain in Fig. 3 was simulated. The other half of the grid is shown only to represent the complete configuration. Figure 11 shows the vertical velocity predictions of each model at z/D=0 at the individual locations labeled a-c in Fig. 9 . As was shown in Fig. 10 , the k-ω model produces the largest overprediction of vertical velocity compared to the other models. The k-ε model also overpredicts the peak vertical velocity at all x/D locations. As in Fig. 10 , the best agreement with the data comes from the ω Figure 12 shows the vertical velocity at z/D=0.44, at the individual locations labeled d-f in Fig. 9 . All of the models agree well with the experimental data except the k-ω model that exhibits significant differences with the measured velocity at x/D = 5. Figure 13 shows the vertical-velocity predictions at the locations labeled g-i in Fig. 9 . At x/D = 5 the k-ε model overpredicts the peak vertical velocity significantly. The Figure 15 shows the temperature contours for all the model predictions at x/D = 5. The k-ω model predictions show that the temperature is significantly overpredicted in the core of the jet. The other models also show an overprediction of temperature in the core region but the extent of overprediction is considerably lower, particularly along the centerline. All of these models utilized a constant Prandtl number of 0.9. This is the typical value used in turbulence models to compute the temperature field. The value of 0.9 was found experimentally to correspond to the logarithmic region of the boundary layer for flow in a channel. It should not, however, be considered to be a universal value since the turbulent Prandtl number is a property of the flow. Since Figs. [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] show that each velocity component predicted by the ω
model is in good agreement with experiments, and Figs. 14 and 15 show that there are relatively large discrepancies between the temperature predictions and experiments, this indicates that the constant Prandtl number assumption may not be appropriate in such a flow. In the rest of the chapter, attention is focused on developing a suitable expression for the turbulent Prandtl number.
He et al. [47] studied the effect of turbulent Schmidt number on scalar mixing in a jet in crossflow. In their study the governing equation for species concentration was identical to the equation for enthalpy, therefore their turbulent Schmidt number should be considered to be the same as the turbulent Prandtl number. They compared a number of simulations for turbulent Schmidt number ranging from 0.2 to 1.5 and a jet-to-crossflow velocity ratio of 2.3. They concluded that the turbulent Schmidt number in the jet should be 0.2 for best results. This conclusion was made because the decay of the thermal plume as the jet moves downstream is in good agreement with experiments for a turbulent Schmidt number of 0.2. A semi-empirical analysis was carried out to suggest a variable turbulent Schmidt number throughout the flow field. Kamotani and Greber [48] developed correlations for the turbulent Schmidt number for a jet in crossflow and show that the turbulent Schmidt number increases with increasing momentum flux ratio and density ratio, and with increasing x/D. This suggests that the turbulent Schmidt number, or turbulent Prandtl number, should be a variable instead of a constant. As shown by Moffatt and Kays [49] the turbulent Prandtl number in a channel flow takes on a value of about two near the wall and decreases to about 0.85 in the center of the channel. Chamber et al [50] found that the turbulent Prandtl number for a turbulent plane jet is about 0.4 in regions of the flow where the Reynolds stresses and heat fluxes are large. Since the jet in a crossflow is a combination of both a jet flow and a wall-bounded flow the turbulent Prandtl number should vary between about two or three near the wall and decrease to about 0.2 in the jet region. The following Prandtl number formulation of Moffatt and Kays [49] was initially used in the present study. It was formulated to match the turbulent Prandtl number variation in a channel flow, which ranges between 1.7 near the wall, to 0.85 in the fully turbulent region of the boundary layer. 
No noticeable difference in the solution shown in Figs. 15 was observed when this expression was used. This observation indicated that the lower limit of 0.85 in the jet region was inappropriate and that the value should be much lower as pointed out by He [47] and Kamotani and Gerber [48] .
In view of the need to define a Pr t expression that spanned the appropriate range of values observed experimentally, the following expression for the turbulent Prandtl number was developed in this study for the jet in a crossflow. [47, 48] . Figure 17 shows the vertical variation of the turbulent Prandtl number at x/D=5, z/D=0, which corresponds to the centerline of the jet. Near the wall eqn. (24) 
