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1. Introduction
Most of the atoms making up our everyday world exist in or close to their electronic
ground state and therefore have sizes below one nanometer. However, laser technology
allows the creation of highly excited atoms with large principal quantum numbers n.
Since the extent of the electron orbit increases rapidly (∝ n2), such so-called Rydberg
atoms can take on sizes in the micrometer-range. As a result, they have many fasci-
nating properties that set them apart from ground state atoms. In particular, their
high polarizability (∝ n7) makes them very sensitive to external fields and leads to
enormous van-der-Waals interactions (∝ n11). For typical quantum numbers, the inter-
action strength exceeds that of ground-state atoms by more than 10 orders of magnitude.
Due to these exotic properties, the physics of Rydberg atoms has attracted significant
interest in many fields, ranging from quantum information science [96, 128, 175], non-
linear quantum optics [78, 155, 158, 163, 180], molecular physics [15, 16, 35, 124], plasma
physics [159, 196] and radio astronomy [75]. On the other hand, the high susceptibility
to external fields makes them very fragile with respect to environmental perturbations
which is why they rarely occur in nature except in very dilute and extremely cold envi-
ronments such as interstellar space [75]. In fact, the largest Rydberg atom ever recorded
(n ≈ 1009) has been observed via radio spectroscopy [185].
Recent experimental advances have made it possible to create conditions similar to
interstellar space in laboratories by laser cooling atomic gases down to ultra-cold tem-
peratures. This has made it possible to create Rydberg atoms on earth and make them
the subject of targeted manipulation.
In particular, this thesis will be concerned with Rydberg atoms in the ultimate cold
gas, a Bose-Einstein condensate (BEC). BECs are gases that are so close to absolute
zero temperature that all of their particles reside in their motional ground state and all
fluctuations, quantum and thermal alike, are negligible. The first BEC was created in
1995 [7], 70 years after its theoretical conjecture [58, 59], and for this breakthrough the
Nobel Prize was awarded in 2001. In the years since, BECs have been widely studied
and are now routinely created in many laboratories. Altogether, condensates of thirteen
different elements have been created [4, 31,48,51,66,81,112,127,143,152,184,190,200].
Generally, BECs of ground-state atoms interact via short-range s-wave scattering. How-
ever, since particle densities are low, the interactions are usually relatively weak. Thus,
the possibility of strongly increasing the interaction strength by creating Feshbach reso-
nances via magnetic fields [45,94,136] created a significant boost for the importance of
the field. The stronger interactions enabled in this manner paved the way for the use
of BECs as quantum simulators for several paradigmatic condensed matter phenomena,
including the phase transition between superfluid and Mott insulator [79, 95], spinor
system in optical lattices [52, 85] and the quantum Hall effect [203]. A drawback of
the enhancement of interaction strengths via Feshbach resonances is the ensuing strong
decrease of the condensate lifetime [61,153]. An alternative approach that avoids this is
the confinement of a BEC in an optical lattice [22,23]. This has led to a number of inter-
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esting observations, such as a Kosterlitz-Thouless crossover [87] and a Tonks-Girardeau
gas [105,148,150,154] in a one-dimensional quasi-BEC.
Additional perspectives arise if it is possible to introduce longer-range interactions into
a BEC. Many interesting systems in the field of condensed matter are governed by such
interactions. Hence, a long-range interacting BEC would make an even better quantum
simulator than a short-range interacting BEC in an optical lattice. This is where Ry-
dberg atoms come in as suitable sources of a long-range interaction. The investigation
of Bose-Einstein condensates with Rydberg-induced long-range interactions constitutes
the main part of this thesis.
Outline
In chapter 2, a short textbook level introduction into the theory of of Bose-Einstein
condensation will be given, including the description of dynamics in BECs. In chapter
3, Rydberg atoms will be discussed. In particular, it will be shown how the strong van-
der-Waals interaction comes about and it will be calculated numerically for the s-, p-
and d-Rydberg states of Rubidium.
In chapter 4, our proposal of how to use Rydberg atoms in order to create a long-range
interacting BEC will be introduced. The idea consists in the off-resonant coupling of the
atomic ground-state to a Rydberg state, a so-called “Rydberg dressing” scheme. This
admixes a small fraction of Rydberg character to the new dressed ground-state [91,177].
We will show by many-body perturbation theory that the scheme leads to the emer-
gence of a new ground-state interaction which is van-der-Waals like at large distances
but converges to a finite value for small distances. This is a consequence of the so-called
interaction blockade [96, 128]: when two or more atoms are very close, the mutual van-
der-Waals interaction between their Rydberg states makes it impossible to excite more
than one of them since all multiply excited many-body states are shifted far out of res-
onance with the exciting laser. Hence, atoms become non-interacting below a certain
blockade radius. In our Rydberg dressing scheme, this blockade radius is also the char-
acteristic length scale of the interaction and is typically on the order of micrometers.
The particle density in typical BECs is on the order of 1019 − 1020 m−3, implying an
interparticle distance that is also on the order of micrometers. Hence, the interaction
cannot be approximated as a short-range scattering interaction.
Since only a small fraction of Rydberg character is admixed, the dressed ground-state
has a lifetime sufficiently long so that decay is negligible on the typical timescale of the
atomic dynamics.
The peculiar form of the interaction has a number of interesting implications for the mo-
tional degrees of freedom of the atoms and the atomic dynamics which will be discussed
in the subsequent chapters.
In chapter 5, we will demonstrate that a repulsive dressing interaction induces a roton
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instability of the dressed BEC. This leads to the dynamical creation of so-called super-
solid states. A supersolid is an exotic state of matter which was first conjectured 40
years ago [10,37]. It is a state of matter that is, at the same time, superfluid and solid.
These two properties seem antithetic since they imply that the atoms making up the
supersolid must simultaneously provide the rigidity of the solid state, yet must also be
highly mobile in order to induce superfluidity. After its conjecture, supersolidity has
been pursued intensively, mostly in the context of solid helium. The history of the pur-
suit was volatile. Early experiments showed no supersolidity [9, 20, 57, 80, 140, 189, 193].
This changed in 2004, with experiments suggesting that a supersolid ground state might
indeed exist [38,102–104]. Theoretical evidence, on the other hand, continually rejected
the supersolidity of the helium ground-state [27]. Recently, a new experiment [101]
showed that the previously claimed supersolidity was in error. Hence, the theoretical
and experimental evidence now suggests that helium is, indeed, not supersolid. This
makes the dressed gas even more important as an alternative candidate system where
supersolidity may be realized. There is now already considerable interest in the experi-
mental validation of our predictions.
Another long-sought-after phenomenon, namely a matter-wave bullet, can be found in
an attractive dressed BEC. A matter-wave bullet, the matter-equivalent of a light-bullet
is defined as a three-dimensional self-trapped soliton, i.e., a state that remains confined
despite diffraction solely due to its internal interaction. Solitons in general have fas-
cinated researchers since 1834, when Russel observed a solitary water wave traveling
through a canal [174]. The experimental creation of true three-dimensional light- or
matter-wave bullets have remained elusive.
The main problem in the creation of solitons and self-trapped states lies in the proper-
ties of typical interactions. They are either too weak or they diverge strongly at low
distances which leads to the collapse of the BEC to a single point. In contrast, the
dressing interaction does not lead to collapse, due to its soft core.
In the final chapter 7, we will go beyond the perturbation theory of chapter 4 and explore
many-body effects of the dressing scheme. These begin to manifest themselves due to
the inherent many-body nature of the interaction blockade when the density of Rydberg
excitations becomes too high. In this regime, the interaction can no longer be expressed
as a sum of binary interactions but contains three-body and higher contributions. Such
true many-body interactions are of high fundamental interest [34,179]. Furthermore, it
is important to check whether the many-body contributions jeopardize self-trapping at
stronger dressing. Finally, the method developed there can be used to check the validity
of the perturbative calculation.
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2. Ultracold gases and Bose-Einstein
condensates
A Bose-Einstein condensate (BEC) is a state of matter of bosons (i.e., particles with
integer spin) below a critical temperature Tc (in typical experiments on the order of
100nK, as we will see), where a macroscopic number of particles populates the ground
state. It is named after its discoverers Satyendra Nath Bose and Albert Einstein. In
1924, Bose was the first to find a derivation of Planck’s law on black body radiation in
thermal equilibrium that did not rely on classical arguments [30]. His idea was extended
by Einstein from photons to massive particles [59], leading to the prediction of the
phenomenon that is now known as Bose-Einstein condensation.
2.1. Bose-Einstein condensation of a homogeneous gas
A gas of non-interacting bosonic particles with the density ρ, the chemical potential µ
and the inverse temperature β = 1/kBT obeys the Bose-Einstein distribution [157]
N(k) =
1
exp (β(ε(k) − µ)) − 1 , (2.1)
where the momentum k labels the one-particle eigenstates that each particle can reside
in, and their energies are
ε(k) =
~
2k2
2m
. (2.2)
The average density of particles in the momentum space region V is
ρV =
∫
V
d3k
(2π)3
N(k). (2.3)
For µ = 0, the total density of the gas can be calculated analytically:
ρ =
∫
R3
d3k
(2π)3
1
exp
(
~2k2
2mT
)
− 1
=
(
mT
2π~2
)3
2
ζ
(
3
2
)
︸ ︷︷ ︸
≈ 2.612
. (2.4)
For a strictly negative chemical potential µ < 0, the density would be smaller than this.
Therefore, and since µ is non-positive for bosons, the lowest temperature that can be
reached for a gas of the density ρ, is the so-called critical temperature for Bose-Einstein
5
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condensation
Tc =


ρ0
ζ
(
3
2
)


2
3
2π~2
m
≈ 3.313~
2ρ
2
3
m
. (2.5)
When trying to cool a gas below Tc, a macroscopic number of particles condenses into
the ground state [58,59] and the rest of the particles remains in a thermal cloud with the
temperature Tc. The thermal cloud is still governed by the Bose-Einstein distribution
(2.1). The condensate fraction, i.e., the fraction of particles in the condensate, is
fc(T ) = 1 −
(
T
Tc
)3/2
, (2.6)
for T ≤ Tc. fc can be used as an order parameter of the phase transition from an ideal
Bose gas to a Bose-Einstein condensate.
A different way of expressing the condensation condition given by Eq. (2.5) is by defining
the thermal de Broglie wavelength
Λ =
√
2π
mkBT
~ (2.7)
and the phase space density
ρPS = ρΛ
3. (2.8)
Then, Eq. (2.5) is equivalent to
ρPS ≥ ζ
(
3
2
)
≈ 2.6124 . (2.9)
In real gases, the critical temperature often significantly deviates from this due to the
presence of interactions [11,99,183].
2.2. Experimental preparation of ultra-cold atomic gases and
BECs
Every scientific theory has to be judged according to how well it describes the real world.
In the words of Richard Feynman [63]:
It does not make any difference how beautiful your guess is. It does not make
any difference how smart you are, who made the guess, or what his name is
– if it disagrees with experiment it is wrong.
In this spirit, we will try to make predictions that can be verified with current experi-
mental capabilities. Nevertheless, this thesis is a theoretical work and only very little
will be said about experimental methods. The rest of this section will contain a brief
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overview over the route to the creation of BECs and the necessary techniques [100].
Since condensation is only expected to occur at extremely low temperatures, efficient
cooling techniques are tremendously important. The two most important techniques
are laser cooling (more specifically: Doppler cooling and sub-Doppler cooling1 and evap-
orative cooling. Doppler cooling utilizes two collinear lasers of the same frequency in
opposite directions, creating a standing wave. They are slightly red-detuned with respect
to a suitable atomic transition, i.e., the laser frequency is lower than the transition fre-
quency ωa. Thus, an atom moving towards one of the lasers will, through the Doppler
shift affecting ωa, have a higher probability of getting excited by this laser than by
the opposite one. Hence, every moving atom will on average experience a force slow-
ing its motion, leading to a lower temperature. The Doppler cooling limit is given by
TD = ~γ/2kB , where γ is the line-width of the used transition. For alkali atoms, TD is
typically on the order of 100µK [47].
While TD had been accepted as the minimum temperature achievable by laser cooling
for some time, it was later observed that there are possibilities to go below this limit via
Sisyphus cooling [122], an effect that is now well-understood [47]. The lowest tempera-
ture thus achievable is the recoil energy of an atom absorbing a single photon which is
on the order of a few µK. While this is a significant improvement over Doppler cooling
it is not yet sufficient to reach Bose-Einstein condensation.
To this end, additional evaporative cooling [47] is necessary. In this method, fast atoms
are selectively removed by slowly lowering the strength of the trapping potential. Thus,
only those atoms with small kinetic energy remain, leading to a lower temperature of
the remaining gas.
Even well after these techniques were known, the experimental creation of a BEC was
still seen by many as a goal that might forever remain elusive [191]. It had been believed
that, as a gas is cooled down, Bose-Einstein condensation would always be preempted by
the transition to a solid or liquid. This transition occurs because of inelastic three-body
collisions, where two particles form a bound state and the third particle carries away the
excess energy. In principle, the three-body collision rate can be decreased by reducing
the density of the gas so that the transition time can be scaled up to values on the order
of seconds or minutes [100]. Then, in principle, the BEC could exist as a metastable
state. However, there are two problems: First, according to Eq. (2.5) the reduction
of the density also reduces the critical temperature. Second, evaporative cooling relies
heavily on two-body collisions which also become less frequent as the density decreases.
It was by far not evident that any system exists where a temperature and density could
be achieved that suffice for condensation but where, at the same time, the usual transi-
tion to a solid is inhibited.
The question was finally answered in 1995 with the creation of the first BEC in a 87Rb-
gas at a temperature of T = 170nK [7]. For this achievement, Wolfgang Ketterle, Eric
Cornell and Carl Wieman were awarded the Nobel prize in 2001.
In the years since this first realization, BECs have been created in twelve more atomic
1also known as Sisyphus cooling
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species: Lithium [31], Sodium [48], Hydrogen [66], Potassium [143], Helium [152], Ce-
sium [200], Ytterbium [190], Chromium [81], Calcium [112], Strontium [51,184], Dyspro-
sium [127] and Erbium [4]. Recently, condensation of photons in a cavity has also been
achieved [108], closing the circle to Planck’s law whence the whole theory originated.
2.3. Mean-field approximation and Gross-Pitaevskii equation
Solving a full N -body Schrödinger equation (SE) is numerically very demanding. How-
ever, in many dilute gases, the SE can be well approximated by a so-called mean-field
(MF) approximation. Therein, the N -body system is described in a one-particle picture
with an effective potential (the “mean-field potential”). We will start by deriving the
first Born approximation which is valid for weak interactions. Then, we will move to a
description of realistic potentials between ground state atoms. These are short-ranged
but very strong at small distances so that the first Born approximation is invalid. Never-
theless, a dilute gas with those interactions can still be described in a one-particle picture
if the short-range correlations are taken into account. This is done in the second Born
approximation, by solving the two-body SE describing a two-body scattering process.
We start from the Hamiltonian in second quantization,
Ĥ = Ĥ1 + Ŵ (2.10)
=
∫
d3r Ψ̂†(r)H1(r)Ψ̂(r) +
∫
d3r
∫
d3r′ Ψ̂†(r)Ψ̂†(r′)W (r − r′)Ψ̂(r′)Ψ̂(r), (2.11)
where
H1(r) = −
~
2
2m
∇2 + Vext(r) (2.12)
is a one-body term including the kinetic energy and external potential. W is a two-body
interaction, i.e., it depends only on the relative positions of all particle pairs. The time
evolution is described by the Heisenberg equation for the field operator:
i~∂tΨ̂(r) =
[
Ψ̂(r), Ĥ
]
(2.13)
=

H1(r) +
∫
d3r′ Ψ̂†(r′)W (r − r′)Ψ̂(r′)

 Ψ̂(r, t) (2.14)
In order to derive the mean-field approximation, we apply the Bogoliubov ansatz [172]
Ψ̂(r) =
√
Nψ(r) + ϕ̂(r), (2.15)
where ψ(r) = 〈Ψ̂(r)〉 is the so-called condensate wave-function, a classical field that (in
its simplest interpretation which is justified for very weak interactions) represents the
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wave-function that every single particle in the BEC resides in. It is normalized to
〈ψ|ψ〉 =
∫
d3r |ψ(r)|2 = 1. (2.16)
ϕ̂(r) describes fluctuations and vanishes on average: 〈ϕ̂(r)〉 = 0. We insert this into Eq.
(2.14) and then form the expectation value of both sides:
i~∂tψ(r) = H1(r)ψ(r) +
∫
d3r′ W (r − r′) 〈Ψ̂†(r′)Ψ̂(r′)Ψ̂(r)〉 (2.17)
= H1(r)ψ(r) +
∫
d3r′ W (r − r′)
(
N |ψ(r′)|2ψ(r) + ψ(r′) 〈ϕ̂(r′)ϕ̂(r)〉
+ ψ(r′) 〈ϕ̂†(r′)ϕ̂(r)〉 + ψ(r) 〈ϕ̂†(r′)ϕ̂(r′)〉 + 〈ϕ̂†(r′)ϕ̂(r′)ϕ̂(r)〉
)
(2.18)
=

H1(r) +
∫
d3r′ W (r − r′)
(
N |ψ(r′)|2 + 〈ϕ̂†(r′)ϕ̂(r′)〉
)

ψ(r)
+
∫
d3r′ W (r − r′)
(
ψ(r′) 〈ϕ̂(r′)ϕ̂(r)〉 + ψ(r′) 〈ϕ̂†(r′)ϕ̂(r)〉
)
+
∫
d3r′ W (r − r′) 〈ϕ̂†(r′)ϕ̂(r′)ϕ̂(r)〉 . (2.19)
In the Popov approximation [82], the “anomalous” term involving 〈ϕ̂(r′)ϕ̂(r)〉 is ne-
glected. Since fluctuations are small, we can also neglect the term that is cubic in ϕ̂.
Thus, we find
i~∂tψ(r) =

H1(r) +
∫
d3r′ W (r − r′)
(
ρc(r
′) + ρf (r
′, r′)
)

ψ(r)
+
∫
d3r′ W (r − r′)ψ(r′)ρf (r′, r). (2.20)
ρf (r′, r) = 〈ϕ̂†(r′)ϕ̂(r)〉 is the one-particle density matrix of the non-condensate part of
the system and ρc(r) = N |ψ(r)|2 is the one-particle density of the condensate.
A similar equation can be found for ϕ̂(r).
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2.3.1. First Born approximation
In the first Born approximation, fluctuations are completely neglected, i.e., ϕ̂ = 0. There-
fore, ρf = 0 and Eq. (2.20) is reduced to the single-particle equation
(
− ~
2
2m
∇2 + Vext(r) + VMF [ψ](r)
)
ψ(r) = i~∂tψ(r) (2.21)
which is known as the Hartree equation with the mean-field potential
VMF [ψ](r) = N
∫
d3r′ W (r − r′)|ψ(r′)|2. (2.22)
The mean-field potential can easily be understood as the effective potential on the first
particle, generated by all the other particles. The first Born approximation is valid as
long as the temperature is very low and the interaction W is sufficiently weak to ne-
glect correlations between the particles. However, the interactions between ground state
atoms are very strong at short ranges and correlations become highly relevant. There-
fore, Eq. (2.21) is not justified, even for dilute gases, and the second Born approximation
is necessary in order to describe them.
2.3.2. Second Born approximation for short-range interactions
The interaction between ground state atoms is typically a very short-ranged and partially
attractive (roughly Lennard-Jones-like) potential (see Fig. 2.1) which supports bound
states.2 Hence, as mentioned before, the BEC is not the ground state of an ensemble
of atoms but only a meta-stable state which can be created for a finite time if the
atoms in the gas phase are cooled quickly enough. This also means that the BEC
cannot be described using the actual potential (any calculation of the ground state of the
Hamiltonian with that interaction would yield a crystal). Furthermore, the interaction
is too strong to be treated in the first Born approximation.
Both problems can be solved by using the second Born approximation for short-range
interactions. Here, it is assumed that the interaction is very short-ranged compared to
the typical inter-particle separation in the gas, i.e. r3mρ ≪ 1. Hence, the gas is so dilute
that the interaction can be described purely by elastic two-body collisions, without the
formation of bound states. In experimental situations where a BEC is actually formed,
this condition is obviously fulfilled because it is necessary for the formation of the BEC
(as we already discussed in section 2.3). We now derive the so-called Gross-Pitaevskii
equation (GPE) that describes a gas with such interactions. We follow the outline
in [157].
Since we assume that the gas is governed solely by elastic two-body collisions, we can
describe it exactly (i.e., without invoking any mean-field approximation yet) by the
2This is the reason why the ground state of, e.g., Rubidium is a solid.
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Figure 2.1.: Generic Lennard-Jones potential, supporting a bound state around r = rm and a
generic example for a Gaussian potential by which it can be approximated if bound states are
not of interest. The first Born approximation is justified for the Gaussian potential, but not for
the Lennard-Jones potential because of its high strength for r → 0.
Schrödinger equation describing such two-body collisions. In relative coordinates r with
the reduced mass µ = m/2 the SE is
Eψ(r) =
(
− ~22µ∇
2 +W (r)
)
ψ(r) (2.23)
⇔ f ′′l (r) +
2
r
f ′l (r) =
(
U(r) +
l(l + 1)
r2
− ε
)
fl(r) (2.24)
where ψ(r) = fl(r)Y ml (ϑ,ϕ), ε =
2µE
~2
and U(r) = 2µ
~2
W (r).
Since we want to isolate the effect of the interaction, we need to compare the solution
of this equation to that of the corresponding non-interacting SE
f ′′l (r) +
2
r
f ′l (r) =
(
l(l + 1)
r2
− k2
)
fl(r), (2.25)
which can be transformed by s = kr, fl(r) = gl(s) to
g′′l (s) +
2
r
g′l(s) =
(
l(l + 1)
s2
− 1
)
gl(s). (2.26)
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This is the Bessel differential equation and its solutions are linear combinations of Bessel
functions
gl(s) = c1Jl(s) + c2Yl(s). (2.27)
Jl is singular for s → 0, so that c2 = 0 (gl must be defined everywhere). Furthermore,
Yl(s) ≈ 1s sin
(
s− l2π
)
for s ≫ 1, so we have for large distances (which is all that we are
interested in)
gl(s) = c1
sin
(
s− l2π
)
s
. (2.28)
If we now reintroduce the short-ranged interaction W , the system is, at large distances,
described by the same SE as before and the solutions must also be given by Eq. (2.27).
However, the condition that gl must be defined everywhere does not apply because the
solution needs to be valid only at large distances). For s ≫ 1, Yl(s) ≈ −1scos(s− l2π),
so that
gl(s) = c1
sin
(
s− ls
)
s
− c2
cos
(
s− ls
)
s
(2.29)
=
c
s
sin (s+ ηl) (2.30)
⇒ fl(r) =
c
kr
sin (kr + ηl) (2.31)
with c cos(ηl +
l
2π) = c1, c sin(ηl +
l
2π) = −c2. The quantity ηl = −kas is called the
phase shift and as is called the scattering length. In the non-interacting case both as
and ηl vanish. Evidently, the phase shift is the only implication of the interaction at
large distances.
This is the crucial point which makes the second Born approximation possible: since the
exact form of the interaction is irrelevant, we can replace it with any other function, if
and only if it yields the correct phase shift. In particular, following the approach in [157],
we can choose an interaction which lacks regions where it is very strong and for which
therefore the first Born approximation can be applied. E.g., we can choose the Gaussian
interaction
Ugauss(r) = U0 exp
(
− r
2
σ2
)
(2.32)
depicted in Fig. 2.1 (U0 and σ have to be chosen such that the interaction yields the
correct phase shift). For this interaction the first Born approximation is valid, so that
we can describe the gas by the Hartree equation (2.21) with the particular mean-field
potential
VMF [ψ](r) = N
∫
d3r′ U0 exp
(
−|r − r
′|2
σ2
)
|ψ(r′)|2. (2.33)
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Due to the short range of the true interaction, Ugauss is short-ranged, too. Therefore,
for the purpose of calculating the integral (2.33), it can in turn be approximated by a
delta-like pseudo-potential
U(r) = Gδ(r)∂rr (2.34)
with a suitably chosen parameter G. This particular pseudo-potential describes s-wave
scattering. For p-wave and d-wave-scattering and so on, other pseudo-potentials exist.
In order to show that the pseudo-potential indeed properly approximates the true in-
teraction and in order to find the correct choice for G, we substitute U into the three-
dimensional form of Eq. (2.24):
(
∇2 + k2 −Gδ(r)∂rr −
l(l + 1)
r2
)
ψ(r)Y ml (ϑ,ϕ) = 0 (2.35)
⇔
(
∇2 + k2 − l(l + 1)
r2
)
1
r
sin(kr + η0)Y
m
l (ϑ,ϕ) = Gδ(r)k cos(kr + η0)Y
m
l (ϑ,ϕ).
(2.36)
The equation needs to be integrated over a small ball Bε around 0 in order to properly
account for the influence of the delta function:
∫
Bε
d3r
(
∇2 + k2 − l(l + 1)
r2
)
sin(kr + η0)
r
Y ml = Gk
∫
Bε
d3r δ(r) cos(kr + η0)Y
m
l . (2.37)
Both sides vanish3 if l 6= 0 since
∫ π
0
dϑ sin ϑ
∫ 2π
0
dϕY ml (ϑ,ϕ) = 0 (2.38)
for l 6= 0, so we only need to consider the case l = 0:
∫
Bε
d3r
[
∇2 sin(kr + η0)
r
]
+
∫
Bε
d3r k2
1
r
sin(kr + η0) = Gk cos(η0). (2.39)
For ε → 0, the second summand on the left hand side approaches zero, but the first one
does not (∂Bε denotes the surface of Bε):
∫
Bε
d3r∇2 sin(kr + η0)
r
=
∮
∂Bε
d2r · ∇sin(kr + η0)
r
(2.40)
=
∮
∂Bε
d2r ·
[
1
r
∇sin(kr + η0) + sin(kr + η0)∇
1
r
]
(2.41)
=
∮
∂Bε
d2r ·
[
k
r
cos(kr + η0)
r
r
− sin(kr + η0)
r
r3
]
(2.42)
3Here, the necessity of choosing different pseudo-potentials for different l manifests itself.
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=
∮
∂Bε
d2r
[
k
r
cos(kr + η0) − sin(kr + η0)
1
r2
]
(2.43)
= 4πε2
[
k
ε
cos(kε+ η0) − sin(kε+ η0)
1
ε2
]
(2.44)
ε→0−→ −4π sin(η0). (2.45)
So we find:
G = −4π tan(η0)
k
. (2.46)
Now we undo the original transformation and obtain:
W (r) =
~
2
2µ
U(r) =
~
2
2µ
Gδ(r) =
2π tan(kas)~2
kµ
δ(r). (2.47)
For low energy collisions with kas ≪ 1 this reduces to
W (r) = gδ(r), (2.48)
where
g =
2π~2as
µ
=
4π~2as
m
(2.49)
is the short-range interaction strength and as is the scattering length of the atomic
collision process. The value of g, or equivalently as, can be calculated by numerically
solving the SE with the true (roughly Lennard-Jones-like) inter-atomic potential, or by
measurement. For Rubidium, one finds as ≈ 100 a.u. [24,202].
By substituting the pseudo-potential (2.48) into the Hartree equation (2.21), it finally
becomes the Gross-Pitaevskii equation (GPE)
i~∂tψ(r) =
(
− ~
2
2m
∇2 + Vext(r) +Ng|ψ(r)|2
)
ψ(r). (2.50)
2.3.3. Combination of different interactions
In this thesis, we will consider BECs that exhibit short-ranged as well as long-ranged
interactions. To treat such systems, we can combine Eqs. (2.21) and (2.50) into the
non-local Gross-Pitaevskii equation
i~∂tψ(r) =
(
− ~
2
2m
∇2 + Vext(r) +Ng|ψ(r)|2 + VMF [ψ](r)
)
ψ(r). (2.51)
with
VMF [ψ](r) = N
∫
d3r′ W (r − r′)|ψ(r′)|2, (2.52)
14
2.4. Bogoliubov excitation spectrum
as before. Note that this treats the two interactions at different levels of approximation.
In particular, the validity of the first Born approximation for the long-range interaction
W will need to be justified for every specific problem. If a system has an interaction that
is both long-ranged and strong, it cannot be treated at the mean-field level. Instead, a
method that takes correlations fully into account (such as Path-Integral Monte Carlo)
needs to be used. However, (2.51) is justified for all situations considered in this thesis,
as we will see later.
2.3.4. Thermodynamic limit
Previously, we considered a gas with a finite number of particles N < ∞. Let us now
discuss the limit of an unconfined (Vext = 0), thermodynamically large gas. In this limit,
we let N approach infinity. N then ceases to be a reasonable observable and must be
replaced by the average density ρ. Similarly, all extensive or super-extensive variables
need to be replaced by their densities. Moreover, the former normalization condition
〈ψ|ψ〉 = 1 becomes impossible and must be replaced by the condition that the average
density, i.e., the average value of |ψ|2 over large volumes is 1:
∫
V
d3r |ψ(r)|2 = V for sufficiently large volumes V. (2.53)
Then, the GPE for the system is
i~∂tψ(r) =
(
− ~
2
2m
∇2 + ρg|ψ(r)|2 + VMF [ψ](r)
)
ψ(r). (2.54)
VMF [ψ](r) = ρ
∫
dr′ W (r − r′)|ψ(r′)|2. (2.55)
The ground state of a gas with the fixed average density ρ that has only a repulsive
short-range interaction (W = 0, g > 0) is the homogeneous state |ψhom〉 with
ψhom(r) = 1, (2.56)
since this state minimizes both the kinetic energy density (to zero) and the interaction
energy density (to gρ/2). Additionally, ψhom is also always a stationary state of the GPE
(2.54), regardless of W . However, it is not necessarily the ground state but can be an
excited state. If this is the case, it can be unstable with respect to small perturbations.
This will be discussed in the next section.
2.4. Bogoliubov excitation spectrum
Given any stationary state of the GPE (2.55), we can study its elementary excitations,
i.e., the low-lying excited states and their energies. It is possible to derive it using the
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Bogoliubov ansatz (2.15) and writing the field operator ϕ̂(r) in momentum representa-
tion. We choose another route. We will derive it based on the GPE with a classical field
ψ. In a homogeneous condensate, the elementary excitations are plane waves with wave
vectors k. A wave function with such an excitation is given by [157]
ψ(r) =
(
1 + uke
ikr−iωt + vke
−ikr+iωt
)
e−iµt/~ (2.57)
with |uk|, |vk| ≪ 1. We insert ψ into the GPE (2.54) and the MF potential (2.55). Since
we only consider small perturbations, we can neglect terms proportional to |uk|2, |vk|2
and |ukvk|. Thus, we find for the terms in the GPE:
i~∂tψ(r) = ~ω
(
uke
ikr−iωt − vke−ikr+iωt
)
e−iµt + µψ(r),
− ~
2
2m
∇2ψ(r) = ~
2k2
2m
(
uke
ikr−iωt + vke
−ikr+iωt
)
e−iµt,
VMF [ψ](r)ψ(r) = ρ
∫
d3r′ W (r − r′)
∣
∣
∣
(
1 + uke
ikr′−iωt + vke
−ikr′+iωt
)∣
∣
∣
2
ψ(r)
≈ ρ
∫
d3r′ W (r − r′)
(
1 + (uk + vk)e
ikr′−iωt + (vk + uk)e
−ikr′+iωt
)
ψ(r)
= ρ
(
W̃ (0) + (uk + vk)W̃ (k)e
ikr−iωt + (vk + uk)W̃ (−k)e−ikr+iωt
)
ψ(r)
≈ ρ
(
W̃ (0) + (uk + vk)W̃ (k)e
ikr−iωt + (vk + uk)W̃ (−k)e−ikr+iωt
+
[
uke
ikr−iωt + vke
−ikr+iωt
]
W̃ (0)
)
,
where W̃ is the Fourier transform of W .
ρg|ψ(r)|2ψ(r) ≈ ρg
(
1 + (uk + vk)e
ikr−iωt + (vk + uk)e
−ikr+iωt
)
ψ(r)
≈ ρg
(
1 + (uk + vk)e
ikr−iωt + (vk + uk)e
−ikr+iωt
+uke
ikr−iωt + vke
−ikr+iωt
)
.
These expressions contain three types of different phase factors: 1, e−ikr+iωt and eikr−iωt.
We can split up the GPE with respect to these factors and find as the first equation:
µ = ρW̃ (0) + ρg. (2.58)
This equation corresponds to the unperturbed zero momentum part (hence the phase
factor 1). It reflects that |ψ〉 is a stationary state of the GPE and determines the
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chemical potential µ. The relevant equations are those for the excitations:
(~ω + µ)uk =
~
2k2
2m
uk + (uk + vk)ρW̃ (k) + ρg(uk + vk) + ukρ
(
W̃ (0) + g
)
(−~ω + µ)vk =
~
2k2
2m
vk + (uk + vk)ρW̃ (−k) + ρg(uk + vk) + vkρ
(
W̃ (0) + g
)
,
or equivalently (using Eq. (2.58)):
~ωuk =
(
~
2k2
2m
)
uk + (uk + vk)ρW̃ (k) + ρg(uk + vk) (2.59)
~ωvk =
(
−~
2k2
2m
)
vk − (uk + vk)ρW̃ (k) − ρg(uk + vk). (2.60)
These are known as the Bogoliubov-de-Gennes equations [157]. To solve them, we write
them in matrix form
~ω
(
uk
vk
)
=


~2k2
2m + ρ
(
g + W̃ (k)
)
ρ
(
g + W̃ (k)
)
−ρ
(
g + W̃ (k)
)
−~2k22m − ρ
(
g + W̃ (k)
)


(
uk
vk
)
. (2.61)
Finally, by diagonalizing the above matrix, we obtain the simple expression for the
so-called Bogoliubov spectrum [157]
ε(k) = ~ω(k) =
√
~
2k2
2m
(
~
2k2
2m + 2ρg + 2ρW̃ (k)
)
, (2.62)
As we will see, the spectrum is useful for the study of certain properties of a BEC, such
as superfluidity and stability under small perturbations. For a short-range interaction,
the spectrum is:
ε(k) =
√
~2k2
2m
(
~2k2
2m
+ 2ρg
)
(2.63)
This expression can be made parameterless by scaling lengths with the healing length
ξ = ~/
√
mρg and energies with the short-range interaction energy ρg, so that it can be
represented as one curve (see Fig. 2.2):
ε(k)
ρg
=
√
(kξ)2
2
(
(kξ)2
2
+ 2
)
(2.64)
For large k (more specifically, for kξ ≫ 1), one finds the free-particle dispersion
ε(k) =
~
2k2
2m
, (2.65)
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Figure 2.2.: Bogoliubov spectrum for a short-range interaction. Energies are scaled by the
short-range interaction energy ρg, lengths by the healing length ξ = ~√mρg . The exact spectrum
(2.63) and the limiting cases of a phonon (for small momenta k) and the free-particle spectrum
(for large k) are shown.
while at small k, the spectrum has phonon-character
ε(k) =
√
ρg
m
~k. (2.66)
with the speed of sound
c =
√
ρg/m. (2.67)
We will come back to investigate these properties for a long-range interaction in chapter
5.
2.5. Superfluidity
A superfluid is an exotic state of matter where a liquid loses all of its viscosity and flows
without dissipation [119]. It was first found experimentally in 1938 [5,98]. As shown by
Landau [116,117,157], superfluidity is closely connected to the spectrum of elementary
excitations of a zero-temperature BEC that we derived above: When a particle with the
mass m moves with the velocity v in a reference frame S, then its energy in another
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reference frame S′ (that moves with the velocity V with respect to S) is
E′ =
m
2
(v − V)2 = m
2
(v2 + V2 − 2v · V) = E + m
2
V2 − p · V. (2.68)
Now we consider a BEC flowing through a stationary capillary with the velocity of flow V.
Friction is created by the spontaneous formation of elementary excitations. Therefore,
we consider an excitation with the momentum p and the energy ε(p) appearing in the
frame moving with the stream. According to Eq. (2.68), the change of energy in the
frame of the capillary due to the appearance of the excitation is ε(p) + p · V. However,
such a process can occur only if it is energetically favorable, i.e., there must be a p such
that
ε(p) + p · V < 0, (2.69)
which is equivalent to
V > vc := min
p
(
ε(p)
p
)
. (2.70)
Hence, if the velocity V is smaller than vc, no excitations can form and no friction can
occur so that we have a superfluid. vc is called the Landau critical velocity.
We can calculate the critical velocity of a short-range interacting BEC in the homoge-
neous state:
vc = min
p
(
ε(p)
p
)
= min
p




√
p2
2m
(
p2
2m + 2ρg
)
p




= min
p
(√
1
m
(
p2
4m + ρg
)
)
=
√
ρg/m. (2.71)
Hence, the critical velocity coincides with the speed of sound (2.4). This is always true
for short-range interactions because vc is then determined by the limit k → 0. Since
the elementary excitations are phonons, the connection between the two speeds is not
surprising.
Even though this model of superfluidity is very simple, there is evidence [178] that it
describes, e.g., the dynamics in helium nano-droplets quite well.
For long-range interactions, the spectrum can differ and the Landau critical velocity
can be different from the speed of sound. We will investigate an example for such a
long-range interaction in chapter 5.
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Rydberg atoms are atoms with an electron in a Rydberg state, i.e., a highly excited
atomic eigenstate (high principal quantum number n). They exhibit various extreme
properties [70]:
• Large size (average distance between Rydberg electron and nucleus), scaling as n2.
For n = 100 this leads to a typical size scale of 0.5µm.
• Long radiative lifetime, scaling as n3, e.g., the 80s state of Rubidium has a lifetime
of about 700µs [19,32].
• High polarizability ∝ n7.
• Strong van-der-Waals interaction C6/r6 with C6 scaling roughly as n11. This
interaction is the most important property for this thesis. The rest of the chapter
is dedicated to the accurate numerical calculation of these interactions for arbitrary
alkali atoms.
• The dipole coupling between neighboring states scales with n2 as the size does.
Rydberg atoms have applications in quantum information [96, 128, 175], quantum op-
tics [78,158], non-linear optics [155,163,180], plasma formation [159,196], astronomy [75]
and in other fields.
Experimentally, they are now routinely created in a controlled way as well as detected
in ultra-cold gases in many laboratories [130].
In this chapter, we will first show how to calculate the Rydberg states of alkali atoms
and their energies. Then, we will construct the Hamiltonian describing a system of two
alkali atoms, each with its valence electron in a Rydberg state. Finally, we will calculate
the resulting interaction between the Rydberg atoms by diagonalizing the Hamiltonian.
Throughout the chapter, Hartree atomic units will be used, i.e., the following constants
are unity: the electron mass me, the elementary charge e, the reduced Planck constant
~ and the coulomb constant 4πε0. Therefore, the Bohr radius a0 and the Hartree energy
EH , as derived quantities, are also unity.
3.1. Rydberg states and their energies
In this section, we will show how to calculate the Rydberg eigenstates and eigenenergies
of alkali atoms (which have only one valence electron). To introduce all necessary funda-
mental ideas, we start from the simplest example, hydrogen, whose states and energies
can be calculated analytically. Then, we generalize the problem to arbitrary alkali atoms.
There, approximate numerical solutions are necessary.
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3.1.1. The hydrogen atom
The hydrogen atom consists of a nucleus and an electron, interacting with the Coulomb
interaction
Uc(r) = −
1
r
. (3.1)
Its eigenenergies and eigenstates can be calculated analytically (including the fine struc-
ture, but neglecting its effect on the radial wave-function) [67]:
Enljm = Enj = −
1
2n2
(
1 +
α2
n2
[
n
j + 12
− 3
4
])
, (3.2)
ψnljm(r) =
√
(
2
n
)3 (n − l − 1)!
2n(n+ l)!
e−ρ/2ρlL2l+1n−l−1(ρ)Yljm(ϑ,ϕ), (3.3)
where ρ = 2r/n and L2l+1n−l−1 is a generalized Laguerre polynomial. Yljm is the generalized
spherical harmonic spinor [67]
Yljm(ϑ,ϕ) =
1√
2l + 1



±
√
l + 12 ±m Y
m− 12
l (ϑ,ϕ)
+
√
l + 12 ∓m Y
m+
1
2
l (ϑ,ϕ)


 for j = l ± 12 (3.4)
Eq. (3.2) is known as the Rydberg formula. The indices n, l, j,m are called quantum
numbers:
• n ∈ N: principal quantum number,
• l ∈ {0, . . . , n− 1}: orbital angular momentum,
• j ∈ {l − 12 , l + 12}: total angular momentum (including the electron spin which is
accounted for by the ±12 term.),
• m ∈ {−j,−(j − 1), . . . , j − 1, j}: magnetic quantum number (corresponding to
projection of the total angular momentum j on the z direction).
The quantum numbers label all eigenstates so that every eigenstate can be written as
|ψnljm〉 = |n, l, j,m〉 . (3.5)
For historic reasons, states have common names based on the value of l:
• l = 0: s-states,
• l = 1: p-states,
• l = 2: d-states,
• l = 3: f -states,
• l = 4: g-states,
and so on.
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3.1.2. Alkali atoms
Rydberg electrons are, on average, far away from the nucleus and the core electrons.
Since alkali atoms have only one valence electron, the Rydberg states that we have to
consider always consist of the core with all the core electrons and one and only one
electron in a Rydberg state. Hence, the atom can be described very well as an atom
with only one electron and with an effective potential Ueff that is Coulomb-like for large
distances (as in hydrogen) but is modified close to the nucleus due to the presence of
the core electrons [133]:
U
(l)
eff (r) = −
Zl(r)
r
− α
2r4
(
1 − e−(r/r0)6
)
. (3.6)
α is the static dipole polarizability of the whole core (nucleus and core electrons) and
the radial charge Zl is
Zl(r) = 1 + (z − 1)e−a1r − r(a3 + a4r)e−a2r, (3.7)
where z is the charge of the nucleus.
The five free parameters (a1, a2, a3, a4, r0) in the formula have to be fitted such that the
potential yields the correct eigenenergies, so it is important for this method to know them
with high precision. While it is very hard to calculate the eigenenergies theoretically1 ,
experiments have succeeded in measuring them extremely precisely [88,123]. Using the
experimental values, it is possible to obtain the fitting parameters. We will use the
values determined in [133].
Apart from their role for the calculation of the wave-functions, the energies will also be
important for the calculation of the van-der-Waals interaction between Rydberg atoms.
They can be written as [70]
Enlj = −
1
(n− δl,j(n))2
, (3.8)
where δl,j(n) = δl,j,0 + δl,j,2/(n − δl,j,0)2 is the so-called quantum defect. δl,j,0 and δl,j,2
are constants that can be determined experimentally. Their experimental values for
Rubidium are shown in Table 3.1. Since electrons with higher angular momentum l have
a smaller probability of presence near the nucleus they are less influenced by the deviation
of the modified potential (3.6) from the Coulomb potential. Hence, their quantum
defects are smaller. The numbers in the table make it evident that the dependence on
j is negligible. In other words, spin-orbit coupling can have only a very small effect on
the radial wave-functions fl. This justifies our approximation that fl is not dependent
on j (for given l).
Since the potential is still spherically symmetric, the angular structure of the eigenstates
1This would entail solving the full many-electron problem thus making the whole modified-potential
method superfluous.
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l j δl,j,0 δl,j,2
0 1/2 3.1311804 0.1784
1 1/2 2.6548849 0.2900
1 3/2 2.6416737 0.2950
2 3/2 1.34809171 -0.60286
2 5/2 1.34646572 -0.596
3 5/2 0.0165192 -0.085
3 7/2 0.0165437 -0.086
Table 3.1.: Rubidium quantum defect parameters from [88, 123]. The quantum defect is
δl,j(n) = δl,j,0 + δl,j,2/(n− δl,j,0)2. The dependence on j is very small, justifying our neglect of
the j-dependence of the radial wave-function.
remains identical to that of hydrogen. As for hydrogen, we define the wave-function as
ψnljm(r) = fnl(r)Yljm(ϑ,ϕ), (3.9)
so that we only have to numerically solve the radial Schrödinger equation
(
−1
2
∂2r +
l(l + 1)
2r2
+ U (l)eff (r)
)
gnl(r) = Enlgnl(r) (3.10)
with gnl(r) = rfnl(r), separately for every value of the quantum number l. We do this
by discretizing position space with the grid spacing dr, writing the Hamiltonian
H(r) = −1
2
∂2r − +
l(l + 1)
2r2
+ U (l)eff (r) (3.11)
in matrix form:
H =
1
dr2






1 −12 . . .
−12 1 −12 . . .
0 −12 1 −12 . . .
...
. . .






+







U
(l)
eff (1) 0 . . .
0 U (l)eff (2) 0 . . .
0 0 U (l)eff (3)
...
. . .







(3.12)
and diagonalizing it. Thereby, we obtain approximations for all eigenstates |n, l, j,m〉
that we will need for the calculation of the interaction between two atoms in a Rydberg
state.
3.2. Calculation of the interaction between alkali atoms
We will now use the Rydberg states and their energies as obtained from the previous
section in order to construct the Hamiltonian of a system consisting of two Rydberg
atoms, including their interaction. Then, we can derive the Born-Oppenheimer potential
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describing the inter-atomic interaction, after the electron dynamics have been eliminated.
We will see that it is a van-der-Waals potential at sufficiently large distances and a dipole
potential at smaller distances.
3.2.1. Dipole approximation
We consider two nuclei 1 and 2 of the same species, with positions R1 and R2 and the
distance vector R = R2 − R1. Each of them has one Rydberg electron with the position
operator r̂i that describes the distance between that electron and its corresponding
nucleus. Each of the isolated atoms is thus governed by a Hamiltonian
Ĥ
(i)
0 = −
1
2
∇2i + U
(l)
eff (r̂i). (3.13)
The interaction between the two atoms is given by
V (R, r1, r2) =
1
|R| −
1
|R − r1|
− 1|R + r2|
+
1
|R − (r1 − r2)|
. (3.14)
We are interested in the situation where the atoms are far enough apart for the wave-
functions of the Rydberg electrons not to overlap, i.e., ri ≪ R. So, we will calculate the
multipole expansion of V (R, r1, r2) by performing a multidimensional Taylor expansion.
We set
f(x) =
1
|R − x| , (3.15)
so that
V (R, r1, r2) = f(0) − f(r1) − f(−r2) + f(r1 − r2). (3.16)
Now we Taylor expand f :
f(0) =
1
R
, (3.17)
∂if(x) =
Ri − xi
|R − x|3 (3.18)
⇒ ∂if(0) =
Ri
R3
(3.19)
∂ijf(x) = −
δij
|R − x|3 +
3(xi −Ri)(xj −Rj)
|R − x|5 (3.20)
⇒ ∂ijf(0) = −
δij
R3
+
3RiRj
R5
. (3.21)
We insert these derivatives into the multidimensional Taylor expansion
f(x) = f(0) +
3∑
i=1
xi∂if(0) +
1
2
3∑
i,j=1
xixj∂ijf(0) + O(x3), (3.22)
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to yield to second approximation
f(x) =
1
R
+
1
R3
3∑
i=1
xiRi +
1
2
3∑
i,j=1
xixj
(
− δij
R3
+
3RiRj
R5
)
(3.23)
=
x · R
R3
+
3
2R5
(x · R)2 − x
2
2R3
. (3.24)
With Eq. (3.16) this gives the final result
V (R, r1, r2) = −
(
r1 · R
R3
+
3
2R5
(r1 · R)2 −
r21
2R3
)
−
(
−r2 · R
R3
+
3
2R5
(r2 · R)2 −
r22
2R3
)
(3.25)
+
(r1 − r2) · R
R3
+
3
2R5
((r1 − r2) · R)2 −
(r1 − r2)2
2R3
=
r1 · r2
R3
− 3
R5
(r1 · R)(r2 · R). (3.26)
Hence, the two-atom Hamiltonian (which depends parametrically on R) is
Ĥ(R) = Ĥ1 + Ĥ2 + V̂d(R). (3.27)
with the dipole-dipole interaction operator
V̂d(R) =
r̂1 · r̂2
R3
− 3(r̂1 · R)(r̂2 · R)
R5
. (3.28)
3.2.2. Minimal example: a three-state atom
In order to get a feeling for the qualitative properties of the resulting interactions we
first consider a simple example of two atoms, numbered by i ∈ {1, 2}. Each one has only
three states |si〉 , s ∈ {−, 0,+} (See Fig. 3.1).
The single-atom Hamiltonians are Ĥi. We assume 〈r|s1〉 = 〈r|s2〉 for all s, i.e., we
consider the same three states for both atoms, the only difference between |s1〉 and
|s2〉 being that they are centered around the different atoms. Therein, the |0i〉 can be
thought of as s-states and the others as p-states (except that we do not consider states
of different m). Conforming to this example, we assume that
〈+i|r̂i|−i〉 = 〈−i|r̂i|+i〉 = 0, (3.29)
〈0i|r̂i|+i〉 = 〈+i|r̂i|0i〉 = d+ 6= 0, (3.30)
〈0i|r̂i|−i〉 = 〈−i|r̂i|0i〉 = d− 6= 0. (3.31)
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Figure 3.1.: Simple example of two three-state atoms.
The one particle energies are
ε0 = 〈0i|Ĥi|0i〉 = 0, (3.32)
ε+ = 〈+i|Ĥi|+i〉 > 0, (3.33)
ε− = 〈−i|Ĥi|−i〉 < 0. (3.34)
There are 9 two-atom states that we denote as |+−〉 = |+1〉 ⊗ |−2〉 and so on. They
have the unperturbed energies
ε00 = 〈00|Ĥ1 + Ĥ2|00〉 = 0, (3.35)
ε+− = ε−+ = 〈+ − |Ĥ1 + Ĥ2| + −〉 = ε+ + ε−, (3.36)
ε++ = 〈+ + |Ĥ1 + Ĥ2| + +〉 = 2ε+, (3.37)
ε−− = 〈− − |Ĥ1 + Ĥ2| − −〉 = 2ε−. (3.38)
Since ε+ > 0 and ε− < 0, we assume that |ε++|, |ε−−| ≫ |ε+−|. Then, the states |++〉
and |−−〉 only give negligible contributions because they are energetically far away and
can be ignored. Hence, only |+−〉 and |−+〉 need to be taken into account.
It is convenient to choose the symmetrized and anti-symmetrized states
|m〉 = |+−〉 − |−+〉√
2
, (3.39)
|p〉 = |+−〉 + |−+〉√
2
. (3.40)
as basis states. We also consider only a simplified dipole interaction operator
V̂d(R) =
r̂1 · r̂2
R3
, (3.41)
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so that
〈00|V̂d(R)|m〉 = 0, (3.42)
〈00|V̂d(R)|p〉 =
√
2d+d−
R3
=
d2
R3
(3.43)
with d2 =
√
2d+d−. So |m〉 can be eliminated and we find the total Hamiltonian
Ĥ(R) =
(
0 d
2
R3
d2
R3 −∆
)
(3.44)
with −∆ = ε+−. The eigenvalues of Ĥ(R) are
E±(R) = −
∆
2
±
√
∆2
4
+
d4
R6
, (3.45)
with corresponding eigenvectors e±(R) whose specific form is not relevant here.
For ∆ ≷ 0, the eigenstate e± connects asymptotically to |00〉, so the inter-atomic poten-
tial of atoms in the |0〉-state is given by (see also Fig. 3.2)
W (R) = −∆
2
+ sgn(∆)
√
∆2
4
+
d4
R6
=
∆
2

−1 +
√
1 +
4d4
∆2R6

 . (3.46)
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Figure 3.2.: Eqs. (3.46), (3.48), (3.51) for small distances R < RvdW (left) and for large
distances R > RvdW (right). For small distances, W (R) is a dipole-dipole interaction ∝ R−3, for
large distances it is van der-Waals like ∝ R−6.
Hence, W is repulsive for ∆ > 0 and attractive for ∆ < 0; the sign of the interaction
depends only on the atomic eigenenergies. Qualitatively, this remains true for the real-
istic cases. There, the sign is typically determined by a few two-body states that are
energetically very close to |00〉 because their contributions are large. The many other
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states that exist yield corrections to the interaction but do not usually change the sign.
An exception is the case where the contributions of the states energetically close to |00〉
cancel, so-called Förster-zeros [198,199].
In order to understand W (R) better, it is helpful to develop it in two limiting cases:
For
D =
4d4
∆2R6
≪ 1. (3.47)
Calculating the Taylor series of Eq. (3.46) in D yields
W (R) =
d4
∆R6
+ O(R−12), (3.48)
which is a van-der-Waals potential with the coefficient
C6 =
d4
∆
. (3.49)
Since d ∝ n2 and ∆ ∝ n−3 (see the beginning of the chapter), we expect a scaling of
C6 ∝ n11.
According to Eq. (3.47) the description as a van-der-Waals potential is valid if R is
much larger than the critical radius
RvdW =
(
2d2
∆
)1/3
. (3.50)
In the other limiting case of R ≪ RvdW, we have D ≫ 1 so that Eq. (3.46) becomes
W (R) =
d2∆
|∆|R3 = sgn(∆)
d2
R3
, (3.51)
a dipole-dipole interaction whose sign is again determined by ∆ alone.
3.2.3. The physically realistic situation
While the previous simple example already contains all important ideas about how to
proceed, in realistic scenarios many more states have to be included. This necessitates
the numerical diagonalization of the two-atom Hamiltonian. Furthermore, we need to
put some effort into the calculation of all the matrix elements of the Hamiltonian:
We denote the atomic eigenstate with the quantum numbers na, la, ja,ma, centered at
the nucleus i by
|ai〉 = |na, la, ja,ma〉i , (3.52)
with a running from 0 to ∞. We assume that the nuclei are sufficiently far apart so that
there is no overlap between their wave-functions:
〈a1|a2〉 = 0 ∀a. (3.53)
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Two-body states will be written as
|ab〉 = |a1〉 ⊗ |b2〉 (3.54)
We will calculate the interaction between two Rydberg atoms that are both in the state
|0〉 = |n0, l0, j0,m0〉 , (3.55)
and, without loss of generality, we define all energies relative to the unperturbed energy
of |0〉, so that
ε0 = 〈0|Ĥ1|0〉 = 〈0|Ĥ2|0〉 = 0. (3.56)
We recall that the one-particle wave-functions are given by Eq. (3.9):
〈ri|ai〉 = fnala(ri)Ylajama(ϑi, ϕi)., (3.57)
Hence, we find for the dipole matrix elements
〈00|V̂d(R)|ab〉 = Va0 Vb0


Ca0 · Cb0
R3
− 3
(Ca0 · R)
(
Cb0 · R
)
R5

 , (3.58)
where
Va0 = Vnalan0l0 =
∫
dr r3fn0l0(r)fnala(r) (3.59)
(3.60)
is the radial contribution which can be calculated numerically and
Ca0 = C
la,ja,ma
l0,j0,m0
=
∫
dϕd(cos ϑ)Yl0j0m0(ϑ,ϕ)



sinϑ cosϕ
sin ϑ sinϕ
cosϑ


Ylajama(ϑ,ϕ) (3.61)
is the so-called Clebsch–Gordan coefficient [67]. It is the angular contribution to the
matrix elements and it can be evaluated component-by-component in terms of Wigner-
3j-symbols. It is convenient to express them in the position space basis
(e1, e2, e3) =
(
ex + iey√
2
,
ex − iey√
2
, ez
)
(3.62)
The coordinates ξi in that basis are given by
ξ1e1 + ξ2e2 + ξ3e3 = xex + yey + zez. (3.63)
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If we define the spin sign sa = 2(ja − la) ∈ {−1, 1}, the prefactors ci and the change in
the magnetic quantum number µi, the results can be written as
ei · Cla,ja,mal0,j0,m0
= ci(−1)m0+
1
2
[
s0sa
√
(l0 +
1
2 + s0m0)(la +
1
2 + sama)
(
l0 1 la
1
2 −m0 µi ma − 12
)
−
√
(l0 +
1
2 − s0m0)(la + 12 − sama)
(
l0 1 la
−m0 − 12 µi ma + 12
)](
l0 1 la
0 0 0
)
with µ1 = 1, µ2 = −1 and µ3 = 0 and c2 = c3 = 1 and c1 = −1. The calculation is given
in Appendix B.
Due to properties of the Wigner-3j-symbols, this formula reflects the well-known one-
electron dipole selection rules:
• l-selection rule: (
l0 1 la
0 0 0
)
6= 0
only if |l0 − 1| ≤ la ≤ l0 + 1 and l0 + 1 + la is an even integer. For l0 = 0 it is easy
to see that this implies la = 1. For l0 > 0, we find
⇔ l0 − 1 ≤ la ≤ l0 + 1 and l0 + la is odd.
⇔ l0 − 1 ≤ la ≤ l0 + 1 and one and only one of l0 and la is odd.
⇒ la = l0 ± 1.
Hence, the orbital angular momentum can only change from l to l + 1 or to l − 1
in any transition. It cannot remain constant. This is very useful for the numerical
treatment of the realistic situation since it strongly restricts the number of states
that have to be taken into account: when we calculate the interaction of s-states
(l = 0) in first oder we only need to consider couplings to p-states (l = 1). For
p-states, only s-states and d-states need to be considered and so on. A priori, it
would be conceivable that second order couplings needed to be taken into account:
while d-states do not couple to s-states, they do couple to p-states which, in turn,
couple to the s-states. Hence, d-states might be important for the calculation of
the s-state-interactions. However, in practice we found no situations where such
second-order effects were relevant to the result.
• m-selection rule:
(
l0 1 la
1
2 −m0 µi ma − 12
)
6= 0,
(
l0 1 la
−m0 − 12 µi ma + 12
)
6= 0
only if m0 − µi = ma. Since µi ∈ {0,±1}, this is equivalent to ma = m0 or
ma = m0 ± 1.
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• j-selection rule:
Since la = l0 ± 1 and ji = li ± 12 it is immediately clear that ja − j0 ∈ {0,±1,±2}.
To prove the actual selection rule ja − j0 ∈ {0,±1}, one stills need to exclude the
case ja − j0 = ±2. This can be shown by explicitly calculating
ei · Cl0±1,j0±2,mal0,j0,m0 = 0.
Furthermore, there is a two-electron selection rule as long as R points in the z-direction:
since the total angular momentum is conserved, the sum of the m-quantum numbers M
cannot be changed by V̂d(R). In other words, V̂d(R) can couple two-body states
|ab〉 = |nalajama〉 ⊗ |nblbjbmb〉 (3.64)
and
|a′b′〉 = |n′al′aj′am′a〉 ⊗ |n′bl′bj′bm′b〉 (3.65)
only if
M = ma +mb = m
′
a +m
′
b = M
′, (3.66)
which can be seen by evaluating 〈ab|V̂d(R)|a′b′〉. Since the terms involving the z-direction
do not even change the (one-electron)-m, we can ignore them. Only the x- and y-
directions need to be considered. We transform the relevant term x̂1x̂2 + ŷ1ŷ2 into the
basis (3.62) in which we calculated the Clebsch-Gordan coefficients by using the inverse
transformation x = 1√
2
(ξ1 + ξ2) and y = 1
i
√
2
(ξ1 − ξ2):
1
R3
〈ab |x̂1x̂2 + ŷ1ŷ2| a′b′〉 =
1
2R3
〈ab|(ξ̂11 + ξ̂21)(ξ̂12 + ξ̂22) − (ξ̂11 − ξ̂21)(ξ̂12 − ξ̂22)|a′b′〉
=
1
R3
〈ab|ξ̂11 ξ̂22 + ξ̂12 ξ̂21 |a′b′〉 . (3.67)
Since ξ̂i1 decreases the m of the i-th electron by one and ξ̂
i
2 increases it by one, ξ̂
1
1 ξ̂
2
2 + ξ̂
1
2 ξ̂
2
1
cannot change M and, hence, neither can V̂d(R).
Therefore, M is still a “good quantum number” (i.e, the corresponding observable, here
L̂z, commutes with the Hamiltonian Ĥ including V̂d). Hence, Ĥ is separable with respect
to M . This has an implication for the numerical treatment: instead of diagonalizing the
full Hamiltonian at once, one can partition the two-body Hilbert space with respect to
M and define Hamiltonians
ĤM = Ĥ ↾M (3.68)
as the restrictions of Ĥ to the subspace with total magnetic quantum number M . These
can then be diagonalized independently of each other. Due to the smaller matrix sizes
this accelerates the diagonalization.
We now return to the task of numerically calculating the inter-atomic interaction. In
practice, the Wigner-3j-symbols can be computed using the Racah formula [166]. Once
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the matrix for a given R has been constructed, it is diagonalized using the Lapack
library [6]. This procedure is then repeated for a discretized grid of distance vectors
R. We have checked that the eigenvalues actually depend only on the distance R, not
on its direction – this is how it should be due to the Hamiltonian’s symmetry and this
check serves as validation of the numerical code. W (R) can then be identified as that
eigenvalue curve which asymptotically connects to the two-atom state of interest |00〉.
Finally, C6 can be extracted by fitting the interaction to
W (r) =
C6
R6
(3.69)
for sufficiently large R ≫ RvdW, where RvdW is the critical radius above which the
interaction is purely van-der-Waals like. It can be estimated based on Eq. (3.50).
3.2.4. Application to Rubidium
We now apply the method to the Rydberg states of Rubidium-87. The results are
important for the later chapters because the effects discussed there depend crucially on
the exact form of the interaction and, in particular, its sign (attractive or repulsive).
Rubidium was chosen as example because Rubidium BECs are now routinely created
in many laboratories. We are particularly interested in finding states where all curves
have the same sign since they will be useful in the later chapters. The interactions have
been investigated before [182], but in that work spin-orbit was neglected. All results
have been checked for convergence with respect to the number of basis states. The total
number of two-body states in the basis that was necessary to reach convergence lies
between 2500 (s-states) and 30000 (d5/2-states).
s-states
For s-states (l = 0) the interactions are always repulsive which was also found in [182].
The results are depicted in Fig. 3.3. Shown are the coefficients scaled by n11 because
this is the scaling that is expected from the simplified example in section 3.2.2.
Since we take spin-orbit coupling into account, there are two m-degenerate atomic s-
states |↑〉 and |↓〉 per n. Hence, we find four two-body interaction curves corresponding
asymptotically to the four two-body states |↑↑〉,|↓↓〉 and 1√
2
(|↑↓〉 ± |↓↑〉). Due to spatial
mirror symmetry (z → −z), the first two must be identical. In general, the others are
different. This is confirmed by the numerical results that show exactly this behavior.
We also find that all the curves are very similar (deviations < 4%). This shows that the
neglect of spin-orbit coupling in [182] for s-states is justified.
In chapters 5 and 7, the s-states will become very important due to the purely repulsive
nature of their interactions and because they can be efficiently excited in experiment by
a two-photon transition as will be discussed there.
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Figure 3.3.: Dependence of the van-der-Waals coefficient C6 on the principal quantum number
n for s1/2 states. C6 is scaled by n
11 since this is the scaling predicted by a simplified perturbative
argument (see main text). All curves are repulsive and almost identical so that spin-orbit coupling
can typically be neglected for s-states (cf. [182]).
p-states
For p-states (l = 1) the situation is somewhat more complicated. For l = 1 and j = 1/2
(p1/2 states; see Fig. 3.4) there are again four curves, two of which are identical. One
of them is always attractive, one always repulsive. The two identical ones switch sign
between n = 42 and n = 43.
For l = 1 and j = 3/2 (p3/2 states; see Fig. 3.5) we have 4
2 = 16 curves, 12 of which
are pairwise identical. Hence, there are 10 different curves. Four curves (two of which
are identical) show “resonances” between n = 37 and n = 38. The other curves are
repulsive for all n. In this context, the word “resonance” refers not to a resonance in
position space (the resulting interaction curves are always non-singular for r 6= 0), but
to a significant increase in the van-der-Waals coefficient C6(n) as n approaches certain
values (37 and 38 in this case). In other words, the interaction becomes very strong near
a resonance and switches from repulsive to attractive or vice versa.
d-states
d-states (l = 2) will also be important later on in chapter 6. In d3/2 states (j = 3/2,
Fig. 3.6), there are two resonances, one between n = 39 and n = 40 and one between
n = 58 and n = 59. Below the first resonance and above the second one, all curves are
attractive; between them there are always attractive and repulsive curves. This makes
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Figure 3.4.: Dependence of the van-der-Waals coefficient C6 on the principal quantum number
n for p1/2 states
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Figure 3.5.: Dependence of the van-der-Waals coefficient C6 on the principal quantum number
n for p3/2 states. Left side: all curves; right side: only non-resonant curves (all of which are
repulsive).
d3/2 states with n ≥ 59 a very useful example of attractive Rydberg states (cf. chapter
6).
The d5/2 states (j = 5/2, Fig. 3.7) exhibit a total number of 6
2 = 36 curves, and for
most n curves of different signs exist. Only in the interval n ∈ {44 . . . 51} all curves are
attractive. A resonance exists directly below this interval (but not all curves resonate
at the exact same n).
In general, it should be noted that the calculations become unreliable in the close vicinity
of resonances, since an extremely large number of states is needed to achieve convergence.
Furthermore, the interaction can no longer be described in good approximation as van-
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Figure 3.6.: Dependence of the van-der-Waals coefficient C6 on the principal quantum number
n for d3/2 states. For n ≥ 59 all curves are attractive.
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Figure 3.7.: Dependence of the van-der-Waals coefficient C6 on the principal quantum number
n for d5/2 states. All curves are attractive in the interval 44 ≤ n ≤ 51. For higher n, attractive
as well as repulsive curves exist.
der-Waals like. Instead, it has a significant 1/R3 contribution which is consistent with
the simple picture we developed in the previous section (cf. Eqs. (3.48), (3.50) and
(3.51)). In the later chapters we will only use states that are far from resonance, so this
is not an issue for us and we can always assume a pure van-der-Waals interaction. Still,
we needed to find out where the resonances are to avoid using states in their vicinity.
36
3.2. Calculation of the interaction between alkali atoms
Our results are consistent with earlier calculations [169].
Summarizing, we have found for Rubidium that
• s-states are always repulsive. This will be important in chapters 5 and 7.
• p1/2-states have attractive as well as repulsive curves at all n.
• p3/2-states exhibit only repulsive curves for n ≤ 37. At n = 37 some of them go
through a resonance and become attractive.
• d3/2-states have two resonances and are always attractive for n ≥ 59. This (to-
gether with Strontium s-states) will become important in chapter 6.
• d5/2-states are fully attractive for n ∈ [44, 51]; at all other n, there are always
curves with different signs.
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Rydberg states have long radiative lifetimes on the order of 100µs to 1ms as we dis-
cussed in the beginning of chapter 3. However, even this long lifetime is still too short
to observe the atomic dynamics we are interested in.
In this chapter, we will introduce the dressing scheme [91, 177]. In this scheme, the
atomic ground state is off-resonantly coupled to a Rydberg state. We will show that this
leads to a new ground state of the laser-perturbed atom that still has a strong effective
interaction but a significantly longer lifetime than the Rydberg state. We will derive
the interaction of the perturbed state using perturbation theory for the scenario of non-
degenerate Rydberg-states (i.e., s-states) as well as degenerate ones (all other Rydberg
states). Interesting properties of a gas with dressing-interaction will be discussed in the
subsequent chapters in detail.
4.1. Setup
We consider a BEC of alkali atoms (typically Rubidium) each of which has an atomic
ground state |g〉 and at least one Rydberg state |e〉 = |n, l, j,m〉. These states are
off-resonantly coupled by a laser or combination of lasers. We will explicitly consider
the two situations where |e〉 is either an s-state or a d-state. Since |g〉 is an s-state in
Rubidium, two lasers are needed in each case and the excitation will proceed via an
intermediate p-state (cf. Fig. 4.1). In section 4.2.3, we will show that this intermediate
state can be adiabatically eliminated if it is far-detuned and that the system can be
treated considering only two states |g〉 and |e〉. We denote the total Rabi frequency of
the transition by Ω and the total detuning by ∆ = ωL − ωa, where ωa = (Ee − Eg)/~
is the atomic transition frequency and ωL is the laser frequency. We assume that the
coupling is off-resonant in the sense that ∆ ≫ Ω. As we will see, this procedure combined
with the strong van-der-Waals interaction between Rydberg states (see previous chapter)
leads to a peculiar form of interaction in the BEC.
4.2. Dressing to non-degenerate states
We will first consider the case with only one Rydberg state. In reality, this corresponds
to s-states because there are only two s-states for each quantum number n and all four
of their interaction curves are either exactly identical (if spin-orbit coupling is ignored)
or so similar (see Fig. 3.3) that the deviation can safely be ignored. Later (section
4.3), we will move to the generalized situation where there is a number of m-degenerate
Rydberg states (e.g., d-states which we will consider explicitly).
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Figure 4.1.: Left: nondegenerate dressing scheme for a Rubidium atom. The 5s-ground state is
off-resonantly coupled to the 6p-state, which in turn is coupled to a highly excited s-state. Right:
effective two-state scheme, where the intermediate p-state has been adiabatically eliminated. (cf.
section 4.2.3). The scheme is identical for other alkali atoms, except that the 5s-state has to be
replaced by the respective ground state.
4.2.1. Interaction between a two-level atom and a laser
We start by considering a single atom with the atomic eigenstates |g〉 and |e〉, corre-
sponding eigenenergies Eg = 0 (which can be chosen without loss of generality) and
E = ~ωa, under the influence of a laser field which is given by
E(r, t) = E0 cos(ωLt− k · r) =
1
2
E0
(
ei(ωLt−k·r) + e−i(ωLt−k·r)
)
, (4.1)
The Hamiltonian of the system is
Ĥ0 = Ĥatom + ĥint (4.2)
= ~ωaσ̂ee + qr̂ · E(r̂, t) (4.3)
= ~ωaσ̂ee +
1
2
qr̂ · E0
(
ei(ωLt−k·r̂) + e−i(ωLt−k·r̂)
)
(4.4)
where q = −e is the electron charge. qr̂e±ik·r̂ can be expressed in the two-state basis
{|g〉 , |e〉}:
qr̂e±ik·r̂ = 〈g|qr̂e±ik·r̂|e〉 |g〉 〈e| + 〈e|qr̂e±ik·r̂|g〉 |e〉 〈g| (4.5)
+ 〈g|qr̂e±ik·r̂|g〉 |g〉 〈g| + 〈e|qr̂e±ik·r̂|e〉 |e〉 〈e| . (4.6)
We can now perform a dipole approximation, neglecting the spatial dependence of the
electric field. The Rydberg state |e〉 typically has a large size on the order of hundreds
of nanometers (see previous chapter), which is the same order of magnitude as the laser
wavelength 2π/k. Hence, on first glance, the possibility of a dipole approximation is
precluded. However, if the scalar products in the previous expression are written as
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integrals of the form ∫
d3r ψg(r)qre
±ik·rψe(r), (4.7)
we see that they have significant contributions only from positions where the product
|ψg(r)ψe(r)| is large. Since the ground state |g〉 has a size of only a few atomic units (<
1nm ≪ 2π/k), also the product |ψg(r)ψe(r)| has a size much smaller than the wavelength
so that only from with k · r ≪ 1 contribute significantly. Therefore, we can apply the
dipole approximation and, by using 〈g|r̂|g〉 = 〈e|r̂|e〉 = 0, we find
qr̂e±ik·r̂ ≈ qr̂ = 〈g|qr̂|e〉 |g〉 〈e| + 〈e|qr̂|g〉 |e〉 〈g| = d (σ̂eg + σ̂ge) , (4.8)
where d = 〈g|qr|e〉 is the dipole matrix element (which can be chosen to be real without
loss of generality). Here, we have also defined the operators σ̂ee = |e〉 〈e|, σ̂eg = |e〉 〈g|
and σ̂ge = |g〉 〈e|.
The Hamiltonian is
Ĥ0 = ~ωaσ̂ee +
1
2
E0 · d (σ̂eg + σ̂ge)
(
eiωLt + e−iωLt
)
. (4.9)
It is useful to transform the problem to the interaction picture by applying the unitary
transformation
Û = e−i~ωatσ̂ee , (4.10)
from which we obtain the Hamiltonian
ĤI0 = Û
†Ĥ0Û − ~ωaσ̂ee (4.11)
=
1
2
E0 · d
(
σ̂ege
iωat + σ̂gee
−iωat
)(
eiωLt + e−iωLt
)
(4.12)
=
~Ω
2
(
σ̂ege
i(ωa+ωL)t + σ̂gee
i∆t + σ̂ege
−i∆t + σ̂gee
−i(ωa+ωL)t
)
, (4.13)
where ∆ = ωL − ωa is the so-called detuning and Ω = E0 · d/~ is the (resonant) Rabi
frequency.
4.2.2. The rotating wave approximation
First, we perform another unitary transformation Û = e−i~∆σ̂eet to partially remove the
time dependence and find
Ĥ = Û †ĤI0 Û − ~∆σ̂ee (4.14)
= −~∆σ̂ee +
~Ω
2
(
σ̂ge + σ̂eg + σ̂ege
i(ωa+ωL+∆)t + σ̂gee
−i(ωa+ωL+∆)t
)
(4.15)
= −~∆σ̂ee +
~Ω
2
(
σ̂ge + σ̂eg + σ̂ege
2iωLt + σ̂gee
−2iωLt
)
. (4.16)
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We use the Hilbert space basis (|e〉 , |g〉), i.e.,
|ψ〉 = cg |g〉 + ce |e〉 (4.17)
and numerically find the solution of the Schrödinger equation
i~∂t |ψ(t)〉 = Ĥ |ψ(t)〉 (4.18)
with the initial condition |ψ(0)〉 = |g〉. It is depicted in Fig. 4.2. For large values of
ωL, the solution is a combination of slow oscillations (the so-called “Rabi-oscillations”)
and small, fast oscillations. The latter vanish for ωL → ∞. This is due to the quickly
oscillating nature of the terms e±i(ωa+ωL+∆)t in the Hamiltonian (4.16). Hence, if ωa+ωL
becomes large enough (ωa + ωL ≫ ∆,Ω), they average out over very short timescales
∼ (ωL + ωa)−1 ≪ ∆−1,Ω−1 and it is justified to neglect them. This is known as the
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Figure 4.2.: Time evolution of the population |ce(t)|2 of the excited state |e〉 for ∆ = 10Ω
and various values of ωL according to Eqs. (4.16) and (4.18). For ωL → ∞, the small, fast
oscillations vanish and all curves converge to the curve given by Eq. (4.20) (“RWA”).
The left panel shows two full Rabi periods, the right panel shows an enlarged section, where the
convergence of the curves towards the result of the RWA can be seen.
rotating wave approximation (RWA)1. This leaves us with
Ĥ = −~∆σ̂ee +
~Ω
2
(σ̂ge + σ̂eg) , (4.19)
which is our final Hamiltonian describing the atom-laser interaction. For this time-
independent Hamiltonian, the SE can be solved analytically and yields
ce(t) = i
Ω
Ω̃
e
1
2 i∆t cos
(
1
2 Ω̃t
)
, (4.20)
1Another way of justifying the approximation is in Fourier space where it means to neglect states that
are energetically far away from the others.
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where Ω̃ =
√
∆2 + Ω2 is the “generalized” or “off-resonant” Rabi frequency. This is
precisely the limit to which the exact dynamical results of the Schrödinger equation
(4.18) converge for ωL/Ω → ∞ (see Fig. 4.2).
4.2.3. Reduction of a three-level atom to two levels
All of the previous considerations involved two-level atoms. In practice, however, some
of the states that have the most useful van-der-Waals interactions (s-states and d-states)
are only accessible via a two-photon transition. In this section, we will show that a
three-state atom with the states
|g〉 , |p〉 , |e〉 ,
can be described as an effective two state system if the intermediate state |p〉 is far
detuned.
|g〉 is the atomic ground state (|5s〉 for Rubidium, and generally |n0s〉 for alkali atoms),
|p〉 is an intermediate state and |e〉 is a Rydberg state whose van-der-Waals interaction
and long lifetime we would like to utilize (see left part of Fig. 4.1). The Hamiltonian in
the RWA can be derived analogously to the two-level RWA Hamiltonian (4.19) and it is
Ĥ = ~



0 12Ω1 0
1
2Ω1 −∆1 12Ω2
0 12Ω2 −∆


 (4.21)
with ∆ = ∆1 + ∆2, so ∆1 is the detuning between |g〉 and |p〉. ∆2 is the detuning
between |p〉 and |e〉. We assume, without loss of generality, the Rabi frequencies Ωi to
be real. Furthermore, the decay of the states |e〉 and, more importantly, |p〉 has to be
taken into account (|p〉 decays much faster than |e〉).
Including the decay, the system can be described by the Lindblad equation [72,121]
i∂tρ̂(t) =
1
~
[
Ĥ, ρ̂(t)
]
+ iL(ρ̂), (4.22)
where the so-called Lindblad super operator
L(ρ̂) = −1
2
∑
i∈{p,e}
(
Ĉ†i Ĉiρ̂(t) + ρ̂(t)Ĉ
†
i Ĉi
)
+
∑
i∈{p,e}
Ĉiρ̂(t)Ĉ
†
i (4.23)
with the operators
Ĉp =
√
Γp |g〉 〈p| , (4.24)
Ĉe =
√
Γp |p〉 〈e| (4.25)
describes the decay from |p〉 to |g〉 and from |e〉 to |p〉 with decay rates γp and γe. Since
we would like to minimize the total decay rate, we assume that |∆1| and |∆2| are large
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compared to the other frequencies. This ensures that |p〉 is only weakly populated, and
(as the derivation will show) minimizes the total decay.
In the basis (|g〉 , |p〉 , |e〉), we write the density matrix as
ρ̂ =



ag cgp cge
cpg ap cpe
ceg cep ae


 (4.26)
with cji = cij and ag + ap + ae = 1.
Then, the Lindblad term reads
L(ρ̂) =



apΓp −12cgpΓp −12cgeΓe
−12cpgΓp aeΓe − apΓp −12cpe(Γe + Γp)
−12cegΓe −12cep(Γe + Γp) −aeΓe


 . (4.27)
Hence, the Lindblad equation can be written component-by-component as
iȧg =
1
2
Ω1(cpg − cgp) + iapΓp, (4.28)
iċgp =
1
2
Ω1(ap − ag) + cgp∆1 −
1
2
Ω2cge−
1
2
icgpΓp, (4.29)
iċge =
1
2
Ω1cpe −
1
2
Ω2cgp + cge∆−
1
2
icgeΓe, (4.30)
iȧp =
1
2
Ω1(cgp − cpg) +
1
2
Ω2(cep − cpe)+iaeΓe − iapΓp, (4.31)
iċpe =
1
2
Ω1cge +
1
2
Ω2(ae − ap) + cpe∆2−
1
2
icpe(Γe + Γp), (4.32)
iȧe =
1
2
Ω2(cpe − cep)−iaeΓe. (4.33)
The relevant condition that has to be fulfilled so that the intermediate state |p〉 can be
eliminated is that the intermediate detuning ∆1 is large compared to the other frequen-
cies:
∆1 ≫ ∆,Ω1,Ω2,Γe,Γp. (4.34)
Then, the oscillations of the population ap and the coherences cgp and cpe occur on short
timescales and have small amplitudes. Thus, we can eliminate the intermediate state
|p〉 by setting
ȧp = ċgp = ċpe = 0. (4.35)
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This yields, by solving Eqs. (4.30), (4.31) and (4.32):
ap =
Ω1(cgp − cpg) + Ω2(cep − cpe)
2iΓp
+ ae
Γe
Γp
(4.36)
cgp =
1
∆1−12 iΓp
(
1
2
Ω1(ag − ap) +
1
2
Ω2cge
)
(4.37)
=
∆1+
1
2 iΓp
∆21+
1
4Γ
2
p
(
1
2
Ω1(ag − ap) +
1
2
Ω2cge
)
, (4.38)
cpe =
1
∆2−12 i(Γe + Γp)
(
1
2
Ω2(ap − ae) −
1
2
Ω1cge
)
(4.39)
=
∆2+
1
2 i(Γe + Γp)
∆22+
1
4(Γe + Γp)
2
(
1
2
Ω2(ap − ae) −
1
2
Ω1cge
)
. (4.40)
We now perform a number of approximations. We neglect:
• ap compared to ae and ag,
• Γe compared to Γp,
• Γ2p compared to ∆21 and ∆22
Since ∆ ≪ |∆1|, |∆2|, we also assume that ∆1 ≈ −∆2. Thus, the previous two equations
simplify to
cgp =
(
1
∆1
+
iΓp
2∆21
)(
1
2
Ω1ag +
1
2
Ω2cge
)
, (4.41)
cpe =
(
− 1
∆1
+
iΓp
2∆21
)(
−1
2
Ω2ae −
1
2
Ω1cge
)
. (4.42)
We will shortly need the following two expressions:
cpg − cgp =
(
1
∆1
− iΓp
2∆21
)(
Ω1
2
ag +
Ω2
2
ceg
)
−
(
1
∆1
+
iΓp
2∆21
)(
Ω1
2
ag +
Ω2
2
cge
)
=
Ω2
2∆1
(ceg − cge) −
iΓpΩ1
2∆21
ag −
iΩ2Γp
4∆21
(ceg + cge), (4.43)
cpe − cep = −
Ω1
2∆1
(ceg − cge) −
iΓpΩ2
2∆21
ae −
iΩ1Γp
4∆21
(cge + ceg). (4.44)
45
4. Rydberg dressing
Combined with Eq. (4.36), they imply:
ap =
−Ω1Ω22∆1 (ceg − cge) +
iΓpΩ21
2∆2
1
ag +
iΩ1Ω2Γp
4∆2
1
(ceg + cge)
2iΓp
+
Ω1Ω2
2∆1
(ceg − cge) + iΓpΩ
2
2
2∆2
1
ae +
iΩ1Ω2Γp
4∆2
1
(cge + ceg)
2iΓp
+ ae
Γe
Γp
=
Ω21
4∆21
ag +
Ω22
4∆21
ae +
Ω1Ω2
4∆21
(cge + ceg) + ae
Γe
Γp
. (4.45)
Substituting Eqs. (4.41)–(4.45) into the component-by-component Lindblad equation
(Eqs. (4.28), (4.30) and (4.33)) and introducing the two-photon Rabi frequency
Ω =
Ω1Ω2
2∆1
, (4.46)
we obtain the three equations for ag, ae and cge:
iȧg =
1
2
Ω1
[
Ω2
2∆1
(ceg − cge) −
iΓpΩ1
2∆21
ag −
iΩ2Γp
4∆21
(ceg + cge)
]
+ i
[
Ω21
4∆21
ag +
Ω22
4∆21
ae +
Ω1Ω2
4∆21
(cge + ceg) + ae
Γe
Γp
]
Γp
=
Ω
2
(ceg − cge) +
iΩΓp
4∆1
(cge + ceg) + iae
(
Γe +
Ω22
4∆21
Γp
)
, (4.47)
iȧe =
1
2
Ω2
[
− Ω1
2∆1
(ceg − cge) −
iΓpΩ2
2∆21
ae −
iΩ1Γp
4∆21
(cge + ceg)
]
− iaeΓe
= −Ω
2
(ceg − cge) −
iΩΓp
4∆1
(cge + ceg) − iae
(
Γe +
Ω22
4∆21
Γp
)
(4.48)
iċge =
1
2
Ω1
[(
− 1
∆1
+
iΓp
2∆21
)(
−1
2
Ω2ae −
1
2
Ω1cge
)]
− 1
2
Ω2
[(
1
∆1
+
iΓp
2∆21
)(
1
2
Ω1ag +
1
2
Ω2cge
)]
+ cge∆−
1
2
icgeΓe
=
Ω
2
(ae − ag) +
(
∆ +
Ω21 − Ω22
4∆1
)
cge −
iΓpΩ
4∆1
(ag + ae)
− 1
2
icge
(
Γe +
Ω21 + Ω
2
2
4∆21
Γ+p
)
. (4.49)
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We can rewrite them in the form
iȧg =
(
Ω
2
+
iΩΓp
4∆1
)
ceg −
(
Ω
2
− iΩΓp
4∆1
)
cge + iae
(
Γe +
Ω22
4∆21
Γp
)
, (4.50)
iȧe = −
(
Ω
2
+
iΩΓp
4∆1
)
ceg +
(
Ω
2
− iΩΓp
4∆1
)
cge − iae
(
Γe +
Ω22
4∆21
Γp
)
, (4.51)
iċge =
(
Ω
2
− iΓpΩ
4∆1
)
ae −
(
Ω
2
+
iΓpΩ
4∆1
)
ag +
(
∆ +
Ω21 − Ω22
4∆1
)
cge
− 1
2
icge
(
Γe +
Ω21 + Ω
2
2
4∆21
Γp
)
, (4.52)
and we can replace the effective Rabi frequencies
Ω′ = Ω ± iΩΓp
4∆1
(4.53)
by Ω. This is justified since only the modulus of Ω′ is relevant and
|Ω′| = Ω
√
1 +
Γ2p
4∆21
≈ Ω. (4.54)
This and ∆ +
Ω2
1
−Ω2
2
4∆1
≈ ∆ simplify the equations to
iȧg =
Ω
2
(ceg − cge) + iae
(
Γe +
Ω22
4∆21
Γp
)
, (4.55)
iȧe =
Ω
2
(cge − ceg) − iae
(
Γe +
Ω22
4∆21
Γp
)
, (4.56)
iċge =
Ω
2
(ae − ag) +
(
∆ +
Ω21 − Ω22
4∆1
)
cge −
1
2
icge
(
Γe +
Ω21 + Ω
2
2
4∆21
Γp
)
. (4.57)
This set of equations can be written as a generalized two-state Lindblad equation:
i∂tρ̂(t) =
1
~
[
Ĥ, ρ̂(t)
]
+ iL(ρ̂) + iL′(ρ̂) (4.58)
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with
Ĥ = ~
(
0 12Ω
1
2Ω −∆
)
, (4.59)
ρ̂ =
(
ag cge
ceg ae
)
, (4.60)
(4.61)
where the decay consists of two parts: There is a standard decay channel, given by
L(ρ̂) = −1
2
(
Ĉ†Ĉρ̂(t) + ρ̂(t)Ĉ†Ĉ
)
+ Ĉρ̂(t)Ĉ†, (4.62)
Ĉ =
√
Γ |g〉 〈e| , (4.63)
and the decay rate
Γ = Γe +
(
Ω2
2∆1
)2
Γp. (4.64)
Furthermore, there is the additional decay of the coherence given by
L′(ρ̂) = − Ω
2
1
8∆21
Γp
(
0 cge
ceg 0
)
. (4.65)
Because of this term, Eq. (4.58) cannot be written as a standard Lindblad equation
(L′(ρ̂) cannot be expressed as a Lindblad super-operator). However, in the later chapters,
we will only be interested in the rough magnitude of the decay so that we can ensure
that any decay can be ignored.
4.2.4. Two-atom dressing scheme, Born-Oppenheimer approximation
In the next section, we will formally consider the N -body Hamiltonian and calculate an
effective interaction. But before that, it is useful to study a simplified system of only
two atoms in some detail.
We denote the distance between the atoms by R and we assume that they interact with
a van-der-Waals interaction W (R) = C6/R6 if both are in the Rydberg state |e〉. We will
apply a Born-Oppenheimer (BO) approximation, relying on the very different time scales
of the electron dynamics and the atom dynamics. In this approximation one diagonalizes
the electronic Hamiltonian under the assumption that that the interatomic distance R
is fixed. This yields a number of R-dependent eigenvalues, so-called “potential surfaces”.
These are the potentials that drive the dynamics of the nuclei.
Each atom in isolation is described by the electronic Hamiltonian
Ĥi = ~
(
0 12Ω
1
2Ω −∆
)
(4.66)
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in the one-atom basis (|g〉 , |e〉). The Hamiltonian describing the electron dynamics is
Ĥel =




0 ~Ω√
2
0
~Ω√
2
−~∆ ~Ω√
2
0 ~Ω√
2
−2~∆ +W (R)




, (4.67)
in the two-atom basis
(
|gg〉 , |eg〉+ , |ee〉
)
=
(
|gg〉 , |eg〉 + |ge〉√
2
, |ee〉
)
. (4.68)
The anti-symmetric state |eg〉− does not couple to the others and can be ignored.
Diagonalizing Ĥel for fixed values of ∆ and Ω yields three potential surfaces
Ug̃g̃(R), Uẽg̃(R), Uẽẽ(R).
Here, |g̃〉 and |ẽ〉 denote the eigenstates of the single-atom Hamiltonians Ĥi. Accordingly,
|g̃g̃〉, |ẽg̃〉+ and |ẽẽ〉 are the eigenstates of Ĥel(∞).
A few examples of the potentials are shown in Fig. 4.3. The BO approximation is justi-
fied if all the potential surfaces are well-separated for all R. Then, diabatic transitions
between the surfaces are inhibited (cf. the adiabatic theorem of quantum mechanics [29]
and the Landau-Zener problem [115, 131, 188, 209]). We observe in Fig. 4.3 that this is
fulfilled whenever ∆ and C6 have different signs.
We will be interested in the atomic dynamics of a gas of atoms initially in their ground
state |g〉 that are subjected to a dressing laser. If the laser is initially switched on slowly2,
this system will be described by the potential Wg̃g̃(R).
Wg̃g̃(R) is van-der-Waals-like for large R but has a soft core, i.e., for R → 0 it approaches
a finite value Wg̃g̃(0) < ∞. This behavior can be understood within a so-called blockade
picture:
If the atoms are very far apart, the interaction W (R) is much smaller than the detuning
~∆ and both atoms will, separately, perform Rabi oscillations as described in the previ-
ous section. Their effective interaction Weff will be the van-der-Waals interaction scaled
by the two-particle excitation probability p2exc, i.e.
Ueff(R) = p
2
exc
C6
R6
. (4.69)
However, the situation changes at distances where W (R) . ~∆. In that case, the
interaction leads to a shift of the effective detuning (see Fig. 4.4). More precisely,
the effective two-particle detuning becomes ∆eff (R) = −2~∆ + W (R). Hence, if ∆
and W have the same sign (attractive interaction with a red detuned laser or repulsive
2Here we invoke the adiabatic theorem a second time. Switching the laser on slowly ensures that the
non-dressed eigenstate |g〉 evolves adiabatically towards the dressed eigenstate |g̃〉.
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Figure 4.3.: (a)–(b) BO potential curves for C6 > 0 and ∆ < 0 and (a) Ω/2∆ = 0.1 and (b)
Ω/2∆ = 1. The potential surfaces are always well separated, justifying the BO approximation.
In (c) we chose ∆ > 0 (and still C6 > 0). This leads to avoided crossings between |ẽẽ〉 and
the other curves, implying the breakdown of the BO approximation. Panel (d) shows a zoomed
view of the potential Ug̃g̃(R) for Ω/2∆ = 1. For different values of Ω/2∆ it remains qualitatively
identical. All distances are scaled by the characteristic length scale Rc = |C6/2~∆|1/6.
interaction with blue detuning), then the laser will become resonant with the atomic
transition at
R =
(
C6
2~∆
)1/6
(4.70)
which leads to the breakdown of the BO approximation. Furthermore it may lead to
a large number of Rydberg excitations, extremely strong interactions and subsequent
destruction of the condensate through heating. Hence, these cases are not the ones we
are interested in.
We will study the cases where ∆ and W have opposite signs (repulsive interaction with
red detuning laser or attractive interaction with blue detuning). This is the case for
which we have seen the BO approximation to be valid. Then, for small distances the
interaction leads to an increase of the effective detuning and, therefore, to a decrease of
the Rydberg fraction. This effect is known as “interaction blockade” [96,128] because it
is the interaction-induced shift in the energy of the Rydberg state that inhibits excita-
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 
Figure 4.4.: Visualization of the blockade effect for a pair of atoms (energies not to scale). For
R → ∞, the system is one of two unperturbed atoms, each with two eigenstates |g〉 and |e〉.
Depicted are the eigenstates |gg〉, |ee〉 for a large and a small distance. The detuning between
the laser and the atomic transition is ∆. Hence, in the rotating frame, the energy difference |ee〉
and |gg〉 is 2∆ at large R. For smaller R, the van-der-Waals interaction W (R) = C6/R6 shifts
the detuning to the larger value 2∆eff(R) = 2∆ −W (R)/~, so that the excitation probability is
reduced.
tion into that very state.
Consequently, the effective interaction at small distances will be smaller than the sim-
ple Eq. (4.69) would predict. We will see in the following section what the effective
interaction exactly is.
4.2.5. Dressing interaction between many atoms
Now we turn to a whole BEC of N atoms, with distance vectors rij = ri − rj , where ri
is the position of the i-th atom. If both the atoms i and j are in the Rydberg state |e〉,
they have an interaction energy Wij = W (rij) = C6/r6ij . The detuning and interaction
are chosen such that C6/∆ < 0. This is in line with our insight from the previous section
about how to avoid going resonant (and destroying the BEC).
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Then, the full Hamiltonian of the system is
ĤF = T̂ +
∑
i<j
Ŵij ⊗ σ̂ieeσ̂jee +
N∑
i=1
Ĥ i0 (4.71)
= T̂ +
∑
i<j
Ŵij ⊗ σ̂ieeσ̂jee − ~∆
N∑
i=1
σiee +
~Ω
2
N∑
i=1
(
σige + σ
i
eg
)
(4.72)
= T̂ + Ĥel(r1 . . . rN ). (4.73)
where T̂ = 12m
∑
i p̂
2
i is the kinetic energy of all atoms. We now apply the Born-
Oppenheimer approximation to the N -body problem.
Perturbation theory
The operator Ĥel acts on the 2N -dimensional Hilbert space comprised of the internal
states of the atoms and depends parametrically on the positions ri. In the BO approxi-
mation, it is replaced by a BO potential U(r1 . . . rN ) (which is a multiplication operator
in position space). It is given by the eigenvalue equation
U(r1 . . . rN ) |G(r1 . . . rN )〉 = Ĥel(r1 . . . rN ) |G(r1 . . . rN )〉 , (4.74)
such that
lim
ri→∞
|G(r1 . . . rN )〉 = |G0〉 = |g . . . g〉 , (4.75)
i.e., |G(r1 . . . rN )〉 is the eigenstate that connects asymptotically to the state |G0〉 =
|g . . . g〉 where all atoms are in their ground state.
Then, the system is described by the BO Hamiltonian
Ĥ = T̂ + Û . (4.76)
Note that (even for ri → ∞ and Ω = 0) |G0〉 is not always the ground state of the overall
system:
|G0〉 is the ground state if ∆ < 0 (and where the interaction must be repulsive in order
to avoid resonant excitations). If ∆ > 0, |G0〉 is the highest-energy state.
We now treat the eigenvalue problem (4.74) in perturbation theory and we will use the
result in most of the subsequent chapters. In chapter 7, we will go beyond this additional
approximation. The perturbative treatment is justified if
∣
∣
∣
Ω
2∆
∣
∣
∣
2
N ≪ 1 as we will discuss
more precisely in chapter 7). To calculate the perturbation expansion we write
û =
Û
~∆
= −
N∑
i=1
σiee +
1
~∆
∑
i<j
Ŵij ⊗ σ̂ieeσ̂jee
︸ ︷︷ ︸
=ĥ0
+
Ω
2∆
︸︷︷︸
=λ
N∑
i=1
(
σige + σ
i
eg
)
︸ ︷︷ ︸
=ŵ
. (4.77)
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We want to find the effective interaction of the state that asymptotically connects to
|G0〉 = |g . . . g〉, so we need to consider the following expansion in λ = Ω/2∆:
u(r1 . . . rN ) =
∞∑
l=1
(
Ω
2∆
)l
u(l)(r1 . . . rN ), (4.78)
or
U(r1 . . . rN ) = ~∆u(r1 . . . rN ) =
∞∑
l=1
(
Ω
2∆
)l
U (l)(r1 . . . rN ). (4.79)
The various orders u(l) can be calculated by the usual perturbation formulae [42], in-
volving sums over all other eigenstates of ĥ0. Those eigenstates can be divided up as
follows:
• singly excited states |ei〉, i = 1 . . . N with energy 〈ei|ĥ0|ei〉 = −1,
• doubly excited states |eij〉, with energy 〈eij |ĥ0|eij〉 = −2 +Wij/~∆,
• and so on.
The original state |G0〉 has the energy 〈G0|ĥ0|G0〉 = 0.
We abbreviate all eigenstates by |a〉, with a ∈ {1 . . . 2N }, numbered such that
|0〉 = |G0〉 ,
|1〉 = |e, g, . . . , g〉 ,
. . .
|N + 1〉 = |e, e, g, . . . , g〉 ,
. . .
|2N 〉 = |e, . . . , e〉 .
Their couplings to |G0〉 and each other are denoted by wab = 〈a|ŵ|b〉. All of those
couplings are either 1 or 0. The eigenenergies will be denoted by εa = 〈a|ĥ0|a〉 and the
energy differences by εab = εa − εb. In the spirit of the above definitions, the indices
a, b, c will run over all states, while indices i, j, k run over atoms.
The l-th order of the perturbation series describes the contribution of virtual processes
that consist of exactly l basic processes of the perturbation operator ŵ (here, those are
simple one-electron excitations/relaxations) and that lead back to |G0〉. Therefore, all
odd orders must vanish, since in order to finally return to |G0〉 there must be one and
only one relaxation for every excitation. One can also see this by explicitly calculating
the low odd orders:
u(1) = wG0G0 = 〈G0|ŵ|G0〉 = 0. (4.80)
u(3) =
∑
ab
wG0awabwbG0
εG0aεG0b
− wG0G0
∑
b
|wG0b|2
ε2G0b
=
∑
a
wG0awaawaG0
εG0aεG0a
= 0. (4.81)
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The even orders, on the other hand, are non-vanishing:
u(2) =
∑
a
|wG0a|2
εG0a
=
N∑
i=1
| 〈ei|ŵ|G0〉 |2
0 − (−1) = N, (4.82)
such that
(
Ω
2∆
)2
U (2) =
~Ω2
4∆
N. (4.83)
This energy is called the first-order light-shift. The single-atom light-shift
EL =
~∆
2

−1 +
√
1 + 4
(
Ω
2∆
)2

 (4.84)
is the difference in energy between a dressed and a non-dressed atom. Its Taylor series
is
EL =
~Ω2
4∆
− ~Ω
4
16∆3
+
~Ω6
32∆5
+ O
((
Ω
2∆
)8
)
. (4.85)
We recognize that Eq. (4.83) is exactly N times the first term of this series and, hence,
the first-order light-shift of N atoms.
Since the second order only includes processes where one atom is excited and then
decays it is clear that it cannot lead to an interaction. For the description of the atomic
dynamics that we are interested in, constant terms in the energy are irrelevant so that
we do not need to include this term in the resulting interaction curve. Since the fourth
order includes up to two excited atoms, a position-dependent term appears:
u(4) =
∑
abc
wG0awabwbcwcG0
εG0aεG0bεG0c
− u(2)
∑
a
|wG0a|2
ε2G0a
− 2wG0G0
∑
ab
wG0awabwbG0
ε2G0aεG0b
(4.86)
+ w2G0G0
∑
a
|wG0a|2
ε3G0a
=
∑
abc
wG0awabwbcwcG0
εG0aεG0bεG0c
−N
∑
a
|wG0a|2
ε2G0a
=
N∑
i6=j
2
(−1)(2 −Wij/~∆)(−1)
−N2
= ~∆
N∑
i<j
4
2~∆ −Wij
−N2. (4.87)
Hence,
(
Ω
2∆
)4
U (4) =
(
Ω
2∆
)4
~∆u(4) =
~
2Ω4
4∆2
N∑
i<j
1
2~∆ −Wij
−
(
Ω
2∆
)4
~∆N2. (4.88)
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For non-interacting atoms (or atoms that are infinitely far apart), this becomes
(
Ω
2∆
)4
U (4) =
~
2Ω4
4∆2
N(N − 1)
2
1
2~∆
−
(
Ω
2∆
)4
~∆N2 = −N ~Ω
4
16∆3
. (4.89)
This is N times the second term in Eq. (4.84) and, hence, the second-order light-shift
of N atoms.
We can normalize
(
Ω
2∆
)4
U (4) to vanish at infinity by subtracting the second-order light-
shift. Hence, if we truncate the perturbation expansion after the fourth order, we retain
a Born-Oppenheimer potential:
U(r1 . . . rN ) =
~
2Ω4
4∆2
N∑
i<j
W (rij)
2~∆ −W (rij)
. (4.90)
Finally, we can insert the van-der-Waals interaction W (rij) = C6/r6ij to find the impor-
tant result
U(r1 . . . rN ) =
N∑
i<j
C̃6
R6c + r
6
ij
, (4.91)
where
C̃6 =
(
Ω
2∆
)4
C6, (4.92)
Rc =
(
− C6
2~∆
)1/6
. (4.93)
We see that the many-body interaction U is a sum of two-body interactions
Uij(rij) =
C̃6
r6ij +R
6
c
(4.94)
which have soft-core form, i.e., for rij → 0, they do not diverge, but approach a finite
value
Uij(0) =
C̃6
R6c
= −2~∆
(
Ω
2∆
)4
, (4.95)
independent of the van-der-Waals coefficient C6 (see also Fig. 4.5).
This soft core is the most significant property of the dressing interaction. It means
that particles at low distances are non-interacting. Hence, it is possible (and even
energetically favorable under the right circumstances) for particles to stick together to
a certain extent. This is in stark contrast to typical solids, where there is one and only
one particle per lattice site. Hence, it is the soft-core nature that leads to all of the
interesting effects which we will investigate in the subsequent chapters.
The soft core comes about through a blockade effect, as we have explained in the previous
section with two atoms. The range of the interaction is given by Rc which is typically
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on the order of a few micrometers, such that at typical BEC densities ∼ 1019 − 1020m−3,
the interaction can not be described in the second Born approximation (section 2.3.2).
Instead, we will use the first Born approximation.
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Figure 4.5.: Two-body interaction potential Uij(r) (Eq. (4.94)) for dressing to s-states, and
comparison to pure van-der-Waals interaction. For large distances they are identical but for
rij . Rc, the dressing interaction’s soft-core nature becomes important.
4.2.6. The lifetime of a dressed state
The most important motivation for the introduction of the dressing scheme is the en-
hancement of the lifetime of Rydberg states. This is achieved by only weakly admixing
the Rydberg state to the ground state. In section 4.2.3, we found that the weak admix-
ing (with the factor Ω22∆1 ) of the intermediate state |p〉 with the decay rate Γp led to an
additional decay
(
Ω2
2∆1
)2
Γp. (4.96)
Analogously, the weak admixing of the Rydberg state |e〉 (with the factor Ω2∆) to the
ground state |g〉 will lead to the additional decay
(
Ω
2∆
)2
Γe, (4.97)
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l, j Γs[GHz] τs[ns] ε
s1/2 0.731 1.368 3.0008
p1/2 0.411 2.4360 2.9989
p3/2 0.395 2.5341 3.0019
d3/2 0.929 1.0761 2.9898
d5/2 0.936 1.0687 2.9897
Table 4.1.: Parameters (see Eqs. (4.99), (4.100)) for the decay rates Γ = Γsn−ε and lifetimes
τ = Γ−1 = τsnε of Rubidium Rydberg states, from [19]
so that the total decay rate is
Γeff =
(
Ω
2∆
)2
Γe +
(
Ω2
2∆1
)2
Γp. (4.98)
The decay rates and lifetimes of Rubidium Rydberg states can be written as [19,32]
Γe =
Γs
nε
(4.99)
τe = τsn
ε (4.100)
with the parameters (from reference [19]) in table 4.1. Furthermore, the lifetimes of
the 5p- and 6p-states are relevant, because these can be convenient choices for the
intermediate state |p〉 from the previous sections. Those lifetimes are [76,86]
τ(5p1/2) = 27.8 ns (4.101)
τ(5p3/2) = 26.3 ns (4.102)
τ(6p) = 120.7 ns. (4.103)
Hence, the decay rates are
Γp(5p) ≈ 36 MHz (4.104)
Γp(6p) ≈ 8.3 MHz. (4.105)
In the following chapters, we will typically use parameters Ω and ∆ with
Ω
2∆
∼ 1
100
, (4.106)
Ω2
2∆1
∼ 1
2500
, (4.107)
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yielding effective decay rates of (e.g., for the 50s-state with Γe = 5.83 kHz)
Γeff(5p) =
(
Ω
2∆
)2
· 5.83kHz +
(
Ω2
2∆1
)2
· 36 MHz (4.108)
Γeff(6p) =
(
Ω
2∆
)2
· 5.83kHz +
(
Ω2
2∆1
)2
· 8.3 MHz. (4.109)
Therefore,
Γeff(5p) ≈ 6 Hz (4.110)
Γeff(6p) ≈ 2 Hz. (4.111)
Hence, the lifetimes of the dressed states will be on the order of 100 ms to 1 s. As the
following chapters will show this is long enough to observe the ensuing dynamics.
4.2.7. Validity of the perturbation expansion
The perturbative treatment is only valid if the dressing is “weak enough”. In chapter 7,
we will investigate what exactly the correct criterion is. But we can already speculate
by considering the above calculation and the general form of the perturbation series:
The (2l)th-order of the perturbation expansion has the form
U (2l) ∝
(
Ω
2∆
)2l N∑
i1=1
· · ·
N∑
il=1
fl(ri1 . . . ril), (4.112)
with a function f that approaches a constant value on the length scale Rc. Hence, it
scales like
U (l) ∝
(
Ω
2∆
)2l
N lloc =
(
Ωe
2∆
)2l
, (4.113)
where Ωe =
√
NlocΩ is the so-called bosonically enhanced Rabi frequency. Nloc is the
local number of particles, i.e., the number of particles within a radius Rc. For a gas with
constant density ρ this number is
Nloc =
4
3
πR3cρ. (4.114)
The relative weight of the (l + 1)-th order, compared to the l-th order is
NR =
(
Ω
2∆
)2
Nloc. (4.115)
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Notably, NR has a simple interpretation: the dressed ground state of a single atom can
be calculated in perturbation theory just as we calculated the interaction:
|G〉 = |g〉 + Ω
2∆
|e〉 , (4.116)
leading to a probability of
(
Ω
2∆
)2
of finding the atom in its Rydberg state. Hence, NR
is the average number of Rydberg excitations within one radius Rc for a non-interacting
gas.
In chapter 7 we will show that this is indeed the relevant parameter.
4.3. Dressing to degenerate states
The two-level dressing scheme can be generalized to a dressing scheme with nd > 1
excited states {|em〉}ndm=1. This is particularly relevant for the dressing to d-states which
are (in the absence of an external magnetic field) degenerate with respect to the magnetic
quantum number m.
The derivation is very similar to the one before, with two differences:
• there are now nd = 2j+1 Rabi frequencies Ωm = dm ·E0/~, where dm = q 〈g|r̂|em〉
is the dipole matrix element coupling ground state and the m-th excited state
• there are now n2d Born-Oppenheimer potentials C
(m)
6 /r
6. m = (m1,m2) labels the
potential whose state asymptotically connects to |em1〉 ⊗ |em2〉.
Then, by choosing the laser polarization appropriately, one particular state |e〉 of the
nd degenerate one-particle-states can be chosen by exploiting the selection rules. For
example, starting from an s-state with m = 1/2, dipole selection rules allow one to
excite p1/2-states as well as p3/2-states. However, at low principal quantum numbers,
these states have significantly different energies so that one can be chosen via the laser
frequency. Furthermore, the laser polarization controls the change in m, so that this
can be chosen, too. If a p1/2-state has been chosen, a second laser can then (due to
the j-selection rule) excite only d3/2-states, not d5/2-states. Again, the polarization can
be used to select one of the m-degenerate states. Hence, among others, the following
excitation schemes are possible:
s1/2(m = 1/2) → p1/2(m = 1/2) → d3/2(m = 1/2), (4.117)
s1/2(m = 1/2) → p1/2(m = 1/2) → d3/2(m = 3/2). (4.118)
Note that it is not possible to select a single d3/2-state in this manner. It would be
necessary to first excite a p3/2-state; but from there, one can not control whether a
d3/2- or d5/2 is excited with the second laser since, at high n (which we are interested
in), are energetically very similar. Fortunately, as we saw in the previous chapter, it is
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d3/2-states that are relevant for us, so this is not a problem.
The resulting effective dressing-potential is
U(r1 . . . rN ) =
N∑
i<j
Uij(rij) =
N∑
i<j
n2d∑
β=1
|〈ee|µβ(rij)〉|2
C̃
(β)
6
(
R
(β)
c
)6
+ r6ij
. (4.119)
As before,
C̃
(β)
6 =
(
Ω
2∆
)4
C
(β)
6 , (4.120)
R(β)c =
(
C
(β)
6
2~∆
)1/6
(4.121)
and Ω and ∆ are the two-photon Rabi frequency and detuning for coupling to the one
chosen Rydberg state. |µβ(r)〉 is the two-body eigenstate of Ĥ(r) (the Hamiltonian
we used in chapter 3 to calculate the van-der-Waals coefficients C(β)6 ). In general, the
interaction is not spherically symmetric because it also depends on the eigenstates. These
are not spherically symmetric, in contrast to the eigenvalues. However, |〈ee|µβ(r)〉|2 is
still symmetric with respect to rotation around the z-axis (i.e., the quantization axis of
the lasers) so Uij exhibits a cylindrical symmetry.
4.4. Length and energy scaling
By the calculation of the Born-Oppenheimer potential U(r1 . . . rN ) =
∑
i<j Uij(ri −
rj), the Hilbert space concerning the electrons has been eliminated and we are now
only dealing with a system of atoms without internal structure. Then, the many-body
Hamiltonian describing a dressed gas is
Ĥ =
1
2m
N∑
i=1
p̂2i + U (̂r1 . . . r̂N ). (4.122)
Additionally, depending on the situation, there can be an external potential
∑N
i=1 Vext(̂ri):
where Vext is the external potential. The corresponding Schrödinger equations (SE) are.
Ĥ |Ψ(t)〉 = i~∂t |Ψ(t)〉 , (4.123)
Ĥ |Ψ〉 = E |Ψ〉 . (4.124)
We will later solve the stationary SE with the Path-Integral Monte Carlo (PIMC)
method, and by comparison with its results we will show that a mean-field approxi-
mation is justified. We will apply the mean-field approximation (i.e. a Gross-Pitaevskii
equation) to the time-dependent SE to study the dynamics of the gas. Let us consider
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how the Gross-Pitaevskii equation for the dressed gas can be simplified. In both cases
(dressing to a non-degenerate state and to degenerate states), we start from the GPE
i~∂tψ(r) =
(
− ~
2
2m
∇2 + ρg|ψ(r)|2 + VMF [ψ](r)
)
ψ(r) (4.125)
4.4.1. Non-degenerate states
The MF potential is
VMF [ψ](r) = ρ
∫
d3r′ U(r − r′)|ψ(r′)|2 = ρ
∫
d3r′
C̃6|ψ(r′)|2
R6c + |r − r′|6
. (4.126)
We have renamed Uij to U for convenience. Note that this equation describes the
short-ranged s-wave scattering interaction and the long-ranged dressing interaction in
different approximations. The short-range interaction is described in the second Born
approximation (see section 2.3.2). However, this approximation cannot be used for long-
ranged interactions since it assumes that only two-body effects are relevant. Hence, the
long-ranged interaction is described in the first Born approximation. However, it is not
yet clear at this point that this approximation is actually justified. We will see later
that this is indeed the case by comparing it to exact Monte Carlo simulations.
It is useful to rescale this equation with the length scale Rc and the time scale
mR2c
~
.
This is equivalent to scaling the stationary GPE by the energy scale ~
2
mR2c
. Furthermore,
we scale the wave function by the square root of the density
√
ρ. In the case of a bulk
system, ρ is defined as the average density of the system. In a finite (three-dimensional)
system we use ρ = N/R3c . This simplifies the GPE to
i∂tψ(r) =

−1
2
∇2 + γ|ψ(r)|2 + α
∫
d3r′
|ψ(r′)|2
1 + |r − r′|6

ψ(r), (4.127)
where
α =
C̃6mρ
~2Rc
, (4.128)
γ =
mR2cρ
~2
g = 4πasR
2
cρ (4.129)
are the effective strengths of the dressing interaction and the contact interaction (due
to s-wave scattering), respectively. In the case of a finite system, using ρ = N/R3c , they
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can also be written as
α =
C̃6mN
~2R4c
, (4.130)
γ =
mN
~2Rc
g =
4πasN
Rc
. (4.131)
The same scaling can be applied if lower-dimensional systems are considered. These
can be realized by confining the system very strongly in one or two directions, e.g.,
using a harmonic trap. The treatment as a lower-dimensional system is justified if the
trapping frequencies ωz and/or ωy in the directions that are to be strongly confined are
much larger than the typical one-particle energy in the system, or, equivalently, if the
corresponding oscillator lengths ly, lz are much smaller than typical length scales. Then,
one has to take into account that g is modified. For example, if a Gaussian profile in
the tightly confined direction is assumed, one has
g3D = g, (4.132)
g2D =
g√
2πlz
, (4.133)
g1D =
g2D√
2πly
=
g
2πlylz
. (4.134)
(4.135)
The system is then still described by Eq. (4.127), no matter the dimension. However,
in d dimensions with density ρd the interaction strengths are
α =
C̃6mρd
~2R4−dc
, (4.136)
γ =
mR2cρd
~2
gdD. (4.137)
The same scaling can also be applied to the Hamiltonian itself without first invoking a
mean-field approximation, yielding the rescaled Hamiltonian
Ĥ =
1
2
N∑
i=1
p̂2i +
∑
i<j
αMC
1 + |̂ri − r̂j |6
+ γMC
∑
i<j
δ(̂ri − r̂j). (4.138)
The interaction strengths differ from the ones in the GPE for a finite system only by a
factor of N :
α = NαMC, (4.139)
γ = NγMC. (4.140)
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This reflects that, in the MF simulations there is no particle number since it considers
only one active particle in the field of many other indistinguishable particles in the same
state. Hence, a change in the number of particles is equivalent to a change in the pair
interaction strength since the interaction potential felt by any one particle is identical
in both situations. In contrast, the MC simulations take the particle number explicitly
into account so that it cannot be included in the interaction parameter.
4.4.2. Degenerate states
For dressing to a degenerate Rydberg manifold, the situation is more complicated and
cannot be simplified as nicely due to the existence of multiple length scales R(β)c in the
interaction. The MF potential is (Eq. (4.119))
VMF [ψ](r) =
∫
d3r′ U(r − r′)|ψ(r′)|2 (4.141)
=
n2d∑
β=1
∫
d3r′ |〈ee|µβ(r − r′)〉|2
C̃
(β)
6
(
R
(β)
c
)6
+ |r − r′|6
. (4.142)
Fig. 4.6 shows the two-body interaction U(r) = U(x, y, z) for the two particular exam-
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Figure 4.6.: Interaction potential U(r) for dressing to the 65d-state (left: m = 1/2, right:
m = 3/2), with ∆ = 2π · 32MHz; scaled by its maximum absolute value |U(0)| = ~Ω4
8∆3
. The
quantization axis is the z-axis. Shown is a cut through the xz-plane which determines the whole
interaction since it is symmetric w.r.t. rotation around the z-axis.
ples of dressing to the 65d3/2(m = 1/2) or the 65d3/2(m = 3/2)-state. The quantization
axis is the z-axis and in experiment it is determined by the laser polarization. Since
the interactions are always still symmetric with respect to rotation around the z-axis
(as was noted before), it is sufficient to show a slice through the xz-plane. The small
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anisotropy of the interaction can be clearly seen.
One can apply a length scaling to remove one of the length scales R(β)c . Clearly, this
will not simplify the equation as significantly as in the isotropic case since many length
scales remain. However, since the anisotropy in the interaction is small, it is possible
to find an isotropic approximation by defining Rc(ϑ) as the full width at half maximum
(FWHM) of U at the angle ϑ = ∠(x, z) and by introducing the approximate parameters
Rc =
1
2π
∫ 2π
0
dϑ sin(ϑ)Rc(ϑ), (4.143)
C6 = −2~∆R6c . (4.144)
The ensuing approximate isotropic potential is
Uiso(r) = Uiso(r) =
(
Ω
2∆
)4 C6
R6c + r6
=
C̃6
R6c + r6
. (4.145)
For this potential the isotropic rescaling can be applied as before. Hence, the isotropic
interaction strength α approximately characterizes the strength of the anisotropic po-
tential, too. This will be useful to compare the strengths of two potentials of which at
least one is anisotropic.
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A supersolid is an exotic state of matter that is at the same time superfluid (see section
2.5) and solid. Its possible existence was first conjectured in 1969/1970 by Andreev and
Lifshitz [10] and Chester [37]. The concept of supersolidity is rather unintuitive because
the two properties of superfluidity and solidity seem antithetic: A perfect superfluid
can be pictured as a gas of atoms, all of which are free to move throughout the system.
This is exactly in contrast to a classical solid. There, particles are strongly localized
on lattice positions. Depending on whether the solid is crystalline or amorphous, the
particle positions might more or less follow a symmetry pattern, but in all cases there is
a rigid structure. The rigidity is brought about by inter-particle interactions. Hence, in
a supersolid the same particles whose interactions provide the rigidity must also provide
for superfluid flow. Whether supersolidity is, indeed, possible has been controversially
discussed for many decades [27,146,151,205]. One system that seemed a good candidate
and has been investigated extensively is solid Helium-4. Unless pressurized, it remains
liquid down to zero temperature [126] and shows strong superfluid behavior [5,64,98,116].
By and large, this originates from its small mass, such that quantum effects are more
strongly pronounced than in most other elements.
Early on, Leggett proposed an experimental way to measure superfluidity [120]. In the
same paper, he also showed that, even at zero temperature, the superfluid fraction (the
order parameter of superfluidity) of any perfect crystal should be either zero or very
small. Nevertheless, as conjectured by Andreev, Lifshitz and Chester [10,37], superfluid-
ity might still arise from delocalized lattice defects in the ground state. Such defects are
called zero-point defects to clarify that they do not constitute excitations but that the
ground state is a crystal with a non-integer number of particles per lattice site. Since
they are delocalized, the defects can provide superfluid flow. However, it remained un-
clear whether the ground state of solid helium indeed exhibits any zero-point defects.
At first, experimental findings seemed to rule out the existence of supersolids [9,20,57,80,
140,189,193]. However, several explanations were brought forth why experiments might
have failed to observe a supersolid phase. In particular, the possibility that supersolidity
sets in only below experimentally achievable temperatures could not be ruled out.
The situation changed in 2004, when an experiment by Kim and Chan [102] was the
first to find evidence of a supersolid. Following the idea of Leggett [120], they measured
the oscillation period of a torsional oscillator filled with solid He-4. At temperatures
below 250 mK, they found a decrease of the period implying a drop of the rotational
inertia of the helium sample. This can be interpreted as a part of the system becoming
superfluid and no longer participating in the rotation. This effect is called non-classical
rotational inertia (NCRI), as introduced by Leggett. A number of subsequent experi-
ments [38,103,104] confirmed the finding.
On the theoretical side, it was shown [164] that the aforementioned zero-point defects are,
indeed, the only way how a crystal can become superfluid. Thus, the crucial question
was whether the ground state of solid helium has zero-point defects, or not. Numerous
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theoretical calculations based on Monte-Carlo methods [12,25,41,71,173] were performed
to address this question and they all found that the helium ground state has no defects,
suggesting that it cannot be supersolid. Such calculations yield very good agreement
with experimental measurements in condensed helium [36]. On the other hand, argu-
ments were put forward, e.g. by Anderson [8] and Bali bar [14], that a supersolid state
might yet exist in helium. This ushered in an ongoing theoretical debate.
At the same time, there have been suggestions how to explain the experimentally found
NCRI without having to assume superfluidity [134, 162, 170, 207]. Finally, very recent
experiments by D.Y. Kim and Chan [101] found no decrease of the oscillation period.
They suggested that the previously found decrease could be explained purely mechani-
cally by shear modulus stiffening which occurs at low temperatures [50,171]. This new
observation brings the experimental findings in agreement with the theory.
In this thesis, we will not discuss solid helium but we will show that a Rydberg-dressed
BEC, as introduced in the previous chapter, provides a promising alternative route to-
wards an unambiguous realization of supersolidity. The mechanism for supersolidity
here is different from the one described above. The essential idea was introduced by
Gross [83,84] in 1957.
First, we will investigate the dressed BEC in the mean-field approximation, starting
with the Bogoliubov spectrum. Furthermore, the ground state of a dressed BEC will be
investigated and a possible scheme for the dynamical preparation of a supersolid will be
discussed.
In the second part of this chapter, we will demonstrate the validity of the mean-field
approximation by comparing it to exact results from Quantum-Monte-Carlo simulations.
In particular, both methods agree that, for a certain range of interaction strengths, the
modulated states that we found are superfluid, thus making them supersolids.
5.1. Dressing to Rubidium-87 s-states
Throughout this chapter, we will consider Rydberg-s-states of Rubidium, since their
interaction is always repulsive and almost isotropic.
For a given principal quantum number n there are two degenerate s-states (spin-up |↑〉
and spin-down |↓〉). However, as we have seen in chapter 3, the corresponding four
interaction curves are practically identical so that the spin-multiplicity can safely be
neglected and the atom can be treated as having only one s-state with a van-der-Waals
interaction W (r). Hence, the analysis in section 4.4 applies and the rescaled GPE reads
i∂tψ(r) =

−1
2
∇2 + γ|ψ(r)|2 + α
∫
V
dr′
|ψ(r′)|2
1 + |r − r′|6

ψ(r) (5.1)
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with the effective interaction strengths (see section 4.4)
α =
C̃6mρ
~2Rc
, (5.2)
γ =
mR2cρ
~2
g = 4πasR
2
cρ. (5.3)
5.2. Bogoliubov-spectrum and Roton instability
We start the investigation of the dressed BEC’s properties by calculating the Bogoliubov
spectrum of the homogeneous state (2.62)
ε(k) =
√
~2k2
2m
(
~2k2
2m + 2ρg + 2ρW̃ (k)
)
, (5.4)
which describe the energy of elementary excitations of the form
χk(r) = uke
ik·r−iε(k)t + vke
−ik·r+iε(k)t. (5.5)
Using the length and energy scaling introduced in Section 4.4, the spectrum can be
expressed solely in terms of the interaction parameters (5.2) and (5.3):
ε(k) =
√
k2
2
(
k2
2
+ 2γ + 2αW̃ (k)
)
, (5.6)
where k is now given in terms of 1/Rc.
Depending on the dimensionality of the system, the Fourier transformed interaction W̃
is given by (see Fig. 5.1(a)):
W̃ 1D(k) =
π
3
(
e−k + e−
1
2 k cos(12k
√
3) +
√
3e−
1
2 k sin(12k
√
3)
)
, (5.7)
W̃ 2D(k) =
2π
k
G4,00,6
(
5
6 ,
5
6 ,
1
2 ,
1
6 ,
1
2 ,
1
6
∣
∣
∣
(
k
6
)6
)
, (5.8)
W̃ 3D(k) =
2π2
3k
e−
k
2
(
e−
k
2 − cos
(
π
3 +
1
2k
√
3
)
− cos
(
5π
3 − 12k
√
3
))
. (5.9)
The function G in Eq. (5.8) denotes Meijer’s G-function [139].
All of the spectra ε(k) have “roton-maxon” form (see Fig. 5.1(b)–(d)) for sufficiently
large α. A roton-maxon spectrum is a spectrum that has at least one local maximum
(the maxon) and a local minimum at krot 6= 0 (the roton). This feature yields a formal
connection to the physics of helium which also exhibits roton-excitations [55,62,92,113,
149,206].
Whether an interaction W gives rise to a roton-maxon spectrum depends on its Fourier
Transform W̃ : if W̃ has any negative values then it has a roton-maxon spectrum if
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Figure 5.1.: (a) One, two and three dimensional Fourier transforms (5.7)–(5.9) of the dressing
interaction. It is clearly visible that, independently of the dimension, W̃ is negative in a certain
k-range.
(b)–(d) Bogoliubov spectra for different values of α in (b) one dimension, (c) two dimensions,
(d) three dimensions. In each panel, one spectrum is shown where α is so low that the spectrum
does not yet have roton-maxon form, one spectrum where the roton-maxon form is evident and
one where the roton minimum touches zero and the instability sets in.
α is sufficiently large. Furthermore, for every such interaction it is always possible to
find a sufficiently large interaction strength αinst for which the roton minimum touches
zero at the roton momentum kroton (“roton-softening”). Beyond this critical strength,
in the so-called “roton-unstable” regime (α > αinst), the evaluation of Eq. (5.4) yields
imaginary values ε(k) = iη with η ∈ R for k sufficiently close to the roton minimum. If
those values are substituted into the the expression for an elementary excitation, this
yields two contributions (±) proportional to
e±(ik·r−iε(k)t) = e±ik·re±ηt, (5.10)
one of which which diverges for t → ∞.
This implies that the magnitudes of perturbations that correspond to excitations around
krot will grow exponentially in time (with the rate |η| = |Im ε(k)|) leading to growing
density modulations with the length scale l = 2π/krot. This phenomenon is called roton
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instability.
By evaluating Eq. (5.6) with Eqs. (5.7), (5.8) and (5.9), we can analytically calculate
the values αrot(0) and αinst(0), where the roton minimum and the roton instability first
appear, for a vanishing short-range interaction (γ = 0). They are shown in table 5.1. In
the presence of a repulsive short-range interaction (γ > 0) they can also be calculated,
as shown in Figs. 5.2 and 5.3. The relation αinst(γ) turns out to be approximately linear,
with parameters that are also shown in table 5.1.
dimension αrot(0) αrot(γ) αinst(0) αinst(γ)
1 6.2 6.2 + 1.60γ 20.7 20.7 + 5.21γ
2 5.9 5.9 + 1.28γ 31.9 31.9 + 6.16γ
3 4.8 4.8 + 1.00γ 50.1 50.1 + 7.75γ
Table 5.1.: Critical values αrot and αinst for the long-range interaction strength as predicted
from the Bogoliubov spectrum. The results for γ 6= 0 are obtained by a fit of the exact results
(Fig. 5.2 and 5.3).
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Figure 5.2.: Onset of the roton minimum in various dimensions. Shown is the dependence of
the critical value αrot (where the roton minimum first appears) on the short-range interaction
strength γ.
From a physical point of view, the roton instability can be interpreted as an implica-
tion of “attraction in momentum space”. As we pointed out already, it occurs for every
interaction W if and only if its Fourier transform W̃ is negative in any region K in
momentum space. Physically, it can be understood as roton states (i.e., states that ex-
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Figure 5.3.: Instability diagram in various dimensions. Shown is the dependence of the critical
value αinst (where the roton instability sets in) on the short-range interaction strength γ.
hibit excitations with k = krot) being energetically favorable. These states have density
modulations with the length scale 2π/k. In position space, the instability can also be
understood qualitatively: due to the soft-core nature of the interaction (W (0) < ∞),
particles can approach each other very closely without additional energy cost (as soon
as their distance is already smaller than Rc). This will lead to clustering of atoms into
small droplets. The droplets repel each other, and therefore a so-called “droplet crys-
tal” [40,165] is formed.
Roton-maxon spectra have also been discovered in dipolar BECs [21, 81, 114, 176, 204].
There, the roton-maxon spectrum arises from the partially attractive nature of the inter-
action. But the same attraction also leads to collapse of the condensate [56,74,109,177].
It is possible to suppress the collapse by tightly confining the BEC in the attractive
direction [33,141], but then the diverging nature of the repulsive r−3 interaction makes
the ground state a classical solid where superfluidity vanishes [165].
The dressing-interaction, on the other hand, is repulsive in all directions and does not
diverge. There, the roton-maxon spectrum is an implication of the soft core (W (0) < ∞).
We will demonstrate that this avoids the problem of collapse altogether.
An unstable state cannot be the ground state of a system because, due to energy con-
servation, there is no state that it can destabilize towards. Hence, the roton instability
we found shows that (for α > αinst) the homogeneous state cannot be the ground state.
This raises the question what the ground state actually is.
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5.3. Supersolid ground states
To address the question what the ground state of a dressed gas is, we will numerically
solve the GPE (5.1) on a grid. One possibility of calculating the ground state is the
imaginary time evolution (ITE) (see Appendix A.4). For a linear Schrödinger equation,
it allows to choose an arbitrary initial state and then propagate it in imaginary time.
The method will converge to the ground state, provided that the initial state has a non-
zero overlap with the ground state. However, this does not hold for the GPE because
it has solutions do not obey the superposition principle. Therefore, the GPE has very
many metastable states. Depending on the chosen initial state, the ITE can converge
to any of those metastable states. Hence, unlike in the linear case, the final steady state
now strongly depends on a reasonable choice of the initial state. To solve this problem,
we precede the ITE by a variational calculation to find a suitable initial state.
From the preceding discussion, we expect that the ground state might have regular
density modulations. Therefore, we make the ansatz
ψσ,R(r) =
∑
i
ϕσ(r − Ri), (5.11)
where the Ri define a lattice with a lattice constant a and a given structure. We consider
simple cubic (sc), body-centered cubic (bcc), face-centered cubic (fcc) and hexagonally
closest packed (hcp). Localized on each lattice site we assume a Gaussian wave function
ϕσ(r) = c exp
(
− r
2
2σ2
)
. (5.12)
The factor c is determined such that the average density
lim
V →R3
1
|V |
∫
V
dr |ψ(r)|2 (5.13)
is unity, conforming to our definition of ψ in section 4.4.
First, we consider states of the form given by Eqs. (5.11) and (5.12). The energy of a
state |ψ〉 is
E(V ) = −1
2
∫
V
dr′ ψ(r)∇2ψ(r) + γ
2
∫
V
dr |ψ(r)|4 + α
2
∫
V
dr
∫
V
dr′
|ψ(r′)|2|ψ(r)|2
1 + |r − r′|6 (5.14)
= Ekin + Econtact +Edressing (5.15)
in a large box of the volume V .
Thus, given a certain lattice structure, there are two variational parameters for the state;
the lattice constant R and the width σ of each droplet. Now, for every value of α and
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γ (and a given lattice structure), we can vary R and σ to find the minimal energy
Emin(α, γ) = E(α, γ;Rmin, σmin) (5.16)
and the corresponding approximate ground state |ψσmin,Rmin〉.
The simple assumption that the density profile on each site is Gaussian is removed by
performing the ITE on |ψσmin,Rmin〉 which decreases the energy further. This yields an
enhanced approximation |ψmin〉 of the ground state.
Three dimensions
In order to find the phase transition between a homogeneous state (superfluid) and a
modulated state (supersolid), we calculated the minimal energy densities εmin of the
sc, bcc, fcc and hcp crystal structures for the case of γ = 0. The transition point is
found by comparing the energy εmin of the numerically obtained modulated states to
the energy εhom of the homogeneous state ψhom(r) = 1. The latter one can be calculated
analytically:
εhom = lim
V →R3
1
|V |E(V ) (5.17)
= lim
V →R3
1
|V |


γ
2
∫
V
dr |ψhom(r)|4 +
α
2
∫
V
dr
∫
V
dr′
|ψhom(r′)|2|ψhom(r)|2
1 + |r − r′|6

 (5.18)
= lim
V →R3
1
|V |


γ
2
∫
V
dr 1 +
α
2
∫
V
dr
∫
V
dr′
1
1 + |r − r′|6

 (5.19)
=
γ
2
+ lim
V →R3
α
2
∫
V
dr
1
1 + r6
=
γ
2
+
α
2
4π
∫ ∞
0
dr
r2
1 + r6
(5.20)
=
γ
2
+
π2
3
α. (5.21)
The resulting differences εhom − εmin (for γ = 0) are shown in Fig. 5.4. We find that
for α < αsuso ≈ 30, the homogeneous state ψhom is energetically lower than all of the
investigated modulated states. At αsuso, the phase transition from a homogeneous to a
modulated state takes place. At this point, the hcp-, fcc-, and bcc-states fall below ψhom.
These three states have almost the same energy, with the hcp-state being the lowest.
At the transition point, the derivative ∂αεmin(α) is discontinuous, marking the phase
transition as one of first-order. This also manifests itself in an instantaneous change of
the ground state from |ψhom〉 to one with finite density modulations. Hence, exactly at
the transition point, |ψhom〉 is degenerate with this particular modulated state. Modu-
lated states with lower peak densities, however, have a higher energy.
The transition takes place at a finite roton gap. In other words, it occurs at strictly
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Figure 5.4.: Relative energy density εmin of the lowest-lying state with a given symmetry (sc,
bcc,fcc, hcp) as a function of the interaction strength α with γ = 0. εmin is shown relative to
the energy density εhom =
γ
2
+ π
2
3
α (Eq. (5.21)) of the homogeneous state. The transition to a
modulated ground state happens at α ≈ 29 where the hcp crystal structure becomes energetically
most favorable. The hcp state remains the lowest state for all investigated α, but the fcc state
is always extremely energetically close. The bcc state’s energy density lies slightly higher.
dimension αrot(0) αinst(0) αsuso(0)
1 6.2 20.7 20.7
2 5.9 31.9 26.7
3 4.8 50.1 30.0
Table 5.2.: Critical values for α for γ ∈ [0..100] as predicted from the Bogoliubov spectrum
(repeated from table 5.1) and transition point to a supersolid state, all for γ = 0.
lower interaction strength than the roton instability (αsuso < αinst). This is related to
the first-order nature of the transition as will be discussed after showing the results for
two- and one-dimensional systems.
Two dimensions
In two dimensions, the lowest energy state corresponds to a triangular lattice. Apart
from this, the situation is qualitatively identical to the three-dimensional case. Again,
we find a first-order phase transition, this time at αsuso = 26.7. This, again, locates
the phase transition at a finite roton gap. The exact same behavior was previously
found for the model of a step-function interaction U(r) = U0ϑ(|a − r|), where ϑ is the
Heaviside-function [97,160].
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One dimension
The one-dimensional case differs significantly from the higher-dimensional ones. We find
a second-order phase transition at αsuso = 20.7. Beyond that point, the homogeneous
state |ψhom〉 is replaced as the ground state by a state with infinitesimal modulations.
Notably, the situation differs from the other dimensionalities in another important as-
pect: the phase transition occurs at zero roton gap, i.e., at the same interaction strength
as the roton instability. We can understand this different behavior by considering that
the Bogolioubov spectrum (5.6) makes a statement about the stability of plane-wave
excitations. These correspond exactly to the symmetry of the only regular structure
in one dimension, an equidistant lattice. In contrast, in higher dimensions the ground
states we found exhibit more complicated lattice structures that do not correspond to
a simple plane wave. Hence, in those cases, there is no reason why the phase transition
and the onset of the roton instability should coincide.
Connection between phase transition order and roton instability
We now understand why roton instability and phase transition coincide in one dimension
but not in higher dimensions. Furthermore, we observe the following implications for
the order of the phase transition:
(1) If a quantum phase transition coincides with a roton instability, the transition is
of second order.
(2) If a quantum phase transition occurs at a finite roton gap, the transition is of first
order.
This connection can be understood:
If a roton-unstable system is arbitrarily weakly perturbed this leads to a growth of
density modulations in real time. Since this growth is continuous in time, the time
evolution must pass through states with arbitrarily small density modulations. Since
the GPE conserves energy, these small-modulation states must have the same energy
as the initial state. But for a first-order transition this is not the case. There, at the
transition point, a state with finite modulations is degenerate with the initial state but
more weakly modulated states are higher in energy. Hence, they are not accessible by
a real-time evolution. Therefore, the transition must be of second order, proving state-
ment (1).
In conclusion, we have found that in all dimensions there is a transition from an unmod-
ulated, homogeneous (“liquid”) state to a modulated (“solid”) state at a critical value
αsuso.
In the mean-field approximation, the wave-function, by definition, has long-range phase
coherence and the condensate fraction is 100%, so that all of the solid states are also
superfluid. Hence, they are indeed supersolid states.
Whether the solid states are also supersolid in reality must be checked by moving beyond
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the mean-field approximation. This question will be addressed in Section 5.5, where we
will perform Monte-Carlo simulations. We will also discuss superfluidity and its depen-
dence on the system parameters in more detail.
5.4. Time evolution
It still needs to be established how exactly the instability found in section 5.2 takes
place and what the time evolution of a state after the destabilization is. To this end,
we performed numerical simulations of the time evolution of a dressed, almost homo-
geneous gas in one to three dimensions. This also allows us to check our prediction of
the roton instability. The initial state will be homogeneous except for a small, random
phase which is necessary to induce the instability.
First, we simply consider time evolutions with constant values of α around αinst(0) (and
with γ = 0) to check whether the instability occurs at the predicted value. Since the max-
imum growth rate of the modulations is proportional to Im (ε(kmax)) and ε(kmax) → 0
as α → αinst, it is not possible to verify the prediction to arbitrary accuracy since the
times needed for the instability to develop (and hence, the CPU time needed to calculate
the time evolution) diverges. Nevertheless, as far as we can tell, the agreement between
analytics and numerics is quite good. We show this in Figs. 5.5–5.7, where we plot
the time evolution of the kinetic energy density εkin for one to three dimensions and
for several values of α. We use the same initial state for every value of α to ensure
comparability. Since εkin is zero only for the homogeneous state and becomes larger for
stronger modulated states, it can be used to characterize the real-time transition from
the homogeneous state to a modulated one. In our calculations, the initial kinetic en-
ergy is not exactly zero, but a small value because of the random phase in the initial state.
Three dimensions
In three dimensions, we find excellent agreement between analytics and numerics, the
critical value is αinst = 50.1 (see Fig. 5.5(a)). To visualize the resulting soliton state, we
show a two-dimensional cut through the 3D-system (Fig. 5.5(b), taken at t = 8.). No
state with long-range symmetry is formed. This is due to a competition between the
various lattice symmetries (bcc, fcc, hcp; see the discussion in the preceding section),
that have very similar energies and can form small domains. Hence, the resulting state
is not crystalline (as in two dimensions), but a self-assembled “glas” state, since it
has no crystalline long-range order. At the same time at which the roton instability
manifests itself visibly in the density, a self-assembled lattice of vortices and anti-vortices
is formed in the low-density regions. The vortices stabilize the supersolid state so that
no recurrence towards the homogeneous state occurs. Therefore, the time evolution
eventually leads to an approximately steady state that only exhibits a small breathing
motion due to excess energy.
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Figure 5.5.: 3D, (a) Kinetic energy density εkin depending on the time, (b), resultant density
|ψ|2 for α = 50.1 at t = 8.
Two dimensions
In two dimensions, the numerical result fits the analytical prediction perfectly, too. With
both methods we find α = 31.9 as the critical value, which can be seen in Fig. 5.6(a).
The time evolution is similar to the three-dimensional one, including the appearance of
vortices that stabilize the supersolid state. A difference lies in the long-range triagonal
lattice that is reached in two dimensions. This is possible because the triagonal lattice
symmetry is the only energetically relevant one so that domains of different symmetries
(as in three dimensions) cannot occur.
In Fig. 5.6(b) we show the density for α = 31.9 at t = 20, after the steady state has
been reached.
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Figure 5.6.: 2D, (a) Kinetic energy density εkin depending on the time, (b), resultant (area)
density |ψ|2 for α = 31.9 at t = 20.
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One dimension
Again, the one-dimensional case turns out to be different than the others. We find that
the smallest value of α where an instability can clearly be seen is about 21.1, deviating
about 2% from the analytically predicted value α = 20.7 (see Fig. 5.7(a)). This appar-
ent deviation can be explained by the coincidence of the roton instability (at α = 20.7)
with the second-order supersolid phase transition. Close to the transition point, strongly
modulated states are non-accessible through a real-time evolution since this would vio-
late energy conservation. Hence, the roton instability can drive the homogeneous state
only towards weakly modulated states. Furthermore, the instability would occur very
slowly as the growth rate of the modulations vanishes at the critical value αinst. While
it is likely that the modulational instability also exists in the range 20.7 ≤ α ≤ 21.1, we
did not see it in the numerical simulations.
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Figure 5.7.: 1D, (a) Kinetic energy density εkin depending on the time, (b), resultant (line)
density |ψ|2 for α = 21.1 at t = 30.
Fig 5.7(b) shows the density |ψ|2 at a time where the kinetic energy, and hence, the
modulations are maximal. Notably, the system undergoes several cycles of decay and
revival of the kinetic energy. This corresponds to recurring revivals of both the homo-
geneous state and the supersolid state and marks another significant difference of the
one-dimensional system. The behavior is due to the absence of the stabilization mecha-
nism in 2D and 3D, namely vortices. Since there are no vortices in 1D, no energy can
be shifted into them, making the revivals possible.
Creation of an ordered crystal in three dimensions
We now consider a somewhat more complicated scheme (see Fig. 5.8 (a)) in order to
create a crystalline state in three dimensions. First, we set α = 60, which quickly
introduces the roton instability. The system then evolves into a glassy state (Fig. 5.8 (b))
like the one in Fig. 5.5 (b).
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Figure 5.8.: Snapshots of the BEC dynamics for a time-varying interaction parameter α(t)
shown in (a). Panels (b)-(e) show the density along orthogonal slices through the simulation
box at times indicated in (a). The upper and right axes in (a) show the actual time and Rabi
frequency for a 87Rb BEC with n = 60, ∆ = 50 MHz and ρ0 = 2 · 1020 m−3.
Figure reprinted from [91]
Afterwards, we decrease the value of α slowly to a value just above the supersolid phase
transition αsuso = 30. This leads to a partial “melting” (Fig. 5.8 (c)) of the crystal,
where the modulated state gives way to a homogeneous “liquid”. Furthermore, it allows
the density droplets to move with respect to each other, so that, in the places where
there remains a crystal, a more regular lattice is formed after some time (Fig. 5.8 (d)).
The system then continues to recrystallize slowly, until all fluid domains have vanished.
The resulting lattice (Fig. 5.8 (e)) is significantly more regular than the one created
directly by the Roton instability. It exhibits extended domains of regular crystals.
For Fig. 5.8, we have assumed a BEC with an average density ρ0 = 2 · 1020 m−3, dressed
to the 60s-state with a detuning ∆/2π = 50 MHz. The change in α then corresponds to
two-photon Rabi frequencies from 540 kHz to 450 kHz. According to section 4.2.6, the
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lifetime of the dressed states used in this scheme is around
τ ∼ 0.5 s, (5.22)
so that the time evolution should not be influenced by decay of the dressed state.
5.5. Beyond mean-field
We have now seen that the type of solid states we found in section 5.3 can, indeed, be
prepared in real time by starting from a homogeneous state. However, all investigations
so far have used the mean-field (MF) approximation, which we have not yet shown to
be appropriate for our system at all. In particular, MF does not take into account ther-
mal and quantum fluctuations which decrease the superfluidity. Hence, we have not yet
shown that the modulated ground states we found are superfluid.
While we investigated bulk systems in the previous sections, we will now consider ex-
ternally trapped finite systems because these are the kind of systems that can be stud-
ied experimentally [130]. For the same reason, we will restrict ourselves to quasi-two-
dimensional systems, i.e. systems that are very tightly confined in one direction. If the
trap is harmonic, this means that the trapping frequency in the tightly confined direc-
tion ωz is much larger than the trap frequency ω in the directions perpendicular to that.
Once the reduction to two dimensions has been performed, the rescaled Hamiltonian is
of the form
Ĥ =
1
2
N∑
i=1
p̂2i +
∑
i<j
α1
1 + |̂ri − r̂j |6
+ γ1
∑
i<j
δ(̂ri − r̂j) +
1
2
ω2r2 (5.23)
with the interaction strengths
α1 =
C̃6m
~2R4c
, (5.24)
γ1 =
m
~2Rc
g =
4πas
Rc
. (5.25)
For the Monte-Carlo simulations, we use the Path-Integral Monte-Carlo (PIMC) method
[36] based on the continuous-space Worm algorithm [26, 28]. It allows to calculate the
partition function Z of a system of N particles and with the Hamiltonian Ĥ at a finite
inverse temperature β = 1/kBT :
Z = Tr
(
e−βĤ
)
. (5.26)
This is performed in a position basis, i.e.,
Z =
∫
d3Nr ρ(r, r, β), (5.27)
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where ρ is the density matrix
ρ(r, r′, β) = 〈r|e−βĤ |r′〉 . (5.28)
It can be decomposed into imaginary time-steps:
e−(β1+β2)Ĥ = e−β2Ĥe−β1Ĥ , (5.29)
or equivalently:
ρ(r1, r2, β1 + β2) =
∫
d3Nr′ ρ(r1, r
′, β1)ρ(r
′, r2, β2). (5.30)
More generally, ρ can be split into a large number M of imaginary time-steps:
ρ(r0, rM , β) =
∫
d3Nr1 . . . d
3NrM−1 ρ(r0, r1, τ) . . . ρ(rM−1, rM , τ) (5.31)
with the increment τ = β/M . The discrete imaginary-time path (r0, r1, . . . rM ) is called
a world-line .
Now, the partition function can be written as
Z =
∫
d3Nr
∫
d3Nr1 . . . d
3NrM−1 ρ(r, r1, τ) . . . ρ(rM−1, r, τ) (5.32)
with r = r0 = rM . This means that the world line describes a closed path. This
integral is then evaluated with a Monte-Carlo procedure, i.e., by randomly sampling a
large number of world lines [36]. This yields the partition function, from which many
equilibrium properties of the system can be calculated1.
5.5.1. Calculation of superfluidity: Monte-Carlo and mean-field
Examples of equilibrium properties that can be deduced from the numerically calculated
partition function include the one-particle density ρ(r) as well as the superfluid fraction
fs. For sufficiently large β (i.e., low temperatures), the results approximate the ground
state well. Therefore, a comparison to the mean-field results (which are inherently zero
temperature results) is possible although PIMC is a finite temperature method.
In order to make a statement about the validity of the mean-field approximation, we
will compare the Monte-Carlo results to those of the corresponding GPE
Eψ(r) =

−1
2
∇2 + γ|ψ(r)|2 + α
∫
dr′
|ψ(r′)|2
1 + |r − r′|6 +
1
2
ω2r2

ψ(r) (5.33)
1In principle, perfect knowledge of the function Z implies knowledge of all properties, but in practice,
only numerical values for Z are calculated.
80
5.5. Beyond mean-field
with the interaction strengths
α =
C̃6mN
~2R4c
, (5.34)
γ =
mN
~2Rc
g =
4πasN
Rc
. (5.35)
These were derived in chapter 4 (Eqs. (4.127) and (4.138)), except that we have now
added an additional trapping potential. The rescaled trap frequency ω can be obtained
from the unscaled one ωunsc as
ω =
mR2c
~
ωunsc (5.36)
(corresponding to the time/energy scaling we introduced in chapter 4).
Comparing the interaction parameters in the Hamiltonian (α1 and γ1) with those in the
GPE (α and γ) immediately yields an important insight. Since α = Nα1 and γ = Nγ1,
the effective interaction strengths scale linearly with the particle number N in the regime
where MF is valid.
In order to judge the validity of the MF approximation, it would be useful to be able to
also calculate the superfluidity in MF. Indeed, this is possible using Leggett’s estimator
for the superfluid fraction [120]. This estimator allows to calculate a radially resolved
superfluid fraction fs(r), which describes how a particle at a distance r from the center
of the system rotates around the center. It reads
fs(r) =
4π2
(∫ 2π
0 dϑρ(r, ϑ)
−1
) (∫ 2π
0 dϑρ(r, ϑ)
) , (5.37)
where ρ(r, ϑ) = |ψ(r, ϑ)|2 is the one-particle density in polar coordinates. Since fs de-
pends only on ρ, the estimator can be used within the MF method. The derivation of
this formula as well as a generalization to bulk systems is given in Appendix C.
The formula has a very intuitive physical interpretation: if the density is constant with
respect to ϑ for a given r (i.e., ρ(r, ϑ) = ρ0(r)), we find fs(r) = 1, a perfect superfluid.
Following the discussion of section 2.5, this is what we would expect for a weakly in-
teracting, non-modulated gas at zero temperature. However, when modulations occur,
the situation changes: any deviation from the constant density leads to a decrease of fs,
according to Eq. (5.37). This can be understood as the probability for any one particle
to pass through a region of low density being lower than the probability to pass through
a given region of higher density. The flow of particles through these low-density regions
is suppressed, decreasing superfluidity. In the extreme case, where there is an extended
ϑ-region with ρ(r, ϑ) = 0, we find fs(r) = 0.
Note that, strictly speaking, the above formula for fs is only an upper bound of the
actual superfluid fraction. It takes into account the decrease in fs through density mod-
ulations (as explained above) but not that through quantum fluctuations. As such, it is
not clear, a priori, whether the formula is actually useful in the present context. How-
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ever, we will see that for a weakly dressed gas it yields results that agree very well with
Quantum Monte-Carlo Simulations.
5.5.2. Comparison between Monte-Carlo and mean-field results
We performed Monte-Carlo (MC) simulations for numerous values of α,γ and ω and
found very good agreement between the MC results at low temperature and the MF pre-
dictions. The agreement between the methods extends beyond the one-particle density
to the superfluid fraction, validating Leggett’s estimator.
A specific example that we now discuss in some detail is given in Figs. 5.9, 5.10 and 5.11
for α = 500, γ = 0 and ω = 7. In this example, a mesoscopic supersolid is formed, i.e.,
a structure that is modulated and superfluid but has an extension of only a few lattice
constants. It is evident from the density plots (Fig. 5.9) that the state is modulated.
(a)
x x x
y
(b) (c)
Figure 5.9.: Density plots of a system with α = 500, γ = 0 and ω = 7. (a) MF result, (b),(c)
MC results for T = 1 and T = 10. The MC calculations use N = 400 particles.
Panel (a) shows the MF result, (b) and (c) show MC results at scaled temperatures
T = 1 and T = 10. The low-temperature result obviously confirms the MF result. At
the higher temperature, thermal fluctuations become evident, which tend to wash out
the modulated structure. At sufficiently high temperature, the modulations are expected
to vanish, i.e. the crystal melts.
Let us now take a closer look at the superfluidity (Fig. 5.10). Panel (a) shows the depen-
dence of the superfluid fraction fs (calculated in the MC simulation) on the temperature
T and the particle number N for constant values of α, γ and ω (see above).
Having seen the validity of the MF approximation, we can use the insight that α = Nα1
is the effective interaction strength. Therefore, the MC interaction parameter α1 that
goes into the numerical calculation needs to be chosen differently depending on N .
For T → 0, fs(T ) converges to a value fs(0) ≈ 0.6 independently of N . As one would
expect, fs drops as the temperature increases because thermal fluctuations inhibit su-
perfluid flow. However, for higher particle numbers, the drop in fs is less pronounced.
More precisely, if the temperature is scaled by the particle number, i.e. fs plotted as
a function of T/N , then all curves collapse onto a single one. Hence, the superfluidity
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depends not on N and T separately, but only on T/N . This is consistent with the linear
density scaling of the critical temperature shown by a Berezinskii-Kosterlitz-Thouless
transition [17, 111] in the weak-coupling limit [65]. This scaling is useful to predict the
superfluidity of systems with higher particle numbers – which, according to the scaling,
should remain superfluid at higher temperatures.
An experimental setup that yields the interaction and trap strengths that we considered
would be a gas of N = 14000 Rubidium-87 atoms, dressed to the 60s-state with a Rabi
frequency Ω = 2π ·750 kHz and a detuning of ∆ = 2π ·50 MHz. This yields a length scale
of Rc = 3.7µm and a temperature scale of T0 = 0.4 nK. So, the ground state we showed
in Fig. 5.9 has a size of about 20µm. The scaled temperature of T = 10 where there is
still significant superfluidity for N = 400 corresponds to a physical temperature of about
4 nK. At first glance, this temperature seems quite discouraging since it is extremely low
(see section 2.2 for typical experimentally feasible temperatures). However, if we take
the Kosterlitz-Thouless-like scaling of the critical temperature into account, the higher
particle number (14000 as opposed to 400) should increase the critical temperature by a
factor of 35, so that significant superfluidity should still be observable at around 140 nK.
This is much more in line with current experimental capabilities [23].
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Figure 5.10.: (a) Dependence of the superfluidity on the particle number N and the temper-
ature T . (b) Dependence of the superfluidity on the particle number and the particle-number-
scaled temperature T/N . All curves collapse to one single curve, showing that the superfluidity
depends not on N and T separately, but only on T/N .
5.5.3. Validity of the mean-field approximation
We will now check whether the MF simulations can properly predict not only the one-
particle density but the superfluid fraction as well. In Fig. 5.11(a), we show the radial
density ρ(r), i.e., the two-dimensional density |ψ|2 integrated over the angle ϑ:
ρ(r) =
N
2π
∫ 2π
0
dϑ|ψ(r, ϑ)|2. (5.38)
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Since MC and MF agree on the two-dimensional density, it is already clear that they
also have to agree on ρ(r). More importantly, we also show the superfluid radial density
ρs(r) = fs(r)ρ(r), where fs(r) is the radially resolved superfluid fraction as calculated
in MC and MF. Notably, we also see excellent agreement for this important observable.
The result conforms to our intuitive understanding of how superfluidity is inhibited
through density modulations: around r = 0 we have perfect superfluidity, since this part
of the gas is within the central droplet. This is essentially a small trapped BEC where
the long-range nature of the dressing-interaction is not relevant, so we would assume it
to be perfectly superfluid at sufficiently low temperature. The region around r ≈ 1.5
corresponds to the outer shell consisting of 6 droplets. There, we find fs(r) ≈ 0.5. Since
this value is also predicted by the MF calculation, we can conclude that the partial inhi-
bition of the superfluidity in this region comes about through the density modulations,
not through thermal or quantum fluctuations which, after all, Leggett’s estimator does
not take into account.
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Figure 5.11.: Comparison of the superfluidity results from MC and MF calculations. (a)
radially resolved superfluid density for N = 400 and α = 500. The MF and MC calculations
agree very well. (b) Dependence of the global superfluidity fs on the interaction strength α.
MF and MC agree very well for relatively small strengths but deviate for high strengths. The
agreement extends to the regime α ∼ 500 where supersolidity is found.
However, it is plausible that Leggett’s estimator will fail at a sufficient interaction
strength. Indeed, Fig. 5.11(b) shows the global superfluid fraction at various inter-
action strengths α. Evidently, the MF prediction is good only in a certain regime. The
MF calculation clearly overestimates fs at large α; and predicts that fs converges to a
nonzero value. This is clearly wrong and easy to explain: in all the situations in the
plot, the ground state density still looks qualitatively like the one for α = 500 (Fig. 5.9).
In particular, there is the central droplet around r = 0. According to Leggett’s estima-
tor, fs(r) is always unity in that region since there are no modulations in the angular
direction. In reality, however, strong interactions will suppress superfluidity. Here, it
becomes evident that Eq. (5.37) in general only gives an upper bound on the superfluid
fraction.
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5.5.4. The physical mechanism of supersolidity
Intuitively, the appearance of superfluidity in a modulated state can be understood as
a consequence of the large number of atoms in every droplet. Every single particle in a
droplet only contributes a small part of the droplet’s total interaction energy. Therefore,
only a small energy cost is associated with a jump of this particle from one droplet to
another. Such jumps provide for superfluid flow. In contrast, in a classical crystal there
is only one atom per lattice site. There, the energy cost of a jump is very high so that
superfluid flow is inhibited.
Hence, the superfluidity of the modulated states is a result of the soft core of the dressing
interaction. Since this in turn arises from the interaction blockade the supersolidity of
the dressed gas can be understood as an implication of the blockade.
5.6. Supersolid crystals and Abrikosov lattices in rotating
dressed gases
In BEC experiments, superfluidity is measured by rotating a container and observing
whether vortices are created [2]. Furthermore, Leggett’s idea [120] to experimentally
measure superfluidity is also based on placing a gas into a container and then slowly
rotating the container. The theoretical ways to calculate the superfluid fraction are also
based on this idea. Since we have discussed the superfluidity of a Rydberg-dressed gas
in some detail in this chapter, it is a natural extension to ask what the exact effects of
faster rotation on the ground state is. Therefore, we will now consider higher rotation
frequencies Ω.
The existence of so-called Abrikosov vortex lattices (i.e., a triangular lattice of vortices
in two dimensions) in a gas with short-range interactions has been established before
theoretically [192] and experimentally [167]. They have been predicted for dipolar inter-
actions as well [44,109].
In the following, we will show that the dressing interaction also leads to an Abrikosov
lattice. Furthermore, it enters into a non-trivial competition with the supersolid lattice
that we have seen to exist in the previous sections if the interaction is sufficiently strong.
We can describe the rotating system by the Hamiltonian [118] (see Appendix A.3 for
the derivation)
Ĥ = Ĥ0 − ΩL̂z, (5.39)
where Ĥ0 is the dressing-Hamiltonian (without rotation) and L̂z = −i~ (x∂y − y∂x) is
the angular momentum operator. Since we have seen that the mean-field approximation
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is valid for weak dressing, we will use it so that we have to solve the corresponding GPE
Eψ(r) =

− ~
2
2m
∇2 + g2D|ψ(r)|2 +
∫
d3r′
C̃6|ψ(r′)|2
R6c + |r − r′|6
+
1
2
mω2r2 − ΩL̂z

ψ(r).
(5.40)
While before, we scaled lengths with Rc and energies with ~2/mR2c , we now choose a
different scaling, which is somewhat more convenient for this problem: we scale lengths
with the oscillator length
l =
√
~
mω
and the corresponding energy
~
2
ml2
= ~ω.
This yields the scaled equation (with rc = Rc/l)
Eψ(r) =

−1
2
∇2 + γ̃|ψ(r)|2 + α̃
∫
d3r′
|ψ(r′)|2
r6c + |r − r′|6
+
1
2
r2 − ΩL̂z

ψ(r). (5.41)
Ω is now in multiples of ω, and the interaction strengths are
α̃ =
C̃6mN
~2l4
= αr4c , (5.42)
γ̃ =
mN
~2
g2D = γ. (5.43)
At fast rotation (Ω > 1, or Ω > ω before scaling), the rotation term makes extended
states energetically more favorable than trapped states. Hence, we are constrained
to Ω ∈ [0 . . . 1) if we want to consider only trapped self-states. This can be seen by
considering the eigenstates of a two-dimensional harmonic oscillator with
Ĥ0 = −
1
2
∇2 + 1
2
r̂2 (5.44)
These are |n, l〉 (l ∈ {−n . . . n}) with the (l-degenerate) energies
En,l = n+ 1. (5.45)
However, since
〈n, l|L̂z|n, l〉 = l + 1 (5.46)
⇒ 〈n, l|Ĥ0 − ΩL̂z|n, l〉 = n+ 1 − Ω(l + 1). (5.47)
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Hence, if Ω > 1, the eigenergies decrease as l is increased so |0, 0〉 ceases to be the ground
state. Indeed, there is no ground state since, for every state, there is another state (with
larger size) with lower energy. For the same reason, every state will expand ad infinitum
in a real-time evolution.
In total, we have a four-dimensional parameter space spanned by (Ω, α̃, γ̃, rc). This gives
rise to a quite complicated and rich phase-diagram that we will now investigate. Since
a complete scan of the whole parameter space is computationally much too expensive,
we have to constrict ourselves to a small part of the parameter space. We will proceed
in the following way:
We will choose a fixed value for γ(6= 0). We will scan slices of the phase diagram by
first calculating the ground state with α = 0, the chosen value of γ and various values
of (Ω, rc) (again with the same scheme as above). Then, we perform an imaginary time
evolution in whose course we adiabatically change α to larger values so that in any given
imaginary time-step, the system is approximately in a stationary state of the GPE with
the α at that time. Note that, a priori, we do not know whether this stationary state
is actually the ground state of the system. Indeed, we will see that in a certain regime
it is not, so that our phase diagram is not the ground state phase diagram. But we will
also see that our result is highly experimentally relevant, even more so than the ground
state phase diagram.
The result of the scheme described above is shown in Fig. 5.12. We investigated a few
values of rc (1, 3, 5) and rotation frequencies Ω ∈ [0 . . . 0.9] (at Ω = 1, the system would
become untrapped). As in the previous sections, the relevant parameter for the effective
Figure 5.12.: Phase diagram for γ = 104 and various values of rc: (a) rc = 1,(b) rc = 3,(c)
rc = 5. The ground state depends on the rotation frequency Ω and the effective dressing
interaction strength α = α̃r−4c . The insets show the one-particle density |ψ|2 for a few examples.
The green arrow represents the point where, at Ω = 0, the roton instability sets in in the bulk
limit (see section 5.2). The horizontal bar corresponds to a length of 5l and shows the dimension
of each inset.
Figure reprinted from [90].
dressing interaction strength is still α = α̃r−4c so that it is reasonable to plot the phase
diagram depending on this value instead of α̃.
87
5. Supersolids in a dressed gas
First, for small α the phase diagram shows the same behavior for all rc: below a crit-
ical value Ωvortex (which depends on the interaction strengths) the ground state is an
unmodulated, vortex-less, superfluid Thomas-Fermi profile (labeled “SF”). Its width de-
pends on the interaction strengths α and γ. More precisely: as long as α is sufficiently
small that it does not lead to a vortex spectrum, the combination of contact interac-
tion and dressing interaction can be approximated very well by an effective short-range
interaction with the strength
γ′ = γ +
2π2α̃
33/2r4c
= γ + 3.80α.
This can be seen by considering the MF potential under the assumption that the inter-
action does not introduce density modulations, i.e., |ψ|2 is constant on the length scale
of rc:
α̃
∫
d3r′
|ψ(r′)|2
r6c + |r − r′|6
≈ α̃|ψ(r)|2
∫
d3r′
1
r6c + |r − r′|6
=
2π2
33/2r4c
α̃. (5.48)
When the critical rotation frequency Ωvortex(γ′) is exceeded, the Thomas-Fermi profile
gives way to a one-vortex state, i.e., a state with one single central vortex. Yet higher Ω
lead to the formation of more vortices which form a regular triangular Abrikosov lattice
if their number is sufficient. Examples in the diagram 5.12 are the insets (a)i, (b)i and
(c)i in all of which a triangular lattice of vortices can be seen. All states with one or
more vortices are labeled “VL” (vortex lattice) in the diagram.
For rc = 1, the system is already quite close to the bulk limit and all states within the
VL regime differ only by the vortex density. However, for rc ∈ {3, 5}, there is still a
recognizable finite size effect: when α becomes sufficiently large, but is still too small
to yield a full supersolid lattice, the nonlocal interaction leads to the formation of rings.
That means that the system is still spherically symmetric (except for the vortices), but
modulated in the radial direction. An example is shown in inset (c)ii.
The second very important transition is the one to a supersolid lattice (from either the
vortex lattice or the superfluid, depending on Ω). It occurs when, for given rc and
Ω, α exceeds a critical value αc. By invoking a local density approximation (LDA) it
should be possible to link this value to our bulk limit results from sections 5.2 and 5.3.
According to table 5.1, in two dimensions, the critical dressing-interaction strength for
the roton instability is
αinst =
31.9 + 6.16γ
|ψ(0)|2 , (5.49)
where |ψ(0)|2 is the peak density (in the sections about the bulk limit we had assumed
that the average density is 1 so that the scaling factor |ψ(0)|2 must be used in order to
apply the LDA). Specifically, for the parameters in the figure, the critical values should
be
• in (a) αinst = 9.3 · 104,
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• in (b) αinst = 6.7 · 104,
• in (c) αinst = 7.2 · 104.
The differences between (a), (b) and (c) come about because of different peak densities.
As can be clearly seen, the transition that we actually found is well-predicted by the
roton-instability condition so that αc = αinst. The supersolid transition should have
occurred earlier. Note that the LDA is best for rc = 1 and becomes worse at higher rc
(due to finite size effects becoming important) which might explain the deviation in (c).
From an experimental point of view, the roton-instability transition is more important
than the supersolid transition because this is what occurs in a real-time evolution start-
ing from an unmodulated state (as it is usually created in BEC experiments).
Since for all rc, this instability transition occurs at roughly the same value of α = α̃r−4c ,
it is once again confirmed that indeed α is the relevant parameter for the interaction
strength.
However, in detail, we now find that the position of the transition point is non-trivial
and depends explicitly on rc. For rc = 1, αinst first decreases slowly with increasing
Ω, then increases again due to the decreasing peak density. This occurs because the
rotation partially counteracts the trapping, leading to a weaker confinement. While the
supersolid state exhibits vortices, they are pushed into the low-density regions as the
roton instability occurs, so that they cannot be seen in the density plots. This is also
true for larger rc but only at low rotation frequencies (insets (b)iii and (c)iii).
At higher rc and high Ω, there is an interesting competition between the supersolid and
the vortex lattice. When the vortex density exceeds some critical value, it becomes ener-
getically favorable for some of them to form in the high-density regions of the supersolid
lattice (inset (c)iv).
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Figure 5.13.: Densities for Ω = 0.8 and (a) rc = 7, α = 7.5 · 104, (b) rc = 9, α = 9 · 104.
Figure reprinted from [90]
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When rc becomes significantly higher than the length scale of the Abrikosov lattice, coex-
istence between an Abrikosov lattice and a supersolid can be seen very clearly. Two such
situations are depicted in Fig. 5.13. Since vortices are a way to experimentally measure
superfluidity [2], such states could be used to unambiguously prove the existence of a
supersolid state in experiment.
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dressed-gas
Solitons have fascinated researchers for many decades. A very early observation by Rus-
sell dates back to 1834 and concerns a water wave traveling in a canal without changing
its shape [174]. In this spirit, a soliton or “solitary wave” is defined as a wave-packet that
retains its shape over time [106]. In most physical settings there are dispersive effects,
i.e., the phase velocity of a wave depends on its frequency. These effects tend to widen
wave packets. Hence, solitons can exist only if there is another effect counteracting the
dispersion. An important step in the theoretical understanding of solitons was made in
1895, when it was shown that this counteracting effect is a nonlinearity in the differential
equation governing the time evolution of the wave [110]. In BEC physics as well as optics,
nonlinearities arise from internal interactions, not from external trapping. Therefore, a
soliton can also be understood as a “self-trapped” state since it is the interaction of the
wave with itself that keeps it from spreading.
Hence, in this thesis, we will use the expressions “soliton” and “solitary wave” synony-
mously. We define them as a wave packet that, while moving through a dispersive
medium, retains its shape due to a nonlinearity. This is a common definition across
many fields [106]. It is somewhat less strict than the definition commonly used in the
mathematical literature [1, 208].
The kind of soliton described above is also called “bright soliton” in order to differentiate
it from “dark solitons”. These are shape-retaining intensity holes on a stable continuous-
wave background [107] (cf. Fig. 6.1).
In the last decades, solitons were found in many physical system, ranging from cold
matter [186, 187] over plasma physics [49, 161], astrophysics [156] and optics [3] to biol-
ogy [39].
A specific, long sought-after case of solitons are three-dimensional solitons of light which
have been termed light-bullets [132, 181]. While solitons of light were achieved in two
dimensions [43] and in discrete waveguide arrays [142], the realization of stable contin-
uous light-bullets has so far remained elusive. The most important obstacle in their
creation is collapse of the wave-function [18] brought about by the same interaction that
is responsible for the self-trapping.
In this chapter, we will be concerned with the matter-wave-analogue of light-bullets. The
formation of solitons in BECs has been the subject of intense study in recent years [46].
Condensates with a positive scattering length have a repulsive local nonlinearity which
stabilizes the condensate and leads to stable dark solitons [53]. A negative scattering
length implies an attractive local nonlinearity which may support bright solitons [186],
but collapse occurs if more than one spatial dimension is considered [201].
In a BEC, long-range interatomic interaction of atoms can induce a nonlocal nonlinear-
ity. In [77], nonlocal dipolar interactions were theoretically studied, motivated by the
successful condensation of Chromium atoms [81]. While dipolar interactions can in prin-
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(a) (b)
Figure 6.1.: Generic examples of one-dimensional solitons. A bright soliton (a) is a self-
confined state either in free space or on a constant background. A dark soliton (b) is a hole
on a homogeneous background.
ciple be used to stabilize solitons, they are not attractive in all spatial directions. Thus,
three-dimensional matter-wave solitons – matter-wave bullets – have remained just as
elusive as light-bullets.
In this chapter, we will show that the dressing interaction derived in chapter 4 leads
to the formation of matter-wave bullets. We will first discuss why typical interactions
lead to collapse of the BEC in three dimensions. Here, we will show that the dressing-
interaction does not suffer from this problem. Thus, it is sensible to explicitly calculate
the phase diagram of self-trapping or soliton existence. Finally, we will numerically
calculate the time evolution of a soliton under realistic experimental conditions, thus
demonstrating the feasibility of experimentally creating a stable soliton.
6.1. Self-trapping and collapse-instability
A self-trapped state can be defined as a state with finite width that is bound (its energy
is smaller than zero, the vacuum energy) despite the absence of an external potential [18].
Following the discussion in the introduction, we call it a soliton if it is stable, i.e., if it
is not subject to instabilities. It is the latter condition that is the main obstacle for the
creation of solitons [18]. In particular, any bound state (E < 0) that is subject to a
power-law interaction W (r) ∝ −r−n with n ≥ 2 will suffer a collapse-instability [129,138],
i.e., the state collapses to a single point. This can be shown by calculating the second
time derivative of the virial [197]
V (t) = 〈ψ|r̂2|ψ〉 =
∫
dDr r2|ψ(r)|2, (6.1)
where D is the dimension of the system. The virial describes the width of the wave
function. In particular V → 0 signalizes collapse. For a power-law interaction
W (r) = −1/rn, (6.2)
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it can be shown that [138]
∂2t V (t) = 8E − 2(n − 2)
∫
dDr
∫
dDr′
|ψ(r)|2|ψ(r′)|2
|r − r′|n = 8E + 4(n− 2)Eint, (6.3)
where
Eint =
1
2
∫
dDr
∫
dDr′ W (r − r′)|ψ(r′)|2|ψ(r)|2 (6.4)
is the interaction energy of the system. If n = 2, this yields ∂2t V (t) = 8E, which we can
integrate, finding
V (t) = V (0) + ct+ 4Et2, (6.5)
with a constant c that depends on the initial state and is not relevant for the following
argument. If E < 0, we find that V (tc) = 0 for a finite collapse time tc. This means
that every bound state collapses in finite time.
For n > 2, since Eint < 0, we have the estimate
∂2t V (t) = 8E + 4(n − 2)Eint ≤ 8E. (6.6)
Hence, the previous argument applies and also here every bound state collapses in finite
time. Furthermore, there are even unbound (E > 0) states that will collapse, as long as
8E + 4(n − 2)Eint < 0.
Similar arguments show that a contact interaction ∝ δ(r) also leads to collapse in in two
dimensions if it is sufficiently strong and in three dimensions for any non-zero interaction
strength [201].
This rules out the use of the most common interactions in BECs (dipolar interaction
∝ r−3, van-der-Waals interaction ∝ r−6 and contact interaction) for the creation of
matter-wave bullets.
The dressing interaction derived in chapter 4, on the other hand, does not lead to collapse
due to its soft-core nature. Indeed, collapse is avoided [138] by any interaction W with
a finite maximum norm
||W ||∞ = max
r∈RD
|W (r)| < ∞. (6.7)
This can be shown [138] by considering the interaction energy (recall that it is negative):
Eint =
1
2
∫
dDr
∫
dDr′ W (r − r′)|ψ(r′)|2|ψ(r)|2 (6.8)
≥ −1
2
||W ||∞
∫
dDr
∫
dDr′ |ψ(r′)|2|ψ(r)|2 (6.9)
= −1
2
||W ||∞. (6.10)
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Hence, the interaction energy is bounded below. Since the total energy E = Ekin +Eint
is conserved the kinetic energy is bounded above:
Ekin = E − Eint ≤ E +
1
2
||W ||∞. (6.11)
But whenever collapse occurs, Ekin diverges. Hence, a system with the dressing interac-
tion is safe from collapse.
Another interaction that theoretically promotes stable self-trapping in two and three
dimensions is the gravity-like interaction W (r) = 1/r. More generally, if n < min(2,D)
then the power-law interaction W (r) = 1/rn does not lead to collapse. The proof [138]
works by showing that the interaction energy is bounded below. Indeed, a way of cre-
ating gravity-like interactions has been proposed [73, 147]. However, an experimental
realization of the proposed scheme has not yet been achieved.
Notably, the above results can also be understood by considering the scaling of the en-
ergies. The interaction energy of a BEC with the width1 σ, governed by an attractive
van-der-Waals interaction W (r) ∝ r−n scales as σ−n. The kinetic energy scales as σ−2,
independently of the interaction. So the total energy can be written as
E(σ) =
A
σ2
− B
σn
. (6.12)
where A,B > 0 are constants. Hence, if n > 2
lim
σ→0
E(σ) = −∞, (6.13)
so there is no ground state. More precisely, if n > 2, for any state with the width σ
there is a state with a width σ′ < σ, that has a lower energy. It seems plausible that
then, any initial state will collapse towards one with zero width.
If n = 2,
E(σ) =
A−B
σ2
. (6.14)
If the initial state is bound, we have A < B, so that again limσ→0 E(σ) = −∞.
For n < 2 we find
lim
σ→0
E(σ) = ∞. (6.15)
We see that collapse occurs for exactly those situations where the total energy is not
bounded below.
Again, the argument can be extended to contact interactions whose interaction energy
scales as σ−D in D dimensions.
1For example, the wave-function can be Gaussian. However, the exact form does not matter for the
scaling argument, as long as the width σ is the only free parameter of the wave-function.
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6.2. Physical realization of an attractive dressing-interaction
As we showed in chapter 3, for n ≥ 59 all d3/2-eigenspaces of Rubidium are fully attrac-
tive, i.e., all 42 = 16 interaction curves corresponding to the m-degenerate d3/2-states
with m ∈ {−3/2,−1/2, 1/2, 3/2} are attractive. Furthermore, the s-states of Strontium
are also attractive [144, 195]. On the one hand, the theoretical situation is simpler for
singlet s-states due to their spherical symmetry which makes the interactions isotropic.
On the other hand, Rubidium BECs are more commonly experimentally created than
Strontium BECs, so that we will consider both situations.
Just as in chapter 5, we will describe the atomic dynamics by a rescaled three-dimensional
Gross-Pitaevskii equation. In both s-state dressing and d-state dressing, the GPE can
be written as
Eψ(r) =
(
−1
2
∇2 + γ|ψ(r)|2 + VMF [ψ](r)
)
ψ(r). (6.16)
In an s-state dressing scheme, the mean-field potential VMF is identical to the one in
the previous chapter, except that we will change the sign in front of the long-range
interaction term, so that a positive α now represents an attractive interaction:
VMF [ψ](r) = −α
∫
d3r′
|ψ(r′)|2
1 + |r − r′|6 . (6.17)
The interaction parameters are (cf. Eqs. (4.130) and (4.131))
α = − C̃6mN
~2R4c
, (6.18)
γ =
4πasN
Rc
. (6.19)
For d-state dressing, the situation is somewhat more complicated. For fixed quantum
numbers n, l and j, there are nd = 2j + 1 degenerate eigenstates labeled by m. For
two atoms with a distance vector r this yields n2d molecular two-body states |µβ(r)〉 (cf.
section 4.3). Since multiple length scales exist, there is no length scaling that removes
all of them. Hence, we have to use the unscaled potential from Eq. (4.142)
VMF [ψ](r) =
n2d∑
β=1
∫
d3r′ |〈ee|µβ(r − r′)〉|2
C̃
(β)
6
(
R
(β)
c
)6
+ |r − r′|6
. (6.20)
However, it is possible to approximate the anisotropic potential by an isotropic one.
To this end, we define the angular dependent FWHM of the interaction Rc(ϑ) and the
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effective parameters (see section 4.4.2 for the details)
Rc =
1
2π
∫ 2π
0
dϑ sin(ϑ)Rc(ϑ), (6.21)
C6 = −2~∆R6c , (6.22)
where ϑ is the angle between the quantization axis, defined by the laser polarization and
the distance vector r (the “molecular axis” of the two-atom problem).
We will show in section 6.4 that the isotropic MF potential (6.17) indeed yields a good
approximation for the ground states of a dressed BEC.
6.3. Self-trapped ground states
Since the GPE (6.16) with the isotropic MF potential (6.17) can be used both to describe
dressing to Strontium s-states exactly and to Rubidium d-states approximately, we will
start by considering this simplified situation.
As we discussed above, a soliton or self-trapped state is a bound state, i.e., a state with
an energy lower than that of the vacuum (here: zero), which is trapped solely due to
its internal interaction. Hence, we can simply characterize a self-trapped state as any
normalized state |ψ〉 with a negative energy
E[ψ] = −1
2
∫
d3r′ ψ(r)∇2ψ(r) + γ
2
∫
d3r |ψ(r)|4 − α
2
∫
d3r
∫
d3r′
|ψ(r′)|2|ψ(r)|2
1 + |r − r′|6
= Ekin + Econt + Edressing < 0. (6.23)
We have already shown in section 6.1 that any bounded interaction is not prone to
collapse. It is clear that the dressing interaction
W (r) = − α
1 + r6
(6.24)
is bounded by ||W ||∞ = α. This also means that the total energy E[ψ] is bounded below
because
Ekin = −
1
2
3∑
j=1
∫
d3r′ ψ(r)∂i (∂iψ(r)) =
1
2
3∑
j=1
∫
d3r′ ∂iψ(r)∂iψ(r) (6.25)
=
1
2
3∑
j=1
∫
d3r′ |∂iψ(r)|2 > 0, (6.26)
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Econt > 0, (6.27)
Edressing = −
α
2
∫
d3r
∫
d3r′
|ψ(r′)|2|ψ(r)|2
1 + |r − r′|6 (6.28)
≥ −α
2
∫
d3r
∫
d3r′ |ψ(r′)|2|ψ(r)|2 = −α
2
. (6.29)
Hence, the energy is bounded below:
E[ψ] ≥ −α
2
. (6.30)
Therefore, it is sensible to look for the ground state of a dressed gas. In contrast, systems
with power law-potentials 1/rn with n > 2 do not have a ground state since their energy
is not bounded below. Instead they always suffer collapse.
Thus, we have demonstrated that every state is stable with respect to collapse under
the dressing interaction. Hence, if there are any self-trapped states they are stable. But
we still have to establish the existence of self-trapped states. To this end, we use a
variational procedure. We consider Gaussian trial states
ψσ(r) =
1
π
3
4σ
3
2
exp
(
− r
2
2σ2
)
. (6.31)
These have the energies
Ekin(σ) =
3
4σ2
(6.32)
Econt(γ, σ) =
√
2
8π
3
2
γ
σ3
(6.33)
and the dressing-induced interaction energy
Edressing(α, σ) = −
α
2π3σ6
∫
d3r
∫
d3r′
exp
(
− r2+r′2σ2
)
1 + |r − r′|6 (6.34)
s=r−r′
= − α
2π3σ6
∫
d3s
exp
(
− s2σ2
)
1 + s6
∫
d3r exp
(
−2r
2 − 2r · s
σ2
)
(6.35)
= − α
2π3σ6
∫
d3s
exp
(
− s2
σ2
)
1 + s6
×
×
[
2π
∫ ∞
0
drr2
∫ 1
−1
d(cos ϑ) exp
(
−2r
2 − 2rs cosϑ
σ2
)]
(6.36)
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= − α
2π3σ6
∫
d3s
exp
(
− s2σ2
)
1 + s6
[
(2π)3/2
8 σ
3 exp( s
2
2σ2 )
]
(6.37)
= −
√
2πα
8π2σ3
∫
d3s
exp
(
− s2
2σ2
)
1 + s6
(6.38)
= − α√
2π
∫ ∞
0
dx
x2 exp
(
−12x2
)
1 + σ6x6
. (6.39)
Then, we can calculate the total energy E(σ, α, γ) = Ekin +Econt +Edressing for any given
values of the attractive strength α, the repulsive strength γ and the width of the wave
function σ. Fig. 6.2 shows exemplarily the relation E(σ) for γ = 0 and a few values of
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Figure 6.2.: (a) Energy E(σ) of a Gaussian wave-function with the width σ for a few values of
the effective interaction strength α. For α = 4.0 neither meta-stable nor self-trapped states exist,
for α = 6.2, there is a meta-stable state with σ = 0.95. At α = 7, all states with 0.65 ≤ σ ≤ 1.39
are self-trapped. (b) Enlarged view of the most important regime. δ denotes the energy gab
between the local minimum and maximum of the energy in the meta-stable case α = 6.2.
α. For α = 4, the energy is monotonically decreasing with σ. For any given state with
the width σ, all states with widths σ′ > σ have lower energies. Hence, there is no soliton
state and any initial state will spread out without bounds.
For α = 6.2, E(σ) has a local minimum at σ = 0.95. While this implies the existence of
a metastable soliton, it is not the ground state. It remains self-confined only for a finite
time τ ∼ 1/(δ), where δ is the energy gap between local minimum and maximum (see
Fig. 6.2(b).
For α = 7.0, we finally find self-trapped states for σ ∈ [0.65, 1.39], with the local and
global minimum of the energy at σ = 0.81.
In order to calculate the full self-trapping phase diagram in Fig. 6.3, we performed
a variational scheme for a broad range of values for α and γ. For given α and γ, we
consider the zeros of the derivative with respect to σ of the energy:
∂σE(σ, α, γ) = 0, (6.40)
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in order to find local minima and maxima of the energy. If there are none, this corre-
sponds to the case α = 4.0 in Fig. 6.2 and there is no self-trapping.
If a local minimum σmin exists and the corresponding energy
Emin(α, γ) = E(σmin, α, γ) = min
σ
(E(σ, α, γ)) . (6.41)
is positive, there is a metastable soliton like the one we found for α = 6.2 and the point
(α, γ) is in the meta-stable phase. The phase boundary between the non-trapped and
the metastable phase is denoted by αms(γ), which is the smallest value of α for the given
γ such that (α, γ) is in the meta-stable phase.
If Emin(α, γ) < 0, the corresponding state is self-trapped and in the phase diagram, the
point (α, γ) is in the self-trapped phase. The phase boundary between the metastable
and the self-trapped phase is denoted by αst(γ).
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Figure 6.3.: (a) ground state phase diagram. αst(γ) is the smallest dressing interaction
strength for which self-trapping can be achieved if the short-range repulsion strength is γ. αms
is the smallest value of α where a meta-stable state exists. (b) BEC ground state width σ for
α = αst(γ) depending on γ.
We find that for all investigated γ, self-trapping can always be found for sufficiently
large α. This can easily be extended to larger values of γ. In particular, for γ → ∞,
the kinetic energy can be ignored (Thomas-Fermi limit [157]), so that the GPE can be
simplified to
Eψ(r) =

γ|ψ(r)|2 − α
∫
d3r′
|ψ(r′)|2
1 + |r − r′|6

ψ(r), (6.42)
and the only remaining parameter determining the eigenstates is αγ . Hence, in this limit,
αst,ms(γ) ∝ γ. (6.43)
Hence, αst remains finite for all γ.
However, an analogous statement is not true for the meta-stable phase: at α & 100, we
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find αst = αms, i.e., the meta-stable phase vanishes.
Strictly speaking, the phase boundary that we calculated by the variational approach is
only an upper bound of the true phase boundary: when there is a self-trapped Gaussian
state |ψ〉, the real ground state |ψ0〉 must also be self-trapped since it cannot be energeti-
cally higher than the found Gaussian state. However, it is possible that for a given point
(α, γ) in parameter space there is a self-trapped state but no Gaussian self-trapped state.
In other words, it is guaranteed that in all cases where our variational ansatz yields the
existence of a self-trapped state, this state is also self-trapped in reality.
In order to check the validity of our variational ansatz, we performed a numerical anal-
ysis. For given values of α and γ, we performed an imaginary time evolution (ITE)
and checked whether it led to a bound state. The obtained phase diagram recovers
the variational result Fig. 6.3 virtually perfectly, proving the validity of the variational
calculation.
A further approximation that we have used throughout this chapter is the mean-field
approximation. It enters via the assumption that the BEC van be described with a single-
particle wave-function. In other words, we have assumed that the many-body state |Ψ〉
of the BEC can be approximated as a product of identical single-particle states:
Ψ(r1 . . . rN ) =
∏
i
ψ(ri). (6.44)
Qualitatively, the MF approximation has the same effect as our assumption of Gaussian
wave-function. For given interaction strengths it is possible that there is no self-trapped
product state, but that a self-trapped correlated state |Ψ〉 exists. Our analysis would
miss this correlated state. However, in all cases where we find a self-trapped product
state it is certain that the true ground state is also self-trapped.
As far as dressing to s-states is concerned, this concludes the analysis of the ground state
phase diagram. For d-state dressing, however, we still have to investigate the effects of
the anisotropy of the interaction (6.20).
6.4. Anisotropy of trapped states
For dressing to d-states of any element the true interaction is anisotropic. It depends on
the angle ϑ between the quantization axis which is given by the laser polarization and
the distance vector between the atoms (Fig. 6.4).
Therefore, we ought to investigate the impact of the anisotropy. First, we checked the
validity of the phase diagram calculated in the isotropic approximation. For a few values
of γ, we performed ITE using the GPE (6.16) with the anisotropic potential (6.20). For
each γ, we increased α until a self-confined state was found. The results are shown as
red dots in the phase diagram Fig. 6.5. Notably, they coincide virtually exactly with
the variational results for the meta-stable states. This behavior is consistent with a
property of the ITE, we already commented on in the previous chapter. In the presence
of a meta-stable state, it can converge to that state instead of the ground state. Hence,
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Figure 6.4.: Interaction potential U(r) for dressing to the 65d-state of rubidium (left: m = 1/2,
right: m = 3/2), with ∆ = 2π · 32MHz; scaled by its maximum absolute value |U(0)| = ~Ω4
8∆3
.
The quantization axis is the z-axis. Shown is a cut through the xz-plane which determines the
whole interaction since it is symmetric w.r.t. rotation around the z-axis. Figure repeated from
Fig. 4.6.
the validity of the isotropic approximation for the calculation of the phase boundary
is confirmed, meaning that the variationally calculated phase diagram is a very good
approximation of the true one.
Furthermore, we performed ITE simulations for a number of different situations and
calculated the aspect ratio of the obtained ground states. Fig. 6.6 shows the results.
The parameters in the figure correspond to a short-range repulsion strength
γ = 9.0 (6.45)
and dressing interaction strengths in the range
α ∈ [10 . . . 100]. (6.46)
The smaller values of α correspond to a relatively weakly trapped soliton, the higher
values to a very strongly trapped one. The aspect ratio increases with increasing α
because the effect of the anisotropy becomes more relevant relative to that of the kinetic
energy operator and the short-range repulsion (both of which are isotropic). For small
α, the latter tend to round out the soliton, whereas, for larger α, they are not strong
enough to overcome the anisotropy of the dressing-interaction.
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Figure 6.5.: Ground state phase diagram reproduced from Fig. 6.3. Additionally, the red dots
show the results of the ITE with the exact anisotropic potential. The parameters α and γ for
the anisotropic results were obtained via the isotropic approximation (Eqs. (6.22) and (6.21)).
6.5. Physical mechanism of self-trapping
We can understand the physical mechanism behind the self-trapping better by consider-
ing the Rydberg-pair density
ρR(r1, r2) (6.47)
of the condensate. It is the probability density of finding one Rydberg atom at r1 and
another one at r2. It can be deduced from the second order contribution to the many-
body ground state in perturbation theory (which proceeds similar to our perturbative
calculation of the dressing interaction in chapter 4). For N particles with positions ri,
the second-order contribution is
|G(2)(r1 . . . rN 〉 =
Ω2
2∆
∑
i<j
∑
β
~ 〈µβ(rij)|ee〉
2~∆ − V (β)(rij)
|µβ(rij)〉 , (6.48)
where V (β)(rij) = C
(β)
6 /r
6
ij are the van-der-Waals interactions and |µβ(rij)〉 are the two-
body eigenstates of two atoms with the relative position rij = ri − rj . Hence, the
probability that both the particle at r1 and the particle at r2 are excited is
p(r1, r2) =
∣
∣
∣
∣
∣
∣
Ω2
2∆
∑
β
~ 〈µβ(r12)|ee〉
2~∆ − V (β)(r12)
∣
∣
∣
∣
∣
∣
2
. (6.49)
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Figure 6.6.: Aspect ratios of ground state solitons obtained by dressing N = 1000 atoms to
the 65d3/2(m = 1/2) state, with ∆ = 2π ·32 MHz and various Ω. Simulations were performed for
both m̃ = 3/2 (red circles) and m̃ = 1/2 (blue squares). The insets show respective 3D soliton
profiles for Ω = 2π · 0.3 MHz and 2π · 0.5 MHz.
Figure reprinted from [137]
Then, if the atoms are distributed according to the condensate wave-function ψ, the
Rydberg pair density becomes
ρR(r1, r2) = |ψ(r1)|2|ψ(r2)|2p(r1, r2). (6.50)
In order to visualize ρR, we integrate it over one of the coordinates, obtaining the reduced
pair density
ρR(r) =
∫
d3r2 ρR(r, r2). (6.51)
It is shown in Fig. 6.7 together with the total BEC density |ψ(r)|2.
|G(2)〉 is a coherent superposition of pairs of Rydberg excitations. The two-excitation
probability p(r1, r2) drops to zero on a length-scale ∼ Rc because V (β)ryd (Rc) ≈ −2~∆.
Rc is also the size of the soliton, so the excitation probability is highest for two atoms
on opposite sides of the BEC. This is due to the interaction blockade where one excited
atom blocks the excitations of all atoms in its vicinity. This results in a shell of Rydberg
excitations2 (blue shell in Fig. 6.7). The entire BEC of N ∼ 1000 particles is confined
by a very small number NR ∼ 0.1 of average excitations that are coherently shared
throughout the condensate.
2Note that the average number of Rydberg excitations is always ≪ 1. However, due to the extremely
strong interaction between Rydberg atoms, this small number is sufficient for self-trapping.
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Figure 6.7.: Numerically calculated self-trapped ground state (soliton) of a Rubidium BEC
dressed to the 65d3/2(m = 1/2) Rydberg state with a Rabi frequency Ω = 2π · 0.5 MHz and laser
detuning ∆ = 2π · 32 MHz. The red sphere represents the half-maximum iso-density surfaces of
the BEC and the blue shell represents the reduced Rydberg-pair density. The gray-scales give
the corresponding interior densities.
6.6. Soliton robustness
Experimentally, cold gases with Rydberg excitations are now routinely created [69, 89,
168,194]. Typically, the states created in experiments are roughly spherically symmetric,
in contrast to the ground states found in the previous sections. Their width is determined
by their effective short-range interaction strength γ and the strength of the external
optical trap used to trap the BEC. Therefore, it would be useful for an experimental
realization to demonstrate that robust self-trapping does not depend on the exact form
of the initial state.
We envision a scenario where a BEC of ground state atoms is created in an external
trap in, so that the initial state roughly exhibits a Thomas-Fermi profile
ψ(r) ∝ 1 − r
2
R2tf
, (6.52)
where Rtf is the Thomas-Fermi radius. Then, simultaneously, the trap is switched
off and the dressing lasers are switched on. Hence, the (external) optical trapping is
replaced by the self-interaction term from the GPE (6.16). We performed numerical
time evolutions of this scheme. One such evolution is depicted in Fig. 6.8. As the initial
state, we chose the ground state of a gas with N = 825 Rubidium ground state atoms,
leading to
γ = 7.5, (6.53)
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in a harmonic trap with the frequency
ω = 170 Hz, (6.54)
corresponding to a rescaled trap frequency ω̃ = 12.6. This state has a width (FWHM)
of σ = 2.9µm. Immediately after release from the trap, the gas is dressed to the state
|65d3/2(m = 1/2)〉 with the Rabi frequency
Ω = 2.2 MHz (6.55)
and a detuning ∆ = 2π · 32 MHz. Hence, the interaction potential is exactly the one
shown in Fig. 6.7. The angle-averaged range of this potential is
Rc = 7.4µm. (6.56)
Hence, the effective interaction strength in the isotropic approximation is
α = 22.4. (6.57)
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Figure 6.8.: Time evolution of a BEC of N = 825 Rubidium atoms, prepared in a harmonic
trap (ω = 170 Hz). The BEC is released from the trap and, at the same time, dressing lasers
driving the transition to the state |65d3/2(m = 1/2〉 with ∆ = 2π · 32 MHz and Ω = 2.2 MHz
are activated. The color code shows the density |ψ(x, y, z, t)|2 (with y = 0; ψ is symmetric in
the xz-plane). The state undergoes multiple revivals and remains self-trapped all the time. The
white line represents the time evolution of a BEC without dressing interaction. A difference
between the two situations becomes evident within ∼ 20ms.
Figure reprinted from [137].
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The ground state soliton for these interaction strengths (α, γ) has a size of σ = 0.57Rc =
4.2µm so that it is almost 50% larger than the initial state. This by itself would lead
to a breathing motion. Furthermore, the soliton is strongly self-trapped:
22.4 = α > αst(γ = 7.5) = 8.6. (6.58)
As we saw in section 6.4 (Fig. 6.5), the anisotropy of the interaction becomes more rel-
evant at strong trapping. Hence, the strength of the breathing motion will be different
at different angles.
The time evolution is shown in Fig. 6.7. At t = 0, the initial state is the ground state
in the external trap (without dressing interaction). This state is released from the trap
and the dressing interaction is switched on. This leads to breathing oscillations in all
directions. They are stronger in the x-direction (and in the y-direction, which is identical
due to the cylindrical symmetry of the dressing interaction) than in the z-direction due
to the anisotropy. The oscillations remain robust over multiple revivals each of which
occurs over a timescale ∼ 20ms. Hence, the trapping remains robust for at least ∼ 100ms.
Without the dressing interaction, the BEC would expand freely. This expansion is shown
by the white line. A significant difference between the self-trapped and the free evolution
becomes evident within one revival, i.e. within ∼ 20ms. According to section 4.2.6, the
lifetime of the dressed states we considered for this chapter is around
τ ∼ 0.1 s (6.59)
if the 6p-state is used as intermediate state. Since the time to see the effects of self-
trapping is only ∼ 10 ms the effect should be observable well within the lifetime of the
Rydberg-dressed BEC.
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Thus far, we have treated the effective dressing interaction under the assumption that
the dressing is sufficiently weak to use fourth-order perturbation theory (see chapter 4).
More specifically, we considered the perturbative expansion
U(r1 . . . rN ) =
∞∑
l=1
(
Ω
2∆
)l
U (l)(r1 . . . rN ), (7.1)
of the N -body Born-Oppenheimer potential (4.79) which we truncated at l = 4. Since
all odd orders in the expansion vanish and the (2l)-th order describes the effects of l-fold
excitation, this neglects all effects that go beyond a pure two-body interaction. In this
chapter, we will identify the relevant perturbation parameter that determines the validity
of this approximation and we will investigate the consequences of its breakdown. As we
will see, this parameter is the average number of Rydberg excitations in a non-interacting
gas within one blockade sphere
NR =
(
Ω
2∆
)2
Nloc, (7.2)
where Nloc =
4
3ρR
3
c is the number of particles within one blockade sphere. Then, the
perturbation theory is valid if
NR ≪ 1. (7.3)
From an experimental point of view this is a serious constraint on the achievable effective
interaction strength since it depends strongly on NR.
Hence, going beyond the two-body interaction and even completely beyond perturbation
theory is not only of fundamental interest but will also be very important for future
experiments. In [93], a dressed gas was investigated beyond perturbation theory based on
mean-field theory for the electron dynamics (and thus the Born-Oppenheimer potential)
and a local density approximation for the atomic dynamics. The latter implies that the
potential is treated as short-ranged. The results showed that the perturbative treatment
overestimates the true interaction potential and suggest a significant deviation even at
relatively low values of NR on the order of 0.05.
We will take the long-range nature into account and we will calculate the true many-
body interaction exactly.
First, we will briefly discuss the next-higher term in the perturbation expansion (7.1).
However, this term turns out to be insufficient to extend our previous results to higher
NR.
In the remainder of this chapter we will thus go beyond our perturbative expansion. We
will revisit our derivation of the Born-Oppenheimer Hamiltonian (4.76). However, we
will not treat it perturbatively. Instead we will calculate the BO potential by exactly
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diagonalizing the electronic many-body Hamiltonian. This will be illustrated by the
example of self-trapping that was introduced in the previous chapter.
7.1. Higher-order perturbation theory terms
As a first step beyond our two-body theory, we extend the perturbative treatment to the
next-higher order. In chapter 4, we considered the fourth-order perturbation expansion
and found a two-body interaction. The next non-zero term is found in the sixth order:
E(6)(r1 . . . rN ) =
(
~Ω
2
)6


2N3
~5∆5
− 6N
~4∆4
N∑
i=1
∑
j 6=i
1
2~∆ −Wij
− 2N
~3∆3
N∑
i=1
∑
j 6=i
1
(2~∆ −Wij)2
+
2
~2∆2
∑
(i,j,k)6=
1
3~∆ −Wij −Wik −Wjk
1
2~∆ −Wij
×
×
(
1
2~∆ −Wij
+
1
2~∆ −Wik
+
1
2~∆ −Wjk
)
+
1
~3∆3
∑
i
∑
j 6=i
1
2~∆ −Wij


∑
k 6=i
2
2~∆ −Wik
+
∑
k 6=j
2
2~∆ −Wjk



 , (7.4)
where Wij = W (rij) = C6/r6ij is the van-der-Waals interaction.
At first glance, Eq. (7.4) seems like a nonphysical result due to the appearance of terms
proportional to N . This makes it seem as if adding a particle at an infinite distance
would change the interaction energy. However, a closer look reveals that the formula
yields physically correct results.
First, the correct light-shift is recovered for non-interacting atoms because Eq. (7.4)
yields for Wij = 0:
E(6) = N
~Ω6
32∆5
, (7.5)
which is the third-order light-shift of N particles (cf. Eq. (4.85)).
Second, we can explicitly calculate the additional energy imparted to a pair of N = 2
particles when a third particle is added at an infinite distance. For two particles we find
E(6)(r1, r2) =
(
~Ω
2
)6 ( 16
(~∆)5
− 24
(~∆)4
1
2~∆ −W12
)
. (7.6)
For three particles, one of which is at infinite distance, Eq. (7.4) yields
E(6)(r1, r2,∞) =
(
~Ω
2
)6 ( 18
(~∆)5
− 24
(~∆)4
1
2~∆ −W12
)
(7.7)
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The ensuing difference ~Ω6/32∆5 is precisely the light-shift of the additional atom and
the interaction energy
(
~Ω
2
)6 1
2~∆ −W12
(7.8)
remains unchanged.
Third, in the general case of Nloc particles at low distances (such that the interaction is
relevant) and N0 = N − Nloc additional particles beyond the reach of any interactions,
one expects that the energy (apart from the light-shift) depends only on theNloc particles.
This is indeed the case as an explicit evaluation of Eq. (7.4) under the above assumption
reveals; omitting constant terms, we obtain
E(6)(r1 . . . rNloc ; rNloc+1 . . . rN ) = E
(6)(r1 . . . rNloc ; ∞ . . .∞) =
(
~Ω
2
)6

−6Nloc
~4∆4
Nloc∑
i=1
∑
j 6=i
1
2~∆ −Wij
− 2Nloc
~3∆3
Nloc∑
i=1
∑
j 6=i
1
(2~∆ −Wij)2
+
2
~2∆2
∑
(i,j,k)6=
1
3~∆ −Wij −Wik −Wjk
1
2~∆ −Wij
×
×
(
1
2~∆ −Wij
+
1
2~∆ −Wik
+
1
2~∆ −Wjk
)
+
1
~3∆3
∑
i
∑
j 6=i
1
2~∆ −Wij


∑
k 6=i
2
2~∆ −Wik
+
∑
k 6=j
2
2~∆ −Wjk



 , (7.9)
Hence, particles that are widely separated from the rest do not contribute to the interac-
tion and can be ignored. Using Eq. (7.4), we can calculate the energy of Nloc particles,
for the case where they are infinitesimally close together:
E(6)(0) =
(
~Ω
2
)6 2N3loc
~5∆5
= ~∆
(
Ω
2∆
)6
N3loc = ~∆N
3
R. (7.10)
Finally, the total height U (6)(0) of the interaction potential of Nloc particles can be
determined as the difference between E(6)(0) and the third-order light-shift (7.5), hence,
U (6)(0) = ~∆N3R −N
~Ω6
32∆5
= ~∆
(
N3R −N
(
Ω
2∆
)6
)
, (7.11)
which is simplified to
U (6)(0) = ~∆N3R (7.12)
if Nloc ≫ 1. Thus, we see that NR is, indeed, the parameter governing the interaction
strength.
One might now try to include the three-body interaction into the non-local GPE (2.51).
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To this end, one would define the three-body mean-field potential
V
(3)
MF [ψ](r) = ρ
2
∫
dr′
∫
dr′′ U123(r, r
′, r′′)|ψ(r′)|2|ψ(r′′)|2, (7.13)
where Uijk(ri, rj , rk) is the three-body contribution to the interaction energy of three
particles, such that
U (6)(r1 . . . rN ) =
∑
(i,j,k)6=
Uijk(ri, rj , rk). (7.14)
V
(3)
MF would then be added to the usual GPE which includes the two-body mean-field
potential V (2)MF = VMF :
i~∂tψ(r) =
(
− ~
2
2m
∇2 + Vext(r) +Ng|ψ(r)|2 + V (2)MF [ψ](r) + V
(3)
MF [ψ](r)
)
ψ(r). (7.15)
However, there are two problems. The three-body mean-field potential (7.13) is a 2d-
dimensional integral if the system in question is d-dimensional. The computational cost
for its calculation on a discrete grid with N points per dimension is O(N2d log(N))
if the convolution theorem is used (compared to O(Nd log(N)) for the case of a two-
body interaction)1. This makes the numerical calculation of the integral an extremely
challenging problem.
More importantly, the inclusion of the three-body interaction term in the GPE does not
solve the fundamental limitation of any perturbative treatment. The condition for the
validity of the perturbation theory that
NR ≪ 1 (7.16)
can be slightly relaxed when higher terms are included but it is still not clear how
small exactly NR needs to be. In fact it was suggested in [93] that the perturbation
theory breaks down already at relatively small values of NR ∼ 0.05. In the following, we
will answer this question via numerical calculation of the N -body Born-Oppenheimer
potential without approximations.
7.2. The Born-Oppenheimer approximation beyond
perturbation theory
The full Hamiltonian of a dressed gas of N atoms is (see section 4.2.5, in particular Eq.
(4.73))
Ĥ = T̂ + Ĥel (7.17)
1Without the convolution theorem, the corresponding costs would be O(N3d) and O(N2d).
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where the electron dynamics is described by
Ĥel =
∑
i<j
Ŵij ⊗ σ̂ieeσ̂jee − ~∆
N∑
i=1
σiee +
~Ω
2
N∑
i=1
(
σige + σ
i
eg
)
. (7.18)
with Ŵij = W (r̂ij) = C6/r̂6ij and r̂ij = |̂ri − r̂j |.
In section 4.2.4 we justified the use of the Born-Oppenheimer (BO) approximation for
the dressing scheme. We found that it is valid even for large values of Ω/2∆, and hence of
NR. Hence, the atomic dynamics still takes place on a BO potential which, however, has
to be calculated exactly if NR is too large. To this end, we have to solve the eigenvalue
problem
Ĥel(r1 . . . rN ) |Ψn(r1 . . . rN )〉 = En(r1 . . . rN ) |Ψn(r1 . . . rN )〉 . (7.19)
For each set of atom positions (r1 . . . rN ) this equation yields 2N eigenvalues or in other
words, it yields 2N potential surfaces Un. The atomic dynamics then take place on one
of those surfaces. Here, we consider the situation where all atoms are initially in the
ground state |g〉 and the dressing-laser is then switched on slowly. Hence, we need the
single eigenenergy
EG = EG(N,NR) = EG(N,NR; (r1 . . . rN )) (7.20)
that corresponds to the eigenstate |Ψ0(r1 . . . rN )〉 = |G(r1 . . . rN )〉 which adiabatically
connects to the state |G0〉 = |g . . . g〉 as Ω → 0. The BO potential is then found by
subtracting from EG the corresponding light-shift:
UG(N,NR) = EG(N,NR; r1 . . . rN ) − ELS(N,NR), (7.21)
where ELS(N,NR) = EG(N,NR; ∞ . . .∞) (where the interactions Wij vanish).
We diagonalize Ĥel numerically for every set of atom positions (r1 . . . rN ) using the full
2N -dimensional basis
(|g . . . g〉 , |eg . . . g〉 , |geg . . . g〉 , . . . |e . . . e〉) , (7.22)
Since the number of states 2N scales exponentially with the number of particles N , a
straightforward diagonalization quickly becomes prohibitively demanding. However, the
interaction drastically limits the number of accessible many-body states. This allows to
truncate the Hilbert space which significantly reduces the size of the matrix. Since there
are
(N
n
)
states with exactly n excitations, the reduced dimension of the truncated Hilbert
space is
D =
Nexc∑
n=0
(
N
n
)
. (7.23)
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We performed calculations for various values of Nexc, until convergence was reached.
Our most demanding computations used N = 25, Nexc = 5, so that there are
D = 68406. (7.24)
many-body states. This is a significant reduction from the 225 = 3.4 · 107 states in the
full Hilbert space and leads to a feasible computational cost of the diagonalization. Since
each many-body state is coupled to only ∼ N other many-body states, the matrix is
sparse. It is useful to exploit this by using a diagonalization algorithm geared towards
sparse matrices. We used a subroutine from the ARPACK library [13].
7.3. Application to self-trapping
The previous section allows us to calculate the interaction energy of a gas of particles
with fixed positions exactly. We now come back to the question of self-trapping which we
will investigate using this approach. In chapter 6, we considered self-trapping using the
perturbatively obtained interaction potential and found that for a sufficient interaction
strength, self-trapped solitons, i.e., states that remain confined solely due to internal
interactions (in this case the dressing interaction). Now, we will investigate whether the
inclusion of many-body interactions jeopardizes self-trapping as NR is increased.
We start from the total many-body Hamiltonian of the dressed gas in the BO approxi-
mation:
Ĥ = − ~
2
2m
∑
i
∇2i + UG(̂r1 . . . r̂N ). (7.25)
If energies are again scaled with ~
2
mR2c
and lengths with Rc we obtain
Ĥsc = −1
2
∑
i
∇2i + β UG(̂r1 . . . r̂N ). (7.26)
Using the scaled variables, UG is given by
Ĥscel (r1 . . . rN ) |G(r1 . . . rN )〉 = UG(r1 . . . rN ) |G(r1 . . . rN )〉 (7.27)
with
Ĥscel = −
∑
i<j
2
r̂6ij
⊗ σ̂ieeσ̂jee −
N∑
i=1
σiee +
Ω
2∆
N∑
i=1
(
σige + σ
i
eg
)
. (7.28)
The prefactor
β = − C6m
2~2R4c
(7.29)
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is closely related to our earlier effective interaction strength (6.18)
α = − C̃6mN
~2R4c
= −
(
Ω
2∆
)4 C6mN
~2R4c
(7.30)
introduced in chapter 6. Their relation can be written as
α = 2
N2R
N
β. (7.31)
The parameters α and β differ because in chapter 6, the perturbative treatment combined
with the mean-field approximation allowed to fully incorporate the parameters (Ω/2∆)4
and N directly into α, while now their effects are more complicated and enter through
the fully correlated many-body potential UG(̂r1 . . . r̂N ). However, in order to simplify
comparisons to chapter 6, we will give all of our results in terms of α.
According to Eq. (7.28), UG depends only on Ω/2∆ and N . Since NR = N(Ω/2∆)2, it
can alternatively be written as depending only on NR and N which is the notation we
will use in the following:
UG(̂r1 . . . r̂N ) = UG (NR, N | r̂1 . . . r̂N ) . (7.32)
7.3.1. Interaction energy of a BEC
While we now have a numerically exact description of the internal many-body states;
the motional dynamics of the atoms on the resulting BO potential can still be described
within the mean-field approximation. Hence, we can consider product states of the form
|Ψ(r1 . . . rN )〉 =
⊗
i
|ψ(ri)〉i , (7.33)
where all particles are described by the same BEC wave-function ψ. As in section 6.3,
we use a variational method with Gaussian trial states
ψ(r) =
1
π
3
4σ
3
2
exp
(
− r
2
2σ2
)
. (7.34)
Using the scaled Hamiltonian (7.26) including the fully correlated potential UG, the
energy of a BEC with the wave-function ψ is
E(σ) = Ekin(σ) + Edress(σ,N,NR, α) (7.35)
= −N
2
∫
d3r ψ(r) ∇2ψ(r) + 1
2
β
∫
d3r1 . . .
∫
d3rN
N∏
i=1
|ψσ(ri)|2 UG(r1 . . . rN )
= −N
2
∫
d3r ψ(r) ∇2ψ(r) + 1
2
β
∫
d3r1|ψσ(r1)|2 . . .
∫
d3rN |ψσ(rN )|2 UG(r1 . . . rN ).
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The kinetic energy can be calculated analytically:
Ekin(σ) =
3N
4σ2
, (7.36)
while for the potential energy
Edress(σ,N,NR, α) =
1
2
β
∫
d3r1|ψσ(r1)|2 . . .
∫
d3rN |ψσ(rN )|2 UG(NR, N | r1 . . . rN )
we need to evaluate a 3N -dimensional integral. This can be done efficiently by Monte-
Carlo sampling the 3N -dimensional position space [145]. We use the Marsaglia polar
method [135] to generate Gaussian distributed atomic positions ri that yield configura-
tions
R = (r1 . . . rN ) (7.37)
We then calculate UG(R) for each R as described in section 7.2. The potential energy
is obtained by averaging the results over a large number of configurations:
Edress(σ,N,NR, α) =
1
Nc
∑
R
βUG(R). (7.38)
We will compare the results to those obtained from perturbation theory where UG re-
duces to
UpertG (r1 . . . rN ) = −
(
Ω
2∆
)4∑
i<j
2β
1 + |ri − rj|6
, (7.39)
leading to the potential energy
Epertdress(σ,N,NR, α) = −
1
2
2β
(
Ω
2∆
)4
N2
︸ ︷︷ ︸
=αN
∫
d3r1
∫
d3r2
|ψσ(r1)|2|ψσ(r2)|2
1 + |r1 − r2|6
(7.40)
that we already calculated in Eq. (6.39). For σ → 0 it simplifies to
E0 = Edress(0, N,NR, α) = −
1
2
αN = −βN2R. (7.41)
Fig. 7.1 shows some results for N = 20 including a comparison to the fourth-order
perturbative result. We scaled the results for Edress from our exact calculations with the
perturbative energy |E0| = βN2R in order to compare them to the perturbative prediction.
If this prediction were valid over the whole range of NR, all curves would be identical.
We find that, for NR ≪ 1, our calculations perfectly recover the perturbative result,
as was to be expected. For larger NR, deviations appear. The potential is weaker
than predicted, consistent with the findings in [93]. This weakening can be qualitatively
understood within the interaction blockade picture. Recall that NR is defined as the
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Figure 7.1.: Potential energies of condensates with size σ for various values of the perturbation
parameter NR. Energies are scaled by |E0(NR)| = βN2R, which is the scaling predicted by the
perturbation theory
average number of Rydberg excitations in the absence of interactions. Since interactions
limit the actual number of excitations below this value, the effects of the blockade become
more pronounced as NR increases.
In particular, the potential energy per particle of a fully blockaded gas (e.g., a gas of
particles at very low distance) is non-extensive and increases much slower than linear in
N . This can be illustrated by considering a simple situation where all atoms are within
one blockade radius:
As we discussed earlier (Eq. (4.84)), the light shift of N non-interacting atoms is
EL(N) =
1
2
N~∆

−1 +
√
1 + 4
(
Ω
2∆
)2

 . (7.42)
N fully blockaded particles can be described using only the two states |g . . . g〉 and
1√
N
(|eg . . . g〉 + |geg . . . g〉 + · · · + |g . . . geg〉 + |g . . . ge〉) (7.43)
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because excitation of more than one particle is inhibited. The Hamiltonian in that basis
is
Ĥbl = ~
(
0 Ω2
√
N
Ω
2
√
N −∆
)
(7.44)
and the eigenvalue adiabatically corresponding to |g . . . g〉, and thus the light-shift, is
EblL (N) =
1
2
~∆

−1 +
√
1 + 4N
(
Ω
2∆
)2

 =
1
2
~∆
(
−1 +
√
1 + 4NR
)
. (7.45)
These light-shifts determine the energy of a BEC with infinite width (EL) and one with
zero width, where all atoms are located at the same position (EblL ). Hence, the total
height of the interaction potential is given by the difference between them. It is
∆EL(N) = E
bl
L (N) − EL(N) =
~∆
2
(
−1 +
√
1 + 4NR +N −
√
N2 + 4NRN
)
. (7.46)
In the thermodynamical limit N → ∞, with Ω/2∆ → 0 such that NR =const, the
difference becomes
∆EL(∞) = lim
N→∞
(
EblL (N) − EL(N)
)
=
~∆
2
(
−1 +
√
1 + 4NR − 2NR
)
. (7.47)
For large NR, this expression depends less than quadratically on NR, thus leading to
non-extensivity and the observed weakening of the dressing potential. This is in contrast
to the perturbative regime NR ≪ 1 where we find
∆EL(N) = −~∆(1 −N−1)N2R + O(N4R), (7.48)
∆EL(∞) = −~∆N2R + O(N4R), (7.49)
making the energy extensive for NR ≪ 1.
Despite the quantitative deviations, the order of magnitude of the potential still con-
forms to the perturbative prediction in the whole investigated regime of NR ∈ [0, 1].
Furthermore, the dependence of Edress on σ remains very similar. Hence, the nonlocal
character of the interaction persists in the many-body interaction regime.
We now investigate the implications of the weakening of the interaction on self-trapping.
To this end we plot the total energy in Fig. 7.2, including the kinetic energy. For this
example we assume a fixed effective interaction strength α = 10. In the perturbative
regime, this yields a sufficiently strong potential to ensure self-trapping (cf. Fig. 6.3) as
indicated by the negative minimum of the corresponding curve in Fig. 7.2.
We observe that the energy minimum becomes shallower for increasing NR and vanishes
completely between N = 0.4 and N = 1.0. Hence, the corrections to the perturbative
prediction that occur at higher NR can indeed inhibit self-trapping for a fixed effective
interaction strength α. In the following, we will therefore have a closer look at the effects
of the many-body interactions onto the conditions for self-trapping.
116
7.3. Application to self-trapping
-0.2
 0
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 0.4  0.5  0.6  0.7  0.8  0.9  1
(E
dr
es
s+
E
ki
n)
/E
0(
N
R
)
σ/Rc
NR = 1.0
NR = 0.4
NR = 0.2
NR = 0.002
perturbation theory
Figure 7.2.: Total energies of condensates with size σ and for α = 10, for various values of
the perturbation parameter NR. Energies are scaled by E0(NR) = − 12βN2R. For small NR, the
interaction leads to a negative minimum of the energy functional and thus to a self-trapped state.
For sufficiently high NR the self-trapping vanishes.
7.3.2. Variational method for minimization of the energy
Analogous to the variational procedure of chapter 6, we minimize the total energy (in-
cluding also the short-range-interaction energy Econt)
E(σ,N,NR, α, γ) = Ekin(σ) + Econt(σ,N, γ) + Edress(σ,N,NR, α) (7.50)
for fixed values of α, NR and N with respect to σ. This yields an approximate ground
state |ψσmin〉 with the energy
Emin(N, Ω̃, α, γ) = min
σ
E(σ,N, Ω̃, α, γ). (7.51)
In the same way as in chapter 6, we define the critical interaction strength for self-
trapping αst(N, Ω̃, γ) as the smallest α such that
Emin(N, Ω̃, α, γ) < 0. (7.52)
With this method, we can recalculate the conditions for self-trapping beyond perturba-
tion theory (see Fig. 6.3 for the perturbative result).
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7.4. Modification of the self-trapping condition
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Figure 7.3.: Value of the minimal interaction strength for self-trapping αst depending on NR,
explicitly calculated for N ∈ {15, 20, 25}. The curve labeled “N = ∞“ was obtained by a finite-
size scaling as explained in the main text. s-wave scattering has been neglected for these results
(γ = 0).
Fig. 7.3 shows our results for the dependence of αst on NR for a few values of the particle
number N and for the simplest case of γ = 0. For NR → 0, the perturbative result of
αpertst = 6.3 is recovered perfectly. For NR > 0, we find deviations towards higher critical
α, which are due to the weakening of the dressing induced interactions compared to the
perturbative result. The strength of the deviations also depends on the total number of
particles N . The higher N , the weaker the deviations from the perturbative prediction.
This dependence is not surprising since the light-shift difference ∆EL(N) (Eq. (7.46))
and its deviation from its perturbative approximation (7.48) depend explicitly on N .
As mentioned before, the considered particle numbers are too low to make predictions for
typical experimental situations and the result needs to be extrapolated to much higher
particle numbers. In order to do this, we perform a finite-size-scaling. For every NR we
consider the relation αst(NR, N). At sufficiently high N , this can be approximated by a
Taylor series in N−1, yielding
αst(NR, N) = A(NR) +B(NR)N
−1, (7.53)
where A(NR) =: αst(NR,∞) and B(NR) are fitting parameters. The result is shown as
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the curve labeled “N = ∞“ in Fig. 7.3. We find that this curve consists approximately
of two linear regions given by
αst(NR,∞) =
{
6.3 + 5.5NR for NR ≤ 0.1
6.5 + 4.0NR for NR ≥ 0.1
(7.54)
For low NR, the linear behavior can be understood as follows. αst(0,∞) simply corre-
sponds to the fourth order perturbation theory result αpertst = 6.3. The fourth-order term
in the perturbation expansion scales with N2R, the sixth-order term with N
3
R. Hence, for
small NR the total dressing-interaction energy per particle scales as
Edress
N
=
N2R
N
(A+BNR) ∝ α (A+BNR) , (7.55)
with constants A < 0 and B > 0. The critical value αst is reached when
Edress
N
+ Ekin = 0, (7.56)
or
α (A+BNR) + Ekin = 0. (7.57)
Thus, we find
αst(NR) =
Ekin
A+BNR
≈ Ekin
A
(
1 − B
A
NR
)
= αst(0)
(
1 − B
A
NR
)
. (7.58)
Inclusion of s-wave scattering
Up to now we have set γ = 0 for simplicity, i.e., we have neglected the contact interac-
tion through s-wave scattering. In experiments, however, s-wave scattering is typically
present, unless switched off by Feshbach resonances [60,94,136]. Therefore, we now con-
sider the effect of a short-range interaction, i.e., γ 6= 0 in Eq. (7.50). The short-range
interaction energy (Eq. 6.33) is
Econt(γ, σ) =
√
2
8π
3
2
γ
σ3
. (7.59)
Including it into our variational procedure is straightforward. Again, we consider the
particle numbers N ∈ {15, 20, 25} and then extrapolate the results to N = ∞ via a
finite-size-scaling. The results are shown in Fig. 7.4. For NR → 0 we again recover the
perturbative result from Fig. 6.3 and for higher NR the critical value αst is shifted to
higher values. The critical value for self-trapping can be approximated as
αst(γ,NR) = 6.3 + (0.20 + 0.05NR)γ + 4NR. (7.60)
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Figure 7.4.: Value of the transition point αst, for N = ∞ (obtained by a finite size scaling, see
main text), depending on the short-range interaction strength γ and for various values of NR.
For NR ≪ 1, the perturbative result (from Fig. 6.3) is recovered. For larger NR, the critical
value αst is shifted to higher values. This effect is relatively smaller for larger values of γ.
In relative terms the deviations are less pronounced at larger γ > 0 than at γ = 0. This
is the case because a larger γ leads to a larger size of the self-trapped state. Hence,
atoms are further apart on average so that the blockade effect which is responsible for
the weakening of the dressing interaction is effectively less pronounced for a given NR.
7.5. Implications for experiments
We have seen that, as the perturbation parameter NR is increased from 0 to 1, the
critical interaction strength αst increases. For γ = 0 it almost doubles from 6.3 to 11,
for γ = 100 the effect is considerably weaker in relative terms: αst increases roughly
from 27 to 37. However, increasing NR can still lead to the vanishing of self-trapping if
α is kept fixed.
However, the possibility of using high values of NR also drastically increases the range
of values for α that can be achieved:
α = −
(
Ω
2∆
)4 C6mN
~2R4c
= −N
2
R
N
C6m
~2R4c
. (7.61)
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Figure 7.5.: Necessary Rabi frequency Ω in order to achieve the self-trapping of a BEC dressed
to the |65d3/2〉 state with ∆ = 2π · 32 MHz and for a given NR.
As a baseline for our considerations we use a Rubidium BEC of N = 1700 atoms dressed
to the |65d3/2〉 state with Ω = 2π · 0.28 MHz and ∆ = 2π · 32 MHz. This is similar
to the situations considered in chapter 6 and yields an approximate2 blockade radius
of Rc = 5µm which corresponds to a van-der-Waals coefficient C6 = −6.6 · 10−58 Jm6.
This yields the parameters
α = 11.3, (7.62)
γ = 22.6, (7.63)
NR = 0.04, (7.64)
such that perturbation theory is valid. Furthermore, the necessary strength for self-
trapping at γ = 13.3 is
αst = 10.8, (7.65)
according to the phase diagram in Fig. 6.5. Hence, a BEC with these parameters is
self-trapped. However, the necessary Rabi frequency of Ω = 2π · 0.3 MHz is difficult to
achieve experimentally.
We now move beyond perturbation theory and consider how the necessary Ω changes if
higher values of NR are allowed. According to Eq. (7.60), αst can be approximated as
αst(NR) = 6.3 + (0.20 + 0.05NR)γ + 4NR (7.66)
2cf. the discussion about the isotropic approximation of d-state interactions in section 4.4.2
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for NR ≥ 0.1. Therefore, the condition for self-trapping becomes
6.3 + (0.20 + 0.05NR)γ + 4NR = −
(
Ω
2∆
)4 C6mN
~2R4c
(7.67)
⇔ Ω = 2∆~R
2
c√
−mC6
√
6.3
NR
+ 4 +
(
0.20
NR
+ 0.05
)
γ (7.68)
= 2π · 17 kHz ·
√
6.3
NR
+ 4 +
(
0.20
NR
+ 0.05
)
γ (7.69)
= 2π · 17 kHz ·
√
10.8
NR
+ 5.13. (7.70)
(7.71)
As shown in Fig. 7.5, the necessary Rabi frequency Ω is decreased by a factor of 2.5 from
2π·280 kHz to 2π·110 kHz as NR is increased from 0.04 to 0.3. A further increase of NR
to 1 reduces Ω to 2π·70 kHz. In the first case N would need to be increased from 1700 to
100000 in order to reach the desired value of NR = 0.3 and in the second case to 300000
to reach NR = 1. Such atom numbers are within current experimental capabilities [125].
Furthermore, the decrease of Ω by a factor of 4 increases the lifetime of the dressed
BEC by a factor of 16. This should further simplify an experimental verification of
the predicted self-trapping effect, and make the first creation of a three-dimensional
“matter-wave bullet” possible.
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The aim of this thesis was to devise a viable scheme to realize long-range atomic interac-
tions in a Bose-Einstein condensate (see chapter 2). As a source of such interactions we
considered Rydberg atoms, which are atoms excited to high-lying atomic states. Rydberg
atoms have a number of remarkable properties, such as extremely strong van-der-Waals
interactions and long radiative lifetimes on the order of 100 µs. The interactions give rise
to the so-called interaction blockade where the excitation of a single atom inhibits the
excitation of any other atoms in its vicinity [96]. The blockade has enabled a range of fas-
cinating applications in quantum information science [175] and quantum optics [78,158].
These important applications are based on the fast (microsecond) electron-dynamics, ex-
ploiting the long lifetimes of Rydberg atoms in order to conserve coherence. In contrast,
we were primarily interested in the much slower millisecond dynamics of atomic motion.
In this case, Rydberg decay is still too fast and would lead to decoherence before any
interesting phenomena could be observed.
In chapter 4, we introduced a method to overcome this problem by off-resonant coupling
of the atomic ground state to Rydberg states as an alternative to resonant excitation.
This so-called Rydberg dressing scheme (see section 4.1) admixes a small fraction of
Rydberg character to the ground state. Consequently, the dressed ground state has
a significantly enhanced lifetime on the order of 100 milliseconds. Even though the
admixed Rydberg character is weak, the resulting ground state interaction is still suf-
ficiently strong. We derived the dressing interaction within the Born-Oppenheimer ap-
proximation using perturbation theory. We started from the simple case of coupling to
a single Rydberg state (see section 4.2) and extended the derivation to the general case
of coupling to a degenerate Rydberg manifold (section 4.3). It turned out that the total
interaction energy can be written as a sum of two-body interactions that are asymptot-
ically van-der-Waals like but have a soft core due to the interaction blockade, i.e., they
do not diverge at small distances but instead flatten off. Importantly, the scheme relies
on the condition that all interaction curves in the relevant Rydberg manifold have the
same sign.
This issue is addressed in chapter 3, where we performed extensive calculations of the
interaction curves of numerous Rydberg manifolds of Rubidium-87 in chapter 3. In par-
ticular, we found that all s-states are repulsive and that all d3/2-states with a principal
quantum number n ≥ 59 are attractive. These two examples open up the opportunity
to realize repulsive as well as attractive interactions via Rydberg dressing. In both cases,
the peculiar soft-core form of the interaction combined with the extended lifetime leads
to distinct behavior and gives rise to a number of interesting effects which we investi-
gated in chapters 5 and 6.
In chapter 5, we considered a Rubidium BEC with a repulsive dressing interaction (as
realized by dressing to s-states). First, we applied a mean-field approximation and
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found that the elementary excitations of a homogeneous dressed BEC exhibit a roton-
maxon spectrum (see section 5.2). Once the interaction becomes sufficiently strong, the
roton-minimum touches zero, leading to a dynamical roton-instability. The resulting
time evolution transforms the initially homogeneous state into a state with broken con-
tinuous translational symmetry. This new state consists of an ordered arrangement of
droplets that are as large as the Rydberg blockade radius. In one and two dimensions,
the droplets form a regular crystal structure, i.e., the underlying lattice has a discrete
symmetry. On the other hand, in three dimensions the instability leads to a glass-like
state due to several competing lattice symmetries with nearly degenerate energies.
In section 5.3, the static properties of a dressed BEC were considered. We found a quan-
tum phase transition between the superfluid and the modulated droplet-crystal phase.
In three and two dimensions, the phase transition is of first order and occurs at a lower
interaction strength than the roton instability, i.e., at a non-zero roton gap. Notably,
the situation is different in one dimension where the transition is of second order and
coincident with the roton instability, illustrating the important role of the roton mini-
mum for the phase transition.
Dynamical simulations for realistic parameters (see section 5.4) showed that droplet crys-
tals can form on a sufficiently short timescale (smaller than the lifetime of the dressed
states), thus enabling the possibility of their experimental observation.
Since the mean-field approximation implicitly assumes a finite superfluid fraction, we
performed path-integral Monte-Carlo simulations in section 5.5 in order to investigate
the superfluidity of the droplet crystal. In order to be close to possible future experi-
ments, we considered finite-size BECs in a harmonic trap. The Monte-Carlo results are
in excellent agreement with those from the mean-field approximation, both for the den-
sity profile of the droplet crystal and for its superfluidity. Importantly, the superfluidity
was found to persist up to relatively high temperatures on the order of 100 nK that are
accessible by current experiments.
Being both crystalline and superfluid makes the droplet state a supersolid, an exotic
state of matter that has been intensively pursued since its very first conjecture forty
years ago [10, 37]. Supersolidity has mostly been investigated in the context of pres-
surized helium, but recent theoretical and experimental evidence suggests that it is not
supersolid [25,101]. Hence, the finding of an alternative candidate for supersolidity is of
great relevance.
In experiments, superfluidity is typically measured by setting the BEC into rotation and
observing the creation of vortices, which are a signature of superfluidity. Whether this
approach is viable in the present case has been investigated in section 5.6. We found that
vortices tend to be located between the droplets for low rotation frequencies, making
them hard to detect experimentally. However, if the rotation frequency is increased, the
vortex density increases as well. Once it rises to sufficient values, it becomes favorable
for vortices to appear within the high-density droplets. This would make them exper-
imentally observable and would enable the first unambiguous creation and observation
of a supersolid state.
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In chapter 6, the effects of an attractive dressing interaction were investigated. Such an
interaction can be generated by using Rubidium d-states (see section 6.2). In section 6.3,
we used a variational ansatz and found that the interaction leads to the existence of sta-
ble self-trapped ground states. Three-dimensional self-trapped states of light, so-called
light bullets and their material counterparts, matter-wave bullets or self-trapped solitons,
have fascinated researchers for a long time [18]. There have been numerous theoretical
studies, but an experimental realization has remained elusive thus far. The major obsta-
cle has been that interactions are either too weak, or diverge for low distances, causing
collapse of the wave function. The present interaction, however, is sufficiently strong to
confine a BEC, while its soft core prevents collapse.
In addition to the variational calculations, we also performed numerical simulations of
the static (section 6.4) and dynamic (section 6.6) properties of the system. Here we found
good agreement with the simplified variational ansatz and showed that three-dimensional
self-trapping can indeed be demonstrated for realistic experimental parameters. In fact,
it turned out that typical Rydberg-Rydberg atom interactions are so strong that a shell
of only one single pair of coherently shared excitations can trap the entire BEC with
∼ 103 atoms.
In the final chapter 7, we went beyond the perturbative approach for calculating the
effective interactions. This approximation is expected to break down if the optical cou-
pling becomes strong, i.e., if the corresponding Rabi frequency is on the order of the
detuning. In section 7.1, we started by considering the next higher-order term in the
perturbation series, which yields a genuine three-body interaction, which tends to lower
the total interaction energy. This raised the question whether the phenomena of super-
solidity and self-trapping revealed in chapter 6 and 5 would persist at stronger dressing.
So far, we have addressed this question for the simpler scenario of self-trapping. To this
end, we developed an approach for the exact calculation of the underlying many-body
potential energy surface, which is outlined in section 7.2 and applied to the self-trapping
problem in section 7.3. In the limit of weak dressing, the new method recovered the
perturbative result (of section 6.3) perfectly. At stronger dressing, deviations appear
due to the lowering of the total interaction strength. However, since the constraints on
the dressing parameters can be relaxed outside of the perturbative regime, our results
show that the proper inclusion of genuine many-body interactions in fact relaxes the
conditions for soliton formation, rather than diminishing the effect.
Future perspectives
The previously discussed results have generated new questions and ideas that call for
further investigation. While thus far the focus has been on situations accessible by
simplified mean-field approaches, the regime where this approximation breaks down
might feature additional interesting physics concerning correlated many-body systems
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and nonlinear quantum optics. Below, a few specific ideas are outlined, which might
provide promising avenues of research.
Roton instability and supersolids in a collectively interacting BEC
In chapter 7, we investigated self-trapping in the regime of strong dressing to attrac-
tive Rydberg states, where the perturbative calculation of the dressing potential from
chapter 4 breaks down. An equivalent break-down takes place when repulsive interac-
tions are considered. Studying the effects of the resulting many-body interactions on
supersolidity may prove interesting and important for several reasons. First, the exper-
imental demonstration of the supersolid phase transition, currently pursued in several
laboratories, sets high demands on the laser parameters required to induce sufficiently
strong interactions. While the required parameters appear to be within reach they are
still very challenging for current setups. The condition of weak dressing in particular
sets strict constraints on the achievable interaction strength. Therefore, the theoretical
demonstration of supersolidity in the collective interaction regime could greatly facili-
tate corresponding experiments and thereby pave the way for the first demonstration
of continuous-space supersolidity in such systems. Second, the study of genuine many-
body interactions in continuous-space quantum systems appears to be very interesting
from a fundamental point of view. This question has attracted considerable interest in
the context of lattice-confined polar molecules [34, 179], but it has not been addressed
in continuous space.
A promising starting point to tackle this problem could be to consider a mean-field de-
scription for the spatial atomic degrees of freedom but use the fully correlated internal
many-body states of the laser-driven atoms. This should allow to derive an excitation
spectrum that generalizes the standard Bogoliubov spectrum to the case of N -body in-
teractions and that could be evaluated via Monte-Carlo sampling.
One may take the idea of strong dressing further and consider resonant excitation to
Rydberg states. The key point now is that for a sufficiently strong interaction blockade
each atom still carries only a small fraction of Rydberg-state character, so that one
may find conditions for that the overall lifetime of a resonantly driven BEC is still
high enough to observe coherent motional dynamics. To start out simple, one may first
consider excitation of attractive Rydberg states in a small blockaded BEC, which may
form a self-bound state confined by a collective surface excitation of Rydberg atom pairs.
This situation differs dramatically from the off-resonant case and soliton stability may
be dependent on an interesting interplay between coherent generation of internal-state
entanglement, correlated atomic motion and dissipation.
Dissipation in interacting quantum systems
While the above discussion treats spontaneous decay as an undesired side effect and a
point of worry, several recent works (e.g. [54]) suggest that dissipation can instead be
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useful. In the present context, such a situation may be encountered by considering the
dressing scheme of chapter 4 with reversed signs, i.e., by using a blue-detuned dressing
laser and repulsively interacting Rydberg states (or vice versa). For two atoms, this leads
to an interaction-induced pair resonance and thus to an avoided crossing between the
two-atom ground state and the doubly excited state. Interactions increase tremendously
once the atoms are transferred to their excited states. On the other hand, this also leads
to strong dissipation. Importantly, this situation can no longer be treated quasi-statically
but needs to be approached as a two-channel dissipative collision problem. One of the
interesting questions will be whether the strong decay will lead to reflection due to the
quantum Zeno effect or whether it will lead to enhanced non-adiabatic transitions of the
atoms through the avoided crossings with minimal dissipation. The latter scenario would
result in largely coherent interactions, which may be greatly enhanced with respect to
the standard off-resonant dressing scheme. In contrast, the former case will imply an
effective hard-core interaction and lead to quasi-bound molecular states, for incoming
and outgoing scattering, respectively.
Integrated description of matter and light
All of the above ideas concern the effect of a laser field on an ultracold gas or BEC. In
an additional work that was performed in the course of this thesis but that has not been
explicitly discussed here, we showed that the light propagation is also influenced by the
presence of a gas, given an appropriate excitation scheme. In particular, we explored
the effects an excitation scheme that features electromagnetically induced transparency
(EIT) [180]. We found that this induces an effective photon-photon interaction very
similar to the atomic dressing interaction derived in chapter 4. Therefore, the fast
light propagation dynamics features similar phenomena as the dressed gas, such as a
roton-maxon spectrum and a roton instability, as well as formation of self-assembled
modulated states and self-trapping [180].
Interesting effects may also occur on the slower timescale of the atomic motion, as the
system consists of two components (light and matter) that can not be treated indepen-
dently anymore. The atoms are governed by an effective interaction whose properties
are given by the laser intensity. At the same time, the photons exhibit an effective
interaction that depends on the gas density.
Here, one could first consider the regime where only two-body effects are relevant, both
in the gas and in the light. The light field can be described by a non-linear Schrödinger
equation which is identical to a non-local Gross-Pitaevskii equation. If the mean-field
approximation is used for the gas, it can also be described by a Gross-Pitaevskii equa-
tion. Hence, the coupled system is fully described by two coupled Gross-Pitaevskii
equations. This should already yield valuable insights into the mutual interaction of
light and matter. Furthermore, it will be interesting to explore the effect of atom-atom
and/or photon-photon correlations in the regime where the respective mean-field treat-
ments of gas and light break down. In this regime, the many-body nature of the dressing
interaction might also become relevant and could lead to interesting collective effects.
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A. Solving the Gross-Pitaevskii equation on
a discrete spatial grid
A.1. Split-operator method
We are interested in a Gross-Pitaevskii equation in of the form
(
T̂ + V̂ (t) + V̂MF[ψ]
)
|ψ〉 = i∂t |ψ〉 (A.1)
with an external potential V̂ , the mean-field potential
VMF[ψ](r) =
∫
dr′W (r − r′)|ψ(r′)|2 (A.2)
which describes the interaction between particles and the initial condition |ψ(0)〉 = |ψ0〉.
We would like to solve this equation on a discrete spatial grid. The formal solution is
|ψ(t)〉 = Ô exp
(∫ t
0
dt′
(
T̂ + Û(t′)
))
|ψ0〉 , (A.3)
where Ô is the time ordering operator and Û(t) = V̂ (t′) + V̂MF[ψ(t′)]. This solution can
also be written as
|ψ(t)〉 = lim
∆→0
t/∆
∏
n=0
e−i∆(T̂+Û(n∆)) |ψ0〉 . (A.4)
For the numerical solution we use a non-zero but small value for ∆ and discretize time
accordingly, using t = N∆. This yields
|ψN 〉 =
N∏
n=0
e−i∆(T̂ +V̂n+Ûn) |ψ0〉 , (A.5)
where the index n denotes that the corresponding object is to be taken at time n∆.
We now need a way to calculate the single time step e−i∆(T̂ +Û). Since [T̂ , Û ] 6= 0, the
propagator cannot simply be split as e−i∆T̂ e−i∆Û , in which case both partial propagators
could be applied one at a time since they are simply multiplication operators in spatial
or momentum representation, respectively. However we can still use this first-order-
splitting as an approximation:
e−i∆(T̂ +Û) = e−i∆Ûe−i∆T̂ + O(∆2), (A.6)
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which can be shown by Taylor-expanding all exponentials. This guarantees that for any
fixed t = N∆ the approximation becomes arbitrarily good if ∆ is small enough:
|ψN 〉 − |ψsplitN 〉 =
N∏
n=0
e−i∆(T̂ +Ûn) |ψ0〉 −
N∏
n=0
e−i∆Ûne−i∆T̂ |ψ0〉
=










N∏
n=0
e−i∆(T̂ +Ûn) −
N∏
n=0
[
e−i∆(T̂ +Ûn) + O(∆2)
]
︸ ︷︷ ︸
=
[
∏
e−i∆(T̂ +Ûn)
]
+NO(∆2)










|ψ0〉 .
Hence the total error in |ψN 〉 vanishes like NO(∆2) = O(∆). We see that it is important
that the error in Eq. A.6 is O(∆2), since O(∆) would not have been sufficient.
We can further improve the behavior by splitting the propagator in second order:
e−i∆(T̂ +Û) = e−
1
2 i∆Ûe−i∆T̂ e−
1
2 i∆Û + O(∆3), (A.7)
which makes the total error vanish like O(∆3). This is the splitting we use in our actual
numerical calculations. In principle, arbitrarily high splitting orders can be constructed,
but they are of little use to us here.
Finally, the split operator can be applied to a state by piecewise applying the potential
and kinetic parts as if [T̂ , Û ] = 0, assuming the time-step is small enough:
ψ(r, t + ∆) = e−
1
2 i∆U(r)F−1p→r
[
e−i∆
p2
2 Fr→p
(
e−
1
2 i∆U(r)ψ(r, t))
)]
. (A.8)
F denotes the Fourier transform:
ψ̃(p) = (Fr→pψ) (p) =
∫
d3r e−ip·rψ(r), (A.9)
ψ(r) =
(
F−1p→rψ
)
(r) =
1
(2π)3
∫
d3p eip·rψ̃(p). (A.10)
A.2. Mean-field potential, convolution theorem and periodicity
In the preceding section we saw how to perform one time-step, assuming the potential
Û = V̂ + V̂MF[ψ] is known. So, we still need to calculate the mean-field potential
VMF[ψ](r) =
∫
dr′ W (r − r′)|ψ(r′)|2. (A.11)
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This is trivial if W can be approximated as short-ranged as described in Chapter 2.3.2.
If W (r) = gδ(r), then
VMF[ψ](r) = g|ψ(r)|2 (A.12)
and no integral needs to be evaluated.
The situation is more difficult ifW has a finite range such that the integral must explicitly
be calculated numerically. In d dimensions, using a discrete and finite spatial grid with
N grid points per dimension, the simple quadrature calculation of (A.11) costs O(N2d)
operations, since it needs to be performed for N3 values of r and for each r, N3 values
of W (r − r′)|ψ(r′)|2 must be added up. This high cost can be improved upon by using
the Fourier transform and the convolution theorem. Let
W̃ (p) =
∫
dr e−ip·rW (r) (A.13)
be the Fourier transform of W and ρ̃ the Fourier transform of the density |ψ|2, then the
convolution theorem leads to
VMF[ψ](r) =
∫
dp eip·rW̃ (p)ρ̃(p), (A.14)
such that VMF can be calculated by one Discrete Fourier transform (DFT), one pointwise
multiplication between W̃ and ρ̃ and one inverse DFT. The cost of the multiplication
is O(Nd), the cost of each DFT is O(Nd ln(N)) if it is performed using a Fast Fourier
Transform (FFT) algorithm1. Note that if one would not use an FFT algorithm but
would calculate the DFT in a naive way, the total cost would be O(N2d) just as with
the naive quadrature calculation.
In the previous discussion we have switched freely between the continuous (integral)
representation of the system and the numerically relevant discrete representation. For
the most part this is unproblematic. However, there are two small complications when
the continuous Fourier transform is replaced by the DFT: The discrete version of the
convolution theorem implies periodicity of the density. This problem applies to the
calculation of the mean-field potential. An equivalent problem exists with the application
of the kinetic energy operator in Eq. (A.8). We will explicitly consider the ramifications
for the mean-field potential; for the kinetic energy an equivalent result can be found.
Let {ρn} and {Wn} be infinite series representing the density and the interaction with
ρn = Wn = 0 ∀n /∈ [0, N + 1]. Then
W̃kρ̃k =
N−1∑
n=0
N−1∑
m=0
Wnρme
−2πi k(n+m)N =
∞∑
n=−∞
∞∑
l=−∞
Wnρl−ne
−2πi klN
1In practice, we use the C subroutine library FFTW [68]
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⇒ F−1k→m(W̃kρ̃k) =
1
N
N−1∑
k=0
e
2πikm
N
∞∑
n=−∞
∞∑
l=−∞
Wnρl−ne
−2πi klN
=
1
N
∞∑
n=−∞
∞∑
l=−∞
Wnρl−n
N−1∑
k=0
e−2πi
k(l−m)
N
=
∞∑
n=−∞
∞∑
l=−∞
Wnρl−n
∞∑
j=−∞
δl,m+jN
=
∞∑
n=−∞
Wn
∞∑
j=−∞
ρm+jN−n.
This means that any simulation using the convolution theorem will actually simulate an
infinite number of systems that interact with each other. For the investigation of infinite
systems this is a useful feature since it means that periodic boundary conditions apply
automatically. For finite systems it is necessary to make the box so large that the the
interactions between the unit cells can be neglected.
A.3. Generalization to rotating systems
In section 5.6 we investigated rotating systems by considering a Hamiltonian where the
angular momentum operator L̂z appeared in the form
Ĥ = T̂ + V̂ − ΩL̂z, (A.15)
where V̂ summarizes all external and mean-field potentials. In the following it will be
explained how this Hamiltonian is derived, what kind of rotation it exactly describes
and how we can numerically implement it within the split-step-method described above.
A.3.1. Derivation of the Hamiltonian
The following derivation can also be found in [118], where it originates.
We consider a two-dimensional system with the Hamiltonian Ĥ = T̂ + V̂ (t).V̂ could be
a mean-field potential, i.e. non-linear. For this derivation, this does not matter. The
corresponding TDSE or GPE is
Ĥ |ψ(t)〉 = i~∂t |ψ(t)〉 . (A.16)
We will transform this equation into a frame that is rotating with an angular velocity
Ω that is perpendicular to the system (i.e. if the system is in the xy-plane, Ω is in the
z-direction):
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The index i denotes a quantity in the inertial frame, r in the rotating frame. We have
vi = vr + Ω × rr. (A.17)
The Lagrangian is
L = m2 v
2
i − V = m2 (vr + Ω × rr)
2 − V (A.18)
pr =
∂L
∂vr
= m (vr + Ω × rr)
⇒ L = p2r2m − V
and vr =
pr
m
− Ω × rr
⇒ v2r =
p2r
m2
+ (Ω × rr)2 − 2
pr
m
(Ω × rr).
So, we find for the Hamiltonian:
H = pr · vr − L = m (vr + Ω × rr) · vr − p
2
r
2m + V
= m
(
v2r + vr · (Ω × rr)
)
− p2r2m + V
= m
(
p2r
m2
+ (Ω × rr)2 − 2
pr
m
· (Ω × rr) + vr · (Ω × rr)
)
− p2r2m + V
=
p2r
2m
+m(Ω × rr)2 − 2pr · (Ω × rr) +m
(
pr
m
− Ω × rr
)
· (Ω × rr) + V
=
p2r
2m
+m(Ω × rr)2 − pr · (Ω × rr) −m(Ω × rr)2 + V
=
p2r
2m
− pr · (Ω × rr) + V
=
p2r
2m
− Ω · (rr × pr) + V.
Since the system is supposed to rotate around the z-axis, we have Ω = (0, 0,Ω). In the
formula we recognize the angular momentum Lz = rr × pr. Hence, we find
H =
p2r
2m
− ΩLz + V,
which we can quantize, yielding the Hamiltonian
Ĥ =
p̂2
2m
− ΩL̂z + V̂ ,
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q.e.d.
A.3.2. Numerical implementation
First, since [T̂ , L̂z] = 0 the additional term −ΩL̂z can be incorporated in the split step
method simply by
e−iĤt ≈ e−
1
2 iÛte−iT̂ te−ΩL̂zte−
1
2 iÛt. (A.19)
Now, we still need an efficient way to apply e−iΩL̂zt. There are two possible ways of
doing this:
• In polar coordinates (r, ϕ) the angular momentum is L̂z = −i∂ϕ. Therefore, L̂z is
a multiplication operator in angular momentum space and e−
1
2 iL̂zt can be applied
by transforming the wavefunction into polar coordinates, Fourier transforming and
multiplying. Unfortunately, this works well only if the wavefunction is rotational
symmetric, in which case L̂z |ψ〉 = 0, anyway. In other cases the rounding errors
when transforming to polar coordinates tend to destabilize the numerics.
• in Cartesian coordinates it is L̂z = i (y∂x − x∂y). We can again split
e−iΩL̂zt ≈ e
Ωt
2 y∂xe−Ωtx∂ye
Ωt
2 y∂x .
Then, e−Ωtx∂y can be applied by performing a 1D Fourier transform (with respect
to y) and a multiplication and e
Ωt
2 y∂x analogously. This method turned out to
work very well and it is what we used in practice.
A.4. Imaginary time evolution
The imaginary time evolution is a method to calculate the ground state of a Hamiltonian.
It works by solving the imaginary-time Schrödinger equation
∂t |ψ(t)〉 = Ĥ |ψ(t)〉 . (A.20)
If the initial state is |ψ(0)〉 = |ψ0〉, it can formally be solved by the propagation equation
|ψ(t)〉 = e−Ĥt |ψ0〉 . (A.21)
We assume that the eigenstates and -values of Ĥ are |i〉 and Ei with |0〉 the ground state.
We write the initial state in that basis:
|ψ0〉 =
∑
i
ci |i〉 , (A.22)
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then Eq. (A.21) becomes
|ψ(t)〉 =
∑
i
cie
−Eit |i〉 . (A.23)
For t → ∞, all summands with Ei > 0 vanish, all with Ei < 0 diverge. These divergences
can be removed by renormalizing the state2, i.e., by using the modified equation
|ψ(t)〉 =
∑
i
cie
−Eit |i〉
√
〈ψ(t)|ψ(t)〉
=
∑
i
cie
−Eit |i〉
√
∑
i
|cie−Eit|2
=
∑
i
cie
−(Ei−E0)t |i〉
√
∑
i
|cie−(Ei−E0)t|2
. (A.24)
Then, we see that
lim
t→∞
|ψ(t)〉 = |0〉 , (A.25)
unless c0 = 0. Hence, unless the ground state has no overlap with the initial state, the
procedure will converge to the ground state. More generally, it will always converge to
the lowest-lying state |i〉 such that ci 6= 0.
If the Hamiltonian has degenerate ground states, the procedure will converge to a ground
state, i.e., a state from the ground state vector space. The precise form of the final state
depends on the initial state.
In general, the method does not work for a Gross-Pitaevskii equation. Because it is
non-linear, the superposition principle does not hold and the above proof fails. The
nonlinearity also manifests itself in the existence of a large number of meta-stable states
which the method can converge to. Such states do not exist within the framework of a
Schrödinger equation.
However, even for a GPE, the method still decreases the energy. Hence, it can be used
for a GPE, provided that a suitable initial state can be chosen, thus avoiding convergence
to a metastable state.
2In practice, this should be done by normalizing the state |ψ(t)〉 after every discrete time step.
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B. Clebsch-Gordan coefficients
The Clebsch-Gordan coefficients (3.61)
Ca0 = C
la,ja,ma
l0,j0,m0
=
∫
dϕd(cos ϑ)Yl0j0m0(ϑ,ϕ)



sinϑ cosϕ
sinϑ sinϕ
cos ϑ


Ylajama(ϑ,ϕ), (B.1)
are the angular integrals used to calculate dipole matrix elements (and subsequently
van-der-Waals interaction between Rydberg states) in chapter 3 (Eq. (3.61)). For con-
venience we write dΩ = dϕd(cos ϑ). As before, sa = 2(ja − la) ∈ {−1, 1}. We use the
basis
(e1, e2, e3) =
(
ex + iey√
2
,
ex − iey√
2
, ez
)
as the basis of position space. Then, we can evaluate the coefficients by using the relation
between spherical harmonics and Wigner-3j-symbols:
∫
dΩ Y m1l1 (ϑ,ϕ)Y
m
l (ϑ,ϕ)Y
m2
l2
(ϑ,ϕ)
=
√
(2l1 + 1)(2l + 1)(2l2 + 1)
4π


l1 l l2
0 0 0


(
l1 l l2
m1 m m2
)
We calculate the contributions of each dimension separately, with the abbreviation λ± =√
(l0 +
1
2 ± s0m0)(la + 12 ± sama):
e3 · Cla,ja,mal0,j0,m0
=
∫
dΩ Yl0j0m0 cos(ϑ)Yjamala =
√
4π
3
∫
dΩ Yl0j0m0Y 01 Yjamala
=
√
4π
3
1
(2l0 + 1)(2la + 1)
∫
dΩ Y 01
[
s0saλ+Y
m0− 12
l0
Y
ma− 12
la
+ λ−Y
m0+
1
2
l0
Y
ma+
1
2
la
]
=
√
4π
3
1
(2l0 + 1)(2la + 1)
∫
dΩ Y 01
[
s0saλ+(−1)m0−
1
2Y
−m0+ 12
l0
Y
ma− 12
la
+λ−(−1)m0+
1
2Y
−m0− 12
l0
Y
ma+
1
2
la
]
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=
√
π(−1)m0+
1
2√
3(l0 +
1
2)(la +
1
2)

s0saλ+
√
(2l0 + 1)3(2la + 1)
4π
(
l0 1 la
1
2 −m0 0 ma − 12
)
−λ−
√
(2l0 + 1)3(2la + 1)
4π
(
l0 1 la
1
2 −m0 0 ma − 12
)

(
l0 1 la
0 0 0
)
= (−1)m0+
1
2
(
l0 1 la
0 0 0
)[
s0saλ+
(
l0 1 la
1
2 −m0 0 ma − 12
)
−λ−
(
l0 1 la
−m0 − 12 0 ma + 12
)]
.
The calculation of the other components proceeds in the same way:
e1 · Cla,ja,mal0,j0,m0
=
∫
dΩ Yl0j0m0
sinϑ cosϕ+ i sin ϑ sinϕ√
2
Yjamala = −
√
4π
3
∫
dΩ Yl0j0m0Y 11 Yjamala
= −(−1)m0+
1
2
(
l0 1 la
0 0 0
)[
s0saλ+
(
l0 1 la
1
2 −m0 1 ma − 12
)
−λ−
(
l0 1 la
−m0 − 12 1 ma + 12
)]
,
e2 · Cla,ja,mal0,j0,m0
=
∫
dΩ Yl0j0m0
sinϑ cosϕ− i sin ϑ sinϕ√
2
Yjamala =
√
4π
3
∫
dΩ Yl0j0m0Y −11 Yjamala
= (−1)m0+
1
2
(
l0 1 la
0 0 0
)[
s0saλ+
(
l0 1 la
1
2 −m0 −1 ma − 12
)
−λ−
(
l0 1 la
−m0 − 12 −1 ma + 12
)]
.
Summarizing, all components can be written as
ei · Cla,ja,mal0,j0,m0
= ci(−1)m0+
1
2
(
l0 1 la
0 0 0
)[
s0saλ+
(
l0 1 la
1
2 −m0 µi ma − 12
)
−λ−
(
l0 1 la
−m0 − 12 µi ma + 12
)]
, (B.2)
with µ1 = 1, µ2 = −1, µ3 = 0 and c1 = −1, c2 = c3 = 1.
138
C. Superfluidity
C.1. Leggett’s estimator for rotating motion
Following the idea of Leggett [120], one can calculate an estimate of the superfluid
fraction based on only the one-particle density. Hence, this method is suitable for use
within the mean-field approximation. Consider a gas in a container which has the form
of a ring of with a very small width d and hence almost identical inner and outer Radii
R1 ≈ R2 =: R (see Fig. C.1). If we write the ground state wave function ψ′ using the
Figure C.1.: Ring of Radius R and width d ≪ R.
polar coordinate ϑ′, it obeys the dimensionless GPE and periodicity condition
(
1
R2
∂2ϑ′ + Vext(ϑ
′) + VMF [ψ
′](ϑ′)
)
ψ′(ϑ′) = Eψ′(ϑ′) (C.1)
ψ′(ϑ′ + 2π) = ψ′(ϑ′) (C.2)
if no rotation is involved. Note that ψ′ can always be assumed to be real. We now
consider rotation by assuming that the container (and hence, the external potential) is
rotating with an angular velocity ω, i.e. Vext(t, ϑ′) = Vext(0, ϑ′ − ωt). We now move to
the corresponding rotating frame where the potential is constant. This is done by the
transformation
ϑ′ = ϑ+ ωt (C.3)
ψ′(ϑ′) = ψ(ϑ)e−iωR
2ϑ. (C.4)
The transformed wave function ψ then obeys the modified condition
ψ(ϑ + 2π) = ψ(ϑ)e−2πiωR
2ω. (C.5)
139
C. Superfluidity
We can define a quantum mechanical moment of inertia Iqm by calculating the energy
in the rest frame
E(ω) = E(0) + 12Iqmω
2. (C.6)
If the system is classical, then we have Iqm = Icl = R2
∫
dϑ ρ(ϑ) with ρ(ϑ) = |ψ(ϑ)|2.
However, in general we will find that Iqm = Icl −Isfl ≤ Icl, because (due to superfluidity)
not all particles participate in the rotation of the container. The superfluid fraction can
be calculated as
fs =
Iqm
Icl
=
∂2ωE(ω)
R2
∫
dϑ ρ(ϑ)
. (C.7)
Furthermore, at small rotation frequencies ω, the density ρ of the gas is not changed
with respect to ω = 0. Hence, the difference in energies between the two corresponding
ground states is only due to the phase difference ϕ:
E(ω) = E(0) +
1
2R2
∫
dϑ (∂ϑϕ(ϑ))
2 ρ(ϑ) (C.8)
ϕ is that phase that obeys the periodicity condition ϕ(2π) = ϕ(0) − 2πR2ω and at the
same time minimizes E(ω). To find this phase, we introduce a Lagrangian multiplier λ
and consider
Ẽ(ω) =
∫
dϑ (∂ϑϕ(ϑ))
2 ρ(ϑ) + λ(ϕ(2π) + ϕ(0) + 2πmR2ω) (C.9)
and its functional derivative
0
!
=
δE(ω)
δ(ϕ(ϑ))
=
∂
∂ϑ
δE(ω)
δ(∂ϑϕ(ϑ))
=
∂
∂ϑ
[2ρ(ϑ)∂ϑϕ(ϑ)] . (C.10)
Hence,
∂ϑϕ(ϑ) =
c
ρ(ϑ)
(C.11)
with a constant c that we can determine:
2πR2ω = ϕ(2π) − ϕ(0) =
∫ 2π
0
dϑ ∂ϑϕ(ϑ) = c
∫ 2π
0
dϑ
ρ(ϑ)
(C.12)
⇒ c = 2πR
2ω
∫ 2π
0 dϑρ(ϑ)
−1 . (C.13)
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With this, we find for the energy
E(ω) = E(0) +
1
2R2
∫
dϑ
(
c
ρ(ϑ)
)2
ρ(ϑ) (C.14)
= E(0) +
2π2m2R2ω2
∫ 2π
0 dϑρ(ϑ)
−1 , (C.15)
so that finally
fs =
4π2
(∫ 2π
0 dϑρ(ϑ)
−1
)(∫ 2π
0 dϑρ(ϑ)
) . (C.16)
This is the result that we claimed in section 5.5.1. Leggett’s estimator can also be
generalized to linear motion (as opposed to rotation). This makes it suitable for the
calculation of superfluidity in bulk systems. The derivation is given in in the next
section.
C.2. Leggett’s estimator for linear motion
The same idea as before can be applied to an infinite system that is subjected to a
linear acceleration. This time, we consider a wave function with a discrete translational
periodicity.
If we write the 1D ground state wave function ψ′ using the single coordinate x′, it obeys
GPE and periodicity condition
ψ′(x′ + L) = ψ′(x′) (C.17)
if no rotation is involved. The external potential is moving with a velocity v, i.e.
Vext(t, x′) = Vext(0, x′ − vt). We transform to the frame where the potential is con-
stant by the transformation
x′ = x+ vt (C.18)
ψ′(x′) = ψ(x)e−ivx. (C.19)
The transformed wave function obeys
ψ(x+ L) = ψ(x)e−iLv . (C.20)
Analogously to the quantum mechanical moment of inertia Iqm from before, we can
define a quantum mechanical inert mass by calculating the energy in the rest frame
E(ω) = E(0) + 12mqmv
2. (C.21)
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The superfluid fraction can be calculated as
fs =
mqm
m
=
∂2vE(v)
∫
dx ρ(x)
. (C.22)
The difference in energies between the two corresponding ground states is, again, only
due to the phase difference ϕ:
E(ω) = E(0) +
1
2
∫ ∞
−∞
dx (∂xϕ(x))
2 ρ(x) (C.23)
where ϕ obeys ϕ(L) = ϕ(0)−mLv and minimizes E(ω). We apply the same Lagrangian
method as before and obtain after an equivalent calculation:
fs = f
(L)
s =
L2
(∫ L
0 dxρ(x)
−1
) (∫ L
0 dxρ(x)
) . (C.24)
Note that L can be any length with respect to which ψ is periodic. In particular, if ψ
is L-periodic, it is also mL-periodic for any m ∈ Z. The formula is consistent with this
since we easily see
f (mL)s = f
(L)
s . (C.25)
We have not used this result for linear motion in the context of this thesis, but it might
be useful for later studies.
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