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Abstract 
In this paper a new class of Datalog programs with negation called subsumption-stratified 
Datalog is presented. None of the conditions used to describe subsumption-stratified Datalog 
programs depend on a particular extensional database (EDB). So a check may be done at 
compile time rather than at run time. In fact a syntactical subclass with the same expressive 
power is given. The main idea of subsumption-stratified Datalog is to disregard derivations 
if they are not needed, i.e. if they will always yield false or if they are subsumed by others 
yielding the same result. The subsumption-model is evaluated as the semantics of subsumpt- 
ion-stratified Datalog. It is shown to be equivalent to some other approaches especially the 
well-founded and the stable model semantics. Furthermore it is shown that the expressive 
power of subsumption-stratified Datalog is strictly higher than the expressive power of strat- 
ified Datalog, but strictly lower than the expressive power of fixpoint logic. 0 1998 Elsevier 
Science Inc. All rights reserved. 
1. Introduction 
Recent research has shown that the expressive power of stratified Datalog is not 
high enough to allow some simple and intuitive programs. In [27] it has been proven 
that there is no stratified Datalog program expressing the game example given there. 
The only possible solution is to extend the class of programs and not to restrict our- 
selves to stratified ones. Ross proposed a class of so-called modular-stratified Data- 
log programs which consists of all programs which are locally stratified once all rule 
instantiations with subgoals from “lower” components that are known to be false 
are deleted. He showed that the following program GAME’ not expressible in strat- 
ified Datalog belongs to this class iff the relation for moue contains no cycles: 
’ This work was done while the author was with Lehrstuhl fiir angewandte Mathematik insbesondere 
Informatik, RWTH Aachen, D-52056 Aachen. 
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0743-1066/98/$19.00 0 1998 Elsevier Science Inc. All rights reserved. 
PII:SO743-1066(97)10007-3 
56 M. Meskes I J. Logic Programming 36 (1998) 55-90 
win(X): - move(X, Y), 7win(Y). 
The problem, however, is that one has to know something about the truth values to 
decide whether a program belongs to this class. Normally this means testing the ex- 
tensional database every time before evaluating the program. This is very costly. The 
class of modular-stratified Datalog programs is only a subclass of weakly stratified 
Datalog (cf. [44]) and effectively stratified Datalog programs (cf. [12]), which is the 
most general approach of these three. But enlarging the class of programs also en- 
larges the problems of evaluation. In contrast to modular-stratifiability for a pro- 
gram to be weakly stratified a ground atom may not depend negatively on itself 
once all instantiated rules with subgoals that are known to be false or heads known 
to be true are removed. 3 A Datalog program is effectively stratified if it has a locally 
stratified core which is found by removing all rule instantiations with a subgoal that 
is false as soon as the truth value of this subgoal has been inferred. 
Another approach is to define a semantics that is not affected by the problems cre- 
ated due to dependencies from an atom a upon its own negation -a. The well-found- 
ed semantics (cf. [21,22]) assigns three different truth values to the atoms in the 
Herbrand base: true, false and unde$ned. Every Datalog program with negation 
has a well-founded model although it may not be total, i.e. it may consist of atoms 
with three different truth values. In [42] it is shown that this well-founded approach is 
equivalent to three-valued forms of all four major forms of non-monotonic reason- 
ing. 
The handling of an extra truth value poses other problems, so the author thinks 
for practical reasons it is better to stay with two-valued models. On the other hand 
some two-valued approaches such as the stable model are not easy to handle, be- 
cause not every Datalog program with negation has a unique stable model. Thus 
we need to find a way to identify a broad class of Datalog programs with negation 
having a unique intuitive model which is two-valued. 
Furthermore it is desirable for a Datalog program with negation to be efficiently 
decidable. The term used for this property is syntactic [50]. A class of Datalog pro- 
grams with negation is called syntactic if it is described by a condition C such that: 
1. C is decidable, 
2. C only depends upon the program and scheme level information about the exten- 
sional database. 
Let us regard the following program GAME similar to GAME’: 
path@, Y): - move(X, Y), 
p&(X, Y): - path(X, Z), mave(Z, Y), 
win(X): - moue(X, Y), ~path(Y,X), Twin(Y). 
Obviously this program computes the same set of facts as GAME’ if the relation for 
move is acyclic, If it is cyclic, a move is only allowed if it is not part of a cycle. Thus a 
node on a cycle is considered a leaf node in the game tree. Now let us regard a der- 
ivation of a fact win(a). For win(a) to depend negatively upon itself there have to be 
facts. 
3 The same removal process takes place as for modularly stratified Datalog if the components are 
defined for facts instead of predicates. 
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move(a, al), move(al, a*), . , move(a,_l, a,), move(a,, a), 
in the extensional database. These facts prove path(al, a). Thus the rule 
win(a): - move(a, ai), -yath(al, a), twin 
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yieldsfalse for win(a) no matter which truth value we assign to win(a,). In this case 
the relationship between win(a) and itself is not needed, i.e. no evaluation is done 
along the whole cycle from win(a) to win(a). Note that this observation is indepen- 
dent from the actual instance of the extensional database. Our goal is to describe a 
class of Datalog programs with this property. 
This paper is organized as follows. After a short description of basic concepts we 
describe the syntax of subsumption-stratified Datalog. Section 4 shows how to define 
the semantics and compares it to other approaches. Section 5 deals with the expres- 
sive power given by subsumption-stratified Datalog. Then we address a check for 
subsumption-stratification in Section 6. Finally we give a summary and point out 
some open problems. 
2. Basic concepts 
In the following we assume the reader to be familiar with the terminology and the 
basic concepts of Datalog and corresponding evaluation strategies (cf. [7,14,32,54]). 
We consider an extension of pure Datalog allowing negated subgoals, i.e. negative 
literals in the bodies of rules. This language is usually denoted by the term Datalog’. 
We do not consider function symbols throughout this paper. 
Programs are assumed to be range restricted, i.e. every variable in the head of a 
rule or in a negated subgoal also occurs in a positive subgoal. Furthermore we regard 
instantiated programs. To build an instantiated program P,,, of a program P we sub- 
stitute each variable in P by each possible constant. We will always denote an instan- 
tiated version of P with pi,,. 
Most approaches to Datalog with negation require programs to be stratified (cf. 
e.g. [4,36]). A program is stratified if there is a grouping of predicates into strata such 
that for a predicate p in the ith stratum and a predicate q in the jth stratum that ap- 
pears as a subgoal in a rule with head predicate p the following hold: 
1. If S is positive, then j < i holds. 
2. If S is negated, then j < i holds. 
Another class of Datalog programs with negation is the class of locally stratified 
Datalog programs (cf. [39]). A program is said to be locally stratified if there is a 
grouping of facts such that the above conditions hold for these facts in the instanti- 
ated program. Unfortunately the class of locally stratified Datalog programs is not 
much broader than the class of stratified Datalog programs in the absence of func- 
tion symbols. As stated in [11,53] a non-stratifiable Datalog’ program which has no 
constant symbols occurring in the head of a (non-unit) rule cannot be locally strat- 
ified. 
It is important to distinguish between the extensional database (EDB) and inten- 
tional database (IDB). EDB predicates appear only in rule bodies and IDB predi- 
cates appear in rule heads (and may also appear in rule bodies). An EDB is a 
collection of facts usually corresponding to a relation stored in a relational database. 
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Since these relations are finite, we will regard the EDB as a finite structure through- 
out this paper. The meaning of the IDB is obtained by evaluating the rules of a pro- 
gram for the given EDB. A query has the form ? - q(t,, . . . , t,,), where q is an IDB 
predicate and each ti is a term, i.e. either a constant or a variable. 
Sometimes built-in predicates are also used. The interpretation of these predicates 
is computable at run-time. Normally built-in predicates are restricted to comparisons 
like the equality (X = Y), although there may be much more than this. Built-in pred- 
icates are considered as EDB predicates regarding the extension table 4 as the rela- 
tion for it. Thus we can use any partial order + as a built-in subgoal as long as we 
know how the extension table looks like. 
We use an implication tree to describe the way facts depend on each other. An im- 
plication tree over a given Datalog’ program P is inductively defined as: 
1. For each fact p(p) in the Herbrand base of P, both p(p) and -p(p) are implication 
trees. 
2. If Tl, . . . , T, are implication trees over P (not necessarily distinct) and p(p) is a fact 
in the Herbrand base of P, then p(,u)( TI , . . . , T,) is an implication tree. 
An implication tree is identifiable with a graphical tree in the obvious way explaining 
what has to be considered as the root or leaves of the tree. Let P be a Datalog’ pro- 
gram and A = p(p) (T, , . . . , Tn) an implication tree over P. If all the leaf nodes of A 
are ground facts and for the roots B1, . . . , B, of TI , . . . , T, there exists a clause 
P(P):- h,...,& 
in P,,, then A is called compatible with P. We will omit the phrase ‘with P’ if the con- 
text is clear and just call an implication tree compatible. An implication tree is loop- 
free iff it contains no path with two distinct occurrences of a node labeled L for any 
fact L. If there is a loop in an implication tree the nodes on this loop, i.e. the nodes 
that appear at least twice on a path in this tree, are called loop-nodes. A proof tree is 
an implication tree having only leaf nodes which are true for a given instance of P. 
For more details on these structures see [4]. 
We will only consider finite proof trees, since an infinite branch would not reach a 
leaf node in a bounded length. With truth values being precolated up from the leaves 
such a proof tree cannot ever have its root true. Thus proof trees with infinite 
branches never prove anything, which makes them uninteresting. 
The well-founded model coincides with the unique stable model if the well-found- 
ed model is total, i.e. two-valued 1221. The alternating fixpoint k (cf. [19]) can be used 
to calculate the (partial) well-founded model. It is the least fixpoint of the transfor- 
mation AP = $ o $ with J& being the stability transformation. In other words 
$.(I-) is the set of facts not in the minimal model of P after removing all negated 
subgoals according to I-. Recall that I- and $(Z-) are sets of “negated” facts, 
i.e. let M be the minimal model of Pi,, after each rule containing a negative subgoal 
not in I- and each negative subgoal contained in I- are removed, then 
&(Z-) = l(HB \ M) holds. Using the alternating fixpoint the well-founded model 
can be evaluated bottom-up. 
4 Defined as the set of all tuples, for which the built-in predicate is true. e.g. the extension table for = is 
defined as E= := {(A’, Y) 1 X = Y,X, Y E Herbrand universe of P}. 
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In [40] Przymusinksi gave a description of the well-founded model as an iterated 
least fixed point. Using this definition he defined a dynamic stratification of an arbi- 
trary program P, which has properties analogous to the properties of standard strat- 
ification. A dynamic stratification is a decomposition of the set of all ground atoms 
into disjoint strata. The ith stratum is defined as the set of all ground atoms that were 
newly added by the ith step in the iteration process. This concept was used to extend 
the definition of SLS-resolution, a top-down proof procedure previously described 
only for stratified programs, to the class of all logic programs. Independently Ross 
proposed a procedure called global SLS-resolution using global trees to represent the 
dependency of goals on derived negated subgoals [47]. 
3. Syntax 
First of all we have to define the conditions we place on the Datalog’ programs. 
While these conditions are not syntactical, they do not depend on a given instance of 
the EDB. Thus they might be tested at compile time rather than at run time. We will 
have a closer look at this compile time check later. 
3.1. Terminology 





LIT(&) is the set of literals which appear in P,,,. Unless otherwise noted a fact 
p(p) E LIT(&) is an IDB fact. 
Let A be an implication tree of p(p) compatible with P with leaf nodes that are 
either negated or contain an EDB predicate. Then A is called a derivation over &,. 
If a derivation A contains a derivation B as a sub-tree, B is called a sub-derivation 
ofA. 
Intuitively spoken a derivation is a proof tree for which we assume that the leaf 
nodes are true. A derivation is denoted in a clear and logical way. 5 A derivation 
D of p(p) with leaves Li, . . . ,L, shall be represented by the clause 
p(p): - Ll, ‘. . ,L. 
Due to this representation we will also denote the leaf nodes as the body of the der- 
ivation and the root as the head. This notation induces an equivalence relation 
among derivations: Two derivations A, B are equivalent (A G B) iff 
root(A) = root(B) A body(A) = body(B) 
holds. 
Note that the body of a derivation is considered a set, since duplicate facts do not 
change the outcome of an evaluation. This makes it impossible to distinguish be- 
tween two derivations if one contains a loop that produces exactly the same set of 
leaf nodes as its exit rule does. These derivations are equivalent, anyway. Therefore 
5 Thanks to the referee who suggested this notation. 
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we will disregard this kind of loop completely. They do not have any influence on the 
determination of the truth value of the root node, anyway. 
However this representation is not unique. There may be several derivations rep- 
resented by the same clause. 
Most of the time we are just interested in calculating truth values for the root of a 
derivation. This truth value is independent from the way it is inferred, but depends 
only on the given information. Every time a derivation is used in fact one represen- 
tative belonging to the equivalence class of this derivation is used. Note that there is 
no way to distinguish between several representatives. Or in other words, we will 
without a loss of generality assume each equivalence class to contain just one deri- 
vation. 
Example 1 (Derivations). Let us regard the following instantiated Datalog’ program: 
win(a): - nc_move(a, 6), -win(b), 
nc_move(a, b): - moue(a, 6), 7path(b, u) 
move is an EDB predicate, whereas win, path and nc-move represent IDB predicates. 
Fig. 1 shows the derivation A1 following from this program. It also shows a der- 
ivation Bi for nc_move(u, b), which is contained in Ai, thus Bi is a sub-derivation of 
Al. 
Unless otherwise noted we expect sub-derivations to be a real sub-part, i.e. we re- 
gard only sub-derivations B of A for which B # A holds. A simple graph operation 
lets us replace a sub-derivation B of a derivation A by another derivation B’ with 
the same root as B. This replacement is described as (A \ B) U B’, i.e. the sub-deriva- 
tion B is removed from A by removing all its edges and all its nodes except the root 
node L. Then B’ is added to A by replacing the root node of B’ by L and thus patching 
B’ into A. 
Now we have to define what is meant by subsumption of derivations. We want 
one derivation to subsume others if we do not need more information to calculate 
the truth value of the root, i.e. we want the set of leaf nodes to be included in the 
set of leaf nodes of the subsumed derivations. 
Definition 2 (Subsumption of derivations). Let fl,, be an instantiated Datalog’ 
program, P(P) E LIT(&), and A E DE(&)). Furthermore let for n > 1, Bl, . , B, 
w(a) : - move(a, b)  lpath(b, a), vzn(b). B1: 
wzn(a) nc_mol.e(a, b) : - moce(n, b), -yath(b. n) 
nc_mme(a, b) wzn(b) 
A 
moue(n, b) -pnlh(b.n) 
~rioz.e(u, b) -poth(b, a) 
Fig. 1. Derivations to Example 1. 
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be derivations over I”,,, not definitely false. Then A subsumes BI , . . . , B,(A D Uy=, B;) 
iff the following hold: 
1. body(A) = {L 1 L leaf node in A} C Uy=, body(Bi) = {L I L leaf node in B;}. 
2. A @ U:=i{&}. 
Otherwise we write A tp Uy=, Bi. 
Example 2 (Subsumption). Let us regard once more the derivation Al given in 
Example 1. Furthermore let us assume the additional rule 
win(a): - nc_moue(a, b). 
Starting with this rule there is another derivation A2 for win(a) shown by Fig. 2. The 
representations of these two derivations are: 
A,: win(u): - moue(a, b), lpth(b,a). Twin(b), 
A?: win(u): - moue(u, b), lpath(b, u). 
Obviously body(A2) C_ body(A,) holds showing A2 D A,. 
Note that subsumption of derivations is decidable. Obviously this problem is 
equivalent to the question whether an instantiated clause subsumes another one. 
For general rules, i.e. rules which might as well contain variables, however, this 
problem is NP-complete as shown in [15]. In the instantiated case no substitutions 
have to be regarded. Thus knowledge about matching literals will always be in- 
creased while iterating through the literals. 
Some important conclusions follow easily. 
Corollary 1 (Subsumption of derivations). 
1. If B is a sub-derivation of a derivation A # B, then B D A holds, 
2. For each p(p) D is a strict partial order on DE(&)), es p eciully it is transitive, i.e. 
ADBABDCCADC. 
The derivations B, and Al as defined in Example 1 are an example for statement 1. 
Although this is a simple observation, because each node in B is also a node in A, it is 
important for some of the following proofs. The second statement is obvious as well. 
If both derivations have the same root, the subsumption has to be strict, because the 
derivations would be equal otherwise. 
WI(~) : - moue(a, b), Tpath(a, a). 
TIC-mmx(a. b) 
move(a, b) -pdh(b. a) 
Fig. 2. Derivation to Example 2. 
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The next problem we have to face is that a derivation might be useful for the cre- 
ation of a proof tree only if other facts have already been proven or will not be re- 
garded. Let us regard the following example. 
Example 3 (Use of derivations). Let P be the Datalog’ program defined in Example 1 
with the additional rules: 
win(b): - nc_moue(b,a), 7win(a), 
nc_moue(b, a): - moue(b, fr), ~path(a, 6)> 
puth(a, b): - moue(u, b). 
The following derivations are possible: 6 
Ai: win(u): - mooe(u, b), ~puth(b, a), Twin(b), 
Ax: win(b): - moue(b, a), lputh(u, b), ~wifz(u), 
Aj: puth(u, b): - moue(u, b). 
To find the truth value for win(u) we have to create a proof tree for it. Since there 
is no proof tree for puth(b, u) we have to consider win(b) first. But A2 can serve as a 
proof tree for win(b) only if A3 is no proof tree for puth(u, b) or in other words win(b) 
can only be true if moue(u, b) is false. Therefore there is no need to regard AZ at all. If 
it is a proof tree for win(b) Al cannot prove win(u) because of another leaf node, 
namely moue(u, b). If moue(u, b) is true there is no proof tree for win(b), because this 
forces A3 to not be a proof tree for path(u, b). With the same argument Al does not 
have to be regarded when looking for a proof of win(b). 
We have to pose some restrictions on the use of derivations depending on the way 
an inference is made. First of all we have to find a way to describe which derivation 
may be used at which point in a proof. 
Definition 3 (More terminology). 
1. An application rule V is a rule of the following form 
V:(A1,...,A,) -+A 
for some derivations A, Al, . . . , A, and n E No. This rule has the following meamng: 
Let q(v), ql (v,), . . , qn(vn) be the roots of A, A,, . . . , A, respectively. 
n = 0: A may be used as a proof tree for q(v) itself, i.e. if we try to create a proof 
for q(v) we may start with A. 
n > 0: If we are considering AZ to prove 192 (VI) in Al, A3 to prove lq3 (~3) in A2 
and so on, then we may use A as a proof tree for q(v) to find the truth value for 
‘q(v) E body(A,). Note that we reached this point trying to prove ql (VI). 
2. An application rule is compatible with a set of derivations 9 iff all derivations oc- 
curring in the rule are a member of 9. 
’ We do not need the derivations for the nc_move facts here as they are contained in Al resp. AZ. 
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3. Let 9 be a set of derivations of-Y_ a set of application rules compatible with 9 for 
which a fact p(p) exists such that for each rule of the form () 4 A it follows that 
A E DE@(p)) holds. Then (9,V) is called an evaluation set for p(p). 
If (9, V) is an evaluation set for p(p) then each derivation allowed by 9’” at the 
top of a proof has p(p) as its root. Note that it is possible for 9 to contain derivations 
that are not allowed at any position. Since these derivations do not have any influ- 
ence we will assume 9 to contain only these derivations that occur in a rule in Y. 
We will call (Al, . . . , A,) a position of A if A may be used as a proof tree for q(v) to 
find the truth value of Tq(v) in A,,, which is used to determine the truth value of 
yq,,(v,) in A,_] and so on. That means, the term position is used to describe where 
a derivation may be used according to the set of rules given, 
In the following we will define the most important evaluation sets, namely the one 
that contains each derivation usable and the one that contains only derivations that 
are required for some instances of the EDB. The first means that we include all der- 
ivations for a fact q(v) in the evaluation set for p(p) iff there is a possible negative 
dependency from p(p) upon p(v). In the latter one we use derivations only if they 
are really needed, i.e. if we can determine the truth value without using a derivation 
B at some position we will exclude B at exactly that position. 
Definition 4 (Required derivations). Let P,,, be an instantiated Datalog’ program and 
P(P) E LIT(&). 
(1) The evaluation set (.9(&L)), ?‘“(p(,u))) of all derivations which can be used to 
evaluate p(p) is defined as the smallest set 9@(p)) of derivations together with the 
smallest set Y@(p)) of application rules for which the following hold: 
1. D%(P)) G ga(p(cl)). 
2. (0 -+ A I A E WP(P))~ G “~-CP(P)). 
3. Vq(v) E LIT(&): If 3A E 9@(p)) with lq(v) E body(A) then: 
6) DE(q(v)) C %P(P)), 
(ii) for each derivation A E .@p(p)) with -q(v) E body(A), each position 
(Al,... ,A,) of A in (%G))Y(P(c1))) an each derivation B E DE(q(v)) the d 
following holds: 
(A,, . . . ,An,A) + B E -U.P(P)). 
(2) An evaluation set ($&,,(P(p)), (Ysu,(p(p))) of all derivations required to eval- 
uate p(l) is defined as a minimal set $&(P(p)) of derivations together with a min- 
imal set ~s,,b(p(~)) of application rules such that Vq(v) E LIT(&s) the following 
holds: 
Either ZL4, E ~&,(P(P)) with lq(v) E body(A,) and (Al,. . . , A,_l) a position of A, 
in (%ub(P(PL))9 vsub@(p))) f or some n 2 1 or q(v) = p(p) which implicitly sets n = 0. 
Then VB E DE(q(v)) B E gsub(P(p)) A (AI,. . . , A,) -+ B E Fsub(p(p)) holds if the 
following conditions are fulfilled: 
1. The built-in subgoals appearing in body(B) U lJ%, body(Ai) are satisfiable, i.e. they 
do not contradict each other. 
2. Vr(q) E LIT(&) with -Y(V) E body(B), VC E DE(r(q)) C# (B U U:=, Ai). 
3. Vr(q) E LIT(&) with MY E lJy’, body(Ai) V r(yI) = p(p) C+(B U lJy=, Ai). 
To explain this definition we will now give an example. 
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Example 4 (Required deriuutions). Let us regard the following instantiated Datalog’ 
program: 
win(a): - nc_moue(a, b), 7win(b), 
win(b): - nc_move(b, a)! 7win(a), 
win(c): - nc_move(c, a), lwin(a), 
nc_move(u, b): - moue(u, b), ~puth(b, a), 
nc_moue(b, a): - move(b, a), ~puth(u, b), 
nc_moue(c, a): - moue(c, a), --pth(u, c), 
puth(b, a): - moue(b, a), 
@~(a, 6): - move(u, b), 
puth(u, c): - moue(u, c). 
This program induces, among others the following derivations: 
w, : win(u): - moue(u,b), ~puth(b, u), twin, 
W,: win(b): - move(b, a), ~puth(u, b), lwin(u), 
W3: win(c): - moue(c, a), ~puth(u, c), 7win(u), 
P, : pth(b, a): - moue(b, a), 
PI: puth(u, b): - moue(u, b), 
P3: puth(u, c): - moue(u, c). 
Thus if we try to use all derivations we get 
@win(c)) = (w3) u {W>P3) U {K>P,) u {P2), 
V(win(c)) = (0 + 6) u {(%I + 9, (K) + R> u ((6 fl) 
+ PI, (6 m) + 6) u ((6 w,, w2) + p2, (W3, fl, K) + wl) u ... 
Obviously this program poses problems to the evaluation process since win(u) de- 
pends on itself through negation (see (W,, W,, W2) --+ W). On the other hand there 
is a simple and intuitive model showing win(c) is true iff 
?? moue(c,u) is true and move(u,c) is false, 
?? either moue(u, b) is false or move(b, u) is true. 
Now let us create (&,(win(c)), Vsub(win(c))): 
1. W3 E SS,,(win(c)) and () --+ W3 E VS,,(win(c)) because we start with win(c) and 
there is no derivation subsuming W3. 
2. With W3 E gSub(win(c)), P3 E gSu~(win(c)) and (W3) -+ P3 E Vsu~(win(c)) follows 
easily since there is no derivation subsuming these two and ~path(u, c) E body( W3) 
holds. The same logic yields W , PI E 9su~(win(c)) and (W3) + WI, (6, FVi ) + 
8 E “fl/‘sub(win(c)). 
3. Trying to add W2 to ~Sub(win(c)) we notice that W2 is ruled out by the existence of 
P, because R D (W, u Wz) holds. P2 must not be added as well, as there is no deri- 
vation A E gSub(Wi?r(c)) with ~path(u,b) E body(d) due to the absence of WI. 
So we see it suffices for the evaluation to regard derivations WI, W3, PI, P3 with the 
application rules () + W3, ( W3) -+ P3, (W3) -+ WI, (W3, WI) -+ Pt. Using this evalua- 
tion set we see that 
?? W, proves win(c) iff moue(c, u) is true and P3 is no proof tree for puth(u, c) which 
holds iff moue(u, c) is false. 
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?? Wi proves win(a) iff move(a, b) is true and P, is no proof tree for puth(b, a) which 
holds iff moue(b, u) is false. 
This exactly matches our intuitive meaning of the program. 
The condition given for built-in subgoals allows us to exclude derivations at a giv- 
en position if they contain a built-in subgoal that cannot become true. Note that this 
condition is independent from the extension table. Let us give one more example. 
Example 5 (Built-in). Let us try to calculate the above problem with the following 
instantiated program: 
RI: win(u): - move(u,b), a 3 b, twin, 
Rz: win(b): - moue(b,u), b 4 a, twin, 
R3: win(c): - move(c,u), c + a, Twin(a). 
We do not know any detail about the strict partial order +, it just represents the 
order of possible moves. Each rule is a derivation of its own. So we get 
RI, R3 E %ub(win(c)) and (1 --+ R3, (h) --) RI E V,,,(win(c)). The question is wheth- 
er R2 is in g?s&,(win(c)). There is only one derivation with ywin(b) as a leaf node, 
namely RI. But body(R,) U bou’y(R2) > {u + b, b + a}, which is obviously unsatisfi- 
able. So we get RI $2 g&(win(c)). We recommend [13,2] for details ’ on this topic. 
However, as the following example shows the definition of (g’s&(P(p)), vYsUb 
(p(p))) is not unique. 
Example 6 (Difirent evaluation sets). Let P be the following instantiated Datalog’ 
program: 
A: a: - x, Tb, ~c, 
B: b:-y,z, 
c: c:- y,z. 
These rules each present one derivation. We have 
?? 9(u) = {A,B,C}, 
. ~‘(a) = {() --+ A, (A) + B, (A) -+ C}. 
Obviously CD A U B as well as B D A U C hold. This shows (9(u), V(u)) # (gsut,(u). 
^lYsUb(a)). On the other hand ({A}, {() -+ A}) d oes not qualify either. Regarding 
(%(a), Vi(a)) := ({A,B], (0 --f 4 (A) -+ B]) and (%(a), v2(a)) := ((4 C>. 
10 + A, (A) --+ C]) we see that both are minimal and both fulfill the conditions 
we placed on (gsub(a), Y&(a)). W e f ound two evaluation sets containing only der- 
ivations required to evaluate a. Later we will see that this does not pose a problem. 
In general %b (P(p)) contains less derivations than Q(p(p)). We will use 
DEsub(p(p)) to denote the set of derivations ofp(p) used in gsu~GI)(p)), i.e. we define 
for each p(p) E LIT(&): 
’ This article deals with monotonicity constraints, but we might regard these built-in subgoals as 
monotonicity constraints placed upon the MOW relation. 
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DEsub(p(FL)) := {A 1 A E %ub(P(p)) A root(A) = P(P)). 
Obviously DEsUb(p(p)) G DE(&)) holds. 
3.2. Subsumption-strattfied datalog 
For the ease of writability we will call a derivation A useless iff 
3B E DE(r(q)): B DA A v-(q) E body(A). 
This notation is pretty intuitive since A will always yieldfalse if this condition holds. 
But A is not definitely false because the path on which all nodes are false differs using 
different EDBs. 
Corollary 2 (Useless and subsumption). Let A, B be derivations over an instantiated 
Datalog’ program &, both not definitely false, with B D A and root(B) = root(A). 
Then. 
B is useless + A is useless. 
Corollary 3 (Required derivations for a literal). Let P,,, be an instantiated Datalog’ 
program, p(p) E LIT(&) and A E DE(p(p)), then A @ DEs,,t,(&)) holds ifs 
34’ E DE(&)): A’ D A or A is useless. 
The second condition observes that a fact p(p) cannot be proven by using a subset 
of what it takes to prove a fact q(v) and also requiring ‘q(v). In particular that 
means that no fact can be proven by requiring both, a fact q(v) and its negation 
Y(V). 
Corollary 4 (Positive and negative subgoals). Let pi,, be an instantiated Datalog’ 
program, p(p),q(v) E LIT(&), A E DE@(p)). If q(v) is an interior node 8 in 
A, ‘q(v) E body(A), then A $2 D%&(p)). 
We also see that the further “down” we go in an inference process the more chanc- 
es we have to disregard a derivation. In other words we have Corollary 5. 
Corollary 5 (Derivations used). Letp(p), q(v) E LIT(&). Then {A I A E gsub(P(p))A 
root(A) = q(v)} C DEsuddv)). 
In the following we will try to find some properties to express whether a given der- 
ivation might be “interesting” for our approach. 
We already know that a derivation A may not be in DEsub(p(p)) if another deri- 
vation A’ E DE(&)) exists with A’ D A. But is A’ E DEsUb(p(p))? 
Lemma 1 (Required derivations for a literal). Let ens be an instantiated Datalog’ 
program, ~(4 E LW% and A E Dl&,(p(p)). Then A $! D&,(p(p)) holds, ifs 
either A is useless or &I’ E D&,b(p(,a)): A’ DA. 
* Note that this implies that q(v) is not the root of A, thus showing that the sub-derivation starting at 
q(v) is not equal to A. 
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Proof. The only thing we have to prove is that there exists an A’ E DEsUt,(P(p)) 
with A’ DA if A is not useless. The other direction is an obvious conclusion from 
Corollary 3. Assuming there is no such A’ it follows from Corollary 3 that there is 
an Ai E DE(I?(p)) with Ai D A. With Corollary 2 Ai is not useless. With 
Ai @ DE&&)) d ue to our assumption there has to be AZ E DE(&)) with 
Azt>Ai . . . Altogether there has to be a sequence of derivations (A0 := A, AI, AZ, . . .) 
in DE@(p)) all of them not useless. Furthermore Vi E N: Ai D Ai- holds. This 
sequence cannot be finite, because the last element 2 would prove the statement we 
assumed to be false. Now let 
Z,, := number of elements in bOdy(Ai). 
With root(Aj) = root(Ai_1) for each i E N it follows that Z,! < Z,,_, holds for each 
i E N. Furthermore for each i E N, Z,, > 0 holds. With Z,, being a positive natural 
number we have a contradiction because of ZAzAO < 0. 0 
The next problem we want to address is the question of whether a loop may be 
needed in some derivations used to create proof trees. 
Theorem 1 (Loop-theorem). Let pi,, be an instantiated Datalog’ program, 
p(p) E LIT(&), A E DE@(p)) and A not loop-free. Then A $2 D&,b(p(p)). In 
particular there exists an A’ E DE(p(p)) with A’ D A A A’ is loop-free. 
Proof. Let L be a loop-node, L, its first occurrence on this loop and L, the last one. 
Furthermore let C, be the sub-derivation of A starting at L, and C, the sub-derivation 
of A starting at L,. Now regard A’ := (A \ CS) U C, which is without a loss of 
generality assumed to be loop-free. Otherwise use the above transformation several 
times until the resulting derivation is loop-free. Now A’ E DE(p(p)) holds and it 
follows that 
body(A’) c body(A’) u (body(C,) \ body(C,)) = body(A). 
With A’ being loop-free the statement follows easily. 
Using Lemma 1 and Theorem 1 one can see that for each derivation A which is 
not loop-free and not useless there is another derivation A E DE,,s(p(p)) which is 
loop-free and for which A D A holds. Theorem 1 especially shows that a derivation 
which uses a fact at least twice cannot be optimal and thus should not be used for 
creating a proof tree. This in particular proves our initial assumption of using only 
finite implication trees. 
Theorem 2 points out another property, a derivation should have to be considered 
as a possible proof tree. 
Theorem 2 (Subsumption-theorem). Let &, be an instantiated Datalog’ program, 
A E DE(&)) not useless, q(v) E body(A) and B the sub-derivation of A starting at 
q(v), B’ E DE(q(v)) with B’ D B. Then the following holds. 
34 E DEsubCp(p)) with A’ D A. 
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Proof. Without a loss of generality let B’ E DEsut,(q(v)), otherwise use the derivation 
8 E DEsub(q(v)) with fi D B’ D B which exists according to Lemma 1 instead of B’. Let 
A’ := (A \ B) U B’ E DE@(p)). Then the following holds: 
body(A’) = (body(A) \ body(B)) u body(B’) 
c (body(A) \ body(B)) U body(B) 
= body(A). 
According to Corollary 2 A’ cannot be useless, i.e. either A’ E DE+,(&)) or accord- 
ing to Lemma 1 there exists a derivation A E DEsub(&)) with A D A’.D A. ??
Theorem 2 shows that all sub-derivations have to be “optimal” to create an op- 
timal derivation. This result is quite natural, as a slight improvement to the sub-der- 
ivation must have an effect on the derivation itself. However Theorem 2 does not 
prove that a combination of optimal derivations forms another optimal derivation, 
as Example 2 once again shows. There is no way to improve a sub-derivation of A, 
yet it is not optimal as AZ D A,. 
Definition 5 (Subsumption-stratzfkation). Let &,, be the instantiated version of a 
Datalog’ program P and p(u) E LIT(&). Then p(p) is called subsumption-stra@ed 
iff there is no derivation A E ~2~~t,(p(u)) with -p(u) E body(A). P is called 
subsumption-stratified iff for each p(u) E LIT&,) p(u) is subsumption-stratified. 
This definition means that each derivation containing up as a leaf node that 
might be used in a proof of a fact p(u) is “superfluous” for subsumption-stratified 
Datalog, programs. Removing these derivations also removes up out of the 
proof. It is sufficient to demand the above condition for root facts only. 
The main theorem of this section follows, showing that we can use the evaluation 
set (%ub(P(~)), vsub(PhL))) t o P rove p(p) if the Datalog‘ program is subsumption- 
stratified. 
Theorem 3 (Evaluation-theorem). Let P be a subsumption-strattfied Datalog’ program 
and p(u) E LIT(Pi,,). Using only derivations in 2 under the rules given by V during 
SLS-resolution gives the same truth value for p(u) as tf all derivations are used without 
any restrictions. 
Proof. With P being subsumption-stratified there is no possibility of creating a cycle 
over negation using derivations in 9Sut,(P(p)) only. It remains to be proven that 
9Sub(&)) contains all derivations needed and that they can be used everywhere 
they are needed. Let B be a derivation considered superfluous, i.e. either 
B E %P(p)) \ %bk’&L)) or there is no application rule V allowing us to use B at 
a position (Al,. . . , A,) where it is used under (9(&)), V@(p))). According to 
Definition 4 let there be q(v) E LIT(&). B E DE,,b(q(v)) and either 
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1. n 2 1, A, a derivation in 9su~(p(p)) with lq(v) E body(A,) and (Al,. . . ,A,-I) a 
position 9 of& in (%ub(P(p))r “fsub(PhL))) or 
2. q(v) =p(p) and n = 0. 
To eliminate B there has to be Y(V) E LIT(&) with -r(q) E body(B) U lJ:=, b&(4) 
or r(q) = p(p) such that a derivation C E DE(r(q)) with CD (B U lJ:=, Ai) exists for 
which either one is true: 
1. There exists a position (A,, . ,A,) of C in (gSut,(P(p)), f/‘sub(P(p))) with m < n; 
2. Y(v]) E body(B). 
Letq,(v,),... , qn( v,) be the root nodes of A,, . . . >A,, resp. Now one of the following 
holds: 
1. 3L E body(C) which is false. Then: 
0 3iE {l,..., n} such that L E body@). It follows that Ai yields nothing to the 
truth value of qi(vi). Already knowing the result of Ai the evaluation of 
Ai j > i is no longer needed. 
. L E body(B), i.e. B cannot yield true, which means it does not have to be eval- 
uated. 
2. VL E body(C) L is true, then r(q) is true, i.e. one of the following holds: 
?? The fact -r(y) in B resp. one of the Ai cannot be true and therefore B resp. 
one of the Ai yields false. 
?? If r(y1) = p(p) holds p(p) is already proven by C. Once again B does not yield 
anything for the truth value of q(v). 
This observation shows that a derivation might be eliminated from a position 
(Al,..., A,) without a problem if the criteria mentioned in Definition 4 are fulfilled. 
The only other possibility to not have a derivation B E DE(q(v)) applicable 
in (~,,b(p(~)), ~‘,,b(p(~))) is that there is no derivation in A E gd,(P(p)) with 
Tq(v) E body(A). 
In this case let (Al,. . . , A,) E 9@(p))” be the original position of the derivation 
B in (%P(~)), “UP(~))) with root nodes ql (v,), . , qn(vn) respectively. Furthermore 
let m E IV, such that (Al,. . . ,A,,_*) iS a POSitiOn of A,_, in (s&,(P(p)), vsut,(p(p))). 
In the case m = 1 there is no such Ai. In particular Tqm(v,) E body(A,_,)) resp. 
qm(vnl) = p(p) holds depending on m. Now the above arguments apply to A, showing 
that A, can be removed without a problem. Obviously the derivations following A,, 
in this list are no longer needed at this position to prove p(p). 0 
Example 7 (Evaluation). Let Wi , W2, W3, Pi, 4 be the derivations from Example 4. We 
saw that W2 was eliminated because PI D WI U W2 holds. Now either of the following 
holds: 
Both moue(a,b) and moue(b,a) are true under some given EDB, then PI proves 
path(b, a) forcing WI to yield false no matter what result W2 yields. 
moue(a, b) is false under some given EDB, then W, yields false again. 
moue(b, u) is false under some given EDB, then W, cannot yield anything but false 
as moue(b, a) E body( Wz). 
After eliminating W2 the derivation P2 is no longer needed and its removal does not 
change anything in the inference process. 
9 If there is more than one position where B has to be eliminated each has to be regarded separately. 
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In this section we will show how to define the subsumption-model and show its 
equivalence to some major approaches. 
4.1. The subsumption-model 
In the following let prg(A) for some derivation A be the instantiated Datalog’ pro- 
gram consisting of all rules used for the expansion of some node in A. 
Corollary 6 (Local stratification of a derivation). Let P be a subsumption-stratified 
Datalog program, p(p) E LIT(&),,4 E DE,,b@(p)) and PA = prg(A). Then PA is 
locally strat$ed. 
Definition 6 (Model of a derivation). Let P be a subsumption-stratified Datalog 
program, P(P) E LIT(&), A E D&&(P)). N a set of literals and PA = prg(A). 
Then define MpA”N to be the perfect model of PA with respect to N, which exists 
according to Corollary 6. The term “with respect to N” means, that a leaf node p(p) 
is true iff p(p) E N holds and -p(p) is true iff p(p) $! N holds. 
M Pa UN is the model one would intuitively expect for PA, i.e. p(p) is true iff all the 
leaf nodes in A are true. This follows from the completeness and soundness of some 
top-down evaluation strategies, e.g. cf. [4,39,56]. All the leaf nodes are regarded as 
EDB nodes with N containing their relations. 
Definition 7 (Subsumption-modeT). Let P be a subsumption-stratified Datalog 
program, p(p) E LIT(&), E an instance of the EDB. Then the subsumption-model 
k&(P) is defined as 
Msub(P) = u Mq(v),(). 
dW-WP,ns) 
The sets MscV,.o for each q(v) are inductively defined as: 
1. 
Mp(P),O = (P(P) I P(P) E IJ ~PB”Mp,p,(.9pE~~ 
o-BE* s”b@(P)) 
rmw=P(Ld 
2. Let n > 1 and (Al,.. . ,A,) E %ubO?(p))n, then Mp(l(),(~,,,_~n) is defined as 
{q(v)kdv) E body&J * q(v) E i_j ~P~uM~(~,).(A,..~“.~~uE}. 
IA,. .An)-.%r s”b(P(“l) 
WJt(B)=dL~) 
Intuitively a set Mp(p),(~,,...~,) contains all the information needed to evaluate the 
derivation A,,. The sets are being built starting at the bottom and represent exactly 
what one expects as the outcome when using only derivations in g&(&L)) under 
the rules given v,&@(p)) by using the truth value for the root of a derivation as 
it is calculated by using all knowledge from “lower” derivations. The rule system 
~,,b(p(~)) describes the flow of information during evaluation. The following exam- 
ple shows how to calculate these sets. Note that the subsumption-model is defined 
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for each possible evaluation set of required derivations. We will later see that the 
subsumption-model is the same for all these evaluation sets. Unless otherwise noted 
we will assume without a loss of generality that there is only one evaluation set of 
required derivations. 
Example 8 (Subsumption-model). Let us regard (%,b(win(c)), Ysut,(win(c))) in 
Example 4 once again with the EDB 
.s = {moue(c, a), Moue(u, b)}. 
We get: 
Mwin(c),() = {win(c)lwin(c) E ~P~~u.M~,,~,~,~~~~uc} = 0. 
Furthermore the following holds: 
1. %ub(wi+)) = { %,pl}. 
2. r,ub(win(a)) = {() -+ w,, (%) -+ pl}. 
3. %ub(win(b)) = { %,p2}. 
4. ysub(w+)) = {() ---) w,, (w2) --$ p2). 
Thus we can calculate: 
Mwin(a),() = {win(a)}, Mwin(b),() = 0, Mpth(b,a),() = 0, 
Mpth(a.b),() = (pa+, b)) > qwth(a,c),() = 0, ~nc_moue(a,b),() 
= {nc_move(u, b)}, 
~nr_move(b,o),() = 0, Mx_mo”e(c,~),() = {nc_moue(c, a) 1. 
Finally we get the subsumption-model 
MS& = {win(u), nc_move(u, b), nc_move(c, u),pth(u, b), move(u, b), move(c, u)}. 
The set MP(Pc),(J was defined in a way reflecting the structure of a top-down evalu- 
ation over (%ub(P(p)), Ysub(&))). Th e subsumption-model thus is nothing else but 
a reflection of a top-down evaluation for each p(p) in the Herbrand universe succes- 
sively. 
Theorem 4 (Characterization of true facts). Let P be a subsumption-strutiJied Datalog 
program, &I, the subsumption-model of P undp(p) E LIT(&). Then p(p) E A$(,).() 
holds iff 31 E DE&.p(p)), such that for all leaf nodes L the following holds: 
1. Zf L is positive, then it is true according to the given EDB. 
2. Otherwise L has the form Tq(v) and q(v) $! A-&(,),~) holds. 
Proof. (1) For the statement to be false there has to be a negative fact lq(v) in each 
derivation A with root p(p) such that q(v) E QV),() holds. But the set of derivations 
for q(v) existing at position (A) tell us that q(v) is false! Theorem 3 shows that this 
set of derivations can be expanded to contain DE,,b(q(v)) without having to change 
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the truth value for q(v). Note that this completion is sound with regard to the 
subsumption-model. We might add I&) as a leaf node but Theorem 3 shows that 
this will not force a contradiction in k&b. The same holds for all the derivations 
usable at “deeper” positions. In particular we can add the derivations that cause q(v) 
to be in Mq(“),() which implies MP+Q~,,(~) = 0. But with this observation holding for 
each A E DEsubk+)) we have a contradiction to p(p) E M&),(). 
(2) Theorem 3 shows that each leave node lq(v) is true even if @q(v)) is used to 
create a proof for q(v). Thus in (9@(p)), V@(p))) there is a proof tree for p(p). 
Theorem 3 shows that there is a proof tree in (gs,,b(P(p)), VsUt,(p(~))) as well. Thus 
P(P) E Mp(lr).o holds. •I 
Note that the statement p(p) E MP(yJ,(j is identical to p(p) E Msub. We still have to 
prove that the subsumption-model is really a model. 
Theorem 5 (Subsumption-model). Let P be a subsumption-stratified Datalog program 
and MS& the subsumption-model for P. Then Msub is a model for P. 
Proof. Assume that the statement does not hold, then there exists a rule K E P of the 
form: q(X): -L1, . . . , L, and a substitution 8, such that for all i E { 1,. . . , n}, Li8 is 
true with respect to Msub and q(v) := q(x8) $! Msub holds. Let 1 < i < n. Then regard 
the following cases: 
1. If Li is an EDB subgoal, then the derivation Aj = {Lie} is a proof tree. 
2. If LiO = Tr(yl) for an IDB predicate r, then there is no derivation of r(n) which 
yields true, i.e. there is no proof tree for r(n). In this case let Ai = 0. 
3. If L,B = r(n) for an IDB predicate r, then there exists a derivation Ai E DEsub(r(q)) 
all the nodes of which are true, i.e. A, is a proof tree for r(n). 
Thus the derivation B := q(v)(Al , . . , A,) is a proof tree for q(v). Theorem 4 gives the 
contradiction. 0 
The remaining problem is to show that the subsumption-model is what we intu- 
itively expect from a subsumption-stratified Datalog program. 
Theorem 6 (Top-down evaluation). Let P be a subsumption-strattjied Datalog 
program, Msub the subsumption-model for P, p(u) E LIT(fins) and SLS the SLS- 
resolution as proposed in [40]. Then the following holds.. 
1. p(p) is evaluated to true by SLS ifsp(,u) E Msub. 
2. p(u) is evaluated to false by SLS sfsp(p) $ MSUt,. 
Proof. Both statements are proven by using Theorem 3. We will give the detailed 
proof for the first statement only. 
p(u) is evaluated to true by SLS 
_ there is a proof tree for p(u) 
w there is an evaluation over P proving p(p) 
u there is an evaluation over & proving p(u) 
w there is an evaluation over (H&L)), V@(p))) proving p(p) 
_ there is an evaluation over (g$ub(P(fi)), vsub(p(p))) proving p(u) 
(Theorem 3) 
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Hence we can define the model of a subsumption-stratified Datalog program P to 
be exactly its subsumption-model. If we give a goal with the program to be evaluated 
we obviously expect the answer to consist of all those facts in the subsumption-model 
for P which are subsumed by the goal. We have shown that the subsumption-model 
is exactly what we had in mind when defining it. Or in other words we defined a way 
to identify derivations that are not needed for an evaluation with the intention to re- 
move them without changing the outcome of a sound and complete top-down eval- 
uation procedure. Theorem 6 shows that the way we defined the semantics of 
subsumption-stratified Datalog is compatible with this intention. 
4.2. Comparison t.o other approaches 
The definition of the subsumption-model is not constructive as we do not have a 
way to describe (%ubk(p)), vsub(P(p))) f or any fact p(p) constructively, so we will 
have to find some equivalent formulations to make it possible to evaluate subsump- 
tion-stratified Datalog programs bottom-up efficiently. We will address this problem 
now. 
We assume the reader to be familiar with some major approaches taken recently 
for defining the semantics of Datalog programs with negation. 
The main approaches taken at the moment are well-founded and stable model se- 
mantics (cf. [22,23,29]). Neither is defined constructively, but in [19] Van Gelder 
showed a way to compute the well-founded model (resp. the well-founded partial 
model) as a fixpoint of a monotonic operator. Knowing that the total well-founded 
model is equivalent to the unique stable model, this shows a way to compute both. 
The operator used is constructed upon the stability transformation showing that the 
well-founded partial model is a three-valued stable model as shown in [41]. The exact 
relationship between these two approaches is pointed out in [43]. 
In fact several theorems proven so far have a direct connection to either the stable 
model or the well-founded model, e.g. Theorem 4 directly leads to the following cor- 
ollary. 
Corollary 7 (Stability of the subsumption-model). Let P he a subsumption-stratzjied 
Datalog program. Then MS& is a stable model for P. 
In particular if follows that the subsumption-model of P contains the well-found- 
ed model of P. Theorem 6, however, leads to an even stronger statement. 
Corollary 8 (Models). Let P be a subsumption-stratzfied Datalog program and 
M C HB. Then the following properties are equivalent: 
1. M is the subsumption-model for P. 
2. M u -(HB \ M) is the total well-founded model for P. 
3. M is the unique stable model for P. 
Note that this result does not hold in the presence of function symbols since the 
absence of cycles through negation does not imply a two-valued semantics. 
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The equivalences in Theorem 8 show that Theorem 4 simply is an equivalent for- 
mulation for the terminology of “dynamic stratification” (cf. [40]) for subsumption- 
stratified Datalog. 
As shown in [12] stable models and default models (cf. [46]) are equivalent which 
follows obviously from the equivalence between default and autoepistemic logic 
shown in [28]. This means that for each subsumption-stratified Datalog program 
the subsumption-model coincides with the unique default model. 
In [44] it is shown that if a Datalog program is weakly stratified, then its weakly 
perfect model coincides with its well-founded model. Obviously this holds for sub- 
sumption-stratified Datalog programs as well, i.e. if a subsumption-stratified Data- 
log program is weakly stratified then its subsumption-model is its weakly perfect 
model. We will have a closer look at the classes described by subsumption-stratifica- 
tion resp. weak stratification later on. 
Since neither the well-founded nor the stable model depends on a particular eval- 
uation set we have the following Corollary. 
Corollary 9 (Uniqueness of the subsumption-model). The subsumption-model of a 
subsumption-stratified Datalog program is independent from the evaluation set chosen. 
5. Expressive power 
In the following we will examine the expressive power subsumption-stratified Da- 
talog gives us. The main point is obviously the comparison of subsumption-stratified 
Datalog and (locally) stratified Datalog. 
5.1. Locally strattfied datalog 
In the following we will show that subsumption-stratification is a strict improve- 
ment over local stratification if the expressive power is concerned. 
Theorem 7 (Local stratification). Let P be a locally stratified Datalogprogram. Then P 
is subsumption-stratid. 
Proof. By induction over the strata it easily follows that stratum(p(u)) > 
stratum(q(v)) holds for all literals p(u) and q(v) if lq(v) is required for the 
evaluation of p(u). If P was not subsumption-stratified for some literal r(n) then 
stratum(r(n)) > stratum(r(n)) would follow. Cl 
In [39] it is shown that each stratified Datalog program is locally stratified. There- 
fore the above theorem also holds for stratified Datalog. It shows that there are at 
least as many queries expressible in subsumption-stratified Datalog as in stratified 
Datalog. Obviously there are more subsumption-stratified Datalog programs than 
stratified Datalog programs, so the remaining question is: Has subsumption-strattfied 
Datalog more expressive power than stratified Datalog? 
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Theorem 8 (Expressive power 1). The expressive power of subsumption-strattjied 
Datalog is strictly higher than the expressive power of stratt$ed Datalog. 
Proof. Regard the following problem not representable in stratified Datalog (cf. 
[27]): Let there be a simple game given as a relation of possible moves. In this game one 
player wins if the opponent has no moves left. Furthermore let there be no cycles in the 
game-tree, i.e., let there be no repeated positions in the game. A position is winning if 
there is a move to a position which is not winning. 
Now regard the following program GAME: 
puth(X, Y): - move(X, Y), 
path(X, Y): - puth(X,Z), move(Z, Y): 
win(X): - move(X, Y), lpath(Y,X), Twin(Y). 
As stated in the introduction this program computes the same set of facts as 
GAME’ also given there which is known to be a solution for the above problem. 
Now let us prove that GAME is subsumption-stratified. 
Let GAMEi,, be the instantiated version of GAME and win(a), win(b) be facts in 
LIT(GAMEi,,) such that there is a position (Al, . . . , A,_,) of a derivation A, in the 
evaluation set (gSub(win(a)), V”,,+,(win(a))) and Twin(b) E body(An). Furthermore let 
B E DE(win(b)) be the derivation 
win(b): - move(b,a), Tpath(a, b), Twin(a). 
If (A,, . . . , A,) was a position for B as well, then GAME would not be subsumption- 
stratified. Let win(al) = win(a), . . . , win(a,) be the root facts of Al,. . . , A, respective- 
ly. Thus we have 
n 
Ubody(Ai) = {move(a,, b), lpath(b,a,), Twin(b)} 
I=1 
n-l 
U U{move(ui, ui+l), lpath(ui+l, u,), Twin(u,+l)}. 
i=l 
Obviously there is also a derivation P of the form 
path(a, b): - move(ul, a~), . . . , move(u,_I, a,), move(u,, b). 
Because of P D B U Uy=, Ai Definition 4 tells us that (Al, . . . , A,) 4 B $2 Vysub(win(a)) 
holds showing that GAME is indeed subsumption-stratified. 0 
5.2. Eflectively strattfied datalog 
Regarding the construction of the subsumption-model &b one could easily think 
there is an underlying structure similar to perfect models. In [44] a much broader 
class of programs, the weakly stratified Datalog programs, are presented. These pro- 
grams have a structure similar to stratified ones and a model is given there that is 
similar to a perfect model. Also given there is the following example showing that 
there are Datalog’ programs with a unique stable model but no weakly perfect 
model. 
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Example 9 (Weakly perfect model). Let P be the following instantiated Datalog’ 
program: 
p: - 3, q, 3-. 
9: - ~,IP, 
r: - P, 74, 
s: - lp, 14, w-. 
In [44] it is shown that this program has no weakly perfect model. But the following 
holds: 
%ub(P) = %ub(q) = %b(r) = 8, gsub(s) = {s: -Tp, ‘4, lr}. 
With g&(S) consisting of one derivation only, one easily sees that P is subsumption- 
stratified. It follows that 
A4 p,( ) = M/.( ) = M.( ) = 0 and Msu,, = M,,( ) = {s}. 
On the other hand there are also programs that are weakly stratified but not sub- 
sumption-stratified, as e.g. the GAME’ program with an EDB that does not contain 
cycles. Thus weakly stratified Datalog programs are not comparable to subsumpt- 
ion-stratified Datalog programs. The same holds for modular stratified programs 
(cf. [48]) which are also weakly stratified. 
But there is a class of programs containing both weakly stratified and subsumpt- 
ion-stratified Datalog programs, the class of effectively stratifiable Datalog pro- 
grams. The inclusion of weakly stratified programs was already stated in [12]. 
Theorem 9 (Effectively stratifiable Datalog programs). Let P be a subsumption- 
stratljied Datalog program. Then P is efectively stratljiable. 
Proof. In [ 121 it was stated, that a Datalog’ program P is effectively stratifiable iff the 
well-founded model for P is total. Corollary 8 showed that for a subsumption- 
stratified Datalog program P the well-founded model is total, which proves the 
statement. 0 
This result seems to be pretty obvious as derivations that might cause an un- 
stratifiability are not needed in a subsumption-stratified Datalog program. Thus 
the truth value of the facts producing this unstratifiability will be known at some 
point of the inference process without having to know something about the facts 
themselves. That means that the cause of an unstratifiability will be removed before 
making troubles. But testing a program for effective stratifiability means also evalu- 
ating it at least as long as needed to find the stratifiable core. A test for subsumption- 
stratification might be done at compile time though, at least for a lot of programs. 
While both require conditions on instantiated versions of the programs, subsumpt- 
ion-stratified Datalog programs are independent from the EDB given. 
One might ask if there is a “useful” subsumption-stratified Datalog program that 
is not modularly stratified. 
Example 10 (Useful subsurnption-stratied Datalog program). Let there be a graph 
with edges arc and nodes node. The problem is to calculate the well-founded and the 
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unfounded nodes of this graph. Recall that a node is well-founded if it has no infinite 
descending chain from it or depends upon a node with an infinite descending chain. 
Otherwise it is unfounded. It is well known that WF’ has the following form: 
wf(X): - node(X), -~4f(X), 
z4f(X): - arc(Y,X), -wf(Y) 
However this program does not calculate the set of unfounded nodes. As already 
stated in [19] the set of unfounded nodes in the well-founded model is empty. The 
reader may verify that there is no way to generate a fact for uf with the immediate 
consequence operator as no node is definitely unfounded. The problem is that a node 
depending upon itself is neither well-founded nor unfounded in advance. ” Thus the 
properties of this node will remain undefined throughout the evaluation process. 
To make the program calculate the set of unfounded nodes as well, we add some 
rules to get program WF: 
Zink(X, Y): - arc(X, Y), 
h&(X, Y): - arc(X, Z), link(Z, Y), 
uf (Jr): - link(X,X), 
wf (X): - node(X), luf (X), 
24f (X): - arc(Y,X), -wf (Y). 
We cannot do wrong by adding these rules as nodes linked to itself are unfounded by 
definition; and in fact this program calculates both the set of well-founded nodes and 
the set of unfounded nodes as one easily sees. 
Using the graph 
(9 
a we get the following instantiated rules from WF after delet- 
ing all rules with EDB subgoals that are false: 
link(a, a): - arc(a, a), 
uf (a): - Zink(a, a), 
wf (a): - node(a), -uf (a), 
uf (a): - UYC(U, a), -wf (a). 
Since the core is not locally stratified, WF is not weakly stratified and thus especially 
not modularly stratified. 
Now let us assume that WF was not subsumption-stratified. Then a fact uf (a) has 
to exist such that there exists a derivation A E asu,,(uf (a)) with -uf (a) E body(A). 
The fact is chosen without a loss of generality because the leaf nodes of the sequence 
would remain the same if the fact wf (a) would be regarded. Let (A ,, . , A,,) be the 
position of A in (&YSsub(uf (a)), Ysub(uf (a))). The root node of an odd numbered A, 
has predicate symbol uf. With uf (bl) = uf (a), . . . , uf (b,) being the root nodes of 
the odd numbered derivations the following holds: 
“’ As far as WF’ is concerned, this node is obviously unfounded concerning the original definition 
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body(A) u ijbody (Aj) 2 {arc(u, 6,)) u m-j{urc(bi+,, bi)) 
i=l i=l 
m-l 
Starting with the other of rule there has to be a derivation C E DE(uf(a)) with 
m-l 
body(C) = {~~C(u,b,),UrC(b2,U)} U U{arc(hi+l,bi)}. 
i=2 
Thus CD A U lJy=, Ai showing a contradiction. It follows that WF is indeed sub- 
sumption-stratified. Note that this result is independent from the given EDB. 
5.3. Other strat@cution approaches 
If built-in subgoals are also allowed it is possible to identify another interesting 
subclass of subsumption-stratified Datalog according to some monotonicity con- 
straints. They are easily identifiable and allow queries like computing the shortest 
path in a graph where all edges are of positive length. This seems to be quite inter- 
esting for practical reasons. 
Independent from our approach, two other approaches using some sort of mono- 
tonicity were suggested. In [57] a class of so-called XY-stratified Datalog programs 
was introduced. For each recursive predicate one argument is identified for which the 
number of functional symbols may only increase. This argument is called the stage 
argument. All recursive rules are then distinguished into two classes: 
X-rules: These are rules where all the stage arguments are equal to a simple vari- 
able appearing nowhere else in this rule. 
Y-rules: A rule is a Y-rule if there is at least one literal in the body the stage ar- 
gument of which is a simple variable, say I, the stage argument of the head is s(Z), all 
the remaining stage arguments are either I or s(Z) and I does not appear anywhere 
else in this rule. 
Now a so-called primed program is built by priming all predicates in X-rules that 
are recursive and all predicates in Y-rules which have the same stage as the head. The 
original program is called XY-stratified if all non-recursive rules have the same con- 
stant as stage argument and if the primed program is non-recursive. Obviously this 
might be defined using an instantiated program version as well, i.e. if a rule is an X- 
rule all instantiated versions are X-rules ” again. 
Now we will show that each XY-stratified Datalog program is subsumption-strat- 
ified. 
Theorem 10 (XY-stratification). Let P be an XY-stratz$ed Dutalogprogrum. Then P is 
subsumption-stratiJied. 
Proof. If P was not subsumption-stratified there has to be a fact p(p) E LIT(&) and 
a derivation B at position (Al,. . . ,A,) in (gsUb(P(p)), ^Ir&(p(p))) such that 
” This is defined as having the same constant as stage argument. 
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-p(p)) E body(B). Let q1 (VI), . . . , qn(vn) be the root nodes of Ai,. . . , A, respectively. 
With each recursive predicate carrying a stage argument it easily follows that the 
stage argument of p(p) and each qi(vi) has to be the same, since there is no way to 
decrease the stage argument from the leaf to the root if P is XY-stratified. Thus in 
the primed version of P,,, p(p) as well as each qi(vi) are primed. Thus the primed 
version of Pins is recursive as it contains all the rules used to create the derivations. 
Obviously the primed version of P is recursive as well showing the contradiction. 0 
Ross suggested using constraints to assure that a total well-founded model exists 
for some Datalog’ programs. In [49] he presents constraint stratified Datalog pro- 
grams, in [50] universal constraint stratified ones. 
A Datalog’ program P is said to be constraint stratified iff it is locally stratified 
once all instantiated rules that do not satisfy the monotonicity constraints have been 
removed. It is universal constraint stratified iff for each cycle in the dependency 
graph of q,, that contains a negative arc, the composition of the constraints on 
the arcs in the cycle is unsatisfiable. In fact each constraint stratified program is uni- 
versal constraint stratified. The latter one is a syntactic condition since no knowledge 
about the partial orders used for constraints is needed. Even more important is that 
constraint techniques are applied to the original rules. 
Since subsumption-stratified Datalog was defined without any kind of constraints 
we have to reformulate universal constraint stratification a little bit to make both ap- 
proaches comparable. We will add a primed predicate for each predicate a constraint 
exists for. This primed predicate is defined as the original predicate plus all the con- 
straints placed on it regarded as a built-in subgoal. Without loss of generality we will 
assume the constraints to be conjunctive. Otherwise we have to make several rules 
out of one and assign each to one term from the disjunction. 
Example 11 (Constraints). Let us once again regard the GAME’ program: 
win(X) : - move (X, Y), 7 win (Y). 
From [50] we take the constraint C = {move(X, Y) : (Y +,,c X)}. This is transformed 
to GAME,,“,,,,i,t 
move/(X, Y) : - move@, Y), Y 4 X, 
win(X) : - move’(X,Y), 1 win (Y). 
Note that we do not know anything about + yet, except that it is a strict partial or- 
der. 
Now we can answer the question about the relationship between subsumption- 
stratified Datalog and universal constraint stratified Datalog. 
Theorem 11 (Universal constraint stratified Datalog). Let P be a universal constraint 
stratljied Datalog program. Then P is subsumption-stratljied. 
Proof. If P was not subsumption-stratified, there has to be a fact p(p) E LIT(&) 
and B E g&@(p)) with up E body(B). It follows that there is a position 
(Al,... ,A,) of B in (ga,&(p(p)), r,,b(P(p))). Thus there is a cycle in the predicate 
constraint graph that contains a negative arc. With P being universal constraint 
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stratified the cyclic composition of the constraints along this cycle is unsatisfiable. 
This also holds if we regard the instantiated program instead. 
Now let 98 be the set of built-in subgoals in body(B) U U:=, bou’y(di). Futhermore 
let us assume that there are no Ai, Ai, 1 < i < j < n, with root(Aj) = root(Aj), i.e. we 
close a cycle for the first time. With Y denoting the cyclic composition of the con- 
straints in the rules used in A,, . . . , A,,B, it easily follows that 98 > Y holds. $8 
may contain more conditions as other IDB subgoals are also expanded whereas Y 
is built just by following the cycle presented by A,, . . , A,, B. Nevertheless 9 contains 
a subset of conditions which are unsatisfiable by assumption. Thus 98 itself is unsat- 
isfiable which is a contradiction to the assumption. Cl 
A set of unsatisfiable constraints (or built-in subgoals) prevents both universal 
constraint stratified and subsumption-stratified Datalog to use an existing cycle dur- 
ing evaluation. If the partial order placed on some predicates is known in advance 
instantiated rules that are removed in constraint stratified Datalog programs force 
derivations to be definitely false. Thus these derivations are removed as well. 
5.4. Fixpoint logic 
Another question arises, namely whether subsumption-stratification has the same 
expressive power as fixpoint logic. First we have to realize that there will be no eval- 
uation along a cycle over negation in a subsumption-stratified Datalog program. Or 
in other words for each possible cycle Al, . . , A,, Al there exists ‘r(q) E U:=, body(A,) 
u{1p(u)} and B E DE,,b(r(q)), such that the evaluation of Al,. . . ,A, is prevented 
by B. 
Lemma 2 (Structure of derivations). Let P be a subsumption-stratified Datalog 
program that contains no built-in subgoals and no rules that are partially instantiated. 
Furthermore let Al, . . . , A,, be derivations over Pins with root node p1 (u,), . . . ,p,,(u,,) 
resp. and. 
1.Vi~{1,...,n-l},~p~+~(u~+~)~body(A~), 
2. 1~1 (p,) E body(A,), 
3. 1 < k < n the minimal index, such that pk = ~1. 
Then there exist r(y) E LIT(&) and B E DE(r(q)), such that: 
1. BD UT=, Ai. 
2. Either p1 (u,) = r(n) or I E UfL: body(Aj). 
Proof. Let us assume the statement does not hold. For a list Al, . . . , A,, of derivations 
with the properties mentioned above it has to hold that Al,. . . , A,_1 is no position 
for A, in the evaluation set (9sub(&)), V,Ub(p(p))). For convenience let us assume 
that k = 2 holds, i.e. the recursion is direct. Otherwise we would be able to follow the 
proof by regarding each set of k - 1 derivations as one derivation. Obviously it is 
possible to create other derivations with the same structure as Al but other constant 
symbols. In particular it is possible to create a cycle using only derivations with a 
structure similar to Al. The derivation in this cycle shall be named B1 := Al, . . . , B,. 
This cycle must not exist in the evaluation set (9sub($(p))r VsUt,(p(p))) since P is 
subsumption-stratified. A cyclic permutation is not allowed likewise, i.e. for each 
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1 <i<m Bi )..., B,,BI,.. . ,Bi-z is not a position for B,_l in (SJsub(root(Bi)). 
^f/‘sub(root(Bi))). H ence there has to exist a derivation C E DE(r(9)) with 
C D IJy!, B; such that I E UL, body(Bi). Note that root(Bj) is a negated leaf node 
in Bi_1. 
With the statement being false on the other hand we see that for each 1 < j < m 
and for each C E DE(r(q)) with CD Uy!, B, it follows, that -V(U) 9 body(Bi) and 
r(q) # root(Bj) holds. With C D IJE, Bi holding regardless of the order of the Bi, this 
is a contradiction. 0 
In particular it follows that the truth value for pl (p,) is independent of the truth 
value of pk(pk) when using Ai, . . , Ak-, for an evaluation, i.e. it is independent of the 
truth value of the first negated literal in this sequence that has the same predicate 
symbol. Either its calculation does not even mention pk(pk) or it is calculated as if 
pk(pk) is true. Now we are able to compare the expressive power of subsumption- 
stratified Datalog and fixpoint logic. 
Theorem 12 (Expressive power 2). The expressive power of subsumption-stratiJied 
Datalog is strictly lower than the expressive power of$xpoint logic. 
Proof. In [19] it was shown that fixpoint logic has the same expressive power as the 
alternating fixpoint, i.e. for each fixpoint logic formula there is a Datalog program 
such that the positive part of the well-founded model for this program coincides with 
the fixpoint model. 
Now let us regard the GAME’ program once again. There is a way to express this 
query as a subsumption-stratified Datalog program that computes the correct an- 
swer for acyclic game trees. It also computes the correct answer for several cyclic 
game trees, but is it possible for a subsumption-stratified Datalog program to com- 
pute the positive part of the well-founded model for GAME’ for each possible EDB? 
Let us assume that the subsumption-stratified Datalog program is not partly in- 
stantiated. Furthermore let us assume that EDB is {move(a, b),move(b, c). 
move(c, a)}. With Lemma 2 we see that either one of the following holds: 
1. win(a), win(b) and win(c) are calculated independently from win(b) i win(c) and 
win(a) resp. or 
2. win(a), win(b) and win(c) are calculated as if win(b), win(c) and win(a) were true. 
In the first case the truth value calculated cannot be true since this is not the correct 
model. Each fact is evaluated to false which follows from case 2 because win(a) has 
to be j&e if win(b) is true and so on. 
It follows that no derivation alongside this cycle has to be evaluated, because they 
all will yield false, which is by the way the correct answer as the well-founded model 
has each position undefined. Adding move(c,d) to the EDB changes this. The well- 
founded model now evaluates to {win(a), win(c), Twin(b), Twin(d)} while Lemma 2 
still shows that the root facts along the cycle will be evaluated to false. •i 
The problem for subsumption-stratified Datalog is that they cannot use parts of a 
cycle if the EDB permits it. A subsumption-stratified Datalog program does not care 
about the actual EDB but about each possible EDB which results in a dependency 
avoiding strategy that eliminates each possible cycle regardless if it is troublesome 
or not. 
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Corollary 10 (Fixpoint logic). There exists a class of logicjxpoint formulas between 
strattsed Datalog and fixpoint logic. 
6. Testing procedures 
In this section we want to analyze whether it is possible to check a given program 
for subsumption-stratification. It turns out to be an undecidable problem for arbi- 
trary Datalog‘ programs. Nevertheless we will also show that subsumption-stratifi- 
cation is a useful property. 
6.1. Decidability of subsumption-stratification 
For an arbitrary Datalog program it is recursively unsolvable to determine wheth- 
er a given relation is transitively closed for each possible EDB. This statement was 
proven in [50] using a construction from [51] and standard techniques from [24]. 
Now let us examine the exact nature of derivations concerning a transitively closed 
relation. 
Lemma 3 (Transitively closed relation). Let P be a Datalog program that defines a 
relation q and a, b, c facts from the Herbrand universe of P. Then q is transitively closed 
for all possible assignments of relations to EDB predicates ifs 
VA E DE(q(a, b)) Vk E DE(q(b, c)) 3B E DE(q(a, c)): B DA U A’. 
Proof. Let us assume the statement does not hold. Thus we have derivations A 
E DE(q(a, b)) and A’ E DE(q(b, c)) such that there is no B E DE(q(a, c)) with 
body(B) c body(A) U body(k). Now let us regard the EDB E := body(A) U body(J). 
Note that P is a Datalog program which means that each r(n) E body(A) U body@‘) 
is an EDB fact or in other words there is no negated leaf node. It follows that both 
q(a, b) and q(b,c) are true under E. Since for all derivations B E DE(q(a, 
c)) body(B) n (body(A) U body(k))’ # 0 holds it follows immediately that q(a,c) 
does not hold under E, i.e. q is not transitively closed under E which is a 
contradiction. The other direction is trivial. 
Thus for a relation to be transitively closed for each possible EDB the truth value 
of an arc from a to c has to follow from the same information as the truth values of 
the arcs to resp. from an intermediate node b follow from. It is pretty obvious that 
for a fact q(a, c) to hold whenever q(a, b) and q(b, c) hold it has to be inferable with 
the same knowledge. 
Theorem 13 (Subsumption-stratification is undecidable). It is recursively unsolvable to 
determine whether a Datalog’ program is subsumption-stratid. 
Proof. Consider a Datalog program P defining a binary predicate q together with a 
rule 
PM: - 4x7 Y), 4(Y,Z)> ?l(X,Z), -Pw 
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Let A be a derivation for a fact p(a) containing a leaf node lq(a, c). If q is transitively 
closed for each EDB Lemma 3 shows that a derivation B E DE(q(a, c)) exists such 
that B D A. Thus A may not be in gSub@(a)). It follows that the above program is 
subsumption-stratified iff q is transitively closed for each possible EDB, which shows 
that subsumption-stratification is undecidable. 0 
Despite being undecidable subsumption-stratification is an interesting property 
for Datalog’ programs. It combines the expressive power of several other approach- 
es under the same framework and there is room left to identify other significant sub- 
classes. These subclasses can be combined without leaving the framework. 
6.2. Check for a subclass 
We will now give a suitable test for a subclass of subsumption-stratified Datalog 
containing a lot of interesting examples. We also will examine the expressive power 
given by this subclass. 
Let us assume that P is a Datalog’ program without partially instantiated rules 
with a cycle through negation in the dependency graph and KI , . . . , K, be the rules 
involved in this cycle. Furthermore let pl(X]), . . ,p,(Xj) be the heads of 
KI,..., L respectively, and let Ki, . . . , KA_, be the rules resulting from 
K],... , K,_], respectively, when all negative arcs on the cycle except the last one 
are replaced by positive arc, i.e. for each 16 i < II - 1 such that the subgoal 
‘pi+] (x+1) is in Ki, it is replaced by pi+] (&+]). Now let Z?, be the rule created from 
Ki by successively unfolding pi+l(Y$+l) by its definition from K,,] for each 
l<i<n-l.Z?l hastheform 
PdX):- ~l,...,L, ‘P,(S) 
with the order of the subgoals chosen without a loss of generality. 2, is called the 
connection rule of this cycle with starting rule K,. 
Let il, . . . , i, be the set of indices of the positive literals in L,, ,L, and 
Li, > . . . > L, the literals in Li, , . . . ,L,, that are originated from K]. Furthermore let 
us use the following abbreviations: 
@I: This vector represents the variables in the head of the connection rule. 
x: These are the variables, that appear in Lj, , . . . , Lj, as well as in L;,,, , . . . , L,,” or in 
the recursive subgoal. 
7: The set of variables appearing in the recursive subgoal. 
2: A vector of variables from the same arity as Y, but none of these variables ap- 
pear in L,,... , L,. Note that arity( F?) = arity( Y) = a&y(Z) holds. 
Then the connection predicate qK, of KI is defined as 
qKI(W,X):- Li,,...,Lj,. 
Furthermore the connection closure of K] is defined as the Datalog’-program: 
- - 
CCK, (X, Y): - Lij+, , . . , L, if m > j, 
- - 
CCK, (X, Y): - L;, , . . . ,L, otherwise, 
CCKl (XT y): - CCK, (lYj Z), Lj, { W/Z} j . . . ) Li, { W/Z} 1 Lj,,, { W/Z}, . , Lim { W/Z}. 
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The connection closure is the graph consisting of all arcs that could eventually 
close a cycle which starts with the arc represented by the connection predicate. 
The connection graph GK, is defined by the rule 
G,,(I?‘,Y):- qK,(@,X), CC,&-,Y). 
Example 12 (Connection). Let us once again regard the program WF from Example 
10: 
K, : link(X, Y): - arc@, Y)) 
K2: link(X, Y): - arc@, Z), link(Z, Y), 
K3: uf(X): - link(X,X), 
K4: wf(X): - node(X), -uf(X), 
KS: uf(X): - arc(Y,X), wf(Y). 
There is only one cycle in the dependency graph involving rules K4 and KS. Connect- 
ing these rules we get 
WY(X): - node(X), arc(Y,X), lwf(Y). 
Thus we get 
qK4(XJ): - node(X), 
CCK4(X, Y): - arc(Y,X), 
ccK4(X, Y): - ccK4(X,Z), node(Z), arc(Y,Z), 
GK/,(~, Y): - q,(XJ), CCK~(~, Y). 
Due to the construction of the connection graph the following corollary easily fol- 
lows. 
Corollary 11 (Connection predicate). Let P be a Datalog’ program andp a predicate 
symbol in P. Then the fact p(,u) might depend negatively on itself via a cycle @there is a 
rule K on this cycle such that for a head r(y) of an instantiated version of KGK(yI, y) 
holds. 
Obviously a Datalog’ program is subsumption-stratified if the connection closure 
is taken away from the normal calculation, i.e. if a cycle in the connection predicate 
creates another derivation subsuming a sequence of derivations that poses problems. 
Thus we can identify a subclass of subsumption-stratified Datalog by checking if the 
connection closure cannot close a cycle. 
Algorithm 1 (Check). 
Input: A Datalog’ program P. 
Output: true if P is identified as subsumption-stratified, false otherwise. 
For each cycle through negation in the dependency graph of P run the following 
tests. The result is the conjunction of the results of each step. 
LetKi,..., K, be a set of rules that form a cycle through negation in the depen- 
dency graph of P and X,, I: denote the set of variables x resp. Y for the connection 
rule starting with K, (i = 1,. . . , n). 
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1. Check if the built-in subgoals in Ki, . . . , K,, do not contradict each other. We rec- 
ommend [50] for details. If they do return false, else true. 
2.Foreachi~{l,... , n} such that there is a predicate cc4 which is defined as the 
connection closure for Ki, check if ~ccK,(~~, z) E body(Ki). If this subgoal exists 
for at least one i return true, else false. 
Note that step 2 is critical. We have defined the connection closure as a special 
program. This way step 2 is effectively decidable. On the other hand it is a very re- 
strictive definition. But defining it using the relation computed would be NP-com- 
plete. Since the structure of the connection closure definition is well known one 
could use containment mappings (cf. [56]) to identify it. As long as the amount of 
subgoals per rule stays reasonably small the algorithms discussed are usable. In gen- 
eral however the problem is once again not efficiently solvable since containment of 
rules is NP-complete. So to keep it decidable in general we restrict ourselves to the 
definition given above. 
Additionally we can write Datalog’ programs which fulfill these conditions. In 
most cases the programmer is able to create a structure that fits. This is the same as- 
pect as addressed by placing constraints on some EDB relations or adding EDB sub- 
goals to force dependencies. There is no reason for a programmer to use complicated 
programs just to calculate a connection closure in his query. If the connection clo- 
sure calculation is restricted to standard procedures Algorithm 1 is decidable as men- 
tioned above. We will call a Datalog’ program identified as subsumption-stratified 
by Algorithm 1 closure-stratified. 
We leave the creation of better algorithms for future work. It suffices to use Al- 
gorithm 1 as we will see. But it is obviously better to search for dependency upon 
the connection closure instead of forcing it to be a negated member. The algorithm 
also has problems when some folding operations were used to make a program better 
understandable. e.g. it works well with the GAME program, but has problems when 
we introduce the relation nc_moue to carry the moves allowed, although both ap- 
proaches are equivalent. 
Example 13 (Algorithm I). Since the program WF is not recognized as subsumption- 
stratified by Algorithm 1 we will give a version that is: 
K, : link(Y,X): - arc(Y,X), 
K2: link(Y,X): - link(Y,Z), arc(Z,X), 
Kj: cc(X,X): - node(X), 
K4: cc(X, Y): - cc(X,Z), arc(Y,Z), node(Y 
KS: uf(X): - Zink(X,X), 
Kb: WY(X): - node(X), ~uf(X), 
KT: uf(X): - arc(Y,X), -cc(Y,X), -wf(Y j. 
There is only one cycle in the dependency graph, namely K6 and K7. cc is obviously 
defined as the connection closure for K7. Thus Algorithm 1 outputs true which is no 
surprise as the program is identically to WF for which we have shown that it is sub- 
sumption-stratified. The additional ~cc(X, Y) subgoal has no effect on an evaluation, 
as the a possible cycle is already handled by rule KS. 
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Theorem 14 (Correctness of Algorithm 1). Let P be a closure-stratzjied Datalog’ 
program. Then P is subsumption-stratljied. 
Proof. Let P be a closure-stratified Datalog’ program, i.e. the output of Algorithm 1 
is true. If it is identified by step 1 it is universal constraint stratified and thus 
subsumption-stratifed (cf. Theorem 11). 
Assume it is identified by step 2. Let p(p) be the starting node of the cycle and K 
be the rule that identified the program as closure-stratified. Corollary 11 shows that 
there is a fact Y(V) resulting from K such that GK(q, q) holds. By the construction of 
GK we see that there is a tuple v resulting from 
GK(YI, r): - qK(rl, 4; cc~(v, ul). 
Hence the cycle is subsumed by the derivation of c+(v, q) showing that P is sub- 
sumption-stratified. 0 
While this test algorithm just identifies a subclass of subsumption-stratified Data- 
log it still presents enough power to check both major examples used throughout this 
paper, the GAME program and the WF program. Some slight modifications to the 
algorithm would even enable it to check the WF program without any modifications 
to the program. 
The algorithm testing for XY-stratification can be added to Algorithm 1 as 
well. Furthermore the subclass identified by Algorithm 1 is syntactic. It is decid- 
able as long as we restrict ourselves to standard computations of connection clo- 
sures and it depends only on the IDB and scheme level information about the 
EDB. It also is a generalization of local stratification and thus meets all the crite- 
ria set in [50]. 
Corollary 12 (Closure-stratification). Closure-stratzjication is syntactic. 
An interesting question is how many subsumption-stratified Datalog queries are 
not closure-stratified. 
Theorem 15 (Expressive power of closure-stratification). Let P be a subsumption- 
stratl@ied Datalog which is not partially instantiated. Then there exists a closure- 
stratl@ed Datalog program P’ which is equivalent to P. 
Proof. For each cycle through negation in the dependency graph of P there has to be 
a node representing the facts for which the derivation subsuming this cycle exists (cf. 
Lemma 2). There are only two possibilities for the root fact of such a derivation: 
1. It is a negated subgoal in one of the rules involved in the cycle; or 
2. It is the head of one of the rules, but is built using a different set of rules. 
Let K be the rule on the cycle from which such a derivation is originated. 
Now create P as follows: Let the connection closure predicate for K be cc, x the 
variables in the head of K and ? the variables in the recursive subgoal leading to the 
next rule in the cycle. Then add the subgoal lcc(Y,x) to K. 
It is obvious that Algorithm 1 outputs true given P as input. On the other hand 
the changes we made have no effect on the semantics as Lemma 2 proves. 
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We see that we might as well restrict ourselves to closure-stratified Datalog as it 
has the same expressive power. Nevertheless enlarging the class of closure-stratified 
Datalog is useful as it makes it easier to create subsumption-stratified Datalog pro- 
grams as queries to a database. On the other hand the proof given above is construc- 
tive, i.e. once we have a subsumption-stratified Datalog program we can transform it 
to be closure-stratified via this technique. But we have to know why exactly the pro- 
gram is subsumption-stratitied. 
In [34] we also showed that closure-stratification is superior to modular stratifica- 
tion. 
Theorem 16 (Modular stratification G closure-stratification). For each Datalog 
program (with negation) PM that is not partially instantiated and does not contain 
built-in subgoals there is a Datalog program PC such that 
1. PC is closure-stratljied, 
2. For each instance E of the EDB for which PM is modularly stra@ed PM z Pcholds. 
7. Summary and open problems 
We have defined the class of subsumption-stratified Datalog programs without 
depending on a particular EDB. This makes it possible to check whether a given pro- 
gram belongs to this class at compile time rather than at run time. While we have 
shown that it is in general undecidable to determine whether a program is subsump- 
tion-stratified, we have also presented some subclasses identifiable via a compile time 
check. In particular we have identified a subclass giving us the same expressive power 
as subsumption-stratified Datalog itself. On the other hand several intuitive pro- 
grams have to be transformed before fitting into this subclass. This leads to our first 
question: 
(1) How can the test for closure-stratification be improved to allow a more general 
syntax? 
We have shown that the intuitive meaning of a subsumption-stratified Datalog 
program coincides with all major approaches for the semantics of Datalog programs 
with negation. In particular we have shown that the well-founded model for a sub- 
sumption-stratified Datalog program is always total. This gives us a simple but effi- 
cient way to evaluate subsumption-stratified Datalog programs bottom-up. 
Furthermore we have proven that subsumption-stratified Datalog contains strictly 
more queries than stratified Datalog and less than fixpoint logic. 
The exact relation to other stratification approaches incomparable to subsumpt- 
ion-stratified Datalog remains to be examined in detail. So we have to add another 
question 
(2) Is there a difference in expressive power between subsumption-stratified Data- 
log and any of the seemingly incomparable approaches? 
One of the most promising algorithms for optimizing the evaluation of Datalog 
programs is to rewrite the original query and program using a magic-sets transfor- 
mation method as in [6,8,1,45,55]. Applying these algorithms to stratified Datalog 
may result in Datalog’ that is not stratifiable. Much research has been done to over- 
come this problem as in [5,9,26]. But all these approaches leave the framework of 
stratified Datalog. Thus the evaluation strategy has to be changed. Recently a mag- 
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ic-sets transformation producing only stratified Datalog has been proposed in [35]. 
But this one may be less efficient than the original transformation. So another ques- 
tion concerning subsumption-stratified Datalog arises: 
(3) Is a magic-sets transformed subsumption-stratified Datalog program sub- 
sumption-stratified again? 
If this question is to be answered with “yes”, we do not need to handle different 
evaluation strategies and have the guaranteed efficiency of the magic-sets transfor- 
mation without any problem. Up to now we do not know a subsumption-stratified 
Datalog program resulting in a program which is not subsumption-stratified. On the 
other hand there is no proof yet. A proof of the above would also yield the full usage 
of the linear transformation given in [38,17] and its expansion given in [25,33]. How- 
ever, we do know that some minor additions to subsumption-stratification give us a 
superclass that is closed under the magic-sets transformation. 
Recently much research has focused on expanding Datalog with sets and aggrega- 
tion (cf. e.g. [18,37,52]). In [10,3,20] it is shown how to expand the well-founded se- 
mantics to Datalog containing aggregates. So the last question we want to address 
here is: 
(4) Can our approach of subsumption-stratified Datalog be expanded to Datalog 
with sets and aggregation? 
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