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ENDPOINT STRICHARTZ ESTIMATE FOR THE DAMPED
WAVE EQUATION AND ITS APPLICATION
TAKAHISA INUI AND YUTA WAKASUGI
Abstract. Recently, the Strichartz estimates for the damped wave equation
was obtained by the first author [6] except for the wave endpoint case. In the
present paper, we give the Strichartz estimate in the wave endpoint case. We
slightly modify the argument of Keel–Tao [7]. Moreover, we apply the endpoint
Strichartz estimate to the unconditional uniqueness for the energy critical non-
linear damped wave equation. This problem seems not to be solvable as the
perturbation of the wave equation.
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1
2 T. INUI AND Y. WAKASUGI
1. Introduction
1.1. Background. We consider the damped wave equation.{
∂2t φ−∆φ + ∂tφ = 0, (t, x) ∈ (0,∞)× Rd,
(φ(0), ∂tφ(0)) = (φ0, φ1), x ∈ Rd,(1.1)
where d ∈ N, (φ0, φ1) is given, and φ is an unknown complex valued function.
Matsumura [11] applied the Fourier transform to (1.1) and obtained the formula
φ(t, x) = D(t)(φ0 + φ1) + ∂tD(t)φ0,
where D(t) is defined by
D(t) := e− t2F−1L(t, ξ)F
with
L(t, ξ) :=

sinh(t
√
1/4− |ξ|2)√
1/4− |ξ|2 if |ξ| ≤ 1/2,
sin(t
√
|ξ|2 − 1/4)√
|ξ|2 − 1/4 if |ξ| > 1/2.
Matsumura [11] also obtained an Lp-Lq type estimate. After his work, many re-
searchers showed Lp-Lq type estimates (see e.g. [13, 3, 12, 15, 4] and references
therein).
In [16], Watanabe discussed the Strichartz estimates for (1.1) when d = 2, 3. Re-
cently, the first author [6] obtained the following homogeneous and inhomogeneous
Strichartz estimates.
Proposition 1.1 (Homogeneous Strichartz estimates). Let d ≥ 2, 2 ≤ r <∞, and
2 ≤ q ≤ ∞. Set γ := max{d(1/2− 1/r)− 1/q, d+12 (1/2− 1/r)}. Assume
d
2
(
1
2
− 1
r
)
≥ 1
q
,
Then, we have
‖D(t)f‖Lqt (I:Lrx(Rd)) .
∥∥∥〈∇〉γ−1 f∥∥∥
L2
,
‖∂tD(t)f‖Lqt (I:Lrx(Rd)) . ‖〈∇〉
γ
f‖L2 ,∥∥∂2tD(t)f∥∥Lqt (I:Lrx(Rd)) . ∥∥∥〈∇〉γ+1 f∥∥∥L2 .
Proposition 1.2 (Inhomogeneous Strichartz estimates). Let d ≥ 2, 2 ≤ r, r˜ <∞,
and 2 ≤ q, q˜ ≤ ∞. We set γ := max{d(1/2− 1/r)− 1/q, d+12 (1/2− 1/r)} and γ˜ in
the same manner. Assume that (q, r) and (q˜, r˜) satisfies
d
2
(
1
2
− 1
r
)
+
d
2
(
1
2
− 1
r˜
)
>
1
q
+
1
q˜
,
d
2
(
1
2
− 1
r
)
+
d
2
(
1
2
− 1
r˜
)
=
1
q
+
1
q˜
and 1 < q˜′ < q <∞,
or
(q, r) = (q˜, r˜) = (∞, 2).
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Moreover, we exclude the endpoint case, that is, we assume (q, r) 6= (2, 2(d−1)/(d−
3))) and (q˜, r˜) 6= (2, 2(d− 1)/(d− 3))) when d ≥ 4. Then, we have∥∥∥∥∫ t
0
D(t− s)F (s)ds
∥∥∥∥
Lqt (I:L
r
x(R
d))
.
∥∥∥〈∇〉γ+γ˜+δ−1 F∥∥∥
Lq˜
′
t (I:L
r˜′
x (R
d))
,∥∥∥∥∫ t
0
∂tD(t− s)F (s)ds
∥∥∥∥
Lqt (I:L
r
x(R
d))
.
∥∥∥〈∇〉γ+γ˜+δ F∥∥∥
Lq˜
′
t (I:L
r˜′
x (R
d))
,
where δ = 0 when 1q˜ (1/2 − 1/r) = 1q (1/2 − 1/r˜) and in the other cases δ ≥ 0 is
defined in the table 1 below.
δ 1q˜
(
1
2 − 1r
)
< 1q
(
1
2 − 1r˜
)
1
q˜
(
1
2 − 1r
)
> 1q
(
1
2 − 1r˜
)
d−1
2
(
1
2 − 1r
) ≥ 1q 0 0
d−1
2
(
1
2 − 1r˜
) ≥ 1q˜
d−1
2
(
1
2 − 1r
) ≥ 1q × q˜q { 1q˜ − d−12 ( 12 − 1r˜ )}
d−1
2
(
1
2 − 1r˜
)
< 1q˜
d−1
2
(
1
2 − 1r
)
< 1q
q
q˜
{
1
q − d−12
(
1
2 − 1r
)} ×
d−1
2
(
1
2 − 1r˜
) ≥ 1q˜
d−1
2
(
1
2 − 1r
)
< 1q
1
q˜
d−1
2
{
q˜
(
1
2 − 1r˜
)− q ( 12 − 1r )} 1q d−12 {q ( 12 − 1r )− q˜ ( 12 − 1r˜ )}
d−1
2
(
1
2 − 1r˜
)
< 1q˜
Table 1. The value of δ. (× means that the case does not occur.)
Roughly speaking, the Strichartz estimates of the damped wave equation is a
combination of those of heat and wave. Indeed, the assumption of the exponents
(q, r) and (q˜, r˜) comes from the low frequency part of the solution map D(t), which
behaves like the heat equation. On the other hand, the derivative losses γ and
γ˜ come from the high frequency part, which behaves like the wave equation with
exponential time decay. See the previous work [6] for more detail.
It is worth remarking that we showed the homogeneous Strichartz estimate holds
in the wave endpoint case, i.e., (q, r) = (2, 2(d− 1)/(d− 3))) when d ≥ 4. Its proof
is based on the fact that the high frequency part of the homogeneous term can be
reduced to the wave solution map by the Mikhlin–Ho¨rmander multiplier theorem
and the endpoint estimate of the wave solution is obtained by Keel–Tao [7]. On
the other hand, we remove the wave endpoint case in the inhomogeneous Strichartz
estimates (see Proposition 1.2). We can not use the Mihlin–Ho¨rmander multiplier
theorem to show the inhomogeneous Strichartz estimates since it has a time integral.
That is why the wave endpoint inhomogeneous Strichartz estimates has not been
known.
In the present paper, we prove the wave endpoint inhomogeneous Strichartz esti-
mates and we apply it to a nonlinear problem, especially unconditional uniqueness
for the energy critical nonlinear damped wave equation.
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1.2. Main results. First, we give the endpoint Strichartz estimate.
Theorem 1.3 (Endpoint Strichartz estimate). Let d ≥ 4. Then, we have∥∥∥∥∫ t
0
D(t− s)F (s)ds
∥∥∥∥
L2t (I:L
2(d−1)
d−3
x (Rd))
.
∥∥∥〈∇〉 2d−1 F∥∥∥
L2t (I:L
2(d−1)
d+1
x (Rd))
,(1.2) ∥∥∥∥∫ t
0
∂tD(t− s)F (s)ds
∥∥∥∥
L2t (I:L
2(d−1)
d−3
x (Rd))
.
∥∥∥〈∇〉 d+1d−1 F∥∥∥
L2t (I:L
2(d−1)
d+1
x (Rd))
.
The low frequency part of the inhomogeneous term can be treated easily since
it behaves like the heat equation. We need to treat the high frequency part more
carefully, which corresponds to the wave equation with exponential decay term
related to time. We apply the argument of Keel–Tao [7] to the high frequency part.
We need a small modification, since we estimate
∫ t
0 e
−(t−s)/2ei(t−s)|∇|F (s)ds. Due
to its exponential decay, we get the bilinear Strichartz estimate for all q, r ≥ 2.
That is why we give a sketch of the proof for the reader’s convenience.
Remark 1.1. We can easily show the following wave endpoint Strichartz estimates
with additional derivative loss.∥∥∥∥∫ t
0
D(t− s)F (s)ds
∥∥∥∥
L2t(I:L
2(d−1)
d−3
x (Rd))
.
∥∥∥〈∇〉 2d−1+ε F∥∥∥
L2t(I:L
2(d−1)
d+1
x (Rd))
,
for any ε > 0. Indeed, modify the proof of Lemma 2.6 in [6] as (1+|t−s|N)−d−12 (1− 2r )+ε
instead of (1 + |t− s|N)− d−12 (1− 2r ). One of our contribution in this paper is taking
ε = 0.
Combining Theorem 1.3 and the argument to prove Proposition 1.2, we obtain
the following general Strichartz estimates containing the wave endpoint case.
Proposition 1.4. Let d ≥ 2, 2 ≤ r, r˜ < ∞, and 2 ≤ q, q˜ ≤ ∞. We set γ :=
max{d(1/2− 1/r)− 1/q, d+12 (1/2− 1/r)} and γ˜ in the same manner. Assume that
(q, r) and (q˜, r˜) satisfies
d
2
(
1
2
− 1
r
)
+
d
2
(
1
2
− 1
r˜
)
>
1
q
+
1
q˜
,
d
2
(
1
2
− 1
r
)
+
d
2
(
1
2
− 1
r˜
)
=
1
q
+
1
q˜
and 1 < q˜′ < q <∞,
or
(q, r) = (q˜, r˜) = (∞, 2).
(We may take (q, r) = (2, 2(d − 1)/(d − 3)) or (q˜, r˜) = (2, 2(d − 1)/(d − 3)) when
d ≥ 4. ) Then, we have∥∥∥∥∫ t
0
D(t− s)F (s)ds
∥∥∥∥
Lqt (I:L
r
x(R
d))
.
∥∥∥〈∇〉γ+γ˜+δ−1 F∥∥∥
Lq˜
′
t (I:L
r˜′
x (R
d))
,∥∥∥∥∫ t
0
∂tD(t− s)F (s)ds
∥∥∥∥
Lqt (I:L
r
x(R
d))
.
∥∥∥〈∇〉γ+γ˜+δ F∥∥∥
Lq˜
′
t (I:L
r˜′
x (R
d))
,
where δ = 0 when 1q˜ (1/2 − 1/r) = 1q (1/2 − 1/r˜) and in the other cases δ ≥ 0 is
defined in the table 1 above.
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We also get the following Besov type estimate from Proposition 1.1 and 1.4 by
the Littlewood–Paley decomposition. These Besov type Strichartz estimates are
useful to analyze nonlinear problems.
Proposition 1.5 (Besov type homogeneous Strichartz estimates). Let s ∈ R. As-
sume that (q, r) satisfies the assumptions in Proposition 1.1. Let γ be as in Proposi-
tion 1.1. Then we have the following Besov type homogeneous Strichartz estimates.
‖D(t)f‖Lq(I:Bsr,2(Rd)) .
∥∥∥〈∇〉γ−1 f∥∥∥
Bs2,2
,
‖∂tD(t)f‖Lqt (I:Bsr,2(Rd)) . ‖〈∇〉
γ
f‖Bs2,2 ,∥∥∂2tD(t)f∥∥Lqt (I:Bsr,2(Rd)) . ∥∥∥〈∇〉γ+1 f∥∥∥Bs2,2 ,
where I ⊂ R is a time interval.
Proposition 1.6 (Besov type inhomogeneous Strichartz estimates). Let s ∈ R.
Assume that (q, r) and (q˜, r˜) satisfy the assumptions in Proposition 1.4. Let γ and
γ˜ be as in Proposition 1.4 and δ be defined in Table 1. Then we have the following
Besov type inhomogeneous Strichartz estimates.∥∥∥∥∫ t
0
D(t− s)F (s)ds
∥∥∥∥
Lq(I:Bsr,2(R
d))
.
∥∥∥〈∇〉γ+γ˜+δ−1 F∥∥∥
Lq˜′ (I:Bs
r˜′,2
(Rd))
,∥∥∥∥∫ t
0
∂tD(t− s)F (s)ds
∥∥∥∥
Lq(I:Bsr,2(R
d))
.
∥∥∥〈∇〉γ+γ˜+δ F∥∥∥
Lq˜′ (I:Bs
r˜′,2
(Rd))
,
where I ⊂ R is a time interval.
Remark 1.2. In fact, we can take r =∞ in the Besov type inequality.
In the present paper, we also discuss the application of the endpoint Strichartz
estimates to a nonlinear problem. We consider the following energy critical nonlin-
ear damped wave equation.{
∂2t u−∆u+ ∂tu = |u|
4
d−2u, (t, x) ∈ [0, T )× Rd,
(u(0), ∂tu(0)) = (u0, u1), x ∈ Rd,(NLDW)
where d ≥ 3, (u0, u1) is given, and u is an unknown complex valued function. In
the previous paper [6] (see also [16]), we show the local well-posedness of (NLDW)
when 3 ≤ d ≤ 5 and we give the propositions of the behavior of the solutions for
d ≥ 3. In this paper, we will show the local well-posedness of (NLDW) when d ≥ 6.
In these local well-posedness, we needed auxiliary function spaces to prove the
uniqueness. We will show the unconditional uniqueness of the solution to (NLDW)
in the energy space H1(Rd) × L2(Rd) when d ≥ 4. Namely, we will remove those
auxiliary spaces by applying the endpoint Strichartz estimates. We give the precise
definition of the solution to (NLDW).
Definition 1.1 (solution). We say that u is a solution to (NLDW) on a time
interval I with 0 ∈ I if u satisfies (u, ∂tu) ∈ C(I : H1(Rd) × L2(Rd)) and the
Duhamel formula
u(t, x) = D(t)(u0 + u1) + ∂tD(t)u0 +
∫ t
0
D(t− s)(|u(s)| 4d−2u(s))ds
in the sense of tempered distributions for every t ∈ I.
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Remark 1.3. We emphasize that the solutions may not belong to the Strichartz
spaces. This definition is different from Definition 1.1 in [6].
First, we show the local well-posedness when d ≥ 6, which was not treated in
[6].
Theorem 1.7 (L.W.P when d ≥ 6). Let d ≥ 6 and T ∈ (0,∞]. Let (u0, u1) ∈
H1(Rd) × L2(Rd) satisfy ‖(u0, u1)‖H1×L2 ≤ A. Then, there exists δ = δ(A) > 0
such that if
‖D(t)(u0 + u1) + ∂tD(t)u0‖
L
2(d+1)
d−2
t,x ([0,T ))
≤ δ,
then there exists a solution u to (NLDW) with ‖u‖
L
2(d+1)/(d−2)
t,x
([0, T )) ≤ 2δ. More-
over, we have the standard blow-up criterion, that is, if the maximal existence time
T+ = T+(u0, u1) is finite, then the solution satisfies ‖u‖L2(d+1)/(d−2)([0,T+)) =∞.
The local well-posedness can be proved more easily. See e.g. [5]. The argument is
based on the perturbation argument of wave or Klein-Gordon equations. However,
their method only works for the local problem. On the other hand, our method
based on the Strichartz estimates for the damped wave equation can treat the
global property. It is worth emphasizing that Theorem 1.7 implies small data
global existence, which is one of our important contribution. This also implies the
decay of small solutions (see [6, Theorem 1.4]) Moreover, we can show long time
perturbation by the similar argument to the proof of Theorem 1.7.
We give the unconditional uniqueness of the solution to (NLDW) in the energy
space H1(Rd)× L2(Rd) for d ≥ 4.
Theorem 1.8 (unconditional uniqueness). Let d ≥ 4. Let u, v be solutions (in
the sense of Definition 1.1) to (NLDW) with the initial data (u0, u1), (v0, v1) ∈
H1(Rd)× L2(Rd), respectively. If (u0, u1) = (v0, v1), then we have u = v.
Remark 1.4. The unconditional uniqueness is a local problem. However, it seems
to be difficult to apply the result for the corresponding energy critical nonlinear
wave equation to our unconditional uniqueness problem since we need to treat the
inhomogeneous Sobolev space. If we have the result for the energy critical nonlinear
Klein-Gordon equation, we can solve our problem as a perturbation of it. However,
the authors could not find the result for the Klein-Gordon equation. Our method
in this paper may be applicable to the Klein-Gordon equation.
Remark 1.5. The unconditional uniqueness when d = 3 remains open since its
endpoint homogeneous Strichartz estimate does not hold. See Appendix D.
For the corresponding energy critical nonlinear wave equation, the local well-
posedness when d ≥ 6 and the unconditional uniqueness when d ≥ 4 was obtained
by Bulut et.al. [2]. The proof of the local well-posedness when d ≥ 6 depends on
exotic Strichartz estimates and the proof of the unconditional uniqueness relies on
paraproduct estimates for the homogeneous Besov spaces. Though our argument is
based on their argument, the homogeneous Besov spaces do not match the damped
wave equation. We need the inhomogeneous Sobolev and Besov spaces and thus,
in particular, we need to show paraproduct estimates for the inhomogeneous Besov
spaces.
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Notation. For the exponent p, we denote the Ho¨lder conjugate of p by p′. The
bracket 〈·〉 is Japanese bracket, i.e., 〈a〉 := (1 + |a|2)1/2.
We use A . B to denote the estimate A ≤ CB with some constant C > 0. The
notation A ∼ B stands for A . B and B . A.
For a function f : Rn → C, we define the Fourier transform and the inverse
Fourier transform by
F [f ](ξ) = fˆ(ξ) = (2π)−n/2
∫
Rd
e−ixξf(x)dx,
F−1[f ](x) = (2π)−n/2
∫
Rd
eixξf(ξ)dξ.
For a measurable function m = m(ξ), we denote the Fourier multiplier m(∇) by
m(∇)f(x) = F−1
[
m(ξ)fˆ(ξ)
]
(x).
For s ∈ R and 1 ≤ p ≤ ∞, we denote the usual Sobolev space by
W s,p(Rd) :=
{
f ∈ S ′(Rd) : ‖f‖W s,p = ‖〈∇〉sf‖Lp <∞
}
.
We write Hs(Rd) := W s,2(Rd) for simplicity. Let W˙ s,p(Rd) and H˙s(Rd) denote the
corresponding homogeneous Sobolev spaces.
For a time interval I and F : I × Rd → C, we set
‖F‖Lq(I:Lr(Rd)) :=
(∫
I
‖F (t, ·)‖qLr(Rd) dt
)1/q
and Lqt,x(I) := L
q(I : Lq(Rd)). We sometimes use Lps and L
p
t to uncover time
variables s and t.
We define the Littlewood–Paley decomposition as follows. Let χ be a radial
nonnegative C∞-function supported in {ξ ∈ Rd : |ξ| ≤ 2524} with χ(ξ) = 1 on the
unit ball {ξ ∈ Rd : |ξ| ≤ 1}. For a > 0, we define
χ≤a(ξ) := χ
(
ξ
a
)
and χ>a(ξ) := 1− χ≤a(ξ).
For each integer j ∈ Z, we set
∆̂≤jf(ξ) := χ≤2j (ξ)f̂ (ξ),
∆̂>jf(ξ) := χ>2j (ξ)f̂ (ξ),
∆̂jf(ξ) = χ2j (ξ)f̂ (ξ) :=
(
χ≤2j (ξ) − χ≤2j−1(ξ)
)
f̂(ξ).
We also define
∆̂<jf(ξ) := χ≤2j−1 f̂(ξ),
∆̂≥jf(ξ) := χ>2j−1(ξ)f̂(ξ),
∆̂j<·≤lf(ξ) := ∆̂≤lf(ξ)− ∆̂≤jf(ξ) =
(
χ≤2l(ξ)− χ≤2j (ξ)
)
f̂(ξ)
for j < l. Moreover we assume that {χj}j∈Z give a dyadic partition of unity as
follows.
∆≤0 +
∞∑
j=1
∆j = Id on S
′ and
∑
j∈Z
∆j = Id on S
′.
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We also set ∆˜j = ∆j−1 + ∆j + ∆j+1 and correspondingly, χ˜2j (ξ) = χ2j−1(ξ) +
χ2j (ξ) + χ2j+1(ξ).
For 1 ≤ p, q ≤ ∞ and s ∈ R, we define inhomogeneous Besov norm by
‖f‖Bsp,q := ‖∆≤0f‖Lp +
∥∥{2js‖∆jf‖Lp}∞j=1∥∥lq
and inhomogeneous Besov space by
Bsp,q(R
d) := {f ∈ S ′ : ‖f‖Bsp,q <∞}.
We denote the homogeneous space of a space-time function space X by X˙ , that is,
we replace the inhomogeneous Sobolev space or the inhomogeneous Besov spaces
by their homogeneous spaces and we do not change the Lebesgue space.
This paper is structured as follows. Section 2 is devoted to show the endpoint
Strichartz estimates. Especially, the L∞-L1 estimate is proven in Section 2.1 and
the bilinear estimates and the endpoint Strichartz estimate are given in Section
2.2. In Section 3, we prove the local well-posedness of (NLDW) when d ≥ 6. In
Section 4, we show the unconditional uniqueness of (NLDW). In Appendix, we
collect some lemmas and we give the proof of the Besov type Strichartz estimates.
In Appendix D, we show the endpoint homogeneou Strichartz estimate does not
hold when d = 3.
2. Endpoint Strichartz estimate
We have the following lemma for the low frequency part.
Lemma 2.1 ([6, Lemma 2.3]). Let 1 ≤ r˜′ ≤ r ≤ ∞ and 1 ≤ q, q˜ ≤ ∞. Assume
that they satisfy
d
2
(
1
2
− 1
r
)
+
d
2
(
1
2
− 1
r˜
)
>
1
q
+
1
q˜
,
or
d
2
(
1
2
− 1
r
)
+
d
2
(
1
2
− 1
r˜
)
=
1
q
+
1
q˜
and 1 < q˜′ < q <∞.
Then it holds that∥∥∥∥∫ t
0
D(t− s)P≤1F (s)ds
∥∥∥∥
Lq(I:Lr(Rd))
. ‖F‖Lq˜′ (I:Lr˜′ (Rd)) ,∥∥∥∥∫ t
0
∂tD(t− s)P≤1F (s)ds
∥∥∥∥
Lq(I:Lr(Rd))
. ‖F‖Lq˜′ (I:Lr˜′ (Rd)) ,
where I ⊂ [0,∞) is a time interval such that 0 ∈ I and the implicit constant is
independent of I.
Therefore, the endpoint case holds for the low frequency part. It is enough to
consider the high frequency part. We apply the method of Keel and Tao [7] to prove
the endpoint Strichartz estimate for the high frequency part. In this section we use
N ∈ 2Z to denote the dyadic numbers for spatial variables in order to distinguish
dyadic numbers for time variable, which are denoted by 2l, and them. We set
PN = ∆j for N = 2
j. P>N , P≤N etc. are defined in the same way.
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2.1. Stationary phase method. First, we give an L∞-L1 estimate for the high
frequency part of the linear solution.
Lemma 2.2. The following estimate is valid for t > 0.∥∥∥eit√−∆−1/4P>1PNf∥∥∥
L∞
. (1 + tN)−
d−1
2 Nd ‖PNf‖L1 .(2.1)
Proof. The proof is very similar to the L∞-L1 estimate for the wave equation. See
e.g. [9, Lemma 2.1]. However, we give a proof for the reader’s convenience. We
only treat the case of N ≥ 1 since PNP>1 = 0 when N ≤ 1/2. Since PN P˜N = 1, it
follows that
eit
√
−∆−1/4P>1PNf = {eit
√
|·|2−1/4χ>1χ˜N}∨ ∗ (PNf).
It is enough to show∣∣∣∣∫
Rd
eix·ξeit
√
|ξ|2−1/4χ>1(ξ)χ˜N (ξ)dξ
∣∣∣∣ . (1 + tN)−d−12 Nd
by the Young inequality. We set
I :=
∫
Rd
eix·ξeit
√
|ξ|2−1/4χ>1(ξ)χ˜N (ξ)dξ
= Nd
∫
Sd−1
∫ ∞
0
eit
√
(Nr)2−1/4+iNxrωχ>1(Nr)χ˜1(r)r
d−1drdσ(ω)(2.2)
= Nd
∫ ∞
0
eit
√
(Nr)2−1/4σˇ(Nrx)χ>1(Nr)χ˜1(r)r
d−1dr,(2.3)
where σˇ(x) = (2π)−
d
2
∫
Sd−1
ei|x|ωddσ(ω).
Case 1. First, we assume “d = 1” or “d ≥ 2 and t . N−1”. By (2.2), we have
|I| ≤ Nd
When “d = 1” or “d ≥ 2 and |t| ≤ N−1”, we have (1 + tN)− d−12 & 1. Thus, we
obtain the desired estimate.
Case 2. We assume that d ≥ 2 and t≫ N−1.
Case 2-1. We consider the case of |x| & t. Since |σˇ(x)| . 〈x〉−d−12 (see [9,
Lemma 2.2]), it follows from (2.3), |x| & t, χ>1 ≤ 1, and t≫ N−1 that
|I| . Nd
∫ ∞
0
〈Nr|x|〉− d−12 χ>1(Nr)χ˜1(r)rd−1dr
. N
d+1
2 |x|− d−12
∫ ∞
0
χ>1(Nr)χ˜1(r)r
d−1dr
. N
d+1
2 t−
d−1
2
. (1 + tN)−
d−1
2 Nd.
Case 2-2. We consider |x| ≪ t. We use the formula in (2.2). Let φ(r) :=
t
√
(Nr)2 − 1/4 + Nxrω. Then, we have φ′(r) = tN2r/√(Nr)2 − 1/4 + Nxω and
thus |φ′(r)| & Nt since t ≫ |x|. When N ≥ 22, by χ>1(Nr)χ˜1(r) = χ˜1(r),
eiφ(r) = (iφ′(r))−1∂re
iφ(r) and the integration by parts k times, we get
|I| . Nd(Nt)−k . N d+12 t− d−12 ,
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where we take k = (d−1)/2 if d is odd and k = d/2 if d is even and we use t≫ N−1.
When N = 1, 2, by the integration by parts k times, in the same way as above, we
obtain
|I| ≤ CN t−
d−1
2 ≤ max
N=1,2
{CN}t−
d−1
2 .
Therefore, for N ≥ 1, we get
|I| . N d+12 t−d−12 . (1 + tN)− d−12 Nd
since t≫ N−1. This completes the proof. 
Combining (2.1) and∥∥∥eit√−∆−1/4P>1PNf∥∥∥
L2
= ‖PNf‖L2 ,
we get the following Lr-Lr
′
estimate by the interpolation.
Corollary 2.3. Let 2 ≤ r ≤ ∞. We have∥∥∥eit√−∆−1/4P>1PNf∥∥∥
Lr
. (1 + tN)−
(d−1)(r−2)
2r N
d(r−2)
r ‖PNf‖Lr′ ,
for t > 0.
2.2. Bilinear estimate and the proof of the endpoint Strichartz estimates.
We estimate the space-time norm of the inhomogeneous term:
J :=
∥∥∥∥∫ ∞
0
e−
t−s
2 ei(t−s)
√
−∆−1/4P>1PNF (s)ds
∥∥∥∥
Lq(I:Lr(Rd))
.
If N ≤ 1/2, J = 0 since P>1PN = 0. Thus, we only consider the case of N ≥ 1.
Here, we only treat the case of N ≥ 2. It follows from the duality that
J =
∥∥∥∥∫ ∞
0
e−
t−s
2 ei(t−s)
√
−∆−1/4P>1P˜NPNF (s)ds
∥∥∥∥
Lq(I:Lr(Rd))
= sup
‖G‖
L
q′
t L
r′
x
=1
∣∣∣∣∫ ∞
0
∫
Rd
∫ τ
0
e−
τ−s
2 ei(τ−s)
√
−∆−1/4P>1P˜NPNF (s, x)G(τ, x)dsdxdτ
∣∣∣∣
= sup
‖G‖
L
q′
t L
r′
x
=1
|T (F,G)|,
where we set
T (F,G) :=
∫ ∞
0
∫ τ
0
e−
τ−s
2
〈
e−is
√
−∆−1/4PNF (s), e
−iτ
√
−∆−1/4P>1P˜NG(τ)
〉
L2x
dsdτ.
Set W(t) := eit
√
−∆−1/4P>1 for simplicity. Since we have PN = P>1PN from
N ≥ 2, it follows that
T (F,G) =
∫ ∞
0
∫ τ
0
e−
τ−s
2
〈
W∗(s)PNF (s),W∗(τ)P˜NG(τ)
〉
L2x
dsdτ,
where W∗ denotes the conjugate of W . We set
I(τ, s) := e−
τ−s
2
〈
W∗(s)PNF (s),W∗(τ)P˜NG(τ)
〉
L2x
,
for τ ≥ s.
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Lemma 2.4. For r ∈ [2,∞], we have
|I(τ, s)| . e− τ−s2 {1 + (τ − s)N}− (d−1)(r−2)2r N d(r−2)r ‖PNF (s)‖Lr′
∥∥∥P˜NG(τ)∥∥∥
Lr′
,
for τ ≥ s.
Proof. By the Ho¨lder inequality and Corollary 2.3, we have
|I(τ, s)| . e− τ−s2 ‖W(τ − s)PNF (s)‖Lr
∥∥∥P˜NG(τ)∥∥∥
Lr′
. e−
τ−s
2 {1 + (τ − s)N}− (d−1)(r−2)2r N d(r−2)r ‖PNF (s)‖Lr′
∥∥∥P˜NG(τ)∥∥∥
Lr′
,
for τ ≥ s. 
From this, we get the following bilinear estimate for non-endpoint admissible
pairs.
Lemma 2.5. Let q ∈ [2,∞], r ∈ [2,∞], and (q, r) 6= (2, 2(d− 1)/(d− 3)). We have
|T (F,G)| . N2γ ‖PNF‖Lq′ (I:Lr′(Rd))
∥∥∥P˜NG∥∥∥
Lq′ (I:Lr′(Rd))
Proof. From Lemma 2.4 and the Ho¨lder inequality for τ , we obtain
|T (F,G)|
≤
∫ ∞
0
∫ τ
0
|I(τ, s)|dsdτ
.
∫ ∞
0
∫ τ
0
e−
τ−s
2 {1 + (τ − s)N}− (d−1)(r−2)2r N d(r−2)r ‖PNF (s)‖Lr′
∥∥∥P˜NG(τ)∥∥∥
Lr′
dsdτ
. N
d(r−2)
r
∥∥∥∥∫ τ
0
e−
τ−s
2 {1 + (τ − s)N}− (d−1)(r−2)2r ‖PNF (s)‖Lr′ ds
∥∥∥∥
Lq
∥∥∥P˜NG∥∥∥
Lq′Lr′
. N2γ ‖PNF‖Lq′t Lr′x
∥∥∥P˜NG∥∥∥
Lq
′
t L
r′
x
,
where we used the Young inequality or the Hardy–Littlewood–Sobolev inequality
in the last. See [6, Lemma 2.6] for the detail. 
For l ∈ Z, we set
Tl(F,G) :=
∫ ∞
0
∫
[0,τ ]∩[τ−2l+1,τ−2l]
I(τ, s)dsdτ.
Then, we have ∑
l∈Z
Tl(F,G) = T (F,G).
For simplicity, we set Kl = Kl(τ) := [0, τ ] ∩ [τ − 2l+1, τ − 2l]. Let d ≥ 4 and
(q∗, r∗) = (2, 2(d− 1)/(d− 3)).
Lemma 2.6. Let 2 ≤ a, b ≤ ∞ and β(a, b) := −1+ d−12 (1− 1a − 1b ). For (1/a, 1/b)
near (1/r∗, 1/r∗), the following is valid.
|Tl(F,G)| . 2−lβ(a,b)Nγ(a)+γ(b) ‖PNF‖L2tLa′x
∥∥∥P˜NG∥∥∥
L2tL
b′
x
,
where γ(a) = d(1/2− 1/a)− 1/q(a) and 1/q(a) = d−12 (1/2− 1/a).
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Proof. By the interpolation, it is enough to show the inequality in the the following
cases.
(1) a = b =∞.
(2) 2 ≤ a < r∗ and b = 2.
(3) 2 ≤ b < r∗ and a = 2.
(1). By Lemma 2.4 as r = ∞, τ − s ≈ 2l in Kl and the Cauchy–Schwarz
inequality, we get
|Tl(F,G)| ≤
∫ ∞
0
∫
Kl
|I(τ, s)|dsdτ
.
∫ ∞
0
∫
Kl
{(τ − s)N}−d−12 Nd ‖PNF (s)‖L1
∥∥∥P˜NG(τ)∥∥∥
L1
dsdτ
. 2−
d−1
2 lN
d+1
2
∫ ∞
0
∫
Kl
‖PNF (s)‖L1 ds
∥∥∥P˜NG(τ)∥∥∥
L1
dτ
. 2−
d−1
2 lN2γ(∞) ‖H‖L2
∥∥∥P˜NG∥∥∥
L2tL
1
x
,
where we set
H(τ) :=
∫
Kl(τ)
‖PNF (s)‖L1 ds.
Here, we have
‖H‖2L2 =
∫ ∞
0
(∫
Kl(τ)
‖PNF (s)‖L1 ds
)2
dτ
. 2l
∫ ∞
0
∫
Kl(τ)
‖PNF (s)‖2L1 dsdτ
= 2l
∫ ∞
0
∫
[s,∞]∩[s+2l,s+2l+1]
dτ ‖PNF (s)‖2L1 ds
. 22l ‖PNF (s)‖2L2tL1x .
Therefore, we obtain
|Tl(F,G)| . 2(−
d−1
2 +1)lN2γ(∞) ‖PNF (s)‖L2tL1x
∥∥∥P˜NG∥∥∥
L2tL
1
x
.
(2). We have
|Tl(F,G)|
=
∣∣∣∣∫ ∞
0
∫ ∞
0
1[τ−2l+1,τ−2l](s)I(τ, s)dsdτ
∣∣∣∣
=
∣∣∣∣∫ ∞
0
∫ ∞
0
e−
τ−s
2
〈
W∗(s)1[τ−2l+1,τ−2l](s)PNF (s),W∗(τ)P˜NG(τ)
〉
L2x
dsdτ
∣∣∣∣
≤
∣∣∣∣∣
∫ ∞
0
〈∫ ∞
0
e−
τ−s
2 W∗(s)1[τ−2l+1,τ−2l](s)PNF (s)ds,W∗(τ)P˜NG(τ)
〉
L2x
dτ
∣∣∣∣∣
≤
∫ ∞
0
∥∥∥∥∫ ∞
0
e−
τ−s
2 W∗(s)1[τ−2l+1,τ−2l](s)PNF (s)ds
∥∥∥∥
L2
∥∥∥P˜NG(τ)∥∥∥
L2x
dτ,
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where we use the Cauchy–Schwarz inequality in the last inequality. Here, by the
Strichartz estimates for non-endpoint admissible pair, we get∥∥∥∥∫ ∞
0
e−
τ−s
2 W∗(s)1[τ−2l+1,τ−2l](s)PNF (s)ds
∥∥∥∥
L2
(2.4)
. Nγ(a)
∥∥
1[τ−2l+1,τ−2l]PNF
∥∥
L
q(a)′
s La
′
x
,
where (q(a), a) is the non-endpoint admissible pair and γ(a) := d(1/2−1/a)−1/q(a)
(see [6, Lemma 2.7]). Thus, by the Cauchy–Schwarz inequality, we get
|Tl(F,G)| . Nγ(a)
∫ ∞
0
∥∥
1[τ−2l+1,τ−2l]PNF
∥∥
L
q(a)′
s La
′
x
∥∥∥P˜NG(τ)∥∥∥
L2x
dτ
. Nγ(a)
(∫ ∞
0
∥∥
1[τ−2l+1,τ−2l]PNF
∥∥2
L
q(a)′
s La
′
x
dτ
)1/2 ∥∥∥P˜NG∥∥∥
L2tL
2
x
Let α satisfy 1/2 + 1/α = 1/q(a)′. Then, by the Ho¨lder inequality, we obtain(∫ ∞
0
∥∥
1[τ−2l+1,τ−2l]PNF
∥∥2
L
q(a)′
t L
a′
x
dτ
)1/2
≤
(∫ ∞
0
∥∥
1[τ−2l+1,τ−2l]
∥∥2
Lαs
∥∥
1[τ−2l+1,τ−2l]PNF
∥∥2
L2sL
a′
x
dτ
)1/2
≈ 2 1α l
(∫ ∞
0
∫ ∞
0
1[τ−2l+1,τ−2l](s) ‖PNF (s)‖2La′x dsdτ
)1/2
= 2
1
α l
{∫ ∞
0
(∫
[s+2l,s+2l+1]
dτ
)
‖PNF (s)‖2La′x ds
}1/2
. 2(
1
α+
1
2 )l ‖PNF‖L2tLa′x
= 2−lβ(a,2) ‖PNF‖L2tLa′x .
Hence, we get
|Tl(F,G)| . Nγ(a)+γ(2)2−lβ(a,2) ‖PNF‖L2tLa′x
∥∥∥P˜NG∥∥∥
L2tL
2
x
.
(3). By the symmetry, we get the statement in the same way as (2). 
By Lemma 2.6 and the interpolation lemma (see [1, p.76, Exercises 5. (b)] or
Lemma 6.1 in [7]), we obtain the bilinear estimate in the endpoint case (q∗, r∗) =
(2, 2(d− 1)/(d− 3)):
|T (F,G)| . N2γ ‖PNF‖L(q∗)′ (I:L(r∗)′ (Rd))
∥∥∥P˜NG∥∥∥
L(q∗)′ (I:L(r∗)′ (Rd))
forN ≥ 2. This part is completely the same as those of Keel–Tao [7] andMachihara–
Nakanishi–Ozawa [10], and hence, we omit the details. When N = 1, the above
estimate is true by the estimates in Lemma 2.5 and Remark 1.1. Combining these
estimates with the Littlewood–Paley decomposition, and by Lemma 2.5, we sum-
marize the Strichartz estimates for high frequency part:
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Lemma 2.7. Let d ≥ 2. Let 2 ≤ r <∞ and 2 ≤ q ≤ ∞. We set γ := max{d(1/2−
1/r)− 1/q, d+12 (1/2− 1/r)}. Then, we have∥∥∥∥∫ t
0
D(t − s)P>1F (s)ds
∥∥∥∥
Lq(I;Lr(Rd))
.
∥∥〈∇〉2γ−1F∥∥
Lq′ (I;Lr′(Rd))
,∥∥∥∥∫ t
0
∂tD(t − s)P>1F (s)ds
∥∥∥∥
Lq(I;Lr(Rd))
.
∥∥〈∇〉2γF∥∥
Lq′ (I;Lr′(Rd))
.
This lemma and Lemma 2.1 immediately imply Theorem 1.3. Furthermore,
applying a duality argument and the Bernstein inequality as in [6, Lemmas 2.7–
2.10], we obtain Proposition 1.4.
We can also get the Besov type Strichartz estimates. See Appendix A for the
proof of Besov type Strichartz estimates, Propositions 1.5 and 1.6.
3. Local well-posedness when d ≥ 6
We give the local well-posedness when d ≥ 6 by using the exotic Strichartz
estimates.
3.1. Function spaces. For d ≥ 6, we define the function spaces as follows.
‖u‖S(I) := ‖u‖
L
2(d+1)
d−2
t,x (I)
,
‖u‖X(I) := ‖u‖
L
d2+d
d+2
t W
2
d
,
2(d+1)
d−1
x (I)
,
‖u‖X′(I) := ‖u‖
L
d2+d
3d+2
t W
2
d
,
2(d+1)
d+3
x (I)
,
‖u‖Y (I) := ‖u‖
L
2d3−7d2−9d
d3−6d2+7d−2
t W
d2−4d2
2d2−9d
, 4d
3
−14d2−18d
2d3−11d2+11d−8
x (I)
,
‖u‖W (I) := ‖u‖
L
2(d+1)
d−1
t B
1
2
2(d+1)
d−1
,2
(I)
,
‖u‖W ′(I) := ‖u‖
L
2(d+1)
d+3
t B
1
2
2(d+1)
d+3
,2
(I)
,
‖u‖S1(I) := max
‖u‖L 2d3−7d2−9dd3−6d2+7d−2t B d2−4d−22d2−9d4d3−14d2−18d
2d3−11d2+11d−8
,2
, ‖u‖
L
d2+d
d+2
t B
d2−2d−2
d2−d
2d3−2d
d3−5d−8
,2
, ‖u‖W (I)
 .
We remark that the norms in the definition of S1(I) have the form LqtB
1−γ(r)
r,2
whose (q, r) satisfies 1/q = d−12 (1/2− 1/r) and γ(r) = d+12 (1/2− 1/r), i.e., (q, r) is
a wave admissible pair.
Since we have Bsp,2 →֒ F sp,2 ≈W s,p if p ≥ 2, we get
‖u‖Y (I) . ‖u‖S1(I) .
Moreover, by the Sobolev embedding and the embedding Bsp,2 →֒ W s,p for p ≥ 2,
we get
‖u‖X(I) . ‖u‖
L
d2+d
d+2
t W
d2−2d−2
d2−d
, 2d
3
−2d
d3−5d−8
. ‖u‖S1(I) .
We have the following interpolation.
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Lemma 3.1. Let d ≥ 6 and I ⊂ R be any time interval. Then, we have the
following.
(1). Let θ1 =
2d+4
d2−2d .
‖u‖X(I) . ‖u‖θ1S(I) ‖u‖1−θ1
L∞t W
2d−4
d2−4d−4
, 2d
2
−8d−8
d2−6d+8
x
. ‖u‖θ1S(I) ‖u‖1−θ1L∞t H1x .
(2). Let θ2 =
d
d2−3d−4 .
‖u‖S(I) . ‖u‖θ2X(I) ‖u‖1−θ2
L
2(d+1)
d−1
t W
1
2
,
2(d+1)
d−1
x
. ‖u‖θ2X(I) ‖u‖1−θ2W (I) .
(3). Let θ3 =
1
2(d−4) .
‖u‖
L
2(d+1)
d−2
t W
1
2
,
2d(d+1)
d2−d+1
x
. ‖u‖θ3X(I) ‖u‖1−θ3Y (I) . ‖u‖θ3X(I) ‖u‖1−θ3S1 .
Proof. The statement for the homogeneous spaces are obtained by [2, Lemma 2.10].
The desired statement can be obtained in the same way as for the homogeneous
spaces. 
3.2. Nonlinear estimates. We collect some nonlinear estimates.
Lemma 3.2 (Estimates for difference). Let 1/p = 1/p1 + 1/p2 = 1/p3 + 1/p4,
1 < pi < ∞ for i = 1, 2, 3, 4. Assume that a function F ∈ C1,α(R : R) for some
0 < α < 1 and that F ′(0) = 0. Then, we have
‖F (u)− F (v)‖
B
1
2
p,2
. ‖u− v‖
B
1
2
p1,2
‖|u|α‖Lp2 + ‖|u− v|α‖Lp3 ‖v‖
B
1
2
p4,2
.
Proof. We have
‖F (u)− F (v)‖
B
1
2
p,2
≈ ‖F (u)− F (v)‖
B˙
1
2
p,2
+ ‖F (u)− F (v)‖Lp .
For the first term, we have the following estimate by [2, Lemma 2.10].
‖F (u)− F (v)‖
B˙
1
2
p,2
. ‖u− v‖
B˙
1
2
p1,2
‖|u|α‖Lp2 + ‖|u− v|α‖Lp3 ‖v‖
B˙
1
2
p4,2
.
For the second term, we have the following from the Ho¨lder inequality and the
mean value theorem.
‖F (u)− F (v)‖Lp . ‖u− v‖Lp1 ‖|u|α‖Lp2 + ‖|u− v|α‖Lp3 ‖v‖Lp4 .
Combining them, we get the desired statement. 
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Lemma 3.3 (Nonlinear estimates). Let F (u) = ±|u| 4d−2u. Then, the following are
true.
‖F (u)‖W ′(I) . ‖u‖
θ2
4
d−2
X(I) ‖u‖
(1−θ2)
4
d−2+1
S1(I) ,
‖F (u)‖X′(I) . ‖u‖
θ2
4
d−2+1
X(I) ‖u‖
(1−θ2)
4
d−2
S1(I) ,∥∥∥〈∇〉 2d F ′(u)∥∥∥
L
d+1
2
t L
d3+d2
2d2+2d+2
x (I)
. ‖u‖
4
d
L
2(d+1)
d−2
t W
1
2
,
2(d2+d)
d2−d+1
‖u‖
8
d(d−2)
S(I) ,
‖F (u)− F (v)‖X′(I) . ‖u− v‖X(I)
(
‖u− v‖
4
d−2
S(I) + ‖v‖
4
d−2
S(I)
)
+ ‖u− v‖X(I)
(
‖u− v‖S(I) + ‖v‖S(I)
) 8
d(d−2)
×
(
‖u− v‖θ3X(I) ‖u− v‖1−θ3S1(I) + ‖v‖θ3X(I) ‖v‖1−θ3Y (I)
) 4
d
,
‖F (u)− F (v)‖W ′(I) . ‖u− v‖W (I)
(
‖u− v‖
4
d−2
S(I) + ‖v‖
4
d−2
S(I)
)
+ ‖u− v‖
4
d−2
S(I) ‖v‖W (I) .
Proof. By the embedding W s,p ≈ F sp,2 →֒ Bsp,2 for p ≤ 2, the fractional chain rule,
the embedding Bsp,2 →֒W s,p for p ≥ 2, and Lemma 3.1 (2), we know
‖F (u)‖W ′(I) . ‖F (u)‖
L
2(d+1)
d+3
t W
1
2
,
2(d+1)
d+3
. ‖u‖
4
d−2
S(I) ‖u‖
L
2(d+1)
d−1
t W
1
2
,
2(d+1)
d−1
. ‖u‖
4
d−2
S(I) ‖u‖W (I)
. ‖u‖θ2
4
d−2
X(I) ‖u‖
(1−θ2)
4
d−2+1
S1(I) .
We have
‖F (u)‖X′(I) . ‖u‖
4
d−2
S(I) ‖u‖X(I)
. ‖u‖θ2
4
d−2+1
X(I) ‖u‖
(1−θ2)
4
d−2
S1(I) ,
where we used the fractional chain rule and Lemma 3.1 (2).
It is known by [2] that∥∥∥|∇| 2dF ′(u)∥∥∥
L
d+1
2
t L
d3+d2
2d2+2d+2
x (I)
. ‖u‖
4
d
L
2(d+1)
d−2
t W
1
2
,
2(d2+d)
d2−d+1
‖u‖
8
d(d−2)
S(I) .
It is enough to show that
‖F ′(u)‖
L
d+1
2
t L
d3+d2
2d2+2d+2
x (I)
. ‖u‖
4
d
L
2(d+1)
d−2
t L
2(d2+d)
d2−d+1
‖u‖
8
d(d−2)
S(I) .
This follows from the Ho¨lder inequality.
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By [2, Lemma 2.11], we have
‖F (u)− F (v)‖X˙′(I) . ‖u− v‖X˙(I)
(
‖u− v‖
4
d−2
S(I) + ‖v‖
4
d−2
S(I)
)
+ ‖u− v‖X˙(I)
(
‖u− v‖S(I) + ‖v‖S(I)
) 8
d(d−2)
×
(
‖u− v‖θ3
X˙(I)
‖u− v‖1−θ3
S˙1(I)
+ ‖v‖θ3
X˙(I)
‖v‖1−θ3
Y˙ (I)
) 4
d
.
We get these Lebesgue-type inequality by the Ho¨lder inequality and thus we get
the desired inequalities combing them.
The last inequality follows from Lemma 3.2. 
3.3. The proof of L.W.P. We prove the local well-posedness when d ≥ 6.
Proof. By Lemma 3.1 (1), we have
‖S(t)(u0, u1)‖X(I) . ‖S(t)(u0, u1)‖θ1S(I) ‖S(t)(u0, u1)‖1−θ1L∞(I:H1)
. ‖S(t)(u0, u1)‖θ1S(I)A1−θ1 ,
where S(t)(u0, u1) = D(t)(u0+u1)+∂tD(t)u0. Let δ := C ‖S(t)(u0, u1)‖θ1S(I)A1−θ1
and set
Φ(u) = Φ[u0, u1](u) := S(t)(u0, u1) +
∫ t
0
D(t− s)(|u(s)| 4d−2u(s))ds.
Take u ∈ {u : ‖u‖X(I) ≤ a, ‖u‖S1(I) ≤ b}. Then, it follows from the Strichartz
estimates and Lemma 3.3 that
‖Φ(u)‖X(I) ≤ δ +
∥∥∥∥∫ t
0
D(t− s)(|u(s)| 4d−2u(s))ds
∥∥∥∥
X(I)
≤ δ + C
∥∥∥|u| 4d−2u∥∥∥
X′(I)
≤ δ + C ‖u‖θ2
4
d−2+1
X(I) ‖u‖
(1−θ2)
4
d−2
S1(I)
≤ δ + Caθ2 4d−2+1b(1−θ2) 4d−2
and
‖Φ(u)‖S1(I) ≤ ‖S(t)(u0, u1)‖S1(I) +
∥∥∥∥∫ t
0
D(t− s)(|u(s)| 4d−2u(s))ds
∥∥∥∥
S1(I)
≤ CA+ C
∥∥∥|u| 4d−2u∥∥∥
W ′(I)
≤ CA+ C ‖u‖θ2
4
d−2
X(I) ‖u‖
(1−θ2)
4
d−2+1
S1(I)
≤ CA+ Caθ2 4d−2 b(1−θ2) 4d−2+1.
Therefore, taking a = 2δ and b = 2CA and choosing sufficiently small δ such that
Caθ2
4
d−2 b(1−θ2)
4
d−2 ≤ 1/2, it follows that
‖Φ(u)‖X(I) ≤ δ + Caθ2
4
d−2+1b(1−θ2)
4
d−2 ≤ a,
and
‖Φ(u)‖S1(I) ≤ CA+ Caθ2
4
d−2 b(1−θ2)
4
d−2+1 ≤ b.
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Thus, Φ is a mapping on {u : ‖u‖X(I) ≤ a, ‖u‖S1(I) ≤ b}. For u, v ∈ {u : ‖u‖X(I) ≤
a, ‖u‖S1(I) ≤ b}, by the Strichartz estimate and Lemma 3.3, we have
‖Φ(u)− Φ(v)‖X(I) . ‖F (u)− F (v)‖X′(I)
. ‖u− v‖X(I)
(
‖u− v‖
4
d−2
S(I) + ‖v‖
4
d−2
S(I)
)
+ ‖u− v‖X(I)
(
‖u− v‖S(I) + ‖v‖S(I)
) 8
d(d−2)
×
(
‖u− v‖θ3X(I) ‖u− v‖1−θ3S1(I) + ‖v‖θ3X(I) ‖v‖1−θ3Y (I)
) 4
d
=: I + II.
It follows from Lemma 3.1 (2) that
I . ‖u− v‖X(I)
(
‖u− v‖θ2
4
d−2
X(I) ‖u− v‖
(1−θ2)
4
d−2
S1(I) + ‖v‖
θ2
4
d−2
X(I) ‖v‖
(1−θ2)
4
d−2
S1(I)
)
. ‖u− v‖X(I) aθ2
4
d−2 b(1−θ2)
4
d−2 .
We also have
II . ‖u− v‖X(I) (aθ2b1−θ2)
8
d(d−2) (aθ3b1−θ3)
4
d .
Therefore, if δ (i.e. a) is small, then Φ is a contraction map on {u : ‖u‖X(I) ≤
a, ‖u‖S1(I) ≤ b} with the distance d(u, v) := ‖u− v‖X(I). From the contraction
mapping principle, we get the unique solution. 
4. Unconditional uniqueness
4.1. Paraproduct estimates. We show paraproduct estimates for the inhomoge-
neous Besov spaces.
We have an equivalence of Besov norms. See Appendix B for the proof.
Lemma 4.1. Let 1 < p <∞, 1 ≤ q ≤ ∞, and s > 0. Then it holds that
‖f‖Bsp,q ∼J ‖∆≤Jf‖Lp +
∥∥{2js‖∆≥jf‖Lp}∞j=J∥∥lq ,
‖f‖B−sp,q ∼J ‖∆≤Jf‖Lp +
∥∥{2−js‖∆≤jf‖Lp}∞j=J∥∥lq ,
where the implicit constants may depend on J ∈ Z≥0.
We decompose the product of two functions f and g in the following way.
fg = ∆≤0(fg) +
∞∑
j=1
∆j(fg)
= ∆≤0((∆≤3f)g) + ∆≤0((∆>3f)g)
+
∞∑
j=1
∆j((∆≤j+3f)g) +
∞∑
j=1
∆j((∆>j+3f)g)
= ∆≤0((∆≤3f)g) + ∆≤0((∆>3f)∆>1g)
+
∞∑
j=1
∆j((∆≤j+3f)g) +
∞∑
j=1
∆j((∆>j+3f)∆>j+1g).
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We set
G1(f, g) := ∆≤0((∆≤3f)g) +
∞∑
j=1
∆j((∆≤j+3f)g),(4.1)
G2(f, g) := ∆≤0((∆>3f)∆>1g) +
∞∑
j=1
∆j((∆>j+3f)∆>j+1g).(4.2)
Namely, we have the identity fg = G1(f, g) + G2(f, g). We prepare the following
paraproduct estimates.
Lemma 4.2 (paraproduct estimates). Let 1 < pi <∞, i = 1, 2, · · · , 8, s > 0, and
σ > 0. Then, we have
‖G1(f, g)‖B−sp,2 . ‖f‖B−sp1,2‖g‖Lp2 if
1
p
=
1
p1
+
1
p2
,(4.3)
‖G2(f, g)‖B−sp,2 . ‖f‖B−sp3,2‖g‖Bs1p4,∞ if s1 > s and
1
p
+
s1
d
=
1
p3
+
1
p4
,(4.4)
‖G2(f, g)‖Bσp,2 . ‖f‖B−sp5,2‖g‖Bs+σp6,∞ if
1
p
=
1
p5
+
1
p6
.(4.5)
Moreover, when g = f , we have
‖G1(f, f)‖Bσp,2 . ‖f‖B−sp7,2‖g‖Bs+σp8,∞ if
1
p
=
1
p7
+
1
p8
.(4.6)
Proof. We first prove (4.3). By the equivalence of the Besov norm, we get
‖G1(f, g)‖B−sp,2 = ‖∆≤0G1(f, g)‖Lp +
∥∥{2−js‖∆jG1(f, g)‖Lp}∞j=1∥∥l2
.
∥∥∆2≤0((∆≤3f)g)∥∥Lp + ‖∆≤0∆1((∆≤4f)g)}‖Lp
+ 2−s‖∆1∆≤0((∆≤3f)g)‖Lp
+
∥∥∥∥∥∥{2−js‖∆j
j+1∑
k=j−1
∆k((∆≤k+3f)g)]‖Lp}∞j=1
∥∥∥∥∥∥
l2
=: A+B + C +D.
It follows from the Lp-boundedness of the projections ∆j and ∆≤j and the Ho¨lder
inequality that
A+B + C . ‖(∆≤4f)‖Lp1‖g‖Lp2 .
Moreover, we have
D =
∥∥∥∥∥∥{2−js‖∆j
j+1∑
k=j−1
∆k((∆≤k+3f)g)]‖Lp}∞j=1
∥∥∥∥∥∥
l2
.
∥∥∥∥∥∥{
j+1∑
k=j−1
2−js‖(∆≤k+3f)‖Lp1}∞j=1
∥∥∥∥∥∥
l2
‖g‖Lp2
.
∥∥{2−js‖(∆≤j+4f)‖Lp1}∞j=1∥∥l2 ‖g‖Lp2
.
∥∥{2−js‖(∆≤jf)‖Lp1}∞j=4∥∥l2 ‖g‖Lp2 .
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Combining the estimates of A,B,C, and D, we obtain
‖G1(f, g)‖B−sp,2 .
(
‖(∆≤4f)‖Lp1 +
∥∥{2−js‖(∆≤jf)‖Lp1}∞j=4∥∥l2) ‖g‖Lp2
∼ ‖f‖B−sp1,2‖g‖Lp2 .
Next, we show (4.4). In the same way as before, we have
‖G2(f, g)‖B−sp,2 . ‖∆≤0((∆>3f)∆>1g)‖Lp + ‖∆1∆≤0((∆>3f)∆>1g)‖Lp
+ ‖∆≤0∆1((∆>4f)∆>2g)‖Lp
+
∥∥∥∥∥∥{2−js‖∆j
j+1∑
k=j−1
∆k((∆>k+3f)∆>k+1g)‖Lp}∞j=1
∥∥∥∥∥∥
l2
=: A+B + C +D.
Noting the supports of ∆̂>k+3f and ∆̂>k+1g, we have
D =
∥∥∥∥∥∥{2−js‖
j+1∑
k=j−1
∑
l>k+3,|l−l′|≤2
∆j∆k((∆lf)∆l′g)‖Lp}∞j=1
∥∥∥∥∥∥
l2
.
∥∥∥∥∥∥{
∑
l>j+2,|l−l′|≤2
2−js2js1‖((∆lf)∆l′g)‖
L
pd
d+ps1
}∞j=1
∥∥∥∥∥∥
l2
.
∥∥∥∥∥∥{
∑
l>j+2,|l−l′|≤2
2−js2js1‖∆lf‖Lp3‖∆l′g‖Lp4}∞j=1
∥∥∥∥∥∥
l2
.
∥∥∥∥∥∥{
∑
l>j+2,|l−l′|≤2
2(j−l)(s1−s)2−ls‖∆lf‖Lp32l
′s1‖∆l′g‖Lp4}∞j=1
∥∥∥∥∥∥
l2
.
∥∥∥∥∥∥{
∑
l>j+2
2(j−l)(s1−s)2−ls‖∆lf‖Lp3}∞j=1
∥∥∥∥∥∥
l2
‖2l′s1‖∆l′g‖Lp4‖l∞(N)
.
∥∥∥∥∥∥{
∑
l>j+2
2(j−l)(s1−s)2−ls‖∆lf‖Lp3}∞j=1
∥∥∥∥∥∥
l2
‖g‖Bs1p4,∞ .
By noting s1 > s and the Young inequality, we get∥∥∥∥∥∥{
∑
l>j+2
2(j−l)(s1−s)2−ls‖∆lf‖Lp3}∞j=1
∥∥∥∥∥∥
l2
. ‖f‖B−sp3,2 .
In the same way as above, we can calculate A,B,C and have
A+B + C . ‖f‖B−sp3,2‖g‖Bs1p4,∞ .
Therefore, we obtain (4.4). The inequality (4.5) can be obtained in a similar way.
We omit the detail.
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Finally, we remark on the proof of (4.6). As before, we write
‖G1(f, f)‖Bσp,2 = ‖∆2≤0((∆≤3f)f)‖Lp + ‖∆≤0∆1((∆≤4f)f)‖Lp
+ 2σ‖∆1∆≤0((∆≤3f)f)‖Lp
+
∥∥∥∥∥∥∥
2jσ
∥∥∥∥∥∥∆j
j+1∑
k=j−1
∆k((∆≤k+3f)f)
∥∥∥∥∥∥
Lp

∞
j=1
∥∥∥∥∥∥∥
l2
=: A+B + C +D.
We immediately obtain
A+B + C . ‖∆≤3f‖Lp7‖∆≤3f‖Lp8 .
For the term D, noting the support of F(∆j∆k((∆≤k+3f)f)), we calculate
D .
∥∥∥{2jσ ‖∆j((∆≤j+3f)∆jf)‖Lp}∞j=1∥∥∥l2
.
∥∥∥∥{2−sj‖∆≤j+3f‖Lp72(s+σ)j‖∆jf‖Lp8}∞j=1
∥∥∥∥
l2
.
∥∥∥{2−sj‖∆≤j+3f‖Lp7}∞j=1∥∥∥l2
∥∥∥∥{2(s+σ)j‖∆jf‖Lp8}∞j=1
∥∥∥∥
l∞
. ‖f‖B−sp7,2‖f‖Bs+σp8,∞ .
Here, we have used Lemma 4.1 for the last inequality. 
4.2. Proof of the unconditional uniqueness. We give the proof of Theorem
1.8. The proof is based on the Besov-type inhomogeneous endpoint Strichartz
estimates and paraproduct estimates. The argument is almost the same as those
of [2, Theorem 3.4] and [14, Proposition 2]. However, for readers’ convenience, we
give a complete proof.
Proof. We assume that u and v are solutions to (NLDW) on a time interval I with
the same initial data (u0, u1) ∈ H1(Rd)×L2(Rd) in the sense of Definition 1.1. By
the proof of Theorem 1.7, we have construct a local solution u satisfying
‖u‖
L
2(d+1)
d−2
t (I0;B
d
2(d−1)
2(d2−1)
d2−2d+3
,2
(Rd))
. ‖(u0, u1)‖H1×L2 ,(4.7)
because (2(d+1)d−2 ,
2(d2−1)
d2−2d+3) is admissible with 1 − γ = d2(d−1) and δ = 0. Therefore,
we may assume this bound for u without loss of generality.
In the following, we divide the proof into the cases d ≥ 5 and d = 4. First, we
treat the case d ≥ 5. Putting F (u) = |u| 4d−2u and w = u− v, we have
w(t, x) =
∫ t
0
D(t− s) (F (u)− F (v)) ds.(4.8)
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To express the nonlinear term by u and w, we calculate
F (u)− F (v) = w
∫ 1
0
F ′(λu+ (1 − λ)v) dλ
= w
∫ 1
0
(F ′(u− (1 − λ)w) − F ′(u)) dλ+ wF ′(u)
= wH(u,w) + wF ′(u),
where H :=
∫ 1
0 (F
′(u − (1− λ)w) − F ′(u)) dλ. Since F ′(u) = (1 + 4d−2 )|u|
4
d−2 is
4
d−2 -Ho¨lder continuous on R, we obtain
|H(u,w)| .
∫ 1
0
|(1 − λ)w| 4d−2 dλ . |w| 4d−2 .(4.9)
Let I0 be a small time interval such that 0 ∈ I0 determined later. We decompose
the product wH(u,w) into wH(u,w) = G1(w,H(u,w)) + G2(w,H(u,w)), where
G1 and G2 are paraproducts defined by (4.1) and (4.2), respectively. in the same
way, we also decompose wF ′(u) into wF ′(u) = G1(w,F
′(u)) + G2(w,F
′(u)). By
applying Proposition 1.6 to (4.8) with s = − 1d−1 , r = 2(d−1)d−3 , q = 2, we have
‖w‖
L2t (I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
. ‖G1(w,F ′(u))‖
L
2(d+1)
d+5
t (I0;B
−
1
d−1
2(d2−1)
d2+2d−7
,2
(Rd))
(4.10)
+ ‖G2(w,F ′(u))‖
L
2(d+1)
d+5
t (I0;B
−
1
d−1
2(d2−1)
d2+2d−7
,2
(Rd))
+ ‖G1(w,H(u,w))‖
L2t (I0;B
1
d−1
2(d−1)
d+1
,2
(Rd))
+ ‖G2(w,H(u,w))‖
L2t (I0;B
1
d−1
2(d−1)
d+1
,2
(Rd))
.
Here, we note that γ = d+12(d−1) , and in the first and second terms in RHS, we have
taken q˜′ = 2(d+1)d+5 , r˜
′ = 2(d
2−1)
d2+2d−7 (in that case, δ = 0 and γ˜ =
d−3
2(d−1) , which give
γ+ γ˜+ δ−1 = 0). Also, in the third and forth terms in RHS, we have taken q˜′ = 2,
r˜′ = 2(d−1)d+1 (in that case, δ = 0 and γ˜ =
d+1
2(d−1) , which give γ + γ˜ + δ − 1 = 2d−1 ).
We first give the estimate for G1(w,F
′(u)) in (4.10). Applying (4.3) of Lemma
4.2 with s = 1d−1 , p =
2(d2−1)
d2+2d−7 , p1 =
2(d−1)
d−3 , and p2 =
d+1
2 , and then using the
Ho¨lder inequality in time with 12 +
2
d+1 =
d+5
2(d+1) , we see that
‖G1(w,F ′(u))‖
L
2(d+1)
d+5
t (I0;B
−
1
d−1
2(d2−1)
d2+2d−7
,2
(Rd))
. ‖w‖
L2t(I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
‖F ′(u)‖
L
d+1
2
t (I0;L
d+1
2
x (Rd))
. ‖w‖
L2t(I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
‖u‖
4
d−2
L
2(d+1)
d−2
t (I0;L
2(d+1)
d−2
x (Rd))
. ‖w‖
L2t(I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
‖u‖
4
d−2
L
2(d+1)
d−2
t (I0;B
d
2(d−1)
2(d2−1)
d2−2d+3
,2
(Rd))
.
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Here, in the second and third lines we have used |F ′(u)| . |u| 4d−2 and the embedding
B
d
2(d−1)
2(d2−1)
d2−2d+3
,2
(Rd) ⊂ L 2(d+1)d−2 (Rd), respectively.
Secondly, we give the estimate for G2(w,F
′(u)) in (4.10). Applying (4.4) of
Lemma 4.2 with s = 2d−1 , p =
2(d2−1)
d2+2d−7 , p3 =
2(d−1)
d−3 , p4 =
d(d2−1)
2(d2+1) , and s1 =
2
d−1 ,
and then using the Ho¨lder inequality in time with 12 +
2
d+1 =
d+5
2(d+1) , we see that
‖G2(w,F ′(u))‖
L
2(d+1)
d+5
t (I0;B
−
1
d−1
2(d2−1)
d2+2d−y
,2
(Rd))
. ‖w‖
L2t (I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
‖F ′(u)‖
L
d+1
2
t (I0;B
2
d−1
d(d2−1)
2(d2+1)
,∞
(Rd))
. ‖w‖
L2t (I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
‖u‖
4
d−2
L
2(d+1)
d−2
t (I0;B
d−2
2(d−1)
2d(d2−1)
(d−2)(d2+1)
,∞
(Rd))
. ‖w‖
L2t (I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
‖u‖
4
d−2
L
2(d+1)
d−2
t (I0;B
d
2(d−1)
2(d2−1)
d2−2d+3
,2
(Rd))
.
Here, in the second and third lines we have used |F ′(u)| . |u| 4d−2 and the embedding
B
d
2(d−1)
2(d2−1)
d2−2d+3
,2
(Rd) ⊂ B
d−2
2(d−1)
2d(d2−1)
(d−2)(d2+1)
,∞
(Rd), respectively.
Thirdly, we give the estimate for G2(w,H(u,w)) in (4.10). Applying (4.5) of
Lemma 4.2 with σ = 1d−1 , p =
2(d−1)
d+1 , p5 =
2(d−1)
d−3 , p6 =
d−1
2 , and s =
1
d−1 , and
then using the Ho¨lder inequality in time with 12 =
1
2 +
1
∞ , we see that
‖G2(w,H(u,w))‖
L2t (I0;B
1
d−1
2(d−1)
d+1
,2
(Rd))
. ‖w‖
L2t (I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
‖H(u,w)‖
L∞t (I0;B
2
d−1
d−1
2
,∞
(Rd))
.
By the Gagliardo–Nirenberg interpolation inequality, the last term of RHS is further
estimated as
‖H(u,w)‖
L∞t (I0;B
2
d−1
d−1
2
,∞
(Rd))
. ‖H(u,w)‖
1
2
L∞t (I0;B
0
d
2
,∞
(Rd))
‖H(u,w)‖
1
2
L∞t (I0;B
4
d−1
d(d−1)
2(d+1)
,∞
(Rd))
.
By (4.9) and Lemma C.1 in Appendix C with f(z) = |z| 4d−2 , we estimate
‖H(u,w)‖
1
2
L∞t (I0;B
0
d
2
,∞
(Rd))
. ‖w‖
2
d−2
L∞t (I0;B
0
2d
d−2
,∞
(Rd))
. ‖w‖
2
d−2
L∞t (I0;H
1(Rd)
,
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and
‖H(u,w)‖
1
2
L∞t (I0;B
4
d−1
d(d−1)
2(d+1)
,∞
(Rd))
.
∫ 1
0
‖F ′(u− (1− λ)w) − F ′(u)‖
L∞t (I0;B
4
d−1
d(d−1)
2(d+1)
,∞
(Rd))
dλ
 12
.
∫ 1
0
‖u− (1− λ)w‖ 4d−2
L∞t (I0;B
d−2
d−1
2d(d−1)
(d−2)(d+1)
,∞
(Rd))
+ ‖u‖
4
d−2
L∞t (I0;B
d−2
d−1
2d(d−1)
(d−2)(d+1)
,∞
(Rd))
 dλ

1
2
. ‖w‖
2
d−2
L∞t (I0;H
1(Rd))
+ ‖u‖
2
d−2
L∞t (I0;H
1(Rd))
.
Here, we have also used the embedding H1(Rd) ⊂ B02d
d−2 ,∞
(Rd) and H1(Rd) ⊂
B
d−2
d−1
2d(d−1)
(d−2)(d+1)
,∞
(Rd). Consequently, we have
‖G2(w,H(u,w))‖
L2t (I0;B
1
d−1
2(d−1)
d+1
,2
(Rd))
. ‖w‖
L2t (I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
‖w‖
2
d−2
L∞t (I0;H
1(Rd))
(4.11)
×
(
‖w‖
2
d−2
L∞t (I0;H
1(Rd))
+ ‖u‖
2
d−2
L∞t (I0;H
1(Rd))
)
.
Finally, we give the estimate for G1(w,H(u,w)) in (4.10). We further decompose
G1(w,H(u,w)) into
G1(w,H(u,w)) =
∑
j∈Z
∆j ((∆≤j+3w)H(u,w))
=
∑
j∈Z
∆j ((∆≤j+3w)(∆≥j−3H(u,w)))
+
∑
j∈Z
∆j ((∆j−2≤·≤j+3w)(∆<j−3H(u,w)))
=: G11(w,H(u,w)) +G12(w,H(u,w)).
Here we remark that 2j−1 < |ξ| ≤ 2j, |ξ − η| ≤ 2j+3, and |η| ≤ 2j−3 imply
2j−2 ≤ |ξ− η| ≤ 2j+3. We estimate G11(w,H(u,w)) in the same way as (4.11) and
have
‖G11(w,H(u,w))‖
L2t (I0;B
1
d−1
2(d−1)
d+1
,2
(Rd))
. ‖w‖
L2t(I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
‖w‖
2
d−2
L∞t (I0;H
1(Rd))
×
(
‖w‖
2
d−2
L∞t (I0;H
1(Rd))
+ ‖u‖
2
d−2
L∞t (I0;H
1(Rd))
)
.
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Next, we estimate G12(w,H(u,w)). By the definition of the Besov space and the
Ho¨lder inequality with d+12(d−1) =
d3−3d2+6d−2
2(d3−d2) +
2d−1
d2 , we deduce
‖G12(w,H(u,w))‖
L2t (I0;B
1
d−1
2(d−1)
d+1
,2
(Rd))
.
∥∥∥∥∥∥∥
∑
j∈Z
(
2
1
d−1 j‖∆j−2≤·≤j+3w‖
L
2(d3−d2)
d3−3d2+6d−2
x (Rd)
‖∆<j−3H(u,w)‖
L
d2
2d−1
x (Rd)
)2 12
∥∥∥∥∥∥∥
L2t (I0)
.
∥∥∥∥∥‖{2( 1d−1+ 1d )j‖∆jw‖
L
2(d3−d2)
d3−3d2+6d−2
x (Rd)
}‖l2j‖{2
− 1d j‖∆<j−3H(u,w)‖
L
d2
2d−1
x (Rd)
}‖l∞j
∥∥∥∥∥
L2t (I0)
.
∥∥∥∥∥∥∥‖w‖B 1d−1+ 1d2(d3−d2)
d3−3d2+6d−2
,2
(Rd)
‖H(u,w)‖
B
−
1
d
d2
2d−1
,∞
(Rd)
∥∥∥∥∥∥∥
L2t (I0)
.
Here, for the second inequality we have used that 2
1
d−1 j = 2(
1
d−1+
1
d )j2−
1
d j and
the Ho¨lder inequality for the variable j, and for the third inequality we have used
Lemma 4.1 for the term ‖{2− 1d j‖∆<j−3H(u,w)}‖
L
d2
2d−1
x (Rd)
‖l∞j . Moreover, by the
Sobolev embedding, we estimate
‖H(u,w)‖
B
−
1
d
d2
2d−1
,∞
(Rd)
. ‖H(u,w)‖
L
d
2
x (Rd)
. ‖w‖
4
d−2
L
2d
d−2
x (Rd)
. ‖w‖
4
d−2
B
1
d−1
+ 1
d
2(d3−d2)
d3−3d2+6d−2
,2
(Rd)
.
Plugging it into the previous inequality, we have
‖G12(w,H(u,w))‖
L2t (I0;B
1
d−1
2(d−1)
d+1
,2
(Rd))
.
∥∥∥∥∥∥∥‖w‖
d+2
d−2
B
1
d−1
+ 1
d
2(d3−d2)
d3−3d2+6d−2
,2
(Rd)
∥∥∥∥∥∥∥
L2t (I0)
.
By the Gagliardo–Nirenberg interpolation inequality
‖w‖
B
1
d−1
+ 1
d
2(d3−d2)
d3−3d2+6d−2
,2
(Rd)
. ‖w‖1+
1
d2
− 3d
B
−
1
d−1
2(d−1)
d−3
,2
(Rd)
‖w‖
3
d−
1
d2
H1(Rd)
,
we estimate
‖G12(w,H(u,w))‖
L2t (I0;B
1
d−1
2(d−1)
d+1
,2
(Rd))
.
∥∥∥∥∥∥∥‖w‖
(1+ 1
d2
− 3d )
d+2
d−2
B
−
1
d−1
2(d−1)
d−3
,2
(Rd)
‖w‖(
3
d−
1
d2
) d+2d−2
H1(Rd)
∥∥∥∥∥∥∥
L2t (I0)
.
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When d ≥ 5, we see that (1 + 1d2 − 3d )d+2d−2 > 1 holds, and hence, the Sobolev
embedding H1(Rd) ⊂ B−
1
d−1
2(d−1)
d−3 ,2
(Rd) implies
‖G12(w,H(u,w))‖
L2t (I0;B
1
d−1
2(d−1)
d+1
,2
(Rd))
. ‖w‖
L2t(I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
‖w‖
4
d−2
L∞t (I0;H
1(Rd))
.
Taking all estimates into account, we have
‖w‖
L2t(I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
. ‖w‖
L2t (I0;B
−
1
d−1
2(d−1)
d−3
,2
(Rd))
×
‖w‖ 4d−2L∞t (I0;H1(Rd)) + ‖u‖ 4d−2
L
2(d+1)
d−2
t (I0;B
d
2(d−1)
2(d2−1)
d2−2d+3
,2
(Rd))
+ ‖w‖
2
d−2
L∞t (I0;H
1(Rd))
‖u‖
2
d−2
L∞t (I0;H
1(Rd))
 .
Here, we note thatw ∈ C(I0;H1(Rd)) and w(0) = 0, which implies ‖w‖L∞t (I0;H1(Rd)) →
0 as I0 becomes smaller. By (4.7), we also have
‖u‖
L
2(d+1)
d−2
t (I0;B
d
2(d−1)
2(d2−1)
d2−2d+3
,2
(Rd))
→ 0
as I0 becomes smaller. Therefore, taking I0 sufficiently small, we see that w = 0
holds on I0. Continuing this argument, we have w = 0 on the whole interval I.
This completes the proof for the case d ≥ 5.
For the case d = 4, we first note that
u3 − v3 = w2(−3u+ w) + 3wu2.
In the same way to (4.10), we have
‖w‖
L2t(I0;B
−
1
3
6,2 (R
4))
. ‖3wu2‖
L
20
9
t (I0;B
−
1
3
30
17
,2
(R4))
+ ‖w2(−3u+ w)‖
L2t (I0;B
1
3
6
5
,2
(Rd))
(4.12)
The term ‖3wu2‖
L
20
9
t (I0;B
−
1
3
30
17
,2
(R4))
can be estimated in the same manner as wF ′(u)
in d ≥ 5, because we did not use the condition d ≥ 5 to handle it. Therefore, we
have
‖3wu2‖
L
20
9
t (I0;B
−
1
3
30
17
,2
(R4))
. ‖w‖
L2t(I0;B
−
1
3
6,2 (R
4))
‖u‖2
L5t(I0;B
2
3
30
11
,2
(R4))
(4.13)
For the term ‖w2(−3u + w)‖
L2t (I0;B
1
3
6
5
,2
(R4))
, by the fractional Leibniz rule and
the Sobolev embedding, we have
‖w2(−3u+ w)‖
B
1
3
6
5
,2
(R4)
. ‖w2‖
B
1
3
12
7
,2
(R4)
‖ − 3u+ w‖B04,2(R4)(4.14)
+ ‖w2‖B02,2(R4)‖ − 3u+ w‖B 133,2(R4)
. ‖w2‖
B
1
3
12
7
,2
(R4)
‖ − 3u+ w‖H1(R4).
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Next, we show the product estimate
‖w2‖
B
1
3
12
7
,2
(R4)
. ‖w‖H1(R4)‖w‖
B
−
1
3
6,2 (R
4)
.(4.15)
Indeed, applying the paraproduct w2 = G1(w,w) +G2(w,w), we have
‖Gj(w,w)‖
B
1
3
12
7
,2
(R4)
. ‖w‖
B
−
1
3
6,2 (R
4)
‖w‖
B
2
3
12
5
,∞
(R4)
. ‖w‖
B
−
1
3
6,2 (R
4)
‖w‖H1(R4)
for j = 1, 2. Here, we have used (4.5) and (4.6) in Lemma 4.1, respectively, and the
Sobolev embedding. This proves (4.15). Combining (4.14) and (4.15), we see
‖w2(−3u+ w)‖
B
1
3
6
5
,2
(R4)
. ‖w‖
B
−
1
3
6,2 (R
4)
‖w‖H1(R4)‖ − 3u+ w‖B04,2(R4).
It follows from the Ho¨lder inequality that
‖w2(−3u+ w)‖
L2t (I0;B
1
3
6
5
,2
(R4))
(4.16)
. ‖w‖
L2t(I0;B
−
1
3
6,2 (R
4))
‖w‖L∞t (I0;H1(R4))‖ − 3u+ w‖L∞t (I0;B04,2(R4)).
Applying the estimates (4.13) and (4.16) to (4.12), we conclude
‖w‖
L2t(I0;B
−
1
3
6,2 (R
4))
. ‖w‖
L2t (I0;B
−
1
3
6,2 (R
4))
×
‖w‖L∞t (I0;H1(R4))‖ − 3u+ w‖L∞t (I0;B04,2(R4)) + ‖u‖2L5t(I0;B 2330
11
,2
(R4))

From this estimate, in the same way as in the case d ≥ 5, we conclude w = 0 and
complete the proof. 
Appendix A. Besov type Strichartz estimates
Using the following lemma, we get the Besov type Strichartz estimates, Propo-
sition 1.5 and 1.6. We only give the proof of the lemma and omit the proof from
the lemma to Proposition 1.5 and 1.6.
Lemma A.1. Let s ∈ R. Assume that (q, r) satisfies the assumptions in Proposi-
tion 1.1. Let γ be as in Proposition 1.1. Then we have the following Besov type
homogeneous Strichartz estimates.
‖D(t)f‖Lq(I:Bsr,2) .
∥∥∥〈∇〉γ−1 f∥∥∥
Bs2,2
≈ ‖f‖Bs+γ−12,2 ,
where I ⊂ R is a time interval.
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Proof. By the definition of Besov space, we have
‖D(t)f‖Lq(I:Bsr,2)(A.1)
=
∥∥∥∥∥∥∥‖D(t)∆≤0f‖Lr +
∑
j≥1
(
2sj ‖∆jD(t)f‖L2
)2
1
2
∥∥∥∥∥∥∥
Lq(I)
≤ ∥∥‖D(t)∆≤0f‖Lr∥∥Lq(I) +
∥∥∥∥∥∥∥
∑
j≥1
(
2sj ‖∆jD(t)f‖L2
)2
1
2
∥∥∥∥∥∥∥
Lq(I)
.
By the homogeneous Strichartz estimates in Proposition 1.1, the first term can be
estimated as∥∥‖D(t)∆≤0f‖Lr∥∥Lq(I) . ∥∥∥〈∇〉γ−1∆≤0f∥∥∥L2 = ∥∥∥∆≤0 〈∇〉γ−1 f∥∥∥L2 .(A.2)
The second term is estimated as∥∥∥∥∥∥∥
∑
j≥1
(
2sj ‖∆jD(t)f‖L2
)2
1
2
∥∥∥∥∥∥∥
Lq(I)
=
∥∥∥∥∥∥
∑
j≥1
(
2sj ‖∆jD(t)f‖L2
)2∥∥∥∥∥∥
1
2
L
q
2 (I)
(A.3)
≤
∑
j≥1
∥∥∥(2sj ‖∆jD(t)f‖L2)2∥∥∥ 12
L
q
2 (I)
=
∑
j≥1
(
2sj ‖∆jD(t)f‖Lq(I:L2)
)2
1
2
.
∑
j≥1
(
2sj
∥∥∥∆j 〈∇〉γ−1 f∥∥∥
L2
)2
1
2
.
Combining (A.2) and (A.3) with (A.1), we get
‖D(t)f‖Lq(I:Bsr,2) .
∥∥∥∆≤0 〈∇〉γ−1 f∥∥∥
L2
+
∑
j≥1
(
2sj
∥∥∥∆j 〈∇〉γ−1 f∥∥∥
L2
)2
1
2
=
∥∥∥〈∇〉γ−1 f∥∥∥
Bs2,2
.
The last equivalency is a fundamental property of Besov spaces. 
The estimates for ∂tD(t) and ∂2tD(t) can be obtained in the same way as above.
Thus, we get Proposition 1.5.
Lemma A.2. Let s ∈ R. Assume that (q, r) and (q˜, r˜) satisfy the assumptions in
Proposition 1.4. Let γ and γ˜ be as in Proposition 1.4 and δ be defined in Table 1.
Then we have the following Besov type inhomogeneous Strichartz estimates.∥∥∥∥∫ t
0
D(t− s)F (s)ds
∥∥∥∥
Lq(I:Bsr,2)
.
∥∥∥〈∇〉γ+γ˜+δ−1 F∥∥∥
Lq˜′ (I:Bs
r˜′,2
)
where I ⊂ R is a time interval.
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Proof. For simplicity, we set I =
∫ t
0
D(t − s)F (s)ds and G = 〈∇〉γ+γ˜+δ−1 F . By
the definition of Besov spaces and (a2)1/2 + (
∑
j b
2
j)
1/2 ≤ √2(a2 +∑j b2j)1/2, we
have
(L.H.S) =
∥∥∥∥∥∥∥‖∆≤0I‖Lr +
∑
j≥1
(
2sj ‖∆jI‖Lr
)2
1/2
∥∥∥∥∥∥∥
Lq(t)
.
∥∥∥∥∥∥∥
‖∆≤0I‖2Lr +∑
j≥1
(
2sj ‖∆jI‖Lr
)2
1/2
∥∥∥∥∥∥∥
Lq(t)
.
Since q ≥ 2, the right hand side is estimated as
(R.H.S) .
‖∆≤0I‖2LqLr +∑
j≥1
(
2sj ‖∆jI‖LqLr
)2
1/2
.
By using the inhomogeneous Strichartz estimates, Proposition 1.4, we get‖∆≤0I‖2LqLr +∑
j≥1
(
2sj ‖∆jI‖LqLr
)2
1/2
.
‖∆≤0G‖2Lq˜′Lr˜′ +∑
j≥1
(
2sj ‖∆jG‖Lq˜′Lr˜′
)2
1/2
=
∥∥∥‖∆≤0G‖2Lr˜′∥∥∥L q˜′2 (I) +∑
j≥1
∥∥∥(2sj ‖∆jG‖Lr˜′ )2∥∥∥
L
q˜′
2
(I)

1/2
.
Since q˜′ ≤ 2, this right hand side is bounded as
(R.H.S) .
∥∥∥∥∥∥‖∆≤0G‖2Lr˜′ +
∑
j≥1
(
2sj ‖∆jG‖Lr˜′
)2∥∥∥∥∥∥
1/2
L
q˜′
2 (I)
=
∥∥∥∥∥∥∥
‖∆≤0G‖2Lr˜′ +∑
j≥1
(
2sj ‖∆jG‖Lr˜′
)2
1/2
∥∥∥∥∥∥∥
Lq˜′ (I)
.
∥∥∥∥∥∥∥‖∆≤0G‖Lr˜′ +
∑
j≥1
(
2sj ‖∆jG‖Lr˜′
)2
1/2
∥∥∥∥∥∥∥
Lq˜′ (I)
= ‖G‖Lq˜′ (I:Bs
r˜′,2
) .
This completes the proof. 
We can estimate
∫ t
0 D(t− s)F (s)ds in the same way. Therefore, we get Proposi-
tion 1.6.
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Appendix B. Proof of Lemma 4.1
Proof of Lemma 4.1. First, we consider the first equivalence. We show &. It is true
that ‖f‖Bsp,q ∼ ‖f‖Lp + ‖f‖B˙sp,q for s > 0. By [2, Lemma 4.1], we have
‖f‖B˙sp,q ∼
∥∥{2js‖∆≥jf‖Lp}j∈Z∥∥lq .
Hence, it follows that
‖∆≤Jf‖Lp +
∥∥{2js‖∆≥jf‖Lp}∞j=J∥∥lq
. ‖∆≤0f‖Lp +
J∑
j=1
‖∆jf‖Lp +
∥∥{2js‖∆≥jf‖Lp}∞j=J∥∥lq
. ‖∆≤0f‖Lp +
∥∥{2js‖∆≥j∆≥0f‖Lp}j∈Z∥∥lq
∼ ‖∆≤0f‖Lp + ‖∆≥0f‖B˙sp,q
∼ ‖f‖Bsp,q .
We prove .. We have
‖f‖Bsp,q = ‖∆≤0f‖Lp +
∥∥{2js‖∆jf‖Lp}∞j=1∥∥lq
.J ‖∆≤0f‖Lp +
J−1∑
j=1
‖∆jf‖Lp +
∥∥{2js‖∆jf‖Lp}∞j=J∥∥lq
.J ‖∆≤Jf‖Lp +
∥∥{2js‖∆jf‖Lp}∞j=J∥∥lq
.J ‖∆≤Jf‖Lp +
∥∥{2js‖∆≥jf‖Lp}∞j=J∥∥lq .
Next, we show the second equivalence. We first prove ..
‖f‖B−sp,q = ‖∆≤0f‖Lp +
∥∥{2−js‖∆jf‖Lp}∞j=1∥∥lq
. ‖∆≤0f‖Lp +
∥∥{2−js‖∆≤jf‖Lp}∞j=0∥∥lq
.J ‖∆≤Jf‖Lp +
∥∥{2−js‖∆≤jf‖Lp}∞j=J∥∥lq
where we use ∆j = ∆≤j −∆≤j−1 and the triangle inequality in the first inequality.
We show &. Now, by the Young inequality, we have
∥∥{2−js‖∆≤jf‖Lp}∞j=J∥∥lq =
∥∥∥∥∥∥
2−js‖∑
l≤j
∆lf‖Lp

∞
j=J
∥∥∥∥∥∥
lq
.
∥∥∥∥∥∥
∑
l≤j
2−js ‖∆lf‖Lp

∞
j=J
∥∥∥∥∥∥
lq
.
∥∥∥∥∥∥
∑
l≤j
2−(j−l)s2−ls ‖∆lf‖Lp

∞
j=J
∥∥∥∥∥∥
lq
.
∥∥{2−js}∞j=J∥∥l1 ∥∥{2−js ‖∆jf‖Lp}∞j=J∥∥lq
.
∥∥{2−js ‖∆jf‖Lp}∞j=1∥∥lq .
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Therefore, it follows that
‖∆≤Jf‖Lp +
∥∥{2−js‖∆≤jf‖Lp}∞j=J∥∥lq
.J ‖∆≤0f‖Lp +
J∑
j=1
‖∆jf‖Lp + ‖{2−js ‖∆jf‖Lp}∞j=1‖lq
.J ‖∆≤0f‖Lp + ‖{2−js ‖∆jf‖Lp}∞j=1‖lq
.J ‖f‖B−sp,q .
This completes the proof. 
Appendix C. An estimate of Besov norm for Ho¨lder continuous
functions
For the proof of unconditional uniqueness (in Section 4), we prepare the follow-
ing estimate of Besov norm for Ho¨lder continuous functions. The corresponding
estimate in homogeneous Besov norms has already given in [2, Lemma 2.1].
Lemma C.1. Let 0 < s < 1, 0 < α ≤ 1 and 1 < p ≤ ∞ be given such that
1 < pα ≤ ∞. Let f(z) be a Ho¨lder continuous function of order α satisfying
f(0) = 0. Then, we have
‖f(u)‖Bsp,∞ . ‖u‖αB sαpα,∞.
Proof. We recall the equivalence of Besov norm (see [1, p.162])
‖u‖Bsp,q(Rd) ∼ ‖u‖Lp(Rd) +
(∫
Rd
‖u(·+ h)− u(·)‖Lp(Rd)
|h|d+sq dh
) 1
q
for q <∞, and
‖u‖Bsp,q(Rd) ∼ ‖u‖Lp(Rd) + sup
h∈Rd
|h|−s‖u(·+ h)− u(·)‖Lp(Rd)
for q = ∞. Since f(z) is Ho¨lder continuous of order α and satisfies f(0) = 0, we
deduce |f(u)| . |u|α and |f(u(x+ h)) − f(u(x))| . |u(x+ h)− u(x)|α. Therefore,
we calculate
‖f(u)‖Bsp,∞ . ‖f(u)‖Lp(Rd) + sup
h∈Rd
[
|h|−s
(∫
Rd
|f(u(x+ h))− f(u(x))|p dx
) 1
p
]
. ‖u‖αLpα(Rd) + sup
h∈Rd
[
|h|−s
(∫
Rd
|u(x+ h)− u(x)|pα dx
) 1
p
]
. ‖u‖αLpα(Rd) + sup
h∈Rd
(|h|− sα ‖u(·+ h)− u(·)‖Lpα(Rd))α
. ‖u‖αLpα(Rd) +
(
sup
h∈Rd
|h|− sα ‖u(·+ h)− u(·)‖Lpα(Rd)
)α
.
(
‖u‖Lpα(Rd) + sup
h∈Rd
|h|− sα ‖u(·+ h)− u(·)‖Lpα(Rd)
)α
∼ ‖u‖
B
s
α
pα,∞(Rd)
,
which gives the desired estimate. 
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Appendix D. Failure of the endpoint Strichartz estimate when d = 3
In this section, we prove that the endpoint Strichartz estimate does not hold for
d = 3. Namely, it is not true that there exists a constant C > 0 such that the
estimate
‖D(t)g‖L2t (R+;L∞x (R3)) ≤ C‖g‖L2(R3)(D.1)
holds for all g ∈ L2(R3). In what follows we give a proof based on the argument of
Klainerman–Machedon [8] with the decomposition of the solution given by Nishi-
hara [13]. To prove the failure of (D.1), we show the following: For any n ∈ N,
there exists a nonnegative function gn ∈ C∞0 (R3) such that ‖gn‖L2(R3) = 1 and∫ ∞
0
|φn(t, t, 0, 0)|2 dt ≥ n,(D.2)
where φn(t, x) = D(t)gn(x). Let us prove (D.2) by contradiction. Suppose that
there exist a constant C > 0 and a nonnegative test function ϕ = ϕ(t) ∈ S(R)\ {0}
such that for any g ∈ C∞0 (R3) satisfying g ≥ 0 and ‖g‖L2(R3) = 1, the boundedness
J =
∫ ∞
0
φ(t, t, 0, 0)ϕ(t) dt < C(D.3)
holds, where φ(t, x) = D(t)g(x). Here, we recall the decomposition of the solution
in d = 3:
φ(t, x) = J0(t)g + e
−t/2W (t)g,
which was given by Nishihara [13, (1.10)], where
J0(t)g(x) =
e−t/2
8π
∫ t
0
∫
S2
I1
(
1
2
√
t2 − r2
)
g(x+ rω)r2√
t2 − r2 dωdr,
W (t)g(x) =
t
4π
∫
S2
g(x+ tω) dω,
and I1(z) is the modified Bessel function of first kind defined by
I1(z) =
∞∑
m=0
1
m!(m+ 1)!
(z
2
)2m
.
In particular, since I1(s) ≥ 0 for s ∈ R, we have J0(t)g ≥ 0 if g ≥ 0. Also, from the
above expression, it is obvious that W (t)g ≥ 0 if g ≥ 0. Thus, if g ≥ 0, then we
have φ(t, x) ≥ e−t/2W (t)g ≥ 0. Therefore, noting ϕ ≥ 0, we estimate
J ≥
∫ ∞
0
te−t/2
4π
∫
S2
g(t+ tω1, tω2, tω3) dω · ϕ(t) dt.
We put ϕ˜(t) = e−t/2ϕ(t) and apply the coordinate transform tω = y to obtain∫ ∞
0
te−t/2
4π
∫
S2
g(t+ tω1, tω2, tω3) dω · ϕ(t) dt = 1
4π
∫
R3
1
|y|g(y1 + |y|, y2, y3)ϕ˜(|y|) dy.
We further change the variable by z = y + (|y|, 0, 0) to deduce
1
4π
∫
R3
1
|y|g(y1 + |y|, y2, y3)ϕ˜(|y|) dy =
1
4π
∫
z1>0
1
z1
g(z)ϕ˜
( |z|2
2z1
)
dz.
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Combining this with (D.3), we conclude that
1
4π
∫
z1>0
1
z1
g(z)ϕ˜
( |z|2
2z1
)
dz ≤ J < C(D.4)
holds for any g ∈ C∞0 (R3) satisfying g ≥ 0 and ‖g‖L2(R3) = 1. Noting ϕ˜ ≥ 0, we
see that the function
ψ(z) =
1
z1
ϕ˜
( |z|2
2z1
)
is also nonnegative on R3+ = {z ∈ R3; z1 > 0}. Therefore, by (D.4), we have
‖ψ‖L2(R3+) = sup
{
(ψ, g)L2(R3+); g ∈ C
∞
0 (R
3
+), g ≥ 0, ‖g‖L2(R3+) ≤ 1
}
≤ 4πC,
that is, ψ ∈ L2(R3+). Moreover, we easily compute
‖ψ‖2L2(R3+) =
∫
R3+
1
z21
ϕ˜
( |z|2
2z1
)2
dz
=
∫
R3
1
(y1 + |y|)|y| ϕ˜(|y|)
2 dy
= 2π
∫ ∞
0
ϕ˜(λ)2
∫ pi
0
sin θ
1 + cos θ
dθ,
where we use the changing variable z = y + (|y|, 0, 0) and the polar coordinates
y = (λ cos θ, λ sin θ cosµ, λ sin θ sinµ). However, the integral of the right-hand side
does not converge unless ϕ˜ ≡ 0. This is a contradiction and hence, we have proved
the failure of (D.3). Therefore, for any C > 0 and any nonnegative ϕ ∈ S(R3)\{0},
there exists g ∈ C∞0 (R3) with g ≥ 0 and ‖g‖L2(R3) = 1 such that
C ≤
∫ ∞
0
φ(t, t, 0, 0)ϕ(t) dt
≤ 2
∫ ∞
0
|φ(t, t, 0, 0)|2 dt+ 2
∫ ∞
0
|ϕ(t)|2 dt.
For each n ∈ N, if we choose C = 2n+ 1 and ϕ ∈ S(R3) \ {0} satisfying ϕ ≥ 0 and
‖ϕ‖2L2(R+) = 1/2, then we can take gn ∈ C∞0 (R3) with gn ≥ 0 and ‖gn‖L2(R3) = 1
satisfying (D.2).
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