A vexing question in the biological sciences is the following: can biological phenotypes be explained with mathematical models of molecules that interact according to physical laws? At the crux of the matter lies the doubt that humans can develop physically faithful mathematical representations of living organisms. We discuss advantages that synthetic biological systems confer that may help us describe life's distinctiveness with tractable mathematics that are grounded on universal laws of thermodynamics and molecular biology. 
instruments like the telescope or the microscope. These inventions enable visual detection beyond the range of the human eye. Similarly, the argument of a quantitative improvement in abilities can be made for calculus. As a methodological tool it extrapolates the capacities of the human brain.
2.
The second category of human capacity enhancement is augmentation. Augmentation is well exemplified with nuclear magnetic resonance instruments. There is no a priori human ability to detect the resonance of nuclear magnetic moments to an external magnetic field. NMR equipment gives humans instrumental access to physical phenomena beyond our unaided capacities. Analogously, calculus provides access to tractable mathematics and analytical solutions previously inaccessible to the human brain. Augmentation can then be considered as a qualitative shift in abilities. With results attainable only with calculus, the foundation can be solidly laid for theories that capture and explain physical phenomena. The development of gravitational theory, electromagnentic theory, or quantum mechanical theory, is now possible, resulting, in turn, in tectonic changes in the human mindset.
Of course, with calculus, analytical models became tractable only for linear, deterministic problems. For nonlinear or probabilistic phenomena, the invention of computational mathematics has introduced an equivalently distinctive set of scientific methods. Paul Humphreys has best presented convincing arguments that computational science extrapolates and augments human understanding abilities in his wonderful book entitled 'Extending Ourselves'. 1 Physical systems are often nonlinear or stochastic; they also often possess an overwhelming number of variables. Consequently, although in principle these systems can be described with the mathematical tools of calculus, in practice, their behavior cannot be predicted or satisfactorily explained because of the intractability of analytical solutions. The determination of statistical mechanical properties of matter is a strong case in point. There are insurmountable mathematical difficulties to develop analytical, predictive models of the thermodynamic properties of high density, or multicomponent systems.
Computer simulation methods provide the much needed tractable mathematics. Because analytical solutions are too complex, if not impossible to obtain, computer models and simulations that are solidly founded on physical principles can extrapolate and augment the unaided human brain's capacities to describe, explain, and predict physical phenomena.
MATHEMATICAL MODELS IN BIOLOGICAL SCIENCES
The preceding discussion begs the question: what is the state of mathematical modeling in biological sciences? Arguably, mathematical models are not as indispensible a tool in the biological sciences as they are in the physical sciences. Focusing on models that are founded on established physicochemical principles, the absence of models as guides providing insight into the mechanisms of biological systems is even more glaring.
There is certainly remarkable progress in developing and using reliable models in all areas of biology: in molecular biology there are powerful models to capture the relationship between sequences, structures, and functions of biomolecules [2] [3] [4] [5] [6] [7] ; there are accurate models to determine how molecules interact, in terms of the structure of the complex or the strength of binding. [8] [9] [10] [11] [12] [13] Increasing the length and time scales of interest, in important areas of cellular biology, such as protein interaction networks, metabolism, or development, astonishing successes have been reported. [14] [15] [16] [17] [18] Yet there is no complete mathematical description that is based on the laws of statistical mechanics, thermodynamics, or reaction kinetics, that explains phenotypic complexity in terms of chemicals interacting in space and time. And before expanding further, and in order for the discussion to become tractable, let us focus on single cell bacterial organisms. Cells are the important functional units of all living organisms, and we can thus limit ourselves to cellular phenotypes. These phenotypes can be broadly defined as the set of biological functions in a cell, which can, in turn, be reduced to a set of concentrations of all molecular species inside a cell.
The absence of models that reduce phenotypes to soups of chemicals interacting in accord with physicochemical laws can be ascribed to two main reasons: First, the overwhelming number of involved variables. Biological systems are composed of very many molecular components: proteins, DNA, RNA, lipids, metabolites, water, ions. In turn, each one of these molecules has very many internal degrees of freedom: conformational, orientational, chemical. Consequently, although in principle these systems obey physical laws, there are insurmountable mathematical difficulties to develop meaningful, tractable models that represent these laws. For example, if a biological system is at thermodynamic equilibrium with its environment at constant temperature and pressure, the Gibbs free energy of the system will attain a minimum value. This is an unambiguous, universal principle of statistical thermodynamics. Yet, there is no tractable mathematical model that we can use to compute and minimize the free energy for any but the very simplest of biological systems.
A second reason for the difficulty to reliably adopt mathematics in biology is that biology is a discipline in history: Theodore Dobzhansky's dictum that 'Nothing in biology makes sense except in the light of evolution' casts a long shadow on mathematical models of phenotypic complexity. Because, how exactly can we integrate thermodynamics with evolution? And billions of years of competition aside, the context and the environment any organism thrives in defines the organism as powerfully as its own nature. Mathematical models of biological systems that neglect this biological context may quickly become irrelevant.
Is there then any hope that mathematics will ever be considered as indispensable tool in the biosciences as in the physical sciences? We believe there is. Herein, we will argue that a synthetic biology may unlock our modeling potential.
SYNTHETIC BIOLOGY AS A CATALYST FOR THE DEVELOPMENT OF MATHEMATICAL MODELS
Synthetic biology is a quest to engineer new functions in living organisms. Synthetic biology shares principles, tools, and objectives with biological and engineering sciences. [19] [20] [21] [22] [23] [24] [25] [26] [27] Its goal is the construction of new DNA or RNA sequences that give rise to new biological behaviors, usually in the form of predefined temporal and spatial expression of proteins. This expression profile is what we hencetoforth call 'dynamic phenotype' in this proposal.
The building blocks used in synthetic biology applications are the components of molecular biology processes: for example, promoter sequences, operator sequences, ribosome binding sites, termination sites, reporter proteins, and transcription factors, such as activator and repressor proteins. With inexpensive DNA synthesis (it now costs $0.50/base to chemically synthesize DNA) and manipulation technologies it is becoming possible to engineer physical assemblies of biological building blocks and create arbitrary gene regulatory relations. Thus, numerous synthetic gene circuits have been created in the past decade, including bistable switches, oscillators, and logic gates. [19] [20] [21] [22] [23] [24] [25] [26] [27] A significant challenge is to determine how to construct a synthetic system given a desired dynamic phenotype. In other words, what are the molecular components and how are they to be assembled for a particular temporal and spatial protein expression profile to be realized? For example, if we want to engineer an oscillating gene regulatory network in Escherichia coli, or a metabolic pathway to produce ethanol from sugars, how do we choose the DNA sequence that will give rise to these precise phenotypic behaviors? This is a typical forward engineering problem: assembling components to a functional whole.
Certainly, the task of connecting DNA sequences to dynamic phenotypes can best be performed by experts in molecular biology. Yet, this task can become rational if mechanistic explanations of complex biological phenomena are available in terms of biomolecular interactions, which can, in turn, be connected to DNA sequences. Indeed, with knowledge of the molecular species involved and of their interactions, including the thermodynamic and kinetic rules of these interactions, a rational conceptual design of synthetic gene networks is conceivable.
Notably, the goal to provide mechanistic explanations of complex biological phenomena in terms of biomolecular interactions is commonly shared by both systems biology and synthetic biology. Indeed, systems biology and synthetic biology are the two sides of the same coin: synthetic biology is a forward engineering approach, whereas systems biology is a reverse engineering one. The former attempts to assemble components into a new whole. The latter attempts to capture the behavior of existing biological systems in a holistic way. Their paths are complementing: systems biology generates information on components and interactions that can be used in synthetic biology applications. Synthetic biology can be employed to probe mechanisms and provide mechanistic insight on how phenotypic complexity emerges from interacting molecules. Importantly, their ultimate goals overlap: efforts in both synthetic and systems biology are aimed at understanding and engineering complexity of biomolecular systems.
How can synthetic biology catalyze the development of mathematical models that are well grounded in physicochemical laws and which explain complex phenotypes in terms of interacting biomolecular ensembles?
Synthetic biological systems confer three advantages that may indeed help us make a plausible case for so ardent a vision, as to render mathematics an indispensable tool in biosciences: (1) they are small and well-defined enough to be captured by universal yet tractable mathematical models; (2) they are modular enough to string together and build logical and informational architectures that are the essence of living systems; (3) they are human designs, not nature's, avoiding some of the difficulties of historical explanations and contextual dependencies.
What is distinctive then is that instead of a top-down approach, with synthetic biology we start from the bottom and go up: designing small synthetic biological systems affords the luxury of knowing components and their interactions well enough to develop mechanistic models and test whether reductionism applies to biology. Furthermore, combining these systems together can result in the logical and informational architectures that Nurse considers as the missing link between chemical molecules and the miracle of life. 28 Again, in this discussion, we will limit ourselves to bacterial species. Synthetic biology efforts are currently being expended in more complex organisms, like yeast or mammalian cells. But the knowledge of biomolecular mechanisms, although far from perfect, is more complete for bacterial species. Consequently, it would be far more challenging to try to link phenotypic complexity to biomolecular interactions in more complex organisms, where the molecular biology mechanisms are under vigorous investigation.
In the rest of this article, we explain biological phenotypes in terms of biomolecular interaction networks that obey laws of statistical thermodynamics and principles of molecular biology. We discuss the development, testing, and validation of mathematical descriptions that span multiple levels of organization from molecules to logical architectures.
A GENERAL MODELING APPROACH FOR SYNTHETIC BIOLOGY
Recently we presented SynBioSS Designer, a standardized algorithmic process for generating models of synthetic gene regulatory networks that is applicable to any synthetic construct and is suitable for automation. 29 Designer is a web-based tool, available at www.synbioss.org. It is part of the Synthetic Biology Software Suite, 30 a software suite with which users can build models of synthetic constructs, simulate these constructs in time and optimize components and their interactions in order to achieve a targeted dynamic phenotype.
SynBioSS Designer makes use of Monod and Jacob's postulate that observed responses of organisms to stimuli can be explained in terms of the interactions of gene regulatory networks. 31 
Following the sequence of biomolecular steps, Designer will generate reaction networks to model any DNA sequence that contains the necessary ingredients: promoters, operators, ribosome binding sites, coding regions, terminators. The user will add these necessary components in the Designer interface, one at a time and a functional annotation is necessary for Designer to generate a complete reaction network. The reaction network can be saved in any of a number of formats, such as SBML.
A schematic of how SynBioSS Designer works is shown with the help of screenshot in Figure 1 . A more detailed tutorial-like description of the required steps to build models of simple synthetic constructs, such as bistable switches, oscillators, logic-AND gates is discussed in Ref 29. These reaction networks can be simulated in time to obtain dynamic phenotypes. The synthetic engineer may then decide whether the synthetic construct components will result in the targeted phenotype and make appropriate changes to the DNA sequence.
This modeling formalism was validated, by combining mechanistic-kinetic models with in vivo genetic engineering to build and test a synthetic, bio-logical AND gate. 23 This device is composed of elements of the tetracycline (Tet), lactose (Lac), and λ-phage promoters and is responsive to the commonlyused inducers Isopropyl β-D-1-thiogalactopyranoside (IPTG) and aTc, producing green fluorescence protein (GFP) as an output signal (Figure 2) .
The quantitative behavior of the AND gate phenotype was studied both numerically and in vivo as a function of promoter topology. The model was constructed from kinetic data obtained from the literature, using Designer. It is a set of approximately 60 reactions that model transcription, translation, regulation, degradation, and induction. The model yields clearly-defined ON/OFF logical behavior at realistic inducer concentrations.
These behaviors were matched well to observed in vivo data obtained through fluorescence-activated cell sorting. 27 Experimentally, an in vivo synthetic, hybrid system was constructed consisting of multiple operators within a single promoter. The operator sequences employed are derived from three unrelated natural regulatory elements: Lac, Tet, and λ-phage operons arranged logically within a single transcriptional unit.
In Figure 3 , the results from the experiments and the simulations are summarized for a promoter with three operators: two tetracycline operators and a lactose operator. As evidenced by the figure, this work illustrated how mathematical modeling can provide mechanistic explanations of biomolecular phenomena and guide the design of synthetic biological constructs. Using the steps described above, numerous other synthetic biological systems have also been modeled and simulated. The repressilator was modeled, a three gene network with oscillating protein expression profile, and identified the biomolecular interactions that are important for oscillations. 33 A simulated annealing method to optimize the strength of key biomolecular interactions in order to obtain oscillations of certain frequency was then developed. 34 Two types of bio-logical AND gates have been modeled with this formalism: ones that emerge from gene regulatory relations, 27 and a second type that emerges from protein modular devices. 35 Moreover, inducible systems have been modeled, such as bistable switches and tetracycline-inducible gene networks, studying the dynamic behavior and the influence of gene network topology on the dynamic phenotype. [36] [37] [38] There are numerous disadvantages in modeling biological systems in high molecular resolution, or, in other words, attempting to include all known biomolecular interactions. We were only able to validate our approach with components of the tetracycline and the lactose operons, arguably the two best studied biochemical systems. Attempting to build models for any other system currently faces insurmountable difficulties, because of the absence of kinetic or equilibrium constants. Another important difficulty stems from the assumption that the molecular biology dogma will be precisely followed. The universal validity of this assumption is questionable at best. There are molecular biology steps that may go beyond the sequence of transcription, translation, etc. Furthermore, an important postulate in SynBioSS is that the reaction network <species id-"lacR1" name-"lacR1" compartment-"Cell" initialConcentration-"0" substanceUnits-"mole"> <species id-"lacR2" name-"lacR2" compartment-"Cell" initialConcentration-"0" substanceUnits-"mole"> <species id-"lacR4" name-"lacR4" compartment-"Cell" initialConcentration-"0" substanceUnits-"mole"> <compartment id-"Cell" size-"le-015" units-"litre"/> is context and environment independent. We know this is not true. For example, we have observed that in certain E. coli strains, inclusion body formation is induced early on, resulting in inaccurate representations of amounts of protein in the cell.
On the other hand, we can discuss a few major advantages. SynBioSS Designer follows a general method for constructing models of synthetic biological systems, in principle applicable to any synthetic gene regulatory network. These models provide a detailed mechanistic picture of the dynamic behavior of biological systems. To our knowledge, this is the first attempt at the systematic modeling of. This approach certainly challenges established molecular biology and in the absence of agreement between models and experiments it poses new questions and requires new avenues of investigation.
Furthermore, this modeling formalism has a strong predictive character, enabling rational engineering of regulatable gene transcription systems. Rational design principles come in terms of molecular components, the kinetics and the thermodynamics of their interaction. With simply built models, alternative designs can be tested and a detailed picture can emerge of how each piece of the construct influences the synthetic network behavior. Sensitivity analysis and optimization can be conducted to determine key components and decide on network topologies. Computer simulations make possible exhaustive searches of different network connectivities and molecular thermodynamic/kinetic parameters, greatly advancing the development of design principles through the mapping of interaction strengths on specific DNA mutant sequences. This approach is also well suited for synthetic biology. Although numerically challenging, it always remains tractable, not hampered by the significant size and complexity of naturally occurring biological systems.
With this modeling formalism, all synthetic biological constructs are reduced to networks of biomolecular reactions. The dynamic behavior of these systems can then be simulated numerically. In the following section, we discuss algorithms to simulate numerically cascades of biomolecular reactions.
MULTISCALE SIMULATIONS OF SYNTHETIC BIOLOGICAL SYSTEMS
Typically, networks of reactions may be modeled using ordinary differential equations (ODEs) describing the reaction rate laws. The underlying assumption that the reaction network may be modeled with ODEs is that the system is at the thermodynamic limit, that is the number of molecules of reactants and products is so large that their concentration can be thought of as a continuous variable and, importantly, there are precise numbers of reaction events per unit time per unit volume.
Of course, biomolecular systems can be far from the thermodynamic limit with reactants/products numbering only very small numbers of molecules in the system. This hinders the application of traditional mathematical models for modeling kinetic and thermodynamic processes in living organisms. Using deterministic-continuous, ODEs for simulating the reaction kinetics of these systems can produce distinctly false results. The need arises for stochastic models that account for inherent thermal noise, which is manifested as phenotypic probability distributions.
Certainly, this is not news, with the work of McQuarrie and Oppenheim developing decades ago the necessary theoretical framework for modeling reacting systems away from the thermodynamic limit. [39] [40] [41] [42] More recently, pioneering work by Gillespie, Gibson, Bruck, Rawlings, and Petzold, among others, [43] [44] [45] [46] [47] [48] has resulted in powerful algorithms and methods to model stochastic chemical reacting systems with applications in biology. It should be stressed though, that when simulating biological interaction networks, the need emerges quickly to improve computational efficiency, because of the multiple time scales present in these networks. Indeed, from infrequent events, such as transcription initiation, to very frequent ones, such protein-protein interactions, or metabolic reactions, values of kinetic constants may span multiple orders of magnitude. A model that includes these various types of biomolecular events will inevitably be stiff, substantially diminishing the computational efficiency of any simulation.
Various theoretical methods and algorithms have been developed to simulate biomolecular systems, which are not close to the thermodynamic limit, and contain interactions that have kinetic constants spanning multiple time scales. For example, a hybrid stochastic-discrete, stochastic continuous method was developed combining Gillespie's discrete-stochastic kinetic Monte Carlo method, 49 with a chemical Langevin equation representation of stochastic-continuous reaction events.
These along with other algorithms are incorporated in Hy3S and SynBioSS, two open software suites, made available on sourceforge.net. [50] [51] [52] [53] [54] We should stress that there are numerous software packages with algorithms to simulate gene regulatory networks. A review of these available packages is beyond the scope of the current work.
Interested readers may begin at a number of thorough published reviews. [55] [56] [57] [58] 
CONCLUDING REMARKS
Admittedly, because biological phenomena are very complex, mechanistic explanations will be fragmentary and approximate. With the Babel of sequences and structures that all living organisms are, it is difficult to anticipate that we will possess as detailed and accurate a picture of biomolecular systems as we do for physical or chemical systems. Nevertheless, the careful collection, management and dissemination of hard-earned, experimental information on biomolecular processes may advance the generation of mechanistic explanations in a way that is fit for analysis and design.
Herein we discussed a modeling methodology that may help scientists and engineers to construct complex synthetic biological systems. Sophisticated mathematical models are developed of synthetic biological systems that connect the targeted biological phenotype (what we want the synthetic biological system to do) to the DNA sequence (that we need to physically construct to realize the synthetic biological system). These models then represent a significant first step toward a broader objective: to develop theoretical and computational models that describe how the physical interactions of molecules lead to complex biological phenotypes.
