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基于 BP 神经网络的信用卡违约风险预测
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Abstract: After implementation of prediction of risk of default from natural information of credit card applicants using BP (Back Propaga-
tion) neural network, the default risk of the index system is established.Through the training and simulation on small sample data, highly
approximation between the model output and target output is achieved.
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目前，对于违约风险，银行往往是利用传统的“评分系统”或者所谓“专家评分”来确定申请者风险水平。 这种传统的评分方法，











2.1 神经网络 BP 算法原理
BP 算法的主要设计思想是，将输入信号通过隐层和输出层节点的处理计算得到的网络实际输出进一步与期望输出相比较，并
计算实际输出与期望输出的误差，将误差作为修改权值的依据反向传播至输入层，再修正各层的权系数，并且反复这一过程，直到
实际输出与期望输出的误差达到预先设定的误差收敛标准，从而获得最终的网络权值。 BP 神经网络听拓扑结构如图 1 所示：图 1
中，X1，X2，…，Xn 是 BP 神经网络的输入值，Y1，Y2，…，Ym 是 BP 神经网络的预测值，ωij 和 ωjk 为 BP 神经网络权值。 从图 1 可以看出，
BP 神经网络可以看成一个非线性函数，网络输入值和预测值分别为该函数的自变量和因变量。 当输入节点数为 n，输出节点数为 m
时，BP 神经网络就表达了从 n 个自变量到 m 个因变量的函数映射关系。
2.2 BP 神经网络的训练步骤
1) 网络初始化。 根据系统输入输出序列(X，Y)确定网络输入层节点数 n、隐
含层节点数 l,输出层节点数 m，初始化输入层、隐含层和输出层神经元之间的
连接权值 ωij 和 ωjk，初始化隐含层阈值 a,输出层阈值 b,给定学习速率和神经元
激励函数。











Co puter Knowledge and Technology
Vol.7, No.10, April 2011,pp.2348-2349
2348
Computer Knowledge and Technology 电脑知识与技术
人工智能及识别技术本栏目责任编辑：唐一东
第 7 卷第 10 期 (2011 年 4 月)
式中，l 为隐含层节点数；f 为隐含层激励函数，该函数有多种表达形式，本文中选择 tansig 函数，其表达式为：
(2)
3) 输出层输出计算。 根据隐含层输出 H，连接权值 ωjk 和阈值 b,计算 BP 神经预测输出 O。
(3)
4) 误差计算。 根据网络预测输出 O 和期望输出 Y，计算网络预测误差 e。
(4)
5) 权值更新。 根据网络预测误差 e 更新网络连接权值 ωij 和 ωjk。
(5)
(6)




3 信用卡违约风险预测模型构建及 Matlab 仿真
3.1 选取训练样本与测试样本
本文使用一个小样本数据集 [6]来对其应用情况进行介绍。 样本 1～20 为训练样本 , 其中前 12 个为未违约样本(即按时还款,记为
Y) , 后 8 个为违约样本 (即未按时还款,记为 N); 样本 21～23 为测试样本。 对于样本各项指标的特征 ,采用评分的方法给出。
3.2 模型有关参数的设定
BP 神经网络构建根据系统输入输出数据特点确定 BP 神经网络的结构，由于信用卡违约风险预测指标数为 11，取输入层神经
元数为 11；输出层采用线形(purelin)激励函数，神经元数为 1；隐含层神经元数根据经验公式 [6]l< (m+n)姨 +a 求取，综合考虑训练精
度、训练时间及过拟合等问题，取隐含层神经元数为 9。
3.3 信用卡违约风险预测仿真
通过 Matlab R2008a 软件验证模型的泛化能力。 选取表 1 中前 20 组样本数据作为训练数据，后 3 组的样本数据作为检验数据，
对经过训练生成的神经网络模型的预测结果进行验证。
从图 2 以看出，误差曲线从 2.50 开始变化 ,经过 781 次学习训练后基本达到期望的误差精度 0.01。图 3 反映了目标输出与模型
输出的吻合程度， 其中前 20 个样本是训练






训 练 得 出 输 入 输 出 之 间 联 系， 得 出 预 测 结
果，弱 化 了 主 观 因 素 对 预 测 的 影 响，方 便 进
行批量客户处理。 但是当出现奇异数据时(样
本 7、15)BP 算法预测误差变大，此外，神经网
络 的“黑 箱”性 质，使 预 测 过 程 不 够 透 明，各
指标对结果的影响因子较其他方法更难解释。
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图 2 训练误差图 图 3 模型预测结果
表 1 预测结果
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