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Abstract
It is shown how to perfectly transfer an arbitrary qudit state in interacting boson
networks. By defining a family of Hamiltonians related to Bose-Hubbard model, we
describe a possible method for state transfer through bosonic atoms trapped in these
networks with different kinds of coupling strengths between them. Particularly, by taking
the underlying networks of so called group schemes as interacting boson networks, we
show how choose suitable coupling strengths between the nodes, in order that an arbitrary
qudit state be transferred from one node to its antipode, perfectly. In fact, by employing
the group theory properties of these networks, an explicit formula for suitable coupling
strengths has been given in order that perfect state transfer (PST) be achieved. Finally,
as examples, PST on the underlying networks associated with cyclic group C2m, dihedral
group D2n, Clifford group CL(n), and the groups U6n and V8n has been considered in
details.
Keywords: Bose-Hubbard Hamiltonian, Interacting boson networks, Per-
fect state transfer (PST), Qudit state, Underlying networks, Group schemes
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1 Introduction
Transfer a quantum state from one site to another one (quantum communication between two
parts of a physical unit, e.g., a qubit) is a crucial ingredient for many quantum information
processing protocols (QIP)[1]. However, in many other tasks, e.g., solid-state-based quantum
computation, quantum state transmission is not a trivial task. Completing such a task is often
needed in QIP, e.g., the quantum information exchange between two separate processors.
Therefore, it is very important to find physical systems that provide robust quantum state
transmission lines linking different QIP processors. There are various physical systems that
can serve as quantum channels, one of them being a quantum spin system. In recent years,
many results have been obtained on qubit-state transfer through spin chains with various
types of neighbor couplings. The original idea of quantum state transfer through a system of
interacting spin 1/2 was introduced by Bose [2, 3]. Afterward, Christandl et al. [4, 5] and
independently Nikolopoulos et al. [6] found that perfect state transfer (PST) is possible [7]
in spin-1/2 networks without any additional actions from senders and receivers, including not
requiring switching on and off qubit couplings. Similarly, in Ref. [8], near perfect state transfer
was achieved for uniform couplings provided a spatially varying magnetic field was introduced.
After the work of Bose [2], in which the potentialities of the so-called spin chains have been
shown, several strategies were proposed to increase the transmission fidelity [9] and even to
achieve, under appropriate conditions, perfect state transfer [4, 5, 10, 11, 12, 13, 14]. Recently,
A. Bernasconi, et al. [15] have studied perfect state transfer (PST) between two particles in
quantum networks modeled by a large class of cubelike graphs. Since quantum networks (and
communication networks in general) are naturally associated to undirected graphs, one can
use the relation between graph-theoretic properties and properties that allow PST [16].
In Ref. [17], the so called distance-regular graphs have been considered as spin networks
(in the sense that with each vertex of a distance-regular graph a qubit or a spin 1/2 particle
PST in boson networks 4
was associated) and PST over them has been investigated. In the paper [18], optimal state
transfer (ST) of a d-level quantum state (qudit) over pseudo distance regular networks was
investigated, where it was shown that only for pseudo distance regular networks with some
certain symmetry (mirror symmetry) in the corresponding intersection numbers, PST between
antipodes of the networks can be achieved. Also, in the recent paper [19], PST of a qudit state
in a system of N spin j particles located at the nodes of an underlying network of a so-called
group association scheme [20] has been studied. In paper Ref. [21], PST of any qudit state
through bosonic lattices has been investigated. They have considered a model which can be
implemented using the Bose-Hubbard model and proposed a protocol to perfectly transfer an
unknown n-variable function from a processor at one end of a boson chain to another processor
at the other.
In this work, we consider the underlying networks of group schemes, as interacting boson
networks and impose a more general Bose-Hubbard Hamiltonian to the considered networks.
More clearly, for a given vertex set (each vertex is associated with an element of a finite group
G) we define different adjacency matrices according to different kinds of coupling strengths
between the vertices (nodes). Then, we investigate perfect state transfer (PST) on the nodes
of these networks and show that by choosing suitable coupling strengths between the nodes,
an arbitrary qudit state can be transferred from one node to its antipode, perfectly. In fact,
by employing the group theory properties of these networks, we give an explicit formula for
suitable coupling strengths in terms of irreducible characters of the corresponding groups. As
examples, we consider PST on the underlying networks associated with cyclic group C2m,
dihedral group D2n, Clifford group CL(n), and the groups U6n and V8n, in details.
The organization of the paper is as follows: In section 2, PST over antipodes of interacting
boson networks is investigated, where a method for finding suitable coupling constants in
particular Bose-Hubbard Hamiltonians so that PST be possible, is given. Section 3 is devoted
to PST on special networks called the underlying networks of group schemes, where a formula
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for suitable coupling strengths between nodes is given in order that PST of a qudit state
from an arbitrary node to its antipode be achieved. In section 4, some important examples
of underlying networks of group schemes are considered and PST over them is investigated in
details. The paper is ended with a brief conclusion.
2 Perfect state transfer in interacting boson networks
Consider the Bose-Hubbard model in which dynamics of bosons, in a system with N sites,
governed by a linearly coupled bosonic Hamiltonian as
H =
N−1∑
k=1
Jk(b
†
kbk+1 + b
†
k+1bk) +
N∑
k=1
ǫknk (2-1)
where, nk = bk
†bk is the number operator for the bosons located at the kth site, bk
† (bk) is the
bosonic creation (annihilation) operator. For simplicity, h¯ = 1 has considered.
We generalize the above model to more general finite graphs not only for a finite path, in
a way that the nodes of graph have different kinds of coupling strengths between themselves.
Suppose Γ is a connected graph. For each coupling strength Jk, k = 0, 1, . . . , d, we can form a
graph Γk in which vertices are adjacent if their coupling in Γ equals k. Let Ak be the adjacency
matrix of Γk. For instance, A1 is the adjacency matrix A of Γ. Also, let A0 = I, the identity
matrix. This gives us d + 1 matrices A0, A1, ..., Ad, called the adjacency matrices of Γ. Their
sum is the matrix J in which every entry is 1. In the other words, we assume that the dynamics
of bosons, in a system with N sites (associated with the nodes of a finite group), is governed
by the following Bose-Hubbard Hamiltonian
H =
N∑
i,j=1
d∑
k=0
Jk(Ak)ijb
†
ibj . (2-2)
Now, we assume that the adjacency matrices Ak for k = 0, 1, . . . , d commute with each
other such that, one can diagonalize them by a unitary matrix U , simultaneously. That is, we
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have
UAkU
† = Dk,
where Dk = diag(λ
(k)
1 , λ
(k)
2 , . . . , λ
(k)
N ) is a diagonal matrix with eigenvalues of Ak as its diagonal
entries. Therefore, the Hamiltonian (2-2) can be rewritten as
H =
∑
i,j
∑
k
Jk(U
†DkU)i,jb
†
ibj =
d∑
k=0
N∑
l=1
Jkλ
(k)
l
∑
i
U †ilb
†
i
∑
j
Uljbj (2-3)
By considering the Bogoliubov transformations
b˜l =
∑
j
Uljbj , bl =
∑
j
U∗jlb˜j , l = 1, 2, . . . , N (2-4)
and defining n˜l = b˜
†
l b˜l, the Hamiltonian (2-3) is written as
H =
N∑
l=1
J˜ln˜l, (2-5)
where,
J˜l =
d∑
k=0
Jkλ
(k)
l . (2-6)
Now, assume that we are able to prepare the initial state |φ0〉 = α|0〉+βb†1|0〉 (with |α|2+|β|2 =
1 and |0〉 := |00...00〉 as the vacuum state). That is, we consider that only the first site is
occupied. Then, the network couplings are switched on and the system is allowed to evolve
under U(t) = e−iHt for a fixed time interval, say t0. The final state becomes
|φ(t0)〉 = e−iHt0 |φ0〉 = α|0〉+ β
N∑
j=1
fj1(t0)b
†
j |0〉 (2-7)
where, fj1(t0) := 〈0|bje−it0
∑N
l=1
J˜ln˜lb†1|0〉. We consider perfect state transfer, i.e., we want to
transfer informations coded in the first site (starting site) to the site m (target site), perfectly.
This means that, we impose the condition
|fm1(t0)| = 1 for some 0 < t0 <∞ (2-8)
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which can be interpreted as the signature of perfect communication (or PST) between sites 1
and m in time t0. In order to achieve this condition, we use the identity b
†
1 =
∑
l Ul1b˜
†
l =
∑
l b˜
†
l
to rewrite the evolved state (2-7) as
|φ(t0)〉 = α|0〉+ β
N∑
l=1
e−it0J˜l b˜†l |0〉 = α|0〉+ β
N∑
j,l=1
e−it0J˜lU∗ljb
†
j |0〉 (2-9)
where, we have used the Eq.(2-4). By defining column matrix J˜ as
J˜ =


e−it0J˜1
e−it0J˜2
...
e−it0J˜N


, (2-10)
the final state |φ(t0)〉 can be written as
|φ(t0)〉 = α|0〉+ β
∑
j
(
∑
l
U †jlJ˜l)b
†
j |0〉 = α|0〉+ β
N∑
j=1
(U †J˜)jb
†
j |0〉 (2-11)
By comparing the above equation with (2-7) we see that
fj1(t0) = (U
†J˜)j =
N∑
l=1
U †jle
−it0J˜l. (2-12)
Now, in order to achieve PST to the m-th site, it is sufficient to have
(U †J˜)i = e
iθδim. (2-13)
In order to obtain some informations about the matrix U , we project the Hamiltonian H
to the single particle subspace, in which the sites are empty or occupied by only one boson.
Then, by defining the kets |i1, i2, ..., iN〉 with i1, ..., iN ∈ {0, 1} as an orthonormal basis for
Hilbert space, one can easily see that
b†ibj |... 0︸︷︷︸
j
...〉 = b†ibj |... 1︸︷︷︸
i
...〉 = 0,
b†ibj |... 0︸︷︷︸
i
... 1︸︷︷︸
j
...〉 = |... 1︸︷︷︸
i
... 0︸︷︷︸
j
...〉. (2-14)
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where, we have used the facts that b|1〉 = |0〉, b|0〉 = 0, b†|0〉 = |1〉 and b†|1〉 = 0. Now, let
|k〉 denotes the vector state which its all components are 0 except for k, i.e., |k〉 = b†k|0〉 =
|0...0 1︸︷︷︸
k
0...0〉. Then, it can be easily seen that
b†ibj |k〉 = δjk|i〉 → b†ibj = Eij , (2-15)
where, Eij is an n× n matrix all of whose elements are zero except the (i, j) element which is
unity, i.e., (Eij)kl = δikδjl. Then, one can easily deduce that
∑
i∼kj
b†ibj =
∑
i∼kj
Eij = Ak, (2-16)
where, i∼kj means i and j are adjacent in the graph Γk or equivalently, the coupling strength
between i and j is Jk. Then, by using (2-16), the hamiltonian in (2-2) can be written in terms
of the adjacency matrices Ak, k = 0, 1, ..., d as follows
H =
d∑
k=0
Jk
∑
i∼kj
Eij =
d∑
k=0
JkAk. (2-17)
Assume that we are able to obtain the spectrum of Ak so that we can write Ak =
∑
l λ
(k)
l El
(El is the projection operator to the subspace associated with the eigenvalue λ
(k)
l ). Then, we
have
fj1(t0) = 〈0|bje−iHt0b†1|0〉 =
∑
l
〈0|bje−it0
∑
k
Jkλ
(k)
l Elb
†
1|0〉 =
∑
l
e−it0J˜l〈0|bjElb†1|0〉.
By comparing with (2-12), we obtain
U †jl = 〈0|bjElb†1|0〉 = 〈j|El|1〉. (2-18)
2.1 Generalization to the PST of a qudit state
Assume that we can prepare a d-level quantum state (qudit) as
|φ0〉 = α0|0〉+ α1b†1|0〉+ α2(b†1)2|0〉+ . . .+ αd(b†1)d|0〉. (2-19)
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Now, using the equations (2-4) and (2-5), one can write
e−iHt(b†1)
i|0〉 = e−iHt ∑
l1,...,li
b˜†l1 b˜
†
l2
. . . b˜†li |0〉 =
∑
l1,...,li
e
−it
∑i
k=1
J˜lk b˜†l1 b˜
†
l2
. . . b˜†li |0〉 =
∑
k1,...,ki
(
∑
l1
e−itJ˜l1U∗l1k1)(
∑
l2
e−itJ˜l2U∗l2k2) . . . (
∑
li
e−itJ˜liU∗liki)b
†
k1
. . . b†ki |0〉 =
∑
k1,...,ki
(U †J˜)k1(U
†J˜)k2 . . . (U
†J˜)kib
†
k1
. . . b†ki |0〉
where, J˜ has defined by (2-10). Therefore, the final state of the system is given by
|φ0(t)〉 = e−iHt|φ0〉 = α0|0〉+ α1
∑
k1
(U †J˜)k1b
†
k1
|0〉+ α2
∑
k1,k2
(U †J˜)k1(U
†J˜)k2b
†
k1
b†k2 |0〉+ . . .+
αd
∑
k1,...,kd
(U †J˜)k1 . . . (U
†J˜)kdb
†
k1
. . . b†kd |0〉 (2-20)
Now, in order that PST from the first site to the m-th one be achieved, i.e., we can obtain the
evolved state |φ0(t)〉 as
|φ0(t)〉 = α0|0〉+ α1b†m|0〉+ α2(b†m)2|0〉+ . . .+ αd(b†m)d|0〉, (2-21)
we should have the constraint
(U †J˜)i = eiθδim (2-22)
which is the same condition obtained for the purpose of PST of a qubit (d = 2). This indicates
that, by choosing suitable coupling strengths Jl, l = 0, 1, . . . , d, one can transfer a qubit, a
qutrit, and in general a qudit, simultaneously.
3 Underlying networks of group schemes
Now, we consider some special graphs which are defined via a finite group G. These graphs
have the preference that, the adjacency matrices Ak are simultaneously diagonalizable and the
needed information about the matrix U can be obtained via the group characters. In order to
define these graphs, first we recall the notion of an association scheme. For more details about
association schemes and their underlying networks, refer to [19], [20], [22] and [23].
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Assume that V and E are vertex and edge sets of a regular graph, respectively. Then, the
matrices Ai for i = 0, 1, . . . , d form a commutative association scheme with diameter d if
AiAj =
d∑
k=0
pkijAk, (3-23)
A0 = I, and the sum of Ai is the all-one matrix J . From (3-23), it is seen that the adjacency
matrices A0, A1, . . . , Ad form a basis for a commutative algebra A known as the Bose-Mesner al-
gebra of the association scheme. This algebra has a second basis E0, ..., Ed (known as primitive
idempotents) so that
E0 =
1
N
J, EiEj = δijEi,
d∑
i=0
Ei = I. (3-24)
Let P and Q be the matrices relating the two bases for A:
Ai =
d∑
j=0
PijEj , 0 ≤ i ≤ d,
Ei =
1
N
d∑
j=0
QijAj , 0 ≤ i ≤ d. (3-25)
Then, clearly we have
AiEj = PijEj ,
PQ = QP = NI. (3-26)
which shows that the Pij is the j-th eigenvalue of Ai and that the columns of Ej are the
corresponding eigenvectors. Thus, mi =rank(Ei) is the multiplicity of the eigenvalue Pij of Ai
(provided that Pij 6= Pkj for k 6= i).
3.1 Group association schemes
Group schemes are particular association schemes for which the vertex set contains elements
of a finite group G and the i-th adjacency matrix Ai is defined as:
Ai = C¯i :=
∑
g∈Ci
g,
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where C0 = {e}, C1, ..., Cd are the conjugacy classes of G and g is considered in the regular
representation of the group. The corresponding idempotents E0, ..., Ed are the projection
operators as
Ek =
χk(1)
|G|
∑
α∈G
χk(α
−1)α (3-27)
where, χk is the k th irreducible character of G. Thus eigenvalues of adjacency matrices Ak
and idempotents Ek are given by
Pik =
κiχk(αi)
dk
, Qik = diχi(αk) (3-28)
respectively, where dj = χj(1) is the dimension of the irreducible character χj and κk ≡ |Ck|
is the kth valency of the graph.
By using (3-25) and (3-28), the result (2-18) is written as
U∗lm = 〈m|El|φ0〉 =
1
|G|Qlm =
1
|G|dlχ¯l(αm) (3-29)
Then, the PST condition (2-13) takes the form
d∑
l=0
U∗lmJ˜l =
1
|G|
d∑
l=0
dlχ¯l(αm)e
−it0J˜l = eiθ. (3-30)
Or equivalently,
1
|G|
d∑
l=0
dlχ¯l(αm)e
−i(t0J˜l+θ) = 1. (3-31)
Using the fact that
∑d
l=0 d
2
l = |G|, the Eq.(3-31) gives
e−i(t0J˜l+θ) =
dl
χ¯l(αm)
. (3-32)
It should be noticed that, αm ∈ Cm belongs to the center of the group (and so commutes with
all elements of the group); Then, the well known Schur’s lemma in the group representation
theory implies that αm is represented by µ1 for some µ ∈ C. Assume that αm has order r (r
is the smallest positive integer for which, we have αrm = 1). Then, clearly µ must be the r-th
root of unity, i.e., µ = e2pii/r and so |µ| = 1. consequently, we have |χk(αm)| = |µ|dk = dk and
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from the fact that χk(αm) is real, then we have
dl
χ¯l(αm)
= ±1 = e−ipinl, nl ∈ Z. Then, the result
(3-32) gives
J˜l =
πnl − θ
t0
, l = 0, 1, . . . , d ; nl ∈ Z. (3-33)
From the fact that the adjacency matrices Ak possess d+1 distinct eigenvalues (see Eq.(3-
26)) given by λ
(k)
l = Pkl =
κkχl(αk)
dl
for l = 0, 1, . . . , d, we have only d + 1 distinct J˜l given
by
J˜l =
d∑
k=0
JkPkl. (3-34)
The above equation implies that


J˜0
J˜1
...
J˜d


= Pt


J0
J1
...
Jd


. (3-35)
By using the invertibility of the eigenvalue matrix P (see Eq. (3-26)), the above equation leads
to the following relation for coupling strengths Jk:
Jl =
d∑
k=0
(Pt
−1
)lkJ˜k =
1
|G|
d∑
k=0
(Qt)lkJ˜k =
1
|G|t0
d∑
k=0
dkχ¯k(αl)J˜k, l = 0, 1, . . . , d; n ∈ Z. (3-36)
where, we have used the equations (3-26) and (3-28). Now, using the equation (3-33) we obtain
an explicit formula for suitable coupling strengths Jl as
Jl =
1
|G|t0
d∑
k=0
(πnk − θ)dkχ¯k(αl), l = 0, 1, . . . , d; nk ∈ Z. (3-37)
4 Examples
4.1 Cyclic graph C2m
The undirected cyclic graph C2m with 2m nodes have the following adjacency matrices
A0 = I, Ai = S
i + S−i, i = 1, 2, . . . , m− 1 ; Am = Sm,
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where S is the circulant matrix of order n = 2m, i.e., S2m = I. Then, it is well known that
the finite Fourier transform Fn with matrix entries (Fn)kl =
1√
n
ωkl (ω := e
2pii
n ) diagonalizes the
above adjacency matrices, simultaneously. Therefore, the Bose-Hubbard Hamiltonian (2-2) is
given by
H =
2m∑
i,j=1
(J0I+
m−1∑
k=1
Jk(S
k+S−k)+JmSm)ijb
†
ibj =
2m∑
i,j=1
(J0I+
m−1∑
k=1
Jk(ω
k+ω−k)+Jmωm)iib˜
†
i b˜i =
2m−1∑
i=0
(J0 + 2
m−1∑
k=1
Jk cos
πki
m
+ Jm(−1)i)n˜i =
2m−1∑
i=0
J˜in˜i.
|φ0〉 = α|0〉+ βb†1|0〉
|φ0(t0)〉 = e−it0H |φ0〉 = α|0〉+ β√
2m
e−it0H
2m−1∑
i=0
b˜†i |0〉 = α|0〉+
β√
2m
∑
l
e−it0J˜l b˜†l |0〉.
According to (2-4), we have b˜†l =
1√
2m
∑
k ω
−lkb†k. Then, for the purpose of PST, it suffices that
the probability amplitude
〈m| 1
2m
∑
l,k
ω−lke−it0J˜l|k〉 = 1
2m
2m−1∑
l=0
ω−lme−it0J˜l.
be an arbitrary phase eiθ. This leads to
J˜l =
−πl − θ
t0
,
and so, we obtain
Jl =
1
2mt0
{−θ + 2
m−1∑
k=1
(−πk − θ) cos πkl
m
− (−1)l(πm+ θ)}.
4.2 Dihedral group D2n
The dihedral groupG = D2n is generated by two generators a and b with the following relations:
D2n = 〈a, b : an = 1, b2 = 1, b−1ab = a−1〉 (4-38)
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We consider the case of even n = 2m, the case of odd n can be considered similarly. The
Dihedral group D2n with even n = 2m has m+ 3 conjugacy class so that Cm = {am}.
C0 = {e}, Ci = {ai, a−i}, i = 1, . . . , m− 1, Cm = {am}, Cm+1 = {a2jb, 0 ≤ j ≤ m− 1},
Cm+2 = {a2j+1b, 0 ≤ j ≤ m− 1}
Then, the group scheme D2n with n = 2m have the following adjacency matrices
A0 = I2 ⊗ In, Ai = I2 ⊗ (Si + S−i), i = 1, 2, . . . , m− 1 ; Am = I2 ⊗ Sm,
Am+1 = σx ⊗ (In + S2 + . . .+ S2(m−1)), Am+2 = σx ⊗ (S + S3 + . . .+ S2m−1).
where S is the circulant matrix of order 2m, i.e., S2m = I. The character table of D2n with
n = 2m is given by [24]
D2n e a
m ar (1 ≤ r ≤ m− 1) b ab
χ0 1 1 1 1 1
χ1 1 1 1 -1 -1
χ2 1 (−1)m (−1)r 1 -1
χ3 1 (−1)m (−1)r -1 1
ψj (1 ≤ j ≤ m− 1) 2 2(−1)j 2 cos(2πjr/n) 0 0
Then, by using the result (3-37), we obtain
J0 = −(m+ 3)(θ + πm/2)
2nt0
,
J1 =
1
2nt0
{−(m+ 1)θ − π
2
[(m− 2)(m− 3) + 6]},
J2 = J3 =
1
2nt0
{−θ((−1)m +
m−1∑
r=1
(−1)r) + π(1−
m−3∑
j=1
(−1)jj)}
Jl+3 =
2
nt0
{−θ(1 + (−1)l +
m−1∑
r=1
cos
2πlr
n
)− π
m−1∑
r=1
r cos
2πlr
n
}},
l = 1, 2, . . . , m− 1. (4-39)
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4.3 Clifford group
The Clifford algebra with n generator matrices γ1, γ2, ..., γn, obeys the following relations [25]
γiγj + γjγi = 2δijI (4-40)
Thus, the γ’s have square 1 and anti-commute. The Clifford group denoted by CL(n) has 2n+1
elements as
CL(n) = {±1,±γi1...γij ; i1 < ... < ij , j = 1, . . . , n},
where, ir ∈ {1, 2, . . . , n}. We suppose n > 2 throughout. It is well known that [25], the
center of CL(n) denoted by Z(CL(n)), consists of {±1} if n is even and {±1,±γ1...γn} if n
is odd. CL(n) has 2n one-dimensional representations, each real. In each such representation,
U(−1) = I; Any irreducible representation with dimension greater than 1 has U(−1) = −I.
For even n, the conjugacy classes are given by
C0 = {1}, C1 = {−1}, C2 = {γ1,−γ1}, . . . , Cj = {γi1...γij ,−γi1...γij},
C2n+1 = {γ1...γn,−γ1...γ1},
whereas for odd n, we have
C0 = {1}, C1 = {−1}, C2 = {γ1,−γ1}, . . . , Cj = {γi1...γij ,−γi1...γij},
C2n+1 = {γ1...γn}, , C2n+2 = {−γ1...γ1}.
The characters of the 2n one dimensional representations are given by
χk(1) = χk(−1) = 1, 0 ≤ k ≤ 2n − 1,
χ2n(±γA) = ±δA∅2n/2 ⇒ χ2n(1) = 2n/2, χ2n(−1) = −2n/2.
Then, by using the result (3-36), we obtain the suitable coupling strengths as
J0 = − 1
2n+1t0
{(2n + 1)θ + πl},
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J1 = J2 = . . . = J2n−1 =
1
2n+1t0
(−θ + πl),
J2n−1+1 = . . . = J2n−1 = − 1
2nt0
(θ + πl),
J2n = 0, l ∈ Z.
4.4 The group U6n
The group U6n is a group of order 6n which is defined as
U6n = 〈a, b : a2n = b3 = 1, a−1ba = b−1〉.
The 3n conjugacy classes of U6n are, for 0 ≤ r ≤ n− 1,
{a2r}, {a2rb, a2rb2}, {a2r+1, a2r+1b, a2r+1b2}.
The character table of U6n is given by [24]
U6n a
2r a2rb a2r+1
χj (0 ≤ j ≤ 2n− 1) ω2jr ω2jr ωj(2r+1)
ψk (0 ≤ k ≤ n− 1) 2ω2kr −ω2kr 0
with ω := e2pii/2n. Then by using the character table and the result (3-36), we have
Jl =
1
6nt0
{
2n−1∑
k=0
χk(αl)(
2πk
n
− θ) + 2
n−1∑
k=0
ψk(αl)(
2πk
n
− θ)}, (4-41)
where, we have chosen αm = a
2 and substituted dk
χk(a2)
= dk
ψk(a2)
= ω−2k = e−
2piik
n . By using
(4-41), one can obtain
J0 =
π(5n− 3)− 6nθ
6nt0
,
Jl =
π
3nt0
(
2n−1∑
k=0
kω−2kl + 4
n−1∑
k=0
kω−2kl), l = 1, 2, . . . , n− 1,
Jl =
π
3nt0
(
2n−1∑
k=0
kω−2kl − 2
n−1∑
k=0
kω−2kl), l = n, n+ 1, . . . , 2n− 1,
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Jl =
π
3nt0
2n−1∑
k=0
kω−k(2l+1), l = 2n, 2n+ 1, . . . , 3n− 1.
For instance, for the case n = 2 (the group U12), the coupling strengths Jl are given by
J0 =
7π − 12θ
12t0
, J1 = − π
2t0
, J2 =
π
3t0
, J3 = 0, J4 = J
∗
5 =
π(i− 1)
6t0
.
4.5 The group V8n
Let n be an odd positive integer. The group V8n is a group of order 8n which is defined as
V8n = 〈a, b : a2n = b4 = 1, ba = a−1b−1, b−1a = a−1b〉.
The 2n+ 3 conjugacy classes of V8n are
{1}, {b2}, {a2r+1, a−(2r+1)b2} (0 ≤ r ≤ n− 1),
{a2s, a−2s}, {a2sb2, a−2sb2} (1 ≤ s ≤ n− 1
2
),
{ajbk : j even, k = 1 or 3}, and {ajbk : j odd, k = 1 or 3}.
The character table of V8n is given by [24]
V8n e b
2 a2r+1(0 ≤ r ≤ n− 1) a2s(1 ≤ s ≤ (n− 1)/2) a2sb2 b ab
χ0 1 1 1 1 1 1 1
χ1 1 1 1 1 1 -1 -1
χ2 1 1 -1 1 1 1 -1
χ3 1 1 -1 1 1 -1 1
ψj (0 ≤ j ≤ n− 1) 2 -2 2i sin(2πj(2r + 1)/n) 2 cos(4πjs/n) −2 cos(4πjs/n) 0 0
φj (1 ≤ j ≤ n− 1) 2 2 2 cos(2πj(2r + 1)/n) 2 cos(2πjs/n) 2 cos(2πjs/n) 0 0
where, ω := e2pii/2n. Again, by using the character table and the result (3-36), we obtain
Jl =
1
4nt0
{−θ[2 +
n−1∑
k=0
ψ¯k(αl) +
n−1∑
k=1
φ¯k(αl)] + π
n−1∑
k=0
ψ¯k(αl)}, (4-42)
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where, we have chosen αm = b and substituted
dk
χk(b)
= dk
φk(b)
= − dk
ψk(b)
= 1. By using (4-42),
one can obtain
J0 =
π − 2θ
2t0
, J1 = − π
2t0
,
Jl =
1
2nt0
(θ − πi
n−1∑
k=1
sin
2πk(2l − 3)
n
), l = 2, . . . , n+ 1,
Jl =
1
2nt0
{−θ
n−1∑
k=0
[cos
4πk(l − n− 1)
n
+cos
2πk(l − n− 1)
n
]+π
n−1∑
k=0
cos
4πk(l − n− 1)
n
}, l = n+2, . . . , 3n+ 1
2
,
Jl =
1
2nt0
{θ[
n−1∑
k=0
cos
4πk(l − 3n+1
2
)
n
−cos 2πk(l −
3n+1
2
)
n
]−π
n−1∑
k=0
cos
4πk(l − 3n+1
2
)
n
}, l = 3(n+ 1)
2
, . . . , 2n,
J2n+1 = J2n+2 = 0.
In the case n = 3 (the group V24), the coupling strengths Jl are given by
J0 =
π − 2θ
2t0
, J1 = − π
2t0
, J2 = J3 = J4 =
θ
6t0
, J5 = J6 = J7 = J8 = 0.
5 Conclusion
Perfect state transfer of a qudit in boson networks was investigated where, a family of Hamil-
tonians related to the Bose-Hubbard model is defined which enable PST of an arbitrary qudit
state. By choosing the underlying networks of finite group schemes as boson networks (i.e.,
with each vertex (site) of the network, a bosonic number operator for the bosons located at
that site, is associated), we showed how to perfectly transfer, arbitrary qudit states in inter-
acting boson lattices. In fact, by employing the group theory properties of these networks,
an explicit analytical formula for coupling constants in the Hamiltonians was given, so that
the state of a particular qudit initially encoded on one site can be perfectly evolved to the
opposite site without any dynamical control. Finally, PST on underlying networks associated
with some finite groups was considered in details.
PST in boson networks 19
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