Abstract: Nonnegative matrix factorization (NMF), which is the approximation of a data matrix as the product of two nonnegative matrices, is a key issue in machine learning and data analysis. One approach to NMF is to formulate the problem as a nonconvex optimization problem of minimizing the distance between a data matrix and the product of two nonnegative matrices with nonnegativity constraints and then solve the problem using an iterative algorithm. The algorithms commonly used are the multiplicative update algorithm and the alternating least-squares algorithm. Although both algorithms converge quickly, they may not converge to a stationary point to the problem that is equal to the solution to a nonmonotone variational inequality for the gradient of the distance function. This paper presents an iterative algorithm for solving the problem that is based on the Krasnosel'skiȋ-Mann fixed point algorithm. Convergence analysis showed that, under certain assumptions, any accumulation point of the sequence generated by the proposed algorithm belongs to the solution set of the variational inequality. Application of the 'mult' and 'als' algorithms in MATLAB and the proposed algorithm to various NMF problems showed that the proposed algorithm had fast convergence and was effective.
Introduction
Nonnegative matrix factorization (NMF) [29, 35] has attracted a great deal of attention since it has many potential applications, such as machine learning [29] , data analysis [13, 14, 36] , and image analysis [19] , and its complexity has been studied [37] . NMF is used to factorize a given nonnegative matrix V ∈ R where · F stands for the Frobenius norm of R M×N . An algorithm commonly used for solving Problem (1.2) is the multiplicative update algorithm [29, 30] (see Algorithm (3.8) for details of this algorithm). Unfortunately, the algorithm may fail to arrive at a stationary point to the problem [20, 32] . A modified multiplicative update algorithm that resolves this issue has been reported [31, Algorithm 2] along with a theorem [31, Theorem 7] stating that any accumulation point of the sequence generated by the modified algorithm belongs to the set of all stationary points to Problem (1.2). The fast 'mult' algorithm, which is based on the multiplicative update algorithms, was implemented in the Statistics and Machine Learning Toolbox in MATLAB R2016a and is given as nnmf functions in the MathWorks documentation [1] . Since the 'mult' algorithm is more sensitive to initial points, it is useful for finding an optimal solution to Problem (1.2) using many random initial points [1, Description] .
Another algorithm used for solving Problem (1.2) is the alternating least-squares algorithm [35] (see Algorithm (3.9) for details of this algorithm). While there have been reports of convergence in certain special cases (see [10, p. 160] and references therein), in general, the alternating least-squares algorithm is not guaranteed to converge to a stationary point to Problem (1.2 ). An alternating least-squares algorithm using projected gradients [32, Subsection 4 .1] and one based on alternating nonnegativity constrained least squares [26, Section 3] have been reported. The fast 'als' algorithm, which is based on the alternating least-squares algorithms, was implemented in the Statistics and Machine Learning Toolbox in MATLAB R2016a and is given as nnmf functions in the MathWorks documentation [1] . Although the 'als' algorithm converges very quickly, it may converge to a point ranked lower than R, indicating that the result may not be optimal [1, Description] .
A stationary point to Problem (1.2) is defined as the solution X ⋆ ∈ R where ·, · stands for the inner product of R M×R × R R×N (see Problem 2.1 for details of variational inequality). Any local minimizer of Problem (1.2) is guaranteed to belong to the set of solutions to Variational Inequality (1.3) [17, Subchapter 1.3.1]. While many iterative algorithms have been proposed for solving variational inequalities [18, Chapter 12] , this paper focuses on using projection methods for solving variational inequalities.
In this paper, we first show that, given W ∈ R M×R and µ > 0, a mapping is nonexpansive and that Fix(S H,λ ) coincides with the set of all minimizers of f (·, H) over R M×R + (Proposition 2.2). From the fact that a search for fixed points of nonexpansive mappings T W,µ and S H,λ defined as in (1.4) and (1.5) is equivalent to minimization of convex functions f (W, ·) and f (·, H) with nonnegativity constraints, fixed point algorithms using two nonexpansive mappings T W,µ and S H,λ should enable a stationary point to Problem (1.2) to be found, i.e., a solution to Variational Inequality (1.3).
There are several useful fixed point algorithms for nonexpansive mappings [5, Chapter 5] , [9, , [21, 27, 33, 34, 38] . The simplest fixed point algorithm is the Krasnosel'skiȋ-Mann fixed point algorithm [5, Chapter 5] , [27, 33] defined for all n ∈ N by 6) where T : R m → R m is nonexpansive with Fix(T ) = ∅, x 0 ∈ R m is an initial point, and (α n ) n∈N ⊂ [0, 1]. The Krasnosel'skiȋ-Mann fixed point algorithm (1.6) can be applied to real-world problems such as signal recovery [15] and analysis of dynamic systems [6] . The sequence (x n ) n∈N generated by Algorithm (1.6) converges to a fixed point of T under certain assumptions [5, Theorem 5.14] . Thanks to this useful fixed point algorithm, an iterative algorithm can be devised for solving Variational Inequality (1.3) in NMF. The proposed algorithm is defined as follows: given an nth approximation (
where T Wn,µn and S Hn+1,λn are defined as in (1.4) and (1.5), and (α n ) n∈N , (β n ) n∈N ⊂ [0, 1] (see Algorithm 1 for more details). The first step in Algorithm (1.7) is a search for a fixed point of T Wn,µn , i.e, a minimizer of f (W n , ·) over R R×N + . This step is based on the Krasnosel'skiȋ-Mann fixed point algorithm. The second step in Algorithm (1.7) is a search for a fixed point of S Hn+1,λn , i.e., a minimizer of f (·, H n+1 ) over R M×R + . The definitions of (1.4) and (1.5) imply that, for all n ∈ N, (W n , H n ) in the proposed algorithm is in R
. Hence, it can be seen intuitively that, for a large enough n, the proposed algorithm optimizes not only f (W n , ·) but also f (·, H n ) with the nonnegativity constraints.
One contribution of this work is analysis of the proposed algorithm's convergence. As the second and third paragraphs of this section pointed out, the multiplicative update algorithm and the alternating least-squares algorithm do not always converge to a solution to Variational Inequality (1.3). In contrast, it is shown that, under the nonempty assumption (Assumption 3.1) of the fixed point sets of T Wn,λn and S Hn+1,µn (n ∈ N), any accumulation point of the sequence ((W n , H n )) n∈N generated by the proposed algorithm belongs to the set of solutions to Variational Inequality (1.3) (Theorem 3.1). Additionally, the relationships between Assumption 3.1 and the assumptions needed to guarantee convergence of the previous fixed point and gradient algorithms [3, 28, 39] are discussed.
Another contribution of this work is provision of examples showing the fast convergence and effectiveness of the proposed algorithm for Problem (1.2). The proposed algorithm is numerically compared with the 'mult' and 'als' algorithms [1] for Problem (1.2) under certain conditions. The results show that, when all the elements of V are nonzero and M N is small, the efficiency of the proposed algorithm is almost the same as that of the 'als' algorithm (subsection 4.1) and that, when all the elements of V are nonzero and M N is large, the proposed algorithm optimizes objective function f in Problem (1.2) better than the 'mult' and 'als' algorithms (subsection 4.1). Moreover, the results show that, when V is sparse, the proposed algorithm converges faster than the 'mult' and 'als' algorithms (subsection 4.2) and that the 'als' algorithm converges to a point ranked lower than R, which is not optimal (subsection 4.3).
This paper is organized as follows. Section 2 provides the mathematical preliminaries and explicitly states the main problem (Problem 2.1), which is the nonmonotone variational inequality problem in NMF. Section 3 presents the proposed algorithm (Algorithm 1) for solving the main problem and describes its convergence property (Theorem 3.1). Section 4 considers NMF problems in certain situations and numerically compares the behaviors of the 'mult' and 'als' algorithms with that of the proposed one. Section 5 concludes the paper with a brief summary and mentions future directions for improving the proposed algorithm.
Mathematical preliminaries 2.1 Notation and definitions
Let X ⊤ denote the transpose of a matrix X, and let O denote the zero matrix. Let N denote the set of all positive integers including zero. Let R m be an m-dimensional Euclidean space with the standard Euclidean norm · 2 , and let
by vec(X) := (X 11 , X 12 , . . . , X 1n , . . . , X m1 , X m2 . . . , X mn ) ⊤ ∈ R mn . The inner product of two matrices X, Y ∈ R m×n is defined by X • Y := vec(X) ⊤ vec(Y ) and induces the Frobenius norm
for all x, y ∈ R m , where Id stands for the identity mapping. A firm nonexpansivity condition implies a nonexpansivity condition. The metric projection [5, Subchapter 4.2, Chapter 28] onto a nonempty, closed convex set C ⊂ R m , denoted by P C , is defined for all x ∈ R m by P C (x) ∈ C and
Suppose that f : R m → R is convex and that ∇f :
for all x, y ∈ R m . The set of all minimizers of a function f : R m → R over a set C ⊂ R m is denoted by argmin x∈C f (x). First, the following proposition is proven. 
Nonmonotone variational inequality in NMF
3) 
which, together with (2.2), means that
That is, T W,µ is nonexpansive. Consider the case where W = O. Since (2.1) and (2.2) ensure that, for all H ∈ R R×N and for all µ > 0,
4)
T W,µ is nonexpansive. Let W ∈ R M×R and µ > 0. Theorem 3.14 in [5] (see subsection 2.1) implies that
. This completes the proof.
A discussion similar to the proof of Proposition 2.1 leads to the following.
Then S H,λ satisfies the nonexpansivity condition, and
The following describes the relationship between VI(C, ∇f ) and the fixed point sets of T W,µ and S H,λ in Propositions 2.1 and 2.2.
Proposition 2.3
Let VI(C, ∇f ) be the solution set of Problem 2.1 and let T W,µ and S H,λ be mappings defined by (2.1) and (2.5). Then
, which, together with Theorem 3.14 in [5] (see also subsection 2.1), guarantees that, for all λ, µ > 0, for all W ∈ R M×R + , and for all
Fixed point algorithm
Several useful algorithms have been presented for solving fixed point problems for nonexpansive mappings, such as the Krasnosel'skiȋ-Mann fixed point algorithm [27, 33] , the Halpern fixed point algorithm [21, 38] , and the hybrid method [34] . This section describes our proposed algorithm based on the Krasnosel'skiȋ-Mann fixed point algorithm (1.6) for solving Problem 2.1. For convenience, we rewrite the Krasnosel'skiȋ-Mann fixed point algorithm as follows: given x 0 ∈ R m and a nonexpansive mapping T : R m → R m ,
where (α n ) n∈N ⊂ [0, 1] and the nonempty condition of Fix(T ) is assumed. Algorithm (3.1) converges to a fixed point of
. Algorithm 1 is the proposed algorithm based on Algorithm (3.1) for solving Problem 2.1.
Steps 3-8 in Algorithm 1 generate a nonexpansive mapping T n on the basis of the results of Proposition 2.1. (2.4) ), which leads to step 7.
Step 9 in Algorithm 1 generates the (n + 1)th iteration H n+1 using the convex combination of H n and T n (H n ). This shows that step 9 is based on Algorithm (3.1). Steps 10-15 generate a nonexpansive mapping S n on the basis of the results of Proposition 2.2. This mapping depends on H n+1 given in step 9. Iteration W n+1 is generated by Algorithm (3.1). The stopping condition in step 18 is, for example, that the number of iterations has reached a positive integer n max or that f (W n , H n )−f (W n−1 , H n−1 ) < ǫ, where ǫ > 0 is small enough. See section 4 for the stopping conditions used in the experiments for the 'mult' and 'als' algorithms [1] and Algorithm 1.
Analysis of previous fixed point algorithms [5, Chapter 5] , [9, , [2, 3, 21, 23, 24, 25, 27, 28, 33, 34, 38] was based on the nonempty assumption of fixed point sets. Hence, the following was assumed in our analysis of Algorithm 1.
Several iterative methods [3, 28] based on Algorithm (3.1) have been proposed for finding a common fixed point of a family of nonexpansive mappings defined on a Banach space under the nonempty condition for the intersection of their mappings (see [2] for a fixed point algorithm based on the Halpern fixed point algorithm [21, 38] ). The following method was
T n (H n ) := H n 8:
end if
9:
end if 16 :
n ← n + 1 18: until stopping condition is satisfied proposed [28] for finding a common fixed point of a finite number of nonexpansive mappings. Given a family of nonexpansive mappings (T i ) k i=1 and α ∈ (0, 1),
where x 0 is an initial point and ( [28] indicates the strong convergence of the sequence (x n ) n∈N generated by Algorithm (3.2) to a point in
The sequence (x n ) n∈N is generated using the method in [3] for finding a common fixed point of a family of nonexpansive mappings
as follows:
where [3] shows the weak convergence of the sequence (x n ) n∈N generated by Algorithm (3.3) to a point in
Meanwhile, Algorithm 1 generates the sequence ((W n , H n )) n∈N defined by
Algorithm 1, which uses two nonexpansive mappings T n and S n , is simpler than Algorithms (3.2) and (3.3), which use multiple nonexpansive mappings at each iteration.
The following sequence (u n ) n∈N is generated using the adaptive projected subgradient method [39, Algorithm (11) ] for solving an asymptotic problem of minimizing a sequence of continuous, convex functions Θ n : H → [0, ∞) (n ∈ N) over a nonempty, closed convex set K ⊂ H:
where · is the norm of a real Hilbert space H, (λ n ) n∈N ⊂ [a, b] ⊂ (0, 2) for some a, b > 0, and Θ ′ n (u n ) stands for the subgradient of Θ n at u n . Under the assumptions [39, Assumptions (12) and (14)] that (Θ ′ n (u n )) n∈N is bounded and there exists n 0 ∈ N such that
. Section 4 in [39] provides some examples of satisfying Assumption (3.5) and shows that, if there is no interior point of ∞ n=n0 argmin u∈K Θ n (u), the normalized least squares algorithm [22, Chapter 5] , which is an example of Algorithm (3.4), diverges [39, Example 1(b)]. Therefore, Assumption (3.5) and the existence of an interior point of ∞ n=n0 argmin u∈K Θ n (u) are crucial to ensuring the convergence of Algorithm (3.4).
Similarly to Algorithm (3.4), Algorithm 1 is a projected gradient algorithm (see steps 3-8 and 10-15 in Algorithm 1). Propositions 2.1 and 2.2 guarantee that Assumption 3.1 can be expressed as
where, for all n ∈ N, f n and g n are convex functions defined by 
Previously reported results [5, Subchapter 4.5], [7, 11, 12, 16] provide the properties of fixed point sets of nonexpansive mappings and sufficient conditions for the existence of a common fixed point of a family of nonexpansive mappings.
1 See [23, 25, 39] for examples of satisfying the nonempty condition for the intersection of fixed point sets of nonexpansive mappings in signal processing and network resource allocation.
The discussion in this section is based on the following assumption.
Examples of (α n ) n∈N and (β n ) n∈N satisfying (C1) are α n := α ∈ (0, 1) and β n := β ∈ (0, 1) (n ∈ N). Under Assumptions 3.1 and (C1), the boundedness conditions of (W n ) n∈N and (H n ) n∈N are guaranteed (see Lemma 3.1(i)). Accordingly, µ n and λ n (n ∈ N) can be chosen such that
which satisfy Assumption (C2).
The following is a convergence analysis of Algorithm 1. Since Assumptions 3.1 and (C1) ensure the boundedness of ((W n , H n )) n∈N in Algorithm 1 (see Lemma 3.1), there exists an accumulation point of ((W n , H n )) n∈N . Accordingly, Theorem 3.1 implies the existence of a point in VI(C, ∇f ). In the case where VI(C, ∇f ) consists of one point, Theorem 3.1 guarantees that the whole sequence ((W n , H n )) n∈N generated by Algorithm 1 converges to that point.
Let us compare Algorithm 1 with previous algorithms for solving Problem 
However, Section 5 in [20] and Section 6 in [32] show that Algorithm (3. ,
While alternating least-squares algorithms have been shown to converge very quickly, there has been no reported analysis of their convergence, and there is no guarantee that they converge to stationary points to Problem (1.2) [10, p. 160].
In contrast, Theorem 3.1 guarantees the convergence of Algorithm 1 to a stationary point to Problem (1.2) under Assumptions 3.1 and 3.2. The numerical comparison in section 4 of Algorithm 1 with the 'mult' and 'als' algorithms given in MATLAB R2016a shows that Algorithm 1 is effective and converges quickly. It also shows that the 'als' algorithm converged to a point ranked lower than R, which may indicate that the result is not optimal [1, Description].
Proof of Theorem 3.1
The proof of Theorem 3.1 is divided into three steps. First, we prove the following lemma.
Lemma 3.1 Suppose that Assumptions 3.1 and (C1) hold. Then
which, together with the nonexpansivity of T n (n ∈ N) (see Proposition 2.1), implies that, for all n ≥ m 0 , Fix(S n ) arbitrarily. Proposition 2.2 guarantees that, for all n ∈ N, S n is nonexpansive. Therefore, a discussion similar to the one for obtaining (3.10) ensures that, for all n ≥ m 0 ,
which implies the existence of lim n→∞ W n − W F and the boundedness of (W n ) n∈N .
(ii) Inequality (3.10) leads to the finding that lim n→∞ α n (1 − α n ) H n − T n (H n ) 2 F = 0, which, together with Assumption (C1), implies that lim n→∞ H n − T n (H n ) F = 0. Moreover, Assumption (C1) and (3.11) lead to lim n→∞ W n − S n (W n ) F = 0, which completes the proof.
Lemma 3.1 leads to the following.
Lemma 3.2 Suppose that Assumptions 3.1 and 3.2 hold. Then for all (W, H)
Proof: Fix (W, H) ∈ C arbitrarily. The firm nonexpansivity of R R×N + and the condition
Accordingly, the convexity of · 2 F implies that, for all n ∈ N,
which implies that, for all n ∈ N,
where the second inequality comes from the triangle inequality, the third inequality comes from M 1 := sup{ H n − H F + H n+1 − H F : n ∈ N}, and M 1 < ∞ is guaranteed from the boundedness of (H n ) n∈N (see Lemma 3.1(i)). Since the definition of H n+1 (n ∈ N) means that, for all n ∈ N,
(3.14)
Hence, (3.13) and (3.14) lead to the deduction that lim sup
Accordingly, for all ǫ > 0, there exists n 0 ∈ N such that, for all n ≥ n 0 ,
Since (C1) and (C2) guarantee that there exists c 1 > 0 such that, for all n ∈ N, 0 < 1/(µ n (1 − α n )) ≤ c 1 , (3.15) leads to the finding that lim sup
which, together with the arbitrary condition of ǫ, implies that lim sup
A discussion similar to the one for obtaining (3.13) leads to the finding that there exists M 2 ∈ R such that, for all n ∈ N,
Since the same manner of argument as in the proof of (3.14) leads to lim n→∞ W n+1 − W n F = 0, it can be found that lim sup
Therefore, a discussion similar to the one for obtaining (3.16) , together with (C1) and (C2), implies that lim sup
which completes the proof.
Lemmas 3.1 and 3.2 lead to the following.
Lemma 3.3 Suppose that Assumptions 3.1 and 3.2 hold. Let
Proof: Since Lemma 3.1(i) ensures the boundedness of ((W n , H n )) n∈N , there exists an accumulation point of ((W n , H n )) n∈N . Fix an accumulation point of ((W n , H n )) n∈N , denoted by (W ⋆ , H ⋆ ) ∈ R M×R × R R×N , arbitrarily. Then there exists a subsequence ((W ni , H ni )) i∈N of ((W n , H n )) n∈N such that ((W ni , H ni )) i∈N converges to (W ⋆ , H ⋆ ). Accordingly, (3.14) ensures that (H ni+1 ) i∈N converges to
Meanwhile, for all i ∈ N,
which, together with the triangle inequality and the boundedness of (W n ) n∈N , implies that
A discussion similar to the one for obtaining (3.17) , together with the boundedness of (H n ) n∈N and lim i→∞ H ni+1 − H ⋆ F = 0, leads to
Moreover, Lemma 3.1(ii) guarantees that
Lemma 3.2 leads to the deduction that, for all (W, H) ∈ C,
Hence, (3.17), (3.18) , and (3.19) guarantee that, for all (W, H) ∈ C,
which implies that (W ⋆ , H ⋆ ) ∈ VI(C, ∇f ). This completes the proof.
Numerical experiments
This section applies Algorithm 1, the multiplicative update algorithm [1, 'mult' algorithm], and the alternating least-squares algorithm [1, 'als' algorithm] to the following optimization problem [1, Description] : given V ∈ R M×N + and 1 ≤ R < min{M, N }, (ii) The columns of W ⋆ are ordered by decreasing length.
The experiments were done using a MacBook Air with a 2.20 GHz Intel(R) Core(TM) i7-5650U CPU processor, 8 GB 1600 MHz DDR3 memory, and Mac OS X El Capitan (Version 10.11.6) operating system. The algorithms used were written in MATLAB R2016a (9.0.0.341360):
• MULT: the multiplicative update algorithm [1, 'mult' algorithm] implemented in Statistics and Machine Learning Toolbox in MATLAB R2016a.
• ALS: the alternating least-squares algorithm [1, 'als' algorithm] implemented in Statistics and Machine Learning Toolbox in MATLAB R2016a.
• Proposed (C): Algorithm 1 when α n = β n = C ∈ (0, 1) (n ∈ N), µ n := 2/ max{1, W ⊤ n W n F }, and λ n := 2/ max{1, H ⊤ n+1 H n+1 F } (n ∈ N).
• Proposed (C, c): Algorithm 1 when α n = β n = C ∈ (0, 1) (n ∈ N) and µ n = λ n = c > 0 (n ∈ N).
Although the MULT and ALS algorithms converge very quickly, their convergence to a stationary point to Problem (4.1) is not guaranteed. Hence, they may converge to a point ranked lower than R, indicating that the result is not optimal [1, Description] . Meanwhile, the convergence of Algorithm 1 to a stationary point to Problem (4.1) is guaranteed under the assumptions in Theorem 3.1. The parameters α n and β n (n ∈ N) in Algorithm 1 were set to satisfy Assumption (C1). The parameters µ n := 2/ max{1, W ⊤ n W n F } and λ n := 2/ max{1, H ⊤ n+1 H n+1 F } (n ∈ N) were used in Proposed (C) to satisfy Assumption (C2) and steps 4 and 11 in Algorithm 1 (see also (3.7)).
2 To see how the choice of parameters µ n and λ n (n ∈ N) affects the convergence rate of Algorithm 1, Proposed (C, c) with µ n = λ n = c > 0 (n ∈ N) was also tested. In Proposed (C), µ n and λ n must be computed at each iteration n while in Proposed (C, c) they do because they do not depend on n. The MATLAB source code for Proposed (C) is shown in the Appendix.
Each of matrices V :
in the experiments was generated randomly using the Mersenne Twister Algorithm and the rand function in MATLAB with the rate
. Accordingly, µ n and λ n used in Proposed (C) satisfy steps 4 and 11 in Algorithm 1.
where #A stands for the number of elements in set A (i.e., all elements of V are nonzero when r = 1 and V is a sparse matrix when r is small). One hundred samplings, each starting from a different randomly chosen initial point, were performed until one of the following stopping conditions [1, MaxIter, TolFun, TolX] was satisfied.
where X ij stands for the element in the ith row and the jth column of a matrix X := [X ij ]. Four performance measures (metrics) were used:
• bstT: best computational time [s]
• avgT: average computational time [s]
• bstF: best value of F
• avgF: average value of F
Case where r = 1
First, let us consider Problem (4.1) when V ∈ R 50×25 + with r := 1 (i.e., all elements of V are nonzero) and R := 5. Table 1 As shown in Table 1 , ALS converged faster than MULT, and hence, ALS performed better than MULT. Moreover, Proposed (0.25) converged faster than Proposed (C) (C = 0.50, 0.75). A small parameter value such as C = 0.25 (i.e., large coefficients of nonexpansive mappings T n and S n in steps 9 and 16 in Algorithm 1) apparently affects the convergence speed. In particular, Proposed (0.25) (bstT = 0.00181731, avgT = 0.00281272, bstF = 0.22889555, avgF = 0.23144783) had efficiency equivalent to that of ALS (bstT = 0.00191543, avgT = 0.00262061, bstF = 0.22810993, avgF = 0.22987739). Meanwhile, Proposed (C, 1) (C = 0.25, 0.50, 0.75) performed badly. This is because µ n := 1 > 2/ W ⊤ n W n F and λ n := 1 > 2/ H ⊤ n+1 H n+1 F (n ∈ N) were satisfied, i.e., T n and S n in Proposed (C, 1) (C = 0.25, 0.50, 0.75) did not satisfy the nonexpansivity condition. Proposed (C, c) (C = 0.25, 0.50, 0.75, c = 0.1, 0.01) performed better than Proposed (C, 1) (C = 0.25, 0.50, 0.75). This implies that a small constant c should be chosen so that Table 2 .
These results show that, when all the elements of V are nonzero and M N is small, the efficiency of Proposed (C) with small constant C is almost the same as that of ALS, which is the best algorithm for NMF. When all the elements of V are nonzero and M N is large, ALS converges faster than the proposed algorithms while Proposed (C) with small constant C optimizes F better than MULT and ALS.
4.2 Case where r ≤ 0.01 Table 4 shows the metrics for Problem (4.1) when R := 5 and V ∈ R 50×25 + with r ≤ 0.01, i.e., the number of elements in V is 1250 and #{V ij = 0 :
The results in Table 4 show that Proposed (C) (C = 0.25, 0.50, 0.75) (e.g., Proposed (0.25) had bstT = 0.00070293 and avgT = 0.00113707) converges faster than MULT (bstT = 0.00166420, avgT = 0.00232842) and ALS (bstT = 0.00165955, avgT = 0.00205977) and that bstF and the avgF for Proposed (0.25) (bstF = 0.02752362, avgF = 0.02909619) was almost the same as the bstF and avgF for ALS (bstF = 0.02750745, avgF = 0.02863840). Moreover, Proposed (0.25,1) converged the fastest of all the algorithms used in this experiment, and the proposed algorithms with C = 0.25 performed better than the ones with C = 0.50, 0.75. This implies that the larger the weighted parameters of nonexpan- Table 4 
(W n ) = W n hold in the sense of the Frobenius norm, which implies that the gradient of F has little or no effect. This is one reason the proposed algorithms with small constant c could not optimize F .
Next, let us consider Problem (4.1) when R := 10 and V ∈ R 100×50 + with r ≤ 0.01, i.e., the number of the elements in V is 5000 and #{V ij = 0 : 1 ≤ i ≤ 100, 1 ≤ j ≤ 50} ≤ 50. Table 5 shows that Proposed (0.25) and Proposed (0.25, 1) converged faster than MULT and ALS and that Proposed (C, 1) (C = 0.25, 0.50, 0.75) performed better than Proposed (C, c) (C = 0.25, 0.50, 0.75, c = 0.1, 0.01), as seen in Table 4 . Table 6 shows the metrics for Problem From these results, we conclude that, when V is sparse, Proposed (C) and Proposed (C, c) with small constant C and large constant c perform better than MULT and ALS and that the proposed algorithms with large constant c perform better than the ones with small constant c. As shown in Table 7 , the convergence of ALS depended on the initial points. Sometimes ALS found the global minimizer of F (bstF = 0.00000000), and sometimes ALS converged to a point ranked lower than R, which is not optimal (avgF = 5.04918745). Meanwhile, MULT, Proposed (0.25), and Proposed (0.25,1) were robust for Problem (4.1) with the sparse matrix V , as seen in Tables 4-6. Table 7 also shows that MULT converged faster than Proposed (C, c) (C = 0.25, 0.50, 0.75, c = 1, 0.1, 0.01). This is because the setting of C = 0.25 and c = 1 is insufficient for Problem (4.1) when r is too small. Therefore, on the basis of the discussion in subsection 4.2, we checked whether Proposed (C, c) with C < 0.25 and c > 1 converges faster than MULT. We used C = 0.20 and c = 2 for example.
As shown in Table 8 , Proposed (0.20, 2) (bstT = 0.00363362, avgT = 0.00549641) converged faster than MULT (bstT = 0.00500909, avgT = 0.00717753). Therefore, we can conclude that Proposed (C) and Proposed (C, c) with small constant C and large constant c should be used for Problem (4.1) when V is sparse, as also stated in subsection 4.2.
Conclusion and future work
We considered the nonmonotone variational inequality in NMF and presented a fixed point algorithm for solving the variational inequality. Investigation of the convergence property of the proposed algorithm showed that, under certain assumptions, any accumulation point Table 6 : bstT, avgT, bstF, and avgF for MULT, ALS, Proposed (C), and Proposed (C, c) algorithms when V ∈ R ative matrices in Algorithm 1. Parameter C is a ratio of convex combination, which implies that C is equal to α n = λ n ∈ (0, 1) (n ∈ N) in Algorithm 1. Parameter MAX ITER is the maximum number of iterations needed to compute Algorithm 1. Other stopping conditions can be included in %{Stopping Criteria}% in Listing 1. 
