Abstract: This paper explores training and initialization aspects of dynamic neural networks when applied to the nonlinear system identification problem. A well known dynamic neural network structure contains both output states and hidden states. Output states are related to the outputs of the system represented by the network. Hidden states are particularly important in allowing dynamic neural networks to approximate complex nonlinear dynamics. An optimisation based method is proposed in this paper for properly initialising the hidden states of a dynamic neural network, so as to avoid the introduction of bias in the network parameters as a result of incorrect hidden state initialisation. Furthermore, a simple optimisation based method is proposed to initialise the hidden states once the network has been trained. The methods are illustrated with experimental data taken from a laboratory scale pressure plant. Copyright c ¢ 2002 IFAC.
INTRODUCTION
Neural networks have become a standard tool for the identification of dynamic systems. Many applications use static neural networks to build nonlinear inputoutput models of the plant. The use of neural networks for dynamic system identification has been extensively researched in the last two decades. The attention of researchers was first focused on static networks such as multilayer perceptrons (MLPs) (Rumelhart and McClelland, 1986) , (Churchland et al., 1992) , and radial basis functions (Broomhead and Lowe, 1988 inputs to these static networks are usually delayed values of the inputs and outputs of the plant. The neural network is used to synthesise a nonlinear map. This approach, however, has some disadvantages: £ The input structure is not easy to choose.
£
The discrete time model requires re-training when the sampling time is changed.
The problem of discrete time non-linear control is not as well understood as that of continuous time nonlinear control.
For the purposes of nonlinear system identification dynamical systems, some of the most relevant architectures that do not suffer from the above disad-vantages are the continuous time Hopfield networks and their variations (Hopfield, 1982) , (Koiran, 1994) . The first dynamic neural networks (DNNs) were introduced by Hopfield in the context of associative memory (Hopfield, 1984) , (Hopfield and Tank, 1985) , (Hopfield and Tank, 1986) , but later modifications made them capable of approximating multivariable dynamic systems. Such networks can be represented by a nonlinear state space model. The problem of nonlinear dynamic system approximation represents an extension of the problem of approximating time series and trajectories (Funahashi, 1989) . Input affine DNNs can approximate autonomous nonlinear systems (Funahashi and Nakamura, 1993) , (Kimura and Nakano, 1998) , systems linearly coupled to the control for single-input single-output (SISO) systems (Delgado et al., 1995) as well as multivariable control affine systems (Garces et al., 1999) , (Kambhampati et al., 2000) and furthermore general nonlinear systems (Garces, 2000) . Stability conditions for DNNs have also been analysed (Matsuoka, 1992) , (Sanchez and Perez, 1999) . This paper explores the problems of training and initialization of dynamic neural networks. DNNs are characterised by having a number of hidden neurons, each of which possesses a dynamic state. Once the architecture of the DNN is defined in terms of number of inputs, outputs and number of states, the number of hidden states is the difference between the number of states and the number of outputs. It is shown in this paper that it is important to consider the initial values of the hidden states of the DNNs both for network training and use, and that arbitrary initialization of the DNN's hidden states during training introduces bias in the parameters. Interestingly, in the literature published so far on DNNs applied to system identification, the initialisation of the network's hidden states has typically been done using zeros.
The paper is organised as follows. Section 2 introduces dynamic neural networks. Section 3 describes the problem of dynamic neural network training and describes the effects of not including the initial states of the hidden neurons in the decision vector. Section 4 introduces a method for initialising dynamic neural networks. Section 5 describes a case study using data from a pressure pilot plant. Section 6 gives final remarks about this work.
DYNAMIC NEURAL NETWORKS
The introduction of feedback into a feedforward neural network architecture produces a state space dynamic model. Given suitable parameters for the network the orbits generated by the states converge to fixed equilibrium points.
Originally, recurrent networks were introduced in the context of associative or content addressable memory (CAM) problems (Kohonen, 1989 ) and (Hopfield, The model is defined by a one-dimensional array of neurons; each unit can be described as follows,
where β i , ω i j and γ i j are adjustable weights, with 1 β i as positive time constant and p n, x i the activation state of unit i, and u 1 u m the input signals as seen in Figure 1 . The function σ© is typically a nonlinear sigmoid-type function like the hyperbolic tangent function. The DNN is formed by a single layer of n units as in Equation (1). For convenience, the output of the network is often taken as the first p units of the state vector x, leaving n ¥ p units as hidden neurons. The network is defined in Equation (2) by the vectorised expression of Equation (1),
where
n is a diagonal matrix with elements
It is assumed that n 3 p, so that the network has n ¥ p hidden units. Hidden units are used to increase the dynamic mapping potential of the network. Their dynamics allow DNN's to discover and exploit regularities in the system, such as symmetries or replicated structure (Hinton, 1986 ) and (Sejnowski et al., 1986 
TRAINING DYNAMIC NEURAL NETWORKS
Suppose that data have been collected from a real system that is to be modelled by means of a dynamic neural network. Consider a training data set with N input-output pairs and sampling time T s :
where y ! ℜ p is the measured output, u ! ℜ m is the input variable, and k is a sampling index. Then the problem of training the DNN to learn the dynamics from data set Z N may be written as an optimisation problem.
The Prediction Error Method (Ljung, 1999) attempts to find the estimated parameter vector θ ! ℜ n θ such that a loss function (typically the mean square error) is minimised:
where y© t k 9 θ is the output vector of the network (2) at time t k given the decision vector θ.
If the sampling time is short compared with the dynamics of the system that generated the data to be fitted, then the loss function V N may be written as follows:
where the integral sign denotes numerical quadrature using a fixed step size algorithm, and h ¤ T s is the integration step used.
A nonlinear identification problem can be cast as a nonlinear unconstrained optimisation problem:
The optimisation is typically carried out using unconstrained Quasi-Newton methods or genetic algorithms. The optimisation problem associated with training usually exhibits local minima, so several runs from different (possibly random) initial decision variables should be made, noting that genetic algorithms are less sensitive to the initial values of the decision variables than Quasi-Newton methods, at the expense of higher computational requirements.
For training purposes, the decision vector that has typically been reported in the literature is based on the matrix coefficients of the DNN (2):
where β d is a vector with the diagonal elements of β and vec© ¡ is a vector created with the stacked columns of an argument matrix
It is proposed in this paper that the decision vector θ be augmented to include the initial values of the hidden states of the DNN, x h
The training procedure would be as follows:
Procedure 1. (DNN Training).
£
Step 1: Initialize the output states as follows:
Step 2 according to Equation (8).
Step 3: Compute the decision vectorθ by solving the associated optimisation problem, with
given by either Equation (5) or (6):
Notice that the output states are normally initialized with the values of the output variables. Also notice that several runs of Procedure 1 may be required to check for local minima.
If the initial values of the hidden states are not included in the vector of decision variables, then it is likely that the resulting model parameters β, ω and γ will be biased. The explanation of this is as follows.
Although the initial values of the hidden states x h
for the initial incorrect values in the derivatives, so introducing a bias in the values of these parameters.
In linear state space modelling, the effect of the initial states depends on the stability of the model and can be separated from the influence of the external input. If the linear model is asymptotically stable, then the effect of the initial states decays exponentially with time, and if the system dynamics are fast, then the effect of the initial states disappears quickly (Ljung, 1999) .
On the other hand, in nonlinear state space modelling, the effect of the initial states is richer: firstly, the effect of the initial states cannot be in general separated from the effect of the external input. Secondly, even if the external input is kept constant, the system may exhibit, for example, multiple equilibrium points, instability, limit cycles or chaotic behaviour, depending on the values of the initial states (Khalil, 1992) .
INITIALIZING DYNAMIC NEURAL NETWORKS
Once a DNN has been trained, it is likely that the designer will use it on a different data set for validation or simulation purposes, or it may even be used on-line as part of a monitoring or nonlinear control scheme. Notice that in general the number of hidden states is different from the number of outputs. Therefore, formulating the DNN initialization as an optimisation problem is more general than formulating it as a nonlinear equation solution problem.
CASE STUDY
To illustrate the concepts presented above, a case study has been carried out using data from a pressure pilot plant, which is described below.
The pressure pilot plant
The pressure pilot plant used in this case study is illustrated in Figure 3 . It consists of a pressure vessel containing air and water. The air pressure is measured at the top of the vessel by means of a pressure transducer. A hydraulic pump is used to create a water flow that enters the vessel through an inlet pipe and so decreases the air volume, thus increasing its pressure. For a given pump rotation speed the system reaches an equilibrium point where no extra water enters the vessel. Furthermore, the direction of flow can be reversed such that the level decreases and so does the air pressure. The input signal, with a range of 0-10 V, is the voltage applied to the power amplifier that drives the DC motor that operates the hydraulic pump. The signals are sent and acquired by a supervisory PC via a Profibus network. The pressure signal ranges between 0 an 100 mBar. The sampling time used was 0.165 s.
Results
Both the training and validation data sets were obtained experimentally and had 500 input-output samples each. The optimisation was carried out using a Quasi-Newton unconstrained optimisation algorithm implemented in function fminunc, which is part of the Optimisation Toolbox in MATLAB version 6.1. The DNN used had a total two states: one output state and one hidden state. In order to make a fair comparison, the training runs were carried out from the same initial values of the parameters β, ω and γ. This case study compares the training and validation performance of the models calculated with and without the optimisation of the hidden states. Notice the differences in the parameter values in both cases, which indicate the presence of bias when the initial hidden state was not optimised. An optimisation based method has been proposed in this paper for properly initialising the hidden states of a dynamic neural network, so as to avoid the introduction of bias in the network parameters as a result of incorrect hidden state initialisation. Furthermore, a simple optimisation based method has been proposed to initialise the hidden states once the network has been trained. The methods are illustrated with experimental data taken from a laboratory scale pressure plant.
