Abstract. We prove that the volumes determined by the lengths of the non-zero vectors ±x in a random lattice L of covolume 1 define a stochastic process that, as the dimension n tends to infinity, converges weakly to a Poisson process on the positive real line with intensity . This generalizes earlier results by Rogers ([11, Thm. 3]) and Schmidt ([13, Satz 10]).
Introduction
Let G n = SL(n, R) and Γ n = SL(n, Z). We will be interested in the space X n = Γ n \G n considered as the space of lattices of covolume 1. We let µ n denote the Haar measure on G n , normalized so that it represents the unique right G n −invariant probability measure on the homogeneous space X n .
For a random lattice L ∈ X n we study the lengths of the pairs ±x of non-zero vectors. Given a lattice L ∈ X n , we order the non-zero vector lengths in L as 0 < ℓ 1 ≤ ℓ 2 ≤ ℓ 3 ≤ . . ., where we count the common length of the vectors x and −x only once. For j ≥ 1, we define V j := π n/2 Γ( n 2 + 1) ℓ n j so that V j is the volume of an n-dimensional ball of radius ℓ j . Finally, for t ≥ 0, we letÑ t (L) := #{j : V j ≤ t}. The first result concerning the statistics of the sequence {ℓ j } ∞ j=1 is due to Rogers. In [11] he shows that, for fixed t,Ñ t (L) has a distribution which converges weakly to the Poisson distribution with mean t 2 as n → ∞. Clearly Rogers' result determines the limit distribution of each fixed ℓ j as n → ∞. In particular the volume V 1 has an exponential distribution with expectation value 2 as n → ∞. In [13] Schmidt presents a more direct study of the distribution of ℓ 1 using another method resulting in better error bounds as n → ∞.
There is a close connection between these results and lattice packings of spheres: For each fixed n the random variable V 1 has bounded range, i.e. sup L∈Xn V 1 < ∞. The quantity D n := 2 −n sup L∈Xn V 1 is in fact the maximal density of a lattice sphere packing in R n . The search for upper bounds for the density of lattice (and also more general) sphere packings is a very well studied subject, yet optimal bounds are known only in very special cases. At present the best known bounds as n → ∞ are due to Ball ([1] ) and Kabatyanskii and Levenshtein ([6] ); these state that
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Note that the limit distribution result for V 1 quoted above immediately implies that 2 n D n → ∞ as n → ∞. This observation can be improved using knowledge on the rate of convergence to the limit distribution; in fact Schmidt can give a lower bound for D n which differs from that of Ball only by a modest constant factor (cf. [13, Thm. 11] ). The results of Rogers and Schmidt suggest very naturally that it should be possible to understand not only the distribution of each fixed ℓ j but also the joint distribution of the entire sequence {ℓ j } ∞ j=1 for a random lattice L ∈ X n as n → ∞. The purpose of the present note is to point out that this is possible using Rogers' methods. Our main theorem states that, as n → ∞, the volumes {V j } ∞ j=1 behave like the points of a Poisson process on the positive real line with intensity . Then the stochastic process {Ñ t (·), t ≥ 0} converges weakly to {N (t), t ≥ 0} as n → ∞.
The author got interested in this problem during recent investigations of the value distribution of the Epstein zeta function. We recall that for s > n 2 and L ∈ X n the Epstein zeta function is defined by
where ′ denotes that the zero vector should be omitted. E(L, s) has an analytic continuation to C except for a simple pole at s = n 2 . Now Theorem 1 together with equation (1) suggest that for a fixed c > 1 2 the distribution of the random variable E(·, cn) (suitably normalized) converges weakly to the distribution of a similar sum, defined in terms of the points of a Poisson process, as n → ∞. This and related results will be presented in detail in [14] .
Let us also point out the close conceptual relation between our Theorem 1 and the main result (Theorem 1.1) by VanderKam in [15] (cf. also Sarnak [12] ), which states that for a generic fixed lattice L ∈ X n , the local spacing statistics of the infinite sequence {V j } ∞ j=1 exhibit Poissonian behavior (to a larger extent the larger the dimension). In precise terms:
For almost all L ∈ X n the 2-, 3-,..., and [n/2]-level correlations of the sequence {V j } ∞ j=1 are Poissonian, i.e. for any given intervals
where (Z + ) m * is the set of all m-tuples of distinct positive integers. VanderKam's theorem is of particular interest in the context of the Berry-Tabor conjecture (cf. [15, Cor. 1.2] ). This conjecture states that for a "generic" completely integrable system the distribution of the local spacings between the eigenvalues of the Laplacian (suitably normalized) should match that of the points of a certain Poisson process on the positive real line. VanderKam's theorem gives evidence in support of this conjecture, since it implies that for almost all flat tori the distribution of the eigenvalues of the Laplacian agree, at least up to a certain number of correlations, with the distribution of the points of a Poisson process. In this context, let us note that our Theorem 1 can be viewed as a kind of "low-eigenvalue-high-dimension" analog of the Berry-Tabor conjecture for flat tori. Indeed, Theorem 1 can be reformulated as follows. (Note that the eigenvalues for the flat torus R n /Λ are 4π 2 |ℓ| 2 with ℓ belonging to the dual lattice Λ * ; "desymmetrizing" and renormalizing these to have mean spacing one we get the sequence {
Theorem 1 ′′ . For a random flat torus R n /Λ with Λ ∈ X n the distribution of the nonzero eigenvalues (normalized to have mean-spacing one) converges to the distribution of the points of a Poisson process on the positive real line with intensity 1 as n → ∞.
Rogers' integration formula
In this section we fix some notation concerning an integration formula that will be the major technical tool in the proof of our main result.
Let 1 ≤ k ≤ n − 1 and let ρ : (R n ) k → R be a non-negative Borel measurable function. In [9] Rogers considers the integral
and shows that it equals a certain (positive) infinite linear combination of integrals of ρ over various linear subspaces of (R n ) k . In this note we will be interested in the similar integral
It follows from Rogers' formula in [9] that the integral in (2) equals
Here the outer sum is over all divisions (ν, µ) = (ν 1 , . . . , ν m ; µ 1 , . . . , µ k−m ) of the numbers 1, . . . , k into two sequences ν 1 , . . . , ν m and µ 1 , . . . , µ k−m with 1 ≤ m ≤ k−1, satisfying
The inner sum in (3) is over all m × k matrices D, with no column vanishing, with integer elements having greatest common divisor equal to 1, and with
We call these matrices (ν, µ)-admissible. Finally e i = (ε i , q), i = 1, . . . , m, where ε 1 , . . . , ε m are the elementary divisors of the matrix D.
Remark 1. It follows from the conditions on the matrices D above and [4, Thm. 14.5.1] that in all cases we have e 1 = 1. In particular it follows that we always have
3. The joint moments of N j (L)
We will now consider the following situation: Let k ≥ 1 and fix 0 < V 1 ≤ V 2 ≤ . . . ≤ V k . Given n ≥ k + 1 and 1 ≤ j ≤ k we let N j (L) denote the number of non-zero lattice points of L in the n-ball of volume V j centered at the origin. The goal of this section is to establish the following result concerning the joint moments of the functions N j (L):
in Rogers' formula let M ν,µ denote the number of (ν, µ)-admissible matrices D, with elements d ij ∈ {0, ±1}, having exactly one non-zero entry in each column. Then
as n → ∞, where the sum is over all divisions possible in Rogers' formula.
Remark 2. It is a straightforward calculation to verify that
Hence it is possible to rewrite the result in Theorem 3 in a way not involving any reference to matrices. With notation as above we have
as n → ∞.
3.1. The proof of Theorem 3. We let ρ j , 1 ≤ j ≤ k, be the characteristic function of the n-ball of volume V j centered at the origin. Then we can write
Applying Rogers' formula yields
It will turn out that the main contribution comes from the terms where q = 1 and the matrix D has entries d ij ∈ {0, ±1} and exactly one non-zero entry in each column. We begin by determining the contribution to (6) from these terms.
where the sum over D is taken over all (ν, µ)-admissible matrices having entries d ij ∈ {0, ±1} and exactly one non-zero entry in each column.
Proof. The matrices D on this form satisfies by definition d j,ν j = 1, 1 ≤ j ≤ m. If we furthermore let λ ℓ be such that d λ ℓ ,µ ℓ = ±1, 1 ≤ ℓ ≤ k − m, we find that
Since the volumes V j are increasing this integral equals
which gives the desired result.
We next give a bound on the contribution from most of the remaining terms in (6).
Proposition 2. Let
and let M (D) be the largest value taken by any determinant of an m × m-minor of D. Assume that n > max
where the remainder term satisfies
The implied constant depends on k and the volumes V 1 , V 2 , . . . , V k but not on n.
Proof. This is a trivial adaptation of [10, Sec. 9] to our situation. (We bound ρ 1 , ρ 2 , . . . , ρ k−1 from above by ρ k .)
It is immediate to verify that matrices D with q = 1 and M (D) = 1 have all entries d ij ∈ {0, ±1}. In particular all the matrices in Proposition 1 are on this form. In the remaining part of this section we will discuss the contribution to (6) coming from matrices D with q = 1 and M (D) = 1 and at least one column containing more than one non-zero entry. Our starting point is the following lemma. Lemma 1. For any 1 ≤ i < j < ℓ ≤ k and y ∈ R n we have
Proof. Since
the lemma follows from [11, Lemma 5] .
Following Rogers ([11, Lemma 6]) we obtain the final estimate needed in the proof of Theorem 3.
Lemma 2. Let k ≥ 3 and fix m satisfying 2 ≤ m ≤ k − 1. Let (ν, µ) be a division of the numbers 1, . . . , k satisfying (4) with our m. Let D be a (ν, µ)-admissible matrix with q = 1, M (D) = 1 and at least one column containing more than one non-zero entry. Let 1 ≤ ℓ ≤ k − m be such that the leftmost column with more than one non-zero entry is µ ℓ and let λ 1 and λ 2 be minimal with the property that λ 1 < λ 2 and
where M = {1, 2, . . . , m} \ {λ 1 , λ 2 }.
Proof. With the notation introduced above we get
where we have applied Lemma 1 to the inner integral.
We note that for fixed V 1 , . . . , V k the right hand side of (7) is exponentially smaller (in n) than the right hand side of (5). We stress that also here the implied constant depends on V 1 , . . . , V k . Since there are only finitely many matrices on the form in Lemma 2 this, together with Propositions 1 and 2, proves Theorem 3.
The proof of Theorem 1
Let us consider a Poisson process {N (t), t ≥ 0} on the positive real line with constant intensity 1 2 . Thus N (t) denotes the number of points falling in the interval (0, t]. We recall that N (t) is Poisson distributed with expectation value t 2 . We further let T 1 , T 2 , T 3 , . . . denote the points of the process ordered in such a way that 0 < T 1 ≤ T 2 ≤ T 3 ≤ · · · . Proposition 3. Let k ≥ 1 and denote by P(k) the set of partitions of {1, . . . , k}.
Remark 3. When k = 1 Proposition 3 gives
which agrees with [7, p. 28 (3.18) ].
Proof. It follows from Campbell's Theorem ( [7, p. 28] ; cf. also [7, (3.14) , (3.18) and Cor. 3.1]) that
for all v ∈ Z + and all g 1 , . . . , g v ∈ L 1 (R ≥0 ). Now the left hand side of (8) can be expressed as
where ∼ P is the equivalence relation on {1, . . . , k} corresponding to P . Hence (8) follows from (9) applied for all v = 1, . . . , k and with functions f B = j∈B f j , B ∈ P , in place of g 1 , . . . , g v .
As in Section 3 we let k ≥ 1 and fix 0 < V 1 ≤ V 2 ≤ . . . ≤ V k . We will apply Proposition 3 to the situation where f j = χ j , 1 ≤ j ≤ k, where χ j is the characteristic function of the interval [0, V j ]. In this case the proposition states that We are interested in comparing the formula in (10) with the result of Theorem 3. We first need the following observation. This lemma together with Theorem 3 and the result in (10) immediately implies the following theorem.
denotes the number of pairs of nonzero lattice points of L belonging to the n-ball centered at the origin having volume
as n → ∞. If we writeÑ V 1 (L) instead ofÑ 1 (L) and then let V 1 = t we get a stochastic process {Ñ t (L), t ≥ 0}. It follows from Corollary 1 that all finite dimensional distributions coming from this process converge to the corresponding finite dimensional distributions of the Poisson process {N (t), t ≥ 0} as n → ∞. Hence, by [3, Thm. 12.6 and Thm. 16.7] , the process {Ñ t (L), t ≥ 0} converges weakly to the process {N (t), t ≥ 0} as n → ∞. This concludes the proof of Theorem 1.
Remark 6. The proof of Theorem 1 can be slightly simplified by considering factorial moments instead of ordinary moments (cf. [5, Thm. 6.10] ). However the present setup will be useful also when dealing with the moments of the Epstein zeta function, cf. [14] .
