The lace expansion has been used successfully to study the critical behaviour in high dimensions of self-avoiding walks, lattice trees and lattice animals, and percolation. In each case, the lace expansion has been an expansion along a time interval. In this paper, we introduce the lace expansion on a tree, in which 'time' is generalised from an interval to a tree. We develop the expansion in the context of networks of mutually-avoiding self-avoiding walks joined together with the topology of a tree, in dimensions d > 4, and prove Gaussian behaviour for sufficiently spread-out networks consisting of long self-avoiding walks.
Introduction and results

Introduction
This paper has two distinct but related goals: (i) development of the lace expansion on a tree, and (ii) application of the lace expansion on a tree to the analysis of cycle-free networks of mutuallyavoiding spread-out self-avoiding walks on Z d in dimensions d > 4. The lace expansion was introduced in [2] for the study of weakly self-avoiding walks in dimensions d > 4. It has since been applied to the strictly self-avoiding walk, to lattice trees and lattice animals, and to oriented and unoriented percolation. For reviews, see [10, 15, 17] . In previous work, the 'time' variable for the lace expansion has been indexed by an interval. Our first goal is to generalise the theory of laces to the case where the time variable is indexed by a tree.
Our second goal is to apply the lace expansion on a tree to cycle-free networks of self-avoiding walks. A single self-avoiding walk is often used as a model of a linear polymer in a good solution. Networks of self-avoiding walks can be used to model networks of polymers containing monomers capable of making more than two chemical bonds, leading to branching. The rich critical behaviour expected for polymer networks when d ≤ 4 has been studied in the physics literature [4, 5] , but remains open as a mathematical problem. In this paper, we prove Gaussian behaviour for cycle-free networks in dimensions d > 4, for sufficiently "spread-out" models.
In [13] , our methods are extended and applied to networks that are permitted to contain cycles. We expect that the lace expansion on a tree can also be applied to lattice trees, to simplify and extend the results of [3, 8] . In particular, the method should permit the double expansion used in [3, 8] to be performed instead in a simpler single step.
Trees and networks
For r ≥ 1, let T r denote the set of unlabelled trees with r edges. Given a tree, we denote the degree of a vertex i by d i . Vertices of degree 1 will be referred to as leaves and vertices of degree 2 will be referred to as path points. Given τ ∈ T r , we call one of its leaves the root and label the root by 0. The remaining vertices in τ are labelled in a fixed but arbitrary manner. We also label the edges of τ in a fixed but arbitrary manner. Edges of τ are regarded as directed away from the root. We refer to an element of T r , together with its vertex and edge labels, as a shape.
For n = (n 1 , . . . , n r ) with each n i a positive integer, let T r ( n) denote the set of trees T that can be obtained by picking a shape τ ∈ T r , and inserting n j −1 path points on edge j of τ (j = 1, . . . , r). We refer to the vertices in T that correspond to the original vertices of τ in this procedure, i.e., the vertices that are not inserted as path points, as branch points. Note that a branch point i can have any degree d i ≥ 1. We identify T with the pair (τ, n).
Fix T = (τ, n) ∈ T r ( n). Let ω be a mapping from the vertex set of T into Z d , such that the root of T is mapped to the origin of Z d . For a directed edge j = (j 1 , j 2 ) in τ , let y j denote the displacement ω(j 2 ) − ω(j 1 ) of the embedded path in T corresponding to that edge. We write y = (y 1 , . . . , y r ) with each y j ∈ Z d . Given y and T , let Ω T ( y) denote the set of ω such that ω(j 2 ) − ω(j 1 ) = y j for each edge j of τ . Thus Ω T ( y) consists of mappings such that the branch points in T corresponding to the vertices in edge j of τ are embedded in Z d in such a way that they are separated by the displacement y j . See Figure 1 .
Given a function D : Z d → R, to each ω we associate a weight
where the product is over the vertices of T and i − denotes the neighbour of i ∈ T that is closest to the root. Also, for each ω let
2)
The product i,j∈T :i =j (1 + U ij (ω)) is nonzero if and only if the mapping ω is one-to-one. In other words, this product is nonzero precisely when the image of T under ω is a network of mutuallyavoiding self-avoiding walks with the topology of τ . For T ∈ T r ( n) and y ∈ Z dr , we define
i,j∈T :i =j
(1 + U ij (ω)).
( 1.3)
The basic quantity of interest is c T ( y). A network is an ω that gives rise to a nonzero contribution to (1.3), and we think of a network as identified with the image of ω in Z d . For example, with T and y as in Figure 1 , and with D(x) = 1 if and only if x is one of the four unit vectors in Z 2 , c T ( y) counts the number of network configurations in which the branches of T undergo nearestneighbour mutually-avoiding self-avoiding walks on Z 2 with the walk displacements specified by y. The network depicted in Figure 1 gives one contribution to c T ( y).
The special case in which the shape of the network is the graph τ r consisting of r edges (r ≥ 1) joined together at a single vertex of degree r is called a star-shaped network. Star-shaped networks will be central in our analysis.
Our results are in terms of the Fourier transform, which is defined for an absolutely summable function f :
with k· y = r j=1 k j ·y j (k j ∈ [−π, π] d , y j ∈ Z d ). We make the abbreviation c T =ĉ T ( 0) = y c T ( y). When τ consists of a single edge, so that T can be identified with the interval [0, n], we write simply c n (x) = c T (x). We also write n = j n j = |T | to denote the number of edges in T , and, for k ∈ [−π, π] dr , we write |k| 2 = r j=1 |k j | 2 . Finally, we write f n ∼ g n to denote lim n→∞ f n /g n = 1.
Main result
To state our main result, we must first specify the weight function D. The weight function D is required to be invariant under permutation of the components of x and under replacement of any component of x by its negative, and is assumed to obey the properties of Assumption D of [12] . These properties involve a positive parameter L, which serves to spread out the embeddings, and which we will take to be large. The properties are as follows. We require that D(x) ≥ 0, D(0) = 0, 
(1.9)
It follows from (1.7) that σ is bounded above and below by multiples of L. Examples of functions D obeying the above assumptions are given in [12] . A simple example is
(1.10)
With the above assumptions on D, we will show that the methods of [12] can be applied to the simplest network, for which r = 1 and τ is a single edge joining two vertices. Our main result is the following theorem for sufficiently spread-out (L 1) self-avoiding networks in dimensions d > 4. By definition, we take V 1 = 1. The constants V d i in the theorem depend only on the degree d i of the branch point i, and will be referred to as vertex factors. The appearing in the theorem is the one appearing in (1.5). Our proof of the theorem is restricted to large L, although we expect the result to remain true for all L ≥ 1. 
(1.13)
Constants implied by the O notation in error terms may depend on L. In addition, these constants are not uniform as t j → 0. Uniformity in this limit is not possible, since t j = 0 effectively changes the underlying shape τ of T , which affects the vertex factors appearing in the leading behaviour of (1.11) .
Since ( n . We will see in (4.
This shows that the connective constant µ also serves as the growth constant for the networks treated in Theorem 1.1. For d = 3, a closely related result is proved in [19] ; the proof extends to general d ≥ 2 [18] . Theorem 1.1 states that the constants A and V 2 are related by
2 . In fact, this is required for consistency of Theorem 1.1. To see this, consider the statement of Theorem 1.1(a) for r = 1, k = 0 and T = [0, 2n]. In this case, Theorem 1.1(a) states that c 2n ∼ Aµ 2n . On the other hand, we may regard [0, 2n] as the unique tree in T 2 (n, n), in which case Theorem 1.1(a) with (k 1 , k 2 ) = (0, 0) gives c 2n ∼ A 2 V 2 µ 2n . Therefore it must be the case that
2 . Consider the special case of a star-shaped network with τ = τ r , with D given by (1.10) . In this case, the k = 0 case of Theorem 1.1(a) states that c T =ĉ
n c T of configurations of the star-shaped network, with arbitrary spatial locations for its leaves, is asymptotically equal to the number
n j ) of configurations of a network of r independent self-avoiding walks, multiplied by a vertex factor V r which takes into account the mutual avoidance of the r branches. The scaling by n −1/2 of k in Theorem 1.1(a) indicates that a network with n vertices has spatial extent of order n 1/2 , and this is reiterated in Theorem 1.1(b). Similar remarks apply for general cycle-free networks.
For r = 1, the results of Theorem 1.1 were proved using generating functions in [15, Theorems 6.1.1], but with weaker error estimates and without the lower bound of (c). We will give a very different proof of this simplest case, by applying the general inductive method of [12] . The inductive method requires the verification of certain assumptions, which we will verify in this paper. As is explained in [12] , the inductive method, when combined with the verification of the assumptions provided below, also gives a version of a local central limit theorem for c n (x), when r = 1. This local central limit theorem is explicitly stated in [12, Theorem 1.3] . Theorem 1.1 can be used to conclude that a network consisting of a single self-avoiding walk converges weakly to Brownian motion, for d > 4 and large L. This is the content of the following corollary, which was proved using generating functions in [15 Proof. Weak convergence as a process is equivalent to convergence of finite-dimensional distributions and tightness [1] . Convergence of finite-dimensional distributions follows from Theorem 1.1(a), as follows. Let r ≥ 1, and choose τ to be the path π r of length r. The left side of (1.11) divided by c n is then the characteristic function of the increments of a self-avoiding walk. By (1.11), this converges to e − È r j=1 |k j | 2 t j /2d , which is the characteristic function of the increments of Brownian motion. (Note that A r i∈πr V d i = A for all r, so the constants cancel when we normalise by c n .) This proves the required convergence of finite-dimensional distributions. Tightness follows from a moment condition together with Theorem 1.1(b) for r = 1, as in the proof of [15, Lemma 6.6.3] .
Convergence of the lace expansion for self-avoiding walks requires both d > 4 and the presence of a small parameter. In Theorem 1.1, we are obtaining the small parameter by taking L sufficiently large. Alternately, for the nearest-neighbour model, a small parameter could be introduced by replacing −1 in (1.2) by −λ. For d > 4, r = 1 and sufficiently small λ, results very close to Theorem 1.1 were proven in [2, 6, 11, 14] . For d ≥ 5 and r = 1, results close to those of Theorems 1.1 were obtained for the nearest-neighbour strictly self-avoiding walk in [7, 9] , via a computer-assisted proof. The extension to r > 1 in Theorem 1.1 is new.
Organisation
The remainder of this paper is organised as follows. Our first goal, development of the lace expansion on a tree, is carried out in Sections 2-3. In Section 2, we derive the lace expansion on a tree, and in Section 3, we develop the theory of laces. Our second goal, application of the lace expansion on a tree to networks of self-avoiding walks, is carried out in Sections 4-6. In Section 4, we reduce the proof of Theorem 1.1 to two propositions, Proposition 4.1 and 4.2. Proposition 4.1 gives bounds on the lace expansion on an interval, and Proposition 4.2 generalises this to bounds on the lace expansion on a tree. The proof of Theorem 1.1 in Section 4 is by induction on r, and the case r = 1 is proved by combining the general results of [12] with Proposition 4.1. Finally, we prove Propositions 4.1 and 4.2 in Sections 5 and 6, respectively.
The lace expansion
Graphs
Fix r ≥ 1, n = (n 1 , . . . , n r ) with each n i a positive integer, and T = (τ, n) ∈ T r ( n). Given a set of values U ij ∈ R for all pairs of distinct vertices i, j ∈ T , such as (1.2), we define
We also define K[T ] = 1 if T consists of a single vertex. We refer to a pair {i, j}, with i, j ∈ T as an edge. For simplicitly, we often write ij in place of {i, j}. We refer to i and j as the endpoints of ij. Since T is a tree, there is a unique path in T joining i and j. We require several definitions related to graphs on trees. In addition, an edge containing a leaf as an endpoint covers that leaf. Given a graph Γ ∈ B(T ), we say that a leaf or path point of T is fully covered by Γ if it is covered by an edge in Γ. We say a branch point of degree 2 is fully covered by Γ if it is covered by some edge of Γ. We say that a vertex b of degree d b ≥ 3 is fully covered by Γ if there exists a set of edges i 1 j 1 , . . . , i l j l ∈ Γ for some l ≥ Expanding the product in (2.1) gives
We denote the restriction of the sum in (2.2) to connected graphs by Recall that branch points are defined to be the vertices of τ , identified with vertices of T , and that the root is a leaf. Let B denote the set of branch points that are not leaves of T . Suppose that T is such that |B| ≥ 2, and let b ∈ B denote the branch point adjacent to the root in τ . Define E(T ) ⊂ B(T ) to be the set of all graphs Γ such that there is a subtree of T containing b and containing another vertex of B, both not as a leaf, and such that the restriction of Γ to that subtree is a connected graph on the subtree. We define
If we wish to emphasise the dependence of E[T ] or E(T ) on b, then we will write
If T is such that |B| ≤ 1, then we set E(T ) = ∅ and E[T ] = 0. In particular, E[T ] = 0 if r = 1, 2, or if T has the star shape τ r for any r ≥ 3. Let r ≥ 2, and let b be the branch point of τ adjacent to the root. In our arbitary but fixed labelling of the edges of τ , we choose to label the edge joining the root to b by 1, and the remaining edges emanating from b by 2, . . . , d b . LetT 
For r ≥ 2, we let S 1 be the path joining the root to s 1 . For e = 2, . . . , d b , we let S e denote the subtree of T consisting of s e and all vertices and edges that can be reached by a path from the root after passing through s e .
The quantities K, J and E are related by the following lemma.
Lemma 2.2.
For r ≥ 1 and T ∈ T r ( n), 
We sum separately over E b (T ) and its complement.
The first term on the right side of (2.5) corresponds to performing the sum over such graphs by first summing over subtrees S and then summing over all graphs such that S(Γ) = S. The latter sum factors to give the first term of (2.5).
The distinction made in the definition of S 1 for r = 1 and s 1 = 0 is due to the fact that, in this case, the connected component of Γ containing b is simply b itself. Since b is a leaf when r = 1, this means that the complement of this connected component in Γ is a graph on the interval obtained by removing b and its edge from T .
Application to networks of self-avoiding walks
Let T = (τ, n) ∈ T r ( n), where r ≥ 1. Combining (1.3), (2.1) and (2.5) gives
The first term on the right is the main term. To rewrite this term, we introduce some notation. We denote bym = (m 1 , . . . , m d b ) a vector having d b components, in contrast to n which usually has r components. Givenm with each component non-negative, we write Sm for the star-shaped tree with branches of length m i . Forv ∈ Z d·d b , we define
We also define
which vanishes for r = 1, 2 and which will constitute an error term for r ≥ 3. 
In the first term on the right, we have factored the sum over walks into independent sums over the first step and the last n − 1 steps. In the second term, we have made the observation that π
The identity (2.9) is the basic identity underlying the analysis of [2] .
The case r ≥ 2
Suppose r ≥ 2. In the first term on the right side of (2.6), the sum over ω factors into d b + 1 independent summations, corresponding to the portions of ω indexed by S and by S 1 , . . . , S d b . There are also implied sums overm andv, which respectively represent the lengths of the branches of S and the spatial location of the leaves of S. The contribution from each S e give rise to c Se ( y e − v e ), where y e represents the subset of the components of y that label the edges of the shape of S e , and y e − v e represents subtraction of v e from the component of y e corresponding to an edge of τ incident on b. Thus we obtain
(2.10)
Here the notation0 ≤m ≤n denotes summation over 0 ≤ m e ≤ n e for each e = 1, . . . , d b . This is simplest when T is star shaped. In this case, T can be written as T = (τ r ,n) for somē n = (n 1 , . . . , n r ) (r = d b ≥ 2), and we write cn(ȳ) = c T (ȳ). Now S 1 , . . . , S d b are all intervals, and (2.6) becomes
(2.11)
The special case of (2.11) with r = 2, corresponding to the shape τ 2 in which two leaves are joined by edges to a branch point of degree 2, was used in [16] .
Laces
We use the notion of a lace to analyse π
m (v) of (2.7). This involves only the star shapes τ r (r ≥ 1). Accordingly, we restrict attention now to a tree T with the shape τ r . We denote the vertex of T corresponding to the vertex of τ r of degree r by b, so that d b = r. For r = 1, τ 1 is a single edge joining two vertices, and we take b = 0. In general, T = (τ r ,n) consists of a branch point b and r paths, of lengths n 1 , . . . , n r , joining b to r leaves. We denote these paths (including their endpoints) as T e (e = 1, . . . , r). Throughout this section, we consider only such trees T . We begin with a preliminary definition. Definition 2.3. Let T = (τ r ,n) with r ≥ 1. Fix a connected graph Γ ∈ G(T ) and a branch T e , and let Γ e (Γ) denote the subgraph of Γ consisting of those edges that cover b and contain an endpoint in T e . We can write Γ e (Γ) = {i 1 j 1 , . . . , i l j l }, with each j m ∈ T e and each i m / ∈ T e (unless r = 1 in which case i m = b = 0). We select from Γ e (Γ) the element or elements for which the distance from j m to b is maximal. If there is a unique such edge, then we say it is the edge of Γ that is associated to branch T e . If there is more than one such edge, then we select from those with j m maximally distant from b the one with i m furthest from b. If this still does not specify an edge uniquely then we choose the i m that lies on the branch with highest label, and refer to i m j m as the edge associated to branch T e . We write i (e) j (e) for the edge associated to T e . For r = 1, i (e) = b = 0, while for r ≥ 2, i (e) ∈ T e and j (e) ∈ T e . Definition 2.4. For r ≥ 1, a lace on T = (τ r ,n) is a connected graph L such that: (a) if ij ∈ L covers the branch point, then it is associated to a branch e for some e; and (b) if ij ∈ L does not cover the branch point, then L\{ij} is not connected. We denote the set of laces on T by L(T ).
Examples of laces are depicted in Figure 3 . For r = 1, a lace L is minimally connected, i.e., no proper subset of L is connected. However, for r ≥ 2, a lace may not be minimally connected.
We now define a prescription that associates to a connected graph Γ ∈ G(T ) a corresponding lace L ⊂ Γ on T . Given Γ ∈ G(T ) and a branch T e of T , we first define the T e -lace construction. This construction produces a lace L Γ (e) on a subinterval of T that contains T e . For r = 1, the T 1 -lace construction is exactly the prescription to obtain a lace from a connected graph that was first introduced by Brydges and Spencer [2] . For r ≥ 1, L Γ (e) consists of edges i 1 j 1 , i 2 j 2 , . . . , i N j N , determined as follows. First, j 1 , i 1 are given by 
The procedure terminates as soon as j N is the leaf. It is clear from the construction that L Γ (e) is a lace on an interval; see Figure 4 . Our prescription that associates a lace L Γ to a connected graph
An example is depicted in Figure 5 . The following proposition shows that L Γ is indeed a lace.
Proposition 2.5. Given r ≥ 1, a tree T = (τ r ,n), and a connected graph
Proof. By construction, the graph L Γ is connected. In fact, for each branch T e , every site i ∈ T e other than the branch point b is fully covered by an edge in the T e -lace construction. Also, each T e -lace construction produces an edge with an endpoint on T e that covers b. Therefore b is fully covered.
To prove (a) in Definition 2.4, we note that an edge ij covering b can only be in L Γ when it is obtained as the first edge i 1 j 1 in a T e -lace construction. By definition, i 1 j 1 is associated to branch e. This proves (a).
To prove (b) in Definition 2.4, we note that when ij does not cover b, it can only be in L Γ if ij = i p j p is obtained in a T e -lace construction with p ≥ 2. If j p is the leaf, then L Γ \{i p j p } does not cover the leaf and hence is not connected. If j p is not the leaf, then there must be an edge
and hence is not connected.
In the next proposition, we characterise the connected graphs Γ such that
In other words, C(L) consists of those edges ij on T which are compatible with L in the sense that the connected graph Γ obtained by adding ij to L will yield L under the prescription L.
and L is a lace by Proposition 2.5. To prove the forward implication, it suffices to show that if st ∈ Γ\L, then st ∈ C(L). The edges in L Γ were chosen optimally with respect to the maxima and minima in (2.12)-(2.13), among all edges in Γ including st. Therefore the same edges will be selected in applying the prescription to
or, in other words, that edges in L are preferred over st in the max and min of (2.12)-(2.13). Therefore st will also not be selected in
L for some e, where the subscript L indicates that ij is the edge in L associated to
L is equal to the edge i
Γ ∈ L Γ and hence ij ∈ L Γ . Next, suppose that ij ∈ L does not cover b, so there is an e such that i, j ∈ T e . If there is such an edge in L that is not in L Γ , then there is a first such edge along T e (starting from b). But then the T e -lace construction applied to Γ selects an edge in Γ\L rather than ij. This selected edge cannot be compatible with
In particular, Proposition 2.6 implies that L L = L if and only if L is a lace. Further development of the theory of laces is given in Section 3.
Resummation
We now use the prescription associating a lace L Γ to a connected graph Γ, on a tree T with shape τ r , to partially resum the sum over connected graphs in the definition (2.3) of J [T ] . This leads to the resummation identity
where the second equality follows from Proposition 2.6. This resummation achieves two results. First, the summation in (2.15) is over the set of laces, which is a much smaller set than the set of all connected graphs. Secondly, the self-avoidance interaction has been restored partially, on the compatible edges.
It will often be convenient to restrict attention to laces of a fixed size. For N ≥ 1, let L (N) (S) denote the set of laces on S consisting of exactly N edges. We define
and π
m,N (ȳ) ≥ 0, and
Classification of laces
In this section, we further develop the theory of laces. This theory will be needed in Section 6. Throughout this section, we fix r = d b ≥ 2 and a tree T = (τ r ,n) having the star shape τ r . Thus b is the branch point in T of degree r. We always assume n e > 0 for e = 1, . . . , r.
Acyclic, cyclic and reducible laces
In this section, we derive some elementary consequences of the definition of a lace, and partition the set of laces into three distinct classes. Recall Definition 2.3, which defines the edge in a connected graph associated to a branch. Proof. For the branch point to be fully covered, each branch of T must contain an endpoint of an edge that covers the branch point. Therefore L contains at least
edges. On the other hand, each edge ij covering the branch point must be the edge associated to some branch by Definition 2.4(a). Hence, there are at most d b edges covering the branch point.
where L is given by the algorithm of Section 2.3, it follows that every edge in L that covers the branch point is the edge associated to some branch (possibly to two branches). Therefore a lace L will have fewer than d b branches precisely when at least one edge is associated to both of the branches containing its endpoints.
L(T ) be a lace, and let S be a subtree of T (possibly with fewer branches than T ) that contains b. If L| S is nonempty and L| S ∈ G(S), then L| S ∈ L(S).
Proof. Suppose that L ∈ L(T ) is such that L| S is nonempty and L| S ∈ G(S).
We will verify properties (a) and (b) of Definition 2.4.
For (a), if ij ∈ L| S ⊂ L covers the branch point, then it is associated in L to a branch e. However, recalling Definition 2.3, this implies that it is also associated in L| S to branch e. 
On the other hand, if j p is not a leaf of S, then i p j p is necessary in L to cover at least one vertex in the interval, and hence it is also necessary in
The following definition partitions L(T ) into three disjoint classes. Non-minimal laces do not exist for r = 1, but do exist for r ≥ 2. Although it is possible for a lace to be non-minimal, any mimimal connected graph is a lace. 
Properties of acyclic laces
The main result of this section is Lemma 3.7, which will be used in Section 6.2.3. We start with a preparatory lemma. Let Γ(b) ⊂ L denote the set of edges in a lace L that cover the branch point b, and let M e denote the number of edges in Γ(b) that contain an endpoint in branch T e .
Lemma 3.6. Let
Proof. There is nothing to prove if there is an e with M e = 1, so assume that M e ≥ 2 for all e. Since Γ(b) has at most d b edges, e M e ≤ 2d b . If M a ≥ 3 for some a, then since M e ≥ 1 for all e there must be a branch a with M a = 1. Thus we may restrict attention to the case where M e = 2 for all e.
Suppose M e = 2 for all e. We will show that the lace is either reducible or cyclic. We refer to a pair of edges in Γ(b) having an endpoint in branch e as e-partners. We pick one of the 1-partners, move to the branch e 0 (say) containing the other endpoint of that edge, identify the e 0 -partner of that endpoint, move to the branch containing the other endpoint of the e 0 -partner, and so on. We continue until we return to branch 1. Since M e = 2 for all e, we always do return to branch 1. If all branches were visited in this operation, then the lace is cyclic by definition. If only a subset of the branches have been visited, then the lace is reducible. This follows, since the lace restricted to the set of visited branches will be a lace by Lemma 3.2, and similarly the restriction to the complement of the branches is a lace, since there are no edges in L that link the two sets of branches.
Given a lace L ∈ L(T ), we denote the set of edges in L with both endpoints on branch T e by L (e) . We order the vertices on each branch from b (least vertex) to the leaf (greatest vertex). Proof.
Since L is acyclic, O is nonempty by Lemma 3.6. We will show that there exists an a ∈ O such that T a is as stated in the lemma.
Choose an a 1 ∈ O. Let i 1 j 1 denote the unique edge in Γ(b) with j 1 ∈ T a 1 , and suppose i 1 is in branch a 2 = a 1 . If i 1 j 1 is not the edge associated to branch a 2 (as in Definition 2.3), then the edge associated to branch a 2 will cover every vertex on T a 2 that is covered by i 1 j 1 . In this case, by Lemma 3.2 the restriction of L to ∪ e:e =a 1 T e is a lace on the restricted tree, and we are done.
So suppose, on the other hand, that i 1 j 1 is also associated to branch a 2 . Then all vertices
Since L is irreducible, there must be an edge i 2 j 2 ∈ L with i 2 ∈ T a 2 and j 2 in a third branch T a 3 . We may choose i 2 j 2 (and a 3 ) such that i 2 is as close as possible to the branch point b.
If M a 3 = 1, then branch T a 3 satisfies the requirement of the lemma, since i 1 j 1 covers the vertices on T a 2 that are covered by the edge i 2 j 2 .
Therefore, we assume that there is another edge i 3 j 3 ∈ Γ(b) with i 3 ∈ T a 3 . Since i 2 j 2 is not associated to branch T a 2 , it must be associated to branch T a 3 , and hence i 3 ≤ j 2 . We repeat the above procedure. At stage l, we denote the edge obtained by i l j l , with i l ∈ T a l and j l ∈ T a l+1 . As above, T a l+1 satisfies the claim if M a l+1 = 1, since the edge i l j l is not associated to branch T a l . On the other hand, if M a l+1 > 1 then all other edges ij with precisely one endpoint i on T a l have i ≤ j l , since the edge i l j l is associated to branch T a l+1 .
Moreover, a new branch is visited at each stage of the construction. This can be seen from the fact that i p j p is associated to branch T a p+1 for each p. Since a new branch is visited at each stage of the construction, the procedure must terminate on some branch. The terminal branch T t must have M t = 1. Since i t−1 j t−1 is by construction associated to T t but not to T t−1 , the restriction of L to the branches other than T t is a lace.
The above lemma has consequences not just for acyclic laces, as we show in the following two lemmas.
Lemma 3.8. Let r ≥ 2 and T
Then L has either r − 1 or r edges covering the branch point.
Proof. The proof is by induction on r. The statement of the lemma is true for r = 2. Let r ≥ 3 and assume the statement for r − 1. If L is cyclic, then L has r edges covering the branch point. If L is acyclic, then by Lemma 3.7 there is a branch T a containing an endpoint of a unique edge in L covering the branch point, and such that the restriction of L to ∪ e:e =a T e is a lace. By the induction hypothesis, this restriction has either r − 1 or r − 2 edges covering the branch point.
Lemma 3.9. Let r ≥ 2 and T = (τ r ,n). Let L ∈ L(T ) be an irreducible lace. Then L has a cyclic component if and only if L has r edges covering the branch point.
Proof. The proof is by induction on r. The statement of the lemma is true for r = 2. Let r ≥ 3 and assume the statement for r −1. Suppose L has a cyclic component. If L is itself cyclic, then L has r edges covering the branch point. If L is acyclic, then by Lemma 3.7 there is a branch T a containing an endpoint of a unique edge in L covering the branch point, and such that the restriction of L to ∪ e:e =a T e is a lace. The restriction of L to ∪ e:e =a T e must contain a cyclic component, and therefore must have r − 1 edges covering the branch point. The converse follows similarly.
Properties of minimal cyclic laces
The main result of this section is Lemma 3.11, which will be used in Section 6.2.4. The proof of Lemma 3.11 will make use of Lemma 3.10. Recall the definition of L (e) given above the statement of Lemma 3.7. We also recall that if L ∈ L(T ) is cyclic then it contains precisely r = d b edges covering the branch point, and each branch of T contains endpoints of precisely two edges covering the branch point. Given a graph Γ, we denote its number of edges by |Γ|.
1 ∈ L denote the edge associated to branch e, and let i 1 }. As in (b), this contradicts the fact that L is a minimal lace.
denote the edge associated to branch 1, with j
1 . Let T = (τ r ,n ), where n 1 is the distance from i to the branch point b and n e = n e for e = 1.
is empty then {ij
2 , and j
is nonempty and is connected on T . Since i
1 is associated to branch 1 and L is cyclic, Γ is the restriction of L to T . By Lemma 3.2, Γ is therefore a lace on T . Since Γ has only r − 1 edges covering the branch point, it is either reducible or acyclic. However, since the edges in Γ that cover the branch point are obtained by removing exactly one edge from those of the cyclic lace L, Γ cannot be reducible. (b) This follows from Lemma 3.10.
Properties of laces containing a non-minimal cyclic component
In this section, we prove two lemmas that will be used in Section 6.3 to estimate the laces in N (T ).
Proof. We begin by showing that L\{ij} is a lace on T . First, L\{ij} is connected. To see this, we note that every vertex of T \{b} remains fully covered by L\{ij}, since L A \{ij} is a lace by assumption. In addition, given any branch T e , b is covered by an edge of L\{ij} containing an endpoint in T e . To see that L\{ij} is a lace, we note that every edge not covering the branch point must be essential to maintain connectivity, since this was true already for L. In addition, every edge of L covering the branch point was associated to a branch of T , and the same must therefore be true for L\{ij}. It remains to prove that L\{ij} is acyclic.
Since L is a lace, ij must cover the branch point or L\{ij} would not be connected. Therefore, L\{ij} has at most r − 1 edges covering the branch point, so it is not cyclic and must be either acyclic or reducible. We prove by contradiction that L\{ij} is not reducible. Suppose, to the contrary, that there is a B ⊂ {1, . . . , r} with 2 ≤ |B| ≤ r − 2 such that L\{ij} is the disjoint union of L B and L B c . Since L is irreducible by assumption, it must be the case that i ∈ T B and j ∈ T B c (or vice versa), and that ij is the only edge in L that links T B and T B c . However, since ij is in the cylic lace L A , there must be another edge of L A that links T B and T B c . This contradiction proves that L\{ij} is not reducible, and hence it must be acyclic.
The following lemma implies, in particular, that a lace containing at least two non-minimal cyclic components is reducible. In addition, repeated application of the lemma shows that a lace containing i ≥ 2 non-minimal cyclic components can be decomposed into two laces with one containing a unique non-minimal cyclic component and the other containing i − 1 non-minimal cyclic components. This is used in Section 6.3.3. 
Proof of Theorem 1.1
In this section, we reduce the proof of Theorem 1.1 to two propositions, Propositions 4.1 and 4.2, whose proofs are deferred to Sections 5 and 6, respectively. We begin in Section 4.1 by reducing the case r = 1 of Theorem 1.1 to Proposition 4.1, which gives bounds on π (1) n . In Section 4.2, we state Proposition 4.2, which gives bounds on π (r) n (r ≥ 2) and ϕ T ( y). In Section 4.3, we prove Theorem 1.1 for r ≥ 2 by induction on r, assuming the two propositions.
The case r = 1
In this section, we reduce the r = 1 case of Theorem 1.1 to Proposition 4.1. Our analysis actually gives Theorem 1.1(a) uniformly for |k| 2 bounded by a small multiple of log n, as in [12] . However, to simplify our analysis for r ≥ 2, we have restricted the statement and proof of Theorem 1.1(a) to bounded |k| 2 . The results of the r = 1 case of Theorem 1.1 were shown in [12] to hold for solutions of a general recursion relation
subject to a certain set of assumptions. Here z is a non-negative parameter, and k ∈ [−π, π] d is a Fourier variable. For self-avoiding walk, the Fourier transform of (2.9) can be written in the form of (4.1), if we set
The main result of [12] is that the r = 1 case of Theorem 1.1 holds provided certain assumptions apply. As described in [12, Section 1.4.1], the only substantial assumption to verify is Assumption G of [12] . Assumption G involves the parameter of (1.5) and the small parameter
In our present notation, the statement of Assumption G is as follows. 
with (4.7) valid for any ∈ [0, ∧ 1]. Note that Assumption G does not assume that (4.4) holds, but rather that (4.4) implies (4.5)-(4.7). We emphasise that (4.5)-(4.7) are to be concluded for all 2 ≤ m ≤ n + 1, whereas (4.4) is assumed only for 1 ≤ m ≤ n. The inclusion of m = n + 1 in (4.5)-(4.7) is crucial in [12] in the analysis of (4.1) by induction on n.
We will prove the r = 1 case of Theorem 1.1 by showing that Assumption G does hold. Once we have established Assumption G, it then follows from [12] that (4.4) and (4.5)-(4.7) hold respectively for all m ≥ 1 and m ≥ 2, for the choice z = z c = µ −1 . It will follow from this that the bounds in Proposition 4.1 hold for all m ≥ 1, when z = z c = µ −1 . In addition, it follows from the results of [12] that z c = µ
In Section 5, we will prove the following proposition, which verifies Assumption G by showing that (4.5)-(4.7) for m ≤ n + 1 follow from (4.4) for m ≤ n. Note that the cases q = 0, 2 of (4.9) imply (4.5)-(4.6). 
(ii) the bound (4.7) holds for any ∈ [0, ] and 2 ≤ m ≤ n + 1.
Bounds for r ≥ 2
The key estimates for the proof of Theorem 1.1 for r ≥ 2 are contained in the following proposition, whose proof is deferred to Section 6. In its statement, we denote the set of permutations on {1, . . . , s} by Σ s , and write p ∈ Σ s as p = (p 1 , . . . , p s ). For s ≥ 2, we also define 
If some m e = 0 butm =0, then (4.11) holds with the power of β reduced to M/2 , where M denotes the number of nonzero components ofm.
The following elementary lemmas will be useful. 
Proof. By Proposition 4.2(i), it suffices to prove that
In each case, we first interchange the sum overm with the sums over p and l in B Two of the inequalities are handled using
while the other two are handled using 
n , (4.20)
Proof. The first estimate follows immediately from (4.10) and the inequalities
The second estimate is elementary.
Induction on r
In this section, we prove Theorem 1.1, assuming Propositions 4.1-4.2. The proof is by induction on the number r of edges in τ , where T = (τ, n) ∈ T r ( n). The case r = 1 was treated in Section 4.1 and this will initialise the induction, assuming Proposition 4.1. Fix T ∈ T r ( n), with r ≥ 2, and let κ e = k e / √ σ 2 vn. Let n = r e=1 n e . The starting point for the proof of Theorem 1.1, for r ≥ 2, is the identity (2.10). Taking the Fourier transform of (2.10) givesĉ 
where S
e denotes S e when all m i = 0, and 
Since d b ≥ 2 in (4.24), each component S e has fewer than r edges and an inductive analysis is possible.
Proof of Theorem 1.1(a) assuming Proposition 4.2. Let n
It suffices to prove that there is a finite constant C r , for r ≥ 2, such that
and |E T ( κ, n) − E T ( 0, n)| ≤ C r |k| 2 n −δ , uniformly in k with |k| 2 bounded. For this, it suffices to show that
where ∇ j denotes differentiation with respect to k j . Constants in this proof, including C r of (4.29), can depend on L. The case r = 1 of (4.29) has been established already in Section 4.1. We assume, as induction hypothesis, that E T obeys (4.29) for T with fewer than r branches. We first show thatφ T ( κ) is an error term, which involves showing that e
obeys the bounds of (4.29). This does not require the induction hypothesis. In fact, Proposition 4.2(ii) gives
which implies the first bound of (4.29) for this contribution. For the second bound of (4.29) for this contribution, we use
where we have used Proposition 4.2(ii) and the fact that |k| 2 and n j /n are bounded. We can also easily dispense with the contribution to the first term on the right side of (4.24) due to terms where m e > n e /2 for some e. To show that this contribution is an error term, we will show that
Se ( κ (e) ) (4.32) obeys (4.29). For this, we will use the fact that |ĉ Se ( κ (e) )|µ −|Se| ≤ c Se µ −|Se| is uniformly bounded, which follows by neglecting the self-avoidance interaction between branches of S e and applying the r = 1 result of Theorem 1.1(a). Therefore
The right side of the above is bounded by Cn −(d−4)/2 by Proposition 4.2(i) and (4.21), which proves the first bound of (4.29) for this contribution. For the second bound of (4.29), we apply ∇ 2 j | k= 0 to (4.32). When this operation is applied to the exponential factor or to the factorπ
m (κ) in (4.32), the above argument can be applied. When the operation is applied to a factorĉ Se ( κ (e) ), then we can again neglect the self-avoidance interaction between branches of S e and apply the r = 1 result of Theorem 1.1(b) to conclude that |∇ 2 j | k= 0ĉ Se ( κ (e) )| ≤ C. This leads to the desired bound. Thus we need only concern ourselves with the main term of (4.24), with the summation restricted to 0 ≤m ≤n/2. In the main term of (4.24), we write each S e as S e = (τ e , n (e) ) ∈ T re ( n (e) ). The components of n (e) are identical to those of n for the edges of T that are also in S e , except for the edge f (say) incident to b in S e , whose length is n f − m f . Note that each r e is strictly less than r, since e=1 r e = r and r 1 = 1 for the edge of τ joining b to the root. In addition, n e − m e ≥ n e /2 for each e, so every branch of every S e has length of order n . By the induction hypothesis,
where M Se represents the main term specified by the induction hypothesis and E Se obeys (4.29).
In the product over e in 0 ≤m≤n/2π
consider those terms which contain at least one factor E. We claim these terms are error terms. To see this, we need to show that
obeys the bounds of (4.29), where F is a nonempty subset of {1, . . . , d b }. Since |k| 2 is bounded, the first bound of (4.29) can be obtained by estimating all but one of the factors E Sa by a constant and using the first bound of Lemma 4.3 with γ = δ. The second bound of (4.29) can be obtained similarly, using (4.14).
Thus we need only show that
is an error term. Since
it suffices to show that the quantity
obeys the bounds of (4.29).
Recalling the definition of V d b in (4.26), we make the decomposition
It suffices to show that X 1 ( n) obeys the first bound of (4.29), and, since X 2 ( 0, n) = X 3 ( 0, n) = 0, that X 2 ( κ, n) and X 3 ( κ, n) obey the second bound of (4.29).
By Proposition 4.2(i) and (4.21), X
and the second estimate of Lemma 4.3. Finally, for X 3 ( κ, n), we use |e t − 1| ≤ Ct for t bounded to obtain
The right side of (4.45) obeys the same bound as the right side of (4.44). This advances the induction and completes the proof of Theorem 1.1(a).
Proof of Theorem 1.1(b) assuming Proposition 4.2. Our goal is to prove that
The proof is by induction on r. We assume, as induction hypothesis, that (4.46) has been proven for trees with l branches, with 1 ≤ l ≤ r − 1. The l = 1 case was established in Section 4.1. By (4.24),
The last two terms can be identified as error terms, using Theorem 1.1(a), Proposition 4.2 and Lemma 4.3. We handle the first term using the induction hypothesis. We consider separately the cases 0 ≤m ≤n/2, and m e > n e /2 for some e. The contribution due to the latter case can be bounded using the r = 1 statement of Theorem 1.1, as in the proof of Theorem 1.1(a), by O(n 1−(d−4)/2 ). This is an error term. The remaining contribution to the first term can be written using the induction hypothesis and Theorem 1.1(a) as − 0 ≤m≤n/2π
whereñ j is equal to n j − m j or n j depending on whether j labels an edge adjacent to b or not. In the error term, we have used the fact that n j − m j ≥ n j /2. When edge j is not adjacent to b, the desired result follows using the bound on X 1 of (4.41). When edge j is adjacent to b, the desired result can be obtained using the second estimate of (4.15). 
Proof of Theorem 1.1(c) assuming
Proof of Proposition 4.1
In this section we prove Proposition 4.1, which is repeated below for convenience as Proposition 5.1. The proposition is standard, but we will give a somewhat new proof based directly on laces rather than on Feynman diagrams representing walk trajectories. 
In the course of the proof of Proposition 5.1, we will employ the estimates of the following lemma. For a function f :
Once we have proven Proposition 5.1, and thereby established Assumption G of [12] , it then follows from [12] 
twice with j = 1 to conclude that 
The fact that L is a lace is equivalent to a certain ordering of the i p and j p . For N = 1, we simply have a = i 1 
(for N = 2 the vacuous middle inequalities play no role). This can be seen from Figure 7 . Thus L divides [a, b] into 2N − 1 subintervals:
Of these, intervals number 3, 5, . . . , (2N − 3) can have zero length for N ≥ 3, whereas all others have length at least 1. Each of the subintervals has length strictly less than b − a. In what follows,
ij∈C (ab) (1 + U ij ), (5.10) where C(ab) denotes the set of edges compatible with the lace {ab} on
For N ≥ 2, we define
Comparing with (2.16), it can then be seen that
In this comparison, L in (5.12) corresponds to L\{i 1 j 1 } in (2.16), i and j of (5.12) correspond to i 2 and j 1 of the lace L in (2.16), and the set of compatible edges in (2.16) has been reduced for an upper bound. (The inclusion of the term i = a in (5.12) is unnecessary at this point, but will be useful in Section 6; see also Lemma 3.11(b).) Finally, for N ≥ 1 we define
where Ω m (y) denotes the set of m-step walks from 0 to y (not necessarily self-avoiding). We first prove Proposition 5.1(i) for the case q = 0.
Proof of Proposition 5.1(i) for q = 0. By (2.18), it suffices to show that y π (1) 
, for all N ≥ 1 and 2 ≤ m ≤ n + 1. By (2.17), (5.13) and (5.14), we have
It therefore suffices to show that
for some constant C depending on K f . We will prove (5.16) jointly with the assertion that
by induction on N. The bounds (5.16)-(5.17) will also be useful in Section 6.2.
Since C(0m) ⊃ B [1, m] for m ≥ 2, the N = 1 term obeys 
Similarly,
We begin the induction with the case N = 2. In this case, the sum over L in (5.12) consists of the single term L = {im}.
We will bound the above sum over y by using the first and third bounds of (5.3), together with the elementary estimate 
The summation constraints imply that m 1 ≥ m/3, so that the sum on the right side is bounded, as required, by
This proves the N = 2 case of (5.16).
To prove the N = 2 case of (5.17), we begin with
Again the subscripts on the c's are all less than n. We apply the l ∞ norm to the second or third factor, selecting the factor according to which of j − i and m − j is larger. The other two factors are bounded by the l 1 norm, to take care of the sums over x, y. Writing = m − i, (5.25) can be bounded by
In the above bound, the factor d/2 arises since the larger time interval, referred to above, has length at least /2, and the numerator accounts for the possible values of j between i and m.
To advance the induction, we fix N ≥ 3 and assume that (5.16)- (5.17) 
we replace the factor −U i 2 j 2 in the first product of (5.12) by
. Using (5.27), we conclude from (5.12) that
This inequality is of the same form as (5.21), except y π 17) . In fact, the only thing to check is that the powers of β work out as required.
When we take the supremum over x in (5.29), the factor with shortest time interval is bounded with the l 1 norm and the other two factors are bounded with the l ∞ norm. Note that there is no contribution when m−j = 0, since N −1 > 0. Thus if m−j is shortest, we obtain β ·β ·β N −2 = β N , as required. If one of the other two factors is shortest, then we obtain β · β N −1 = β N , as required. When we take the sum over x in (5.29), the shortest of the second two factors receives the l 1 norm and the other receives the l ∞ norm. If m − j is shortest, then we obtain β · β N −2 = β N −1 , as required. If the other factor is shortest, then we obtain β 0 · β N −1 = β N −1 , as required. This advances the induction and completes the proof for q = 0. Before turning to the cases q = 2, 4, we pause to make an observation that will be used in those cases, and that will be crucial in Section 6. The observation concerns the fact that the upper bounds (5.16)-(5.17), which were at the heart of the proof of (5.1) for q = 0, have a particular structure that we will exploit. This structure can be plainly seen in the bounds (5.21) and (5.25) for the case N = 2. Each of these upper bounds involves sums over temporal and spatial variables of products of factors c m i (y i ). These upper bounds were estimated in turn by applying the l 1 and l ∞ norms to these factors, depending on how the temporal variables were ordered. The structure of the upper bounds is the same for larger values of N, with the difference being a larger number of summations and factors of c m i (y i ), as in the recursive estimate (5.29). For N = 1, only a single factor of c m i (y i ) was involved.
To be more explicit, we note that the proof of (5.16)-(5.17) shows that we may write
where M restricts the m i so that, in particular, We will rely on this observation by noting that if we change π (1) m,N (y) or π (1) m,N (x, y) by making a modification to the portion of a walk on a single subinterval (5.9), and if we can control the increase in the l 1 and the l ∞ norm of the portion of the walk on that subinterval, then we can control the size of the modification to π (1) m,N (y) or π (1) m,N (x, y). This is formalised in the following lemma, whose proof is a consequence of the above remarks.
Lemma 5.3. Suppose that
y∈Y m∈M i a (i) m i (y i ) ≤ B,(5.
31)
with the bound obtained by applying the inequalities a
and b
with α i independent of m i . Then
Proof of Proposition 5.1(i) for q = 2, 4. Since |y| q π (1) m,1 (y) = 0 for all y ∈ Z d , we restrict attention to N ≥ 2.
Fix N ≥ 2. Because of the factor ij∈L (−U ij ) occurring in the definition of π (1) m,N (y), a nonzero contribution occurs only for those ω for which ω(i) = ω(j) for each edge ij ∈ L. Let I j denote the j th time interval listed in (5.9) (j = 1, . . . , 2N − 1), and let y j denote the displacement performed on I j by a walk ω contributing to π (1) m,N (x). The constraints that ω(i) = ω(j) for all ij ∈ L, together with the subinterval structure (5.9), impose the constraints
It can also be seen from (5.9) that the total displacement y is given by
Using the first two identities of (5.35) (we will not need the third), together with the CauchySchwarz inequality, we obtain
We will prove bounds on y |y| q π (1) m,N (y) for q = 2, 4 by taking the factor |y| q inside the sum over laces defining π (1) m,N (y), applying one or both of the estimates (5.36), and taking the factors involving N/2 and the sum or sums over i outside all the other sums. Then the walks on one (for q = 2) or two (for q = 4) of the subintervals carry an extra factor corresponding to the square of the displacement of ω on that subinterval.
In the proof for the q = 0 case, we recursively bounded the contribution due to each subinterval either by c j ∞ z j or by c j 1 z j , with j ≤ m ∧ n for each j. For q = 2, 4, using (5.36), similar bounds will apply except that q/2 of the subintervals will instead have an extra factor |y j | 2 inside the norms. By (5.3)-(5.4), these norms are at most σ 2 j ≤ σ 2 m times larger than the norms without the |y j | 2 . Therefore, the presence of the factor |y j | q increases the q = 0 bound by mσ 2 for q = 2 and by m 2 σ 4 for q = 4. Performing the summation(s) of (5.36) and using Lemma 5.3, we therefore obtain
This gives the desired result by taking L large and summing over N.
For future reference, we note that the above proof also immediately yields the bounds
Proof of Proposition 5.1(ii). We give separate arguments for k
, it follows from Proposition 5.1(i) and (1.8) that for 2 ≤ m ≤ n + 1
This contribution satisfies (4.7). Henceforth, we restrict attention to k ∞ ≤ L −1 . By the triangle inequality,
By symmetry, the first term on the right side of (5.41) can be rewritten usinĝ
By Hölder's inequality and Proposition 5.1(i) with q = 4,
The desired bound on the first term of (5.41) then follows by combining (5.43)-(5.44) with the lower bound of (1.7). It follows from (1.5) and Hölder's inequality that
. By Proposition 5.1(i) with q = 2, arguing as above and using (1.7), the second term of (5.41) is bounded by
which satisfies (4.7).
Proof of Proposition 4.2
In this section, we prove Proposition 4.2. 
Overview of the proof of Proposition 4.2(i)
There are two statements in Proposition 4.2(i). Writing z c = µ −1 , the first statement is that the bound
holds for s ≥ 2 when n e > 0 for all e. The second statement is that if n e = 0 for exactly M values of e , then (6.1) remains true if the power of β on the right side is reduced to M/2 . This second statement follows easily from (6.1) and the fact that in this case π (s) is equal to π (M ) with strictly positive 'time' variables. So we may assume in Sections 6.2-6.3, where the proof is carried out, thatn has strictly positive components.
By (2.16)-(2.17),
Recall from Definition 3.5 that the set of laces on T is partitioned into the set M(T ) of laces containing no non-minimal cyclic component and the set N (T ) of laces that do contain a non-minimal cyclic component. We will consider the contributions to π (s) n,N (ȳ) due to M and N separately. In Section 6.2, we show that the contribution to (6.2) due to laces in M obeys the bound of (6.1), and in Section 6.3 we show that the contribution to (6.2) due to laces in N also obeys the bound of (6.1). The properties of laces provided in Section 3 play a crucial role.
Contribution from laces in M
Suppose thatn has all its components strictly positive. Let
denote the contribution to (6.2) due to laces in M. In this section, we prove that this contribution obeys the bound of (6.1), i.e., that
The proof is by induction on the degree s = d b of the branch point b.
The induction on s for laces in M
The induction hypothesis is twofold. First, we assume that the bounds (6.4) hold when s is replaced by t = 2, . . . , s − 1, with C depending only on t and on the dimension d.
For the second part of the induction hypothesis, given a lace L ∈ L(S), we define
to be the union of the branch point b with the endpoints of edges in L. The set V(L) induces a division of the tree into intervals. We will refer to these intervals as the subintervals induced by L. When the tree is just an interval, the subintervals of L are listed in (5.9). The second part of the induction hypothesis is that the bound (6.4) is obtained by applying the l 1 or the l ∞ norms on the subintervals induced by L, as described before Lemma 5.3. In this case, we will say that the bound has the subinterval property. We begin the induction by establishing (6.4) for s = 2. As we now explain, this case follows from estimates obtained already in Section 5. Note that for s = 2, if L ∈ M(S) then L must be minimal. Therefore, for n 1 and n 2 both positive, µ (2) n 1 ,n 2 (y 1 , y 2 ) is by definition the same as π (1) n 1 +n 2 (y 2 − y 1 ), apart from an additional constraint δ ω(n 1 ),−y 1 in the sum over ω that defines π (1) n 1 +n 2 (y 2 − y 1 ) in (2.7). The sum over y 2 sums over the walk's position at time n 1 + n 2 , while the sum over y 1 simply removes the constraint δ ω(n 1 ),−y 1 . Therefore, the q = 0 version of (6.4) for s = 2 follows immediately from Proposition 5.1(i). For q = 2, we may decompose y e into subinterval displacements as in the proof of Proposition 5.1(i) for q = 2, and the bounds proceed as before except for the subinterval containing time n 1 . This subinterval is special, since it carries a factor of the square of only part of its displacement, rather than its entire displacement. The desired bound will follow from Proposition 5.1(i) and Lemma 5.3, if we can show that the l 1 and l ∞ norms corresponding to this subinterval are bounded in the same way as if a factor of the square of the entire subinterval displacement were present. Thus we must show that the l 1 norm is bounded by Cmz To advance the induction, we partition M(T ) into the sets of reducible, acyclic and cyclic laces introduced in Definition 3.3. These sets will be denoted respectively by M r (T ), M a (T ), M c (T ), and the contribution to the right side of (6.3) from these sets will be denoted respectively by ρ (s) n (x), α (s) n (x) and σ (s) n (x). This gives the decomposition
(6.6)
We will advance the induction by arguing separately for each of the three terms on the right side of (6.6).
Reducible laces in M
This case arises only for s ≥ 4. By definition, for any lace 
wheren i andx i are the labels (which depend on A) appropriate to the laces L i . The induction hypothesis then gives the desired bound, using the inequality
n (x) inherits the subinterval property from the induction hypothesis.
Acyclic laces in M
In this section, we estimate α 
denote the set of admissible vertices that are at least graph-distance m from the vertices of V(L).
For s ≥ 2, we define
n (v,x; 0). For s = 1, recalling the definition of π (1) n,N (x, y) for N ≥ 1 from (5.14), we define µ (1) n (x, y) = ∞ N =1 π (1) n,N (x, y).
(6.12)
The bounds (5.38)-(5.39) then give sup x y |y| q µ (1) n (x, y)z n c ≤ Cβσ q (n + 1)
(n ≥ 2, q = 0, 2), (6.13)
Moreover, the analysis of Section 5 implies that these bounds have the subinterval property.
n (x) satisfies the bound (6.4) , with the bound having the subinterval property, then The case i ≤ j/2 is similar. By construction, the subinterval property is preserved. We now advance our estimate on the contribution to µ (s) n (ȳ) due to acyclic laces, which is α
(6.20)
Writingx e to denote removal of the e th component fromx, we have the following lemma.
Proof. By Lemma 3.7, for any acyclic lace L ∈ L a (T ) there is a branch T e with M e = 1 such that the restriction of L to T e c = ∪ a:a =e T a is a lace on T e c . We call this restriction L 2 . Since we are
1 denote the edge in L associated to T e , so j Given e, we use the fact that
to estimate the final product of (6.20) . This leads to 1 in (6.22) are bounded by µ (1) ne (v, x e ) of (6.12). In fact, the case |L 1 | = 1 gives π (1) ne,1 (v,x e ). For |L 1 | > 1, the case i 
Cyclic laces in M
It remains to advance our estimate on the contribution to µ (s) n (ȳ) due to the cyclic laces, which is
is an acyclic lace on Sn , where n e = n e for all e ≥ 2. Let e be such that i (e) 1 ∈ T 1 , and let e be such that i (1) 1 ∈ T e . Then i (e) 1 must be the point on T 1 labelled n 1 . By Lemma 3.10, n 1 < n 1 .
If
1 } is a lace if i
1 . In either case, j
1 }). See Figure 9 . In addition, if L (e) = ∅, then {j
1 } is a lace. For convenience of notation, in the latter case we write A(L 1 \{j
We denote the portion of ω corresponding to T a by ω (a) , for a = 2, . . . , s, with ω (a) (0) = b and ω (a) (n a ) = x a . We denote the portions of the walk corresponding to the intervals [0, n 1 ] ⊂ T 1 and [n 1 , n 1 ] ⊂ T 1 by ω (1) 1 and ω (1) 2 respectively. We set x 1 = ω (1) 1 (i (e) 1 ). The walk ω (1) 2 remains coupled to the other walks only by the factor −U i
, which can be written as
.
(6.34)
The case q = 2 can be handled similarly, using the inequality |x 1 n (x ) obeys the bound of (6.1) for q = 2.
The analysis of Sections 6.2.2-6.2.4 advances the induction on s, and completes the proof of (6.4).
Contribution from laces in N
denote the contribution to (6.2) due to laces in N . In this section, we complete the proof of Proposition 4.2(i) by showing that this contribution obeys the bound of (6.1), i.e., that
Let N 1 (S) and R 1 (S) respectively denote the sets of irreducible and reducible laces containing a unique non-minimal cyclic component. We will estimate the contributions to (6.42) due to N 1 (S), 
Laces in N 1
Let N (e) 1 (S) denote the set of laces in N 1 (S) such that the edge associated to T e in the lace is in the unique non-minimal cyclic component and can be removed without disconnecting the lace. It follows that
The following lemma will be used to estimate π
(6.46)
Before proving Lemma 6.3, we give its application. By definition, π
n (x). For q = 0, 2, it follows from Lemma 6.3 and the result of Section 6.2.3 that
n . (6.47) This proves that the contribution to (6.42) due to N 1 obeys (6.43). It remains to prove Lemma 6.3. Given a lace L ∈ M (e) (S), we define
Each st ∈ P (e) (L) has exactly one endpoint in T e . We claim that
First, the union on the right side of (6.49) is disjoint since the edge associated to T e in L ∪ {st} must be st, by definition of P (e) (L). The inclusion of the right side of (6.49) in the left side follows by definition. For the opposite inclusion, given L ∈ N 1 (S), let st be the edge associated to T e and let L = L\{st}. It suffices to show that L ∈ M (e) (S). For this, we first note that the removal of a redundant edge from a cyclic component cannot result in a reducible lace, so that L is irreducible. By Lemma 3.8, L has r − 1 edges covering the branch point, and therefore by Lemma 3.9 it has no cyclic component. Thus L ∈ M (e) (S). The set P (e) (L) can be totally ordered, as follows. First, we order the vertices on T e from the branch point to the leaf. Vertices on branches other than T e are ordered by their distance from the branch point (a greater distance corresponds to a lesser vertex), with vertices of equal distance from the branch point ordered by their branch numbers. Using this order, we always take s < t for st ∈ P (e) (L), and set st > ij if t > j or if t = j and s > i. The proof of Lemma 6.3 uses a resummation argument based on the following lemma.
Lemma 6.4. Given a lace L ∈ M
(e) (S) and st ∈ P (e) (L),
Proof of Lemma 6.3 subject to Lemma 6.4 . By (6.49),
Using (6.50), we can resum to obtain that
The claim then follows by applying the estimate 0
Proof of Lemma 6.4 . By definition of P (e) (L), no element of P (e) (L) is compatible with L. Thus the union on the right side of (6.57) is disjoint, which gives (6.50). It remains to prove (6.55)-(6.56).
We begin with the observation that if ij ∈ P (e) (L), then ij is associated only to branch T e for L ∪ {ij}. In fact, if ij were also associated to a second branch, then L would have at most r − 2 edges covering the branch point and hence would be reducible by Lemma 3.8.
Turning now to (6.55), we prove both inclusions. Suppose that ij ∈ C (e) (L ∪ {st}). We are done if ij ∈ C (e) (L), so assume that ij / ∈ C (e) (L). We need only consider the case in which ij covers the branch point, and we may assume that j, t ∈ T e . Since st ∈ P (e) (L), the edge st is associated to branch T e for L ∪ {st}. Since ij ∈ C (e) (L ∪ {st}), it follows that ij < st. Since ij ∈ C (e) (L), it must be the case that ij is associated to T e for L ∪ {ij}. Moreover, ij cannot also be associated to a second branch for L ∪ {ij}, or L would be reducible for the reason indicated in the previous paragraph. Thus every edge in L that covers the branch point is associated to a branch other than T e for L ∪ {ij}, and hence L ∪ {ij} is a lace. Since L has no non-minimal cyclic component, it suffices to show that L ∪ {ij} has a cyclic component (which will necessarily be the unique non-minimal cyclic component). However, since L is irreducible, L ∪ {ij} is also irreducible. By Lemma 3.8, L ∪ {ij} has r edges covering the branch point, and hence contains a cyclic component by Lemma 3.9. We have shown that ij ∈ {i j ∈ P (e) (L) : i j < st}. Suppose, on the other hand, that ij ∈ C (e) (L) ∪ {i j ∈ P (e) (L) : i j < st}. If ij ∈ C (e) (L), then ij is not selected in the prescription L L∪{ij} (e). It therefore is not selected in L L∪{ij}∪{st} (e), and hence ij ∈ C (e) (L∪{st}). This shows that C (e) (L) ⊂ C (e) (L∪{st}). If ij ∈ {i j ∈ P (e) (L) : i j < st}, then ij ∈ C (e) (L ∪ {st}) because ij < st. Next, we prove that P (e) (L) ⊂ C (e ) (L). Suppose that ij ∈ P (e) (L), with j ∈ T e and i ∈ T f . Then ij is associated in L ∪ {ij} to T e and not to T f . Therefore ij ∈ C (e ) (L) for all e = e. Finally, we prove that C (e ) (L) = C (e ) (L ∪ {st}). The argument two paragraphs above showing C (e) (L) ⊂ C (e) (L ∪ {st}) applies also to give C (e ) (L) ⊂ C (e ) (L ∪ {st}). For the opposite inclusion, we argue as follows. Suppose that ij ∈ C (e ) (L ∪ {st}), i.e., that L L∪{st}∪{ij} (e ) = L L∪{st} (e ). Since st is associated only to branch T e in L ∪ {st}, it is not associated to branch T e and therefore L L∪{st} (e ) = L L (e ). Since st is associated only to branch T e in L ∪ {st} ∪ {ij}, it follows similarly that L L∪{st}∪{ij} (e ) = L L∪{ij} (e ). Therefore, L L∪{ij} (e ) = L L (e ), and hence ij ∈ C (e ) (L). This completes the proof of (6.56).
Laces in R 1
To estimate π n (x) follows as in (6.7)-(6.8).
Laces in N containing at least two non-minimal cyclic components
For i ≥ 1, let K i (S) be the set of laces containing precisely i non-minimal cyclic components. In particular, K 1 (S) = N 1 (S) ∪ R 1 (S). We wish to bound The right side can then be estimated using the induction hypothesis.
Proof of Proposition 4.2(ii)
This section contains the proof of Proposition 4.2(ii). We discuss only the q = 0 case, as the extension to q = 2 is straightforward. By (2.4) and (2.8),
The set E b (T ) was defined in Section 2.1. We subdivide E b (T ) into a disjoint union of E (1) b (T ) and E (2) b (T ), as follows. A branch of T consists of a path in T whose endpoints are two branch points in T that are adjacent in the shape τ of T . Let F (1) denote the set of edges ij that cover b and whose endpoints lie on distinct non-adjacent branches of T . Let F (2) denote the set of edges ij whose endpoints i and j lie either on the same branch or on adjacent branches. We define E (1) b to be the set of graphs in E b that contain at least one edge from F (1) , and define E (2) b to be the set of graphs in E b consisting only of edges in F (2) . Then we define ϕ b (i = 1, 2) in (6.60).
We begin with a bound on ϕ (1) T , using an approach similar to the method of [13, Proposition 2.4] . A graph in E (1) b can be uniquely decomposed into a subgraph consisting of edges in F (2) and a nonempty subgraph consisting of edges in F (1) . The sum defining ϕ (1) T can thus be factored and resummed to give (2) (1 + U ij )
ij∈F (1) (1 + U ij ) − 1 . This involves a natural generalisation of the T e l -lace construction to trees that are not star shaped. Since we are now dealing only with edges in F (2) , edges that cover b have endpoints in branches adjacent to b. We may therefore extend the definition of the edge associated to branch T e l , given in Definition 2.3, to apply also to Γ. We may also extend the definition of the T e l -lace construction, where now the construction ends when an edge is selected that covers b l . If there is a tie when attempting to select this final edge, we choose the edge having an endpoint on the branch with smallest label, in some labelling of the branches. This generalised T e l -lace construction produces a lace L l = P Γ (l) ⊂ Γ on an interval I l that contains b and b l as interior points; see Figure 10 . Note that a lace produced in this manner has at least two edges, that the first and last edges in the lace cover b and b l respectively, and that no other edge covers b or b l .
Given A ⊂ B b and Γ ∈ E b,A (T ), let L A = ∪ b l ∈A P Γ (l) = P Γ (A) and S A = ∪ b l ∈A I l . The fact that we are working only with edges in F (2) implies that S A is a star-shaped tree with branch point b. By definition, L A is a lace on S A , since the construction has been tailored to select the edge associated to each branch from the edges covering the branch point. We denote by Q(L) the set of edges ij ∈ F (2) that are compatible with L in the sense that the lace associated to the graph L ∪ {ij} is L. It can be shown, as in the proof of Proposition 2.6, that P Γ (A) = L if and only if L ⊂ Γ is a lace on S A and Γ\L ⊂ Q(L). We may therefore resum, as in (2.15) , to obtain (1 + U i j ), (6.65) where the sum over S A is the sum over subtrees of T that contain b and the elements of A, not as a leaf. The tilde onL(S A ) denotes the subset of L(S A ) consisting of laces that can arise from the prescription P Γ (A).
Removal of S A from T leaves a number of connected components {R j } q j=1 . We include in R j the vertex of S A to which R j is attached. (Such vertices are either branch points covered by the
