A real-time data mining technique applied for critical ECG rhythm on handheld device by Chin, F
A REAL-TIME DATA-MINING 
TECHNIQUE APPLIED FOR CRITICAL 
ECG RHYTHM ON HANDHELD 
DEVICE 
A thesis submitted in partial fulfillment of the requirements for the 
degree of Master of Engineering 
 
Fook Joo Chin 
Bachelor of Engineering (Honours Class 2A), RMIT University 
 
 
School of Electrical and Computer Engineering 
Science, Engineering and Health Portfolio 
RMIT University, Melbourne, Australia 
August 2012 
 
i 
 
Declaration  
 
I certify that except where due acknowledgement has been made, the 
work is that of the author alone; the work has not been submitted 
previously, in whole or in part, to qualify for any other academic award; 
the content of the thesis is the result of work which has been carried out 
since the official commencement date of the approved research 
program; any editorial work, paid or unpaid, carried out by a third party 
is acknowledged; and, ethics procedures and guidelines have been 
followed.  
 
 
……………………………… 
Fook Joo Chin  
August 31st 2012 
 
ii 
 
 
Acknowledgement 
First and foremost, I would like to express my sincere gratitude to my first supervisor Dr. 
John Fang for his encouragement, patience and support during my Masters candidature. I am 
especially grateful for his tireless support throughout my candidature. Special thanks also go to my 
secondary supervisor Professor. Dinesh Kumar, for his time and effort spent on me. Next, I would 
also like to thank RMIT University, for providing me with research facilities and assistance 
throughout my research candidature. 
Special thanks to my fellow research colleagues. My appreciation goes out to the following 
people for their friendship, support and advice: Mr. Ou Jian Zhen, Mr. Hans Permana and Mr. 
Robert Zhang Zhe. 
Last but not least, special thanks to my parents Kian Fee Chin and Lay Cheng Tee for their 
providence and support throughout my research candidature. Also to my late grandfather Kee 
Kong Chin for his financial support throughout my research candidature. 
Fook Joo Chin 
iii 
 
 
Abstract 
 
Sudden cardiac arrest is often caused by ventricular arrhythmias and these episodes can lead to 
death for patients with chronic heart disease. Hence, detection of such arrhythmia is crucial in mobile 
ECG monitoring. In this research, a systematic study is carried out to investigate the possible 
limitations that are preventing the realisation of a real-time ECG arrhythmia data-mining algorithm 
suitable for application on mobile devices. Based on the findings, a computationally lightweight 
algorithm is devised and tested. Ventricular tachycardia (VT) is the most common type of ventricular 
arrhythmias and is also the deadliest. Therefore, it is crucial to detect and identify this arrhythmia. A 
ventricular tachycardia (VT) episode is due to a disorder of the regular contractions of the heart. It 
occurs when the human heart ventricles generate a rapid heartbeat which disrupts the regular 
physiology cycle. The normal sinus rhythm (NSR) of a regular human heart beat signal has its 
signature PQRST waveform and in regular pattern. Whereas, the characteristics of a ventricular 
tachycardia (VT) signal waveforms are short R-R intervals, widen QRS duration and the absence of P-
waves. 
Each type of ECG arrhythmia previously mentioned has a unique waveform signature that can 
be exploited as features to be used for the realization of an automated ECG analysis application. In 
order to extract this known ECG waveform feature, a time-domain analysis is proposed for feature 
extraction. Cross-correlation allows the computation of a co-efficient that quantifies the similarity 
between two times-series. Hence, by cross-correlating known ECG waveform templates with an 
unknown ECG signal, the coefficient can indicate the similarities. In previous published work, a 
preliminary study was carried out. The cross-correlation coefficient wave (CCW) technique was 
introduced for feature extraction. The outcome of this work presents CCW as a promising feature 
to differentiate between NSR, VT and Vfib signals. Moreover, cross-correlation computation does 
not require high computational overhead. 
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Next, an automated detection algorithm requires a classification mechanism to make sense of 
the feature extracted. A further study is conducted and published, a fuzzy set k-NN classifier was 
introduced for the classification of CCW feature extracted from ECG signal segments. A training 
set of size 180 is used. The outcome of the study indicates that the computationally light-weight 
fuzzy k-NN classifier can reliably classify between NSR and VT signals, the class detection rate is 
low for classifying Vfib signal using the fuzzy k-NN classifier. Hence, a modified algorithm 
known as fuzzy hybrid classifier is proposed. By implementing an expert knowledge based fuzzy 
inference system for classification of ECG signal; the Vfib signal detection rate was improved. A 
performance comparison was conducted, to compare the proposed classification method with other 
conventional ECG classifiers. The comparison outcome was that the hybrid fuzzy classifier is able 
to achieve 91.1% correct rate, 100% sensitivity and 100% specificity. The previously mentioned 
result outperforms the compared classifiers. The proposed detection and classification algorithm is 
able to achieve high accuracy in analysing ECG signal feature of NSR, VT and Vfib nature. 
Moreover, the proposed classifier is successfully implemented on a smart mobile device and it is 
able to perform data-mining of the ECG signal with satisfiable results. 
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Chapter 1     
 
Introduction 
 
1.1    Background 
The human circulatory system is an important mechanism in the human body. It carries all 
of the oxygen, nutrients and hormones needed by the body cells and helps to discard carbon 
dioxide away from the cells. And at the center of the network system is the human heart. The 
heart has a self-initiated mechanism that performs a pumping motion. This motion produces a 
circulation of blood along the network path of veins and arteries. Hence, it is important to 
understand the cardiac physiology of the human heart. The study of cardiology is the 
understanding of the disorder in human heart. An arrhythmia is an irregular heartbeat that is 
caused by a disorder. There are many different types of arrhythmia, some are harmless and some 
are life-threatening, and could lead to death. The fore mentioned highlights the need for a 
method to study and monitor arrhythmia. Electrocardiogram (ECG) was introduced in early 19th 
century for medical diagnostic, it was discovered that every circulation cycle begins and ends 
with the human heart. The pumping motion of the human heart is initiated by conductive cells 
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within the heart membrane structure. These micro-volts conduction can be acquired by skin-
surface electrodes and analyze as ECG signals that corresponds to certain dynamics of the human 
heart. 
 
Figure 1.1 The basic structure of an ECG arrhythmia detection and classification algorithm 
In this thesis, the scope of interest for arrhythmia study is based on the life-threatening 
types. Ventricular arrhythmias are the major causes of sudden cardiac death, both Ventricular 
Tachycardia (VT) and Ventricular Fibrillation (Vfib) leads to disruption of the contraction of the 
heart followed by a failure of the cardiovascular system. Hence, monitoring and detection of 
these arrhythmias is crucial for chronic patients, especially for emergency rescue situations. 
General characteristics of Ventricular Tachycardia (VT) include wide QRS-duration, regular R-R 
interval and absence of P wave, whereas the Ventricular Fibrillation (Vfib) waveform normally 
presents a noise-like waveform characteristic that is incomprehensible. Normal sinus rhythm 
ECG Pre-processor 
Detection 
Classification 
(Outcome): 
Class prediction 
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(NSR) waveforms have the PQRST signature and regular rhythm. Although these three types of 
waveforms can be easily differentiated even by un-trained eyes, there are still difficulties in 
quantitative measurement which is crucial for development of a reliable automated application. 
Conventional ECG monitoring methods are bulky systems that can only be used in a 
controlled environment. Although these ECG machines are reliable in detecting arrhythmia, it is 
at times inconvenient for the patients. Mobile application has been the current trend in 
telemedicine, by integrating mobile devices as communication media to transmit bio-
measurements of cardiac activities. These applications are crucial in diagnosis of chronic patient 
conditions; often chronic disease occurrence can be detectable from recorded cardiac activities, 
therefore, if attacks were detected in advance, patients can avoid complications or even death in 
some cases. Currently, smart mobile device processor unit is capable in computing algorithm for 
detection and classification of ECG signals. Together with Bluetooth or Wi-Fi support a 
complete mobile ECG monitoring system can be realized forming a communication link between 
the smart mobile device and a ECG acquisition device. 
1.2    Research Aims 
A basic ECG arrhythmia detection and classification algorithm structure is shown in Figure 
1.1 .This research study will be based on devising an algorithm suitable for real-time analysis of 
critical ECG arrhythmia on a smart mobile device increasing the efficiency of a medical 
diagnosis. The principal idea of detection and classification of ECG signal is to extract from the 
time-series data, significant features that can be valid for identification of an arrhythmia. The 
research aims are summarized as follow: 
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1. Identify significant characteristics of ventricular tachycardia (VT), ventricular 
fibrillation (Vfib) and sinus rhythm (SR). To evaluate these characteristics and the 
possibilities of manipulating it as a feature for classification. 
2. Examine the potential noise artifacts that may occur in a mobile ECG acquisition 
system and recognize the extent of distortion it has on an ECG signal. Assess existing 
pre-processing methods for implementation. 
3. Assess the variability and reliability of various feature selection methods. Examine 
effectiveness of time-domain and frequency-domain features in ECG analysis. 
4. Assess the suitability of current classification methods for real-time implementation. 
Examine the variety of classifiers that are suitable for ECG signals classification.  
5. Assess performance evaluation and comparisons technique for classification 
algorithm  
6. Investigate the possible technical bottlenecks that prevent the development of a real-
time ECG arrhythmia detection and classification algorithm. 
7. Propose a reliable algorithm, based on research findings, for detection and 
classification of critical ECG arrhythmia for a mobile device platform 
8. Implement the algorithm on the desired platform and evaluate the performance of the 
algorithm. 
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1.3    Thesis Structure 
This thesis comprises of five main chapters. Chapter 1 discusses the research background 
and aims of this study. Chapter 2 presents a literature review of theories on the human heart, 
ECG arrhythmias, Classification, fuzzy set and logics, and a review on some methods done by 
other in the relevant research areas. Chapter 3 introduce the methods implemented to realize a 
proposed algorithm for real-time classification of ECG arrhythmia, all methodology are 
discussed in detail. Chapter 4 presents the results from a preliminary feature selection method 
and a proposed fuzzy hybrid classifier performance evaluation and comparisons with other 
classifiers. Chapter 5 presents the implementation and performance  evaluation of the proposed 
algorithm on a smart mobile device. Lastly, Chapter 6 concludes the research and some 
recommendations are suggested for possible further developments. 
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Chapter 2     
 
Literature Review 
 
2.1    The Anatomy of the Human Heart 
A main study of this research is to detect abnormal signals generated by the human heart, 
hence, a substantial understanding of the source of this signal is essential. The human heart is at the 
center of the cardiovascular system, which is responsible for oxygenating blood and delivering it to 
different parts of the human body.  
2.1.1    Overview 
A human heart is walled by a double-layered membrane known as the pericardium, which has 
two layers. The outer layer allows the heart to hold its position between the lungs by ligamentous 
attachment to the human body, and the inner layer is attached to the heart muscle. In between the 
pericardium layers is a coat of fluid that allows the inner layer to comply with the heart muscle 
pumping motion while it is still attached to the human body. 
The heart muscles surround 4-chambers, as shown in Figure. 2.1, the 2 upper chambers are 
known as left and right atria and the 2 lower chambers are the left and right ventricles. The left and 
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right chambers are separated by a wall of muscle called the septum. These chambers are connected 
to veins and arteries, that complete the systemic circulation. The right atrium collects 
deoxygenated blood from the interior and superior vena cava and the right ventricle is connected 
by the pulmonary artery to the lungs. The left atrium chamber is linked to the lungs by the 
pulmonary vein, which delivers oxygenated blood into the heart, and the left ventricle pumps 
oxygenated blood out through the aorta, which delivers blood to the human body.  
 
Figure 2.1 A full view of Human Heart, with chambers and valves[1] 
There are 4 heart valves that dictate the blood flow through the human heart. The valves are 
unidirectional to prevent back flow of blood into the atria or ventricles. The valves open when 
there is a change of pressure in the chambers. The valves can be distinguished as two groups, the 
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atrioventricular (AV) and the semilunar (SL) valves. Atrioventricular (AV) valves are relatively 
small compared to the semilunar valves. Their function is to ensure that blood does not flow back 
into the atrium from the ventricles during systole, the contraction of the heart. The mitral valve, in 
the left chamber, and the tricuspid valve, in the right chamber are considered as atrioventricular 
(AV) valves. Both the mitral and tricuspid valves are attached to the wall of the respective ventricle 
by a tendon, known as chordae tendineae, and a papillary muscle. The tendon and muscle 
arrangement allow the valve to keep its shape and position, as to prevent inversion. The Aortic and 
Pulmonary valve are considered to be the Semilunar(SL) valves, which prevents blood flowing 
back from the arteries into the ventricles during systole. They are slightly different to 
atrioventricular(AV) valves as they do not have tendon support. The Aortic valve is located 
between the left ventricle and the aorta, as the pulmonary valve is between the right ventricle and 
the pulmonary artery. 
2.1.2    Heart Dynamics 
 
Figure 2.2 The human heart conduction system and four pacemakers[2] 
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The Human heart functions in a regular cycle of relaxation (diastole) and contraction (systole) 
of the atria and ventricles of the heart. The heart consists of two types of cells, namely conductive 
and working. Working cells are muscles of the atria and ventricle, which are bound together by 
intercalated discs which allow the heart to vibrate in continuous flow motion. Conductive cells 
generate electrical impulses throughout the heart muscles and it initiates the cardiac cycle. The 
conductive cells in the heart have the ability to depolarize spontaneously without any external 
influence, which generates the electrical impulses, and this ability is known as automaticity. These 
impulses are generated by the change in electrical potential, when cell membranes depolarize as 
sodium enters in the ion channels, and repolarize when potassium enters the ion channels. The 
heart blood channel consists of 4 pacemakers where each pacemaker has its own intrinsic rate, 
shown in Figure 2.2. The cardiac cycle begins with the SA node depolarization of the atria muscle, 
flowing on to the AV node which then relays the impulse on to the bundle of His and at Purkinje 
fibers and  triggers the ventricular muscle syncytium. The atria and ventricles are separated by a 
connective tissue which acts as insulators, which only allows electrical impulse to conduct on to 
the AV node at 1 place. The electrical impulse are low to be measured by surface electrodes and 
hence the ECG signals that are picked up by the electrodes are the action potentials of the heart 
muscle cells where events of atrial or ventricles polarization and depolarization can be observed. 
2.2    Electrocardiography (ECG) 
The type of method used in this study for recording and analyzing the heart signal is 
electrocardiogram. It is a non-invasive method to study the human heart, which highlights the 
advantage of this method. The measure and recording of heart cardiac activities was established by 
physician Willem Einthoven in early 19th century, this medical diagnostic method is known as 
electrocardiography (ECG). To begin the distribution of blood from the human heart to other parts 
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of the body, conductive cells within the heart initiate the pump motion, which corresponds to the 
polarization and depolarization of the heart. The discharge of electrical impulse from the 
conductive cells can be studied, to determine irregularities in the heart dynamics, which are 
indicators of dysfunction in the human heart. Therefore, developing a good understanding of 
electrocardiography and how to interpret the signals is important to carry on with this study. 
2.2.1    Overview 
 
Figure 2.3 A typical sinus rhythm ECG waveform characteristics[3] 
The output of Electrocardiography is a graph of two-dimensional plot, the x-axis represents 
time in seconds and the y-axis represents signal voltage in milli-volts. Conventional ECG 
machines prints its output on grid graph papers, each square grid is 1mm2. Each second is 
represented by 25mm on the x-axis, and one milli-volt is represented by 1cm on the graph. A 
typical normal ECG beat, known as Normal Sinus Rhythm (NSR), as shown in Figure 2.3, can be 
represented by a signature waveform, the PQRST waves. Each wave is generated by a 
physiological event of the heart. P-wave represents the depolarization of the atria muscle; it has a 
healthy duration of 0.12secs. QRS complex represents the depolarization of the ventricular muscle, 
a normal duration of 0.06-0.1secs and T-wave is the repolarization of the ventricular muscle with a 
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normal duration of 0.12secs. The x-axis baseline is known as the isoelectric point, where net 
electrical charge detected by the electrodes is at zero.  
ECG signal intervals and segments can be indicators of different heart disorders. The P-R 
interval is used to estimate the functionality of the AV node, this interval measures the time taken 
for an electrical impulse to travel from the sinus node to the AV node. P-R intervals greater than 
0.2sec are generally considered to be symptoms of 1st degree heart blocks, whereas P-R intervals 
duration less than 0.12sec could be diagnosed as tachyarrhythmia. The R-R interval is the time 
between two consecutive R-waves; it can be used to estimate a person heart rate, by a beats-per-
minute (BPM) calculation. The normal heart rate is range between 50-100BPM, a heart rate count 
exceeding this range will indicate tachycardia or bradycardia. Another common interval measure is 
the Q-T interval, it indicates the period of time the ventricular depolarizes and repolarizes. The Q-T 
interval is highly variable, depending on gender, age, heart rate and the influence of drugs. Hence, 
the Bazett’s formula can be used to calculate the QT interval taking into account of the variations, 
it is given,
RR
QTQTC = , RR is the R-R interval and QTC is the QT interval corrected. A prolonged 
QT interval greater than 0.45sec is a sign of ventricular tachyarrhythmia, which is a risk factor of 
sudden death occurrence. A QRS complex is the most easily identified wave deflection of an ECG 
wave; it corresponds to the event of the ventricles depolarization. A normal QRS complex will 
have a duration range between 0.06sec to 0.10sec and a R-wave amplitude measuring at 0.7mV. 
The morphology of the QRS complex is often used to diagnose various different heart diseases. 
The P-R segment and S-T segment are both isoelectric, this means that no electrical activity 
can be recorded by the surface electrodes over this period; hence, there is no wave deflection 
visible on the ECG wave. The S-T segment represents depolarization of the ventricles, this 
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segment can indicate that there is insufficient blood supply to the heart, also known as ischemia, 
when it is elevated or depressed from the isoelectric line. This shift from the isoelectric is caused 
by the changes in electrical current flow properties of the dead conductive cells, due to ischemia 
from coronary blockage. Elevation of the S-T segment implies that myocardial infarction is taking 
place. Depression of the S-T segment indicates coronary ischemia, which can be caused by 
coronary blockage or overdose of substance, e.g. digoxin or potassium. The P-R segment 
corresponds to the electrical impulse triggered by the AV node, traveling through conductive cells 
in the heart towards the ventricles, this segment does not signify any clinical diagnosis of heart 
disorder but it helps us understand how the heart conduction system works.  
2.2.2    Acquisition Method 
 
Figure 2.4 A full ECG acquisition system block description[4] 
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The ECG machine is the most reliable and popular equipment used to acquire ECG signals for 
diagnostic purposes. An ECG machine is generally composed of  several electronic components, at 
the front end of the ECG machine there are multiplexer , amplifiers, analog to digital 
converters(ADC) and filter. These components help to increase the signal strength, remove any 
low-frequency noise and digitize the analog ECG signals. At the rear end of an ECG machine are 
the micro-controller and the desired output recording device. The micro-controller is programmed 
to communicate with the output devices via wireless modules or RS-232 communicator port or 
screen displays. Figure. 2.4 show the complete system block diagram of an ECG machine. To 
acquire the ECG signal, electrodes are used as sensors to pick up mirco-volts electrical pulse 
generated by the heart as it depolarizes and repolarizes. The electrodes are placed in contact with 
the human skin at specific positions in order to capture the different views of the heart dynamics.  
 
Figure 2.5 (a)The Einthoven Triangle for 3-lead ECG configuration[5] (b)12-lead ECG configuration[6] 
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Each pair of electrodes is called a lead, and it completes one view of the hearts dynamics. There 
are 3 general types of ECG, the 3-Lead, 5-Lead and 12-Lead, each type differs in the number of 
electrodes used and the positioning of the electrodes.  
The 3-lead ECG is the most basic type of monitoring, adopting the Einthoven’s triangle 
arrangement where 3 electrodes are required. This group of electrodes is known as limb lead. 
According to the American Heart Association (AHA), the 3 electrodes are colored: white, black 
and red, and is labeled as the right-arm (RA), the left-arm (LA) and the left-limb (LL), 
respectively. Each electrode has different electrical polarity; hence, the direction of the current 
flow has to be addressed for each lead. The RA electrode has negative polarity and it is physically 
placed at the right collarbone area of the subject. The LL electrode has positive polarity and it is 
placed at the bottom left area of the ribcage. The LA electrode is negative polarity when paired 
with LL and positive polarity when paired with RA; it is physically placed at the right collarbone 
area of the subject. RA-LA (lead 1), RA-LL (lead 2) and LA-LL (lead 3) denotes the 3 lead 
pairings, each monitors different parts of the heart, as shown in Figure 2.5a.  
Another ECG monitoring type is the 5-lead ECG. This method uses the limb leads (RA, LA 
and LL) with two additional electrodes lead pairings. The additional electrodes are the chest lead 
(V1) and the right-limb (RL). The chest lead (V1) electrode is colored brown and has negative 
polarity; it is physically placed at the 4th interscostal space on right sternal border. Lead V1 
captures the best waveform that can be used reliably to determine between SVT and VT. The right-
limb (RL) electrode is colored green and has positive polarity; it is physically placed on the 
opposite side of the left-limb (LL) electrode. Lead RL is used as a complement to lead V1, to 
provide positive polarity. The advantages of the 5-lead ECG are that it provides a more 
15 
 
comprehensive electrical view of the heart with additional leads; another advantage is that it helps 
to increase detection of an episode in ischemic monitoring. 
The 12-lead ECG monitoring of the heart is the most comprehensive technique, it allows the  
electrical activity of the heart to be observed from three areas, anterior, interior and lateral. It uses 
the 3 limb leads (RA, LA, LL) and the 6 chest leads (V1-6) to acquire the ECG signal. The limb 
leads are used as bipolar and unipolar leads to complete 6 orientation of the frontal plane. The 
chest leads are unipolar and are placed across the patient mid-chest area; this lead placement 
captures the horizontal plane electrical activity of the heart. The placement for 12-lead ECG is 
shown in Figure 2.5b. The advantage of the 12-lead ECG is that medical expects can diagnose 
more specific arrhythmias with the full observation of the heart from three areas. Another 
advantage is that changes in the ECG segments from different lead can help to locate the cause of 
the arrhythmia. 
2.2.3    Signal Processing 
All bio-signals including ECG signal contains artifacts at acquisition, hence, the signal 
requires to be pre-processed to remove these artifacts before it can be analyzed. The common 
artifacts of raw ECG signals, shown in Figure 2.6, are power-line interference, baseline wandering 
effect and muscle noise. The power-line interference is shown on the ECG signals as thick saw-
tooth wave like noise, which is caused by electromagnetic field interfering with the ECG 
equipment cables. Baseline wandering effect causes the entire ECG signal to shift up or down from 
the normal base at zero y-axis, this is the result of patient movement or loose electrodes when 
acquiring ECG signal. A muscle noise is an interference voltage generated whenever a patient 
contracts body muscle. These micro-voltages are being detected by the electrode and shown in the 
signal as noise. To remove all artifacts from raw ECG signals, we can implement conventional 
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digital linear filters. A high-pass filter with 0.5Hz cutoff frequency can be used to remove 
unwanted low-frequency components of baseline wandering effect. The power-line noise is filtered 
away by a notch filter, and the muscle noise effect can be removed by a time-varying low-pass 
filter. 
 
Figure 2.6 Examples of different ECG noise artifacts (a) power-line interference, (b) baseline wandering and (c) 
muscle noise 
The use of FT filters to denoise ECG signals may cause loss of signal details if filter 
parameters are not well designed; moreover, Fourier transform (FT) is less useful in analyzing non-
stationary signal such as ECG signals. Hence, Wavelet Transform(WT) was introduced by Mallat 
[7] to overcome the shortcomings of FT. In wavelet analysis, a signal can be analyzed at different 
frequencies and different resolutions with a basis function that is a mother wavelet. There are many 
different mother wavelets suitable for different signal waveforms, and each mother wavelet differs 
in two variables, scale s and translation t. The scale s dictates the wavelet width and the translation 
a) 
b) 
c) 
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t indicates the wavelet position. A discrete wavelet transform (DWT) is a common wavelet 
implementation. The DWT definition, given by Burrus [8], of a discrete function f(n) is shown in 
Eq. (2.1)  
 
 
2.1 
Where  is a discrete wavelet defined as: 
  2.2 
And the variables s=2j and t=2jk must be defined in such way to satisfy the dyadic constraint 
of WT. In application of signal denoising, it is important to highlight the definition of inverse 
DWT as well. 
 
 
2.3 
Consider a 1st level WT of a signal, shown in Figure 2.7. A mother wavelet can be represented 
by a filter bank of a high pass filter and a low pass impulse response filter, and the signal is 
decomposed into a detail coefficient and an approximation coefficient. The detail coefficient from 
the high-pass filtering is the remainder of the signal that has been dilated to double the frequency 
resolution; and is the outcome of the frequency band being halved from subsampling by 2. The 
approximation coefficient from the low-pass filtering contains half the time resolution of the 
original signal at 1st level of decomposition. The coefficients are down sampled to satisfy the 
Nyquist’ rule that states a signal bandwidth must be less than half the frequency of the signal. An 
advantage of WT is that a signal can be easily reconstructed by computing the inverse WT with the 
detail coefficients, where each detail is orthogonal and hence can be added in any order. This 
property allows WT to be a very powerful denoising tool for ECG signal. Signal artifacts are 
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removed in WT analysis by reconstructing the ECG signal without the detail coefficient that 
contains the artifact frequencies.  
 
Figure 2.7 First level discrete wavelet transform(DWT) [9] 
2.2.4    Applications 
It can be used for different applications. In hospitals, the 5-lead electrocardiogram (ECG) is 
setup by the patient-bed to monitor patient heart rate. In clinical practice, the 12-lead 
electrocardiogram (ECG) is used by the cardiologist to determine patient arrhythmia. Other clinical 
use of the 12-lead ECG is for stress test, where patient heart rate is being monitored while 
performing exercises that will induces the heart to work hard and beat faster. Through the stress 
test, doctors can diagnose the conditions of a patient heart due to coronary blockage. For long-term 
ECG monitoring application, the Holter monitoring is introduced. The Holter ECG measuring 
device is portable as compared to the previous two applications, and it is commonly equipped with 
a storage media to record 3-lead or 5-lead ECG. Holter monitors are commonly used by patient 
with occasional arrhythmia episodes that cannot be detected in short period of time. A wearable 
Holter ECG device will constantly observe and record a patient ECG signals for a period of more 
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than 24hours. Event monitor is similar to Holter monitor, with only one difference; the monitoring 
period is not long-term. An event monitor ECG records a patient’s heart rhythm when he or she is 
experiencing symptoms, and it is switched on and off manually by the patient. The research scope 
of this thesis is focused on event and Holter monitoring application, the type of ECG acquisition 
method used is the 3-lead ECG, which is sufficient to diagnose between critical arrhythmia and the 
normal sinus rhythm (NSR).  
2.3    Cardiac Arrhythmia 
Cardiac arrhythmia, also known as dysthymia, is a group of irregular heartbeats. The causes of 
this irregularity are from different parts of the heart. Arrhythmias are identified by its origin in the 
heart and the rhythm of the heartbeat. Bradycardia is heart rhythm which is slower than 60 beats-
per-minute and tachycardia is heart rhythm that is faster than 160 beats-per-minute. All 
arrhythmias can generally be identified from the ECG signal by two categories of features, 
morphological and statistical. Morphological features are ECG wave structure that can be visually 
identified and these features are used in short term monitoring applications. Statistical features are 
detected by mathematical methods, e.g. expectation vectors, covariance matrix and etc., 
categorizing of the ECG waveform type are done by multi-way comparison from a training 
database. This method is suitable for heart-rate variability (HRV) monitoring and long-term ECG 
monitoring application. In general, ventricular arrhythmia is more likely to be life-threatening as it 
can lead to cardiac arrest, because when it occurs, it will require urgent attention. In this 
subchapter, all the arrhythmias will be introduced in two categories, general and critical.  
2.3.1    General Arrhythmia 
Atrial arrhythmias are irregular rhythms generated by the left or right atrium in the human 
heart, and the cause of this arrhythmia is likely to be related to aging of patient. The most pre-
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dominant feature is associated to the p-wave and q-wave, which corresponds to the atrium 
electrical activities. Premature atrial contractions (PAC) occur when an extra beat originating from 
the atria muscle fibers interrupts the regular electrical impulse from the sinus node. PVC has a 
signature morphological feature, shown in Figure 2.8a , an extra beat will be present before the 
QRS complex and the P-R segment will be non-isoelectric due to the extra beat. Atrial Fibrillation 
(Afib) is caused by multiple groups of atrium muscle triggering pulse at random, causing the sinus 
node regular electrical impulse to be disrupted and it will fail to trigger the AV node regularly. The 
features of Afib are irregular R-R intervals and both P-wave and T-wave are unrecognizable, 
shown in Figure 2.8b. Atrial flutter (AF) occurs when a single group of atrium muscle triggers 
electrical pulse to disrupt the regular impulse from the SA node. The feature waveform of AF is 
shown in Figure 2.8c, there are regular R-R intervals and in between R-peaks there are saw-tooth 
waveforms present. 
 
Figure 2.8 ECG waveform of (a) Premature Ventricular Contraction, (b) Atrial Fibrillation and (c) Atrial Flutter[10] 
b) 
c) 
a) 
21 
 
The next arrhythmia is the junctional rhythm, which occurs when the primary pacemaker, the 
SA node, fails to send the electrical impulses along the pathway due to blockage. Hence, the 
secondary pacemaker, the AV node, becomes the main pacemaker of the heart. The features of 
junctional rhythm are regular R-R interval and a delay P-wave that appears after the R-waves.  
Heart Blocks are another group of arrhythmias that can be detected from ECG, and there are 
three types of blockage, 1st degree block, 2nd degree block and 3rd degree block, all shown in Figure 
2.9. The heart rate is greatly reduced due to heart blockage as impulses will be missing and 
delayed. Heart blockage is caused by plaques forming within the coronary arteries; this disease is 
known as coronary heart disease (CHD). When the heart is blocked, insufficient blood will be 
supplied to the myocardium; which may cause the heart muscle to die and in turn disrupts the heart 
dynamics. 1st degree block is the least severe block. The conduction pathway from SA node to AV 
node is partially blocked, with the electrical impulse still reaching the AV node but with a delay.  
 
Figure 2.9 ECG waveform of (a) 1st degree block , (b) 2nd degree block and (c) 3rd degree block[11] 
 
b) 
c) 
a) 
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The delay is reflected as a feature on the ECG reading which shows a prolong P-R interval. 2nd 
degree block occurs when impulses from the SA node fails to excite the AV node, and this 
conduction pathway failure corresponds to random missing QRS complex in the ECG reading. 
The feature of 2nd degree block is irregular R-R interval and consecutive missing QRS 
complexes. 3rd degree blocks are the most severe case of heart blocks, when the conduction path 
from SA node to AV node is completely blocked. However, the AV node is able to receive the SA 
node impulse from ventricle muscular wall, but the impulse is distorted. This corresponds to the 
wide inverted R-wave, while P-wave and T-wave are discernible. 
2.3.2    Critical Arrhythmia 
Arrhythmias that occur in the lower ventricle chamber of the heart are considered critical 
conditions. This group is known as ventricular arrhythmia and the heart rate for this arrhythmia 
group would exceed more than 180 beats-per-minute. For ventricular tachycardia (VT), an episode 
can last for a few seconds to a few minutes, if a VT episode is prolonged, the arrhythmia may 
aggravate into ventricular fibrillation (Vfib). When VT or Vfib occurs the patient will go into 
cardiac arrest, caused by low blood output from the heart, and urgent attention is required. Both 
VT and Vfib can be results of structural heart disease from birth, low blood supply to the heart 
myocardium which causes ischemia or low electrolyte intake. VT occurs when abnormal 
conduction tissues become the primary pacemaker in the ventricles, causing a fast and irregular 
heart rhythm. The distinct feature of VT, shown in Figure 2.10a, is the wide R-waves and short R-
R intervals. The wide R-wave conceals the PQST waves from the ECG output. Vfib is caused by a 
complete dysfunction of the heart pumping motion, this episode induce a quivering motion to the 
heart. The features of Vfib, shown in Figure 2.10b, are noise-like waveform and a heart rate count 
of 300 beats-per-minute or more. In order, to restore normal sinus rhythm (NSR) from VT/Vfib 
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episodes, electric defibrillator is used to send a small amount of direct current along the conduction 
pathway. The effect of this external electrical impulse is to depolarize all ectopic pacemakers so 
that the primary pacemaker, SA node, can resume the normal rhythm. 
 
Figure 2.10 ECG waveform of (a) Ventricular Tachycardia, (b) Ventricular Fibrillation[12] 
2.4    Fuzzy Logic 
In classical set theory, the set membership of a class is defined by two possibilities, 0 and 1 
representing full class membership and non-class membership respectively. In reality, classical set 
membership cannot robustly model the uncertainty and vagueness of a class set. Consider an 
example of determining an imprecise problem “how rainy is it today?” from the rainfall collected 
in a day. With classic set theory, only two class set can be modeled, clear day and rainy day. The 
set membership for clear day is no rainfall, whereas the set membership for rainy day can be 
vague, with some rainfall or a large amount of rainfall. Hence, we can see that classical set theory 
is not able to solve a ‘how’ problem that is imprecise. To overcome this constraint of classical set 
theory, L.A. Zadeh [13] introduced fuzzy logic, which represents data as not precise but fuzzy. For 
a fuzzy set A, a membership function maps an object of original quantity to a degree of 
membership value  , which ranges between zero to one. A  of near zero would indicate non-
b) 
a) 
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membership, and a  of one means full membership to a fuzzy set. Figure 2.11a shows a common 
trapezoidal membership function , the y-axis shows the degree of membership value and the x-
axis is the unit of measure. The core is a region of the membership universe that characterizes full 
membership of a fuzzy set, the support regions characterizes the non-zero membership and the 
boundaries of a membership function  characterize the elements that are non-zero membership. 
 
Figure 2.11 Three common types of fuzzy membership functions, (a) Trapezoidal [14], (b) Triangular [15], (c) 
Gaussian [16] 
A membership function can be chosen by user design or training. The user designed 
membership function   requires expect knowledge of data and the outcome is often subjective. 
Whereas a trained membership function  is based on an ANN model evaluation of the 
input/output data relationship and it is more accurate. Fuzzy sets can be represented by many 
different shapes of membership functions . The triangular  in Figure 2.11b is a basic piecewise 
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linear function, Eq. 2.4 shows the degree of membership for an element ‘x’ in fuzzy set A is 
defined. 
 
 
2.4 
The Gaussian  in Figure. 2.11c can be defined by the following: 
 
 
2.5 
One of the developments of Fuzzy logic is the introduction of Fuzzy Inference System (FIS) 
that use fuzzy sets and fuzzy if-then rule base to perform decision making process. The block 
diagram of a typical FIS is shown in Figure 2.12. The fuzzification block is used to transform the 
crisp value input data, into degree of membership for a fuzzy set with linguistic representation. An 
inference engine consists of a rule-base mechanism and the output inference engine. A rule-base 
system uses fuzzy operators to compute a possible system output based on preset IF-THEN rules.  
 
Figure 2.12 A block diagram of the fuzzy inference system process[17] 
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Each rule is defined based on expert knowledge of the system inputs and desired outputs. The 
linguistic input and output are known as antecedent and consequent respectively. The set of fuzzy 
operator of Union, Intersection and Complement, are equivalent to the Boolean logic of OR, AND 
and NOT respectively. 
An example of an IF-THEN rule set, for prediction of the amount of water to be provided for 
plants daily based on linguistic fuzzy set input of daily temperature(hot, warm) and rainfall(high, 
low and zero) count, is shown as follow: 
 
IF average temperature is hot AND rainfall is zero then output is heavy 
watering 
IF average temperature is warm OR rainfall is low then output is 
regular watering 
IF average temperature is NOT hot AND rainfall is NOT high then 
output is regular watering 
 
Rule : (1) IF input X is A1 and input Y is B1 
Rule : (2) IF input X is A2 and input Y is B2 
 
Figure 2.13 The FIS output derivation of Mamdani model 
27 
 
The inference engine provides a decision making mechanism to compute the fuzzy output 
from linguistic fuzzy set and the FIS rules. Defuzzification process converts the linguistic output 
into useful crisp value output. There are two defuzzify techniques, Centre of Gravity (CoG) and 
Mean of Maximum (MoM). The CoG method finds a crisp output from the output fuzzy sets by 
computing the average degree of membership. The MoM method computes a crisp output by 
computing the maximum average of the fuzzy set outputs. Mamdami model is a commonly used 
fuzzy system; both the antecedent and the consequent are fuzzy. An example of how an output of a 
mamdani model is derived in shown as follow Figure 2.13. 
2.5    General Data Classification Methods 
In a classification system, the classifier manages the system outcome by discriminating the 
class of a sample data by its feature. Generally, classifiers can be separated into two categories, 
linear and non-linear. The classifying process is realized by a feature space of n-dimensions, this 
space is derived from the feature vector of a pre-selected training dataset. A feature vector holds 
the numerical representation of selected features that is unique to a class. In a feature space, the 
feature vector of the training data is mapped on to the space, with each dimension of the feature 
space representing a feature. An ideal feature space will have a good separation between the 
feature vectors of different classes. A linear classifier separates the different classes in a feature 
space by linear functions, which are mapped out on a multi-dimensional feature space as hyper-
planes. Likewise, the non-linear classifiers separate different classes in the feature space with non-
linear functions. The linear classifiers computes faster and are simpler to implement to an 
algorithm, whereas the non-linear classifiers require longer computation period and are often 
complex. The choice of classifier selected for a classification problem is according to the linearity 
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nature of the data. In this section, we will review some popular supervised learning linear and non-
linear classifiers that are widely used in this field. 
2.5.1    Naïve Bayesian Classifiers (linear) 
The naïve Bayesian classifier is a probabilistic classification method based on Bayes’ theorem. 
It models a Bayesian Network (BN) that signifies conditional dependencies between a given set of 
variables. The classification output can be compute from a conditional density function, ( )cvP   
where v is a feature vector and c is a given class. Consider the training process of a Bayesian 
classifier to predict the class label c of a sample input x. Given a training set of inputs nxxx ,,, 21   , 
with its class labels xnxx ccc ,,, 21  , and the feature have y number of feature values yvvv ,,, 21  . 
Using Bayes rule, the outcome of the probability classification from a given sample feature vector, 
can be shown as 
 ( ) ( ) ( )( )nynn
y
y vvvp
cpcvvvp
vvvcp
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,,,
,,,
21
21
21 

 =  2.6 
The joint conditional probability ( )cvvvp y,,, 21   in Eq. 2.6 is often impractical to compute 
when the number of samples in the training set is large. It can be simplified with two assumptions, 
the first assumption is that given a classification variable c all features nynn vvv ,,, 21  are 
independent from each other; the mathematical representation is shown below. 
 ( ) ( ) ( ) ( )cvpcvpcvpcvvvp ynynn  2121 ,,, =  2.7 
Hence, the product of all marginal conditional probabilities ( ) ( ) ( )cvpcvpcvp y21  is the 
joint conditional probability. The second assumption is that all feature vectors nynn vvv ,,, 21   are 
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immediate dependent on classification variable c. The naïve Bayesian classifier is derived from Eq. 
2.7 with implementation of the two assumptions.  
 ( ) ( )y
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==  2.8 
Where )( cvp i is the conditional probability of  given , and  is the prior of , both of 
these values are derived from the training set samples. Eq. 2.8 can be further reduce to Eq. 2.9, as 
( )yvvvp ,,, 21   is common amongst the samples, hence can be disregarded. 
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The naïve Bayesian classifier is simple to implement and fast to compute, and is also suitable 
for classification problems where training set is small, as it only requires computing the variances 
of the variables for each class. The main disadvantage of the naïve Bayesian classifier is the 
assumption of independent features; hence, it is less effective in handling complex classification 
problems that requires dependencies of variables. 
2.5.2    Support Vector Machine Classifiers (linear/non-linear) 
The Support Vector Machine (SVM) classifier is another linear classification method, it is 
based on statistical learning theory introduced by V.N Vapnik [18]. SVM classifier maps the input 
space into a higher dimension feature space by dot-product. In the feature space a hyper-plane is 
derived by optimization theory. An optimization algorithm aims to maximize the distance between 
the closest inputs of different classes. The training process of a SVM classifier is to locate the 
closer of two inputs of different classes, and compute a hyper-plane that equally separates classes. 
The SVM hyper-plane can be describe as a function shown below. 
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  2.10 
Where  is the input, both  are determined from the training dataset. Conditionally, 
 are to satisfy the classification criterion as shown below. 
                       for  or  2.11 
 for  or  2.12 
Where  is the output of the SVM classification, and  represents the binary classes. The 
slack variable , is used to balance the inequality constraint of any mis-classified in 
the training inputs. In order, to find the SVM margin, the closest inputs of each class to the hyper-
plane must be determined. These inputs are known as support vectors. The Lagrange multiplier, , 
is introduced to optimize the hyper-plane by finding the local minima of  which is given as 
.The parameter  is a moderating variable that adjusts SVM margin according 
to the slack variable. 
 
 
2.13 
Next, the differentiation of the  with respect to  at zero derivative is computed. A 
new formulation  is formed by substituting Eq. 2.14, Eq. 2.15 and Eq. 2.16 into Eq. 2.13. 
 
 
2.14 
31 
 
 
 
2.15 
 
 
2.16 
 
 
2.17 
the local maxima of  can be computed from  and  can be derived from Eq. 2.13. 
Next,  can be derived by substituting the differentiated  with respect to  into the following Eq. 
2.17. Eq. 2.18 is derived from the combined equation of Eq. 2.11.and Eq. 2.12. 
  2.18 
 
 
2.19 
Where  is the class label -1 or +1 from Eq. 2.11 and Eq. 2.12 , and  represents the support 
vector. The SVM classifier is a very powerful classification method, but the trade-off to the fore 
mentioned, is that the classifier is highly complex. Hence, training and evaluating of the classifier 
requires high computational power and consumes more time. 
2.5.3    K - Nearest Neighbors Classifiers 
The k nearest neighbors (k-NN) classifier is a case-based classification method. An unknown 
sample is mapped on to N dimensional feature space, and it is classified based on its nearest 
neighboring sample. A  variable is introduced as a voting mechanism to increase the classification 
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robustness, where the classification outcome is the class label of the majority  number of nearest 
neighbors, as shown in Figure 2.14. The  variable is a positive odd number, to avoid a tie vote 
situation. A k-NN classification requires two phases, firstly, a distance metrics is used to compute 
the  nearest neighbors by elimination. The commonly used distance measure is based on 
Euclidean distance, as shown below. 
 
 
2.20 
where x and y are points in a feature space X with n points. 
 
Figure 2.14 The feature space of (X1,X2), where k=5 nearest neighbor of query point x [19] 
The next phase of k-NN classification is to assign a class label to the unknown sample based 
on the nearest neighbor classes. A voting mechanism is introduced for decision making. There are 
a number of voting schemes that is widely used. A simple and direct method is to assign the 
majority class of the nearest neighbors to the unknown sample. A more sophisticated method is 
weighted voting scheme, where the distance of the nearest neighbors are considered. A nearer 
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neighbor of the unknown sample in the feature space will reflect greater similarity; hence, a greater 
voting weight is given to it. A general technique, introduced by S.A. Dudani [20], to compute 
distance weighted voting is shown in Eq. 2.21. 
 
 
2.21 
The weighted voting of nearer neighbor is reflected by the inverse of the distance between it 
and the unknown sample. The decision making factor, , will return 1, if query matches 
class of neighbor, and 0 if it is a mismatch. The n variable dictates the influence of distant in 
weighted voting, if n is greater than 1, the further neighbors to the unknown sample will have less 
voting weights. Another weighted voting technique by R.N. Shepard [21], is to replace the inverse 
function in Eq. 2.21 with an exponential function, as shown in Eq. 2.22. 
 
 
2.22 
This method aims to model the distance between unknown sample and the neighbors with an 
exponential decay. The idea is based on universal perceptual law, which states that generalization 
of distance between two points in space is best described by a decreasing exponential function. The 
k-NN classifier often requires high computational complexity if a training set is too large. Hence, 
one way to improve performance is by dataset dimension reduction through feature selection, 
where irrelevant features are removed from the training set. Feature selection generally involves 
search strategies to discover feature space with criterions to evaluate a feature by means of 
comparing or ranking. There two general evaluation schemes, by filter or by wrapper. The filter 
method scores individual feature based on its predictiveness and selects the most predictive feature 
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prior to constructing a learning algorithm, whereas, the wrapper method requires the construction 
of multiple classifiers based on individual feature subset and estimates each classifier predictive 
accuracy by cross validation to find relevant features. 
The Information Gain (IG) measure is a filter technique that quantifies the amount of 
information a feature provides to a training set. Each feature can be ranked by an IG score and 
through cross-validation process the number of features required to maximize the classification 
accuracy will be included in the filtered training set. IG, as shown in Eq. 2.23, can be define as the 
entropy, H, measure of a given training set, X, without the subset of a considered feature, X v. 
 
 
2.23 
 
 
2.24 
The entropy, H, is a measure that quantifies the randomness of a dataset. And the entropy of a 
given dataset, Y, can be defined by Eq. 2.24. Where c equals to the total number of classes in a 
training set and pi is the size of class i in the set. The advantage of the filter method over wrapper 
method is that it does not require lengthy cross-validation computation to evaluate the features of a 
training set. However, the filter method does have one drawback, which is the selection process 
does not reflect the workings of the algorithm used in the classifier, but this can be overcome by 
the wrapper method. 
The wrapper method is an algorithm that uses search strategies with criterion to find relevant 
features, and by including or excluding a feature from the training set, a classifier based on the 
modified training set is constructed to estimate its classification accuracy. The search strategies 
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dictate how the algorithm evaluates a feature, with two general strategies being the forward 
selection and the backward elimination. In forward selection, each search iteration begins with the 
features being evaluated individually by its classification accuracy; the best feature is selected and 
removed from the training set to be added to a new dataset. In backward selection, each search 
iteration begins with the entire training set and by removing a feature from the training set, the 
predictive accuracy is evaluated. Both strategies will cease searching when by adding or 
eliminating a feature does not improve the predictive accuracy of the training set.  
Another dimension reduction method is by case-base editing, introduced by H. Brighton[22], 
which by decreasing the number of cases in a training set helps to maintain or improve the 
performance. The general techniques are competence preservation and competence enhancement. 
In preservation, unnecessary cases that do not increase or decrease the classification competence 
are removed, and in enhancement, outlier cases that decrease classification competence are 
removed, both examples are shown in Figure 2.15. A widely used competence preservation 
technique is the Selective Nearest Neighbor(SNN) method [23], and it is refined from Condensed 
Nearest Neighbor(CNN) method by P.E. Hart [24]. In SNN, an algorithm produces a selective 
subset of the original training set where there are two criteria to exclude a case from the selective 
subset. The first is a redundancy criterion, where a case is excluded, if by removal of the case from 
the selective subset and this does not affect the classification of any case in the original set. The 
second criterion is that all cases from the original set must be closer to the same class cases in the 
selective set. It is implemented to reduce sensitivity of the competence preservation technique to 
noise cases. Comparatively, SNN does not have the tendencies to preserve noisy cases as CNN.  
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Figure 2.15 Examples of competence enhancement and competence preservation cases [25]. 
Competence enhancement technique such as Edited Nearest Neighbor(ENN) by D.L. 
Wilson[26] is a simple method to remove noise from a training set. An ENN algorithm is set to 
evaluate whether a case in the training set is of the same class from its k nearest neighbors. If a case 
fails the evaluation it is removed from the set, as it is considered to be a noise or exceptional case 
amongst its neighbors. More sophisticated case-based editing are developed by Smyth and Keane 
[27] , further defining competence properties of a case locally, with coverage set and reachability 
set. The reachability set of a case c is a set of cases from the training set that can correctly classify 
case c, whereas, the coverage set of a case c represents a set of cases in the training set that case c 
can correctly classify. The k-NN classifier is simple and easy to implement, and is suitable for all 
classification problems and most effective when training data presents clear indications of relevant 
neighbors. The classification accuracy can easily be improved by supervised noise reduction and 
dimension reduction methods. The main disadvantage of k-NN classifier is that it presents a low 
run-time performance when the training data is too large, because of the looping search algorithm 
when matching unknown sample to neighbors. 
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2.5.4    Artificial Neural Network Classifiers 
The neural network of a human brain consists of neurons that are interconnected to form a 
computing network that is responsible for human body controls and reactions. Each neuron acts as 
a microprocessor and it reacts to specific signal threshold by producing an output signal. A neuron 
has two sets of connections, Axon, the input path and Dendrites, the output path. Each neuron is 
connected via axon and dendrites to it neighboring neuron by a synapse that acts as a junction, The 
synapse functions as a memory mechanism of the brain. 
 
Figure 2.16 A typical artificial neural network with processing element connection and weighted paths. 
 
Figure 2.17 A sigmoid function with 0 to 1 step 
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The Artificial Neural Network (ANN) is a computer modeling of the human brain, the model 
can mimic automated decision making function that is similar to the human brain. In ANN, the 
brain neurons are replaced by processing element (PE). A processing element in the hidden layer is 
connected to multiple weighted input paths, the weights of the input paths are summed, and 
transfer by the output path to other PEs as input. An ANN has two phases of operation, learning 
and recall. In the learning phase, learning examples are presented to an ANN; a learning rule is set 
to modify the weights node to adapt according to the different stimuli at the input node. In recall 
phase, the learned network will process the input and create a response from the ANN at the output 
node. 
A feed-forward neural network, as shown in Figure 2.16, is a commonly used multilayered 
model of an ANN. It passes information in one direction from the input layer, through to the 
middle layer where summation and transfer function characteristics are applied to generate an 
output at the output layer. A processing element of a feed-forward network can be defined as 
shown in Eq. 2.25 
 
 
2.25 
Where  is the output state of node j in a given layer z, is the connection weight 
between node j and i in the previous layer z-1 and the previous output state of node i is . The 
transfer function f can be represented by any smooth function, a sigmoid function with step , 
shown in Figure 2.17, is commonly used to derive processing element output state. To adjust and 
refine the weights of the network, the back-propagation technique is used. A learning algorithm 
begins when input vector I is fed to the network at the input layer, and an output vector O is obtain 
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at the output layer. Next, all the input and output states of a processing element is summed. The 
algorithm then compares the network output values to the actual desired outputs and computes the 
difference of the values with an error-function. A delta value is derive from the error value and 
used to update the weights link in a backward iteration. This process repeats until the performance 
is stable. Given an error function E of inputs xn the derivation is shown in Eq. 2.26.  represents 
the desired output weight and  is the actual feedforward assigned weight. 
 
 
2.26 
The correction weight to match the desired output can be computed from a gradient of error 
function, shown in Eq. 2.27, using  from Eq. 2.26. 
 
 
2.27 
Where  is the delta weight to be added to the weight link between node  and node , 
and represents the signal error at node . A neural network learning algorithm can differ in 
error functions and transfer functions, the above described functions are the commonly used 
methods. The ANN classifier is a powerful for non-linear classification it is most suitable for 
unsupervised learning, because of its high generalization capabilities and robustness to noisy data. 
It has a fast run-time but requires high computational power to train and optimize the ANN model. 
2.5.5    Hidden Markov Model Classifiers 
The Hidden Markov Model (HMM) classifier is a system that models a Markov process with 
hidden states. The Markov process is the assumption that in any model, if given a present state the 
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future state can be predicted solely from conditional probability density of the current state. Hence, 
a set of states in a system can be modeled by Markov chains, where each state has an output value 
and probabilities of future states in the chains. To visualize a simplistic Markov model, we 
consider a system with N number of states at a given time Qt, where t = 1,2,…. , The system 
changes state at regular interval. According to the markov process assumptions, we can predict the 
change of state from the probability function of the previous state as shown in Eq. 2.28 
  2.28 
Where Sj , Si , Sk are current, previous and future state at different time intervals, respectively. 
From Eq. 2.28 we can derive the state transition probabilities Xij of the stochastic system, shown in 
Eq. 2.29.  
  2.29 
The probability of state i going to state j can be calculated by the state i , as describe by the 
markov process. In a hidden Markov model (HMM), all states are invisible but the outputs are 
visible. Hence, the states may have a probability distribution for each output. With this assumption, 
the sequence of the ‘hidden’ states can also be traced from the sequence of output. HMM consists 
of five components introduced by L.R. Rabiner[28], the states in the model N, the sets of output O, 
the transition probabilities Xij between states and outputs, the emission probabilities B that can be 
discrete or continuous sequence and the initial state probabilities, , that is assume to be equal at 
all states. In discrete HMM, the emission probability  with O individual observation 
per state N = ,  is the observation probability of state  . 
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  2.30 
In continuous HMM, the emission probability  , where . Each 
state have a probability density function(pdf) to represent continuous multidimensional 
observation, and it can be defined by a finite mixture of Gaussian pdf, shown in Eq. 2.31 
 
 
2.31 
Where  is a feature vector of a sequence being modeled,  is the mixture coefficient from 
the mth mixture in state j and N is a Gaussian probability with mean vector  and covariance 
matrix . The training process of a HMM classifier is to learn the probabilistic parameters 
 of a model, with HMM estimation techniques to increase the likelihood that the 
sequence of state S correspond to an output O. One commonly used HMM training technique is 
Baum-Welch (EW) algorithm, introduced by L. Welch and Baum[29]. The algorithm performs two 
steps in each iteration. The E-step evaluates the expected value of a complete-data log likelihood, 
and next, the M-step maximizes the expected likelihood value from E-step. The two steps iterate 
until the convergence of the log-likelihood value and the actual output data value is met, the 
convergence also reflecting that HMM parameters are locally optimal. An advantage of HMM 
classifier is that it can model complex process with low-dimensional model by segmentation of 
data into smaller time step. HMM classifier requires specific model for each class, hence, tailoring 
of probabilistic parameters for different class is time consuming and requiring high computational 
in training process. 
42 
 
2.6    Existing Data-Mining Methods 
Automated ECG signal analysis is a wide research area, in this sub-chapter the various 
existing techniques and algorithms are reviewed. In 2.6.1, the different feature extraction methods 
from literature are presented. And in 2.6.2, the different classification techniques from literature are 
discussed. A review of existing methods provide a logical methodological concept for this 
research. 
2.6.1    ECG Detection Methods 
In 1985, W. J. Tompkins [30] introduced a real-time QRS detection algorithm, it is a 
pioneering method for real-time QRS-complex detection, with the author suggesting the use of 
slope, amplitude and the width of the QRS-complex as features for detection algorithm. Digital 
bandpass filter (BPF) is used for noise removal. A derivative and squaring function is used find the 
QRS-complex slope details, and amplify the higher frequencies and moving window function was 
used for sampling waveform feature of QRS-complex.. This method is reliable and simple to 
implement, the use of two adaptive threshold, a higher and lower, allows the search back technique 
for detection of missed beats or irregular QRS complex, hence, increasing sensitivity. 
In 1990, R. D. Throne [31] proposed the use of Area of Difference(AD) to find the absolute 
difference of a known template and a signal. Two classes of arrhythmia signals are considered 
sinus rhythm and atrial fibrillation as class A with narrow area, ventricular tachycardia as class B 
with wide area. This method is able to distinguish between the two classes, but the type of 
arrhythmia considered is easily differentiated. Hence, the amplitude and baseline changes are not 
so greatly affected by the template and signal mis-alignments. 
In 1991, N. V. Thakor [32] suggested the use of multiple adaptive filtering structure as noise 
filters and arrhythmia detectors in ECG application. An adaptive recurrent filter structure is used to 
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obtain a sequence of impulse response of QRS complexes. An arrhythmia can be detected when an 
anomaly occurs in the sequence. From the impulse sequence, the arrhythmia can be located in the 
input signal. This method was tested for detection of atrial fibrillation, paced rhythm and p-waves. 
In 1993, P.E. Trahanais [33] presented a method to detect QRS complexes by mathematical 
morphology. A set of horizontal line segment is implemented as a peak-valley extractor (PVE) to 
detect the QRS complex. The PVE operator detects spiked-peaks and maps it into a sharp 
dominant peak complex. It results in elimination of all other ECG waves (i.e. P-waves and T-
waves). This method is effective for QRS detection when the input signal is noise-less. 
In 1999, V.X. Afonso [34] designed an ECG beat detection algorithm for multiple ECG 
processing. A filter bank was implemented to decompose the ECG signals into sub-bands. Features 
are extracted from the sub-bands and a heuristic detection strategy is employed to analyze the 
features from multiple one-channel ECG signals. The algorithm is suitable for real-time 
applications as latency is minimal in detecting ECG beats, and it can perform both time/frequency 
analysis on ECG beats with good accuracy.  
In 2003, Y. Sun [35] introduced a novel cardiac rhythm tracking method, by using a multi-
scale morphological derivative transformed-based singularity detector (MMDTSD) to detect 
singular points which corresponds to cardiac characteristics of ECG. A local minima of the multi-
scale morphological derivative indicates Q,R and S peaks. The method is effective in detecting 
premature ventricular contractions (PVC). 
In 2005, C. Yongli [36] proposed an algorithm using morphological filters and envelope 
analysis to detect QRS complexes. A morphological filter remove the ECG signals artifacts, and a 
Hilbert transform of the denoised signal is used to perform the envelope analysis. From the 
envelope analysis the QRS complex wave is being enhanced for peaks-threshold detection. 
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In 2008, M. Adnane proposed a method for QRS detection algorithm with search back 
technique, adaptive thresholding and limits for RR interval to increase overall specificity. A band-
pass filter removes all the signal artifacts. Next, three adaptive thresholds(namely positive and 
negative slope onset, R-peak threshold) were used to detect QRS peak, the algorithm locates five 
consecutive positive and negative data samples, and find the local maxima. The set of local 
maxima are checked for false peak by threshold R-R interval conditions. This method is a simple 
and does not require high computation power, but it is not a robust detection method. 
The wavelet transform analysis is also a widely use in ECG signal frequency domain analysis. 
The pioneer of this research area is S. Kadambe [37]. In 1992, she introduced the use of dyadic 
wavelet transform for detection of R-wave and QRS complex. Dyadic wavelet decomposes ECG 
signal into three scales, a possible R-wave is detected when a local maxima occurs across two 
consecutive scale at the same. Next, the cardiac muscle refractory period (<200msec) is employed 
as a criteria to detect false R-peaks. This method is robust to noise in signal and the dyadic wavelet 
has the ability to analyze non-stationery ECG data. 
In 1995, L. Cuiwei [38] featured wavelet transform in the method for detecting ECG 
characteristic points. ECG signals are decomposed into characteristic scales , where the 
large energy of QRS complex exists in scales . Next, the author suggested a search 
strategy beginning from larger scale (i.e. ) for modulus maximums across all characteristic 
scales. Lipschitz exponent is used to compute singular degree of the characteristic scales. Each pair 
of singularity point that shows zero-crossing of positive-maximum-negative minimum is a possible 
location of R-peak. Hence, to find true R-peaks each point is subject to satisfy an isolation and 
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redundant criteria. The ECG signal characteristics are suitable for wavelet transform multi-scale 
analysis. 
In 1999, S. Kadambe [39] furthered the work on dyadic wavelet transform for QRS complex 
detection from [37]. The algorithm segments an input ECG signal with a hamming window 
performing three scale  wavelet transform analysis with a cubic spline mother wavelet on 
each windowed segment. Next, the numbers of local maxima between consecutive scales are 
compared and if they match the lower scale local maxima is selected. The set of selected local 
maxima is pruned if it does not satisfy the refractory period criteria (occurrence of each peak 
>0.2sec). A comparison of this method is made with other well-known QRS detection algorithms, 
and it outperforms the rest. Moreover, this method is robust to noise and suitable for real-time 
analysis. 
In 2000, S.M. Szilagyi [40] introduced patient specific ECG signal detection with an adaptive 
neural network ECG filtering for a wavelet transform QRS detector. The artificial neural network 
is pre-trained with patient possible ECG signals; and generates a template for whitening filter of 
the input signal. The wavelet-transform detection method is similar to [39] but the wavelet 
parameters is adaptive and decided by a genetic algorithm for optimization. The algorithm adaptive 
filter performs better in modeling the non-linear ECG signal as compared to linear filtering based 
algorithm. 
In 2003, I. Romero Legarreta [41] presented a continuous wavelet transform(CWT) ECG 
detection algorithm. ECG signal is analyzed in a continuous modulus maxima (CMM) domain by a 
Mexican hat mother wavelet. The squared modulus maxima from scale 5 and 6 of the CWT are 
computed to obtain the modulus maxima coefficients. A R-wave is detected, when the coefficient 
value is >0.3 of local maximum coefficient, and the coefficient interval is > 0.25 sec. 
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In 2008, K. Darqrouq [42] detected QRS complex by using wavelet transform with symmlets 
functions. The detection algorithm performs CWT with symmlet 8 at scale , to remove p-wave, 
t-wave and noise artifacts from the signal. After a square function is applied on the wavelet 
coefficient, the QRS complex is detected by a threshold function. The method presented is robust 
to noise and effective in detection of QRS complex, the robustness is attributed to the center 
frequency of the CWT setup. 
In 2009, I. Romero [43] further improved on the method previously introduced in [41]. The 
local max. coefficient threshold is recursive to avoid mis-detection of high level noise that may be 
high coefficient values in CWT domain. Another change is the criteria for possible R-wave, a beat 
must exceed the local max. coefficient threshold in more than one scale. This improved method is 
compared to the method from [41], and the improvement of higher true positive percentage is 
observed. This method is robust to noise, hence, suitable for ambulatory ECG analysis. 
In 2009, Z. Fei [44] presented a QRS detector for wireless body sensor network (wBSN) 
application. Using CWT to remove noise artifacts and obtaining scale 28 modulus maxima 
coefficient. A Hilbert transformation of the frequency domain coefficient of scale 28 reconstructs 
the CWT signal into corresponding R-peaks. The Hilbert transformed coefficients are further 
enhanced with an approximated envelope to suppress p-waves and t-waves. An adaptive threshold 
is employ to locate the QRS complex from the enhanced coefficient. This method presents a 
simpler way to detect R-peaks in CWT domain with Hilbert transform, and the approximated 
envelope technique increase the QRS detector robustness to noise. 
In 2009, A. Arafat [45] introduced empirical mode decomposition (EMD) for automatic 
detection of ECG wave characteristics from single-lead ECG channel. EMD analysis decomposes 
a signal into levels of intrinsic mode functions (IMFs) and a residue coefficient. The R-peaks are 
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obtained from the sum of the first three IMFs . A search algorithm with a threshold of half 
the local maxima is employed to remove noise peaks from . Next, the algorithm locates the 
R-peaks position with a threshold criteria, that no R-R interval <200ms. The P & T wave are 
obtained from the higher IMFs of the EMD analysis. The onsets and offsets of the ECG 
waves are obtained from the first local minimum on each side of the wave-peaks. Two IMFs are 
used to avoid false detection of onsets and offsets of the ECG waves. The method exhibits high 
performance and sensitivity in QRS complex detection, and it provides another technique for ECG 
signal analysis. 
In 2010, Z. WeiFang [46] presented a novel method with EMD analysis for QRS detection. 
Firstly, the algorithm performs EMD on an ECG signal to obtain first four IMF1-4 and a residue. 
The energy component of IMF1 is computed to measure the ECG signal noise ratio. If the noise 
ratio of the IMF1 is <5%, it will indicate that the ECG signal has dominant high frequency noise 
component in IMF1 , hence, is discarded and IMF2-4 will be considered. A denoising threshold 
function is used before obtaining the sum of IMF2-4 to reconstruct a signal for detection. The 
detection employs an adaptive amplitude and minimum refractory period threshold function to 
identify true QRS complexes. This method implements adaptive variable for EMD analysis on 
ECG signals, although it is able to obtain high accuracy in detection of QRS complex, the method 
may require high computational power. 
In 2001, J.R. Boston [47] presented a fuzzy signal detector to differentiate noise and QRS 
complex. The algorithm is first trained with an ideal ECG waveform to discover the range of two 
sets of values, the Q-R-S wave duration and the QRS complex duration. The duration of Q-R-S 
wave and QRS complex corresponds to the lower bound and upper bound of a possible QRS 
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complex. Two fuzzy sets are derived from the training and each fuzzy set is described by a piece-
wise linear membership function. In testing, the algorithm performs a search strategy to measure 
every interval between two consecutive zero-crossings as features. The feature value is map on to 
the membership domain. The fuzzy detector has three possible linguistic outputs small, large and 
uncertain which corresponds to an ECG wave being non-QRS, QRS and unknown wave, 
respectively. Next, ‘Uncertain’ waves are being re-classified with a higher level rule system. This 
method is simple and unconventional from typical QRS detection methods. The detection 
performance will vary due to the training methods of the fuzzy set 
In 2001, K.I. Panoulas [48] proposed the use of higher-order statistics(HOS) parameters for R-
wave adaptive detection. A high skewness and kurtosis parameter value of HOS indicates that a 
signal is transient and non-Gaussian, hence, making it suitable for detecting QRS complexes. The 
algorithm uses a sliding-window function to segment the ECG signal. Each window skewness and 
kurtosis set parameter is computed. Next, the algorithm detects the first local maxima in HOS 
domain. A R-wave is detected when the local maxima exceeds two adaptive threshold function. 
The threshold value is updated with the mean of 5 largest local maxima in a window, when a R-
wave is detected. The sliding-window will continue the routine, sliding D length from the detected 
R-wave. The method does not require high computational cost and is simple to implement, hence, 
is suitable for real-time applications. But a threshold function that is adaptively based on mean of 
local maxima makes the algorithm sensitive to noise. 
In 2006, S. W. Chen [49] introduced a method of real-time Cardiac arrhythmia(VT, Vfib) 
detection was suggested using complexity measure as a feature of the ECG waveform, and by 
using sequential hypothesis testing(SHT) algorithm as classification method. An ECG signal 
complexity measure (CM) is a preset window length of string 0-1 achieve by a schematic 
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thresholding process, the CM value is normalized by comparison and accumulations of substrings. 
To prepare the normalized CM value for classification, the mean and standard deviation values of 
the CM value are being calculated. A likelihood ratio test (LRT) and two threshold (Vfib and VT) 
are being computed (analyzed) from the training. LRT are compared to the 2 threshold, which ever 
threshold LRT exceeds will be selected. The use of complexity measure is a new feature method 
introduced to my tools, it is simple to implement, require low computational cost and can achieve 
specificity. 
2.6.2    ECG Arrhythmia Classifiers 
k-Nearest Neighbor (k-NN) classifier  
The k-nearest neighbor(k-NN) classifier was introduced in [50] by T. Cover. The classification 
method has been extensively used in numerous engineering applications. It is based on the study of 
clustering data, where the data of similar class is nearer to each other. From literature review, many 
fellow researchers in ECG signal analysis have based their research on k-NN method, and were 
able to achieve high classification performance. R. Abbas [51] used a modified k-NN classifier to 
differentiate three critical arrhythmias, VT, VFl and Vfib. The distance metrics has been replaced 
by correlation coefficient. The results show that the modified k-NN is able to outperform a 
generalized regression neural network. A. Ibaida [52] implemented the k-NN classifier for 
classification of VT and Vfib sourced from wBSN compress ECG signal. J. Parkka [53] presented 
a k-NN classifier with decision tree voting metrics for classifying ECG beat features. I. Hilavin 
[54] implemented the k-NN classifier for classification of six ECG signal types from spectral 
features, 96% sensitivity and 99%  specificity was achieved.  
There are a number of different distance and voting metrics used in k-NN classifiers to decide 
the class of a query data. In 2008, a novel weighted voting scheme was presented by W. M. Zuo 
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[55]. The kernel difference weighted k-NN (KDF-WKNN) classifier was implemented for 
diagnosis of cardiac arrhythmia. The algorithm begins by locating k nearest neighbors of a query 
data x. Next, the distances between x and its neighbors are obtained for computation of kernel 
Gram matrix. The kernel gram matrix is a parameter for assigning optimal weights to k nearest 
neighbors of x. The KDF-WKNN classifier outperforms conventional artificial neural network 
(ANN) and k-NN classifier in classification accuracy. In 2009, M. Arif [56] introduced a fuzzy k-
NN classifier [57] with efficient pruning method for six ECG beats classification. The proposed 
method uses a novel pruning technique to reduce the training set by computing prototype set. The 
reduction in training set size allows improve run-time performance for the Fuzzy k-NN classifier. 
A fuzzy k-NN classification is partly similar to conventional k-NN classifier, except that the k 
nearest neighbor assessment is based on a degree of membership function. The advantage of fuzzy 
k-NN classifier is that the membership value (0to1) provides a more dynamic model in assessing 
similarity in a feature space. E. Ramirez [58] describes a hybrid classification method, using fuzzy 
k-NN classifier with neural network classifier to classify cardiac arrhythmia. The classification 
output of the classifier is fed to a fuzzy inference system to assign class label to query data. The 
fuzzy inference system combined classification rate is at 98%.  
Support Vector Machine (SVM) classifier 
Another classification method is the Support Vector Machine (SVM) It is a statistical learning 
theory which is able to minimize training cost and test errors, and is globally insensitive to relative 
numbers of training examples positive or negative classes, thus making it suitable for medical 
applications. Following are some application of SVM classifier, based on [59, 60], in ECG signal 
classification. In 2000, J. Millet-Roig [61] proposed the use of SVM classifier to discriminate SR 
and Vfib waveforms, the classification performance was equivalent to other methods(i.e. Neural 
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Network and logistic regression classifiers). In 2005, Z. Hao [62] proposed a SVM classification 
for 4 types ECG beat detection algorithm. The PCA analysis was used for extracting features of 
principal characteristic from 6000 training data. The SVM classifier is able to achieve high 
classification accuracy at reasonable computation rate for large dataset problems. In the following 
year, K. Wen-Chung [63] implemented the SVM classifier for classification of twelve types ECG 
beat with wavelet transform coefficient as features. In 2007, S.S. Mehta [64] presents an entropy 
base algorithm for QRS complex detection designed for 12-lead ECG with SVM. The experiment 
results show that the generalization ability of SVM allows the system to have lower percentage of 
false detections. 
SVM classifier is a widely suitable method for hybrid classification. The work done by B.M. 
Asl [65] describes a Multi-class SVM based arrhythmia classifier with generalized discriminant 
analysis(GDA) for feature reduction. The results of this paper shows that GDA further optimizes 
the discrimination between classes in the multi-class SVM. In 2008, F. Melgani [66] presented a 
novel SVM classifier with Particle Swarm Optimization(PSO). The introduction of PSO for feature 
detection, allows automated optimal parameter selection for the SVM classification. This in turn 
improves the classification accuracy of the SVM classifier. In 2010, N. O. zcan. [67] proposed the 
use of fuzzy SVM [68] classification model to classify ECG data. The fuzzy c-mean algorithm is 
implemented to assign the membership value for each training input. The results show that FSVM 
is able to analyze the ECG data as consistently as a medical expert. 
Artificial Neural Network (ANN) classifiers 
Neural Network is also widely used in ECG arrhythmia classification; often it is used in 
conjunction with wavelet transform. Following are some of the classification research other 
researchers have done with ANN model. In 1998, R. Silipo [69] implemented ANN classifier for 
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automated detection of myocardial ischemia. In 1999, K. Minami [70] used ANN classifier in a 
real-time algorithm, to detect VT signals with Fourier transforms (FT) features. In 2003, C. 
Alexakis [71], devised a RT wave detection and classification method with use of multi-layer 
perception neural network(MLP-NN) to prognoses sudden death from diabetic causes. PCA was 
used for feature reduction. The results of the comparison show that ANN has a better accuracy than 
a LDA classifier. In 2004, S. Liang-Yu [72] proposed a fuzzy artificial neural network for 
detection of premature ventricular contraction in Holter ECG. In 2005, G. Dayong [73] presented a 
Bayesian ANN classifier for ECG arrhythmia diagnostic system. In 2007, M. S. Kim, introduced a 
method for ST segment detection and classification of myocardial ischemia and infarction or 
normal ECG signal. Back propagation (BP) algorithm was used in conjunction with multi-layered 
perception (MLP) neural network (NN) for classification method. In 2010, A.B. Neto[74] trained a 
MLP-NN with particle swarm optimization(PSO), the optimized classifier is used for detection of 
SR, VT and Afib signals, the results of the papers prove the use of PSO can efficiently optimize a 
MLP-NN. In the same year, W. Yang [75] proposed a fuzzy Takagi-Sugeno artificial neural 
network(ANN) with CamDelta algorithm for training process. The CamDelta algorithms 
automatically derives a membership function for each class and uses it for ANN training. The 
paper reports a 99% accuracy rate for detection of QRS complexes. 
Hidden Markov Models (HMM) classifier 
Markov Models are widely used in commonly used in speech, writing and bio-informatics 
recognition systems, and it is also suitable for ECG analysis due to its statistical classification and 
its ability to model structures of syntactic pattern.  
In 1990, D.A. Costa [76] introduced HMM classifier to distinguish between ventricular 
arrhythmia. The results from experiment shows that HMM classifier for analysis of ECG signal is 
53 
 
comparable to other conventional method and a good accuracy in P-wave classification from 
ambulatory ECG signal was observed.  
In 1996, A. Koski [77] investigated the use of Hidden Markov models for ECG signal 
modeling. The ECG signals are first put thru the process of segmentation to remove linear 
redundancy; which is carried out by a stepwise shrinking process. Next, the HMM is trained with a 
maximum likelihood re-estimation of probabilities, the input of the HMM are assumed to be 
parametric probability distribution of primitive attributes. This is done by Gaussian 
multidimensional distributions. For ECG signal modeling of HMM, 2 features were selected, the 
duration of line segment and the amplitude of the start point of the line segment, and it was found 
that a HMM more than 20 states produced a sufficient structure to model the whole ECG signal. 
For Classification of ECG signals with HMM, 2 models are being trained, normal case and 
pathological case. The probabilities of the models are being calculated for an unknown signal and 
whichever model probabilities are larger than the other, will be classified as that case of ECG 
(normal or pathological). HMM is able to differentiate two probability values, but the disadvantage 
is that the learning sequence is not visible. 
In 2000, R. Silipo [78] introduced the use of indirect information flow measure as a selecting 
criterion of HMM, which allows discriminating statistic when selection of optimal markov model 
is made according to shortest memory. Information flow is the measure of progressive loss of 
statistical dependence between the entire past and point ahead in the future. First, the markov 
model generates surrogate data sets according to the transitional probabilities, information flow is 
computed from this surrogate datasets and the original signal. The information flow measure of 
both datasets and original signal are being compared, if the results are not consistent, the null 
hypothesis if being rejected and this cycle continues until a suitable markov model order satisfy the 
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null hypothesis consistent test, and hence an optimal HMM is found. this method allows minimum 
memory markov model selection, hence, low computational cost. 
In 2007, C.S. Lima [79] proposed a HMM classifier with parameter sharing and maximum 
mutual information estimation(MMIE) training method. The HMM classifier is used to distinguish 
between sinus rhythm (SR) and atrial fibrillation (AF); both have similar waveform morphology, 
except AF does not have P-wave. Based on this observation, the author devised a method to train a 
single HMM that shares model parameter of two arrhythmias. The HMM consists of 7 states, state 
1 to 6 are shared parameters and state 7 is the p-wave determinant state. MMIE training is 
implemented to optimize the separation between the classes in the shared HMM, hence, increasing 
classification accuracy.  
In 2006, R.V. Andreao [80] presented a hidden Markov model with incremental training 
method and adaption process, with use of expectation-maximization, segmented k-means and 
Bayesian approaches for ECG signal analysis. The system allows learning data during 
classification with adaption strategy. The online segmentation works by keeping records of the 
corresponding observation vector in a waveform receipt whenever a segmentation of elementary 
waveform takes place, whenever the receipt count for a waveform reaches 30, this model 
parameter is being adjusted by incremental training algorithm. There are 3 incremental training 
method used, namely expectation-maximization, segmental k-means algorithm and quasi-Bayesian 
learning. This method allows better training performance than batch-processing strategy, and it 
also requires lower computational cost. In 2010, P.R. Gomes [81] used a continuous density HMM 
(CDHMM) [82] classifier to classify five types of ECG beats. The results indicate that a HMM is 
adequate for modeling signals of non-stationary nature. 
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2.7    A Summary of Literature Review 
From the above literature review, the basic structure of an automated ECG arrhythmia analysis 
system can be realized with three main process stages, as shown in Figure 2.18. A pre-processor to 
remove noise artifacts in the signal, a detector for feature extraction and a trained classifier to 
identify an unknown sample belonging class. There are numerous existing methods and techniques 
of each process designed for different applications. The applications differ in these categories: type 
of signal features, type of acquisition system and type of ECG monitoring. In this summary, the 
understanding of the methods reviewed in this chapter will be discussed. 
 
Figure 2.18 A typical ECG classification system structure 
The raw ECG signal from the acquisition system, often contains noise artifacts. These noises 
must be removed, so that the ECG signal from the human source will not be misrepresented in the 
analysis. From previous studies, the frequency range of. ECG signal is found to be between 10-
15Hz [83]. Hence, by extracting the frequency component in this range, we will recover a noiseless 
ECG signal. And the fore-mentioned can be done by filtering, there three main techniques being 
digital filter, wavelet transformation(WT) and empirical mode decomposition (EMD). A digital 
band-pass filter with pass-band range of an ECG signal can remove the noise artifacts, and this 
technique can be easily implemented and simple to use. A WT and EMD analysis removes the 
noise artifacts by decomposing the ECG signal into multiple scales/IMFs, and reconstructing the 
ECG signal with the scale/IMFs coefficient corresponding to the ECG signal.  
Pre-processor ECG 
 
Classifier 
Class label 
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The wavelet transform(WT) technique is preferred over FFT and EMD as a pre-processor in 
this research. It is able to simultaneously localize ECG signal in both time and frequency domains 
which makes it highly effective in analyzing non-stationary signal [84] as compared to FFT 
technique. WT technique is more effective than EMD in high noise-level analysis[85]. As a 
filtering technique, WT is highly effective in removing signal noise without appreciable 
degradation from the original signal components. This makes it a suitable candidate for this study, 
as loss of information from filtering should be minimal. In addition, the WT technique can be 
implemented with the fast wavelet transform(FWT) algorithm that simplifies the wavelet 
coefficients computation, hence, meets this research’s real-time criteria.  
An ECG detector performs the task of detecting and extracting features from the ECG signal. 
There are two groups of ECG signal features, time-domain and frequency domain. Time-domain 
features can be extracted by means of mathematical functions. The R-wave peak is often selected 
as a fiducial point to begin the detection process. Once, the R-peak is located other waveform 
characteristics can also be discovered in time-domain analysis. Frequency-domain features are 
extracted from the frequency transformed ECG signal. An effective and popular method is WT 
analysis. The time-frequency analysis of WT is suitable for frequency analysis of non-stationary 
signal i.e. ECG signals, and the method is able to decompose signal into both time-frequency 
domain and allows a local scale-dependent spectral analysis of frequency domain features. 
The selection criteria of techniques for this research studies are low computational cost and  
real-time approach. With limited computational resource, the mobile platform requires the 
algorithm to be computationally light-weight to suit the real-time approach. The ECG signature 
morphology of QRS complex is predictive in pre-processed ECG signal, hence, can be easily 
detected with time-domain analysis. The peak-valley detector is a reliable, simple and 
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computationally efficient technique for QRS complex detection in time-domain. It detects peaks 
and valleys by comparing the data-points of a signal and updating the peak or valley counter. WT 
analysis for detection of QRS complexes is more accurate as compared to the peak-valley detector, 
but WT analysis requires higher computational cost. Hence, the peak-valley detection is adopted as 
the feature extraction method. To meet the selection criteria of real-time approach, the sliding-
window technique is implemented to the peak-valley detector to perform the analysis. 
The type of classifiers for ECG signals varies, and from this review four classification 
methods have been recognized as suitable classification method for this research. A k-NN classifier 
is simple to implement and has good classification accuracy for training dataset that has good class 
distribution. The run-time speed of k-NN classification is slow when training dataset is large, 
hence, there are several techniques develop for feature selection to reduce dataset without loss of 
information. A SVM classifier is suitable for training dataset that are large and complex, the 
classification complexity of the SVM operation does not depend on the dimensionality of the 
feature space. In SVM training, a hyperplane is automatically selected and optimized to act as a 
separating margin between classes, which corresponds to SVM ability for generalization of 
training data. An ANN classifier is a powerful modeling tool for problems that are dynamic or non-
linear. Hence, making it suitable for ECG signal classification. The main drawback for using this 
method is in the training process, firstly, it requires long training time and secondly, the training 
process is not user controlled, and ANN cannot be retrained or adjusted after initial training. A 
HMM classifier is an effective method for time-series data analysis, the training process allows 
prior knowledge of problem to be incorporated, hence, allowing user to manipulate training 
process. Another HMM advantage is incremental learning that allows retraining of a model. Some 
limitations of HMM are long training time, requiring large parameter set up in training, 
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performance accuracy is reliable on training set size and the nature of HMM independent 
relationship between states, does not map well to real-world domain. 
The characteristics of the ECG classes considered in this research have widely-known features 
from expert-based knowledge. Hence, in considering a suitable classifier, it is apparent that a 
supervised training classification method would be more effective. To meet the selection criteria of 
low-computational cost, the HMM classifier that requires separate training model for each ECG 
class is not suitable as it requires higher space complexity. The ANN classifier computational 
complexity is determined by the structure of  the neural network, time complexity can be measured 
by the number of computational layers and the number of units in the layers are the measure of 
space complexity. Although a larger neural network does not always improve accuracy [86], a 
significant neural network structure is required to achieve high generalization capabilities. The 
relation between the accuracy and algorithmic complexity of ANN classifier are directly 
proportional, and this is a limitation of ANN classifier when it is considered for this research. The 
computational complexity of the algorithm has to remain low while avoiding a compromise in 
classification accuracy of the algorithm. The remaining two classification method reviewed in this 
chapter, are the SVM and k-NN classifiers. The k-NN classifier is preferred for this research as the 
localized approach to separate classes in the feature space are more suitable for the dataset. Some 
concerns over k-NN classifier is the run-time complexity and sensitiveness to noise data. Both of 
the fore mentioned can be addressed by feature selection schemes, to reduce the dataset with to 
improve the time-complexity of the algorithm. Moreover, fuzzy logic can be implemented with k-
NN classification to account for the vagueness in ECG system dynamics. 
59 
 
 
 
Chapter 3     
 
Methodologies 
 
In this chapter, the methods used for this research will be discussed. All of the proposed 
methods are implemented in MATlab 2010a on a personal computer. The rest of the chapter is as 
follows. First, the pre-processor used for ECG signal denoising is discussed. Following that a 
presentation of a proposed cross-correlation template matching method as a feature. Next, the 
implementation of a fuzzy logic based hybrid classification model is introduced. Followed by a 
discussion of the testing and training dataset details. The chapter closes with a summary of the 
methods implement into the proposed algorithm-2. 
3.1    ECG pre-processing 
The pre-processing method used in the proposed algorithm-2 is a discrete wavelet 
transform(DWT) based denoising technique [87]. Wavelet denoising requires three procedures, 
shown in Figure 3.1. First, decompose the ECG signal into discrete level of coefficient by a mother 
wavelet. Next, estimate the ECG signal noise threshold and then reconstruct the ECG signal 
without the noise artifacts. In this research, the fast wavelet transform(FWT) algorithm is adopted 
as the pre-processing method. It is suitable for the core design of the real-time mobile approach,  
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where computational power is a limited resource and computations of the algorithm has to be light-
weight.  The  Daubechies(dB) wavelets is selected as the mother wavelet for this studies. As shown 
in Figure 3.2, it is clear that the Daubechies(dB) wavelet at level 3 has a similar shape to the 
signature ECG morphology of PQRST waves. This shows that by shape-matching, the dB3 
wavelet is suitable for ECG signals. Additionally, the Daubechies(dB) wavelets is relatively simple 
to implement and require lower computational power as compared to other types of DWT. From 
previous study [88], the authors have found that the ECG signal component strength is present in 
wavelet decomposition level 3 to 5. Hence, the selected level of coefficient for decomposition of a 
ECG signal is 6.  
 
A soft thresholding technique introduced by Jonoho and Johnstone [89] is used to ensure that 
the denoised ECG signal will not have any discontinuities. The authors propose a universal 
Figure 3.2 (a) The wavelet function of Daubechies 3dB (b) The signature PQRST waveform of NSR 
DWT Thresholding filter IDWT 
Clean ECG signal Noisy ECG signal 
Figure 3.1 Typical wavelet filtering technique 
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threshold value proportional to the amount of estimated noise and the number of samples N. An 
optimal threshold that is dependent on the sample size N and to minimize the constant term in an 
upper bound of the L2 risk involved in estimating the noise. The threshold estimation is done by the 
following equation :  
 
 
3.1 
Where  is the threshold, the noise is Gaussian with standard deviation σ of the DWT coefficients 
and L is the length of the time-series. The universal threshold method assumes that all wavelet 
coefficients less than threshold are noise and to be discarded. After applying the soft-thresholding, 
the ECG signal is reconstructed by performing the Inverse Discrete Wavelet Transform (IDWT) on 
remaining wavelet coefficients of each decomposition level. The pre-processing effect of a NSR 
signal is shown in Figure 3.3. From the figure, it shows that the higher frequency noise is removed 
in Figure 3.3b. 
 
Figure 3.3 The effect of DWT denoising for an NSR signal is shown. (a) Noisy NSR signal (b) denoise NSR signal 
a) 
b) 
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3.2    R-wave detector and Feature selection 
The R-wave detection method implemented in this research is based on the peak-valley 
algorithm [33]. A peak is regarded as a local maximum in the time series data that occurs 
between two local minima or two valleys. A predominant waveform characteristics of ECG 
signal is the QRS-wave, which reflects the peak-valley detection criteria suggesting the proposed 
peak-valley algorithm as a suitable technique to detect R-wave. The algorithm begins with a 
search function to find a minimum or a maximum point in the data-series. There are two counters 
that update the local minimum and the local maximum. A valley or peak is detected when a data-
point is greater than or smaller than the respective threshold value. The valley threshold is the 
local minimum plus a user-defined variable  and the peak threshold is the local maximum 
minus  value. For this study the  value is set at 0.15.  
Once all the possible peaks have been detected, a false-peak detection technique is used to 
obtain the true R-peaks. The false-peak detection process is as explained. Given 3 consecutive 
possible R-peaks, P1, P2 and P3, the difference in amplitude of P2 and P1 , and P3 and P2 is 
computed. P2 is a true-peak when P2 - P1>0, and P3 - P2<0. This is because a peak is where the 
amplitude is local maximum, it is true when P2 is the highest between 2 other consecutive 
amplitudes detected. The following description is shown in MATlab code as in Figure 3.4. 
For feature selection in this research, a cross-correlation technique is presented. Cross-
correlation method provides a mean to quantify waveform resemblance of two signals. The 
correlation coefficient is the similarity quantifying value, which ranges from 0 to 1. A coefficient 
value that is close to 1 will indicate high similarity between template and examined signal, 
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whereas a coefficient value close to 0 means otherwise. The cross correlation coefficient can be 
derived from the mathematical expression shown below.  
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 3.2 
where x and y are the windowed signal length and template length respectively, m is the mean of 
the series and l is the lag of the correlated series.  
 
Figure 3.4 MATlab code example of the false peak detection algorithm implement in algorithm-1 
To detect the correlation coefficients, an algorithm is introduced to perform the template-
matching task. A sliding window function with a varying window width that is similar to the 
width of a template of interest is used to sample the examined ECG signal. The sliding function 
overlaps 10 data-points in each window frame. According to the scope of this research, the study 
will be based on detection and classification for normal ECG and sudden death arrhythmia. 
[max, min] = PVdetect(Input, 0.15);   %Find peaks==max and valleys==mins 
 
 %check for false peaks 
for x=1:length(max) 
    if x==length(max) 
        break 
    else 
        diff(x,1)=max(x+1,2)-max(x,2);   %Compute amplitude difference : Pn+1 -Pn 
    end 
end 
 
for x=1:length(diff) 
    if x==length(diff) 
        break 
    elseif diff(x,1)>0 && diff(x+1)<0 %if Pn+1 -Pn>0 & Pn+2 -Pn+1<0, Pn+1 is a possible true peak  
        diff(x,2)=1;  %Pn+1 is% true peak 
    else 
        diff(x,2)=0;  %Pn+1 is false peak 
    end 
end 
%extract R peak temporal  
i=1; 
for x=1:length(diff) 
    if diff(x,2)==1 
        blk(i,1)=diff(x,1);    % Extract the true R-peak 
        i=i+1; 
    end 
end 
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Figure 3.5 (a) One test signal sNSR1 (b) The cross-correlation coefficient plot of the test signal sNSR1 and the 
template tNSR. 
Atrial Flutter(AF) and Atrial Fibrillation(Afib) are arrhythmias that do not cause sudden death 
but are possible onset indicators, hence, are not considered in this study.  
Based on previous published work[90], three suitable templates, as shown in Figure 3.4, are 
selected for the template-matching method, NSR template(tNSR), VT template(tVT) and Vfib 
template(tVfib). The template sizes of tNSR, tVT and tVfib are 375, 116 and 150 respectively. 
The cross-correlation coefficient between the template and each window frame from the sliding 
function is computed to form a cross-correlation coefficient wave (CCW), as shown in Figure. 
3.3. A higher peak in the CCW indicates a close similarity between the signal segment and the 
template. A threshold function is used for detection of these high peaks from CCW. For each 
type of arrhythmia template, a different threshold value is used. From previous experiment, it is 
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observed that a CCW high peak threshold of 0.9 to 1 is not realizable. The ECG signal waveform 
of individual varies according to age and physicality [91]. It is seemingly impossible to obtain 
high correlation between morphological waveform template and patient ECG waveform. 
However, there are morphological likeness that can be quantify by correlation coefficient. Table 
3.1 shows the results of selecting the optimal threshold values for each waveform template. 150 
waveforms of ECG arrhythmia NSR, VT and Vfib were segmented from the training dataset 
signals. The segmented waveforms are annotated by cardiologist and visually selected to present 
a variety of waveform morphology. The sliding window template-matching algorithm is applied 
on each of the 150 waveforms with the respective templates. From Table 3.1 some observations 
can be made. The threshold level for NSR template at 0.2 has detected coefficient peaks more 
than 150 waveforms. This irregularity of false positive is caused by high amplitude T-wave in 2 
of the 150 NSR waveforms. The VT template threshold level at 0.4 or less remains the same 
result. The Vfib template threshold level lower than 0.5 shows increase in false positives.  
Table 3.1 Selection of optimal CCW threshold from template-matching of 150 waveforms. 
 NSR Template (tNSR) 
150 waveforms 
VT Template (tVT) 
150 waveforms 
Vfib Template (tVfib) 
150 waveforms 
Level of 
threshold 
Threshold detected coefficient peaks 
0.2 152 150 175 
0.3 144 150 161 
0.4 142 150 156 
0.5 123 112 135 
0.6 100 78 125 
0.7 85 65 111 
0.8 74 53 100 
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The optimal threshold level is where true positive is at maximum and false negative is at 
minimum. The selected threshold value for VT, Vfib and NSR are set to 0.4, 0.5 and 0.3 
respectively.  These threshold values are selected empirically to optimize sensitivity and 
specificity of the algorithm. 
From the CCW, a correlation accuracy(CA) value can be obtained. For tNSR and tVT the 
correlation accuracy value, nCA and tCA, is a percentage that can be derived from this equation. 
 
TruePeaks
sCCWavePeaknAccuracyCorrelatio =(%)  3.3 
 
Where CCWavePeaks are the number of peaks exceeding a respective template threshold, 
TruePeaks are peaks detected by the peak-valley detector. This value quantifies the 
morphological likeness between examined ECG signal segment and the waveform template. The 
accuracy value ranges from 0 to 100, a low value indicates less likeness between known type 
template and unknown type signal and vice versa. From expert knowledge, the Vfib signal 
waveform is described as irregular ,random and do not present identifiable ECG morphology. 
Hence, the assessment of accuracy value for tVT and tNSR is not applicable for tVfib, as R-wave 
cannot be distinguish in a Vfib signal. For tVfib the correlation accuracy value, fCA, is the 
number of high peaks contained in the coefficient wave that exceeds the tVfib threshold value. 
For this study, four features are selected for classification. The feature vector consists of 
three CA value and the beats-per-minute(BPM). From template-matching correlation of 3 
selected arrhythmia waveform, three CA value is obtain, CA value for NSR is known as nCA, 
for VT is known as tCA and for Vfib is known as fCA. BPM of an ECG signal is an effective 
measure for differentiating between NSR,VT and Vfib. A typical heart-rate for NSR is 60-100 
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beats/minute, for VT is 150-250 beats/minute and for Vfib 400-600 beats/minute. The 
measurement of the human heart rate can be derived from the measure of beats per minute 
(BPM) rate with an assumption that the patient heart rate will remain constant for the unit of a 
minute. The R-peaks detected from the peak-valley detection algorithm allow the derivation of 
R-R interval within an observed segment, from which BPM rate can be acquired. By computing 
the average R-R interval of the segment and multiplying it by a sampling frequency factor, that 
makes the value a unit of per minute. The ECG heart-rate is derived with the assumption 
mentioned previously.  
 
Figure 3.6 The templates selected for cross-correlation calculation in validation of the algorithm. (a) Single beat 
NSR template (b) single beat VT template and (c) Multi beat VF template. 
Following is an introduction to an algorithm, algorithm-1, that is used for cross-correlation 
template selection and validation. The algorithm structure of algorithm-1 is as shown in Figure 
b) a) 
c) 
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3.5. The pre-processor for ECG signal denoising implemented in this algorithm is a 1st order 
Butterworth filter for baseline wandering removal, and a 5-point moving average filter for  
 
Figure 3.7 The algorithm structure of algorithm-1 
removal of motion artifact noise. A peak-valley method is employed in this algorithm to detect 
true R-peaks for computation of correlation accuracy(CA) and BPM feature value. Next, a 
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sliding window function is used to segment the observed ECG signal, with a 10 data-point 
overlap between each segment. The windowed segment is used for a cross-correlation analysis 
with 3 known arrhythmia type templates, to obtain correlation coefficient wave(CCW). 3 
different peak threshold function is used to detect the number of high peaks from each CCW. 
The number of high peaks in CCW and the detected true R-peaks are used for computing of an 
correlation accuracy(CA) value. A decision making function is implemented for identifying the 
arrhythmia type from the CA value. As it is observed empirically in the training set, that Vfib 
signals exhibits 2 or more CCW peaks whereas VT and NSR signals are < 2. Therefore, this 
definition of VT and NSR signals can be used for classification of this signal type. The decision 
making stage is described as follow; a signal is Vfib type if the fCA >2 and both tCA and 
nCA<70%. A signal is NSR or VT type if the fCA<2 and the higher correlation accuracy between 
nCA and tCA will indicate the arrhythmia type. 
3.3    Hybrid Fuzzy Classification Algorithm 
The classification method used in this study is a hybrid technique, based on fuzzy k-NN 
classifier [57] and Mamdani fuzzy inference system(FIS) [92]. The Fuzzy k-NN classifier, as 
presented by J. Keller [57], employs fuzzy set theory for the assigning of class membership to a 
sample vector. The advantage of fuzzy k-NN classifier over classic k-NN classifier is that the 
fuzzy membership values of a sample vector provide a reasoning function to determine a 
classification outcome, whereas in k-NN classifiers all nearest neighbors are given equal 
significance. Another advantage is that the fuzzy membership value provides a confidence level 
measurement of a sample vector belonging to a certain class. The fuzzy k-NN classifier 
algorithm assigns membership values by dividing the sample vector distance from its' k nearest 
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neighbors in the feature space over the k nearest neighbors' membership to its own class. Below 
is the function for computation of the fuzzy membership values. 
 
 
3.3 
where x is the sample vector and xj is the labeled sample. m is a variable that determines how 
each neighbors distance to the sample vector is weighted. A higher m will negate the effect of the 
distance factor have in the computation of the class membership for a sample vector, whereas 
when m=1, the resultant class membership for closer nearest neighbor will have a higher value. 
Labeled vectors (trained) membership functions to its own classes are assigned according to the 
distance of a labeled vector from its class mean. 
Next, an expert knowledge based fuzzy inference system(FIS) is implemented as a 
classification technique. The fuzzy set theory, brings about a technique to model uncertainty and 
vagueness. This permits a more robust way to classify bio-signals. Moreover, the fuzzy IF-
THEN rule allows expert knowledge representation in the classification outcome. In this study, a 
Mamdani-type FIS [92] is used for further classification of two features, BPM and fCA. The 
inputs fuzzy set membership functions are shown in Figure 3.8, the functions are derived from 
crisp dataset. For the BPM input, the three membership functions, NSR, VT and Vfib, are based 
on standard medical heart-rate measurements. And the fCA input, two membership functions are 
based on empirical assessment of the training dataset. The fuzzy output membership functions,  
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Figure 3.8 (a) The membership functions for fuzzy input, BPM, (b) The membership functions for fuzzy input, fCA. 
a) 
b) 
fCA 
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Figure 3.9 The membership functions for fuzzy output, ConLvl. 
 
 
If (BPM is NSR) and (fCA is VT) then (output is low) 
If (BPM is NSR) and (fCA is Vfib) then (output is low) 
If (BPM is VT) and (fCA is VT) then (output is low) 
If (BPM is VT) and (fCA is Vfib) then (output is high) 
If (BPM is NSR) and (fCA is VT) then (output is medium) 
If (BPM is NSR) and (fCA is Vfib) then (output is high) 
Figure 3.10 The fuzzy If-Then rule for Fuzzy Inference system(FIS) 
shown in Figure 3.9, are low, medium and high, this linguistic outputs represent a measure of 
confidence level(ConLvl) that a sample segment is Vfib class. The output membership functions 
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are derived based on experimental observation. The fuzzy IF-Then rule is applied for derivation 
of a fuzzy output. Each rule have a similar weightage and is shown in Figure 3.10. 
The algorithms’ hybrid fuzzy classification process is as described. After the fuzzy k-NN 
classifier has derived a class label from the feature vector of the observed ECG signal a decision 
making technique is used to differentiate between non-critical and critical arrhythmia type. A 
non-critical arrhythmia ECG signal will have a class label of NSR and a BPM =<150. Whereas a 
critical arrhythmia ECG signal will have a class label of VT or Vfib and a BPM>150. The cutoff 
for non-critical BPM is selected at 150, based on the knowledge that sinus tachycardia(100 to 
150BPM) [93] is also considered as a non-critical arrhythmia but has faster beat rhythm than 
NSR. The classification process continues, if the observed ECG signal is a critical arrhythmia. 
The next classification stage is based on the proposed FIS. The FIS input are two features, BPM 
and fCA. The inference system generates a FIS output, ConLvl, which determines the critical 
arrhythmia type by a confidence level. A ConLvl value= <45% and a ConLvl value>45% 
indicates a VT and a Vfib, respectively. The threshold value of 45% is selected empirically from 
the training set data. 
3.4    Training and Testing Set 
All of the acquired ECG signals for this study are sourced from physioNET [94] and the 
Fluke MPS450 Multi-parameter Patient Simulator. There are 4 sets of ECG signals, 2 training set 
and 2 testing set. Each recording in the sets is of 10 seconds duration and has a sampling 
frequency of 250Hz. The testing set1 consists of 21 ECG recordings, 6 from the simulator and 15 
from physioNET. The 6 simulator recordings are made up of 2 Vfib, 2 VT and 2 NSR 
recordings, the other 15 MITdb signals are 5 VT, 5 Vfib and 5 NSR. The testing set2 is 
composed of 31NSR, 29VT and 30Vfib type ECG recordings from physioNET database. A 
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training set1 is composed of 60NSR, 60VT and 60Vfib ECG recordings sourced from physioNet 
database.  
The training set 1 feature space contains noise and overlapping classes. To obtain a more 
homogenous cluster of feature points from this dataset, a data reduction technique is applied. 
Dataset editing is introduced by JSR Jang [95], for removal of noisy feature points and produces 
a smoother class decision boundary. The author suggests the use of leave-one-out test [96] 
(Jackknife produce) to evaluate the generalization of a predictive model, in our case is a k-NN 
classifier. The evaluation variable introduced by the author is known as the recognition rate 
(error rate). The algorithm begins by selecting a feature point Sj where j = 1,2,3, … , m feature 
points of a training dataset S . The feature point Sj is removed from the training set and used as a 
query point for cross-validation with 1-NN classifier of the remaining training dataset. The 
recognition rate of the k-NN classifier is computed by the following equation :  
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Where training dataset Si = (xi ; yi) , xi is the feature vector and yi is the class label. Fs is the 
predictive model function to compute an output class. If the RRLOO < 1, the output classes of each 
feature point from the 1-NN classification is compared to the assigned classes of training set 1. A 
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class is similar. The data editing procedure continues until RRLOO = 1. The reduced training set1 
is rename as training set2, it consists 57NSR, 39VT and 44Vfib ECG recordings. 
For testing set1, taken from [90]. The ECG recording are pre-processed by a 1st order 
Butterworth filter for baseline wandering removal, and a 5-point moving average filter for 
removal of motion artifact noise. The rest of the remaining 2 training and testing set2 are pre-
processed with a Daubechies 3 (dB3) mother wavelet to remove noise artifacts from the ECG 
signal by decomposition and reconstruction of the signal without the noise components. From 
literature, the frequency characteristics and ranges of noise artifacts are as follows: power line 
noise (50 Hz or 60 Hz), baseline wander (>1Hz), and high frequency noises (>100). And the 
frequency component of the QRS complex is between 6-30Hz. Hence, by removing from the 
signal the corresponding detail coefficient of the noise frequency component, a noise-free ECG 
signal is obtained. The wavelet reconstruction is achieved by summation of the detail coefficients 
3, 4 and 5. All the ECG recordings have a sampling frequency of 250Hz and each recording has 
a 10 seconds long duration. The different types of ECG signals sampled are NSR, VT and Vfib. 
The recordings are selected from random arrhythmia episodes according to cardiologist 
annotations. Table 3.1 shows the specific name of the database and what the type of ECG signals 
sampled from it. To improve the classification accuracy of training set1, a supervised dimension 
reduction scheme by filtering is performed. A scatterplot of the dimension reduction outcome is 
shown in the shown in Figure 3.8. The training set size is reduced to 143 recording, with 59NSR, 
43VT and 41Vfib. 
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Figure 3.11 Scatterplot of training set feature tCA and BPM (a) before dimension reduction, (b) after dimension 
reduction. 
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Table 3.2 A list of source database information for selected training and testing dataset. 
Types of 
ECG signal 
Training set / 
Testing set 
Database source(from 
PhysioNet) 
Records file Name 
NSR Training vfdb v420,v421,v422,v426 andv602 
Testing cudb & vfdb cu01,c03,cu08,cu10 and v426 
VT Training vfdb v420,v421,v422,v427,v430 and 
v602 
Testing vfdb v425,v426,v428,v601,v607,v612 
and v614 
Vfib Training vfdb v422 and v424 
Testing cudb cu01,cu30.cu04,cu06,cu08 and 
cu10 
3.5    Summary of the Methods 
The methods presented are for the detection and classification of critical arrhythmia in ECG 
signals. A process block diagram of the proposed algorithm, known as algorithm-2, is shown in 
Figure 3.9. The pre-processing method is based on wavelet transform analysis and the ECG noise 
artifacts are removed by decomposition and reconstruction of the signal without the noise 
frequency components. A peak-valley algorithm is used for the detection of the R-peak of a QRS 
complex. The detected R-peaks are used for feature extraction. Four features are selected in this 
study, they are beats-per-minute(BPM), correlation accuracy(CA) value for NSR, VT and Vfib 
templates. The correlation accuracy(CA) value is derived from a cross-correlation coefficient 
wave(CCW). The non-linear analysis technique of CCW is realized by using a sliding-window 
function and template-matching technique. In order to effectively and robustly identify critical 
arrhythmia, a fuzzy k-NN classifier with 143 training data, is used for identifying between 
critical(NSR) or non-critical(VT and Vfib) ECG types. When a critical ECG type is detected, a 
second classification method is employed to identify between VT and Vfib. Fuzzy inference 
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Figure 3.12 A process block diagram of the proposed algorithm. 
system(FIS) is able to account for the vagueness in physical qualities by using the fuzzy set class 
membership. The FIS method proposed is the Mamdani-type with a set of fuzzy IF-THEN rules. 
The FIS fuzzy inputs are BPM and fCA features and the fuzzy output is a confidence 
level(ConLvl) of the critical ECG being a Vfib class. The ConLvl range from 0 to 100, and a 
ConLvl >45 will indicate that the ECG signal is Vfib class. In the next chapter, the results and 
assessment of the algorithm performance will be discussed.  
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Chapter 4     
 
Results & Discussion 
 
In this chapter, the experiments involved in this study will be reviewed and discussed. Some 
of the results are based on work done in previously published papers[90, 97]. The rest of the 
chapter is as follows, first, the template selection and validation of the cross-correlation wave 
feature is presented. Next, the results from detection and classification of NSR, VT and Vfib ECG 
signals with algorithm-2 will be discussed. And follow by a classification accuracy assessment of 
the proposed algorithm-2. In the last section, a 3-way classifier performance comparison will be 
made between classic k-NN classifier, feed forward neural network classifier and the proposed 
fuzzy hybrid method. 
4.1    Cross-Correlation Wave & Template Selection 
The cross-correlation coefficient wave (CCW) feature requires 3 typical ECG waveform 
templates of NSR, VT and Vfib. A selection process for these templates was done in [90] and the 
algorithm-1 discussed in chapter 3 was used. A set of 9 templates were segmented from ECG 
signals sourced from MIT-BIH Database (mitdb) and the Fluke MPS450 multi-parameter patient 
simulator. For each arrhythmia, there are 3 templates in the set, one from the simulator and two 
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selected from physioNET database. The simulator mimics ECG waveform described as human-
like, whereas, the physioNET waveform template are selected based on cardiologist annotations of 
typical waveform types. The waveform morphology of each template is diverse in R-wave 
amplitude and QRS interval. Hence, the set of ECG waveform templates provides generalized set 
of waveform morphology. 
Using the previously introduced algorithm-1, the template set is tested with 6 ECG signals of 
10sec duration. The experiment helps to decide which waveform template from the template set is 
suitable representation of the ECG type. The selection criterion for a template is according to the 
best correlation accuracy amongst its arrhythmia type, and the least mis-represented when 
correlated with other arrhythmia types. The results of the test are shown in Table 4.1, the selected 
templates are highlighted. From the results, some observations can be made. Firstly, tsNSR 
template sampled from the simulator can achieve high correlation accuracy for NSR signal, 
without any mis-representation when correlating with VT and Vfib signals. This shows that tsNSR 
has an ideal NSR waveform morphology. Another observation is that all 3 VT templates have mis-
representation when correlating with Vfib signals, which may be due to the similarities in 
waveform morphology of VT and Vfib. On the other hand, all Vfib templates are not significantly 
mis-represented when correlating with VT signals. This is because the template waveform selected 
for Vfib, are multi-beat waveform signatures which is a better approach to represent the noise-like 
characteristics of Vfib. Another observation made is that the correlation accuracy of tsVfib exceeds 
100% when it cross-correlates with test signal mNSR and sNSR. After visual examination of the 
corresponding CCW, the cause of afore mentioned is due to the number of detected R-peaks being 
greater than the number of coefficient peaks in CCW. This correlation accuracy value is invalid for  
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Table 4.1 Accuracy rate results from template selection. The selected templates are highlighted. 
(m denotes mitdb, s denotes simulator and t denotes template) 
Templates ECG Signals 
nCA(%) tCA(%) fCA(%) 
mNSR sNSR mVT sVT mVfib sVfib 
tsVT 0% 0% 100% 100% 6 21 
tmVT1 0% 90% 100% 100% 21 37 
tmVT2 0% 0% 71% 96% 2 5 
tsNSR 81% 90% 0% 0% 0 0 
tmNSR1 54% 0% 17% 0% 0 0 
tmNSR2 90% 0% 14% 0% 0 0 
tsVfib 200% 180% 0% 0% 23 19 
tmVfib1 0% 0% 64% 0% 0 11 
tmVfib2 0% 0% 46% 0% 0 2 
 
Table 4.2 The feature validation results of 3 selected templates with 21 ECG signals. (m and s 
represents the signal sources, mitdb and simulators, respectively) 
Signal No tCA (%) nCA (%) fCA (no. of 
peaks) 
Results(type) Signal name 
1 0% 9% 0 NSR mNSR1 
2 15% 23% 3 Vfib mVfib1 
3 96% 15% 5 Vfib mVT4 
4 0% 44% 0 NSR mNSR2 
5 8% 25% 6 Vfib mVfib2 
6 0% 62% 0 NSR sNSR2 
7 96% 10% 0 VT mVT2 
8 32% 35% 5 Vfib mVfib3 
9 0% 81% 0 NSR mNSR3 
10 93% 26% 0 VT mVT5 
11 60% 39% 6 Vfib mVfib4 
12 96% 0% 0 VT sVT2 
13 50% 13% 5 Vfib mVfib5 
14 0% 35% 25 Vfib sVfib1 
15 0% 0% 0 error mNSR4 
16 7% 27% 17 Vfib sVfib2 
17 100% 80% 0 VT mVT3 
18 77% 36% 0 VT mVT1 
19 0% 0% 0 error mNSR5 
20 0% 80% 0 NSR sNSR1 
21 100% 0% 0 VT sVT1 
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assessment, as the accuracy value for nCA and tCA ranges from 0-100%, and thus, is ignored and 
regarded as 0%. Next, the selected templates, tsNSR, tmVT2 and tsVF, are used for validation and 
investigation on how effective as a feature is the correlation accuracy(CA) value. For this 
experiment, a similar setup of algorithm-1 is used to identify the arrhythmia type of ECG signals in 
testing set1.  
Each signal is randomly fed to the algorithm for classification. The results are shown in Table 
4.2, with all mis-classifications highlighted. Using the 3 different templates selected previously, 
each representing an arrhythmia of interest. It is found that the algorithm-1 can successfully 
identify the signal types of 18 unknown signals out of total 21 ECG signals. There are 2 out of 21 
signals, mNSR4 and mNSR5, which are inconclusive in the analysis. There is also 1 signal that 
was wrongly classified. Upon a close examination, both the inconclusive NSR signals are found to 
be different from the NSR template, not morphologically but differ in the duration of the single 
beat cycle. This will affect the cross-correlation co-efficient as the template duration is fixed and 
thus will not match the signal. The overall accuracy rate [98] for nCA, tCA and fCA is 39%, 94% 
and 100% respectively. 
The investigation into a cross-correlation technique for feature extraction is presented in this 
section. Cross-correlation approach is adopted here because it does not require high computational 
overhead and hence suitable for real-time application. From the experiment results, it is shown that 
the proposed technique can provide effective and satisfactory results in differentiating NSR, VT 
and Vfib signals. The VT and Vfib signals are accurately identified by its respective templates. 
However, the overall nCA value of 39% is lower than the others, and this is due to the invalid 
classification of 2 NSR signal. The nCA can be improved by including additional features which is 
unique to NSR signals characteristic. Hence, increase the class prediction of NSR signal. Another 
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possible improvement is to increase the robustness of the critical arrhythmia detection algorithm by 
implementing a more sophisticated approach to the algorithm classification mechanism. 
4.2    Fuzzy Hybrid Classification 
An improved detection and classification algorithm for real-time application[97] is introduce 
in this section. It was understood that the algorithm-1 presented in the previous section had 
limitations in accurately detecting NSR signals. Hence, to improve on this limitation an additional 
feature is introduced to the feature vector. Beats-per-minute (BPM) is a human heart-rate measure; 
this measurement allows NSR to be easily differentiated from VT and Vfib. Hence it is included as 
a new feature. A new classification method is also introduced. The threshold decision making 
function is replace by a Fuzzy k-NN classifier, which is a more robust method to classify the 
features. An experiment is setup to assess the modified algorithm classification performance, the 
parameters are as follow: the classifier training set consists of 60NSR, 60VT and 60Vfib feature 
vectors, the testing set consist of 7NSR, 7VT and 7Vfib signals of 10 seconds duration, and the k 
value is set at 5. The results of the experiment are shown in Table 4.3 , with all mis-classifications 
are highlighted. The class membership value ranges from 0 to 1, with a value closer to 1 
representing full membership and vice versa.  
It can be observed from Table 4.3, that fuzzy k-NN classifier and the additional feature, BPM, 
have improved the accuracy rate of NSR signal to 100%. Another improvement can be seen from 
the mis-classified mVT3 signal. The feature vector of signal mVT3 yields these 4 feature values, 
124 BPM, 77% nCA, 96% tCA and zero fCA. From these feature values obtained, the fuzzy k-NN 
classifier reasoning function can be observed. Even with VT accuracy at 96%, the classifier is 
aware of the high NSR accuracy. Hence, the classifier reasons for an outcome that is not heavily 
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dependent on 1 high-valued feature, but based on overall feature vector. The mis-classification of 
signal mVT3 occurs due to the 124BPM feature, which is a characteristic of NSR ECG signals. 
Table 4.3. The classification results of fuzzy k-NN classifier from 21ECG signals from testing 
set (m and s represents the signal sources, mitdb and simulators, respectively) 
Testing set 
signals 
Class Membership Results 
NSR VT Vfib 
sNSR1 1.0 0.0 0.0 NSR 
sNSR2 1.0 0.0 0.0 NSR 
mNSR1 1.0 0.0 0.0 NSR 
mNSR2 1.0 0.0 0.0 NSR 
mNSR3 1.0 0.0 0.0 NSR 
mNSR4 1.0 0.0 0.0 NSR 
mNSR5 1.0 0.0 0.0 NSR 
sVT1 0.0 1.0 0.0 VT 
sVT2 0.0 1.0 0.0 VT 
mVT1 0.0 1.0 0.0 VT 
mVT2 0.0 1.0 0.0 VT 
mVT3 1.0 0.0 0.0 NSR 
mVT4 0.0 1.0 0.0 VT 
mVT5 0.0 1.0 0.0 VT 
sVfib1 1.0 0.0 0.0 NSR 
sVfib2 1.0 0.0 0.0 NSR 
mVfib1 1.0 0.0 0.0 NSR 
mVfib2 0.0 1.0 0.0 VT 
mVfib3 1.0 0.0 0.0 NSR 
mVfib4 0.0 0.5907 0.4093 VT 
mVfib5 0.0 0.1237 0.8763 Vfib 
Another observation from the results are the mis-classification of 6 out of 7 Vfib signals and 4 
out of 7 Vfib signals are mis-classified as NSR class. The 7 Vfib signals is being examined, 
amongst the 4 Vfib mis-classified as NSR class, it is observed from the feature vectors that the tVF 
feature is >3 and the BPM feature is > 170, which does indicate the feature of a critical arrhythmia 
ECG signal. Hence, two propositions can be suggested to improve the Vfib signal accuracy rate. 
First proposition is to remove NSR class outliers from the training set that may have caused the 
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Vfib mis-classification. And the second proposition is to implement another classification stage to 
differentiate Vfib signal with the two most distinct features, fCA and BPM, as observed in the Vfib 
mis-classification cases. 
To validate the first proposition, case-base editing technique is applied to the training set for 
class boundary optimization in the feature space. Next, the reduced training set is used to train a 
different fuzzy k-NN classifier, and it is used for classification of testing set2 of 90 ECG signals. A 
comparisons of classification results are shown in Table 4.4. The reduced training set provides a 
slight improvement in Vfib class detection. Hence, validating the first proposition. 
Table 4.4 The classification accuracy rate of two fuzzy k-NN classifier with two different 
training set, reduced and original. The testing set2 is use to obtain the results. 
 
Fuzzy k-NN classifier with 
Accuracy Rate –  
Testing set(31NSR,29VT,30Vfib) 
NSR (%) VT (%) Vfib (%) 
Reduced training set 100 100 53.3 
Original training set 100 96.5 46.6 
In order to validate the second proposition, the algorithm-2 is devised. The methodologies are 
previously discussed in Chapter 3. The first change implemented is a decision-making process, to 
differentiate between non-critical (NSR) and critical (VT and Vfib) arrhythmia. The second change 
implemented is a fuzzy inference system (FIS) to distinguish between two-critical ECG arrhythmia 
classes, VT and Vfib. An experiment is setup with the modified algorithm. The experiment is to 
compare the performance between a stand-alone fuzzy k-NN classifier and the proposed hybrid 
fuzzy classifier. To effectively test a classifier robustness the test set has to be increase. Hence, the 
testing set2 is used in this robustness comparison, the training set2 details are as described in 
Chapter 3. The accuracy rate of the classification outcome for both classifiers is shown in Table 
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4.6. The hybrid fuzzy classifier significantly improves the accuracy rate of Vfib class, but at a 
compromise of 10% accuracy rate for VT class. On overall accuracy rate, the hybrid fuzzy 
classifier outperforms the fuzzy k-NN classifier by 10%.  
Table 4.5 The classification accuracy rate of the fuzzy k-NN classifier and the hybrid fuzzy 
classifier, from the second experiment. 
 
Classifier 
Accuracy Rate (%) 
Testset - 90 ECG signals 
NSR 
(31 signals) 
VT 
(29 signals) 
Vfib 
(30 signals) 
Overall 
Fuzzy k-NN 100% 96.5% 46.6% 81.1% 
Hybrid Fuzzy 100% 86.2% 86.6% 91.2% 
4.3    Performance Comparisons - Classifier 
In this section, the classification performance of the proposed fuzzy hybrid classifier from 
algorithm-2 is compared to some other widely used classifiers. Two different experiments has been 
setup to obtain classification performance values. The assessment factor is accuracy rate [98], it 
can be derive from the following equation : 
 Accuracy Rate =  4.1 
Where  is the class 1, 2, 3,…, N ,  is the number of positive classification,  is the total 
number of unknown sample used in classification. For  when N<2, the accuracy rate can be 
derive from this equation: 
 Accuracy Rate =  4.2 
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Where TP is number of true positives, TN is number of true negatives, FP is number of false 
positives and FN is number of false negatives. All experiments perform in Matlab 2010a program 
[99]. The first experiment is to test and compare the proposed hybrid fuzzy classifiers accuracy rate 
with other selected classifiers. The selected classifiers for this experiment is a classic k-NN [20, 50] 
and a feed-forward neural network [100]. All classifiers used, are trained with the training set2 as 
described in Chapter 3. Table 4.7 shows the accuracy rate of each classifier, the testing set2 is used. 
It is evident that from the accuracy ratings that the hybrid fuzzy classifier has the best overall 
results, it also exhibits robustness by having a 90.9% average accuracy rate.  
Table 4.6 Comparisons of 3 different classifiers accuracy rate for a 3-class problem. Both 
training and testing signals are used. 
 
Classifier type 
Accuracy Rate –  
Testing set(31NSR,29VT,30Vfib) 
NSR (%) VT (%) Vfib (%) 
Hybrid Fuzzy 100 86.2 86.6 
k-NN  100 93.1 53.3 
Feed-Forward Neural Network 
(5-hidden layer) 
87 48.2 93.3 
 
Table 4.7 Classification performance of Fuzzy Hybrid, Classic k-NN and Feed-Forward Neural 
Network. The Testing set2 is used to for classification 
 
Classifier type 
 
 
Correct Rate 
(%) 
 
Error Rate 
(%) 
 
Sensitivity 
 
Specificity 
Hybrid Fuzzy 91.1 8.9 1 1 
k-NN 82.2 17.8 1 0.983 
Feed-Forward Neural Network 
(5-hidden layer) 
83.3 16.7 0.94 1 
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Next, a similar setup of the first experiment is used for another performance evaluation, a 
function classperf in bio-informatics toolbox [99]. Table 4.8 shows the evaluation results. It can be 
observed that the proposed hybrid fuzzy classifier is able correctly classify the testing set2 samples 
with a 91% correct rate. Another observation is that the hybrid fuzzy classifier has a value of 1 for 
both sensitivity and specificity, which indicates that the proposed classification method is able to 
reliably identify positive and negative samples of different classes in the testing set2. 
The second experiment is a 2-class classification problem. To classify between Non-Critical 
(NSR) and Critical (VT and Vfib) arrhythmias. 3 selected classifiers and the hybrid fuzzy classifier 
are used to obtain the classification results. Table 4.8 shows the accuracy rate of each classifier. 
From the results, the hybrid fuzzy classifier and the neural-network classifier is able to outperform 
linear SVM classifier [101]. This shows that the linear SVM is not a suitable classifier for this 
classification problem, because there is no optimal boundary to separate between non-critical and 
critical class in the feature space. 
Table 4.8 Comparisons of 4 different classifiers accuracy rate for a 2-class problem. The testing 
set2 is used. 
 
Classifier type 
Accuracy Rate –  
Testing set(31NSR,29VT,30Vfib) 
Non-Critical (%) Critical (%) 
Hybrid Fuzzy 100 100 
Linear Support Vector Machine(SVM) 93.5 98.3 
k-NN 100 98.3 
Feed-Forward Neural Network (5-hidden layer) 96.6 98.3 
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Chapter 5     
 
Implementation and Evaluation 
 
5.1    Algorithm Implementation 
This chapter describes the implementation of  the developed algorithm on a mobile device 
platform. The selected mobile device platform is Google Android operating system, using the 
Eclipse Android SDK 4.16(Google Inc.) a software framework of the proposed algorithm is 
implemented in JavaTM programming language. The rest of the chapter is as follows, first, the 
specification of the Android application is discussed using Unified Modeling Language(UML) 
tool. Next, the components of the software framework of the  implementation will be discussed. 
Follow by a performance evaluation of the implemented algorithm in the mobile device 
environment. 
5.1.1    Specification 
The Android application is used as it offers to use functionalities to display, detect and analyze 
three different ECG arrhythmia in real-time. The ECG signal source can be streamed from a 
database file or via a Bluetooth data connection to ECG acquisition device. By default, the 
database file is selected as the ECG signal source. After an ECG signal source is acquired, user can 
choose to alter parameters of the detection and analysis algorithm in a Settings menu or to proceed 
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to the next activity to display the ECG signal. The heart beats will be shown on screen and a  
second-by-second waveform assessment will be made. By user activation, a result screen will be 
displayed next to show a detailed analysis based on the classification algorithm. The activity 
diagram in Figure 5.1 shows a simplified complete activities of the application.  
 
   
5.1.2    Software Framework 
The software framework is composed of four components.  First, is a data source 
service(DSS) that provides a data input stream from either a Bluetooth connection or a selected 
ECG series from the testing set2.  Second, is a signal processing service(SPS) that implements the 
fast wavelet transform method as discussed in Chapter 3. Third, is a graphical user interface(GUI) 
Launch Application 
 
Splash (welcome) 
 
Main Menu 
 
Analysis(display)
 
 
Settings 
 
Records 
 
Results 
 
Figure 5.1 Activity diagram of the application. 
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that displays the ECG series on screen with signal analysis feature. Lastly, is a data-mining 
service(DMS) that performs a classification of the ECG series based on the proposed algorithm. A 
detailed discussion of each component will be as follows. 
The data source service(DSS) provides the means to deliver an ECG data to the application for 
processing. It is implemented as an Android background service, which allows the data stream to 
remain constant and without loss of data. While independent from foreground process, the ECG 
data stream can be sourced from Bluetooth mode or database mode. In Bluetooth mode, the service 
will initiate a BluetoothSocket function provided by Google Android I/O library. This function will 
setup a Bluetooth connection with the ECG acquisition device and the ECG data will be  acquired 
as a input data stream. In database mode, the service will read from a text file of the pre-recorded 
ECG data and simulate the input data stream to the application. The JavaTM data stream format 
allows the real-time sampling to be performed by the application. The ECG data stream is passed 
to the signal processing service(SPS). In this processing step, the fast wavelet transform(FWT) 
technique of the proposed algorithm is used for removing noise from the acquired raw ECG signal. 
A ring buffer is setup to ensure the buffering operations required for FWT does not create overhead 
to the computational capacity of the mobile device.  
A graphical user interface(GUI) is setup to allow adjustments of algorithm parameters by 
Android SharedPreferences, viewing of previous ECG recording via selection menu and a real-
time  analysis plot of the ECG data series. To enable real-time plotting of the ECG signal in the 
application foreground , the Android library Asynctask Listener function is set on a plotting buffer, 
to track the buffer size. If the buffer is full, an Asynctask Update function is used to redraw the  
ECG line-plot. A peak-valley detector of the proposed algorithm is initiated every second to detect 
the R-peaks and perform a second-by-second assessment of the ECG series. The second-by-second 
assessment can be summarized by a decision tree as shown in Figure 5.1. The fore-mentioned 
assessment is based on expert-knowledge of normal sinus rhythm, where QRS complexes are less 
than 0.12sec and the number of beats per second is less than 2. When a second of the examined 
ECG series is being detected as abnormal arrhythmia, the abnormal ECG series will be highlighted 
in RED and a display counter at the bottom of the display will indicate the result. Shown in Figure 
5.2 are the screenshots of various user interfaces implemented in the application. The classification 
mechanism of the proposed algorithm is realized by the data-mining service. This service is 
implemented as a background process. A buffer is setup to sample every 10 seconds of the ECG 
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series, the features of the proposed algorithm is computed from this segment. The classification 
mechanism proposed in this study is implemented to generate the analysis results. Selected 
Android codes for implementing the proposed algorithm is provided in Appendix A. 
 
 
 
  
1 sec ECG segment 
R-peak detector 
Average QRS duration 
No. of R-peaks is <2 
is >0.12s 
ABNORMAL 
else 
else 
NORMAL 
(a) (b) (c) 
Figure 5.2 Screenshots of GUI of the implemented algorithm (a) Real-time plot of a Normal ECG signal (b) Real-time plot 
of an Abnormal ECG signal (c) Display of classification results from the proposed algorithm 
Figure 5.2 Decision tree of second-by-second assessment method 
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5.2    Android ECG App Evaluation 
In this section, a performance evaluation of the Android implementation is done in two parts. 
Part one will be an evaluation of the overall analysis capabilities of the implemented algorithm, 
using quantitative measure of sensitivity, specificity and accuracy. Part two will be an evaluation 
of the proposed algorithm run-time complexity in handling the computations. This evaluation is 
performed in database mode of SDS, and the testing set2 of 90 ECG signals are used for 
classification. A SamsungTM Galaxy S3 is the selected smart mobile device used in this evaluation. 
The confusion matrix is used in the first part of this evaluation to compute the classifier 
performance, as shown in Table 5.1.  From the confusion matrix, the sensitivity and specificity of 
the implemented algorithm for individual class is obtained. The implemented algorithm has an 
accuracy rate of 87.7% , an overall sensitivity and specificity of 88.18% and 93.83, respectively. 
Table 5.1 A confusion matrix of the implemented algorithm classification outcome for testing 
set2 
Prediction 
Class 
Actual 
Classes 
NSR VT Vfib 
NSR 28 1 2 
VT 0 25 4 
Vfib 0 4 26 
 
Table 5.2 Individual class and the proposed algorithm overall, specificity and sensitivity. 
Classes Sensitivity(%) Specificity(%) 
NSR 100 95.1 
VT 83.3 93.3 
Vfib 81.25 93.1 
Overall 88.18 93.83 
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The Android SDK has an application profiling library to track and summarize the time and 
storage complexity. The android.Util.traceView and TimingLogger function can be used to obtain 
the run-time complexity of all the methods called by the application. The second-by-second 
assessment of the ECG series is able to perform detection and complete the process in an average 
of 20ms, as an independent background process. In Figure 5.3 shows a code snippet of how the 
time-complexity is obtained. The proposed algorithm is initiated at every 10 seconds interval of the 
ECG series, and the data-mining process takes approximately 7 seconds to complete.  
 
 
The performance evaluation discussed shows that the proposed algorithm implementation is 
able to produce reliable real-time detection of normal and abnormal arrhythmia, by the second-by-
second assessment technique. The data-mining process with a hybrid fuzzy classification technique 
is suitable for mobile device computation, with a reasonable processing time of 7seconds. 
Furthermore, data-mining process produce good classification results with overall sensitivity, 
specificity and accuracy rate. 
Figure 5.3 A code snippet of the second-by-second assessment time-complexity measure by Android TimingLogger 
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Chapter 6     
 
Conclusions and Recommendations  
 
6.1    Conclusions 
The core purpose of this study is to propose and implement a real-time ECG arrhythmia 
detection and classification algorithm suitable for smart mobile device. From literature review, the 
critical arrhythmia waveform characteristics were identified. In addition, the limitations of Holter 
ECG monitoring were also recognized. One major limitation is the amount of noise artifact that 
may distort the ECG information. In order to achieve reliable detection, the ECG signal from 
mobile acquisition device must be pre-processed to remove noise artifacts. Conventional digital 
filtering methods are simple to implement, but may cause loss of ECG information in the filtering 
process, hence the wavelet transform(WT) analysis is considered. Using a continuous wavelet 
transform(CWT) an ECG signal can be decomposed into different level of coefficient, each level 
corresponding to a certain frequency. Hence, by reconstructing the signal without the noise 
frequencies coefficients, the noise artifacts would be removed. Moreover, WT is suitable for non-
stationary time-series analysis. 
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There have been many research done on ECG signal feature extraction and classification from 
literature. The techniques for feature extraction can be grouped into two categories, time-domain 
analysis and frequency-domain analysis. In time-domain temporal features are extracted from the 
ECG waveform morphology. The advantages of these features are its simplicity to implement and 
do not require high computational overhead. In frequency domain spectral features are based on 
the deviations in the normal electrical patterns that indicate cardiac disorders. Some advantages of 
these features are its high predictiveness and good accuracy in identifying different ECG activities, 
but these extraction methods are often more complex and hence, require more computational 
overhead. 
The classifying methods are based of statistical computation. Different classification models 
are suitable for different ECG features. Some classifier review in this study are hidden markov 
model(HMM), support vector machine(SVM), artificial neural network(ANN) and k-nearest 
neighbors(k-NN). Each type of classifier is suitable for different application. HMM is a highly 
accurate method when training dataset is large, hence, it requires lengthy classifier training period 
and it is suitable for long-term ECG analysis. SVM classifier performance is based on class 
distribution in the feature space, a training dataset with distinct features will increase the SVM 
classification rate. ANN classifier is a robust classifying method, the underlying human-learning 
model allow the  training of noisy or incomplete data through an approximation of the output 
targets. However, a minor drawback for this classification model is the requirement for diverse 
training set, to account for all possible output. The k-NN classifier is a local instance-based 
learning method, which make it effective in classification problems where the training data 
presents clear indications of relevant neighbors. Other advantages of this method are 
implementation simplicity, and it can use less complex local approximation to represent complex 
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output. The limitations of k-NN classifier are noise sensitivity in training set and low run-time 
performance when the training set is too large. These limitations can be overcome through training 
set data reduction. 
The ultimate purpose of a real-time detection and classification algorithm, is to make reliable 
analysis of the ECG signals in a short time-frame. Hence, some specifications for such an 
algorithm can be established. Firstly, the algorithm needs to have a good run-time performance and 
low computational overhead. Next, the algorithm must have the ability to perform reliable analysis 
of the ECG signal. The previously mentioned specifications forms the scope of investigation for 
this research. Some main findings are shown in the list below : 
• ECG signal feature of time domain nature can effectively differentiate between NSR, 
VT and Vfib arrhythmia waveform. Based on published work [90], which describes a 
cross-correlation coefficient wave(CCW) technique for analysis of ECG signal. By 
using different types of typical ECG waveform as a template for correlation, a 
coefficient value can be obtained to identify the observed ECG signal arrhythmia type. 
The outcome shows that VT and Vfib arrhythmia can be detected with high accuracy 
rate. 
• Effects on k-NN based classifier before and after feature selection of training set. The 
training set dimension is reduced by case-base editing technique. Using a common 
fuzzy k-NN classifier, both the non-reduced and the reduced training set are used for 
classification with a testing set of ECG signal feature vectors. The outcome was that 
the reduced training set is able to obtain a better classification accuracy rate. 
• Identified a fuzzy based classification technique as viable alternative to some other 
commonly used classifiers in ECG signal analysis. A performance comparison 
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between 3 classifiers was made. A proposed hybrid fuzzy classifier outperforms the k-
NN classifier and a feed-forward neural network classifier in classification accuracy 
rate, correct rate, sensitivity and specificity. 
• The proposed algorithm was successfully implemented on a mobile device and the 
performance evaluation shows promising results. The proposed data-mining algorithm 
is able to classify 3 classes of ECG arrhythmia with 88.18% sensitivity, 93.83 
specificity and an accuracy rate of  87.7%. Moreover, the algorithm has a reasonable 
run-time of 7seconds on average, when classifying a 10 second ECG series. 
All the findings lead to a conclusion of this research and a proposed algorithm that is 
suitable for real-time critical arrhythmia detection and classification. From experiment results 
shown in Chapter 4, the proposed algorithm shows competitive classification performance 
when compared to other conventional classifiers. In chapter 5, the proposed algorithm is 
successfully implemented on an Android mobile device and the performance evaluation shows 
good results.  
6.2    Recommendations 
Based on some observations made throughout this research. Recommendations can be made 
for further improvements and investigation into possible research areas.  
• A possible research investigation into the effectiveness of correlation analysis with 
other ECG arrhythmia morphology is recommended. As presented in this research, 
cross correlation wave (CCW) is a reliable method to identify 3 different types of ECG 
arrhythmia. Hence, there are possibility of some other ECG arrhythmia that can be 
classified by its’ waveform morphology. 
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• Investigate the effect on the algorithm, when using multiple templates for each type of 
ECG arrhythmia in feature extraction, instead of one template each arrhythmia. An 
increase in feature dimension may result in a more effective analysis algorithm. 
• Investigate the possibilities to further improve the proposed algorithm run-time 
performance by coding efficiency techniques. Each operating system platform has a 
unique architecture. Coding with better understanding of the programming library and 
platform design could improve the proposed algorithm performance.
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Appendix A. 
AsyncTask plot Updater 
protected class Update extends AsyncTask<Context, Integer, String> 
 { 
  @Override 
  protected String doInBackground(Context... params) 
  {  
   Intent intent = getIntent(); 
         String activity = intent.getStringExtra("activity"); 
         String match = "select"; 
         if (activity.equals(match)) 
         { 
          loadtis = ECGSelectActivity.filename; 
          } 
         else 
         { 
          loadtis = "sig"; 
          } 
          
         int resID = getResources().getIdentifier(loadtis, "raw", 
getPackageName()); 
         InputStream inputstream = getResources().openRawResource(resID); 
   Scanner scanner = new Scanner(inputstream); 
   int j = 0; 
   int before = 0; 
   int GoB = 0; 
   while (scanner.hasNext()) 
   { 
    x++; // X-value 
    y = scanner.nextDouble(); 
    signal.add(y); // read signal. 
    asec.add(y);// read 250datapoints 
if (asec.size() == 250)     
 //Sampling Frequency of ECG signal is 250Hz 
    { 
     timings.addSplit("secanalysis begins"); 
     ArrayList<Double> sec = new ArrayList<Double>();  
     sec = asec;      
     // copy 1 second segment 
     GoB = secanalysis.main(sec);    
// Second-to-Second assessment 
     counter = GoB;     
     // Boolean 0(Normal) 1(Abnormal)  
     counterp = 0; 
     asec.clear();     
     //clear Second-to-second assesment Buffer 
     offset = before; 
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AsyncTask plot Updater (continued) 
timings.addSplit("secanalysis done");  
//TODO Second-to-Second assessment timer ends 
    } 
    if (x == (offset + 251)) 
    { 
     xl = x; 
     yl = -2; 
     counterl = 1; 
    } 
    if (x == (offset + 252)) 
    { 
     xl = x; 
     yl = 2; 
     counterl = 1; 
    } 
    if (x == (offset + 497)) 
    { 
     mLineSeries.clear(); 
     counterl = 0; 
    } 
 
    if (counter == 1) 
    { 
     // getoutcome plot xu accordingly 
     xu = (offset) + (now * 2); 
     yu = signal.get((int) xu); 
// plot with copied asec 
     if (secanalysis.minsecx.size() != 0) 
     { 
      int max = secanalysis.minsecx.size(); 
// Second-to-Second assesments 
      if ((xu - offset) >= secanalysis.minsecx 
        .get(max - 1)) 
      { 
       counter = 0;// stop plotting 
       counterp = 1; 
       now = -1; 
       secanalysis.minsecx.clear(); 
      } 
      now++; 
     } 
    } 
    if (x >= (offset + 490)) 
    {// 2frames 
     mClassSeries.clear(); 
    } 
    publishProgress(j); 
   } 
    
   return "COMPLETE!"; 
  } 
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Second-by-second assessment function 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
public class secanalysis 
{ 
 private static ArrayList<Double> minsecy = new ArrayList<Double>(); 
 private static ArrayList<Double> maxsecy = new ArrayList<Double>(); 
 private static ArrayList<Double> maxsecx = new ArrayList<Double>();  
 public static ArrayList<Double> minsecx = new ArrayList<Double>(); 
 public static int main(ArrayList<Double> seg) //throws IOException 
 { 
  maxsecx.clear(); 
  minsecy.clear(); 
  maxsecy.clear(); 
  ArrayList<Double> trueX = new ArrayList<Double>(); 
  ArrayList<Double> trueY = new ArrayList<Double>(); 
  ArrayList<Double> diff = new ArrayList<Double>(); 
  double average = 0; 
  int R=0; 
  double qrs=0; 
     getPeak(seg); 
     double factor = Collections.max(maxsecy); 
     double thres = factor * 0.6; 
     //find true peaks 
     for (int i=0; i<maxsecx.size(); ++i){ 
      if (maxsecy.get(i)>=thres){ 
       trueY.add(maxsecy.get(i)); 
       trueX.add(maxsecx.get(i)); 
      } 
     } 
      
     //find QRS complexes 
     if (minsecx.size() >= 2) 
     { 
      for (int j=0; j<(trueX.size()); j++) 
      { 
       for (int i=0; i<(minsecx.size()-1); i++) 
       { 
if (minsecx.get(i)<trueX.get(j) && 
minsecx.get(i+1)>trueX.get(j)) 
        { 
         double val = minsecx.get(i+1)-minsecx.get(i); 
         diff.add(val); 
         } 
        } 
       } 
      } 
//determine QRS complex type 
     if (diff.size() > 1){ 
      for (int i=0; i<diff.size()-1; i++) 
{ 
       average += diff.get(i); 
       } 
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qrs = average/diff.size(); 
      } 
      // based on healthy QRS complex 0.06secto0.1sec 
       
     if (qrs>=30 && trueX.size() > 2 ) 
     { 
      R = 1;//abnormal(1) 
      } 
     else{ 
      R = 0;//normal(0) 
      } 
  return R; 
 } 
 
 public static ArrayList<Double> getPeak(ArrayList<Double> wave) 
 {//TODO Fix again 
  double mx = Double.NEGATIVE_INFINITY; 
  double mn = Double.POSITIVE_INFINITY; 
  double mxpos = Double.NaN; 
  double mnpos = Double.NaN; 
  double delta = 0.15; 
  boolean LFM = true; // Look for Max 
  int itr = wave.size(); 
  //findPeak of Max and Min 
  for (int j = 0; j < itr-1; j++) 
// find max and min Y peak amplitude. 
  { 
   double tis = wave.get(j); 
   if (tis > mx) 
   { // syntax correction 
    mx = tis; 
    mxpos = j; 
   } 
   if (tis < mn) 
   { 
    mn = tis; 
    mnpos = j; 
   } 
    
   double mxd = mx - delta; //set threshold  
   double mnd = mn + delta; 
   if (LFM == true) 
   { 
    if (tis < mxd) 
    { 
     maxsecy.add(mx); 
     maxsecx.add(mxpos); 
     mn = tis; 
     mnpos = j; 
     LFM = false; 
     } 
    } 
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Classifier Class 
 
 
 
 
 
 
else if(LFM == false) 
   { 
    if (tis > mnd) 
    { 
     minsecy.add(mn); 
     minsecx.add(mnpos); 
     mx = tis; 
     mxpos = j; 
     LFM = true; 
     } 
    } 
   } 
   //i++; 
  return null; 
  } 
}     
public abstract class Cfier extends Context 
{ 
 // Load training Set 
 public static ArrayList<Double> tl = ECGSplashActivity.LABEL_LIST; 
// get label in Int(1,2,3) == ( NSR, VT,VF) 143 samples 
 public static ArrayList<Double> f1 = ECGSplashActivity.F1_LIST;// feature 1 
 public static ArrayList<Double> f2 = ECGSplashActivity.F2_LIST;//feature 2 
 public static ArrayList<Double> f3 = ECGSplashActivity.F3_LIST;//feature3 
 public static ArrayList<Double> f4 = ECGSplashActivity.F4_LIST;//feature4 
 public static ArrayList<Double> realdist = new ArrayList<Double>(); 
 public final static int k = 5; 
 public double[] ifeat = new double[4];// 
 int[] L; 
 static int m = 2; 
 
 // compute distances of all training set points from testing point 
 public static ArrayList<Double> getDist(double[] IN) 
 { 
  ArrayList<Double> back = new ArrayList<Double>(); 
//create return doubleArray size == LabelArray size 
  double dist1; 
  double dist2; 
  double dist3; 
  double dist4; 
  //double input = IN[0] + IN[1] + IN[2] + IN[3]; 
//sum of a query point 
  for (int i = 0; i < tl.size(); i++) 
  { 
   dist1 = Math.abs(IN[0] - f1.get(i)); 
   dist2 = Math.abs(IN[1] - f2.get(i)); 
   dist3 = Math.abs(IN[2] - f3.get(i)); 
   dist4 = Math.abs(IN[3] - f4.get(i)); 
   double sqr = Math.pow(dist1, 2)+Math.pow(dist2,  
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double dist = Math.sqrt(sqr);//TODO 
   back.add(dist); 
  } 
  realdist=back; 
  return back;//distance between a query pt and training pts 
 } 
 
 // get k nearest neighbor to test point in feature space 
 public static double[][] getK(ArrayList<Double> dist) 
 { 
  double[][] R = new double [k][2]; 
  ArrayList<Double> temp = dist;//TODO 
  ArrayList<Double> lab = new ArrayList<Double>(); 
  lab = tl;//0-59(NSR) ,60-118(VT) ,119-174(VF) 
  Collections.sort(temp); 
//sort dist(input) in ascending order, smallest 1st 
  for (int i = 0; i <= k - 1; i++) 
  { 
   double ind = temp.get(i); 
//get i th of k closest neighbor distance value 
   int pos = realdist.indexOf(ind); 
//use distance value to search for label 
   R[i][0]=ind; 
   R[i][1]=lab.get(pos);// [R][C] //get label from template label 
  } 
  return R;// R return structure dist(0th column) & label(1st colum) 
 } 
 
 // compute k nearest point fuzzy weight 
 public static double[][] getWeight(double[][] knear) 
 { 
  double[][] weight = new double[knear.length][2]; 
  for (int i = 0; i < k - 1; i++) 
  { 
   weight[i][0] = Math.pow(knear[i][0], (-1 / (m - 1))); 
//fuzzy k-nn computation 
   weight[i][1] = knear[i][1]; 
  } 
  return weight; 
 } 
 
 // Get Fuzzy K-NN classification result(NSR=1,VT=2,VF=3) 
 public static int getFKNN(double[][] weight) 
 { 
  double v1 = 0; 
  double v2 = 0; 
  double v3 = 0; 
  double sum = 0; 
  int back; 
  for (int i = 0; i < weight.length; ++i) 
  { 
   sum += weight[i][0]; 
  } 
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//sort k neighbor type 
  for (int i = 0; i < (weight.length) - 1; i++) 
  { 
   if (weight[i][1] == 1) 
   { 
    v1 = v1 + weight[i][0]; 
   } 
   else if (weight[i][1] == 2) 
   { 
    v2 = v2 + weight[i][0]; 
   } 
   else 
   { 
    v3 = v3 + weight[i][0]; 
   } 
  } 
  //return k dominant type 
  if ((v1 / sum) > (v2 / sum) && (v1 / sum) > (v3 / sum)) 
//weight V1 dominant 
  { 
   back = 1; 
  } 
  else if ((v2 / sum) > (v1 / sum) && (v2 / sum) > (v3 / sum)) 
//weight V2 dominant 
  { 
   back = 2; 
  } 
  else 
  { 
   back = 3; 
  } 
  return back; 
 } 
