Abstract. This paper investigates certain methods of training adopted in the Statistical Machine Translator (SMT) from English to Malayalam. In English Malayalam SMT, the word to word translation is determined by training the parallel corpus. Our primary goal is to improve the alignment model by reducing the number of possible alignments of all sentence pairs present in the bilingual corpus. Incorporating morphological information into the parallel corpus with the help of the parts of speech tagger has brought around better training results with improved accuracy.
Introduction
In SMT [1] , by using statistical methods, a learning algorithm is applied to huge volumes of previously translated text usually termed as parallel corpus. By examining these samples, the system automatically translates previously unseen sentences. The statistical machine translator from English to Malayalam as discussed in [2] , uses statistical models to acquire an appropriate Malayalam translation for a given English sentence.
A very large corpus of translated sentences of English and Malayalam is required to achieve this goal. In the current scenario there exist only very few numbers of such large corpora and the sad part is that they do not come with word to word alignments. However, there are techniques by which the large corpora is trained to obtain word to word alignments from the non-aligned sentence pairs [6] .
In training the SMT, sentence pairs in the parallel corpus are examined and alignment vectors are set to identify the alignments that exist between the word pairs. A number of alignments is present between any pair of sentence. As the size of the corpus and the length of the sentence vary, the process of building the alignment vectors for sentence pairs becomes a challenging task. Moreover in training, representing the alignments using alignment vectors takes up major part of the working memory.
It has been observed that many of the alignments in a sentence pair are insignificant and carry little meaning. By removing these insignificant word alignments from the sentence pairs, the quality of training is enhanced. In this paper a discussion is done about the alignment model which uses morphological information for removing the irrelevant alignment pairs. The training technique adopted to find the word to word translation in SMT is also discussed. The paper also highlights the changes occurring in the training process when morphological knowledge is introduced into the corpus.
The rest of this paper is organized as follows: In Section 2 the motivation to initiate this work is portrayed. Section 3 presents the details of the training performed in the parallel corpus. In Section 4, the method of incorporating morphological knowledge into the corpus and the modified alignment model is presented. The observations and the outcomes achieved by adopting the new alignment model is discussed in Section 5. Finally, the work is concluded in Section 6.
Motivation
Owing to the fact that English and Malayalam belong to two different language families, various issues are encountered when English is translated into Malayalam using SMT. The issues start off with the scarcity in the availability of English/Malayalam translations required for training SMT. The functioning of SMT completely rely on the parallel corpus. Less number of these resources in the electronic form adds on to the difficulty of implementing SMT.
Moreover in the bilingual translations available, a one to one correspondence between the words in the sentence pair is hard to find. The reason behind this occurrence is solely the peculiarity of Malayalam language. Due to the agglutinative nature of Malayalam [8] , a linguist when asked to translate sentences into Malayalam, have a wide range of options to apply. The words "daily life" is translated as "നിേതയ്നയുll ജീവിതം "(nithyenayulla jeevitham) or "നിതയ്ജീവിതം" (nithyajeevitham) according to the will of the linguist. Even though the two translations share the same meaning, there is a difference of latter being a single word. Scope of occurrence of such translations cannot be eliminated and hence certain sentence pairs may lack a one to one mapping between its word pair.
In training, the entire corpus is examined and statistical methods are adopted to extract the appropriate meaning for a word. An alignment model is defined in training which sets all the possible alignments between a sentence pair. The amount of memory required to hold these alignments is a problem which cannot be overlooked. Lengthy sentences worsen the situation since word count of the sentence is the prime factor in determining alignments. In the pre-processing phase suffixes are separated from the Malayalam words in the corpus. Suffix separation results in further increase of sentence length which in turn increases the number of word alignments.
Certain suffix doesn't have a correct translation when they stand alone in the corpus. Hence setting alignments for such suffixes doesn't have any significance in training. Eliminating them from the corpus before the training phase brings down the word count of the sentences and thereby the number of alignments too.
Similarly many insignificant alignments is avoided by scrutinizing the structure of the sentence pair. Close observation reveals the fact that many words belonging to
