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Smart cars learn from gathered operating data to add value to the users’ driving 
experience and increase security. Thereby, not only users benefit from these data-
driven services; various actors in the associated ecosystem are able to optimize their 
business models based on smart car related information. Continuous collection of data 
can defy users’ privacy expectations, which may lead to reluctant usage or even refusal 
to accept services offered by smart car providers. This paper investigates users’ 
privacy expectations using a vignette study, in which participants judge variations of 
smart car applications, differing with respect to factors such as data transmission and 
the type of information transferred. We expect to identify application dependent privacy 
expectations, that eventually yield insights on how to design smart car applications and 
associated business models that respect users’ privacy expectations. 
Keywords:  Smart cars, smart vehicles, contextual privacy, privacy expectations 
Respecting Smart Car Users’ Privacy: Why Expectations Matter 
Smart cars can be defined as semi-autonomous vehicles that possess the ability to handle information 
from sensors to plan and execute vehicular motion control in a similar way to that done by human 
drivers (Wang and He, 2011). Depending on the degree of automation, they possess three main abilities 
that are self-driving, self-learning and self-controlling (Westerhoff, 2017), by which they are able to 
perform a variety of driving functions ranging from pre-trip decisions (e.g. trip generation or modal 
choices) to in-trip functionalities (e.g. speed regulation or maneuver) and post-trip features (e.g. 
automated parking). The realization of smart car functionalities requires the transmission and 
processing of ‘big data’ that is produced while using a smart car, thus, an enormous amount of private 
user data is generated and accumulated (Eckhoff and Sommer, 2014; Engoulou et al., 2014). 
Consequently, the dark side of smart car usage is that data, which is generated, broadcasted and stored 
on mobile accessible storage locations opens up the possibility for exploiting the weaknesses of data 
transmission and storage, which threatens data security and, thus smart car users’ privacy (Eckhoff and 
Sommer, 2014; Engoulou et al., 2014). However, effective privacy protection in smart vehicle scenarios 
is often not an integral part of the research agenda and also frequently neglected in field trials Eckhoff 
and Sommer, 2014).  
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Taking privacy into perspective may be an integral part of future smart car business models in order to 
prevent users’ reluctance or even unwillingness to use smart cars and associated data-driven services 
(McFarland and Hamilton, 2006). In order to design business models that obey users’ expectations 
towards privacy, privacy expectations and associated concerns must be understood as perception that 
forms because of individual characteristics and/or situational cues (Smith, Dinev and Xu, 2011). 
Accordingly, social cognitive theory posits that behavior is selective for a particular individual in a 
current environment, i.e. context (McFarland and Hamilton, 2006). Based on this, it can be expected 
that, different privacy expectations will evolve depending on the smart car application in question 
(Martin, 2012). Following Martin (2012) research must shift its focus from asking, if a person has some 
expectations to what are the privacy expectations of a particular user group for a given context. 
Accordingly, we propose a research attempt that seeks at exploring privacy expectations depending on 
three distinct smart car functionalities. The associated research question (RQ) is: 
RQ: What are smart car users’ contextual privacy expectations that evolve and adjust 
depending on the introduction of three distinct smart car functionalities? 
To answer this RQ, privacy as contextual integrity is introduced as concept, with a particular emphasis 
on the question, why certain patterns of data flow and usage provoke public outcry in the name of 
privacy and why some do not (Barth et al., 2006). To this end, a vignette study is proposed, which is a 
research method for investigating respondent’s believes, attitudes or judgments (Atzmüller and Steiner, 
2010). Vignettes are designed in such a way that they reflect the actual usage and usage conditions of 
the three proposed smart car functionalities. Hopefully, this will provide insights on the question which 
privacy expectations evolve and how they adjust given a certain context. 
The remainder is structured as follows: In the following section, the smart car ecosystem and the data 
flow within it is described. Subsequently, three smart car functionalities are introduced that are realized 
within the smart car ecosystem and are used as reference objects in the following study. The subsequent 
section elaborates on the concept of contextual privacy and privacy norms that play a key role for the 
development and adjustment of individual privacy expectations given the introduced applications. 
Based on this, a vignette study is proposed that aims at revealing privacy expectations for the three 
proposed smart car applications. Lastly, expected results are discussed and a conclusion is provided. 
Smart Car Ecosystem and Data-Driven Applications 
The smart car ecosystems and data transmission between actors are illustrated in the following section. 
Subsequently, three smart car functionalities (in the following: applications) are proposed that are 
realized on the basis of the ecosystem and serve as reference objects for the endeavored study. 
The Smart Car Ecosystem: Actors and Information Flow 
Smart cars require extensive amounts of data in order to operate efficiently. To this end, they are 
equipped with a variety of sensor technologies to detect their surrounding and receive information via 
different, mostly wireless communication systems (e.g. car-to-car, car-to-road communication). These 
data are used by the car to learn and subsequently to suppose or even make (semi-)autonomous 
decisions. Moreover, data produced by the smart car can in turn be collected by actors in the smart car 
ecosystem in order to improve existing service or add additional functionalities to the smart car. A 
simplified illustration of the smart car ecosystem and the associated data acquisition and transmitting 
process is provided in Figure 1. 
The ecosystem consists roughly out of four different interest groups that can be clustered according to 
Stocker and Kaiser (2016) as follows: primary end-user, secondary end-user, service provider and cloud 
provider. Primary end-user are those users that drive smart cars and, thereby produce data that are 
utilized to offer new services to them vice versa, e.g. driving style visualizations analysis offered by 
service providers (Stocker and Kaiser, 2016). However, before other actors can use the data generated 
by smart car usage, they must be transmitted via wireless communication technologies and subsequently 
stored in an appropriate environment that is typically a mobile accessible cloud, provided by a cloud 
service provider (Engoulou et al., 2014). Once stored on the cloud, smart car service provider may use 
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smart vehicle data to develop products or services for the primary or secondary end-user. Primary end-
user that use these service generate additional data that can be directly used and processed by the service 
provider. Secondary end-user might be organizational units such as fleet operators that obtain 
information about the smart car operation profile either directly from cloud service provider or through 
data-driven service providers that allow to optimize products and services (Stocker and Kaiser, 2016). 
Given this ecosystem, in the following, we will propose three distinct applications that build upon data 
generated by smart cars, which serve as research objective for the planned vignette study. Notably, 
implied threats for users’ privacy might vary substantially between the proposed applications., thus, we 
expect divergent privacy expectations to emerge. 
 
Figure 1. Data Acquisition and Processing in the Smart Car Ecosystem 
Proposed Smart Car Applications and Associated Privacy Issues 
Three applications that are driven by smart car data are introduced in the following. Even the existing 
sensor technology of today’s production vehicles already allow the collection of a whole spectrum of 
data for different purposes. With the introduction of smart cars, the possibility to gather, transfer and 
process this data, increases further, which implies serious threats to the drivers’ privacy, if the data is 
not aggregated, distorted and properly processed. Esser et al. (2018) addressed this issue by proposing 
the use of stochastically generated representative testing cycles (RTCs ) to avoid time-linked 
information and the revelation of individual profiles out of fleet data. Based on these RTCs they 
proposed the following three applications. Despite they have shown that the method of stochastically 
generated RTCs outperforms common used methods with respect to the cycle quality and computational 
efficiency, its privacy-preserving character as well as expectations of users towards these smart car 
applications and the underlying synthesis have not been demonstrated so far (Esser et al., 2018).  
Prognosis of the default probability: Smart car data, such as component load data collected by sensors 
or reconstructed using so-called software-based sensors (reconstruction of physical load values without 
additional sensor hardware) can be analyzed to predict the probability of defaults for different car 
components based on its capability to cope with load capacity. The prediction of failure and remaining 
service life is based on fatigue estimation using damage models and can be executed in real time on a 
smart vehicle (Foulard et al., 2015). Value from this first application results from its usage as a tool for 
predictive maintenance and ad hoc driver information, but can also be used to optimize the 
dimensioning of components on the basis of actual component load profiles (Foulard et al., 2016). 
Moreover, the maximization of a car’s remaining service life, e.g. in the context of fleet management 
can be achieved. In order to protect users’ privacy, data must be aggregated and distorted to some extend 
in order to avoid that sensible data of a single vehicle or driver can be reconstructed. To realize default 
probability prognosis, aggregated datasets of load or stress signals are required, e.g. frequency 
distribution matrices (Foulard et al., 2015), which is an advantage for privacy persevering analysis. 
Further information about vehicle location or exact driving characteristics are not needed.  
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Synthesis of Representative Driving Cycles: The collection and analysis of driving operation data is 
of fundamental importance for the precise estimation of vehicle properties, e.g. exhaust gas emissions, 
the development and improvement of car components, and the optimization of vehicle operating 
strategies. The driving characteristics are represented by driving cycles that are used during 
measurements on a test rig in a simulation-based evaluation of the vehicle behavior. Assumptions about 
driving cycles substantially influence the results of different tests. Therefore, driving cycles must be 
representative for the actual usage profiles. As shown in Esser et al. (2018) it is possible to synthesize 
representative driving cycles for the whole fleet, a specific user group or an individual, based on 
aggregated driving operation data. Given the fact that raw time series data is not needed for this 
application, privacy of users seems not to be seriously affected at a first glance. However, to enable the 
synthesis of representative driving cycles more information about the users’ typical driving 
characteristics are needed, which results in a higher privacy risk for the second application compared 
to the first. This is because aggregated data of vehicle dynamics information is required to synthesize 
valid driving cycles, from which stress and load signals can be reconstructed as well. 
Geographical Data for Marking Dangers: Geographical GPS data with or without time stamp can be 
used to mark dangers on driving routes to prevent potential accidents and impairments of persons or 
subjects. Smart vehicles can react to such information by proposing alternative routes, automatically 
avoiding the dangerous area or adapting the driving behavior in the critical area. While this is probably 
the most valuable application in terms of driving safety, which is expected to be one of the most 
accepted use cases of smart car related data from a users’ perspective, privacy threats might be the 
greatest using geographical data. In particular, the first and second application proposed above only 
used load and driving dynamics related information, while this application can cause location privacy 
issues that are much more sensible. To protect privacy, it is therefore important to enable an anonymous 
marking of dangers. However, even if this criterion might be difficult to meet in reality, at the end, the 
acceptance of this application through users depends on individual considerations and the trade-off 
between expected benefits and possible privacy threats. 
Capturing Privacy Expectations for Smart Car Applications: A User Perspective 
Privacy has been shown to be of contextual nature, meaning that privacy perceptions depend on specific 
contexts that are defined as stimuli, existing in the environment external to the individual (Mowday and 
Sutton, 1993; Smith et al., 2011). Consequently, privacy can mean different things to different 
individuals and, hence, the roots of consequences of privacy expectations and associated violations are 
also contextual. Given changing contexts, individuals continually engage in adjustment processes, in 
which desires for privacy are weighted against other desires (e.g. disclosure, communication). Thereby, 
adjustments are also influenced by further external factors, such as social pressure, political norms as 
well as the process of surveillance (Smith et al., 2011). In information systems (IS) research, the most 
often cited contexts are related to (i.) the type of information collected from individuals, (ii.) the use of 
information by sector, (iii.) political context, e.g. law enforcement and (iv.) technological applications. 
We will refer to contextual changes related to the fourth context, by investigating how technological 
applications (the introduced smart car applications) influence privacy expectations and thus perceptions 
of privacy violation (Acquisti and Varian, 2005; Bruner and Kumar, 2007; Dinev et al. 2009).  
In order to capture user privacy expectations, it is important to understand how perceptions on privacy 
evolve and adjust given a specific smart car application. Theory on contextual privacy knows two 
overarching set of norms that are involved in this process: appropriateness and distribution (Table 1). 
Appropriateness is a way to signal whether the type of information in question conforms to the relevant 
information norms, depending on the context, the role, and the subject of personal information. This 
implies that information privacy cannot be captured by using an ‘ownership of information’ model or 
by the partitioning of information into public or private types of information (Barth et al., 2006). 
Furthermore, for users’ privacy expectations, it does not only matter whether information is appropriate 
or inappropriate, but also whether its distribution or the flow of information respects contextual norms 
(Nissenbaum, 2004). Thereby, information can be distributed between different entities that are 
typically defined as the information subject (the one, about whom information is about), the agent and 
the principal (the one from whom the information flows and the one to whom the information flows) 
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(Barth et al., 2006; Martin, 2012). Additionally, the concept of informational norms can be used to 
describe the process of the formation of privacy expectations. Informational norms capture transmission 
principles and the conditions that are present, when information flows from one entity to another. One 
well known transmission principle is confidentiality, however, several other principles might be 
involved, such as reciprocity, which implies bi-directional information flow (e.g. a friendly relationship 
between entities) to multi-directional information flows and principles (Barth et al., 2006). In the 
following these set of norms will be used to assess individual’s contextual privacy expectations 
depending on which type, why, how, and to whom information flows. Notably, we expect that these 
privacy norms guide users’ privacy expectations and their decision to use or not to use a certain 
application, based on the users’ assessment to which extent their expectation are fulfilled. 
Table 1. Norms involved in perceptions on contextual privacy 
Set of Norms Description Author 
Appropriateness 
Within a given context, is the type of information about an individual 
allowable, expected or even demanded to be revealed? 
(Nissenbaum, 2004) 
Distribution  
Does the distribution or flow of information respects contextual norms 
of information flow? 
(Nissenbaum, 2004; 
Barth et al., 2006) 
While the theoretical foundation of contextual privacy is well-known in IS research, to the best 
knowledge of the authors, the proposed research attempt is one of the first studies that applies the 
concept of conceptual privacy and, consequently, users’ privacy expectations to the context of smart 
car applications. In particular, scientific papers discussing privacy implications of smart cars foremost 
take a top down approach, by discussing privacy issues on a rather theoretical level (Hubaux et al., 
2004; Dötzer, 2006; Cottrill, 2009). Studies in other research fields, however, have shown the 
importance of integrating the users’ view, given the fact that innovation does not only imply 
technological, but also cultural changes (Verbong et al., 2013). Accordingly, Verbong et al. (2013) 
showed the importance of including the stakeholders’ views into the development and implementation 
phase of technological projects. We follow this conception by proposing this study that aims at assessing 
users’ privacy expectations in the context of smart car applications.  
Methodological Approach and Vignette Design 
In order to assess the previously posed research question, a factorial vignette study will be conducted 
to identify privacy factors and their relative importance, i.e. privacy norms, that respondents take into 
consideration in making judgment about privacy, given each of the proposed smart car applications. For 
respondents, vignettes are fictive descriptions of a situations that are judged by them. For researcher, 
vignettes represent different combinations of dimensions (factors) or various factor levels, which are 
included on account of their presumed relevance as determinants of the judgement of interest 
(Wallander, 2009). The first step in designing a vignette study is the construction of a whole population 
of different vignettes that consist of dimensions and values, which must be presented to respondents for 
determine their beliefs, attitudes, and judgements (Atzmüller and Steiner, 2010). Dimensions and factor 
levels proposed in the endeavored vignette study are presented in Table 2 and classified according to 
sets of norms, which are expected to be involved in the respondents’ assessments. The dimension entity 
1 (agent) and entity 2 (principal) result from the presented smart car ecosystem, that shows from whom 
and to whom information is possibly transmitted (Stocker and Kaiser, 2016). Factors levels related to 
the dimension of transmission, are chosen following Barth et al. (2006), indicating that the transmission 
principle and the resulting distribution of data between entities may be the most distinctive aspect to 
privacy norms. Particularly, transmission principles are expected to defined the conditions that regulate 
the flow of information between entities, whereas in Table 2, the most obvious principles for the 
proposed smart car applications are listed as factor levels. Moreover, Barth et al. (2006) emphasized 
that for assessing contextual privacy, a simple dichotomy between public and sensitive, i.e. private data 
is not sufficient. To assess appropriateness, it is rather important to distinguish between different types 
of information in order to assess whether the information in question conforms to the relevant 
informational norm (Barth et al., 2006). Lastly, we assume that to protect users’ privacy in the proposed 
smart car applications, at least some form of aggregation, i.e. a distortion of raw serial data must happen 
in order to avoid that individual and/or car specific data can be retraced by third parties or attackers. 
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Table 2. Proposed Vignette: Preliminary Dimensions and Values 




Entity 1 (agent) 
[Primary End-User; Secondary End-User; 
Cloud Service Provider; Service Provider] 




[Primary End-User; Secondary End-User; 





[Transmission principle: no transmission; 
one-directional; bi-directional; multi-
directional] 
Which principle underlies 
information transmission 




[Personal Data, Geographical Data; Car-
Related Data; Driving-Related Data] 
Which type of 




[Transmission medium: no transmission; 
wire connection; wireless connection] 
Through which medium is 
information transmitted? 
Information 
Data Distortion [Aggregation level: low; middle; high] 
To which degree is 
information aggregated? 
Appropriateness 
Based on the different dimensions and factor levels, the vignette study will result in a vignette 
population of 4 x 4 x 4 x 3 x 4 x 3 x 3 = 6,912 different vignettes. Following Atzmüller and Steiner 
(2010), large vignette population as presented above are typically used when substantive theory does 
not allow for reduction of the population by dropping some factor levels. At the current state of the 
study all factor levels seem necessary and not reducible by theory, however, they remain open for 
discussion, when all vignettes are designed for a pre-test. However, even if the number of vignettes can 
be reduced, we expect that the overall amount will not drop substantially, thus, participants are probably 
not able to judge each and every vignette. For the sake of clarity, table 3 shows a possible vignette that 
will be open for judgment by the participants. The terms in brackets show the possible combinations of 
factor levels that can be used when assessing the application that uses smart car data to mark dangers 
on users’ driving route. Participants are, among others, asked whether or not they are willing to use an 
application as described in the vignette. Based on their agreement or disagreement, we expect to be able 
to extrapolate on the extent to which users’ contextual privacy expectations are fulfilled. A preliminary 
study is envisaged to adjust the vignettes and associated questions, if necessary.  
Table 3. Exemplary Vignette: Danger Marking 
Imagine you are sitting in a smart car. Before you start driving you can decide whether or not you want to use an application 
that marks dangers on your driving route and adjusts your route in real-time. To offer this service [personal data, 
geographical data; car-related data; driving-related data] need to be known and are sent from the [end-user, secondary 
end user; cloud service provider; service provider] to another [end-user, secondary end user; cloud service provider; service 
provider] to evaluate potential dangers on your route. The data transmission between these entities is [one-directional; bi-
directional; multi-directional] and data is transferred using a [wire connection; wireless connection]. In order to not to 
infringe your privacy data is aggregated and distorted to a [low, medium, high] degree.  
Would you use this application? 
As the study aims at exploring users’ expectations, we are optimistic that a special recruitment of 
participants (for instance, with special knowledge or characteristic) is not necessary. In fact, the study 
design implies that people, which are exposed to the vignettes, can imagine the scenario in a best 
possible way. Thus, overall different kind of participants should be able to assess the vignettes without 
further knowledge on smart car applications and/or related concepts. Irrespective of the sampling, the 
expected amount of vignettes requires partitioning of the vignette population according to a confounded 
factorial research design, which results in the confounding of higher order effects with the set effect, 
following Kirk (1995) as well as Atzmüller and Steiner (2010). In order to avoid too strong partial and 
complete confounding of interaction effects, the number of vignettes per set must be as high as possible, 
while respecting the participants capabilities in order to avoid fatigue effects from too large vignette 
sets (Atzmüller and Steiner, 2010). In order to mitigate the issue of fatigue effects we follow Martin 
(2012) and will offer participants the opportunity to opt out after 10, 20, or 40 vignettes. Moreover, the 
proposed vignette study will yield two-leveled effects (i.e. a first level, representing the vignette level, 
and a second level representing the respondent level that are control variables). In order to analyze 
respondents’ answers, an analysis of the (co-)variance using an ANOVA setting will be first conducted, 
and second, a multilevel analysis following Atzmüller and Steiner (2010). Thereby, differences between 
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respondents’ judgements are expected to be revealed and individual privacy norms depending on the 
introduced vignette will be hopefully discovered (Martin, 2012). We expect that answers will reveal 
users’ trade-off between privacy concerns on the one hand and an increased driving safety on the other 
hand. Especially, at several points security aspects will probably outweigh privacy concerns, despite 
privacy risks might be very high from a theoretical viewpoint. For instance, the automatic danger 
marking might be an application that is appreciated by participants due to the fact that its increases 
driving safety substantially, However, the risks to privacy are evident, given the fact that geographical 
data are processed for the localization that – together with other car and user-related data – might 
provide a comprehensive profile of the smart car user that can be used by third parties (Jain et al., 2001).  
Conclusion and Expected Contribution 
This paper elaborates on the question: what are smart car users’ contextual privacy expectations that 
evolve and adjust depending on the context, i.e. the used smart car application? A vignette study is 
proposed to assess values, attitudes and norms that are associated with vignettes, which serve as 
multidimensional descriptions of three particular and previously introduced smart car applications. We 
hope to contributed to the usage and scope of the concept of privacy as contextual integrity in IS 
research. On a theoretical level, our study will contribute and create valuable insights to the use of the 
concept of contextual privacy in IS research and related fields. Various studies showed that user privacy 
expectation depends on the context, such as Shi, Xu and Chen (2013) and Criado and Such (2015). This 
implies that data-driven services and businesses must not only respect static privacy assumptions but 
also individuals’ contextual privacy expectations. Especially, if there is evidence for significantly 
divergent individual privacy expectations, depending on specific situational factors, we expect that we 
can uncover social and individually structured user judgement of the smart car application in question. 
Based on this, it is possible to derive practical implications for designing smart car applications that 
respect users’ contextual privacy expectations. We are optimistic that the insights from this study, will 
guide further studies taking a user experience (UX) perspective, in order to improve visualizations that 
assist users in handing smart car applications (Ntoa et al., 2017) and to assess their privacy risks 
appropriately. Moreover, we think that interesting insights will emerge from looking simultaneously on 
user interaction with smart car application and big data processing as well as the co-creation in big data 
analytics (Costa et al., 2012; Xiaomeng et al., 2014). 
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