Abstract -This paper considers the issues involved in case, it should be noted that different kinds of developing a generic problem solver to be used within a grid instrumentation will have completely different ways of environment for the monitoring and control of collecting information and that, in contrast to a particular instrumentation. The specific feature of such an environment implementation of a classical grid, this information will be is that the type of data to be processed, as well as the markedly heterogeneous. This makes it necessary to problem, is not always known in advance. Therefore, it is necessary to develop a problem solver architecture that will develop a problem solver with a generic structures-n address this issue. We propose to analyze the performance Of other words, a problem solver that is able to process data the problem solving algorithms available within the WEKA Moreover, in developing the problem solver we should I INTRODUCTION concentrate not only on processing and analysis techniques The rapid development of grid-enabled services is mainly but also on the development of explanation techniques [8]. driven by the need to use large computational resources in We will refer to a generic problem solver as being a such applications as meteorology, Human Proteome problem solver that is capable of adapting to and solving a Folding or the processing of medical data. While remote generic problem [9]. One of the ways to approach the control of, and data collection from, instrumentation was development of a generic problem solver is to develop one part of the initial grid concept most recent grid algorithm along with a technique to "fit" into the problem developments have been concentrated on the sharing of domain, for example by utilizing the domain ontology distributed computational and storage resources.
algorithm for a given type of data. For this purpose the The diverse roles of problem solvers, such as problem algorithms have been tested using 51 datasets either drawn recognition, definition and analysis, data management and from publicly available repositories or generated in a grid-collection and solution development demonstrate the enabled environment.X complexity of developing a generic problem solver [7] .
Moreover, in developing the problem solver we should I INTRODUCTION concentrate not only on processing and analysis techniques The rapid development of grid-enabled services is mainly but also on the development of explanation techniques [8] . driven by the need to use large computational resources in We will refer to a generic problem solver as being a such applications as meteorology, Human Proteome problem solver that is capable of adapting to and solving a Folding or the processing of medical data. While remote generic problem [9] . One of the ways to approach the control of, and data collection from, instrumentation was development of a generic problem solver is to develop one part of the initial grid concept most recent grid algorithm along with a technique to "fit" into the problem developments have been concentrated on the sharing of domain, for example by utilizing the domain ontology distributed computational and storage resources.
while acquiring human expert knowledge [10] or by In this scenario applications that need computational power utilizing genetic programming principles [ 1] . The obvious have just to use these grid elements in order to access an advantage of such an approach is in the use of just one unlimited amount of computational power and disk algorithm that is capable of solving a number of different storage. Existing grid architectures are therefore not problems. At the same time, a significant disadvantage is appropriate for applications incorporating real-time that its performance will vary depending on the problem measurements from instrumentation, where there is a need tackled. In order to avoid this disadvantage we propose to for a strong interaction between the instrumentation and develop an algorithm-based decision tree so that when the computational grid. GRIDCC, a European running the problem solver, the best performing algorithm Commission-funded project, is developing an architecture for a given data type will be chosen. Both problem-specific and set of services that will enable the monitoring and and problem-generic algorithms will be able to participate control of instrumentation in a grid environment [1], [2] .
in the decision tree -it being an essential feature of the [12] iS utilised as the "container" for established with the aim of implementing grid-enabled data such algorithms. mining interfaces and services, where the major focus was on the development of services for data grid architectures.
Therefore, the purpose of this paper is to investigate the Examples of such projects include GridMiner [5] and behaviour of the existing algorithms integrated into the DataMiningGrid [6] . The introduction of instrumentation WEKA toolkit, and to analyse their behaviour using into a grid architecture elicits a new role for data mining in various applications and data types. From the results a grid environment, where the data should be processed obtained, we aim to develop an algorithm-based decision from at least two points of view: (1) data processing and tree that selects the best performing algorithm for a given tested based on datasets taken from publicly available perform 10-CV a dataset is separated into ten repositories, as well as several generated within a grid-approximately equal portions, each of which is used in turn enabled environment.
for testing with the other nine being used for training (meaning that ten iterations are performed in total). [23] , NBTree or Naive Bayes Trees created missing datasets and 4) large size and missing datasets. A by Holmes et al [23] , RandomTree as explained by Tan in "none-missing" dataset is one where every attribute in [24] and its extension RandomForest [24] , which simply every instance contains a valid value, whereas in a dataset generates a specified number of RandomTrees and finally described as "missing" some attributes of some instances REPTree [25] .
II DATASETS
do not have valid values. The boundary separating small B Rule Induction and large datasets is 1000 instances, since the datasets vary from tens to thousands of instances. Also, the class type Rule Induction algorithms generate a model as a set of and type of attribute are employed to categorise the rules Therules are in the form of standardIF-THEN rules. datasets. There are 29 small supervised datasets, 16 large Most rule algorithms rely on tree algorithms. Each dataset supervised datasets, 2 datasets for regression (housing and is tested using the following rule algorithms: abalone), and 4 unsupervised datasets (those from the grid ConjunctiveRule [26] , which generates a single rule; cluster: grid700, gridl750, grid3500 and grid7000). Of the DecisionTable or DecisionTableMajority (DTM) [27] ; 29 small datasets, there are 17 small and none-missing JRip, which is based on Cohen's RIPPER algorithm [28] ; datasets, of which 8 have nominal (non-numeric) class and M5Rules, which generates rules using the MS described in numeric attribute, 3 nominal class and nominal attribute [23] ; NNge (Nearest Neighbour using Generalized and 6 nominal class and mixed (combination of numeric Exemplar) [ investigation since it can be easily integrated into accuracy over the ten iterations. Here we are interested in JavaScript and new algorithms can be added. Our aim at the percentage of correctly classified instances of the this stage is to analyse the existing classification algorithms. The algorithms giving the most accurate algorithms implemented in the WEKA toolkit and define a estimate, in other words the algorithms with the lowest decision tree according to their performance. There exist estimated error, are chosen. Table I shows the algorithms many classification algorithms [16] that can be classified that yield the highest accuracy results for each of the small according to design methodology. Here we analyse the tree datasets whereas Table II shows the algorithms that yield and rule based classification algorithms provided in the highest accuracy results for each of the large datasets. WEKA [12] . Several tree and rule algorithms are applied The first column is the criteria for classifying the datasets: to each dataset and then evaluated for accuracy by using the type of class, i.e. nominal or numeric, type of attribute, 10-cross-validation strategy [17] . 10-cross-validation (10- i.e. nominal, numeric or mixed, as well as whether there is CV) is a standard way of predicting the error rate. To missing data, is taken into account. The second column is the dataset name followed by two numbers in parenthesis.
T Kalganova, S. Suppharangsan, R. Taylor, M. Alsaif, F Lelli * Towards the Development of a Problem Solver for the Monitoring and Control of ... The forner is the number of attributes and the latter is the faced with a memory problem in WEKA but other number of instances. The third and fourth columns are the algorithms are still able to deal with the classification in chosen tree and rule algorithms, respectively, including the datasets. The problem nornally occurs in datasets with their corresponding accuracy percentages. The last column large numbers of instances or attributes. For such datasets, is the best algorithm overall, based on which one offers the the candidate algorithm given is the most accurate of those highest accuracy. For certain datasets, some algorithms are that were able to run successfully. likely to be selected for small datasets with nominal class.
