Abstract-A methodology is presented for the order reduction of the dynamic model of a linear weakly periodic system obtained by linearization about the nonsinusoidal periodic steady state. It consists of two stages. First, the time-invariant part of the original full-order system is approximated by a reduced system by using singular value decomposition techniques. Then the time-varying part of the reduced system is calculated by using a Gauss-Seidel technique. The issues of sparsity, convergence, and accuracy are analyzed. The example used for illustration serves to demonstrate the efficiency of the new method.
I. INTRODUCTION
T HE LARGE number of components in a power system and the resulting high order mathematical model are the impetus for reducing the original state-space model of the system to a lower order equivalent. One of the important issues is to maintain the accuracy of the dynamic behavior of the reduced-order system. Our object here is an external system, comprising nonlinear and/or time-varying components and operating in nonsinusoidal periodic steady state, whose reduced-order equivalent is sought for efficient dynamic studies, such as the simulation of electromagnetic transients.
At present, most of the related effort has been in the area of linear time-invariant (LTI) systems based on the concepts of singular value decomposition (SVD) and of balanced realizations [1] , [2] . One of the main steps here is the calculation of the controllability and observability grammians, and for large systems their convergence is not assured [2] .
In the case of power systems containing nonlinear elements or electronic devices, the corresponding state-space models are nonlinear and time-dependent. Upon linearization they become linear time periodic (LTP), so that Floquet theory applies. According to this theory, the LTP system is transformed into a system in which the dynamics matrix is constant [3] , [4] . However, Floquet theory is concerned only with the characterization of the zero input behavior of an LTP system. One of the major difficulties with LTP systems is the calculation of the transition matrix. Alternatively, for this type of systems, the frequency response characteristics can be studied by the harmonic balance approach and the concept of the harmonic domain dynamic transfer function as described in [5] , [6] . In [6] a model order reduction approach using a canonical form is presented. The balanced realizations-based theory for model order reduction of discrete periodic systems is presented in [7] .
In this paper a model order reduction methodology is presented. In many LTP systems, notably in power systems operating under normal, periodic (not excessively distorted) conditions, the constant (i.e., LTI) part of the parameters is dominant. Hereafter such systems are called linear weakly periodic (LWP). The basic idea is that the LWP feature permits achieving the order reduction very efficiently, using only standard linear algebra procedures. The order-reduction technique of this paper assumes that the host program that performs the electromagnetic transient study is capable to accommodate time-varying ordinary differential equations (ODEs) modules. An example is presented to demonstrate the efficiency of the new method; however, details related to practical application in power systems are relegated to forthcoming papers on this topic. Some of the typical applications of the proposed order reduction methodology are when detailed models of transformers or of switching elements have to be included in the network; cases when nonlinearities, such as corona effect, are taken into account; also the detection of dominant poles and study of harmonic resonances in an external system. Section II presents the general theory of order reduction used in our study. Section III deals with the order reduction of the LTI part of the original system. Section IV presents an initial stage of order reduction for the whole LWP problem and some related computational issues. Section V deals with improving the efficiency of calculation of the reduced model. Section VI gives an illustrative example.
II. GENERAL THEORY
Consider a power system network containing linear (constant parameter or time varying) and nonlinear elements. In general, such a network can be represented by the equations (1a) (1b) with , and and being the input and the output of the system, respectively. 
A. Linearization of the Nonlinear Differential Equations
During the system dynamics, the variables , , and of (1) may be viewed as including increments , and with respect to their periodic steady state values. The latter render periodic the functions and as well as their derivatives, so that linearization of (1) around the periodic steady state gives
where the subscript is used to indicate that the respective matrix is time-periodic ( -periodic). In this paper, and without loss of generality, is assumed to be zero. For simplicity, system (2) is expressed as follows ( and -periodic notations are omitted):
where , , and are -periodic matrices having the following structure [8] : (4) Here, represents the fundamental angular frequency and denotes the highest harmonic considered in the transient study (of the original system). In Appendix A, an illustrative example for obtaining , , and is presented.
B. Order-Reduction Methodology
We postulate that the following lower order approximation of (3) exists:
(5a) (5b) where and matrices , , and are -periodic with a structure similar as in (4) and with the highest (reduced order) harmonic (possibly, ). Systems (3) and (5) are assumed to be related by the transformation matrix as follows: (6) where is also -periodic, similarly as in (4) . Differentiation of (6) gives (7a) where (7b)
We now substitute (6) and (7a) into (5) to obtain
In addition, we premultiply (3a) by yielding
By comparing (8) with (3b) and (9), we get
The equations in (10) will serve to calculate and , and of the reduced-order realization, as shown in detail in the next three sections. These equations are the basis of the LWP-order reduction approach of this study. Note that they contain only -periodic variables. At this point, we introduce an important consideration of the proposed approach. It is assumed that the -periodic variables [exemplified by (4) ] have their constant parts , , ,
, and dominant. Because of this assumption the system is called LWP. Therefore, as a first approximation, we can obtain, based on the theory of LTI model-order reduction, from the constant part of the original system (3), i.e., the LTI model, of order ,
a new LTI system of lower order (12a) (12b)
In the state-space model (11) matrix , containing the poles, is already assumed in diagonal form obtained by a transformation matrix . The reduced system (12) can be obtained in two different ways, as follows:
• using a subset of the poles from ;
• choosing a different set of poles. The first option corresponds to removal of poles via an SVD procedure as presented in the next section. The second option is based on an optimization-based modification of the poles obtained from the SVD reduction or by calculating the new set of poles using Vector Fitting or a balanced reduction method [1] , [9] . In this paper, only the first option will be analyzed and the second is left for a subsequent paper.
If a subset of poles is selected from , then we have, based on (10a), the relation (13) where contains "ones" at positions specified by the chosen poles and the rest of the elements are "zeros." A second alternative for is analyzed in Appendix B.
III. ORDER REDUCTION FOR THE LTI SYSTEM
In the frequency domain, the transfer function for the state-space model (11) can be expressed (in the single input and output case considered here for simplifying the presentation) as a sum of partial fractions (14) where , taken from , corresponds to the th pole and , taken from the product of and , corresponds to the th residue. By evaluating (14) for frequencies and separating the real and imaginary parts, we get (15) where contains the elements of , is a matrix of coefficients, and contains the real and imaginary components of the residues. By applying SVD to the matrix , we obtain (16a) or (16b) where ( denotes the transposed conjugate). Using only the dominant singular values of , system (16b) can be truncated to obtain a system of order with (16c) where , , and . The solution of the underdetermined equations (16c) is a sparse vector . The sparsity of , chosen such that the truncation (16c) of (16b) produces minimal error in the solution of (15) (achieved by the use of Matlab's " " operator), indicates which poles from (14) are kept to form the diagonal matrix . At this point a refinement is made by recalculating the residues from the reduced transfer function (without change of notation) (17) Expression (17) is expressed as in (15) and solved to obtain a full vector by taking into account that now matrix is full-column rank. This refinement yields the final values for the residues. The poles that have been retained in (17) constitute the elements of . Finally, the elements for and are normalized to be equal by taking the square root of (the elements of) the vector.
IV. FIRST STAGE OF ORDER REDUCTION FOR THE LWP SYSTEM
In this section, a Gauss-Seidel type solution for (10) is presented. Only the even harmonics are taken into account. This corresponds to periodic steady state with half-wave symmetry, i.e., only odd harmonics in the variables and only even harmonics in the system parameters.
A. Harmonic Equations
To show by example the solution procedure, we assume only harmonics up to the fourth in both the original and the reduced systems. The equations from (10) are formed mainly by products between -periodic matrices having a structure as in (4) . By manipulating these products, we can separate out the equations corresponding to a common term . If we do so, and focus on and , we get from (10) the following equations:
In a similar way, from (10b)
And finally, from (10c)
The corresponding equations for the negative exponentials can be obtained in a similar way. Note that in (18), (19), and (20), the right-hand side (r.h.s.) contains the known quantities and , and . The remaining matrices are set to zero at the first iteration and later their values from the previous iterations are used.
The solution for the positive second harmonic , , and can be obtained from (18a) and (19a) in the form (21) where is formed by elements of , , , and . The elements of the unknown matrices , , and are arranged as the column vector . Then, is obtained from direct evaluation of (20a). In a similar manner, (21) is calculated for the remaining harmonics, either positive or negative. System (21) is a very large but sparse least squares (LS) problem.
B. Gauss-Seidel Solution
One iteration of the method for solving (10) and considering up to the fourth harmonic can be summarized as follows.
Step 1) Calculate for and solve for in (21) in a LS sense. Keep the sparsity pattern obtained for .
Step 2) Update the r.h.s. in (20a) and obtain . Step 3) Update the r.h.s. of the corresponding equation for and calculate from (21) in a direct way by using the sparsity pattern from step 1.
Step 4) Update the r.h.s. of the corresponding equation (20a) and calculate .
Step 5) Repeat steps 1-4 for harmonics . Note that the sparsity of vector , obtained in the first iteration and for the first harmonic evaluation, is used along the whole procedure. Note also that after each step the r.h.s. of the next equation to be solved is updated beforehand.
An important remark is that the transformation matrix used to obtain the diagonal matrix is also applied to and . The calculation of , however, has to be performed independently from because is not expected to be the conjugate of .
C. Structure of the Matrix
The solution of (10a) and (10b) using (21) is carried out by reordering the elements of the unknown matrices , , and in a vector form. The structure of (21) for any harmonic is of the form (22) where the diagonal matrices and contain the elements of the matrices and , respectively. and contain the elements of , and contains elements from . Note that only is recalculated in the iterative procedure. In general, the matrix is sparse (a typical pattern is shown in Fig. 1 ), thus (21) can be solved using sparsity techniques.
D. Decoupling
The set of equations in (21) corresponds to an overdetermined system. In addition, matrix is not of full-column rank which allows some arbitrariness, possibly sparsity, in its solution. Thus, in the Gauss-Seidel solution, the first evaluation of (21) is obtained in a LS sense by using the backslash operator " " from Matlab and sparse techniques. As the " " operator is defined for real sparse matrices, (21) is first brought to real form (23) Numerical experience with the LS sparse solution obtained with Matlab's " " has shown that the lowest part of in (21), corresponding to the elements of , is always set to zero. Taking advantage of this numerical result, in (22) can be set to zero so that we have the new system (24) with the diagonal matrix and the quasidiagonal matrices and . If we solve the LS problem (21) via the "normal" equations [10] (21a) then (24) gives (25) where results in a diagonal matrix and is formed by a diagonal part and a nondiagonal but sparse matrix. The sparsity of the matrix from (25) is shown in Fig. 2 for the example of Fig. 1 . At this point, we have obtained (25) as a decoupled system and the solution for is straightforward. can be obtained by sparse techniques or using the matrix modification lemma [11] . The solution of (25) gives the desired harmonic coefficient matrices. 
V. EFFICIENCY IMPROVEMENT OF THE REDUCED SYSTEM BY FORCED SPARSITY

A. Numerical Sparsity of LS Solution
In Section IV, we have described a method for obtaining the harmonic coefficient matrices , and ( different from zero) for the reduced LWP model. The solution for the first positive harmonic, , obtained by solving (21) in a LS sense is shown, for example, in Fig. 3 .
Note from Fig. 3 that, in addition to the sparsity obtained from the LS solution, is numerically "sparse" in the sense that many of its elements are close to zero. We take advantage of this by setting to zero all small values of below a certain threshold. By so doing, we achieve a "forced extremely sparse" solution. Table I illustrates how this further reduction affects the time-domain accuracy for the example corresponding to Fig. 3 . The original number of elements in , , and is equal to 910, 196 and 14, respectively. In Table I , the relative error corresponds to the time domain simulation of the original and the reduced LWP systems (corresponding to levels L1 and L3b-see Section VI). The results in the last row of Table I correspond to the case of the system being LTI.
B. Low-Order Solution, Subset of the Original
We have found that the reduced-order model can be significantly simplified by taking advantage of the numerical sparsity of , which serendipitously appeared in the LS solution. The Table I were obtained by experimentation and there is no predefined threshold for a given error. Table I shows that a very similar accuracy in the time domain transient is obtained by taking all the elements from the LS solution and by taking only some elements of . Moreover, the fourth row in Table I indicates that, even by ignoring the harmonic content in , we can obtain acceptable accuracy. Thus, by taking the transformation matrix as the constant matrix , (6) and (10) From (26d), we see that the -periodic coefficient matrix of the reduced system can be obtained as a subset of by the relation with , , and , for the columns of containing "ones". As the elements of form part of the solution of (21), the smaller elements can be forced to be zero to obtain a sparser matrix . This last reasoning does not apply for (26c) because it is not part of the LS solution in (21).
The solution of (26c) and (26d) is obtained directly, without iteration. In addition, the fact that contains "ones" and "zeros" implies a straightforward solution. By solving (26c) and (26d), the results corresponding to the fourth row of Table I are obtained in 0.17 s compared with 1.17 s by using the iterative method from Section IV. The computer used for obtaining all the results in this paper is a Pentium III, 1-GHz speed, 512-MB RAM.
VI. EXAMPLE
In this section, the results of the order reduction applied to a LWP system are presented. The network and parameters used for this example are described in Appendix D. The error of the approximation is analyzed based on the following five levels (the corresponding equations are in parenthesis).
L1. Original nonlinear system (1).
L2a. Full-size linearized system without harmonics (11). L2b. Full-size linearized system with harmonics (3). L3a. Reduced-size linearized system without harmonics (12). L3b. Reduced-size linearized system with harmonics (5).
A. Linearization Based on Harmonic Power Flow Solution
Before applying reduction to the system described in Appendix D, it is first represented in the form of ODEs and arranged as in (1) (L1). Then L1 is linearized around the steady state, see (2) . As in the illustrative example presented in Appendix A, some elements of the matrix contain time periodic terms corresponding to the flux of the nonlinear loads.
The corresponding values of the flux (squared) are taken from a harmonic power flow (HPF) study to form the time periodic matrix as in (4). For matrix , the ratio of the norm of the harmonic coefficient matrices (up to the sixth harmonic) and the norm of the constant matrix, , is 0.1183, 0.0137, and 0.00075 corresponding to . Note that for this example, the column vector and the row vector do not contain time-periodic elements.
B. LTI Order Reduction
First we deal with the full-size LTI system (11) without harmonics (L2a). This system is obtained by taking only the constant part of the system in (3). The number of state variables for L2a is , which is reduced to (15 complex poles and 3 real poles). The method outlined in Section III is used to obtain , and corresponding to L3a. The absolute values of the L2a and L3a transfer functions (admittances) in the frequency domain are shown in Fig. 4 (the lower figure shows the error). These transfer functions correspond to (14) and (17) 
C. LWP Order Reduction
Next, the results from the LTI reduction and the technique proposed in Section IV are used to obtain from the full-size system L2b a reduced-order system including harmonics (L3b), which is the main objective of this paper. For this example, the sparsity patterns for the matrix are similar to those in Figs Gauss-Seidel iterations to obtain an accuracy of . But this is just the first alternative.
The LWP systems L1, L2b, and L3b are simulated in the time domain using the same input and perturbations as for the LTIorder reduction. The waveshapes for this comparison are shown in Fig. 7 for the small perturbation and in Fig. 8 for the larger perturbation . Even though Figs. 7 and 8 do not show a harmonic distortion of the current before the perturbation, it in fact contains 6% of the third harmonic.
The relative errors corresponding to the five levels L1 to L3b are presented in Table II with L1 being taken as the base system. Note that with the larger perturbation , we obtain larger errors with respect to the original nonlinear system L1. These errors are due to the inaccuracy inherent in linearization. Note also that if the harmonic content is neglected, the approximation becomes much worse.
A further simplification for the reduced-order model is obtained in this example by taking advantage of the numerical sparsity of the vector solution as proposed in Section V. The threshold is set to 0.1 and the resultant number of elements in , , and are 0, 48, and 0, respectively. The computational time to calculate these elements is of 84 s compared with 48 min required for the Gauss-Seidel procedure from Section IV. Using this lower order system, the relative error of L3b and L1 is 1.08% and 6.88%, corresponding to the perturbations with and , respectively.
VII. CONCLUSIONS
This paper presents the general theory for order reduction of the dynamic model of a LWP system. An initial order reduction and its corresponding computational procedures are first described. This algorithm is based on the calculation of the harmonic coefficient matrices for the reduced system in an iterative fashion. The numerical behavior of the order reduction led to a further simplification in which the calculation of harmonics is done without iterations. Based on this simplification, it is shown that order reduction can be done in a highly efficient and fast manner. An example is presented to prove the accuracy in the linearization and order reduction of a LWP system.
APPENDIX A LINEARIZATION EXAMPLE
Consider the circuit shown in Fig. 9 , where the input is the source voltage and the output corresponds to the current . Assume that the current at the nonlinear branch is related to the flux by (27) where and are constants [8] . According to the Weierstrass approximation theorem (see, for instance, [10] ), any continuous function can be represented by an algebraic polynomial (with integer powers).The set of ODEs for this circuit corresponding to (1a) and (1b) are
The linearization of (28) yields the following matrices:
Note that in this example, and are constant while is obtained from the steady state HPF solution. From this solution, the (square of the) state variable corresponding to the flux can be expressed as
Each coefficient of (30) is substituted into (29a) to form the matrix as in (4) .
Although this example is for a polynomial of small order, there are cases, such as for the representation of the magnetizing current of a transformer, in which the order could be high (maybe 19 or 21). This current, however, is small and quite generally the combined load at a bus is only slightly nonlinear. Anyhow, strong nonlinearity makes the proposed method more useful because it can deal with any number of harmonics in the original system and reduce it to a lower order , as already stated, in addition to reducing the number of state variables.
APPENDIX B SELECTION OF
In the LTI reduction technique presented in Section III, was normalized to be equal to . As we are calculating the residues by the product between and along the reduction procedure, the same normalization is applied to these vectors. Consider that the harmonics are neglected in (10); then we have
The selection of can be done in two ways: • sparse with "zero" and "one" elements; • nonsparse. If the first option is selected, (31a) is satisfied (see Appendix C) but not (31b) and (31c), because and are not a subset of and , respectively. Evaluation of (31) for and supports the above statement (32a) (32b)
The second option consists of solving for from (31) in a LS sense. The resultant is not sparse as in the first and the nonzero values are different from one. Table III presents the error in (31) for the two options using an arbitrary case. In this paper, the first option is selected due to its sparsity feature.
APPENDIX C AS A SUBSET OF
According to (31a), the diagonal matrices and are expressed as (33a) (33b)
We prove that (34) which is simpler than (31a) and similar to (6) used for the state variables. For this, postmultiply (31a) by the vector of "ones" The network used as example in Section VI is shown in Fig. 10 . Even though this example is for the single input single output case, it could be considered to correspond to the line mode of a balanced system. The network consists of 15 transmission lines divided in 20 -sections, each and with a nonlinear load, as in (27). All transmission lines are taken to have the same parameters and the loads are also identical. These parameters are presented in Table IV . For simplicity, only a representative nonlinear load is used in this example; however, if the user provides for any arbitrary load a set of differential equations to be combined with (1), the proposed method can be used. Details of load modeling are of course beyond the scope of this paper. The generator at bus 1 is represented by a voltage source , which corresponds to the input. The output corresponds to the source current. The two different perturbations applied to the system, a small and a large one, consist of the double exponential voltage with and and with having the values of 0.15 and 0.7. The perturbations are applied at and with duration of 5.3 ms . This type of perturbation serves only to demonstrate the accuracy of the order reduction and it is not implied to be representative for all the applications.
