Abstract-Signal detection of primary users for cognitive radios enables spectrum use agility. In normal operation conditions, the sensed spectrum is nonflat, i.e. the power spectrum is not constant. A novel method proposes the segmentation of the measured spectra into regions where the flatness condition is approximately valid. As a result, an automatic detection of the significant spectral components together with an estimate of the magnitude of the spectral component and a measure of the quality of classification becomes available. In this paper, we optimize the methodology for signal detection in cognitive radios such that the probability that a spectral component was incorrectly classified is iteratively reduced. Simulation and measurement results show the advantages of the presented technique in different types of spectra.
signal from a user is locally present in a determined frequency band. Hence, the spectrum sensing problem can be reduced to the signal detection of a primary transmitter. The simplest approach is to visually analyze the signal spectrum. At high signal-to-noise ratios (SNR), a signal component can be easily distinguished since it sticks out of the noise floor. However, some factors can turn this into a difficult task: low SNR, fading and multipath in wireless communication, and noise power uncertainty [2] , [3] .
Some spectrum sensing techniques are already available. The energy detection (ED) method [4] does not need any information of the signal to be detected, but requires a good estimate of the noise power [5] . Hence, it is very vulnerable to noise uncertainty. Some improvement can be achieved by means of energy and autocorrelation statistics, where no knowledge of the signal and noise are required but an increment on the channel gain is needed [6] . To overcome these shortcomings, test statistics-based methods were developed: the covariance (CV) method [7] , [8] and the maximum-minimum eigenvalue (MME) detection [9] are blind algorithms insensitive to noise. MME assumes an infinite number of samples and requires knowledge of the number of primary users [10] , [11] . A latest method [12] is based on random Vandermonde matrices (RVM), which presents a better performance than the previous methods even for a finite number of measurement samples. These sensing techniques present some specific applications and limitations [13] , and generally require information either on the noise power or the signal characteristics.
The problem of discerning signal from noise in an observed spectrum is also tackled by harmonic or periodic components detection methods. Most of these methods are parametric and assume a statistical model of the signal [6] [7] [8] [9] [10] [11] [12] , [14] [15] [16] [17] [18] . The multitaper method (MTM) [19] is a nonparametric spectral estimator that uses an orthonormal sequence of Slepian tapers or windows. MTM performs signal classification in a computationally feasible way, particularly for small sample measurements [20] . However, its complexity increases as the number of tapers increases. Filter banks have been used to simplify MTM [21] . Recent studies indicate that the quality of the method is controlled by the number of tapers, threshold, and signal and noise power [22] . However, aside of the detection of the spectral lines, no information on either the probability of misclassification of the frequency lines or the estimate of 0018-9456 c 2012 IEEE the magnitude of the every detected signal line is computed by MTM and other parametric techniques in one approach.
Recently, an automatic harmonic detection method [23] based on a statistical test has been developed. This technique automatically classifies spectral lines as signal or noise lines and has three major advantages over the existing methods.
1) The method requires no user interaction and minimal postulated noise assumptions.
2) The probability of wrongly classifying a frequency line as a noise or signal line is obtained.
3) The estimate of the magnitude of every detected signal line is computed for a probabilistic validation of the classification. The method presented in [23] is shown to be optimal for flat spectra only [24] . However, it can be extended towards nonflat spectra for signal detection in cognitive radios [25] . This is obtained by segmenting the spectrum and applying the detection method to each segment. The segmentation clearly has some advantages.
1) The presence or the absence of a signal can be detected regardless of the spectrum shape. 2) Reduction in the misclassification probabilities is achieved when the frequency lines with high probabilities of misclassification are classified into the correct group.
3) The width of the segment can be updated to minimize the misclassification probabilities. The quality of the segmentation algorithm depends on the proper selection of the boundaries of every segment. In this paper, the probabilities of misclassification results will be used to update the boundaries of the original segments such that the automatic signal detection is recomputed and the misclassification probabilities are reduced. Hence, the detection algorithm can become useful for cognitive radio applications due to its superior advantages compared to other existing methods.
This paper is organized as follows. Section II provides a concise description of the automatic method as well as its advantages and disadvantages. The segmentation technique for nonflat spectra is explained in Section III. In Section IV, the segmentation technique is used for signal detection. Section V illustrates the proposed algorithms on simulation examples. Section VI assesses the performance of the method on real measurement examples. Section VII proposes an update for the segment bounds. Conclusions are given in Section VIII.
II. Discriminant Analysis Method
In this section, the discriminant analysis algorithm described in [23] is summarized since it forms the basis of the extended method that is proposed in this paper. Furthermore, the advantages and the disadvantages of this technique are elaborated on.
A. Signal Assumptions
Let x(t) be a continuous time signal such that
where g(t) is a periodic multisine signal with K arbitrary tones, and n(t) is a noise process such that its power spectral density S n (jω) and its variance σ 2 n exist. The spectral content of the signal can be obtained by means of a digital spectrum analyzer. The signal x(t) is digitized and the resulting signal is x d (n) with n = 0, . . . , N − 1. The measured amplitude spectrum A x (k) is given by
where X d (k) is the discrete Fourier coefficient of the signal
Fourier coefficients at frequency bin k of the signal and noise, respectively. The variable N d (k) is complex circular Gaussian distributed with zero mean and variance S n (jω k ). Thus, A x (k) is distributed according to the Rice probability density function
A random variable
2 ) are two independent normal distributions where v sin θ and v cos θ are the means and σ 2 is the variance of the signal, whereas θ is a real number.
B. Automatic Detection
The automatic detection algorithm can be divided into three major parts: the discriminant analysis, the estimation of the magnitudes of the signal and noise power, and the probabilistic validation of the detected spectral lines.
1) Discriminant Analysis: The main philosophy of discriminant analysis is to partition the data in two groups such that the groups are maximally separated under the constraint that the variance within every group is as small as possible. Expressing this objective into a statistical testing framework results in Fisher's quadratic discriminant [19] , [26] 
whereÂ (4) . Therefore, the set of frequency bins of the signal lines I and the noise lines J should be chosen in such a way that the numerator or distance between the group means is maximized, and the denominator or distance within the group variances is minimized. A binary grid search is used to come to the correct discrimination height.
2) Estimation of Signal and Noise Power Magnitudes: In this paragraph, the method of moments (MoM) estimator for the noise power and signal component magnitudes is derived [23] .
Assuming that the noise spectrum is white, the estimate of the noise power for noise frequency lines k ∈ J iŝ
The maximum likelihood for the signal component is not available. The MoM estimator in [27] is used to estimate the signal magnitude for k ∈ I
3) Probabilistic Validation of the Detected Spectral Lines: In order to assess the quality of the classification, the probability of false classification is computed by studying the probability distribution of the amplitude measurements A x (k). To formally introduce the probability of misclassification, we denote A * (k) to be the random variable describing a new amplitude measurement at frequency k which follows a Rice distribution with parameters (
is the probability that A * (k) can be larger than the measurement A x (k), even when k is a noise line. P(A * (k) < A x (k) |k∈ I ) is the probability that A * (k) can be smaller than the measurement A x (k), even when k is a signal line. Based on the nature of k, the values in (5) and (6) are used to estimate the probabilities as follows:
where F Rice denotes the cumulative distribution function of the Rice distribution.
Note that the discriminant analysis method described in this section has the following advantages.
1) It is fully automatic, with no user interaction.
2) It estimates the magnitude of the spectral component.
3) It provides a user-friendly and simple validation. However, the presented technique only works under the assumption that the considered power spectrum of both signal and noise is flat, which cannot be assumed in practical applications, e.g. normal operation conditions of cognitive radios.
III. Segmentation Algorithm
In this paragraph, we propose an extension of the discriminant analysis method (Section II) to nonflat spectra using visual analysis. This can be done by partitioning the spectra into small segments in which the power spectrum of the noise can be said to be approximately flat. To asses this, we need to detect the frequency lines that are purely noise contributions. Doing so, the width of the region where the flatness condition holds can be determined.
A. Initial Detection Method for Signal and Noise Components:
By a simple visual inspection, one can already have a rough idea of which parts of the spectrum contain signal, and which contain noise. A signal line typically has larger magnitude than its neighboring noise frequency lines. In the proposed detection algorithm, we consider a frequency line to be a potential signal line if its magnitude is larger than the magnitude of its neighboring frequency lines by at least the user-defined value δ G , whereas a potential noise line is determined when the magnitude of the analyzed frequency line is lower than the magnitude of its neighboring frequency lines by at least δ G . To implement the above idea, we apply the following equations to obtain these maximum and minimum magnitude values:
where k < l. Every A x (k) satisfying (8) 
B. Segmentation Width
Based on the previously detected noise contributions with magnitude A min x (k), the segments where the spectrum is locally flat are determined. Let k upper and k lower be the frequency lines with maximal and minimal magnitudes such that they satisfy (10) and (11), respectively
The frequency lines k upper and k lower are the positions at which the magnitude of the noise power presents abrupt changes and hence potential changes of the noise coloring. Consequently, these frequency lines determine the bounds of a segment within which the noise power does not significantly deviate and can be safely assumed as flat.
The order in which these frequency lines appear define the right bound of a segment, whereas the left bound of the next segment is the right bound of the previous segment. An exception occurs for the frequency lines located at the beginning and end of the spectrum, for which the left and right bounds are 1 and N, respectively. For instance, having i maximal values k upper and j minimal values k lower, the bounds of the different segments can be determined as follows:
An illustrative example is presented in Fig. 2 
IV. Signal Detection
In this section, the segmentation technique is used for signal detection. The idea is to apply the method described in Section II, as detailed in [23] , to each of the detected segments.
The segmentation algorithm is applied to the measured amplitude spectrum as shown in Figs. 1 and 2 , where an initial detection of spectral components allows the detection of the boundaries of the segments. Once the segments are determined, each segment receives a different discrimination height as shown in Fig. 3 . The gray curve is the amplitude spectrum. The horizontal lines represent the discrimination heights. Within each segment, the frequency lines with measured amplitude below the discrimination height are classified as noise lines, while the frequency lines with measured amplitude above the discrimination height are classified as signal lines. The dark black curve is a smooth discrimination curve over the full frequency band of interest. This curve is obtained by a polynomial fitted to the centers of every discrimination height (black circles over the different segments). Data fitting using a polynomial regression model is used for this purpose [28] .
Given N data points, the discrimination height h is a function modeled as a linear combination of the variable k, namely frequency line. Regression estimates the model parameters α and the presence of some uncontrolled errors ε. A p-order polynomial model can be synthesized as
The estimate of the polynomial coefficients is given bŷ
where α is an p-by-1 vector of the model parameters, X is a N-by-p vector of frequency lines, and h is a 1-by-p vector of discrimination heights. Using least squares method is possible to fit the model to the data and estimate the polynomial coefficients. Once the coefficients are found, the polynomial is evaluated over the full frequency range. The degree of the polynomial is chosen by the user, lower values are always desired (p ≤ 7) to avoid overfitting and approximate better the noise floor shape. The degree can be chosen as the "maximum degree -1" that does not exit the condition number of the matrix beyond numerical precision, and assure the system of (14) to be sufficiently well conditioned.
The obtained polynomial curve in Fig. 3 clearly shows that the extended automatic detection algorithm is able to separate the signal from the noise lines without any user interaction.
V. Numerical Examples
This section provides some simulation examples where the performance of the technique will be evaluated for different SNR ranging from 0 to −21 dB as required by the IEEE standard for cognitive radios [29] .
A. Different Amplitude Under White Noise
The signal satisfies the representation given in (1), where g(t) is a multisine with different amplitude spectrum and eight tones arbitrarily chosen, while n(t) is a zero-mean white Gaussian noise sequence.
In Fig. 4 , the segmentation technique is used for signal detection of a disturbed signal presenting an SNR of −15 dB. The δ G and δ SG are computed as described in Section III-B, as a result δ G = 15.12 and δ SG = 0.97. Since not enough initial values are found to run the algorithm, δ G is reduced. Therefore, the initial detection of signal and noise spectral lines is performed using (8) and (9) with δ G = 8. The reduction of δ G allows increments of δ SG . Next, the bound segments are found with (10) and (11) when δ SG = 1.5 is chosen. The signal detection is performed as described in Section II, and a different discriminant height is assigned to each segment. Polynomial fitting is performed as described in Section IV, resulting in a discrimination curve of degree p = 7.
Next, the estimators (5) and (6) are computed to estimate the noise power and signal magnitude. The magnitude estimatê G d (k) is ranging from −10.55 to −3.32 dBm, and corresponds to the visual observations. However, the noise estimateŜ n (jω k ) presents values of −68 dBm, which seems to correspond to an underestimate.
Thereafter, the validation process was performed. The misclassification probabilities are calculated with (7). The method detects 108 signal lines, in which seven lines were correctly classified and received misclassification probabilities of 0, while the other 101 lines received probabilities around 0.07. The remaining frequency lines are classified as noise lines and present misclassification probabilities ranged from 0 to 0.63.
The frequency lines with magnitudes close to the discrimination height are susceptible to be misclassified, and therefore, to present higher misclassification probabilities. This suggests that the classification process was not correct for those frequency lines, and consequently, that the segment bounds were not chosen properly. Given that, these frequency lines are moved to the other group and the validation process is recomputed with (7). The misclassification probabilities for the signal lines ranged from 0 to 0.43, while the noise lines received misclassification probabilities ranged from 0 to 0.49. Regrouping of the frequency lines balances the misclassification probabilities at the expense of worsening the misclassification probability of one of the groups, particularly the group of signal lines.
For instance, a detected noise line at a frequency of 0.6197 rad/sample presents a misclassification probability of 0.56 as seen in Fig. 5 . This suggests that this frequency line was wrongly classified as a noise line, and hence, it is moved to the signal line group receiving a misclassification probability of 0, as illustrated in Fig. 6 . This demonstrates that this frequency line was a misdetected signal line. An interesting observation is that, even when the method wrongly classifies some frequency lines either as a signal or noise line, the validation process is able to recognize this by assigning considerably high misclassification probability values to those frequency lines.
B. Uniform Signal Amplitude Under Colored Noise
Following the representation given in (1), the signal g(t) is a multisine with uniform amplitude spectrum and eight tones. The noise sequence n(t) is a zero-mean colored noise, which is obtained using a Butterworth low pass filter at a normalized cut-off frequency of 0.5. In Fig. 7 , the segmentation technique for signal detection of the disturbed signal with an SNR of −10 dB is performed as described in Section III. From Section III-B, one obtains δ G = 14.43 and δ SG = 16.02. The standard deviation of the A min x (k) values is large due to the shape of the spectra, where frequency lines higher than the cut-off frequency present very low magnitude values in contrast with the magnitudes of frequency lines lower than the cut-off frequency. Therefore, δ SG needs to be reduced. The initial detection of signal and noise spectral lines is performed computing (8) and (9) using δ SG = 14.43, which was obtained from (12) . The bound detection is performed with (10) and (11) when δ SG = 1 is chosen. Once the segments are defined, the signal detection is performed as described in Section II. Polynomial fitting is performed as described in Section IV, resulting in a discrimination curve of degree p = 2.
Next, the estimators (5) and (6) are computed. The signal magnitude estimateĜ d (k) ranges from −4.82 to −3.11 dBm, which coincides with the visual observations. The noise estimate presents values of −85.78 to −10.86 dBm.
The probabilistic validation is performed. The misclassification probabilities are calculated with (7). The method detects correctly eight signal lines that received misclassification probabilities with values that range from 1.66 10 −14 to 0. The remaining frequency lines are classified as noise lines receiving misclassification probability values ranging from 1.20 10 −6 to 0.6321. The frequency lines with misclassification probability higher than 0.5 are moved to the other group and the validation process recomputed with (7) .
The misclassification probabilities for the 725 detected signal lines are lower than 0.43. For the noise lines, these values are lower than 0.49. Again, the regrouping of the frequency lines balances the misclassification probabilities at the expense of worsening the misclassification probability of the signal lines.
According to the discriminant analysis philosophy, the objective is to separate the groups in order to minimize the misclassification probabilities. When the segmentation algorithm is used for signal detection, the validation step suggests that the segmentation was incorrect for some frequency lines. However, regrouping the frequency lines alters the misclassification probabilities. This indicates that the width of the segment can be manipulated when the values of δ G and δ SG are updated using the probabilistic validation results. This can improve the performance of the method, and hence, reduce the misclassification probabilities.
VI. Measurement Examples
In the measurement examples, signals with different spectrum shape are measured. The computer-generated signals are sent to a signal generator in its time-domain version using a carrier frequency f c = 1.5 GHz. The amplitude of the signal was measured with a signal analyzer using a bandwidth B W = 100 MHz and 100 001 number of sweep points. The measured amplitude is sent back to a computer, where the signal detection method is applied to the data. The examples present multisine signals with eight tones disturbed either by white or colored noise sequences. This controlled laboratory experiment will allow us to evaluate the performance of the proposed technique.
A. Multisine with Different Amplitude Under White Noise
The multisine shown in Fig. 3 is measured. The values of δ G and δ SG are computed as described in Section III-B resulting (8) and (9) can be computed. The initial detection of signal and noise spectral components is performed. The segment bounds are found with (10) and (11) using δ SG = 1. This is a data-driven method, thus these values will differ from the ones of the simulation examples given the higher amount of data.
Next, the signal detection is applied to every segment as shown in Fig. 8 . The horizontal black lines are the different discrimination heights of every segment, according to the segmentation and signal detection algorithms. The black circles are the center of the discrimination heights to which a discrimination curve of degree p = 2 is fitted, and it can be distinguished as a bold dark curve.
The estimators (5) and (6) are computed to estimate the noise power and signal magnitudes. The signal magnitude estimateĜ d (k) is ranging from −47.99 to −35.81 dBm. The noise power estimateŜ n (jω k ) for the different segments ranges from −62.88 to −38.54 dBm.
Finally, the probabilistic validation is performed. The misclassification probabilities are estimated using (7). In total, 4747 lines were classified as noise lines and the probabilities ranged from 0 to 0.63. The method detects 254 signal lines, from which eight are correctly detected as signal lines presenting a misclassification probability of 0, while the other 246 detected signal lines received probabilities around 0.12. After regrouping the frequency lines with high misclassification probabilities, the detected signal lines received probability values of 0.44, whereas the detected noise lines received probability values around 0.50.
B. Uniform Signal Amplitude Under Colored Noise
In this example, the amplitude of the signal is uniform. The noise sequence is colored using a shaping Butterworth filter with a cut-off frequency of 0.75. The values of δ G and δ SG are computed as described in Section III-B, as a result δ G = 23.27 and δ SG = 7.44. An initial detection of signal and noise components is performed using δ G = 6 to compute (8) and (9) . The boundaries of the segments are determined with (10) and (11) using δ SG = 4. Next, the signal detection is applied to every segment of the measured amplitude spectrum and polynomial fitting results in a discrimination curve of p = 2, as shown in Fig. 9 . The same legend from Fig. 8 holds.
Using (5) and (6), the signal magnitude estimateĜ d (k) ranges from −47.97 to −35.27 dBm, while the noise estimatê S n (jω k ) ranges from −96.42 to −41.13 dBm. The validation process is performed. The misclassification probabilities are calculated with (7) . The method detects 132 signal lines, from which eight are correctly classified as signal lines and received misclassification probabilities of 0, while the remaining detected signal lines received a misclassification probability values that reach up to 0.15. The remaining frequency lines were classified as noise lines and received misclassification probabilities from 0 to 0.63. After regrouping of frequency lines, the signal lines received probability values of 0.43 and the noise lines received probability values of 0.49.
In this particular example, the frequency lines higher than the cut-off frequency present a decreasing noise floor which makes the signal lines more visible. Therefore, the algorithm can find a good position for the discrimination height cutting between the noise floor and the signal lines. This is acknowledged by the lower misclassification probabilities assigned to these frequency lines.
A measure of the quality of the classification can also be given in terms of risk of misclassification, where the quality of the detection and the segmentation algorithm are evaluated by measuring the magnitude of misclassification probability of every frequency line in the full band of interest. It became obvious during the validation process that some frequency lines whose amplitude lies close to the discrimination height present a higher risk of being misclassified in either group. These frequency lines present amplitudes that are low enough to be considered as noise lines but also high enough to be considered as signal lines. This duality is reflected in the misclassification probability values assigned to them. Consequently, the amplitudes of the frequency lines with sufficient distance from the discrimination height will present low misclassification probabilities, and therefore, a small risk of being incorrectly classified whether as noise or signal lines. For this purpose, the spectrum is sliced into different regions that cover the different levels of risk. The risk of being falsely classified as being either noise or signal line is illustrated in Figs. 10 and 11 from the measurement examples showed in Figs. 8 and 9 . In a light gray color are the frequency lines with very low riskπ(k) < 10%, in gray color are the frequency lines with low risk 10% <π(k) < 30%, in dark gray color are the frequency lines with considerable risk 30% <π(k) < 50%, and in black color the frequencies with high riskπ(k) > 50% of being incorrectly classified.
VII. Boundaries Update Using Probabilities of
Misclassification In Section III, the segmentation algorithm is an attempt to define flat regions where the automatic signal detection method can be applied. The boundaries are determined at frequencies where the power spectrum is not constant, i.e. where an abrupt change is perceived. In a disturbed signal, this can occur at many points in the spectra. The proper selection of the boundaries thus depends on the proper se- lection of the values δ G and δ SG . How large these values are, determines the sensitivity of these two parameters to the changes in the spectrum, and present a direct impact in the correct performance of the automatic signal detection method. Generally, when the values of δ G and δ SG are too large, the method can miss some changing points and when too small it can detect many irrelevant changing points such that the computation becomes slower. From the simulation and measurement examples, the reduction of the misclassification probabilities of the detected noise lines becomes a challenge since the objective of the automatic signal detection method is to minimize the misclassification probabilities [23] .
In order to reduce the misclassification probability values, this section proposes an iterative algorithm scanning for some missed changes within the previously defined segments. For this purpose, we can reuse the formulas given in (10) and (11) to search the missed changing points. Since the spectrum within the segment is approximately flat, δ SG can be defined as suggested in (12) . New k upper and k lower frequency lines presenting maximal and minimal amplitudes are chosen from Using the misclassification probabilities from the simulation example shown in Fig. 3 , an update of the boundaries of the segments is performed and the signal detection method is applied to each new segment as seen in Fig. 12 . The same legend from Fig. 3 holds. In total, 19 segments are obtained from which 12 were the initial segments and 7 are the new segments. The median of the misclassification probabilities for noise lines after the update was reduced to 0.39. A new discrimination curve of degree p = 7 is fitted to the centers of the discrimination heights.
The signal detection is performed after updating the boundaries of the simulation example shown in Fig. 7 , and this can be seen in Fig. 13 . In total, 14 segments are obtained from which 4 are initial segments and 10 are the new segments. The median of the misclassification for noise lines initially reached 0.63, and after the update of the boundaries it reduced to 0.49. A discrimination curve of degree p = 4 is found.
In the measurement example shown in Fig. 9 , the misclassification probabilities presented in Section VI-B were used to perform the update of the boundaries as seen in Fig. 14 . The number of segments increased from 6 to 28. The median of the misclassification probabilities decreased from 0.63 to 0.51. A discrimination curve of degree p = 3 is needed. Decreasing δ G did not give better results in most cases.
In all the three cases, it is interesting to point out that in the presence of more segments both the discrimination heights and especially the discrimination curve adapt better to the shape of the noise floor. This is visually evident when the polynomial curve is found slightly above the noise floor, leaving only the signal lines raise above it.
VIII. Conclusion
This paper proposed an extension of [23] to signal detection for nonflat spectra using a segmentation method [25] and an iterative algorithm to update the segment boundaries such that the automatic signal detection method [23] can be used for spectrum sensing in cognitive radio and the misclassification probabilities are minimized. The only prior information needed is that within a frequency band, the discrimination method separates two groups: a signal group and noise group. The advantage of the method over previous methods is minimal user interaction and simplicity compared to the MTM. This makes it feasible in practical applications for cognitive radios. No knowledge on the disturbing noise power is necessary, which contrasts with the ED method. Furthermore, one does not need to specify in advance the number of primary users transmitting in the band of interest as required by the MME method. Hence, the proposed method is a fully blind spectrum sensing technique.
