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Abstract
In this article, we investigate some problems of eectivity, related to algebraic residue theory.
We show how matrix techniques based on Bezoutian formulations, enable us to derive new
algorithms, as well as new bounds for the polynomials involved in these computations. More
precisely, we focus on the computation of relations of algebraic dependency between n + 1
polynomials in n variables and show how to deduce the residue of n polynomials in n variables.
Applications for testing the properness of a polynomial map, for computing the Lojasiewicz
exponent, and for inverting polynomial maps are also considered. c© 2000 Elsevier Science
B.V. All rights reserved.
MSC: 13P10; 68Q40; 14Q
1. Introduction
In this paper, we study some classical problems occurring in eective algebraic
geometry, like nding algebraic relations between n + 1 polynomials in n variables,
computing the residue of a zero-dimensional ane complete intersection, testing the
properness of a polynomial map, and inverting a polynomial map. These questions can
be handled, at least in theory, by elimination methods through Grobner computations,
but sometimes with an unpredictable explosion in the complexity of the computation.
Our approach emphasizes on the structure of these computations. It is based on matrix
formulations and, more specically on Bezoutian matrices. This tool has many appli-
cations in several areas such as commutative algebra, complex analysis, or complexity
theory (see [25,19,4,5,18,14]). Here, we exploit a basic but fundamental property, which
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yields from the Bezoutian matrix of f0; : : : ; fn: the multiplication map by the polyno-
mial f0, modulo the n elements f1; : : : ; fn. We show how this is sucient to handle
the preceding list of problems and we derive new algorithms for solving them eec-
tively. In particular, we compute the residue, which describes completely the structure
of the quotient ring A=K[z1; : : : ; zn]=(f1; : : : ; fn) (see [25,19,3,13]). Thus, in the case
of zero-dimensional ane complete intersections, this approach yields a new algorithm
for constructing the quotient A. Examples (computed in maple) illustrate the dierent
techniques. An advantage of our approach is to provide explicit formulations for the
objects that we are computing. Therefore, their computational structure can be handled
more carefully in order to devise more ecient algorithms, and enables us, for instance,
to deduce new bounds on the degree and height of the polynomials involved in these
computations.
Let us now describe the connections between the dierent sections of this paper. Af-
ter stating the rst basic properties of Bezoutians in Section 2, we use them in Section
3 to compute algebraic relations between n + 1 polynomials f0; : : : ; fn in n variables.
The relations obtained for f0 = zi are used in Section 4 through the generalized trans-
formation law [5], to compute the residue f of the polynomial map f = (f1; : : : ; fn).
In Section 5, we investigate the problem of testing the properness of f and give an
algorithm for computing the Lojasiewicz exponent, by analyzing the algebraic relations
between zi and f1; : : : ; fn (for i = 1; : : : ; n). Finally, we propose an algorithm for the
invertibility of a polynomial map and the computation of its inverse.
Here are some general notations that will be used hereafter. Let K be a eld, not
necessarily of characteristic 0. In some sections we will need to work over C, this will
be made more precise. Let R=K[z] =K[z1; : : : ; zn] be the ring of polynomials in the
variables z1; : : : ; zn, with coecients in K, R^ its dual (the vector space of linear maps
from R to K). For m= (m1; : : : ; mn)2Nn, z m = z m11 : : : z mnn ; jmj= m1 +   + mn.
The height of a = p=q2Q (p and q are relatively prime) is h(a) = max(jpj; jqj).
The height of a polynomial P =
P
az 2Q[z] is h(P) = max h(a).
Let f1; : : : ; fn be polynomials in R. The ideal generated by these n elements will
be denoted by I , the quotient R=I by A, and the class in A of an element p2R
by p. We assume in the following that A is a nite vector space, of dimension D,
which means that f1; : : : ; fn is an ane complete intersection. We will denote by A^
the dual space of A, which we will identify with the vector space I?=f2 R^: (g)=
0; 8g2 Ig. The space A^ has an R-module structure: for a; b2R and 2A^, we have
(a  )(b) = (ab).
2. Basic properties of Bezoutians
In this section, we recall the notion of Bezoutian matrices, that we will use hereafter.
We will also give some bounds on the size of these matrices and on the height of
their coecients.
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Denition 2.1. The Bezoutian f0 ;:::;fn of f0; : : : ; fn in R (or simply f0 if f1; : : : ; fn
are xed) is the polynomial in K[z1; : : : ; zn; 1; : : : ; n] =K[z; ] dened by
f0 ;:::;fn(z1; : : : ; zn; 1; : : : ; n) :=

f0(z) 1(f0)(z; )    n(f0)(z; )
...
...
...
...
fn(z) 1(fn)(z; )    n(fn)(z; )
 ;
where
i(fj)(z; ) :=
fj(1; : : : ; i−1; zi; : : : ; zn)− fj(1; : : : ; i; zi+1; : : : ; zn)
zi − i :
Let
f0 (z; ) =
X
; 
; z; ;  2K;
be the decomposition of the Bezoutian in K[z; ]. We order the monomials that appear
in f0 and we denote by Bf0 ;:::;fn = (;);  (or simply Bf0 ) the Bezoutian matrix of
f0; : : : ; fn.
Remark 2.2. Bezout proposed a construction of the resultant of two polynomials f0; f1
in one variable based on f0 ; f1 (see [6]). This explains the terminology used here.
Remark 2.3. The determinant of Denition 2.1 is invariant if we substitute, in the rst
column,  for z.
Denition 2.4. Let C = (vi)i2N, w = (wj)j2N be two bases of the K-vector space R,
and let
f0 (z; ) =
X
i; j
ijvi(z)wj(); ij 2K;
be the decomposition of the Bezoutian in these bases. We denote by [f0 ]C;w = (ij)i; j
the coecient matrix of f0 in the bases C and w.
Remark 2.5. The matrix [f0 ]C;w is exactly the matrix of the K-linear map
.f0 : R^! R;
 7! .f0 () :=
X
i; j
ij(wj)vi(z)
in the dual basis (w^j)j2N of R^ and the basis (vi)i2N of R. Similarly, we dene
/f0 :  7! /f0 ()=
P
i; j ij(vi)wj(z). The matrix of this map in (v^j)j2N and (wi)i2N
is the transposed of [f0 ]C;w.
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The matrix [f0 ]C;w has only a nite number of non-vanishing entries. Hereafter,
[f0 ]C;w will denote this nite matrix.
The following lemma shows that the Bezoutian matrices Bf0 , for all f0 2R, admit a
diagonal decomposition in a common basis. It will be used extensively in the following
sections.
Lemma 2.6. Assume that A=R=(f1; : : : ; fn) is a vector space of nite dimension D.
Then; there exists two bases C=(vi)i2N and w=(wi)i2N of R such that (v1; : : : ; vD);
( w1; : : : ; wD) are bases of A; vi; wi 2 I = (f1; : : : ; fn) for i>D; and for any f0 in R
the matrix [f0 ]C;w is of the form
(1)
where Mf0 is the matrix of multiplication by f0 in A in the basis (v1; : : : ; vD).
Proof. Let 1 =
PD
i=1 ai ⊗ bi be the image of 1 in A ⊗A and for any 2A^, let

.
1() =
PD
i=1 (bi)ai and 
/
1() =
PD
i=1 (ai)bi.
Let us consider the two vector subspaces E =.1(I
?) and F =/1(I
?) of R. From
dimK(A^) = D, we deduce that E and F are of dimension  D. As f1; : : : ; fn form
a complete intersection, 
.
1 and 
/
1 dene A-isomorphisms between A^ and A (see
[19,25,3,13]). Therefore, the image of I? by .1 and 
/
1 are at least of dimension D.
Consequently, dim E=dim F=D and E is isomorphic as a vector space to A. So that
we have R= E  I and by symmetry R= F  I . From this, we deduce that 1 is in
E⊗F  I ⊗ I , for it is in E⊗F E⊗ I  I ⊗F  I ⊗ I and .1(I?)=E, /1(I?)=F .
Let us now x f0 in R. It is clear from Denition 2.1 and Remark 2.3 that f0 (z; )−
f0()1(z; ) is in the ideal of K[z; ] generated by f1(); : : : ; fn(). Consequently
.f0 (I
?) = (f0()1).(I?) =.1(f0  I?).1(I?) = E:
The same argument shows that /f0 (I
?)F , and therefore that f0 2E ⊗ F  I ⊗ I .
Let C=(vi)i2N and w=(wi)i2N be two bases of R such that (v1; : : : ; vD) is a basis of
E, (w1; : : : ; wD) a basis of F , vi 2 I and wi 2 I for i>D. As we have the decomposition
f0 2E ⊗ F  I ⊗ I , [f0 ]C;w has a block-diagonal form.
Let us denote by Cf0 = (cij(f0))1i; jD the upper-left block in this decomposition
and by Mf0 =(mij)1i; jD the matrix of multiplication by f0 in the basis (v1; : : : ; vD) of
A. We deduce from the above decomposition that, modulo the ideal (f1(z); : : : ; fn(z)),
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we have
DX
i; j=1
cij(f0)vi ⊗ wj f0  f0(z)1(z; )  f0(z)
DX
i; j=1
cij(1)vi ⊗ wj

DX
i; j=1
cij(1)f0(z)vi ⊗ wj 
DX
k; j=1
 
DX
i=1
mkicij(1)
!
vk ⊗ wj;
which implies that Cf0 =Mf0C1.
Notice that the matrix C1 is invertible, for it is the matrix of 
.
1 in the bases
(v1; : : : ; vD) ofA and its dual basis inA^. Indeed, as f1; : : : ; fn is a complete intersection,
this map is an isomorphism between A^ and A (see [3,19,25,13]). By a change of
bases, we may assume that C1 = ID (the identity matrix of size D), so that the matrix
of [f0 ]C;w is of form (1).
We assume here that f0; : : : ; fn 2Q[z]. Let d = max0in degfi, and h = max0in
h(fi). For ; 2Nn, we denote by l;  the number of tuples (m0; : : : ; mn) such that mi
is a monomial of fi and z  appears in m0 ;:::;mn . Let l=max l; .
Lemma 2.7. The size of Bf0 ;:::; fn is bounded by (ed)
n (where log(e) = 1). The height
of the coecients of Bf0 ;:::; fn is bounded by (n+ 1)(h+ n log(d+ 1) +
1
2 log(n+ 1)).
Proof. The size of Bf0 ;:::;fn is bounded by
( (n+1)d
n

, that is by the number of monomials
in z1; : : : ; zn of degree at most
Pn
i=0 di − n  (n + 1)d − n. According to the Stirling
formula, n!  p2n(n=e)n, so that
(n+ 1)d
n

 1
n!
(n+ 1)ndn  1p
2n

n+ 1
n
n
(ed)n  ep
2n
(ed)n  (ed)n
for n  2 and we check easily that the inequality holds with n= 1.
As f0 ;:::; fn is an alternate multilinear function of f0; : : : ; fn, any coecient of Bf0 ;:::; fn
is a sum of at most l (where l is dened above) (n+1) (n+1) determinants of the
coecients of the input polynomials f0; : : : ; fn. Notice that l is roughly bounded by
the number of tuples of monomials (m0; : : : ; mn) of degree  d, that is by (d+1)(n+1)n.
According to Hadamard formula, the height of these coecients is bounded by
(n+ 1)

h+
1
2
log(n+ 1)

+ log(l)
 (n+ 1)

h+ n log(d+ 1) +
1
2
log(n+ 1)

:
3. Relations of algebraic dependency
Let f0; : : : ; fn be n + 1 elements of R such that the n polynomials f1; : : : ; fn are
algebraically independent of K. Then, for algebraic dimension reasons (see [20]), there
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is a non-zero polynomial P, such that P(f0; : : : ; fn) = 0. Our goal in this section is to
show how to nd such a polynomial P, using elementary algebra, and the properties
of the Bezoutians.
Theorem 3.1. Let u=(u0; : : : ; un) be new parameters and assume that A=R=(f1; : : : ;
fn) is a vector space of nite dimension. Then; every non-identically zero maximal
minor P(u0; : : : ; un) of the Bezoutian matrix of the polynomials f0− u0; : : : ; fn− un in
K[u][z1; : : : ; zn] satises the identity P(f0; : : : ; fn) = 0.
Proof. For each i2f1; : : : ; ng, the functions zi; f1; : : : ; fn are algebraically dependent
on K (see [20]). Thus, K(z) = K(z1; : : : ; zn) is a nite eld extension of K(f) =
K(f1; : : : ; fn). Its degree will be denoted by d. We put ~u= (u1; : : : ; un). Thus we have
dimK(f)K(z) = dimK( ~u)K( ~u)[z]=(f1 − u1; : : : ; fn − un) = d:
Indeed, if (v1; : : : ; vd) is a K(f)-basis of K(z), with vi 2K[z]; 1  i  d, then
(v1; : : : ; vd) is a K( ~u)-basis of K( ~u)[z]=(f − ~u).
From now on, we work over the eld K( ~u) =K(u1; : : : ; un). We denote by  ~uf0 the
Bezoutian of f0; f1−u1; : : : ; fn−un. It is clear that  ~u1 :=1; f1−u1 ;:::; fn−un=1; f1 ;:::; fn=1
and that the Bezoutian of f0 − u0; : : : ; fn − un is
f0−u0 ; f1−u1 ;:::; fn−un =f0 ; f1−u1 ;:::; fn−un − u01; f1−u1 ;:::; fn−un = ~uf0 − u0 ~u1:
By Lemma 2.6, there exists two bases C and w of K( ~u)[z] such that the Bezoutian
matrices of g; f1 − u1; : : : ; fn − un in these bases, are of the form
for g=f0 and g=1. Let C0=(z)2Nn ;w0=()2Nn be the monomial bases of K[z]
and K[]. Then the matrices [ ~uf0 ]C0 ;w0 , [
~u
f0 ]C;w and [1]C0 ;w0 , [1]C;w can be deduced
from each other (by change of bases) by left and right multiplication by invertible
matrices R( ~u) and Q( ~u) with coecients in K( ~u). So
B(u) := [ ~uf0−u0 ]C0 ;w0 = [
~u
f0 ]C0 ;w0 − u0[ ~u1]C0 ;w0
= R( ~u)N (u)Q( ~u);
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where
and Id is the identity matrix of size d. Consequently, a non-zero maximal minor
P(u0; : : : ; un) of B(u) is a linear combination, with coecients in K( ~u), of the non-zero
maximal minors of the matrix N (u). These minors are all multiples of det(Mf0−u0Id).
Therefore, P(u0; : : : ; un) is a multiple of the characteristic polynomial of the multipli-
cation by f0 in the quotient K( ~u)[z]=(f1−u1; : : : ; fn−un). Using the Cayley{Hamilton
theorem and substituting fi for ui, 1  i  n, we deduce that P(f0; : : : ; fn) = 0.
In practice, we use Gaussian elimination (Bareiss method) in order to nd a non-zero
maximal minor of the Bezoutian matrix.
Example 3.2. We illustrate the above method by this example in maple.
> f0:=x; f1:=x^ 2+y^ 2+z^ 2; f2:=x^ 3+y^ 3+z^ 3; f3:=x^ 4+y^4+z^ 4;
> mbezout([f0-u[0],f1-u[1], f2-u[2],f3-u[3]],[x,y,z]):
> last(ffgausselim("));
− [12u120 − 24u100 u1 − 16u90u2 + (24u21 − 12u3)u80 + 48u70u2u1 + (−8u22 − 24u31)u60
+ (−24u21u2 + 24u3u2)u50 + (−24u22u1 + 6u3u21 + 3u23 + 15u41)u40
+ (8u31u2 − 24u1u3u2 + 16u32)u30 + (−6u51 − 12u3u22 + 6u23u1 + 12u21u22)u20
+ u61 − 3u21u23 + 12u1u3u22 − 2; u33 − 4u42 − 4u31u22]2:
The Bezoutian matrix in this example is of size 50  50 and of rank 24 and its
non-zero maximal minor is of degree 24 in (u0; u1; u2; u3).
Proposition 3.3. With the notations of Lemma 2:7; the polynomials P given by
Theorem 3:1 are at most of degree (ed)n and their height is bounded by
(n+ 1)(ed)n(h+ (n+ 1) log(d+ 1) + log(n+ 1) + 2):
Proof. Let N be the size of the Bezoutian matrix Bf0−u0 ;:::; fn−un . According to
Lemma 2.7, N  (ed)n. This matrix can be decomposed as Bf0+u0B0+  +unBn, where
Bf0 , and the Bi are Bezoutian matrices. Let T =(n+1)(h+ n log(d+1)+
1
2 log(n+1))
be the bound on the heights of the coecients of these matrices, given in Lemma 2.7.
Let P be a maximal minor of Bf0−u0 ;:::; fn−un which is at most of degree N in u0; : : : ; un.
The coecient of u00    unn in P is the sum of the determinants obtained by choosing
0 columns of B0, 1 columns of B1; : : : ; n columns of Bn and at most N−(0+  +n)
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columns of Bf0 . The number of possible choices is bounded by the number of applica-
tions from the N columns to the set f1; : : : ; n+2g, that is by (n+2)N . By Hadamard in-
equality, the height of each of these determinants is bounded by
N (T + 12 log(N )). Thus, the height of the coecient of the monomial u
a0
0    uann in
P is bounded by
N

T +
1
2
log(N )

+ log((n+ 2)N )
 (n+ 1) (ed)n(h+ (n+ 1) log(d+ 1) + log(n+ 1) + 2):
Remark 3.4. According to [7], the rank of B1; f1 ;:::; fn is bounded by
Gn;d =
X
0kn(d−1)
min(gk ; gn(d−1)−k);
where d=maxfdeg(fi); i=1; : : : ; ng and gk is the number of n-tuples (a1; : : : ; an) such
that a1  d−1; a1+a2  2(d−1); : : : ; a1+   +an  n(d−1) and a1+   +an=k. The
combinatorial arguments, related to enumeration of Dick paths, due to Habsieger [17],
show that
n−1=2
 e
2
n
dn  Gn;d  n1=2
 e
2
n=2
dn:
In other words, we may replace e by e=2 in the bound on the degree of P in
Proposition 3.3.
Proposition 3.5. Let f0; : : : ; fn be n + 1 polynomials of R such that f1; : : : ; fn are
K-algebraically independent. Then there is a unique (up to constant) irreducible
P 2K[u0; : : : ; un] satisfying P(f0; : : : ; fn) = 0. If K is innite and degf0  min1in
degfi; the degree of P is at most
 :=
degf1    degfn
[K(z): K(f0; : : : ; fn)]
:
Moreover; if f1; : : : ; fn have no zero at innity; then the degree of P is exactly .
The proof of Proposition 3.5 uses the following lemma, which is easy to set up
(see [20]).
Lemma 3.6. Let K be a nite eld extension of K; 2K; C and P be; respectively;
the characteristic and minimal polynomial of the multiplication by  in K. Then
C = P
[K :K()]
 .
Proof of Proposition 3.5. The existence of P comes from the fact that the algebraic di-
mension of the extension K(f1; : : : ; fn) of K is equal to n (see [20]) and the factoriality
of K[u0; : : : ; un].
For the uniqueness of P, suppose that there exists two irreducible polynomials
P1; P2 such that Pi(f0; : : : ; fn) = 0, i = 1; 2. The resultant R2K[u1; : : : ; un] of P1 and
P2 (as polynomials in K[u1; : : : ; un][u0]) satises R(f1; : : : ; fn) = 0. As f1; : : : ; fn are
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K-algebraically independent R= 0. Thus P1; P2 have a non-constant common divisor
in K(u1; : : : ; un)[u0], and in K[u0; : : : ; un] too. Therefore, P1 = cP2 with c2K.
Consider the nite extension K(z) of K(f). Let ~C and ~P be, respectively, the
characteristic and minimal polynomial of the multiplication by f0 in the K(f)-vector
space K(z). Let C; P 2K[u0; : : : ; un] be the polynomials obtained, respectively, from
~C; ~P by substituting ui for fi (i=1; : : : ; n) and by taking the numerator. The polynomial
P is the unique irreducible element of K[u0; : : : ; un] satisfying P(f0; : : : ; fn) = 0. By
Lemma 3.6, ~C = ~P
[K(z):K(f0 ;:::; fn)], and C =P[K(z):K(f0 ;:::; fn)]: Changing the variables ui to
ui − si u0; 1  i  n; si 2K; degP = degu0 P. Since
deg(C) = degu0 (C) = degu0 (
~C)  deg(f1 + s1f0) : : : deg(fn + snf0):
Moreover, the equality holds if f1 + s1f0; : : : ; fn + snf0 have no zero at innity. We
deduce that degP  , and degP =  if f1; : : : ; fn have no zero at innity.
We can nd another proof of Proposition 3.5 in [24].
4. Residue calculus
The residue f is a special linear form on the quotient A, associated to the map
f = (f1; : : : ; fn) dening A. In some way, the structure of this quotient is condensed
in this linear form. We can, for instance, recover directly from it, the dimension of
A or the multiplication table. Its construction is direct in the case of fi = x
di
i + Ri(x)
with deg(Ri)<di [1,9]. Residues for equations dening zero-dimensional projective
varieties are also direct to handle [13]. Recently, generalization of this situation to
projective toric varieties has also been studied (see [8]).
The goal of this section is to show how to compute eectively the residue associated
to a general polynomial map, using the algebraic relations of dependency and a result
from [5], and to give some direct applications of this residue computation.
Let
f : Kn ! Kn;
z 7! f(z) = (f1(z); : : : ; fn(z))
be a polynomial map, such that the set of zeroes Z is nite over the algebraic closure
of K. Let I = (f1; : : : ; fn) be the ideal generated by the components of f.
Denition 4.1 (see Scheja and Storch [25]; Kunz [19]; Elkadi and Maurrain [13];
Becker et al. [3]). The residue f is the unique linear form on R such that
1. f(I) = 0,
2. .1; f1 ;:::; fn(f)− 12 I .
We recall also the analytic denition (K= C, see [15]):
For h2R; f(h) =
X
2Z
1
(2i)n
Z
fz2 V:jfi(z)j=i ;1ing
h(z)
f1(z) : : : fn(z)
dz;
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where V is a small neighborhood of ; 1; : : : ; n are positive and  = (1; : : : ; n) is
outside a negligible set dened by Sard’s theorem.
Let hi(f; zi) := ai;0(f)z
mi
i +    + ai;mi(f) = 0; 1  i  n, be algebraic relations
between the functions zi; f1; : : : ; fn given by the Bezoutian (see Section 3).
Proposition 4.2. Let v = (v1; : : : ; vn)2Kn. If for each i2f1; : : : ; ng; there is
ji 2f0; : : : ; mi − 1g; with ai; ji(v) 6= 0; then for any h2R; the computation of the
multivariate residue f−v(h) reduces to univariate residue computation.
Proof. According to the hypotheses, we have
gi(zi) := ai; ji(v)z
mi−ji
i +   + ai;mi(v) =
nX
j=1
Ai;j(fj − vj); 1  i  n;
where Ai;j 2K[z]. We put g(z)=(g1(z1); : : : ; gn(zn)). Using the transformation law (see
[19,25,13,3]), we have
f−v(h) = g(h det(Ai;j)) =
X
=(1 ;:::; n)2Nn
c
nY
i=1
(gi(z
i
i ))
=
X
2Nn
c
nY
i=1

ci; 
ai; ji(v)max(0; i−mi+ji+1)

with c and ci;  are in K.
Remark 4.3. Similarly, if u = (u1; : : : ; un) are parameters, the residue f−u(h), for
h2R, is a rational function in u whose denominator is the product of powers of
a1;0(u); : : : ; an;0(u).
If for every i2f1; : : : ; ng, there exists j2f0; : : : ; mi−1g such that aji(0) 6= 0, Propo-
sition 4.2 yields a direct algorithm for computing the multivariate residue by means of
the n algebraic relations between zi; f1; : : : ; fn; 1  i  n, given by the Bezoutian, and
by reduction to univariate residues.
In the general case, the computation of the residue can be done using a result from
[5]: for (1; : : : ; n)2Kn, we dene mi; Ri and Si as follows:
hi(1t; : : : ; nt; zi) =
nX
j=1
Ai;j(fj − jt) = t mi(Ri(zi)− tSi(zi; t)): (2)
Proposition 4.4 (Berenstein and Yger [5]). If Ri(zi) 6= 0; then for any g2R;
f(g) =
X
k=(k1 ;:::; kn)2Nn; jkjjmj

(tjmj+1−jkj ; R k1+11 ;:::; R
kn+1
n )
(gS k11 : : : S
kn
n );
where jmj= m1 +   + mn and = det(Ai;j).
Notice that this sum can be computed as follows. For any polynomial a2K[t; z1; : : : ;
zn], let us dene i(a) = qitSi + ri where qi and ri are respectively the quotient and
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remainder in the Euclidean division of a by Ri and 0(a)=r0 where r0 is the remainder
in the Euclidean division of a by tjmj+1. By construction, we have i(a)  a modulo
(tjmj+1; R1 − tS1; : : : ; Rn − tSn).
Applying iteratively 0; 1; : : : ; n to the polynomial g will eventually end with a
polynomial g, of degree  jmj in t and  di − 1 in zi (di =degRi). Then the residue
f(g) is the coecient of tjmjzd1−11    zdn−1n in g, for g−g 2 (tjmj+1; R1−tS1; : : : ; Rn−
tSn).
Algorithm 4.5 (Computation of the residue of f = (f1; : : : ; fn)). Let f1; : : : ; fn be a
complete intersection in R and g2R.
1. For every i2f1; : : : ; ng, compute the algebraic relations hi(u; zi) between
zi and f1; : : : ; fn (using the Bezoutian computation of the previous sec-
tion).
2. Choose a generic vector (1; : : : ; n)2Kn. Compute the exponents mi and
the polynomials Ri(zi); Si(zi; t); Ai; j defined in (2). Let di be the degree
of Ri.
3. Compute  = det(Ai;j) and apply 0; : : : ; n (defined above) to g until a
fixed element g is reached. The coefficient of tjmjzd1−11    zdn−1n in g
is the residue f(g).
4.1. Applications
Let us give some direct applications of the residue computation. Among others that
are not mentioned here (see [13]), we have the construction of multiplication tables,
counting the number of real roots of a system of polynomial equations (see [3]).
The dimension of A. If the characteristic of K is zero, it is possible to compute
the dimension of the vector space A using Algorithm 4.5. According to the following
formula (see [19,25,7,13]),
dimK(A) = f(Jf)
where Jf is the Jacobian determinant of (f1; : : : ; fn).
Furthermore we can nd the set Z of common zeroes of f1; : : : ; fn using Newton’s
formulas and the identities f(z
j
i Jf) =
P
=(1 ;:::;n)2Z 
j
i ; 1  i  n; 1  j  D.
The membership problem. It is also possible to test if an element f0 belongs to the
ideal (f1; : : : ; fn), by linear algebra on polynomials of \small degree". In general, the
complexity of this problem is doubly exponential (see [21]). For complete intersection,
the bounds on the degree are simply exponential ([4,11,12,18]). Using the residue, it
is possible to transform such a problem into a linear one of even smaller size.
Proposition 4.6. There exists a polynomial g of degree at most
Pn
i=1 degfi−n which
is a non-zero divisor in A such that; f0 is in the ideal generated by f1; : : : ; fn; if and
only if;
gf0 = g1f1 +   + gnfn; gi 2K[z]; (3)
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with
deg(gjfj) 
nX
i=0
degfi − n; 1  j  n:
Proof. From Denition 2.1 and Remark 2.3,
f0 =f0(z)1(z; ) + f1(z)1(z; ) +   + fn(z)n(z; )
=f0()1(z; ) + f1() ~1(z; ) +   + fn() ~n(z; );
with i; ~i 2K[z; ]; 1  i  n.
If f0 2 (f1; : : : ; fn), then
.f0f = f0(z)(
.
1f)− g1f1 −    − gnfn = 0:
We put g=.1f. As g− 12 (f1; : : : ; fn) (see Denition 4.1), g is a non-zero divisor
in A.
Identity (3) can be viewed as a linear system, where the unknowns are the coe-
cients of g1; : : : ; gn. Thus, if we want to test whether a polynomial f0 is in the ideal
(f1; : : : ; fn); rst we compute g = .1(f) (Algorithm 4.5) and test whether gf0 is
in the vector space generated by the multiples of the initial polynomials of degree
Pni=0 deg(fi)−n. If we are not interested by the polynomials gi, we can simply test
whether f(f0z)=0 for all monomials z of degree 
Pn
i=1 degfi− n (indeed for all
monomials appearing in 1).
5. Properness and Lojasiewicz exponent
Our goal in this section is to give an eective method to test whether a polynomial
map f : Cn ! Cn is proper or not. The interest of the properness comes from the
Jacobian conjecture and the study of the automorphisms of Cn (see [2,23]). It also
plays a crucial role in the eective Hilbert’s Nullstellensatz (see [4,12]).
Denition 5.1. A polynomial map f : Kn ! Kn is dominating if K(z) is a nite eld
extension of K(f). The geometric degree of f is the degree of this extension.
Proposition 5.2 (Grobner [16]). For a polynomial map f = (f1; : : : ; fn) : Kn ! Kn;
the following conditions are equivalent:
1. f is a dominating map.
2. The polynomials f1; : : : ; fn are algebraically independent over K.
3. The Jacobian Jf = det(@fi=@zj)i; j of f is not identically zero.
In this case; the geometric degree of f is also equal to dimK(u)K(u)[z]=(f − u).
Thus generically the cardinality of the bers of f is exactly the geometric degree.
Denition 5.3. A polynomial map f:Cn ! Cn is proper, if the inverse image of a
compact subset of Cn is compact (i.e. limjjzjj7!1jjf(z)jj=1).
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Proposition 5.4. For a dominating map f:Cn ! Cn; the following conditions are
equivalent:
1. f is proper.
2. For every h2C[z]; the characteristic polynomial of the C(u)-endomorphism
h : C(u)[z]=(f − u)! C(u)[z]=(f − u);
a 7! ha
has coecients in C[u].
3. The ring C[z] is an integral extension of C[f] (i.e. 8i2f1; : : : ; ng;9mi 2N :
z mii + ai;1(f)z
mi−1
i +   + ai;mi(f) = 0 with ai; j 2C[z]):
4. There are R; C; > 0 such that; 8z 2Cn; jjzjj  R) jjf(z)jj  Cjjzjj:
5. 8h2C[z]; f−u(h)2C[u].
6. 8i2f1; : : : ; ng; 8j2f1; : : : ; dg (d is the geometric degree of f); f−u(z ji Jf)2C(u).
Proof. We denote by Z=f1(u); : : : ; d(u)g the set of zeroes over the algebraic closure
of C(u).
1) 2: Following [23], let
P(u;X ) = X d + a1(u)X d−1 +   + ad(u) =
dY
i=1
(X − h(i(u)))2C(u)[X ]
be the characteristic polynomial of the endomorphism h. The coecients ai(u);
1  i  d, of P satisfy
jai(u)j=

X
1j1<<jid
h(j1 ) : : : h(ji)


X
1j1<<jid
Ch(1 + jjj1 (u)jj)deg h : : : (1 + jjji(u)jj)deg h
with Ch> 0. The assumption that f is proper implies that
8A> 0; 9B> 0: 8z 2Cn; jjzjj  B) jjf(z)jj  A: (4)
Let u2Cn be generic such that jjujj  A. We deduce from (4) that jai(u)j  C; C > 0,
so ai 2C[u]; 1  i  d.
2) 3: The relations of integral dependency are given by the characteristic polyno-
mials of the endomorphisms zi; 1  i  n.
3) 4: It is easy to see that if x is a root of a polynomial X m+a1X m−1+   +am of
one variable, then jxj  mmaxj2f1;:::;mg(jajj1=j). From this observation and the algebraic
relations z mii + ai;1(f)z
mi−1
i +   + ai;mi(f) = 0; 1  i  n, we deduce that
8i2f1; : : : ; ng; 9Ci > 0 such that jzij  Ci max
j=1;:::;mi
jai; j(f)j1=j :
Then there is C> 0 such that for suciently large z 2Cn,
jjzjj  Cjjf(z)jjmaxi2f1;:::; ngmaxj2f1;:::; mig(deg ai; j =j): (5)
4) 1: It is evident.
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3) 5: We apply the same argument as in the proof of Proposition 4.2.
5) 6: It is evident.
6 ) 3: For a polynomial g, we consider the endomorphism of multiplication by g
in the C(u)-vector space C(u)[z]=(f − u). The characteristic polynomial of this endo-
morphism
P(u;X ) = X d − 1(u)X d−1 +   + (−1)dd(u);
where i; 1  i  d, are the elementary symmetric functions of g(1(u)); : : : ; g(d(u)).
We know that i is a function of the Newton’s sums Sj(u) = f−u(gjJf). We x
i2f1; : : : ; ng and g(z) = zi. By hypothesis Sj(u) = f−u(z ji Jf)2C[u], so P(u;X )2
C[u][X ], and
zdi − 1(f)zd−1i +   + (−1)dd(f) = 0:
Remark 5.5. If for every i2f1; : : : ; ng, we have a relation of algebraic dependency
ai;0(f1; : : : ; fn)z
mi
i +   + ai;mi(f1; : : : ; fn) = 0
given by means of the Bezoutian, which is a relation of integral dependency (i.e. ai;0
is a non-zero constant), then the map f = (f1; : : : ; fn) is proper (Proposition 5.4).
Otherwise, there exists i2f1; : : : ; ng such that ai;0 is non-constant. We decompose
ai;0(u1; : : : ; un)u
mi
0 +    + ai;mi(u1; : : : ; un) into irreducible polynomials and look at the
unique irreducible polynomial
Qi(u0; : : : ; un) = qi;0(u1; : : : ; un)u
ni
0 +   + qi;ni(u1; : : : ; un)2C[u0; : : : ; un]
which satises Qi(zi; f1; : : : ; fn) = 0. Thus f is proper, if and only if, the polynomials
qi;0 are non-zero constants. It requires to factorize polynomials (see [22]).
We may also test properness, with no factorization:
Algorithm 5.6 (Testing the properness of f).
1. Compute the geometric degree of f; d = dimC(u)C(u)[z]=(f − u) =
f−u(Jf), using the algebraic relations between zi; f1; : : : ; fn given by the
Bezoutians and Remark 4.3.
2. Compute, as above, the rational functions f−u(z
j
i Jf); 1  i  n; 1 
j  d.
3. The map f is proper, if and only if, these fractions are polynomi-
als.
The polynomials ai in the decomposition of
1;f1 ;:::;fn(z; ) =
sX
i=1
ai(z)bi()
in C[z; ] generate the vector space A (see [25,19,3,13]). It is enough to show in the
fth point of Proposition 5.4, that for all i2f1; : : : ; sg; f−u(ai)2C[u] as above.
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A polynomial map f :Cn ! Cn which denes a discrete variety, satises the fol-
lowing:
9R; C > 0; 2R: 8z 2Cn; jjzjj  R) jjf(z)jj  Cjjzjj:
Denition 5.7. The Lojasiewicz exponent of f is
L(f) = supf2R : 9R; C > 0;8z 2Cn; jjzjj  R) jjf(z)jj  Cjjzjjg:
This number characterizes properness: f is proper, if and only if L(f)> 0. The
properness and the Lojasiewicz exponent were studied extensively by Chadzynski{
Krasinski (for n= 2) and by Ploski (see [10,23]).
When we have n relations of integral dependency
z mii + ai;1(f)z
mi−1
i +   + ai;mi(f) = 0; mi 2N; ai; j 2C[z];
we deduce from relation (5) of proof of Proposition 5.4, that
L(f)  1
maxi2f1;:::; ngmaxj2f1;:::;mig(deg ai; j=j)
:
Ploski has shown that equality holds if we take the relations of integral dependency
given by the characteristic polynomials of the n endomorphisms of multiplication by
zi; 1  i  n, in the C(u)-vector space C(u)[z]=(f − u).
Using the methods developed above and Ploski’s formula, we can compute L(f).
Algorithm 5.8 (Computation of the Lojasiewicz exponent L(f)).
1. For every i2f1; : : : ; ng, compute the irreducible polynomial hi such that
hi(zi; f1; : : : ; fn) = 0, from the algebraic relations given by Theorem 3.1.
2. From Lemma 3.6, we know that the characteristic polynomial Pi of the
multiplication by zi is a power of hi and that its degree d= f−u(Jf):
Compute pi = h
d=deg(hi)
i .
3. Let Pi=Td+ ai;1Td−1 +   + ai;d. The Lojasiewicz exponent L(f) is given
by
1
L(f)
= max
i2f1;:::; ng
max
j2f1;:::;dg

deg ai; j
j

:
Remark 5.9. Note that Algorithm 5.8 requires to factorise the algebraic relations ob-
tained from the Bezoutian. However, we can deduce directly from the residue f−u
the polynomial Pi by computing a linear recurrence relation of degree d between the
coecients f−u(z ki ); k = 0; : : : ; 2d− 1.
Example 5.10. We will compute the Lojasiewicz exponent for a proper map having
zeroes at innity.
> f1 :=x^ 2 + y^ 2 + z^ 2-x; f2 :=x^ 2+y^ 2+z^ 2-y ; f3:=x^ 2+y^2+z^
2-z;
> mbezout([x-u[0],f1-u[1], f2-u[2],f3-u[3]],[x,y,z]):
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> last(ffgausselim("));
3u20 + (4u1 − 2u2 − 2u3 − 1)u0 + u23 − 2u2u1 + 2u21 + u22 − 2u3u1 − u1
> mbezout([y-u[0],f1-u[1],f2-u[2],f3-u[3]],[x,y,z]):
> last(ffgausselim("));
−3u20 + (2u1 − 4u2 + 2u3 + 1)u0 − u23 + 2u3u2 − u21 − 2u22 + 2u2u1 + u2
> mbezout([z-u[0],f1-u[1],f2-u[2],f3-u[3]],[x,y,z]):
> last(ffgausselim("));
3u20 + (4u3 − 2u2 − 2u1 − 1)u0 − 2u3u1 − 2u3u2 + 2u23 + u21 + u22 − u3:
According to Ploski’s formula L(f) = 1.
6. Invertible polynomial maps
A special case of interest of proper maps, concerns bijective polynomial ones. In
this section, we focus on this subclass, showing how the Bezoutian can be used ad-
vantageously to compute the inverse of such a map.
Proposition 6.1. Let f :Cn ! Cn be a bijective polynomial map. Then; its inverse
f−1 = (g1; : : : ; gn) is also polynomial. More precisely
8i2f1; : : : ; ng; 8w2Cn; gi(w) = Jff−w(zi) = Jf
X
jj1=L(f)
f+1(zi)w
:
Proof. For h2R;
f(h) =
1
2i
Z
fz2Cn: jfi(z)j=ig
h(z)
f1(z) : : : fn(z)
dz:
By the local inverse theorem, the Jacobian Jf of f does not vanish. So Jf is a non-zero
scalar and f is a global biholomorphism. Therefore
8w2Cn; gi(w) =
X
2Nn
ai; w; with ai;  =
1
!
@gi
@w
(0):
Using Cauchy’s formula and the change of variables = f(z)
ai; =
1
(2i)n
Z
f=(1 ;:::;n)2Cn: jij=ig
gi()
+1
d= Jff+1(zi):
If w = (w1; : : : ; wn)2Cn; jwij<i ; 1  i  n,
f−w(zi) =
1
(2i)n
Z
fz2Cn: jfi(z)j=ig
zi
(f1(z)− w1) : : : (fn(z)− wn) dz
=
X
2Nn
f+1(zi)w
:
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As the map f is a biholomorphism, it is proper. Then f−w(zi) is polynomial in w
(Proposition 5.4), so for suciently large 
f+1(zi) =
ai; 
Jf
= 0
and gi is polynomial.
Since there exists c> 0 such that for large z 2Cn,
jjf−1(z)jjL(f)  cjjf(f−1(z))jj= cjjzjj
and jjzjj  jjf−1(f(z))jj  cjjf(z)jjdeg f−1 ;
we deduce that f−1 = 1=L(f).
The above result is known (see [2,23]). The interesting fact here is that f−1 is given
explicitly. Its degree and its coecients can be computed using the methods developed
in Sections 4 and 5. This yields an algorithm based, on Bezoutians and residue com-
putations, for deciding whether a polynomial map f :Cn ! Cn is an automorphism
and for computing its inverse.
Algorithm 6.2 (Invertible polynomial maps). Let f : Cn ! Cn be a polynomial
map and Jf its Jacobian.
1. If Jf 62C n f0g, then f is not invertible.
2. Test whether f is a proper map (using Algorithm 5:6):
 If f is not proper, then f is not invertible.
 If Jf 2C n f0g and f is a proper map, then it is invertible. Compute its inverse
f−1 = (g1; : : : ; gn) where gi(u) = Jff−u(zi).
If we allow factorization of the algebraic relation given by Theorem 3.1, then the
inverse of f can be computed directly by the following proposition.
Proposition 6.3. Let v0; : : : ; vn be new parameters and f0 = v0 + v1x1 +   + vnxn be
a generic linear form. If f :Cn ! Cn is invertible; then any maximal minor of the
Bezoutian matrix Bf0 ; f1−u1 ;:::; fn−un is divisible by an element of the form
v0 + v1g1(u) +   + vngn(u); gi 2C[u1; : : : ; un];
and g= (g1; : : : ; gn) is the inverse of f.
Proof. As f is invertible, for any u2Cn, the variety Z(f − u) is reduced to the
unique (simple) point u=f−1(u) and the dimension of the vector space C[z]=(f−u)
is 1. This implies that the matrix Mxi of multiplication by xi in C[z]=(f − u) is the
1 1 matrix [ui ]; 1  i  n, where ui is the ith coordinate of u. Thus ui is also equal
to gi(u); with gi 2C[u1; : : : ; un]. In other words, g is the inverse of f. According to
Theorem 3.1, any maximal minor of Bf0 ; f1−u1 ;:::; fn−un is divisible by
det(v0 I1 + v1Mx1 +   + vnMxn) = v0 + v1 g1(u) +   + vngn(u):
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