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Introduction
Inventer un avion n’est rien. Le construire est un début. Voler c’est tout.
Otto Lilienthal
Prométhée, Icare et Frankenstein.
Et quelques autres
Le 21 novembre 1783, lors du premier vol humain non captif réalisé par
Pilâtre de Rozier et le marquis d’Arlandes, on raconte qu’un passant s’ex-
clama devant Benjamin Franklin : « à quoi peuvent bien servir ces ascensions ?
». L’imprimeur-éditeur-écrivain-naturaliste-inventeur-homme d’état américain
répondit alors : « à quoi bon l’enfant qui vient de naître ? ». Et certainement
les études qui touchent au domaine aéronautique exsudent, aujourd’hui encore,
quelque chose de ce rêve innocent et fantastique, permanence à laquelle ne font
pas exceptions celles de ces études qui touchent aux drones.
Figure 1 – Le premier vol humain non captif par Pilâtre de Rozier et le




Un petit mot qui en quelques années est venu se loger dans l’imaginaire col-
lectif : symbole de la puissance créatrice de l’homme, capable de rêver, conce-
voir et réaliser des auxiliaires qui l’aident et parfois le font rêver. Improbable
chimère enfantée par Icare et Frankenstein, et dont Prométhée ne renierait pas
la filiation spirituelle, engendrée par le rêve éternel de voler, et par l’envie de
créer -sans pro-créer- la vie, par le besoin de maîtrise -si humain et peut-être
si inhumain à la fois. Ode à la technicité de l’homme et incarnation tout-à-la
fois de son hybris démesurée.
Lourd héritage que celui d’un mot dont la seule évocation suggère tous les
contraires, quelque chose de terrible et d’onirique, d’effrayant et de magnifique,
d’inquiétant et de réconfortant.
Des raisons plus prosaïques ont bien sûr contribué à l’émergence et à l’ex-
pansion de ces drôles d’engins, se mouvant dans les cieux sous la direction de
codes informatiques leur conférant un niveau variable d’autonomie : le légitime
souci de disposer d’appareils capables de remplacer l’homme pour des missions
sales, pénibles ou dangereuses -et toute combinaison d’iceux. Les récents évé-
nements tragiques de Fukushima au Japon ou d’Aquila en Italie rappellent
en effet combien fragiles sont les fabrications humaines devant les explosions
de colère de Dame Nature, combien faible reste notre niveau de maîtrise. Et
quémandent des solutions technologiques permettant d’aider, de débusquer, de
sauver, parfois sous les décombres, des êtres humains en détresse.
La question cruciale des mesures
Dans ce contexte, nombreuses sont les études qui visent et ont visé à doter
les drones de capacités toujours plus développées ; un point crucial pour cela
réside dans la capacité du drone à mesurer sa situation par rapport à son
environnement (position, orientation) et à utiliser cette information afin de se
maintenir en vol, de rejeter d’éventuelles perturbations aérologiques, d’éviter les
obstacles, et finalement de mener à bien sa mission. Un moyen extrêmement
répandu pour disposer de telles informations est le GPS grâce auquel, par
triangulation d’informations satellitaires, la position du drone peut être connue
de façon fiable et rapide. Cependant, les environnements confinés (intérieur
de maisons) ou les théâtres d’opération militaire, ou simplement le besoin de
se mouvoir relativement à une scène montrent les limites de l’utilisation de
cette source d’information. Par ailleurs, la démocratisation des caméras vidéo,
devenues légères, peu gourmandes en puissance électrique et peu onéreuses
offre une alternative intéressante : les informations visuelles sont disponibles en
intérieur, non sujettes au brouillage, et par nature relatives à l’environnement.
Rançon de la gloire, ce capteur précieux délivre une richesse d’information
dont l’usage ne coule pas de source : traiter cette masse de donnée de façon
pertinente relève de la gageure.
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Objectif de la thèse
Dans ce cadre, l’objet du travail présenté dans cette thèse est d’étudier
l’utilisation d’images fournies par une caméra vidéo dans la stabilisation et le
suivi de trajectoire d’un drone, et plus précisément de proposer des techniques
de pilotage de drones basées directement sur des mesures images. En somme :
utiliser le moins possible de capteurs, être le moins gourmand en calculs, et
pourtant définir une loi de commande stabilisante et la plus robuste possible.
Ces notions seront définies de façon rigoureuse dans les chapitres qui suivent.
Structure du mémoire
Dans la première partie de ce mémoire, on présente les -nombreuses- études
réalisées dans des domaines connexes à l’objet de cette étude (chapitre 1). Cette
thèse relève à la fois de l’asservissement visuel et de la commande de drones,
deux thèmes qui forment ainsi les deux premières parties de cet état de l’art. La
dernière partie présente les travaux relatifs à l’asservissement visuel de drones,
qui est l’objet propre de cette thèse.
On présente ensuite les résultats théoriques obtenus au cours de cette thèse
en trois chapitres. Les deux premiers concerne la stabilisation en un point d’un
engin sous-actionné propulsé par la poussée à partir de mesures incertaines.
Des approches linéaires, supposant de faibles déplacements de l’engin autour
de la position de stabilisation souhaitée sont d’abord proposées (chapitre 2).
Le chapitre suivant étudie également la stabilisation en un point, mais sans
faire l’hypothèse de linéarité (chapitre 3). Les résultats qui y sont présentés
relèvent de techniques de stabilisation d’un engin propulsé par la poussée à
partir de mesures incertaines de position, le cas des drones VTOLs (drones à
décollage et atterrissage verticaux) asservis visuellement en étant une appli-
cation. Une partie de ce chapitre s’intéresse plus particulièrement aux façons
d’obtenir les mesures nécessaires à l’application des résultats précédents.
La troisième partie des travaux théoriques de cette thèse développe la pos-
sibilité pour le même type d’engins de suivre une trajectoire à partir d’une
mesure incertaine d’erreur de position par rapport à une trajectoire désirée
(chapitre 4). Le résultat se présente comme une extension des résultats de
stabilisation précédents.
Le chapitre 5 présente les résultats des expérimentations réalisées dans le
cadre de la thèse. Certains résultats ont ainsi pu être testés sur deux petits
drones hélicoptères, même si l’ensemble des résultats est loin d’avoir été validé
à ce jour.
Dans la conclusion, chapitre 5.5, un bilan des contributions de cette thèse
est proposé, ainsi que des perspectives pour prolonger l’étude.
Chapitre 1
État de l’art
Que d’autres se targuent des pages qu’ils ont écrites ;
moi, je suis fier de celles que j’ai lues.
Jorge Luis Borgès
Ce premier chapitre liste les principaux travaux relatifs à l’asservisse-
ment visuel et à la commande de drones à décollages et atterrissages
verticaux ("drones VTOLs"). Le choix retenu de citer un grand nombre
d’articles interdit une présentation complète de chacun. Néanmoins, ces
travaux ont été regroupés par thèmes, et certains sujets, plus proches de
l’objet d’étude de cette thèse, ont été davantage détaillés. L’ensemble
cherche à former comme un panorama, avec une mise en perspective
des choix réalisés ici, et une présentation des modèles, concepts et mé-
thodes retenus pour la suite.
On présente dans une première partie l’asservissement visuel. Un pa-
norama des applications, ainsi qu’un déroulé chronologique d’étapes
importantes pour la discipline sont balayés. Puis les deux grands volets
de l’asservissement visuel sont présentés : les aspects géométriques, avec
des études sur l’image et les informations pouvant en être extraites ; et
les aspects commande, où des travaux étudient l’exploitation de l’image
pour la stabilisation d’un véhicule.
Une deuxième partie liste succinctement des études réalisées sur la com-
mande de drones VTOLs, ce qui permet d’introduire des techniques de
commande dont s’inspirent les résultats de la thèse.
Enfin, la troisième partie énumère des travaux dédiés à l’asservisse-
ment visuel pour de tels engins. On y distingue les grandes approches
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1.1 Asservissement visuel
Le regard, le miroir de l’âme le moins menteur.
Érasme
Dans cette section, nous introduisons l’asservissement visuel. La première
partie (sous-section 1.1.1) présente le sujet avec pour but de le définir, de donner
une idée des applications où il a été utilisé, et des problèmes qui se posent, avant
d’introduire dans les deux parties suivantes les deux grands thèmes techniques
de l’asservissement visuel :
– les aspects géométrie de l’image (sous-section 1.1.2), qui répondent à la
problématique suivante : quelles informations sont pertinentes dans une
(ou plusieurs) image(s), et qu’en retirer ?
– les aspects commande (sous-section 1.1.3), dans lesquels la grande ques-
tion est : comment exploiter les informations image extraites grâce à
l’étape précédente dans une loi de commande permettant d’obtenir un
comportement désiré du robot ?
1.1.1 Présentation générale de l’asservissement visuel
Pour présenter ce sujet, nous définissons tout d’abord les principaux concepts
en jeu ; puis nous offrons un panorama d’applications de cette technique ; en-
fin nous listons certains travaux qui forment des étapes importantes de son
développement historique.
1.1.1.1 Définition des principaux concepts
Définition de l’asservissement visuel La commande référencée vision
consiste à exploiter les informations issues d’une caméra vidéo pour contrôler
un robot. Cette technique est introduite d’une façon claire et concise dans une
présentation en deux parties relativement récente, (Chaumette and Hutchin-
son, 2006)-(Chaumette and Hutchinson, 2007). La figure 1.1, issue de (Chau-
mette and Hutchinson, 2006), représente une situation d’asservissement visuel
typique, où sont représentées la position désirée (a), la position courante (b),
et les vues correspondantes de la caméra (c).
Quelques distinctions : la vision dynamique, la localisation de la ca-
méra L’asservissement visuel se distingue de la vision dynamique, dans la-
quelle les mouvements de l’image sont exploités sans qu’ils soient contrôlés.
Une autre distinction essentielle discrimine les situations où la caméra est fixée
sur le robot, et ainsi entraînée dans son mouvement ("eye-in-hand" en anglais)
de celles où la caméra est fixe par rapport au robot ("stand-alone" en anglais).
La figure 1.2, issue de (Chaumette and Hutchinson, 2007), illustre ces deux
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Figure 1.1 – Représentation d’une situation typique d’asservissement visuel
issue de (Chaumette and Hutchinson, 2006) : position désirée (a), position
courante (b), images correspondantes (c)
situations. Dans cette thèse, nous nous intéressons au premier cas, le second
sera donc peu mentionné.
L’approche par fonction de tâche Pour formaliser un problème d’asser-
vissement visuel, l’approche la plus fréquemment retenue consiste à définir une
fonction des variables d’état, dite "fonction de tâche" (Samson et al., 1991;
Samson, 1987; Samson and Espiau, 1990) ("task function" en anglais), et à
chercher à lui faire atteindre une valeur cible.
Les approches "basées image" (IBVS) et "basées position" (PBVS)
Vient ensuite une discrimination fondamentale, entre les approches "basées
image" (Sanderson and Weiss, 1982) (en anglais IBVS pour Image Based Vi-
sual Servoing) dans lesquelles la fonction de tâche s’exprime en fonction d’élé-
ments mesurés dans l’image uniquement, et les approches "basées position"
(Shirai and Inoue, 1973) (PBVS pour Position Based Visual Servoing) lors-
qu’elle consiste en des grandeurs cartésiennes à estimer à partir des mesures
image. Des approches intermédiaires ont aussi été imaginées pour combiner
leurs avantages, approches qui seront décrites dans la section 1.1.1.
La matrice d’interaction Une autre définition importante est celle de la
matrice d’interaction, qui relie la dérivée de la fonction de tâche et les vitesses
(linéaire et angulaire) de la caméra. Cette matrice est centrale puisqu’elle relie
les observations faites avec la caméra avec la dynamique que l’on souhaite
contrôler. Suivant la nature de la fonction de tâche, son contenu varie.
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Figure 1.2 – Représentation des cas "eye-in-hand" (gauche) et "stand-alone"
(droite) issue de (Chaumette and Hutchinson, 2007)
Les deux grands thèmes de l’asservissement visuel Deux grandes ca-
tégories de questions se posent dans ce contexte :
– le choix et l’extraction des informations visuelles ;
– le choix d’une stratégie de commande, puis l’analyse et la synthèse des
lois de commande.
Les deux paragraphes qui suivent ce paragraphe d’introduction abordent ces
problèmes : la géométrie dans l’image en paragraphe 1.1.2, les aspects com-
mande en 1.1.3.
Avant d’entrer dans ces deux aspects spécifiques, nous illustrons le sujet
par différents types d’applications de la commande référencée vision, puis en
listant des travaux révélateurs d’étapes historiques importantes.
1.1.1.2 Panorama des applications
Les lois claires en théorie sont souvent un chaos à l’application.
Napoléon Bonaparte
Du rapport entre l’application considérée et les problèmes tech-
niques se posant, en particulier pour cette thèse Cette section recense
quelques-unes des applications d’asservissement visuel développées au cours du
temps. Cette énumération n’est pas étrangère au sujet de cette thèse : les diffi-
cultés techniques relatives aux différentes applications sont en effet de natures
très différentes ; ainsi entre un bras robotisé dont on suppose en général pouvoir
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commander instantanément les vitesses de translation et rotation indépendam-
ment, et un drone VTOL dont la vitesse linéaire est obtenue par inclinaison
et mise en accélération, par un fonctionnement en révélant le caractère sous-
actionné -ce sont les mêmes actionneurs qui permettent directement de mettre
en rotation et, indirectement, en translation. La multiplication des indices vi-
suels exploitables et la sophistication croissante des techniques de commande
ont permis à la commande référencée vision de s’émanciper des applications
plus simples des premiers temps pour rejoindre des contextes applicatifs de
plus en plus ambitieux. Cette thèse s’inscrit dans cette dynamique, qui étudie
un problème dont la solution serait aisée dans le cas d’un modèle cinématique
de bras robotisé, alors qu’elle ne l’est pas pour un drone.
Figure 1.3 – Un exemple d’application de l’asservissement visuel : une chaise
roulante munie d’un bras manipulateur. Figure issue de (Pence et al., 2012)
Premier champ d’applications : les bras manipulateurs Ainsi, les pre-
miers travaux en asservissement visuel ont concerné des bras manipulateurs,
dont la cinématique est souvent définie d’une façon très simple (Shirai and In-
oue, 1973). Plus récemment, (Corke, 1996) est un bilan très complet des études
consacrées à de tels robots. Une géométrie particulière est étudiée dans (Kelly,
1996), avec un bras localisé dans un plan et une caméra externe l’observant ;
la stabilité et la robustesse du contrôleur sont démontrées par une fonction de
Lyapunov. Il y a peu, un bras manipulateur monté sur une chaise roulante a
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fait l’objet d’une étude en asservissement visuel (Pence et al., 2012) (voir figure
1.3).
Diversification des applications : robots roulants, véhicules marins,
applications médicales Après les bras manipulateurs, sont intervenus les
travaux sur des robots roulants (Khadraoui, 1996), (Fang et al., 2002b) ou
(Le Blanc et al., 2005). Les sous-marins aussi ont eu leurs études, ainsi (Lots,
2002) ou (Karras et al., 2010). Interviennent ensuite des applications médi-
cales ; ainsi pour l’asservissement d’une aiguille (Navab et al., 2000) ou pour
compenser les mouvements du cœur dans (Ginhoux et al., 2005). (Kragic and
Christensen, 2002) et (Garcia et al., 2009) sont des panoramas concernant cer-
taines de ces applications, en manipulation pour le premier, et en contrôle par
force / tactile pour des robots avec interaction physique pour le second. Des
mécaniques plus complexes ont aussi été étudiées plus récemment, ainsi d’une
plateforme de Gough-Stewart dans (Andreff et al., 2005).
Plus récemment : les engins volants Plus tardivement, la commande
référencée vision s’est intéressée aux engins volants, en particulier aux drones
VTOLs, avec une prédilection pour les quadrirotors, la dynamique plus stable
et le petit format de ces engins les rendant attractifs. Ainsi (Altuğ et al., 2002)
pour un quadrirotor, (Zhang and Ostrowski, 1999) ou (Azinheira et al., 2002)
pour un dirigeable, ou encore (Amidi et al., 1993) et (Chriette et al., 2001)
pour un hélicoptère. (Kuntz and Oh, 2009) étudie le transport de charge par
hélicoptère. (Korpela et al., 2012) propose même un drone manipulateur. La
section 1.3 ci-après est consacrée à ces applications et aux solutions techniques
proposées dans ce contexte.
Ce travail de thèse par rapport à ces applications On le voit, les ap-
plications considérées ont été nombreuses. Cette thèse s’est consacrée au cas
des drones VTOLs, avec l’objectif de prendre en compte leur caractère sous-
actionné et leur dynamique, deux spécificités de ce type d’engins.
1.1.1.3 Quelques étapes historiques
L’Histoire est une galerie de tableaux
où il y a peu d’originaux et beaucoup de copies.
Alexis de Tocqueville
Dans ce paragraphe sont recensées certaines des étapes marquantes qui
depuis quarante ans ont contribué à donner à la commande référencée vision
ses concepts et ses méthodes actuels.
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Années 70 Avec (Shirai and Inoue, 1973), les bases sont posées, en introdui-
sant notamment l’idée d’un retour ("feedback" en anglais) sur les observations
visuelles -par opposition aux systèmes en boucle ouverte utilisés jusqu’alors.
Ces observations visuelles sont alors exploitées pour calculer la position 3D
de l’objet, et l’on distingue les différentes étapes du processus. Dans (Hill and
Park, 1979), les auteurs inventent le terme d’asservissement visuel ("visual
servoing" en anglais) pour décrire leur approche.
Années 80 Les travaux de Carnegie Mellon ((Weiss, 1984), (Weiss et al.,
1987)) distinguent "static look and move" (séparation de moments clairs : ob-
servation, détermination du mouvement à réaliser, réalisation du mouvement ;
enfin, une fois l’immobilité retrouvée, nouvelle prise d’image) et "dynamic look
and move" (la commande et le traitement de l’image peuvent être simultanés,
quoique souvent à des cadences différentes). Ceci par opposition aux PBVS et
IBVS, dans lesquels la stabilité du robot est assurée directement par l’image.
(Weiss et al., 1987) est ainsi l’une des premières études à utiliser les outils for-
mels de la théorie du feedback pour définir rigoureusement un asservissement
visuel, qui inclut par ailleurs une boucle adaptative. (Samson, 1987; Samson
and Espiau, 1990) formalisent l’approche par fonction de tâches pour la ro-
botique générale, avec notamment un traitement élégant du cas où tous les
degrés de liberté ne sont pas contraints par la tâche à réaliser, en proposant
l’ajout d’un objectif de commande secondaire ne perturbant pas le premier.
En s’appuyant sur ce travail, (Rives et al., 1989)-(Espiau et al., 1990)-(Samson
et al., 1991)-(Espiau et al., 1992) sont des papiers importants qui décrivent
une approche formelle, en regardant les systèmes de vision comme des capteurs
particuliers associés à une tâche à réaliser grâce à une boucle de commande,
en modélisant les capteurs, en définissant la notion de liaison virtuelle, et en
repensant l’approche par fonction de tâche pour l’asservissement visuel.
Années 90-95 (Papanikolopoulos et al., 1993) précise les besoins relatifs à
la boucle vision-commande, avec une approche où la profondeur est supposée
connue. Dans (Chaumette, 1990), un bon nombre d’indices visuels est recensé,
avec les matrices d’interaction associées. (Castano and Hutchinson, 1994) dé-
finit la "visual compliance", dans laquelle l’extrémité d’un bras satisfait à des
contraintes virtuelles en étant asservie dans le plan image par asservissement
visuel, et perpendiculairement à ce plan par retour de position -une première
façon de mêler aspects image et aspects 3D (comme plus tard dans la com-
mande 2D 1
2
). Différentes études, (Questa et al., 1995), (Colombo et al., 1995),
(Crétual and Chaumette, 1997) ont constitué les fondements de l’approche
d2D/dt, qui part de la remarque qu’il est difficile de maintenir un suivi des élé-
ments utiles dans l’image, et propose donc d’asservir la caméra sur un champ
de vitesse plutôt que sur des grandeurs calculées à partir de tels éléments. La
thèse (Cretual, 1998) développe cette méthode.
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Figure 1.4 – Dans l’approche d2D/dt, c’est le champ de vitesse qui est asservi :
champ de vitesse courant (a) et désiré (b). Figure issue de (Alhaj, 2004)
Années 95-2000 (Cross and Cipolla, 1996) introduit l’asservissement visuel
affine, destiné à fonctionner localement autour de l’équilibre, en exploitant les
petites déformations engendrées par de tels déplacement -rotations, expansions
isotropiques ou étirements-, l’approche étant prévue pour une caméra non ca-
librée. (Hutchinson et al., 1996) est un tutoriel qui propose un panorama des
méthodes et approches disponibles au milieu des années 90 appliquées aux bras
manipulateurs, avec en particulier une classification des méthodes, et une re-
vue des deux types de techniques de suivi dans l’image, utilisant des amers
ou des corrélations. (Marchand and Chaumette, 1996) propose une technique
de vision active, c’est-à-dire que c’est le besoin de perception qui guide les
mouvements de la caméra, pour la reconstruction de scènes 3D à partir de pa-
ramétrage de formes projetées dans le plan. On y force en particulier la caméra
à réaliser deux tâches nécessaires pour une bonne estimation : la fixation et la
focalisation, puis on y définit des stratégies d’exploration locale et globale de
la scène. (Deguchi, 1998) permet le découplage du mouvement en translation /
rotation en définissant d’abord la vitesse linéaire conduisant à une trajectoire
rectiligne, puis la rotation pour maintenir l’objet en vue. (Malis, 1998), (Malis
et al., 1999) introduisent le concept d’asservissement visuel 2D 1
2
, intermédiaire
entre les asservissements 2D -dans l’image- et 3D - dans le repère caméra. Point
intéressant pour cette thèse, c’est la matrice dite homographique (définie plus
bas, en section 1.1.2.3 et qui sera utilisée dans la suite) qui est exploitée pour
extraire la rotation à réaliser pour rejoindre la position et l’orientation désirées
-réalisée directement par le robot- et le rapport de la distance à l’objet sur la
distance désirée -que l’on asservit alors à 1 pour faire tendre la première vers la
seconde-, les autres degrés de liberté étant pilotés directement dans l’image. La
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profondeur désirée approximative d’un point de l’image est supposée connue.
Le rapport d’HDR de F. Chaumette, (Chaumette, 1998a), reprend certains de





active avec stratégies d’exploration locale et globale et techniques de recons-
truction 3D. (Marchand and Hager, 1998) définit la planification dynamique
de capteurs, dans laquelle des objectifs importants comme le maintien dans le
champ de vision ou l’évitement d’occlusions, est réalisé grâce à la redondance
d’une tâche initiale par ajout de tâches secondaires compatibles. (Drummond
and Cipolla, 1999) introduit un concept formel qui sera réutilisé dans la suite :
l’utilisation de la structure d’algèbre de Lie associée aux transformations af-
fines. Grâce à ce formalisme, cette étude propose une technique IBVS efficace.
Années 2000 Sur ce thème, (Selig, 2005) expose l’utilisation des algèbres de
Lie pour la robotique en général. (Corke and Hutchinson, 2001) propose une
partition entre les axes x-y et z qui permet le découplage de ces mouvements et
l’évitement de certaines singularités. (Mezouar et al., 2002; Remazeilles et al.,
2004) introduisent le concept de mémoire visuelle : des images ont été prises le
long d’un chemin que l’on désire suivre. Des images sont sélectionnées dans la
base, et le chemin est suivi par extraction de primitives. (Cervera et al., 2003)
propose une approche qui rappelle l’asservissement visuel 2D 1
2
en ce qu’elle
associe des éléments image avec d’autres informations : d’abord des profon-
deurs de champs, puis des informations purement 3D, ceci afin de combiner les
avantages des approches IBVS et PBVS. (Alhaj, 2004) est une thèse consacrée
à l’approche 2D 1
2
mentionnée plus haut. La figure 1.4, qui en est issue, repré-
sente la situation considérée dans ce cadre. (Mansard and Chaumette, 2004)
propose un séquencement de tâches dans lequel une tâche très sous contrainte
est réalisée loin de l’objectif, alors que de plus nombreuses tâches sont réalisées
à proximité de celui-ci. (Malis, 2004) constate que les approches classiquement
utilisées en asservissement visuel reviennent à résoudre des problèmes de mi-
nimisation de l’erreur sur la valeur de la fonction de tâche, et que les procédés
de minimisation habituellement utilisés sont du premier ordre, donc peu ef-
ficaces ; il propose une technique du deuxième ordre, qui accroît d’autant les
performances. (Dallej et al., 2006) montre que l’asservissement visuel 3D pour
un robot complexe est plus simple qu’un asservissement plus classique : ce
dernier est en effet rendu compliqué par la présence de chaînes cinématiques
fermées pouvant donner lieu à des singularités. En remontant par un asservisse-
ment visuel 3D à la position de l’effecteur, ces dernières sont évitées. (Mansard
and Chaumette, 2007) introduit le séquencement de tâches. En plus du tutoriel
déjà cité, (Chaumette and Andreff, 2007) et (Project-Team LAGADIC, 2007)
font le point des travaux en asservissement visuel en 2007.
La période la plus récente et cette thèse Les cinq-six dernières années
ont vu une ramification plus grande encore où il est difficile de ne retenir que
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quelques éléments ; on en trouvera des éléments dans les sections thématiques
qui suivent. Si l’on veut situer la présente thèse dans ces catégories, il s’agit
de rendre un drone stable directement à partir de l’image. Cependant, à la dif-
férence des approches IBVS classiques, un vecteur est reconstruit -simplement
reconstruit, et non pas estimé-, vecteur qui ressemble -en un sens que l’on
précisera- au vecteur d’erreur de position.
1.1.2 Aspects géométriques
Cette partie s’intéresse aux aspects image, par opposition aux aspects com-
mande traités dans la sous-section suivante. Ce sujet est vaste, et l’on ne fait
que l’introduire en citant un certain nombre d’études rassemblées en trois par-
ties : la première concerne la géométrie de l’image, les types d’informations
qui peuvent être retirés d’une image ; la seconde concerne des études dans les-
quelles la position et l’orientation sont extraites de l’image. La troisième enfin
est davantage développée car plus proche de ce travail de thèse : elle présente
une grandeur qui peut extraite de deux images lorsque celles-ci représentent
deux prises de vue d’un même objet plan.
1.1.2.1 L’image : géométrie, informations, visibilité
On présente tout d’abord les travaux qui analysent l’image, sa géométrie,
ce qui peut en être retiré, les problèmes de visibilité qu’elle pose. Ces travaux
sont nombreux ; certains d’entre eux sont rapidement énumérés.
Pour commencer, une distinction essentielle sépare différents types de pro-
jections (voir par exemple (Tatsambon Fomena, 2008) pour une description
plus complète). La plus fréquemment utilisée parce que correspondant aux ca-
méras usuelles est la projection perspective, dans laquelle les points observés se
projettent sur un plan (voir figure 1.5). Cependant, d’autres types de projection
existent, qui permettent en particulier d’aller vers une vision plus omnidirec-
tionnelle. Ainsi, les systèmes de vision centrale catadioptrique combinent un
miroir de révolution et une caméra (voir figure 1.6). Un modèle simplifié mais
fréquemment utilisé est celui d’une projection sur une sphère, chaque point se
projetant sur l’intersection entre cette sphère et la demi-droite le reliant au
centre de la sphère.
Indices visuels en projection perspective La thèse (Chaumette, 1990),
déjà citée, recense notamment nombre d’indices visuels exploitables par les
techniques d’asservissement visuel, et leur évolution dynamique avec les mou-
vements de la caméra. Certains sont aussi présentés dans le rapport suivant :
(Espiau et al., 1990). Plus tard et de l’un de ces auteurs, (Chaumette, 2004)
définit un catalogue d’indices visuels pour utilisation dans les asservissements
visuels. (Rives and Michel, 1993) s’intéresse particulièrement à certains d’entre
eux : les ellipses. (Shen and Chesi, 2012b) utilise la projection de sphères pour
CHAPITRE 1. ÉTAT DE L’ART 20
Figure 1.5 – Représentation de la projection perspective : le point m de l’es-
pace cartésien est projeté en M sur le plan image. Figure issue de (Tatsam-
bon Fomena, 2008).
Figure 1.6 – Système de vision centrale catadioptrique : le trajet optique
rencontre un miroir avant de parvenir sur le capteur. Figure issue de (Tatsam-
bon Fomena, 2008).
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l’asservissement visuel. Citons aussi (Entzinger, 2010) qui recense les indices
visuels utilisés par les pilotes lors des phases d’approche et d’atterrissage. (An-
dreff et al., 2001) est un rapport qui introduit les coordonnées de Plücker binor-
malisées -une représentation des droites dans l’image particulièrement adaptée
à l’asservissement visuel. Une autre information qui peut être exploitée est
le flot optique, qui est défini comme la vitesse de défilement des points dans
l’image. Ainsi par exemple (Rett and Dias, 2004).
Image sphérique et capteur omnidirectionnel (Barreto et al., 2003) s’in-
téresse à l’utilisation de caméras catadioptriques, offrant un plus large champ de
vue, et montre que le jacobien associé n’introduit pas de singularité par rapport
aux projections perspectives, ce qui permet de proposer des asservissements vi-
suels dans ce contexte. (Tatsambon Fomena, 2008) étudie de nombreux aspects
des asservissements visuels sphériques, à la fois pour la modélisation, l’utilisa-
tion d’informations visuelles et la commande. (Hadj-Abdelkader et al., 2006b)
s’intéresse à l’utilisation de l’image d’une ligne projetée sur une caméra cen-
trale catadioptrique, et montre qu’une paramétrisation de cette projection peut
être utilisée dans la loi de commande. (Tatsambon Fomena and Chaumette,
2007) montre qu’un asservissement visuel peut être réalisé en s’appuyant sur
les projections sphériques de trois sphères, avec des propriétés intéressantes de
découplage. Construisant sur ce résultat, mais en souhaitant s’affranchir de la
nécessité d’observer trois sphères, (Hadj-Abdelkader et al., 2009) parvient à un
résultat similaire en utilisant la projection d’un ensemble de points qui permet
de reconstruire une sphère virtuelle (voir figure 1.8).
Modèles unifiés A côté des types de projection spécifiques, des travaux
ont cherché à proposer des modèles unifiés. Ainsi (Shen and Chesi, 2012a)
propose-t-il un asservissement visuel générique basé sur un modèle unifié de
caméras, dont les caméras perspectives, fisheye et catadioptrique sont des cas
particuliers.
La géométrie épipolaire Une ligne épipolaire est obtenue lorsque l’on consi-
dère deux vues d’une même scène : pour un point donné dans le plan image
de la première vue, elle est le lieu des projections de tous les points pouvant se
projeter en ce point dans la première vue. L’ensemble de ces lignes concoure
en un point appelé l’épipole (voir figure 1.7).
(Rives, 2000) introduit une approche basée sur cette géométrie : elle permet
de piloter une caméra tout actionnée sans faire d’hypothèse sur la structure
3D de l’objet, en utilisant comme indice la distance d’un point à une ligne
épipolaire. (Mariottini et al., 2005) propose une approche similaire, basée sur
la géométrie épipolaire, mais avec une caméra catadioptrique.
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Figure 1.7 – La géométrie épipolaire, figure issue de (Rives, 2000).
Techniques de minimisation E. Malis et ses coauteurs proposent de consi-
dérer les asservissements visuels existant sous forme des processus de minimi-
sation sous-jacents : (Malis, 2004) montre ainsi que la plupart des méthodes
proposées correspondent à des minimisations implicites analogues à des tech-
niques connues, et explique ainsi leurs différences de performances. Il y propose
une nouvelle méthode basée sur un schéma du second ordre, donc plus efficace.
(Malis and Benhimane, 2005) formalise ces découvertes en une approche unifiée
pour les asservissement visuels. Dans la même direction, (Silveira et al., 2008)
propose une nouvelle technique de minimisation, appelée E3D, qui apporte des
estimations rapides et précises. (Marchand, 2004) applique des notions de mi-
nimisation au cas d’une caméra virtuelle, c’est-à-dire définie par un plan de
projection et un centre optique et dont le mouvement est virtuellement réalisé
par une loi de commande, ce qui permet par exemple d’étalonner une caméra.
Modifications de visibilité, perte du signal visuel De nombreux pro-
blèmes peuvent survenir qui éloignent les images réelles des modèles théoriques
les représentant. Nous ne citons ici que deux exemples : (García-Aracil et al.,
2005) où est proposée une méthode pour traiter le cas de modifications de vi-
sibilité des amers observés, en utilisant en particulier une pondération de ces
amers ; et (Folio, 2007) qui propose des méthodes pour gérer la perte du signal
visuel. (Marchand, 2007) propose une méthode pour obtenir de bonnes condi-
tions de vue et d’éclairage, en exploitant les informations de gradients dans
l’image dans une approche indépendante de la structure, de la couleur et de
l’aspect des objets observés.
Environnements inconnus, non structurés La plupart des techniques
proposées en asservissement visuel posent des hypothèses sur l’environnement
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observé, sa géométrie en particulier. Certains travaux tentent de s’affranchir de
telles hypothèses. Ainsi (Collewet, 2008) est un rapport d’Habilitation à Diriger
des Recherches où sont proposées différentes techniques pour s’asservir sur des
scènes inconnues. (Shademan and Jägersand, 2012) définit une planification de
trajectoire robuste aux "outliers" et en environnements non structurés.
Lumière structurée Parmi les solutions explorées pour robustifier les asser-
vissements visuels, la lumière structurée, qui simplifie le traitement de l’image
et rend l’application indépendante de l’apparence de l’objet observé. Ainsi (Pa-
gès et al., 2005) et (Pagès, 2005) s’intéressent à la lumière structurée, dans une
approche qui permet de découpler les degrés de liberté du robot.
Figure 1.8 – Projection d’une sphère virtuelle reconstituée à partir de deux
points P1 et P2 se projetant en S1 et S2 : cette approche permet un découplage
en rotation / translation. Figure issue de (Hadj-Abdelkader et al., 2009)
1.1.2.2 Estimation de pose basée vision
Définissons tout d’abord la "pose" d’un objet : ce mot désigne simplement
la position et l’orientation de l’engin. De nombreux travaux se sont penchés
sur la question de l’estimation de pose basée vision, brique essentielle pour les
approches PBVS. Nous en donnons un aperçu ici, qui sera prolongé ci-après
dans la section 1.3.1 pour ce qui concerne les techniques d’estimation dans le
contexte drone. Sauf mention du contraire, nous nous sommes concentrés sur
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les travaux utilisant une caméra monoculaire, puisque c’est l’approche qui a
été retenue dans ce travail de thèse. Notons qu’en effet le cas de la stéréovision
simplifierait grandement l’étude, au moins du point de vue théorique, puisqu’en
particulier l’information de profondeur serait alors disponible. Nous considérons
cependant, d’un côté que leur utilisation est assez complexe (grand champ de
vue, maintien de leur pose relative constante), et de l’autre que des résultats
suffisamment nombreux et riches ont été obtenus dans ce cas pour que l’étude
du cas monoculaire soit d’un intérêt clair.
Etude des configurations La première question théorique qui se pose est
celle de la possibilité de reconstituer la pose : en effet, certaines poses relatives
entre la caméra et l’objet interdit une telle reconstitution. Le rapport (Michel
and Rives, 1993) étudie ces configurations caméra / objet dans lesquelles la
détermination de la pose relative devient singulière.
Reconstitution de la pose (Weng et al., 1991) propose un algorithme li-
néaire qui conduit aux deux poses compatibles avec deux vues données d’un
même objet plan par une caméra monoculaire. (Zhang et al., 2009) présente
une autre méthode pour reconstituer la pose à partir des relations entre les
coordonnées de points dans deux images. D’autres solutions utilisent des tech-
niques d’estimation. Ainsi, (Ficocelli and Janabi-Sharifi, 2001) utilise le filtre
de Kalman pour reconstituer la pose, tout en ajoutant une couche adaptative
pour estimer la matrice de bruit d’état qui dépend du mouvement -inconnu-
de l’objet. (Fujita and Kawai, 2002) définit un observateur non-linéaire per-
mettant de reconstituer la pose 3D à partir de l’image. Une technique utilisant
le filtre de Kalman étendu en exploitant la mesure de l’épipole de la cible est
proposée dans (Becerra and Sagüés, 2011), avec une étude de l’observabilité
de ce système. Dans la thèse (Tahri, 2004), ce sont les moments de l’image
qui permettent de reconstruire la pose. Dans (Farahmand et al., 2007), une
méthode de reconstitution de pose exploitant l’historique des mouvements est
proposée. (Nordberg, 2008) développe une méthode de triangulation basée sur
trois vues et une optimisation tridimensionnelle.
Utilisation de mesures ou connaissances supplémentaires Une image
ne permettant pas par elle-même et sans autre information de reconstituer
la profondeur de champ, (Hulls and Wilson, 1998) propose de compléter les
mesures de l’image par un laser ponctuel, en fusionnant les deux sources d’in-
formation pour en déduire une estimation de pose 3D. Dans (Jung et al., 1998),
c’est la connaissance de la direction inertielle du plan objet observé qui permet
de déduire la pose 3D à partir de l’image.
Estimation de la profondeur Dans (Malis and Rives, 2003b), une tech-
nique d’asservissement visuel permet de réaliser des mouvements de translation
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dans lesquelles la profondeur des points peut être reconstituée.
En regard de ces études, le choix qui a été fait dans cette thèse a été de ne
pas reconstituer la pose de l’engin, pour deux raisons : afin d’éviter de poser
des hypothèses sur l’environnement, et pour réduire la charge de calcul et ainsi
rendre possible un asservissement visuel de drones avec un calculateur modeste.
1.1.2.3 Utilisation de l’homographie
Présentation Les travaux présentés dans cette thèse reposant entièrement
sur l’exploitation de la matrice dite homographique comme on le verra plus
loin, on présente dans cette section particulièrement détaillée des études l’ayant
déjà utilisée. C’est l’occasion de poser les jalons et de présenter les modèles qui
seront ultérieurement exploités. Nous commençons par définir cette matrice, en
renvoyant à (Malis and Vargas, 2007; Benhimane and Malis, 2007) pour plus
de détails notamment sur les algorithmes de calcul associés.
Définition La matrice homographique peut être définie lorsqu’une caméra
observe une scène plane depuis deux points de vue distincts, comme sur la figure
1.9 ci-après. Sur la figure sont représentés les deux repères <∗ correspondant
à la première pose, et < correspondant à la seconde, avec les axes associés.
Dans la suite de ce mémoire, l’une des poses, implicitement définie par une
image, sera définie comme la pose de référence, et associée aux notations avec
des étoiles comme <∗, tandis que la seconde représentera la pose courante de
la caméra. Est aussi figurée la transformation entre ces deux repères, qui est
caractérisée par la rotation R et la translation p. La matrice homographique se
définit comme la relation entre les coordonnées d’un point du plan objet dans
ces deux repères.
Calcul La matrice homographique, qui fait le lien entre les coordonnées des
points de la cible dans les deux images, est obtenue en écrivant la relation liant
les coordonnées χ∗ et χ d’un point du plan exprimé respectivement dans les
repères <∗ et < associés à ces deux poses :
χ∗ = Rχ+ p (1.1)
ou :
χ = RTχ∗ −RTp (1.2)
Comme en outre la distance entre la caméra à l’une de ces deux poses et le
plan observé est donnée par :
d∗ = n∗Tχ∗ (1.3)
Il vient :



























Figure 1.9 – Une même scène plane observée de deux points de vue différents :
situation dans laquelle peut être définie la matrice homographique
Ces coordonnées se projettent dans les images selon le modèle classique de
projection perspective (voir (Fleck, 1995) pour une présentation critique de ce
modèle et de ses limites), où l’on inclut ici les erreurs de calibration exprimées


























Une version plus simple de l’homographie Supposant que la matrice K
est connue, cette relation suggère que la matrice H = RT − 1
d∗R
Tpn∗T peut être
estimée à un facteur d’échelle près -si le rapport Z∗
Z
est inconnu, c’est-à-dire
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avec η un scalaire inconnu. On peut montrer cependant que η correspond alors
à la valeur singulière moyenne de Hη, ce qui permet d’estimer
H = RT − 1
d∗
RTpn∗T (1.9)
Sa dérivée peut être aisément calculée, selon :
H˙ = −S(ω)H − 1
d∗
vn∗T (1.10)
Linéarisation Lorsque la transformation entre les deux points de vue est
proche de l’identité, c’est-à-dire avec les hypothèses de linéarité suivantes, où
l’on introduit Θ une paramétrisation de la matrice de rotation R telle que
R ≈ I3 + S(Θ) : 
|p| << 1
|φ|, |θ|, |ψ| << 1





la matrice H peut être approchée par l’expression linéarisée suivante :
H ≈ I − S (Θ)− 1
d∗
pn∗T (1.12)
Intérêt de l’homographie et difficulté d’en extraire la pose Cette ma-
trice encode donc des informations sur les deux poses concernées puisque R et p
entrent dans son expression. Puisqu’elle peut être en outre efficacement estimée
dans l’image, il est naturel de chercher à l’utiliser pour estimer ces grandeurs
R et p. Cependant, on peut montrer ((Malis and Vargas, 2007)) que cette
reconstruction ne se fait qu’au prix d’hypothèses restrictives : on supposera
ainsi connaître la normale au plan observé, ou encore la distance à ce plan.
Les diverses études ayant exploité la matrice homographique se distinguent
de fait essentiellement par les hypothèses sur la connaissance ou l’ignorance
de ces grandeurs. L’objet de cette thèse est de minimiser ces hypothèses, en
utilisant la matrice homographique sans chercher à la décomposer, de façon à
éviter de supposer connaître des grandeurs dont la mesure en pratique peut être
compliquée. Nous présentons maintenant certaines de ces études, qui déclinent
diverses manières d’utiliser cette matrice, ainsi que divers niveaux d’hypothèses
associées que nous soulignons afin de les distinguer de l’approche suivie dans
cette thèse.
Présentation générale des travaux utilisant l’homographie Écartant
la question de l’obtention de cette matrice, laquelle peut être réalisée par des
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logiciels de traitement d’image efficaces et nous entraînerait trop loin sur ce
terrain du traitement de l’image, nous présentons d’abord des études visant à
améliorer, avec différents critères et méthodes, l’estimation de l’homographie ;
puis l’on cite des études où la pose est extraite -sous hypothèses- de cette
matrice. Puis des techniques utilisant une extraction partielle. Enfin des études,
plus proches de la démarche retenue dans cette thèse, exploitant l’homographie
telle quelle, sans chercher à en extraire la pose.
Travaux portant sur l’amélioration de l’estimation de l’homographie
(Malis et al., 2009) et (Hamel et al., 2011) proposent un filtre non-linéaire pour
estimer la matrice homographique en se plaçant sur le groupe spécial linéaire
et en tirant profit de ses propriétés. (Mahony et al., 2012) prolonge cette ap-
proche. (Baker et al., 2006) réalise un paramétrage des homographies utilisant
des points dans les deux images, afin d’améliorer l’estimation du plan objet. (Si-
mond and Laurgeau, 2006) définit la super-homographie, qui relie trois prises
de vue d’un objet plan en introduisant des contraintes spatio-temporelles entre
elles. (Wang and Liu, 2006) étudie les lignes caractéristiques de l’homographie
et ses applications pour la calibration des caméras. (Loop and Zhang, 1999)
propose une méthode pour rectifier des homographies.
Travaux portant sur l’extraction de pose Diverses études ont cherché à
exploiter les matrices homographiques dans ce contexte en extrayant la pose de
l’engin. Le rapport (Faugeras and Lustman, 1988) établissait ainsi la géométrie
issue de l’observation de deux poses d’un même plan, les ambiguïtés associées,
et la possibilité de les lever par une troisième vue ou des hypothèses supplé-
mentaires. (Zhang and Hanson, 1996) analyse les conditions dans lesquelles
la pose peut être reconstituée, en soulignant qu’en théorie quatre correspon-
dances coplanaires sont nécessaires, menant à deux solutions possibles, à un
facteur d’échelle près. Une troisième vue permet de discriminer entre les deux
solutions. Dans (Chesi et al., 2000), l’accent est mis sur la technique de seg-
mentation de l’image et la sélection d’un contour de référence, qui permet de
calculer la matrice homographique ; de celle-ci, la pose est supposée extractible.
(Michaelsen et al., 2004) étudie des configurations particulières dans lesquelles
plus d’information peut être connue : rotation connue par une caméra montée
sur un berceau orientable, et en particulier lorsque le mouvement est parallèle
au plan objet. (Benhimane et al., 2005) réalise la décomposition des homo-
graphies pour piloter une voiture, en supposant connue une estimation de la
normale au plan objet. (Vargas and Malis, 2005) réalise une décomposition ana-
lytique de l’homographie pour l’asservissement visuel, et offre une solution au
problème de l’ambigüité entre deux solutions possibles en définissant une loi de
commande basée sur la moyenne des deux solutions, ce qui permet à terme de
distinguer la "bonne" solution. Des mêmes auteurs, (Malis and Vargas, 2007)
est un rapport de recherche qui étudie en profondeur les questions relatives
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à la décomposition de l’homographie. (Chen et al., 2005) extrait les informa-
tions, mais en ajoutant une couche adaptative pour régler le problème de la
profondeur inconnue. Dans une autre démarche, (Fang et al., 2002b) propose
un asservissement visuel pour des robots roulants basé sur l’homographie, en
décomposant l’homographie en ses composantes, en ne faisant apparaître dans
la loi de commande que ce qui a pu être extrait, en particulier la translation
normalisée par la distance.
Figure 1.10 – Issue de (Vargas and Malis, 2005), cette figure montre une
situation dans laquelle la reconstruction de pose est singulière : à gauche la
configuration, à droite les deux solutions possibles (en traits bleu plein et poin-
tillés)
Travaux portant sur l’extraction partielle et méthode 2D 1
2
(Guerrero
et al., 2005) permet à un véhicule de suivre une trajectoire déjà parcourue grâce
à des homographies entre l’image courante et celles enregistrées lors du premier
passage. (Hadj-Abdelkader et al., 2006a) réalise un asservissement découplé en
utilisant l’homographie pour des caméras omnidirectionnelles. Dans la méthode
d’asservissement visuel 2D 1
2
déjà mentionnée (Malis, 1998; Malis et al., 1999),
c’est la matrice homographique qui est exploitée pour calculer les éléments
utiles dans l’image. (Kyrki et al., 2004) propose une approche similaire à la
méthode 2D 1
2
, où l’homographie, décomposée, sert à donner la direction à
suivre, tandis que les rotations sont pilotées dans l’image, le tout dans une
approche de plus court chemin.
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Travaux portant sur l’utilisation de l’homographie sans extraction
(Borgstadt and Ferrier, 2001) définit un paramétrage d’une trajectoire entre
deux points de vue. (López-Nicolás et al., 2007) utilise certains éléments de
la matrice homographique (choisis sur des considérations de précision de leur
calcul) en exploitant une stratégie de bascule d’homographies pour gérer la
contrainte de visibilité. (Fang et al., 2012) propose une amélioration du pré-
cédent, pour éviter des mouvements indésirables constatés sur cette approche.
(Benhimane and Malis, 2007), qui sera exploité dans cette thèse, définit un vec-
teur d’erreur basé homographie, à partir duquel une commande cinématique
est définie. (Gonçalves et al., 2010) exploite l’homographie pour l’approche et
l’atterrissage automatique d’un avion, en définissant une interpolation sur les
homographie, et en exploitant l’homographie directement dans une approche
linéaire.
Le choix retenu dans cette thèse En regard de ces études, le choix qui
a été fait ici est de ne pas supposer pouvoir extraire les informations de pose.
Cette extraction réclame comme on l’a vue des hypothèses ou des connaissances
(normale au plan objet observé, distance à ce plan) dont nous pensons qu’il est
intéressant de pouvoir se passer.
1.1.3 Aspects commande
Il commande au soleil d’animer la nature.
Jean Racine
Nous évoquons dans cette section les aspects commande pour l’asservisse-
ment visuel. Il s’agit de savoir comment exploiter les informations image dans
une loi de commande donnant au système considéré un comportement désiré.
Pour donner un aperçu de ce vaste sujet, trois angles d’approche ont été retenus
qui forment les trois parties de cette section :
– l’évocation des grandes problématiques théoriques qui ont été étudiées ;
– la question pratique importante du maintien de l’objet dans l’image au
cours de l’évolution de la caméra ;
– un panorama des techniques de commande qui ont été mises en œuvre ;
Dans cette section, on cherche à donner, là aussi, un aperçu de différents pro-
blèmes de commande qui se posent. On ne fait que lister un certain nombre de
travaux, sans préciser en général les applications concernées puisque l’accent
est mis sur les problématiques étudiées.
1.1.3.1 Problématiques théoriques
L’histoire de l’asservissement visuel a été jalonnée par de nombreux pro-
blèmes théoriques dont les résolutions ont permis de faire progresser la disci-
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pline. On mentionne certains de ces problèmes, en évoquant quelques travaux
qui ont cherché à y répondre.
Effet des erreurs de calibration L’un des premiers problèmes étudiés est
celui de l’impact sur le mouvement des erreurs de calibration des caméras,
problème étudié dans (Espiau, 1993) sur des cas relativement simples ; cette
question est récurrente dans la littérature, parfois sous la forme du problème
lié qu’est celui des singularités rencontrées dans certaines configurations engin-
caméra (Michel and Rives, 1993). (Yoshimi and Allen, 1994) propose une mé-
thode d’asservissement visuel purement image et en montre l’utilité pour éli-
miner l’effet des erreurs de calibration. C’est la surface de l’ellipse tracée par le
point poursuivi qui indique l’éloignement par rapport à cet objectif et permet
de s’y asservir. (Spratling and Cipolla, 1996) revient sur ce problème en in-
troduisant des perturbations dans la loi de commande, ceci afin d’améliorer la
calibration : des mouvements le long des degrés de liberté permettent d’estimer
la jacobienne. Dans (Lefeberg et al., 1998), un bras manipulateur se déplaçant
sur un plan et observé par une caméra fixe est piloté, même dans le cas de pa-
ramètres inconnus, et même lorsque l’orientation de la caméra l’est aussi, par
une approche adaptative. (Malis, 2001) définit un asservissement visuel qui est
invariant aux changements de paramètres intrinsèques de la caméra, en utili-
sant des espaces projectifs construits à partir de certains points dans l’image.
(Marchand and Chaumette, 2001) définit quant à lui une méthode pour calibrer
une caméra en utilisant une technique d’asservissement visuel virtuel : l’image
considérée comme image courante est celle obtenue par projection du modèle
avec les paramètres estimés, tandis que l’image réelle est considérée comme
l’image à atteindre. (Malis and Rives, 2003b) étudie aussi la question de la non
calibration. (Schramm et al., 2005) propose une approche par planification de
chemin indépendante des erreurs de calibration. Une approche adaptative est
proposée dans (Wang et al., 2008). (Chien and Huang, 2009) propose éga-
lement une méthode adaptative pour corriger l’effet des incertitudes variant
dans le temps. C’est aussi une approche adaptative qui est exploitée dans (Fan
et al., 2009) et par (Yang and Wang, 2011) pour ce problème. Des techniques
d’optimisation non-linéaires sont exploitées dans (Bonković, 2009) pour s’af-
franchir des erreurs de calibration. (Hu et al., 2010) observe que les méthodes
robustes aux erreurs de calibration ont été développées avec des paramétrages
d’attitude singuliers ; une méthode utilisant les quaternions y est proposée, qui
offre l’avantage d’une paramétrisation non singulière. (Shademan et al., 2010a)
définit une estimation robuste du jacobien pour un asservissement visuel non
calibré. (Shademan et al., 2010b) s’intéresse aussi aux asservissements visuels
non calibrés dans le contexte du service sur orbite.
Effets de la dynamique, stabilité et performances, singularités Dans
(Crowley et al., 1995), deux approches pour le contrôle d’un robot à dix degrés
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de liberté sont comparées : une approche basée sur la cinématique, et une basée
image. On y montre essentiellement que l’approche cinématique est meilleure
sauf en cas de mauvaise connaissance du modèle, lequel peut causer des oscilla-
tions voire une instabilité, lorsque l’approche basée image s’avère plus robuste.
(Khadraoui, 1996) évoque aussi le sujet, qui propose des lois de commande
cinématique et dynamique basée vision pour une voiture. (Corke and Good,
1996) étudie un problème d’intérêt dans le cadre de cette thèse : l’effet de la
négligence des dynamiques sur la stabilité et la performance des asservisse-
ments visuels. (Chaumette, 1998b) étudie aussi la stabilité et la convergence
des asservissements visuels, mais du point de vue des singularités et des mi-
nima locaux pouvant être rencontrés dans les tâches de commande. La figure
1.11 représente un problème d’asservissement visuel qui y est étudié et qui pose
des problèmes de singularité. La question de la stabilité est à nouveau abor-
dée dans (Hashimoto and Noritsugu, 2000), qui propose une technique pour
élargir le domaine de stabilité des asservissements visuels : ajouter des images
artificielles intermédiaires entre les images courante et désirée grâce à des mag-
nifications et transformations affines, de façon à supprimer les minima locaux
en modifiant la fonction potentiel. (Vincze, 2000) revient sur la question de
la performance en étudiant les latences dans la boucle, et les meilleurs types
de traitement temps réel pour obtenir une bonne performance. (Lohmann and
Lietmann, 2001) montre comment un laser, qui délivre une information 3D
sur chaque point, permet d’améliorer la stabilité des asservissements visuels.
(Deng et al., 2002) propose une étude de la stabilité robuste des méthodes ba-
sées image et basées position à partir d’une méthode énergétique. La stabilité
d’une nouvelle classe de méthodes, n’utilisant pas de modèle, est étudiée dans
(Malis and Chaumette, 2002). (Bourquardez et al., 2006) étudie la stabilité et
les performances d’un asservissement visuel utilisant les moments du premier
ordre dans des images sphériques. (Chaumette, 2009) revient sur la question
de la stabilité et de la convergence de différentes techniques d’asservissement
visuel.
Découplages Alors qu’il offre une robustesse vis-à-vis notamment des er-
reurs de calibration, l’asservissement visuel de type IBVS souffre d’un mal
reconnu de longue date : il conduit à des trajectoires 3D pouvant être insatis-
faisantes, voire singulières. Découpler, selon différentes modalités, est une des
méthodes permettant d’éviter ce problème. Ainsi (Deguchi, 1998), qui a été
brièvement mentionné plus haut, propose une façon de découpler les degrés de
liberté en translation et en rotation de deux façons distinctes, soit en utilisant
et décomposant l’homographie, soit en exploitant la géométrie épipolaire ; dans
les deux cas en réalisant d’abord le mouvement en translation -la rotation ne
servant alors qu’à maintenir l’objet en vue- puis le mouvement de rotation.
Plus tard, observant que les problèmes interviennent pour de grands mouve-
ments et autour de l’axe z, (Corke and Hutchinson, 2001) propose également
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Figure 1.11 – Un exemple de singularité possible : les points bleus représentent
l’image courante, les points rouges l’image désirée. a) Avec une approche clas-
sique utilisant la matrice d’interaction les trajectoires sont des lignes droites
correspondant à un recul infini de la caméra. b) avec la matrice jacobienne
calculée à la pose désirée, le mouvement est encore translationnel mais vers
l’avant, menant aussi à une situation singulière. c) l’utilisation de droites plu-
tôt que de points dans la fonction de tâche permet dans ce cas d’éviter la
singularité et d’obtenir le mouvement de rotation désiré
une partition, mais entre l’axe z et les autres, qui permet notamment d’em-
pêcher les mouvements non désirés dans l’espace 3D, avec l’utilisation d’une
fonction de potentiel. Les amers choisis sont l’angle entre le segment entre deux
points et l’horizontale, et la racine carrée de la surface formée par les points.
(Mahony et al., 2002) est une autre approche découplée, qui repose sur l’uti-
lisation des images d’une caméra sphérique : la translation et la rotation sont
découplées, si la rotation entre la caméra et la cible est connue, et un gain non-
linéaire permet d’éviter que l’objet ne sorte du champ visuel. (Kyrki et al.,
2004) se propose d’éviter de découpler les degrés de liberté en exploitant une
approche de plus court chemin qui doit éviter d’atteindre les limites du système
piloté. Dans (Rives and Azinheira, 2004), le choix de certains indices visuels
pour qu’un drone suive une route (lignes de fuite, point de fuite), permet un
découplage entre rotation et translation, idée retrouvée sous une autre moda-
lité dans (Bourquardez and Chaumette, 2007a) pour la même application ou
encore dans (Guenard et al., 2007) pour le pilotage d’un quadrirotor. (Hadj-
Abdelkader et al., 2006a) découple en exploitant une projection sphérique, de
même que (Hadj-Abdelkader et al., 2007) ou encore (Tahri et al., 2008) qui ex-
ploite les invariants de projection sur une sphère. (Tahri et al., 2009) définit un
formalisme unifié de découplage à partir du modèle unifié de projection. (Zachi
et al., 2006b) propose une approche originale dans laquelle le mouvement en
profondeur est distingué du mouvement 2D dans l’image, chacun étant suivi
par un contrôleur dédié.
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Profondeur de champ (Conticelli and Allotta, 1999) propose une méthode
adaptative pour s’affranchir de la méconnaissance de la profondeur de champ,
question qui est aussi étudiée dans (Malis and Rives, 2003a). (Souères et al.,
2005) définit une technique robuste aux erreurs sur la profondeur de champ.
Dans cette thèse, les problèmes de calibration de la caméra n’ont pas été
considérés. Les problèmes de stabilité et de performance sont explicitement
pris en compte. Enfin, une certaine forme de découplage a été proposée dans
la première étude (voir Proposition 2).
1.1.3.2 Maintien du plan objet dans l’image
Nombre d’approches présupposent que l’objet observé ne sortira pas du
champ de vue de la caméra au cours de son évolution ; or, le non respect
de cette contrainte signifie en pratique l’arrêt de l’asservissement visuel. Bien
qu’il n’existe pas à ce jour de solution générique à ce problème très important,
différentes solutions ont été proposées, que l’on évoque dans cette partie.
Par calcul de la trajectoire (Cervera and Martinet, 1999) propose une
approche visant à combiner les avantages des PBVS et IBVS, en calculant
la pose de la caméra au long de son déplacement et en assurant à la fois son
déplacement correct en 3D et le maintien des amers dans le champ visuel. Dans
(Thuilot et al., 2002), c’est le calcul de la trajectoire à suivre qui permet de
maintenir l’objet dans le champ de visibilité. Dans (Murrieri et al., 2003), une
fonction de Lyapunov rendue décroissante permet en même temps de prouver
que la cible est maintenue dans le champ de vision.
Par basculement de mode (Chesi et al., 2002), puis (Chesi et al., 2004),
proposent une stratégie à bascule, dans laquelle une trajectoire nominale est
utilisée tant que la contrainte est vérifiée, et une commande spéciale ramène les
points dans l’image si tel n’est plus le cas. (López-Nicolás et al., 2007) bascule
entre différentes lois basées homographie, en saturant la contrainte de visibilité
et en conduisant ainsi à une trajectoire faite de lignes droites et de courbes.
Une approche par bascule est à nouveau proposée dans (Cunha et al., 2011)
pour les mouvements basés image d’un objet rigide. (Karras et al., 2010) réalise
aussi un basculement de mode, pour un asservissement visuel de sous-marin
(un exemple de trajectoire suivie par le véhicule est reproduit sur la figure
1.12).
Par champ de potentiel Un problème proche est étudié dans (Mezouar
and Chaumette, 2001), qui propose de combiner un calcul de trajectoire quasi
optimal au sens 3D et intégrant les contraintes mécaniques, d’où sont déduits
des sous-objectifs fournis à un algorithme 2D assurant le maintien du champ
visuel. (Corke and Hutchinson, 2001) utilise aussi un champ de potentiel pour
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Figure 1.12 – Un exemple de trajectoire suivie par le véhicule sous-marin
considéré dans (Karras et al., 2010), en raison des basculements de mode qui
permettent de maintenir l’objet observé dans le champ visuel.
maintenir le champ de vision, en plus de la technique de découplage de l’axe
z déjà mentionnée. (Cowan, 2002) introduit le concept, dérivé des champs de
potentiel, de fonction de navigations pour un objectif similaire. C’est aussi la
méthode retenue par (Chesi and Hung, 2007), qui calcule la pose puis une
trajectoire faisable avec une paramétrisation astucieuse.
Par redondance (Marchand and Hager, 1998) exploite la redondance du
robot pour permettre d’ajouter une tâche secondaire à la tâche principale,
typiquement le maintien de l’objet dans le champ ou l’évitement d’occlusion.
Par ensemble interdit Une technique qualitative, avec intervalles de confiance,
est utilisée dans (Remazeilles et al., 2006) pour assurer la contrainte de visibi-
lité. (Ha et al., 2010) explore la question en définissant l’ensemble de visibilité
3D, au sein duquel il suffit ensuite de contraindre la trajectoire pour garantir
la visibilité de l’objet.
Par optimisation Le problème d’asservissement visuel avec contrainte de
visibilité est formulé par (Hafez et al., 2007) comme un problème d’optimisation
convexe, permettant ainsi l’utilisation de résultats éprouvés dans ce domaine.
Par combinaison PBVS / IBVS (Kyrki et al., 2004) propose d’asservir
deux degrés de liberté en rotation pour déplacer un point de l’objet vers le
centre de l’image, tandis qu’un asservissement PBVS complète le contrôle de
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la caméra. Une nouvelle approche est proposée dans (Kermorgant and Chau-
mette, 2011), qui combine PBVS et IBVS dans ce but, en utilisant une tech-
nique PBVS où sont introduits des éléments image lorsque l’objet approche
des bords de l’image. Enfin, (Wang et al., 2012) réalise l’objectif en combinant
des fonctions de Lyapunov et une approche 2D 1
2
.
Par LMIs (Danès and Coutinho, 2006) intègre différents critères (conver-
gence, évitement des saturations, contraintes 3D) via une fonction de Lyapunov
biquadratique et des LMIs.
Par saturation On peut encore mentionner (Metni et al., 2003), qui sera
évoqué plus loin concernant le pilotage de drones, dans lequel, afin de maintenir
la cible dans le champ de vue, les auteurs utilisent une fonction de saturation :
plus précisément, l’étape du backstepping correspondant à l’orientation est
saturée, ce qui interdit d’atteindre une inclinaison importante et donc de perdre
la cible de vue.
Par un gain non-linéaire (Mahony et al., 2002) utilise un gain non-linéaire
pour la dynamique en rotation afin d’éviter que l’objet ne sorte du champ
visuel.
Dans le cadre de cette thèse, de telles problématiques n’ont pas été explo-
rées.
1.1.3.3 Techniques de commande spécifiques
Cette section recense un certain nombre de méthodes de commande ex-
ploitées dans la littérature, en particulier pour répondre aux problématiques
théoriques mentionnées plus haut. Certaines de ces idées ont pu être exploitées
dans la thèse comme on le verra.
Techniques adaptatives En raison de la présence de grandeurs inconnues
ou mal connues en asservissement visuel, les techniques adaptatives sont na-
turelles dans ce contexte. C’est pourquoi de nombreuses études s’appuient sur
ces approches. Ainsi, (Hosoda and Asada, 1997) propose une méthode basée
sur l’estimation en ligne du jacobien et un contrôleur par feedback-feedforward.
Dans (Bonković et al., 2007), c’est un réseau de neurones qui permet d’estimer
le jacobien. Dans (Conticelli and Allotta, 1999) une technique d’estimation 3D
est utilisée pour gérer la méconnaissance de la profondeur de l’objet. (Astolfi
et al., 2001)-(Astolfi et al., 2002) permettent, dans une configuration de caméra
fixe, de s’affranchir de la méconnaissance du facteur d’échelle et de l’orientation
de la caméra grâce aux techniques d’immersion et invariance et de correcteur
proportionnel intégral non-linéaire. (Zachi et al., 2006a) utilise la même tech-
nique. (Fang et al., 2002a)-(Chen et al., 2003) sont des approches adaptatives
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qui compensent à la fois l’ignorance de la profondeur, le manque de modèle
3D et les incertitudes paramétriques (la figure 1.13 représente le bras manipu-
lateur considéré dans (Fang et al., 2002a)).
Figure 1.13 – Le bras manipulateur considéré dans l’approche adaptative
présentée dans (Fang et al., 2002a)
(Cheah et al., 2006) est une approche adaptative pour une classe de robots,
qui est appliquée au cas de l’asservissement visuel. Dans (Sahin and Zergero-
glu, 2005)-(Sahin and Zergeroglu, 2006), ce sont deux caméras disposées dans
l’espace de travail qui permettent, grâce à une approche adaptative et malgré
les incertitudes, de piloter un robot manipulateur. (Frew et al., 2006) utilise
pour le guidage visuel de drones avions une technique de commande à hori-
zon fuyant dont l’horizon est adapté à l’estimation de l’état de l’avion et des
obstacles.
Commande prédictive L’intérêt de la commande prédictive réside dans sa
faculté, précisément, à prédire le comportement futur, ceci afin de le compen-
ser, mais aussi de prendre en compte des contraintes. Ainsi, dans le domaine
médical, (Ginhoux et al., 2003) et (Ginhoux et al., 2005) proposent-ils de com-
penser les mouvements du coeur pour filtrer les mouvements physiologiques,
selon un processus illustré sur la figure 1.14. Un schéma d’asservissement visuel
IBVS basé commande prédictive est proposé dans (Sauvée et al., 2006) et (Al-
libert et al., 2008) pour un bras manipulateur, cette fois dans le but d’assurer
différentes contraintes en anticipant sur les mouvements futurs de la caméra :
bornes sur les couples exercés et sur les positions des jonctions, et contrainte
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de visibilité. Dans cette veine, (Sauvée et al., 2008) applique ce type d’asser-
vissement pour un capteur ultra-son. (Allibert et al., 2010) donne encore une
présentation de cette technique, citant comme principal avantage la prise en
compte possible de nombreuses contraintes.
Figure 1.14 – Compensation des mouvements du coeur par asservissement
visuel et commande prédictive. Figure issue de (Ginhoux et al., 2003)
Techniques H∞, en particulier en utilisant les LMIs (Kawabata and
Fujita, 1998) explore l’utilisation de filtres H∞ dans la commande référencée
vision. Le formalisme des LMIs, dont les récents outils de résolution ont lar-
gement contribué à développer les applications, permet de définir des lois de
commande robustes et prenant en compte différents critères, comme la stabilité,
l’évitement des saturations actionneurs, les contraintes image, etc. (Bellot and
Danès, 2001) introduit le sujet en explicitant la modélisation associée (en utili-
sant la transformation linéaire fractionnaire, ou LFT), et en montrant comment
différentes contraintes s’écrivent sous forme LMI : évitement des saturations
des actionneurs, satisfaction de contraintes 3D ou images. Plus tard, le rap-
port (Danès and Bellot, 2006) propose une vision approfondie de la question.
(Souères et al., 2005) complète cette approche avec les contraintes supplémen-
taires que la profondeur de champ est bornée mais inconnue, et que les vitesse
et accélération de la caméra doivent rester bornées. (Gao, 2006) propose enfin
une méthode de synthèse de loi de commande multicritère.
Platitude différentielle Un système est dit différentiellement plat si la
connaissance de l’évolution au cours du temps de certaines variables permet de
déterminer la valeur de toutes les grandeurs relatives au système. Dans ce cas,
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une commande élégante peut être définie. Ainsi, (Rao et al., 2003) considère le
cas d’un robot roulant piloté à partir des images observées depuis un drone le
survolant, et, montrant que ce système est différentiellement plat, définit une
loi de commande robuste aux erreurs dans la connaissance des paramètres de
la caméra.
Logique floue Différentes études ont exploré l’usage des techniques de lo-
gique floue dans le contexte de l’asservissement visuel : (Kadmiry, 2005), (Moreno-
Armendariz and Yu, 2005), (Olivares-Mendéz et al., 2009), (Olivares-Mendéz
et al., 2010), (Olivares et al., 2011). Elles offrent l’avantage de la simplicité,
et reposent sur des critères de bon sens. En sens contraire, les justifications
théoriques sont maigres.
Modes glissants (Becerra and Sagüés, 2010) propose une technique par
modes glissants présentée comme permettant de franchir une singularité avec
des commandes bornées. Dans (Yu and Li, 2004), c’est un observateur de la
vitesse des articulations d’un robot manipulateur qui est réalisé par modes
glissants.
Optimisation non-linéaire (Bonković, 2009) propose une méthode basée
sur une optimisation non-linéaire permettant de traiter le cas de l’asservisse-
ment visuel pour le cas non calibré et sans nécessité de modèle.
Linéarisation entrée-sortie Une technique de linéarisation entrée-sortie,
jointe à un observateur du mouvement de la cible, est proposée dans (Hashi-
moto and Kimura, 1995). De même, (Martinet and Gallice, 1999) propose une
façon astucieuse de paramétrer l’espace d’état dans une approche PBVS, de
sorte qu’une linéarisation entrée-sortie est possible.
Au milieu de toutes ces techniques, cette thèse se situe dans le cadre de la
théorie de Lyapunov. Ce cadre permet en effet comme on le verra de traiter
le cas des paramètres inconnus, tout en offrant une robustesse aux résultats
obtenus : pour une fonction de Lyapunov dont la dérivée est plus petite qu’une
fonction définie négative est connue, l’ajout de petites perturbations ne change
pas le signe de la dérivée, et donc la stabilité du système.
1.2 Commande de drones VTOLs
Cette section présente quelques études consacrées à la commande d’engins
du type de ceux étudiés dans cette thèse hors asservissement visuel. Divers
ouvrages les recensent comme par exemple (I.A.Raptis and Valavanis, 2011).
Nous commençons par présenter les modèles de drones couramment utilisés
dans ce type d’études, puis nous listons des études sur la commande de drones
VTOLs.
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1.2.1 Modèles de drones VTOLs
Mal nommer les choses, c’est ajouter au malheur du monde.
Albert Camus
La classe d’engins volants étudiée dans cette thèse De nombreuses
études considèrent une classe d’engins propulsés par la poussée : des corps
solides évoluant dans l’espace cartésien tridimensionnel sous l’action d’une force
liée à l’engin et pilotée en force et couple (Hua et al., 2009b). Cette classe
de véhicule contient la plupart des drones à décollage et atterrissage court
(quadrirotors, "ducted fans", hélicoptères, etc).
Note : dans tout ce mémoire, nous notons bi les vecteurs de la
base canonique, ie : 
b1 , [1, 0, 0]T
b2 , [0, 1, 0]T
b3 , [0, 0, 1]T
(1.13)
Ce choix est retenu pour éviter toute confusion avec le vecteur e qui sera défini
au chapitre 2. Cette notation ne doit pas être confondue avec le choix
fréquent de l’utiliser pour la base liée à l’engin (b pour body).
La dynamique de ces systèmes peut être décrite par les équations bien
connues suivantes : 
p¨ = −uRb3 + gb3 + Fa
m
R˙ = RS(ω)
Jω˙ = Jω × ω + Γ + Γa
(1.14)
où p est le vecteur position du centre de masse du véhicule, exprimé dans le
repère inertiel de référence, R est la matrice de rotation du repère engin vers
le repère de référence, ω la vitesse angulaire exprimée en repère engin, S(.) la
matrice associée au produit vectoriel à gauche, i.e.
S(x)y = x× y , ∀x, y ∈ R3 (1.15)
u la poussée normalisée, i.e. u = T
m
où m est la masse et T la poussée, J la
matrice inertielle exprimée dans le repère engin, Γ le couple, et g la constante
de gravitation. Fa et Γa représentent respectivement les forces et couples aéro-
dynamiques (voir par exemple (Cheviron et al., 2009)).Ces grandeurs seront
négligées dans la suite de ce travail de thèse. En outre, ce modèle pré-
suppose également une superposition du centre de gravité de l’engin
avec l’intersection de ses axes de rotations. Un hélicoptère "classique",
tel qu’illustré sur la figure 1.15, est un exemple d’un engin compatible avec ce
modèle. D’autres exemples sont illustrés par la figure 1.16.
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Modèle exprimé en repère engin Dans le cadre de cette thèse, l’équa-
tion en accélération et forces est utilement écrite en repère engin puisque les
grandeurs mesurées le sont dans ce repère comme on le verra :
p˙ = Rv




Jω˙ = Jω × ω + Γ + Γa
(1.16)
où l’on fait apparaitre la vitesse v et la gravité γ exprimées en repère engin,
avec γ = gRT b3.
Figure 1.15 – Un hélicoptère classique peut être représenté par le modèle
présenté dans cette section. Figure issue de (Le Bras, 2011)
Stabilisation à l’origine et linéarisation du modèle L’objectif premier
dans ce travail a été de stabiliser l’origine de ce système p = 0, R = I3, v =
0, ω = 0, avec I3 la matrice identité 3×3. Dans un premier temps (chapitre 2),
ce problème sera étudié à partir de méthodes linéaires. Pour les appliquer, ce
modèle peut être linéarisé autour du point d’équilibre (p, v,Θ, ω) = (0, 0, 0, 0),
avec Θ une paramétrisation de la matrice de rotation R comme en section
CHAPITRE 1. ÉTAT DE L’ART 42
1.1.2.3 ; les hypothèses de linéarisation sont alors les suivantes :
|p| << 1
|v| << 1
|φ|, |θ|, |ψ| << 1
R ≈ I + S (Θ)
|u− g| << 1
|ω| << 1
(1.17)
Le modèle linéarisé correspondant au modèle donné par l’équation (1.16) que
l’on considèrera pour les approches linéaires (chapitre 2) est le suivant :
p¨ = −ub3 + γ =








Hypothèse de séparation d’échelle de temps Dans la suite de cette
thèse, comme on l’a dit, des approches linéaires et non-linéaires seront pro-
posées. Pour ces dernières, nous considérons, selon un argument de séparation
d’échelles de temps usuel dans le domaine des drones à atterrissage et décollage
verticaux, que la commande en orientation se fait par ω . En effet, une fois que
la vitesse angulaire désirée ωd a été définie, la commande en couple Γ peut être
calculée selon :
Γ = −Jω × ω + kJ (ωd − ω)
où le gain k est choisi assez grand. En conséquence, nous considérerons doré-
navant pour les approches non-linéaires (chapitre 3) le sous-système suivant :{
p¨ = −uRb3 + gb3
R˙ = RS(ω)
(1.19)
où les commandes sont désormais u et ω au lieu de u et Γ dans les modèles
(1.14) et (1.16) présentés plus haut. Cette hypothèse est fréquemment posée
dans ce contexte, bien qu’elle induise la possibilité de couples importants en
raison de la grande valeur du gain k, ce qui peut avoir des conséquences sur la
stabilité en particulier en présence de saturation d’actionneurs.
1.2.2 Commande de drones VTOLs
Approches linéaires Concernant les études relatives au pilotage de ces en-
gins, on peut citer différentes techniques linéaires, comme les approches LQR
(Leonard and Graver, 2001), les approchesH2 ouH∞ (Sanjay and Ouzts, 1991),
(Mattei and Scordamaglia, 2008). Ces approches ont une validité restreinte par
l’hypothèse de linéarité, qui exclut typiquement les grandes amplitudes de mou-
vements, ou la présence de trop importantes rafales de vent.
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Figure 1.16 – Exemples de drones représentés par le modèle (1.16) : Sikorsky
Cypher (gauche), concept AVID (milieu) et Darpa OAV-II (droite)
Approches non-linéaires C’est la raison pour laquelle des approches non-
linéaires ont été également proposées, fondées sur le backstepping (Bertrand
et al., 2007), (Olfati-saber, 2000), la linéarisation par feedback (Fritsch et al.,
2012), les modes glissants (Odelga et al., 2012), les perturbations singulières
(Bertrand et al., 2011), la commande prédictive (Bemporad et al., 2009), la pla-
titude différentielle (Shakernia et al., 1999), une étude énergétique (Pharmayeni
et al., 2011), ou encore par modèle interne (Marconi et al., 2002). Certaines
approches insistant sur la robustesse ont également été étudiées (Isidori et al.,
2003), (Azinheira et al., 2006), (Moutinho and Azinheira, 2005), (Pflimlin et al.,
2007). (Bayraktar and Feron, 2007) est une approche permettant des atterris-
sages agressifs sur des pentes très importantes (jusqu’à 60˚), grâce au système
Vicon. On peut aussi mentionner ici des approches par apprentissage (Murao
et al., 2003), (Ng et al., 2003), (Abbeel et al., 2008). (Isidori et al., 2003) est
une contribution essentielle dans laquelle les auteurs proposent une approche
non-linéaire pour contrôler l’axe vertical d’un hélicoptère tout en stabilisant
ses axes horizontaux. Cette étude est prolongée par (Marconi and Naldi, 2006)
sur les aspects robustesse aux incertitudes paramétriques essentiellement. Cer-
taines études, comme (Cho et al., 2008), s’attachent à limiter le nombre de
capteurs embarqués en proposant un système basé sur un récepteur GPS et
un tube Pitot. (Vissière et al., 2008) compensent la médiocrité des capteurs
considérés par l’exploitation d’un modèle dynamique riche dans leur estima-
teur. (Duc Anh et al., 2011) s’intéresse au cas d’un convertible capable de vol
stationnaire et de vol de translation (voir figure 1.17) ; la technique utilisée
exploite des saturations tout comme l’approche proposée plus loin dans cette
thèse.
(Kendoul et al., 2008b) considère un contrôleur à structure hiérarchique
distinguant une boucle interne et une boucle externe, avec preuve de stabilité,
selon un schéma proche des travaux proposés dans cette thèse et basés sur les
perturbations singulières. (Guerrero-Castellanos et al., 2009) est une approche
CHAPITRE 1. ÉTAT DE L’ART 44
Figure 1.17 – Le modèle de convertible considéré dans (Duc Anh et al., 2011)
pour la stabilisation d’engins rigides en attitude sans mesure de vitesse an-
gulaire ni reconstruction de l’attitude, en quoi elle trouve des similarités avec
l’objectif de cette thèse. (Hua et al., 2009a) présente une loi de commande non-
linéaire et robuste pour le pilotage des drones VTOLs à poussée orientable. La
technique utilisée ainsi que le résultat obtenu ont été exploités dans le cadre de
cette thèse. Dans cette veine, (Pucci et al., 2011) propose une loi de commande
pour drone sujet à traînée.
Suivi de trajectoire Concernant le suivi de trajectoire, parmi les résultats
existant, on peut mettre en avant (Abdessameud and Tayebi, 2010) qui consi-
dère le cas sans mesure de vitesse -aspect qui sera considéré aussi dans nos
travaux- en exploitant la structure en cascade du système. On peut aussi men-
tionner (Rifai et al., 2008) dans lequel un tel suivi est proposé pour un drone
à ailes battantes.
Les travaux de cette thèse Par rapport à ces résultats, l’objectif retenu
ici a été d’étendre ces résultats au cas de mesures incertaines, dans un sens que
l’on définit rigoureusement au chapitre 2.
1.3 Asservissement visuel pour drones
Je marcherai pour vous, vous y verrez pour moi.
Jean de La Fontaine
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1.3.1 Estimation
On présente dans cette partie les études dans lesquelles les images obtenues
par la caméra sont exploitées pour estimer la position du drone relativement à
un objet visible dans la caméra.
1.3.1.1 Environnement connu
Des travaux relativement anciens ont déjà exploré cette voie ; ainsi (Amidi
et al., 1993), (Amidi, 1996), (Amidi and Miller, 1998), (Amidi et al., 1998),
ou encore (Woodley et al., 1996), dans lequel des objets connus en nombre
sont disposés au sol. Dans cette voie, (Campos and de Souza Coelho, 1999)
présente un système similaire, qui décrit également les ambiguïtés de recou-
vrement de la pose à partir d’une unique image pour une géométrie connue
des objets observés, ainsi que les hypothèses autres permettant de s’affranchir
de ces ambiguïtés. (Sharp et al., 2001) étudie des algorithmes linéaire et non-
linéaire de reconstitution de pose. (Bourquardez, 2004) utilise la technique de
l’asservissement visuel virtuel dans laquelle une pose virtuelle est guidée vers la
véritable pose du drone grâce à une technique d’asservissement visuel 2D ((De-
menthon and Davis, 1995), (Marchand and Chaumette, 2002)). (Merz et al.,
2004) propose une technique indépendante du GPS, qui exploite une mire défi-
nie dans le dessein de délivrer une estimation fiable de pose. (Wu et al., 2005)
définit un filtre de Kalman étendu exploitant la connaissance de la pose d’une
cible dans l’image pour en déduire celle du drone. Dans (M.D.Tandale et al.,
2006), des amers visuels placés sur la cible permettent le ravitaillement en vol
d’un drone, en utilisant un capteur plus complètement décrit dans (Katake and
Choi, 2010). (Mondragón et al., 2007) extrait des amers et déduit la pose du
drone. Dans (Conte et al., 2008), ce sont des images géoréférencées qui sont
mises à disposition du drone de façon à lui permettre de se localiser et de
localiser un objet au sol. (Mkrtchyan et al., 2009) utilise des carrés noirs sur
un plan pour localiser le drone. (Teuliere et al., 2010) propose une approche
basée estimation pour drone, à partir d’un modèle tridimensionnel des bords
de l’environnement du drone. (Martínez et al., 2011) repose sur un modèle de
terrain d’atterrissage connu, plan, et comparé avec l’image courante. On sup-
pose pouvoir en extraire les informations de pose. Dans (Bourdis et al., 2012),
un modèle 3D de l’environnement est exploité dans une structure de filtre de
Kalman étendu pour extraire la pose du drone. (Preucil et al., 2012) s’inscrit
dans le contexte où le drone a dans une première phase été conduit à travers
un environnement le long d’une trajectoire qu’il devra ensuite suivre de façon
autonome en reconnaissant les amers localisés lors du premier passage. (Ordaz
et al., 2013) s’intéresse à la question du retard des informations de position,
qu’ils proviennent du GPS ou de capteurs visuels, et propose une technique de
propagation d’état permettant de compenser ces retards.
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1.3.1.2 Connaissance partielle de l’environnement
(Shakernia, 1999) considère le cas d’un quadrirotor atterrissant grâce aux
informations visuelles, qui sont exploitées pour estimer l’état du drone rela-
tivement au terrain d’atterrissage par décomposition de la matrice essentielle
différentielle (dérivée de la matrice homographique). On peut noter que dans
ce travail, les seuls autres capteurs exploités sont les accéléromètres. (Sharp
et al., 2001) relève d’une approche similaire. (Shakernia et al., 1999) calcule
le mouvement de la caméra à partir de la matrice essentielle sur des amers
pris sur une surface plane. Dans un même contexte de surface observée plane,
(Shakernia et al., 2002) exploite quant à lui la déficience de rang de la matrice
dite des vues multiples afin d’en extraire l’information de pose. Dans (Saripalli
et al., 2003) et (Saripalli et al., ), outre l’hypothèse de sol plan, l’hélicoptère est
supposé pointer la caméra perpendiculairement à celui-ci ; l’étude des moments
invariants d’objets dans l’image permet de résoudre le problème d’estimation
de pose. Toujours sous hypothèse de sol plan, (Z.Yu et al., 2007) dispose d’une
méthode pour trouver le plan moyen des amers observés dans l’image, et ainsi
en déduire l’altitude du drone, ceci pour une application d’atterrissage auto-
matique.
1.3.1.3 Environnement inconnu
(Ahrens, 2008; Ahrens et al., 2009) considèrent un engin capable de vol
stationnaire observant l’environnement et estimant sa pose au fur et à mesure
par une technique de moindres carrés sur ce qu’observe la caméra, ce qui lui
permet de naviguer en sécurité dans un bâtiment. Dans (Kendoul et al., 2009),
le mouvement du drone est calculé à partir du flot optique et des mesures
inertielles, sans utiliser le GPS. La technique de "structure from motion" -qui
consiste à reconstituer l’environnement à partir de son évolution dans l’image-
est exploitée dans (Johnson et al., 2005) pour permettre un atterrissage sur
terrain inconnu, même encombré d’obstacles. (Tarhan and Altuğ, 2011) exploite
le présupposé de l’existence dans la scène observée de lignes parallèles pour
déterminer des directions de fuite, et ainsi extraire l’attitude du drone, pour
une caméra catadioptrique.
1.3.1.4 SLAM
Le SLAM, ou localisation et cartographie simultanée (Simultaneous Loca-
lization And Mapping en anglais), est une technique dans laquelle un véhicule
calcule une carte de la zone dans laquelle il évolue, tout en se localisant dans
cette carte. Il est la combinaison de deux problèmes :
– le problème de localisation, dans lequel un engin dispose d’une carte de
son environnement et cherche à estimer sa position sur la carte et son
orientation par rapport à celle-ci ;
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– le problème de cartographie, dans lequel un engin possède un moyen de
localisation et souhaite construire une carte de son environnement.
Dans le contexte SLAM, l’engin considéré ignore à la fois ce qui l’entoure et
où il se trouve. (Artieda et al., 2009) propose une application de SLAM 3D
visuel utilisant le drone Colibri (figure 1.18). Dans (Caballero et al., 2009), une
mosaïque stochastique est construite en exploitant l’homographie image par
image. (Blösch et al., 2010) se présente comme le premier travail permettant
à un drone de naviguer de façon autonome dans un environnement inconnu
et non structuré, grâce à une caméra pointée au Nadir et un SLAM visuel.
(Frew et al., 2006) est une manière de SLAM à base de filtre de Kalman sans
parfum (Unscented Kalman Filter) pour un avion navigant en milieu encombré
d’arbres, avec cette difficulté particulière que seules des mesures de direction
des obstacles sont disponibles en plus des mesures inertielles.
Figure 1.18 – Le drone Colibri utilisé pour une application de SLAM présentée
dans (Artieda et al., 2009)
1.3.1.5 Caméra(s) au sol
Dans la succession de travaux (Altuğ et al., 2002), (Altuğ et al., 2003),
(Altuğ and Taylor, 2004) et (Altuğ et al., 2005) les auteurs proposent une
approche en utilisant deux caméras, une positionnée au sol, et l’autre à bord
du drone. Dans (Rudol et al., 2008), c’est un robot roulant muni d’une caméra
qui observe un drone sur lequel des LEDs ont été disposées, permettant ainsi
une estimation de sa pose. (Kim et al., 2010) se base sur un fonctionnement
proche, mais avec à nouveau une caméra fixe au sol. (Martínez et al., 2011), déjà
cité, propose aussi une technique utilisant une caméra externe. Un ensemble
de caméras fixes observant un drone muni de marqueurs est proposé par (Oh
et al., 2011).
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1.3.2 Guidage référencé vision
Dans cette partie, on présente les travaux de guidage référencé vision, c’est-
à-dire les travaux dans lesquels les informations visuelles sont exploitées pour
calculer des consignes de vitesse (typiquement, de vitesse linéaire et angulaire).
Ces consignes sont ou bien réalisées par une loi de commande de bas niveau qui
n’a pas de caractère spécifique vision, ou bien le modèle descriptif du sytème
suppose que cette vitesse est elle-même l’entrée de commande, ce qui représente
en général une hypothèse simplificatrice.
Suivi de structures linéaires Une première série de travaux concerne le
suivi de structures linéaires, en particulier l’atterrissage basé vision. Dans (Ra-
thinam et al., 2005), un drone avion est guidé à travers les images pour suivre
une ligne courbe observée au sol (figure 1.19). Une approche pour détecter les
structures linéaires dans l’image est proposée ; le modèle avion est extrême-
ment simple, piloté en vitesse angulaire. (Mills et al., 2011) s’intéresse aussi
à une application de suivi de structures linéaires pour avions, où est suggérée
l’idée de réaliser des manœuvres de skid-to-turn au lieu du classique bank-to-
turn, afin de maintenir la caméra pointée au nadir qui peut ainsi continuer à
observer le sol. Dans (Kummer et al., 2011), un algorithme de guidage pour
l’atterrissage d’un drone avion est proposé, grâce à la présence d’une sphère de
couleur localisée en bord de piste. Des angles de tangage et roulis de référence
sont calculés de façon simple à partir de son déplacement dans l’image.
Figure 1.19 – Le schéma de suivi de structure linéaire par un avion considéré
dans (Rathinam et al., 2005)
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Maintien du stationnaire Une autre catégorie de travaux propose des tech-
niques pour maintenir un drone en stationnaire. (Mori et al., 2007) permet de
maintenir un hélicoptère en stationnaire au-dessus d’un hélipad en calculant la
distance de l’hélipad au centre de l’image et en transformant cette distance en
une consigne de vitesse. Dans (Campoy et al., 2009), un contrôleur par boucles
imbriquées est proposé : alors que la vision fournit une référence de guidage, un
contrôleur réalise ces consignes de vitesse, et un autre, celles de position. Dans
(Mcfadyen et al., 2012), la vitesse angulaire est calculée de façon à éviter des
obstacles. (Lee and Kim, 2010a) propose un algorithme de guidage adaptatif
pour un drone quadrirotor basé vision, de façon à maintenir le champ de vue
de la caméra.
Biomimétisme Une catégorie importante de travaux relève du biomimé-
tisme : ainsi, de (Franceschini, 2004) dans lequel, par analogie avec le com-
portement des mouches, des techniques de guidage basées flot optique sont
proposées. De façon similaire, dans (Muratet et al., 2005), un guidage basé
flot optique est exploité pour éviter des obstacles, et l’on y montre que le
drone adopte une attitude prudente se tenant éloigné des deux parois. Dans
cette veine, (Han et al., 2009) propose une plate-forme d’essais et comparai-
sons d’algorithmes basés sur les mécanismes à l’oeuvre chez les insectes. Dans
un cadre différent, (Manecy et al., 2013) propose de découpler la vision du
système de drone, en plaçant la caméra sur un système capable de l’orienter
indépendamment de l’engin, et d’ainsi maintenir une observation permanente
d’une zone donnée même avec un faible angle de vision.
Utilisations particulières Quelques travaux enfin concernent des utilisa-
tions un peu différentes des caméras. Ainsi, (Kuntz and Oh, 2008) et (Kuntz
and Oh, 2009) proposent d’utiliser une caméra pour localiser une charge utile à
embarquer dans l’hélicoptère et corriger les mouvements de celui-ci en fonction
de celle-là (voir figure 1.20). Dans (Mejías et al., 2006), des objets d’intérêts
sont déterminés dans l’image, et leur extraction donne lieu à des consignes de
vitesse. De même, dans (Yoshihata et al., 2007) et (Iwatani and Hashimoto,
2008), cela est proposé d’une façon particulière puisque les caméras sont fixées
au sol. L’étude s’attache à proposer une méthode de basculement entre signaux
lors des occlusions de caméras.
L’objectif de cette thèse au contraire était de proposer des lois de pilotage
basées vision, comme les travaux de la section suivante.
1.3.3 Approches directes
Dans cette section, on présente les travaux les plus proches de l’objet de
cette thèse : ceux qui traitent de pilotage référencé vision pour drones VTOLs.
Quelques approches ont en effet été proposées depuis deux décennies pour uti-
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Figure 1.20 – Transport de charge par hélicoptère étudié dans (Kuntz and
Oh, 2009)
liser la vision directement au niveau de la boucle de pilotage. On présente
d’abord un certain nombre de travaux qui ont exploré différents aspects de la
question. Puis l’on s’attache à trois équipes de chercheurs qui ont particulière-
ment étudié cette problématique :
– T. Hamel, qui a beaucoup exploité les structures de passivité des modèles
étudiés, avec en particulier une exploitation du backstepping ;
– F. Chaumette, dont les études s’intéressent beaucoup à l’image et aux
informations qui peuvent en être retirées ;
– P. Rives, qui exploite fréquemment des approches optimales sur le linéa-
risé des modèles.
Les travaux de cette thèse se rapprochent beaucoup de la première de ces trois
approches.
1.3.3.1 Quelques travaux en asservissement visuel direct
Dans (Zhang and Ostrowski, 1999), les auteurs parviennent à appliquer les
outils de commande des systèmes mécaniques au problème du pilotage d’un
dirigeable muni d’une caméra vidéo, en écrivant ce dernier système sous une
forme lagrangienne où interviennent les éléments de l’image. Ils étendent ainsi
des résultats plus anciens basés uniquement sur la cinématique des véhicules
considérés. Cette étude cependant n’inclut pas le cas sous-actionné. (Erginer
and Altuğ, 2007) propose le pilotage référencé vision d’un quadrirotor en ex-
ploitant des disques de couleur disposés sur l’aire d’atterrissage. Des lois de
commande simples sont définies directement à partir d’informations calculées
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dans l’image en exploitant l’espacement connu entre les sphères de couleur.
Aucune preuve de stabilité ou performance n’est fournie. (Liu et al., 2008) est
une approche adaptative pour le pilotage des hélicoptères dans laquelle une
matrice d’interaction indépendante de la profondeur est exploitée, et où un
vecteur d’erreur linéaire en les paramètres inconnus est défini, sur lequel un
algorithme adaptatif est défini. (Fan et al., 2009) s’appuie sur le backstepping
pour définir une loi de commande dépendant des paramètres inconnus tels que
les paramètres caméra ou la position 3D de l’amer observé, en ayant pris soin de
conserver à part la profondeur de champ, qui est inobservable. Une technique
adaptative d’estimation de ces paramètres est proposée, qui nécessite un grand
nombre d’images pour les estimer. (Peliti et al., 2012) s’intéresse au contrôle
d’un avion, avec un modèle dynamique simplifié, sur une trajectoire circulaire
autour d’un point d’intérêt, suivie grâce à une approche par backstepping. La
matrice jacobienne est pour cela supposée connue, mais les auteurs font réfé-
rence à une étude permettant de s’en affranchir (Luca et al., 2008). (Lee and
Kim, 2010b) propose une approche de commande adaptative basée image : le
gain est adapté en vol afin d’obtenir la stabilité souhaitée. (Rifai et al., 2011)
et (Rifai et al., 2012) sont des approches directes pour des systèmes à ailes
battantes, basées sur un moyennage temporel des équations. (Kendoul et al.,
2008a) est une approche adaptative.
1.3.3.2 Les travaux autour de T. Hamel
Les travaux réalisés autour de T. Hamel exploitent les structures de pas-
sivité sous-jacentes aux dynamiques étudiées (cf (Mahony and Hamel, 2001)),
et les techniques dérivées du backstepping pour calculer une loi de commande.
Ces travaux sont très proches de ceux présentés plus loin dans cette thèse. Il
s’agit essentiellement dans cette thèse de poursuivre ces travaux dans la direc-
tion d’une utilisation d’un nombre minimal de capteurs et d’hypothèses. L’un
des premiers travaux de cette série, (Mahony and Hamel, 2001), propose une
technique pour piloter une classe de corps rigides sous-actionnés, qui permet
de suivre des lignes parallèles dans l’image. La méthode utilise les coordonnées
de Plücker et le backstepping qui met en évidence une structure passive. Ce
travail sera plus tard étendu dans (Mahony and Hamel, 2005). Dans l’inter-
valle, (Chriette et al., 2001) explore le cas d’une dynamique des zéros instable,
et montre qu’au prix de quelques approximations, la caméra peut être placée
de façon à annuler cette dynamique. La profondeur de champ y est normalisée.
(Hamel and Mahony, 2002) exploite ces idées dans le contexte de la stabili-
sation, sans nécessiter la mesure de la profondeur relative des points observés
dans l’image. Les auteurs montrent que seule la géométrie sphérique donne une
structure passive avec la fonction de stockage et le taux de fourniture considé-
rés. Des bornes sur la distance à la cible sont utilisées dans cette étude. Une
extension au suivi de trajectoires est proposée dans (Hamel et al., 2002), appli-
quée au cas d’un quadrirotor. D’autres extensions (Hamel and Mahony, 2004;
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Hamel and Mahony, 2007), proposent une erreur visuelle définie purement dans
l’image, sans recours à des éléments inertiels comme la précédente. Une étude
qui fait plus encore écho au présent travail de thèse est rapporté dans (Suter
et al., 2002), qui exploite la mesure de la matrice homographique pour les be-
soins du pilotage référencé vision d’un quadrirotor. A la différence du présent
travail, on y suppose que l’axe de la caméra est perpendiculaire au plan ob-
jet, ce qui permet d’extraire la pose et d’estimer la profondeur de champ. Une
technique de commande basée sur le backstepping est ensuite utilisée, qui s’ap-
puie pour l’étendre sur la technique de commande référencée vision 2D 1
2
. Un
point supplémentaire est ajouté dans (Metni et al., 2003) et (Metni and Hamel,
2007), qui trouve un intérêt applicatif clair : la limitation de l’orientation lors
de la tâche de pilotage basé vision. Celle-ci est obtenue en saturant la valeur
de l’orientation calculée lors de l’étape correspondante du backstepping.
Figure 1.21 – L’inspection de ponts et ouvrages d’art est l’application visée
dans (Metni and Hamel, 2007), d’où est tirée cette image
Les dynamiques de translation et d’orientation sont séparées dans (Guenard
et al., 2007), avec une technique particulière permettant de compenser le mau-
vais conditionnement de la jacobienne en introduisant un gain homogène adapté
à la sensibilité visuelle des mesures d’erreur. La question de la profondeur de
champ est traitée dans (N.Metni and Hamel, 2007), où une approche adapta-
tive permet de s’en affranchir. (Herissé et al., 2012) exploite le flot optique pour
maintenir un drone à distance constante d’une plate-forme mouvante, ou pour
réaliser un atterrissage sur une telle plate-forme. Les travaux les plus récents
dans cette direction sont ceux de F. Le Bras, en particulier (Le Bras et al., 2008;
Le Bras et al., 2010), qui sont certainement les plus proches de l’objet de cette
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thèse. L’étude (Le Bras et al., 2006) propose la commande d’un drone VTOL
à flux orientable basé sur les informations visuelles ; la structure de commande
est adaptative et non-linéaire, et toutes les informations utilisées proviennent
de l’image : moment sphérique du premier ordre pour la position, flot optique
pour la vitesse. L’ignorance de la profondeur de champ de la scène est traité
par une approche adaptative. La normale au plan objet est supposée connue.
(Le Bras et al., 2007) définit la notion de longueur visuelle, distance entre deux
points construits à partir de l’image et de données inertielles, et qui constitue
un substitut possible à la profondeur inertielle. Pour éviter la nécessité d’une
mesure de vitesse, une méthode basée sur des états virtuels est proposée. En
revanche, la poussée nécessite d’être mesurée précisément. Pour s’affranchir de
cette dernière contrainte, (Le Bras et al., 2008) prolonge le précédent avec un
observateur de poussée. (Le Bras et al., 2010) est sans doute l’étude la plus
proche du présent travail : supposant que la normale au plan objet dans le
repère engin peut être extraite de l’image, une approche de commande basée
vision pour drone utilisant des images sphériques est proposée. Cette approche
comporte à nouveau un observateur non-linéaire. A côté de ces études, des
travaux sur les ailes fixes ont été réalisés. Ainsi, dans (Le Bras et al., 2009a),
une approche complète pour piloter un avion lors de la phase d’atterrissage
est proposée. Les informations visuelles sont utilisées par la boucle de guidage,
alors qu’une boucle interne, basée sur les mesures inertielles, régule les angles
d’attaque et de dérapage. Dans (Le Bras et al., 2009b), une technique est pro-
posée pour faire réaliser une trajectoire circulaire à un avion autour d’un point
d’intérêt.
Figure 1.22 – Le drone Hover Eye de Bertin Technologies. Figure issue de
(Le Bras et al., 2010)
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1.3.3.3 Travaux autour de F. Chaumette
Les travaux réalisés autour de F. Chaumette, s’est davantage intéressée
à l’exploitation d’éléments particuliers dans l’image. Ainsi, dans les travaux
d’O. Bourquardez (Bourquardez, 2008), différents types de projection, de mo-
ments et d’indices visuels ont été exploités pour la stabilisation d’un quadri-
rotor et pour l’atterrissage d’un avion. (Bourquardez et al., 2008) et (Bour-
quardez et al., 2009) proposent ainsi des lois de commande pour le quadri-
rotor, en comparant l’utilisation des moments dans des images perspectives
(ordre 0 et 1, qui découplent translation et rotation) et sphériques (ordre 1,
avec la même propriété et la passivité). Avec la caméra perspective, l’axe ca-
méra étant supposé perpendiculaire à l’image, les équations sont très simples
et permettent de définir une loi de commande efficace. En géométrie sphé-
rique, différentes commandes sont proposées qui stabilisent asymptotiquement
le drone. (Bourquardez and Chaumette, 2007a) et (Bourquardez and Chau-
mette, 2007b) concernent l’atterrissage automatique d’un avion. (Bourquar-
dez and Chaumette, 2007a) utilise les deux bords de piste et la ligne centrale
(comme (Rives and Azinheira, 2002) cité plus loin) pour aligner l’avion en dé-
finissant des indices visuels à partir de leurs orientations de façon à obtenir
un découplage : les quatre indices visuels ainsi définis sont approximativement
proportionnels aux erreurs latérale et verticale, et aux angles de tangage et
de cap, ce qui permet ensuite de définir une loi simple en fonction de ces in-
dices. (Bourquardez and Chaumette, 2007b) concerne l’atterrissage, et définit
des trajectoires polynomiales pour rejoindre la pente de descente. Dans (Cou-
tard et al., 2011), c’est l’atterrissage automatique d’un drone à ailes fixes sur
un porte-avion qui est étudié. Enfin, (Ozawa and Chaumette, 2011) considère
le pilotage d’un quadrirotor à partir des moments dans l’image en projection
perspective. Le caractère non minimum de phase d’un retour positif sur l’image
est traité à l’aide d’un ressort virtuel.
1.3.3.4 Travaux autour de P. Rives
Les travaux réalisés autour de P. Rives, explore différents aspects, en parti-
culier de commande optimale basée vision, spécialement pour le suivi de lignes
et l’atterrissage. Ainsi, dans (Rives and Azinheira, 2002), des approches PBVS
et IBVS sont proposées pour l’atterrissage basé vision d’un drone à ailes fixes
en observant en coordonnées sphériques trois lignes parallèles représentant une
piste. Elles utilisent un modèle d’avion linéarisé et une technique H∞ à sen-
sibilité mixte. Dans l’approche PBVS, une mesure de distances dans l’image
permet d’estimer θ et ψ, puis les éléments utilisables dans le contrôleur, les
autres étant issus des autres capteurs embarqués. Dans l’approche IBVS, une
trajectoire de descente étant donnée, l’évolution des droites dans l’image est cal-
culée, et une approche optimale (LQR avec intégrateur) est proposée. (Silveira
et al., 2003) prolonge cette étude, avec l’utilisation de deux lignes parallèles
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seulement, et de capteurs (vitesse, cap) pour compléter les informations ainsi
ôtées, toujours par une approche LQR sur le modèle linéarisé. Dans (Rives
and Azinheira, 2004), dans la même veine, il s’agit de suivre une route. De
nouveaux paramètres sont utilisés : les coordonnées du point de fuite, et les
paramètres de la ligne de fuite, qui parviennent à découpler les mouvements
de rotation et translation. Cette dernière approche est ensuite adaptée pour
permettre l’atterrissage automatique d’un avion en prenant en compte l’effet
du vent dans (Azinheira and Rives, 2008). Enfin, une étude intéressante pour
notre objet est (Gonçalves et al., 2009), qui en effet exploite la matrice homo-
graphique dans une boucle de pilotage pour réaliser l’atterrissage automatique
d’un avion basé vision. Deux approches sont proposées : PBVS, où la normale
au plan est supposée connue pour extraire la pose de l’homographie, et IBVS
où l’homographie est linéarisée et utilisée dans un retour proportionnel-dérivé.
1.3.3.5 Les travaux de cette thèse
Cette thèse se situe dans la prolongation de la première série, avec pour
angle d’approche une utilisation d’un nombre minimum de capteurs.
1.4 Objectif de la thèse
En regard de ces travaux qui ont été introduits comme un panorama d’études
ayant été menés, l’objectif de cette thèse est l’étude de la commande référen-
cée vision pour drones VTOLs. Il s’agit de prendre en compte la dynamique
de ces engins, ainsi que leur caractère sous-actionné, en utilisant un ensemble
minimaliste de capteurs.
Pour reprendre certains des thèmes abordés dans ce chapitre :
– les aspects stabilité et robustesse sont au cœur de la démarche. L’aspect
robustesse est une façon de prendre en compte les problèmes liés aux
erreurs de calibration.
– les problématiques de performance ont été abordées dans un second
temps.
– la question du découplage entre rotations et translations ne se pose pas
puisque le principe de pilotage de ces engins impose d’utiliser la rotation
pour obtenir une translation.
– la profondeur de champ est un paramètre inconnu dont il faut gérer l’in-
certitude.
– c’est la matrice homographique qui est exploitée, mais sans supposer
connue la normale à l’objet plan observé : c’est pourquoi on n’extrait pas
de cette matrice les informations de pose.
– le formalisme de Lyapunov est retenu comme permettant de traiter ces
problèmes comme on le verra.
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Ces travaux théoriques visant également à être implémentés à bord des
hélicoptères de l’Onera (figure 1.23).
Figure 1.23 – Le drone hélicoptère Vario Turbo de l’Onera.
Chapitre 2
Stabilisation en un point par des
approches linéaires
Tout ce qui survient par hasard est instable :
ce qui s’est élevé le plus haut est le plus exposé à tomber.
Sénèque
Ce chapitre étudie la stabilisation d’un drone observant une cible plane
sous l’hypothèse de linéarité du comportement. On considère donc le
cas de faibles déplacements, et de petits angles d’orientation, c’est-à-
dire que l’écart entre la pose courante et celle désirée est petit.
A partir de la matrice homographique, on définit un vecteur d’erreur
qui est en bijection avec l’espace des poses. On développe ensuite deux
lois de commande qui utilisent ce vecteur d’erreur et sont valables l’une
dans le cas d’une cible non horizontale, l’autre dans le cas d’une cible
non verticale. Le cas d’un mésalignement entre les repères engin et
caméra est ensuite considéré, qui donne lieu à une définition modifiée
du vecteur d’erreur. La situation d’une dynamique non modélisée (cas
du vent) est ensuite considérée : on montre qu’en utilisant les mesures
accélérométriques, on peut définir une loi de commande permettant de
rejeter la composante constante du vent.
Outre ces résultats qui donnent des conditions de stabilité, on propose
une heuristique de réglage des gains pour prendre en compte des cri-
tères de performance. Les outils de la µ-analyse et de la synthèse H∞
structurée sont ensuite mis en œuvre pour l’analyse de robustesse et le
calcul de gains assurant cette même robustesse.
Les résultats de ce chapitre ont donné lieu à deux publications :
(de Plinval et al., 2011) et (de Plinval et al., 2013).
Résumé
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Introduction
Position du problème Le problème étudié dans ce chapitre correspond à
un scénario typique de vol de drone. Le drone, muni d’une caméra vidéo, évolue
en face d’une cible plane par rapport à laquelle il s’agit de le stabiliser.
Une image de référence de cette cible plane T est supposée disponible, image
qui a été obtenue depuis une certaine "pose" -rappelons que ce mot regroupe
la position et l’orientation. Cette pose est appelée pose de référence et on lui
associe le repère de référence <∗. L’objectif de commande consiste à stabiliser
le drone à la pose de référence en comparant à chaque instant l’image courante
obtenue par la caméra vidéo avec l’image de référence.
Les figures 2.1 et 2.2 représentent cette situation, dans deux configurations
dont la distinction sera établie plus loin dans ce chapitre (section 2.5) : le cas
















Figure 2.1 – Représentation du problème considéré : stabilisation vis-à-vis
d’une cible plane, cible non verticale
Hypothèses La singularité de l’approche proposée dans cette thèse, qui la
démarque de l’état de l’art présenté au chapitre 1, réside dans son aspect mini-
maliste : on ne suppose pas connaître l’orientation ou la taille de la cible, ni le
vecteur normal à sa surface. On la suppose seulement plane et soit "non verti-
cale" soit "non horizontale". La distance à la cible est également une grandeur
inconnue, même si une borne inférieure sur cette distance doit être supposée














Figure 2.2 – Représentation du problème considéré : stabilisation vis-à-vis
d’une cible plane, cible non horizontale
connue pour obtenir un résultat de stabilité. Cette borne peut-être très gros-
sière. On verra également que connaître un encadrement sur cette distance
permet en outre d’intégrer des éléments de performance dans la définition de
la loi de commande.
Cette absence d’hypothèse est un élément que nous regardons
comme essentiel dans ce travail, en ce qu’elle le distingue des travaux
précédents.
Nous ferons cependant l’hypothèse habituelle bien qu’évidemment restric-
tive que la cible ne sort pas du champ de vision au court du mouvement de
l’engin. Dans le cas de stabilisation considéré dans ce chapitre et le suivant,
cette hypothèse se justifie en partie par le caractère essentiellement local du
résultat proposé, qui concerne la stabilisation en un point -qui plus est avec
une approche de commande basée sur l’analyse du linéarisé du système dans
le présent chapitre.
Le système considéré étant sous-actionné, nous prenons également comme
hypothèse que la pose de référence correspond à une orientation d’équilibre,
faute de quoi la loi de commande serait incapable de stabiliser asymptoti-
quement ce point. Ainsi, la stabilisation d’un hélicoptère en l’absence de vent
réclame que la direction de poussée du rotor soit verticale à la pose de réfé-
rence (en négligeant la poussée latérale du rotor anti-couple pour un hélicoptère
classique qui implique en toute rigueur un roulis non nul à l’équilibre ; pour
un quadrirotor, l’équilibre est obtenu lorsque l’engin est à horizontal), de façon
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à compenser la gravité sans engendrer de mouvement latéral. En présence de
vent, cette direction doit être modifiée pour le compenser. Cette hypothèse fixe
à la pose de référence la valeur de deux degrés de liberté en rotation.
Démarche retenue L’approche retenue pour aborder ce problème est d’uti-
liser la matrice homographique (cf chapitre 1). Celle-ci contient en effet toute
l’information relative à la transformation associée à deux images d’une même
cible plane observée de deux points de vue distincts, et ceci sans hypothèse sup-
plémentaire. D’un point de vue applicatif, c’est une grandeur qu’il est possible
de calculer en temps réel à une fréquence compatible avec le pilotage d’un petit
drone (voir (Malis et al., 2009) où est proposé un algorithme d’estimation de
cette matrice, ou encore (Silveira et al., 2008) qui exploite l’homographie), et
qu’il est possible de transmettre rapidement puisqu’elle représente une quantité
négligeable de données -à la différence par exemple d’une image complète. De
ce fait, elle représente un candidat naturel pour encoder l’information obtenue
à partir de la comparaison entre l’image de référence et l’image courante.
Le problème étudié ici revient donc à exploiter une information agrégée -la
matrice homographique H, qui intègre des informations de translation et de
rotation- pour piloter un système sous-actionné. Notons que cette approche est
donc contraire sur ce point à celles adoptées couramment (par exemple dans
(Fang et al., 2002b) ou (Benhimane et al., 2005)) qui consistent à supposer
possible, au prix d’hypothèses supplémentaires, l’extraction des informations
de pose à partir de l’homographie.
L’hypothèse de linéarité faite dans ce chapitre est justifiée quand les mouve-
ments du drone sont lents et de faibles amplitudes. On peut alors linéariser les
équations de la dynamique. En retour, cette approche n’est valide que pour de
tels mouvements, ce qui justifie le chapitre complémentaire qui suit (chapitre
3), relatif à la stabilisation non-linéaire.
2.1 Présentation du problème
Dans ce chapitre, on considère essentiellement un engin modélisé par les
équations (1.16). Les méthodes utilisées sont linéaires et sont donc appliquées
au linéarisé de ce modèle, qui est donné par (1.18). Enfin, deux cas particuliers
où des modèles différents sont étudiés :
– en section 2.2 on rappelle un résultat précédent qui s’applique à un modèle
plus simple que l’on y définit.
– en section 2.7, on propose une loi de commande permettant de rejeter
une dynamique non modélisée comme le vent. Un modèle est donc défini
pour cette situation.
On cherche à stabiliser le drone à sa pose de référence à partir de la matrice
homographique H (voir sa définition en (1.9)). Stabiliser le drone à sa pose de
référence, c’est chercher à faire tendre H vers l’identité. On utilise en outre les
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mesures inertielles (vitesses angulaire, accélération). Afin de poser plus claire-
ment le problème, on commence par définir un vecteur, dit vecteur d’erreur,
dont la mise à zéro correspond à l’objectif de commande. On définit ce vec-
teur dans la section suivante, vecteur qui s’exprime en fonction de la matrice
homographique et qui est en relation difféomorphique avec l’espace des poses.
Cette définition est un premier pas vers la solution, car elle permet de palier en
partie l’absence de mesures de position / orientation en recourant à ce vecteur
qui s’en rapproche. Restera dans la suite de ce chapitre à définir une loi de
commande qui exploite ce vecteur d’erreur et corrige la non coïncidence de ce
dernier avec les vraies position / orientation du drone.
Notons à ce stade qu’il a été choisi de ne pas avoir recours à une approche
H∞ classique pour maintenir une expression analytique du système, ce qui
permet en particulier, comme on le verra, de proposer une heuristique de ré-
glage de gains permettant d’obtenir une performance satisfaisante en boucle
fermée. On abordera cependant plus loin l’apport complémentaire de ce type
d’approches (sections 2.9 et 2.10).
2.2 Première définition d’un vecteur d’erreur
La science, mon garçon, est faite d’erreurs,
mais d’erreurs qu’il est bon de commettre,
car elles mènent peu à peu à la vérité.
Jules Verne
Dans un premier temps, nous supposons que les repères associés à la caméra
vidéo et à l’engin coïncident. Ce faisant, nous gardons présent à l’esprit les
observations de (Chriette et al., 2001) sur le caractère non-minimum de phase
en fonction de la position de la caméra. La section suivante considère le cas
général.
Les notations suivantes sont utilisées pour décrire la scène T (voir les figures
2.1 et 2.2) :
– χ∗, χ sont les coordonnées d’un point d’intérêt P situé sur la cible plane,
exprimées respectivement dans les repères de référence et courant.
– n∗ est le vecteur unitaire définissant la normale à l’objet plan exprimé
dans le repère de référence ; d∗ est la distance entre ce plan et le centre
optique de la caméra. Z∗ est la troisième coordonnée du point P dans le
repère de référence.
Dans (Benhimane and Malis, 2007), la matrice H est utilisée pour définir un
vecteur d’erreur et une loi de commande associée, à partir du modèle cinéma-
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dans lequel les vitesses linéaire v et angulaire ω sont prises comme les entrées
de commande. Le vecteur d’erreur défini reposait sur le résultat suivant :
(Benhimane and Malis, 2007, Sec. 4) Supposons que l’axe optique de la
caméra corresponde à l’axe z du repère engin. Soit χ∗ les coordonnées
d’un point P ∈ T , exprimé dans le repère de référence <∗, etm∗ = 1
Z∗χ
∗







, ep = (I −H)m∗ , eΘ = vex(HT −H) (2.2)
où vex est l’opérateur inverse d’une fonction associant un vecteur à une
matrice antisymétrique : vex(S(x)) = x pour tout x ∈ R3. Alors,
1. (p,R) 7−→ e définit un difféomorphisme local autour de (p,R) =
(0, I3). En particulier, e = 0 ssi (p,R) = (0, I3).
2. La loi de commande cinématique :
v = −λpep , ω = −λΘeΘ (2.3)
où λp, λΘ > 0 rend (p,R) = (0, I3) localement asymptotiquement
stable. 4
Proposition 1 (Vecteur d’erreur)
Remarques :
1. l’opérateur vex est linéaire. Rappelons que dans le présent chapitre on
analyse le système en boucle fermée avec une hypothèse de linéarité.
2. dans (Benhimane and Malis, 2007), ep et eΘ sont définis avec un signe
contraire, i.e. ep = (H − I)m∗ , eΘ = vex(H − HT ). Le choix retenu ici
est mieux adapté aux définitions de v et ω dans (1.16).
3. la seule contrainte sur m∗ est d’être un vecteur projectif, i.e., m∗3 = 1.
4. il existe une contrainte implicite sur l’orientation de la cible, i.e. n∗3 > 0,
contrainte qui correspond au fait que le demi-axe optique de la caméra
croise le plan de la cible. Hypothèse de bon sens, du reste.
2.3 Calcul de la matrice homographique H dans
le cas d’une erreur de calage de la caméra
Nous calculons dans cette section la valeur de la matrice homographique
H lorsqu’une erreur de calage de la caméra est présente. Ce calcul est pris en
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compte dans la définition d’un vecteur d’erreur prenant ce cas en compte, dans
la section suivante. Notons χ∗c (resp. χc) les coordonnées de P dans le repère
caméra de référence (resp. dans le repère caméra courant). On a{




avec Rc et pc la matrice de rotation et le vecteur de translation du repère
engin au repère caméra. En accord avec une hypothèse standard en commande
référencée vision, on suppose dans ces travaux que l’axe optique de la caméra
correspond à l’axe z du repère caméra. Il vient de l’équation (2.4) et de (1.1)
que
































avec n∗c = Rcn∗ l’expression de la normale à la cible dans le repère caméra de
référence. Une approximation de Hc autour de la matrice identité fournit :








avec Θ n’importe quelle paramétrisation de la matrice de rotation R telle que
R ≈ I3 + S(Θ) autour de R = I3 (par exemple les angles d’Euler ).
2.4 Résultat de base
Le résultat présenté dans ce paragraphe peut être entendu comme une ex-
tension de la Proposition 1 pour une utilisation dans le cadre du modèle défini
en (1.16). Cette extension pose un certain nombre de difficultés. En premier
lieu, la commande n’est plus un vecteur de dimension 6 contenant les vitesses
linéaires et angulaire (v, ω). Il s’agit désormais d’un vecteur de taille 4 constitué
de la poussée T et du vecteur de couple Γ, lequel engendre la mise en rotation
de l’engin. Il faut ainsi prendre en compte le sous-actionnement du système,
et son absence de symétrie suivant les dimensions de l’espace d’état : le sous-
actionnement et l’action de la gravité impliquent des différences entre les dy-
namiques horizontales et verticale. De telles différences ne sont pas présentes
dans la synthèse d’une loi de commande basée sur un système cinématique
(holonome). Une autre différence réside dans l’absence de mesure de la vitesse
linéaire v dans le résultat présenté ici.
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En premier lieu, un nouveau vecteur d’erreur est défini, lequel est essentiel
dans la synthèse d’une loi de commande stabilisante que l’on présente plus loin.
Notons b1, b2, b3 les vecteurs canoniques de R3, et m∗c,k = Rcbk pour
k ∈ {1, 2, 3}. Notons n∗ = (n∗1, n∗2, n∗3)T et I3 la matrice identité de






, ekp = (I −Hc)m∗c,k , ekΘ = vex(HTc −Hc)
et















Soit Θ ∈ R3 une paramétrisation quelconque de la matrice de rotation
R telle que R ≈ I3 + S(Θ) autour de R = I3 (e.g., les angles d’Euler ).
Alors,



























et O2 un terme d’ordre au moins deux.
2. Si n∗k 6= 0, alors (p,R) 7−→ e¯k définit un difféomorphisme local
autour de (p,R) = (0, I3). En particulier, e¯k = 0 si et seulement
si (p,R) = (0, I3). 4
Proposition 2 (Nouveau vecteur d’erreur)
La preuve est donnée dans un article reproduit en annexe, section A.5.
Remarques
1. Puisque le vecteur projectif m∗c,k est à discrétion de l’utilisateur, le choix
m∗c,k = Rcbk peut toujours être opéré, ce vecteur étant supposé connu.
Si m∗c,k est interprété comme une direction de pointage dans le repère de
référence de la caméra, alors cette direction correspond à la direction bk
dans le repère de référence ; il s’agit donc d’un invariant dans le repère
inertiel : ce vecteur est inchangé, quelle que soit la rotation du repère
caméra.
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2. Notons que Lk peut être interprété comme une approximation linéaire à
l’origine de la matrice d’interaction associée à e¯k.
Supposons que le vecteur de décentrage de la caméra soit nul : pc = 0.
Alors, l’équation (2.9) illustre l’idée sous-jacente à la définition de e¯k : au
premier ordre, les composantes e¯k1, e¯k2, e¯k3 renferment la connaissance du vecteur
de translation p uniquement, tandis que les composantes e¯k4, e¯k5, e¯k6 disposent de
la connaissance découplée de l’orientation (i.e. LkΘ est diagonale), corrompue
cependant par les composantes du vecteur de translation p. La structure en
cascade est ici essentielle dans la technique de commande et d’analyse mise en
œuvre dans la suite. L’hypothèse de coïncidence entre le centre de gravité et
le foyer de la caméra (pc = 0) n’est pas réaliste en pratique ; en revanche, fixer
la caméra à proximité du centre de masse est souvent possible. La définition
d’une loi de commande exponentiellement stabilisante pour pc = 0 certifiera
dès lors la stabilité exponentielle pour pc suffisamment petit. En conséquence,
nous posons dès à présent et pour la suite l’hypothèse suivante, restrictive mais
justifiée par les remarques qui précèdent :
Hypothèse : pc = 0.
L’approche de commande proposée repose sur une propriété de difféomor-
phisme local entre le vecteur e¯k et le vecteur représentant la pose de l’engin.
Malheureusement, comme le montre la Proposition 2, cette propriété n’est ga-
rantie que si n∗k 6= 0. Par exemple, lorsque k = 3 la propriété est garantie
dès lors que la cible n’est pas verticale. Par conséquent, le choix de la valeur
de k doit être fait sur la base d’une information a priori concernant la cible.
Une telle information est en générale claire à partir du contexte applicatif et
l’orientation de la caméra dans le repère engin. Ainsi, une caméra pointant vers
le nadir interdit essentiellement une stabilisation par rapport à une cible plane
verticale, tandis qu’une caméra pointant vers l’avant écarte le cas d’une cible
horizontale. Pour être exhaustif, nous étudions ci-dessous les deux principales
situations qui nous intéressent : cible "non verticale" (figure 2.2), et cible "non
horizontale" (figure 2.1)
2.5 Cas d’une cible non verticale
Le résultat suivant peut être établi.
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Considérons un drone modélisé par les équations (1.16). Supposons que
n∗3 > 0 et (Rcn∗)3 > 0. Soit e¯p ∈ R3 (resp. e¯Θ ∈ R3) les trois premières
(resp. dernières) composantes de e¯, i.e. e¯ = (e¯Tp , e¯TΘ)T . Choisissons k = 3
(c’est-à-dire e¯ = e¯3) et définissons la loi de commande :{
T = m (g + k1e¯p3 + k2ν3)
Γ = −JK3
(





ge¯Θ + b3 ∧ γd
)
γd = −K5(e¯p +K6ν)
(2.12)
ν la variable définie par l’équation dynamique :
ν˙ = −K7ν − e¯p (2.13)
Alors,
1. Etant donné c∗M > 0, il existe des matrices de gains diagonales
Ki = Diag(kji ) i = 3, . . . , 7; j = 1, 2, 3 et des gains scalaires k1, k2,
tels que la loi de commande (2.11)-(2.12)-(2.13) rende l’équilibre
(p,R, v, ω, ν) = (0, I3, 0, 0, 0) du système en boucle fermée (1.16),




∈ (0, c∗M ] (2.14)
2. Si les matrices de gains diagonales Ki et les gains scalaires k1, k2




= c∗M , alors la stabilité exponentielle locale
est aussi garantie pour toute valeur de
n∗3
d∗
∈ (0, c∗M ].
4
Théorème 1 (Loi de commande pour une cible non verticale)
La preuve est donnée dans un article reproduit en annexe section A.5, mais
nous en donnons ici un résumé. Le système en boucle fermé est défini par les







gS(b3)Θ + (g − u)b3
J−1Γ
)
ν˙ = −K7ν − e¯p
(2.15)
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 , L3Θ = Diag(1, 1, 2), L3Θp = 1d∗
 0 0 n∗20 0 −n∗1
−n∗2 n∗1 0

De ces équations, nous tirons celles qui régissent les différentes dynamiques.
Pour prouver la stabilité, on utilise la forme cascade du système bouclé : le
premier sous-système (e¯3, ν3) agit sur le second (e¯1, e¯2, e¯4, e¯5, ν1, ν2), qui lui-
même agit avec le premier sur le troisième (e¯6).
La dynamique verticale est définie par :{
¨¯e3 = 2c
∗(g − u) = −2c∗(k1e¯3 + k2ν3)
ν˙3 = −k37ν3 − e¯3 (2.16)
Cette dynamique est ainsi indépendante des autres variables, et le polynôme
caractéristique associé peut être aisément calculé :
P (λ) = λ3 + k37λ
2 + 2c∗k1λ+ 2c∗(k1k37 − k2)
Cette dynamique pouvant être réglée stable par application du critère de Routh-
Hurwitz, selon les conditions du Théorème 1, les variables concernées sont as-
surées de converger vers zéro.
Considérant ensuite la dynamique des autres variables une fois celles-ci




¨¯e4 = ω˙1 = −k13( ˙¯e4 − ωd1)











¨¯e5 = ω˙2 = −k23( ˙¯e5 − ωd2)




(ge¯5 − k15 e¯1 − k15k16ν1))
(2.17)
et : {
ν˙1 = −k17ν1 − e¯1
ν˙2 = −k27ν2 − e¯2 (2.18)
Deux systèmes linéaires indépendants du cinquième ordre apparaissent ainsi,
qui décrivent les dynamiques horizontales. Les polynômes caractéristiques as-
sociés sont donnés par :
P 1c∗ (λ) = λ
2 (λ+ k17) (λ








= λ5 + a14λ
4 + a13λ
3 + a12λ













CHAPITRE 2. STABILISATION LINÉAIRE 68
dont, à nouveau, le critère de Routh-Hurwitz donne les conditions de stabilité,
reprises dans l’énoncé du Théorème 1.
Enfin, après convergence de ces dynamiques à zéro, la dynamique de cap se
dégage selon l’équation suivante :
¨¯e6 = 2ω˙3 = −2k33(ω3 − ωd3) = −2k33(
˙¯e6
2
+ k34 e¯6) (2.20)
dont les conditions de stabilité sont triviales.


















Figure 2.3 – Schéma bloc représentant la loi de commande linéaire, Théorème
1
Quelques remarques peuvent être faites.
1. L’hypothèse n∗3 > 0 signifie que la cible n’est pas verticale et qu’elle est
située "sous" l’engin (voir la figure 2.1 pour une illustration), la caméra
pointant au nadir. Puisque l’axe optique de la caméra peut être distinct
de l’axe z du repère engin, nous ajoutons une hypothèse de visibilité de
la cible à la pose de référence, soit : (Rcn∗)3 > 0. Le cas d’une cible
au sol située sous l’appareil, avec une caméra pointant au zénith (i.e.,
n∗3 < 0) peut être traité semblablement, en appliquant la loi de commande
précédente dans laquelle m∗c,k = m∗c,3 se substitue par −m∗c,k dans la
définition de e¯ = e¯3. De façon équivalente, l’on peut multiplier les trois
premières composantes e¯ par −1.
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2. La variable ν vient combler l’absence de mesure de ˙¯ep (mesure de vi-
tesse linéaire). Elle consiste en un filtrage du vecteur d’erreur e¯p, à partir
duquel il est possible de reconstituer une estimation de cette vitesse non
mesurée. Ajoutons qu’il n’a pas été nécessaire de réaliser cette reconstitu-
tion explicitement, puisqu’avec cette nouvelle variable, il devient possible
de stabiliser le système.
3. Puisque n∗3 ≤ 1, la condition (2.14) est satisfaite dès lors que d∗ ≥ 1/c∗M .
Ainsi, la Propriété 1) garantit que des gains de commande stabilisant
peuvent être trouvés sur la base d’une connaissance d’une quelconque
borne inférieure sur la distance entre la pose de référence et la cible plane
observée. Il s’agit là d’une exigence modeste d’un point de vue applicatif,
et d’autant plus que cette condition suffisante ne dépend pas du vecteur
normal (inconnu) n∗.
4. Concernant la Propriété 2), elle implique qu’obtenir des gains de com-
mande stabilisants pour tout n
∗
3
d∗ ∈ (0, c∗M ] revient à trouver des gains de





M . Cette dernière tâche peut être obte-
nue aisément par l’utilisation des outils classiques de commande linéaire.
En particulier, le critère de Routh-Hurwitz permet d’assurer la stabilité





M lorsque les inégalités suivantes sont
satisfaites (voir la preuve du Theorème 1 pour plus de détails) :
k1, k2, k
j
















































































3 − a22 (2.26)
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Preuve de l’existence de gains assurant la stabilité Montrons l’exis-
tence de gains de commande satisfaisant les conditions ci-dessus. Tout d’abord,
notons l’absence de condition sur les gains k35 et k36. Cette absence s’explique par
l’observation que, dans (2.12), ces gains n’affectent pas ωd. La condition (2.21)
est immédiatement satisfaite. Les gains de commande k1, k2, k37 interviennent
uniquement dans (2.22), de sorte qu’ils peuvent être choisis de façon à satisfaire
cette inégalité. Considérons (2.24). Tout d’abord, cet ensemble de conditions
concerne les gains k23, k24, k15, k16 et k17 uniquement. Il existe différentes façons de
trouver des valeurs pour ces gains garantissant (2.24). Nous proposons ici l’une
de ces possibilités.
– choisir k15 > 0 et k16, k17 > 0 de telle sorte que la première inégalité de
(2.24) soit satisfaite.
– poser k23 = k24 = s. Considérons la seconde inégalité de (2.24). Le membre
de gauche est un polynôme en s avec c∗Mk15s4 comme monôme de plus haut
degré. Le membre de droite est aussi un polynôme en s avec k17s5 comme
monôme de plus haut degré.
– choisir s assez grand garantit que cette inégalité est satisfaite. Le même
argument assure que la dernière inégalité de (2.24) est satisfaite pour s
assez grand.
Choisir k13, k14, k25, k26 et k27 de façon à satisfaire (2.24) peut se faire selon la même
procédure.
Remarquons enfin que, étant donnée une famille de gains, les Conditions
(2.21)–(2.24) permettent de déterminer la valeur maximale de c∗M pour laquelle
la stabilité exponentielle est obtenue.
2.6 Cas d’une cible non horizontale
Le résultat précédent ne prend pas en compte le cas d’une cible verticale
(i.e. n∗3 = 0). Ce cas est traité par le résultat suivant, qui est potentiellement
applicable à toute cible non-horizontale. La synthèse de la loi de commande
utilise une nouvelle fonction d’erreur e¯. Sans perte de généralité, nous suppo-
sons que n∗1 > 0 ( e.g., la camera pointe dans une direction proche de l’axe
inertiel b1 à la pose de référence).
CHAPITRE 2. STABILISATION LINÉAIRE 71
Considérons un drone modélisé par les équations (1.16). Supposons que
n∗1 > 0 et (Rcn∗)3 > 0. Considérons la loi de commande (2.11)–(2.12)–
(2.13) avec cette fois-ci e¯ = e¯1 et comme précédemment e¯p ∈ R3 (resp.
e¯Θ ∈ R3) dénotant les trois premières (resp. dernières) composantes de
e¯, i.e. e¯ = e¯1 = (e¯Tp , e¯TΘ)T . Alors,
1. Pour tout c∗M > 0, δ ≥ 0, il existe des matrices de gains diagonales
Ki = Diag(kji ) i = 3, . . . , 7; j = 1, 2, 3 et des gains scalaires k1, k2,
tels que la loi de commande (2.11) rend l’équilibre (p,R, v, ω, ν) =
(0, I3, 0, 0, 0) du système en boucle fermée (1.16), (2.11)–(2.12)–
(2.13) localement exponentiellement stable dès lors que
1
d∗




2. Si les matrices de gains diagonales Ki et les gains scalaires k1, k2
rendent le système en boucle fermée localement exponentielle-
ment stable pour 1
d∗ = c
∗
M et pour n∗ satisfaisant (2.27), alors
la stabilité exponentielle locale est garantie pour toute valeur de
1
d∗ ∈ (0, c∗M ].
4
Théorème 2 (Loi de commande pour une cible non horizontale)
La preuve est donnée dans un article reproduit en annexe, section A.5, nous
ne la reprenons pas ici.
Quelques commentaires s’appliquent à ce résultat.
1. Comme dans le cas du Théorème 1, une extension au cas n∗1 < 0 peut être
opérée en appliquant la loi de commande avec m∗c,k = m∗c,1 remplacé par
−m∗c,k dans la définition de e¯ = e¯1. Cette opération est aussi équivalente
à une multiplication des trois premières composantes de e¯ par −1.
2. La principale différence entre les Théorèmes 1 et 2 réside dans les condi-
tions (2.14) et (2.27). Clairement, les dernières sont plus exigeantes que
les premières, puisqu’elles ne peuvent être réduites à des conditions sur
d∗ uniquement. Lorsque n∗3 = 0 (cible purement verticale), cependant,
ces conditions sont essentiellement similaires.
3. Les conditions de stabilité sur les gains sont semblables à celles du Théo-
rème 1. Plus précisément, les conditions suffisantes de stabilité pour











































































3 − a22 (2.29)
L’existence de gains satisfaisant les conditions ci-dessus pour tout n∗
satisfaisant à (2.22) peut être prouvée dans le cas du Théorème 1. Notons












τ2 pour certains scalaires τ1, τ2. Ensuite, k16, k17 peut être choisi de façon à
ce que la première inégalité de (2.22) soit vérifiée. La sélection des autres
gains suit selon le même principe que pour le Théorème 1.
Le Théorème 1 fournit les fondements théoriques pour stabiliser un drone
VTOL sous-actionné à partir de mesures gyroscopiques et d’une caméra. En
pratique cependant, d’autres problèmes se posent dans la perspective d’une
mise en œuvre expérimentale. L’un de ces problèmes concerne les dynamiques
non modélisées (telles que le vent). En outre, considérer comme unique ob-
jectif la stabilité du système en boucle fermée n’est pas réaliste, puisqu’une
performance insuffisante engendrerait un comportement inacceptable, et en
particulier un risque de sortie du domaine de stabilité. En conséquence, le ré-
glage des gains doit être réalisé de façon à inclure des considérations sur la
performance du système en boucle fermée. Ces deux problèmes sont considérés
dans les sections suivantes.
2.7 Cas d’une dynamique non modélisée
Tant de temps que je glisse entre mer et nuages,
Que mon œil à l’affût s’inquiète du rivage
Où mon grand corps d’oiseau pourra trouver repos.
Je suis las de braver la tempête et les flots.
Charles Baudelaire
Dans cette partie, nous considérons la présence d’une dynamique non mo-
délisée agissant sur le système (telle que le vent). Différentes solutions peuvent
être proposées pour répondre à ce problème, à commencer par l’utilisation
d’une action intégrale (voir par exemple (Hua et al., 2009b) pour une telle
utilisation dans un contexte voisin). En raison de la relation simple entre e¯p
donné par (2.8) et p, inclure une correction intégrale dans la loi de commande
du Théorème 1 est relativement aisé. L’étude du réglage des gains en fonction
de critères de performance est plus difficile, spécialement pour la dynamique
horizontale, en raison de notre ignorance de la distance à la cible, et de la nor-
male à celle-ci. Pour ces dynamiques, nous proposons ici une autre approche
utilisant les accéléromètres.
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Considérons le modèle suivant (à comparer avec eq. (1.18)) :
p˙ = v
mv˙ = −ub3 + γ +RTaw
Θ˙ = ω
Jω˙ = Γ + τwb3
(2.30)
où aw correspond à la dynamique de translation non modélisée, et τw à la
dynamique de cap non modélisée. Les deux quantités sont supposées constantes.
Rappelons que les accéléromètres mesurent la quantité suivante ((Martin and
Salaün, 2010)) :
yacc = R
T p¨− γ = −ub3 +RTaw (2.31)
Lorsque aw,1 6= 0 ou que aw,2 6= 0, R = I3 n’est plus une orientation d’équilibre.
Nous supposons cependant que la nouvelle orientation d’équilibre est proche
de la matrice identité, de sorte que l’approximation RTaw ≈ aw est toujours
supposée valide. Il est clair que cette approximation est restrictive ; elle reste
pourtant justifiée dans le contexte de perturbations "modérées". Une situa-
tion de fortes perturbations introduirait des couplages dans la dynamique du
système, couplages dont l’analyse n’est pas réalisée ici.
Les modifications suivantes sur la loi de commande (2.11)–(2.12) sont pro-
posées sous cette hypothèse :{
T = m (g + k0Ie3 + k1e¯3 + k2ν3)
Γ = −JK3
(















La figure 2.4 montre les éléments de cette loi de commande modifiée.
L’idée sous-jacente est de combattre les dynamiques verticale et de cap non
modélisées par des termes intégraux (Ie3 et Ie6), et les dynamiques horizon-
tales non modélisées par l’utilisation des mesures accélérométriques. Analysons
brièvement la dynamique en boucle fermée linéarisée du Théorème 1. Pour la
dynamique verticale, nous obtenons :
¨¯e3 = 2c
∗ (g + aw3 − g − k0Ie3 − k1e¯3 − k2ν3)
= −2c∗ (k0Ie3 + k1e¯3 + k2ν3 − (RTaw)3)
ν˙3 = −k37ν3 − e¯3
(2.34)
avec c∗ = n
∗
3
d∗ . Cette dynamique est proche de celle obtenue avec la loi de
commande initiale (voir dans l’annexe, section A.5), à l’exception de la présence


















Figure 2.4 – Schéma bloc représentant la loi de commande linéaire avec ré-
jection de dynamique non modélisée
du terme de projection (RTaw)3 et du terme de correction intégrale. En outre, le
polynôme caractéristique –après simplification selon RTaw = aw et aw constant
















Au contraire de la dynamique verticale initiale, ce polynôme peut devenir
instable pour certaines valeurs de c∗, quel que soit le choix des gains. Plus
précisément, le critère de Routh-Hurwitz garantit la stabilité lorsque ki > 0,
k0 +k1k
3
7−k2 > 0 et 2c∗k20 +[(k37)3 + 2c∗ (k1k37 − k2)] k0−2c∗k2 (k1k37 − k2) < 0.
Il est ainsi possible de définir des gains tels que le système soit stable pour cer-
taines valeurs de c∗ ; ainsi, en choisissant k1, k37, k2 > 0 tels que k1k37 − k2 > 0
(condition qui est la principale pour la dynamique initiale). Il est alors pos-
sible de trouver k0 > 0 tel que la troisième condition est vérifiée pour certaines
valeurs de c∗ puisque, pour c∗ fixé, −2c∗k2 (k1k37 − k2) < 0 de telle sorte que,
lorsque k0 diminue vers zéro, la condition sera satisfaite pour k0 assez petit.
S’agissant du gain d’un terme intégral, il est en effet peu surprenant que sa
valeur doive être maintenue assez petite pour conserver la stabilité du système
en boucle fermée.
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De façon similaire, lorsque e¯3 a convergé vers zéro, la dynamique horizontale
est donnée par (à comparer avec les équations en annexe, section A.5) :
¨¯e1 = c
∗ (−ge¯5 + yacc1)
¨¯e2 = c
∗ (ge¯4 + yacc2)
¨¯e4 = ω˙1 = −k13( ˙¯e4 − ωd1)




(ge¯4 + yacc2 + k
2





¨¯e5 = ω˙2 = −k23( ˙¯e5 − ωd2)




(ge¯5 − yacc1 − k15 e¯1 − k15k16ν1))
(2.36)
avec yacci ≈ awi for i = 1, 2. En conséquence, les mêmes polynômes caractéris-
tiques que dans le cas sans perturbation sont retrouvés : les mêmes conditions
de stabilité sur les gains s’appliquent et ces variables convergent asymptotique-
ment vers zéro.
Finalement, la dynamique de cap est donnée par (à comparer avec l’annexe,
section A.5) :
¨¯e6 = 2ω˙3 = −2k33(ω3 − ωd3) = −2k33(
˙¯e6
2
+ k34 e¯6 + k8Ie6) + ‖Γw‖b3 (2.37)
Supposons une perturbation constante ‖Γw‖, le terme intégral garantit une
convergence à zéro de l’erreur de cap si k8 < k33k34.
2.8 Réglage des gains
Si la stabilité est un prérequis pour un système en boucle fermée, la per-
formance ne peut être négligée en pratique. En particulier, il importe d’as-
surer un amortissement efficace du système. Ce problème est très important
dans le présent contexte puisque, ignorant un certain nombre de paramètres, il
convient d’assurer un comportement idoine malgré de fortes variations de ces
paramètres. Dans cette section, nous proposons une heuristique de réglage des
gains dédiée à l’obtention d’une performance satisfaisante malgré cette incerti-
tude. Cette heuristique ne garantit pas formellement un niveau de performance
donné, mais elle s’appuie sur le fondement théorique du lieu des racines (qui
était utilisé par exemple aussi dans (Khadraoui, 1996) ; une présentation en est
faite en annexe, section A.1), et s’est montrée efficace en pratique lors des tests
en simulation. Elle guide le choix des gains pour viser un niveau de perfor-
mance donné. Une fois les gains fixés, il est toujours possible de faire usage du
théorème de Barmish (Barmish, 1989) afin de prouver a posteriori un certain
niveau de performance, au sens où l’on prouve alors que les parties réelles des
valeurs propres restent inférieures à une valeur donnée lorsque c∗ varie dans
sa plage de valeurs autorisée. Cette heuristique est basée sur une structure en
cascade du système en boucle fermé linéarisé, laquelle permet d’étudier sépa-
rément les dynamiques de cap, verticale et horizontales (voir les preuves des
CHAPITRE 2. STABILISATION LINÉAIRE 76
Théorèmes 1 et 2 en annexe, section A.5, pour plus de détails). Ce procédé
est similaire du cas où des mesures exhaustives de position, orientation et vi-
tesse sont disponibles. Nous proposons tout d’abord une heuristique pour le
cas d’une cible non verticale, et évoquons ensuite brièvement le cas d’une cible
non horizontale.
2.8.1 Réglage des gains de la dynamique de cap
Le polynôme caractéristique associé à la dynamique de cap linéarisée est
donné par P (λ) = λ2 + k33λ + 2k33k34. Ainsi, tout ensemble de pôles en boucle
fermée (λ1, λ2) peut être assigné en posant
k33 = − (λ1 + λ2) , k34 = −
λ1λ2
2 (λ1 + λ2)
2.8.2 Réglage des gains de la dynamique verticale
No one on earth has any way left but — upward.
Alexandre Soljenitsyne
Le polynôme caractéristique associé à la dynamique verticale linéarisée est
donné par P (λ) = λ2 (λ+ k37) + C∗ (λ+ k) avec C∗ = 2c∗k1 et k = k37 − k2k1 .
Rappelons que c∗ = n
∗
3
d∗ . Nous proposons l’heuristique suivante :
1. Définir le gain k37 et un nombre k 6= k37 en considérant que, lorsque c∗
croît de zéro à l’infini, les gains en boucle fermée se déplacent de 0 et





2. Les parties réelles des pôles les plus lents partent de 0 et s’échappent vers
k−k37
2
: définir le facteur d’échelle k1 de façon à définir c∗min pour lequel
une partie réelle donnée est atteinte. Notons que k2 est alors donné par :
k2 = k1 (k
3
7 − k).
3. Appliquer le théorème de Barmish (Barmish, 1989) pour prouver a poste-
riori la performance garantie pour la boucle fermée ainsi obtenue lorsque
c∗ varie dans son domaine de définition.
Justification : La théorie du lieu des racines montre que les pôles partent





± j∞ lorsque c∗ → ∞. On peut aussi vérifier que, quels
que soient les gains tels que k 6= k37, il n’y a pas de racine sur l’axe imaginaire.
Exemple numérique : Avec k1 = 5, k2 = 10, k37 = 2.4, le lieu des racines
montre que :
1. ∀c∗ > 0,< (λi) < 0
2. ∀c∗ ∈ [0.175; +∞] ,−1 ≤ < (λi) ≤ −0.4
3. ∀c∗ ∈ [0.175; 2.34] , ξ ≥ 0.2 (ξ est l’amortissement réduit)
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2.8.3 Réglage des gains des dynamiques horizontales
La dynamique horizontale est constituée de deux systèmes linéaires du cin-
quième ordre (voir annexe, section A.5). Puisque la structure de ces systèmes
est la même, nous ne nous intéresserons qu’au réglage des gains du premier. Le












où C = c∗k23k24k15, K = k17 − k16. On propose l’heuristique suivante :
1. Sélectionner k23 et k24 de telle sorte que les racines de λ2 + k23λ + k23k24
soient aussi rapides que possible ;
2. Définir une dynamique beaucoup plus lente pour le "système interne" dé-
fini par : k23k24λ2 (λ+ k17) +C∗ [λ+K], et sélectionner des valeurs idoines
pour k15, k16, k17 de façon à ce que, pour c∗ ∈ (0; c∗M ], tous les pôles soient
plus lents que la dynamique maximale du système interne définie ci-
dessus ;
3. Utiliser le théorème de Barmish (Barmish, 1989) pour vérifier les per-
formances du système obtenu en boucle fermée lorsque c∗ varie dans sa
plage de variation autorisée.
Justification : La théorie du lieu des racines assure que les pôles se trouvent
en 0 (double), −k17 et aux racines de λ2 + k23λ + k23k24. L’unique zéro se situe
en − (k17 − k16) (zéro de la dynamique interne). Les deux pôles placés par k23 et
k24 s’éloignent à l’infini lorsque c∗ croît. Les pôles en 0 et −k17 se comportent
similairement à la dynamique verticale pour de petites valeurs de c∗, puisqu’ils
sont proches de zéro et séparés des deux premiers ; pour c∗ grand, deux de ces
pôles s’échappent à l’infini avec une partie réelle positive.
Exemple numérique : Avec les gains définis selon k23 = 10, k24 = 12, k15 =
5, k16 = 2, k
1
7 = 2.4 (dynamique interne plus lente que -1, lui-même beaucoup
plus lent que les racines de λ2 + k23λ + k23k24), le polynôme caractéristique est
donné par : λ5 +12.4λ4 +144λ3 +288λ2 +600c∗λ+240c∗, lequel est stable pour
c∗ ∈ (0; c∗M ] avec c∗M ≈ 4, et tel que les parties réelles des pôles < (λ) ≤ −0.2
pour c∗ ∈ [c∗1; c∗2] avec c∗1 ≈ 0.2 et c∗2 ≈ 3.25.
Dans les simulations présentées plus loin (section 2.11), les valeurs des gains
sont celles obtenues par cette procédure.
Remarque sur le cas d’une cible non horizontale : Pour la loi de com-
mande du Théorème 2, la même heuristique peut pratiquement être utilisée,
puisque les équations sont semblables. Les conditions de stabilité, cependant,




(voir (2.28)). Ainsi que mentionné plus haut dans la
section 2.6, choisir k15 grand rend le lieu des racines moins sensible à ce rap-
port. Ainsi, k23 et k24 doivent aussi être choisis assez grands pour satisfaire la
condition de stabilité (2.22).
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A titre d’illustration, des résultats satisfaisants ont été obtenus en modifiant
comme suit les trois gains k15, k23, k24 à partir des valeurs définies pour le cas d’une





comme la tangente d’un angle α représentant la verticalité de la
cible, on obtient les résultats suivants :
– avec α = 0o, c∗M = 1.8 et le lieu des racines est semblable à celui du cas
d’une cible au sol à l’exception de la dynamique k23, k24, qui est sensible-
ment plus rapide ;
– avec α = −30o, c∗M = 1.3 ;
– avec α = +30o, c∗M = 2.1 mais la dynamique lente est sensiblement
différente, de sorte qu’il y a, pour toute valeur de c∗ une dynamique lente
autour du nouveau zéro défini par −a10.
2.9 µ-analyse
Le problème considéré dans les sections précédentes est un problème de sta-
bilité -et de performance- sous incertitude paramétrique, qui est le sujet propre
de l’analyse robuste. Des outils dédiés à l’analyse de la robustesse de systèmes
linéaires incertains, tels que la µ-analyse, existent. Cependant, ces outils ne sont
pas adaptés pour l’étude de la robustesse d’un système comportant une seule
incertitude : c’est le cas du lieu des racines étudié plus haut. Ils ne permettent
pas non plus l’étude précise des performances proposées plus haut. Des études
complémentaires à la précédente peuvent néanmoins être menées, pour étudier
par exemple l’effet de dynamiques non modélisées. On peut ainsi s’interroger
sur la capacité de la boucle fermée à demeurer stable malgré les variations au-
torisées de distance à l’objet observé, et en présence d’un retard et d’un gain
incertains en entrée. Ceci est modélisé par une incertitude scalaire réelle pour
la distance inconnue, et par une incertitude scalaire complexe pour le retard et
le gain, selon le schéma d’analyse de la figure 2.5, qui représente la dynamique
horizontale linéarisée et découplée. Les deux incertitudes sont représentées en
rose sur la figure, et son modélisées sous simulink avec des objets LFR.
Figure 2.5 – Schéma bloc pour la µ-analyse
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En réglant les gains présents sur la figure aux valeurs suivantes : k0 =
2, k1 = 1 et en utilisant la fonction de Matlab mu_margin, on obtient la valeur
suivante comme borne supérieur de la grandeur µ = 2.55. Ce résultat signifie
que la boucle fermée est garantie stable pour toute valeur des incertitudes de
normes inférieures à 1
µ
= 0.39. Dès lors, cela signifie que la distance peut varier
entre 0.61 et 1.39, le retard et le gain incertains tels que le nombre complexe
associé est de norme inférieure à 0.39, sans remettre en cause la stabilité de la
boucle fermée.
Notons que cette méthode est complémentaire de la démarche précédente :
une fois la loi fixée dans sa structure par les théorèmes présentés ci-dessus ; une
fois les gains fixés selon les conditions établies pour la stabilité, et au moyen
de l’heuristique développée ci-avant ; une fois la preuve de stabilité pour les
valeurs considérées possibles de la distance à l’objet prouvée, la µ-analyse peut
être exploitée pour étudier plus finement la robustesse de la boucle fermée à
des incertitudes autres que la seule distance à l’objet observé.
2.10 Synthèse non lisse
Dans l’optique de la section précédente, une fois la structure de commande
fixée par les approches précédentes, les plus récents développements relatifs
à la synthèse de lois de commande structurées multi-critères permettent en
particulier de recalculer les gains de la loi de commande en minimisant un
critère H∞ (voir (Apkarian and Noll, 2006b)). Il est ainsi possible de recalculer
les gains pour minimiser l’effet du vent au sens de la minimisation en norme
H∞ d’un transfert. Cette optimisation cependant donne lieu à une perte de
robustesse au sens de la variation de distance, comme nous l’illustrons sur un
exemple. Nous avons considéré la dynamique horizontale et avons recalculé
l’un des gains avec l’objectif de minimiser l’effet du vent sur cette dynamique.
Pour ce faire, le schéma considéré est celui de la figure 2.6 qui représente cette
dynamique, avec l’ajout de vent en accélération. Ce vent est modélisé par un
simple bruit coloré, comme représenté sur la figure 2.7 ci-après. Pour calculer
la nouvelle valeur optimisée du gain, on considère le schéma en boucle ouverte
de la figure 2.8. Sur ce schéma, entre l’entrée 1 et la sortie 1 se trouve le gain
à minimiser, entre l’effet du vent et l’accélération résultante. L’entrée 2 et la
sortie 2 correspondent au gain à optimiser. La fonction Matlab hinfstruct ayant
été utilisée (voir (Apkarian and Noll, 2006a)), elle conduit au calcul d’un gain
de 7.0743 au lieu de 10 avec notre heuristique. Des résultats de simulation avec
cette loi de commande modifiée sont présentés dans la section suivante.
2.11 Résultats de simulation
Il faut supprimer de toute notre vie l’hypocrisie et la simulation.
Cicéron
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Figure 2.6 – Schéma bloc de la boucle fermée en présence de vent
Figure 2.7 – Schéma bloc du modèle de vent
Figure 2.8 – Schéma bloc de la boucle ouverte pour la synthèse non lisse
Dans cette partie, on présente quelques résultats de simulation obtenus avec
cette approche. Des simulations plus complètes sont présentes dans les articles
reproduits en annexe, en particulier en section A.5.
Nous présentons des résultats de simulation à la fois pour la loi de base
(Théorèmes 1 et 2) et pour sa version modifiée proposée en section 2.7. Les
CHAPITRE 2. STABILISATION LINÉAIRE 81
résultats ont été obtenus pour un modèle de dynamique hélicoptère définie par
(1.19) avec m = 10 et J = I3 la matrice identité. On présente des simulations
pour différentes valeurs de la distance à la cible à la pose de référence, avec des
erreurs de position initiales égales à : p0 = (1.5,−1, 0.5)T , les autres conditions
initiales (erreur d’orientation, et vitesses linéaire et angulaire) étant nulles.
2.11.1 Loi de commande pour une cible non verticale
Nous ne présentons ici que le cas d’une cible non verticale (voir section
A.5 pour d’autres illustrations). Des résultats de simulation avec la loi de com-
mande du Théorème 1 sont présentés sur les figures 2.9–2.10. Le vecteur normal
n∗ qui définit l’orientation de la cible est choisi égal à n∗ = (−0.28, 0.28, 0.92)T .
Des résultats de simulation sont présentés pour d∗ = 2 et d∗ = 10. Cela corres-
pond à une plage très large de valeurs possibles pour la distance nominale à la
cible. La matrice de rotation Rc qui définit l’orientation de la caméra dans le re-
père engin est générée aléatoirement, sous la contrainte que l’angle de rotation
associé soit égal à 15o. Pour tester la robustesse de cette approche, un décalage
en position de pc entre le repère caméra et le repère engin est introduit. Les
valeurs de Rc et pc sont les suivantes :
Rc =
 0.97 0.20 0.16−0.19 0.98 −0.06
−0.17 0.03 0.99
 pc = (0.30,−0.20, 0.10)T
Les gains de commande dans (2.11)-(2.12) ont été choisis comme suit, selon
l’heuristique de réglage des gains décrite ci-dessus :




), K4 = Diag(12, 12, 4)
K5 = Diag(5, 5, 0), K6 = Diag(2, 2, 0), K7 = Diag(2.05, 2.05, 2.5)
(2.38)
De (2.22)-(2.23), on tire la borne supérieure de stabilité c∗M < 3.99. Puisque
n∗3 = 0.92, cela conduit à d∗M > 0.23, ce qui est consistant avec les valeurs de
simulation d∗ = 2 et d∗ = 10. Les figures 2.9–2.10 illustrent la capacité du
controleur à obtenir des performances satisfaisantes dans tout cet intervalle,
sans aucune information de profondeur ou d’orientation de la cible.
2.11.2 Loi de commande pour une dynamique non modé-
lisée
Dans cette partie on compare les performances de la loi de commande ini-
tiale (2.11)-(2.12) et de la loi modifiée (2.32)–(2.33) en présence de vent, avec
les mêmes paramètres de simulation que pour les figures 2.9–2.10. Pour les
deux contrôleurs, les gains de commande (2.38) ont été utilisés. Pour la loi de
commande (2.32)–(2.33), le gain intégral sur la dynamique verticale est défini
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Figure 2.9 – Résultat de simulation pour une cible non verticale, d∗ = 2



































































































Figure 2.10 – Résultat de simulation pour une cible non verticale, d∗ = 10
par k0 = 1. A partir de l’expression du polynôme caractéristique de la dy-
namique verticale, cette valeur assure la stabilité dès lors que c∗ > 0.36, ou
d∗ < 2.53 dans ce cas. L’effet du vent est modélisé comme une force de traînée
(sans portance). Plus précisément, un vent variant lentement p˙w est utilisé pour
calculer la vitesse relative du vent : δp˙ = p˙w− p˙, avec p˙w la vitesse du vent. La
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traînée est ensuite donnée par Fw = −12CxρΣ‖δp˙‖δp˙ où le coefficient de traînée
totale kw = 12CxρΣ est choisi égal à 0.1. Cette valeur est vraisemblable compte
tenu de la masse et de l’inertie du système. Le cas d’un vent variant lentement
est considéré ici, selon le modèle de marche aléatoire suivant : p¨w = kwξ avec
p˙w(0) = [−2.50, 3.00, 1.50]m/s, kw = 1 et ξ un bruit blanc centré de spectre
un. Une distance à la cible de d∗ = 2 (i.e. c∗ = 0.46) est considérée. Les figures
2.11 et 2.12 montrent clairement que le contrôleur modifié assure de meilleures
performances que le contrôleur initial.






























































































Figure 2.11 – Vent variant lentement, sans action de réjection, d∗ = 1
2.11.3 Loi de commande obtenue par une synthèse non
lisse
Afin de comparer en simulation l’effet du choix d’un gain optimisé par syn-
thèse non lisse pour rejeter le vent, on a réalisé deux simulations avec le modèle
de dynamique horizontale linéarisée : l’une avec un vent constant, l’autre avec
un vent lentement variable. On a aussi représenté sur la figure 2.13 le résultat
obtenu sans vent, avec une condition initiale de l’erreur égale à 1. On constate
que la performance de la boucle fermée avec le gain optimisée est moins grande,
avec en particulier un comportement plus oscillatoire qui sera expliqué sur le
lieu des racines plus loin dans ce paragraphe. En revanche, comme attendu,
en présence de vent constant, la figure 2.14 montre que le gain optimisé le re-
jette plus efficacement, ce qui était souhaité. La figure 2.15 montre qu’un vent
lentement variable est aussi mieux rejeté avec le contrôleur optimisé.
Enfin, on peut comparer les lieux des racines obtenus avec l’ancien et le
nouveau gain. Le lieu des racines avec l’ancien gain est représenté sur la figure
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Figure 2.12 – Vent variant lentement, avec réjection, d∗ = 1


























Figure 2.13 – Evolution de l’erreur de position longitudinale sans vent
2.16, zoomé sur la figure 2.17 ; le lieu des racines avec le nouveau gain est
représenté sur la figure 2.18, zoomé sur la figure 2.19. Alors que la boucle
fermée initiale était stable pour toute valeur de c∗ inférieure à environ c∗M ≈ 4,
elle ne l’est plus que jusqu’à c∗M ≈ 2.79 avec le nouveau gain. Avec l’ancien,
pour la performance, la partie réelle maximale des pôles était inférieure à −0.2
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Figure 2.14 – Evolution de l’erreur de position longitudinale en présence de
vent constant
pour tout 0.2 < c∗ < 3.25, alors qu’elle ne l’est désormais que pour tout
0.38 < c∗ < 1.92. Pour les valeurs de c∗ assurant la stabilité du système, les
pôles sont également plus proches de l’axe des imaginaires purs, induisant un
comportement plus oscillatoire qu’avec l’ancien gain.
Ces résultats montrent bien le compromis auquel l’ingénieur se trouve confronté :
on ne peut obtenir un contrôleur à la fois robuste à de très grandes variations
de la distance inconnue et au vent. Ceci en ayant présent à l’esprit les hypo-
thèses qui ont été faites sur le modèle, en particulier celles relatives aux masses
mobiles, qui conduisent à supposer que le véritable drone risque d’osciller da-
vantage que le modèle qui est utilisé ici. Néanmoins, les outils présentés dans
ces sections permettent, dans une situation particulière, d’affiner au mieux ce
compromis pour la situation considérée et en fonction des connaissances préa-
lables de cette situation -faible présence de vent, connaissance d’une plage de
variation réduite pour la distance inconnue, etc.
2.12 Résumé
Des lois de commande ont été proposées pour la stabilisation d’un drone
VTOL par rapport à une cible plane. La contribution principale de ce tra-
vail est de montrer qu’une telle stabilisation peut être mise en œuvre avec
un ensemble capteurs minimal (caméra monoculaire et gyromètres), et avec
une connaissance extrêmement limitée de l’environnement. En particulier, une
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Figure 2.15 – Evolution de l’erreur de position longitudinale en présence de
vent variant lentement



















Figure 2.16 – Lieu des racines avec le gain de base
connaissance précise de l’orientation de la cible et de la distance du drone à la
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Figure 2.17 – Lieu des racines zoomé avec le gain de base



















Figure 2.18 – Lieu des racines avec le gain optimisé
cible à la pose de référence ne sont pas nécessaires. La connaissance de l’atti-
tude du drone n’est pas non plus requise. Des conditions de stabilité explicites
ont été obtenues et peuvent être utilisées pour garantir la stabilité du contrô-
leur proposé dans une plage de conditions opérationnelles donnée. L’approche,
motivée par (Benhimane and Malis, 2007), repose sur la définition d’un nou-
veau vecteur d’erreur calculé à partir de la matrice homographique. En utilisant
ce vecteur, le découplage classique (local) entre les axes vertical, de roulis, de
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Figure 2.19 – Lieu des racines zoomé avec le gain optimisé
tangage et de cap a pu être étendu à notre contexte de commande référencée
vision. Outre la définition d’une loi de commande et l’analyse de stabilité, dif-
férents aspects pratiques ont été étudiés, tels que l’influence de l’orientation de
la caméra sur la définition de la loi, le rejet d’une dynamique non modélisée, et
le réglage des gains. L’approche a été validée en simulation. Ce travail réclame
des validations expérimentales, dont on parlera dans un chapitre dédié.
2.13 Limites de l’approche et utilité d’une ap-
proche non-linéaire
La principale limite de l’approche proposée dans cette section réside dans
l’hypothèse de linéarité. Cette hypothèse ne permet pas de garantir la stabilité
-sans mentionner les performances- du drone ainsi piloté hors du domaine de
linéarité.
Sur la figure 2.20 une telle situation est présentée. Des conditions initiales
éloignées de la position d’équilibre ont été utilisées. Plus précisément, on a
choisi les conditions initiales suivantes : p0 = (45,−30, 15)T , φ0 = 30˚, θ0 =
−20˚, ψ0 = 15˚, les autres valeurs initiales étant les mêmes que pour la figure
2.9
On constate sur la figure 2.20 que ces conditions, pourtant assez peu éloi-
gnées de l’équilibre en ce qui concerne les angles de roulis et tangage, conduisent
à une instabilité du drone. Notons cependant que l’approche linéaire ne conduit
pas pour autant nécessairement à l’instabilité, comme le montre l’exemple sui-
vant, figure 2.21, obtenu dans le cas d’une cible non horizontale avec des condi-
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Figure 2.20 – Cas limite avec des erreurs initiales grandes
tions initiales extrêmement sévères : p0 = [45;−30; 15]T , v0 = [1.5;−1; .5]T ,
φ0 = −50˚, θ0 = 50˚, ψ0 = 26˚.



































































































Figure 2.21 – Cas limite avec des erreurs initiales grandes
On constate sur cette figure que le drone reste -relativement- stable malgré
ces erreurs initiales très grandes.
Pour des applications où les grandeurs décrivant l’état du drone sont hors
du domaine de linéarité, il est souhaitable de disposer d’une approche dans
laquelle la stabilité est garantie par construction, c’est-à-dire une approche qui
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prend en compte les non-linéarités du modèle. C’est l’objet du chapitre suivant.
2.14 Critique des résultats
La principale limite des développements proposés dans ce chapitre est celle
qui vient d’être formulée : l’hypothèse de linéarité réduit en effet leur domaine
de validité. Outre ce point dont le chapitre qui suit est une réponse, différents
points pourraient être davantage explorés : si un résultat montre comment
une dynamique non modélisée telle que le vent peut être prise en compte, une
analyse plus systématique de cette situation pourrait être menée. En particu-
lier, un modèle plus précis de la dynamique du vol de ces engins pourrait être
considérée. Dans ce cas, les approches analytiques proposées trouveraient sans
doute leurs limites, et il faudrait faire un usage plus développé des méthodes
de synthèse structurée et d’analyse robuste présentée en fin de chapitre.
Chapitre 3
Stabilisation en un point par des
approches non-linéaires
Allez honneurs, plaisirs, qui me livrez la guerre,
Toute votre félicité
Sujette à l’instabilité
En moins de rien tombe par terre,
Et comme elle a l’éclat du verre
Elle en a la fragilité. Pierre Corneille
Ce chapitre étudie comme le précédent la stabilisation d’un drone ob-
servant une cible plane, mais sans faire d’hypothèse de linéarité.
Plusieurs résultats théoriques de stabilisation sont démontrés, qui ex-
ploitent des hypothèses plus ou moins fortes sur l’orientation du plan
objet observé et sur l’utilisation d’un ensemble plus ou moins minima-
liste de capteurs. Des saturations sont introduites dans l’expression des
lois de commande pour éviter certaines situations singulières.
On se place tout d’abord dans le contexte d’une modélisation générique
et l’on considère les cas tout actionné et sous actionné. Une version sim-
plifiée de cette dernière loi est proposée qui repose sur la théorie des
perturbations singulières. On montre ensuite que l’asservissement vi-
suel de drones peut être mis sous une forme qui en fait une application
des résultats précédents. Enfin, une version adaptative de la commande
est définie, qui vise à accroître la performance du système stabilisé en
estimant la normale au plan objet.
Une deuxième partie s’intéresse aux mesures de vitesse et de verticale
en repère local, mesures qui sont nécessaires aux lois précédemment
définies. On y présente des méthodes pour obtenir ces mesures, par des
mesures alternatives ou des schémas d’estimation.
Ces résultats ont donné lieu à une publication : (de Plinval et al., 2012).
Résumé
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3.1 Développements de lois de commande
On l’a dit, l’approche présentée au chapitre précédent souffre de la limite
inhérente aux approches linéaires : elle suppose que les variables considérées
conservent des valeurs suffisamment petites pour que l’hypothèse linéaire se
justifie. Dans ce chapitre, on propose de revisiter l’approche précédente sous
une forme non-linéaire, à partir d’un point de départ similaire. Dans le même
temps, on généralise le problème à l’étude de la stabilisation de véhicules sous-
actionnés par une loi de commande basée capteurs -et non plus seulement
vision. Ainsi, la vision est un cas particulier de capteurs plus génériques sus-
ceptibles de fournir une mesure incertaine de position, cette expression étant
définie plus loin. Une classe de retours de sortie non-linéaires assurant une
stabilisation semi-globale en dépit d’incertitude potentiellement grandes sur
la mesure de position est définie. L’application au cas de l’asservissement vi-
suel de drones VTOLs à partir d’une caméra est présentée. En particulier, on
montre qu’une stabilisation semi-globale peut être obtenue à partir de mesures
homographiques, avec peu d’informations sur l’environnement. Les résultats de
simulations montrés plus loin témoignent de l’efficacité de l’approche.
3.1.1 Résultat fondamental
On suppose que les mesures suivantes sont disponibles :
σ = RTMp
γ = gRT b3




– M est une matrice constante de taille 3 × 3, définie positive et plus ou
moins bien connue selon les contextes applicatifs comme on le verra ;
– la mesure σ est associée à la position du véhicule ;
– γ est la projection du vecteur de gravité dans le repère engin ;
– v est le vecteur de vitesse linéaire exprimée en repère engin ;
– ω est la vitesse angulaire, elle aussi exprimée en repère engin.
La présence de la matrice RT dans les expressions de σ et γ exprime le fait que
ces mesures sont elles aussi exprimées en repère engin. Il s’agit d’une situation
typique avec des capteurs embarqués. Une discussion de ces mesures et de la
façon de les obtenir est proposée dans la section 3.2 ci-après.
Dans la plupart des études dédiées à la stabilisation de drones sous-actionnés,
la matrice M est supposée égale à l’identité, de sorte que la relation entre la
fonction de mesure et les coordonnées cartésiennes est parfaitement connue.
Différentes lois de commande garantissant une stabilité semi-globale à l’origine
sur le système (1.19) ont été proposées dans ce cas (voir par exemple (Pflim-
lin et al., 2007; Hua et al., 2009b)). Dans cette section, on montre que les
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mêmes propriétés de stabilité peuvent être obtenues dans le cas d’une matrice
M incertaine, et nous définissons des conditions de stabilité sur les gains de
la loi en fonction de la "taille" de cette incertitude. Afin de faire comprendre
l’idée sous-jacente à la définition et à l’analyse de la loi, nous considérons tout
d’abord le cas plus simple d’un système tout actionné.
3.1.1.1 Le cas tout actionné
Considérons la dynamique de position d’un corps rigide tout actionné avec
des entrées de force fixées dans le repère engin, i.e.
p¨ = Ru (3.2)
où u ∈ R3 représente l’entrée de commande, et supposons que les mesures σ et v
définies ci-dessus sont disponibles pour la loi de commande. L’étude du linéarisé
de ce modèle, et la recherche d’une loi linéaire stabilisante conduit à un retour
très classique en position et vitesse. C’est cette idée qui va être exploitée ici dans
le cadre non-linéaire et en présence d’une mesure de position incertaine : un
retour en position (incertaine) et en vitesse. Ce retour va cependant être choisi
saturé en raison du cas sous-actionné qui suit et dans lequel ces saturations sont
nécessaires pour éviter une singularité de la loi de commande. Nous proposons
donc ici un résultat de commande pour ce système tout actionné, utilisant un
retour de position-vitesse saturé, résultat qui est la base de celui, plus complexe,
que l’on présente dans la section suivante pour le cas sous-actionné.
Nous définissons à présent une classe de fonctions dites "de saturation".
Il nous a fallu en effet, pour synthétiser une loi de commande et démontrer
la stabilité qu’elle induit, définir une classe particulière de fonctions, ayant
des propriétés très spécifiques, bien qu’elle soient, globalement, proches des
fonctions de saturation classiquement utilisées.
Une fonction sat : R3 −→ R3 de classe C1 est appelée une fonction de
saturation si
i) (Structure de la fonction de saturation) il existe :
– un vecteur de paramètres δ = [δm; δM ] avec 0 < δm < δM ;
– une fonction sδ paramétrée par ce vecteur, sδ : R+ −→ R+ avec, pour
tout x ∈ R3, sat(x) = sδ (|x|2)x ;
ii) (Propriété "classique" de saturation) la fonction τ ∈ R+ −→ sδ (τ 2) τ ∈
R+ (c’est-à-dire, d’une façon plus informelle, la "fonction" |x| −→ |sat(x)|)
est positive, non décroissante, bornée par δM sur R+, et vaut l’identité
sur [0, δm]
iii) (Trois propriétés techniques) on a :
a) s′δ(τ) ≤ 0 pour tout τ ≥ 0
b) la fonction τ 7−→ τs′δ(τ) est bornée sur R+
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Remarque importante : cette définition des fonctions de satura-
tion est complexe. Il faut en retenir essentiellement que la fonction
x ∈ R3 −→ sat(x) :
1. est une fonction classique de saturation (ie essentiellement l’iden-
tité lorsque la norme du vecteur x est faible, et une division par
cette même norme lorsque celle-ci est supérieure à une borne
donnée) ;
2. possède en outre des propriétés techniques spécifiques qui ont
été ajoutées pour permettre de stabiliser le système en présence
de cette saturation. C’est-à-dire pour définir une fonction de
Lyapunov et pour montrer que celle-ci décroît.
L’exemple qui suit montre du reste que ces fonctions sont très proches
des fonctions de saturation "classiques".
Remarquons aussi que, des propriétés ii), découle que : τsδ(τ) −→∞ quand
τ −→∞, propriété qui servira dans les démonstrations.
Un exemple de fonction de saturation est donnée par la fonction x ∈ R3 −→
sat(x) = sδ(|x|2)x avec :
sδ(τ) =

1 if τ ≤ δ2m
δM√
τ









La figure 3.1 représente ces deux fonctions : τ ∈ R+ −→ sδ(τ 2)τ , c’est-à-dire
informellement |x| −→ |sat(x)|, ainsi que τ ∈ R+ −→ sδ(τ), pour δ = [0.9; 1].
On constate que la première des deux est bien une fonction de saturation
"classique".
Soient satδ, satδ¯ deux fonctions de saturation avec δM = 1 et ∀x ∈
R3satδ(x) = sδ(|x|2)x, satδ¯(x) = sδ¯(|x|2)x. Supposons que M est définie
positive et considérons des gains quelconques k1, k2 > 0 tels que{
k22λmin(Ms) > k1||Ma||||M ||supτ (sδ(τ) + 2τ |s′σ(τ)|)
k2δ¯m > k1
(3.4)
Alors, la loi de commande
u = −k1satδ(σ)− k2satδ¯(v) (3.5)
garantit la stabilité asymptotique globale et la stabilité exponentielle
locale de l’origine du Système (3.2).
Proposition 3 (Loi de commande du système tout actionné)
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Figure 3.1 – Représentation de la fonction saturation telle que définie par
(3.3) pour δ = [0.9; 1]. La courbe rouge est la saturation "classique", |sat(x)|,
tandis que la courbe bleue est la fonction sδ.
La preuve en est donnée dans un article reproduit en annexe, section A.4.
La figure 3.2 représente cette loi de commande.
Il suit de la définition d’une fonction de saturation que la loi de commande
ci-dessus est bornée par k1 + k2δ¯M . Ainsi, la Proposition 3 fournit une loi
de commande bornée qui garantit la stabilité asymptotique globale pour un
grand ensemble de fonctions de mesure de position paramétrées par M . En
outre, elle fournit des conditions de stabilité définies à partir de la matrice
M et des gains de commande. Cela peut être utilisé pour garantir la stabilité
connaissant des informations a priori sur les mesures. Puisqu’on suppose que
M est définie positive, il suit de ces conditions que la stabilité peut toujours
être obtenue en choisissant k1 assez petit par rapport à k2. Notons aussi que
la positivité de k1, k2 garantit la stabilité du système lorsque M est définie
positive et symétrique.
Dans le paragraphe suivant, le résultat précédent est étendu au cas sous-
actionné.








Figure 3.2 – Schéma bloc représentant la loi de commande du système tout
actionné, Proposition 3
3.1.1.2 Le cas sous-actionné
Le principal résultat de cette section est maintenant formulé, qui s’applique
au modèle sous-actionné défini par les équations (1.19).
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Soient satδ, satδ¯ deux fonctions de saturation avec δM = 1 et ∀x ∈
R3satδ(x) = sδ(|x|2)x, satδ¯(x) = sδ¯(|x|2)x. Supposons que M est définie
positive et considérons des gains k1, k2 > 0 tels que :
k22λmin(Ms) > k1||Ma||||M ||supτ (sδ(τ) + 2τ |s′σ(τ)|)
k2δ¯m > k1
k1 + k2δ¯M < g
(3.6)
Définissons une augmentation dynamique :
η˙ = η ∧ ω − k3(η − σ) , k3 > 0 (3.7)
ainsi que la loi de commande :













où µ¯, µ, et le terme de feedforward RT µ˙ sont définis selon
µ¯ := γ + k1satδ (η) + k2satδ¯ (v)
µ := Rµ¯











i) il existe k3,m > 0 tel que, pour tout k3 > k3,m, le système en boucle
fermée (1.19)-(3.8) augmenté de la dynamique (3.7) est asymptoti-
quement stable et localement exponentiellement stable avec un do-
maine de convergence défini par {µ¯(0) 6= −|µ¯(0)|b3}.
ii) si Ms et Ma commutent, la même conclusion est obtenue en rem-
plaçant la première inégalité de (3.6) par :
k22λmin(Ms) > k1‖Ma‖ (‖Ma‖ supτ sδ(τ)+
‖Ms‖ supτ 2τ |s′σ(τ)|) (3.9)
Proposition 4 (Loi de commande du cas sous-actionné)
La preuve est donnée dans un article reproduit en annexe, section A.4. La
figure 3.3 représente cette loi de commande.
Commentons le résultat ci-dessus, en relation avec le cas tout actionné
présenté dans la Proposition 3.













Figure 3.3 – Schéma bloc représentant la loi de commande du système sous
actionné, Proposition 4
– Le deuxième et le troisième termes de la définition de µ¯ rappellent la loi
de commande (3.5), avec σ remplacé par η. Au vu de (3.7), cette dernière
variable peut être considérée comme une "version filtrée" de σ. Notons
que sa dérivée est connue, puisqu’elle est définie explicitement par (3.7),
alors que la dérivée de σ ne l’est pas, puisque M est inconnue. Cette
observation permet de calculer le terme RT µ˙ dans (3.8). En comparaison
du cas tout actionné, l’objectif est d’obtenir la convergence de µ¯ vers |µ¯|b3
via la définition de u, ω1 et de ω2.
– Ce résultat assure ensuite que l’accélération linéaire converge asympto-
tiquement vers l’accélération linéaire du cas tout actionné définie par
(3.2)-(3.5).
– Notons que ω3, qui commande la dynamique de cap, n’est pas impliqué
dans cet objectif. Ainsi, ce terme peut être déterminé librement. En pra-
tique cependant, certains choix sont meilleurs que d’autres (voir section
3.1.3).
– Finalement, il vient de (3.6) que
|k1satδ (η) + k2satδ¯ (v) | ≤ k1 + k2δ¯M < g = |γ|
Cela garantit que µ¯(0) 6= −|µ¯(0)|b3 dès lors que gbT3R(0)b3 > −(k1 +
k2δ¯M) et cela assure, à partir de la Propriété i) du théorème, la stabilité
semi-globale de (η, p, ξ, R) = (0, 0, 0, I3). Notons que d’un point de vue
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expérimental, ce domaine de convergence en orientation est largement
suffisant.
– Cette approche par saturations n’est pas sans rappeler différentes études.
Ainsi de (Teel, 1992) qui utilise des saturations imbriquées, et (Marchand
and Hably, 2005b; Marchand and Hably, 2005a) qui en sont des amélio-
rations. Aussi (Isidori et al., 2003), dans lequel en particulier le terme
de feedforward utilise une saturation pour éviter une singularité. Enfin,
(Metni et al., 2003), dans lequel des saturations utilisées dans les étapes
du backstepping permettent d’éviter aux angles d’orientation du drone
d’excéder une valeur donnée.
– L’extension dynamique (3.7) introduit le gain complémentaire k3 avec
une condition de stabilité associée (une condition explicite sur k3 peut
être déduite de la preuve de stabilité, mais son expression est complexe et
probablement très conservative) . Pour éviter cette condition supplémen-
taire, une expression plus simple de la loi avec des propriétés de robustesse
similaires doit être proposée.
Illustration sur un cas particulier Nous illustrons maintenant la Propo-
sition 4 sur un exemple qui sera utile dans le cadre de l’application à l’asser-
vissement visuel qui nous intéresse dans ce travail de thèse.
Exemple : Supposons que M = αI3 + S(β) avec α > 0 et S la matrice
antisymétrique associée au produit vectoriel, i.e. S(β)x = β ∧ x. Alors, Ms =
αI3 et Ma = S(β) commutent de sorte que la condition de stabilité (3.9)
s’applique. Soient satδ, satδ¯ deux fonctions de saturation définies par (3.3). Les
conditions de stabilité sur k1, k2 sont alors données par :
k1, k2 > 0
k2δ¯m > k1








Remarquons que dans la Proposition 5 la garantie d’un angle maximal avec
la verticale exprimée en repère local rappelle le résultat obtenu dans (Metni
et al., 2003).
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3.1.2 Loi de commande simplifiée
Supposons que les hypothèses de la Proposition 4 sont vérifiées, avec
les hypothèses supplémentaires suivantes sur les gains k1, k2 :
k1 + k2δ¯M ≤ g√
2
(3.11)
Définissons la loi de commande :





avec k4 > 0. Alors, le système en boucle fermée est asymptotiquement
stable et localement exponentiellement stable, et les solutions du sys-
tème convergent à l’origine si bT3R(0)b3 >
k1 + k2δ¯M
g
. En outre, sous
ces conditions, l’angle entre la verticale exprimée en repère local et la







Proposition 5 (Loi de commande simplifiée)
La figure 3.4 représente cette loi de commande simplifiée.
3.1.3 Application à l’asservissement visuel
On considère à présent le cas d’un asservissement visuel sur une image de
référence, tel que décrit au chapitre 2.
3.1.3.1 Définition d’un vecteur d’erreur
Dans cette section, supposant le plan objet vertical, on montre que des
mesures σ et γ de la forme requise par (3.1) peuvent être obtenues à partir de
la matrice homographique H. Plus précisément, soit :{
σ = Hb2 ∧Hb3 −Hb1
γ = gHb3
(3.13)




γ = gRT b3
(3.14)







σ, v, γu, ω1, ω2
Figure 3.4 – Schéma bloc représentant la loi de commande simplifiée, Propo-
sition 5
avec pour un vecteur τ = [τ1, τ2, τ3]T : M(τ) , τ1I + S(τ2b3).
Des méthodes pour relaxer l’hypothèse de mur vertical sont proposées en
section 3.2 ci-après.
3.1.3.2 Asservissement visuel
L’aube spongieuse et molle était trouée par moments
de louches passées de lumière, qui boitaient sur les nuages bas
comme le pinceau tâtonnant d’un phare.
Julien Gracq
Nous supposons que la vitesse linéaire v est mesurée dans le repère engin
(voir section 3.2 à ce sujet). Dans ce cas, en définissant le vecteur d’erreur






(3.10) nous déduisons que la loi de commande (3.8) assure une stabilisation
semi-globale à la pose de référence sous réserve de conditions sur les gains. La
proposition suivante formalise ce résultat.
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Soient satδ, satδ¯ deux fonctions de saturation avec ∀x ∈ R3satδ(x) =
sδ(|x|2)x, satδ¯(x) = sδ¯(|x|2)x. Considérons des gains k1, k2 > 0 tels que :
n∗1 > 0
k1, k2 > 0
k2δ¯m > k1











Définissons une augmentation dynamique :
η˙ = η ∧ ω − k3(η − σ) , k3 > 0 (3.16)
ainsi que la loi de commande :













où µ¯, µ, et le terme de feedforward RT µ˙ sont définis selon
µ¯ := γ + k1satδ (η) + k2satδ¯ (v)
µ := Rµ¯










Alors, il existe k3,m > 0 tel que, pour tout k3 > k3,m, le système en
boucle fermée (1.19)-(3.8) augmenté de la dynamique (3.7) est asymp-
totiquement stable et localement exponentiellement stable avec un do-
maine de convergence défini par {µ¯(0) 6= −|µ¯(0)|b3}.
Proposition 6 (Asservissement visuel)
Cette loi de commande est illustrée sur la figure 3.5
Notons que la première condition, qui assure que M est définie positive,
signifie essentiellement que la caméra "fait face" à la cible à la pose de référence.
C’est une hypothèse naturelle d’un point de vue applicatif. Lorsque des bornes
(larges) sont connues pour d∗ : dmin ≤ d∗ ≤ dmax et n∗1 ≥ n1min, et en se































Figure 3.5 – Schéma bloc représentant la loi pour l’asservissement visuel,
Proposition 6
La définition du vecteur de mesure σ à partir des images (équation (3.13))
montre que celui-ci permet de recouvrir une structure de type passive, plus
exactement de forme feedback stricte, chose qui n’est pas possible en observant
simplement les points de l’image dans une géométrie projective, puisque (Hamel
and Mahony, 2002) montre que seule une géométrie sphérique parvient à ce
résultat. La définition de σ a ainsi permis de contourner ce problème.
3.1.3.3 Loi de commande en cap
Le degré de liberté en cap n’est pas impliqué dans l’objectif de stabilisation,
comme par exemple dans (Mahony and Hamel, 2001). Il importe par ailleurs de
maintenir la cible dans le champ de vue de la caméra. Nous proposons d’utiliser
la loi suivante :
ω3 = k5H21 (3.19)
Après convergence de la position, de la vitesse, des angles de roulis et de tangage
grâce aux autres termes de la loi de commande, la dynamique de cap sera proche
de ψ˙ ≈ −k5sinψ, assurant ainsi la convergence de ψ vers zéro sauf si ψ est
initialement égal à pi (cas en contradiction avec l’hypothèse de visibilité). Une
autre propriété souhaitable de cette loi est qu’elle s’annule lorsque H21 = 0, i.e.
lorsque la cible est vue -du point de vue du cap- comme elle devrait l’être à la fin
du mouvement de stabilisation. Cela signifie que le contrôleur essaie de réduire
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l’angle de cap seulement lorsque les erreurs de position ont été significativement
réduites. Cela peut aussi se vérifier sur les résultats de simulation. Ceci est à
comparer par exemple avec la loi en cap proposée dans (Hamel et al., 2002),
où seule la vitesse de cap était annulée par un retour proportionnel en vitesse
angulaire.
3.1.4 Loi de commande adaptative pour l’asservissement
visuel
Les lois de commande établies jusqu’à présent permettent la stabilisation
du drone malgré la méconnaissance de la matrice M reliant le vecteur d’erreur
à la vitesse. Cette matrice dépend elle-même de la normale n∗ à l’objet observé
et de la distance d∗ à cet objet à la pose de référence. Ne pas chercher à estimer
cette matrice implique un certain degré de conservatisme, qui se traduit par une
performance moindre. De ce fait, on propose dans cette partie une technique
pour estimer cette matrice au cours du vol, et adapter la loi de commande à
cette estimation.
Les difficultés de cette approche sont la possibilité d’obtenir une singularité
dans l’estimation, et l’absence de théorème de séparation universel en contexte
non-linéaire : on ne peut se contenter d’estimer la matrice, et d’intégrer cette
estimation dans la loi.
Pour résoudre ces difficultés, nous proposons une loi de commande avec
basculement : dans une première étape, la loi de commande non adaptative
est utilisée, tandis qu’un processus d’optimisation estime la normale n∗. Dans
un second temps, une loi de commande exploitant cette estimation nˆ de n∗ est
proposée. Le processus d’optimisation est défini de façon à interdire à nˆ des
valeurs donnant lieu à des singularités.
Notons que nous ne cherchons qu’à estimer la valeur de n∗, normale au plan
objet dans le repère de référence, et non la distance d∗. En effet, à l’équilibre,
cette dernière n’est pas observable. La loi de commande adaptative proposée
suppose une étape d’estimation de la normale pendant laquelle une autre loi
(comme celles des précédentes sections) est utilisée, puis l’estimée est fixée et
la loi adaptative est utilisée.
Notre résultat repose sur le lemme ci-dessous, définissant une loi paramé-
trique qui est stabilisante pour toute valeur du paramètre nˆ vérifiant certaines
propriétés. On notera aussi qu’une hypothèse additionnelle sur l’objet observé a
été ajoutée, qui contraint l’angle entre l’axe optique de la caméra et la normale
à l’objet à demeurer inférieur à 45˚.
CHAPITRE 3. STABILISATION NON-LINÉAIRE 105
Supposons que les hypothèses de la Proposition 6 sont vérifiées, ainsi






Définissons la loi de commande paramétrique suivante, en rappelant
que M (τ) , τ1I + S(τ2b3) :
µ¯ = γ + k1M (nˆ)





avec k4 > 0 et nˆ un paramètre constant, normé et vérifiant la même




. Alors, le système en boucle fermée est
asymptotiquement stable et localement exponentiellement stable, et les




Lemme 1 (Loi paramétrique pour l’asservissement visuel)
Remarques :




limite l’angle entre la normale à l’objet et l’axe
optique de la caméra à la pose de référence. Cette condition, conservative
quoique raisonnable, signifie qu’à la pose de référence, l’angle de vue de
l’objet est inférieur à 45˚.
– avec ce lemme, il est loisible de définir, indépendamment, une loi d’esti-




est vérifiée. C’est ce qui
est fait dans la proposition suivante.
La preuve de ce lemme est donnée en annexe, section A.7.1. Elle repose sur
la réécriture du système obtenu sous une forme similaire à celle du système
obtenu avec la loi non adaptative, M étant remplacé par M(n∗)M (nˆ∗)−1. On
montre que cette dernière est bien définie positive. On montre aussi que le
procédé mis en œuvre interdit les singularités.
Cette loi paramétrique peut ensuite être couplée à un estimateur de la
normale au plan objet. Pour obtenir une estimée de cette dernière, on peut
exploiter une mesure qui n’a pas été utilisée jusqu’ici : le flot optique (Frances-
chini, 2004). Le flot optique peut être décrit comme la vitesse normalisée par





La distance d qui apparait dans cette relation n’est pas la distance d∗ constante
de l’engin à la pose de référence à l’objet observé, mais bien la distance, à
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chaque instant, entre l’engin et l’objet : cette grandeur varie donc au cours du
vol. Cependant, il est possible d’obtenir la grandeur v
d∗ , qui est plus exploitable
comme on le verra. Pour ce faire, on constate qu’existe une relation entre la
matrice homographique H et ces deux distances :




Cette relation permet d’obtenir le ratio d
d∗ . Dès lors, la mesure de la vitesse





= φopt (det(H)− 1) (3.24)






σ˙ = σ ∧ ω +RTM(n∗)R v
d∗
(3.26)











Sur un court intervalle de temps, l’on peut supposer R à peu près constant, et
obtenir :
y = RTM(n∗)Rx (3.28)
avec 







RTM(n∗)R = n1I + S(n2RT b3)
(3.29)
Exploitant plusieurs telles égalités, il est possible de mettre en œuvre une
estimation par moindres carrés sur le système :
Y = M(n∗)X (3.30)
avec X = [x1, ...xn]T , Y = [y1, ...yn]T en supposant que le terme RT b3 se
moyenne en b3 sur cet horizon de temps. Il est dès lors possible de définir
la loi adaptative suivante.
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Supposons que les hypothèses de la Proposition 6 sont vérifiées, ainsi




. Considérons T > 0 et définissons la
loi de commande à basculement suivante : soit T > 0. Pour 0 ≤ t < T ,
la loi de commande s’écrit avec k4 > 0 :





nˆ est calculé sur cette première période t < T en résolvant le système
suivant :
Y = M(n∗)X







ν pour [ti−1, ti] une décomposition de l’intervalle [0, T ], et sous




. La valeur de nˆ est fixée à t = T et n’est plus
modifiée ensuite. Pour t ≥ T , la loi de commande est (toujours avec
k4 > 0) : 
µ¯ = γ + k1M (nˆ)





Alors, le système en boucle fermée est asymptotiquement stable et loca-
lement exponentiellement stable, et les solutions du système convergent




Proposition 7 (Loi adaptative pour l’asservissement visuel)
La figure 3.6 représente cette loi de commande.
La preuve de convergence découle du lemme précédent, l’estimation étant




, qui elle-même assure la stabilité de la loi de
commande.
Notons que différentes méthodes peuvent être employées pour résoudre ce
problème d’optimisation linéaire sous contrainte inégalité : la méthode classique
du simplexe, des méthodes plus efficaces de point intérieur, ou encore une
méthode de moindres carrés récursive avec contraintes telle que celle présentée
dans (Zhu and Rong Li, 1999).
La convergence étant acquise quelque soit nˆ vérifiant cette contrainte, l’in-
térêt de la phase initiale d’estimation est uniquement d’avoir de meilleures



















Figure 3.6 – Loi de commande adaptative pour l’asservissement visuel, Pro-
position 7
performances grâce à l’utilisation d’un nˆ le plus proche possible de n∗. En
outre, les hypothèses montrent que n∗ est solution unique du problème d’op-
timisation considéré, et par hypothèse n∗ est dans l’espace de recherche de




). De ce fait,
sans erreurs de mesure et de traitement, nˆ converge vers n∗. Alors, le système
en boucle fermée répond aux équations suivantes comme montré en annexe :{
x˙ = 1
d∗ y˜
˙˜y = −k1satδ(x)− k2satδ¯ (y˜) (3.33)
Dès lors, le système est découplé et les gains peuvent être réglés par exemple
pour imposer une dynamique linéarisée donnée, ce qui ne peut être fait avec la
loi initiale lorsque n∗ est inconnu.
3.1.5 Comparaison du linéarisé avec les lois linéaires
Comme on l’a indiqué plus haut, la volonté de stabiliser le drone au-delà
du domaine de validité de l’hypothèse linéaire a conduit à la définition de ces
lois pour le domaine non-linéaire. Une question naturelle est alors de comparer
le linéarisé de ces lois avec les lois linéaires développées plus haut. Cela peut
fournir une aide pour régler les gains des lois non-linéaires puisque pour ces
dernières seules des conditions nécessaires sont données sur les gains, alors qu’en
linéaire, une heuristique de réglage a été proposée. Cependant, la comparaison
est difficile en raison des différences de structure entre les deux :
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– dans les approches non-linéaires, on suppose piloter l’engin en vitesse
angulaire, les couples étant calculés par une loi en grands gains depuis
cette dernière, alors qu’en linéaire, les couples sont directement pilotés,
ce qui fausse complètement le choix des gains.
– dans les approches linéaires, la vitesse n’est pas mesurée, et cette ab-
sence est compensée par une augmentation dynamique ; en non-linéaire,
la vitesse est supposée mesurée, ou du moins le flot optique, qui en tient
lieu.
– existe une augmentation dynamique pour certains résultats en non-linéaire,
mais elle sert, plutôt qu’à se passer de mesure de vitesse, à approximer
la mesure de position par une variable dont on sait écrire la dérivée exac-
tement -c’est-à-dire sans la matrice inconnue M .
– la loi simplifiée en non-linéaire repose sur une utilisation des perturba-
tions singulières qui consistent alors en une utilisation de grands gains,
faussant à nouveau la comparaison avec les lois linéaires.
– le découplage des axes, qui peut être réalisé en linéaire comme on l’a
indiqué, n’a pu être obtenu de façon aussi satisfaisante en non-linéaire :
seule la partie "position" du vecteur d’erreur a pu être isolée.
Pour toutes ces raisons, il est difficile de comparer le linéarisé des lois non-
linéaires aux lois linéaires autrement qu’en constatant une similitude lointaine.
3.1.6 Résultats de simulation
Simulation de la loi de la Proposition 4 Dans cette partie nous illustrons
les résultats précédents sur le cas de l’asservissement visuel. Nous considérons
le contrôleur proposé dans la Proposition 4. Les paramètres de commande
suivants sont utilisés dans toutes les simulations :
– [k1, k2, k3, k4, k5] = [1, 2, 1, 1, 1]
– les fonctions de saturation satδ et satδ¯ sont définies par (3.3) avec δ =
[.9; 1], δ¯ = [1; 1.1],
Il suit de (3.10) que pour ces valeurs de gains, le contrôleur devrait stabiliser
le drone pour toute distance d∗ telle que d∗ ≥ dmin = 0.49m avec n1min ≥ 0.7.
Les valeurs de position, vitesse et orientation initiales et de la normale n∗
sont données par :
• Figure 3.7 : n∗ = ( 0.7; −0.71; 0 )T , p0 = ( −5.5m; 1.2m; 1.3m; )T ,
v0 =
( −2.3m/s; −1.6m/s; 0.4m/s )T , d∗ = 3m, φ0 = −0.5˚, θ0 = 11.4˚,
ψ0 = 4.1˚
• Figure 3.8 : n∗ = ( 0.8; 0.61; 0 )T , p0 = ( −6.6m; 5.2m; 3.2m; )T ,
v0 =
( −1m/s; 0.9m/s; 0.4m/s )T , d∗ = 1m, φ0 = 8.1˚, θ0 = 18.3˚, ψ0 =
−30.7˚
Sur ces figures, on peut voir que la loi de commande stabilise bien le système.
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Simulation de la loi simplifiée, Proposition 5 Les figures 3.9 et 3.10
présentent les résultats obtenus avec la loi de commande simplifiée sur les même
scenarii que précédemment. Les autres conditions initiales sont les mêmes que
celles de la figure 3.8 ci-dessus. Les réponses temporelles sont similaires. Ces
résultats justifient a posteriori l’étude non-linéaire rapportée dans le présent
chapitre.







































Figure 3.7 – Loi de commande de la Proposition 4, cas test 1
Erreurs initiales importantes Enfin, en regard des simulations "limites"
proposées dans le cas linéaire (figures 2.20 et 2.21) ci-avant, on propose ici
des résultats de simulation obtenus avec des erreurs initiales très grandes, éloi-
gnées du domaine de linéarité. Plus précisément, les conditions initiales sont
les suivantes :
– figure 3.11 : φ0 = 50˚, θ0 = 50˚, ψ0 = −30˚ ;
– figure 3.12 : φ0 = 70˚, θ0 = −80˚, ψ0 = −30˚ ;
L’allure générale des réponses reste la même.
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Figure 3.8 – Loi de commande de la Proposition 4, cas test 2








































Figure 3.9 – Loi de commande simplifiée de la Proposition 5, cas test 1
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Figure 3.10 – Loi de commande simplifiée de la Proposition 5, cas test 2









































Figure 3.11 – Cas limite avec des erreurs initiales grandes
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Figure 3.12 – Cas limite avec des erreurs initiales grandes
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3.2 A propos des mesures de la vitesse et de la
gravité en repère local
3.2.1 Introduction
Les résultats présentés ci-avant font appel à différents types de mesures.
Parmi celles-ci, certaines peuvent être considérées comme acquises : ainsi, les
gyromètres et accéléromètres étant peu onéreux, de faible masse et d’un en-
combrement réduit, on peut les supposer présents sur tout drone VTOL. La
question des images est l’objet propre de cette thèse. En revanche, les mesures
de gravité locale et de vitesse ne vont pas sans poser des questions pratiques.
Si nombre d’études considèrent que les accéléromètres fournissent la direc-
tion de la gravité, il s’agit là d’une approximation (voir (Martin and Salaün,
2010)), qui devient largement fausse pour des mouvements à forte accélération
propre de l’engin.
Quant aux mesures de vitesses, peu de capteurs peuvent en procurer : or, les
tubes de Pitot sont d’une efficacité réduite sur des appareils de type hélicoptère
en raison de l’important brassement d’air, sans parler du biais ajouté par la
présence de vent ; quant à utiliser une mesure GPS, ou une mesure par un
système de positionnement d’intérieur (par exemple le système Vicon), si de
tels systèmes sont disponibles alors une loi de commande beaucoup plus simple
peut être utilisée.
C’est pourquoi on présente ici des moyens de disposer de mesures de la
vitesse et de la gravité en repère local et d’ainsi utiliser les résultats présentés
précédemment : suivant le contexte, certains capteurs sont disponibles, et ils
peuvent être complétés par les propositions qui suivent. Notons à ce stade que
la stéréovision, d’évidence, simplifierait grandement la situation, mais nous
avons justifié plus haut notre choix de ne pas considérer cette configuration.
Pour finir cette introduction, rappelons que les résultats linéaires proposés
au chapitre 2 ne réclament pas d’autres mesures que l’image et les mesures
gyrométriques -voire accélérométriques dans le cas d’une dynamique non mo-
délisée, section 2.7). Ces résultats sont donc toujours exploitables.
3.2.2 Loi de commande utilisant une mesure de flot op-
tique
3.2.2.1 Principe
La Proposition 7 présentée plus haut utilisait le flot optique pour estimer la
normale au plan n∗ afin d’améliorer le comportement du système piloté. Nous
proposons ici d’exploiter cette même mesure afin de remplacer la mesure de
vitesse linéaire. Ainsi qu’indiqué plus haut en introduction de la Proposition
7, le flot optique est une mesure de vitesse normalisée par la distance au plan
objet observé (équation (3.22)). On a montré aussi comment, de cette mesure
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et de l’homographie on pouvait extraire une mesure de vitesse normalisée par




= φopt (det(H)− 1) (3.34)
Cette mesure ν est une mesure de vitesse -certes normalisée, et par une gran-
deur inconnue, mais du moins constante. Dans les lois de commande définies
précédemment, l’utilisation de cette mesure à la place de la mesure de vitesse
n’est pas possible pour les lois complètes, où apparaissent les termes de feed-
forward RT µ˙, puisque ceux-ci nécessitent la connaissance de la dérivée de ν,
qui n’est connue qu’à une constante près. On peut en revanche utiliser cette
mesure à la place de la vitesse dans la loi simplifiée, Proposition 5, ce qui est
fait dans la proposition suivante.
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Soient satδ, satδ¯ deux fonctions de saturation. Considérons des gains
k1, k2 > 0 tels que :
n∗1 > 0
k1, k2 > 0
k2δ¯m > k1














Selon un procédé similaire à celui de la loi de commande pour l’asser-
vissement visuel, définissons la loi de commande :
µ¯ = γ + k1satδ (σ) + k2satδ¯ (ν)
ν = v





avec k4 > 0. Alors, le système en boucle fermée est asymptotiquement
stable et localement exponentiellement stable, et les solutions du sys-





En outre, sous ces conditions, l’angle entre la verticale exprimée en
repère local et la verticale exprimée en repère inertiel demeure stricte-






Proposition 8 (Loi de commande exploitant le flot optique)
La preuve est donnée en annexe, section A.7.2. La figure 3.13 représente cette
loi de commande.
Notons que dans les conditions (3.35), la distance inconnue d∗ apparaît de
l’autre côté de l’inégalité par rapport au cas où la vitesse est mesurée. Notons
aussi qu’à l’instar de ce cas, cette condition peut être modifiée pour prendre























H, γ, ω, φopt
σ, ν
u, ω1, ω2
Figure 3.13 – Loi de commande exploitant la mesure du flot optique, Propo-
sition 8
3.2.2.2 Résultats de simulation
Les figures 3.14 et 3.15 montrent les résultats obtenus en utilisant la mesure
de vitesse (figures 3.14) et la mesure de flot optique (figure 3.15) pour les mêmes
conditions de simulation. On constate que l’utilisation du flot optique permet
en effet de se passer de la mesure de vitesse.
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Figure 3.14 – Résultat obtenu avec la loi de commande simplifiée et la mesure
de vitesse



































Figure 3.15 – Résultat obtenu avec la loi de commande simplifiée et la mesure
de flot optique
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3.2.3 Lois de commande sans mesure de gravité
3.2.3.1 Principe
Rappelons que, d’après la définition de la matrice homographique, sa troi-
sième colonne s’écrit :
Hb3 = R








Dès lors, pour une cible verticale (n3 = 0), cette colonne est exactement
égale -à une multiplication par g près- à la gravité exprimée en repère local.
C’est le cas qui était considéré plus haut, en section 3.1.3. On y utilisait cette
propriété pour obtenir la verticale exprimée en repère local. Remarquons que
cette situation correspond à un cas d’application très important : l’asservis-
sement visuel d’un drone devant un bâtiment -supposé vertical. Dans ce cas,
la troisième colonne de H tient lieu de mesure de verticale. Il faut remarquer
que l’hypothèse de cible verticale ne signifie pas que l’orientation de la cible
est parfaitement connue : dans le cas du bâtiment, il peut être supposé vertical
sans que son orientation relative par rapport à la pose de référence soit connue.
Considérons à présent le cas d’une cible plane non verticale. Nous devrons
cependant supposer son angle d’orientation borné. Le prix à payer pour une
telle généralisation est la performance obtenue : plus larges sont les bornes sur
l’orientation, moins bonne est la performance en boucle fermée.
Notons à présent que, selon le signe de n3 -c’est-à-dire suivant que le plan
cible surplombe le drone à la pose désirée (n3 > 0), ou qu’il est surplombé par
le drone (n3 < 0)-, l’approximation gHb3 ≈ γ faite directement dans la loi de
commande aura un effet soit stabilisant, soit déstabilisant sur la boucle fermée.
On peut en donner une explication géométrique simple : remplacer γ par gHb3,
c’est remplacer la direction de la verticale par la direction du point du plan
cible se situant à la verticale du drone à sa pose désirée : un point du plan cible
situé à une distance finie du drone. Si la cible surplombe le drone -n3 < 0-,
alors ce point est au-dessus du drone, et orienter l’axe vertical local du drone
vers ce point conduit à le ramener davantage vers sa pose désirée (voir la figure
3.16 où l’effet stabilisateur est bien visible) ; au contraire, lorsque n3 > 0, le
point est sous le drone, et s’orienter vers lui a un effet déstabilisant (voir la
figure 3.17 où l’effet déstabilisant est visible). De ce fait, ces deux situations
sont traitées différemment :
– si nous pouvons supposer que n3 < 0 (c’est-à-dire qu’à la pose de ré-
férence, la cible surplombe le drone), alors µ¯ est défini "comme précé-
demment", c’est-à-dire en remplaçant dans son expression γ par gHb3 :
µ¯ = gHb3 + k1satδ (σ) + k2satδ¯ (v)
– si l’hypothèse précédente ne peut être faite, alors nous supposons connue
une borne supérieure n3M pour n3, n3 ≤ n3M et nous définissons : µ¯ =
Hb3 + n3Mσ + k1satδ (σ) + k2satδ¯ (v)







Figure 3.16 – Utilisation de Hb3 comme estimation de la verticale en repère








Figure 3.17 – Utilisation de Hb3 comme estimation de la verticale en repère
local, cas n3 > 0 et effet déstabilisant
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Dans le second cas, existe un terme additionnel en plus des termes saturés
de position et vitesse. Ceci pose deux problèmes :
1. il n’est plus certain que µ¯ ne s’annule pas quelles que soient les position
et vitesse.
2. il est plus difficile de prouver la stabilité de la loi de commande en résul-
tant.
Pour traiter ces problèmes, nous définissons une zone interdite et nous sup-
posons que le drone n’y entrera jamais. La zone est définie comme une sphère
autour de l’intersection entre le plan de la cible et l’axe vertical à la pose de
référence (en particulier, pour une cible verticale, le point est à l’infini, ce qui
signifie que n’existe pas alors de zone interdite ; plus verticale est la cible, plus
éloignée se trouve la zone interdite depuis la pose de référence). Cette zone in-
terdite donne une borne inférieure sur le terme Hb3. Nous définissons du coup
les niveaux de saturation de façon à assurer que µ ne s’annule pas hors de la
zone interdite. Pour le second problème mentionné ci-dessus, la zone interdite
permet de prouver la désaturation du terme en vitesse. Ensuite, on peut définir
une fonction de Lyapunov pour les équations obtenues après cette désaturation.
Cette approche fournit ainsi une solution radicale, dans l’esprit d’utiliser
le moins de capteurs possibles. Une alternative consiste à estimer γ et utiliser
l’estimation dans les lois. La section 3.2.4 ci-après propose aussi des techniques
pour estimer γ.
3.2.3.2 Résultats de simulation
La loi de commande décrite précédemment pour un cas où n∗ = [0.8929
0.4392, 0.0993]T . Le résultat obtenu avec une mesure parfaite de la gravité est
présenté sur la figure 3.18 et le résultat sans mesure de la gravité en compensant
le caractère positif de n3 sur la figure 3.19. Les résultats sont semblables.
Une autre simulation avec n∗ = [0.4956, 0.8164,−0.2965]T sans correctif
puisqu’ici n3 < 0 est présentée sur la figure 3.20.
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Figure 3.18 – Loi de commande nominale avec mesure de la gravité, n3 > 0



































Figure 3.19 – Loi de commande sans mesure de la gravité avec un terme
compensateur, n3 > 0
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Figure 3.20 – Loi de commande nominale sans mesure de la gravité, n3 < 0
3.2.4 Estimateurs de la gravité en repère local
3.2.4.1 Filtre complémentaire
L’utilisation -très répandue quoiqu’inexacte- des données accélérométriques
brutes étant fausse en raison des erreurs introduites par l’accélération propre
de l’engin, on propose ici de tirer partie de son contenu basse fréquence, qui
est correct, car les biais accélérométriques sont négligeables. De façon complé-
mentaire, la troisième colonne de H, étudiée ci-dessus, offre une mesure dont
le contenu haute fréquence est correct, puisque la mesure est perturbée par un
terme de position -donc basse fréquence :
γˆ = G(p)yacc +H(p)gHb3 (3.40)
où G(p) est un filtre passe bas, et H(p) un passe haut.
3.2.4.2 Extraction de H
Une autre méthode consiste à utiliser l’estimée basée homographie comme
une mesure, et à en extraire la valeur de γ. Plus précisément :
gHb3 = γ − gn3RT pd∗≈ γ + ασ (3.41)
où le vecteur d’erreur σ = RTM(n∗
d∗ )p ≈ RT pd∗ (avecM(τ) = τ1I+S(τ2b3)) joue
le rôle d’un vecteur d’erreur en position et α = −gn3 une constante inconnue.
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A présent, considérons l’équation gHb3 = γ¯ = γ +ασ comme une équation
avec deux inconnues (γ à estimer et α). Avec la connaissance supplémentaire
que |γ| = g, il n’y a que deux solutions possibles :
γ = γ¯ − σ
(
σT γ¯ + 
√
(σT γ¯)2 − |σ|2 (|γ¯|2 − g2)
)
(3.42)
avec  ∈ (−1,+1). On peut retenir la plus proche de γ¯, notée γm.
Ainsi, on peut définir l’estimation suivante :
˙ˆγ = γˆ ∧ ω + k (γm − γˆ) (3.43)
3.2.4.3 Estimation non-linéaire
Bien que supposant connue une estimation de v, nous définissons les esti-
mées suivantes pour la vitesse et la gravité :{
˙ˆv = vˆ ∧ ω − ub3 + γˆ + αv
˙ˆγ = γˆ ∧ ω + αγ (3.44)
avec αv, αγ à définir. Les équations d’erreur v˜ = v− vˆ, γ˜ = γ − γˆ sont données
par : {
˙˜v = v˜ ∧ ω + γ˜ − αv
˙˜γ = γ˜ ∧ ω − αγ (3.45)
Posant alors : {
v˜r , Rv˜
γ˜r , Rγ˜ (3.46)
Il vient : {
˙˜vr = γ˜r −Rαv
˙˜γr = −Rαγ (3.47)




















. On conclut en particulier que
v˜r −→ 0 et γ˜r −→ 0, et donc γ˜ −→ 0. Donc l’estimateur converge.
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3.2.4.4 Résultats de simulation
Les différentes options présentées ci-avant ont été implémentées et compa-
rées en simulation. On y a ajouté deux estimées naïves : la mesure accéléro-
métrique, et la troisième colonne de la matrice H. On présente un résultat de
simulation avec les courbes temporelles, puis un résultat agrégé obtenu sur 30
simulations. Les numérotations des méthodes pour les figures qui suivent sont
les suivantes :
– Méthode 1 : filtre complémentaire ;
– Méthode 2 : mesure accélérométrique ;
– Méthode 3 : 3ème colonne de H ;
– Méthode 4 : extraction de H ;
– Méthode 5 : estimation non-linéaire.
Le premier résultat a été obtenu avec les valeurs des paramètres et conditions
initiales suivantes, tirées aléatoirement : n∗ =
(
0.7; −0.8; −1.0 )T , p0 =(
0.7m; −0.8m; −1.0m; )T , v0 = ( −0.2m/s; 0.6m/s; 0.2m/s )T , d∗ =
3m, φ0 = 0.65˚, θ0 = −19.1˚, ψ0 = 17.7˚.
Il est représenté sur la figure 3.21 . La métrique retenue pour comparer
les performances des approches est le produit scalaire normalisé entre la vraie







Cette métrique est représentée au cours du temps pour les cinq méthodes en
échelle logarithmique.
La figure 3.22 représente le résultat obtenu après 30 simulations, avec des
conditions initiales aléatoires. On représente sur la même échelle logarithmique,
avec en rouge la moyenne pour chaque méthode. Il apparaît que les méthodes
3 (Hb3) et 5 (combiné) sont les plus performantes. Notons qu’avec des erreurs
initiales en position plus faibles, la méthode 4 (Kalman) offre un résultat éga-
lement satisfaisant, comme on le voit pour le résultat agrégé de la figure 3.23.
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Figure 3.21 – Comparaison des méthodes d’estimation de γ, simulation tem-
porelle.
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Comparaison des méthodes d'estimation
Figure 3.22 – Comparaison des méthodes d’estimation de γ, agrégation de 30
simulations, erreur initiale importante en position. L’axe des abscisses indique
le numéro de la méthode, les ordonnées le résultat agrégé.







Comparaison des méthodes d'estimation
Figure 3.23 – Comparaison des méthodes d’estimation de γ, agrégation de
30 simulations, erreur initiale en position petite. L’axe des abscisses indique le
numéro de la méthode, les ordonnées le résultat agrégé.
En boucle fermée, nous avons constaté en simulation que les méthodes 1,2
et 4 ne fonctionnent pas. C’est, d’une façon surprenante, la méthode 3 qui
fonctionne le mieux, comme le montre l’exemple des figures 3.24 et 3.25
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Figure 3.24 – Résultat en boucle fermée obtenu avec la méthode 3 (Hb3)




































Figure 3.25 – Résultat en boucle fermée obtenu avec la méthode 5 (estimation
combinée)
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3.3 Critique des résultats
Les résultats présentés dans ce chapitre étendent en un certain sens les
résultats du précédent, puisqu’ils ne posent pas l’hypothèse de linéarité. Ils
trouvent cependant leurs limites, en particulier dans le modèle extrêmement
simplifié qui est utilisé. Un élément supplémentaire résiderait dans l’ajout d’un
intégrateur dans les lois de commande, ce qui permettrait a minima de rejeter
une perturbation. L’approche adaptative présentée dans ce chapitre pourrait
être développée davantage, en particulier en considérant une loi dont l’adapta-
tion se fait alors que la loi est appliquée.
Chapitre 4
Suivi de trajectoire
Le chemin n’est pas difficile : c’est le difficile qui est le chemin
Søren Kierkegaard
Ce chapitre est une extension du chapitre précédent au suivi de trajec-
toire. On y présente tout d’abord un cadre de modélisation générique
pour le suivi de trajectoire d’une classe de drones. Le cas de la stabilisa-
tion étudié précédemment en est un cas particulier, avec un mouvement
de référence immobile.
Une loi de commande non-linéaire est ensuite définie, qui se rapproche
beaucoup de celle qui avait été définie au chapitre 3 pour la stabilisa-
tion. De même que dans ce chapitre, le cas d’un système sous-actionné
est d’abord traité, ce cas étant révélateur du principe mis en œuvre
dans la suite. Le cas d’un système sous-actionné est ensuite traité. Dans
ces lois de commande de suivi de trajectoire, le type de convergence
obtenu dépend essentiellement de propriétés sur le point de référence
poursuivi : selon que la dynamique de cette référence est connue ou
non, et que la mesure de l’erreur par rapport à elle est de forme variant
dans le temps ou non, le résultat obtenu est global, semi-global, ou
pratiquement semi-global.
On montre ensuite que le cas du suivi d’une trajectoire pour un drone
par asservissement visuel est une application de ces résultats. Pour ce
faire, on introduit la situation où le drone possède deux images de ré-
férence, et l’on définit une pondération des informations extraites dans
celles-ci, dont on montre qu’elle possède la forme du cadre précédem-
ment traité.
Les résultats de ce chapitre sont contenus dans une publication en cours
de soumission et présentée en annexe, section A.6.
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Introduction
Dans ce chapitre, on cherche à étendre les résultats obtenus au chapitre
précédent pour la stabilisation d’un engin au cas du suivi de trajectoire. Pour
ce faire, on s’intéresse au cas de mesures incertaines de position -comme au
chapitre précédent- mais relativement à une position de référence qui n’est
plus nécessairement immobile. Le cas d’une référence fixe correspond alors au
cas de la stabilisation vu au chapitre précédent ; ainsi, les études réalisées dans
le présent chapitre constituent-elles des généralisations de celles établies dans
le chapitre précédent. Dans un premier temps, on définit une telle mesure et on
synthétise une loi de commande permettant le suivi de cette référence. Dans
un second temps, on montre qu’une telle mesure de position relative peut être
obtenue dans le cas de l’asservissement visuel d’un drone VTOL.
4.1 Position du problème
Nous supposons disponible une mesure incertaine de position de la forme
suivante :
σ = RTM(t) (p− pr(t)) (4.1)
où pr(t) désigne la trajectoire de référence, qui est une fonction supposée lisse
et à dérivée et dérivée seconde |p˙r(t)| et |p¨r(t)| bornées, et M(t) représente
la matrice de mesure incertaine de position, qui est une fonction matricielle
prenant ses valeurs dans l’ensemble des matrices définies positives, avec les
hypothèses présentées ci-dessous. Notons que M(t) et pr(t) sont inconnues,
contrairement par exemple au cas traité dans (Hamel et al., 2002), de même
d’ailleurs que la pose courante du drone, alors que celle-ci est utilisée dans le
même papier. Notons aussi que nous étudions ainsi un cas plus générique que
les cas de suivi de ligne fréquemment étudiés dans la littérature (par exemple,
(Mahony and Hamel, 2001)).
On définit à présent les hypothèses qui seront utilisées dans ce chapitre. La
première de ces hypothèses est utilisée tout au long du chapitre.
Hypothèse 0 : il existe des bornes telles que :
|p˙r(t)| ≤ VM
|M˙(t)| ≤ ‖M˙‖M
0 < λ1I ≤M(t) ≤ λ2I
(4.2)
Les trois hypothèses suivantes ne sont utilisées que pour certains des résul-
tats présentés dans la suite :
– Hypothèse 1 : M(t) est constante ;
– Hypothèse 2 : la dynamique RT p˙r(t), RT p¨r(t) de la référence exprimée
en repère engin est connue ;
– Hypothèse 3 : l’accélération du point de référence est bornée avec une
borne inférieure à g : |p¨r(t)| ≤ AM < g ;
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Il n’y a pas de si grand philosophe
qui ne croit un million de choses sur la foi d’autrui,
et qui ne suppose beaucoup plus de vérités qu’il n’en établit.
Alexis de Tocqueville
4.2 Loi de commande pour le suivi de trajectoire
Dans cette section, le résultat principal est formulé. Nous considérons tout
d’abord le cas tout actionné qui est fondamental dans la définition de la loi de
commande.
4.2.1 Le cas tout actionné
Le modèle retenu est ici :
p¨ = Ru (4.3)





Les mesures sont exprimées en repère engin et consistent en : mesure incer-
taine de position σ définie selon l’équation (4.1), exprimée comme une mesure
d’erreur de position par rapport à la trajectoire de référence, vitesse angulaire
ω et vitesse linéaire v. Les mesures de vitesse angulaire peuvent être obtenues
par une unité de mesure inertielle (UMI) ; la vitesse linéaire par exemple via
un capteur GPS. Finalement, la mesure incertaine de position peut représenter
une variété de capteurs de type position. Nous discuterons en section 4.3 le cas
d’une camera vidéo.
Le résultat suivant peut être établi, à l’aide des fonctions de saturations
définies en section 3.1.1.1.
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Considérons le système décrit par l’équation (4.3) avec u comme en-
trée de commande. Soient satδ, satδ¯ deux fonctions de saturation avec
∀x ∈ R3satδ(x) = sδ(|x|2)x, satδ¯(x) = sδ¯(|x|2)x. Considérons des gains
k1, k2 > 0 tels que :{
k22λm,s > k1‖Ma‖MMax {C‖M‖M , ‖Ma‖M}
k2δ¯m > k1δM
(4.5)
où C = Max(C1, C2) avec C1 = supτ (sδ(τ) + 2τ |s′δ(τ)|) et C2 =
supτ
(
sδ¯(τ) + 2τ |s′¯δ(τ)|
)
. Définissons la loi de commande suivante :{
u = −k1satδ (σ)− k2satδ¯ (δv) + ar(t)
δv = v − vr(t) (4.6)
où vr(t) et ar(t) sont une vitesse et une accélération de type feedforward
que l’on définit ci-dessous suivant le scénario considéré. Alors :
i) sous les Hypothèses 1 et 2, en définissant vr(t) = RT p˙r(t), ar(t) =
RT p¨r(t), il existe k3,m > 0 tel que, pour tout k3 > k3,m, le système en
boucle fermée (4.3)-(4.6) est globalement asymptotiquement stable
et localement exponentiellement stable.
ii) sous l’Hypothèse 2 uniquement (M(t) peut varier), en définissant
vr(t) = R
T p˙r(t), ar(t) = R
T p¨r(t), le système en boucle fermée (4.3)-
(4.6) est semi-globalement asymptotiquement stable et localement
exponentiellement stable.
iii) dans le cas général (M(t) peut varier et la dynamique de la tra-
jectoire de référence est inconnue), en définissant vr(t) = 0, ar(t) =
0, le système en boucle fermée (4.3)-(4.6) est pratiquement semi-
globalement asymptotiquement stable.
Théorème 3 (Loi de suivi de trajectoire, cas tout actionné)
La preuve est donnée en annexe, section A.6. La figure 4.1 représente cette loi
de commande.
4.2.2 Le cas sous-actionné
Le résultat principal de cette section est maintenant énoncé. Nous suppo-
sons que les mesures suivantes sont disponibles :
σ












Figure 4.1 – Loi de commande de suivi de trajectoire, cas tout actionné,
Théorème 3
Ces mesures sont toutes exprimées en repère engin, comme précédemment, et
σ est toujours défini selon l’équation (4.1). γ est une mesure de la gravité. Nous
renvoyons vers la section 3.2 du chapitre précédent sur les moyens d’obtenir ces
mesures. Le modèle considéré est toujours celui donné par les équations (1.19).
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Considérons le système décrit par l’équation (1.19) avec les commandes
u, ω. Soient satδ, satδ¯ deux fonctions de saturation. Considérons des
gains k1, k2 > 0 tels que :
k22λm,s > k1‖Ma‖MMax {C‖M‖M , ‖Ma‖M}
k2δ¯m > k1δM
k1δM + k2δ¯M < g − sup (|p¨r(t)|)
(4.8)
où C = Max(C1, C2) avec C1 = supτ (sδ(τ) + 2τ |s′δ(τ)|) et C2 =
supτ
(
sδ¯(τ) + 2τ |s′¯δ(τ)|
)
. Définissons une augmentation dynamique :
η˙ = η ∧ ω − k3(η − σ) , k3 > 0 (4.9)
avec la loi de commande :













où µ¯, µ, et le terme de feedforward RT µ˙ sont donnés par :
µ¯ := γ + k1satδ (η) + k2satδ¯ (δv)− ar(t)
δv := v − vr(t)
µ := Rµ¯










vr(t) et ar(t) sont des termes de vitesse et d’accélération à définir dans
ce qui suit.
Alors :
i) sous les Hypothèses 1, 2 et 3, en définissant vr(t) = RT p˙r(t), ar(t) =
RT p¨r(t), il existe k3,m > 0 tel que, pour tout k3 > k3,m, le système en
boucle fermée (1.19)-(4.10) avec (4.9) est asymptotiquement stable
et localement exponentiellement stable avec un domaine de conver-
gence donné par {µ¯(0) 6= −|µ¯(0)|b3} (stabilité asymptotique presque
globale).
ii) sous les Hypothèses 2 et 3 uniquement (M(t) peut varier), défi-
nissant vr(t) = RT p˙r(t), ar(t) = RT p¨r(t), le système en boucle fer-
mée (1.19)-(4.10) avec (4.9) est semi-globalement asymptotiquement
stable et localement exponentiellement stable.
iii) dans le cas général (M(t) peut varier et la dynamique est incon-
nue), en définissant vr(t) = 0, ar(t) = 0, le système en boucle fermée
(1.19)-(4.10) avec (4.9) est pratiquement semi-globalement asympto-
tiquement stable.
Théorème 4 (Loi de suivi de trajectoire, cas sous-actionné)
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Figure 4.2 – Loi de commande de suivi de trajectoire, cas sous actionné,
Théorème 4
Notons que le premier résultat - lorsque M est constante et que la dyna-
mique de référence est connue- est presque un résultat de stabilité asymptotique
globale.
SiM n’est pas constante, plus la borne sur sa vitesse de variation est petite,
plus le domaine de stabilité sera grand.
En outre, lorsque la dynamique du point de référence est inconnue mais
bornée, le résultat le meilleur possible est un résultat de stabilité pratique :
l’erreur de position et de vitesse peut être rendue aussi petite que désirée
lorsque la borne sur la vitesse de référence est réduite.
Finalement, notons que pour les cas (i) et (ii) uniquement, il y a une hypo-
thèse supplémentaire sur l’amplitude maximale de l’accélération de référence
(Hypothèse 3 : |p¨r(t)| ≤ AM < g). Ceci car, dans ces deux cas, l’accélération
de référence est additionnée comme un terme de feedforward dans l’entrée de
commande, et s’ajoute ainsi à la gravité. Si la somme de ces termes était nulle,
le système ne serait pas pilotable.
D’un autre côté, dans le cas (iii), aucune accélération n’est ajoutée à la
commande (puisque l’accélération de référence est inconnue dans ce cas) et
seul un résultat de stabilité pratique est démontré de sorte que, d’une certaine
façon, la loi de commande vise à suivre la trajectoire de référence "en moyenne"
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(en forçant ainsi p˙r à rester bornée). Ainsi, l’accélération de référence peut être
temporairement grande, du moment que la vitesse de référence reste bornée.
4.2.3 Loi de commande simplifiée
Dans le théorème suivant, nous proposons une version simplifiée de la loi
de commande définie dans le Théorème 4.
Dans les conditions du Théorème 4, pour chacun des trois cas considérés
dans ce théorème, il existe k4 > 0 assez grand pour que les mêmes





en lieu et place de l’équation (4.10).
Théorème 5 (Loi simplifiée pour le suivi de trajectoire)








σ, δv, γu, ω1, ω2
Figure 4.3 – Loi de commande simplifiée de suivi de trajectoire, Théorème 5
CHAPITRE 4. SUIVI DE TRAJECTOIRE 138
4.3 Application à la commande référencée vision
Selon une approche similaire à celle du chapitre 3, on montre que les résul-
tats précédents s’appliquent au cas de la commande référencée vision.
4.3.1 Stabilisation basée vision
Revenons tout d’abord au cas déjà traité au chapitre 3 de la stabilisation
d’un drone à la pose de référence en nous appuyant sur les théorèmes plus
généraux introduits dans ce chapitre. Nous supposons que les mesures de vitesse






si toutefois la condition sur les gains (4.8) est satisfaite. Nous en
déduisons que la loi de commande (4.9)-(4.10) assure une stabilisation semi-
globale à la pose de référence à condition que :
n∗1 > 0
k1, k2 > 0
k2δ¯m > k1δM










Lorsque des bornes (larges) sont connues pour d∗ : dm ≤ d∗ ≤ dM et n∗1 ≥ n1m,
en se rappelant que |n∗| = 1, la dernière condition de l’équation (4.12) peut












4.3.2 Commande en cap
La remarque faite en section 3.1.3.3 du chapitre 3 sur la possibilité de donner
une dynamique au cap s’applique au cas présent, et une loi de commande en
cap de même type peut être définie pour les mêmes raisons.
4.3.3 Asservissement visuel par interpolation d’homogra-
phies
Si timide que l’on soit, il faut bien que l’on interpole ;
l’expérience ne nous donne qu’un certain nombre de points isolés :
il faut les réunir par un trait continu ;
c’est là une véritable généralisation.
Henri Poincaré
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Considérons le cas où deux images de référence d’une même scène sont
disponibles, et où ces images sont comparées toutes deux à l’image courante,
fournissant deux matrices homographiques. Ces deux matrices permettent de
définir deux mesures de position relative selon le schéma de l’équation (4.1),
σ1, σ2. Il s’agit ici d’un contexte applicatif proche de (Gonçalves et al., 2010),
dans lequel une succession d’images est utilisée pour permettre l’atterrissage
automatique d’un avion, d’ailleurs en se basant également sur la matrice ho-
mographique.
Maintenant, les transformations entre les repères courants et de référence
sont données par : {
χ∗1 = R1χ+ p1
χ∗2 = R2χ+ p2
(4.14)
Dès lors, la transformation entre les deux repères de référence est décrite par :
χ∗2 = δRχ
∗
1 + δp (4.15)
où δR, δp sont constants. En conséquence, les relations entre les deux ensembles
de composants de la transformation sont donnés par :{
R2 = δRR1
p2 = δRp1 + δp
(4.16)
Considérons ensuite σ la moyenne pondérée entre σ1 et σ2, avec une pondération
variant dans le temps λ(t). Considérons le cas générique où les paramètres
n∗, d∗, R ne sont pas les mêmes pour les deux images de référence :
σ = (1− λ(t))σ1 + λ(t)σ2
= RT1 M¯(t) (p1 − pr(t))
























σ ainsi défini est donc bien de la forme de l’équation (4.1).
4.3.4 Résultats de simulation
On présente dans cette section quelques résultats de simulations. On montre
tout d’abord sur la figure 4.4 le résultat obtenu avec un basculement brutal
entre l’image de référence précédente et la suivante. Le véhicule parvient à
suivre la modification brutale, tout en restant stable, puisque la loi est stable.
Néanmoins, on constate sur la courbe des commandes appliquées (figure 4.5)
que celles-ci ont une valeur importante, en particulier juste après l’instant de
basculement. Notons que même si celles-ci n’ont pas été prises en compte ex-
plicitement dans ce travail, des saturations existent sur de tels engins : des
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commandes brutales peuvent atteindre ces saturations et provoquer un com-
portement instable. C’est pourquoi les approches de pondération proposées
plus haut trouvent ici leur intérêt.
Sur la figure 4.6, on montre ainsi comment ce résultat est amélioré par une
pondération des deux vecteurs d’erreur comme expliqué ci-avant. Le ralliement
se fait de façon plus progressive comme on le voit sur cette figure. En outre, les
commandes appliquées sont nettement moins importantes, comme on le voit
sur la figure 4.7 (l’échelle n’est pas là même que pour la courbe précédente).
Enfin, on montre ce que fournit un suivi de trajectoire obtenu avec une
pondération plus lente, sur la figure 4.8. Le ralliement est encore plus progressif.
Les commandes sont encore plus faibles, comme le montre la figure 4.9.
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Figure 4.4 – Résultat de simulation avec un basculement brutal.

















































Figure 4.5 – Evolution des commandes u, ω avec un basculement brutal. En
haut, le début de la réponse ; en bas, zoom sur la fin de la réponse.
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Figure 4.6 – Résultat de simulation avec une pondération rapide.













































Figure 4.7 – Evolution des commandes u, ω avec une pondération rapide. En
haut, le début de la réponse ; en bas, zoom sur la fin de la réponse.
4.4 Critique des résultats
Les mêmes limites que celles du chapitre précédent peuvent être mises en
avant, puisqu’il s’agit de lois du même type employées dans un contexte plus
générique. En outre, pourrait être développées les applications possibles de ce
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Figure 4.8 – Résultat de simulation avec une pondération plus lente.













































Figure 4.9 – Evolution des commandes u, ω avec une pondération plus lente.
En haut, le début de la réponse ; en bas, zoom sur la fin de la réponse.
résultat, en trouvant d’autres situations relevant d’un modèle similaire.
Chapitre 5
Mise en œuvre expérimentale
Le critère de la scientificité d’une théorie
réside dans la possibilité de l’invalider, de la réfuter
ou encore de la tester.
Karl Popper
Ce chapitre présente la mise en œuvre expérimentale qui a débuté au
cours de ce travail de thèse. Cette mise en œuvre n’a pas permis encore,
et de loin, de valider expérimentalement tous les algorithmes présentés
plus haut, faute de temps. On présente néanmoins la démarche sui-
vie, les problèmes soulevés et les solutions apportées, en commençant
par relever la nécessité de telles expérimentations, en complément des
études analytiques menées dans les chapitres précédents.
Un premier chapitre présente les plates-formes expérimentales sur les-
quelles les essais ont été réalisés.
Puis un chapitre analyse les difficultés propres à ces expérimentations.
Celles-ci regardent la sécurité, les aspects temps réel, mais aussi les
questions liées aux images et à leurs traitements.
Le chapitre suivant indique les solutions qui ont été mises en œuvre
pour répondre à ces problématiques. Il traite des aspects matériel,
logiciel, des communications entre calculateurs, et du traitement de
l’image.
Enfin, le dernier chapitre présente les essais réalisés, indique leurs ré-
sultats et les conclusions qui peuvent en être tirées.
Malgré le caractère très partiel de cette validation expérimentale, il
nous semble important de la rapporter ici car elle signale que l’objet
de cette thèse est bien de développer des lois destinées à faire voler des
appareils, finalité qui implique la prise en considération de nombre de
problèmes pratiques complexes. Et qui implique de résister à la tenta-
tion très répandue de la division entre théorie et application.
Résumé
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Introduction
No amount of experimentation can ever prove me right ;
a single experiment can prove me wrong.
Albert Einstein
Tous les développements théoriques réalisés au cours de cette thèse sont ap-
pelés à être validés par des expérimentations sur plates-formes réelles. Plusieurs
raisons rendent en effet de telles expérimentations essentielles et complémen-
taires aux démonstrations analytiques et aux validations numériques :
– la mauvaise connaissance d’un modèle représentatif du drone, qui est liée
à la difficulté d’instrumenter de petits drones pour en obtenir un modèle
précis ;
– les aspects temps réel, sur lesquels on revient ci-après, et leurs consé-
quences sur le succès des expérimentations ;
– l’environnement des essais (vent, luminosité) et ses variations ;
C’est pourquoi de telles expérimentations ont jalonné cette thèse. Elles
n’ont pu cependant encore, et de loin, permettre une vérification exhaustive
des algorithmes proposés, faute de temps et de disponibilité des plates-formes.
Cependant, nous souhaitons montrer dans le présent chapitre que des élé-
ments significatifs ont été pensés et mis en œuvre sur les hélicoptères du dépar-
tement DCSD de l’Onera par l’équipe en charge de ces engins, qui ont permis
de résoudre une part significative des défis associés à de telles expérimentations.
On présente tout d’abord les plates-formes utilisées dans le cadre de ces
expérimentations. On analyse ensuite les difficultés associées aux expérimenta-
tions, difficultés qui ont dû être surmontées pour envisager les essais associés
à cette thèse. La troisième partie présente précisément les solutions mises en
œuvre par l’équipe pour répondre aux difficultés précédemment soulevées, en
termes de matériel, de logiciel, de communication et de traitement d’image. La
dernière partie décrit les essais qui ont été réalisés en mettant en évidence la
mesure dans laquelle leurs résultats valident partiellement les approches pro-
posées.
5.1 Présentation des plates-formes expérimen-
tales
La réalisation d’essais de mise en oeuvre expérimentale des résultats pré-
sentés dans ce mémoire aurait été plus aisée avec des machines de faible masse
et en intérieur. De telles machines n’existaient pas au DCSD pendant la durée
de la thèse, et ceux-ci ont donc été réalisés sur les machines disponibles, avec
les difficultés associées que l’on discute ci-après. Nous présentons tout d’abord
les plates-formes expérimentales utilisées.
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5.1.1 Le Vario Benzin
Le Vario Benzin (figure 5.1) est un hélicoptère de taille relativement réduite
comme en témoignent les caractéristiques suivantes :
– masse à vide : 11 kg
– masse au décollage : 15 kg
– longueur hors tout : 1,63 m
– bipale d’envergure : 1,78 m
– moteur 2 temps cylindrée : 23 ou 26 cm3
– capacité en charge expérimentale : 3 kg
– temps de vol : 45 mn
Il est une plate-forme très adaptée aux expérimentations envisagées, étant
à la fois assez petit pour permettre une prise de risque raisonnée tout en étant
assez gros pour un emport conséquent. Cependant, cette plate-forme était en
cours de développement pendant la plus grande partie de la durée de cette
thèse. C’est pourquoi les premiers essais ont été réalisés sur une autre plate-
forme, que l’on présente maintenant.
Figure 5.1 – Plate-forme expérimentale Vario
5.1.2 Le Yamaha Rmax
La plate-forme sur laquelle ont été réalisées les premières expérimentations
est l’hélicoptère Rmax représenté sur la figure 5.2.
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Figure 5.2 – Plate-forme expérimentale Rmax
Fabriqué par Yamaha pour de l’épandage agricole, il a été également acquis
par différents laboratoires de recherche pour des besoins d’expérimentation. Sa
fiche technique indique les caractéristiques suivantes :
– masse à vide : 58 kg
– masse au décollage : 93 kg
– longueur hors tout : 3,63 m
– bipale d’envergure : 3,115 m
– moteur 2 temps cylindrée : 246 cc
– capacité en charge utile : 12 kg
– énergie disponible en charge expérimentale : 50 W
– temps de vol : 60 mn
Sa charge utile conséquente permet ainsi l’emport de différents matériels
pour des besoins de tests.
Dans le cadre de cette thèse, cet engin n’est pas la formule la plus adaptée en
raison d’une masse qui interdit la prise de risque : une caractéristique inadaptée
à des essais où, à terme, les ordres donnés aux vérins sont directement issus
d’un calcul sur les images issues de la caméra vidéo, faisant de ces essais une
expérimentation particulièrement risquée.
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5.2 Analyse des difficultés associées aux expéri-
mentations
A theory is something nobody believes, except the person who made it.
An experiment is something everybody believes, except the person who made it.
Albert Einstein
Dans cette section, on analyse les problèmes que pose la mise en œuvre ex-
périmentale des résultats proposés dans cette thèse. Depuis les résultats théo-
riques démontrés ci-avant jusqu’à des vols d’hélicoptères implémentant de telles
lois de commande, différents types de problèmes se posent en effet :
– les dangers propres aux expérimentations ;
– les problématiques temps réel ;
– le traitement d’image et sa robustesse ;
5.2.1 Dangers associés aux expérimentations
La masse des plates-formes utilisées dans ces expérimentations réduit la
possibilité d’une prise de risque -même avec le Vario Benzin. D’autre part, le
principe sur lequel repose ces travaux est celui d’une loi de pilotage directe-
ment issue du traitement de l’image. De ce fait, les erreurs dans le traitement
de l’image, les retards dans la chaîne de transmission sont autant de phéno-
mènes qui impactent la stabilité au plus bas niveau des boucles de pilotage-
guidage-navigation : au niveau du pilotage. Ces expérimentations sont donc
dangereuses. Elles réclament l’utilisation de terrains sûrs, en l’occurrence éloi-
gnés, ce qui rallonge la durée des essais et réclame une certaine logistique. Les
matériels et logiciels doivent en outre être développés avec des redondances,
des modes de panne, afin de récupérer le système pour éviter un accident dan-
gereux. Il faut donc prendre en compte des aspects sûreté de fonctionnement.
5.2.2 Problématiques temps réel
Le pilotage d’un engin consiste à mesurer en permanence des grandeurs
informant sur les écarts à l’objectif, et à agir sur les commandes disponibles
pour le faire bouger. De ce fait, il est clair qu’il faut s’assurer du délai existant
entre l’instant où l’environnement bouge et l’instant où l’engin réagit ; entre
ces deux instants, toute une chaîne d’évènements se succède : la mesure de l’en-
vironnement ; le traitement de ces mesures ; le calcul de la commande désirée ;
l’envoi et la réception de celle-ci ; son interprétation ; la mise en mouvement
des actionneurs ; tout ceci sans compter tous les délais de transmission entre
ces instants. Suivant l’application considérée, la durée globale de tous ces évè-
nements doit être maîtrisée de façon plus ou moins stricte. Dans le cas d’un
hélicoptère, elle doit être très sévèrement contrôlée, s’agissant d’une machine
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naturellement instable, rapide et massive -donc dangereuse. Il est donc néces-
saire d’assurer une rapidité d’exécution et de transmission des informations très
importante, pour permettre un rafraîchissement à haute fréquence des ordres
de pilotage. Plus précisément, les ordres doivent être envoyés aux environs de
30 Hz minimum pour assurer la stabilité du vol. D’autre part, si la fréquence
des ordres doit être suffisamment élevée, les variations dans les temps de calcul
et de transmission doivent être réduites également.
Tout ceci implique une architecture temps réel perfectionnée qui permette
un séquencement efficace, précis et rapide de toutes les tâches mentionnées plus
haut.
5.2.3 Le traitement d’image et sa robustesse
Les aspects temps réel mentionnés précédemment impliquent que le traite-
ment d’image doit opérer de façon précise et rapide. Un aspect particulièrement
délicat concerne les variations de luminosité, et plus généralement les différents
aspects qui perturbent le traitement d’une image. Ayant besoin d’un algorithme
très rapide pour les raisons précédentes, celui qui a été choisi ne fait pas preuve
d’une grande robustesse à ce type de variabilités, ce qui en retour donne des ré-
sultats variants et donc manquant de fiabilité. La figure 5.3 montre un exemple
des problèmes auxquels sont soumis les algorithmes : une croix blanche ayant
été placée au sol pour favoriser la reconnaissance d’un motif reconnaissable,
celle-ci est entourée d’une zone partiellement saturée de laquelle il est difficile
pour un algorithme de traitement d’image de la distinguer. On notera que, si
de très nombreux algorithmes de traitements d’image existent, la majorité est
démontrée dans des conditions contrôlées de luminosité, et rarement depuis
des plates-formes hélicoptère en extérieur. La difficulté est réelle, et ne doit pas
être sous-estimée.
5.3 Solutions mises en œuvre : matériels et logi-
ciels
Dans cette section, on présente la façon dont un environnement matériel et
logiciel a été conçu et réalisé de façon à répondre aux problématiques expo-
sées dans la section précédente. Précisons que ces réalisations ont été faites en
prenant en compte les problématiques propres au travail rapporté dans cette
thèse, mais pas uniquement dans cet objectif. Certaines avaient d’ailleurs dé-
buté avant cette thèse. C’est l’équipe drone du département DCSD de l’Onera
qui réalise et met en œuvre ces systèmes.
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Figure 5.3 – Une image partiellement saturée obtenue lors d’essais
5.3.1 Matériels
La caméra utilisée pour les essais est une AVT Stingray F145B, visible sur
la figure 5.4.
Figure 5.4 – La caméra utilisé dans les mises en œuvre expérimentales
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Par ailleurs, sur les deux plates-formes présentées ci-dessus, afin de répondre
à certaines des problématiques présentées plus haut, les calculs réalisés à bord
sont partagés entre deux grandes parties :
– la partie avionique ;
– la partie charge expérimentale dédiée au traitement de l’image.
5.3.1.1 Vario Benzin
Pour le Vario Benzin, l’architecture matérielle de la partie avionique est
représentée sur la figure 5.5.
Figure 5.5 – Schéma représentant l’architecture matérielle de l’avionique
Elle se partage en trois microcontrôleurs de type ARM Cortex M3. En effet,
le problème de sécurité présenté plus haut nécessite des redondances, ce que
permet l’existence de ces microcontrôleurs entre lesquelles on peut basculer
selon les cas de panne. Cette séparation permet en outre un développement
modulaire, dans lequel :
– l’un des microcrontrôleurs est dédié au pilote, c’est-à-dire à l’estimation
de l’état du drone et au calcul des commandes envoyées aux servocom-
mandes ;
– un autre est consacré au guidage et à la navigation, qui gère le vol, les
transmissions, et donne les consignes de pilotage ;
– enfin, le troisième microcontrôleur est utilisé pour traiter les défaillances
du microcontrôleur pilote.
Ces microcontrôleurs ont les caractéristiques suivantes :
– fréquence de fonctionnement : 80MHz
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– flash : 512Ko
– RAM Interne : 96Ko
Ainsi que de nombreux périphériques. La consommation électrique globale est
de 1,5W, en incluant les capteurs.
Figure 5.6 – Visualisation de la carte contenant les microcontrôleurs Pilote
et Navigation
Un autre calculateur est consacré au traitement de l’image, tâche plus lourde
du point de vue des calculs, et plus sujette à défaillances comme on l’a signalé.
Le choix retenu, qui répond aux besoins de masse et de capacité de calcul
précisés plus haut, est une carte COM express conga-BAF à base de processeur
AMD G-T56N (1.6GHz,512 kB x2 L2 cache, 18 W). Elle est représentée sur la
figure 5.7.
5.3.1.2 Yamaha Rmax
Sur le Yamaha Rmax, la partie pilotage et navigation est réalisée par une
carte CPU MOPS Lcd6 KONTRON avec deux processeurs ; l’un est dédié aux
calculs de navigation, l’autre aux calculs de pilotage. Une centrale inertielle
est présente, dont les mesures sont disponibles. En outre, un capteur GPS est
également présent, avec une augmentation permettant de l’exploiter en mode
RTK, assurant des précisions de positionnement centimétriques. Cette carte
est représentée sur la figure 5.8. Le calculateur charge expérimentale est un
PIP 22 (voir figure 5.9).
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Figure 5.7 – Calculateur charge expérimentale du Vario Benzin
15/04/05
SEGMENT AIR  Calculateur PIL & NAV
Mémoire Partagée








Carte CPU MOPS Lcd6 KONTRON
Intel PentiumMMX 166 MHz 
256Mo flash disk 264Mo RAM
faible consommation  8W
refroidissement passif
Alimentation  HE104 TRI-M
Convertisseur DC/DC 
Entrée  6-40VDC
Sorties    5V 10A
               12V 2A








Figure 5.8 – Carte navigation, guidage et pilotage du Yamaha Rmax
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Figure 5.9 – Calculateur charge expérimentale du Yamaha Rmax
5.3.2 Logiciels
Sur chacune des deux plates-formes, se trouvent comme on l’a dit une partie
avionique (navigation / guidage / pilotage) et une partie charge expérimentale
(traitement de l’image). On présente maintenant les logiciels utilisés sur ces
différents calculateurs.
5.3.2.1 OS
Les OS utilisés sont les suivants :
– sur le Vario Benzin :
– la partie avionique est gérée par un OS embarqué propriétaire déve-
loppé au département, qui se nomme Picosys. Celui-ci permet de gérer
finement les aspects temps réel comme indiqué plus loin (section 5.3.3) ;
– la partie charge expérimentale est gérée par un OS linux temps réel.
– sur le Yamaha Rmax :
– la partie avionique est gérée par VxWorks ;
– la partie charge expérimentale est gérée par un OS linux temps réel,
d’une façon très similaire à ce qui existe sur le Vario Benzin.
5.3.2.2 Fonctionnalités de pilotage-guidage-navigation
Les fonctionnalités de pilotage-guidage-navigation se décomposent comme
suit :
– pilotage-guidage automatique et manuel ;
– gestion du vol ;
– gestion et surveillance du véhicule ;
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– communications de contrôle ;
– gestion des équipements de mission ;
– décollage-atterrissage ;
Elles sont réalisées par des codes en C++ qui sont sensiblement les mêmes
pour les deux plates-formes, les parties au plus proche du matériel (lecture des
mesures capteurs, envoi des ordres aux actionneurs) étant dédiées à chacune.
5.3.2.3 Le Middleware Orocos
Sur le calculateur qui réalise les traitements de l’image, le middleware Oro-
cos est installé, lequel gère la communication entre les différents éléments. C’est
dans ce middleware que les algorithmes proposés dans cette thèse trouvent leur
place.
5.3.2.4 Logiciels de traitement de l’image
Pour réaliser les essais associés aux travaux présentés ci-dessus, il convient
de disposer d’un logiciel de traitement d’image capable de fournir rapidement
(environ 30 Hz) la matrice homographique sur laquelle se basent tous les dé-
veloppements de cette thèse.
Pour ce faire, des fonctions disponibles sous Open CV ont été exploitées.
Elles permettent d’obtenir des points caractéristiques (points de Shi Tomasi)
dans l’image de référence et dans l’image courante, puis d’en déduire la matrice
homographique. Ces fonctions sont les suivantes :
– goodFeaturesToTrack ;
– findHomography.
Comme on l’a vu, un des critères essentiel est la rapidité d’exécution de ces
fonctions. Sur l’architecture du Yamaha Rmax, le temps de calcul de ces codes
a été mesuré autour de 30 Hz, ce qui est compatible des fréquences recherchées
pour piloter à partir de l’image. Sur le Vario Benzin, ces codes tournent plutôt
autour de 10Hz. Une telle fréquence est suffisante pour les essais avec des
consignes de vitesse qui ont été réalisés jusqu’ici, mais serait trop faible pour
des essais de pilotage. Deux solutions identifiées consistent :
– à appliquer une étape de binning -qui consiste à combiner plusieurs pixels
en un seul, ce qui réduira la taille des images et donc le temps de calcul ;
– à exploiter la carte graphique embarquée, laquelle dispose de moyens de
calculs optimisés (en particulier par des calculs parallèles).
Ces pistes sont en cours de test à l’heure de rédaction de ce mémoire.
5.3.2.5 Codage des algorithmes développés dans la thèse
Pour tenir compte des dangers exposés précédemment, la démarche adop-
tée lors des expérimentations a été progressive. En particulier, il a été choisi
d’introduire les informations visuelles progressivement de plus en plus au cœur
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des boucles de pilotage. Plus précisément, les lois de commande linéaires défi-
nies au chapitre 2 définissent le couple à appliquer à l’hélicoptère. Ce couple
permet de calculer les positions des vérins, c’est-à-dire les ordres à envoyer aux
actionneurs. Il est calculé d’une façon analogue aux lois de commande clas-
siques pour hélicoptères, qui utilisent des boucles imbriquées : une consigne de
position est comparée à la position estimée, ce qui donne une erreur de posi-
tion ; celle-ci, multipliée par un gain, donne une consigne de vitesse ; de même,
cette consigne de vitesse est comparée à la vitesse estimée, ce qui, via un gain,
donne une consigne d’attitude. Et ainsi de suite. Pour assurer une prise de
risque progressive, nous avons d’abord utilisé la plus extérieure de ces boucles :
celle qui exploite les informations visuelles contenues dans l’homographie pour
en déduire des consignes de vitesse -en laissant en place les boucles internes
de pilotage existantes. Cette étape est la seule qui a été validée à l’heure de la
rédaction de ce mémoire.
Voici comment cette décomposition a été réalisée. Considérons la loi de
commande définie par l’équation 2.11 du Théorème 1 (chapitre 2) :{
T = m (g + k1e¯p3 + k2ν3)
Γ = −JK3
(





ge¯Θ + b3 ∧ γd
)
γd = −K5(e¯p +K6ν)
(5.2)
ν la variable définie par l’équation dynamique :
ν˙ = −K7ν − e¯p (5.3)
La structure par boucle imbriquée mentionnée apparaît clairement : le couple
dépend de la différence entre la vitesse angulaire mesurée et un terme, ωd, qui
fait office de vitesse angulaire désirée. Cette dernière se définit en fonction de
l’attitude via γ, et d’un terme qui donne l’attitude désirée, γd. Cette dernière
elle-même se définit en fonction d’un terme dépendant de la vitesse estimée via
l’augmentation dynamique ν et d’une vitesse désirée qui dépend directement
de l’erreur dans l’image, e¯p. Cette structure est très semblable à la structure
classique mentionnée plus haut.
La première étape de mise en œuvre expérimentale retenue dans cette ap-
proche progressive a consisté à définir des consignes de vitesses horizontales




La vitesse verticale et la dynamique de cap sont dans cette première étape
stabilisées par les contrôleurs nominaux.
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La deuxième étape, qui n’a pas encore été validée expérimentalement, consiste
à envoyer au calculateur de pilotage des consignes d’attitude. Pour ce faire, il
s’agit tout d’abord de reconstruire une vitesse estimée. Celle-ci peut être ob-





avec τ un paramètre indiquant la fréquence de coupure. Les essais ont montré
que cette valeur devait être choisie faible, autour de τ = 0.1. Avec cette vitesse
estimée, les ordres en attitude sont calculés selon :{
θd = k′ (ke¯p1 − vˆ1)
φd = k′ (ke¯p2 − vˆ2) (5.6)
5.3.3 Fonctionnement temps réel et communications entre
les calculateurs
Le fonctionnement temps réel est géré d’une façon très différente entre les
deux plates-formes. On a vu que les OS utilisés ne sont pas les mêmes. D’autre
part, sur le Yamaha Rmax, aucune synchronisation n’est faite entre les calcula-
teurs avionique et charge expérimentale. Une dérive des deux horloges conduit
à une désynchronisation lente mais réelle. Sur le Vario Benzin, un système de
synchronisation précise a été réalisé, d’une façon hiérarchique :
– le calculateur avionique est synchronisé avec le GPS grâce à la technologie
PPS (Pulse Per Second) ;
– ensuite, le calculateur charge expérimentale se synchronise avec le calcu-
lateur avionique en utilisant la même technologie, PPS.
Ce fonctionnement permet d’éviter une désynchronisation des deux calculateurs
en cas de perte du signal GPS.
5.4 Validations expérimentales
5.4.1 Traitement d’image
La première validation concerne le traitement d’image. Des valeurs numé-
riques indiquent la qualité de l’extraction et de l’appariement des points d’in-
térêt entre les deux images, et permettent de voir si le traitement de l’image
a été réalisé avec succès. D’autre part, l’analyse des valeurs obtenues dans la
matrice en apprend beaucoup sur la qualité du traitement. Ainsi, les figures
5.10 et 5.11 (les figures 5.12 et 5.13 sont les mêmes courbes mais zoomées en
ordonnées pour mieux distinguer) sont deux courbes obtenues lors de deux vols
avec deux algorithmes différents. Le premier était une version plus rustique,
le deuxième est celui présenté plus haut. La valeur analytique de la matrice
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homographique H, et les conditions de vol qui sont proches de l’équilibre per-
mettent de déduire que ce terme de la matrice H devrait être proche de 1
pendant tout le vol. Or on constate que le premier algorithme donne un résul-
tat très médiocre, avec de très grandes variations dans les valeurs obtenues. Le
deuxième algorithme donne des valeurs proches de 1, comme prévu. Ce der-
nier cependant donne quelques valeurs absurdes, phénomènes peu surprenant
s’agissant d’expérimentations en conditions réelles.
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Figure 5.10 – Courbe d’évolution au cours du temps du terme H11 calculé
par le premier algorithme d’openCV.












Figure 5.11 – Courbe d’évolution au cours du temps du terme H11 calculé
par le deuxième algorithme d’openCV.
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Figure 5.12 – Courbe d’évolution au cours du temps du terme H11 calculé
par le premier algorithme d’openCV, version zoomée.















Figure 5.13 – Courbe d’évolution au cours du temps du terme H11 calculé
par le deuxième algorithme d’openCV, version zoomée.
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5.4.2 Guidage avec consignes de vitesse
Les figures 5.14 et 5.15 représentent les résultats obtenus lors de deux vols.














Figure 5.14 – Vol du 22 juin 2012 avec le Rmax : évolution des coordonnées
dans le repère "North, East, Down", et des phases de vol (courbe verte)
Sur ces figures, la courbe verte indique les passages de mode. Sa plus grande
valeur correspond au mode de vol basé homographie. On y constate ainsi que
lors des deux passages en commande référencée vision, pour la figure 5.14, et
lors du passage en commande référencée vision, pour la figure 5.15, les courbes
de position horizontale (en rouge et bleu) se sont maintenues dans des valeurs
proches de leurs valeurs précédentes, lorsque le drone était en stationnaire. Ceci
montre que l’asservissement visuel fonctionne correctement. Ce résultat valide
dans son principe la boucle de commande utilisant l’image, laquelle contient
les étapes suivantes :
– prise d’image ;
– traitement de celle-ci ;
– calcul de la consigne de vitesse ;
– envoi de cette consigne au calculateur pilote ;
– réalisation de la consigne ;
Ce sont les mêmes étapes qui sont nécessaires pour la validation des algorithmes
développés dans le cadre de cette thèse. Elles doivent mener à envoyer direc-
tement des consignes aux vérins pilotant le rotor de l’hélicoptère, ce qui rend
d’autant plus critiques les retards ou erreurs survenus dans cette boucle, mais le
principe en est le même. C’est dans ce sens que ces essais, et surtout les étapes
de développements qui les ont précédés, valident le principe des expérimenta-
tions associées aux algorithmes présentés dans cette thèse. Même si ceux-ci,
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Figure 5.15 – Vol du 26 septembre 2013 avec le Vario : évolution des coordon-
nées dans le repère "North, East, Down", et des phases de vol (courbe verte)
bien entendu, restent à valider complètement dans un contexte expérimental.
Dans cette optique, les essais suivants sont en cours, essais qui consistent à
calculer dans l’image des consignes d’attitude, pour ensuite envoyer les ordres
aux vérins. Les codes informatiques nécessaires pour envoyer, recevoir, et in-
terpréter ces types d’ordres ont déjà été réalisés sur les calculateurs. Reste à
les tester.
5.5 Critique des résultats
Ce chapitre a présenté les éléments de mise en œuvre expérimentale qui
ont été réalisés. Cette mise en œuvre n’est pas achevée comme on l’a vu, et les
expérimentations se poursuivent. Les principales directions de progrès possible
concernant le traitement de l’image, pour lequel n’existe pas à notre connais-
sance à ce jour de solution pleinement satisfaisante en termes de rapidité de
calcul et de robustesse aux changements de luminosité. L’équipe continue de
travailler dans cette direction pour améliorer cette robustesse. Une autre direc-
tion consiste à mettre en place des logiques pour poursuivre l’asservissement
même en cas de sortie de l’objet observé du champ de vue : en supposant la
cible observée immobile et en estimant son évolution dans le repère engin, il est
possible d’inférer les consignes de vitesse à appliquer afin d’espérer retrouver
la cible dans le champ visuel. Des logiques simples commencent à être mises
en place, qui permettent d’éviter une interruption trop fréquente de l’asservis-
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sement.
Conclusion
Chercher n’est pas une chose et trouver une autre,
mais le gain de la recherche,




Pour étudier la stabilisation d’un drone à partir d’un nombre réduit de
capteurs incluant une caméra vidéo, avec peu d’hypothèses sur la nature de
l’environnement observé, le choix retenu a été de supposer l’existence d’une
image de référence de la scène, qui définit de façon implicite la pose à laquelle
le drone doit se rendre comme objectif de la stabilisation. Un examen des
contextes applicatifs (observation d’un bâtiment, survol d’un hélipad) montre
que de nombreuses scènes d’intérêt se trouvent être planes. Dans ce contexte,
un outil est disponible, qui encode la différence de points de vue entre deux
observations d’une même scène plane : la matrice homographique. De ce fait,
le parti pris de cette thèse a été d’analyser les exploitations possibles de cette
matrice par une loi de commande visant à stabiliser un drone, puis à lui faire
suivre une trajectoire. Pour ce faire, la base de l’étude a été un vecteur d’erreur
défini à partir de l’homographie et introduit dans (Benhimane and Malis, 2007).
Ce vecteur a été adapté pour notre contexte d’étude.
Stabilisation : approches linéaires et non-linéaires
A partir de ce vecteur d’erreur, la première approche, s’agissant d’abord de
stabilisation, a été d’étudier le problème linéarisé autour de la pose à l’équilibre.
Dans cette direction, nous avons été conduits à proposer (voir chapitre 2) des
lois de commande linéaire, basées sur l’homographie, et permettant de stabiliser
le drone sous hypothèse de linéarité du comportement. Dans ce cadre toujours,
une démarche est proposée, qui permet de calculer les gains de ces lois de façon
à prendre en considération un objectif de performance, en plus de la stabilité
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qui est acquise sous réserve de conditions sur les gains. Deux autres aspects ont
été étudiés. La prise en compte d’un vent constant ou lentement variable, tout
d’abord : une loi est proposée pour le contrer par l’exploitation supplémentaire
des accéléromètres. Ensuite, la prise en compte de l’écart entre la position et
l’orientation de la caméra et ceux du drone : ce point est pris en compte par
une définition modifiée du vecteur d’erreur.
Dans un second temps, les limitations liées par nature à l’approche linéaire
ont conduit à souhaiter développer des lois de commande capable de stabiliser
le drone sans hypothèse de linéarité (chapitre 3). On montre du reste dans
le chapitre 2 ces limites par des simulations où la stabilité est perdue lorsque
l’hypothèse de linéarité n’est plus vérifiée. Dans ce contexte, une loi a été
proposée qui s’appuie sur un résultat précédent relatif à la stabilisation d’un
drone à partir de mesures de position et vitesse, résultat adapté à notre contexte
de commande référencée vision. Cette loi offre un domaine de stabilité très
étendu, obtenu en exploitant des saturations dans la loi de commande, qui
permettent d’éviter toute singularité. Une loi de commande simplifiée, dont
l’expression ne fait pas appel à une augmentation dynamique contrairement à
la loi précédente, a été proposée, et dont la preuve de stabilité s’appuie sur la
théorie des perturbations singulières.
La possibilité d’obtenir les mesures de verticale exprimée en repère local
et de vitesse linéaire, mesures supposées disponibles pour établir les résultats
précédents, fait l’objet d’une étude distincte. On y montre, selon les contextes
applicatifs, des méthodes pour satisfaire à ou contourner ce besoin.
Suivi de trajectoire
La stabilisation du drone ayant été ainsi étudiée, le deuxième volet de la
thèse a été de proposer des lois de commande pour suivre une trajectoire.
Pour ce faire, un cadre a été défini, qui a élargi l’objet de cette étude. On
définit en effet une classe de mesures incertaines de position relatives à une
position de référence elle-même inconnue. Une loi est définie (voir chapitre 4),
qui permet de suivre la trajectoire donnée par l’évolution de cette position de
référence. Elle est une généralisation de la loi de stabilisation du chapitre 3,
de telle sorte que le cas d’une trajectoire de référence immobile y conduit. On
a montré ensuite que la mesure de deux matrices homographiques relatives à
deux images de référence, et leur pondération suivant une méthode adaptée,
conduit à une mesure qui entre dans le cadre précédemment défini. Ainsi, la
loi de suivi de trajectoire s’applique au contexte de la commande référencée
vision, et rend possible le suivi d’une trajectoire implicitement définie par une
séquence d’images prises depuis différents points de celle-ci.
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Mises en œuvre expérimentales
Les différentes lois de commande ainsi proposées ont été validées en simu-
lation. Une telle validation ne saurait être que partielle, et ne démontre bien
entendu leur comportement que sur la base du modèle -imparfait- implémenté
dans le simulateur. De ce fait, seules des expérimentations réelles permettent
de vérifier davantage la validité des lois. Dans le cadre de cette thèse, les expé-
rimentations prévues pour assurer cette validité n’ont pu être toutes réalisées
faute de temps et de disponibilité des plates-formes. Cependant, des essais
partiels ont été effectués, dont la présentation est donnée au chapitre 5.
Perspectives
Perspectives sur les thèmes abordés dans la thèse
Étudiez comme si vous deviez vivre toujours ;
vivez comme si vous deviez mourir demain.
Thomas d’Aquin
Dans la suite de cette étude, de nombreux développements sont envisa-
geables, qui font écho aux limites des résultats proposés ici.
Des modèles plus fins pourraient être étudiés. L’existence d’une dynamique
non modélisée a été étudiée dans l’approche linéaire (vent) ; elle pourrait l’être
davantage et plus systématiquement : retards actionneurs, modèle aérodyna-
mique, interactions fluide-structure, etc
Seules les caméras planes ont été étudiées ici ; les caméras sphériques pour-
raient apporter des résultats complémentaires, en particulier en termes de
structure du modèle (passivité, cf (Mahony and Hamel, 2001)).
Des techniques relativement récentes d’analyse de stabilité d’un système
non-linéaire n’ont pu être exploitées dans cette étude. En particulier, l’analyse
de stabilité avec la méthode IQC (Integral Quadratic Constraints) pourrait
apprendre beaucoup.
L’adjonction d’intégrateurs permettant de compenser partiellement cer-
taines des erreurs de modélisation pourrait être étudiée.
Forcer la cible à être maintenue dans l’image au cours de l’évolution du
drone représente un défi majeur pour la commande référencée vision. Ce thème
n’a pu être réellement abordé au cours de la thèse.
Sur le (regrettable) morcellement du savoir et son essence
Ce n’est pas dans la connaissance qu’est le fruit,
c’est dans l’art de le saisir.
Bernard de Clairvaux
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Pour finir, et faute d’avoir su m’appliquer la sentence de Coluche, lequel
déclare à juste titre que de tous ceux qui n’ont rien à dire, les plus agréables sont
encore ceux qui se taisent, je voudrais finir ce mémoire par une réflexion sur
la nature du savoir, et sa parcellisation. Chacun reconnait combien l’explosion
-plaisante et féconde- du savoir a eu pour corollaire son atomisation dans des
spécialités à la granularité de plus en plus fine. Pour nécessaire qu’elle soit,
cette parcellisation est aussi un appauvrissement de l’esprit, lequel gagnerait à
croiser les cultures et les connaissances.
C’est aussi un fait bien certain que nombre de découvertes se situent à la
frontière des disciplines : ainsi de l’automaticien quand il cherche en algèbre
des idées pour la robotique ; quand il explore du côté de la géométrie différen-
tielle, le voici mieux armé pour stabiliser des systèmes non-linéaire ; quand il
réintroduit la physique dans ses méthodes, et que les notions d’énergie fleu-
rissent. Le présent travail lui-même n’est pas sans lien avec un domaine aussi
apparemment éloigné que la philosophie : le débat entre la philosophie réaliste,
qui estime que la réalité existe, et nous est perceptible par les sens, et la philo-
sophie idéaliste, qui construit les concepts avant de percevoir un réel auquel il
n’est pas assuré d’accorder l’existence, trouve écho dans l’idée d’une approche
référencée capteurs, ou dans la question de la reconstruction de l’état -ou de
son absence. Les concepts aristotéliciens de puissance et d’acte ne sont pas non
plus sans rappeler les énergies potentielle et cinétique, et leurs échanges dans
une approche de Lyapunov.
Au-delà de ces enrichissements matériels, la nature profonde des différents
savoirs ne démontre-t-elle pas leur unité profonde : on peut certes décrire le
scientifique comme celui qui cherche à maîtriser la matière, l’artiste comme
un poète qui décrit un monde onirique, l’humoriste comme celui qui dévoile la
vanité du monde. Et cependant, comme en témoigne cet échange entre Charlie
Chaplin et Albert Einstein, art et science sont faits pour se comprendre : "Ce
que j’admire le plus dans votre art, s’exclame Einstein, c’est son universalité.
Vous ne dites pas un mot, et pourtant le monde entier vous comprend." ; "c’est
vrai, réplique Chaplin. Mais votre gloire est plus grande encore : le monde entier
vous admire, alors que personne ne vous comprend". Ou encore ce rapport
explicitement défini par le mathématicien Godfrey Hardy entre l’esthétique et
la science : "La beauté est le premier critère : il n’y a pas de place en ce monde
pour des mathématiques laides".
Au fond, science, philosophie, littérature, peinture, musique, humour même
ne sont-ils pas, tous, une exploration du monde, de modalités distinctes certes,
de méthodes propres, oui, mais d’essence commune : découvrir, admirer, trans-
former le monde, et l’admirer encore, en ses réalités matérielles, animales, ou
spirituelles. De ces quatre actes, il me semble que le dernier est le principal,
dans lequel, ayant décelé quelque chose du vaste monde, ayant ajouté sa touche
à l’édifice commun, l’homme se recule et le contemple -ou le devrait, selon le
beau mot de Gracq :
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Tant de mains pour transformer le monde,
et si peu de regards pour le contempler !
Mais que le dernier mot reste au poète. .
With the drawing of this love
And the voice of this calling,
We shall not cease from exploration,
And the end of all our exploring
Will be to arrive where we started




A.1 Lieu des racines
Le lieu des racines est une méthode permettant de synthétiser une loi de
commande avec un degré de liberté, ou encore d’analyser la stabilité d’un sys-
tème en fonction des variations d’un gain scalaire (voir (Evans, 1948; Evans,
1950; Gille et al., 1981)).
Considérons un système représenté selon le schéma de la figure A.1. Le lieu
des racines est par définition le lieu géométrique, dans le plan complexe, des
pôles du système en boucle fermé lorsque le gain k varie de 0 à l’infini. Un
exemple d’un tel lieu est donné sur la figure A.2, qui correspond à la fonction
de transfert en boucle ouverte suivante :
s2 + 2s+ 2
s4 + 6s3 + 14s2 + 15s+ 6
(A.1)
Il a été tracé à l’aide de la fonction sisotool de Matlab. Ce lieu peut être calculé,
analytiquement ou numériquement par ordinateur. Des règles permettent éga-
lement d’en connaître certains éléments caractéristiques, et ce sont ces éléments
qui sont exploités dans ce manuscrit au Chapitre 2 :
– pour tout point de l’axe réel, s’il se trouve à sa droite un nombre impair
de pôles et de zéros, ce point fait partie du lieu, sinon il n’en fait pas
partie ;
– le début du lieu des racines (i.e. pour k = 0) est constitué par les pôles
du système en boucle ouverte ;
– les extrémités du lieu des racines (pour k → +∞) se rapprochent des
zéros du système en boucle ouverte, ainsi que d’asymptotes qui sont cal-
culées comme suit.





n−m avec pi les
pôles de la boucle ouverte et n leur nombre, zi et m de même pour les
zéros.
– les angles des asymptotes sont donnés par : +/−(2k+1).pi
n−m
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Figure A.1 – Schéma bloc correspondant à l’étude du lieu des racines

















Figure A.2 – Exemple de tracé du lieu des racines
A.2 Articles publiés
Dans les pages qui suivent sont reproduits les trois articles suivants :
– H. de Plinval, P. Morin, P. Mouyon, T. Hamel, Visual Servoing for Un-
deractuated VTOL UAVs : a Linear Homography-based Approach, In-
ternational Conference on Robotics and Automation, 2011, (de Plinval
et al., 2011) ;
– H. de Plinval, P. Morin, P. Mouyon, Nonlinear control of underactuated
vehicles with uncertain position measurements and application to visual
servoing, American Control Conference, 2012, (de Plinval et al., 2012) ;
– H. de Plinval, P. Morin, P. Mouyon, T. Hamel, Visual Servoing for Un-
deractuated VTOL UAVs : a Linear Homography-based Approach, In-
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ternational Journal of Robust and Nonlinear Control, 2013, (de Plinval
et al., 2013).
Ainsi qu’un quatrième article, en version préliminaire : H. de Plinval, P. Mo-
rin, P. Mouyon, Nonlinear Underactuated Vehicles Trajectory Tracking with
Uncertain Position Measurements and Application to Visual Servoing.
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A.3 Article ICRA’11
Visual Servoing for Underactuated VTOL UAVs: a Linear,
Homography-Based Approach
Henry de Plinval, Pascal Morin, Philippe Mouyon, Tarek Hamel
Abstract— The paper addresses the control of Vertical Take
Off and Landing (VTOL) Underactuated Autonomous Vehicles
(UAVs) in hover flight, based on measurements provided by
an on-board video camera and rate gyros. The objective is
to stabilize the vehicle to the pose associated with a visual
image of a planar target. By using the homography matrix
computed from the camera measurements of the target, stabi-
lizing feedback laws are derived. Explicit stability conditions
on the control parameters are provided. It is shown that very
good robustness and performance can be achieved without
any apriori information on the visual target (like geometry,
or orientation), by a proper tuning of the control parameters.
Simulation results confirm the effectiveness of the approach.
I. INTRODUCTION
Unmanned Aerial Vehicles (UAVs) can be used for many
surveillance and monitoring applications, both indoor and
outdoor. Their effectiveness relies in the first place on the
use of onboard sensors that can provide information on the
vehicle’s pose (i.e. position and orientation). In teleoperated
modes, the human operator can compensate for the lack of
some pose information (like, e.g., the vehicle’s position). For
fully autonomous control modes, however, information on
both position and orientation is necessary. It is well known
that pose estimation is a challenging problem for UAVs,
and especially for VTOLs (Vertical Take-Off and Landing
vehicles). This is due to several reasons, among which, i)
the absence of sensors that can provide a direct measure of
the 3D-orientation (recall that using accelerometers as incli-
nometers is appropriate only when the vehicle acceleration
is small), ii) the difficulty to obtain precise and high-rate
position measurements via GPS sensors, iii) the impossibility
to use these sensors in some environments (like, e.g., urban
canyons). Thus, while interesting results have been obtained
with Inertial Measurement Units (IMUs) [1], or GPS-aided
IMUs (see, e.g., [2], [3] for recent results), it is evident that
other sensors should be used to improve UAV’s effectiveness,
especially those providing information about UAV’s local
environment. One of the most promising alternatives is
vision sensors. Cameras provide a rich information about the
environment. They have been used extensively for ground
robotics applications. Over the last ten years, vision-based
control solutions have been extensively developed for aerial
vehicles. Regulation of a mechanical system based on visual
features as feedback is known as Visual Servo Control [4].
H. de Plinval and P. Mouyon are with ONERA-Toulouse, France,
Henry.de Plinval@onera.fr, Philippe.Mouyon@onera.fr
P. Morin, is with INRIA-Sophia Antipolis, France,
Pascal.Morin@inria.fr
T. Hamel is with I3S-CNRS, Nice-Sophia Antipolis, France,
thamel@i3s.unice.fr
There are two main approaches in visual servo control [5],
[6]: Image-Based Visual Servoing (IBVS), and Position-
Based Visual Servoing (PBVS), depending upon whether
the controller is designed to directly act on the visual
information (IBVS) or whether the visual information is first
used in the pose reconstruction (PBVS). The latter has been
successfully implemented on a number of aerial vehicles [7],
[8], [9], [10]. It requires, however, an accurate geometric
model of the visual target along with good calibration of the
camera. An IBVS scheme was first presented in [11] where
the dynamics of features in image space were formulated in
terms of their spherical projections to preserve the dynamic
structure of the system and used as direct inputs to the
control algorithm. The controller is designed to stabilize
the dynamics of the image features, and implicitly solves
the underlying task space control problem. This approach
does not require an accurate geometric target model or a
well calibrated camera, but it leads to complex nonlinear
control problems due to the appearance of the image depth
as an unknown scale factor into the system dynamics.
When the target is planar an alternative approach is the
Homography-Based Visual Servoing, originally developed
for robot manipulators or more general fully-actuated sys-
tems [12], [13], [14]. It consists in a combination of partially
reconstructed Euclidean information and 2D image-space in-
formation in the control design, and has been shown to have
many practical advantages. In particular, the method does
not require an accurate model of the target. Homography-
Based Visual Servoing for underactuated vehicles has been
exploited in different scenarios. In [8] the idea has been
exploited to perform a landing manoeuver using a PBVS
scheme and in [15] (and subsequently in [16], [17]) in a
2 12D visual servoing formulation. It is important to remark
that in these works on homography-based visual servoing of
underactuated vehicles, measurements of both the rotation
matrix and linear velocities are assumed to be available via
complementary sensors.
In this paper we address the problem of controlling VTOL
UAVs’ hover flight, based on measurements provided by
a single camera and rate gyros only. The solution relies
on the measure of the homography matrix associated with
the camera’s observation of a planar target. The assumption
of a planar target is not unrealistic when thinking about
a landing pad, a planar ground, or a building. There are
several challenges associated with this problem. First, since
we do not assume any information on the target (like, e.g.,
size or inclination), the vehicle’s pose cannot be extracted
from the homography measure. In addition, unlike previous
works on the subject, we do not assume that the vehicle’s
orientation can be reconstructed (using, e.g., information
on the target or additional sensors). Then, we do not have
any sensor that provides linear velocity measurements either.
Finally, the systems here considered are underactuated (i.e.
the number of independent force and torque controls is
strictly smaller than the number of degrees of freedom).
Indeed, most VTOLs encountered in applications belong
to this class (e.g., helicopters, X-flyers, ducted fans, etc).
The approach builds on a previous result by Benhimane and
Malis [13] for the control of robotic manipulators, based on
a kinematic and holonomic model. The fact that dynamical
models of underactuated vehicles are considered here makes
the problem significantly harder.
The paper is organized as follows. Section II reviews some
technical background and provides a precise description of
the addressed problem. In Section III, we propose a new
homography-based error vector and specify its relation with
the pose error. The main result of the paper, which provides
asymptotically stabilizing feedback controllers for VTOL
UAVs, is given in Section IV. This is complemented in
Section V by a gain-tuning strategy that allows to obtain
good performance in a large operating domain. Finally,
simulation results are presented in Section VI.
II. PRELIMINARY BACKGROUND
A. Problem statement
The problem addressed in this paper (see Fig. 1 below)
corresponds to a typical scenario for UAVs. The vehicle is
equipped with a camera. A reference image of a planar target
T is taken at some desired pose (i.e. location), represented
by the reference frame <∗. Based on this reference image
and the current image, the objective is to design feedback
laws that stabilize the vehicle at the desired pose. In addition
to the camera, the vehicle is also equipped with rate gyros.
No other sensor is available.
Except for the planarity assumption no other information
on the target, like geometry or orientation, is available. In
particular, the target’s normal is unknown. The distance to
the target at the desired pose is also unknown, although
a (very rough) lowerbound on this distance is needed to
guarantee stability.
Since the systems here considered are underactuated, we
have to assume that the desired pose is an equilibrium of the
vehicle. Otherwise the problem of asymptotic stabilization
cannot be solved. For example, in the case of an helicopter,
stabilization of a desired pose requires that the rotor thrust
direction is vertical at this pose, so as to compensate gravity
without inducing lateral motion. This fixes two rotational
degrees of freedom.
B. Dynamics of thrust-propelled underactuated vehicles
The approach here proposed applies to the class of un-
deractuated ”thrust-propelled” VTOL vehicles [18]. More
precisely, we consider rigid bodies with one force control
in a body-fixed direction and full torque actuation. Typical
examples are given by helicopters, ducted fans, quad-rotors,
etc. To comply with the assumption that the reference pose
is an equilibrium for the vehicle, it is assumed that the thrust
direction at the reference pose is aligned with the vertical
basis vector of the reference frame <∗. The dynamical
equations are then given by
p˙ = Rv
R˙ = RS(ω)
mv˙ = −mS(ω)v − Tb3 +mγ
Jω˙ = −S(ω)Jω + Γ
(1)
with p the position vector of the vehicle’s center of mass,
expressed in the reference frame, R the rotation matrix from
the current frame to the reference frame, v the velocity vector
with respect to (w.r.t.) the reference frame expressed in the
current frame, ω the angular velocity vector expressed in
the current frame, S(.) the matrix-valued function associated
with the cross product, i.e. S(x)y = x× y , ∀x, y ∈ R3, m
the mass, T the thrust input, b3 = (0, 0, 1)T , J the inertia
matrix, Γ the torque vector, and γ = gRT b3 the projection
of the gravity vector in the current frame with g the gravity
constant. Among others, this model describes the dynamics
of a helicopter.
Note that the first and second equations of System (1)
correspond to the kinematics, while the third and forth
account for the dynamics. The objective is to asymptotically
stabilize the origin p = 0, R = I3, v = 0, ω = 0, with I3
the 3 × 3 identity matrix, from visual measurements of a
reference image I∗ (taken at <∗) and the current image I
(taken at <) of the planar target T . Note in particular that
neither p nor R are directly measured. Visual measurements
only provide a partial and coupled measurement of these
quantities (see subsection below). The velocity vector v is
not measured either. On the other hand, ω is measured via
rate gyros. We review below some well known facts about
visual sensors and homography matrices.
C. Visual observation of planar scenes and homography
matrices
The following notation relates to the planar scene T (see
Fig. 1 below).
• χ∗, χ are the coordinates of a point of interest P lying
on the planar target, expressed in the reference and
current frames respectively.
• n∗ is the unit vector defining the normal to the planar
object, expressed in the reference frame; d∗ is the
distance between this plane and the camera optical
center. Z∗ is the third coordinate of point P in the
reference frame and c∗ = 1Z∗ its inverse. For simplicity,
it is assumed that the z-axis of the body-fixed frame
coincides with the camera optical axis.
A useful tool in visual servoing is the so-called homog-
raphy matrix H which embeds all information regarding
the transformation between two images of the same planar
object of interest (see, e.g., [13], [19] for more details). An
important feature of this matrix is that it can be estimated













Fig. 1: Problem scheme
pose. It is thus possible to use this matrix to define an error
vector that will converge to zero at the desired equilibrium.
Let us first assume that the camera optical center and
the vehicle center of mass coincide (this assumption will be








with K the camera intrinsic parameters matrix. The matrix
H relates the normalized coordinates of a point as seen
from the reference and current pose. Indeed, the following
relationship holds:
χ = RTχ∗ −RT p (3)
Defining the pixel coordinates, which embed the camera
































The scalar ZZ∗ is the unknown ratio of the third coordinates
in both frames. This relationship suggests that H can be
estimated only up to an unknown scalar factor. Several
algorithms have been proposed for the estimation of the
Homography matrix (see, e.g., [13], [19]). Assuming that K
is known, we can compute an estimate of the matrix (denoted








with η some scalar factor. One can show (see, e.g., [19, Pg.
135]) that η corresponds to the mean singular value of Hη .
Furthermore, an explicit formula for the calculation of η is
proposed in [20, App. B]. Therefore, we assume from now
on the knowledge of
H = RT − 1
d∗
RT pn∗T (5)
Let us now consider the case when the camera optical
center does not coincide with the vehicle center of mass. The
camera frame, centered at the optical center, differs from the
center of mass frame only by a position offset δ. Let pc =
p+(R−I)δ denote the position vector of the camera optical
center in the reference camera frame. Then, the dynamics of
pc is given by{
p˙c = Rvc
mv˙c = −mS(ω)vc − Tb3 +mγ +Q(ω)−mS(δ)Γ
with vc = v−S(δ)ω and Q quadratic in ω. These equations
differ from the dynamic equations of p (see (1)) only by the
term Q(ω)−mS(δ)Γ. The present approach is based on the
design of smooth feedback laws that make the closed-loop
system locally exponentially stable (i.e., the state matrix of
the linearized closed-loop system is Hurwitz). Since Q is
second-order, this term does not affect this stability property.
As for mS(δ)Γ, this is a first-order term that does not affect
the stability for ”small enough” values of δ, due to the
robustness margin associated with any Hurwitz matrix. We
essentially assume in this paper that δ is small enough, so
that mS(δ)Γ can be neglected. The general case will be
considered in a future work.
The time-derivative of H is easily deduced from (1):
H˙ = −S(ω)H − 1
d∗
vn∗T
In [13], H was used to define an error vector and an
associated feedback law, based on a kinematic control model.
More precisely, the following result was shown.
Proposition 2.1: [13, Sec. 4] Let χ∗ denote the coordi-
nates of a point P ∈ T , expressed in the reference frame
<∗, and m∗ = 1Z∗χ∗ = c∗χ∗ the associated normalized






, ep = (I −H)m∗ , eΘ = vex(HT −H) (6)
with vex the function defined by vex(S(x)) = x for any
x ∈ R3. Then,
1) (p,R) 7−→ e defines a local diffeormorphism around
(p,R) = (0, I3). In particular, e = 0 if and only if
(p,R) = (0, I3).
2) The kinematic control law
v = −λpep , ω = −λΘeΘ (7)
with λp, λΘ > 0 makes (p,R) = (0, I3) locally
asymptotically stable. 4
Remark 2.2: 1) In [13], ep and eΘ are defined with an
opposite sign, i.e. ep = (H − I)m∗ , eΘ = vex(H −HT ).
The present choice is better adapted to the definition of v
and ω in (1). 2) Note that there is no constraint on m∗ except
that it must be a projective vector, i.e., m∗3 = 1. 4
Extension of Proposition 2.1 to System (1) raises several
difficulties. First, the control input is no longer the 6d-vector
of velocity variables (v, ω). It is the 4d-vector composed of
the force input T and torque vector Γ. Then, the relation
between the linear velocity v and the control inputs is
nonlinear and underactuated: there is only one force control
variable to control the 3d velocity vector v. Finally, we do
not have any measurement of this vector.
III. A NEW ERROR VECTOR
In this section we define a new error which is instrumental
in the design of stabilizing feedback laws.
Proposition 3.1: Let m∗ = b3 = (0, 0, 1)T and







with e defined by (6). Let Θ = (φ, θ, ψ)T denote any
parametrization of the rotation matrix R such that R ≈
I3 + S(Θ) around R = I3 (e.g., Euler angles). Then,
1) (p,R) 7−→ e¯ defines a local diffeormorphism around
(p,R) = (0, I3). In particular, e¯ = 0 if and only if
(p,R) = (0, I3).












with LpΘ = S((α∗, β∗, 0)T ),
Lp =
c∗ 0 α∗0 c∗ β∗
0 0 2c∗
 , LΘ =
1 0 00 1 0
0 0 2
 ,
α∗, β∗ the (unknown) constant scalars defined by n∗ =
d∗(α∗, β∗, c∗)T , and O2 denoting terms of order two
at least. 4
The proof, based on elementary first-order approximation of
e¯, is available upon request to the authors.
Remark 3.2: 1) Since the projective vector m∗ is user-
defined, the choice m∗ = b3 can always be made. As a
matter of fact, the present approach can be extended to a
general projective vector m∗ = (m∗1,m
∗
2, 1)
T , by a slight
modification of e¯. 2) Eq. (9) shows the rationale behind
the definition of e¯: at first order, components e¯1, e¯2, e¯3
contain information on the translation vector p only, while
components e¯4, e¯5, e¯6 contain decoupled information on the
orientation (i.e. LΘ is diagonal), corrupted by components
of the translation vector. Note that L can be viewed as the
linear approximation at the origin of the interaction matrix
associated with e¯. 4
Since c∗, α∗, and β∗ are unknown, L is not known either.
We show below, however, that L contains enough structure
for the design of stabilizing control laws.
IV. CONTROL SYNTHESIS
Let e¯p ∈ R3 (resp. e¯Θ ∈ R3) denote the first (resp. last)
three components of e¯, i.e. e¯ = (e¯Tp , e¯
T
Θ)
T . The control
design relies on a dynamic extension of the state vector
defined as follows:
ν˙ = −K7ν − e¯p (10)
with K7 a diagonal gain matrix. The variable ν copes with
the lack of measurements of ˙¯e. The main result of the paper
is given next.
Theorem 4.1: Let{
T = m (g + k1e¯3 + k2ν3)
Γ = −JK3
(




ge¯Θ + b3 × γd
)
γd = −K5e¯p −K6ν
(12)
Then,
1) Given any upper-bound c∗M > 0, there exist diagonal
gain matrices Ki = Diag(k
j
i ) i = 3, . . . , 7; j = 1, 2, 3
and scalar gains k1, k2, such that the control law (11)
makes the equilibrium (p,R, v, ω, ν) = (0, I3, 0, 0, 0)
of the closed-loop System (1)-(10) locally exponen-
tially stable for any value of c∗ ∈ (0, c∗M ].
2) If the diagonal gain matrices Ki and scalar gains k1, k2
make the closed-loop system locally exponentially
stable for c∗ = c∗M , then local exponential stability
is guaranted for any value of c∗ ∈ (0, c∗M ].
4
The proof is available upon request to the authors.
Let us comment on this result. Since c∗ = 1/Z∗ and
Z∗ ≥ d∗ (recall that m∗ = b3), a sufficient condition for
c∗ ∈ (0, c∗M ] is that d∗ ≥ 1/c∗M . Thus, Property 1) ensures
that stabilizing control gains can be found given any lower
bound on the distance between the reference pose and the
observed planar target. This is a very weak requirement from
an application point of view. Property 2) is also a very strong
result since it implies that in order to find stabilizing control
gains for any c∗ ∈ (0, c∗M ], it is sufficient to find stabilizing
control gains for c∗ = c∗M . This is a much easier task
which can be achieved with classical linear control tools.
In particular, by using the Routh-Hurwitz criterion, one can
show that local exponential stability for c∗ = c∗M is ensured
when the following inequalities are satisfied:
k1, k2, k
j




























































































































Let us show the existence of control gains that satisfy these
inequalities. First, note that there is no condition on k35 and
k36 . This is due to the fact that, by (12), these gains do
not affect ωd. Condition (13) is readily satisfied. Let us
consider (14). First, let us remark that this set of conditions













7 can be chosen arbitrarily (under the





and D12 . Then, one observes that for a
1
0 = 0, the second and








to the fact that a12, D
1
2 > 0, one can choose a
1
1 > 0 (via
the choice of k15) so that these conditions are satisfied. It
is clear by continuity that these conditions are still satisfied
for a10 > 0 ”small enough”. This latter condition leads to the
choice of k16 . Note that a
1
0 > 0 guarantees the first condition








7 in order to satisfy
(15) follows the same procedure.
Let us finally remark that, given a family of control gains,
Conditions (13)–(15) allow to determine the maximum value
of c∗M for which exponential stability is obtained.
V. GAIN TUNING
While stability is a prerequisite for a closed-loop system,
performance cannot be neglected in practice. In particular, it
matters to ensure good damping properties. This issue is very
important here since we have to cope with a large range of
the unknown parameter c∗. In this section we propose gain
tuning heuristics so as to obtain good performance. These
heuristics do not guarantee performance levels, however, we
have observed in simulation that they provide good results.
Futhermore, after having tuned the gains as proposed, the
Barmish theorem [21] can be used to verify performance af-
terwards. These heuristics are based on the cascade structure
of the closed-loop linearized system which allows to address
separately the yaw, vertical, and horizontal dynamics. This
is similar to the case when full measurement of position,
orientation, and velocities is available.
A. Yaw dynamics gain tuning
The characteristic polynomial associated with the (lin-





any given set of closed-loop poles (λ1, λ2) can be assigned
by setting
k33 = − (λ1 + λ2) , k34 = −
λ1λ2
2 (λ1 + λ2)
B. Vertical dynamics gain tuning
The characteristic polynomial associated with the vertical




+ C∗ (λ+ k) with C∗ =
2c∗k1 and k = k37− k2k1 . The following heuristic is proposed:
1) Define the gain k37 and a number k 6= k37 knowing
that, as c∗ grows from 0 to ∞, the closed loop gains








2 : define the scaling factor k1 so as to define
c∗min for which a given real part is reached. Note that





3) Use [21] to assess the performance of the obtained
closed-loop system as c∗ varies in its allowed range.
Justification: The root locus theory shows that the poles
will start from
(−k37, 0, 0) as c∗ = 0 and head to −k and
the two asymptotic directions k−k
3
7
2 ± j∞ as c∗ →∞. One
can also verify that, whatever the gains such that k 6= k37 ,
there is no root on the imaginary axis.
Numerical example: With k1 = 5, k2 = 10, k37 = 2.4, the
root locus shows that:
1) ∀c∗ > 0,< (λi) < 0
2) ∀c∗ ∈ [0.175; +∞] ,−1 ≤ < (λi) ≤ −0.4
3) ∀c∗ ∈ [0.175; 2.34] , ξ ≥ 0.2 (ξ is the damping ratio)
C. Horizontal dynamics gain tuning
The horizontal dynamics is composed of two fifth-order
linear systems (associated respectively with the roll and pitch
dynamics). Since the structure of these systems is the same

























1) Select k23 and k
2






are as fast as possible;
2) Define a much slower dynamics for the ”inside sys-












7 so that for c
∗ ∈ (0; c∗M ], all
poles are slower than the above defined maximum
inside dynamics: see section V.B since the ”inside”
and vertical dynamics are similar;
3) Use [21] to assess the performance of the obtained
closed-loop system as c∗ varies in its allowed range.
Justification: From the root locus theory there are poles at
0 (double), −k17 and at the roots of λ2 + k23λ + k23k24 . The







(zero of the inside dynamics).
The two poles placed by k23 and k
2
4 will go to infinity as c
∗
grows. The poles at 0 and −k17 will behave similarly to the
vertical dynamics for small c∗, since they are close to zero
and separated from the first two; for c∗ large, two of these
poles will escape to infinity with positive real part.
Numerical Example: With gains defined as k23 = 10, k24 =
12, k15 = 5, k
1
6 = 10, k
1
7 = 2.4 (inside dynamics being
slower than -1, which is must slower than the roots of




4), the characteristic polynom is given by:
λ5 + 12.4λ4 + 144λ3 + 288λ2 + 600c∗λ+ 240c∗, which is
stable for c∗ ∈ (0; c∗M ] with c∗M ≈ 4, and such that the roots
real parts < (λ) ≤ −0.2 for c∗ ∈ [c∗1; c∗2] with c∗1 ≈ 0.2 and
c∗2 ≈ 3.25.
VI. SIMULATION RESULTS
The proposed approach has been tested via simulations for
a dynamical model of an helicopter. This model is defined
by (1) with m = 10kg and the coefficients of the inertia
matrix defined by Jxx = 0.3kg.m2; Jyy = 0.8kg.m2; Jzz =
0.9kg.m2; Jxy = 0.1kg.m
2; Jxz = 0.2kg.m
2; Jyz =
0.1kg.m2.
Simulation results reported on Fig. 2–3 have been ob-




c∗ ;− 0.83c∗ ; 0.43c∗
)T
. The other initial conditions were
null (angles, linear and angular velocity). n∗ was chosen
as n∗ = (−0.28m; 0.28m; 0.92m)T . The control gains in
(10)–(11) have been chosen as follows:
k1 = 5, k2 = 10, K3 = Diag(10, 10,
√
2)
K4 = Diag(12, 12, 12√2 ), K5 = Diag(5, 5, 0)
K6 = Diag(10, 10, 0) K7 = 2.4I3
(18)
This yields, from (14)-(15), the stability upper-bound c∗M <
3.99m−1. Two simulations, obtained with values of c∗ =
0.1m−1 and c∗ = 2m−1 are reported. This corresponds to
a very large range of distances to the target, with 0.5m ≤
Z∗ ≤ 10m. Fig. 2–3 show good performance in all this
range without using any depth information.
To simulate the effects of measurement noise, simulations
have also been conducted with realistic noise levels, i.e.
gaussian white noise with standard deviations 0.01rad/s for
the angular velocity and0.0002 0.0002 0.04540.0002 0.0002 0.0319
0 0 0.0003

for the various elements of the homography matrix. The
latter values are based on measurements performed on
actual images. In addition, the control values have been
passed through a third-order Butterworth filter with 50rad/s
bandwith. The results are presented on Fig. 4–5. Despite a
significant level of noise at the input level, the controller is
still able to achieve a fair stabilization around the desired
position. Nevertheless, it seems that there is room for im-
provement in the filtering process.
VII. CONCLUSION
Stabilizing feedback laws for hover flight control of
VTOL UAVs have been proposed based on visual measure-
ments of a planar target and rate gyros measurements. Given
any lowerbound on the distance between the target and the
vehicle’s reference pose, it has been shown that stabilizing
feedback laws can be designed without any information on
the target. This property could be instrumental in controlling
UAVs in unknown environments. Gain tuning strategies
have been derived so as to achieve good performance. The
approach has been validated in simulation. Extensions of this
work include experimental validations on helicopter drones,
nonlinear control design in order to possibly extend the
stability domain and allow more aggressive manoeuvers, and
incorporating accelerometers measurements to better cope
with wind gusts.
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Fig. 2: Simulation results for c∗ = 0.1m−1, without noise
c* = 2.0




























































Fig. 3: Simulation results for c∗ = 2m−1, without noise
c* = 0.1




























































Fig. 4: Simulation results for c∗ = 0.1m−1, with noise
c* = 2.0




























































Fig. 5: Simulation results for c∗ = 2m−1, with noise
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Nonlinear control of underactuated vehicles with uncertain position
measurements and application to visual servoing
Henry de Plinval, Pascal Morin, Philippe Mouyon
Abstract—The paper concerns the stabilization of thrust-
propelled underactuated vehicles in the context of sensor-based
control. First, a class of nonlinear feedback laws that ensure
semi-global stabilization despite possibly large uncertainties on
the position measurements is proposed. Then, application to the
visual servoing of a Vertical Take-Off and Landing (VTOL)
drone with a video camera is considered. In particular, it is
shown that semi-global stabilization can be achieved, based
on homography meaurements, with little information on the
environment. Simulation results show the effectiveness of the
approach.
I. INTRODUCTION
This paper concerns the stabilization of underactuated
thrust-propelled vehicles, i.e. rigid bodies with one body-
fixed thrust control and full torque actuation [1]. Although
the present study is not limited to a special class of such
systems, it is motivated in the first place by robotic ap-
plications with small VTOL UAVs (i.e. Vertical Take-Off
and Landing Unmanned Aerial Vehicles). Surveillance of
a small geographic zone or inspection of infrastructures
(bridges, power lines, etc) are typical examples of such
applications. Estimation of the vehicle’s pose (i.e. position
and orientation) is instrumental in the design of feedback
laws that can make the system autonomous. In particular,
obtaining a precise relative position with respect to the
environment is often difficult. This problem is related to
the limited payload of small aerial vehicles, which puts
severe constraints on the number and quality of embedded
sensors. As a consequence, one has to cope with low quality
position measurements. Keeping in mind the system’s un-
deractuation and its nonlinear dynamics, it is then difficult
to guarantee stability of the system in a large domain. The
main contribution of this work is the design of a class of
feedback controllers that ensure semi-global stabilization of
a reference position with possibly large uncertainties on
the position measurements (recall that global stabilization
cannot be obtained with smooth feedbacks due to topology
of SO(3)). One can recast this result in the more general
context of sensor-based control [2], [3], where the relation
between the measured signal used in the feedback law and
the Cartesian coordinates is often poorly known. Sensor-
based control is well developed for fully actuated mechanical
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systems (like e.g. robotic arms [3]), and some results have
also been proposed for nonholonomic wheeled vehicles [4].
The case of underactuated systems, more challenging, has
been much less investigated. As a nontrivial application of
the proposed result, we address the visual servoing of a UAV
in front of a quasi-vertical textured planar structure, based
on measurements provided by a video camera.
This work is related to the nonlinear control litterature
on VTOL UAVs. Several control design methods have been
proposed in order to guarantee semi-global stability1 (see,
e.g., [5], [6], [7], [1]). In those works, however, it is assumed
that the position of the vehicle is known. In the present work,
we show that such semi-global stability properties can also
be ensured despite significant uncertainties on the position
vector. The proposed design method builds on the recent
work [1] and ideas pertaining to the control in presence
of input saturation [8]. It also shares similarities with the
method proposed in [9], although the present stability result
is stronger as a much larger class of measurement uncertain-
ties is considered. As mentionned above, the present method
is also related to sensor-based control, where one tries to
assess stability properties based on a rough knowledge of the
relation between the sensor output function and cartesian co-
ordinates [3]. To our knowledge, addressing the sensor-based
control of underactuated vehicles in a generic way remains to
be done. There exist, however, several results on the vision-
based control of VTOL UAVs. The application to visual
servoing developed in this paper is related to [10], [11],
[9], where (semi)-global controllers are also derived based
on homography measurements. In particular, uncertainties on
the position measurements are also considered in [9]. Due to
assumptions on the environment, however, the class of these
uncertainties is much smaller than the one here considered.
This work is also related to [12] where a nonlinear control
approach is proposed for the same visual servoing problem.
In that work, however, it is assumed that the normal vector
to the planar target, expressed in the body frame, can be
extracted from the image. This assumption is not made
here. Finally, this result is also related to the authors’ work
[13] in which homography-based stabilizing controllers were
proposed for this problem. Only local stability was proved
in that paper, based on the study of the linearized controlled
system, whereas semi-global stability is here established. As
a counterpart, some assumptions on the target’s orientation
are needed in this work.
1From now on, we use this term to denote asymptotic stability with
convergence domain containing all position/velocity initial errors and a
neighborhood of the identity matrix in SO(3) for orientation errors.
The paper is organized as follows. Preliminary background
and notation are given in Section II. The main result on
control design and stability in presence of uncertain position
measurements is exposed in Section III. Application to the
visual servoing of underactuated UAVs is considered in
Section IV and associated simulation results are presented
in Section V. Final remarks conclude the paper.
II. PRELIMINARY BACKGROUND
A. Notation
The transpose of a matrix M is denoted as MT . The n×n
identity matrix is denoted as In.
Given a smooth function f defined on an open set of R,
its derivative is denoted as f ′.
For any square matrix M , Ms := M+M
T
2 and Ma :=
M−MT
2 respectively denote the symmetric and antisymmetric
part of M .
Given 0 < δ < ∆, a function satδ,∆ : R+ −→ R+ of
class C1 is called a saturation function if:
i) satδ,∆(τ2) = 1 for 0 ≤ τ ≤ δ
ii) τsatδ,∆(τ2) ≤ ∆ for any τ ≥ 0
iii) the function τ 7−→ τsatδ,∆(τ2) is non decreasing on
R+
A function h : R+ 7−→ R+ of class C1 is called a
saturating function if:
i) h is strictly positive and bounded on R+
ii) τh(τ2) ≤ 1
iii) τh(τ) −→∞ when τ −→∞
iv) h′(τ) ≤ 0 for any τ ≥ 0
v) the function τ 7−→ τh′(τ) is bounded on R+
Note that both classes of functions play essentially the same
role in the control design. Generality considerations have
led us to introduce these two classes, but one can consider a
unique class composed of functions that are both saturation
and saturating functions.















B. Dynamics of thrust-propelled underactuated vehicles
We consider in this paper the class of thrust-propelled
underactuated vehicles consisting of rigid bodies moving in
3d-space under the action of one body-fixed force control
and full torque actuation [1]. This class contains most
VTOL UAVs (quadrotors, ducted fans, helicopters, etc). The
dynamics of these systems is described by the following
well-known equations:
p¨ = −uRe3 + ge3
R˙ = RS(ω)
Jω˙ = Jω × ω + Γ
(2)
with p the position vector of the vehicle’s center of mass,
expressed in an reference (inertial) frame, R the rotation
matrix from the body frame to the reference frame, ω the
angular velocity vector expressed in the body frame, S(.) the
matrix-valued function associated with the cross product, i.e.
S(x)y = x× y , ∀x, y ∈ R3, u the normalized thrust input,
i.e. u = Tm where m is the mass and T the thrust input,
e3 = (0, 0, 1)
T , J the inertia matrix, Γ the torque vector,
and g the gravity constant. We shall consider, by a standard
time separation argument commonly used for VTOL UAVs,
that the orientation control variable is the angular velocity ω .
Indeed, once a desired angular velocity ωd has been defined,
the torque control input Γ is typically computed through a
high gain controller:
Γ = −Jω × ω + kJ (ωd − ω)
with k chosen large enough. Therefore, we focus from now
on the subsystem
p˙ = ξ
ξ˙ = −uRe3 + ge3
R˙ = RS(ω)
(3)
III. CONTROL DESIGN AND STABILITY ANALYSIS
Assume that the following measurements are available:
pi = RTMp
γ = gRT e3
v = RT p˙
ω
(4)
with M some 3× 3 constant matrix. The measurement pi is
associated with the vehicle’s position, γ is the gravity vector
projection in the body frame, v is the linear velocity vector
and ω is the angular velocity vector, both expressed in body
frame. The matrix RT in pi and γ expresses the fact that these
measurements are also obtained in the body frame. This is
a typical situation with embedded sensors. In most studies
on feedback control of underactuated UAVs, it is assumed
that M is the identity matrix, so that the relation between
the measurement function and the cartesian coordinates is
perfectly known. Several control design methods ensuring
semi-global stability of the origin on System (3) have been
proposed in this case (see, e.g., [7], [1]). In this section, we
show that the same stability properties can be guaranteed in
the case of uncertainties on the matrix M , and we provide
stability conditions on the control gains in term of the ”size”
of these uncertainties. In order to provide the rationale of
the control design and analysis, we first consider the simpler
case of a fully actuated system.
A. The fully actuated case
Consider the position dynamics of a fully actuated rigid
body with body fixed force inputs, i.e.
p¨ = Ru (5)
with u ∈ R3 the control input, and assume that the measure-
ments pi and v defined above are available for the control
design.
Proposition 1 Let satδ,∆ and h denote respectively a sat-
uration and saturating function. Assume that M is positive
definite and consider any gain values k1, k2 > 0 such that{
k22λmin(Ms) > k1||Ma||||M ||supτ (h(τ) + 2τ |h′(τ)|)
k2δ > k1
(6)
Then, the feedback law
u = −k1h(|pi|2)pi − k2satδ,∆
(|v|2) v (7)
ensures the global asymptotic stability and local exponential
stability of the origin of System (5).
The proof is given in the appendix.
It follows from the definitions of saturation and saturating
functions that the above control law is bounded by k1 +k2∆.
Thus, Proposition 1 provides bounded feedback laws that
ensure global asymptotic stability for a large set of position
measurement functions parameterized by M . Furthermore, it
provides stability conditions in term of M and the control
gains. This can be used to guarantee stability given a priori
information on the measurements. Since it is assumed that
M is positive definite, it follows from these conditions that
stability can always be obtained by choosing k1 small w.r.t.
k2. Note also that positivity of k1, k2 ensures the stability of
the system when M is positive definite and symmetric.
In the following subsection the above result is extended
to underactuated systems.
B. The underactuated case
The main result of this paper is stated next.
Theorem 1 Let satδ,∆ and h denote respectively a satu-
ration and saturating function. Assume that M is positive
definite and consider any gain values k1, k2 > 0 such that k
2
2λmin(Ms) > k1||Ma||||M ||supτ (h(τ) + 2τ |h′(τ)|)
k2δ > k1
k1 + k2∆ < g
(8)
Define a dynamic augmentation:
η˙ = η × ω − k3(η − pi) , k3 > 0 (9)
together with the control:














where µ¯, µ, and the feedforward term RT µ˙ are given by
µ¯ := γ + k1h
(|η|2) η + k2satδ,∆ (|v|2) v
µ := Rµ¯











i) there exists k3,m > 0 such that, for any k3 > k3,m,
the closed-loop system (3)-(10) together with (9) is
asymptotically stable and locally exponentially stable
with convergence domain given by {µ¯(0) 6= −|µ¯(0)|e3}.
ii) if Ms and Ma commute, the same conclusion holds with
the first inequality in (8) replaced by:
k22λmin(Ms) > k1‖Ma‖ (‖Ma‖ supτ h(τ)+
‖Ms‖ supτ 2τ |h′(τ)|)
(11)
The proof is given in the Appendix.
Let us comment on the above result, in relation with the
fully-actuated case addressed in Proposition 1. The second
and third terms in the definition of µ¯ are reminiscent of the
control law (7), with pi replaced by η. In view of (9), this
latter variable can be viewed as a ”filtered value” of pi. Note
that its time-derivative is known, since it is explicitly defined
by (9), while the time derivative of pi is not, since M is
unknown. This allows to calculate the term RT µ˙ in (10).
Compared to the fully-actuated case, the objective is to make
µ¯ converge to |µ¯|e3 via the definition of u, ω1 and ω2. This
ensures that the linear acceleration converges asymptotically
to the linear acceleration of the fully-actuated case defined
by (5)-(7). Note that ω3, which controls the yaw dynamics, is
not involved in this objective. Thus, it can be freely chosen.
In practice, however, some choices are better than others (see
Section IV for an example). Finaly, it follows from (8) that
|k1h
(|η|2) η + k2satδ,∆ (|v|2) v| ≤ k1 + k2∆ < g = |γ|
This guarantees that µ¯(0) 6= −|µ¯(0)|e3 whenever
geT3 R(0)e3 > −(k1 + k2∆) and this ensures, from Property
i) of the theorem, the semi-global stability of (η, p, ξ, R) =
(0, 0, 0, I3). Note that the orientation convergence domain is
quite large from an application point of view.
The dynamic extension (9) introduces the complementary
gain k3 with an associated stability condition (an explicit
stability condition on k3 can be deduced from the stability
proof but it is complex and probably much conservative) . To
avoid this extra condition, a simpler control expression with
similar robustness properties must be proposed. Although we
have not been able to establish a complete stability proof, we
conjecture the following result.
Conjecture 1 Suppose that the assumptions of Theorem 1
hold with the following extra assumption on the gains k1, k2:
k1 + k2∆ ≤ g√
2
(12)
Define the control law:
µ¯ , γ + k1h





with k4 > 0. Then, the closed-loop system is asymptotically
stable and locally exponentially stable and the system’s
solutions converge to the origin if |eT3 R(0)e3| < k1+k2∆g .
Moreover, under these conditions, the angle between local







We now illustrate Theorem 1 on an example which is
instrumental for the visual servoing application studied in
Section IV.
Example: Assume that M = αI3 +S(β) with α > 0 and S
the skew-symmetric matrix associated with the cross product,
i.e. S(β)x = β × x. Then, Ms = αI3 and Ma = S(β)
commute so that the stability condition (11) applies. Take
h and satδ,∆ as defined by (1). The stability conditions on
k1, k2 are then given by:
k1, k2 > 0
k2δ > k1








IV. APPLICATION TO VISUAL SERVOING
In this section, Theorem 1 is applied to a visual servoing
application for a VTOL UAV.
A. Preliminary recalls and problem statement
Consider an underactuated UAV with a video camera
facing a planar target. Suppose that a ”reference” picture of
this target taken at a reference pose is known. This reference
pose is represented on Fig. 1 by the reference frame R∗.
We assume that this pose is a possible equilibrium for the
dynamics of this underactuated vehicle, meaning that the z
axis of R∗ is vertical. Otherwise, asymptotic stablization of
this pose would not be possible. Finally, we also assume that
the optical center of the camera corresponds to the vehicle’s
center of mass and the optical axis corresponds to the x-axis
of R∗. At every time, the ”current” picture of the target,
taken at the current pose represented by the frame R, is
compared to the reference one. From this comparison, the
homography matrix is computed (see e.g. [14], [15] for more
details on homography matrices and associated computation
algorithms). This matrix, which allows to transform the
target’s points coordinates from the reference pose to the
current pose, is given by
H = RT − 1
d∗
RT pn∗T (15)
where d∗ is the distance from the UAV reference position
to the target plane and n∗ is the normal to the target plane
expressed in the reference frame. Both variables are unknown
since they cannot be extracted from the visual data. Thus,
they are not available for the control design. The objective
is to design a feedback controller that ensures semi-global
stabilization of the vehicle at the reference pose based on
these homography measurements together with velocity mea-
surements. To our knowledge, this general problem remains
open. In [9], [12], solutions to this problem have been
proposed when the normal n∗ to the planar target is known.
Note that it is then possible to extract from H the rotation
matrix and the position vector p up to the unknown scale
factor d∗. We address in this section a more complex case for
which such an extraction is not possible. More precisely, we
consider the case of a vertical target, which is of interest in
many inspection applications. This assumption is equivalent


















Fig. 1. Problem scheme
B. Error vector definition
In this section, using the assumption of verticality for the
planar target, we show that measurements pi and γ of the
form (4) can be extracted from the homography matrix H .
More precisely, let{
pi = He2 ×He3 −He1
γ = gHe3
(16)




γ = gRT e3
(17)
with M(τ) = τ1I + S(τ2e3).
C. Visual servoing
We assume that velocity measurements v are available.
In practice, they can be obtained, e.g., via a GPS2. In this






(14) we deduce that the control law (10) ensures semi-global
stabilization of the reference pose provided that:
n∗1 > 0
k1, k2 > 0
k2δ > k1











Note that the first condition, which ensures that M is positive
definite, essentialy means that the camera is ”facing” the
target at the reference pose. This is a very natural assumption
from an application point of view. When (loose) bounds are
known for d∗: dmin ≤ d∗ ≤ dmax and n∗1 ≥ n1min, and
2The case of a GPS-denied environment will be considered in a future
work.
recalling that |n∗| = 1, the last condition of equation (18)













The yaw degree of freedom is not involved in the stabi-
lization objective. On the other hand, it matters to keep the
target inside the field of view of the camera. We propose to
use the following control law:
ω3 = k5H21 (20)
Upon convergence of the position, velocity, roll and pitch
angles due to the other controls, the yaw dynamics will be
close to ψ˙ ≈ −k5sinψ, thus ensuring the convergence of ψ
to zero unless ψ is initially equal to pi (case contradictory
with the visibility assumption). Another nice feature of this
yaw control is that it vanishes when H21 = 0, i.e. when the
target is seen -from yaw prospective- as it should be at the
end of the control task. This means that the controller tries to
reduce the yaw angle only when the position/velocity errors
have been significantly reduced. This can be verified on the
simulation results presented next.
V. SIMULATION RESULTS
We now illustrate the control approach by simulation
results for the visual servoing problem of the previous
section. We consider the controller proposed in Theorem 1.
The following control parameters are used in all simulations:
• [k1, k2, k3, k4, k5] = [1, 2, 1, 1, 1]
• the saturation function satδ,∆ and the saturating func-
tion h are given by (1) with δ = 1,∆ = 1.1,
It follows from (19) that for these gain values, the con-
troller should stabilize the UAV for any distance d∗ ≥
dmin = 0.49m with n1min ≥ 0.7.
The values for the initial position, velocity, orientations
and normal n∗ are given by:
• Figure 2: n∗ = ( 0.7; −0.71; 0 )T ,
d∗ = 3m, p0 =
( −5.5m; 1.2m; 1.3m; )T ,
v0 =
( −2.3m/s; −1.6m/s; 0.4m/s )T , φ0 = −0.5˚,
θ0 = 11.4˚, ψ0 = 4.1˚
• Figure 3: n∗ = ( 0.8; 0.61; 0 )T ,
d∗ = 1m, p0 =
( −6.6m; 5.2m; 3.2m; )T ,
v0 =
( −1m/s; 0.9m/s; 0.4m/s )T , φ0 = 8.1˚,
θ0 = 18.3˚, ψ0 = −30.7˚
On these figures, it can be seen that the control law stabi-
lizes the system and recovers from large initial conditions.
VI. CONCLUSION
A nonlinear control law has been proposed to semi-
globally stabilize underactuated vehicles in the presence of
uncertain position measurements. Explicit stability condi-
tions on the control gains, in relation with the measurement
uncertainties, have been derived. The approach has been
applied to an important visual servoing application and
simulation results validate the control design and robustness







































Fig. 2. Control law from Theorem 1, test case 1












































Fig. 3. Control law from Theorem 1, test case 2
analysis. There are many possible extensions of the present
work: extension of the control design and analysis to the
more general context of sensor-based control, proof of the
stability conjecture for the simplified version of the main
controller, experimental validation of the visual servoing task
here considered, application to other sensor suites, etc.
APPENDIX: PROOF OF PROPOSITION 1
In view of (4), (5), and (7), pi and v satisfy the following
equations:{
p˙i = pi × ω +RTMRv
v˙ = v × ω − k1h(|pi|2)pi − k2satδ,∆(|v|2)v (21)
Consider the following change of variables:{
x = Rpi
y = Rv = ξ
Then, System (21) becomes:{
x˙ = My
y˙ = −k1h
(|x|2)x− k2satδ,∆ (|y|2) y (22)
We now focus on the stability analysis of this system.
We first show that, after some time, the y-correction term
desaturates, i.e.
∃T/∀t ≥ T,
{ |y| ≤ δ
satδ,∆(|y|2) = 1
Recall that the two conditions above are equivalent by defi-
nition of the sat function. Consider the function V defined
by V (y) = 12 |y|2 and its derivative along the solutions of
System (22). We have:
V˙ = −k1h(|x|2)yTx− k2|y|2satδ,∆(|y|2)
≤ k1|y| − k2|y|2satδ,∆(|y|2)
where the second inequality comes from the assumptions on
h. By the definition of a saturation function,
|y| ≥ δ =⇒ |y|satδ,∆(|y|2) ≥ δsatδ,∆(δ2) ≥ δ
Therefore
|y| ≥ δ =⇒ V˙ ≤ (k1 − k2δ)|y| ≤ (k1 − k2δ)
√
2V




=⇒ V˙ ≤ (k1 − k2δ)
√
2V
Since k1 − k2δ < 0 by assumption, we deduce that along
any solution of System (22), there exists a time T such that
V (y(t)) ≤ δ2/2 for t ≥ T . In other words, |y(t)| ≤ δ
for t ≥ T . Then, satδ,∆(|y|2) = 1 and the solution is also




Let us consider the candidate Lyapunov function V0 defined
by:
V0(κ, x, y) = k1
∫ |x|2
0




where κ is a constant positive number to be defined. We
show that, for κ small enough, V0 is indeed a Lyapunov
function. We first prove that V0 is positive definite and proper.
Integrating by part and using the fact that h′(τ) ≤ 0 ∀τ , we
get ∫ |x|2
0
h(τ) dτ = − ∫ |x|2
0
τh′(τ) dτ + |x|2h(|x|2)
≥ |x|2h(|x|2)
Thus,























Since we want this inequality to hold for some κ small
enough, this condition is equivalent to
k22λmin(Ms) > k1‖Ma‖2 sup
τ
h(τ)
With ‖Ma‖ ≤ ‖M‖, this condition holds true when the
assumptions of Proposition 1 are satisfied. Since h is strictly
positive, this ensures that V0 is a positive definite function of
x and y, and V0 is proper due to the assumption τh(τ) −→
+∞ as τ −→ +∞. Let us now prove that V0 is non-
increasing along the solutions of System (23). Differentiating








h(|x|2) + 2h′(|x|2)xxT ] y
−κk2h(|x|2)xT y
We deduce that
V˙0 ≤ −C1|y|2 + C2|y|h(|x|2)|x| − C3h2(|x|2)|x|2
with:










We now show that this expression is negative definite for κ
small enough. Considering k1, k2 chosen, let us first fix an
upper bound on κ such that C1 > 0. This is possible since,
by assumption
λ := k22λmin(Ms)− k1||Ma||||M ||C > 0
Thus, choosing
κ < κ0 ,
2λ
k2‖M‖C
-with the right-hand term being strictly positive- ensures
C1 > 0. Now, we add a constraint on the choice of κ by
enforcing C22 < 4C1C3. Again, this is always possible since
it boils down to forcing






Moreover, with κ1 < κ0, both inequalities boil down to κ <
κ1. This choice ensures that the derivative of V0 is negative
definite and ends the proof.
APPENDIX: PROOF OF THEOREM 1
The proof shows similarities to the previous one although
extra steps have to be considered. First, one easily verifies
that pi, v, γ, and η satisfy the following equations:
p˙i = pi × ω +RTMRv
v˙ = v × ω − k1h(|η|2)η − k2satδ,∆(|v|2)v + 
γ˙ = γ × ω
η˙ = η × ω − k3 (η − pi)
(25)
where  = −µ¯3e3 + µ¯.
Let us first prove that  −→ 0. Recall the following lemma
shown in [1]:
Lemma 1 Assume that
i) µ¯ = RTµ does not vanish,
ii) µ˙ does not depend on ω,
iii) µ¯(0) 6= −|µ¯(0)|e3.
Let k4 denote a strictly positive constant and{













Then µ¯ asymptotically converges to |µ¯|e3.
The assumptions being obviously verified in our case, the
lemma applies and shows that  −→ 0.
We first analyze System (25) with  = 0. Consider the
following change of variables : x = Rpiy = Rv
z = Rη
System (25) becomes: x˙ = Myy˙ = −k1h (|z|2) z − k2satδ,∆ (|y|2) y
z˙ = −k3 (z − x)
(27)
As in the proof of Proposition 1, we show that the y term
desaturates with the same function V and same argument
with z instead of x in the y˙ equation. This ensures that for
t ≥ T , satδ,∆(|y|2) = 1 and the solution is also solution








(|z|2) z − h (|x|2)x]
z˙ − x˙ = −k3 (z − x)−My
(28)
Note that System (28) is equivalent to System (23) when
z = x. Asymptotic stability of this system can be proved
using the following Lyapunov function:
V1(κ, x, y, z) = V0(κ, x, y) + (z − x)2 (29)
Due to space limitation, we only provide a sketch of the proof
(details are available upon request to the authors). One can
show that:
V˙1 ≤ −C1|y|2 − C2|z − x|2 − C3h2(|x|2)|x|2
+C4|y||z − x|+ C5|y|h(|x|2)|x|
+C6|z − x|h(|x|2)|x|
with:



















Chosing κ small enough and k3 large enough, V˙1 can be
made negative definite. Finally, when a vanishing term  is
added to System (28) in the y˙ equation, the desaturation
argument still holds since we get:
1
2
˙|y|2 ≤ (k1 − k2δ − (t))|y|
with (t) −→ 0 and k1 − k2δ < 0 Also, to the derivative of





(|x|2)xTMa + κh (|x|2)xT) (t)
This term can be bounded in norm by
c
(|y|+ h (|x|2) |x|) |(t)| with c some constant. As a
result, because of the expression of V˙1 when  = 0, one
deduces that V1 −→ 0 when t −→ +∞.
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SUMMARY
The paper concerns the control of Vertical Take Off and Landing (VTOL) Underactuated Aerial Vehicles
(UAVs) in hover flight, based on measurements provided by an on-board video camera. The objective is to
stabilize the vehicle to the equilibrium pose associated with an image of a planar target, using a minimal
sensor suite and poor knowledge of the environment. By using the homography matrix computed from
the camera measurements of the target, stabilizing feedback laws are derived based on the visual data and
gyrometer measurements only. Explicit stability conditions on the control parameters are provided, showing
that a proper tuning of the control parameters ensures a large robustness margin with only planar target and
visibility assumptions, while the target size and orientation, the UAV position, linear velocity and orientation
are unknown. Additional issues, such as the use of accelerometers in order to improve the UAV’s positioning
in the case of unmodeled dynamics (like wind), are also considered. Copyright c© 2012 John Wiley & Sons,
Ltd.
Received . . .
KEY WORDS: Visual Servoing; Underactuated Vertical Take-Off and Landing UAV; Robustness;
Control Design
1. INTRODUCTION
Unmaned Aerial Vehicles (UAVs) can be used for many surveillance and monitoring applications,
both indoor and outdoor environment. Their effectiveness relies in the first place on the use of
embarked sensors that can provide information on the vehicule’s pose (i.e. position and orientation).
In teleoperated modes, the human operator can compensate for the lack of some pose information
(like, e.g., the vehicule’s position). For fully autonomous control modes, however, information on
both position and orientation is necessary. It is well known that pose estimation is a challenging
problem for UAVs, and especially for VTOLs (Vertical Take-Off and Landing vehicles). This is
due to several reasons, among which, i) the absence of sensors that can provide a direct measure
of the 3D-orientation, ii) the difficulty to obtain precise and high-rate position measurements via
GPS sensors, iii) the impossibility to use these sensors in some environments (like, e.g., urban
canyons). Thus, while interesting results have been obtained with Inertial Measurement Unit (IMU)
∗Correspondence to: Journals Production Department, John Wiley & Sons, Ltd, The Atrium, Southern Gate, Chichester,
West Sussex, PO19 8SQ, UK.
†Please ensure that you use the most up to date class file, available from the RNC Home Page at
http://www3.interscience.wiley.com/journal/5510/home
Copyright c© 2012 John Wiley & Sons, Ltd.
Prepared using rncauth.cls [Version: 2010/03/27 v2.00]
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[18], or GPS-aided IMU (see, e.g., [21, 13] for recent results), other sensors are needed to improve
UAV’s effectiveness, especially those providing information about UAV’s local environment. One
of the most promising alternatives is vision sensors. Cameras provide a rich information about
the environment. They have been used extensively for ground robotics applications. Over the last
ten years, vision-based control solutions have been developed for aerial vehicles. Regulation of
a mechanical system based on visual features as feedback is known as Visual Servo Control [9].
There are two main approaches in visual servo control [5, 6]: Image-Based Visual Servoing (IBVS),
and Position-Based Visual Servoing (PBVS), depending upon whether the controller is designed to
directly act on the visual information (IBVS) or whether the visual information is first used in the
pose reconstruction (PBVS). The latter has been successfully implemented on a number of aerial
vehicles [25, 26, 1, 23]. It requires, however, an accurate geometric model of the visual target along
with good calibration of the camera. An IBVS scheme was first presented in [12] for underactuated
systems. The dynamics of features in image space were formulated in terms of their spherical
projections to preserve the dynamic structure of the system and used as direct inputs to the control
algorithm. The controller was designed to stabilize the dynamics of the image features. Extensions
of this work have been recently proposed and successfully implemented, especially to improve the
conditioning of the Jacobian matrix [11] or to overcome the need for a velocity sensor, using the
measurement of the optical flow [16]. These approaches do not require accurate geometric target
models or well calibrated cameras, but they lead to complex nonlinear control problems due to the
appearance of the image depth as an unknown scale factor into the system dynamics. A comparison
of different IBVS control schemes for VTOL UAVs can be found in [4]. When the target is planar,
an alternative approach is the Homography-Based Visual Servoing (HBVS), originally developed
for robot manipulators or more general fully-actuated systems [20, 3]. It consists in a combination of
partially reconstructed Euclidean information and 2D image-space information in the control design,
and has been shown to have many practical advantages. In particular, an accurate model of the target
is not needed. For underactuated vehicles, HBVS has been exploited in different scenarios. In [26] it
has been used to perform a landing manoeuver using a PBVS scheme and in [27] (and subsequently
in [24], [7]) in a 2 12D visual servoing formulation. It is important to remark that in these works on
HBVS of underactuated vehicles, measurements of both the rotation matrix and linear velocities are
assumed to be available via complementary sensors. Note that HBVS has also been used recently
for landing of fixed wing aircrafts [15, 10].
The main contribution of this paper is to show that the control of VTOL UAVs in hover flight can
be achieved based on measurements provided by a single camera and gyrometers only, and without
strong knowledge about the considered planar target. In particular, the target size and the target
normal are considered unknown. The proposed solution uses the homography matrix associated
with the camera’s observation of the target, but no other pose information is used in the control
design. There are several challenges associated with this problem. First, since we do not assume any
information on the target (like, e.g., size or inclination), the vehicle’s pose cannot be extracted from
the homography measure. In addition, unlike many works on the subject, we do not assume that
the vehicle’s orientation can be reconstructed. In fact, such a reconstruction is difficult in practice
and in particular, the use of accelerometers to recover the system’s attitude remains controversial
[22]. Then, we do not have any sensor that provides linear velocity measurements either. Finally, the
systems here considered are underactuated (i.e. the number of independent force and torque controls
is strictly smaller than the number of degrees of freedom). The approach builds on a previous result
by Benhimane and Malis [3] for the control of robotic manipulators, based on a kinematic and
holonomic model. The fact that dynamical models of underactuated vehicles are considered here
makes the problem significantly harder. Note that a preliminary version of this paper was presented
in [8]. With respect to that work, the present paper contains several extensions. First, the solution
proposed in [8] did not address the case of a vertical target. That result is here extended in order
to include this case. Then, the assumption according to which the camera’s optical axis is aligned
with the vehicle’s thrust direction is relaxed: no assumption on the camera’s orientation (except
for the natural visibility assumption of the target) is needed anymore. We also investigate the use
Copyright c© 2012 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (2012)
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of accelerometer measurements to improve the UAV’s positioning in the presence of unmodeled
dynamics (like wind). Finally, proofs of the proposed results are provided.
The paper is organized as follows. Section 2 reviews some technical background and provides
a precise description of the addressed problem. Section 3 contains the main results of the paper:
stabilizing control laws computed from homography measurements are proposed, together with
explicit stability conditions. These results are complemented in Section 4 in two ways. Firstly,
the use of accelerometers to improve the positionning in the presence of unmodeled dynamics
is addressed. Secondly, a gain-tuning strategy that allows to obtain good performance in a large
operating domain is proposed. Simulation results validating the control approach are presented in
Section 5. The paper ends with concluding remarks.
2. PRELIMINARY BACKGROUND
2.1. Problem statement
The problem addressed in this paper (see Fig. 1 and 2 below for illustration and notation)
corresponds to a typical scenario for UAVs. The vehicle is equipped with a camera. A reference
image of a planar target T is taken at some desired pose (i.e. location), represented by the reference
frame <∗. Based on this reference image and the current image, the objective is to design feedback















Figure 1. Problem scheme: stabilization w.r.t. a ground target
Except for the planarity assumption no other information on the target, like geometry or
orientation, is available. In particular, the target’s normal is unknown. The distance to the target
at the desired pose is also unknown, although a (very rough) lowerbound on this distance is needed
to guarantee stability. We shall assume, however, that the target remains in the field of view of the
camera along the trajectory. This assumption is reasonable in the present case since the addressed
stabilization problem (and stabilization result) is essentially local.
Since the systems here considered are underactuated, we have to assume that the desired pose is
an equilibrium of the vehicle. Otherwise the problem of asymptotic stabilization cannot be solved.
For example, in the case of an helicopter, neglecting the lateral force due to the anti-torque rotor,
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Figure 2. Problem scheme: stabilization w.r.t. a frontal target
stabilization of a desired pose requires that the rotor thrust direction is vertical at this pose (in
the absence of wind), so as to compensate gravity without inducing lateral motion. This fixes two
rotational degrees of freedom.
2.2. Dynamics of thrust-propelled underactuated vehicles
The proposed approach applies to the class of underactuated ”thrust-propelled” VTOL vehicles [14].
More precisely, we consider rigid bodies with one force control in a body-fixed direction and full
torque actuation. Typical examples are given by helicopters, ducted fans, quadrotors, etc. To comply
with the assumption that the reference pose is an equilibrium for the vehicle, it is assumed that the
thrust direction at the reference pose is aligned with the vertical basis vector of the reference frame
<∗. The dynamical equations are then given by
p˙ = Rv
R˙ = RS(ω)
mv˙ = −mS(ω)v − Tb3 +mγ
Jω˙ = −S(ω)Jω + Γ
(1)
with p the position vector of the vehicle’s center of mass, expressed in the reference frame, R
the rotation matrix from the current (i.e. body) frame to the reference frame, v the linear velocity
vector with respect to (w.r.t.) the reference frame expressed in the current frame, ω the angular
velocity vector expressed in the current frame, S(.) the matrix-valued function associated with the
cross product, i.e. S(x)y = x× y , ∀x, y ∈ R3, m the mass, T the thrust input, b3 = (0, 0, 1)T , J
the inertia matrix, Γ the torque vector, and γ = gRT b3 the projection of the gravity vector in the
current frame with g the gravity constant.
The first and second equations of System (1) correspond to the kinematics, while the third and
fourth account for the dynamics. The objective is to asymptotically stabilize the origin p = 0, R =
I3, v = 0, ω = 0, with I3 the 3× 3 identity matrix, from visual measurements of a reference image
I∗ (taken at <∗) and the current image I (taken at <) of the planar target T . Note in particular
that neither p nor R are directly measured. Visual measurements only provide a partial and coupled
Copyright c© 2012 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (2012)
Prepared using rncauth.cls DOI: 10.1002/rnc
VISUAL SERVOING FOR UNDERACTUATED VTOL UAVS 5
measurement of these quantities (see subsection below). The linear velocity vector v is not measured
either. On the other hand, we assume that the angular velocity ω is measured via gyrometers. We
review below some well known facts about visual sensors and homography matrices.
2.3. Visual observation of planar scenes and homography matrices
Let us first assume that the camera and UAV frame coincide (this assumption is relaxed in the next
section). The following notation applies to the planar scene T (see Fig.1 and 2)
• χ∗, χ are the coordinates of a point of interest P lying on the planar target, expressed in the
reference and current frames respectively.
• n∗ is the unit vector defining the normal to the planar object, expressed in the reference frame;
d∗ is the distance between this plane and the camera optical center. Z∗ is the third coordinate
of point P in the reference frame.
A useful tool in visual servoing is the so-called homography matrix H which embeds all
information regarding the transformation between two images of the same planar object of interest
(see, e.g., [3, 17] for more details). An important feature of this matrix is that it can be estimated








with K the camera intrinsic parameters matrix. The matrixH relates the normalized coordinates of
a point as seen from the reference and current pose. Indeed, the following relationship holds:
χ = RTχ∗ −RT p (3)
































The scalar ZZ∗ is the —unknown— ratio of the third coordinates in both frames. This relationship
suggests that H can be estimated only up to an unknown scalar factor. Several algorithms have
been proposed for the estimation of the Homography matrix (see, e.g., [3, 17]). Assuming that K is







with η some scalar factor. One can show (see, e.g., [17, Pg. 135]) that η corresponds to the mean
singular value of Hη. Furthermore, an explicit formula for the calculation of η is proposed in [19,
App. B]. Therefore, we assume from now on the knowledge of
H = RT − 1
d∗
RT pn∗T (5)
The time-derivative of H is easily deduced from (1):
H˙ = −S(ω)H − 1
d∗
vn∗T
In [3], H was used to define an error vector and an associated feedback law, based on a kinematic
control model. More precisely, the following result was shown.
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Proposition 2.1
[3, Sec. 4] Assume that the camera optical axis corresponds to the z-axis of the body frame. Let χ∗
denote the coordinates of a point P ∈ T , expressed in the reference frame <∗, and m∗ = 1Z∗χ∗ the






, ep = (I −H)m∗ , eΘ = vex(HT −H) (6)
with vex the inverse operator of any valued skew matrix: vex(S(x)) = x for any x ∈ R3. Then,
1. (p,R) 7−→ e defines a local diffeormorphism around (p,R) = (0, I3). In particular, e = 0 if
and only if (p,R) = (0, I3).
2. The kinematic control law
v = −λpep , ω = −λΘeΘ (7)
with λp, λΘ > 0 makes (p,R) = (0, I3) locally asymptotically stable. 4
Remark 2.2
1) In [3], ep and eΘ are defined with an opposite sign, i.e. ep = (H − I)m∗ , eΘ = vex(H −HT ).
The present choice is better adapted to the definition of v and ω in (1). 2) There is no constraint on
m∗ except that it must be a projective vector, i.e., m∗3 = 1. Note, however, that there is an implicit
constraint on the target’s orientation, i.e. n∗3 > 0, corresponding to the fact that the optical (semi)-
axis of the camera intersects the planar target. 4
2.4. General camera configuration
When the camera and body frames do not coincide, the expression of the homography matrix in
terms of p and R is different. Let us denote by χ∗c (resp. χc) the coordinates of P in the reference
(resp. current) camera frame. One has{




withRc and pc the rotation matrix and translation vector from body to camera frames. In accordance
with a standard convention in visual servoing, we assume througout the paper that the optical axis
of the camera corresponds to the z-axis of the camera frame. It follows from (8) that
χc = Rcχ+ pc
= Rc
[





























with n∗c = Rcn∗ the expression of the normal to the target in the reference camera frame.
Approximation of Hc around the identity matrix yields








with Θ any parametrization of the rotation matrix R such that R ≈ I3 + S(Θ) around R = I3 (e.g.,
Euler angles).
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3. MAIN RESULTS
The results proposed in this section can be viewed as an extension of Proposition 2.1 to System (1).
This extension raises several difficulties. First, the control input is no longer the 6d-vector of velocity
variables (v, ω). It is the 4d-vector composed of the force input T and torque vector Γ. Then, one
has to account for the system’s underactuation, and for the fact that the system’s dynamics is not
symmetric in all dimensions of the state space: both underactuation and gravity induce differences
between vertical versus horizontal dynamics. Such differences are not present when the control
design is based on a (holonomic) kinematic model. Finally, we do not assume that measurements of
the linear velocity vector v are available.
First, a new error vector which is instrumental in the design of stabilizing feedback laws is
defined.
Proposition 3.1












, ekp = (I −Hc)m∗c,k , ekΘ = vex(HTc −Hc)
and















Let Θ ∈ R3 denote any parametrization of the rotation matrix R such that R ≈ I3 + S(Θ) around
R = I3 (e.g., Euler angles). Then,





















S(n∗ − n∗kbk) (14)
and O2 denoting terms of order two at least.
2. If n∗k 6= 0, then (p,R) 7−→ e¯k defines a local diffeomorphism around (p,R) = (0, I3). In
particular, e¯k = 0 if and only if (p,R) = (0, I3). 4
The proof is given in Appendix.
Remark 3.2
1) Since the projective vector m∗c,k is user-defined, the choice m
∗
c,k = Rcbk can always be made.
If m∗c,k is interpreted as a pointing direction in the camera reference frame, then this direction
corresponds to the bk direction in the inertial frame: it is thus an invariant whatever the camera
orientation in body frame. 2) Note that L can be viewed as the linear approximation at the origin of
the interaction matrix associated with e¯k. 4
Assume that pc = 0. Then, Eq. (13) shows the rationale behind the definition of e¯k: at first





6 contain decoupled information on the orientation (i.e. LΘ is diagonal), corrupted by
components of the translation vector. This cascade structure is instrumental in the forthcoming
control design and analysis. Ensuring that pc = 0 is not realistic in practice, but fixing the camera
close to the center of mass is often possible. The design of exponentially stabilizing feedback laws
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for pc = 0 then ensures exponential stability provided that pc is small enough. Therefore, we assume
from now on the following.
Assumption: pc = 0.
The control approach relies on the local diffeomorphism property between e¯k and the pose vector.
As shown by Proposition 3.1, however, this property is ensured only if n∗k 6= 0. For example, when
k = 3 the property is ensured provided that the target is not vertical. Thus, the choice of the value
of k has to be made from a priori information on the target. Such information is usually clear from
the application context and the camera orientation in body frame. For example, having the camera
pointing downward (in body frame) essentially rules out the stabilization w.r.t. a vertical target,
while having the camera pointing forward rules out the case of a horizontal target. For completeness,
we address below the two main cases of interest.
3.1. The case of a ground target
The following result is obtained.
Theorem 3.3
Assume that n∗3 > 0 and (Rcn∗)3 > 0. Let e¯p ∈ R3 (resp. e¯Θ ∈ R3) the first (resp. last) three
components of e¯, i.e. e¯ = e¯3 = (e¯Tp , e¯TΘ)
T . Let e¯ = e¯3 and define the control law{
T = m (g + k1e¯p3 + k2ν3)
Γ = −JK3
(




ge¯Θ + b3 × γd
)
γd = −K5(e¯p +K6ν)
(16)
ν the variable defined by the dynamic equation
ν˙ = −K7ν − e¯p (17)
Then,
1. Given any c∗M > 0, there exist diagonal gain matrices Ki = Diag(k
j
i ) i = 3, . . . , 7; j = 1, 2, 3
and scalar gains k1, k2, such that the control law (15) makes the equilibrium (p,R, v, ω, ν) =




∈ (0, c∗M ] (18)
2. If the diagonal gain matrices Ki and scalar gains k1, k2 make the closed-loop system locally









d∗ ∈ (0, c∗M ].
4
The proof is given in the Appendix.
Let us comment on this result.
1. The assumption n∗3 > 0 means that the target is not vertical and that it is located ”below”
the UAV (see Figure 1 for illustration), with the camera thus pointing downwards. Since the
camera optical axis may differ from the z-axis of the body frame, we further impose the
visibility assumption of the target at the reference pose: (Rcn∗)3 > 0. The case of a ground
target located above the UAV, with a camera thus pointing upwards (i.e., n∗3 < 0), can be
addressed similarly, by applying the above control law with m∗c,k = m
∗
c,3 replaced by −m∗c,k
in the definition of e¯ = e¯3. This is also equivalent to multiplying the first three components of
e¯ by −1.
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2. The variable ν copes with the lack of measurements of ˙¯ep.
3. Since n∗3 ≤ 1, (18) is satisfied if d∗ ≥ 1/c∗M . Thus, Property 1) ensures that stabilizing control
gains can be found given any lower bound on the distance between the reference pose and
the observed planar target. This is a weak requirement from an application point of view,
all the more that this sufficient condition does not involve the (unknown) normal vector n∗.
As for Property 2), it implies that finding stabilizing control gains for any n
∗
3
d∗ ∈ (0, c∗M ] boils





M . This latter task can be easily achieved
with classical linear control tools. In particular, by using the Routh-Hurwitz criterion, local





M is ensured when the following inequalities are satisfied (see
the proof of Theorem 3.3 for details):
k1, k2, k
j



















4 − a10)2 < (a12 − a10a13)D12
(21)





























































3 − a22 (24)
Let us show the existence of control gains that satisfy the above conditions. First, note that
there is no condition on k35 and k36 . This is due to the fact that, by (16), these gains do not affect
ωd. Condition (19) is readily satisfied. Control gains k1, k2, k37 are only involved in (20), so
that they can be chosen so as to satisfy this inequality. Let us consider (21). First, this set of
conditions involves the control gains k23, k24, k15, k16 and k17 only. There are different ways to
find values of these gains ensuring (21). We propose next a possibility. Choose any k15 > 0
and any k16, k17 > 0 such that the first inequality in (21) is satisfied. Now set k23 = k24 = s.




as monomial of highest degree. The right-hand side is also a polynomial in s with k17s5 as
monomial of highest degree. Choosing s large enough ensures that this inequality is satisfied.
The same argument ensures that the last inequality in (21) is satisfied for s large enough.
Choosing k13, k14, k25, k26 and k27 in order to satisfy (22) follows the same procedure.
4. Let us finally remark that, given a family of control gains, Conditions (19)–(22) allow to
determine the maximum value of c∗M for which exponential stability is obtained.
3.2. The case of a frontal target
The previous result does not address the case of a vertical target (i.e. n∗3 = 0). This case is addressed
by the following result, which is potentially applicable to any non-horizontal target. The control
design uses another error function e¯. Without loss of generality we assume that n∗1 > 0 ( e.g., the
camera is pointing in a direction close to the b1 inertial axis at the reference location).
Theorem 3.4
Assume that n∗1 > 0 and (Rcn∗)3 > 0. Consider the control law (15) –(17) with e¯ = e¯1 and e¯p ∈ R3
(resp. e¯Θ ∈ R3) denoting the first (resp. last) three components of e¯, i.e. e¯ = e¯1 = (e¯Tp , e¯TΘ)T . Then,
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1. Given any c∗M > 0, δ ≥ 0, there exist diagonal gain matrices Ki = Diag(kji ) i = 3, . . . , 7; j =
1, 2, 3 and scalar gains k1, k2, such that the control law (15) makes the equilibrium








2. If the diagonal gain matrices Ki and scalar gains k1, k2 make the closed-loop system locally
exponentially stable for 1d∗ = c
∗
M and any n
∗ satisfying (25), then local exponential stability
is guaranteed for any value of 1d∗ ∈ (0, c∗M ].
4
The proof is given in the Appendix.
Let us comment on this result.
1. As in the case of Theorem 3.3, extension to the case n∗1 < 0 can be addressed by applying
the control law with m∗c,k = m
∗
c,1 replaced by −m∗c,k in the definition of e¯ = e¯1. This is also
equivalent to multiplying the first three components of e¯ by −1.
2. The main difference between Theorems 3.3 and 3.4 lies in conditions (18) and (25). Clearly,
the latter is more demanding than the former since it cannot be reduced to a condition on d∗
only. When n∗3 = 0 (purely vertical target), however, these conditions are essentially the same.
3. Stability conditions on the control gains are similar to those of Theorem 3.3. More precisely,











































































3 − a22 (27)
Existence of control gains that satisfy the above conditions for any n∗ satisfying (25) can be
proved as in the case of Theorem 3.3. Note in particular that given the upper-bound in (25)






≤ τ2 for some
constant scalars τ1, τ2. Then, k16, k17 can be chosen so that the first inequality in (21) holds.
The rest of the gain selection follows as in the case of Theorem 3.3.
4. REFINEMENTS
Theorem 3.3 provides the theoretical background to stabilize an underactuated VTOL UAV based on
videocamera and gyroscope measurements. In practice, however, other issues need to be addressed
in the perspective of experiments. One of these issues concerns unmodeled dynamics (like wind).
Also, considering stability requirement only is not realistic, since very poor performance would lead
to unacceptable behaviour, including possible escape from the stability domain. Thus, gain tuning
must be achieved in order to include performance considerations. These two issues are considered
next.
4.1. Unmodeled dynamics rejection
We consider in this section the presence of unmodeled dynamics acting on the system (like, e.g.,
wind). Different solutions can be proposed to address this issue, starting with the use of integral
correction terms (see, e.g., [14] for more details in a similar context). Due to the simple relation
between e¯p given by (12) and p, including integral correction terms in the control law of Theorem
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3.3 is relatively straightforward. Tuning of the control gains in order to obtain good performance is
more difficult, especially for the horizontal dynamics because the distance and normal to the target
are unknown. For these dynamics we propose below another approach using accelerometers. We do
not provide a complete stability analysis of the proposed solution but simulation results presented
further illustrate the approach.
Consider the following model (compare with eq. (1)):
p˙ = Rv
R˙ = RS(ω)
mv˙ = −mS(ω)v − Tb3 +mγ +RTFw
Jω˙ = −S(ω)Jω + Γ + τwb3
(28)
where Fw corresponds to unmodeled translation dynamics, and τw to unmodeled yaw dynamics.
Both quantities are assumed to be constant. For convenience, we introduce aw = Fwm . Recall that
accelerometers measure the following quantity ([22]):
yacc = R
T p¨− γ = −ub3 +RTaw (29)
When aw,1 6= 0 or aw,2 6= 0, R = I3 is no longer the equilibrium orientation matrix. We do assume,
however, that the new equilibrium orientation matrix is close to the identity matrix so that the
approximation RTaw ≈ aw is valid. We are aware that this approximation is restrictive but it is
justified in the case of ”moderate” perturbations. Strong perturbations introduce couplings in the
system dynamics which remain to be properly analyzed.
The following modification of the control law (15)–(16) is proposed:{
T = m (g + k0Ie3 + k1e¯3 + k2ν3)
Γ = −JK3
(














The idea is to counteract the vertical and yaw unmodelled dynamics by integral terms (Ie3 and Ie6),
and the horizontal unmodeled dynamics by the accelerometers measurements. Let us briefly analyze
the linearized closed-loop dynamics for the control law of Theorem 3.3. For the vertical dynamics
one obtains: 
¨¯e3 = 2c
∗ (g + aw3 − g − k0Ie3 − k1e¯3 − k2ν3)
= −2c∗ (k0Ie3 + k1e¯3 + k2ν3 − (RTaw)3)
ν˙3 = −k37ν3 − e¯3
(32)
with c∗ = n
∗
3
d∗ . This dynamics is almost the same as in the case of the original control law (see Eq.
(43) in the appendix), except for the presence of the projection (RTaw)3 and the integral correction

















Contrary to the original vertical dynamics, this polynomial can go unstable for some values of
c∗, whatever the choice of the gains. More precisely, the Routh-Hurwitz criterion ensures stability
















Now, it is always possible to define gains such that this system is stable for some values of c∗; for
instance, chose k1, k37, k2 > 0 such that k1k37 − k2 > 0 (which is the main stability condition for the
original dynamics). Then, one can find k0 > 0 such that the third condition is obtained for some c∗
Copyright c© 2012 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (2012)
Prepared using rncauth.cls DOI: 10.1002/rnc
12 H. DE PLINVAL, P. MORIN, P. MOUYON, T. HAMEL






< 0 so that, as k0 decreases towards zero, the condition will
be satisfied.
Similarly, upon convergence of e¯3 to zero, the horizontal dynamics is given by (compare with
(45)): 
¨¯e1 = c
∗ (−ge¯5 + yacc1)
¨¯e2 = c
∗ (ge¯4 + yacc2)
¨¯e4 = ω˙1 = −k13( ˙¯e4 − ωd1)
= −k13( ˙¯e4 + k
1
4
g (ge¯4 + yacc2 + k
2





¨¯e5 = ω˙2 = −k23( ˙¯e5 − ωd2)
= −k23( ˙¯e5 + k
2
4
g (ge¯5 − yacc1 − k15 e¯1 − k15k16ν1))
(34)
with yacci ≈ awi for i = 1, 2. As a result, the same characteristic polynomials as in the case without
perturbation are recovered. Under the same stability conditions on the control gains then, these
variables converge asymptotically to zero.
Finally, the yaw dynamics is given by (compare with (52)):
¨¯e6 = 2ω˙3 = −2k33(ω3 − ωd3) = −2k33(
˙¯e6
2
+ k34 e¯6 + k8Ie6) + ‖Γw‖b3 (35)
Assuming constant perturbation ‖Γw‖, the integral term ensures that the yaw error tends to zero
if k8 < k33k34 .
4.2. Gain tuning
While stability is a prerequisite for a closed-loop system, performance cannot be neglected in
practice. In particular, it matters to ensure good damping properties. This issue is very important here
since we have to cope with a large range of unknown parameters. In this section we propose gain
tuning heuristics so as to obtain good performance. These heuristics do not guarantee performance
levels, but they have proved effective to obtain good results in simulation. Futhermore, having tuned
the gains as proposed, the Barmish theorem [2] can be used to verify performance afterwards. These
heuristics are based on the cascade structure of the closed-loop linearized system which allows to
address separately the yaw, vertical, and horizontal dynamics (see the proofs of Theorems 3.3 and
3.4 for details). This is similar to the case when full measurement of position, orientation, and
velocities is available. We first propose heuristics for the ground target, and then briefly comment
on the frontal target case.
4.2.1. Yaw dynamics gain tuning: The caracteristic polynomial associated with the (linearized) yaw
dynamics is P (λ) = λ2 + k33λ+ 2k33k34 . Thus, any given set of closed-loop poles (λ1, λ2) can be
assigned by setting
k33 = − (λ1 + λ2) , k34 = −
λ1λ2
2 (λ1 + λ2)
4.2.2. Vertical dynamics gain tuning: The caracteristic polynomial associated with the vertical








d∗ . The following heuristic is proposed:
1. Define the gain k37 and a number k 6= k37 knowing that, as c∗ grows from 0 to ∞, the closed




2. The slowest poles’ real parts will start from 0 and head to k−k
3
7
2 : define the scaling factor k1






3. Use [2] to assess the performance of the obtained closed-loop system as c∗ varies in its allowed
range.
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Justification: The root locus theory shows that the poles will start from
(−k37, 0, 0) as c∗ = 0 and
head to −k and the two asymptotic directions k−k372 ± j∞ as c∗ →∞. One can also verify that,
whatever the gains such that k 6= k37 , there is no root on the imaginary axis.
Numerical example: With k1 = 5, k2 = 10, k37 = 2.4, the root locus shows that:
1. ∀c∗ > 0,< (λi) < 0
2. ∀c∗ ∈ [0.175; +∞] ,−1 ≤ < (λi) ≤ −0.4
3. ∀c∗ ∈ [0.175; 2.34] , ξ ≥ 0.2 (ξ is the damping ratio)
4.2.3. Horizontal dynamics gain tuning: The horizontal dynamics is composed of two fifth-order
linear systems (47)-(48). Since the structure of these systems is the same we only address gain












where C = c∗k23k24k15,K = k17 − k16 . The following heuristics is proposed:
1. Select k23 and k24 such that the roots of λ2 + k23λ+ k23k24 are as fast as possible;





C∗ [λ+K], and select suitable k15, k16, k17 so that for c∗ ∈ (0; c∗M ], all poles are slower than
the above defined maximum inside dynamics;
3. Use [2] to assess the performance of the obtained closed-loop system as c∗ varies in its allowed
range.
Justification: From the root locus theory there are poles at 0 (double), −k17 and at the roots of








(zero of the inside dynamics). The two poles
placed by k23 and k24 will go to infinity as c∗ grows. The poles at 0 and −k17 will behave similarly to
the vertical dynamics for small c∗, since they are close to zero and separated from the first two; for
c∗ large, two of these poles will escape to infinity with positive real part.
Numerical Example: With gains defined as k23 = 10, k24 = 12, k15 = 5, k16 = 2, k17 = 2.4 (inside
dynamics being slower than -1, which is must slower than the roots of λ2 + k23λ+ k23k24), the
caracteristic polynomial is given by: λ5 + 12.4λ4 + 144λ3 + 288λ2 + 600c∗λ+ 240c∗, which is
stable for c∗ ∈ (0; c∗M ] with c∗M ≈ 4, and such that the roots real parts < (λ) ≤ −0.2 for c∗ ∈ [c∗1; c∗2]
with c∗1 ≈ 0.2 and c∗2 ≈ 3.25.
For the simulations results reported next, the gain values were obtained through this procedure.
Remark on the frontal target case: For the control law of Theorem 3.4, almost the same heuristics
can be used since the equations are similar. Stability conditions, however, involve the unknown ratio
n∗3/n
∗
1 (see (26)). As already mentionned in Section 3.2, choosing k15 large makes the root-locus less
sensitive to this ratio. Then, k23 and k24 must also be chosen large enough so as to satisfy the stability
condition (21). For instance, satisfactory results have been obtained by changing as follows the
three gains k15, k23, k24 from their values designed for the ground target case: k15 multiplied by 5,
k23, k
2
4 multiplied by 4. For this choice, expressing
n3
n1
as the tangent of an angle α representing the
verticality of the target, one obtains the following results:
• with α = 0o, c∗M = 1.8 and the root locus is similar to the ground target case except for the
k23, k
2
4 dynamics, which is much faster;
• with α = −30o, c∗M = 1.3;
• with α = +30o, c∗M = 2.1 but the slow dynamics is quite different, so that there is, for any
value of c∗ a slow dynamics around the new zero defined by −a10.
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5. SIMULATION RESULTS
We present simulation results for the basic control law (Theorems 3.3 and 3.4) and for its modified
version proposed in Section 4.1. These results have been obtained for a dynamical model of an
helicopter defined by (1) with m = 10 and J = I3 the identity matrix. Simulations are presented
for different values of the distance to the target at the reference pose, with initial position errors
equal to: p0 = (1.5,−1, 0.5)T , and the other initial conditions (orientation error, linear and angular
velocity) null.
5.1. Control law (15)–(17) of Section 3
Case of a ground target: Simulation results with the control law of Theorem 3.3 are reported
on Fig. 3–4. The normal vector n∗ which defines the target orientation was chosen as n∗ =
(−0.28, 0.28, 0.92)T . Simulations results with d∗ = 2 and d∗ = 10 are reported. This corresponds
to a very large range of nominal distances to the target. The rotation matrix Rc which defines the
camera orientation in body frame was randomly generated, under the constraint that the associated
rotation angle is equal to 15o. To test the robustness of the approach, a position offset pc of the
camera frame w.r.t. the body frame was also introduced. The values of Rc and pc are the following:
Rc =
 0.97 0.20 0.16−0.19 0.98 −0.06
−0.17 0.03 0.99
 pc = (0.30,−0.20, 0.10)T
The control gains in (15)-(16) have been chosen as follows, according to the gain tuning heuristics
described above:
k1 = 5, k2 = 10, K3 = Diag(10, 10,
√
2
2 ), K4 = Diag(12, 12, 4)
K5 = Diag(5, 5, 0), K6 = Diag(2, 2, 0), K7 = Diag(2.05, 2.05, 2.5)
(36)
From (21)-(22), this yields the stability upper-bound c∗M < 3.99. Since n
∗
3 = 0.92, this yields
d∗M > 0.23, which is consistent with the simulation values d
∗ = 2 and d∗ = 10. Fig. 3–4 illustrate the
capacity of the controller to perform well in all this range, without any depth or target’s orientation
information.
Case of a frontal target: Simulation results with the control law of Theorem 3.4 are reported on
Fig. 5–6. The normal vector n∗ is now given by n∗ = (0.93, 0.16,−0.34)T . Results for d∗ = 2 and
d∗ = 10 are reported, with the following choice of Rc and pc:
Rc =
−0.21 0.97 −0.15−0.07 0.13 0.99
0.98 0.22 0.04
 pc = (0.50, 0.30,−0.05)T
The control gains are still given by (36). Performances are similar to those obtained for the previous
set of simulations.
5.2. Control law (30)–(31) of Section 4.1 for unmodeled dynamics rejection
In this section we compare the performances of the original control law (15)–(17) and the modified
control law (30)–(31) in the presence of wind, with the same simulation parameters as for Fig. 3–4.
For both controllers the control gains (36) have been used. For the control law (30)–(31), the integral
gain on the vertical dynamics is defined as k0 = 1. From the expression of the vertical dynamics’
characteristic polynomial, this value ensures stability as long as c∗ > 0.36, or d∗ < 2.53 in this case.
The wind effect has been modeled as a drag force (no lift). More precisely, a constant or slowly-time
varying wind velocity p˙w has been used to compute the relative wind velocity: δp˙ = p˙w − p˙, with
p˙w the wind velocity. The drag force is then given by Fw = − 12CxρΣ‖δp˙‖δp˙ where the total drag
coefficient kw = 12CxρΣ has been chosen equal to 0.1. This is a realistic value given the mass and
inertia of the system. Fig. 7 and 8 have been obtained with the control laws (15)–(17) and (30)–(31)
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respectively, with the constant wind velocity vw = [−2.50, 3.00, 1.50]m/s and the distance to the
target at the reference pose d∗ = 2 (i.e. c∗ = 0.46). The efficiency of the modified controller for
wind effect rejection is clearly illustrated.
The case of a slowly varying wind has also been considered, according to the following random
walk model: p¨w = kwξ with p˙w(0) = [−2.50, 3.00, 1.50]m/s, kw = 1 and ξ a centered white noise
with spectrum one. Again, Fig. 9 and 10 clearly show that the modified controller outperforms the
original one.
6. CONCLUSION
Feedback laws have been proposed for the vision-based stabilization of VTOL UAVs w.r.t. a planar
target. The main contribution of this work is to show that such a stabilization can be achieved with
a minimal sensor suite (a mono-camera and gyrometers), and with very poor knowledge about the
environment. In particular, precise knowledge of the target’s orientation or distance from the UAV to
the target at the reference pose are not necessary. Knowledge of the UAV’s attitude is not necessary
either. Explicit stability conditions derived in this paper can be used to guarantee stability of the
proposed controllers for a range of operational conditions. The approach, motivated by [3], relies
on the definition of a new homography-based error vector. By using this vector, the classical (local)
decoupling of vertical, roll, pitch, and yaw dynamics can be extended to the vision-based control
framework. In addition to the control design and stability analysis, several practical issues have also
been addressed like the influence of the camera’s orientation in the control law definition, unmodeled
dynamics rejection, and gain tuning. The approach has been validated in simulation. Extensions of
this work include experimental validations on mini-drones, and nonlinear control design in order to
possibly extend the stability domain and allow more aggressive manoeuvers.
APPENDIX
Proof of Proposition 3.1: Recall from (11) that



















































where the last equality comes from the fact that x× (y × z) = y(xT z)− z(xT y). We also deduce
from (38) that
RTc eΘ −RTc S(m∗c,k)ep = RTc eΘ − S(bk)RTc ep +O2(p,Θ)
= 1d∗S(n
∗ − n∗kbk)p¯+ (2I3 + S(bk)2)Θ +O2(p,Θ)
(40)
Relation (13) follows from (39) and (40).
Finally, the second property in Proposition 3.1 follows directly form the block-triangular structure
of L, and the (easily verified) fact that Lp is invertible when n∗k 6= 0 and LΘ is always invertible. /
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Proof of Theorem 3.3: By definition, R ≈ I3 + S(Θ) around R = I3. Therefore, γ = gRT b3 ≈
gb3 + gS(b3)Θ around R = I3 and it follows from (1) and (15)– (17) that the linearized controlled




ν˙ = −K7ν − e¯p
(41)
Note that in the above (and forthcoming) equations, only the first-order linear approximations of
T,Γ, and e¯p should be considered (i.e., the expressions obtained by omitting in (13) the term
O2(p,Θ). To lighten the notation these linear approximations are still denoted as T,Γ, and e¯p.




We now study the stability of the equilibrium (p,Θ, p˙, Θ˙, ν) = 0. It follows from (13) and (14)







gS(b3)Θ + (g − Tm )b3
J−1Γ
)
ν˙ = −K7ν − e¯p
(42)










 , LΘ = Diag(1, 1, 2), LΘp = 1
d∗
 0 0 n∗20 0 −n∗1
−n∗2 n∗1 0

There remains to determine conditions under which (e¯, ˙¯e, ν) = 0 is an asymptotically stable
equilibrium of this system. We proceed in three steps, in which the convergence to zero of the
vertical, horizontal, and yaw variables are successively studied.
Step 1: It follows from the above relations and (15)-(17) that{
¨¯e3 = 2c
∗(g − T/m) = −2c∗(k1e¯3 + k2ν3)
ν˙3 = −k37ν3 − e¯3 (43)
Thus the dynamics of e¯3, ˙¯e3, ν3 is independent of the other variables and the origin of the above
system is asymptotically stable provided that the characteristic polynomial of the system’s state
matrix is Hurwitz-Stable. This polynomial is given by
P (λ) = λ3 + k37λ
2 + 2c∗k1λ+ 2c∗(k1k37 − k2)
Considering that c∗ > 0, application of the Routh-Hurwitz criterion yields that P is Hurwitz-Stable
if and only if
k1, k2, k
3
7 > 0, k1k
3
7 > k2 (44)
Note that this condition is independent of c∗(> 0).
Step 2: Under the condition that e¯3, ˙¯e3, and ν3 converge asymptotically to zero, we can concentrate
on the zero-dynamics (e¯3, ˙¯e3, ν3) = 0. From (13), e¯3 = 0 implies that p3 = 0 for the linearized























¨¯e4 = ω˙1 = −k13( ˙¯e4 − ωd1)
= −k13( ˙¯e4 + k
1
4
g (ge¯4 + k
2





¨¯e5 = ω˙2 = −k23( ˙¯e5 − ωd2)
= −k23( ˙¯e5 + k
2
4
g (ge¯5 − k15 e¯1 − k15k16ν1))
(45)
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From (17), {
ν˙1 = −k17ν1 − e¯1
ν˙2 = −k27ν2 − e¯2 (46)
System (45)-(46) can be decomposed into two independent 5-th order linear systems:
¨¯e1 = −c∗ge¯5
¨¯e5 = −k23( ˙¯e5 + k
2
4
g (ge¯5 − k15 e¯1 − k15k16ν1))





¨¯e4 = −k13( ˙¯e4 + k
1
4
g (ge¯4 + k
2





ν˙2 = −k27ν2 − e¯2
(48)
Let us analyze the stability of these systems. The characteristic polynomial of System (47) is















= λ5 + a14λ
4 + a13λ
3 + a12λ





with the a1i ’s defined by (23). Similarly, the characteristic polynomial of System (48) is








with the a2i ’s defined by (24). Both polynomials are of the form








Let us determine necessary and sufficient conditions for the Hurwitz-stability of such polynomials.
It is well known (and easy to verify) that a necessary stability condition is that all coefficients are
strictly positive. Since c∗ > 0, this implies that all aji must be strictly positive. By application of the
Routh-Hurwitz criterion, we obtain the following necessary and sufficient condition for stability of
P jc∗ : 














3 − aj0(aj3Dj2 − c∗aj1(aj4 − aj0))] > 0
This set of inequalities is equivalent to:










4 − aj0) < aj2Dj2
c∗aj1(a
j
4 − aj0)2 < (aj2 − aj0aj3)Dj2
(51)
Since aj1 must be strictly positive, the last inequality in (51) is satisfied for any c
∗ ∈ (0, c∗M ] if
and only if it is satisfied for the maximum value c∗M . Let us consider the last but one inequality.
If aj4 − aj0 > 0, by a similar argument as above, this inequality is satisfied for any c∗ ∈ (0, c∗M ] if
and only if it is satisfied for c∗M . If a
j







2 > 0. To summarize, we have shown that the polynomials P
j
c∗ , j = 1, 2 are Hurwitz-
stable for any c∗ ∈ (0, c∗M ] if and only if they are Hurwitz-stable for c∗M , with the stability conditions
given by (51) for c∗ = c∗M .
Step 3: Assuming the convergence to zero of e¯1, . . . , e¯5, ˙¯e1, . . . , ˙¯e5, and ν, let us consider the
variables e¯6, ˙¯e6. It follows from (13) and (42) that on the zero-dynamics e¯1 = . . . = e¯5 = 0,
¨¯e6 = 2ω˙3 = −2k33(ω3 − ωd3) = −2k33(
˙¯e6
2
+ k34 e¯6) (52)
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The dynamics of this second-order linear system is asymptotically stable if and only if
k33, k
3
4 > 0 (53)
To summarize, we have shown that the subsystems (43), (47), (48), and (52) are asymptotically
stable for any c∗ ∈ (0, c∗M ] if and only if they are asymptotically stable for c∗ = c∗M . In view of the
cascade structure of the linearized system (42), it is easy to verify that asymptotic stability of these
subsystems is necessary and sufficient for the asymptotic stability of (42), and thus for the local
exponential stability of the original nonlinear system. This concludes the proof of Property 2) of the
Theorem.
As for Property 1), one observes that Conditions (19), (21), (22) imply the stability conditions
(44), (51) for j = 1, 2 and c∗ = c∗M , and (53). Existence of control gains satisfying (19), (21), (22)
has been shown in Section 3. /
Proof of Theorem 3.4: The expression (41) of the linearized system is still valid in this case but the
components of L are now given by (see (14) with k = 1)
Lp = c
∗




 , LΘ = Diag(2, 1, 1), LΘp = 1
d∗
 0 −n∗3 n∗2n∗3 0 0
−n∗2 0 0













g (ge¯5 − k15 e¯1 − k15k16ν1)
ν˙1 = −k17ν1 − e¯1
We deduce from these expressions, after a few calculations, that the characteristic polynomial
associated with the dynamics of e¯1 is given by (49) with the a1i ’s defined by (26). Following the
proof of Theorem 3.3, and using the fact that c∗ = n∗1/d∗ and d∗ is not involved in the definition of
the aji ’s, this polynomial is Hurwitz-stable for 1/d
∗ ∈ (0, c∗M ] if and only if it is Hurwitz-stable for
1/d∗ = c∗M , with the stability condition given by (51) for j = 2.




e¯1), and ν1 converge to zero, one has on the
zero-dynamics e¯3 = c∗p3. It follows from this relation and (15)–(17) that (compare with (43)){
¨¯e3 = c
∗(g − T/m) = −c∗(k1e¯3 + k2ν3)
ν˙3 = −k37ν3 − e¯3 (54)
The characteristic polynomial associated with this linear system is
P (λ) = λ3 + k37λ
2 + c∗k1λ+ 2c∗(k1k37 − k2)
Considering that c∗ > 0, application of the Routh-Hurwitz criterion yields that P is Hurwitz-Stable
if and only if Condition (44) is satisfied.
Step 3: Under the condition that e¯1, e¯3, e¯5, ν1, and ν3 converge to zero, one has on the zero dynamics
e¯2 = c
∗p2 and e¯4 = 2Θ1. The following dynamics for e¯2, e¯4 is obtained (compare with (48)):
¨¯e2 = c
∗ge¯4/2
¨¯e4 = −2k13( ˙¯e4 + k
1
4
g (ge¯4 + k
2





ν˙2 = −k27ν2 − e¯2
(55)
Copyright c© 2012 John Wiley & Sons, Ltd. Int. J. Robust. Nonlinear Control (2012)
Prepared using rncauth.cls DOI: 10.1002/rnc
VISUAL SERVOING FOR UNDERACTUATED VTOL UAVS 19
The characteristic polynomial associated with this system is given by (50) with the a2i ’s defined
by (27). Using the same arguments as above, we deduce that this polynomial is Hurwitz-stable for
1/d∗ ∈ (0, c∗M ] if and only if it is asymptotically stable for 1/d∗ = c∗M , with the stability condition
given by (51) for j = 1.
Step 4: Finally, on the zero-dynamics e¯1 = 0, we also have e¯6 = Θ3 so that (compare with (52)),
¨¯e6 = ω˙3 = −k33(ω3 − ωd3) = −k33( ˙¯e6 + k34 e¯6)
The dynamics of this second-order linear system is asymptotically stable if and only if k33, k34 > 0.
From this point, the proof is similar to the proof of Theorem 3.3. /
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Figure 3. Simulation result for a ground target, d∗ = 2



































































































Figure 4. Simulation result for a ground target, d∗ = 10
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Figure 5. Simulation result for a frontal target, d∗ = 2



































































































Figure 6. Simulation result for a frontal target, d∗ = 10
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Figure 7. Simulation result with constant wind, without wind rejection action, d∗ = 1































































































Figure 8. Simulation result with constant wind, with wind rejection action, d∗ = 1
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Figure 9. Simulation result with varying wind, without wind rejection action, d∗ = 1






























































































Figure 10. Simulation result with varying wind, with wind rejection action, d∗ = 1
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Trajectory Tracking for Underactuated Aerial Vehicles with Uncertain Position
Measurements and Application to Visual Servoing
H. de Plinvala, P. Morinb, P. Mouyona,
aONERA - The French Aerospace Lab, Toulouse
bISIR, UPMC, Paris
Abstract
Trajectory tracking for underactuated vehicles with uncertain measurements of the position tracking error is addressed.
Nonlinear feedback laws ensuring semi-global stability for a large class of uncertainties on these measurements are derived
based on properties of saturated controls. Practical relevance of the proposed result is illustrated by two application
examples for Vertical Take-Off and Landing aerial vehicles equipped with a mono-camera: point stabilization in front of
a planar target and navigation based on interpolation of homography measures.
Keywords: Underactuated vehicle, aerial vehicle, stability, robustness, measurement uncertainties
1. Introduction
Underactuated vehicles have long been an important
source of inspiration for nonlinear control theory. Re-
cently, emerging robotic applications (with, e.g., aerial ve-
hicles, underwater vehicles, hovercrafts) have renewed the
interest on this topic. The present study is motivated in
the first place by applications with small VTOL UAVs
(i.e. Vertical Take-Off and Landing Unmanned Aerial Ve-
hicles). Stabilization of the vehicle’s pose (i.e. position
and orientation) is clearly a critical issue in this context.
Ensuring large stability domains is especially important
for small vehicles due to their high sensitivity to wind and
several nonlinear control designs have been proposed to ad-
dress this issue (see, e.g., Hauser et al. (1992); Isidori et al.
(2003); Pflimlin et al. (2007); Hua et al. (2009)). Ensuring
good robustness properties of the closed-loop system is at
least as important in practice but studies on this issue are
not very numerous. A possible reason is the system’s un-
deractuation which leads to nonlinearities difficult to an-
alyze from a robustness point of view. Robustness to un-
modelled dynamics (e.g. wind effects) has been addressed
in a few studies Pflimlin et al. (2007); Marconi and Naldi
(2007); Hua et al. (2009). The present paper concerns ro-
bustness with respect to measurement uncertainties.
Recent results with motion capture systems (such as
Vicon) have shown that high-frequency/high-precision po-
sition and orientation measurements can yield very im-
pressive performance and reactivity for small aerial vehi-
cles Lupashin et al. (2010); Mellinger et al. (2012). For
most applications of interest, however, these systems can-
not be used and the vehicle must rely on embarked sensors
only. Precise high-frequency orientation estimations can
be obtained with small and low-cost embarked IMUs (In-
ertial Measurement Units). Obtaining good estimates of
the vehicle’s position is much more difficult. In some ap-
plications a GPS antenna is enough to collect the needed
position information. In other applications, however, this
solution is not satisfactory. Firstly, the GPS may be un-
available. Secondly, in many applications of interest (e.g.,
inspection) what is needed is a measurement of the rela-
tive position of the vehicle with respect to its environment
rather than an absolute position measurement (GPS-like).
The former type of information is best obtained from em-
barked exteroceptive sensors (cameras, lasers, etc). Unfor-
tunately, with such sensors the relation between the output
function (i.e. measurement) and the relative position er-
ror is seldom known precisely. Uncertainties encountered
in practice may come, e.g., from calibration errors, lack of
depth information with mono-camera sensors, poor esti-
mation of this information for stereo camera systems with
short baselines, uncertainties on the environment struc-
ture, etc... This leads to the control problem addressed in
this paper: Given a class of uncertainties on the position
measurements, can one design feedback control laws that
guarantee stability of the system for any position measure-
ment in this class?
To our knowledge this problem has not been addressed
in a generic way so far. There exist, however, a few results
on this issue for very specific classes of measurement uncer-
tainties. In particular, the case when uncertainties reduce
to a positive scale factor on the position vector has been
addressed in Metni et al. (2004); Le Bras et al. (2010) for
visual servoing applications with UAVs. The results pro-
posed in this paper, which address a much larger class of
uncertainties, make use of properties of saturated controls.
This kind of control laws has been revisited several times
for UAVs in order to ensure some type of robustness prop-
erty (see, e.g., Teel (1996); Lo`pez-Araujo et al. (2010) for
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robustness w.r.t. input saturation, e.g. Marconi and Naldi
(2007); Hua et al. (2009); Lo`pez-Araujo et al. (2010) for
robustness w.r.t. unmodelled dynamics). We show in this
paper its importance for ensuring robustness properties
w.r.t. measurement errors. More precisely, the main result
of the paper concerns the design of nonlinear feedback laws
that ensure semi-global stability of the pose tracking error
for a large class of uncertainties on these measurements.
We then illustrate the application of this result on visual
servoing problems with mono-camera measurements. Let
us remark that a preliminary version of this paper was
presented at an international conference, de Plinval et al.
(2012). The present paper addresses the general trajectory
tracking problem while de Plinval et al. (2012) considered
stabilization of a fixed position only. Also complete sta-
bility proofs are provided here.
The paper is organized as follows. Preliminary back-
ground and problem statement are provided in Section 2.
The main result on the control design and stability analysis
in presence of uncertain position measurements is exposed
in Section 3. Application to the visual servoing of under-
actuated UAVs is briefly considered in Section 4. Final
remarks conclude the paper.
2. Background and problem statement
2.1. Notation
The n×n identity matrix is denoted as In. The trans-
pose of a matrix M is denoted as MT . For any square
matrix M , Ms :=
M+MT
2 and Ma :=
M−MT
2 respectively
denote the symmetric and antisymmetric part of M .
Given a smooth function f defined on an open set of
R, its derivative is denoted as f ′.
Definition 1 Given δ = [δm; δM ] with 0 < δm < δM , a
function satδ : R+ −→ R+ of class C1 is called a satura-
tion function if the following properties hold:
i) (”Classical” saturation property): the function s :
R+ 3 τ 7−→ τsatδ(τ2) ∈ R+ is positive, non de-
creasing, bounded by δM on R+, and is equal to the
identity function on [0, δm];
ii) (Additional technical properties):
a) τsatδ(τ) −→∞ when τ −→∞
b) sat′δ(τ) ≤ 0 for all τ ≥ 0
c) the function τ 7−→ τsat′δ(τ) is bounded on R+
An example of a saturation function is given by
satδ(τ) =
{






τ+δM−2δm) if τ > δm
(1)
2.2. Dynamics of thrust-propelled underactuated vehicles
We consider in this paper the class of thrust-propelled
underactuated vehicles consisting of rigid bodies moving
in 3D-space under the action of one body-fixed force con-
trol and full torque actuation Hua et al. (2009). This class
contains most VTOL UAVs (quadrotors, ducted fans, he-
licopters, etc). The dynamics of these systems is described
by the following well-known equations:
p¨ = −uRe3 + ge3
R˙ = RS(ω)
Jω˙ = Jω × ω + Γ
(2)
with p the position vector of the vehicle’s center of mass,
expressed in a reference (inertial) frame, R the rotation
matrix from the body frame to the reference frame, ω the
angular velocity vector expressed in the body frame, S(.)
the matrix-valued function associated with the cross prod-
uct, i.e. S(x)y = x × y , ∀x, y ∈ R3, u the normalized
thrust input, i.e. u = Tm where m is the mass and T the
thrust input, e3 = (0, 0, 1)
T , J the inertia matrix, Γ the
torque vector, and g the gravity constant. We shall con-
sider, by a standard time separation argument commonly
used for VTOL UAVs, that the orientation control variable
is the angular velocity ω . Indeed, once a desired angular
velocity ωd has been defined, the torque control input Γ is
typically defined as a high gain controller:
Γ = −Jω × ω + kJ (ωd − ω)
with k chosen large enough. Therefore, we focus hereafter
on the following system:
p˙ = ξ
ξ˙ = −uRe3 + ge3
R˙ = RS(ω)
(3)
with u and ω as control inputs.
2.3. Problem statement
The main control objective for UAVs is the stabiliza-
tion of the vehicle’s position p to a reference value pr. As a
consequence of the system’s underactuation, stabilization
of p to pr fixes two degrees of freedom on the vehicle’s
orientation. There is still one degree of freedom left (yaw
angle). Its control is not considered in this paper since it
does not affect the position control. So the main objective
of the paper is to investigate the stabilization of p to a ref-
erence value pr from some relative position measurement
of the following form:
σ(t) = R(t)TM(t) (p(t)− pr(t)) (4)
where M(t) is a matrix. In other words σ provides in-
formation on the tracking error p − pr in the body frame
and the unknown matrix M(t) accounts for uncertainties
on these position measurements. These relative position
2
measurements are typically obtained from embarked exte-
roceptif sensors (cameras, lasers, etc). Examples will be
provided in Section 4.
Before stating the main results of this paper, we intro-
duce a few assumptions. The first one is made throughout
the paper while the next ones, which refer to particular
cases, are invoked only for some of the results presented
next.
Assumption 1 There exist constant scalars λ1, λ2, ‖M˙‖M
and VM such that, for all time t,




Assumption 2 M(t) is a constant matrix.
Assumption 3 R(t)T p˙r(t) and R(t)
T p¨r(t) are known func-
tions.
Assumption 4 Supt|p¨r(t)| < g.
3. Main results
In this section, the main result of the paper is stated.
To provide a better understanding of the proposed control
design and associated anaysis, we first address the control
of a fully actuated vehicle. This allows to understand the
role of saturation functions in obtaining robustness prop-
erties w.r.t. measurement errors. Then, extension to the
underactuated case is considered.
3.1. The fully actuated case
Consider the following fully actuated system with body
fixed thrust input:
p¨ = Ru (6)
where u ∈ R3 denotes the thrust input and R satisfies
the third kinematic relation in (3). It is assumed that the
following measurements are available:
σ , and v := RT p˙ (7)
where σ is defined by (4). These measurements are ex-
pressed in body frame and consist of: uncertain position
error with respect to a reference trajectory and linear ve-
locity in body frame. The measurement v can be obtained,
e.g., from GPS measurements and from en estimation of
R typically obtained by fusing gyrometer, accelerometer,
and magnetometer measurements obtained from an IMU.
Theorem 1 Let satδ, satδ¯ denote two saturation functions
and denote C0 = max(C, C¯) with:{
C = supτ (satδ(τ) + 2τ |sat′δ(τ)|)
C¯ = supτ
(
satδ¯(τ) + 2τ |sat′δ¯(τ)|
)
(8)
Consider control gains k1, k2 > 0 such that{
k22λ1 > k1‖Ma‖M max {C0λ2, ‖Ma‖M}
k2δ¯m > k1δM
(9)
and define the control law{
u = −k1satδ
(|σ|2)σ − k2satδ¯ (|δv|2) δv + ar(t)
δv = v − vr(t)
(10)
where vr(t) and ar(t) are specified below. Then,
i) if Assumptions 1, 2, and 3 hold and vr(t) = R
T p˙r(t),
ar(t) = R
T p¨r(t), then (p, p˙) = (pr, p˙r) is a (uni-
formly) globally asymptotically stable and locally ex-
ponentially stable equilibrium trajectory for the closed-
loop system (6)-(10).
ii) if Assumptions 1 and 3 hold and vr(t) = R
T p˙r(t),
ar(t) = R
T p¨r(t), then (p, p˙) = (pr, p˙r) is a (uni-
formly) semi-globally asymptotically stable and lo-
cally exponentially stable equilibrium trajectory for
the closed-loop system (6)-(10).
iii) if Assumption 1 holds (M(t) may vary and the dy-
namics is unknown) and vr(t) = 0, ar(t) = 0, then
(p, p˙) = (pr, p˙r) is a semi-globally practically stable
trajectory for the closed-loop system (6)-(10).
The proof is provided in the Appendix.
Let us comment the above result. The main stability con-
dition is given by (9). Roughly speaking, this condition
allows one to specify admissible control gains given upper
bounds on the norm of M and of its skew-symmetric part
Ma. The larger Ma, the higher the gain k2. When M
is constant and the reference dynamics is known, global
asymptotic stability can be obtained, while only semi-
global asymptotic stability is obtained when M varies with
time. Finally, when the dynamics of pr is unknown the
best result one can obtain is practical stability since the
control law does not incorporate any feedforward term.
The ultimate bound on the tracking error is then directly
related to the amplitude of p˙r and p¨r.
3.2. The underactuated case
We now address the case of underactuated vehicles rep-
resented by the control model (3). Let us assume that the
following measurements are available:
σ , γ := gRT e3 , v , and ω (11)
With respect to the fully actuated case, we consider two
additional meaurements; namely γ and ω. The latter is
typically obtained from the gyrometers of an IMU, while
the former is obtained by fusing accelerometer and gyrom-
eter masurements, under an assumption of small accelera-
tion (see, e.g. Mahony et al. (2012) for more details).
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The main result of the paper, which is presented now,
shows the stability of a reference trajectory which, con-
trary to the underactuated case, includes an orientation
stabilization. This is done via the coordinate γ, which in-
cludes two of the three rotation degrees of freedom. As
earlier stated, we recall that the third degree of freedom
does not affect the position control, and is thus not con-
sidered in this result. We introduce the equilibrium tra-
jectory for this coordinate, which is computed by use of
the acceleration reference ar(t) = R
T p¨r(t), namely:
γr(t) = [ar1(t), ar2(t),
√
g2 − a2r1(t)− a2r2(t)]T (12)
We can now state the main result of this paper.
Theorem 2 Let satδ, satδ¯ denote two saturation functions
and define C0 as in Theorem 1. Consider control gains
k1, k2 > 0 such that: k
2
2λ1 > k1‖Ma‖M max {C0λ2, ‖Ma‖M}
k2δ¯m > k1δM
k1δM + k2δ¯M < g − supt (|ar(t)|)
(13)
where ar(t) is specified below. Define a dynamic augmen-
tation:
η˙ = η × ω − k3(η − σ) , k3 > 0 (14)
together with the control law














where µ¯, µ, and the feedforward term RT µ˙ are given by:
µ¯ := γ + k1satδ
(|η|2) η + k2satδ¯ (|δv|2) δv − ar(t)
δv := v − vr(t)
µ := Rµ¯










and where vr(t) and ar(t) are specified below. Then,
i) if Assumptions 1, 2, 3 and 4 hold and vr(t) = R
T p˙r(t),
ar(t) = R
T p¨r(t), then there exists k3,m > 0 such
that, for any k3 > k3,m, (p, p˙, γ, η) = (pr, p˙r, γr, 0) is
a (uniformly) asymptotically stable and locally expo-
nentially stable equilibrium trajectory for the closed-
loop system (3)-(14)-(15), with convergence domain
given by {µ¯(0) 6= −|µ¯(0)|e3}.
ii) under Assumption 1, 3 and 4 only (M(t) may vary),
defining vr(t) = R
T p˙r(t), ar(t) = R
T p¨r(t), then
there exists k3,m > 0 such that, for any k3 > k3,m,
(p, p˙, γ, η) = (pr, p˙r, γr, 0) is a semiglobally asymp-
totically stable and locally exponentially stable equi-
librium trajectory for the closed-loop system (3)-(14)-
(15).
iii) if Assumption 1 holds (M(t) may vary and the dy-
namics is unknown), defining vr(t) = 0, ar(t) =
0, then there exists k3,m > 0 such that, for any
k3 > k3,m, (p, p˙, γ, η) = (pr, p˙r, γr, 0) is a practically
semiglobally asymptotically stable equilibrium trajec-
tory for the closed-loop system (3)-(14)-(15), with
convergence domain given by {µ¯(0) 6= −|µ¯(0)|e3}.
The proof is provided in the Appendix
Let us comment on the above result, in relation with
the fully-actuated case addressed in Theorem 1. The sec-
ond and third terms in the definition of µ¯ are reminiscent
of the control law (10), with pi replaced by η. In view
of (14), this latter variable can be viewed as a ”filtered
value” of pi. Note that its time-derivative is known, since
it is explicitly defined by (14), while the time derivative
of pi is not, since M is unknown. This allows to calculate
the term RT µ˙ in (15). Compared to the fully-actuated
case, the objective is to make µ¯ converge to |µ¯|e3 via the
definition of u, ω1 and ω2. This ensures that the linear
acceleration converges asymptotically to the linear accel-
eration of the fully-actuated case defined by (6)-(10). Note
that ω3, which controls the yaw dynamics, is not involved
in this objective. Thus, it can be freely chosen. In practice,
however, some choices are better than others (see Section
4 and more specifically sub-Section 4.4 for an example).
Finaly, it follows from (13) that
|k1satδ
(|η|2) η + k2satδ¯ (|v|2) v − ar(t)|
≤ k1 + k2∆ + supt (|ar(t)|) < g = |γ| (16)
This guarantees that µ¯(0) 6= −|µ¯(0)|e3 whenever:
geT3 R(0)e3 > −(k1 + k2∆)
and this ensures, from Property i) of the theorem, the
semi-global stability of (p, p˙, γ, η) = (pr, p˙r, γr, 0). Note
that the orientation convergence domain is quite large from
an application point of view.
Finally, compared to the fully-actuated case, for cases
(i) and (ii) there is an additional assumption on the maxi-
mum magnitude of the reference acceleration (Assumption
3: supt (|p¨r(t)|) < g). In these cases indeed, the reference
acceleration is added as a feedforward term in the control
and thus adds to the gravity. When the sum of these two
terms vanishes, the system’s linearization becomes non-
controllable.
3.3. Simplified control law
The dynamic extension (14) introduces the comple-
mentary gain k3 with an associated stability condition (an
explicit stability condition on k3 can be deduced from the
stability proof but it is complex and probably much con-
servative) . To avoid this extra condition, a simpler control
expression with similar robustness properties is proposed
in the following result.
4
Theorem 3 With the notation of Theorem 2, given a (time-
varying) reference position, with the following extra as-
sumption on the gains k1, k2:
k1 + k2∆ ≤ g√
2
(17)





there exists k∗4 > 0 such that all the conclusions of Theorem
2 also hold with ω1, ω2 replaced by the following expression: ω1 = −k4µ¯2ω2 = k4µ¯1
u = µ¯3
(19)
with any k4 > k
∗
4 .
The proof is provided in the Appendix.
4. Application to visual servoing
4.1. Preliminary recalls and problem statement
Consider an underactuated UAV with a video camera
facing a planar target. Suppose that a ”reference” pic-
ture of this target taken at a reference pose is known.
This reference pose is represented on Fig. 1 by the ref-
erence frame R∗. We assume that this pose is a possible
equilibrium for the dynamics of this underactuated vehi-
cle, meaning that the z axis of R∗ is vertical. Otherwise,
asymptotic stablization of this pose would not be possi-
ble. Finally, we also assume that the optical center of the
camera corresponds to the vehicle’s center of mass and
the optical axis corresponds to the x-axis of R∗. At ev-
ery time, the ”current” picture of the target, taken at the
current pose represented by the frame R, is compared to
the reference one. From this comparison, the homography
matrix is computed (see e.g. Ma et al. (2003); Benhimane
and Malis (2007) for more details on homography matri-
ces and associated computation algorithms). This matrix,
which allows to transform the target’s points coordinates
from the reference pose to the current pose, is given by
H = RT − 1
d∗
RT pn∗T (20)
where d∗ is the distance from the UAV reference position
to the target plane and n∗ is the normal to the target
plane expressed in the reference frame. Both variables are
unknown since they cannot be extracted from the visual
data. Thus, they are not available for the control design.
We consider the case of a vertical target, which is of in-
terest in many inspection applications. This assumption


















Figure 1: Problem scheme
4.2. Error vector definition
In this section, using the assumption of verticality for
the planar target, we show that measurements σ and γ of
the form of Eq. (4) can be extracted from the homography
matrix H. More precisely, let{
σ = He2 ×He3 −He1
γ = gHe3
(21)




γ = gRT e3
(22)
with M(τ) = τ1I + S(τ2e3).
4.3. Vision based stabilization
Let us first consider stabilizing the UAV at the refer-
ence pose. We assume that velocity measurements v are






provided the gain condition (13) is satisfied.
We deduce that the control law (14)-(15) ensures semi-
global stabilization of the reference pose provided that:
n∗1 > 0
k1, k2 > 0
k2δ¯m > k1δM











Note that the first condition, which ensures that M is pos-
itive definite, essentialy means that the camera is ”facing”
the target at the reference pose. This is a very natural as-
sumption from an application point of view. When (loose)
bounds are known for d∗: dm ≤ d∗ ≤ dM and n∗1 ≥ n1m,
and recalling that |n∗| = 1, the last condition of equation














The yaw degree of freedom is not involved in the stabi-
lization objective. On the other hand, it matters to keep
the target inside the field of view of the camera. We pro-
pose to use the following control law:
ω3 = k5H21 (25)
Upon convergence of the position, velocity, roll and pitch
angles due to the other controls, the yaw dynamics will be
close to ψ˙ ≈ −k5sinψ, thus ensuring the convergence of
ψ to zero unless ψ is initially equal to σ (case contradic-
tory with the visibility assumption). Another nice feature
of this yaw control is that it vanishes when H21 = 0, i.e.
when the target is seen -from yaw prospective- as it should
be at the end of the control task. This means that the con-
troller tries to reduce the yaw angle only when the posi-
tion/velocity errors have been significantly reduced. This
can be verified on the simulation results presented next.
4.5. Visual servoing homography interpolation
Consider the case where two reference images are pro-
vided for the same scene, which are compared with the
current image of the scene. This gives rise to two ho-
mography matrices, from which are computed two relative
position measurements (as defined by Eq. (11)), σ1, σ2.
Now, the transformations from current to the two ref-
erence frames are given by:{
χ∗1 = R1χ+ p1
χ∗2 = R2χ+ p2
(26)




1 + δp (27)
where δR and δp are constant. As a result, the relation-
ships between the two sets of transformation components
are given by: {
R2 = δRR1
p2 = δRp1 + δp
(28)
Now, let us consider σ the weighted average of σ1 and σ2,
with a time varying weight λ(t). Consider the generic case
where all parameters change from the two reference im-
ages: n∗, d∗, R. Then, we deduce from the above relations
that
σ = (1− λ(t))σ1 + λ(t)σ2
= RT1 M¯(t) (p1 − pr(t))






















It follows that σ is of the form of Eq. (4), so that Theorem
2 can be used to ensure stability properties w.r.t. this
non-stationnary reference trajectory.
5. Simulation results
In this section we provide simulation results of the
above presented control designs for visual servoing. First
we present simulations for the stabilization case, Section
4.3 (Figures 2 and 3). Second, we present simulations for
the trajectory tracking case introduced in Section 4.5 (Fig-
ures 4, 5, 6, and 7).
The controller gains parameters used for the simula-
tions are as follows:
• [k1, k2, k3, k4, k5] = [1, 2, 1, 1, 1]
• saturation functions satδ and satδ¯ are defined accord-
ing to Equation (1) with δ = [.9; 1], δ¯ = [1; 1.1],
We first consider the stabilization case, with the fol-
lowing initial conditions and parameters:
n∗ =
(
0.7; −0.71; 0 )T , d∗ = 3m
p0 =
( −5.5m; 1.2m; 1.3m; )T
v0 =
( −2.3m/s; −1.6m/s; 0.4m/s )T
φ0 = −0.5˚, θ0 = 11.4˚, ψ0 = 4.1˚
(30)
On Figure 2, the comtrol law defined in Theorem 2
is used. On Figure 3, the simplified controller defined in
Theorem 3 is used. It can be seen that both controller do
stabilize the system.







































Figure 2: Result obtained with the control law defined in Theorem
2.
Next we present results obtained with the brutal switch-
ing versus interpolation methods. First a brutal switching
between two reference images is performed, and the re-
sults are presented on Figure 4 (state evolution) and 5
(controls evolution). The switching is performed at time
t = 15s. Next, the result obtained with the homography
interpolation: Figure 6 for the state evolution, and Figure
7 for the controls evolution. As can be seen, both meth-
ods do stabilize the UAV. However, the brutal switching
results in a more brutal behavior. Especially, the controls
do have in this case a much greater magnitude, which can
cause problems when actuators saturations are taken into
account. This result shows the interest of the proposed
method.
6








































Figure 3: Result obtained with the control law defined in Theorem
3.









































Figure 4: Result obtained with a brutal switching between two ref-
erence images.

















































Figure 5: Evolution of the controls u, ω obtained with a brutal
switching between two reference images. Up: the beginning of the
response. Down: zoom on the end of the response.
6. Conclusion
This paper investigates the control of a class of un-
deractuated vehicles based on uncertain position measure-
ments, together with linear and angular velocity and grav-
ity measurements. A generic result has been proposed,
with a control design able to perform stabilization or tra-









































Figure 6: Result obtained with the homography interpolation pro-
posed in Section 4.5.













































Figure 7: Evolution of the controls u, ω obtained with the homogra-
phy interpolation proposed in Section 4.5. Up: the beginning of the
response. Down: zoom on the end of the response.
jectory following in a unified framework, depending on the
position measurements provided. A simplified version of
the design has been presented. These results have been
applied to the VTOL UAV visual servoing case. Finally,
simulation results have been presented, which show the
efficiency of the control design.
Annex: Proofs
Theorem 1 case (i)
Theorem 1 being instrumental in the proof of Theorem
2, we shall first prove it. Let us first consider the case (i).
In this case, σ and δv satisfy the following equations:{
σ˙ = σ × ω +RTMRδv
v˙ = v × ω − k1satδ(|σ|2)σ − k2satδ¯(|δv|)δv (31)
Consider the following change of variables:{
x = Rσ
y = Rδv
Then, System (31) becomes:{
x˙ = My
y˙ = −k1satδ(|x|2)x− k2satδ¯(|y|2)y (32)
7
We now focus on the stability analysis of this system. We
first show that, after some time, the y-correction term de-
saturates, i.e.
∃T/∀t ≥ T,
{ |y| ≤ δ¯m
satδ¯(|y|2) = 1
Recall that the two conditions above are equivalent by def-
inition of the sat function. Consider the function V defined
by V (y) = 12 |y|2 and its derivative along the solutions of
System (32). We have:
V˙ = −k1satδ(|x|2)yTx− k2|y|2satδ¯(|y|2)
≤ k1|y|δM − k2|y|2satδ¯(|y|2)
where the second inequality comes from the assumptions
on satδ. By the definition of a saturation function,
|y| ≥ δ¯m =⇒ |y|satδ¯(|y|2) ≥ δ¯msatδ¯(δ¯m) ≥ δ¯m
Therefore
|y| ≥ δ¯m =⇒ V˙ ≤ (k1δM − k2δ¯m)|y| ≤ (k1δM − k2δ¯m)
√
2V






=⇒ V˙ ≤ (k1δM − k2δ¯m)
√
2V
Since k1δM − k2δ¯m < 0 by assumption, we deduce that
along any solution of System (32), there exists a time T
such that V (y(t)) ≤ (δ¯m)2 /2 for t ≥ T . In other words,
|y(t)| ≤ δ¯m for t ≥ T . Then, satδ¯(|y|2) = 1 and the




Let us consider the candidate Lyapunov function V0 de-
fined by:
V0(κ, x, y) = k1
∫ |x|2
0





where κ is a constant positive number to be defined. We
show that, for κ small enough, V0 is indeed a Lyapunov
function. More precisely, for k1, k2 chosen according to the
assumptions of the theorem, let:
κ¯ := k22λ1 − k1‖Ma‖M‖M‖MC > 0
κ1 , 2
√
k1λ1 − 2k1k2 ‖Ma‖M > 0







κ < Min {κ1, κ2, κ3}
Note that κ3 < κ2. Note also that κ¯, κ1, κ2, κ3 are strictly
positive from the theorem assumptions. Then κ can be
chosen below this value. As we shall see, with such a
choice, V0 is a Lyapunov function. We first prove that V0
is positive definite and proper. Integrating by part and
using the fact that sat′δ(τ) ≤ 0 ∀τ , we get∫ |x|2
0




















satδ(τ) = 1. Then we deduce that V0 is posi-






which is equivalent to κ < κ1. Since satδ(τ) is strictly
positive, this ensures that V0 is a positive definite func-
tion of x and y, and V0 is proper due to the assumption
τsatδ(τ) −→ +∞ as τ −→ +∞. Let us now prove that
V0 is non-increasing along the solutions of System (33).
Differentiating V0 along these solutions yields
V˙0 = −2k2yTMsy − 2k1k2 yTMafδ(x)My−κk1sat2δ(|x|2)|x|2 + κyTMfδ(x)y
−κk2satδ(|x|2)xT y
fδ(x) := satδ(|x|2) + 2sat′δ(|x|2)xxT
We deduce that
V˙0 ≤ −C1,1|y|2 + C1,2|y|satδ(|x|2)|x|
−C1,3sat2δ(|x|2)|x|2
with:
C , supτ (satδ(τ) + 2τ |sat′δ(τ)|)









We now show that this expression is negative definite with
the choice of κ made above. Indeed, C1,1 > 0 because
κ < κ2. C1,3 > 0 obviously. Finally, C
2
1,2 < 4C1,1C1,3 is
equivalent to κ < κ3. As a result, the derivative of V0 is
negative definite which ends the proof.
Theorem 1 case (ii)
Let us now address case (ii). The system equations are
now given by:{
x˙ = M(t)y + M˙(t)δp
y˙ = −k1satδ(|x|2)x− k2satδ¯(|y|2)y
(35)
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with δp = p − pr(t). The same argument as before shows
that the y term desaturates, the system becoming:{
x˙ = M(t)y + M˙(t)δp
y˙ = −k1satδ(|x|2)x− k2y (36)
V0 is still defined according to Eq. (34), but with an uncer-
tain matrix M(t) which is now time-varying. Still, for all
t, V0 is positive definite and qualifies as a tentative Lya-
punov function. In its derivation, M˙ terms appear; more






T M˙T fδ(x)May + κδp
T M˙T fδ(x)y
+yT M˙y + 2k1k2 satδ(|x|2)xT M˙ay
(37)



















































In order to prove the semi-global asymptotic stability, for
a given set of possible initial conditions, we shall show that
there exists gains such that the system converges. Let C0
be such a compact set of possible values for (x, y) at time
0. Next we define three bounds associated with V0 and C0:
• V0,M = sup(x,y)∈C0V0(x, y) the maximum possible
value for V0 with the assumed compact set for initial
conditions. We shall prove that V0 will never exceed
this value;
• xM = sup(x,y)/V0(x,y)≤V0,M |x| the maximum value
that |x| can take knowing that, as we will show be-
low, V0 will never exceed the previously defined max-
imum;




such that, for any x,
|x| ≤ xM =⇒ satδ(|x|2) ≥ sm.
We now show that these bounds do exist and are strictly
positive. V0,M exists because C0 is compact by assumption,
and V0 is continuous. It is strictly positive because C0 is
nonempty, and V0 is positive definite. xM exists because
V0 is radially unbounded. It is strictly positive because the
set where the upper bound is defined, (x, y) / V0(x, y) ≤ V0,M ,
at least contains C0, which is nonempty. Finally, sm ex-
ists since satδ(τ
2) = 1 for 0 ≤ τ ≤ δm and the function
τ 7−→ τsatδ(τ2) is non decreasing on R+. As a result,
τ ≥ δm =⇒ τsatδ(τ2) ≥ δm. Thus τ ≥ δm =⇒
satδ(τ
2) ≥ δmτ . Finally, |x| ≤ xM =⇒ satδ(|x|2) ≥ sm




. As long as |x| ≤ xM , we have
the following inequality:
V˙0 ≤ −C2,1|y|2 + C2,2satδ(|x|2)|x||y|
−C2,3sat2δ(|x|2)|x|2
C = supτ (satδ(τ) + 2τ |sat′δ(τ)|)



















C2,3 , κk1 − 2k1smλ1 ‖M˙‖M
(40)
We now want to show that, given the initial conditions
and bound ‖M˙‖M , it is possible to find gains such that





In order to prove this, we will first gather all necessary
conditions for the gains. There are three such conditions:
• Condition 1: V0 > 0
• Condition 2: V˙0 < 0
• Condition 3: the y term desaturates











Condition 2 is true when Eq. (41) holds. For Condition 3,
one also needs:
k1δM < k2δ¯m (43)
To show that there are gains verifying all these conditions,
we consider defining k1 = αk
2
2 with α constant and k2
going to infinity. Then, we first fix α. Second, we show
that for k2 large enough, it is possible to find κ satisfying
Eq. (42) (Condition 1) and Eq. (41) (Condition 2). Fi-
nally, we fix δm,M , δ¯m,M to satisfy Eq. (43) (Condition 3).
Indeed, with k1 = αk
2
2, the gain condition in the theorem
is satisfied if ‖Ma‖M = 0, and otherwise reads:
α <
λ1
‖Ma‖MMax {Cλ2, ‖Ma‖M} (44)






which is below the previous value. Thus, fixing α according
to Eq. (44) is enough for both. Now, the conditions for V0
to be a Lyapunov function are the following:





• C2,1 > 0 iff κ < 2k2(λ1−α‖MA‖M‖M‖MC)−‖M˙‖M‖M‖MC ;
• C2,3 > 0 iff κ > 2‖M˙‖Msmλ1 ;
• C22,2 < 4C2,1C2,3;
Consider k2 = k
1











With such a value for k2, the three conditions on κ can
be satisfied, since there are two upper bounds, and one
lower bound which is lower than the previous ones, all of
them being strictly positive. Thus, fixing k2 larger than
k12, it is possible to find a compatible κ. Now, fix such a κ
and we shall show that k2 possibly even larger renders it
possible to satisfy C22,2 < 4C2,1C2,3. Indeed, when k2 goes
to infinity, C22,2 increases as k
2
2 while 4C2,1C2,3 increases
as k32, which shows that the inequality will hold for k2
large enough. Note that k2 larger does not contradicts
the earlier choice for κ with the upper bound mentioned
above. Let us chose such k2, and the associated k1 = αk
2
2.
Finally, fix δm,M , δ¯m,M to satisfy Eq. (43), together with:{
δm ≤ δM
δ¯m ≤ δ¯M
which is obviously possible. Now, the theorem is proven by
absurd according to the following observation: if there is
no convergence, then V0 does not decrease at some point.This
means, from the previous development, that |x| > xM at
some point. Defining T0 the first time where this inequality
holds, we see that, at T0, V0 > V0,M (if not, |x| ≤ xM by
definition). Thus, at some point in time before T0, V˙0 > 0.
But this would mean, in turn, that |x| > xM at this point
in time, which contradicts T0 being minimal. As a result,
V0 always decreases, |x| ≤ xM always holds, and there is
convergence, wich ends the proof.
Theorem 1 case (iii)
Finally, let us address case (iii). In this case, the dy-
namics of the reference point cannot be accounted for as
in the previous cases. The closed-loop equation in (x, y)
coordinates is now given by:{
x˙ = M(t)y −M(t)p˙r + M˙(t)δp
y˙ = −k1satδ(|x|2)x− k2satδ¯(|y|2)y
(47)
The y term once more desaturates, giving:{
x˙ = M(t)y −M(t)p˙r + M˙(t)δp
y˙ = −k1satδ(|x|2)x− k2y (48)
Thus, new terms appear in the derivative of V0, according
to: V˙0 ≤ V˙0
∣∣∣
dyna known
− p˙TrMT g(x, y)





As a result of the study for case (ii), we get:
V˙0 ≤ −C2,1|y|2 + C2,2satδ(|x|2)|x||y|
−C2,3sat2δ(|x|2)|x|2 − p˙TrMT g(x, y)











2k1k2 ‖Ma‖M + κ
]
|y|
C = supτ (satδ(τ) + 2τ |sat′δ(τ)|)
(51)
In order to prove practical semi-global stability consider
 > 0 and let us prove that, for a given compact set C0 of
possible initial conditions, there are gains such that x, y
enter the sphere of radius  around zero. Let V 0 be such
that, when V0 ≤ V 0 , satδ(|x|2)|x| ≤  and |y| ≤ . Let
′ be the minimum value taken by the maximum between
satδ(|x|2)|x| and |y| when V0 > V 0 . Consider the case
when satδ(|x|2)|x| > ′ (with no condition on the size of
|y|). Then we have:
V˙0 ≤ −C3,1|y|2 + C3,2satδ(|x|2)|x||y|
−C3,3sat2δ(|x|2)|x|2
C = supτ (satδ(τ) + 2τ |sat′δ(τ)|)















2k1k2 ‖Ma‖M + κ
)







Now, we state that, under a similar approach than the one
developped for case (ii) above, it is possible to find gains
making this expression negative definite. Indeed, this is





As for case (ii), three conditions need be satisfied:
• Condition 1: V0 > 0
• Condition 2: V˙0 < 0
• Condition 3: the y term desaturates
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and Condition 3 to:
k1δM < k2δ¯m (55)
Again, we seek k1 = αk
2
2, and first define the same con-
dition as for case (ii) on α so that the gain condition in
the theorem be satisfied. This, in turn, ensures Condition
1 can be satisfied, as long as the same condition on κ, k2
holds. The conditions involving both κ and k2 now read:





• C3,1 > 0 iff κ < 2k2(λ1−α‖MA‖M‖M‖MC)−‖M˙‖M‖M‖MC ;







• C23,2 < 4C3,1C3,3;















, it is possible to find κ sat-
isfying these inequalities. Next, α and κ being thus fixed,
C23,2 increases as k
2
2 while 4C3,1C3,3 increase as k
3
2 so that
there is k2 such that the inequality holds. Finally, the
inequality Eq. (55) is obtained by choice of δm,M , δ¯m,M .
Thus, under these assumptions, we can find gains such
that we get:
V˙0 ≤ −νV0
for some ν > 0. Similar inequality holding for the case
where y is large, as long as either satδ(|x|2)|x| > ′ or
|y| > ′, the previous inequality holds.
Then, we have the following: as long as either
satδ(|x|2)|x| > ′ or |y| > ′, V˙0 ≤ −νV0. Thus, this
inequality holds as long as V0 > V

0 since, when this last
inequality holds, one of the other does as well. As a result,
V0 decreases until V0 ≤ V 0 . But this, in turn, implies that
satδ(|x|2)|x| ≤  and |y| ≤ .
Theorem 2 case (i)
The proof shows similarities to the previous one al-
though extra steps have to be considered. First, one easily
verifies that σ, v, γ, and η satisfy the following equations:
σ˙ = σ × ω +RTMRδv
v˙ = v × ω − k1satδ(|η|2)η − k2satδ¯(|δv|2)δv + µ˜
γ˙ = γ × ω
η˙ = η × ω − k3 (η − σ)
(57)
where µ˜ = −µ¯3e3 + µ¯.
Let us first prove that µ˜ −→ 0. Recall the following
lemma shown in Hua et al. (2009):
Lemma 1 Assume that
i) µ¯ = RTµ does not vanish,
ii) µ˙ does not depend on ω,
iii) µ¯(0) 6= −|µ¯(0)|e3.
Let k4 denote a strictly positive constant and{













Then µ¯ asymptotically converges to |µ¯|e3.
The assumptions being obviously verified in our case, the
lemma applies and shows that µ˜ −→ 0. We now first
analyze System (57) with µ˜ = 0. Consider the following
change of variables : x = Rσy = Rδv
z = Rη
System (57) becomes: x˙ = Myy˙ = −k1satδ (|z|2) z − k2satδ¯ (|y|2) y
z˙ = −k3 (z − x)
(59)
As in the proof of Theorem 1 case (i), we show that the
y term desaturates with the same function V and same
argument with z instead of x in the y˙ equation. This
ensures that for t ≥ T , satδ¯(|y|2) = 1 and the solution
is also solution to the system without y saturation, which







(|z|2) z − satδ (|x|2)x]
z˙ − x˙ = −k3 (z − x)−My
(60)
Note that System (60) is equivalent to System (33) when
z = x. Asymptotic stability of this system can be proved
using the following Lyapunov function:
V1(κ, x, y, z) = V0(κ, x, y) + (z − x)2 (61)
Due to space limitation, we only provide a sketch of the
proof (details are available upon request to the authors).
One can show that:
V˙1 ≤ −C4,1|y|2 − C4,2|z − x|2 − C4,3sat2δ(|x|2)|x|2
+C4,4|y||z − x|+ C4,5|y|satδ|x|2)|x|
+C4,6|z − x|satδ(|x|2)|x|
with:
C , supτ (satδ(τ) + 2τ |sat′δ(τ)|)




















κ¯ := k22λ1 − k1‖Ma‖M‖M‖MC > 0
κ1 , 2
√
k1λ1 − 2k1k2 ‖Ma‖M > 0
κ2 , 2κ¯k2‖M‖C > 0
κ < Min {κ1, κ2}
This condition ensures V0 > 0 and C4,1 > 0. Obviously,
C4,2 > 0 and C4,3 > 0. It remains to show thatκ can be










Now, the only term depending on k3 is C4,2. It is multi-
plied by a term in κ2 to the right, and by κ to the left.
As a result, with κ small enough and k2 large enough, the
above inequality can be satisfied. Finally, when a vanish-
ing term µ˜ is added to System (60) in the y˙ equation, the
desaturation argument still holds since we get:
1
2
˙|y|2 ≤ (k1δM − k2δ¯m − µ˜(t))|y|
with µ˜(t) −→ 0 and k1δM − k2δ¯m < 0.Also, to the deriva-





















As a result, for each value of the decreasing function of
time µ˜(t), the quadratic terms (quadratic in terms of
satδ
(|x|2) , y) in V˙1 dominate these linear term as long
as satδ
(|x|2) |x| >> |µ˜(t)| or |y| >> |µ˜(t)|, having V1
decrease. Thus, as |µ˜(t)| decreases, the system is sta-
ble. Note that one has to define the saturation levels
δm,M , δ¯m,M such that: k1δM + k2δ¯M < g−AM to avoid a
singularity. This is possible since, by assumption AM < g.
Theorem 2 case (ii)
Now, the system can be written as follows:
σ˙ = σ × ω +RTMRδv +RT M˙(t)δp
v˙ = v × ω − k1satδ(|η|2)η − k2satδ¯(|δv|2)δv + µ˜
γ˙ = γ × ω
η˙ = η × ω − k3 (η − σ)
(64)
with δp = p − pr(t) and µ˜ = −µ¯3e3 + µ¯. Again, Lemma
1 in Hua et al. (2009) permits to conclude that µ¯ asymp-
totically converges to |µ¯|e3 and µ˜ −→ 0. We first analyze
System (64) with µ˜ = 0. Consider the following change of
variables :  x = Rσy = Rδv
z = Rη
System (64) becomes: x˙ = My + M˙(t)δpy˙ = −k1satδ (|z|2) z − k2satδ¯ (|y|2) y
z˙ = −k3 (z − x)
(65)
As before, we show that the y term desaturates with the
same function V and same argument with z instead of x in
the y˙ equation. This ensures that for t ≥ T , satδ¯(|y|2) = 1
and the solution is also solution to the system without y
saturation, which may be written as follows:






(|z|2) z − satδ (|x|2)x]
z˙ − x˙ = −k3 (z − x)−My − M˙(t)δp
(66)
Note that System (66) is equivalent to System (36) when
z = x. Asymptotic stability of this system can be proved
using the following Lyapunov function:
V1(κ, x, y, z) = V0(κ, x, y) + (z − x)2 (67)
Due to space limitation, we only provide a sketch of the
proof (details are available upon request to the authors).
One can show that, under similar assumptions as to prove
Theorem 1 case(ii), with the same definition for sm:
V˙1 ≤ −C5,1|y|2 − C5,2|z − x|2 − C5,3sat2δ(|x|2)|x|2
+C5,4|y||z − x|+ C5,5|y|satδ|x|2)|x|
+C5,6|z − x|satδ(|x|2)|x|
with:
C , supτ (satδ(τ) + 2τ |sat′δ(τ)|)









C5,3 , κk1 − 2k1smλ1 ‖M˙‖M




















We will now follow the earlier presented path to show that
there exists a set of gains such that this is a negative def-
inite function. As before, we gather all conditions needed
for the gains. In this case, four conditions need be satisfied
for gains to exist:
• Condition 1: V0 > 0
• Condition 2: V˙0 < 0
• Condition 3: the y term desaturates
• Condition 4: k1δM + k2δ¯M < g − AM (to avoid sin-
gularity)
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As before, we fix k1 = αk
2
2, and (if ‖Ma‖M 6= 0):
α <
λ1
‖Ma‖MMax {Cλ2, ‖Ma‖M} (68)
Next we notice that:





• C5,1 > 0 iff κ < 2k2(λ1−α‖MA‖M‖M‖MC)−‖M˙‖M‖M‖MC ;
• C5,3 > 0 iff κ > 2‖M˙‖Msmλ1 ;
Consider k2 = k
1











Then, for such a value for k2, κ can be chosen to satisfy the
previous equations, while chosing k2 even larger will still









Now, with k1 = αk
2














Thus, only C5,2 depends on k3. On the left side, it is mul-
tiplied by C5,1C5,3, that is k
3
2 term; on the right, by C
2
5,2,
that is k22. Now, let k2 be large enough that 4C5,1C5,3 >
C25,5. Then, for k3 large enough, the inequality holds. Fi-
nally, in order to satisfy Conditions 3 and 4, we define the
four values δm,M , δ¯m,M in the following order and with the
following conditions:








3. Step 3: fix k1k2 δM < δ¯m < δ¯M ;
4. Step 4: fix δm < δM
Indeed, Step 1 and 2 ensure Condition 4, while forcing
k2δ¯M > k1δM which is necessary for Condition 3; Step 3
ensures Condition 3; and Step 3 and 4 ensure the proper
definition of δ, δ¯ through δm < δM and δ¯m < δ¯M . Finally,
when a vanishing term µ˜(t) is added to System (66) in the




˙|y|2 ≤ (k1δM − k2δ¯m − µ˜(t))|y|
with µ˜(t) −→ 0 and k1δM −k2δ¯m < 0. Also, to the deriva-
tive of V1 is added the same term as for case (i) above.
For the same reason, the conclusion still holds with the
perturbation term µ˜(t).
Theorem 2 case (iii)
In this case, the closed-loop system is described by:
σ˙ = σ × ω +RTMRδv −RTM(t)p˙r +RT M˙(t)δp
v˙ = v × ω − k1satδ(|η|2)η − k2satδ¯(|δv|2)δv + µ˜
γ˙ = γ × ω
η˙ = η × ω − k3 (η − σ)
(70)
with δp = p − pr(t) and µ˜ = −µ¯3e3 + µ¯. Once more,
Lemma 1 in Hua et al. (2009) permits to conclude that µ¯
asymptotically converges to |µ¯|e3 and µ˜ −→ 0. We first
analyze System (70) with µ˜ = 0. Consider the following
change of variables : x = Rσy = Rδv
z = Rη
System (70) becomes: x˙ = My −M(t)p˙r + M˙(t)δpy˙ = −k1satδ (|z|2) z − k2satδ¯ (|y|2) y
z˙ = −k3 (z − x)
(71)
As before, we show that the y term desaturates with the
same function V and same argument with z instead of x in
the y˙ equation. This ensures that for t ≥ T , satδ¯(|y|2) = 1
and the solution is also solution to the system without y
saturation, which may be written as follows:






(|z|2) z − satδ (|x|2)x]
z˙ − x˙ = −k3 (z − x)−My +M(t)p˙r − M˙(t)δp
(72)
Note that System (72) is equivalent to System (48) when
z = x. Asymptotic stability of this system can be proved
using the following Lyapunov function:
V1(κ, x, y, z) = V0(κ, x, y) + (z − x)2 (73)
Due to space limitation, we only provide a sketch of the
proof (details are available upon request to the authors).
One can show that, under similar assumptions as to prove
Theorem 1 case(iii), with the same definition for sm:
V˙1 ≤ −C6,1|y|2 − C6,2|z − x|2 − C6,3sat2δ(|x|2)|x|2




C , supτ (satδ(τ) + 2τ |sat′δ(τ)|)















C6,4 , 2Ck1‖Ms‖+ 2‖M‖






















We will now follow the earlier presented path to show that
there exists a set of gains such that this is a negative def-
inite function. As before, we gather all conditions needed
for the gains. In this case, four conditions need be satisfied
for gains to exist:
• Condition 1: V0 > 0
• Condition 2: V˙0 < 0
• Condition 3: the y term desaturates
• Condition 4: k1δM +k2δ¯M < g (to avoid singularity)
Again, we seek k1 = αk
2
2, and first define the same con-
dition as for case (ii) on α so that the gain condition in
the theorem be satisfied. This, in turn, ensures Condition
1 can be satisfied, as long as the same condition on κ, k2
holds. The conditions involving both κ and k2 now read:





• C6,1 > 0 iff κ < 2k2(λ1−α‖MA‖M‖M‖MC)−‖M˙‖M‖M‖MC ;
• C6,2 > 0 is readily satisfied;






















, it is possible to find κ, while
increasing k2 will still be compatible. Next, for Condition 2










Now, with k1 = αk
2














Thus, only C6,2 depends on k3. On the left side, it is mul-
tiplied by C6,1C6,3, that is k
3
2 term; on the right, by C
2
6,5,
that is k22. Now, let k2 be large enough that 4C6,1C6,3 >
C26,5. Then, for k3 large enough, the inequality holds. Fi-
nally, in order to satisfy Conditions 3 and 4, we define the
four values δm,M , δ¯m,M in the following order and with the
following conditions:








3. Step 3: fix k1k2 δM < δ¯m < δ¯M ;
4. Step 4: fix δm < δM
Indeed, Step 1 and 2 ensure Condition 4, while forcing
k2δ¯M > k1δM which is necessary for Condition 3; Step 3
ensures Condition 3; and Step 3 and 4 ensure the proper
definition of δ, δ¯ through δm < δM and δ¯m < δ¯M .
Finally, when a vanishing term µ˜(t) is added to System
(72) in the y˙ equation, the desaturation argument still
holds since we get:
1
2
˙|y|2 ≤ (k1δM − k2δ¯m − µ˜(t))|y|
with µ˜(t) −→ 0 and k1δM −k2δ¯m < 0. Also, to the deriva-
tive of V1 is added the same term as for case (i) above.
For the same reason, the conclusion still holds with the
perturbation term µ˜(t).
Theorem 3
The proof is an application of Theorem 2.1 p 9 in Koko-
tovic (1987) that is, a particular case of application of
the singular perturbation theory, with gain k4 considered
large. The system is written as a two time-scale system.
Let x = Rσ, y = Rv and ζ = µ¯12 (where µ¯12 = [µ¯1, µ¯2]
T
)
and  = 1k4 . The obtained closed-loop system is as follows:
x˙ = My
y˙ = −k1satδ





ζ˙ = −µ¯3ζ + µ¯⊥12ω3 + k1sδ(σ)v
+k2s¯δ¯(v) (γ − ue3)
sδ(σ) , satδ(|σ|2)I + sat′δ(|σ|2)σσT
s¯δ¯(v) , satδ¯(|v|2)I + sat′δ¯(|v|2)vvT
(76)
With X = [x; y]T , this system is writen in compact form
as: {
X˙ = f(X, ζ, )
















g(X, ζ, ) = −µ¯3ζ + ζ⊥ω3 + k′(X, ζ)










Now, this system is in the proper form to apply The-
orem 2.1 p 9 in Kokotovic (1987), which is known as Ty-
chonov theorem. Indeed, the two required assumptions
recalled in that paper are verified:
• Assumption 1: the equilibrium ζ¯(to) of:
dζˆ(τ)
dτ
= g(X0, ζˆ(τ), 0) (79)
is asymptotically stable uniformly in x0, t0, and ζˆ(τ)
starts from ζ0 which belongs to the domain of at-
traction of the equilibrium ζ¯(t0). Indeed, in our case,
this equation can be written as dζˆ(τ)dτ = −µ3ζ with
µ3 lower bounded by a strictly positive quantity be-
cause of the assumptions on the saturation functions
and reference acceleration p¨r; as a result, this sys-
tem is obviously asymptotically stable uniformly in
X0, t0, and ζ
0 belongs to the domain of attraction of
the equilibrium ζ¯(t0) since this domain is the whole
space.
• Assumption 2: the eigenvalues of ∂g∂ζ evaluated along
X(t), ζ¯(t) for all t ∈ [to, T ] have real parts smaller
than a fixed negative number. Indeed, in our case,
∂g




Y ≤ (−µ3 + k2C2) |Y |2 (80)
with C2 already defined as:
C2 = supτ
(
satδ¯(τ) + 2τ |sat′δ¯(τ)|
)
(81)
As a result, with µ3 ≥M , as long as  ≤ M2k2C2 (note
that k2 > 0 and C2 > 0), the eigen values are lower
than −M2 , which proves the assumption.
As a result, the theorem can be applied. We first need
to define the reduced model, and to do so the roots:
0 = g(X¯, ζ¯, 0) (82)
namely:
ζ¯ = φ(X¯, t) (83)
In our case, it is simply ζ¯ = 0,∀X. Next we define the
reduced model through:
˙¯X = f(X¯, φ(X¯, t), 0) (84)
Now, the theorem states that, for any given T > 0,
X = X¯(t) +O() (85)
and
ζ = ζ¯(t) + ζˆ(τ)− ζ¯(t0) +O() (86)
hold for all t ∈ [to, T ], while
ζ = ζ¯(t) +O() (87)
holds for all t ∈ [tl, T ], where the ”thickness of the bound-
ary layer” tl−t0 can be made arbitrarily small by choosing
small enough .
Now, to conclude the proof, one can notice that both
approximations X¯ and ζ¯ do not depend on , since they
are solutions of very simple differential equations which do
not depend on , namely ˙¯X = f(X¯, 0, 0) (which is exactly
the system obtained for the underactuated case) and ζ˙ =
−µ3ζ. Both solutions go to zero. As a result, for any
small m > 0, there exist T1, T2 such that t > T1 =⇒
|X¯(t)| ≤ m2 and t > T2 =⇒ |ζ¯(t)| ≤ m2 . Next, there
exist T3, T4 such that t > T3 =⇒ |X¯(t) − X(t)| ≤ m2
t > T4 =⇒ |ζ¯(t) − ζ(t)| ≤ m2 . Thus, for t > maxi(Ti),|X(t)| ≤ m and |ζ(t)| ≤ m, which proves the result.
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A.7 Démonstrations supplémentaires
A.7.1 Démonstration du Lemme 1
On démontre ici le Lemme 1, c’est-à-dire la loi paramétrique pour l’adapta-
tion. La théorie des perturbations singulières s’applique, et le système obtenu
en boucle fermée, avec les changements de variable habituels, devient :{
x˙ = My
y˙ = −k1M (nˆ)−1 satδ(x)− k2y (A.2)






M (nˆ) y˙ = −k1satδ(x)− k2M (nˆ) y (A.3)
Ou : 
x˙ = M˜y˜





y˜ , M (nˆ) y
(A.4)
Qui est de la forme du système obtenu avec la loi simplifiée. Il est stable pour
les mêmes raisons dès lors que M˜ > 0. Or, avec M = n1I + S(n2e3), cette
condition revient à : nˆTn∗ > 0 et nˆ1 > 0. Or l’optimisation est faite sous




, qui implique immédiatement nˆ1 > 0 et indirectement








, il vient : nˆTn∗ > 0, les
deux vecteurs étant normés. Enfin, toute singularité dans l’inversion de M (nˆ)
est évitée par la contrainte nˆ1 > 0, qui assure M (nˆ) > 0 (voir Section A.4).
A.7.2 Démonstration de la Proposition 8
On démontre ici la Proposition 8, c’est-à-dire la loi simplifiée avec mesure
de flot optique. La démonstration suit celle de la loi simplifiée. La théorie des
perturbations singulières permet de montrer que le système a la même stabilité
que le système suivant :
σ˙ = σ × ω +RTMRν
v˙ = v × ω − k1satδ(σ)− k2satδ¯(ν)
γ˙ = γ × ω
(A.5)
dans lequel la matrice M contient une multiplication par d∗ (constant) par
rapport aux autres définitions. En posant alors :{
x = Rσ
y = Rν
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le système s’écrit : {
x˙ = My
y˙ = −k1
d∗ satδ (z)− k2d∗ satδ¯ (y)
(A.6)
qui est exactement le même système que dans la démonstration de la loi uti-
lisant la vitesse, à ceci près que la matrice M contient une multiplication par
d∗ et que les gains sont au contraire divisés par d∗. Les conditions sur les gains
sont donc modifiées de cette constante, mais tout le reste demeure.
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