and its left action is given by ϕ Xϕ (a)ξ = ϕ(a)ξ. We denote X id A by A, and call it the identity correspondence over A.
Introduction
In [Ka2] , we introduce a method to construct C * -algebras from C * -correspondences. This construction is similar to the one of Cuntz-Pimsner algebras [Pi] , and in fact these two constructions coincide when the left action of a given C * -correspondence is injective. However, when the left action of a C * -correspondence is not injective, our construction differs from the one in [Pi] . Our construction of C * -algebras from C * -correspondences whose left actions are not injective is motivated by the constructions of graph algebras of graphs with sinks in [FLR] , C * -algebras from topological graphs in [Ka1] , and crossed products by Hilbert C * -bimodules in [AEE] . In fact, our construction generalizes all of these constructions. Another nice point of our construction will be explained in our next paper [Ka3] .
In this paper, we prove several theorems on our C * -algebras, which generalize or improve known results on Cuntz-Pimsner algebras or other classes of C * -algebras. After preliminaries of C * -correspondences and their representations in Sections 1 and 2, we give definitions of our C * -algebras T X and O X for a C * -correspondence X in Section 3. Sections 4 and 5 are preparatory sections for our main theorems. In Section 4, we review constructions of Fock spaces and Fock representations. Most of the results in this section have been already known. In Section 5, we analyze so-called cores. Main theorems can be found in Sections 6, 7 and 8. In Section 6, we prove the gauge-invariant uniqueness theorems of our C * -algebras, which will play an important role in the analysis of their ideals in [Ka3] . In Section 7, we give necessary and sufficient conditions for our C * -algebras to be nuclear or exact. In Section 8, we give a 6-term exact sequence of K-groups which seems to be helpful to compute K-groups of our C * -algebras. We also give a sufficient condition for our C * -algebras to satisfy the Universal Coefficient Theorem of [RS] .
The author would like to thank Narutaka Ozawa who kindly gave Example 7.7 and the proof of Proposition A.13. He is also grateful to N. Christopher Phillips for many comments, and to Yasuyuki Kawahigashi for constant encouragement. This paper was written while the author was staying at University of Oregon. He would like to thank people there for their warm hospitality.
We denote by N = {0, 1, 2, . . .} the set of natural numbers, and by C the set of complex numbers. We denote by T the group consisting of complex numbers whose absolute values are 1. We use a convention that γ(A, B) = {γ(a, b) ∈ D | a ∈ A, b ∈ B} for a map γ : A × B → D such as inner products, multiplications or representations. We denote by span{· · · } the closure of linear spans of {· · · }. An ideal of a C * -algebra means a closed two-sided ideal.
C * -correspondences
We use [L2] for the general reference of Hilbert C * -modules and C * -correspondences.
Definition 1.1. Let A be a C * -algebra. A (right) Hilbert A-module X is a Banach space with a right action of the C * -algebra A and an A-valued inner product ·, · X satisfying (i) ξ, ηa X = ξ, η X a, (ii) ξ, η X = ( η, ξ X ) * , (iii) ξ, ξ X ≥ 0 and ξ X = ξ, ξ X 1/2 , for ξ, η ∈ X and a ∈ A.
Recall that a Hilbert A-module X is said to be full if span X, X X = A. We do not assume that Hilbert C * -modules X are full.
Definition 1.2. For a Hilbert A-module X, Y , we denote by L(X, Y ) the space of all adjointable operators from X to Y . For ξ ∈ X and η ∈ Y , the operator θ η,ξ ∈ L(X, Y ) is defined by θ η,ξ (ζ) = η ξ, ζ X ∈ Y for ζ ∈ X. We define K(X, Y ) ⊂ L(X, Y ) by K(X, Y ) = span{θ η,ξ ∈ L(X, Y ) | ξ ∈ X, η ∈ Y }. For a Hilbert A-module X, we set L(X) = L(X, X), which is a C * -algebra, and K(X) = K(X, X), which is an ideal of L(X).
For a C * -algebra A, A itself is a Hilbert A-module where the inner product is defined by ξ, η A = ξ * η, and the right action is multiplication. We denote this Hilbert A-module by A. Note that K(A) is isomorphic to A via K(A) ∋ θ ξ,η → ξη * ∈ A. Definition 1.3. For a C * -algebra A, we say that X is a C * -correspondence over A when X is a Hilbert A-module and a * -homomorphism ϕ X : A → L(X) is given.
We refer to ϕ X as the left action of a C * -correspondence X. A C * -correspondence X over A is said to be non-degenerate if span(ϕ X (A)X) = X. We do not assume that C * -correspondences are non-degenerate. C * -correspondences can be considered as generalizations of automorphisms or endomorphisms. In fact, we can associate a C * -correspondence X ϕ with each endomorphism ϕ as follows.
Definition 1.7. Let n be a positive integer, and take S ∈ L(X ⊗n ). For each m ∈ N, we define S ⊗ id m ∈ L(X ⊗(n+m) ) by (S ⊗ id m )(ξ ⊗ η) = S(ξ) ⊗ η for ξ ∈ X ⊗n and η ∈ X ⊗m .
We note that S ⊗ id 0 = S. The * -homomorphism L(X ⊗n ) ∋ S → S ⊗ id m ∈ L(X ⊗(n+m) ) is injective when ϕ X is injective, but this is not the case in general. When X is non-degenerate, we can define S ⊗ id n ∈ L(X ⊗n ) for S ∈ L(X ⊗0 ) and n ≥ 1 because X ⊗0 ⊗ X ⊗n ∼ = X ⊗n . In this case, we have a ⊗ id n = ϕ n (a) for a ∈ A ∼ = K(X ⊗0 ). By abuse of notation, for a ∈ A ∼ = K(X ⊗0 ) we use the notation a ⊗ id n for denoting ϕ n (a) ∈ L(X ⊗n ) even though X is degenerate. Note that we cannot define S ⊗ id n ∈ L(X ⊗n ) for S ∈ L(X ⊗0 ) in general. In other words, the * -homomorphism ϕ n : A → L(X ⊗n ) need not extend to a * -homomorphism M(A) → L(X ⊗n ) unless X is non-degenerate.
Definition 1.8. Let us take ξ ∈ X ⊗n with n ∈ N. For each m ∈ N, we define an operator τ n m (ξ) ∈ L(X ⊗m , X ⊗(n+m) ) by τ n m (ξ) : X ⊗m ∋ η → ξ ⊗ η ∈ X ⊗(n+m) . Note that for a ∈ A = X ⊗0 , we have τ 0 m (a) = ϕ m (a) ∈ L(X ⊗m ) for each m ∈ N. Note also that τ n 0 : X ⊗n → L(X ⊗0 , X ⊗n ) is an isometry onto K(X ⊗0 , X ⊗n ) for each n ∈ N. The adjoint τ n m (ξ) * ∈ L(X ⊗(n+m) , X ⊗m ) of τ n m (ξ) satisfies that τ n m (ξ) * (ζ⊗η) = ϕ m ( ξ, ζ X ⊗n )η for ζ ∈ X ⊗n , η ∈ X ⊗m . It is not difficult to see the following two lemmas.
Lemma 1.9. For n 1 , n 2 , m ∈ N and ξ 1 ∈ X ⊗n 1 , ξ 2 ∈ X ⊗n 2 , we have
in L(X ⊗m , X ⊗(n 1 +n 2 +m) ).
Lemma 1.10. For n, m ∈ N, ξ, η ∈ X ⊗n and a ∈ A, we have the following;
is a pair consisting of a * -homomorphism π : A → B and a linear map t : X → B satisfying (i) t(ξ) * t(η) = π ξ, η X for ξ, η ∈ X, (ii) π(a)t(ξ) = t ϕ X (a)ξ for a ∈ A, ξ ∈ X. We denote by C * (π, t) the C * -algebra generated by the images of π and t in B.
A representation of a C * -correspondence was called an isometric covariant representation in [MS] . Note that for a representation (π, t) of X, we have t(ξ)π(a) = t(ξa) automatically because the condition (i) above, combining with the fact that π is a * -homomorphism, implies
By the above computation, we see that t is isometric for an injective representation (π, t).
Definition 2.3. For a representation (π, t) of a C * -correspondence X on B, we define a * -homomorphism ψ t :
For the well-definedness of a * -homomorphism ψ t , see, for example, [KPW, Lemma 2.2] . The following lemma is easily verified.
Lemma 2.4. For a representation (π, t) of a C * -correspondence X over A, we have π(a)ψ t (k) = ψ t (ϕ X (a)k) and ψ t (k)t(ξ) = t(kξ) for a ∈ A, ξ ∈ X and k ∈ K(X).
By this lemma, we see that ψ t is injective for an injective representation (π, t).
Definition 2.5. Let (π, t) be a representation of X. We set t 0 = π and t 1 = t. For n = 2, 3, . . ., we define a linear map t n : X ⊗n → C * (π, t) by t n (ξ ⊗ η) = t(ξ)t n−1 (η) for ξ ∈ X and η ∈ X ⊗(n−1) .
It is routine to see that t n is well-defined and that (π, t n ) is a representation of the C * -correspondence X ⊗n . Hence we can define ψ t n : K(X ⊗n ) → C * (π, t) by ψ t n (θ ξ,η ) = t n (ξ)t n (η) * for ξ, η ∈ X ⊗n . Note that t n and ψ t n are isometric if (π, t) is an injective representation.
Lemma 2.6. Let (π, t) be a representation of X. Take ξ ∈ X ⊗n and η ∈ X ⊗m for n, m ∈ N with n ≥ m.
Proof. When m = 0, this follows from the fact that (π, t n ) is a representation of the C * -correspondence X ⊗n . Let m be a positive integer. We may assume ξ = η ′ ⊗ ζ ′ for η ′ ∈ X ⊗m and ζ ′ ∈ X ⊗(n−m) because the linear span of such elements is dense in X ⊗n . We have
. On the other hand, we get
Proposition 2.7. For a representation (π, t) of X, we have C * (π, t) = span{t n (ξ)t m (η) * | ξ ∈ X ⊗n , η ∈ X ⊗m , n, m ∈ N}.
Proof. Clearly, the right hand side is a closed * -invariant linear space which contains the images of π and t, and is contained in C * (π, t). Hence all we have to do is to check that this set is closed under the multiplication, and this follows from Lemma 2.6.
3. C * -algebras associated with C * -correspondences
In this section, we give definitions of the C * -algebras T X and O X for a C * -correspondence X.
Definition 3.1. Let X be a C * -correspondence over a C * -algebra A. We denote by (π X ,t X ) the universal representation of X, and set T X = C * (π X ,t X ).
The universal representation (π X ,t X ) can be obtained by taking a direct sum of sufficiently many representations. By the universality, for every representation (π, t) of X we have a surjection ρ : T X → C * (π, t) with π = ρ •π X and t = ρ •t X . This surjection will be called a natural surjection. The C * -algebra T X is too big to reflect the informations of X, and so we will take a certain quotient of T X to obtain a nice C * -algebra O X .
Definition 3.2. For an ideal I of a C * -algebra A, we define I ⊥ ⊂ A by
Note that I ⊥ is the largest ideal of A satisfying I ∩ I ⊥ = 0.
Definition 3.3. For a C * -correspondence X over A , we define an ideal J X of A by
Note that J X = ϕ −1 X K(X) when ϕ X is injective. The ideal J X is the maximal ideal to which the restriction of ϕ X is an injection into K(X). The ideal J X has the following property.
Proposition 3.4. Let X be a C * -correspondence over a C * -algebra A, and (π, t) be an injective representation of X. If a ∈ A satisfies π(a) ∈ ψ t (K(X)), then we have a ∈ J X and π(a) = ψ t (ϕ X (a)).
Proof. Take a ∈ A with π(a) ∈ ψ t (K(X)). Let k ∈ K(X) be an element with π(a) = ψ t (k). For each ξ ∈ X, we have
Since t is injective, we have ϕ X (a)ξ = kξ for every ξ ∈ X. This implies that ϕ X (a) = k ∈ K(X). Thus we get π(a) = ψ t (ϕ X (a)). Take b ∈ ker ϕ X and we will show that ab = 0. We get
Since π is injective, we obtain ab = 0 as desired. Thus a ∈ J X .
The above proposition motivates the following definition.
Definition 3.5. A representation (π, t) is said to be covariant if we have π(a) = ψ t (ϕ X (a)) for all a ∈ J X .
Definition 3.6. For a C * -correspondence X over a C * -algebra A, the C * -algebra O X is defined by O X = C * (π X , t X ) where (π X , t X ) is the universal covariant representation of X.
By the universality, for each covariant representation (π, t) of a C * -correspondence X, there exists a natural surjection ρ : O X → C * (π, t) satisfying π = ρ • π X and t = ρ • t X .
The construction of C * -algebras O X from C * -correspondences X generalizes both the one in [Pi] for C * -correspondences with injective left actions and the one in [AEE] for C * -correspondences coming from Hilbert C * -bimodules. This is also a generalization of the construction of graph algebras [KPRR, KPR, FLR] and more generally C * -algebras arising from topological graphs [Ka1] . For the detail, see [Ka2] .
The Fock representation
In this section, we construct a representation of a given C * -correspondence, which is called the Fock representation. The Fock representation is injective, and from this we get an injective covariant representation. Most of the results in this section can be found in [Pi] or [MS] . We will need them in Sections 7 and 8. For the convenience of the readers, we give complete proofs.
Definition 4.1. The Hilbert A-module F (X), obtained as the direct sum of the Hilbert A-modules X ⊗0 , X ⊗1 , . . ., is called the Fock space of X.
We consider X ⊗n as a submodule of F (X) for each n ∈ N. For n, m ∈ N, we consider the space L(X ⊗n , X ⊗m ) of adjointable operators from X ⊗n to X ⊗m as a subspace of L(F (X)).
Definition 4.2. We define a * -homomorphism ϕ ∞ : A → L(F (X)) and a linear map τ ∞ : X → L(F (X)) by
for a ∈ A and ξ ∈ X, where we always use the strong topology for the infinite sum of elements in L(F (X)).
Proof. By taking n = 1 in Lemma 1.10 (ii) and (iv), we see that
This representation (ϕ ∞ , τ ∞ ) is called the Fock representation. From the Fock representation (ϕ ∞ , τ ∞ ), we can define a linear map τ n ∞ : X ⊗n → L(F (X)) for each n ∈ N as in Definition 2.5. It is easy to see that τ n ∞ (ξ) = ∞ m=0 τ n m (ξ) for ξ ∈ X ⊗n and n ∈ N.
Proposition 4.4. For a ∈ J X , we have ϕ ∞ (a) − ψ τ∞ (ϕ X (a)) = ϕ 0 (a) ∈ L(X ⊗0 ) ⊂ L(F (X)).
Proof. For ξ, η ∈ X, we have ψ τ∞ (θ ξ,η ) = ∞ m=1 θ ξ,η ⊗ id m−1 by Lemma 1.10 (i). Hence we have ψ τ∞ (k) = ∞ m=1 k ⊗ id m−1 for all k ∈ K(X). Therefore we obtain
Corollary 4.5. If a ∈ A satisfies ϕ ∞ (a) ∈ ψ τ∞ (K(X)), then a = 0.
Proof. For a ∈ A with ϕ ∞ (a) ∈ ψ τ∞ (K(X)), we have a ∈ J X and ϕ ∞ (a) = ψ τ∞ (ϕ X (a)) by Proposition 3.4. By Proposition 4.4, we get ϕ 0 (a) = ϕ ∞ (a) − ψ τ∞ (ϕ X (a)) = 0. Thus we obtain a = 0 because ϕ 0 is injective.
The set F (X)J X is a Hilbert J X -module ([Ka3, Corollary 1.4]), and we have
which is an ideal of L(F (X)). We see that k ∈ K(F (X)) is in K(F (X)J X ) if and only if ξ, kη ∈ J X for all ξ, η ∈ F (X) (see [FMR, Lemma 2.6] or [Ka3, Lemma 1.6]).
Proposition 4.6. We have K(F (X)J X ) ⊂ C * (ϕ ∞ , τ ∞ ).
Proof. For ξ ∈ X ⊗n , η ∈ X ⊗m and a ∈ J X , we have
Let σ : L(F (X)) → L(F (X))/K(F (X)J X ) be the quotient map, and set ϕ = σ • ϕ ∞ and τ = σ • τ ∞ . By Proposition 4.4, (ϕ, τ ) is a covariant representation of X on L(F (X))/K(F (X)J X ). We will see that this representation (ϕ, τ ) is injective.
Lemma 4.7. For n ≥ 1, the restriction of the * -homomorphism L(X ⊗n ) ∋ S → S ⊗ id 1 ∈ L(X ⊗(n+1) ) to K(X ⊗n J X ) is injective.
Proof. Take k ∈ K(X ⊗n J X ) with k ⊗ id 1 = 0. Then for all ξ, ξ ′ ∈ X ⊗n and all η, η ′ ∈ X, we have
Proof. For each n ∈ N, let P n ∈ L(F (X)) be the projection onto the direct summand X ⊗n ⊂ F (X). Since ϕ n (a) = P n ϕ ∞ (a)P n , it suffices to show that lim n→∞ P n kP n = 0 for each k ∈ K(F (X)). We may assume k = θ ξ,η for ξ, η ∈ F (X) because the linear span of such elements is dense in K(F (X)). By the same reason, we may assume ξ ∈ X ⊗k and η ∈ X ⊗l for some k, l ∈ N. Now it is clear that we have lim n→∞ P n kP n = 0. This completes the proof.
Proposition 4.9. The covariant representation (ϕ, τ ) is injective.
Proof. Take a ∈ A with ϕ(a) = 0. Then we have ϕ ∞ (a) ∈ K(F (X)J X ). For each n ∈ N, we have
where P n ∈ L(F (X)) is the projection onto the direct summand X ⊗n ⊂ F (X). By taking n = 0, we get a ∈ J X . Since ϕ 1 = ϕ X is injective on J X , we have a = ϕ 1 (a) . By Lemma 4.7, we have ϕ n (a) = ϕ n (a) ⊗ id 1 = ϕ n+1 (a) for all positive integer n. Therefore we get ϕ n (a) = a for all n ∈ N. Thus we have a = 0 by Lemma 4.8. This proves that the covariant representation (ϕ, τ ) is injective.
As consequences of Corollary 4.5 and Proposition 4.9, we have the followings.
Proposition 4.10. The universal representation (π X ,t X ) of X on T X satisfies that {a ∈ A |π X (a) ∈ ψt X (K(X))} = 0.
Proposition 4.11. The universal covariant representation (π X , t X ) of X on O X is injective.
We will see in Section 6 that the Fock representation (ϕ ∞ , τ ∞ ) is the universal representation, and (ϕ, τ ) is the universal covariant representation.
Note that the C * -algebra C * (ϕ ∞ , τ ∞ ) is the augmented Cuntz-Toeplitz algebra defined in [Pi] , and the C * -algebra C * (ϕ, τ ) is the relative Cuntz-Pimsner algebra O(J X , X) defined in [MS, Definition 2.18 ].
Analysis of the cores
In this section, we investigate the so-called cores of C * -algebras C * (π, t) for representations (π, t) of a C * -correspondence X. Fix a C * -correspondence X over a C * -algebra A, and a representation (π, t) of X.
Definition 5.1. For each n ∈ N, we set B n = ψ t n K(X ⊗n ) ⊂ C * (π, t).
Note that B 0 = π(A) and that B n ∼ = K(X ⊗n ) when (π, t) is injective. We can easily see the next lemma.
We have B [n,n] = B n for each n ∈ N. By the next lemma, we see that B [m,n] 's are C * -subalgebras of C * (π, t).
Lemma 5.4. For m, n ∈ N with m ≤ n, k ∈ K(X ⊗m ) and k ′ ∈ K(X ⊗n ), we have
Proof. It suffices to show that ψ t m (k)t n (ξ) = t n ((k ⊗ id n−m )ξ) for k ∈ K(X ⊗m ) and ξ ∈ X ⊗n . When m = 0, this equation follows from the fact that (π, t n ) is a representation of the C * -correspondence X ⊗n . Suppose m ≥ 1. We may assume k = θ ζ,η for ζ, η ∈ X ⊗m . We have
by Lemma 2.6 and Lemma 1.10 (i). We are done.
By the above lemma, B [k,n] is an ideal of B [m,n] for m, k, n ∈ N with m ≤ k ≤ n. In particular, B n is an ideal of B [0,n] for each n ∈ N. n] . Note that the C * -algebra B [m,∞] is an inductive limit of the increasing sequence of
is called the core of the C * -algebra C * (π, t). The core B [0,∞] naturally arises when the C * -algebra C * (π, t) has an action of T called a gauge action.
Definition 5.6. A representation (π, t) of X is said to admit a gauge action if for each z ∈ T, there exists a * -homomorphism β z : C * (π, t) → C * (π, t) such that β z (π(a)) = π(a) and β z (t(ξ)) = zt(ξ) for all a ∈ A and ξ ∈ X.
If it exists, such a * -homomorphism β z is unique and β : T → Aut(C * (π, t)) is a strongly continuous homomorphism. By the universality, both the universal representation (π X ,t X ) on T X and the universal covariant representation (π X , t X ) on O X admit gauge actions. We denote these actions byγ : T T X and γ : T O X . It is clear that for a representation (π, t) admitting a gauge action β we have
is the natural surjection. It is also clear that for a covariant representation (π, t) admitting a gauge action β we have
Proposition 5.7. When a representation (π, t) admits a gauge action β, the core
where dz is the normalized Haar measure on T. By the above computation, we get
We are going to compute the core B [0,∞] ⊂ C * (π, t). To do this end, we need the following notation.
Definition 5.8. For a representation (π, t) of X, we set
n . Proof. The case n = 0 follows from the definition of I ′ (π,t) . Let n be a positive integer. For a ∈ I ′ (π,t) and ξ, η ∈ X ⊗n , we have
n for all n ∈ N.
Lemma 5.10. Let n be a positive integer. For an approximate unit {u λ } of K(X ⊗n ) and k ∈ K(X ⊗(n+1) ), we have k = lim λ (u λ ⊗ id 1 )k.
Proof. Clearly the equality holds for k = (k ′ ⊗ id 1 )k ′′ ∈ K(X ⊗(n+1) ) where k ′ ∈ K(X ⊗n ) and k ′′ ∈ K(X ⊗(n+1) ). We will show that the linear span of such elements is dense in K(X ⊗(n+1) ). To do so, it suffices to show that the linear span of elements in the form (
Since the linear span of elements in the form ξ ξ ′ , η X ⊗n with ξ, ξ ′ , η ∈ X ⊗n is dense in X ⊗n and the linear span of elements in the form ξ ⊗ η ′ with ξ ∈ X ⊗n and η ′ ∈ X, is dense in X ⊗(n+1) , we see that the linear span of elements in the form (k ′ ⊗ id 1 )ζ with k ′ ∈ K(X ⊗n ) and ζ ∈ X ⊗(n+1) is dense in X ⊗(n+1) . We are done.
Proof. The assertion is obvious for n = 0. We assume n ≥ 1. Take
Proposition 5.12. For each n ∈ N, we have B [0,n] ∩ B n+1 = B ′ n , and we get the following commutative diagram with exact rows;
The former part follows from Proposition 5.9 and Proposition 5.11. The latter part follows from the former and the fact
Proposition 5.13. For n = 1, 2, . . . , ∞, we have the following short exact sequences;
0 by the induction with respect to n. The case that n = 1 follows from Proposition 5.9. Suppose that we have proved
for all positive integer n. This implies the existence of the desired short exact sequences for n = 1, 2, . . ., because B [0,n] = B [1,n] + B 0 . By taking inductive limits, we obtain the short exact sequences for n = ∞.
The C * -subalgebras of T X and O X corresponding to B n , B [m,n] 
There exists a short exact sequence
Proof. This follows from Proposition 5.12 because Proposition 4.10 implies I ′ (π X ,t X ) = 0.
Proposition 5.15. There exists a surjection from Tγ X to A.
Proof. This follows from Proposition 5.13.
Proposition 5.16. We get the following commutative diagram with exact rows;
Proof. By noting that B 0 ∼ = A and B ′ 0 ∼ = J X , this follows from Proposition 5.13.
Proposition 5.17. We get the following commutative diagram with exact rows;
Proposition 5.18. For a C * -correspondence X over a C * -algebra A, the following conditions are equivalent;
Proof. It is clear that (i) implies (ii). From the condition (ii), we obtain B n ⊃ B n+1 for all n ∈ N by Lemma 5.2. Hence (ii) implies O β X = B 0 = π X (A). This shows the implication (ii) ⇒ (i). By setting n = 0 in Proposition 5.12, we have the following commutative diagram with exact rows;
From this diagram, we have the equivalence (ii) ⇐⇒ (iii). Finally, the equivalence (iii) ⇐⇒ (iv) was shown in [Ka2] .
The gauge-invariant uniqueness theorem
In this section, we will give conditions for representations or covariant representations to be universal. The idea of the proof can be seen in [Ka1, Section 4] (and also in [Pi, Section 3] , [FMR, Section 4] ). Let us take a C * -correspondence X over a C * -algebra A.
Proposition 6.1. For a representation (π, t) of X satisfying I ′ (π,t) = 0, the restriction of ρ : T X → C * (π, t) to the fixed point algebra Tγ X is injective.
Proof. For n ∈ N let B n and B [0,n] be C * -subalgebras of C * (π, t) defined in Definition 5.1 and Definition 5.3. From the condition I ′ (π,t) = 0, we get the following commutative diagram with exact rows;
by the same argument as in Proposition 5.14. Since the condition I ′ (π,t) = 0 implies that the representation (π, t) is injective, we see that the restriction of ρ toB n is injective for all n ∈ N. By using this fact and the commutative diagram above, we can inductively show that the restriction of ρ toB [0,n] is injective. Hence the restriction of ρ to Tγ X =B [0,∞] is injective.
The following is the gauge-invariant uniqueness theorem for the C * -algebra T X . Theorem 6.2. Let X be a C * -correspondence over a C * -algebra A. For a representation (π, t) of X, the surjection ρ : T X → C * (π, t) is an isomorphism if and only if (π, t) satisfies I ′ (π,t) = 0 and admits a gauge action. Proof. We had already seen that the two conditions are necessary. Now suppose that a representation (π, t) admits a gauge action β, and satisfies I ′ (π,t) = 0. Take x ∈ T X with ρ(x) = 0. Then we have
where dz is the normalized Haar measure on T. Since Tγ z (x * x)dz ∈ T γ X , we have Tγ z (x * x)dz = 0 by Proposition 6.1. This implies x * x = 0. Hence ρ is injective. Proposition 6.3. For an injective covariant representation (π, t) of X, the restriction of the surjection ρ : O X → C * (π, t) to the fixed point algebra O γ X is injective. Proof. For n ∈ N let B n and B [0,n] be C * -subalgebras of C * (π, t) defined in Definition 5.1 and Definition 5.3. Since ψ t n is injective, the restriction of ρ to B n is an isomorphism onto B n . It is easy to see that the restriction of ρ to B [0,n] is a surjection onto B [0,n] for each n ∈ N. We will show that these are injective by the induction with respect to n. The case that n = 0 follows from the fact that π is injective. Suppose that we had shown that the restriction of ρ to B [0,n] is an isomorphism onto B [0,n] .
By Proposition 3.4, we have I ′ (π X ,t X ) = I ′ (π,t) = J X . Hence the restriction of ρ to B ′ n is an isomorphism onto B ′ n . Thus we get an isomorphism B [0,n] /B ′ n → B [0,n] /B ′ n . By Proposition 5.12 we get the following commutative diagram with exact rows; n+1] is an isomorphism. Thus we have shown that the restriction of ρ to B [0,n] is injective for all n ∈ N. Hence the restriction of ρ to O γ X = B [0,∞] is injective. The following is the gauge-invariant uniqueness theorem for the C * -algebra O X . Theorem 6.4. For a covariant representation (π, t) of a C * -correspondence X, the * -homomorphism ρ : O X → C * (π, t) is an isomorphism if and only if (π, t) is injective and admits a gauge action.
Proof. The proof goes similarly as in Theorem 6.2 with the help of Proposition 6.3.
When the left actions of C * -correspondences are injective, Theorem 6.4 is the gauge-invariant uniqueness theorem for Cuntz-Pimsner algebras which was proved in [FMR, Theorem 4.1] . In the case that C * -correspondences are defined from graphs with or without sinks, this was already proved in [BHRS, Theorem 2.1] . For C * -algebras arising from topological graphs, this was proved in [Ka1, Theorem 4.5] .
We can apply the two gauge-invariant uniqueness theorems to the representations (ϕ ∞ , τ ∞ ) and (ϕ, τ ) in Section 4. Proposition 6.5. Both the representation (ϕ ∞ , τ ∞ ) and the covariant representation (ϕ, τ ) are universal, that is, we have natural isomorphisms C * (ϕ ∞ , τ ∞ ) ∼ = T X and C * (ϕ, τ ) ∼ = O X .
Proof. To apply Theorem 6.2 and Theorem 6.4, it suffices to see that both of the representations (ϕ ∞ , τ ∞ ) and (ϕ, τ ) admit gauge actions because the other conditions had already been checked in Section 4.
For each z ∈ T, define a unitary u z ∈ L(F (X)) by u z (ξ) = z n ξ for ξ ∈ X ⊗n ⊂ F (X) and n ∈ N. It is routine to see that the automorphisms Ad u z of L(F (X)), defined by Ad u z (x) = u z xu * z for x ∈ L(F (X)), give a gauge action for the representation (ϕ ∞ , τ ∞ ). The ideal K(F (X)J X ) of L(F (X)) is closed under the automorphisms Ad u z for each z ∈ T. Hence we can define an automorphism β z of L(F (X))/K(F (X)J X ) by β z (σ(x)) = σ(u z xu * z ) for x ∈ L(F (X)) and z ∈ T. It is clear that β is a gauge action for the representation (ϕ, τ ). We are done. By Proposition 6.5, the C * -algebra O X is isomorphic to the relative Cuntz-Pimsner algebras C * (ϕ, τ ) = O(J X , X) introduced in [MS] (cf. [MS, Theorem 2.19] ). The isomorphism C * (ϕ ∞ , τ ∞ ) ∼ = T X was already proved in [Pi, Theorem 3.4 ] under small assumption on C * -correspondences.
The C * -algebra O X was defined as the largest C * -algebra among C * -algebras C * (π, t) generated by covariant representations (π, t) of X. Theorem 6.4 tells us that we have C * (π, t) ∼ = O X when a covariant representation (π, t) satisfies two conditions; being injective and admitting a gauge action. In the next paper [Ka3] , we will see that the C * -algebra O X can be defined as the smallest C * -algebra among C * -algebras C * (π, t) generated by representations (π, t) of X which satisfy the two conditions above; being injective and admitting gauge actions. Thus we can define O X without using the ideal J X .
Nuclearity and exactness
In this section, we study when the C * -algebras T X and O X become nuclear or exact. We use the facts on nuclearity and exactness appeared in Appendices A and B as well as in [W] .
On the exactness of T X and O X , we have the following which generalizes [DS, Theorem 3.1] slightly.
Theorem 7.1 (cf. [DS, Theorem 3.1] ). For a C * -correspondence X over a C * -algebra A, the following conditions are equivalent;
(
Proof. Suppose that A is exact. By Proposition B.7, K(X ⊗n ) is exact for all n ∈ N. By Proposition 5.14, we can prove inductively thatB [0,n] ⊂ Tγ X is exact for all n ∈ N because exactness is closed under taking splitting extensions. Thus Tγ X is exact because it is an inductive limit of exact C * -algebras. This proves (i) ⇒ (ii). The equivalences (ii) ⇐⇒ (iii) and (iv) ⇐⇒ (v) follow from Proposition A.13. Since there exists a surjection T X → O X , (iii) implies (v). Finally, (v) implies (i) because π X (A) ⊂ O X is isomorphic to A.
On the nuclearity of T X , we have the following.
Theorem 7.2. For a C * -correspondence X over a C * -algebra A, the following conditions are equivalent;
(i) A is nuclear,
Proof. In a similar way to the proof of (i) ⇒ (ii) in Theorem 7.1, we can show that (i) implies (ii). The implication (ii) ⇒ (i) follows from Proposition 5.15. Finally, Proposition A.13 gives the equivalence (ii) ⇐⇒ (iii).
On the nuclearity of O X , we have the following.
Theorem 7.3. For a C * -correspondence X over a C * -algebra A, the following conditions are equivalent;
(i) A/J X is a nuclear C * -algebra, and π X : J X → B [1,∞] is a nuclear map,
Proof. The equivalence (i) ⇐⇒ (ii) is shown by applying Proposition A.6 to the diagram in Proposition 5.17. The equivalence (ii) ⇐⇒ (iii) follows from Proposition A.12. Obviously (iv) implies (ii). Assume (ii). We see that A/J X is nuclear from the equivalence (i) ⇐⇒ (ii). We will prove that the embedding B [0,n] ֒→ B [0,∞] is nuclear for all n ∈ N by the induction on n. The case n = 0 follows from the condition (ii). Suppose we have shown that B [0,n] 
is a nuclear C * -algebra. This shows that (ii) implies (iv). Finally, the equivalence (iv) ⇐⇒ (v) follows from Proposition A.13.
We give two sufficient conditions on C * -correspondences X for O X to be nuclear, which may be useful. Both of them easily follows from Theorem 7.3.
Corollary 7.4. If A is nuclear then O X is nuclear.
Corollary 7.5. If both the C * -algebra A/J X and the * -homomorphism ϕ X : J X → K(X) are nuclear, then O X is nuclear.
Remark 7.6. We can prove Corollary 7.4 directly by showing that O γ X is nuclear when A is nuclear in a similar way to the proof of (i) ⇒ (ii) in Theorem 7.1.
The converses of Corollary 7.4 and Corollary 7.5 are not true as the following example shows. We would like to thank Narutaka Ozawa who gave us this example.
Example 7.7. Let B be a nuclear C * -algebra, and D be a non-nuclear C * -subalgebra of B. For an integer n, we define A n by A n = B for n > 0 and A n = D for n ≤ 0. We set A = ∞ n=−∞ A n . We define an injective endomorphism ϕ : A → A so that ϕ| A 0 : A 0 → A 1 is a natural embedding and ϕ| An : A n → A n+1 is an isomorphism for a non-zero integer n. From this endomorphism ϕ, we get a C * -correspondence X ϕ over A. We have J X = A and ϕ X : J X → K(X ϕ ) coincides with ϕ if we identify K(X ϕ ) and A. Neither A nor the * -homomorphism ϕ X : J X → K(X ϕ ) is nuclear because D is not a nuclear C * -algebra. However, the C * -algebra O Xϕ is nuclear because the fixed point algebra O β Xϕ is isomorphic to the inductive limit lim
A Hilbert A-bimodule X is naturally considered as a C * -correspondence over A, and the C * -algebra O X is isomorphic to the crossed product A ⋊ X Z of A by X defined in [AEE, Definition 2.4 ] (see [Ka2, Subsection 3.3] ). We have a nice characterization of the nuclearity of such a C * -algebra.
Proposition 7.8. When a C * -correspondence X over a C * -algebra A comes from a Hilbert A-bimodule, the C * -algebra O X is nuclear if and only if A is nuclear.
Proof. By Proposition 5.18, we see that π X : A → O β X is an isomorphism. Hence the conclusion follows from Theorem 7.3, or rather Proposition A.13.
K-groups of O X
The purpose of this section is to obtain the 6-term exact sequence of K-groups, which seems to be useful to compute the K-groups K 0 (O X ) and K 1 (O X ) of O X . Mainly we follow the arguments in [Pi, Section 4] . There, Pimsner used KK-theory to obtain his 6-term exact sequence. For this reason, he assumed the separability of the C * -algebras involved. Here, we work directly with K-theory instead of using KK-theory, and obtain the 6-term exact sequence without the assumption of separability.
For a C * -algebra A, we denote by K * (A) the K-group K 0 (A) ⊕ K 1 (A) of A which has a Z/2Z-grading. By maps between K-groups, we mean group homomorphisms which preserve the grading. Thus for C * -algebras A and B, considering maps between K-groups K * (A) → K * (B) is same as considering two homomorphisms K 0 (A) → K 0 (B) and K 1 (A) → K 1 (B) . For a * -homomorphism ρ : A → B, we denote by ρ * the map K * (A) → K * (B) induced by ρ.
Fix a C * -correspondence X over a C * -algebra A. Since we have T X ∼ = C * (ϕ ∞ , τ ∞ ) by Proposition 6.5, there exists an embedding j : K(F (X)J X ) → T X by Proposition 4.6. Since C * (ϕ, τ ) ∼ = O X by Proposition 6.5, we have the following short exact sequence;
The following two propositions enable us to compute the K-groups of K(F (X)J X ) and T X .
Proposition 8.1. The * -homomorphism ϕ 0 : J X → K(F (X)J X ) induces an isomorphism (ϕ 0 ) * : K * (J X ) → K * (K(F (X)J X )).
Proof. The * -homomorphism ϕ 0 : J X → K(F (X)J X ) is an isomorphism onto the C *subalgebra K(X ⊗0 J X ) of K(F (X)J X ). Since X ⊗0 J X is a full Hilbert J X -submodule of F (X)J X , K(X ⊗0 J X ) is a hereditary and full C * -subalgebra of K(F (X)J X ). Hence (ϕ 0 ) * is an isomorphism by Proposition B.5.
Proposition 8.2. The * -homomorphismπ X : A → T X induces an isomorphism (π X ) * : K * (A) → K * (T X ).
Proof. See Appendix C.
Next, we will compute j * : K * (K(F (X)J X )) → K * (T X ).
Definition 8.3. We denote by ι : J X ֒→ A the natural embedding. We define a map [X] : K * (J X ) → K * (A) by the composition of the map (ϕ X ) * : K * (J X ) → K * (K(X)) induced by the restriction of ϕ X to J X and the map X * : K * (K(X)) → K * (A) induced by the Hilbert A-module X as in Remark B.4.
The map [X] : K * (J X ) → K * (A) is same as the map induced by the element (X, ϕ X , 0) of KK(J X , A). When a C * -correspondence X is defined from an injective * -homomorphism ϕ : A → A, we have J X = A and [X] = ϕ * . For the notation in the proof of the next lemma, consult Appendix B.
Lemma 8.4. The composition of the two maps [X] : K * (J X ) → K * (A) and (π X ) * :
Proof. Let M 2 (T X ) be the C * -algebra of two-by-two matrices with entries in T X . For i, j ∈ {0, 1}, we denote by ι ij the natural embedding T X → M 2 (T X ) onto the i, j-component. By the definition of K-groups, (ι 00 ) * = (ι 11 ) * is an isomorphism.
From the mapsπ X : A → T X andt X : X → T X , we get a * -homomorphism ρ :
Hence we get
We are done.
Lemma 8.5. The * -homomorphismπ X • ι : J X → T X is the sum of the two * -homomorphisms ψt X • ϕ X and j • ϕ 0 .
Proof. If we identify T X and C * (ϕ ∞ , τ ∞ ), this follows from Proposition 4.4.
By the two lemma above, the map j * : K * (K(F (X)J X )) → K * (T X ) is same as the map ι * − [X] : K * (J X ) → K * (A) modulo the isomorphisms (ϕ 0 ) * : K * (J X ) → K * (K(F (X)J X )) and (π X ) * : K * (A) → K * (T X ):
Thus by rewriting the 6-term exact sequence of K-groups obtained from the short exact sequence
we get the following.
Theorem 8.6 (cf. [Pi, Theorem 4.9] ). For a C * -correspondence X over a C * -algebra A, we have the following exact sequence;
For a C * -correspondence X over a C * -algebra A and an ideal J of A satisfying ϕ X (J) ⊂ K(X), the relative Cuntz-Pimsner algebra O(J, X) is defined as the quotient C * (ϕ ∞ , τ ∞ )/K(F (X)J) ( [MS, Definition 2.18] ). Thus we can prove the following statement in the same way as the proof of Theorem 8.6.
Proposition 8.7. Let X be a C * -correspondence over a C * -algebra A, and J be an ideal of A with ϕ X (J) ⊂ K(X). Then we have the following exact sequence;
where ι : J ֒→ A is the embedding, π : A → O(J, X) is the natural * -homomorphism, and [X, J] :
It is not difficult to see that the two * -homomorphisms in Proposition 8.1 and Proposition 8.2 induce KK-equivalences between J X and K(F (X)J X ) and between A and T X when the involving C * -algebras are separable. Hence by applying "two among three principle" to the short exact sequence
Proposition 8.8. Let X be a separable C * -correspondence over a separable C * -algebra A. If A and J X satisfy the Universal Coefficient Theorem of [RS] , then so does O X .
Appendix A. On nuclear maps
In Appendices A and B, we gather the results on nuclear maps and linking algebras. We use these results in Sections 7 and 8. Most of them should be known among the specialists. Some results in this appendix hold with less assumption.
Definition A.1. For C * -algebras A and D, we denote by A⊗ min D (resp. A⊗ max D) the minimal (resp. maximal) tensor product of A and D, and by A ⊖ D the kernel of the natural surjection π A,D :
Since we have the commutative diagram;
In other words, a * -homomorphism ϕ : A → B is nuclear if and only if ϕ ⊖id D = 0 for all C * -algebra D, and a C * -algebra A is nuclear if and only if A ⊖ D = 0 for all C * -algebra D.
Remark A.4. A * -homomorphism is nuclear if and only if it has the completely positive approximation property (see [W] ).
be a short exact sequence of C * -algebras, and D be a C * -algebra. Then the following sequence is exact;
If there exists an injective nuclear * -homomorphism A → A ′ for some C * -algebra A ′ , then π ⊖ id D is surjective.
Proof. The former statement follows from the fact that maximal tensor products preserve short exact sequences. If there exists an injective nuclear * -homomorphism A → A ′ for some C * -algebra A ′ , then A is exact by [W, Proposition 7.2] . Since exact C * -algebras have Property C [Ki] , the sequence
is exact (see Proposition 5.2 and Remarks 9.5.2 in [W] ). Hence the conclusion follows from 3 × 3-lemma.
Proposition A.6. Suppose that we have a following commutative diagram with exact rows;
Suppose also that ϕ is injective. Then ϕ is nuclear if and only if both B and ϕ 0 are nuclear.
Proof. Take a C * -algebra D. By Lemma A.5 we have the following commutative diagram with exact rows;
Suppose that ϕ is nuclear. By Lemma A.5, the * -homomorphism π⊖id D is surjective. Hence we have B ⊖ D = 0 for all C * -algebra D. We also have ϕ 0 ⊖ id D = 0 for all C * -algebra D by the diagram above. Thus both B and ϕ 0 are nuclear. Conversely assume that both B and ϕ 0 are nuclear. Then we have ϕ⊖id D = 0 for all C * -algebra D by the diagram above. Therefore ϕ is nuclear. We are done. Proof. When ϕ is nuclear, its restriction ϕ ′ : A 0 → B is also nuclear. Hence for any
Thus ϕ 0 is injective.
The following complements the proposition above.
Proposition A.8. With the same notation in Proposition A.7, when A 0 is a hereditary and full C * -subalgebra of A, the nuclearity of ϕ 0 implies the nuclearity of ϕ.
Proof. Take a C * -algebra D. Since A 0 is a hereditary and full C * -subalgebra of A, A 0 ⊗ max D is a hereditary and full C * -subalgebra of A ⊗ max D.
is also hereditary and full in A ⊖ D. When ϕ 0 is nuclear, the * -homomorphism ϕ ⊗ max id D :
This shows that ϕ is nuclear.
The following is an immidiate consequence of Proposition A.7 and Proposition A.8. Corollary A.9. A hereditary and full C * -subalgebra A 0 of a C * -algebra A is nuclear if and only if A is nuclear.
We also have the following.
Proposition A.10. A hereditary and full C * -subalgebra A 0 of a C * -algebra A is exact if and only if A is exact.
Proof. Since a C * -subalgebra of an exact C * -algebra is exact, A 0 is exact if A is exact. Suppose that A 0 is exact. Take a short exact sequence of C * -algebras;
All we have to do is to prove ker(π ⊗ min id A ) = I ⊗ min A. Since A 0 is full and hereditary in A, B ⊗ min A 0 is full and hereditary in B ⊗ min A. Thus ker(π ⊗ min id A ) is generated by its intersection with B ⊗ min A 0 , which is I ⊗ min A 0 by the exactness of A 0 . Hence we get ker(π ⊗ min id A ) = I ⊗ min A. We are done.
Remark A.11. We can prove Proposition A.10 by using Proposition A.8 together with the deep fact that a C * -algebra is exact if and only if its one (or all) faithful representation is nuclear due to Kirchberg [Ki] . We can also prove Proposition A.10 in a similar way to the proof of Proposition B.3.
The above investigation of hereditary C * -subalgebras can be extended to other classes of C * -subalgebras. In Section 7, we just need the following two results.
Proposition A.12. Let α : G A be an action of a compact group G on a C *algebra A. Let ϕ : D → A be a * -homomorphism whose image is contained in the fixed point algebra A α of α. Then the restriction ϕ 0 : D → A α is nuclear if and only if ϕ is nuclear.
Proof. Similar as the proof of Proposition A.7.
Proposition A.13. Let α : G A be an action of a compact group G on a C *algebra A. Then A is nuclear or exact if and only if the fixed point algebra A α is also.
Proof. For nuclearity, it was proved in [DLRZ, Proposition 2] . It was pointed out by Narutaka Ozawa that the technique in [DLRZ] works for exactness. We will sketch his argument.
When A is exact, A α is exact. Assume that A α is exact. Take a short exact sequence of C * -algebras;
Let us take a positive element x of ker(π ⊗ min id A ). To derive a contradiction, we assume x / ∈ I ⊗ min A. Then we can find a state ϕ of B ⊗ min A such that ϕ vanishes on I ⊗ min A and ϕ(x) > 0. We set x 0 = G id B ⊗ min α z (x)dz where dz is the normalized Haar measure of G. Then we see
Since A α is exact, we have x 0 ∈ I ⊗ min A α . This leads a contradiction as
Therefore we have x ∈ I ⊗ min A for all positive element x of ker(π ⊗ min id A ). Thus we have shown ker(π ⊗ min id A ) = I ⊗ min A. This implies that A is exact.
On linking algebras Definition B.1. Let A be a C * -algebra and X be a Hilbert A-module. The C * -algebra K(X ⊕ A) is called the linking algebra of X, and denoted by D X .
Since K(A, X) ∼ = X and K(A) ∼ = A naturally, we have the following matrix representation of D X ;
where X = K(X, A) is the dual left Hilbert A-module of X. The natural embeddings are denoted by ι K(X) : K(X) ֒→ D X , ι X : X ֒→ D X , and ι A : A ֒→ D X .
Both maps ι A and ι K(X) are injective * -homomorphisms onto corners of D X . The C * -subalgebra A of D X is always full, but K(X) is full in D X only in the case that X is a full Hilbert A-module.
Lemma B.2. Let
A be a C * -algebra and X be a Hilbert A-module. For separable subsets A 0 ⊂ A and X 0 ⊂ X, there exist a separable C * -subalgebra A ∞ ⊂ A containing A 0 and a separable closed subspace X ∞ of X containing X 0 such that X ∞ is a Hilbert A ∞ -module by restricting the operations of X.
Proof. Let A 1 be the C * -algebra generated by A 0 + X 0 , X 0 X . We set X 1 = span(X 0 + X 0 A 0 ) which is a closed subspace of X. We inductively define families of separable C * -subalgebras {A n } ∞ n=1 of A and separable closed subspaces {X n } ∞ n=1 of X so that A n+1 is a C * -algebra generated by A n + X n , X n X , and that X n+1 = span(X n + X n A n ). We set A ∞ = n∈N A n and X ∞ = n∈N X n . Then A ∞ is a separable C * -subalgebra of A containing A 0 , and X ∞ is a separable closed subspace of X containing X 0 . By the construction, we have X ∞ A ∞ ⊂ X ∞ and X ∞ , X ∞ X ⊂ A ∞ . Hence X ∞ is a Hilbert A ∞ -module. Proposition B.3 . For a C * -algebra A and a Hilbert A-module X, the inclusion ι A : A → D X induces an isomorphism on the K-groups.
Proof. When both A and X are separable, [B, Corollary 2.6] gives us an isometry v in the multiplier algebra M(D X ⊗ min K) of D X ⊗ min K such that Φ : D X ⊗ min K ∋ x → vxv * ∈ A ⊗ min K is an isomorphism, where K is the C * -algebra of the compact operators on the infinite-dimensional separable Hilbert space. Since the composition of the isomorphism Φ and the inclusion ι A ⊗ min id K : A ⊗ min K → D X ⊗ min K induces an identity on the K-groups of D X ⊗ min K (see, for example, [HR, Lemma 4.6 .2]), the inclusion ι A ⊗ min id K induces an isomorphism on the K-groups. Hence the inclusion ι A : A → D X also induces an isomorphism on the K-groups. Now let A be a general C * -algebra and X be a general Hilbert A-module. By Lemma B.2, the set of the pairs (A λ , X λ ) consisting of separable C * -subalgebras A λ of A and separable closed subspaces X λ of X such that X λ are Hilbert A λmodules is upward directed with respect to the inclusions, and satisfies A = λ A λ , X = λ X λ . We have A ∼ = lim − → A λ and D X ∼ = lim − → D X λ . By the first part of this proof, the inclusion ι A λ : A λ → D X λ induces an isomorphism on the K-groups for all λ. Thus the inclusion ι A : A → D X also induces an isomorphism on the K-groups. Remark B.4 . Let A be a C * -algebra and X be a Hilbert A-module. By Proposition B.3, we can define a map X * : K * (K(X)) → K * (A) by the composition of the map (ι K(X) ) * : K * (K(X)) → K * (D X ) and the inverse of the isomorphism (ι A ) * : K * (A) → K * (D X ). This map is the same map as the one defined in [E, Definition 5 .1]. Proposition B.5. Let A, B be C * -algebras, and ι : A → B be an injective * -homomorphism onto a hereditary and full C * -subalgebra of B. Then ι * is an isomorphism from K * (A) to K * (B) .
Proof. The proof goes the same way as the proof of [B, Corollary 2.10] with the help of Proposition B.3. Remark B.6. Let A, B be strongly Morita equivalent C * -algebras. Then there exists a C * -algebra D which contains A and B as full and hereditary C * -subalgebras. Hence we see that the K-groups of A and B are isomorphic by Proposition B.5, and that A is nuclear or exact if and only if B is also by Corollary A.9 and Proposition A.10.
We use the two propositions below in Section 7. Proposition B.7. Let A be a C * -algebra and X be a Hilbert A-module. If A is nuclear or exact, then K(X) is also.
Proof. Since A is a hereditary and full C * -subalgebra of D X , if A is nuclear or exact then D X is also by Corollary A.9 and Proposition A.10. Now the conclusion follows from the fact that K(X) is a hereditary C * -subalgebra of D X . Proposition B.8. Let A and B be C * -algebras, X be a Hilbert A-module, and Y be a Hilbert B-module. Let π : A → B be a * -homomorphism and t : X → Y be a linear map satisfying t(ξ), t(η) Y = π( ξ, η X ) for ξ, η ∈ X. We can define a * -homomorphism ψ t : K(X) → K(Y ) by ψ t (θ ξ,η ) = θ t(ξ),t(η) for ξ, η ∈ X. Then the nuclearity of π implies the nuclearity of ψ t .
Proof. For the well-definedness of ψ t , see [KPW, Lemma 2.2] . We can define a *homomorphism ρ :
Since A is a hereditary and full C * -subalgebra of D X , the nuclearity of π implies the nuclearity of ρ by Proposition A.8. Since K(Y ) is a hereditary C * -subalgebra of D Y , the nuclearity of ρ implies the nuclearity of ψ t by Proposition A.7. We are done.
Appendix C. A proof of Proposition 8.2
In this appendix, we give a K-theoretical proof of Proposition 8.2. In [Pi, Theorem 4.4 ], Pimsner used KK-theory to prove this proposition under some hypotheses, one of which is that both A and X are separable. What we will do here is to get rid of KK-theory from the proof of [Pi, Theorem 4.4 ] so that we can prove this proposition without the assumption of separability. We first prepare some notation and results which we will need.
Definition C.1. For a C * -algebra A, we define SA = C 0 ((0, 1), A), which we often consider as a set of functions in C 0 ((−1, 1) , A) vanishing on (−1, 0]. For a * -homomorphism ϕ : A → B, we denote by Sϕ : SA → SB the * -homomorphism defined by Sϕ(f )(s) = ϕ(f (s)) for f ∈ SA and s ∈ (0, 1).
Definition C.2. For a C * -algebra A and an ideal I of A, we define a C * -algebra D(I, A) by D(I, A) = {f ∈ C 0 ((−1, 1) , A) | f (s) − f (−s) ∈ I for all s ∈ (−1, 1)}.
We denote by ι the natural embedding SI → D(I, A).
Lemma C.3. The * -homomorphism ι : SI → D(I, A) induces an isomorphism ι * : K * (SI) → K * (D(I, A) ).
Proof. Let us define a * -homomorphism π : D(I, A) → C 0 ((−1, 0], A) by the restriction. Then π is surjective and its kernel is SI. Hence we have the following short exact sequence
The conclusion follows from the 6-term exact sequence of K-groups associated with this short exact sequence together with the fact that K * (C 0 ((−1, 0], A)) = 0.
Definition C.4. Let A, B be C * -algebras, and I be an ideals of A. For two * -ho-
Lemma C.5. When ρ + = ρ − , the * -homomorphism ρ : SB → D(I, A) in Definition C.4 induces 0 on K-groups.
Proof. When ρ + = ρ − , the * -homomorphism ρ factors through the * -homomorphism
for f ∈ C 0 ([0, 1), A). Since K * (C 0 ([0, 1), A)) = 0, we have ρ * = 0.
Lemma C.6. For j = 1, 2, let A j be a C * -algebra, and I j be an ideal of A j . For a * -homomorphism ϕ : A 1 → A 2 with ϕ(I 1 ) ⊂ I 2 , we can define a * -homomorphism Dϕ : D(I 1 , A 1 ) → D(I 2 , A 2 ) by Dϕ(f )(s) = ϕ(f (s)), and we get a commutative diagram;
Proof. Straightforward.
We go back to the proof of Proposition 8.2. We first treat the case that the C * -correspondence X is non-degenerate. Let us take a C * -algebra A and a non-degenerate C * -correspondence X.
Let (ϕ ∞ , τ ∞ ) be the Fock representation of X on L(F (X)). We denote by ρ + : T X → L(F (X)) the * -homomorphism such that ρ + •π X = ϕ ∞ and ρ + •t X = τ ∞ . We define a * -homomorphism ϕ − ∞ : A → L(F (X)) and a linear map τ − ∞ : X → L(F (X)) by
Similarly as the proof of Proposition 4.3, we see that (ϕ − ∞ , τ − ∞ ) is a representation of X. Hence there exists a * -homomorphism ρ − : T X → L(F (X)) such that ρ − •π X = ϕ − ∞ and ρ − •t X = τ − ∞ . Lemma C.7 ( [Pi, Lemma 4.2] ). For every x ∈ T X , we have ρ + (x) − ρ − (x) ∈ K(F (X)).
Proof. Since T X is generated by the image of the two mapsπ X andt X , it suffices to show this lemma when x ∈ T X is in the image of these maps. For a ∈ A, we have ρ + (π X (a)) − ρ − (π X (a)) = ϕ 0 (a) ∈ K(F (X)), and for ξ ∈ X, we have ρ + (t X (ξ)) − ρ − (t X (ξ)) = τ 1 0 (ξ) ∈ K(F (X)). We are done.
Let us set D = D K(F (X)), L(F (X)) . By Lemma C.7, we can define a * -homomorphism ρ : ST X → D by
Lemma C.8. The * -homomorphism Sϕ 0 : SA → D induces an isomorphism on the K-groups.
Proof. This follows from the fact that ϕ 0 : A → K(F (X)) is an injection onto a hereditary and full C * -subalgebra of K(F (X)) with the help of Proposition B.5 and Lemma C.3.
Proposition C.9. The composition of Sπ X : SA → ST X and ρ : ST X → D induces an isomorphism on the K-groups.
Proof. Since we have ρ + •π X = ϕ 0 + ρ − •π X , we can see that the composition ρ • Sπ X induces the same map as Sϕ 0 with the help of Lemma C.5. Hence the proof completes by Lemma C.8. Proposition C.9 implies that ρ * is "the left inverse" of the map (Sπ X ) * : K * (SA) → K * (ST X ) modulo the isomorphism (Sϕ 0 ) * . We will show that it is also "the right inverse". To this end, we first "shift" the * -homomorphism Sπ X : SA → ST X along the * -homomorphism Sϕ 0 : SA → D.
Definition C.10. For each n ∈ N, we set Y n = span(t n X (X ⊗n )T X ) ⊂ T X , which is naturally a Hilbert T X -module. We denote by Y the direct sum of the Hilbert T X -modules {Y n } ∞ n=0 . Remark C.11. The Hilbert T X -module Y is isomorphic to the interior tensor product of the Hilbert A-module F (X) and the Hilbert T X -module T X with the * -homomorphismπ X : A → T X .
The linear mapst n X : X ⊗n → Y n extend a linear mapt • X : F (X) → Y . By the definition, we get Y = span(t • X (F (X))T X ). We also have t • X (ξ),t • X (η) Y = π X ξ, η F (X) for all ξ, η ∈ F (X).
Definition C.12. We define a * -homomorphism Φ : L(F (X)) ∋ T → Φ(T ) ∈ L(Y ) by Φ(T ) t • X (ξ)x =t • X (T (ξ))x for ξ ∈ F (X) and x ∈ T X . It is not difficult to see that Φ is well-defined.
Lemma C.13. We have Φ K(F (X)) ⊂ K(Y ).
Proof. This follows from the fact that Φ(θ ξ,η ) = θt• X (ξ),t • X (η) for ξ, η ∈ F (X), which is easily verified.
We define D = D K(Y ), L(Y ) . By Lemma C.13, we can define a * -homomorphism DΦ : D → D. Since we assume that X is non-degenerate, we have Y 0 = T X . Hence the natural isomorphism T X ∼ = K(Y 0 ) ⊂ K(Y ) gives us a * -homomorphism ϕ 0 : T X → K(Y ).
Lemma C.14. The * -homomorphism S ϕ 0 : ST X → D induces an isomorphism on the K-groups.
Proof. Similar as the proof of Lemma C.8.
Lemma C.15. We have the following commutative diagram;
Proposition C.16. The composition of ρ : ST X → D and DΦ : D → D induces an isomorphism on the K-groups.
Proof. We set π = Φ • ϕ ∞ : A → L(Y ). For each s ∈ [0, 1], we define a linear map t s : X → L(Y ) by t s (ξ) = s ϕ 0 (t X (ξ)) + √ 1 − s 2 Φ(τ 1 0 (ξ)) + Φ(τ − ∞ (ξ)) It is routine to check that the pair (π, t s ) is a representation of X. Thus we get a * -homomorphism ρ s : T X → L(Y ) such that ρ s •π X = π and ρ s •t X = t s for each s. We have ρ 0 = Φ • ρ + because t 0 = Φ • τ ∞ . We also have ρ
For ξ ∈ X and s ∈ [0, 1], we have t s (ξ) − Φ(τ − ∞ (ξ)) ∈ K(Y ) because ϕ 0 (t X (ξ)), Φ(τ 1 0 (ξ)) ∈ K(Y ). Since we have π(a) − Φ(ϕ − ∞ (a)) = ϕ 0 (π X (a)) ∈ K(Y ), we can prove ρ s (x) − Φ(ρ − (x)) ∈ K(Y ) for all x ∈ T X and s ∈ [0, 1] in a similar way to the proof of Lemma C.7. Hence we can see that the composition of DΦ • ρ is homotopic to the * -homomorphism ST X → D defined from the two * -homomorphisms S ϕ 0 + SΦ • ρ − and SΦ • ρ − . By Lemma C.5, we see that DΦ • ρ induces the same map as S ϕ 0 . Hence the proof completes by Lemma C.14.
Combining all the results above, we obtain that the composition of the map ρ * : K * (ST X ) → K * (D) and the isomorphism (Sϕ 0 ) −1 * : K * (D) → K * (SA) gives the inverse of the map (Sπ X ) * : K * (SA) → K * (ST X ). Hence we have shown that (π X ) * : K * (A) → K * (T X ) is an isomorphism when the C * -correspondence X is nondegenerate. We will see that this is the case for general C * -correspondences.
Let us take a C * -correspondence X over a C * -algebra A. We define T = span(π X (A)T XπX (A)) which is the hereditary C * -subalgebra of T X generated byπ X (A). Since the ideal generated byπ X (A) is T X , Proposition B.5 shows that the inclusion T ֒→ T X induces an isomorphism on the K-groups. Hence to prove that the * -homomorphism π X : A → T X induces an isomorphism on the K-groups, it suffices to show that the * -homomorphismπ X : A → T induces an isomorphism on the K-groups. This can be shown by applying the discussion above to the non-degenerate C * -correspondence in the next lemma.
Lemma C.17. Let us set X ′ = span(ϕ X (A)X) which is a non-degenerate C *correspondence over A. Then there exists an isomorphism ρ : T X ′ → T such that ρ •π X ′ =π X .
Proof. Let us set π =π X and define a linear map t : X ′ → T X as the restriction of t X to X ′ . It is easy to see that the pair (π, t) is a representation of X ′ . Hence we have a * -homomorphism ρ : T X ′ → T X . It is clear that the gauge action of T X is a gauge action for the representation (π, t). It is also clear that {a ∈ A | π(a) ∈ ψ t (K(X ′ ))} = 0. Hence ρ is injective by Theorem 6.2. Finally, it is not difficult to see that the image of ρ is T .
This completes the proof of Proposition 8.2.
