This paper describes a supervised system for pixel-level change detection for fixed, monocular surveillance cameras. Per-pixel intensity sequences are modeled by a class of Hidden Semi-Markov Models, Duration Dependent Hidden Markov Models (DDHMMs), to accurately account for stochastically periodic phenomena prevalent in real-world video. The per-pixel DDHMMs are used to assign discrete state labels to pixel intensity sequences which summarize the appearance and temporal statistics of the observations. State assignments are then used as a features for constructing per-pixel code books during a training phase to identify changes of interest in new video.
Introduction
Natural scenes are composed of complex, dynamic events that make it difficult for a change detection system to distinguish between changes of interest and background. To further compound the problem, it is impossible to define what a system should consider as a relevant change without considering the context of the application. For example, are cars moving along a highway foreground or background? If the goal of the applicaiton is to count the number of cars entering and exiting a restricted area, it is necessary for the system to account for every car in the scene. However, if the system is to monitor a busy highway for irregular traffic activity such as a collision, then the system will need to consider common traffic patterns as normal and not declare routine traffic activity as significant change.
These difficulties are pervasive, but so far not extensively addressed by the change detection community. Most state-of-the-art change detection systems are designed to be unsupervised (no interaction with an operator) and utilize blind, on-line learning to update a background model. This paradigm misplaces the responsibility of defining what is or isn't a meaningful change on the system's designer, not the end user. While it may be argued that unsupervised change detection systems provide a low-level foreground/background segmentation to be used as input for classification systems operating at higher levels of the semantic c 2014. The copyright of this document resides with its authors. It may be distributed unchanged freely in print or electronic forms.
hierarchy, the underlying change detection system would still need to be customized to ensure the proper primitive information is passed to the next module.
On the surface, unsupervised change detection seems like the more desirable, challenging task. However, unsupervised systems by necessity, implicitly encode the designer's definition of a meaningful change that is constrained by a target application or data set. The goal of the research reported here is to design a change detection system that can be easily adapted to different definitions of change for scenes of varying complexity.
Related Work
Gaussian Mixture Models (GMMs) are closely related to DDHMMs and are a standard perpixel model used in change detection [8, 10] . However, a GMM can only model typical pixel intensities, not intensity sequences; the order in which intensities are observed at a given pixel has no effect on the probability of the observation sequence.
Heras et. al [5] build a coarse temporal background model using two GMMs, one with a slow and another with a fast learning rate, to determine if a pixel intensity belongs to a static or dynamic background. Stable edges in the scene are also tracked to account for objects that have entered or been removed from the frame. However, the short and long term learning rates must be specified apriori and such a coarse quantization of time limits the systems ability to disambiguate events in the same scene that reoccur with different rates.
An alternative approach taken by the non-parametric algorithms ViBe [2] and PBAS [7] is to explicitly store a history of pixel intensities at every location. Both algorithms randomly add and discard observations from the history and define unique heuristics for thresholding the difference between the intensities stored in memory and novel observations to segment foreground and background. While each algorithm provides a global parameter governing the number of observations to store at each pixel, it must be set prior to deployment and implicitly sets an upper bound on the periodic dynamics the algorithm can associate with the background. Moreover, a background model represented by a pool of intensities cannot be queried by higher-level algorithms to provide information about the temporal semantics of the background.
Similar to the proposed approach, the CBBGS algorithm [9] creates codebooks for each pixel location in a video sequence. Code words are feature vectors whose elements are functions of the target pixel's color and intensity in frames of video during a training period. CBBGS initially stores all code words created during training, but in a second pass of the training data, a value called the Maximum Negative Run-Length (MNRL) is computed which is defined as the maximum number of frames a code word is absent prior to reoccurring. Any code word with a MNRL less than a pre-defined threshold (set in their experiments as half the length of the training sequence) is considered foreground and discarded from the codebook. The MNRL threshold causes many of the same problems associated with ViBe and PBAS. While the code words provide a sparse representation of low level appearance compared to explicitly storing pixel intensities, the global MNRL threshold similarly places an upper bound on the class of periodic phenomena which can be modeled by the CBBGS per-pixel code books.
Local Binary Patterns (LBP) are a per-pixel texture descriptor represented as a histograms of binary values computed by thresholding the intensity of neighboring pixels by the intensity of the target pixel. [13] extends the LBP descriptor to the Spatial-Temporal domain to create the per-pixel STLBP histogram: a weighted sum of LBP histograms computed in the current and previous frame of a video sequence. While the algorithm avoids false positive detections from dynamic content mistakenly made by the STLBPs static counterpart, e.g. such as waving trees and rippling water, the local nature of the temporal neighborhood cannot model intensity observations that reoccur with a long period.
While DDHMMs have been used in computer vision applications [4, 11, 12] they are typically used for high level, activity recognition or event detection to assign a semantic label to a frame of video. The proposed algorithm uses DDHMMs as a bottom-up, pixellevel model of intensity sequences. A Duration Dependent Hidden Markov Model (DDHMM) models a sequence of observations, Y = (y 1 , y 2 , . . ., y T ), using a sequence of latent state pairs:
Model
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where S i is a state label and D i is a random variable that represents the time spent in state S i . Note that capital letters denote random variables and lower case letters represent specific variable assignments. The probabilistic graphical model for the DDHMM is shown in Figure 1 (c) where dotted circles represent random variables and the shaded nodes represent observed quantities. The topology of the graphical model is variable as the number of state-duration tuples will change depending on the particular configuration of the duration random variables.
The observation and state sequences are related through three fundamental distributions:
The likelihood of an observation sequence given a particular latent state sequence is
Where r i = ∑ i m=1 d m and p(s 1 ) is an initial distribution of state labels. The observation sequence is assumed to be left-censored, i.e., the last tuple
, to mitigate the effect of the length of the observation sequence on the probability of a particular state sequence [6] .
In all experiments the duration and transition distributions are multinomial with zero self-transition probability. The emission distributions are univariate Gaussian with mean and standard deviations {µ s i , σ s i }. The GMM does not model temporal behavior and therefore cannot reflect the periodic motion of the swinging child. While the HMM offers a first order temporal approximation, the model is incapable of capturing the dynamics of the original intensity sequence. The sampled sequences from the DDHMM however closely mimic the original sequence and mirror the longer term ground -short term child appearance oscillation.
Model Validation
Learning Per-Pixel DDHMM Parameters
A simple single-pass, greedy algorithm is used for learning the parameters and complexity of the per-pixel DDHMMs. The algorithm defines three additional parameters: σ init , σ min , γ: the initial and minimum standard deviations for a state label, and a multinomial smoothing parameter (to avoid zero probabilities). In all experiments σ init = 15.0, σ min = 3.0, γ = 1.0. Given the first intensity observation y 1 , a state is created with parameters {µ 1 = y 1 , σ 1 = σ init }, the current state label s 1 is recorded, and a duration counter is initialized to d = 1. For all subsequent observations, the learning algorithm chooses one of three options: To extend the current temporal segment by associating a new observation with the current state label, to initialize a new temporal segment by associating the new observation with a previously observed state label, or to initialize a new temporal segment by creating a new state and adding it to the model in order to account for a previously unobserved appearance or temporal dynamic.
The best local state label assignment is made by choosing a state label from the set
is the probability of transitioning to a new state and p(y t | s t )p(D ≥ d | s t−1 ) is the probability of staying in the same state given the previous state s t−1 and new observation y t . These choices are compared with the benefit of adding a new state, s n t , with an emission distribution build around the observed intensity. s n t is hypothesized with parameters {µ = y t , σ = σ init } and the probability of transitioning to this new state is computed as:
Where ∑ ∀s =s t−1 #(s t−1 → s ) is the number of previously observed non-self transitions from s t−1 to any other state. This is equivalent to having extended the multinomial transition distribution to have included a s n t with γ prior counts. The algorithm then chooses between two DDHMMs, the DDHMM with the existing set of states, and a DDHMM which is a copy of the current model but extended to include the hypothesized state s n t . To encourage a parsimonious allocation of resources and avoid overfitting, the cost of making the decision to select the DDHMM with the extra state is regularized to favor simpler models, i.e., DDHMMs with fewer states.
The AIC score [1] is a common objective function used for such model section and is defined as AIC = 2κ − 2ln(Y, θ ) where κ is a measure of model complexity and ln(Y, θ ) is the maximal log-likelihood of observations with respect to model parameters θ . Using a duration histogram with maximal length D max , the multinomial transition and Gaussian emission distributions, κ could be computed as K 2 − K + KD max + 2K where K is the number of states of the model. However, the transition histograms are dynamically allocated, extended as needed while the model is updated, and are typically very sparse. Therefore, κ is approximated as κ = K 2 + K and the AIC score of the current DDHMM, AIC c , and the new candidate model (the current model extended by adding s n t ), AIC n , as:
If AIC n t < AIC c t , s n t is added to the set of existing states and s n t becomes the current state. Regardless if the current or extended model is selected, the multinomial distributions are updated by adding a single count to the correct duration-transition bin and if s t = s t−1 , d is reset to one, otherwise it is incremented. The parameters of the emission distribution for state s t are updated via standard sequential maximum likelihood using σ min as a minimum standard deviation for each appearence distribution [3] .
An unoptimized multithreaded C++ implementation, running on a 3.46 GHz Intel i7 processor, achieves real-time performance. Specifically, continuously updating a DDHMM at each pixel for a video sequence containing seventeen hundred frames with resolution 240 × 320 pixels takes an average of 31 milliseconds per frame.
DDHMM Code Book Classifier
While the probability of an intensity sequence at any pixel could be computed using the DDHMM framework, the probability decays exponentially with the length of the intensity sequence. Thus, some form of length normalization procedure is needed to define a consistent threshold, and it is unclear what principle can be used to define such a normalization under all situations. Therefore, a code book based approach is taken to compare atomic elements of intensity sequences obtained from the implicit temporal segmentation provided by the DDHMM state assignments described in section 4.
The DDHMM learning algorithm described in Section 4 is run continuously during the training and testing phases to associate every pixel intensity observation with a DDHMM state label. The resulting per-pixel state assignments are used to compose code words of the form (s p , d, s n ); the previous state label, the duration of s p and the next state, respectively. The user provides the system with video footage containing normal scene dynamics and the code words produced at each pixel are recorded in a codebook (one for every pixel). Any code word observed during testing that does not exist in the code book is considered a deviation from normal scene dynamics and is flagged as a change of interest. In all experiments, the duration d was further quantized into the ranges ([1, 6), [6, 10) , [10, 25) , [25, ∞)) to further compress the per-pixel codebooks and a 7 × 7 median filter was applied to each frame of the change detection output as a post-processing step.
Change Localization by State Merging and Splicing
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Original Figure 3 : Visualizing Merge and Splice Hypotheses: The localization module does not modify the underlying state assignment but merely suppresses false positive artifacts arising from changes in the scene disrupting the duration of otherwise normal states and helps localize the change point in time.
In the proposed model, normal background sequences can exhibit long DDHMM state duration times: (s t , d t ), which may persist for hundreds of frames. If a change occurs in the middle of such normal state durations then the entire period is considered to be change. This error occurs because no normal background states possesses the appropriate intensity distributions with shorter durations on each side of the change time interval. These false positive errors can be eliminated by "splicing", where the change interval is replaced by the normal background state, with the duration that spans the full interval. Thus, the intensity observations outside the change interval are considered normal even given the splitting of the normal state duration by changes. Figure 3 illustrates the splicing procedure, where there are three cases to consider: left merge -the change interval starts at the same time as the long duration normal state; right merge -the change interval ends at the same time as the normal state duration; middle-splice -the change is fully interior to the long duration state time interval. The proposed method is the only algorithm which can learn the swinging child is a normal part of the scene but still detect the previously unobserved pedestrian.
Evaluation
Figures 4 and 5 show example frames from the Fields Point Turbine and Swing video sequences respectively. The images in the second columns visualize hand labeled ground truth corresponding to the example video frame in the same row. A white pixel represents a true positive, black true negative, and gray is unknown due to shadow or ambiguous object boundaries. In both figures the last three columns show the detections made by the proposed method, STLBP, and PBAS, in that order. Again, a white pixel means the algorithm labeled the observation as a change of interest and a black pixel is the contrary. The parameters for the PBAS algorithm were set to the values reported in [7] .
The Fields Point Turbine scene in Figure 4 monitors the entrance to a facility with wind turbines spinning in the background. Cars passing on the road are considered a change of interest whereas the spinning blades are a normal dynamic feature in the scene. The proposed method is able to model the spinning turbine, avoiding false positives resulting from normal blade movement which the other state-of-the-art algorithms mistake as meaningful change.
The Swing video sequence shown in Figure 5 shows a mother pushing her daughter on a swing set and eventually, a previously unobserved pedestrian enters and exits the scene. This seemingly innocuous footage contains interesting periodic phenomena that modern change detection algorithms cannot model. The mother's motions are repetitive as she pushes the child with a periodic rhythm. The mother and daughter on the swing set are considered normal, they are using the swing set for the entirety of the video sequence, and the pedestrian is a change of interest.
The change detection results for the proposed method show that the system is capable of learning the normal intensity sequences associated with the swinging child and mother by correctly labeling their pixel locations in the scene as normal. The system also correctly labels the majority of the pedestrian as change. The other state-of-the-art methods have no mechanism to associate observations caused by periodic motion with normal scene activity. To note one limitation of the proposed system, there are some false negatives on the pedestrian's legs. The pedestrian's pants are a similar color to the black harness of the swing that moves with comparable velocity, resulting in coincident state sojourn times. These mistakes are to be expected using only per-pixel intensity observations. It may be argued that the parameters of the competing algorithms could be adjusted to better suit this scene. For example, it is possible to tune PBAS to maintain more background samples, allowing it to keep track of reoccurring pixel intensities that occur over a larger time scale. However, this global parameter adjustment greatly increases the storage and computational cost of PBAS. In contrast, the proposed method automatically adjusts the complexity of each DDHMM locally to the demands of the observations at each pixel. For example, the number of states created by the learning algorithm proposed in Section 4 are visualized for the Swing and Fields Point sequences in Figure 6 . The algorithm adapts the complexity of each per-pixel intensity representation while the underlying DDHMM model compactly encodes the appropriate time scale for repeating intensity sequences. Table 1 quantifies the performance of the proposed and competing algorithms for the Fields Point and Swing video sequences. The competing algorithms contain a large number of false positives in every frame of video for both scenes. The blades of the turbine in the Fields Point video and the swinging child in the Swing scene are always incorrectly labeled as change and thus report each frame of video to the end user for further inspection. These algorithms would require additional reasoning modules to reliably filter their output for use in a surveillance application. However, the proposed method is able to discriminate between the normal repeating phenomena and previously unobserved events resulting in superior precision and false positive rate.
Conclusion
This paper presented a novel real-time algorithm for learning the complexity and parameters of Duration Dependent Markov Models at each pixel in surveillance video. Using the state assignments made by the local DDHMMs, a codebook based classifier was used to detect changes of interest in scenes with stochastically repeating phenomena with arbitrary timescales. Further directions will explore computationally feasible methods for relaxing the proposed algorithm's spatial independence assumptions. Additionally, the DDHMM model offers a powerful local representation that could be used as a basis for higher level scene segmentation as a precursor to scene understanding.
