In the present paper, we study the rate of convergence in simultaneous approximation for the Szász-Mirakyan-Durrmeyer operators by using the decomposition technique of functions of bounded variation.
Introduction
Durrmeyer [1] introduced the integral modification of the Bernstein polynomials. To approximate Lebesgue integrable functions on the interval [0, ∞), Szász-Mirakyan-Durrmeyer operators (see [2] [3] [4] [5] ) are defined by
where p n,k (x) = e −nx (nx) k k! .
Sun [6] studied the rate of convergence in simultaneous approximation for the exponential type Szász-Mirakyan operators, Gupta and Pant [4] estimated the improved the results of [3] for the Durrmeyer variant of Szász-Mirakyan operators. Very recently Srivastava and Zeng [5] estimated the rate of convergence for the Bézier variant of the Szász-Mirakyan-Durrmeyer operators but only in ordinary approximation by using the decomposition technique for functions of bounded variation. By studying the rate of convergence in simultaneous approximation one can generalize the existing results. In the present paper we are able to investigate and study the rate of convergence for the Szász-Mirakyan-Durrmeyer operators in simultaneous approximation.
Auxiliary results
In this section we give certain results, which are necessary to prove the main result.
Lemma 1. [2]
For m ∈ N ∪ {0}, if we define the mth order moment by
Also there holds the following recurrence relation
Consequently by the recurrence relation, for all
x ∈ [0, ∞), we have V r,n,m (x) = O n −[(m+1)/2] .
Remark 1.
If n r 2 + 3r + 2, then from Lemma 1, it is easily verified that
Lemma 2. [7]
For all x ∈ (0, ∞) and k ∈ N ∪ {0}, we have
where the constant 1/ √ 2e and the estimation order n −1/2 ( for n → ∞) are the best possible.
k+r (t).
Then for n r 2 + 3r + 2, there hold
Proof. We first prove (2) as follows: 2 by using Remark 1. The proof of (3) is similar. 2
Rate of convergence
We denote the class B r,α by
± (x) exist everywhere and are bounded on every finite subinterval of [0, ∞) and f 
By f (0)
± (x) we mean f (x±). In this section we prove the following main theorem.
Theorem. Let f ∈ B r,α , r ∈ N 0 . Then for every x ∈ (0, ∞) and n max{r 2 + 3r + 2, 4α}, we have
where g r,x is the auxiliary function defined by
We first estimate S (r) n (sign(t − x), x) as follows:
It is easily verified that
A r,n (x) + B r,n (x) = 1. Thus S (r) n (sign(t − x), x) = 1 − 2A r,
n (x). Using Lemma 2 and the identity
Using the similar lines as in [3] , we have
Next we estimate S (r) n (g r,x , x) as follows:
Let us define
First to estimate E 1 , writing y = x − x/ √ n and using integration by parts, we have
n (x, t) d t g r,x (t) .
By applying Lemma 4, we have
Integrating by parts the last term, we have
Hence
Now replacing the variable y in the last integral by x − x/ √ t, we get
For t
Also by using the inequality
we obtain
Next we estimate E 3 , we take z = x + x/ √ n, thus 
Collecting the estimates of (5)-(10), we get (4). This completes the proof of the theorem. 2
