I. INTRODUCTION
noise models in response to fluctuating inputs.
We use single compartment Hodgkin-Huxley models in which either the exact or approximate models were implemented to simulate the stochastic opening and closing of voltagegated ion channels. These models were stimulated with presentations of fluctuating input currents allowing their performance and reliability to be quantified in terms of their information rates [21] . The information coded was quantified in single compartment models that support action potentials (spiking models) as well as those supporting only analogue signals (non-spiking models) because both types of neurons are found in vertebrate and invertebrate nervous systems [22] . We varied the size of the single compartment being simulated to determine whether differences between the exact and approximate methods are greater in smaller compartments with fewer voltage-gated ion channels where the effects of channel noise are more pronounced [12, 23] . We also compared the performance of the exact and approximate methods in the presence or absence of extrinsic noise. We show that single compartments with the Langevin (approximate) channel noise model have higher information rates than compartments of identical size with the Markov model (exact) of channel noise. Furthermore, we show that this overestimation of information rate by the approximate method is due to underestimation of the power of the intrinsic noise that does not improve even in larger compartments with greater numbers of ion channels.
II. METHODS

A. Single Compartment Model
We used a single compartment stochastic Hodgkin-Huxley model for our simulations [9] .
The spiking model contained two voltage-gated ion channels, N a + and delayed rectifier K + along with the leak conductance while the non-spiking model only possessed delayed rectifier K + and leak conductances. The dynamics of the membrane potential was governed by a set of activation and inactivation variables, m j and h j with the current balance equation that had the general form,
where C m was the membrane capacitance, g j was the conductance of the j th conductance type, a j and b j were integers, E j was the reversal potential of the j th conductance, I stim (t)
was a time dependent current stimulus and ζ noise (t) was the extrinsic stimulus noise current.
ζ noise (t) was zero for no input noise simulations. The variables m j and h j followed first order kinetics of the form , where m ∞ (V m ) was the steady-state activation and τ (V m ) was the voltage-dependent time constant. The model was driven using a time dependent current -I stim (t), which was either a 500 Hz (τ correlation = 2 ms) or a 300 Hz (τ correlation = 3.3 ms) Gaussian white noise, filtered using a 40 th -order Butterworth filter to approximate a box filter in the frequency domain. The mean and the standard deviation of the stimulus was varied in the range 1-10 µA/cm 2 . The stimulus was presented for 1 second and each set of simulations consisted of 60 such trials. ζ noise (t) was an unfiltered broad-band
Gaussian white noise with, ζ noise (t) = 0
where, noise variance was computed using
All Gaussian random numbers were generated using the Marsaglia's ziggurat algorithm [24] ; uniform random numbers were generated using Mersenne Twister algorithm [25] . Deterministic equations were integrated using the Euler-algorithm while stochastic differential equations were integrated using the Euler-Maruyama method [26] , both with a step size of 10 µs. Parameter values are given in Table I .
B. Model of Channel Noise
Exact method
We assumed that the N a + and the K + voltage-gated ion channels were not cooperative and that they had transitions between the closed and open states according to a Markov process ( Fig. 1 ) [13] . The number of voltage-gated ion channels in either the closed or the open state was tracked [13, 27] . At any time, the voltage-gated ion channels were distributed over 13 states with 28 possible transitions between these states -20 transitions for the N a + and 8 transitions for K + voltage-gated ion channels. When the voltage-gated ion channel was in state k at time t, the probability that it would remain in that state in time interval δt was e −γ i δt , where γ i was the sum of all transition rates from state k to any possible successive state. During δt no other voltage-gated ion channel changed its state. The probability of the ion channels remaining in the same state in the time interval δt was e −λδt , 1 )/λ. The Gillespie algorithm then selects which of the 28 possible transitions occured in the time interval t trans [13, 27] . The conditional probability of a particular transition j that occured in the time interval δt was given by
where, a j was the product of transition rate associated with transition j and the number of channels in the original state of that transition. The denominator was equal to λ (Eqn. 4).
The specific transition rate was selected by drawing a random number r 2 from the uniform distribution [0, 1] with ψ defined as
The number of voltage-gated ion channels in each state was updated and the membrane potential was re-calculated. Similar algorithm was used for the channel noise in the nonspiking neuron.
Approximate method
Approximate channel noise implementation followed the Langevin formulation [14, 15] , which was based on the theory of stochastic differential equations [28] . The Langevin approximation is a continuous stochastic description of the gating kinetics of the ion channel; the Master equation governing the conductance of the cell is approximated by the Fokker-Planck equation [29] . The gating variables evolved according to the following noise perturbations,
where κ was m or h for the N a + channel and was n for the K + channel, ξ κ (t) was a Gaussian, zero mean perturbation to the activation and in-activation variables with the following variance,
Here, N max denoted the maximum number of ion channels of a particular type, κ was either m,h or n. The values of m,h and n were restricted such that they do not leave the interval [0, 1] i.e., have a reflecting boundary.
C. Calculation of Information Rate
Spiking neuron models
We used the direct method to measure the entropy of the responses [30, 31] . This method involved, comparisons among different spike trains without reference to the stimulus parameters, which provided a direct measure of the amount of information contained in the neural response without assumptions of what and how the information was represented in the neuron. The spike train entropy sets the information capacity for the spike train to carry information. The noise entropy on the other hand, measured the variability of the spike train across trials. These quantities were dependent upon the temporal resolution with which the spikes were sampled, ∆t and the size of time window, T . We used a different stimulus current presented in each subsequent trial (unfrozen noise) to calculate the spike train entropy, while using presentations of the same stimulus current in each subsequent trial (frozen noise) to calculate the noise correlation. We divided the spike train to form K-letter words with K = T /∆τ . We used the responses from the unfrozen noise session, to estimate the probability of occurrence of particular word, P (W ). We estimated the total entropy as,
We estimated the probability distribution of each word at specified time durations, t so as to obtain P (W |t). Entropy estimates were then calculated from these distributions and the average of the distributions at all times were computed to yield the noise entropy as,
where, indicated average over time. The information was then computed as,
The spike train entropy and the conditional noise entropy diverge in the limit of ∆τ → 0, their difference converges to the true finite information rate in this limit [32] . We used bias correction methods such that the estimation of entropy was less prone to sampling errors [33] . Using ∆t = 1 ms, we varied the spike trains to form words of different lengths. Using these entropy estimates, we extrapolated to infinite word length from four most linear values of the curve of entropy against the inverse of word length.
Non-spiking neuron models
We used an upper-bound method to calculate the maximum information transferable by the non-spiking signals [21] . This was done by imposing an upper limit on the information transferred by computing the channel capacity [34] . This method assumed that the neuronal response and the neuronal noise had independent Gaussian probability distributions in the frequency domain and the noise was additive in nature. We defined the stimulus S, as the mean neuronal response obtained from a frozen noise experiment. The noise in each trial was calculated by removing the average response from the individual responses R i . This separated the deterministic quality of the code from that of the noise. Due to Gaussian assumptions, it required enough data to estimate the mean and variance of the Gaussian probabilities. Since, a Gaussian distribution has the highest entropy for a given variance, the actual information might be lower than this bound. In our simulations, both the response and the noise had an approximately Gaussian distribution. We obtained the mean response power spectrum and the noise power spectrum using the multi-taper spectral estimator and computed their ratio to be the signal-to-noise ratio (SNR) [35, 36] . This is then used to compute the information for a dynamic Gaussian channel as,
For our simulations, the limits of the integral were taken from 2.3 Hz to either 300.6 Hz or 500.49 Hz. The integral was evaluated using trapezoidal rule [36] .
III. RESULTS
We compared Langevin and Markov formulations of channel noise using single compartment models, possessing N a + and K + voltage-gated ion channels along with additional leak conductances. We simulated the responses of the models to low-pass filtered Gaussian stimuli with different means and variances. The area of the compartment models was either 1, 10 or 100 µm 2 and within these compartments the specific density of the voltage-gated N a + channels was 60/µm 2 and the voltage-gated K + channels was 18/µm 2 .
Within a particular size compartment, irrespective of whether the Langevin or Markov model of channel noise was used, the information rate increases with increasing stimulus variance and decreasing mean ( Differences in the information rates and firing rates between the Langevin and the Markov models could be due to differences in the distribution and/or frequency content of the voltage responses. We compared the frequency content and distributions of the voltage responses to determine the source of the differences between the models. The frequency content of the voltage signal (including spikes) from these models is similar for a particular sized compartment (Fig. 4) . We calculated the signal and noise components of the voltage power spectra after removing the spikes. This was done by removing the voltage waveform between the beginning and end ( ± 3 ms) of a spike and replacing it with a linear interpolant. After The underestimation of noise by the Langevin model may influence spike initiation and thereby the information rate. We constructed phase plots from compartments with either the Langevin or Markov models of channel noise to determine the effect of these models on spike initiation [37] . These phase plots show that the Langevin based model overestimates the precision of spike initiation in comparison to the Markov model, which introduces a large variance in the timing of spike initiation (Fig. 6) . Comparison between the phase plots from the 10 µm 2 and 100 µm 2 compartments shows that the differences in spike precision between
Langevin and Markov models decreased with increasing compartment size (Fig. 6) .
We calculated the differences in the probability density function of the voltage responses produced by the Langevin and Markov models of channel noise to quantify the effect on the voltage responses of the spiking compartments (Fig. 7) . The signal and noise probability density functions were calculated after removing the spikes and using a linear interpolant of the voltage in their place. We used the Kullback-Leibler divergence (relative entropy)
to quantify the differences between the voltage distributions produced by the Langevin and Markov models [34] . The relative entropy between two distributions equals zero when they are the same and increases as they diverge. The relative entropy between the signal components of the voltage distributions produced by the Langevin and Markov models decreases with increasing compartment size (Fig. 7) . Thus, the signal probability density functions produced by the Langevin and Markov models become more similar in larger compartments. In constrast, the relative entropy between the noise components of the voltage distributions produced by the Langevin and Markov models increases with increasing compartment size (Fig. 7) . Thus, the difference between the noise probability density functions produced by the Langevin and Markov models increases in larger compartments.
Therefore, although the difference in the signal distribution and frequency content between the Langevin and Markov models drops in larger compartments, differences in the noise distribution and frequency content persist and, in the case of the distribution, even get worse in larger compartments.
Signal processing in neurons is constrained not only by intrinsic noise, including channel noise, but also by extrinsic noise in the input stimuli. Extrinsic noise occurs in sensory stimuli, such as photon shot noise, as well as at synapses where there may be variability in the numbers of vesicles released and the number of neurotransmitter molecules they contain [38] . Noise in the input stimulus (extrinsic noise) may affect the extent to which the information rates produced by the Langevin and Markov models differ. We added broadband Gaussian noise (ζ noise (t)) to the white noise input stimulus to evaluate the role of extrinsic noise on the Langevin and Markov models. Different amounts of noise were added to produce a high or low signal-to-noise ratio (SNR) input stimuli. The addition of extrinsic noise reduced the information rates of the Langevin and Markov models in compartments of all sizes, low SNR stimuli (high extrinsic noise) produces a greater reduction than high SNR stimuli (low extrinsic noise), which produces information rates that approaches those obtained from the noise-free stimuli (Fig. 8) . We compared the frequency content and distributions of the voltage responses to determine the source of the differences between the models. The signal and noise components of the voltage responses of the non-spiking compartments were calculated as described previously for the spiking compartments (see Methods). Signal power in non-spiking compart-ments is independent of compartment size and is similar for both Langevin and Markov models of channel noise (Fig. 10) . In contrast, the Langevin model underestimates noise power in comparison to the Markov model, the difference between these models increasing as the size of the compartment increases. Thus, as in spiking compartments, the Langevin model underestimates noise producing an overestimation of the information rate in nonspiking compartments of all sizes (Fig. 10) .
We also calculated the differences in the probability density function of the voltage responses produced by the Langevin and Markov models of channel noise to quantify their effect on the voltage responses of the non-spiking compartments (Fig. 11) . As in the spiking compartments, we used the Kullback-Leibler divergence (relative entropy) to discriminate the distribution produced by the Langevin model from that of the Markov model [34] . The relative entropy between the signal components of the voltage distributions produced by the Langevin and Markov models decreases with increasing compartment size (Fig. 11) .
Thus, the signal probability density functions produced by the Langevin and Markov models become more similar in larger compartments. However, the relative entropy between the noise components of the voltage distributions produced by the Langevin and Markov models increases with increasing compartment size (Fig. 11) . Thus, the difference between the noise probability density functions produced by the Langevin and Markov models increases in larger non-spiking compartments. Therefore, as in spiking compartments, although the difference in the distribution of the voltage signal produced by the Langevin and Markov models decreases with increasing compartment size the difference between the distribution of the voltage noise increases with increasing compartment size.
IV. DISCUSSION
Our simulations show that Langevin (approximate) models for channel noise produce higher estimates of information rates than Markov (exact) models under all the conditions that were tested. Nevertheless, information rate surfaces estimated by the Langevin models are qualitatively similar to those estimated by the Markov models. Although we expected that differences between exact and approximate methods would be more pronounced in smaller compartments with fewer voltage-gated ion channels [5] , our simulations show that
Langevin models overestimate information rates irrespective of the size of the compartment. [19] . For the Langevin model to reproduce exactly the same distribution of spike initiations as the Markov model, the perturbation of the activation and the inactivation variables should be non-Gaussian and correlated [19] . Additionally, voltage-gated ion channels possess one or more particles that contribute to the probability of the opening and closing of the channel's gating mechanism [39] . The combined behavior of multiple activation particles (m 3 and/or n 4 ) is not captured by the Langevin model,
although it converges to the exact Markov model with only a single activation particle per channel (m and/or n). Thus, the main reason that the Langevin model underestimates noise and overestimates information rates in our simulations is that it underestimates the variability in the numbers of open channels. This is not a problem when using Markov models of channel noise, which infer the exact number of ion channels opened during each time step [16] . Hence, the Langevin model produces higher information rates than those obtained using the Markov model for channel noise. Irrespective of whether the response is spiking or non-spiking, this underestimation of the noise due to the presence of multiple activation particles (m 3 and/or n 4 ) may be remedied by analytical derivation of a correction factor for the Langevin equation [19] .
Calculations based on electrophysiological recordings from spiking neurons suggest that their information rates may reach approximately 300 bits s −1 [40] . In our simulations, we assume that the probability of switching between states depends only on the present state of a channel and not on the history of previous states a channel has occupied or the duration of the time that a channel has remained in a particular state.
Experimental evidence in mouse Leydig cells [43] and locust extensor tibiae muscle [44] shows that channel noise in some ion channels (BK channels) is non-Gaussian and non-Markovian suggesting that both Langevin and Markov models of noise are themselves only approximate representations of channel noise in neural systems. To account for non-Gaussian and nonMarkovian nature of channel noise, theoretical studies have used fractal [45] and chaotic [46] models of channel gating. In fractal models of channel gating, the open and closed states are represented as a continuum of conformation states, where the current through a single channel is self-similar in different time scales [46] . In these models, the longer the channel resides in any state, the less likely it is per unit time to exit that state. Alternatively, studies have used chaotic models of channel gating where transitions between kinetic states emerge from deterministic forces instead of random fluctuations of the channel protein [45] . It has been observed that the Fourier transform of ionic current through BK channels is not a Lorentzian curve as would be expected for statistically independent channels but exhibits a power law with an exponent between -1 and -2 [47] . The 1/f flicker noise can be caused due to various reasons; co-operativity between channels [48] , second-order conformation change in the channel leading to incomplete closure of the pore or obstruction of ion passage across the channel [49, 50] . Whether these observations apply to other classes of voltage-gated ion channels remains unclear [51] . Because of the limited data from the voltage-gated N a Our study indicates that the Langevin model of channel noise is unable to capture the stochastic behaviour of voltage-gated ion channels, although this method has been repeatedly used in the literature [8, 52, 53, 54] . Contrary to popular assumptions [5] , the overestimation of information rates by the Langevin model, does not improve in larger area compartments with greater numbers of ion channels; information rate estimates from Markov and Langevin models do not converge even in large compartments. This is true for the largest compartments that we have simulated, which contain 6000 N a + and 1800 K + channels, though it is possible that in even larger compartments the two models, Langevin and Markov, may converge to similar information rate estimates.
The performance of the Langevin and Markov models has been compared in simulations of other biological systems such as pancreatic β−cells [55, 56] . These studies have also sug- Tables   TABLE I: Parameters for the stochastic Hodgkin-Huxley model [39] .
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