Consistent nonparametric methods for testing the null hypothesis of Lorenz dominance are proposed. The methods are based on a class of statistical functionals defined over the difference between the Lorenz curves for two samples of welfare related variables. Two specific test statistics belonging to the general class are presented and their asymptotic properties derived. As the limiting distributions of the test statistics are nonstandard, we propose and justify bootstrap methods of inference. We provide methods appropriate for case where the two samples are independent as well as the case where the two samples represent different measures of welfare for one set of individuals. The small sample performance of the two tests is examined and compared in the context of a Monte Carlo study and an empirical analysis of income and consumption inequality.
INTRODUCTION
A fundamental tool for the analysis of economic inequality is the Lorenz curve which graphs the cumulative proportion of total income, or other measure of individual welfare, by cumulative proportion of the population after ordering from poorest to richest. The related concept of Lorenz dominance provides a partial ordering of income distributions based on minimal normative criteria. Distribution A weakly Lorenz dominates distribution B if the Lorenz curve for A is nowhere below that for B. As shown by Atkinson (1970) , Lorenz dominance translates into simple facts concerning the degree of egalitarianism in the respective income distributions. Lorenz dominance is equivalent to the ranking of income distributions based on the class of scale-free inequality indices that respect the 'principle of transfers' -whereby a progressive transfer is associated with a decrease in inequality -while avoiding the imposition of stronger additional normative criteria embodied in a specific scalar index of inequality. An empirical method for directly inferring Lorenz dominance is therefore very desirable.
The work of Beach and Davidson (1983) represented a key development in the use of Lorenz curves for statistical inference in economics. They derived the sampling properties of a subset of ordinates from the empirical Lorenz curve and presented a test for the null hypothesis that two independent Lorenz curves are equal. Note that this was a test of Lorenz equality, rather than dominance, at a fixed set of population proportions. Smith (1991a, 1991b) proposed a test of Lorenz dominance based on multiple pair-wise comparisons of empirical Lorenz ordinates. Davies, Green and Paarsch (1998) , Dardanoni and Forcina (1999) and Davidson and Duclos (2000) presented tests for Lorenz dominance based on a predetermined grid of points. The null hypothesis of dominance across those fixed points imply a series of inequality restrictions which can be tested using the methods of Wolak (1989) . Although these tests use information on the covariances among the set of estimated Lorenz ordinates, making them more powerful than the Bishop et al. (1991a Bishop et al. ( , 1992b tests, these methods are also potentially inconsistent. By limiting attention to a small fixed set of grid points, the tests do not take account of the full set of restrictions implied by Lorenz dominance.
The aim of the current article is to develop consistent tests for Lorenz dominance.
Our approach to testing is based on a class of statistical functionals defined over the difference between two Lorenz curves. A test of Lorenz dominance may be considered as a scalar measure of the extent to which one Lorenz curve (hereafter LC) is everywhere above the other. Two test statistics based on specific functionals from the general class are examined in detail. The first test statistic is based on the largest difference between the two LCs -a supremum or Kolmogorov-Smirnov (KS) type test, while the second is a Cramer von-Mises (CVM) type test based on the integral of the difference between the curves over the range of ordinates for which one lies above the other. This second test statistic was first presented in Bhattacharya (2007) in the context of analysing inequality using stratified and clustered survey data. Both measures will be zero when one curve weakly dominates another, and both will be strictly positive when this is not the case.
The tests are nonparametric and based on normalized estimates of quantities involving the empirical LCs. The empirical LC is a fully nonparametric, √ -consistent estimator of the true underlying LC. The empirical LC does not share the disadvantages associated with other nonparametric estimators such as for density and regression models. Our estimation problem is analogous to the estimation of a cumulative distribution function for which nonparametric estimation via the empirical distribution (or smoothed empirical distribution) function is known to be √ -consistent and asymptotically normal with Brownian Bridge limit processes. Representing the empirical LC as a smooth functional of the empirical distribution function permits the application of the functional delta method to obtain the limit processes.
The second feature of our tests is that they are consistent in that they detect any violation of the null hypothesis of weak Lorenz dominance. This is achieved by comparing the empirical LCs at all quantiles. The tests presented in this article utilize all the sample information and provide a consistent test of Lorenz dominance. Our tests are analogous to tests of stochastic dominance (SD) proposed in McFadden (1989) and elaborated and extended by Barrett and Donald (2003) . SD relations are based on a comparisons of CDFs (or partial integrals of CDFs) and provide partial orderings in terms of welfare levels or poverty. In contrast, Lorenz dominance is based on a comparisons of (mean independent)
LCs which provides a partial ordering in terms of relative inequality, as articulated in Atkinson (1970; 1987) and Deaton (1997: 157-169) . Further, as the empirical LC is given by the partial integral of the empirical quantile function normalised by the mean, LD testing must address the issue of small denominators in studying convergence, which is an issue that does not arise in SD testing. The main difficulty with our tests of Lorenz dominance is that the limiting distributions of the test statistics are nonstandard and generally depend on the underlying LCs. We propose and justify the use of the bootstrap for conducting inference. The application of the bootstrap in approximating the asymptotic distribution of a test statistic has been used for similar problems in Andrews (1997) , Barrett and Donald (2003) and Linton, Maasoumi and Whang (2005) .
Our main results are obtained for two possible sampling schemes for estimating the LCs.
The first is that we have two independent samples of comparable variables, for differing numbers of individuals. The second is that we have one sample of individuals and two measures of welfare (e.g.: before and after tax income or in panel contexts), which we refer to as "matched pair" sampling. The difference between the two sampling schemes is that in the latter case the estimated LCs will be correlated, whereas in the former case they will not. This has important implications for how we use the bootstrap in each case. One could also justify inference using the bootstrap for more elaborate sampling schemes, such as those considered in Bhattacharya (2005) .
The remainder of the article is organized as follows. In Section 2 we state our testing problem, review key results on the properties of empirical LCs, propose two test statistics and provide a characterization of the limiting distributions of the test statistics under the null hypothesis in terms of well known stochastic processes. In Section 3 the nonparametric bootstrap approach to conducting inference is presented and theoretically justified. Section 4 provides a brief Monte Carlo study that examines how well the asymptotic arguments work in small samples. In Section 5 we implement the tests by comparing the LCs for the distribution of income and consumption in Australia from 1984 to 2009/10. In Section 6 concluding comments are presented.
ASYMPTOTIC PROPERTIES OF LORENZ DOMINANCE TEST STATISTICS

Preliminaries
We are interested in comparing the LCs associated with the distributions of income (or some other measure of welfare) for variables  1 and  2 . These could either be corresponding variables from two different populations for which we have independent random samples or else these could be two measures of welfare for a specific individual from a single population. We let  1 and  2 denote the respective marginal cumulative distribution functions (CDFs). We make the following assumptions regarding these CDFs.
Assumption 1 Assume that the population described by
1 2) has finite first two moments and is continuously differentiable with associated probability density function given by
is strictly positive everywhere on [0 ∞) and for some  ∈ (0 1) the following tail condition is satisfied,
The existence of two moments is sufficient for us to define the LCs (at ordinate value  ∈ [0 1]) for the respective populations by,
 () are the respective quantile functions and   is the mean of the distribution. The tail condition on the distributions will allow us to derive weak convergence results for the empirical LC as shown in the next subsection.
Hypothesis Formulation
The hypotheses that we are interested in testing are:
The null hypothesis is that the LC for population  1 is everywhere at least as large as that for the population  2 . This will be referred to as weak Lorenz Dominance of  1 over  2 . This formulation of the hypotheses is consistent with much of the literature on testing stochastic dominance (McFadden 1989) . Note that the null hypothesis also includes the case where the LCs coincide. As has been shown in Lambert (1993) , this can only occur if  1 () =  2 () for some non-negative value of . That is, multiplying all incomes in a population by the same constant does not affect the LC associated with the distribution. The alternative hypothesis is true whenever the LC for  2 is above that for  1 at some point. Note that we can reverse the roles of  1 and  2 and test similar hypotheses. This would allow one to determine whether a LC dominated another in a stronger sense. In particular, if one considered the hypotheses We consider the approach to testing based on a functional of the difference between the two LCs which gives a scalar result that indicates which of the hypotheses is correct.
In order to justify a bootstrap approach to inference we impose additional regularity conditions on the functional. For this purpose we define () =  2 () −  1 () and note that under our assumptions  is a continuous function on [0 1]. Thus we can write,  ∈ [0 1]. Also let kk denote the sup norm on [0 1] We develop our theory of testing and inference for a general functional F : [0 1] →  which we can normalize such that F(0) = 0 and F satisfies the following properties:
Properties 1(i) (ii) and the normalization are sufficient to show that the functional can be used to distinguish between the null and alternative hypothesis based on the scalar value of the functional. The latter properties are continuity conditions that allow one to derive weak convergence properties for the test statistics based on the functional and also allow easy justification of the bootstrap method. The condition 1(v) is a convexity condition that will allow us to show that the distribution of the test statistic is absolutely continuous. This condition is not the only one that will guarantee that this result holds but is satisfied for the two functionals considered in this article (see Davydov, Lifshits and Smorodina (1998) for methods and assumptions for establishing absolute continuity of distributions of functionals of random processes). Our first result shows that Property 1(i) and (ii) allow one to distinguish between the null and alternative based on the functional.
Lemma 1: If F satisfies Property 1(i) and (ii) then
The two specific functionals considered in this article are
where 1() represents the indicator function which is equal to 1 when  is true (and 0 otherwise). The next Lemma establishes that these functionals satisfy all parts of Property 1. Therefore these two functional are capable of distinguishing between the two hypotheses plus they satisfy the regularity conditions for weak convergence and justification of the bootstrap approach to inference considered in subsequent sections.
Lemma 2: Each of the functionals S and I satisfy Property 1.
Properties of the Empirical Lorenz Curve and Test Statistics
Our aim is to make inferences regarding Lorenz dominance based on samples drawn under two possible sampling situations. The first is classical independent random sampling from two populations.
Assumption 2 (IS): Assume that:
=1 is a random sample from   and the sample for  = 1 is independent from the sample for  = 2
(ii) the sampling scheme is such that as
The first part is the standard independent random samples assumption that would be appropriate in situations where we have two separate random samples from non-overlapping populations such as countries or regions and would also generally be a plausible assumption if the two samples are random samples at two different points in time for the same population. Note we allow for differing sample sizes. The requirement in (ii) is that, as far as the asymptotic analysis is concerned, the number of observations in each sample is not fixed as the other grows. We do allow for the possibility that one sample size grows at a faster rate than the other. This condition is key for the consistency properties of the test under the random sampling assumption. For this case we define the following,
and  can take on one of the endpoints when one sample size grows faster than the other.
Note that the random sampling assumption could be relaxed in ways that are discussed in Bhattacharya (2005) .
We also consider an alternate sampling scheme whereby  1 and  2 represent different random variables for the same individual, referred to as the matched pairs case. We have in mind that   could represent measures of the same welfare variable at different points in time, such as with panel data, or where they represent different measures of welfare
for an individual at a single point in time, such as income and expenditure. In the former case one is then considering LD based on panel data while in the latter case one is interested in relative inequality between two notions of welfare. For these types of situations we use the following assumption, where MP is shorthand for matched pairs.
is a random sample from a joint distribution  ( 1   2 ) whose marginals are given by  1 and  2  In this case there is only one sample size  so in what follows, except where indicated, the notation   refers to this common  for this sampling assumption. Also, unlike the independent random sampling case, while it makes sense to assume that (
As we see below this will imply that the estimated LC's for the two variable will be dependent and this will need to be taken into account in the inference procedure.
Provided the pair ( 1    2  ) are iid a simple adjustment of the bootstrap can be performed so that valid inference is possible even without knowing the nature of the dependence between the two variables.
The empirical distributions are given bŷ
and the quantile functions as
Then the empirical LC at ordinate value  can be defined in terms of the quantile function by
are the sample means. Since the quantile process is a step function (right continuous) then the empirical LC is a piecewise linear function starting at the origin and reaching the value 1 when  = 1. For a given sample {
, the sample mean by, and denote the proportion of observations in the sample that take on each of these values as  then the empirical LC is obtained by connecting the points 
Note that in the case of Assumption 2(IS) it follows that since the two samples are independent then B 1 •  1 is also independent of B 2 •  2 . In the case of Assumption 2(MP) we have that,
where the limit is a bivariate correlated Brownian Bridge with covariance function (at
Such a result follows from marginal weak convergence using arguments in van der Vaart and Wellner (1996, Sections 1.1 and 1.4). Since in this case  1  and  2  are from the same unit of observation, it is unreasonable to assume that the off diagonals are zero.
Our first result provides a characterization of the limiting properties of the empirical LCs. Since the LC is a scaled version of the integral of the quantile function the standardized empirical LCs can be considered as members of the function space [0 1] since they are piecewise linear and continuous. Define the Gaussian stochastic process, G  on
and finally the process L  to be such that for
Under Assumption 2(IS) these L 1 and L 2 will be independent since B 1 and B 2 are independent. On the other hand, under Assumption 2(MP) since the Brownian Bridge processes B 1 and B 2 are correlated then the Lorenz processes L 1 and L 2 will also be correlated. The following result concerning the asymptotic behavior of the empirical Lorenz processes is is stated for completeness and will be the basis for inference methods based on the functionals satisfying Property 1.
Lemma 3: Given Assumption 1 and either 2(IS) or 2(MP),
and under 2(MP) we have
Results such as in (i) for the single Lorenz process date back to Goldie (1977) under slightly different conditions. The weak convergence result in (i) can be derived using functional delta methods described in van der Vaart and Wellner (1996) . This requires showing that the LC is a Hadamard differentiable function of the CDF for which the tail condition in Assumption 1 is sufficient (using a result shown in Bhattacharya (2007)). Beach and Davidson (1983) also presented results for a vector of LC ordinates and importantly showed how to do inference, by providing estimates of the variance covariance, matrix without imposing distributional assumptions. Here we consider inference on the entire LC.
The second result follows immediately from the first part and assumptions concerning the sample sizes that are explicit in Assumption 2(IS)(ii) or implicit in Assumption 2(MP). This result is stated formally so as to define the processL which appears in the limiting distributions of the test statistics considered in the next section. Note that this differs in terms of its properties depending on whether we are using Assumption 2(IS), in which case  appears and L 1 and L 2 are independent, or Assumption 2(MP) in which case L 1 and L 2 are correlated. Our inference methods are designed to deal with these differences in behavior.
This result allows one to obtain the properties of the test statistic for general functional F in a straightforward fashion. As in Lemma 3 we allow the normalizing factor for each sampling Assumptions 2(IS) and 2(MP), √   , to differ as stated in Lemma 3.
Lemma 4: Under Assumptions 1 and 2(IS) or 2(MP) and assuming that F satisfies Property 1 then, and one would require a critical value with the property that  (F(L)    | 1 0 ) =  so that the test will have significance level equal to  The result in (i) guarantees that the critical value is finite so that the divergence of the test statistic under the alternative guarantees that the test will be consistent. An alternative and equivalent way to test the hypotheses is using  (say), the distribution of F(L) One would reject the null if the p-value(F) = 1 − (  F()) is less than  In this particular situation because the distribution  is both nonstandard and population dependent (i.e. it depends on both  1 and  2 as well as the covariance between the associated Brownian Bridges under Assumption 2(MP)) we require a data based bootstrap approach to inference.
BOOTSTRAP BASED INFERENCE
In order to conduct the tests in such a way that they have known asymptotic significance levels we propose using the bootstrap to estimate asymptotic p-values. In the case of Assumption 2(IS) we treat the original samples independently and for this purpose let
=1 for  = 1 2 be the two original samples. In this case one can bootstrap by independently drawing (with replacement) samples of size   from each of X 1 and X 2 .
Denote these samples by 
for  = 1 2 In this case one will have bootstrap estimates of empirical distributions given by,
where  For each bootstrap sample definê
 is the mean of the bootstrap samples (either independent samples or matched pairs). Then we define
In order to obtain a valid approximation to the distribution of the test statistic under the null hypothesis we need to subtract () so that the object   F( * () −()) will have the same limiting distribution as F(L).
Using this, our bootstrap p-values can be computed by finding (under Assumption 2(IS)),
or (under Assumption 2(MP)),
Equivalently, one can find the probability that the random variable   F( * ()−()) lies above the test statistic conditional on the sample(s). This p-value can be approximated by Monte Carlo simulation aŝ
where *  () is the th resampled difference of LCs. The test is then based on the decision rule,
Proposition 1: Under Assumptions 1 and 2 and given that F satisfies Property 1 then the test based on the decision rule (3) has the following properties,
An immediate implication of this result is that the bootstrap approach will work for the test statistics based on the functionals S and I:
For completeness, we also present the KS test of LC equality:
is readily constructed. The asymptotic distribution of this statistic under the null can be approximated using an analogous bootstrap procedure with the p-value
It is straightforward to show the validity of this approximation.
MONTE CARLO RESULTS
Independent Sampling
In this section we consider a small scale Monte Carlo experiment to gauge the extent to which the preceding asymptotic properties hold in small samples. The initial experiments examine the properties of the tests under independent random sampling. In the first set of experiments, our specifications for the distributions are in the log-normal family because they are easy to simulate and they have been used in empirical work on income distributions. We generate two sets of samples from two possibly different distributions.
In the first two cases we generate  1  and  2  as independent log-normal random variables using the equations,
where the  1 and  2 are independent (0 1) In Case 1,  1 =  2 = 085 and  1 =  2 = 06 With this choice of parameters the two populations have the same distribution with means equal to 28 and standard deviations equal to 18 -the ratio of the mean to the standard deviation of 155 is similar to that found in actual income data. In Case 1 the LCs for the two populations are identical and our interest is in the size properties of the testing procedure.
For Case 2  1 = 085 and  1 = 06 while  2 = 085 and  2 = 055. In this case the LC for  2 dominates the LC for  1 -indeed the LC for  2 lies above that for  In Case 3, we generate  1 as before but now generate  2 as a mixture of log-normal random variables. In particular,
where   is a uniform [0 1] random variable,  2 and  3 are independent standard normal random variables and where  2 = 06 and  2 = 02 while  3 = 18 and  3 = 03. In this case we have crossing LCs. Neither LC dominates the other, nor are the LCs equal, and we expect  
We generate  1  and  2  as SM random variables using the equations for the inverse SM CDF:
where the  1 and  2 are independent uniform [0 1] random variables.
In Case 4, we set  1 =  2 = 16 and  1 =  2 = 2265 These parameter values were obtained by fitting the SM distribution to the United States individual-equivalent gross income distribution data from the 1998 March Current Population Survey. Like Case 1, the LCs for the two distributions are equal and we consider the size properties of the tests (but, here, simulating from a heavy-tailed distribution). In Case 5, we generate Table 1 . The table reports the proportion of times that the respective null hypothesis was rejected for three different nominal significance levels . 
Matched Pair Sampling
The Monte Carlo experiments were repeated with the simulated samples drawn from dependent distributions to reflect matched pair sampling. Each case was repeated with identical specifications for the marginal distributions and pre-determined correlation.
The method proposed by Cario and Nelson (1997) for generating correlated random samples was adopted, which involved generating bivariate standard normal random variables ( 1  2 ) with correlation using the algorithm 2 = 1 + (1 −)
2  2 where ( 1   2 ) are independent, as in the initial series of experiments. For the log-normal simulations the variates ( 1  2 ) are demeaned and transformed as in (4), and for the SM simulations the variates are demeaned, converted to uniform variates by applying the normal CDF then transformed to SM variates using the quantile function in (5). A numerical search over values of was performed to obtain the desired correlation  of the simulated log-normal and SM variates. The Monte Carlo experiments were performed for values of the correlation coefficient  = {03 07 09} These values are comparable to the correlation between family income and food expenditure, family income and non-durable expenditures, and pre-tax and post-tax income, respectively.
Results of the Monte Carlo simulation for the cases with  = 07 are reported in Table 2 . Rejection rates for the simulations involving different values of correlation coefficients were very similar to those in Table 2 and hence are not reported. As is evident from Table 2 , the tests under matched pair sampling continue to exhibit very good size characteristics. In terms of power performance, the tests tend to reject more strongly the false null hypotheses in Cases 2-3 and 5-7 under dependent sampling. Overall, series of small scale Monte Carlo experiments indicate that each of the test procedures, under both independent and matched-pair sampling, exhibits good size and power properties.
Further, when the sample size for the Monte Carlo experiments is increased slightly, the asymptotic properties are clearly reflected in enhanced size and power characteristics. The sample is restricted to families where the household reference person is between 25
and 60 years of age.
Family income and consumption were divided by the adult equivalent scale (AES) equal to the square-root of family size. To minimise reporting errors only multiplefamily households are excluded. The HES is a stratified random sample and for each observation there is an associated weight representing the inverse probability of selection into the survey. The observational weights were multiplied by the number of family members in order to make the sample representative of individuals; the adjusted weights were used throughout the analysis.
Summary statistics are reported in Table 3 . Nominal prices are inflated to 2010 real values using the CPI. The summary statistics show that the mean budget share of the non-durable commodity bundle was 68 percent in 1984. Over the sample period non-durable consumption grew at an average annual rate of 2.36 percent while income grew at an average annual rate of 2.53 percent. Point estimates for the Gini coefficient suggest a substantial increase in income inequality, and a minor change in consumption inequality, over the 25 year period. cal results suggest that households were generally insured against shocks to the income process over the observation period. The test results show that the distribution of consumption was more equal than the distribution of income at each point in time, and over the study period. In terms of the performance of the two tests of Lorenz dominance, both gave essentially the same result which suggests that either may be used in practice. 
APPENDIX: PROOFS OF RESULTS
Proof of Lemma 1: Suppose that  1 0 holds then  ≤ 0,
On the other hand F() ≤ 0 implies that  ≤ 0 by Property 1(ii). Clearly under  1 1 we have F()  0 by Property 1(ii). The converse follows easily since if F()  0 then it cannot be the case that  1 0 is true since if it were true, i.e. ≤ 0 then using Property 1(i),
which is false. Consequently  1 1 must be true. Q.E.D. Proof of Lemma 2: For Property 1(i) we have that,
so that S is easily seen to satisfy the property while I does by properties of the integral and since,
For Property 1(ii) we have that if there is a  such that  * ()  0 then,
while continuity of  * implies that there is a neighborhood of  on which
For Property 1(iii) for S we have,
and Property 1(iii) follows. For I we have,we have that,
which is obvious when  * ()  0 and  0 ()  0 and also when both are negative. When,
and similarly for the other case. Hence,
Property 1(iv) is obvious for S and follows for I by linearity of the integral operator and the fact that,
For Property 1(v) let  0 and  * be continuous functions and let  ∈ (0 1). Then for S the result follows by properties of supremum since,
For the functional I we have that, Proof of Lemma 4: (i) Under the null hypothesis () =  2 () −  1 () ≤ 0 for all  ∈ (0 1) By Property 1(i) and (iv) we then have that,
with the weak convergence following from Lemma 3 (ii) and the continuous mapping theorem which applies by Property 1(iii). Note that the 1 −  quantile is positive by the fact that, F(L) ≤ 0 is equivalent to supL() ≤ 0 using Property 1(ii) and,  (supL() ≤ 0)  12 using the fact thatL is a separable mean zero Gaussian process. The quantile is finite for any 12    0 using Borell's inequality (stated as Proposition A.2.1 of van der Vaart and Wellner, 1996) . Finally, uniqueness of the quantile follows from the fact that F is convex using Proposition 11.1 of Davydov, Lifshits and Smorodina (1998) (0 ∞).
For (ii) by Lemma 3(i) and using Property 1(i) and (iii),
Proof of Proposition 1: The LC is a Hadamard differentiable functional of the empirical distribution function following the results in Bhattacharya (2005) . We must establish that the bootstrap applied to the empirical distributions yields processes with covariance properties corresponding to those for the empirical distributions of  1 and  2 under Assumptions 2(IS) or 2(MP). In the case of Assumption 2(IS) bootstrap empirical processes are respectively (see van der Vaart and Wellner (1996, 3.6) ,
where  1 and  2 are multinomial random variables (with parameters  1 ,  2 and probabilities 1 1 and 1 2 respectively) independent of the sample and also independent of each other. It is easy to verify that, conditional on the sample these are independent mean zero processes with covariance kernels given by,
for  0 ≤  1 and that this converges to the covariance kernel of the limiting process corresponding to the empirical process based on the empirical distribution.
On the other hand under Assumption 2(MP) we have bootstrap empirical processes,
using the same multinomial variable   (with parameter  and probabilities 1). In this case the covariance kernel of each process has the same form as (6) but the processes are correlated since,
Thus the bootstrap processes, in the limit, have a correlation structure corresponding to (2).
The result then follows using the delta method for the bootstrap (van der Vaart and Wellner (1996) 3.9.11) and the continuous mapping theorem. In particular note that the decision rule is equivalent to the rule that   F()   () where,
where we condition on the sample(s) in computing the probability. The Hadamard differentiability of the LC and Property 1(iii) and (iv) of the map F we have that,
in probability given X so that
where the latter is strictly positive, finite and unique given Lemma 4. The result then follows using Lemma 4. Q.E.D.
