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RESUMO
Neste trabalho é construído um funcional 
Quadrático positivo definido, um funcional de Liapu­
nov, que produz condições necessária e suficiente pa
ra a estabilidade assintótica das soluções da equação 
matricial funcional diferença-diferencial perturbada
X(t) = A X(t) + B X(t - r) + f(X(t)), com |]f(X(t))il<
< k 11 X(t) 11 , k > 1.
V l l
ABSTRACT
This paper constructs a quadratic positi^ 
ve definite functional, a Liapunov Functional, that
yields necessary and sufficient conditions for the asym 
ptotic stability of the solutions of the matrix diffe - 
rence-differential equation X(t) = A X(t) + B X(t-r) + 
+ f (X(t) ) , with ||f (X(t) )|| < k I] X(t) I , k  ^ 1.
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INTRODUÇÃO
Consideremos a Equação Matricial Funcional 
Diferença-Diferencial
X(t)= A X(t) + B X(t-r);r 2 0,t > 0' (1)
onde X(t) é uma função vetorial de t com valores em IR^  e 
A e B são matrizes constantes de ordem nx n.
; INFANTE E CASTELAN [1 J , construiram um Fun
Cional de Liapunov que produz condições necessária e su- 
'ficiente de estabilidade assintõtica das soluções da equa 
ção (1) .
Neste trabalho, (capítulo II) é , construído
s
%
um Funcional de Liapunov com a mesma estrutura do constru 
ído em [Ij para garantir condições necessária e suficien­
te de estabilidade assintõtica das soluções de Equação Ma 
tri,cial Funcional Diferença-Diferéncial com Perturbação , 
X(t)= AX(t) + BX(t-r) + f(X(t)) (2)
onde f(X(t)) é uma função contínua definida em algum con- 
,junto aberto de com imagem em IR^  e,
||f (X(t)) I < k ||X(t) j , k^ 1.
No capítulo I, daremos alguns resultados bá­
sicos sobre teoria de equações diferenciais funcionais,os 
quais serão utilizados no desenvolvimento de nosso traba­
lho.
ca pí tu lo I
EQUAÇÃO MATRICIAL FUNCIONAL DIFERENÇA- 
DIFERENCIAL PERTURBADA
Definição;
Denotamos por L 2Í a,b , (R ) o Espaço de
Hilbert das funções de quadrado (Lebesgue) integráveis de
nfinidas em La,bJ com valores em IR .
Consideramos o espaço de Hilbert 
= (R^  X L 2 ( [- r ,o ] , , r > p,
munido do produto interno
<Uj, Uj>= Vj V 2+ /%T (0)02(0) d0
Tonde u^ = (v^ , c()^) e ^ , para i = 1 , 2, v representa o 
vetor transposto de v.
A norma natural, induzida por este produto 
interno é a definida por:
(U , (}) 
Dado X:
= V v + (f>T (0) cí)(0) d0 .
>) —y , e para t ^  0 denota 
remos por : [- r, 0 ] —> IR*^ a função definida por
(0) = X (t + 0) , - r^0  ^ 0 
Uma Equação Matricial Funcional Diferença-D^ 
ferencial com Perturbação é uma relação da forma
X (t) = A X(t) + B X(t-r) + f(X(t)) (I-l)
onde A e B são matrizes n x n, r > 0, f uma função contí­
nua em (R^  , juntamente com as condições iniciais
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Xq (0) = ç , Xq = (f. (1.2)
onde ( ç, (j) ) e ^  .
Uma solução para a equação (I.l) é, para ca 
da t > 0, uma função X e L 2 ([ - r ,  t], R^) tal que X é 
absolutamente continua (A.C.) para t > 0 , satisfazendo
(1.1) em quase toda parte do intervalo [O, t] e ainda 
X(0) e X(6) =(j)(6) para quase todo 0e[- r, O] .
Em [ 2 ] e [ 3 J e provado a existência e 
unicidadè das soluções definidas em [- r, °°) , . da equação
(1.1) com condições iniciais (1.2) quando f(X(t)) = 0 .
Ainda, se f (X (t) ) = 0, se 4^ é uma função 
em ^  e X(<p) é a única solução da equação (1.1) com a 
função inicial em zero, o operador solução T(t) 
ê definido por
X^ (^ ) = T (t) rp 
que satisfaz as seguintes condições [ 3 ]:
a) A família ÍT(t): t > 0} é um semigrupõ 
de transformações lineares, isto é,
T(t + s) = T(t) T(s) para todo t > 0, S'>0.
b) T(t) é limitado para cada t > 0,
T(0) = I eT(t) é fortemente contínuo em [O, “3 ^ isto é,
lim llT(t) ip- T(s)iplj^ 0, para todo t > 0, ip em ^  , 
s-^t ^
visto que j|T
te
c) 0 gerador infinitesimal da família de 
transformações T(t), t > 0 definido por X^ (ip) = T(t)i|j é 
dado por
M  ^ (0) =
dij;(0) / d 0 - r < e < 0  
•0
L (ij;) dn(0)]ij; (0)0 = 0.
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d) 0 domínio do gerador J\., (^(J\)) é denso 
em <íO, e para cada ^ em (J^)
dt
T(t) ip = T(t) cA ip = cAT(t) lí; .
e) Se T(t), t ^ 0 é um semigrupo fortemen­
te contínuo de operadores de um espaço de Banach B em si
mesmo, se para algum s> 0, o raio espectral p =p , \ 0t V s /
e 3s = logp então, para cada y> 0 existe constante 
K (Y) > 1  tal que
II T(t)ij; I < K(y ) I ij;|
para todo t > 0, ij; em B .
Nestas condições o problema de valor inic_i 
al (I.l) - (1.2) pode ser reescrito na forma,
(1.3)
X^. (0)' 'x. (0)1
d t t
dt
- . \  -
(Xq (0) , Xq ) = (Ç , (j) ) e íb 
onde A  é um operador definido por
A
(1.4)
Xt (0) AXt (0) + BX^ (-r)
- \  - 9Xt (9) , -r<0 < 0,
3 0
cujo domínio ^  (cA ) é um sub-conjunto denso de ^  , de 
finido por
á) («^ ) = {(Ç, <P) e (p é A.C. em [-r, O'
' e L2 ( L- r, 0] , Ir"^) ,<})(0)
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Este operador eÆ é o gerador do Co-semigru 
po ^ (t) , onde ^(t) ; ^  ^  definido por 
^(t) (Ç,(j)) = (X(t) , X^)
É provado em [2] e [3^  que, existe constan­
te Y tal que o espectro de cÆ esta no semiplano esquer­
do Re (A) < Y , e que da proposição e) para todo e > 0 , 
existe K z 1 tal que
1 r(t) < K e { y + e )t (1.5),
o espectro de qA consiste dos números complexos X que
satisfazem a equação característica
-X r
= 0 (1 .6)det L XI - A - B e 
Uma representação da solução de (I.l) é da­
da para todo t > 0, u > 0, f(X(t)) = 0 por, [3^
^0
^t+u J " r)BY^(a)da (1.7')
onde a matriz S é a solução do problema de valor inic_i 
al
S(t) = S(t) A + S(t - r) B
dt (1 . 8)
S(0) = I, S(t) = 0 para t < 0
0 resultado principal deste trabalho é ob­
tido com o auxílio do seguinte teorema clássico de esta­
bilidade segundo Liapunov, para as equações diferenciais 
funcionais:
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Teorema I:
"Suponha f : (R^  x C -> (R^ , que leva R x(li^  
raitado de C) em limitado de CR^ , e u, v, w: [R^(R^ fun 
ções continuas, não decrescentes, u(s) e v(s) posit^ 
vas para s > 0 e u(0) = v(0) = 0, C = C([a, bl, IR^). 
Se existir uma função continua V: (R x C R tal que
u(| (J)(0)[ ) s V(t, (})) <v(|4)|) 
e V(t, (|)) < - w ( I (J) (0) I )
então a solução X = 0 da equação X(t) = f(t, X^) é 
uniformemente estável. Se w(s) > 0  para s > 0 então 
X = 0 é uniformente e assintoticamente estável". (A pro 
va deste teorema encontra-se em fsl).
- 6 -
CAPÍTULO II
UM FUNCIONAL DE LIAPUNOV PARA UMA EQUAÇÃO MATRI­
CIAL FUNCIONAL DIFERENÇA-DIFERENCIAL PERTURBADA
Neste capitulo II faremos a prova do teore­
ma que dá condições necessária e suficiente para estabi­
lidade assintótica da solução da Equação (1.1) - (1.2) , 
utilizando o teorema I.
Associado com a equação Matricial Funcional 
Diferença-Diferencial (1.1) - (1.2), consideremos a for­
ma quadrática Simétrica V : ^ —> R definida por
V(Ç, (j)) = MÇ + e*^  ^ (})'^ (9)R e^^® ({)(0)d0
^_r
+ Q(0)Ç + 2^ "^  Q(a+r) e'^  ^ Bcj) ( a) da
+ 2 cí)'^(a) b '^ Q(B-a) e*^ B(}) ( B) dg-da
J-r Ja
onde 6 é número real, M, R são matrizes reais constan - 
tes positivas definidas e Q (a) é uma função matricial 
continuamente diferenciável para 0 < a< r que satisfaz 
o problema de valor inicial
Q' (a) = (A^ +61) Q(a) + e*^  ^b '^ q '^ (r - a)
^ 0 < a < r
Q (0) = q '^ (0) - Qq (II.2)
- 7 -
onde Q q é uma Matriz simétrica, mas arbitrária.
A avaliação do funcional de Liapunov (II.l) 
que é Frechet dif erenciável ao longo das soluções das equa 
ções (1.3) - (1.4) com condições iniciais em .é) (cA) re­
sulta uma função do tempo t que denotaremos por
V(t) = V(X^ (0) , X^ )
ou seja,
V(t) = V(X^ (0), X^ ) = X^ (0) M X^(0) +
+ e'^  ^ X^(0) R e^ *^ ® X (0)d0
(II.3)
+ }^{0) Q(0) X^(0) + 2 }T^ (0) Q(a+r) e‘^^“'^^tx^{a)da
J_r
+ 2 J  ° X"^  (a) Q (3-a B X^ ( B) dB da.
Teorema II;
"Consideremos a Equação Matricial Funcional 
Diferença-Diferencial Perturbada
X(t) = AX(t) + B X(t - r) + f(X(t))
com f(X(t))|j < k l(x(t)l| , k > 1, e o funcional de
Liapunov V dado em (II.l).
- r r - Ar
Se, Y= maxí ReA | det [ AI - A - B e ] = 0> 
e e > 0, então existem matrizes constantes positivas de­
finidas M e R e uma matriz diferencial Q(á), 0 < a< r.
Tcom Q(0) = Q (0) tal que o Funcional V e positivo (Je 
finido, limitado superiormente e V  < 2 %  (Y + e)V,£ > 0."
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E nosso objetivo mostrar que, através do 
funcional (II.1) e de sua derivada V(t) ê possivel esti­
mar a razão de crescimento e decrescimento das soluções 
da equação Diferencial Funcional (1.1).
Mais especificamente, como conseqüência do 
teorema enunciado no capitulo I, para isto, se
Y = mãx { Re A / det Q X ï - A - B e- A r-1 = 0 } ,
devemos provar que ¥ e > 0  e - 6 = Y + 2 e é  possível 
escolher matrizes M, R e Q(a) satisfazendo (II.2) para
o qual existe constantes e C2 positivas ' e ; tais
que
(Ç, <p) 11^ < V(f;, 4>) < C2 ||(Ç, <p)ll^  (II.4)
V(Ç, (|)) < - 2 ô£ V(Ç, (p) ,£ > 0 (II.5)
e destes resultados segue que { V(ç, (p) }l/2 -  ^, <p ]j
ê uma norma equivalente à norma original em 
ta norma
'í (X^ (0) , X^) (Xq (0), X^ ) %0'
e que nes
-ô t
ou
II (0) , \)llg <
C.
1/2
(Xo(0). Xo)j|^ B
-ôt
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Inicialmente consideremos uma escolha apro­
priada para a matriz Q(a) solução da equação (11,2) pa­
ra 0 < a < r. Em []4] é provada a existência e unicida­
de das soluções de (II.2) e também que o espaço vetorial
linear de todas as soluções desta equação tem dimensão 
2n . Com efeito, introduzindo a notaçao
q^* (a)
Q(a) = (q^ j^ (a) q*2^ (a) , . . . ,q*j^ (a)
onde q^ *^ (a) e q*j (a) são,respectivamente, a i - ésima
2linha e j - esima coluna de Q(a) t definindo' o h -vetor.
q(a) o^t) )
Te definindo a matriz S(a) = Q (r - a), a equação
(II.2) se reduz, usando o produto de Kronecker (ou produ
to direto) de duas matrizes, a um sistema de equações d^
2ferenciais ordinarias de ordem 2n ,
da
q(a) ^ "(A+6I)
s(a) jl a eôr „T
cora a condição auxiliar
ór b '^ S I
-I 0 (A+ôI) .
q (a)
.s(a) _ 
(II.6)
f , ... , f ' s (7 ) = ■T T -1 Tj-*2^, ...
(II.7)
onde F é uma matriz n x n arbitrária. A solução de
2(II.6) sujeita a (II.7), produz soluçoes Q(a) com n
parâmetros que podem sempre ser escolhidos para satisfa-
_  T
zer condição arbitraria do tipo Q(0) = Q(0) = Qq .
Associada a equação (II. 2) está uma integral 
cuja estrutura é similar para equação diferencial ordinâ 
ria. Com efeito, seja W uma matriz simétrica e seja S(t) 
a solução da equação (1.8).
Consideremos a expressão
- 1 0  -
Q(a) = f s'^ (u) ws(u-a) “^du (II.8)
Jo
~ (y + e ) tAssim para cada e > 0, S(t) < K e para algum
K > l e ô = - Y - 2 e ,  esta integral converge, com e f^
to
í , > ôu „ , , 6 (u-a)I S (u) e w S(u-a) e
J n
du
f l|s'^ (u) e^^ wS(u-a) e^ ‘^^ ll.du = 
Jn
= í I s'^ (u) I . e I W II . II S (u-a) . e6(u-a)
K e (Y+e)u _ôu. e (Y+e ) (u-a) í(u-a)
W e“
2e
Por outro lado, segue da definição de Q (a) que
- 1 1  -
Q(a) = Q(-a), Q(0) = q'^(0) e dado que S(t) satisfaz 
(1 .8), q u e :
0'(a) = - Q(a) (A + ôl) - Q (a+r) e'^  ^B - s'^ (a) e*^*^ W.
como Q'(a) = d [q (~a)^ para a ^ 0, temos também 
da
que
Q'(a) = (A+ Sl)"^  Q(a) +b '^ e*^  ^Q'^(r-a)+ s'^ (-a) e”^“w.
destas relações acima, segue que para a> 0, S(-a) = 0 
que Q(a) satisfaz
Q'(a) = (a '^ + ôl) Q(a) + b "^ e*^  ^ (r-a)0<a<r
(II.9)
Iq '^ (0) = Q(0) = Q s'^ (u) e*^  ^W e*^  ^W S(u) e'^  ^du
e dada a continuidade da função matricial Q (a),
Q'(0) + Q''^(0)= (a '^ + 61) Q(0)+ Q(0) (A + ôl) +
(il.lO)
+ B*^  e<5^  õ'^ (r) + Q(r) e^^ B = - (0)W= - W
Estes resultados e a unicidade das so­
luções de (II.2) provam que Q(a), dada em (II.8) é a 
única solução de (II.2) com condição inicial dada pela 
segunda igualdade de (II.9).
Vê-se que para cada matriz simétrica w 
positiva definida corresponde uma Q(a) definida por 
(II. 8) que é a única solução de (II. 2) com a condição 
inicial Q(0) = 0(0)"^  = s'^  (u) e^^ W S(u) e^^du que
é positiva definida. Reciprocamente para cada
Q(0) = (0) = Qq , a única solução de (II. 2) produz
uma função matricial diferencial Q(a) que por (11.10), 
define uma única matriz simétrica W. Estas observações 
mostram que a aplicação W _.> Q(0) definida por
oo _
Q(0) = f S (u) e'^ ’^ W S (u) e'^  ^du é uma aplicação do 
espaço das matrizes simétricas n x n, um por um e so­
bre, e leva uma matriz positiva definida W numa ma­
triz positiva definida Q(0).
Com esta caracterização particular da fun 
ção matricial Q(a) é possível dar loma forma especial 
ao Funcional de Liapunov (II.1) . Pois, substituindo
(II. 8) em (II.l) por Q (a ) , produz
V,(Ç,({)) = ç'^MÇ+e'^^ ( 4,'^ (0 ) R e^ ®(j) (0 ) de +
- 1 2  -
.00 (J
Jq ({ S(u) Ç + J  S(u - a - r) B (j) (a) da }^ ) .
. ( W e^^^{S(u)Ç + S(u- a - r) B c{) (a ) da}) du.
Este funcional analisado sobre as solu­
ções da Equação (1.1) e usando (1.7), temos;
V(X^(0), X^)= X^(0)M Xj.(0)+ y_° x'^(e)R e^'^®x^(9 )d8 +
'0 t+u t+u
onde \+u(0)= S (u) (X^(0)- f (X(t) ) + S (u-a~ r)BX^a)da
2 6
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e S é a solução da equação (1.8) e X^(0) - f(X(t)) ê
^ 26
uma condição inicial. Com efeito, para t = 0, u = 0 e 
como S(t) = 0  para t < 0  e S ( 0 ) = I
í 0+ S(-a - r) B X^( a) da
onde, Yq (0) = Xq (0) - f (X(0)
26
ou, Yq {0) - ç f_(|l (11.12)
2 ô
A última parcela de (11.11) é não negati 
va e, portanto,
V(X^(0) , X^) > X^ (0) M X^(0) +
+ x^ (0) R e^*^® X^(0) d0 >
^ X r  =^^0 ' *min <■*> »-^ 6 =
= >mln x^,„(R) J _ °  xT(e)X^(e)d0 >
> min{x„i„(M), A„i„(R)}. X^(0)X^(0) +
’0 „T
+ X r  ^t ^t
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mxn ou
onde representa o menor valor característico
da matriz Simétrica A. Portanto
V(Ç, (l>) > \\{K A) (11.13)
sendo C, = mini X . (m ), e 1 min  ^ . (R) } min
Sendo f  (t) (Ç, ct>) = (X(t), X^ ) e de
(1.5) vem;
Y^(0)
Rn
^(u)|| . l|(Vj,(0), YJ||< K e ‘’'^ '=>“ ||(Y(,(0) , Y
portanto
II\(0) (11.14)(Y^(0), YJII S.K f_(il, <P)
t> 2Ô
para e > 0 ,  Re A < . Y / X  raiz característica, mas.
:c" ^lí> '<P) 
26
c- flll 
26 26
(0 )de=
= - 2c'^ + f^(C) f (g) + <p'^  (d) <p (6) de < 
26 26 26
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£ lí - 2 fis H + II f^(e) . f(£ii| + ||ç'^c
2Ô 26 26
T
f(a +
4 6  ^
f 0 T
/ cf) (0) (}){0) de ,
'■> -T-
1 f (O jr +11 ?
por hipótese || f (X(t) ) H 5 k|j x(t) | , k > 1, então
+
26
2
46'
° 4.^ (0) (})(0) df) =
= ( JS_ + JL. + 1 ) ||Ç II  ^ j  ° (j)'^ (0) (í) (0) d0<
4Ô'
< ( _ k _  + _ k _  + 1 ) r í (j) (0 ) ({) (0 ) d0 '
6 46 2 L J-r
ou,se^a.
( Ç - f (g) , (f)) ^ + 1) . (?,()))
26 6 46 (11.15)
De (11.14) e (11.15) temos:
2 ÔU
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' ^max /o ^  ^ ® - f (g) )||^ . du
25
= ^.ax (W) Jo“ C - f(C) du = 
2^
V a x  <»> *= 11« - *<«>26 L
-2e u du -
Vax(^)
2e
? - f(g) 
26
^ m a x l ^
2e
( JS_ + J i_  + -L ) ■ II ( 5 , (j))
6 46'
logo.
r  V u « »  w Y^^^(O) du < X^5 ^(W) K^ .
2 e
( JS_ + JS_ + 1 ) .ll(  ^ ,c|5)
6 4 6 ^
(11.16)
e de (11.11) vem:
V(X^ (0),X^) < (M) X^ (0) X^(0) +
+ e r X^ (0) (R) X^(0) do +J _r max
+ / "  '^Lu «» « ^t+u«» -3“
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' X^ (0) X^(0) + J^° x^ (0) X^ (0) d0 ;
2 6u
+y„ V u < “> "
= máx ÍX^.^ („), e 'máx <R)>lie.^ )l
*~fü (0) W du <
2 áu
t+u
< máx {X^3^ (M), e «1-^  (R))í (Ç,*)
+ X - (W) K' max
2e
• ( JL_ + J L . + 1 ) • II (5 r ^ )
ô 4 6 ^
sendo que a última desigualdade segue de (II.16),ou seja.
V(Ç, ()))<{ mãx [X^-^ (M) , eIUa.X ^mãx
^ . ( Ji_ + ,Ji_ + 1 ) } ||(Ç,()))1|^
2e ô 4 ô
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Seja
C 2 = í niáx X  ^ (M), e max ' - (R) max
2e 6 I 46 '
e assim
V { Ç, <|)) < C2ll(Ç A)\\^ . (11.17)
Com isto foi mostrado que, existe cons­
tantes C^ e C2, positivas tais que V (Ç , <í>) £ ^
C^\\iKA)\\^ < V (Ç, <í>) < C2Ü(C , <Í>)P (11.18) 
como em (II.4) .
Resta mostrar (II.5). Para tanto, consi. 
deremos a expressão (II.3); derivando ao longo das so­
luções de (1.1) vem:
V(t) = ^  (X^(0), X^) = X^(0) M X^(0) + X^ (0) M \iO) + 
dt
+ e
ôr y  0 ^g ^2Ô0
.ôr rO „T 
J-r
+ e"‘ / “ X^ (0) R e^ *^ ® X^ (0) d0 +
+ x'^  (0) Q(0) X^ (0) + X^ (0) Q(0) X^(0) +
+ 2 (0) J_^ Qia+r) B X^ (a) da +
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2 /-r ^ X^ (a) da +
+  ^J-r '-^a ^t Q (3-a) X^ (3) dg da.
m a s ,
(0) R e X^ (0) de =
= X^ (0) R X^ (0) - X^ (-r) R e X^ (-r) "
f °
- J - r  X ^ ( 0 ) R  e^'^9x^(0)d0 -2ô/_° X ^ ( 0 ) R  e^^®X^(0) d0
J" ° Q (a+r) B X^(a) da =
= Q (r) B X^(0) - Q (0) B X^ (-r) -
0 .
- J  Q(a+r) e‘^^“‘'’^ ^B X^(a)da - 6 Q (a-r ) BX^ (a) da
J J Q(ß-ct) X^(ß)dß da =
= - X^ (-r) J b'^  Q (3+r) B X^ (ß) dß +
+ Í  J  Q(ß-a) X (ß) dß da-
^-r a
- 2 0  -
0 0
- ôj J  X^ (ct)B'^  Q(6-a) e^(“+^+2r)g x^(B) dB d » +
-r a
,0
+ / x; (a) B" Q (0) B X^ (a) da .
X^(a) B ^ Q ( 3 - a )  X^(B)dB da-r ^  o.
0
= X^ (a) b "^ Q(- a) e X^ (0) da ~
f xj' (a) b'^  Q (0) B X (a) da -J-r
r° Q(B-a) X^ (B)dB da -
'^-r a
- 6 y  ° X^(a) b '^ Q(B-a) B X^{B)dB da.
Levando estes resultados na expressão da 
derivada e após algumas simplificações, vem:
V(X^(0), X^) = 2 X^ (0) M X^(0) + e‘^^X^ (0)R X^(0) -
- e*^  ^ X^ (-r) X^ (-r)
+ 2 X^ (0) Q (0) X^(0) + 2 X^ (0) Q (r) e ^ B X^ (0) -
T
- 2 x'J (0) Q(0) B X^(-r) - 26 J_^ X^(0)R e^*^ ® d0
-  2 1  -
2 6 (0) Q(a+r) B X^ (a) da -
" 4 ôXj. J \  (ct) Q(3-a) X^(6)d3 da +
+ 2 x’J (0) y °  Q(a+r) B X^ (a) da -
- 2 X^,(0) Q(a+r) B X^ (a) da -
- 2 X^ (-r) y  ° b "^ Q(3+r) B X^ (g) dg +
/ v/ _r X" (a) B Q (-a) ' ,B X^ (0) da.
Substituindo, ^^(0) po^ A X(t) +
B X(t-r) + f{X{t)) e utilizando as igualdades (II.2), 
temos:
V(X^(0), X^) = - 2 6 V (X^ (0) - f(X(t)), X^ ) +
26
+ xl (0) [ (a"^  + 61) Q (0) +
+ Q(0) (A + 61) + (a '^ + 61) M + M (A +61) + e^^ b "^ o'^ (r) +
+ e*^  ^Q(r) B + 2 e*^  ^r] X^(0) + 2 X^ (-r) b "^ M X^ (0)
- e^^ x”^ (0) R X^ (0) - e"^^ x"^  (-r) R X^ (-r) +
-  2 2  -
+ (X(t)) M + Q (0) f (X(t) ) , 
26
usando (11.10)
V (X^ (0), X^) = - 2 6 V (X^ (0) - f(X(t) ) +
26
+ X^ (0) [- W + (a "^ + 61) M + M(A +61) +2 r]x ^(0) +
+ 2 X^ (-r) M X^{0) - X^(0) R X^(0)
- X^ (-r) R X^ (-r) +
+ f (X(t)) M + Q(0) f (X(t) )
26
ou, fazendo W = 2 W*
V (X^{0), X^) = - 2 6 V (X^ (0) - f(X (t)), X^ ) +
26
+ X^ (0) n - W* + (a "^ +ÔI) M + M (A +ôl)+ 2 e*^  ^r]x^(0) +
+ 2 x"^  (-r) b "^ M X^ (0) - e^^ x’J (0) R X^ (0)
e X^ (-r) R X^ (-r) + f'^(X(t)) M + Q(0) f(X(t))
2Ô
X^ (0) W* X^ (0).
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V (X^ (0) , X^) = - 2 ô V(X^ (0) - f (X(t) ) , X^ )
26
X^ (0) , - e ^^X^(-r)]
X^ (0)
- H
(11.19)
onde
G =
'w* - (A + ôl)”^ M - M (A +ÔI) - R e^^ M B  e^r
R eôr
H = X^ (0) W* X^ (0) - f^(X(t)) M + Q(0) f (X(t))
2Ô
Para obter a relação (II. 5) mostrare-- 
mos primeiro que H= X^ (0) W* X (0) - (X(t))
M + Q(0) f (X(t)) é não negativa. Com efeito,
26
H = x'^  (0) W* X^ (0) - f"^ (X(t)) k.( M + Q(0) ) .
2Ô
í min V á x <  J • (0) X^(0)
'A à
como por hipótese ||f(X(t))j| < k ||X(t)|| , k > 1, então
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H é não negativa.
Da relação (11.18) e fazendo n=~f(X(t))
26
2 _- 2 6 V (Ç+n,cí)) < - 2 6  C^ |i(Ç+n,<l))!l
= - 2 6 c, [(ç+n)"^ (g+n) + /  4''^ (0) <P (0) de =
~r
2 6 c, [ + 2n'^Ç +T1 n'^ + s X r  <l)(0)de
= - 2 6 II (Ç, e)||' - 2 6 c j( n+ Ç)'^(n+ ü ] + 26Cj^ Ç^ Ç
substituindo esta desigualdade em (11.19) vem:
V(X^(0), X^)< - 2 6 C^1|(X^(0), X^ ) - 2 6 c.
( - f(X(t)) + X^(0)) : ( - f(X(t)) + X^ (0) ) +
26 26
+ x'^  (0) 2 6 C^ X^(0) -[X^(0), - e X^ (-r)'’
G .
Xt (0)
X^ (-r)J
- H
ou,
V(X^(0), X^)< - 2 ô C^||(X^(0), X^ )|| - 2 s
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(-f (X(t) + X^(0) T (-f (X(t) ) + X^(0) )
26 2Ô
X^(0) X^(-r) J . G*
X^(0)
- H
(II .20;
onde,
G* =
W*-,(A+6l)M-M(A+ôl) -R e‘^^-2ôC^I
B M e
M B eôr-
R eôr
Para obter a relação (II.5) e analisando a desi­
gualdade (11.20), indica que uma escolha adequada das ma 
trizes W*, M e R mostra que a matriz W* é positiva semi 
definida. Mas isto é possível, por exemplo, escolhèndo 
M = I ,  R = k ^ I ,  W * =  I com k^^ >> k^ >> 0 a matriz
G* i positiva definida e assim seu determinante é também 
positivo, e a matriz se tornará positiva semi-definida 
somente quando o determinante se anular.
Para a escolha particular feita temos:
G* =
k„*I-(A'^+A)-2ôl-k Ie'^^-2ôC,I W* R 1
B^ e'^
B eôr
6r
ou xama matriz equivalente
(a'^ +A) -2ÔI-k„Ie‘^^-2ÔC, 1-BB'^ e'^  ^W’' R i -------
R
B^ e'^ kRl eôr
- 26 -
e portanto,
det(G*) = det[ I eôrn detf k.I - (A + A) 
W*
- 2 ô I - 2 6 Ct I - e° B B )
R
escrevendo, k_ = V b '^ )x\ ' ITiaX
= máx {0, (a "^ + A) + 26 (1 + C^) + 2 e*^ ^
V  ^  - ( B B ^  } então G* ê í)ositiva semi-def inida e.max
conseqüentemente, de (11.20) .
V(Ç, (f.) < - 2 6 C-, I (Ç, (()) ( 11 . 21)
De (II.4) temos 
V(Ç, d)) < C„ I (Ç, (í))
ou.
i V (Ç, (í.) < (Ç , (J))
ou ainda.
- II (Ç  ^ <l>) i! < - V (Ç, (},)
^2
e portanto
V (Ç , (})) < - 26 Çj__ V(Ç, 4)). (11.22)
Cn
como queríamos provar em (II.5).
Portanto, M, R, Q(a) podem ser escolhi 
das para satisfazer (II.4) e (II.5).
Por teorema I : (II. 4) e (II. 5) impli­
cam que X = 0 ê uniformemente assintoticamente está 
vel.
Reciprocamente, X = 0 estável implica
Y < 0 le disto Y = - 6 - e e logo as relações (II. 4) e 
(II.5) são satisfeitas, e o teorema II está provado.
- 27 -
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