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1. Introduction
In a series of papers published recently, the authors demonstrated that there are nice relations between theory of se-
lection principles (related also to game theory) and theory of divergent processes in asymptotic analysis (see [4,5,7,8] and
the survey paper [6]). In this article we deﬁne the quotient speed of divergence of a sequence of positive real numbers and
establish its role in the mentioned study.
The basic object in this paper is the set S of sequences of positive real numbers and several its subsets.
Hardy’s book [11] is a general textbook for the theory of divergent sequences.
We give now basic notions concerning regular and rapid variations, selection principles and games, and a necessary
background.
1.1. Regular and rapid variations
Studying in the 1930’s Tauberian theory, J. Karamata initiated investigation in asymptotic analysis of divergent processes,
nowadays known as Karamata theory of regular variation (see [12], and also [1,16,18]). In 1970, de Haan [10] deﬁned and
investigated rapid variation and so stimulated further development in asymptotic analysis. The book [1] is a nice exposition
of Karamata Theory and the theory of rapid variability (see also [10,16]).
These kinds of variability are related to real functions and sequences from S. We mention only classes of sequences
which we need in what follows.
A sequence x = (xn)n∈N of positive real numbers is said to be regularly varying (in the sense of Karamata) if for each
λ > 0 it satisﬁes
kx(λ) := lim
n→∞
x[λn]
xn
< ∞. (1)
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lim
n→∞
x[λn]
xn
= ∞. (2)
By RVs and R∞,s we denote the class of regularly varying sequences and the class of rapidly varying sequences, respec-
tively.
A sequence x = (xn)n∈N ∈ S is in the class ARVs if for each λ > 1 there are n0 ∈ N and c(λ) > 1 such that for each n n0
the following condition is satisﬁed:
x[λn]  c(λ) · xn. (3)
We have R∞,s  ARVs .
In [8] we considered the following classes of sequences.
A sequence x = (xn)n∈N ∈ S is in the class Tr(RVs) of translationally regularly varying sequences if for each λ ∈ R,
rx(λ) := lim
n→∞
x[n+λ]
xn
< ∞. (4)
A sequence x = (xn)n∈N ∈ S is in the class Tr(R∞,s) of translationally rapidly varying sequences if for each λ  1, the
following condition holds:
lim
n→∞
x[n+λ]
xn
= ∞. (5)
The following simple proposition is a motivation for considerations in the next section.
Proposition 1.1. A sequence x = (xn)n∈N ∈ S is translationally regularly varying (translationally rapidly varying) if and only if
lim
n→∞
xn+1
xn
< ∞
(
lim
n→∞
xn+1
xn
= ∞
)
.
1.2. Selection principles and games
The theory of selection principles has old roots going back to the 1920’s and 1930’s to works of Borel (1919), Menger
(1924), Hurewicz (1925, 1927), Rothberger (1938), Sierpin´ski (1926, 1928) and others. For survey papers related to selection
principles and their interplay with game theory we refer the reader to [13,15,17].
Let A and B be sets whose elements are families of subsets of an inﬁnite set X . Then S1(A,B) denotes the selection
principle:
For each sequence (An: n ∈ N) of elements of A there is a sequence (bn: n ∈ N) such that for each n, bn ∈ An and
{bn: n ∈ N} is an element of B.
In this paper A and B will be certain subfamilies of the family S.
The symbol G1(A,B) denotes the inﬁnitely long game for two players, ONE and TWO, who play a round for each positive
integer. In the n-th round ONE chooses a set An ∈A, and TWO responds by choosing an element bn ∈ An . TWO wins a play
(A1,b1; . . . ; An,bn; . . .) if {bn: n ∈ N} ∈ B; otherwise, ONE wins.
It is evident that if ONE does not have a winning strategy in the game G1(A,B), then the selection hypothesis S1(A,B)
is true. The converse implication is not always true.
In this article we consider also the following game that we denote by G∗ﬁn(A,B). In the n-th round, n 2, ONE chooses
an element An ∈A and TWO responds by choosing a ﬁnite set Bn ⊂ An−1 ∪ An . Two wins a play A1, B1; . . . ; An, Bn; . . . if⋃
n∈N Bn ∈ B; otherwise ONE wins.
In [14] the following selection principles were introduced and studied; A and B are as above.
The symbol αi(A,B), i = 1,2,3,4, denotes the following selection hypothesis. For each sequence (An: n ∈ N) of inﬁnite
elements of A there is an element B ∈ B such that:
α1(A,B): for each n ∈ N the set An \ B is ﬁnite;
α2(A,B): for each n ∈ N the set An ∩ B is inﬁnite;
α3(A,B): for inﬁnitely many n ∈ N the set An ∩ B is inﬁnite;
α4(A,B): for inﬁnitely many n ∈ N the set An ∩ B is nonempty.
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As we mentioned, Proposition 1.1 suggests the following consideration.
Let x = (xn)n∈N be a sequence in S. For each k ∈ N deﬁne a new sequence V (k)(x) = (V (k)n (x))n∈N inductively by
V (1)n (x) := xn+1xn , n ∈ N,
V (k+1)n (x) :=
V (k)n+1(x)
V (k)n (x)
, n ∈ N.
The sequence V (k)(x) we call the quotient sequence of x of order k. We also put V (0)(x) = x.
Note. Sequences of the sort V (1)(x) and their interplay with the original sequences x have been already investigated in the
literature (see [1] and references therein).
By a direct calculation we obtain that for k 2,
V (k)n (x) =
x
s(k)k+1
n+k · x
s(k)k−1
n+k−2 · · · x
s(k)1
n
x
s(k)k
n+k−1 · x
s(k)k−2
n+k−3 · · · x
s(k)2
n+1
, if k is even, (6)
and
V (k)n (x) =
x
s(k)k+1
n+k · x
s(k)k−1
n+k−2 · · · x
s(k)2
n+1
x
s(k)k
n+k−1 · x
s(k)k−2
n+k−3 · · · x
s(k)1
n
, if k is odd, (7)
where
s(i)1 = 1, s(i)i+1 = 1 for 1 i  k; s( j)i = s( j−1)i + s( j−1)i−1 for 2 i, j  k.
We deﬁne now the quotient speed of a sequence of positive real numbers.
Deﬁnition 2.1. Let k be a natural number. A sequence x = (xn)n∈N has ﬁnite k-th quotient speed if there is a real number
v  1 such that
v = lim
n→∞ V
(k)
n (x).
In this case we write vk(x) = v .
The k-th quotient speed of a sequence x = (xn)n∈N is ∞ if
lim
n→∞ V
(k)
n (x) = ∞.
The following is a simple, but important property.
Proposition 2.2. Let x = (xn)n∈N ∈ S and let k ∈ N. If vk+1(x) = ∞, then vk(x) = ∞.
Proof. If vk+1(x) = ∞, then there is n0 ∈ N such that V (k)n+1(x)  V (k)n (x) for each n  n0. Therefore, there is the limit
limn→∞ V (k)n (x) in R. This limit cannot be ﬁnite, because otherwise we would have limn→∞ V (k+1)n (x) = 1. 
Let us observe that the proof of the previous proposition works for a more general situation: if vk+1(x) > 1, then
vk(x) = ∞.
Corollary 2.3. If for a sequence x = (xn)n∈N it holds vk(x) = ∞, k ∈ N, then there is n0 ∈ N such that xn+1 > xn for n  n0 and
limn→∞ xn = ∞.
By the following proposition we summarize the previous observations.
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(a) If vk(x) = ∞, then vi(x) = ∞ for 1 i < k;
(b) If vk(x) < ∞, then vi(x) < ∞ for i > k.
Therefore, the class of sequences having ﬁnite quotient speed v1 coincides with the class Tr(RVs) of translationally
regularly varying sequences, while sequences having inﬁnite quotient speed v1 are in the class Tr(R∞,s) of translationally
rapidly varying sequences.
In fact, translationally rapidly varying sequences can have both ﬁnite and inﬁnite k-th quotient speed (see the examples
below).
Example 2.5.
(1) The sequence xn = 2n , n ∈ N, satisﬁes v1(x) = 2.
(2) The sequence xn = nn has ﬁnite second quotient speed v2(x) = 1, while v1(x) = ∞.
Similarly, the second quotient speed v2(x) of the translationally rapidly varying sequence xn = n!, n ∈ N, is equal 1.
(3) The sequence xn =∏ni=1 i! has ﬁnite third quotient speed v3(x) (equal 1), and v2(x) = ∞.
(4) For each k ∈ N, the sequence xn = 2nk , n ∈ N, has ﬁnite quotient speed vk(x).
(5) The quotient speed vk(x) of the translationally rapidly varying sequence xn = 22n , n ∈ N, is ∞ for each k ∈ N.
Remark 2.6. Note that the sequence (log xn)n∈N of a sequence (xn)n∈N having the quotient speed vk(x) = ∞ for each k ∈ N,
may have ﬁnite quotient speed of some order k; the sequence in (5) of the above example witnesses that fact.
Remark 2.7. Let us mention the referee comment about Example 2.5(4). If we put x(k)n := 2nk and V (0)n (x(k)) := x(k)n , then we
have
V ( j)n
(
x(k+1)
)= [V ( j)n (x(k))]n · [V ( j−1)n+1 (x(k))] j
for all j,k,n ∈ N. Thus, vk(x(k)) = 2k! . Using the comment after Proposition 2.2 we obtain v j(x(k)) = ∞ for k > 1 and
j ∈ {1,2, . . . ,k − 1}.
A similar observation can be applied to Example 2.5(5).
3. Translationally rapidly varying sequences
The previous consideration suggests to deﬁne the following subclasses of the class Tr(R∞,s).
Put
Tr(1)(R∞,s) = Tr(R∞,s)
and for each k 2,
Tr(k)(R∞,s) =
{
x ∈ S: vk(x) = ∞
}
.
Also let
Tr(∞)(R∞,s) =
∞⋂
k=1
Tr(k)(R∞,s).
Note that for each k ∈ N ∪ {∞} the class Tr(k)(R∞,s) is nonempty and it holds
Tr(∞)(R∞,s)  · · ·  Tr(k)(R∞,s)  · · ·  Tr(2)(R∞,s)  Tr(1)(R∞,s)  R∞,s.
Example 3.1.
(1) It is easy to verify that for each k ∈ N, the sequence xn = 2nk+1 , n ∈ N, belongs to Tr(k)(R∞,s) \ Tr(k+1)(R∞,s).
(2) The sequence xn = 22n , n ∈ N, belongs to the class Tr(∞)(R∞,s). The same is with the sequence xn = en! , n ∈ N.
The following two theorems give exponential representations of sequences from the classes Tr(1)(R∞,s) and Tr(2)(R∞,s).
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xn = x1 · exp
(
n−1∑
i=1
ai
)
, n 2, (8)
for some real sequence (an)n∈N with limn→∞ an = ∞, and arbitrary x1 > 0.
Proof. (⇒): If x = (xn)n∈N is in Tr(1)(R∞,s), then
lim
n→∞
xn+1
xn
= ∞.
Therefore, one can ﬁnd a sequence (cn)n∈N ∈ S such that limn→∞ cn = ∞ and xn+1xn = cn , n ∈ N. It follows that for n ∈ N we
have
xn+1 = cn · xn = cn · cn−1 · · · c1 · x1.
If we let ai = log ci , i ∈ N, then limn→∞ an = ∞ and for each n ∈ N,
xn+1 = x1 · exp
(
n∑
i=1
ai
)
,
and thus for each n 2,
xn = x1 · exp
(
n−1∑
i=1
ai
)
where limn→∞ an = ∞.
(⇐): From (8) it follows
lim
n→∞
xn+1
xn
= lim
n→∞ e
an = ∞,
which means (xn)n∈N ∈ Tr(1)(R∞,s). 
Theorem 3.3. A sequence (xn)n∈N ∈ S belongs to the class Tr(2)(R∞,s) if and only if
xn = x2 ·
(
x2
x1
)n−2
· exp
(
n−2∑
i=1
(n − i − 1)ai
)
, n 3, (9)
for some real sequence (an)n∈N with limn→∞ an = ∞, and arbitrary x1, x2 > 0.
Proof. (⇒): If x = (xn)n∈N is in Tr(2)(R∞,s), then
lim
n→∞ V
(2)
n (x) = limn→∞
V (1)n+1(x)
V (1)n (x)
= ∞
which means that there is a sequence (cn)n∈N ∈ S such that limn→∞ cn = ∞ and for each n ∈ N,
V (1)n+1(x) = cn · V (1)n (x) = cn · cn−1 · · · c1 · V (1)1 (x) = cn · cn−1 · · · c1 ·
x2
x1
= x2
x1
· exp
(
n∑
i=1
log ci
)
= x2
x1
· exp
(
n∑
i=1
ai
)
,
where limn→∞ ai = ∞. So, for every n 2 we have
V (1)n (x) = x2x1 · exp
(
n−1∑
i=1
ai
)
;
from here we get
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x1
· exp
(
n−1∑
i=1
ai
)
· xn
= x2
x1
· exp
(
n−1∑
i=1
ai
)
· · · x2
x1
· exp
(
1∑
i=1
ai
)
· x2
= x2 ·
(
x2
x1
)n−1
· exp
(
n−1∑
i=1
(n − i)ai
)
.
Therefore, for each n 3 we have
xn = x2 ·
(
x2
x1
)n−2
· exp
(
n−2∑
i=1
(n − i − 1)ai
)
and lim
n→∞an = ∞.
(⇐): From (9) it follows
lim
n→∞ V
(2)
n = limn→∞
V (1)n+1(x)
V (1)n (x)
= lim
n→∞ e
an = ∞,
which means (xn)n∈N ∈ Tr(2)(R∞,s). 
Remark 3.4. By mathematical induction one can give the exponential representations similar to those in Theorems 3.2
and 3.3 for sequences belonging to the class Tr(k)(R∞,s) for every k ∈ N.
In what follows we concern the following result shown in [8, Theorem 3.23, Corollary 3.24].
Theorem 3.5. The player TWO has a winning strategy in the game G1(ARVs,Tr(1)(R∞,s)). Thus, the selection principle
S1(ARVs,Tr(1)(R∞,s)) is true.
In fact, we signiﬁcantly improve this result changing both coordinates: the ﬁrst by a wider class, and the second by a
smaller class.
Recall that a subset M of N is statistically dense if its asymptotic density
δ(M) := lim
n→∞
|{k ∈ M: k n}|
n
= 1.
A sequence x = (xn)n∈N ∈ S is said to belong to the class st-ARVs if for each λ > 1 there are a statistically dense set
M ⊂ N, n0 ∈ N and c = c(λ) > 1 such that
x[λn]  c · xn,
for every n ∈ M with n n0 [3].
Lemma 3.6. (See [3].) Every sequence from the class st-ARVs contains a subsequence divergent to ∞.
Theorem 3.7. The player TWO has a winning strategy in the game G1(st-ARVs,Tr(2)(R∞,s)).
Proof. A strategy σ for TWO will be deﬁned as follows. Assume that in the ﬁrst round ONE plays the sequence x1 =
(x1,m)m∈N from st-ARVs . TWO responds by choosing σ(x1,∅) = x1,m1 = y1—any element in x1. If in the second round ONE
has played x2 = (x2,m)m∈N ∈ st-ARVs , then TWO picks any y2 = x2,m2 ∈ x2 and plays σ(x1, x2) = y2. In the third round ONE
plays x3 = (x3,m)m∈N from st-ARVs . Then TWO chooses y3 = x3,m3 in x3 such that y3 > 3·(y2)
2
y1
(it is possible by Lemma 3.6)
and plays σ(x1, x2, x3) = y3. In the n-th round, n 4, ONE chooses a sequence xn = (xn,m)m∈N ∈ st-ARVs , and TWO responds
by choosing yn = xn,mn ∈ xn such that yn > n·(yn−1)
2
yn−2 (again by Lemma 3.6). And so on.
We claim that (yn)n∈N belongs to the class Tr(2)(R∞,s). Indeed, we have
lim
n→∞ V
(2)
n (y) = limn→∞
V (1)n+1(y)
V (1)n (y)
= lim
n→∞
yn · yn+2
(yn+1)2
> lim
n→∞
yn · (n+2)(yn+1)2yn
(yn+1)2
= lim
n→∞(n + 2) = ∞,
i.e. (yn)n∈N ∈ Tr(2)(R∞,s). 
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In a quite similar way one can prove
Theorem 3.9. The player TWO has a winning strategy in the game G1(st-ARVs,Tr(k)(R∞,s)), for each k ∈ N. Thus for each k ∈ N the
selection principle S1(st-ARVs,Tr(k)(R∞,s)) holds.
The proof of this theorem requires small changes in the proof of Theorem 3.7 (and the corresponding calculations by
TWO beginning with (k + 1)-th round): in the ﬁrst k rounds the player TWO chooses an arbitrary element from each
sequence x1, x2, . . . , xk chosen by ONE.
The next theorem gives another improvement of Theorem 3.5 (and [8, Theorem 3.25, Corollary 3.26]).
First, we prove the following lemma which is a reﬁnement of Lemma 2.1 in [7].
Lemma 3.10. Each sequence x = (xn)n∈N ∈ ARVs contains an unbounded subsequence belonging to ARVs .
Proof. Let p be a ﬁxed prime number. Since x ∈ ARVs and p > 1, there are c = c(p) and n0 ∈ N such that xpn  c · xn for
all n n0; without loss of generality one can suppose that n0 = 1. We prove that the subsequence (yk)k∈N := (xpk )k∈N of x
belongs to the class ARVs; in fact, we show a little bit more: this subsequence is in the class R∞,s which is a subclass of
ARVs .
As pk > n0, k ∈ N, by the above we have xp·pk  c · xpk , i.e. yk+1yk  c > 1. Therefore,
lim inf
k→∞
yk+1
yk
 c.
Thus for λ > 1 we have
lim inf
k→∞
y[λk]
yk
= lim inf
k→∞
y[λk]
y[λk]−1
· · · yk+1
yk
,
and because on the right side of this equality there are [λk] − k factors, and [λk] − k > (λ − 1)k − 1, one obtains
lim inf
k→∞
y[λk]
yk
> lim inf
k→∞
c(λ−1)k−1 = ∞.
This means that (yk)k∈N ∈ R∞,s ⊂ ARVs , which completes the proof. 
Theorem 3.11. The following selection properties are equivalent (and all are satisﬁed):
(1) S1(ARVs,Tr(2)(R∞,s));
(2) α2(ARVs,Tr(2)(R∞,s));
(3) α3(ARVs,Tr(2)(R∞,s));
(4) α4(ARVs,Tr(2)(R∞,s)).
Proof. Because (2) ⇒ (3) and (3) ⇒ (4) are obvious, we should prove only (1) ⇒ (2) and (4) ⇒ (1).
(1) ⇒ (2): Let (xn : n ∈ N) be a sequence of elements of ARVs . By using Lemma 3.10 applied to the sequence p1 < p2 <
· · · < pk < · · · of prime numbers, for each n ∈ N consider a sequence (xn,m: m ∈ N) of pairwise disjoint subsequences of xn
each belonging to ARVs . Apply (1) to the sequence (xn,m: n,m ∈ N); there is a sequence (yn,m)n,m∈N such that for each
(n,m) ∈ N × N, yn,m ∈ xn,m and y := (yn,m)n,m∈N ∈ Tr(2)(R∞,s). It is understood that for each n ∈ N the set xn ∩ y is inﬁnite.
In other words, y is a selector for the sequence (xn: n ∈ N) witnessing that α2(ARVs,Tr(2)(R∞,s)) holds.
(4) ⇒ (1): Suppose that α4(ARVs,Tr(2)(R∞,s)) is satisﬁed and let (xn : n ∈ N) be a sequence of elements of ARVs . Suppose
that for every n, xn = (xn,m)m∈N . By (4) there is an increasing sequence n1 < n2 < · · · in N and a sequence y = (xni ,mi )i∈N ∈
Tr(2)(R∞,s) such that for each i ∈ N, xni ,mi ∈ xni . By Lemma 3.10 and Corollary 2.3 one may suppose that for each i  1,
xni ,mi is large enough so that for each k with ni−1 < k  ni , we can pick an element xk,mk ∈ xk in such a way that xk,mk >
k·(xk−1,mk−1 )2
xk−2,mk−2
. (In other words, we can insert, in an appropriate way, ni − ni−1 new elements between xni−1,mi−1 and xni ,mi .)
The elements chosen in this way (together with elements xni ,mi ) witness that selection principle S1(ARVs,Tr(2)(R∞,s)) is
true; the proof of that fact is quite similar to the corresponding part of the proof of Theorem 3.7. 
4. Translationally regularly varying sequences
In this section we study classes of sequences related to translationally regularly varying sequences.
The following characterization result is from [8, Theorem 3.6].
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The number ρ from the previous theorem is called the index of variability of (xn)n∈N .
By Tr(RVρ,s) we denote the family of all sequences in Tr(RVs) of index ρ .
First we prove a representation theorem similar to Theorems 3.2 and 3.3 (see also [9]).
Theorem 4.2. A sequence (xn)n∈N ∈ S belongs to the class Tr(RVρ,s), ρ ∈ R, if and only if
xn = x1 · exp
(
n−1∑
i=1
ai
)
, n 2, (10)
for some real sequence (an)n∈N with limn→∞ an = ρ , and arbitrary x1 > 0.
Proof. (⇒): If x = (xn)n∈N is in Tr(RVρ,s), then by Theorem 4.1,
lim
n→∞
xn+1
xn
= r(1) = eρ < ∞
which means that there is a sequence (cn)n∈N ∈ S such that limn→∞ cn = r(1) and xn+1xn = cn , n ∈ N. So for n 1 we have
xn+1 = cn · xn = cn · cn−1 · · · c1 · x1.
If we put ai = log ci , i ∈ N, then limn→∞ an = ρ and for each n ∈ N,
xn+1 = x1 · exp
(
n∑
i=1
ai
)
,
i.e. for each n 2,
xn = x1 · exp
(
n−1∑
i=1
ai
)
where limn→∞ an = ρ .
(⇐): From (10) it follows
r = lim
n→∞
xn+1
xn
= lim
n→∞ e
an = eρ,
so that for each λ ∈ R,
lim
n→∞
x[n+λ]
xn
= r[λ] = eρ·[λ].
This means (xn)n∈N ∈ Tr(RVρ,s). 
Remark 4.3. Similar to deﬁnitions in the previous section one can deﬁne and investigate classes of sequences related to the
class Tr(RVs).
Deﬁne
Tr(1)(RVs) = Tr(RVs)
and for each k 2,
Tr(k)(RVs) =
{
x ∈ S: vk(x) < ∞
}
.
Note that for each k ∈ N the class Tr(k)(RVs) is nonempty and it holds
Tr(RVs) = Tr(1)(RVs)  Tr(2)(RVs)  · · ·  Tr(k)(RVs)  · · · .
For example, for each k ∈ N, the sequence xn = 2nk+1 , n ∈ N, belongs to Tr(k+1)(RVs) \ Tr(k)(RVs).
In [8, Theorem 3.14] it was shown
Theorem 4.4. For any ρ > 0 the player ONE has a winning strategy in the game G1(Tr(RVρ,s),Tr(RVs)).
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denotes the class of strictly increasing sequences from Tr(RVρ,s), and IuTr(RV0,s) denotes the class of unbounded sequences
from ITr(RV0,s).
Theorem 4.5. TWO has a winning strategy in the game G∗ﬁn(IuTr(RV0,s), IuTr(RV0,s)).
Proof. Let ε > 0 be arbitrary and ﬁxed.
Round 1: Let the ﬁrst move of ONE be a sequence x1 = (x1,m)m∈N ∈ IuTr(RV0,s). There is m1 ∈ N such that for each mm1
1<
x1,m+1
x1,m
< 1+ ε.
TWO picks
F1 = {x1,m1}.
Round 2: ONE chooses a sequence x2 = (x2,m)m∈N in IuTr(RV0,s). There are m∗1,m2 ∈ N such that:
1. m∗1 >m1, m2 >m1;
2. 1< x2,m+1x2,m < 1+ ε/2 for each mm2;
3. 2x1,m1 < x1,m∗1  x2,m2  x1,m∗1+1.
Note that from here we have
1 x2,m2
x1,m∗1

x1,m∗1+1
x1,m∗1
< 1+ ε.
TWO takes
F2 = {x1,m1+1, . . . , x1,m∗1} ∪ {x2,m2}.
Round 3: ONE chooses a sequence x3 = (x3,m)m∈N ∈ IuTr(RV0,s). There are m∗2,m3 ∈ N such that:
1. m∗2 >m2, m3 >m2;
2. 1< x3,m+1x3,m < 1+ ε/3, for each mm3;
3. 2x2,m2 < x2,m∗2  x3,m3  x2,m∗2+1.
Notice that
1 x3,m3
x2,m∗2

x2,m∗2+1
x2,m∗2
< 1+ ε/2.
TWO chooses
F3 = {x2,m2+1, . . . , x2,m∗2} ∪ {x3,m3}.
And so on.
During the play
x1, F1; x2, F2; x3, F3; . . .
one obtains the sequence (of elements chosen by TWO)
x1,m1; x1,m1+1, . . . , x1,m∗1 , x2,m2 ; x2,m2+1, . . . , x2,m∗2 , x3,m3; . . . . (11)
This sequence is obviously increasing and, by construction, it is in Tr(RV0,s). On the other hand, we have
x2,m2 > 2x1,m1; x3,m3 > 2x2,m2 > 22x1,m1; . . . ; xk,mk > 2k−1x1,m1; . . . ,
so that xk,mk → ∞ as k → ∞, and as the sequence (11) is increasing it also diverges to ∞. 
At the end of this section we prove that under additional assumptions the player TWO has a winning strategy in a mod-
iﬁed game of the G1-type.
For two sequences x = (xn)n∈N and y = (yn)n∈N in S we write x ≺ y if and only if xn  yn for each n ∈ N. The relation ≺
is an order relation on S.
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(Kn(x))n∈N , by
Kn(x) = xn+1
xn
− 1, n ∈ N.
The importance of the sequence K (x) for asymptotic behavior of the sequence x is well known in the literature (see [1,2]).
Fact 1 If a sequence x is strictly increasing, then K (x) ∈ S.
Fact 2 A sequence x belongs to the class Tr(RV0,s) if and only if limn→∞ Kn(x) = 0.
For A and B inﬁnite subclasses of S, the symbol Gp1 (A,B) denotes a modiﬁcation of the game G1(A,B): in the n-th
round ONE chooses a sequence xn ∈A so that
(i) xn ≺ xn−1;
(ii) K (xn) ≺ K (xn−1),
while the other rules are the same as in G1(A,B).
Theorem 4.6. TWO has a winning strategy in the game Gp1 (IuTr(RV0,s), ITr(RV0,s)).
Proof. Fix ε > 0.
Round 1: Let the ﬁrst move of ONE be a sequence x1 = (x1,m)m∈N ∈ IuTr(RV0,s). Set
m1 =m1(ε) = min
{
m ∈ N: Km(x1) ε
}
.
TWO picks
y1 = x1,m1 = x1,m∗1 .
Round 2: ONE chooses a sequence x2 = (x2,m)m∈N in IuTr(RV0,s) such that x2 ≺ x1 and K (x2) ≺ K (x1). Let
m2 =m2(ε) = min
{
m ∈ N: Km(x2) ε
}
.
Then m2(ε)m1(ε). There is m∗2 ∈ N such that x2,m∗2−1  y1 < x2,m∗2 . Otherwise, we have the following two possibilities:
1. for each m ∈ N, y1  x2,m; it is impossible because the sequence x2 is unbounded.
2. for each m ∈ N, y1 < x2,m . However, we have x2,m1  x1,m1 = y1.
TWO chooses y2 = x2,m∗2 ∈ x2. Note m∗2 >m∗1.
Round 3: ONE chooses a sequence x3 = (x3,m)m∈N ∈ IuTr(RV0,s) satisfying x3 ≺ x2 and K (x3) ≺ K (x2). Denote
m3 =m3(ε) = min
{
m ∈ N: Km(x3) ε
}
.
Then m3(ε)m2(ε). There is m∗3 >m∗2 such that x3,m∗3−1  y2 < x3,m∗3 . TWO chooses y3 = x3,m∗3 ∈ x3.
And so on.
During the play
x1, y1; x2, y2; x3, y3; . . .
one obtains the sequence of elements chosen by TWO
y1, y2, y3, . . . .
This sequence is obviously strictly increasing. It remains to show that it belongs to Tr(RV0,s).
Let k 2. Then m1(ε)m1(ε/k) and 1(k) =m1(ε/k) −m1(ε) + 1 is a (ﬁnite) natural number. Also
1<
y1(k)+1
y1(k)
 1+ ε
k
.
Since the sequence y = (yn)n∈N has the property that for some h ∈ N∪{0} and every j ∈ {1(k), . . . ,1(k)+h = 1(k+1)}
it holds K j(y) εk , we conclude
lim
n→∞
yn+1
yn
= 1,
i.e. y ∈ Tr(RV0,s). 
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p
1 (IuTr(RV0,s), ITr(RV0,s)) is true.
Remark 4.8. Conditions (i) and (ii) in the deﬁnition of the game are essential. A counterexample is the sequence (xn: n ∈ N)
of sequences xn = (xn,m)m∈N from IuTr(RV0,s) deﬁned by
xn,m = en · log(m + 1), n,m ∈ N.
Remark 4.9. Let us emphasize that the referee suggested a simpliﬁed proof of Theorem 4.6. Deﬁne a strategy for TWO so
that (m∗k )k∈N is an increasing sequence in N and that (yk)k∈N is strictly increasing as in the above proof.
Take any δ > 0. Choose n0 ∈ N such that Km−1(x1) < δ for m  n0; let n1 be a natural number with m∗k  n0 + 1 for
k n1. Then we get
Km∗k−1(xk) Km∗k−1(x1) < δ, k n1,
and therefore for k n1
0<
yk
yk−1
− 1 xk,m
∗
k
xk,m∗k−1
− 1 = Km∗k−1(xk) < δ,
which means that (yk) ∈ Tr(RV0,s) because δ was arbitrary.
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