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On the boundary of the group of transformations
leaving a measure quasi-invariant
Yu.A.Neretin1
Let A be a Lebesgue measure space. We interpret measures on A × A × R× as
’maps’ A to A, which ’spread’ A along itself; their Radon-Nikodym derivatives also
are spread. We discuss basic properties of the semigroup of such maps and action of
this semigroup in spaces Lp(A).
1 Purposes of the work
1.1. Groups Ams(A), Gms(A) and their boundaries. Denote by R× the
multiplicative group of positive real numbers. Let A be a space with continuous
probabilistic measure α. Denote byAms(A) the group of measurable transformations
of the space A preserving α, by Gms(A) we denote the group of transformations
leaving the measure α quasiinvariant.
The groupAms(A) has a well-known completion Ams(A) (below we denote it
byMar(A,A)), points of the completion are measures on A×A whose projections
to both factors coincide with α. Elements of Ams(A) can be regarded as ’maps’
A→ A spreading points along the set A. There is a well-defined composition of
such maps.
Such objects are widely used in probability (this is simply a reformulation of
notion of ’Markov operators’) and in ergodic theory (see, e.g., [1], [2], [3], [4]),
they appear in mathematical hydrodynamics (see, e.g., [5]).
The group Gms(A) also has a natural completion Gms(A) (below we denote
it by Pol(A,A)), whose points are measures on A×A×R×, such measures can
be regarded as spreading maps with spread Radon–Nikodym derivative; we call
such ’maps’ by ’polymorphisms’2,3. The semigroup Gms(A) was introduced in
[6], and an initial motivation was the following theorem:
Any unitary representation of the group Gms(A) admits a unique continuous
extension to the semigroup Gms(A).
1.2. Spaces Pol(A,B) and multiplication. Denote by t the coordinate on
R×. Denote by M the semigroup of positive finite measures on the group R×.
1Supported by the grant FWF, Project 22122, and RosAtom, Contract H.4e.45.90.11.1059.
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2May by, it is better to say ’R×-polymorphisms’. A.M.Vershik [2] introduced the term
’polymorphism’ for elements of Mar, more common is the term ’bistochastic kernels’. In [6],
[7], [8] there were considered measures on A × A × G, where G is an arbitrary group, they
were called G-polymorphisms.
3This objects differ from ’substochastic kernels’ [1].
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Consider two Lebesgue spaces with measure (A,α), (B, β). We say that a
measure on A×B is a polymorphism if
1) The pushforward of P under the projection to the first factor A coincides
with α.
2) The pushforward of t × P under the projection to the second factor B
coincides with β.
Denote the set of all such measures by Pol(A,B).
We embed the group Gms(A) to Pol(A,A) by the following rule. Let g ∈
Gms(A). Consider the map A→ A×A× R× given by the formula
a 7→
(
a, g(a), g′(a)
)
,
where g′(a) denote the Radon–Nikodym derivative. The image of the measure
α under this map is a measure on A×A×R×, which satisfies the properties 1)
and 2).
It turns out that there exists a natural multiplication
Pol(A,B)× Pol(B,C)→ Pol(A,C).
It looks transparently in the following special case. Consider a map p, which for
almost each (a, b) ∈ A×B assigns a measure pa,b on R
×. Then we can define a
measure P on A × B × R× from the following condition. Let M ⊂ A, N ⊂ B,
K ⊂ R× be measurable sets. Then
P(M ×N × R×) =
∫
M×N
pa,b(K) dp(a, b),
where pa,b(K) is a measure pa,b of the set K. The measure must satisfy the
properties 1), 2), this implies sufficiently evident conditions for p (see below
(5.4), (5.5)). Take two maps p : A × B → M, q : B × C → M and the
corresponding polymorphisms P, Q. Consider the map r : A × C → M given
by the formula
r =
∫
B
pa,b ∗ qb,c dβ(b),
where ∗ denotes the convolution of measures on the multiplicative group R×.
The corresponding polymorphism R is a product P ◦Q.
It turns out that this product can be extended by a separate continuity (see
Subsection 5.9) to an associative operation on arbitrary polymorphisms. One
of the purposes of the work is to give various operational definitions for this
product4.
4Existence of this product is not self-obvious. A detailed written proof is tiresome, the
argumentation of [6] uses a dual language (Theorem 6.14 below can be regarded as a definition
of the product), but this way also is long. According the kernel theorem (see, e.g., [9]), any
operator in L2(R) is an integral operator in the sense of L. Schwartz. However, a calculation
of the kernel of a product by the usual formula
M(x, z) =
∫
K(x, y)L(y, z) dy, (1.1)
generally fails (the integral can diverge, even integrand can be not well defined). In our case,
a value of a singular expression of the form (1.1) can be defined.
2
As a result, we get a category, whose objects are Lebesgue spaces, morphisms
are are polymorphisms.
1.3. Action in the spaces Lp. Let u = v+ iw ranges in the strip 0 6 v 6 1
in C. For any g ∈ Gms(A) we assign a family u 7→ Tu(g) of linear operators in
the space of measurable functions on A by
Tv+iwf(g) = f(g(a))g
′(a)v+iw .
Evidently, an operator Tv+iw is an isometry of the space L
1/v. Thus we get a
family of representations of the group Gms(A) depending holomorphically on
the parameter u.
It turns out that the representations Tu can be extended to the category of
polymorphisms, namely for any polymorphism P ∈ Pol(A,B) there is family of
linear operators
Tu(P) : L
1/v(B)→ L1/v(A)
such that
Tu(P ◦Q) = Tu(Q)Tu(P)
и
‖Tv+iw(P)‖L1/v 6 1.
For polymorphisms defined by a function p as above the operator Tu(P)
equals
Tu(P)f(a) =
∫
B
∫
R×
f(b)tudpa,b(t) dβ(b).
1.4. Olshanski’s problem on weak closure. Let ρ be a unitary representation
of a group G in a Hilbert space H . Consider the set ρ(G) of all operators ρ(g),
where g ranges in G. Consider its closure Γ = Γρ = ρ(G) with respect to the
weak operator topology. It easy to show that Γ is a compact semigroup. For Lie
groups this object is not interesting (usually we get a one-point compactification
G, see [10]). For infinite-dimensional groups the picture changes. The following
’experimental facts’ hold (see [11], [7]).
— The semigroup Γρ is essentially larger than G.
— Γ = Γρ admits a universalization (a mantle of group G) with respect to ρ.
— Γ admits an explicit description.
— it turns out that Γ is an effective tool for investigation of representations
of the group G.
1.5. Action of the mantle on measure spaces. Consider an action of
infinite-dimensional groupG by transformations leaving the measure quasiinvariant
(many such actions are known, see survey [12] and relatively recent constructions
[13], [14], [15], [16], [17]). In [12] there was proposed arguments (partially formal,
partially heuristic), which show that the mantle Γ acts on A by polymorphisms.
In [18], [19] such actions were described in two simplest cases: for groups
of natural symmetries of Gaussian and Poisson measures. By author’s opinion,
formulas looks unusual. Therefore there arises a problem about description of
3
such actions in more complicated cases. This problem can be reformulated in
spirit of Olshanski: to describe the closure of G in Gms(A).
1.6. Purposes of the paper. Several statements about polymorphisms
were formulated in [6], [18] without proofs. The present paper is a step backward,
here we present proofs, this also underpin the papers [18], [19] and the problem
formulated above. In the paper we give several equivalent definitions of the
product of polymorphisms, prove their self-consistency, and describe the correspondence
between polymorphisms and holomorphic operator-valued functions in the strip.
This provides a dual language for work with polymorphisms (see [18], [19]), in
particular, we get a non-direct but convenient definitions of the product of
polymorphisms.
1.7. The structure of the paper. Sections 2 and 3 contain preliminaries on
Lebesgue spaces and Markov operators. In Section 4 we describe some properties
of the semi-ring of positive measures on R×. Polymorphisms are defined in §5.
In §6 we discuss action of polymorphisms on spaces Lp.
2 Preliminaries. Lebesgue spaces
This section contains several standard definitions and notations, which are used
below. A fundamental work on Lebesgue spaces is the paper by Rokhlin [20].
Its exposition is contained in [21].
2.1. Lebesgue spaces. A Lebesgue space5 (A,α) is a space with a positive
finite measure equivalent to a disjoint union of a finite segment [p, q] ⊂ R with
Lebesgue measure and a finite or countable collection of points (atoms) having
non-zero measure. We assume α(A) > 0.
A measure is called
— probabilistic if α(A) = 1;
— continuous if the set of atoms is empty;
— discrete if A is a union of atoms.
It is known that almost all spaces with a finite Lebesgue measure that arise
in analysis are Lebesgue.
Such a space (a union of a segment and a collection of atoms) has a natural
Borel structure. Below the term measurable set denotes a measurability with
respect to a Borel structure, the term measure means a measure defined on a
Borel σ-algebra.
We denote by α(M) the measure of a measurable setM ⊂ A. By
∫
f(a) dα(a)
we denote the integral with respect to a measure α.
2.2. Spaces Lp. Let 1 6 p < ∞. Consider the space Lp(A) consisting of
measurable functions f (defined upto a.s.) satisfying the condition
‖f‖p :=
(∫
A
|f(a)|p dα(a)
)1/p
<∞.
5Some authors use a more precise term ’Lebesgue–Rokhlin space’. The term ’Lebesgue
space’ is ambiguous but more generally accepted.
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We get a separable Banach space with norm ‖f‖p. If p > r, then L
p(A) ⊂ Lr(A).
For p =∞ we define the norm as6
‖f‖∞ := ess sup
a∈A
|f(a)|.
In this case we get a nonseparable Banach space. To escape the non-separability7,
we introduce the space L∞−(A). As above it consists of bounded measurable
function but we change a definition of convergence in L∞. We assume that a
sequence fj ∈ L
∞ converges to f if the sequence ‖fj‖∞ is bounded and for
any ε > 0 the measure of the set
{
a ∈ A : |fj(a) − f(a)| > ε
}
tends to 0 as
j tends to ∞. We say that a linear functional ℓ is continuous L∞−(A) if it is
bounded in the sense of L∞ and the convergence fj → f implies the convergence
ℓ(fj)→ ℓ(f).
Lemma 2.1 On bounded with respect to L∞(A)-norm subsets, L∞−-convergence
is equivalent to Lp-convergence for any p < ∞, and also is equivalent to the
convergence in measure.
Proof is obvious.
Let 1p +
1
q = 1, p 6= ∞. Any continuous linear functional on L
p(A) has the
form
γ(f) =
∫
A
f(a)g(a) dα(a), where g ∈ Lq(A,α).
Moreover, ‖γ‖ = ‖g‖q.
Lemma 2.2 Any continuous linear functional on L∞−(A) has the same form
with g ∈ L1(A).
Proof. We evaluate γ on a characteristic function of a measurable set and
get a countably additive charge on A. For sets of zero measure this charge is
0. By the Radon–Nikodym theorem (see [23]) this charge is determined by a
measurable integrable function. 
Remark. The convergence in L∞−(A) corresponds to a locally convex topology
determined by the following family of seminorms. First, for any h ∈ L1(A) we
define a seminorm
[f ]h :=
∣∣∣
∫
A
f(a)h(a) dα(a)
∣∣∣.
To the family [f ]h (which determines an L
1-weak topology on L∞(A)) we add
the norm ‖f‖L1. We will not use this. 
2.3. Image of measure. Let (A,α) be a Lebesgue space, B a space with
the standard Borel structure. Consider a measurable map π : A → B. The
6 Recall that the essential supremum of a set X ⊂ R is the infimum of all x such that the
measure of X ∩ [x,∞) is 0.
7We wish to use a duality, but the space dual to L∞ is a pathological object, see, e.g., [22],
§.IV.2
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measure β on B is defined by the condition: β(N) = α
(
π−1(N)
)
. The space
(B, β) obtained in this way is Lebesgue.
2.4. Conditional measures.A countable (or finite) partition X of a Lebesgue
space (A,α) is a representation of A as a disjoint union of measurable sets,
X : A = ∪Xj . The quotient A/X is a discrete space consisting of points aj with
measures α(Xj).
A continual partition X : A = ∪r∈RXr, where r range a continual space R
and Xr are mutually disjoint, is called measurable
8 if there is a countable family
of measurable subsets Uj ⊂ A such that
— any Uj is a union ∪r∈PXr, where P ⊂ R is a subset;
— the family Uj separates Xr, i.e., for any Xr 6= Xq there is Ui such that
Xr ⊂ Ui, Xq 6⊂ Ui.
We define a structure of a measure spaces on the quotient A/X ≃ R: a
subset P ⊂ R is measurable, iff ∪r∈PXr is measurable, and measure of P is
ρ(P ) := α
(
∪r∈PXr
)
.
The space A/X obtained in this way is Lebesgue, the map A → A/X is
measurable.
Conversely, for any measurable map of Lebesgue spaces g : A → B the
partition A = ∪b∈Bg
−1(b) is measurable.
Recall the Rokhlin theorem. For any measurable partition X : A = ∪r∈RXr
there exists a family of probability measures ξr defined for almost all (with respect
to the measure on A/X) sets Xr such that for any measurable subset M ⊂ A
and for almost all r ∈ R the subsets M ∩Xr ⊂ Xr are measurable in Xr and
α(M) =
∫
A/X
ξr(M ∩Xr)dρ(r).
Almost all spaces Xr are Lebesgue. For any integrable function on A the following
identity holds
∫
A
f(a) dα(a) =
∫
A/X
∫
a∈Xr
f(a) dξr(a) dρ(r).
The measures ξr are called conditional measures.
2.5. Conditional expectations. Let R = A/X be the quotient space,
π : A → R the projection map, ξr the conditional measures. The operator of
conditional expectation
J [A;X] : L1(A)→ L1(R)
is defined by
J [A;X]f(r) =
∫
Xr
f(a) dξr(a).
8See [20], [21]. A partition of R into equivalence classes x ∼ y if x− y ∈ Q is an example
of a non-measurable partition.
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On the other hand there is an isometric embedding
K[A;X] : L1(R)→ L1(A),
defined by
K[A;X]h(a) = h(π(a)).
We also define the operator of conditional average
I[A;X] = K[A;X] J [A;X] : L1(A)→ L1(A).
It can be represented as
I[A;X]f(a) =
∫
Xp∋a
f(c) dξp(c).
These operators satisfy the following identities
I2 = I, IK = K, JI = J, JK = 1.
2.6. The group Ams(A). Let (A,α) be a Lebesgue space with a continuous
measure. By Ams(A) we denote the group of measure preserving bijections (a.s.)
A→ A. Two elements g1, g2 of the group Ams(A) are considered as coinciding
if g1(a) = g2(a) a.s.
The group Ams(A) acts in the space Lp(A,α) by isometric operators
T (g)f(a) = f
(
g(a)
)
.
This group is a separable topological group. The convergence is defined by the
condition: gj → g if for all measurable subsets M , N ⊂ A we have
lim
j→∞
α
(
gj(M) ∩N
)
= α
(
g(M) ∩N
)
.
2.7. The group Gms(A). Recall that a measure α is quasiinvariant with
respect to bijective a.s.s map A→ A if for any subset M ⊂ A of zero measure,
sets g(A) and g−1(A) have zero measure.
An equivalent condition: there is a function g′(a), which is called Radon–
Nikodym derivative (see, [23]) such that for any measurable set M ⊂ A the
following equality holds
µ(gM) =
∫
M
g′(a) dα(a),
and g′(a) 6= 0 a.s. on A.
The Radon-Nikodym derivative satisfies the usual chain rule:
(g ◦ h)′(a) = g′
(
h(a)
)
h′(a).
By Gms(A) we denote the group of bijections a.s. A→ A leaving the measure
α quasiinvariant.
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Fix p. For each s ∈ R we define an action of the group Gms(A) in Lp(A,α)
by isometric operators by the formula
T1/p+is(g)f(a) = f
(
g(a)
)
g′(a)1/p+is. (2.1)
According the chain rule these operators satisfy
T1/p+is(g1)T1/p+is(g2) = T1/p+is(g1 ◦ g2).
3 Markov category
Bistochastic kernels and Markov operators discussed below are standard objects,
see, e.g., [2], [1], [7], [4]. For a coherence of the text sometimes we present proofs
or sketches of proofs.
3.1. Markov category. Objects of the category Mar are Lebesgue spaces
with probabilistic measure. A morphism p : (A,α) → (B, β) (a bistochastic
kernel) is a measure p on A×B such that
— the image of p under the projection A×B → A coincides with α;
— the image of p under the projection A×B → B coincides with β.
We denote the set of all morphisms p : (A,α) → (B, β) by Mar(A,B). A
general rule for multiplication of morphisms is little below (Subsection 3.4).
Before this we consider a transparent special case.
3.2. A special case: spaces with discrete measure. Let spaces A, B
be countable. Let ai (resp. bj) be their points. Denote by αi (resp. βj) their
measures. We can regard morphisms p ∈ Mar(A,B) as matrices P = pij such
that
pij > 0,
∑
i
pij = βj ,
∑
j
pij = αi.
For p ∈ Mar(A,B), q ∈ Mar(B,C) the product is given by the formula
rik =
∑
j
pijqjk
βj
or
R = Q∆−1β P, (3.1)
where ∆β is a diagonal matrix with elements βj on the diagonal.
3.3. A special case: absolutely continuous kernels. Let p : A×B → R
be a nonnegative integrable function satisfying the conditions∫
B
p(a, b) dβ(b) = 1
∫
A
p(a, b) dα(a) = 1 a.s.
Then we define a bistochastic kernel p on A×B from the condition
p(M ×N) =
∫
M
∫
N
p(a, b) dβ(b) dα(a)
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Let p : A × B → R, q : B × C → R be such functions. The product of the
corresponding bistochastic kernels corresponds to the function
r(a, c) :=
∫
B
p(a, b) q(b, c) dβ(b) (3.2)
(this is the usual formula for product of integral operators).
Lemma 3.1 For almost all c and almost all a the integral converges.
Proof. For almost all c,
∫
B
∫
A
p(a, b) q(b, c) dα(a) dβ(b) =
∫
B
q(b, c) dβ(b) = 1.
Applying the Fubini Theorem (see [23]) we observe that integral (3.2) converges
for almost all a. 
3.4. Definition of the product in the general case. Consider morphisms
p : (A,α) → (B, β), q : (B, β) → (C, γ). We wish to define their product
r = q ◦ p : (A,α)→ (C, β). Consider M ⊂ A, K ⊂ C. Restrict p to M ×B and
consider the image pM,b of the restriction under the projection M × B → B.
Since pM (b) is dominated by β(b) we get
pM (b) = uM (b) dβ(b), (3.3)
where uM (b) is a positive function 6 1. In a similar way, consider the restriction
of q to B ×K and represent the image qK(b) of the restriction under the map
B ×K → B as
qK(b) = vK(b) dβ(b).
Again, 0 6 vN (b) 6 1. We assume
r(M ×K) :=
∫
B
uM (b) vK(b) dβ(b). (3.4)
Proposition 3.2 The multiplication Mar(A,B)×Mar(B,C)→ Mar(A,C) defined
in this way is associative.
Lemma 3.3 For absolutely continuous kernels the multiplication defined in this
way coincides with the multiplication defined in Subsection 3.3.
Proof. Evaluate the measure of a set M ×K ⊂ A×B. In notation of (3.2),
∫
M×K
r(a, c) dα(a) dγ(c) =
∫
M×K
(∫
B
p(a, b) q(b, c) dβ(b)
)
dα(a) dγ(c) =
=
∫
B
(∫
M
p(a, b) dα(a)
)
·
(∫
K
q(b, c)dγ(c)
)
dβ(b)
The right-hand side coincides with (3.4). 
9
3.5. Involution. The identical map A × B → B × A induces the map
Mar(A,B)→ Mar(B,A). We denote it by p 7→ p⋆. Obviously,
(q ◦ p)⋆ = p⋆ ◦ q⋆.
3.6. Automorphisms. Let (A,α) be a space with continuous measure.
Let g ∈ Ams(A). Consider a map ιg : A → A × A defined by the formula
ι(a) =
(
a, g(a)
)
. Denote by ξ[g] the image of the measure α under this map.
Evidently, ξ[g] ∈Mar(A,A). It is easy to see that
ξ[g1g2] = ξ[g1]ξ[g2].
3.7. Convergence. A sequence pj ∈Mar(A,B) converges to p ∈Mar(A,B)
if for any subsets M ⊂ A, N ⊂ B we have
lim
j→∞
pj(M ×N) = p(M ×N).
Proposition 3.4 a) The space Mar(A,B) is metrizable and compact.
b) Absolutely continuous measures are dense in Mar(A,B).
c) The productMar(A,B)×Mar(B,C)→ Mar(A,C) is separately continuous.
Proof. a) We consider a countable family of sets Mi ⊂ A such that for any
M ⊂ A and any ε > 0 there exists Mi such that
α
(
(M \Mi) ∪ (Mi \M)
)
< ε.
In a similar way, we choose a family Nj ⊂ N . A metric is defined by
ρ(p, q) =
∑
i,j
3−i−j
∣∣p(Mi ×Nj)− q(Mi ×Nj)∣∣.
Compactness can be proved by the usual diagonal procedure (see [24], Theorem
I.24).
c) A convergence pj to p implies the weak convergence (see [24], [23]) of
functions uj → u (see (3.3)) in the sense of L
2(B). Formula (3.4) has a form of
an inner product, and the inner product is separately continuous with respect
to the weak convergence. 
Proof of Proposition 3.2 (associativity of multiplication). For
absolutely continuous kernels the associativity is obvious, it remains to refer to
separate continuity of the multiplication.

Proposition 3.5 Let a measure α be continuous. Then the group Ams(A) is
dense in Mar(A,A).
10
See [7], Theorem 4.4.1.
3.8. Another language and an equivalent definition of the product.
For p ∈ Mar(A,B) consider the projection A × B → B. We have conditional
measures pa(b) on almost all fibers, they satisfy the equation∫
A
pa(b) dα(a) = β(b),
or, precisely, for any subset N ⊂ B
∫
A
pa(N) dα(a) = β(N).
Informally, we can consider p as a map A → B spreading a point a ∈ A to
a measure pa on B (or spreading a point a along B).
Example. Consider a bistochastic kernel p ∈ Mar(A,B), which is equal
α × β. Then for all b we have pa(b) = β(b). The corresponding map uniformly
’spreads’ any point a along B. For any morphism q ∈Mar(B,C), we have
q ◦ (α× β) = α× γ.
For o ∈ Mar(Z,A) we have
(α× β) ◦ o = (ζ × α). 
The product of p ∈ Mar(A,B), q ∈Mar(B,C) can be regarded as an iterated
spreading. Precisely, let pa, qb be the corresponding systems of conditional
measures. Then the measures ra(c) corresponding to r = q ◦ p are given by
the formula
ra(c) =
∫
B
qb(c) dpa(b).
3.9. Markov operators. For a bistochastic kernel p ∈Mar(A,B) we define
an operator T (p) by the formula
T (p)f(a) =
∫
B
f(b) dpa(b).
Proposition 3.6 a) For each p ∈ [1,∞] the operator T (p) is bounded as an
operator Lp(B)→ Lp(A). Moreover, its norm 6 1 for all p. It also is continuous
as an operator L∞−(B)→ L∞−(A).
b) The map p→ T (p) is continuous as an operator L∞−(B)→ L∞−(A).
c) The map p → T (p) is continuous with respect to the weak operator
topology9.
d) For p ∈Mar(A,B), q ∈ Mar(B,C) we have
T (q ◦ p) = T (p)T (q).
9For definitions of weak and strong operator topologies, see [24], §VI.1
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Proof. a) Let f ∈ Lp(A), g ∈ Lq(B), where 1p +
1
q = 1. Then
∣∣∣
∫
A
T (p)g(a) · f(a) dα(a)
∣∣∣ = ∣∣∣
∫
A×B
f(a)g(b) dp(a, b)
∣∣∣ 6
6
(∫
A×B
|f(a)|p dp(a, b)
)1/p
·
(∫
A×B
|g(b)|q dp(a, b)
)1/q
(we applied the Ho¨lder inequality, see [25], §9.3). By the definition of the bistochastic
kernel, this equals
(∫
A
|f(a)|p dα(a)
)1/p
·
(∫
B
|g(b)|q dβ(b)
)1/q
= ‖f‖Lp · ‖g‖Lq .
By the duality, we get the desired statement. For L1 a separate proof is necessary.
For a positive function g, the function T (p)g also is positive, moreover
∫
B
T (p)g(a) dα(a) =
∫
A×B
g(a)dp(a, b) =
∫
B
g(b) dβ(b).
This implies the desired statement.
For L∞ the statement is obvious.
b) Our operator send the unit ball in L∞(B) to a unit ball in L∞(A),
moreover it is continuous in the topology of L1. It remains to refer to Lemma
2.1.
c) Since the operators are uniformly bounded, it suffices to verify the weak
convergence on indicator functions10. But
∫
A
T (p)IN(a) IM (a) dα(a) = p(M ×N).
d) The statement is obvious for absolutely continuous kernels, the general
case follows from separate continuity. 
3.10. Conditional expectations. Let X : A = ∪r∈RXr be a measurable
partition of A, let (R, ρ) be the quotient-space, π : A → R the corresponding
projection. Consider a map ξ : A → A × (A/X) defined by the formula a 7→
(a, π(a)). Denote by
m[A;X] ∈Mar(A,A/X)
the image of the measure α under the map ξ. Denote
l[A;X] := m[A;X]⋆ :∈ Mor(A/X, A).
Define also the morphism
t[A;X] = l[A;X] ◦m[A;X] : A→ A.
10Let M ⊂ A be a measurable subset, we set IM (a) = 1 if a ∈M , and IM (a) = 0 otherwise.
12
The segment A = [0, 1], its partition X into 3 pieces and the quotient-space A/X.
Morphism l[A;X]. On the figure, the product A/X×A is a union of 3 horizontal
segments. The measure l[A;X] is a uniform measure on the union of free fat
horizontal segments.
Morphisms t[A;X]. We have a uniform measure on each subsquare⊂ [0, 1]×[0, 1].
The identity morphism A/X→ A/X.
Рис. 1: reference to Subsection 3.10. Morphisms related to a partition.
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Рис. 2: reference to Subsection 3.10. The morphism t[A/X]◦p◦t[A/X] is obtained
from p by uniform spreading of the measure p along each rectangle.
The morphismm[A/X]◦p◦l[A/X] is obtained from p by concentration of measures
p on each rectangle.
Let us define such measures more explicitly. The measure m[A;X] on A×A/X
is determined from the equality
∫
A×R
F (a, r) dm[A;X](a, r) =
∫
R
(∫
Xr
F (a, r) dξr(a)
)
dρ(r).
The measure t[A;X] is determined by
∫
A×A
F (a1, a2) dt[A;X] =
∫
R
(∫
Xr×Xr
F (a1, a2) dξr(a1) dξr(a2)
)
dρ(r).
In notation of Subsection 2.5,
I[A;X] = T
(
t[A;X]
)
, J [A;X] = T
(
l[A;X]
)
, K[A;X] = T
(
m[A;X]
)
.
Now, let p ∈ Mar(A,B), let X : A = ∪Xi, Y : B = ∪Yj be countable
measurable partitions. First, consider the measure
u := m[B;Y] ◦ p ◦ l[A;X] ∈ Mar(A/X, B/Y).
Both spaces A/X, B/Y are discrete. Therefore, the measure u is determined by
a matrix with non-negative elements, this matrix equals
uij = p(Xi × Yj). (3.5)
Next, consider
v := t[B;Y] ◦ p ◦ t[A;X] ∈ Mar(A,B).
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This measure equals
v(M ×N) =
∑
i,j
α(M ∩Xi)
α(M)
β(N ∩ Yj)
β(N)
p(Xi × Yj),
where M ⊂ A, N ⊂ B are measurable sets of non-zero measure.
3.11. Definition of the product via approximations. Let X(1), X(2),
. . . be a sequence of measurable partitions of the set A. We say that it is
approximating, if for any p the partition X(p+1) is refinement of X(p) and the
sigma-algebra generated by all partitions coincides with the sigma-algebra of all
measurable subsets of A.
Let A, B, C be spaces with probability measures and X(p), Y(q), Z(r) be
approximating sequences of partitions of the spaces A, B, C respectively.
Proposition 3.7 The product p ∈ Mar(A,B), q ∈Mar(B,C) equals
q ◦ p =
lim
i j, k→∞
t[C;Zk] ◦ q ◦ t[B;Yl] ◦ p ◦ t[A;Xi] =
lim
i j, k→∞
l[C;Zk] ◦
(
m[C;Zk] ◦ q ◦ l[B;Yl]
)
◦
(
m[B;Yj ] ◦ p ◦ l[A;Xi]
)
◦m[A;Xi]
The products inside the brackets are elements of
Mar(A/X(i), B/Y(l)) and Mar(B/Y(l), C/Z(k)).
They are matrices of form (3.5). Product of two brackets (an element ofMar(A/X(i), C/Z(k)))
is calculated as a product of matrices as (3.1). Adding outermost factors we get
a measure on A× C and after this pass to the limit.
Proof. Let us pass to the corresponding Markov operators. The sequences
T
(
m[C;Zk]
)
, T
(
l[B;Yl]
)
, T
(
l[A;Xi]
)
strongly converge to 1. Let three strongly
convergent sequences of operators are given, Ai → A, Bj → B, Ck → C. Then
AiBjCkf −ABCf = AiBj(Ck − C)f +Ai(Bj −B)Cf + (Ai −A)BCf,
and the right-hand side tends to 0 by norm as (i, j, k)→ (∞,∞,∞). This implies
the desired statement. 
4 Semiring of measures on R×
This section is a preparation to the definition of polymorphisms.
4.1. Semiring M▽. Denote by M▽ the set of all positive measures µ on
R× satisfying the conditions
∫
R×
dµ(t) <∞,
∫
R×
t dµ(t) <∞.
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Obviously, µ, ν ∈ M▽ implies µ + ν ∈ M▽. We also introduce on M▽ the
usual convolution (µ, ν) 7→ µ ∗ ν:
∫
R×
f(t) dµ ∗ ν(t) =
∫ ∫
R××R×
f(s1s2) dµ(s1) dν(s2).
Obviously, M▽ is closed with respect to the convolution. Indeed,
∫
R×
tudµ ∗ ν(t) =
∫∫
(R×)×(R×)
su1s
u
2 dµ(s1) dν(s2) =
∫
R×
su1dµ(s1) ·
∫
R×
su2dν(s2). (4.1)
Substituting u = 0 and u = 1 we get µ ∗ ν ∈M▽.
Next. we define an involution µ 7→ µ⋆ in M▽ by the formula
µ⋆(t) = t−1µ(t−1).
In other words, ∫
R×
f(t) dµ⋆(t) =
∫
R×
tf(t−1) dµ(t). (4.2)
If µ ∈M▽, then µ⋆ ∈M▽; also (µ ∗ ν)⋆ = µ⋆ ∗ ν⋆.
We say that a sequence µj ∈ M
▽ converges to µ ∈ M▽, if for any bounded
function f(t) on R× the following convergences hold
∫
f(t) dµj(t)→
∫
f(t) dµ(t),
∫
tf(t) dµj(t)→
∫
tf(t) dµ(t).
In other words, we require a weak convergence (see, e.g., [25], Sect. 12.1) of two
sequences of measures µj → µ, tµj → tµ.
4.2. Mellin transform. Mellin transform of a measure µ ∈M▽ is
Φµ(u) :=
∫
R×
tu dµ(t), where u = v + iw ∈ C. (4.3)
Remark. Pass to a variable s := ln t. Then ν(s) = µ(ln t) is a measure on
R, conditions (4.2) take the form
∫
R
dν(s) <∞,
∫
R
esν(s) <∞.
The function Φ(u) is the characteristic function (Fourier transform) of the
measure ν. This topic is quite standard (see, e.g., [26]), however I do not see an
appropriate reference for lemmas given below. 
Proposition 4.1 a) For any µ ∈ M▽ the function Φµ is uniformly continuous
in the strip
Π : 0 6 v 6 1 −∞ < w <∞ (4.4)
and holomorphic in the open strip 0 < Reu < 1.
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b) The functions Φµ(u) are positive definite, i.e., for any u1, . . . , un, satisfying
0 6 Reuj 6 1/2 and any z1, . . . , zn ∈ C
∑
l,m6n
Φ(ul + um)zlzm > 0. (4.5)
c) The functions Φµ satisfy the following estimate
|Φµ(v + iw)| 6 Φ(0)
1−vΦ(1)v.
In particular, Φµ(u) is bounded in the strip 0 6 Reu 6 1.
Proof. a) The convergence of integral (4.3) is obvious. Let us prove uniform
continuity:
|Φµ(u)− Φµ(u
′)| 6
∫
R×
|tu − tu
′
| dµ(t)
We split the integral as a sum of integrals over segments t < 1/A, 1/A 6 t 6 B,
t > B. First, ∫
t>B
|tu − tu
′
| dµ(t) 6
∫
t>B
2t dµ(t).
For sufficiently large B the integral is as small as desired. Similarly, we estimate
the integral over t < 1/A:
∫
t<1/A
|tu − tu
′
| dµ(t) 6
∫
t<1/A
2 dµ(t).
Next, fix A, B,
∫
1/A6t6B
|tu − tu
′
| dµ(t) =
∫
1/A6t6B
tReu|tu
′−u − 1| dµ(t) 6
6
∫
1/A6t60
|tu
′−u − 1| dµ(t) +
∫
0<t6B
t |tu
′−u − 1| dµ(t)
For small |u′ − u| a value |tu
′−u − 1| is small [1/A,B].
A proof of b) is usual,
0 6
∫
R×
∣∣∑
k
zkt
uk
∣∣2 dµ(t) =∑
k,l
Φ(uk + ul) zkzl.
To prove c) we apply Ho¨lder inequality,
∣∣∣
∫
tu+iw dµ(t)
∣∣∣ 6 (
∫
11/(1−v) dµ(t)
)1−v
·
(∫
|tv+iw|1/v dµ(t)
)v

Proposition 4.2 Let Φ(u) be a bounded positive definite function continuous
in the strip 0 6 Reu 6 1 holomorphic in the open strip. Then Φ(u) is a Mellin
transform of some measure µ ∈M▽.
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Proof. By the Paley–Wiener theorem, see [9], Theorem 7.4.2, the function
Φ is a Fourier transform of a certain distribution ν(s) that is contained in the
Schwartz space on R. Applying the Bochner Theorem (see, e.g., [25], §15.1) to
the function Φ(iw), we get that ν(s) is a finite positive measure. Applying the
Bochner Theorem to Φ(1+ iw) we get that es · ν(s) is a finite measure. Passing
to the variable t = es, we get the desired statement. 
Proposition 4.3 a) Φµ∗ν(u) = Φµ(u)Φν(u).
b) Φµ⋆(u) = Φµ(1− u)
Proof. a) is evident, it was proved by calculation (4.1); b) also is obvious.

4.3. Convergence of characteristic functions.
Proposition 4.4 If µj converges to µ in M
▽, then Φµj (u) converges to Φµ(u)
uniformly in each rectangle 0 6 v 6 1, −A 6 w 6 B.
The pointwise convergence is obvious, a proof of uniform convergence coincides
with a standard proof, see [25], 13.2.C. 
Proposition 4.5 a) Let µj, µ ∈ M
▽. If
Φµj (iw)→ Φµj (iw), Φµj (1 + iw)→ Φµj (1 + iw) (4.6)
pointwise, then µj converges to µ.
b) Let µj ∈M
▽. Let the sequence Φµj (iw) converge point-wise to a function
Ψ(iw) and Φµj (1 + iw) converge pointwise to a function Θ(1 + iw). If Ψ(iw),
Θ(1 + iw) are continuous at the point w = 0, then µj converges to a certain
µ ∈M▽, and Φ(iw) = Ψ(iw), Φ(1 + iw) = Θ(1 + iw).
Proof. Let us prove b). By the continuity theorem (see, e.g., [25], Theorem
15.2), the sequence µj weakly converges to a certain measure µ and t ·µj weakly
converges to a certain measure ν. Let f(t) be a continuous function with compact
support. Then
∫
R×
f(t) dν(t) = lim
j→∞
∫
R×
f(t)t dµj(t) =
= lim
j→∞
∫
R×
(
t f(t)
)
dµj(t) =
∫
R×
(
t f(t)
)
dµ(t)
Hence, ν(t) = tµ(t) and µj converges to µ in the sense of M
▽. 
5 Polymorphisms. Basis definitions
5.1. Definition. Let (A,α), (B, β) be Lebesgue measure spaces. A polymorphism
A B is a measure P on A×B × R× such that
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1◦. The image of P under the projection A×B×R× → A coincides with α;
2◦. The image of t ·P under the projection A×B×R× → B coincides with
β.
We denote the set of all polymorphisms by A B by Pol(A,B).
There is a well-defined associative product
Pol(A,B)× Pol(B,C)→ Pol(A,C).
A formal definition is given in Subs.5.6. Before this in Subsections 5.2–5.5 we
consider several simple special cases.
5.2. A special case: the categoryMar. LetA, B be spaces with probability
measures. An element p ∈ Mar(A,B) can be regarded as an element from
Pol(A,B), we simply consider an image of the measure p under the embedding
A×B → A×B × R×
defined by the formula (a, b) 7→ (a, b, 1).
5.3. A special case: M▽. Consider single-point spaces A, B, denote by α,
β their measures. Then a polymorphism A B is a measure on R× satisfying∫
R×
dP(t) = α,
∫
R×
tdP(t) = β.
A product of polymorphisms P : A  B, Q : B  C coincides with the
convolution of measures in M▽:
Q ◦P =
1
β
Q ∗P.
5.4. Special case: discrete spaces. Consider discrete spaces A, B, let ai,
bj be their points, αi, βj the measures of these points. A measureP onA×B×R
×
can be regarded as a matrix, whose matrix elements are non-negative measures
on pij ∈ M
▽, these measures must satisfy the condition
∑
i
∫
R×
t dpij = βj ; (5.1)
∑
j
∫
R×
dpij = αi. (5.2)
For P ∈ Pol(A,B), Q ∈ Pol(B,C), their product R = Q ◦P is defined by
rik =
∑
j
1
βj
qjk ∗ pij , (5.3)
where ∗ denotes the convolution in M▽. Actually, we have matrices, whose
elements are measures ∈M▽, see (3.1).
5.5. A special case: absolutely continuous kernels. Let p : A × B →
M▽ be a measurable function. We define a measure P on A × B × R× in the
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following way. For measurable subsets M ⊂ A, N ⊂ B, K ⊂ R we assume
P(M ×N ×K) :=
∫
M
∫
N
p(a, b)(K) dβ(b) dα(a).
If ∫
B
∫
R×
dp(a, b)(t) dβ(b) = 1, a.s., (5.4)
∫
A
∫
R×
tdp(a, b)(t) dα(a) = 1, a.s., (5.5)
then P is a polymorphism. In this case we say that P is absolutely continuous.
Obviously, a polymorphism P is absolutely continuous if the projection P
to A×B is a measure absolutely continuous with respect to α× β.
Remark. This class of polymorphisms includes the objects of the previous
subsection. For a matrix pij the function p is given by
p(ai × bj) =
pij
αiβj
. 
Let P : A  B, Q : B  C be absolutely continuous polymorphisms, p, q
the correspondingM▽-valued functions. We define a function r : A×C →M▽
by the formula
r(a, c) =
∫
B
p(a, b) ∗ q(b, c) dβ(b).
Lemma 5.1 a) r(a, c) ∈ M▽ a.s.
b) r determines a polymorphism A C.
Proof. For a proof of a) we write an integral
∫
B
∫
A
∫
R×
t d(p(a, b) ∗ q(b, c)) dα(a) dβ(b) =
=
∫
B
(∫
R×
t dq(b, c)(t))
) ∫
A
(∫
R×
t dp(a, b)(t)
)
dα(a) dβ(b) =
=
∫
B
(∫
R×
t dq(b, c)(t))
)
dβ(b) = 1
and change an order of integration to
∫
A
∫
B
∫
R×
By the Fubini theorem the
integral ∫
B
∫
R×
t d(p(a, b) ∗ q(b, c)) dβ(b)
converges a.s. Next, we repeat the same argument for the integral
∫
B
∫
C
∫
R×
d(p(a, b) ∗ q(b, c)) dγ(c) dβ(b).
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b) is verified by a straightforward calculation. 
5.6. Definition of the product. Now we define the product of morphisms.
Below in Subsection 5.11 we give another (may be, more transparent) definition.
Also, Theorem 6.14 can be used a definition.
Let P ∈ Pol(A,B). For any measurable subsets M ⊂ A, N ⊂ B we have a
measure p[M ×N ] ∈M▽ defined as the image of P under the projection
M ×N × R× → R×.
In this space we can regard P as a M▽-valued measure p[·] on A×B.
Lemma 5.2 a) Let P ∈ Pol(A,B). For any measurable subset M ⊂ A there is
a system of measures pM,b(t), where b ranges in B, on R
×, defined for almost
all b ∈ B, such that for any measurable N ⊂ B we have
p[M ×N ] =
∫
N
pM,b dβ(b). (5.6)
b) Let Q ∈ Pol(B,C). For any measurable subset K ⊂ C there is a system
of measures qb,K(t) on R
× such that for any measurable subset N ⊂ B we have
q[N ×K] =
∫
N
qb,K dβ(b). (5.7)
Proof. a) Denote by SM the restrictions of the measure tP to M×B×R
×.
Consider images of SM under the projections
M ×B × R×
p
−→ B × R×
q
−→ B.
The measure q(p(tSM )) is dominated by β. Therefore there are well-defined
conditional measures σM,b(t) on fibers of the projection B×R
× → B, such that
p(SM )(N) =
∫
N
σM,b(N) dβ(b).
By the construction, σM,b(R
×) 6 1 (since σA,b(R
×) = 1). We define measures
pM,b as
pM,b := t
−1σM,b(t).
b) It suffices to consider images of Q under the projections
B ×K × R× → B × R× → B .
To each subset M ×K ⊂ A× C we assign the measure
r[M ×K] =
∫
B
qb,K ∗ pM,b dβ(b) ∈ M
▽ (5.8)
and we get a M▽-valued measure on A× C.
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Lemma 5.3 a) r is a sigma-additive M▽-valued measure on A× C.
b) The measure r determines a polymorphism A C.
Lemma is proved in next subsection.
Lemma 5.4 For absolutely continuous kernels this product coincides with the
product defined above.
Proof. Let p, q, r be the same as in Subsection 5.5. Then
pM,b =
∫
M
p(a, b) dα(a), qb,K =
∫
K
q(b, c) dγ(c).
Therefore
r(M ×K) =
∫
B
∫
M×K
p(a, b) ∗ q(b, c) dα(a) dγ(c) dβ(b) =
=
∫
M×K
r(a, c) dα(a) dγ(c).
Theorem 5.5 The product Pol(A,B) × Pol(B,C) → Pol(A,C) is associative,
i.e. for any measure spaces A, B, C, D and any P ∈ Pol(A,B), Q ∈ Pol(B,C),
T ∈ Pol(C,D) we have
(T ◦Q) ◦P = T ◦ (Q ◦P).
Proof is given below in Subsection 5.10.
5.7. Proof of lemma 5.3. First, we need a more precise information about
functions pM,b and qb,K defined in Lemma 5.2.
Lemma 5.6 a) pM,b ∈M
▽ a.s. on b ∈ B.
b)
∫
B
∫
R×
dpM,b(t) dβ(b) = α(M). (5.9)
c)
∫
R×
t dpM,b(t) 6 1 for almost all b ∈ B.
(5.10)
и ∫
R×
tdpA,b(t) = 1 (5.11)
d) If α(Mj) tends to 0, then
∫
B
∫
R×
t · dpMj ,b(t) dβ(b) → 0. (5.12)
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Proof. Statements b), c) follow from the same arguments as Lemma 5.2. By
(5.9) the measures pM,b are finite for almost all b. By (5.10) they are contained
in M▽.
The projection of the measure t ·P to A is a probabilistic measure absolutely
continuous with respect to α. The statement d) is rephrasing of this fact. 
Next, we formulate a similar lemma for measures qb,K .
Lemma 5.7 a) qb,K ∈M
▽ for almost all b ∈ B.
b)
∫
B
∫
R×
t dqb,K(t) dβ(b) = γ(K) (5.13)
c)
∫
R×
dqb,K(t) 6 1 for almost all b ∈ B. (5.14)
и ∫
R×
dqb,C(t) = 1 for almost all b ∈ B. (5.15)
d) If γ(Kj)→ 0, then
∫
B
∫
R×
dqb,Kj (t) dβ(b)→ 0
A proof is the same.
Proof of Lemma 5.3.a. If M1, M2 are disjoint, then
pM1,b + pM2,b = pM1∪M2,b.
By (5.8) this implies finite additivity.
For a proof of sigma-additivity, we take a decreasing chain of subsets M1 ⊃
M2 ⊃ . . . in A, such that α(Mj)→ 0:
∫
R×
dr[Mj ×K](t) =
∫
B
(∫
R×
dpMj ,b(t)
)
·
(∫
R×
dqb,K(t)
)
dβ(b) =
= α(Mj)
∫
B
∫
R×
dqb,K(t) dβ(b)→ 0,
here we applied (5.9), (5.14). Further,
∫
R×
t · dr[Mj ×K](t) =
∫
B
(∫
R×
t · dpMj ,b(t)
)
·
(∫
R×
t · dqb,K(t)
)
dβ(b) =
= γ(K)
∫
B
∫
R×
t · dpMj ,b(t) dβ(b)→ 0,
here we applied (5.13), (5.12).
Thus, r[Mj ×K]→ 0 in M
▽.
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Let now Lj be mutually disjoint subsets in A, Mj = ∪i6jLi. In virtue of
proved above, we get the following limit pass in M▽:
r[∪∞i=1Li ×K] = lim
j→∞
r[∪ji=1Li ×K] =
∞∑
j=1
r[Lj ×K].
Similarly, we consider a decreasing chainK1 ⊃ K2 ⊃ . . . , such that γ(Kj)→
0.
In the same way, we prove that r[M ×Kj]→ 0 as γ(Kj)→∞. 
Proof of Lemma 5.3.b.
∫
R×
dr[M × C](t) =
∫
B
(∫
R×
dpM,b(t)
)
·
(∫
R×
dqb,C(t)
)
dβ(b) =
=
∫
B
∫
R×
dpM,b(t) dβ(b) = α(M),
here we applied (5.15) and (5.9). Next,
∫
R×
t · dr[A×K](t) =
∫
B
(∫
R×
t · dpA,b(t)
)
·
(∫
R×
t · dqb,K(t)
)
dβ(b) =
=
∫
B
∫
R×
t · dqb,K(t) dβ(b) = γ(K),
here we applied (5.11) и (5.13). 
5.8. Involution. Let P ∈ Pol(A,B). We define P⋆ ∈ Pol(B,A) being the
measure t−1P(a, b, t−1) regarded as a measure B ×A× R×.
Lemma 5.8 For P ∈ Pol(A,B), Q ∈ Pol(B,C), we have
(Q ◦P)⋆ = P⋆ ◦Q⋆.
Proof. Multiplying P⋆ ◦Q⋆ we get in (5.8) the expression
∫
B
(t−1qb,K) ∗ (t
−1pM,b) dβ(b) = t
−1r[M ×K](t−1).
5.9. Convergence. Let P(j), P ∈ Pol(A,B). We say that a sequence Pj
converges to P if for any measurable subsets M ⊂ A, N ⊂ B we have the
convergence
p(j)(M ×N)→ p(M ×N)
in the sense of M▽.
Theorem 5.9 The ◦-product is separately continuous.
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Proof. We keep the notation of Subs.5.6. Since we have an involution, it is
sufficient to prove one-side continuity. Let P(j) → P. This means that for any
measurable N ⊂ B functions pM,b satisfy the condition∫
N
p
(j)
M,b dβ(b) converges to
∫
N
pM,b dβ(b) in M
▽. (5.16)
Also ∫
B
p
(j)
M,b dβ(b) 6 p[A×B].
We intend to show that
r(j)[M ×K]→ r[M ×K] in M▽.
It is sufficient to verify point-wise convergence of Mellin transforms on the lines
u = iw, u = 1 + iw. We have
∫
R×
tiwd
(
r(j)[M ×K]− r[M ×K]
)
dβ(b) =
=
∫
B
[∫
R×
tiwdp
(j)
M,b(t)−
∫
R×
tiwdpM,b(t)
]
·
{∫
R×
tiwdqb,K(t)
}
dβ(b). (5.17)
The factor {F (b)} in curly brackets is a bounded function, see (5.14). The factor
[G(j)(b) − G(b)] in square brackets is contained in L1(B) and its L1-norm is
bounded by a constant 2α(M) (by (5.9)). On the other hand, for any N
∫
N
[G(j)(b)−G(b)] dβ(b)→ 0 as j →∞.
For any ε > 0 we take a function Fε(b) taking only finite number of values such
that
ess sup |F (b)− Fε(b)| < ε.
Then ∫
B
[G(j)(b)−G(b)] · Fε(b) dβ(b)→ 0 for j →∞.
On the other hand∫
B
[G(j)(b)−G(b)] · (Fε(b)− F (b)) dβ(b) 6 ε · 2α(M).
Therefore (5.17) tends to 0.
Further,
∫
R×
t1+iwd
(
r(j)[M ×K]− r[M ×K]
)
dβ(b) =
=
∫
B
[∫
R×
t1+iwdp
(j)
M,b(t)−
∫
R×
t1+iwdpM,b(t)
]
·
{∫
R×
t1+iwdqb,K(t)
}
dβ(b).
(5.18)
25
Again, denote the expression in square brackets by [Gj(b)−G(b)], the expression
in curly brackets by F (b). Now F ∈ L1(B) by (5.13), and [Gj(b)−G(b)] 6 2 by
(5.10), moreover, for any N ⊂ B the following convergence holds
∫
N
[. . . ] dβ(b)→ 0 as j →∞,
i.e., we have a convergence in the sense of the space L∞−(B). Consider a function
Fε,δ taking only finite number of values such that
ess sup |F (b)− Fε,δ(b)| < ε on a set of measure > β(B) − δ.
It is sufficiently obvious that
∫
B
[Gj(b)−G(b)] · Fε,δ(b) dβ → 0 for j →∞,
and ∫
B
[Gj(b)−G(b)] · (F (b)− Fε,δ(b)) dβ
is small for small ε и δ. Therefore the expression (5.18) tends to 0. 
5.10. Proof of Theorem 5.5. Associativity of the product. The set
of absolutely continuous polymorphisms A B is dense Pol(A,B). Obviously,
the product of absolutely continuous polymorphisms is associative. On the other
hand, a product of polymorphisms is separately continuous. 
5.11. Definition of the product in the terms of discrete approximations.
Let us return to the definition of Subsection 3.10. For a countable partition X
of the set A we define morphisms
l[A;X] : A/X A, m[A;X] : A A/X, t[A;X] : A→ A
as above (recall that Mar(A,B) ⊂ Pol(A,B)). Consider countable partitions
X : A = ∪Xi, Y : B = ∪Yj .
Lemma 5.10 a) For P : A B a morphism
m[A;Y] ◦P ◦ l[A;X] : A/X B/Y
is given by M▽-valued matrix pij = p[Xi × Yj ].
b) The measure
t[A;Y] ◦P ◦ t[A;X] : A B
is determined by the following rule: its restriction to Xi×Yj×R
× ⊂ A×B×R×
coincides with
1
α(Xi)β(Yj)
· α× β × pij .
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A verification is straightforward. In any case, the statement follows from
Theorem 6.14 proved below.
For measure spaces A, B, C consider approximating sequences (see Subs.
3.11) of countable partitions X(i), Y(j), Z(k).
Proposition 5.11 The product of polymorphisms P : A  B, Q : B  C is
given by the formula
Q ◦P = lim
i, j, k→∞
t[C;Z(k)] ◦Q ◦ t[B;Y(l)] ◦P ◦ t[A;X(i)] =
= lim
i, j, k→∞
l[C;Z(k)] ◦
(
m[C;Z(k)] ◦Q ◦ l[B;Y(l)]
)
◦
◦
(
m[B;Y(l)] ◦P ◦ l[A;X(i)]
)
◦m[A;X(i)]. (5.19)
The expressions in big brackets are polymorphisms of countable sets, their
product is evaluated in the way described above (5.3).
A proof of the proposition is given in Subsection 6.7.
Proof. Notice, that a reference to the separate continuity allows to claim
that Q ◦P coincides with the iterated limit
Q ◦P = lim
i→∞
lim
j→∞
lim
k→∞
(
. . . ).
But in (5.19) we have triple limit. 
5.12. The group Gms(A). Let A be a space with continuous measure. For
g ∈ Gms(A) consider the map Ig : A→ A×A× R
× defined by
a 7→
(
a, g(a), g′(a)
)
.
Denote by I[g] the image of measure α under this map.
Proposition 5.12 a) I[g] ∈ Pol(A,A)
b) The map g 7→ I(g) is a homomorphism.
This is obvious.
Theorem 5.13 Let A be a space with continuous measure. Then the group
Gms(A) is dense in Pol(A,A).
Proof. Fix P ∈ Pol(A,A). Consider a finite partition X : A = ∪Xj of the
space A. Denote pij = p(Xi×Xj). Consider a subdivision Xi = ∪Yij of each Ai
such that
α(Yij) =
∫
R×
dpij(t)
Consider another subdivision Xi = ∪Zij such that
α(Zij) =
∫
R×
t dpij(t).
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xy
The map y = x+ 1n sinnx of the segment [0, 2π] to itself.
x
t
x
t
The image of the segment [0, 1] in [0, 2π]× [0, 2π]×R× is an oblate helical line.
The limit as n → ∞ is a (non-uniform) measure supported by the rectangle
x = y, 0 < t 6 2.
Рис. 3: reference to Subsection 5.12
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For any pair (i, j) consider the map Yij → Zij , whose Radon-Nikodym derivative
is distributed as pij . Uniting the maps Xij → Yij we get an element g[X] of the
group Gms(A).
Next, we consider an approximating sequence of partitions X(p) and get the
sequence g[X(p)] ∈ Gms(A), which converges to P. 
6 Mellin–Markov transform
6.1. Mellin–Markov transform. Let u = v + iw range in the strip
Π : 0 6 v 6 1 −∞ < w <∞. (6.1)
Denote p = 1/(1−v), q = 1/v. Let P ∈ Pol(A,B) be a polymorphism. Consider
the following bilinear form on L1/(1−v)(A)× L1/v(B)
Su(P; f, g) = Sv+iw(P; f, g) =
∫∫∫
A×B×R×
f(a)g(b)tv+iw dP(a, b, t). (6.2)
Lemma 6.1
|Sv+iw(P; f, g)| 6 ‖f‖1/(1−v) · ‖g‖1/v.
The lemma, in particular, implies the continuity of the bilinear form on
the product of Banach spaces for all u ∈ Π. We need an improvement of the
statement for for the spaces L∞− .
Lemma 6.2 Let a sequence of bounded functions fj converges to f in L
∞−(A),
and g ∈ L1(B). Then S1+iw(P; fj , g) converges to S1+iw(P; f, g).
Proof of Lemma 6.1. We apply the Ho¨lder inequality (see [25], §9.3) and
the definition of polymorphisms
|Sv+iw(f, g)| 6
(∫∫∫
A×B×R×
|f(a)|1/(1−v) dP(a, b, t)
)1−v
×
×
(∫∫∫
A×B×R×
|g(b)tv+iw|1/v dP(a, b, t)
)v
=
=
(∫
A
|f(a)|1/(1−v) dα(a)
)1−v
·
(∫
B
|g(b)|1/v dβ(b)
)v
. 
Proof of Lemma 6.2. Without loss of generality, we can set f = 0. Denote
by L the set, where |fj(a)| > ε. Split integral on two summands, via (A \ L)×
B × R× and L×B × R×,
∣∣∣
∫∫∫
(A\L)×B×R×
fj(a)g(b)t
1+iw dP(a, b, t)
∣∣∣ 6 ε
∫∫∫
(A\L)×B×R×
|g(b)| t dP(a, b, t) 6
6 ε
∫∫∫
A×B×R×
|g(b)| t dP(a, b, t) = ε
∫
B
|g(b)| dβ(b).
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Estimate another summand
∣∣∣
∫∫∫
L×B×R×
fj(a)g(b)t
1+iw dP(a, b, t)
∣∣∣ 6 ess sup
a∈A
|fj(a)|
∫∫∫
L×B×R×
|g(b)| t dP(a, b, t)
Notice that ∫∫∫
L×B×R×
t dP(a, b, t) (6.3)
is small if α(L) is small. Indeed, denote by σ the projection of the measure
t dP(a, b, t) to A. Then σ(A) = β(B), the measure σ is absolutely continuous
with respect to α. Indeed, take in A a subset S of zero measure. Then the
measure of S×B×R× with respect to P is 0. Therefore P(S×B× (0, y]) = 0,
hence (t ·P)(S ×B × (0, y]) = 0, so (t ·P)(S ×B × R×) = 0.
Consequently (by the absolute continuity of the Lebesgue integral), α(L)→
0 implies P(L×B×R×)→ 0. Applying the absolute continuity of the Lebesgue
integral again, we get that (6.3) tends to 0 as α(L)→ 0. 
As an immediate corollary of these lemmas we get the following theorem
Theorem 6.3 a) For any u = v + iw ∈ Π there exists a linear operator
Tu(P) : L
p(B)→ Lp(A), where p =
1
v
,
satisfying ∫
A
(
Tu(P)g
)
(a) f(a) dα(a) = Su(P; f, g) (6.4)
for all f ∈ Lq(A).
b) ‖Tu(P)‖Lp 6 1. (6.5)
We call the map u 7→ Tu(P) by theMellin–Markov transform of the polymorphisms
P.
Remark. Let s < 1/v < r. Then Lr ⊂ L1/v ⊂ Ls, i.e., Tu is bounded as an
operator Lr → Ls. In particular all the operators Tu are bounded as operators
L∞− → L1. 
Remark. The same form determines a dual operator Tu(P)
′ : L1/(1−v)(A)→
L1/(1−v)(B). 
Lemma 6.4 Su(P
⋆; f, g) = S1−u(P; g, f).
Proof. We substitute t 7→ t−1 to (6.2). 
As a corollary we get:
Proposition 6.5 The operator Tu(P
⋆) is dual to T1−u(P).
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6.2. Direct definition of the Markov–Mellin transform. First, we
reformulate the definition of polymorphisms. Fix a polymorphism P : A  
B. Consider a map A × B × R → A. For a ∈ A consider the conditional
(probabilistic) measure Pa(b, t) om B×R
×. Next, consider the map B×R× →
B. Denote the image of the measure Pa(b, t) by Pa(b). By Pa,b(t) we denote
the conditional measures on fibers. In other words,
∫∫∫
A×B×R×
F (a, b, t) dP(a, b, t) =
∫
A
(∫
B
(∫
R×
F (a, b, t) dPa,b(t)
)
dPa(b)
)
dα(a).
(6.6)
Now we can define a polymorphism in the terms of two systems of conditional
measures Pa(b), Pa,b(t). These measures are probabilistic and satisfy to the
integral identity corresponding to the condition 2◦ for polymorphisms (see Subs.
5.1): ∫
A
(∫
B
(∫
R×
t g(b) dPa,b(t)
)
dPa(b)
)
dα(a) =
∫
B
g(b) dβ(b). (6.7)
This holds for g ∈ L1(B). The identity can be written also as
∫
A
[(∫
R×
t dPa,b(t)
)
·Pa(b)
]
dα(a) = β(b). (6.8)
In the square brackets there is a product of an integrable function and a measure.
Theorem 6.6 For P : A B and g ∈ L1(B) the following equality holds
Tu(P)g(a) =
∫
B
∫
R×
tug(b) dPa,b(t) dPa(b). (6.9)
Proof. For an operator (6.9),
∫
A
Tu(P)g(a) f(a) dα(a) =
∫
A
∫
B
∫
R×
tuf(a) g(b) dPa,b(t) dPa(b) dα(a).
By the definition of our conditional measures (see (6.6)),
dPa,b(t) dPa(b) dα(a) = dP(a, b, t),
an we get Su(f, g). 
For absolutely continuous kernels the formula is more transparent. Let p :
A×B →M▽ be the same function as in 5.5.
Proposition 6.7
Tu(P)g(a) =
∫
B
∫
R×
tug(b) dp(a, b)(t) dβ(b).
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This and the following statements are obvious.
Proposition 6.8 a) For polymorphisms P ∈ Mar(A,B) the operators Tu(P)
coincide with Markov operators defined in Subs. 3.9.
b) For g ∈ Gms(A) these operators coincide with operators Tu(g) defined by
the formula (2.1).
c) For single-point spaces A, B the function u 7→ Tu coincides with characteristic
function u 7→ Φ(u) discussed in §4.
Notice one’s more corollary
Proposition 6.9 The operators Tiw are continuous as operators L
∞−(B) to
L∞−(A).
Proof. We intend to apply Lemma 2.1. Let ess sup |g| = 1 and ‖g‖L1 be
small: Estimate the absolute value of Tiw(P)g
|Tiw(P)g(a)| =
∣∣∣
∫
B
∫
R×
tiwg(b) dPa,b(t) dPa(b)
∣∣∣ 6
∫
B
∫
R×
|g(b)| dPa,b(t) dPa(b).
Integrating the last expression over A we get∫
A
[. . . ] dα(a) =
∫
A×B×R×
|g(b)| dP(a, b, t).
The projection of the measure P(a, b, t) to B is absolutely continuous with
respect β and finite (see proof of Lemma 6.2), i.e. has the form h(b) dβ(b) with
integrable h. We come to ∫
B
|g(b)|h(b) dβ(b). (6.10)
Let S ⊂ B be the set of points b, where |g(b)| > ε. We split the integral into
two summands,∫
B\S
|g(b)|h(b) dβ(b) 6 ε
∫
B\S
h(b) dβ(b) 6 ε
∫
B
h(b) dβ(b) = εα(A),
∫
S
|g(b)|h(b) dβ(b) 6 ess sup |g(b)| ·
∫
S
h(b) dβ(b).
By the absolute continuity of the Lebesgue integral, we get that the last expression
is small for small β(S). 
6.3. Holomorphy of matrix elements. The function u 7→ Tu(P) is
holomorphic in the following sense.
Lemma 6.10 a) For fixed f ∈ L∞(A), g ∈ L∞(B) the function u 7→ Su(P; f, g)
is continuous in the strip Π and holomorphic in the open strip function.
b) If f , g ∈ L∞ are non-negative, then the function u 7→ Su(P; f, g) is
positive definite in the strip Π.
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Proof. a) The integral
∂
∂u
Su(P; f, g) =
∫∫∫
A×B×R×
f(a)g(b)tu ln(t) dP(a, b, t)
converges for 0 < v < 1 and is dominated by a convergent integral in a
neighborhood of any point.
b) The measure f(a)g(b) dP(a, b, t) is contained in M▽. 
To be complete, we present a more precise statement about matrix elements.
Lemma 6.11 For f ∈ Lr(A), g ∈ Ls(B) the function Su(P; f, g) is continuous
in the strip
1
r
6 Reu 6 1−
1
s
(6.11)
and holomorphic in the corresponding open strip.
Proof. The bilinear form Sv+iw(P; f, g) is continuous on L
1/(1−v)(A) ×
L1/v(B). Therefore it is continuous on Ls(A)×Lr(B) for s > 1/(1−v), r > 1/v.

6.4. Characterization of the image and inversion.
Theorem 6.12 a) Let u 7→ Tu be a function in the strip Π, taking values in
the space of bounded operators L∞−(A)→ L1(B), such that
i) For positive f ∈ L∞(A), g ∈ L∞(B) matrix elements
u 7→ ϕf,g(u) =
∫
A
Tug(a) f(a) dα(a)
are continuous and bounded for u ∈ Π and holomorphic in the open strip;
ii) For non-negative f , g functions ϕf,g(u) are positive definite in Π;
iii) ϕ1,1(0) = 1, ϕ1,1(1) = 1.
Then there exists a unique polymorphism P ∈ Pol(A,B) such that Tu =
Tu(P).
b) The polymorphism P is determined by the condition:
∫
R×
tu dp[M ×N ](a, b, t) = ϕIM ,IN (u)
for any measurable M ⊂ A, N ⊂ B, (where IM denotes an indicator function
of a set, see footnote 10).
Proof. The function ϕIM ,IN (u) is positive definite and bounded in the strip
Π, therefore it is a characteristic function of a measure p := p[M ×N ].
Obviously, for disjoint sets M1, M2 we have
p
[
(M1 ∪M2)×N
]
= p[M1 ×N ] + p[M2 ×N ].
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Further, let measurable setsM1,M2, · · · ⊂ A be mutually disjoint. Then I∪Mj =∑
IMj in topology of L
∞− . Therefore the sequence ϕIM1∪···∪Mj ,IN (u) converges
pointwise to ϕI∪jMj ,IN (u). By Proposition 4.5 we get∑
j
p[Mj ×N ] = p
[
(∪Mj)×N
]
.
The same arguments prove the similar equality for M ×Nj . This implies that
the M▽-valued measure on A×B is sigma-additive.
In the virtue of condition iii), this measure is a polymorphism. 
6.5. Convergence.
Theorem 6.13 a) If Pj converges to P, then for any u ∈ Π, Reu > 0, the
operators Tu(Pj) : L
1/v(B) → L1/v(A) weakly converge to Tu(P). In the case
v = 0 we have a weak convergence in the space of operators L∞−(B)→ L∞−(A).
b) Let Pj, P ∈ Pol(A,B). Let
Tu(Pj) : L
∞−(B)→ L1(A)
weakly converges to Tu(P) for any u ∈ Π. Then Pj converges to P. It is
sufficient to require weak convergence on the lines u = iw and u = 1 + iw.
Proof. a) It is sufficient to prove that
∫
A
Tu(Pj)IN (a) IM (a) dα(a) converges to
∫
A
Tu(P)IN (a) IM (a) dα(a)
(6.12)
for any M ⊂ A, N ⊂ B. We write this as a convergence∫
R×
tu dpj [M ×N ](t)→
∫
R×
tu dp[M ×N ](t) (6.13)
of Mellin transforms in M▽. Now we can refer to Proposition 4.4.
b) In virtue of Proposition 4.5 we have convergence (6.13), this is equivalent
to (6.12). 
6.6. Product.
Theorem 6.14 a) For any P ∈ Pol(A,B), Q ∈ Pol(B,C), the following identity
holds
Tu(P)Tu(Q) = Tu(Q ◦P). (6.14)
Proof. The statement is obvious for absolutely continuous kernels. In the
virtue of separate continuity of the product of polymorphisms and the weak
separate continuity of products of operators, the statement holds for arbitrary
polymorphisms.
6.7. Proof of Proposition 5.11. It is easy to see that
Tu(t[A,X]) = I[A;X].
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If a sequence X(i) is approximating, then I[A;X(i)] strongly converges to 1. A
product of strongly convergent sequences of operators strongly converges (see
the proof of Proposition 3.7). Therefore the sequence
Tu
(
t[C;Z(k)] ◦Q ◦ t[B;Y(l)] ◦P ◦ t[A;X(i)]
)
=
= I[C;Z(k)] Tu(Q) I[B;Y
(l)] Tu(P) I[A;X
(i)]
converges to
Tu(Q)Tu(P) = Tu(Q ◦P)
for i, j, k →∞. Therefore the triple sequence t[C;Z(k)]◦Q◦t[B;Y(l)]◦P◦t[A;X(i)]
strongly converges to Q ◦P. 
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