Abstract-In order to improve the accuracy of data-mining in large-scale complex networks, an incremental subspace data-mining algorithm based on data-flow density of complex network is proposed in this paper. In order to accommodate this goal, a latent variable model is first introduced and incorporated into Data-flow density model so that the network is divided into different communities and the defect of traditional data-mining can be explained. The undirected traversing loop is used to determine their corresponding communities for data-flow. The incremental subspace data-mining algorithm is also used to calculate the correlation between community network and data-flow and the correlation coefficient between data-flow node and time so as to accurately determine the destination of the object data-flow. In the case of a larger number of nodes and communities, data analysis and simulation experiment results demonstrate that the incremental subspace data-mining algorithm still has a higher mining accuracy.
INTRODUCTION
With the development of business in many fields such as wireless sensor network and Web network, the data flow of network is significantly increased on call records, surveillance videos, communication data management, financial service, etc. These applications need to be stored or looked up, which brings about serious overloading problems on data information of network. To a certain degree, the emergence of big data in network has improved the operation models in companies, has changed people's working styles. It also provides opportunities and challenges to academic community. Some relatively widely-used networks, such as sensor network, attempt to collect data through sensors distributed in different longitudes and latitudes. When the distributed areas are large, the accumulative information tends to be huge. While sampling, classifying or processing these data, the complexity of its algorithm may be unimaginable and time-consuming. Therefore, data-mining is adopted to predict future trend or behavior, and can dig out the needed data among numerous data. The application of data-mining can effectively extract and analyze huge network data, or perform modeling so as to finish the extraction task of object data. In the data-mining algorithm, commonly-used methods, including cluster, Web mining, and cluster or association rules can effectively implement network data-mining from different angles.
Video data includes plentiful semantics, such as people, scene, object, event and story, etc. A great many of researchers have been focused on utilizing multi-modality features for better understanding of video semantics. Liu Yanan et al. have proposed a novel approach to detect semantic concepts by using CODE and SimFusion to analyze multimodal media data in video. The simulation experiments show that the performances of video semantic concept detection can be improved and the better video semantics mining results can also be obtained. In order to solve the personalized services recommended issues in mobile communication network, a collaborative filtering algorithm based on social relationship mining in mobile communication network is proposed by Huang Wu-han et al. It effectively mitigates data sparsely for preferred forecasting and recommendations by using the information of social networks obtained from predicting the potential relationship between social networks and the most similar set of users according to the degree of similar relationship between the users. The algorithm is proved more accurate and feasible in the experiments by using the public data sets and the simulated data sets. Research on content-based multimedia retrieval is motivated by a growing amount of digital multimedia content. Interaction and integration of multi-modality media types are the essences of video content analysis. Frequent pattern mining has emerged as a key issue for analyzing the biological networks. An algorithm for frequent pattern mining in biological networks is proposed by ZHAO Tian-bang et al., which can efficiently obtain all these frequent sub-graphs in networks. In order to improve the accuracy of sub-graph mining in non-exhaustive enumerate mode, a dynamic sample algorithm is used. The experimental results show the superiority of the algorithm to existing algorithms. Wang han et al. propose a practical algorithm for incremental association rule data-mining. Mapping data-mining space into image space, this method combines mining process of incremental transactions by using the display and storage features of digital image. Wang han et al. propose a practical algorithm for incremental association rule data-mining. Mapping data-mining space into image space, the method combines the process of incremental transactions and the data using the display and storage features of digital image. Moreover, the proposed method provides an objective judgment measure for evaluation of the worker operation reliability and system control stability.
The rest of this paper is organized as follows. In Section one, data-flow density of complexnetwork in the algorithm is firstly summarized and analyzed deeply. After determining the data-flow density of complex network, the network is divided into different communities based on the different data-flow density. The allocation model is described in Section two. The undirected traversing loop and the incremental subspace data-mining algorithm are analyzed so as to expand the incremental subspace of community network in Section three. In other words, the loop of object data-flow is firstly obtained, and then the correlation coefficient between data-flow node and time is got so as to accurately determine the nodes of the object data-flow. The Section four will discuss the required steps in our proposed algorithm with a requirement example. The experimental results are shown and two data-mining algorithms are also analyzed in Section five, and the conclusion is made in Section six, where the incremental subspace data-mining algorithm still has a higher mining accuracy.
II. ANALYSIS OF DATA-FLOW DENSITY OF COMPLEX NETWORK
In nature, many systems can be described as complex networks. For example, Internet is a complex network composed of routers and transmission media; human brain is a complex network made up of inter-connected neurons; society is also a complex network comprising various relationships between humans. The wide existence of complex networks makes a large number of scientists are devoting to research properties of complex networks, especially the study of properties of dynamics. How can the community networks facilitate the spreading of communicable diseases? How to prevent the virus attack on the Internet most effectively? What kind of topological structure is most stable under shock? However, the study on complex networks attributes to the improvement of data-mining capability and the emergence of high-performance computing equipments. On this basis of these problems, various topological structures of actual complex networks are subsequently disclosed.
As for a complex network with multiple network structures, the number of network types is the number of communities. We use an undirected graph traversal
to describe the whole network community.
It is assumed that there are two misaligned paths in two nodes; it suggests these two nodes are located in the network loop, and the data-flow needs to pass through the loop to reach a particular node. In a particular period, when the number of data flow is bigger than the number of network nodes, it is shown that its data-flow density is relatively large. In order to accurately obtain the needed data-flow in a complex network, it is necessary to divide the whole network community based on data-flow density, so as to find out which community this data flow is located in, and then determine the loop of community where the data flow is located. Here we determine the density through the algorithm design to conduct community division of complex networks and to implement undirected loop circuit traversal so as to determine in which circuit the inquired data flow is located. Data-flow density applies the community multi-path division. These two radius parameters in data-mining algorithms are denoted as   where it is subject to the maximum power ( MAX R ) of network node and
is the instantaneous transmission radius of node i . Therefore, it is assumed that the network is composed of m communities and the number set of nodes is
, the equation of network-data density of community can be denoted as follows:
where   After the density is determined, the community can be divided into many clusters according to the network-flow density. Then the method of undirected loop traversal is used to get all the circuits in the community network. Its algorithm steps are shown as follows.
Step 1: Firstly determine the origin node of data flow and the destination one, record set A , namely the nodes of data-flow traversal, and then order the data flow sequentially to start from the node adjacent to destination node to search for node absent from set A . Take this node as a next start of traversal until the reach of origin node. The whole process shall be recorded as set B.
Step 2: Find out two misaligned network paths between origin node and destination node. If the loop in this network is misaligned with other loop, it will be viewed as an independent loop. All of the independent loops are recorded as set C .
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Step 3: Find 1 k nodes in set A , which is combined with 2 k nodes in set B so as to form an independent loop belonging to set C and the complexity is recorded as  
12
, O k k . Through traversal for several times, all of loops in the community network can be obtained.
III. INCREMENTAL SUBSPACE DATA-MINING ALGORITHM
In order to effectively obtain destination data-flow in complex networks, data-flow density of complex network in the algorithm is firstly analyzed. Then, according to the different data-flow density, the network is divided into different communities. The undirected traversing loop is used to determine their corresponding communities of data-flow. The incremental subspace data-mining algorithm is also used to calculate the correlation between community network and data-flow and the correlation coefficient between data-flow node and time so as to accurately determine the nodes of the object data-flow. Finally, the specific location of destination data flow is determined. In addition, cluster-feature tree can be constructed in dynamic ways, and thus there is no need to do read-in memory for all data in one time. Instead, the data can be separately read in from memory. New data are always inserted into leaf most adjacent to this data in the same tree. After insertion, if the diameter of leaf is beyond diameter of cluster, the leaf needs to split itself or be split with other leaves until it can be inserted into trees. After the new data is inserted, its information can be spread from leaf to root, i.e. re-calculate each cluster-feature value of the leaf.
A. Data-mining Based on Community Network Traversal
It is assumed that a community network is composed of m communities, where the k th data-flow density can be denoted as
The number of destination data-flow i is   i  , the feature set of data-flow is denoted as   Di , so the relevancy equation between data-flow i and community k is written as follows:
where  denotes relevancy factor, which is related to average data flow of community network and destination data flow. In addition, suppose there are n data flows in k th community, then  is shown in (3).
When the relevancy factor between data flow i and community k reaches maximum, it is shown that the possibility is hugest when data flow i is located in community k . However, when there is little difference among several data flows, the data flow will result in low mining accuracy. Here we also introduce feature set of data flow and length of packet queue in data flow so as to use them to calculate relevancy.
Supposing effective load length of packet queue in the data-flow is described as 
where the relevancy factor  can be written as follows: Figure 1 shows community network mining accuracy when defining relevancy with data flow. Figure 2 shows the mining accuracy of community network when calculating relevancy with feature set of data flow and packet queue in data flow based on the data-flow index. According to figure 1 and figure 2 , we can see from these curves index that our improved algorithm based on data-flow feature set and packet queue has better data-mining accuracy. 
B. Data-mining based on Multi-incremental Space
Data-flow density of complex network in the algorithm is firstly analyzed. Then, according to the different data-flow density, the network is divided into different communities. The undirected traversing loop is used to determine their corresponding communities of data-flow. The incremental subspace data-mining algorithm is also used to calculate the correlation between community network and data-flow and the correlation coefficient between data-flow node and time, so as to accurately determine the nodes of the object data-flow.
It is assumed that the number of object data-flow i is   i  , and the features set of object data-flow is   Di .
When the data-flow passes through the loop k , the loop will correspondingly record the trace coefficient, as shown in the following Equation: 
 
Nk denotes the node number of k th community. In order to obtain the better and real result, these results are the average numbers of 100 same experiments. Simulation experiments demonstrate that our proposed technique is effective and can be successfully used for different types of data mining applications.
IV. EXPERIMENT RESULTS
In order to verify the effect of incremental subspace data-mining algorithm based on data-flow density of complex network, we make several simulation experiments. All of the experiments are run under MATLAB v7.8 (R2012a) on PCs with an Intel Core i5 CPU at 3.2GHz and 2 GB memory, where the simulated complex network is composed of multiple network forms with 200 network nodes and 500-byte data flow. In addition, the receiving energy-consumption of nodes is 10nJ/bit, and the delivering energy-consumption is 50nJ/bit, energy consumption of data processing and power amplification is 10nJ/bit, and energy consumption incurred by other nodes' interference is 50nJ/bit. The mining accuracy of our proposed algorithm in this paper is selected as evaluation criterion.
In the process of analyzing the algorithm in this paper, we adopt comparative analysis, where the comparative algorithm is quoted from references [14] and [15] . Reference [14] is a new correlation model proposed by Lopez-Yanez et al., which is based on time-series data-mining. In addition, the model is also based on Gamma Classification, which is a supervision-pattern recognition model. It aims to analyze time-series in the given patterns so as to predict unknown value. Reference [15] is a PARAMINER algorithm proposed by Negrevergne et al., which is a multi-core structure based on general-pattern mining algorithm. Multi-core structure uses a new data set reduction technique (namely, EL-restore). The algorithm can process multi-core structure and parallel execution data set by using the new technique.
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Incremental Subspace Data-mining Algorithm Data-mining Algorithm based on time series PARAMINER algorithm In order to verify the efficiency of the algorithm in this paper, we achieve the data-mining accuracy separately under the conditions of increasing numbers of nodes or community networks, as shown in Figure3 and Figure4. The incremental subspace data-mining algorithm is also used to calculate the correlation between community count and data-flow and the correlation coefficient between data-flow node and time so as to accurately determine the nodes of the object data-flow. It explores independent component analysis as a possible tool for data-mining in deterministic multiplicative dataflow-based models, such as random orthogonal transformation and random rotation. It shows an approximate random projection technique so as to improve the level of data-level while still preserving certain statistical characteristics of the data. We can see from Figure3 that under the condition of different node numbers, the mining accuracy of incremental subspace data-mining algorithm based on data-flow density of complex network is higher, up to over 85%, while the accuracy of reference [14] is up to over 77% and that of reference [15] is up to over 76%. The reason is that the correlation model proposed in reference [14] and the multi-core structure in reference [15] are unable to accurately grasp relevant conditions of data flow in different periods and different loop positions, while our proposed algorithm adopts community network traversal algorithm and multi-incremental space, which can effectively determine such relevancy. Figure 4 is the mining accuracy under the condition of different community network numbers. When the variety of community networks increases, the mining accuracy of algorithm is correspondingly influenced. When the community network number reaches 10, the mining accuracy of algorithm in this paper is 95.7% and when reaching 50, it is 87.5%. In addition, when the community number reaches 10, the mining accuracy based on the time-series data-mining algorithm is 88.6% and when reaching 50, it is 77.4%. Also, when the community number reaches 10, the mining accuracy of PARAMINER algorithm is 86.7% and when reaching 50, it is 78.2%.The data analysis demonstrates that the mining accuracy of algorithm in this paper can sustainably stay on a high level when the number of community increases.
In order to verify the network energy-consumption when using different algorithms, the total energy-consumption of the network is recorded in the case of node-number, so we can reach the result in Figure  5 and Figure 6 . Figure5 is the mining accuracy under the condition of different nodes network numbers. It aims to analyze time-series in the given patterns so as to predict unknown value. When the variety of community networks increases, the mining accuracy of algorithm is correspondingly influenced. We can see from the figure that the energy-consumption of PARAMINER algorithm is the biggest and the energy-consumption of the configured nodes has as much as 534 j in 600 hours, while our proposed mining algorithm is only 398 j. It proposes an approximate random projection-based algorithm to improve the data-mining while still save certain statistical characteristics of the data. The paper proposes extensive theoretical analysis and experimental results. We can see that the incremental subspace data-mining algorithm can calculate the correlation between community network and data-flow and the correlation coefficient between data-flow node and time so as to accurately determine the nodes of the target data-flow. According to the result analysis and the data comparison, it has also been shown that our proposed algorithm can improve the data-mining accuracy effectively. Therefore, according to total energy consumption, compared with other algorithms, the experimental results show that our proposed data-mining algorithm has some advantages. In order to improve the accuracy of large-scale network data-flow mining in complex networks, an incremental subspace data-mining algorithm based on data-flow density of complexnetwork is proposed in this paper, which is an effective and efficient approach to the subspace data-mining problem. According to the data-flow density, The undirected traversing loop is used to divide the entire network community so as to determine their corresponding communities of data-flow. Based on social network traversal, data-flow density of complexnetwork in the algorithm is firstly analyzed. Then, the incremental subspace data-mining algorithm is also used to calculate the correlation between community network and data-flow and the correlation coefficient between data-flow node and time so as to accurately determine the nodes of the target data-flow. According to the result analysis and the data comparison, it has also been shown that our proposed algorithm can improve the data-mining accuracy effectively.
