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We propose and analyze a general scheme to create chiral topological edge modes within the bulk
of two-dimensional engineered quantum systems. Our method is based on the implementation of
topological interfaces, designed within the bulk of the system, where topologically-protected edge
modes localize and freely propagate in a unidirectional manner. This scheme is illustrated through
an optical-lattice realization of the Haldane model for cold atoms [1], where an additional spatially-
varying lattice potential induces distinct topological phases in separated regions of space. We present
two realistic experimental configurations, which lead to linear and radial-symmetric topological
interfaces, which both allows one to significantly reduce the effects of external confinement on
topological edge properties. Furthermore, the versatility of our method opens the possibility of
tuning the position, the localization length and the chirality of the edge modes, through simple
adjustments of the lattice potentials. In order to demonstrate the unique detectability offered
by engineered interfaces, we numerically investigate the time-evolution of wave packets, indicating
how topological transport unambiguously manifests itself within the lattice. Finally, we analyze the
effects of disorder on the dynamics of chiral and non-chiral states present in the system. Interestingly,
engineered disorder is shown to provide a powerful tool for the detection of topological edge modes
in cold-atom setups.
I. INTRODUCTION
Historically, the discovery of the quantum Hall (QH) effect
revealed two major concepts that revolutionized our knowl-
edge of quantum transport [2, 3]: the remarkable quantiza-
tion of the Hall conductivity in terms of topological invari-
ants [4–6], and the simultaneous existence of robust unidi-
rectional (chiral) modes that propagate along the edge of the
system. These topological transport properties, which are in-
timately connected through the bulk-edge correspondence [7–
12], recently found their counterparts in a wide family of
quantum systems: the topological insulators, superconduc-
tors and superfluids [13–15].
Detecting and analyzing the properties of topological edge
excitations constitutes an intense field of research since the
early days of the QH effect [16–33]. The chiral nature of QH
edge modes was first revealed through edge-magnetoplasma
experiments [21] (see also the pioneer measurements reported
in Refs. [16–18]), while the topological order associated with
fractional quantum Hall (FQH) edge modes [19, 34] was first
detected by measuring tunneling currents between distinct
edges [27]. A striking demonstration of the outline trajec-
tory performed by QH edge states was provided by a double-
slit-electron-interferometer experiment, which realized a QH-
based Mach-Zehnder interferometer [28]. Interestingly, such
geometries have been considered to probe the fractional (any-
onic) statistics of FQH excitations [33]. More recent experi-
ments also revealed signatures of exotic counter-propagating
(“neutral upstream”) modes in FQH liquids [29–32], in agree-
ment with early theoretical works [23–26].
Spatially-resolved edge currents were also detected in two-
dimensional (2D) topological insulators [35–37], via charge
transport measurements and scanning tunneling microscopy,
offering an instructive view on the quantum spin Hall ef-
fect [13, 14]. Similar techniques were also exploited to observe
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spatially-resolved (non-chiral) edge currents in graphene and
graphene nanoribbons [38, 39]. Furthermore, topological sur-
face states (“2D Dirac fermions”) were observed in 3D topo-
logical insulators using angle-resolved photoemission spec-
troscopy (ARPES) [40–43].
Today, basic concepts of QH systems and topological insu-
lators are well established, both in theory and through experi-
mental measurements. However, intriguing and more obscure
aspects of these topological phases of matter [13, 14] could be
further explored and exploited using the controllability of en-
gineered quantum systems. In this context, ultra-cold atoms
in optical lattices can offer a promising route towards the re-
alization of (potentially exotic) topological phases, through
the implementation of well-designed Hamiltonians leading to
distinct topological orders [44–47].
Recent experiments successfully achieved to load cold
atomic gases into 2D Bloch bands with non-trivial topolog-
ical properties [1, 48, 49], using the notion of Floquet engi-
neering [50–58]: in this cold-atom context, this consists in
trapping a gas in an optical lattice and to subject the system
to a (high-frequency) time-periodic modulation. In general,
Floquet engineering has been implemented in optical lattices
by directly shaking the lattice potential [1, 59–66], or by in-
cluding additional “moving” optical lattices [48, 49, 67, 68],
or time-dependent external fields [69–71]. Such driven 2D
optical-lattice settings were used to probe various manifesta-
tions of the Berry curvature [72, 73], including the anomalous
(transverse) velocity in response to an applied force [1, 49];
recent experiments also reported on the measurement of non-
zero Chern numbers [49, 74].
Bulk QH properties have been revealed in recent cold-atom
experiments [1, 49, 74, 75], and preliminary results on the
identification of chiral edge modes include the observation of
unidirectional motion in ladder geometries (“QH stripes”),
where cold atoms were subjected to a synthetic magnetic
flux [76–78]. These experiments were performed in two-leg
ladders created by optical potentials [76], but also, in three-
leg ladders [77, 78] built on the concept of synthetic dimen-
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2sions (i.e. the three legs of the ladders were associated with
three internal states of an atom [79]). In addition, a very re-
cent work [80] has reported on the observation of a point-like
edge state, situated at the interface between two geomet-
rically distinct regions, in a one-dimensional optical lattice
reminiscent of the Su-Schrieffer-Heeger model [81]. Finally,
we point out that topological structures were also identified
in other engineered systems, such as photonic lattices [82–
87], superconducting qubits [88, 89], mechanical systems [90]
and radio-frequency circuits [91, 92].
Figure 1. Illustration of topological interfaces in a two-band
model. (a) Abstract two-band model realizing different topologi-
cal phases. Depending on the value of a controllable parameter α,
the two bulk bands are either topologically trivial (Chern number
C=0) or non-trivial (C=±1), where α∗1 and α∗2 indicate the tran-
sition points (i.e. gap-closing points). (b) Spatially-varying the pa-
rameter α(x, y) in the 2D plane generates different regions, which
are associated with distinct (spatially-resolved) topological phases.
In this figure, each region is labeled by the Chern number C of
the lowest bulk band [see panel (a)], which is evaluated locally in
space. The singular spatial regions where α(x, y)=α∗1,2 define the
topological interfaces within the 2D plane, where topologically-
protected “edge” modes are located and propagate.
In 2D systems, topological interfaces consist of boundary
lines separating two distinct topologically-ordered regions,
where topologically-protected “edge” modes are located and
propagate [see Fig. 1 and Section I A]. In this work, we in-
troduce a scheme realizing topological interfaces within a 2D
optical lattice, which offers the unique possibility of probing,
manipulating and tuning the properties of topological edge
modes in ultracold atomic gases. Such controllable proper-
ties include the location, the localization length, the chiral-
ity, and the trajectory of the propagating topological modes.
Our proposal is based on the recent realization of the Haldane
model [1], which uses ultracold fermions on a honeycomb op-
tical lattice (see also Refs. [50, 57]). As further described
below in Section I A, this scheme offers an ideal platform to
investigate edge-state physics within the bulk of a cold atomic
gas [93–95], hence limiting the effects of external confinement.
In particular, the corresponding topological edge modes ap-
pear at genuine topological phase transitions (which, in prin-
ciple, can be associated with arbitrary changes in the Chern
number of the bands), and without the simultaneous action
of a potential step. This proposal opens an exciting avenue
for the exploration of topological edge modes belonging to
various topological classes [13–15], in a highly controllable
environment.
A. Engineered interfaces and the detection of
topologically-protected modes
In the standard realization of the QH effect in solids, topo-
logical edge modes appear at the physical boundary of a two-
dimensional electron gas [7], which is typically set by the
confining potential created by an external metallic electrode
gate [3, 96]. While theoretical models generally assume that
QH systems display sharp edges, the confining potentials of
real QH samples are in fact quite smooth: the electronic den-
sity slowly drops to zero in the vicinity of the edge of the
electron gas [23, 96–98]. From a theoretical point of view,
the smooth nature of the confining potential was also shown
to generate additional edge-state dispersion branches in the
spectrum, as compared to the ideal sharp-edges configura-
tion, see Refs. [22, 98–100].
In cold-atom experiments, the atomic cloud is generally
confined by an external optical harmonic (or quartic) po-
tential. As was discussed in Refs. [100–103], this smooth
confinement can significantly affect the properties of topo-
logical edge states. In cold-atom systems realizing the QH
effect, chiral propagating modes were shown to survive in the
presence of smooth external traps, however, their localization
length was found to be largely increased and their velocity
significantly reduced [101–103]. Furthermore, the distinction
between bulk states and edge states becomes complicated
in the limit of a purely harmonic trap [100]. Altogether,
this strongly limits the prospect of probing and analyzing
topological-edge-state physics in current cold-atom experi-
ments, suggesting the necessity of developing methods to de-
sign sharp (box) confinement for these systems [104]. The dis-
tinction between the box-potential and smooth-confinement
configurations is illustrated in Fig. 2(a)-(b), where real-space
spectra and topological edge states are schematically repre-
sented.
Importantly, the bulk-edge correspondence emanating
from topological band theory is not limited to physical edges,
which are defined as the boundary separating a sample
(e.g. an electron gas or a cold-atom gas) from vacuum [13].
Indeed, the general bulk-edge correspondence states that
any interface separating two topologically-different regions of
space necessarily hosts topologically-protected edge modes.
While this includes the standard case of a sample sur-
rounded by vacuum (whose topology is trivial), this suggests
the intriguing possibility of engineering topological interfaces
within a sample [93–95], e.g. in a region of space where the ef-
fects of external confinement are strongly limited [Fig. 2(c)].
Moreover, in a QH system exhibiting chiral edge states, engi-
3Figure 2. Edge-state structures in various external potentials and
interfaces, for an abstract two-band model. Left of each panel :
Schematics of the bulk energy bands E±(x), as evaluated locally
in space along the x direction. The Chern numbers C associated
with the bulk bands are indicated; the Fermi energy EF is set
within the bulk gap, where edge modes (not shown) are expected
whenever the bands reach the topological regimes C=±1. The lo-
cation and localization length λloc of the edge modes is represented
on the x axis. The external potential or confinement is indicated
by thick black lines. Right of each panel : Illustration of the cor-
responding topological edge modes in the 2D plane. The chirality
and the localization length of the edge modes are indicated, as
well as the Chern number of the lowest band (note that vacuum is
associated with C=0). (a) In an ideal box-like potential Vbox, the
bulk bands are shifted to higher energies. This naturally gener-
ates a topological interface between the inner topological system
(C = 1) and vacuum (C = 0). In this standard case, chiral edge
modes appear at the topological interfaces defined by the edges of
the box. (b) In the case of a smoothly varying potential (e.g. a
harmonic trap), the bulk bands are locally deformed, and edge
modes potentially survive within the bulk gaps. However, smooth
traps significantly increase the localization length and reduce the
group velocity of the edge modes. (c) Varying a system parameter
in space allows for the creation of tunable topological interfaces
within the 2D plane [Fig. 1]: topological edge modes are located in
the vicinity of the transition point, which can be designed at the
center of the (smooth) trap. In the latter case, robust edge modes
appear at a genuine topological phase transition (here, C=0↔1),
without the simultaneous action of a potential step [panel (a)].
neered interfaces would offer a tool to design flexible guides
for the propagation of topologically-protected modes.
Since topological interfaces play a central role in this work,
let us briefly describe this notion using a simple local-density-
approximation (LDA) argument. Let us consider an abstract
two-band model depending on a constant parameter α, which
is topologically trivial for α∗1<α<α
∗
2 and topologically non-
trivial otherwise [see Fig. 1(a)]. In the non-trivial regime, the
bulk gap hosts topologically-protected edge states, localized
at the physical boundary of the system, in agreement with
the bulk-edge correspondence. Now, let us suppose that the
parameter α(x) can be varied continuously in space. Then,
in an LDA approach, one can estimate the band structure
locally in space, in a region located around some position x∗,
based on the value α(x∗) that the spatially-varying parameter
takes there. Following the topological phase diagram of the
model, one finds that different regions of the lattice can then
be associated with different topological phases [Fig. 1(b)]: the
bulk bands that are evaluated locally can have zero or non-
zero topological invariants depending on the value α(x). In
particular, some singular regions are associated with a (local)
gapless band structure: this occurs when α(x) =α∗1,2, which
defines the local topological interfaces within the lattice. The
band structure being locally gapless at these interfaces, and
since the latter are associated with a change in the topol-
ogy, these regions host topologically-protected modes [12, 13].
These modes share the general properties of the topological
edge-states associated with the uniform model, except that
they are now localized within the interior of the system [Fig.
1(b) and Fig. 2(c)].
The heart of our proposal is to create a tunable topologi-
cal interface at the center of a two-dimensional ultracold gas,
through a suitable adjustment of optical-lattice parameters.
As schematically represented in Fig. 2(c), our scheme creates
different topological regions within an optical lattice, and is
designed so as to localize topologically-protected modes at
the center of the trap. This configuration offers a promis-
ing platform for the study of topologically-protected modes
in cold-atom experiments, where the effects associated with
inter-particle interactions [105] and disorder [106] could be
analyzed in a clean and controllable way. We focus our study
on a two-band system realizing the QH effect, hence exhibit-
ing unidirectional (chiral) topological modes, and discuss pos-
sible extensions in Section VIII. Importantly, the versatility
of our scheme allows one to design the shape of the interface
within the 2D optical lattice, to control its location, but also,
to tune the localization length of the associated topological
propagating states. Finally, we point out that the number
of topological modes (dispersion branches) associated with
an interface is directly given by nint = |C1−C2|, where C1,2
are the Chern numbers of the lowest bulk band evaluated in
the two spatial regions separated by the interface [13]; these
topological invariants, and hence the number of modes, could
also be tuned in a cold-atom experiment.
B. Outline
Our paper is structured as follows. In Sec. II we summarize
and present the Haldane model and its general topological
properties. We recapitulate the main features and motivate
our choice of the Haldane model that lays out the basis for
creating and manipulating topological interfaces. In Sec. III
we propose a new and variable method to create and probe
topological interfaces in cold-atom experiments. We discuss
4the general strategy of generating a topological interface in
the center of the system, by spatially varying the lattice po-
tential, and study the corresponding edge-state structures. In
Sec. IV we advance our idea of spatially differing topological
phases to a radial geometry, and discuss how we can realize
a radial-symmetric topological interface. Sec. V is dedicated
to the actual measurement, and provides numerical calcula-
tions for possible observables of the topological edge mode
appearing at the interface. We present wave-packet dynam-
ics for our proposed schemes, both for projections onto edge
and bulk states, and show how this allows one to probe the
motion of chiral edge modes in the presence of a harmonic
trap. In Sec. VI, we study how the dynamics are affected
by the presence of disorder in the lattice. In particular, we
show that disorder can be used to improve the detection of
the chiral propagating modes, by reducing the dispersion of
non-chiral (bulk) states. The spatially differing optical lattice
configurations and their possible realization in a realistic ex-
perimental setup is described in Sec. VII. We conclude and
summarize our tunable approach of generating topological
interfaces in Sec. VIII, and explore further possible applica-
tions and outlooks.
II. THE HALDANE MODEL
AND THE TOPOLOGICAL PHASE DIAGRAM
Before introducing our proposal for the creation of topolog-
ical interfaces, let us briefly summarize the general topologi-
cal properties of the model considered in this work. This will
allow us to introduce the relevant parameters of the model
and the notations used in the following. The choice of this
specific model will be motivated at the end of this section
(see II B).
A. The model
We consider a two-dimensional (2D) honeycomb lattice re-
alizing the two-band Haldane model [1, 6]. The actual con-
figuration used for our calculations, the so-called brickwall
geometry, is depicted in Fig. 3. Neglecting the effects of
inter-particle interactions, and in the absence of any external
trapping potential, the tight-binding Hamiltonian is given by
Hˆ =− tNN
∑
〈j,k〉
aˆ†j aˆk + tNNN
∑
〈〈j,k〉〉
i	aˆ†j aˆk, (1)
+ (∆AB/2)
 ∑
j∈A sites
aˆ†j aˆj −
∑
j∈B sites
aˆ†j aˆj
 ,
where aˆ†j creates a particle at lattice site j, tNN [resp. tNNN]
is the tunneling amplitude for hopping processes between
nearest-neighboring (NN) [resp. next-nearest-neighboring
(NNN)] sites, and i	 = ±i depending on the orientation of
the NNN hopping, e.g. i	 = +i for clockwise hopping (see
colored arrows in Fig. 3). We emphasize that the chirality
imposed by this orientation-dependent hopping term is re-
sponsible for the breaking of time-reversal symmetry (TRS)
in the model, in analogy with the Lorentz force induced by
an external magnetic field. Similarly to the traditional QH
effect, this TRS-breaking term opens a gap in the two-band
spectrum, and favors bulk bands with non-trivial Chern num-
bers C = ±1, see Ref. [6] and below. In the second line of
Eq. (1), we introduced an offset ∆AB between A and B sites
[Fig. 3], which breaks inversion symmetry in the model: This
term also opens a gap in the spectrum, but it favors bulk
bands with trivial Chern numbers C=0. The competing ef-
fects associated with these two terms become evident when
writing the Hamiltonian (1) in momentum representation,
Hˆ(k) = dx(ak)σˆx + dy(ak)σˆy + dz(ak)σˆz, (2)
dx(k) = −tNN (cos(kx) + 2 cos ky) ; dy(k) = −tNN sin kx;
dz(k) = (∆AB/2) + 2tNNN [sin(kx + ky)− sin(kx − ky)] .
Here, we considered the brickwall geometry depicted in Fig. 3
and neglected purely-vertical NNN hopping, which is small
in the experimental realisation of the Haldane model of
Ref. [1]. In the absence of NNN hopping and offset (tNNN =
∆AB = 0) the spectrum is gapless and displays conical in-
tersections at the two Dirac points K+ = (0, pi/3a) and
K− = (pi/a, 2pi/3a). Including these two effects then poten-
tially adds a mass term Mσˆz to the effective Dirac equations
associated with the two Dirac points K±, with masses given
by M± = dz(K±), respectively. On the one hand, the con-
stant offset term (∆AB/2)σˆz generates the same mass term
at the two Dirac points, with effective mass M±= (∆AB/2):
This opens a topologically-trivial bulk gap in the spectrum,
since the Chern numbers of the two bulk bands are given
by C = ±(1/2)[sign(M+) − sign(M−)] = 0, see Ref. [6]. On
the other hand, adding the k-dependent term associated with
the chiral NNN-hopping generates opposite mass terms at the
two Dirac points, with masses M±=±2
√
3tNNN: This opens
a bulk gap and generates two bands with non-zero Chern
numbers C=±1.
The topology of the system is thus determined by the com-
petition between these two opposite effects. For instance,
keeping tNNN fixed, a variation of the offset ∆AB can be
exploited to drive topological phase transitions: These are
marked by a closing of the bulk gap (M±= 0) and a change
in the Chern number of the bands. Noting that the mass
terms at the two Dirac points are given by M±=(∆AB/2)±
2
√
3tNNN, one finds that the critical offset at which a topo-
logical phase transition occurs is given by ∆AB = ±∆trans,
where ∆trans≡4
√
3tNNN; see Fig. 4 for an illustration of the
topological phase diagram associated with the model.
The manifestation of topology, and the related phase tran-
sitions, are directly visible when analyzing the model in
Eq. (1) on a cylinder, e.g. by applying periodic bound-
ary conditions along the y direction only. The correspond-
ing spectrum E = E(ky), represented as a function of the
quasi-momentum ky, is shown in Fig. 4 for ∆AB = 0 and
∆AB=2∆trans, keeping tNNN = 0.15tNN fixed. In the absence
of offset, the bulk gap hosts two edge-state branches, namely,
a single edge-state mode per edge of the cylinder. Impor-
tantly, the edge mode associated with a given edge has a well-
defined chirality, sign(∂kyE), which describes the orientation
of propagation along this edge [Fig. 4 1©]. These edge modes
are topologically protected, in that they cannot be removed
by weak perturbations that preserve the bulk gap. Cross-
ing the topological phase transition, i.e. |∆AB|> |∆trans|, the
edge modes disappear from the bulk gap [107] and the system
reduces to a trivial band insulator [Fig. 4 2©].
5Figure 3. The Haldane model defined on the “brickwall” lat-
tice used in this work. The lattice spacing between NN sites is
denoted a, the NN [resp. NNN] tunneling amplitude is denoted
tNN [resp. tNNN]. The NNN tunneling matrix elements ±itNNN
are complex; their sign is positive [resp. negative] for clockwise
[resp. anti-clockwise] paths. Non-equivalent lattice sites are de-
noted A and B. Note that we neglect purely vertical NNN hop-
pings, which are small in experimental realizations of the model;
this slightly modifies the original Haldane model, but does not
alter its topological properties.
It is worth pointing out that for traditional physical real-
izations of the model, i.e. for a finite-size lattice defined on a
2D plane, the system only displays a single edge, and hence,
a single topologically-protected edge mode (when parameters
are set in the topological regime). We also refer the reader
to Ref. [108], where a scheme to engineer cylindrical optical
lattices has been proposed.
B. Motivations behind the choice of the model
The topological interfaces and detection methods that we
are about to discuss can be applied to a wide family of physi-
cal platforms featuring topological band structures. However,
it is worth mentioning that the model considered in this work
[Eq. (1)] does present several advantages. First of all, the Hal-
dane model (and its variants) has been recently implemented
in photonics and cold-atom experiments [1, 82], where the
relevant model parameters (tNNN, ∆AB) can be finely tuned.
Moreover, the minimal topological-band structure associated
with the two-band Haldane model, which displays a single
topologically-protected edge mode (per edge), significantly
simplifies the analysis of edge-state physics: Indeed, a state
that is prepared in the vicinity of an edge (or more gen-
erally, close to an interface separating topologically-different
regions) will necessarily project unto two types of eigenstates:
(1) bulk states, and (2) edge states that are associated with
a well-defined chirality. This is in contrast with models dis-
playing many bands, e.g. the Hofstadter model [109], where
Figure 4. Topological phase diagram and two representative spec-
tra. (top) The boundary lines in the phase diagram indicate gap-
closing events in the two-band spectrum, through which the Chern
number of the bulk bands is allowed to change. (bottom) Spec-
trum E =E(ky) of the Haldane model (1), set on a cylinder ge-
ometry aligned along x: 1© ∆AB = 0 and 2© ∆AB = 2∆trans; here
tNNN =0.15tNN and ∆trans≡4
√
3tNNN. The situation in 1© corre-
sponds to a topological band configuration, where the bulk bands
are associated with Chern numbers C =±1, and where the bulk
gap hosts a single edge-state mode (per edge); note that the two
dispersion branches, with opposite group velocity (chirality), cor-
respond to edge modes located on opposite edges of the cylinder.
The case in 2© is a trivial band insulator with C = 0. These two
situations are indicated in the topological phase diagram.
the different bulk gaps host edge-state modes of different chi-
rality, which can all be potentially populated when preparing
the initial state close to an edge/interface. We finally point
out that the efficiency with which edge states are populated
depends on various parameters, e.g. the Fermi energy or the
mean quasi-momentum of a prepared wave packet [the edge-
mode dispersions shown in Fig. 4 1© are local in momentum
space]. This latter aspect will be illustrated below.
III. CREATING TOPOLOGICAL INTERFACES
A. The general strategy
The topological properties of the system [Eq. (1)] have been
discussed above for a homogeneous configuration of the pa-
rameters tNN, tNNN and ∆AB, and in the absence of any ex-
ternal trapping potential. In this case, the topological edge
modes identified in Fig. 4 1© are located at the interface be-
tween the topological system [associated with non-zero Chern
numbers C=±1] and vacuum [associated with trivial topol-
ogy, C = 0]: The edge states are located at the edges of the
system. However, it is possible to engineer interfaces, separat-
ing different topologically-ordered regions, within the system,
as we now explain.
A first proposal in Ref. [93] suggested to achieve topolog-
ical interfaces by locally (but strongly) modifying hopping
6parameters in a central region of the system. This local
change of hopping parameters, which can indeed split the
system into topologically distinct regions, is particularly suit-
able for atom-chip implementations, where these parameters
are set by tunable (and local) current-carrying wires; see also
Refs. [94, 95].
In this work, we explore a different strategy, more practical
for current optical-lattice experiments, which is based on the
introduction of a spatially dependent offset ∆AB(x) between
neighboring sites. We take the offset to be a linear function
of one of the spatial coordinates, i.e. we consider an offset of
the form
∆AB(x) = (δmax/Lx)x+ ∆trans − (δmax/2) , (3)
where we introduced Lx, the system length along the x di-
rection, and the parameter δmax, which determines the slope
of the space-dependent offset. In Section VII A, we will show
how such a spatial variation can be implemented experimen-
tally, through a direct modification of the lattice potential.
Note that the function ∆AB(x) in Eq. (3) is chosen such that
the critical value,
∆trans=∆AB(x=Lx/2), (4)
is exactly reached at the center of system, i.e. where the ex-
ternal trapping potential Vtrap(x) is minimal [Sec. III C]. This
critical position will be denoted xR =Lx/2, as it defines the
location of the right interface, where topologically-protected
chiral modes are localized. Note that the other critical value
−∆trans can also be reached within the system, at the posi-
tion
xL = Lx
(
1
2
− 2∆trans
δmax
)
= xR −
(
8
√
3Lx
δmax
)
tNNN, (5)
which defines the location of the left interface; see Figs. 5(a)-
(b).
At this stage, it is important to note that we are deal-
ing with a competition between two relevant effects. On the
one hand, increasing the ratio tNNN/δmax allows to spatially
separate the edge modes located on different interfaces [Eq.
(5)], which is an important feature in order to detect clean
chiral edge-state propagation (and potentially, to limit back-
scattering processes in the presence of engineered disorder).
On the other hand, increasing the slope δmax allows to im-
prove the localization of the edge states within each interface,
as shown below.
We demonstrate these two competing effects by diagonal-
izing the system on a cylinder aligned along the x direction,
noting that the system still preserves translational symmetry
along the y direction. The corresponding spectrum, as well
as the amplitude |ψ(x)|2 of two representative states, are rep-
resented in Fig. 6 for two different values of the parameter
tNNN. First of all, we note that the states represented in
Fig. 6(a) are well localized in the vicinity of the interfaces
located at x=xL,R and that the dispersion relation of these
modes, E = E(ky) are reminiscent of those associated with
standard topological edge states [Fig. (4) 1©]: These disper-
sions are approximately linear and they are well isolated from
the bulk bands associated with delocalized states (the size of
the corresponding “bulk gap” is found to be ∆gap ≈ 0.9tNN
Figure 5. (a) Space-dependent offset ∆AB(x), as defined in Eq. (3),
for δmax = 20tNN, tNNN = 0.4tNN and Lx = 100a. The off-
set ∆AB(x) is expressed in units of the critical value ∆trans ≡
4
√
3tNNN, at which topological transitions occur (see horizontal
dotted lines). (b) The corresponding separation between topo-
logical and trivial regions, as dictated by the two interfaces lo-
cated at x = xR = Lx/2 and at x = xL; see Eq. (5). The in-
ner region of the lattice corresponds to the topological region
(−∆trans<∆AB(x)<∆trans), while the regions outside these fron-
tiers are topologically trivial. Chiral topological edge modes are
localized and propagate in the vicinity of these two interfaces, as
indicated by the colored arrows.
in Fig. 6). Hence, these dispersions describe one-dimensional
Dirac fermions, propagating along the y direction, with an ap-
proximately constant group velocity +vyg [resp. −vyg ], along
the right [resp. left] interface. Besides, we note that these
edge states have a localization length of about five lattice
sites for the (realistic) parameters chosen in these calcula-
tions [δmax = 20tNN and Lx = 100a]. Figure 6(b) shows that
reducing the parameter tNNN affects the spatial separation
between the two localized modes, as predicted by Eq. (5);
however, quite surprisingly, we observe that this change only
very slightly modifies the localization length and dispersion
(group velocity) of the modes. Importantly, the localization
length of the localized mode propagating along the central
interface x = xR is significantly reduced by increasing the
slope parameter δmax, as we illustrate in Fig. 7(a). We fur-
ther show in Fig. 7(b) the robustness of the group velocity vyg
against changes in the slope parameter δmax, which stabilizes
around the value vyg ≈ 1.7atNN/~.
Finally, we diagonalized the full 2D open-boundary lattice,
and we present the corresponding spectrum and a representa-
tive eigenstate in Fig. 8. The spectrum is shown in Fig. 8(a),
where the presence of the bulk gap is identified through a
severe reduction of the density of states around E≈0. Note
that this spectrum is in agreement with the one presented
in Fig. 6, for the cylinder-geometry case. Fig. 8(b) shows a
representative eigenstate, whose energy Eedge ≈ 0 is located
within the bulk gap. We find that the states present in the
bulk gap are indeed well localized on the topological inter-
faces located at x=xR,L.
This method of displacing the conducting topological in-
terfaces by tuning tNNN raises an interesting possibility for
technological applications: In the realization of the Haldane
model based on Floquet engineering, the value of tNNN is con-
trolled by the frequency, amplitude and polarization of an os-
cillating external force [1, 50]. Indeed, the original proposal
considered circularly polarized light illuminating a sheet of
graphene. If such a sheet were to be placed on a substrate
7Figure 6. Energy spectrum E = E(ky), as a function of quasi-
momentum ky, and edge-state amplitudes for two values of the
NNN hopping amplitude: (a) tNNN = 0.4tNN, (b) tNNN = 0.2tNN.
The system is solved on a cylinder of length Lx = 100a, and
with a space-dependent offset ∆AB(x), Eq. (3), characterized by
δmax = 20tNN. Each eigenvalue E(ky) is colored in terms of
the mean position 〈x〉 of its corresponding eigenstate (see color-
bars). The eigenstates represented on the right correspond to the
eigenenergies E(ky) indicated by blue and green circles in the spec-
trum, respectively. Vertical dotted lines in the right panels corre-
spond to the interface positions, xL,R, as predicted by Eqs. (3)-(5).
We note that the group velocity vyg associated with the edge-modes
remains approximately constant as tNNN is increased. Moreover,
the bulk bands are only slightly distorted in the vicinity of the bulk
gap, whose size is approximatively ∆gap ≈ 0.9tNN. We point out
that only the states located within the bulk gap, with an approx-
imately linear dispersion relation, are well (spatially) localized.
with an incommensurate lattice spacing (see Sec. VII A and
Refs. [110–112]), this may lead to a spatially varying site-
offset. Then, tuning the properties of the illumination could
be used as a method for dynamically displacing conducting
channels in a material.
Figure 7. (a) Amplitude of an edge state localized around xR for
tNNN = 0.4tNN, and four different values of the slope parameter
δmax, as indicated on the figure. The edge mode propagating
along the central interface is more localized as δmax is increased.
(b) Dispersion relation E = E(ky) of the edge mode at xR, for
the same values of the system parameters. The group velocity of
this localized mode is found to be stable around the value vyg ≈
1.7atNN/~. Here the system size along the x direction is Lx=100a.
Figure 8. (a) Energy spectrum for a finite-size open-boundary
honeycomb lattice [Eq. (1)], with spatially-dependent offset given
by Eq. (3). Here λ is an integer labeling the eigenvalues by increas-
ing order. The bulk gap has a size ∆gap≈ tNN, as indicated by the
green region where the density of states is strongly reduced. (b)
Amplitude of a representative eigenstate |ψedge(x)|2, with energy
Eedge≈0 in the bulk gap. This state is localized on the topological
interfaces located at x=xR,L, with a localization length of about
five lattice sites [in agreement with Fig. 6(a)]. System parameters
are tNNN=0.4tNN, δmax=20tNN, Lx=100a and Ly=56a.
B. On the effects of time-reversal-symmetry breaking
and spatially-resolved edge states
In the previous section, we demonstrated that increasing
the NNN hopping parameter allows one to spatially separate
the topological interfaces induced by ∆AB(x), and hence, re-
solve the edge modes propagating with opposite chirality in
the system. We now address a natural question: “What hap-
pens when tNNN = 0, namely when time-reversal-symmetry
is present in the system?”. In this situation, we note that
∆AB(x)>0 in the region defined by x>Lx/2: The system is
locally gapped, with positive mass terms at both Dirac points
(the gap is topologically trivial, as it is only due to local
inversion-symmetry breaking). In the other region, x<Lx/2,
the system is also locally gapped since ∆AB(x)<0, but now
with negative mass terms at both Dirac points. We deduce
from this that the full system is topologically trivial, but that
the mass terms are locally reversed at the center of the system
x=xR. Consequently the system is locally gapless at x=xR,
where ∆AB(xR) = tNNN = 0; see also the phase diagram in
Fig. 4. Hence, when setting tNNN=0, there is a single “triv-
ial interface” at x=xR, where states are localized (due to the
fact that, in the LDA picture, the system is gapless there); see
the sketch in Fig. 9(a) and the numerical calculation (spec-
trum and localized states) shown in Fig. 9(b). This inter-
face, however, is of a different nature than the ones discussed
above for tNNN 6=0, since time-reversal-symmetry is satisfied
when tNNN=0: The single interface now hosts localized edge
modes with both chirality (i.e. the interface is equivalent to
a standard, isolated, 1D lattice) meaning that conduction in
these modes is not protected from back-scattering. In Ref.
[80], a related type of localized state was created in a one-
dimensional lattice, by locally reversing the mass of a 1D
Dirac point.
Note that the pair of edge modes shown in Fig. 6 and 9(b)
can be resolved in k-space for all values of tNNN, including for
the time-reversal-invariant case tNNN=0. This indicates that
8edge modes with opposite chirality can still be individually
selected on this interface, even in the time-reversal-invariant
case, e.g. by tuning the mean quasi-momentum of a Gaus-
sian wave packet prepared at the center of the system. For
instance, in the TRS case represented in Fig. 9(b), tuning the
mean quasi-momentum to the value k0y≈+2.1/a will mostly
project the wave packet unto the localized states with posi-
tive group velocity vyg >0. We demonstrate this selectivity of
localized chiral edge modes, for the singular TRS case, in Ap-
pendix A, where the dynamics of Gaussian wave packets are
obtained through numerical simulations of the full 2D lattice.
This analysis has an important corollary: Showing the uni-
directional propagation of states along the central interface
is not enough to demonstrate the existence of topologically-
non-trivial edge modes in the system. Indeed, it is important
to prove that a non-trivial (spatially separated) interface only
hosts modes with a given chirality. A possible protocol for
verifying this consists in initially preparing a wave packet
on an interface (e.g. around x=xR), and imaging the time-
evolution of the wave packet for various values of the mean
quasi-momentum (i.e. scanning the full Brillouin zone): In
the non-trivial-topological situation, there should only be a
single interval of values k0y that gives rise to an unidirectional
motion along this specific interface. This would unambigu-
ously demonstrate the chirality associated with this interface.
Then one could perform the same analysis on the other inter-
face (xL), and demonstrate that the observed motion has the
opposite chirality in that case. In photonic and mechanical
systems, adding dislocations to topological edge states has
been used as a method to probe their chirality [82, 90].
C. Adding the external harmonic trap
In this section, we discuss the effects of a harmonic trap-
ping potential Vtrap(x) added on top of the lattice system
introduced in Sec. III A. Since this is a typical feature of
optical-lattice experiments, such a harmonic trap will be in-
cluded in the numerical simulations presented in Sec. V-VI.
The aim of this section is to identify realistic configurations
of the trap for which the propagation of chiral edge modes
can still be observed in experiments.
The robustness of topological edge states against smoothly
varying potentials (e.g. harmonic traps) has already been in-
vestigated numerically in Refs. [99–103]. These results can
also be understood based on a general LDA argument, which
can be summarized as follows: A topological edge mode, spa-
tially localized in some region R in the absence of the external
trap, will survive (in this region) in the presence of the trap
Vtrap(x) as long as
Vtrap(x∈ R)<∆gap, (6)
where ∆gap denotes the size of the bulk gap that hosts and
protects the topological edge mode. This criterium signifies
that the topological gap, locally estimated in the region of
interest R, should not collapse due to the presence of the
trap, in order to probe the propagation of the edge mode in
this region.
One can directly apply this argument to the system intro-
duced in Section III A, where the regions of interest corre-
spond to the topological interfaces at x= xL,R. To analyze
Figure 9. (a) In the absence of NNN hopping, tNNN = 0, the
system is invariant under time reversal: The topological region
disappears, which is indicated here by the equality xR = xL for
tNNN = 0; see Eq. (5). The trivial “interface” at x=Lx/2 hosts lo-
calized propagating states, with opposite chirality: In this scheme,
the chirality of localized modes can only be spatially resolved when
setting tNNN 6= 0, i.e. when time-reversal symmetry is broken [see
Figs. 5 and 6]. (b) Energy spectrum E=E(ky), as a function of
quasi-momentum ky, and amplitude of two localized states (green)
and one delocalized state (grey) for the time-reversal-invariant
case tNNN = 0. The energy of these depicted states is indicated
in the spectrum by two green circles and one grey circle, respec-
tively. All other system parameters are the same as in Fig. 6. We
point out that only the states located within the bulk gap are well
(spatially) localized [see the bulk state depicted in grey versus the
localized states in green].
this situation, let us write the harmonic potential in the fol-
lowing form
Vtrap(x) = Vx
(
x− xR
xL−xR
)2
+ Vy
(
y − y0
Lobs
)2
, (7)
where we introduced an “observation” length Lobs, and where
(xR, y0) = (Lx/2, Ly/2) is the center of the trap. First of
all, let us focus on the central interface located at x = xR.
This region effectively feels a one-dimensional harmonic trap,
aligned along the propagation direction (y), of the form
Vtrap(y)=Vy[(y−y0)/Lobs]2. Hence, following the LDA argu-
ment above, we find that the detection of chiral modes, prop-
agating along this interface over a distance Lobs, is possible as
long as Vy<∆gap. A similar criterion can also be introduced
if one is interested in the detection of the other topologi-
cal interface [x = xL], which sets a condition on the other
trap parameter Vx < ∆gap. We verified these LDA predic-
tions through a direct numerical diagonalization of the lattice
Hamiltonian [Eq. (1),(3)], in the presence of the trap [Eq. (7)].
Figure 10 compares the shape of the harmonic potential
Vtrap(x) in the 2D plane with the amplitude |ψedge(x)|2 of
a representative eigenstate, whose energy E ≈ 0 is located
within the bulk gap. This figure shows that this “edge” state
is indeed well localized along the two topological interfaces,
but only within regions where Vtrap(x)<∆gap≈ 0.9tNN; see
the regions encircled by the white dotted ellipses in the right
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This analysis, which confirms the general LDA prediction,
identifies the trapping-potential configurations for which
clear chiral motion can be observed in an experimental re-
alization of our topological-interface model [Eq. (1),(3)]. In
particular, it highlights the robustness of the chiral modes
propagating at the center of the trap, i.e. along the engi-
neered interface at x=xR.
Figure 10. Comparison between the shape of the harmonic poten-
tial Vtrap(x) in the 2D plane (left) and the amplitude |ψedge(x)|2 of
an eigenstate whose energy is located within the bulk gap (right).
The trap parameters are given by (a)-(b) Vx = Vy = 0.2tNN, (c)-
(d) Vx = Vy = 0.5tNN, and (e)-(f) Vx = Vy = 1.0tNN. In both
cases, Lobs = 20a
√
Vy/tNN, so that the available propagation dis-
tance along the central interface is of about 40 sites. The “edge”
state is indeed well localized along the topological interfaces, but
only within regions where Vtrap(x) < ∆gap ≈ 0.9tNN, see the
white dotted ellipses on the right panels. System parameters are
tNNN=0.4tNN, δmax=20tNN, Lx=100a and Ly=50a. On the left
panels, the trap Vtrap(x) is measured in units of tNN.
IV. THE RADIAL-SYMMETRIC TOPOLOGICAL
INTERFACE
In this section, we discuss how the space-dependent offset
∆AB(x) in Eq. (3) can be modified so as to generate a sin-
gle radial-symmetric topological interface. As will be shown
below, this configuration allows one to further reduce the ef-
fects of the external harmonic trap, and hence, to probe the
physics of topologically-protected modes on potentially larger
length scales (and longer time scales).
In order to achieve such a radial-symmetric interface, we
now consider that the space-dependent offset ∆AB(x) can be
created in the form of a radial-symmetric Gaussian
∆AB(r) =
5∆trans
2
[
1− exp(−r2/2R2inter)
]
, (8)
r =
√
(x− Lx/2)2 + (y − Ly/2)2,
where we introduced the radius of the interface Rinter, which
separates the (inner) topologically-non-trivial region from the
(outer) trivial region; see also Ref. [95]. Indeed, the function
∆AB(r) in Eq. (8) is chosen such that ∆AB=0 at the center
of the trap (r = 0), then increases as a Gaussian function,
and reaches the topological transition point in the vicinity
of the radius Rinter, i.e. ∆AB(r=Rinter)≈∆trans. Note that
the location of this radial topological interface corresponds to
the width of the Gaussian-shaped offset function ∆AB(r): in
the vicinity of the critical radius r≈Rinter, the offset ∆AB(r)
depends approximately linearly on r, with a slope given by
∆′AB(r=Rinter)≈(3/2)∆trans/Rinter. (9)
Setting the radius parameter to be Rinter≈20a, one approxi-
mately recovers the slope associated with the linear-interface
scheme illustrated in Fig. 5(a). The experimental implemen-
tation of such an offset is discussed in Section VII B.
In this radial-symmetric configuration, the LDA argument
predicts that the chiral edge mode is now localized along the
radius r=Rinter, where it performs a circular motion. One es-
timates the angular velocity of this chiral mode to be given by
θ˙≈vyg/Rinter, where vyg is the group velocity evaluated above
for the linear-interface case; since the microscopic details of
the boundary are changed, the velocity vyg can potentially
slightly differ from the linear case.
We verified these predictions by performing a direct di-
agonalization of the full 2D lattice described by Eqs. (1)
and (8). The corresponding energy spectrum, shown in
Fig. 11(a), indicates that the new shape of the interface
does not significantly modify the bulk bands obtained in the
linear-interface case: In particular, the edge modes are still
protected by a bulk gap of size ∆gap ≈ tNN. A represen-
tative edge state, whose energy is located within the bulk
gap, is shown in Fig. 11(b). We find that these edge states
are indeed well localized around the radius r = Rinter, with
a typical localization length of about five lattice sites [simi-
larly to the linear case]. We point out that, when compar-
ing the radial and linear configurations in Fig. 11(a), we set
the corresponding system parameters in such a way that the
offset slopes are of the same order in both configurations,
i.e. δmax/Lx≈(3/2) (∆trans/Rinter).
Finally, we discuss the effects of the harmonic trap in the
radial-interface configuration. Following the discussion of
Section III C, we write the trapping potential in the form
Vtrap(r) = V0(r/Rinter)
2. (10)
In this case, the LDA argument predicts that the edge mode
propagating along the radial interface r=Rinter will survive in
the presence of the trap, as long as V0<∆gap. We verified this
statement by diagonalizing the lattice system in the presence
of the trap, for various values of the trap parameter V0. As
an illustration, we present a perfectly conserved edge state in
Fig. 12, obtained for the parameters V0=0.25tNN and Rinter=
17a. The remarkable robustness of this radial-symmetric edge
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Figure 11. (a) Energy spectrum for the radial-interface (red) con-
figuration [Eq. (8)]; this spectrum is compared with the linear-
interface case (blue). Here λ is an integer labeling the eigenval-
ues by increasing order. In both cases, the bulk gap has a size
∆gap≈ tNN, as indicated by the green region where the density of
states is strongly reduced. (b) Amplitude of a representative eigen-
state |ψedge(x)|2, with energy Eedge≈0 within the bulk gap, for the
radial-interface configuration. This state is localized around the
radial topological interface, defined by the radius r=Rinter. Sys-
tem parameters are tNNN=0.4tNN, Rinter=17a, and Lx=Ly=75a.
mode relies on that it is entirely located in a region where
Vtrap(x) < ∆gap; see the white dotted ellipse in Fig. 12(b).
This constitutes a significant advantage, as compared to the
linear-interface configuration [Fig. 10].
Figure 12. Comparison between (a) the shape of the harmonic po-
tential Vtrap(x) in the 2D plane, and (b) the amplitude |ψedge(x)|2
of an eigenstate whose energy is located within the bulk gap, for
the radial-interface configuration [Eq. (8)]. The radius of the circu-
lar interface Rinter is indicated by a white [resp. blue] dotted circle
in (a) [resp. (b)]. The robustness of this localized edge state relies
on that it is entirely located in a region where Vtrap(x) < ∆gap,
see the white dotted ellipse in (b); compare with Fig. 10. The
system parameters are V0 = 0.25tNN, tNNN = 0.4tNN, Rinter = 17a,
and Lx=Ly =75a. In panel (a), the trap Vtrap(x) is measured in
units of tNN.
V. WAVE-PACKET DYNAMICS
In this section, we explore the dynamical properties of our
topological-interface scheme, by studying the motion of Gaus-
sian wave packets in various relevant configurations. The
wave packets are defined as
|ψ0〉 =
∑
j
Gj aˆ
†
j |0〉, (11)
Gj = (1/N )e−(xj−x0)2/2σ2xe−(yj−y0)2/2σ2yeik0x(xj−x0)eik0y(yj−y0),
The time-evolution of wave packets presented below was
obtained through a numerical implementation of the time-
evolution operator exp(−itHˆ/~) associated with the full 2D
system, including the effects of the external trap introduced
above, and the space-dependent offset ∆AB(x). This study
aims to highlight the applicability of our topological-interface
scheme, in view of detecting the chiral motion of topological
modes within an optical-lattice setup.
A. The linear-interface case
Let us start by considering the linear-interface scheme asso-
ciated with the space-dependent offset in Eq. (3). We show
in Fig. 13 the time-evolution of a small wave packet mov-
ing in the 2D lattice, for four different initial conditions.
In the first case [Fig. 13(a)], the wave packet is initially
prepared on the central interface at x = xR, with a mean
quasi-momentum k0 = (0, 2.1/a), which maximizes the pro-
jection unto the chiral localized mode [see the dispersion in
Fig. 6(a)]. We find that this initial state, whose small mean-
deviation σx = 3a is of the order of the localization length
of the central chiral mode, projects unto this localized mode
with about 90% efficiency. This wave packet undergoes a
chiral motion along the topological interface, with positive
mean velocity vyg ≈1.7atNN/~, which is in agreement with the
approximately-linear dispersion shown in Figs. 6(a)-7(b). We
then show in Figs. 13(b)-(c) how shifting the initial position
of the wave packet, or changing its mean quasi-momentum,
dramatically affects the projection unto chiral modes: In both
these cases, the wave packet projects unto delocalized modes
[with about 100% efficiency], and accordingly, it undergoes
an irregular (non-chiral) motion within the 2D lattice, and
diffuses into the bulk. Figure 13(d) shows the dynamics of
a wave packet initially prepared on the other interface at
x=xL, with a mean quasi-momentum k
0 = (0,−2.1/a) that
maximizes the projection unto the other localized mode: In
this situation, the wave packet performs a regular motion
along the second topological interface, x = xL, with an op-
posite chirality. The center-of-mass motion of these wave
packets, along the “propagation” direction y, is further illus-
trated in Fig. 14. As a technical remark, we note that the
group velocity of the localized modes slightly differ on the
two interfaces xR,L, which is due to the presence of the trap
and microscopic details of the two interfaces.
This numerical study demonstrates how the topological
chiral modes, which are localized on the topological inter-
faces, can be populated and probed in situ, through a careful
preparation of the wave-packet’s position and momentum.
We verified, through numerical simulations, that this prepa-
ration can be achieved by performing a partial Bloch oscilla-
tion: This consists in applying a force F =Fy1y for a time ∆t,
in such a way that the mean quasi-momentum k0y(∆t)=F∆t
reaches the desired value. Note that in this scheme, the initial
(spatial) position of the wave packet should also be adjusted,
so that it exactly reaches the desired topological interface
after the duration ∆t.
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Figure 13. Wave-packet dynamics in the 2D honeycomb lattice.
(a) A small Gaussian wave packet is initially prepared at the center
of the system [i.e. on the central interface at x=xR], and its mean
quasi-momentum k0=(0, 2.1/a) is adjusted so as to maximize the
projection unto the chiral localized modes. Due to its small mean-
deviation σx=3a, which is of the order of the localization length of
the central chiral mode, this wave packet projects unto this chiral
mode with about 90% efficiency, leading to a clear chiral motion
along the central topological interface. (b) Same wave packet,
but shifting its initial mean position away from the interface x0=
xR+20a: This wave packet mainly projects unto the (non-chiral)
delocalized states and diffuses into the bulk. (c) The wave packet
is prepared at the center of the system, but with an opposite
initial mean quasi-momentum k0 = (0,−2.1/a): As in (b), the
wave packet projects unto delocalized states and diffuses into the
bulk. (d) Initially preparing the wave packet on the other interface
[x=xL], with mean quasi-momentum k
0=(0,−2.1/a): This wave
packet projects unto the other localized mode and undergoes the
opposite chiral motion. In all cases, the system parameters are
tNNN = 0.4tNN, δmax = 20tNN, Lx = 100a and Ly = 150a, and the
trap parameters are Vx=Vy=0.2tNN and Lobs=(Ly/2)
√
Vy/tNN.
In all figures, time is expressed in units of ~/tNN.
B. Large clouds and the differential measurement
In the previous Section V A, we investigated the dynamics
of small wave packets, whose size maximizes the projection
unto the localized mode; in the realistic system configurations
considered here, the localization length is found to be of the
order of five lattice sites [see also Figs. 6 and 8(b)]. In this
section, we discuss the fate of more experimentally realistic
wave packets, whose size typically exceeds the localization
length of the topological modes.
Figure 14. Center-of-mass evolution along the y direction, 〈y〉=
〈y〉(t), for the four situations [(a)-(d)] illustrated in Fig. 13. The
cases (a) and (d) correspond to opposite chiral motion along the
interfaces xR and xL, respectively. The cases (b) and (c) illus-
trate non-chiral motion generated by the bulk (delocalized) states.
Time is expressed in units of ~/tNN.
1. Dynamics of larger clouds
The dynamics shown in Fig. 15(a) corresponds to the same
system configuration as in Fig. 13(a), but with an initial
Gaussian wave packet of mean-deviation σx = 20a instead
of σx=3a (and a slightly larger system size along the propa-
gation direction y). Due to its larger width, this initial state
only projects with about 30% efficiency unto the chiral mode
that is localized on the central topological interface. This
leads to significant bulk noise in the background of the mov-
ing cloud, as compared with the result shown in Fig. 13 (a),
which limits the detection of the chiral motion associated
with the localized topological mode. We emphasize that, al-
though the larger cloud potentially overlaps with the other
topological interface at x = xL, this initial state does not
project unto the corresponding mode (of opposite chirality):
This is due to the fact that the dispersion relations of the
two counter-propagating modes are associated with discon-
nected regions in k-space [Fig. 6(a)]. Note that in experi-
ments, in particular when using fermionic atoms, the cloud
may be broad in both real- and momentum-space, which is
expected to increase the contribution of bulk states.
2. The differential measurement
As proposed in Ref. [103], a differential measurement can
be performed to improve the detection of chiral modes in the
presence of noisy backgrounds, which are typically associated
with the contribution of delocalized states to the particle den-
sity. This idea is based on the fact that only chiral modes are
severely affected when performing a time-reversal (TR) trans-
formation to the system, as we now briefly recall. For a 2D
square lattice in a uniform magnetic field, this TR transfor-
mation consists in reversing the sign of the applied magnetic
field: This leaves the dispersion of the bulk bands perfectly
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unchanged, but it reverses their Chern number, and hence,
also the chirality of all the topological edge modes present
in the bulk gaps [103]: Hence, subtracting the particle den-
sity associated with two time-reversal-related configurations
potentially annihilates any contribution from the bulk, al-
lowing for clean detection of the chiral modes dynamics. In
the context of the Haldane model, Eq. (1), this transforma-
tion consists in reversing the sign of the TR-breaking term,
i.e. tNNN→−tNNN. As a technical remark, one should note
that in the presence of the offset ∆AB, inversion symmetry
is also broken: As a consequence, the bulk dispersions are
no longer perfectly immune to the TR transformation. This
observation is irrelevant when considering a completely filled
band, but it does affect the differential measurement when it
is applied to wave packets that are localized in k-space, see
e.g. Ref. [1].
We now illustrate how this differential measurement can
be exploited in the present proposal, by applying it to the
situation discussed above in Section V B 1 and depicted in
Fig. 15(a). First, in Fig. 15(b) we show the time-reversal
counterpart of Fig. 15(a), which was obtained by reversing
the sign of the TR-breaking term, i.e. tNNN→−tNNN, as well
as the sign of the mean quasi-momentum k0→−k0 of the ini-
tial Gaussian wave packet. Even if the particle density again
shows a significant contribution from the delocalized states,
this result shows how the TR transformation indeed reverses
the general direction of propagation along y. Next, we sub-
tract the densities associated with the two TR-counterparts,
and we show the corresponding differential measurement in
Fig. 15(c). As anticipated above, we find that the contribu-
tion of the delocalized (bulk) states is largely annihilated by
the differential measurement, allowing for a clear detection of
the chiral modes (including the measurement of their group
velocity), even in the regime of large atomic clouds. We note
that the residual noise, which is visible in Fig. 15(c), is due
to a weak asymmetry in the bulk bands, which is a direct
consequence of the inversion-symmetry-breaking offset ∆AB,
as announced above.
C. The radial-interface case
In this section, we present the time-evolution of a wave
packet initially prepared on the radial topological interface
defined in Eq. (8), and in the presence of the trap [Eq. 10].
The corresponding time-evolving particle density is shown in
Fig. 16, for a Gaussian wave packet whose mean-deviation
and phase have been adjusted so as to maximize projection
unto the chiral localized mode. This result highlights the
advantage of probing the physics of chiral modes using radial
topological interfaces, as the latter is particularly immune to
the presence of the harmonic trap [see also Fig. 12], and hence
allows for the analysis of edge-state physics over “arbitrarily”
long observation times.
VI. STUDYING THE TOPOLOGICAL NATURE OF
INTERFACES USING DISORDER
The observation of the quantum Hall effect in solid-state
physics relies on the robustness of chiral edge modes against
Figure 15. Dynamics in the 2D honeycomb lattice for a large wave
packet, of mean deviation σx = 20a. The system parameters are
the same as in Fig. 13, except Ly=180a. (a) The large wave packet
is prepared on the central topological interface, with mean quasi-
momentum k0=(0, 2.1/a), so as to maximize the projection unto
the localized modes [as in Fig. 13 (a)]. However, due to its large
width, this state only projects unto the localized mode with about
30% efficiency, which leads to significant bulk noise in the back-
ground of the moving cloud [compare with Fig. 13 (a)]. (b) The
time-reversal (TR) counterpart of the configuration depicted in
(a), namely, when reversing the TR-breaking term tNNN→−tNNN
and the mean quasi-momentum of the initial state k0→−k0. (c)
The differential measurement, obtained by subtracting the TR-
related situations in (a) and (b), allows one to significantly reduce
the noise associated with the bulk contributions, and hence, high-
light the motion of topological chiral modes. In all figures, time is
expressed in units of ~/tNN.
disorder [3]. Indeed, whereas the bulk states are localized by
disorder, the chiral nature of topological edge modes prevents
them from any backscattering processes (as long as opposite
edges are well spatially separated). In this section, we verify
that the topological modes that propagate along engineered
topological interfaces within the system are equally robust
against disorder. In our study of disorder, we take this per-
turbation to be in the form of a random (on-site) potential,
with energies uniformly distributed between 0 and D=2tNN.
We point out that such a disordered potential can be engi-
neered in a cold-atom experiment, using optical speckle po-
tentials [106].
In Fig. 17 we show how the dynamics of small wave packets
is modified by disorder. Comparing these results with the
clean situation previously shown in Figs. 13(a)-(b) clearly
reveals the robustness of the edge mode that propagates along
the central topological interface [Fig. 17 (a)], as well as the
disorder-induced localization of wave packets made of bulk
(non-chiral) states [Fig. 17 (b)].
Most importantly, we show in Fig. 18(a) how disorder can
be exploited to improve the detection of topological modes in
cold-atom systems: By annihilating the dispersion of the bulk
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Figure 16. Wave-packet dynamics in the 2D honeycomb lattice
for the radial-interface configuration [Eq. (8)], with an interface
radius Rinter = 17a, tNNN = 0.4tNN, and a harmonic potential of
strength V0 = 0.25tNN, see also Eq. 10 and Fig. 12. In all figures,
time is expressed in units of ~/tNN.
states, which typically constitute the majority of populated
states in realistic situations involving wide atomic clouds, the
disorder naturally enhances the signal associated with the
propagating chiral modes. Indeed, the time-evolving cloud
depicted in Fig. 18(a) directly reveals the propagation of the
central topological mode, in contrast with the disorder-free
situation previously shown in Fig. 15 (a) for the same system
parameters. Finally, Fig. 18(b) shows how combining dis-
order and the aforementioned differential measurement [Sec-
tion V B 2] allows one to reach a remarkably precise visualiza-
tion of the edge-mode propagation, in the absence of residual
noise associated with the bulk [compare with the disorder-free
case in Fig. 15(c)]. The fact that the differential measurement
is improved by disorder relies on that this perturbation de-
phases the cloud: This smoothes out the residual background
noise associated with the asymmetry in the bulk bands under
the TR transformation [see the discussion in Section V B 2].
The results in Fig. 18 highlight how engineered disorder,
as created by optical speckle potentials [106], could be used
as a powerful tool for the detection and study of topological-
edge-state physics in cold-atom systems. In this sense, the
important role played by disorder in revealing QH physics [3]
is thus not restricted to solid-state physics.
Figure 17. Wave-packet dynamics in the 2D honeycomb lattice
for the same configuration as in Fig. 13(a)-(b), but including a
disordered potential of strength D=2tNN, and averaging over ten
realizations of disorder. (a) The edge mode localized on the central
topological interface is immune to disorder, and freely propagates
along the topological interface. (b) A wave packet associated with
(non-chiral) bulk states is localized by the disorder [compare with
Fig. 13(b)].
Figure 18. Dynamics of a large wave packet, in the same con-
figuration as in Fig. 15(a), but including a disordered potential
of strength D= 2tNN, and averaging over thirty realizations. (a)
The chiral motion of the localized mode is clearly identified in the
presence of disorder, as the latter annihilates the propagation of
the bulk states. (b) The differential measurement in the presence
of disorder reveals clean edge-mode dynamics at the central topo-
logical interface, by removing the contribution of the (dephased)
bulk states to the density [compare with Fig. 15(c)].
VII. EXPERIMENTAL IMPLEMENTATION
A. The linear interface
The honeycomb lattices with a spatially dependent site off-
set discussed in this work can be implemented experimentally
using an extension of the tunable-geometry lattice introduced
in Ref. [113]. A linear variation of ∆AB, as introduced in
Eq. (3), can be created as follows: First, a pair of red-detuned
retro-reflected laser beams with identical wavelength λ1 and
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Figure 19. Experimental implementation of the linear scheme.
(a) Beam setup. The retro-reflected laser beams X1 and Y1, with
wavelength λ1 interfere with each other at the position of the
atomic cloud (red) and are phase stabilized. The additional beam
X (blue) has a different wavelength λ and has the same trans-
verse spatial mode as X1. (b) Cut through the optical lattice
potentials at y = 0. The standing wave created by X (blue) has a
lattice spacing of λ/2, which is slightly more than half of λ1, the
x-direction spacing of the interference lattice created by X1 and
Y1 (red). Therefore, their extrema only coincide at a particular
point in the system. The resulting total potential (green) then
has a spatially varying site-offset ∆AB. (c) Sketch of the resulting
potential, with the tight-binding lattice structure (black) superim-
posed. Minima are dark green, maxima light green. The variation
of ∆AB in the x direction is exaggerated for better visibility.
single-beam lattice depths VX1 and VY 1 are phase-stabilized
with respect to each other and oriented along the x and y
direction respectively [see Fig. 19(a)]. At their intersection,
where the atomic cloud is placed, the resulting potential ex-
perienced by the atoms is given by
V1(x, y) =− VX1 cos2(k1x)− VY 1 cos2(k1y)
− 2
√
VX1VY 1 cos(k1x) cos(k1y), (12)
where k1 = 2pi/λ1, which corresponds to a checkerboard lat-
tice [114]. Its unit vectors are oriented at ±45◦ with respect
to the x axis and the site spacing along the x direction is λ1,
see Fig. 19(b).
An additional laser beam with lattice depth VX , operating
at wavelength λ and oriented along the x direction, gives rise
to an additional standing wave with site spacing λ/2 and
potential
V (x, y) = −VX cos2(kx+ θ/2), (13)
where k = 2pi/λ. We first consider the case where λ is so close
to λ1 that we can assume k = k1 over the size of the atomic
cloud. However, because of the distance between the retro-
reflecting mirror and the cloud, the small difference between
λ and λ1 (typically on the order of 1 pm or - in terms of
frequency - a few hundred MHz) still leads to a shift between
the two potentials, which is captured via θ. Setting θ ≈ pi,
Figure 20. Experimental implementation of the radial-symmetric
scheme. (a) Beam setup. Lasers X1, Y1 (red) and X (dark red,
dashed) are similar as in Fig. 20, except that now λ ≈ λ1. In ad-
dition, a pair of phase-stabilised beams X2 and Y2 with a smaller
beam waist are focused onto the center of the atomic cloud. (b)
Laser beams X1 and Y1, together with X form an imbalanced
honeycomb lattice potential, which is nearly uniform over the ex-
tent of the atomic cloud (dark blue minima, light blue maxima,
tight-binding structure indicated by black lines). The minima of
the additional potential (orange) created by X2 and Y2 are aligned
with every second site of the honeycomb lattice. Their intensity
decreases away from the center. (c) The resulting potential has a
radially varying site offset (dark green minima, light green max-
ima). The spatial variation is exaggerated for better visibility.
this gives rise to the honeycomb lattice of Ref. [113]. Its near-
constant site-offset ∆AB is tuned via θ and can be calibrated
using Bloch-Zener oscillations [115]. It becomes 0 when θ=pi.
In order to achieve a significant spatial variation of ∆AB
over the size of the cloud, we increase the difference between
λ and λ1, such that k = k1 is not a good approximation any
more. Then, the extrema of V (x, y) and V1(x, y) will line up
differently depending on the position within the atomic cloud,
leading to a smooth variation of ∆AB along the x direction,
as illustrated in Fig. 19(b)-(c).
The tight-binding parameters corresponding to this opti-
cal lattice depend on the choice of atomic species and laser
wavelength [116]. For example, when using 40K atoms and
setting the laser intensity such that tNN = h×200 Hz, a vari-
ation of 0.2tNN per site (i.e. δmax/Lx = 0.2tNN/a in Eq. (3)
is achieved with λ1 = 1064.0 nm and λ = 1064.5 nm [117].
For these parameters, the spatial variation of ∆AB deviates
from a linear function by less than 0.1%, whilst tNN changes
by at most 1% over a range of 100 sites.
B. The radial-symmetric scheme
In order to create a two-dimensional radial-symmetric vari-
ation of ∆AB, as introduced in Section IV, a different scheme
can be used: A honeycomb lattice with a near-constant site
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offset is created by laser beams X1, Y1 and X (taking λ very
close to λ1 so that k1 = k is a good approximation) as out-
lined above and shown in Fig. 20(a)-(b). Its lattice struc-
ture can be assumed homogeneous over the size of the atomic
cloud.
Two additional phase-stabilised, retro-reflected laser
beams X2 and Y2, operating at λ2 ≈ λ1 have much smaller
transverse beam waists, w, than the other beams. The
checkerboard lattice potential they create is given by
V2(x, y) = e
−2(x2+y2)/w2×(− VX2 cos2(k2x+ θ/2)− VY 2 cos2(k2y)
− 2
√
VX2VY 2 cos(k2x+ θ/2) cos(k2y)
)
. (14)
The small detunings between λ2, λ1 and λ as well as the dis-
tances between retro-reflecting mirrors and the atomic cloud
are chosen such that θ is the same as in Eq. (13) and we
can assume k2 = k1 = k. Then, the minima of this potential
coincide with every other site (i.e. with either the A or B sub-
lattice, see Fig. 3) of the honeycomb lattice [see Fig. 20(b)],
thereby contributing to the site offset ∆AB. The Gaussian
envelope of the beams means that this contribution varies
spatially. For example, by choosing VX2 and VY 2 correctly,
we can set ∆AB = 0 in the center of the cloud and let it
increase as a Gaussian function of the radial distance to the
center, as illustrated in Fig. 20(c).
VIII. CONCLUDING REMARKS AND OUTLOOKS
In this work, we introduced a novel scheme allowing for the
direct detection of topological propagating modes within 2D
ultracold atomic gases. Our proposal is based on the engi-
neering of topological interfaces, which localize topologically-
protected modes in desired regions of space (e.g. at the cen-
ter of a harmonic trap, typically present in cold-atom ex-
periments). This allows for real-space detection of topologi-
cal transport in a highly controllable and versatile platform.
In particular, we stress that the trajectory performed by
these topologically-protected modes within the system can
be tuned by shaping the form of the topological interfaces,
which suggests interesting applications based on topological
quantum transport. In particular, this opens an exciting av-
enue for the manipulation and probing of topological modes
in atomic systems, where disorder, inter-particle interactions
and external gauge fields can be induced and controlled at
will. We note that similar topological interfaces could be
created within photonic crystals, where system parameters
(e.g. the hopping amplitudes and on-site potentials entering
engineered tight-binding models) can also be precisely ad-
dressed in a local manner [86, 118].
The scheme introduced in this work has been illustrated
based on a 2D model [6], which exhibits the integer quantum
Hall effect; namely, a non-interacting system featuring 2D
Bloch bands with non-zero Chern numbers [119]. However,
we point out that our scheme, which consists in varying a
model parameter in space in view of creating local topological
phase transitions (i.e. topological interfaces), can be applied
to any model exhibiting topological band structures. For in-
stance, similar interfaces could be engineered in the quantum-
spin-Hall regime of Z2 (time-reversal-invariant) topological
insulators: Considering the 2D Kane-Mele model [120], which
is a direct extension of the Haldane model [6] to spin-1/2 par-
ticles, this could be realized either by introducing a spatially-
varying offset ∆AB between the sites of the honeycomb lat-
tice (as proposed in this work), or by engineering a spatially-
varying spin-orbit coupling. In this spinful TRS situation, the
topological interfaces would host helical topological modes,
namely, modes associated with opposite spins and propagat-
ing in opposite directions (see Refs. [93, 120] and the re-
cent photonics proposal [121]). We stress that, in contrast
to the spinless TRS configuration of Section III B, these he-
lical counter-propagating modes are topologically protected
(backscattering processes are forbidden by time-reversal sym-
metry in this spinful case [120]). Hence, engineering inter-
faces in Z2 topological insulators would introduce adjustable
guides for topologically-protected spin transport within 2D
systems. The same strategy could be applied to higher-
dimensional systems, such as 3D topological insulators [122]:
By varying the spin-orbit coupling of such systems in space,
one could engineer 2D topological interfaces hosting a single
2D Dirac fermion. In this scheme, these intriguing excitations
would be located within the system, instead of at its surfaces,
which could also open interesting avenues for spin transport
in 3D systems. It is worth pointing out that Z2 topological in-
sulators can be realized in 2D optical lattices [93, 123, 124];
see Ref. [48] for a first experimental realization of such a
model with cold atoms. Furthermore, these setups could be
extended in view of creating 3D topological insulators [125],
but also, to reveal the 4D QH effect [126, 127], in cold-atom
experiments. Creating topological interfaces within a 4D QH
atomic system [126] offers a unique platform to investigate
3D topological surface modes (i.e. spatially isolated Weyl
fermions) in the laboratory.
Finally, the physics of topological edge modes is certainly
not restricted to non-interacting quantum systems. In par-
ticular, edge modes play a crucial role in fractional quantum
Hall (FQH) liquids, where they present exotic (sometimes
counter-intuitive) structures [23]. For instance, FQH liquids
potentially exhibit counter-propagating edge modes (allowing
back-scattering on the edge in the presence of impurities),
while still presenting a finite and quantized Hall conduc-
tivity [23–26, 32]. While these counter-propagating modes
remained undetectable in standard edge-magnetoplasma ex-
periments [21, 23], they were recently revealed through shot
noise [29, 31, 32] and thermometry [30] measurements. Even
more recently, it was suggested in Ref. [33] that the presence
of such counter-propagating edge modes could have impor-
tant consequences on the detection of fractional (anyonic)
statistics, based on QH Mach-Zehnder interferometers [28].
The unique possibility of creating topological interfaces in
a cold-atom experiment offers a promising platform for the
analysis of these topological edge structures, where Bragg
spectroscopy [101, 128] and high-resolution imaging tech-
niques could be exploited in view of revealing their exotic
dispersion relations and dynamical properties in the presence
of controllable interactions and disorder.
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Appendix A: Dynamics in the time-reversal-invariant
case
In this Appendix, we show the dynamics of a wave packet,
which is prepared on the central interface [x = xR] for the
time-reversal-invariant case where tNNN = 0. As shown
in Fig. 21, tuning the mean quasi-momentum k0y of the
wave packet allows one to select between the two different
edge channels, with opposite chirality. In the time-reversal-
invariant case, the interface is thus essentially equivalent to
an isolated 1D lattice, whose position within the 2D lattice
can be tuned by varying the space-dependent offset ∆AB(x).
Figure 21. Wave-packet dynamics in the time-reversal case tNNN=
0, and δmax = 20tNN. (a) By setting the mean position of the
Gaussian wave packet on the interface (x = xR), and the mean
quasi-momentum along y to be k0y ≈ +2.1/a, we find that the
Gaussian wave packet essentially projects unto the “green” states
with positive group velocity in Fig. 9(b): The wave packet goes
up along the central interface [x = Lx/2] where these states are
localized. (b) By setting the mean quasi-momentum along y to be
opposite, k0y ≈−2.1/a, the wave packet essentially projects unto
the states with negative group velocity, which are also localized at
x=Lx/2: The wave packet goes down along the central interface.
(c) Keeping k0y ≈ +2.1/a, but now setting the mean position of
the Gaussian wave packet away from the interface: We find that
the wave-packet mainly projects unto standard (2D) bulk states,
and hence, undergoes a non-chiral motion in the plane. Time is
expressed in units of ~/tNN.
