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41 Introduction
Mobile devices have revolutionised the way humans communicate. Advancements
in mobile computing and communication devices provide ubiquitous access to infor-
mation from nearly anywhere and at anytime. Enriched with location information,
modern mobile devices have started a new era of human-computer interactions.
Developments in location sensing technologies have enabled mobile devices to esti-
mate their physical location in a number of ways. Latest mobile devices, e.g., PDAs
can estimate their location using WiFi technology [BP00] and mobile phones can use
GSM information [TV04]. Moreover, decreasing costs of GPS chipsets have made it
possible to integrate GPS into many modern mobile phones [HCL+05].
Contemporary positioning technologies represent location using coordinates, e.g., as
a (longitude, latitude) pair. Several successful location-based services have been de-
veloped in the past on top of the coordinate information [CK00]. Examples of such
applications include navigation assistants in a city [AAH+97], location-based re-
minder system [MS00] and emergency services identifying the location of the caller
[STK05]. However, many emerging location-enhanced applications require collo-
quial place names that are used in human communication such as “Home”, “Work”,
or “Patrik’s cottage” instead of numeric coordinates [HCL+05]. For example, when
revealing my current location to my family, coordinates such as (24◦57′33.98′′ East,
60◦12
′
18.75′′ North) do not provide insight into my situation, whereas being in a
“Supermarket” is more meaningful. Semantics such as “Work”, “Home” and “Shop-
ping mall” used for describing locations can provide clues about a person’s situation
or availability [SLGH08] and also bring opportunities for social interaction. For ex-
ample, if a person’s current location is “Movie theater”, we immediately understand
that she does not want to be disturbed during the movie. Hence, location informa-
tion represented by coordinates does not reflect the way humans interpret locations
and there is a need to use the notion of places instead of mere coordinates. See the
discussion about places below.
Central challenges in developing location-aware applications include understanding
what constitutes a user’s personally meaningful place [ZFL+07], and establishing a
mapping from sensor retrieved location coordinates to meaningful places [HCL+05].
Several algorithms have been proposed in the literature to automatically identify
personally meaningful places from location coordinates, see Section 3. Though past
work in place identification indicates that individual place identification algorithms
5perform well on particular data sets, no work has been conducted (to the best of our
knowledge) on investigating the generalisation performance of place identification
algorithms. Further, no comprehensive comparison of place identification algorithms
has been reported; the relevant work is by Hightower et al. [HCL+05], who compare
performance of four algorithms on three data sets. Motivated by this gap, we focus
in this thesis on systematic evaluation, comparison and generalisation performance
of seven place identification algorithms on twelve location data sets.
Notion of Place
Place is a common term in everyday communication, however, providing a definition
for place is complicated. The roots of the notion of place are in various fields includ-
ing social sciences, behavioural and cultural sciences, environmental psychology and
humanistic geography. The concept of place is closely related to the notion of space.
Several attempts have been made to define space, place and their relations. In the
following we provide definitions of space and place that are used in this thesis, see
[HD96, HT08, Tua01, Rel76, TRU96] for further information on the topic.
Space represents the three dimensional structure of the world around us where ob-
jects exist and events occur. The physical structure and spatial organization of
the world is typically the same for different individuals. For example “down”, “up”,
“front” and “back” refer to the same orientational concepts and help us to point to
objects or to use spatial descriptions for establishing references [HD96].
People dynamically structure their activities and social interactions by interacting
individually or collectively. When people structure their environments they create
places [JGK+08]. We adopt the definition of Relph [Rel76], according to which a
place is a combination of physical setting, the activities supported by the place, and
the meanings attributed to the place. Places can be either personally meaningful or
significant to a community. Examples of place-types understood by a community
include ‘Movie theater’,‘Restaurant’,‘Football Stadium’ and ‘Cafe’, whereas person-
ally meaningful places depend on the person, e.g., ‘Home’ or ‘Favourite restaurant’.
The relationship between what a person considers a place and her physical loca-
tion can be complex. The descriptors used by users in order to refer to places vary
considerably depending, e.g., on the user, the activity, the purpose for which the
descriptors are produced [ZFL+04] or the background knowledge of other people
while sharing place information [WL04].
6Importance of Place: Motivations for Place Identification
Social identity theory [SB00] helps us to understand the relationships between a
place and human behaviour. According to this theory, the actions of an individual
relate to roles. Each role is linked with self-meanings and expectations that guide
the individual’s behaviour [SB00, NK06, APV08]. Humans take different identity
roles in different places and their activities and behaviour reflect the personal or
social norms associated with the place or the role [SB00]. For example, typical roles
of people at a ‘university’ could be that of a ‘student’ or ‘teacher’ and the expected
behaviour of teachers or students follows the norms of the university. Accordingly
it can be expected that a high degree of correlation exists between the behaviour of
individuals and their personally meaningful places [NK06].
The relationships between people and their personally meaningful places can help
us to, e.g., understand their information needs or communication context [MS00,
JGK+08, SLGH08]. Emergent location-aware applications should take into account
place-dependent variations in the user’s needs for adaptation, support, personal-
ization and timely delivery of relevant content and information [RM03]. These
adaptations help to minimise the amount of needed user interactions by enabling
automatic or quick access to information or services required in the user’s current
context [Kaa03].
The work presented in this thesis is done in association and under the supervision
of Petteri Nurmi. The thesis closely relates to the PhD thesis of Petteri Nurmi. The
main contributions of the author are: (i) thorough study of seven state-of-the-art
place identification algorithms, (ii) implementation of the algorithms in associa-
tion with Petteri Nurmi, (iii) development of the evaluation framework, (iv) report-
ing of generalisation performance of individual algorithms and (v) identification of
strengths and weaknesses of the algorithms.
In this thesis we begin by describing different phases of a place identification pro-
cess in Section 2. Seven state of the art place identification algorithms are studied
in Section 3. Section 4 defines our evaluation framework for place identification
algorithms. We also report a systematic evaluation, comparative analysis and gen-
eralisation performance of all studied place identification algorithms in Section 4.
We discuss strengths and weaknesses of the place identification algorithms in Sec-
tion 5. We finish this thesis by drawing conclusions in Section 6.
72 Place Identification Process Overview
The E9111 initiative in the US requires locating a caller placing a call to the emer-
gency number within 50–100 meters. The European equivalent E112 does not impose
any accuracy requirements but requires positioning capabilities that are compatible
with the underlying mobile network. These mandates are driving location enhance-
ments in mobile phones, e.g., using GPS, base station triangulation methods and
a combination of these technologies known as assisted GPS [HSK04]. As a con-
sequence, increasingly many modern mobile phones are becoming location-aware.
Easy access to location information has helped the development of several location-
aware applications, but most of them do not support the notion of place.
Attempts have been made to use reverse-geocoders to decrease the gap between
sensor-retrieved location measurements and place names. Reverse-geocoders trans-
late a geographical coordinate into street-address, political subdivision or other la-
bels using databases such as Yahoo! Yellow pages, governmental maps or census
repositories. Several location-based applications like tour guides, navigation assis-
tants, nearest franchise store locators and recommender systems also use geocoders.
One major problem with reverse-geocoding is that, without proper knowledge of
context, interpretation of results is as challenging as understanding raw location
measurements [HCL+05]. For example, other than revealing my exact location as:
100 meter west of Cafe Coffee Day, GP block, Sector-V, it is more useful to say I am
at Work. Further, reverse-geocoding can generate a huge list of labels for a location
log of a user. Discovering personally meaningful places from that list can be difficult.
To overcome problems with reverse-geocoding several approaches to automatically
identify places from user collected location traces have been developed.
The main goal of place extraction algorithms is to automatically identify geographi-
cal regions that are meaningful to users. Meaningful spatial regions are identified by
analysing location traces obtained using suitable localization technologies such as
GPS, WiFi or GSM. Advancement in the place identification field is complemented
by research in positioning methods, where the main goal is to accurately identify
location of an object using techniques such as triangulation, proximity detection
and scene analysis [HB01]. In this thesis we focus only on place identification from
location traces collected using GPS technology.
1http://www.fcc.gov/pshs/services/911-services/enhanced911/ [Retrieved: 10-09-2009]
8Phases of Place Identification
Based on our literature review, we have identified five different phases of a typical
place identification process: (i) data gathering, (ii) data preparation, (iii) clustering,
(iv) post-processing and (v) place labelling. Figure 1 illustrates the place identifica-
tion process and in the following we describe the different phases in detail.
Figure 1: Place Identification process.
2.1 Data Gathering
The first phase of the place identification process is data gathering. There are
many ways to obtain location data [ZFL+07]. First of all, a user can use a map
interface to select places of interest. For example, the user can select her home
from the map interface and the corresponding location information is stored in the
database. Secondly, a user can instruct her mobile device to store current location
information. As an example, a user can press a button on her mobile phone to store
location coordinates of her current position. Thirdly, Geocoders estimate location
information of a place as (latitude, longitude) pair, given the street address or postal
code [Rat01]. A user can enter standard addresses to Geocoders to obtain location
information for places she considers important. Finally, mobile devices can be used
9to automatically and continuously log location information of a user.
The main drawback of the first three methods is that they require much effort from
the users. The last approach, which records location information automatically and
continuously is common in practice and we follow this approach in location data
gathering. We assume that during the data gathering phase the mobile device is
used by a single user.
We have collected all data sets using GPS technology. The main reasons for choosing
GPS localisation technique over other technologies are:
• GPS measurements are accurate when the user is outside.
• Minimal hardware investments (only a GPS receiver).
• Wide coverage.
The main drawback of GPS technology is that it mostly does not work indoors.
Apparatus
Our location traces were collected using Nokia mobile phones and Bluetooth-enabled
external GPS receivers. We used BeTelGeuse which is an open source platform for
mobile devices that supports gathering of data from various sensors and sources.
For example, BeTelGeuse can gather data from internal mobile phone sensors,
Bluetooth-enabled external sensors and Internet data sources [KLNA09]. During
our data gathering phase, we ran BeTelGeuse on Nokia E61i and Nokia N95 mo-
bile phones and used Bluetooth-enabled external GPS receivers2 to collect location
traces. A picture of our data gathering setup is shown in Figure 2(a). For prolonged
battery life of the mobile phone we stored GPS measurements in a local file and the
collected data was later uploaded to a server.
Location measurements collected for our experiments contain irregularities that are
caused by the positioning technology and the data gathering setup. These irregular-
ities can bias the results of a place identification algorithm. Irregularities introduced
by GPS include outliers and Star-patterned noise centered at various locations; see
Figure 5(a). Also our data gathering setup introduced irregularities such as varying
scanning intervals and data collection session interruptions.
2Manufacturer: Sigmatel.
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(a) (b)
Figure 2: (a) Our location data gathering system: BeTelGeuse running on Nokia
E61i mobile phone and an external Bluetooth-enabled GPS receiver, (b) Snippet of
a file containing raw location data obtained using a GPS device. Columns in the file
from left to right are: longitude, latitude, time-stamp, number of visible satellites
and HDOP.
In addition to longitude and latitude, GPS receivers also provide information such
as the number of satellites visible from the position of measurement and geometric
dilution of precision (GDOP), an indicator of positional accuracy. While considering
location as (longitude, latitude) pair, i.e., 2D position, horizontal dilution of preci-
sion (HDOP) can be used as a good indicator of positional accuracy [YAADH00].
We represent location measurements using (longitude, latitude, time-stamp, number
of visible satellites, HDOP) tuples and ignore all other measurements obtained from
the GPS receiver. Values of latitude and longitude measurements in our data sets are
represented using projections in the 1984 World Geodetic System [WGS84]. Time-
stamps in the data represent time in seconds since 1st of January, 1970 00:00:00 to
the moment of location measurement (derived from Unix milliseconds). A few rows
of a typical file containing raw location tuples collected during our data gathering
are shown in Figure 2(b).
2.2 Data Preparation
Data needs to be cleaned before it can be analysed by a place identification algo-
rithm [NB08]. Moreover, many place identification algorithms extract features from
location measurements and exploit them for meaningful place identification. Com-
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mon examples of features include duration of stay at a location, frequency of visit
to a place or the velocity of the user. As a consequence it is quite common to per-
form data cleaning and data pre-processing before a place identification algorithm
is applied.
2.2.1 Data Cleaning
Data cleaning is the method of detecting and correcting inconsistencies in data
[RD00]. Data measurements which deviate significantly from other measurements
are referred to as outliers [Haw80]. GPS provides quite accurate location measure-
ments worldwide, but its performance degrades significantly indoors and in so called
“urban canyons” that contains high-rise buildings [LCC+05, HSK04]. Errors in GPS
estimation arise due to inaccurate estimation of pseudorange information as well as
poor satellite geometry [EM99].
We have observed that most of GPS outliers come in the beginning of a tracking
session. This is due to a warm startup of a GPS receiver [BKK+97]. When a GPS
receiver is switched on, it initiates a tracking and acquisition process. Satellites
chosen for acquisition are based on best estimates of date, time, position and satellite
almanac. If all information is present, the startup is considered warm. If the receiver
also possesses information about satellite ephemerides, which are used for real-time
location estimation of satellites [WR03], the startup condition is considered hot.
Finally the startup condition is referred to as cold when the receiver does not posses
any orbital information. During a warm startup, the location estimates are biased by
the last accurately estimated location. Upon acquiring correct orbital information,
the GPS receiver starts to estimate accurate locations. As a result, a sudden jump
in location estimation may occur if the user has moved a significant distance during
an inactive period of the receiver. Inaccurate location estimations before the sudden
jump are outliers which should be removed.
We detect outliers by calculating velocity of a user at every valid GPS location. We
label a measurement as an outlier if the velocity of the user exceeds 100 m/s (i.e.,
360 km/h). Figure 3 shows identified outliers in location data by drawing a red
circle around them. As the velocity estimation is inaccurate, see Section 2.2.2, we
use a high velocity threshold for outlier detection. GPS measurements labelled as
outliers are removed from the data set.
12
Figure 3: Presence of outliers in raw location traces, GPS measurements circum-
scribed in red circles are outliers.
2.2.2 Data Pre-processing
Many place identification algorithms extract features from location measurements
that are used to determine the meaningfulness of a location. An example of feature
is the duration of stay at a location. People tend to spend more time in places that
are meaningful e.g., at “Home”, at “Work”. Hence, if the user stays long enough
within a region, the region is a good candidate for a meaningful place [AS03].
Another possible pre-processing step is the pruning of non-meaningful data points.
For example, measurements collected during commuting are unlikely to be mean-
ingful and they can increase the size of estimated places, shift centre of a place or
bias the estimated location of a place. This is why location measurements obtained
during commuting are sometimes pruned out. The pruning can be done by removing
location measurements with velocity attribute greater than a threshold.
For most localisation technologies including GPS, WiFi and GSM, consecutive mea-
surements at a location are not necessarily the same. This is due to errors and
variations in the measured phenomena [KWSB04]. As a result, the user’s stay
within a meaningful place appears as a cluster of measurements instead of a single
point. Often location measurements residing in close proximity are merged to over-
come variations in the location measurements. Data merging also helps to reduce
the number of data points to be analyzed and improves the running time of the
algorithm. Next we describe common data pre-processing steps.
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Duration Estimation: The objective of the duration estimation step is to calculate
the amount of time a user spends at a location. Our data sets are discrete in
nature, i.e., the user’s location is sampled at discrete intervals. BeTelGeuse, the
data gathering platform, periodically scans the Bluetooth environment of a device,
which influences the reading time of location information. As a consequence, our
data sampling interval is not always constant. Moreover, the data was collected on
a voluntary basis by the users and there are gaps in the data due to unwillingness of
a user to collect data from certain locations, GPS receiver or mobile device running
out of battery or forgetfulness of the user to turn on BeTelGeuse. Hence, some
pre-processing of data measurements are required in order to estimate the time a
user spends at a location.
To estimate the time of stay at a location, we split the data into sequential groups
and consider points within each group as a session. A new session is initiated
when the time gap between two successive measurements is above a threshold, see
Figure 4. We use 480 seconds (i.e., 8 minutes) as the threshold value which is higher
than the amount of time required to acquire GPS fixes. After all data sessions have
been identified, we classify all measurements into valid and invalid measurements.
A measurement is valid if the number of visible satellites is at least four and the
HDOP value is less than or equal to 6.0. Measurements that do not meet these
criteria are considered invalid. In other words, valid measurements imply that the
user is outdoors and that the sky is clear enough whereas invalid measurements
imply the user is in a location from where the view of satellites are obstructed, e.g.,
indoors.
After categorizing all data points as either valid or invalid, we compare successive
measurements within a data session. We have four possible cases while comparing
two consecutive measurements and we refer the first point as previous point and the
second point as current point. In the following we discuss each case in detail.
(i) Previous Point Valid and Current Point Valid: Both measurements
are outdoors, e.g., point B and C in Figure 4. We check the distance between the
points. If the user is in same location, we merge the points and increase the duration
of stay at the point B by 4t, the time difference between the two measurements. If
the measurements are not the same, i.e., the user has moved to a new location, we
cannot exactly calculate the time the user has spent in the previous location (point
B). In this case, we increase the duration of stay at the point B by the mode of the
sampling rate for the data set. The mode is used to reduce the influence of sampling
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Figure 4: Identifying data sessions and categorising each measurement either as
valid or invalid. Each circle represents a GPS measurement and they are marked
alphabetically.
rate variations.
(ii) Previous Point Valid and Current Point Invalid: When GPS con-
nectivity is lost, we store the previous point as the last valid point and increase
time spent at the previous point by 4t. For example, points E and F in Figure 4
represent this case. Here we remember point E as the last valid point and increase
time spent at E by 4t.
(iii) Previous Point Invalid and Current Point Invalid: When previous
and current points are invalid, e.g., points J and K in the above figure, we assume
the user remains indoors. In this case we increase the duration of stay at the last
valid point, i.e., point I, by 4t.
(iv) Previous Point Invalid and Current Point Valid: The user regains
satellite fix, e.g., points K and L in the Figure 4. In this case we check if the user
has moved from the last valid point, i.e., point I. If the current measurement L is
the same as I, we increase duration of stay at the point I by 4t (time difference
between points K and L). Otherwise, we increase duration of stay at the point I by
the mode of the sampling rate in the data set.
For the last point in a session we also increase the duration of stay at the last valid
point by the mode of sampling rate in the data set. After the duration estimation
step, we are left with only valid points, see Figure 5.
Data Merging: Some place identification algorithms use data merging as a pre-
processing step to merge nearby location measurements. Data merging helps to
decrease the amount of data to be analysed and consequently improves the running
time of the algorithm. Data merging can be integrated into the duration estimation
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(a) (b)
Figure 5: (a) Shows GPS measurements plotted on Google Earth. This figure also
shows the star-pattern noise often present in GPS measurements. (b) Shows the
result after all invalid points have been removed.
phase by defining an additional distance threshold, so that in cases (i) and (iv), we
merge the last valid point and the current point if the user has moved less than a
distance threshold. The algorithm of Ashbrook and Starner [AS03] use data merging
as a pre-processing step.
Velocity-Based Data Pruning: Velocity-based data pruning is a technique that
discards data points collected while the user was moving with a velocity higher than
a predefined threshold. Velocity-based pruning discards measurements collected
during commuting, as they seldom represent meaningful places. It also helps to
improve the running time of an algorithm by decreasing the amount of data. We
estimate the velocity of the user by dividing the distance between two successive valid
points by the difference in their respective time stamps. Figure 6 shows the results
of velocity-based pruning with velocity threshold 2 m/s (≈ 7.5 km/h). Velocity
based pruning identifies locations where the user is nearly static. Nearly static
locations are better candidates for meaningful places, but also include places such
as train stops, traffic lights which are non-meaningful. For example, Figure 6(b)
shows two non-meaningful intermediate train stops, inscribed in red circles, along
a commuting route of a user. The place identification algorithm by Adams et al.
[AS03] uses velocity-based data pruning as a pre-processing step.
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(a) (b)
Figure 6: (a) Shows a data set after the duration estimation step is carried out,
(b) shows the result of velocity based pruning on the data shown left with velocity
threshold 2 meters/s. Points inscribed in red circles are two train stops.
2.3 Clustering
In this phase, a place identification algorithm is applied on the cleaned and pre-
processed data to identify places that are meaningful to a user. Place identification
algorithms employ clustering for meaningful place identification. Clustering is the
unsupervised classification of patterns, observations, data items or feature vectors
into groups or clusters [JMF99]. The appropriateness of employing clustering be-
comes clear if we pay a closer look at the 2D visualisation of location data of a user;
see Figure 7. The location data of a user generally contains commuting traces, i.e.,
location measurements collected while the user is traveling and static traces, i.e.,
measurements obtained while the user is nearly static. Clustering can be applied to
find groups containing static or commuting measurements within the data. Iden-
tified clusters containing static measurements are potential places as most of the
personally meaningful places are indoors and static in nature. In Section 3 we study
seven place identification algorithms.
2.4 Post-processing
The output of a place identification algorithm might require further processing to
infer meaningful places. For example, the clustering phase might return clusters
that cover huge areas or contain very few points. These results are not promising
as they seldom represent meaningful places to the user. Outcomes which are not
meaningful can be pruned in the post-processing phase based on suitable criteria.
Identified places can also be ranked, showing that some places are more important
than others. We next describe commonly employed post-processing techniques.
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Figure 7: Location traces of a user containing commuting and static traces. Red
circles shows meaningful places identified by the user. Static traces are GPS mea-
surements obtained in the vicinity of meaningful places, whereas commuting traces
represent movements of the user between meaningful places.
2.4.1 Cluster Merging
Often a place identification algorithm generates a number of clusters around a place
and these clusters should be merged together depending on some criterion. One
simple approach is the use of a distance threshold ε. If two cluster centres are within
distance ε, they are considered parts of the same place and are merged together.
Kang et al. [KWSB04] follow this approach to merge nearby clusters.
When clusters are modeled using probability distributions, one approach is to cal-
culate the similarity between a pair of clusters using the joint KL-divergence. If the
similarity metric falls below a threshold λ, then the clusters are merged together.
The KL-divergence or Kullback-Leibler divergence (or relative entropy) between two
probability distributions P (x) and Q(x) over the same space is defined as [CT91]:
DKL(P ||Q) =
∫
P (x)log
P (x)
Q(x)
dx (1)
When both distributions are Gaussian with parameters (µP ,ΣP ) and (µQ,ΣQ), KL-
divergence can be expressed as [HO07]:
DKL(P ||Q) = 1
2
[log
|ΣQ|
|ΣP | + Tr[Σ
−1
Q ΣP ]− d+ (µP − µQ)TΣ−1Q (µP − µQ)], (2)
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where Tr is the matrix trace operator and d is the dimensionality of the Gaussian
distribution. As KL-divergence is non-symmetric, the joint KL-divergence is defined
as the sumDKL(P ||Q)+DKL(Q||P ). The algorithm of Aipperspach et al. [ARWC06]
uses the joint KL-divergence to determine similarity between two clusters in the
merging step.
2.4.2 Temporal Pruning
Temporal pruning is used by many algorithms to determine meaningfulness of a
cluster. The underlying motivation is that people tend to spend relatively long time
in their personally meaningful places. Hence upon discovering a cluster, duration
of time the person spent there is calculated. If the duration of stay is greater than
a time threshold, e.g., 10 minutes [AS03], the cluster is considered meaningful and
otherwise it is discarded.
The Dirichlet process based clustering approach [NB08] uses temporal pruning as a
post-processing step, but many other algorithms such as [AS03, KWSB04], integrate
temporal pruning within the main algorithmic phase. Another way to determine
meaningfulness of a cluster is to use the frequency of visits to a cluster. Frequent
clusters are in general meaningful. For example, Marmasse et al. [MS00] require at
least 3 visits to a place for it to be meaningful.
2.4.3 Spatial Pruning
Spatial variation of points within a cluster can also be used to determine the mean-
ingfulness of a cluster. For example, clusters representing static places are usually
dense and the ratio between axes of the 95% error ellipse3 representing the cluster
is small. However, clusters representing commuting are sparse and the ratio of the
corresponding ellipse axes is rather high. Commuting clusters are often meaningless
and can be pruned out if the cluster axes ratio or maximum variance along a axis is
above a threshold. Density based clustering approaches, such as [EKSX96, ZFL+07],
use a density criterion for spatial pruning inside the main algorithmic step, and the
Dirichlet process based clustering [NB08] uses spatial pruning as a separate post-
processing step.
3An error ellipse representing a cluster is calculated from the covariance matrix of data points
present in the cluster. We multiply the axes by 2.447 to obtain 95% confidence region.
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2.5 Place Labelling
The output of a place identification algorithm is a set of geographical areas that are
considered to be meaningful in the user’s life. However, these regions or places do
not provide any meaning in terms of what they represent. For example, Figure 8(a)
shows a couple of meaningful places identified by a place identification algorithm.
Though geographic extensions of these places are shown, nothing can be inferred on
how these places are meaningful to the user. To add meaning to identified places
we need to associate appropriate semantics to them. As an example, Figure 8(b)
shows identified places with user assigned semantics.
(a) (b)
Figure 8: Picture (a) shows meaningful geographic regions identified by a place iden-
tification algorithm. Identified places fail to explain how these places are meaningful
to the user. Picture (b) shows the same picture with user defined semantics assigned
to identified places.
While creating a meaningful semantic for a place, the ontology of it is determined
by the purpose of the semantics and the perspective of the labeller [PLG+04]. As
a consequence, manual addition of semantics to meaningful places is very much
common in practice. One major drawback of this manual approach is that it does not
scale up with volume [Hig03]. However, automatic generation of suitable descriptors
for a place has been identified as a difficult problem [Hig03, CRHB03].
Several relatively simple approaches can be taken to associate meaningful semantics
to places. (i) Identified places can be shown to the user on a map or using a GIS
(e.g., Google Earth) and allow the user to add customised semantics to identified
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places [ZFL+07]; (ii) Meaningful semantics can be shared to a community in a col-
laborative way. A particular semantic assigned to one place by a user can help other
users within the community to interpret the meaning of that place appropriately
[BNKF08]; (iii) Reverse geocoding can be used to map a (latitude, longitude) pair
to a postal address, which can be used as semantics for the location. For example,
Naaman et al. [NSPGM04] use a reverse geocoding mechanism to assign meaningful
tags to clusters of photographs enriched with location information; (iv) Applications
can also provide semantic information to places. For example, event names from
calendar entries can be associated with places returned from a search query given to
a map search engine (e.g., Google Maps). Patterson et al. [PLG+04] use the content
of an image taken at a place with a mobile phone as semantics for the place; (v)
Some places can also be labelled automatically. For example, Adams et al. [APV08]
propose an automatic labelling procedure where places are labeled with semantics
from the set {Home, Work, Other}. “Home” and “Work” are identified using time
filtering of location measurements. The cluster with the maximal duration of stay
obtained with time filtering between 7 PM to 7AM is identified as “Home”, whereas
maximal duration cluster found with time filtering between 8 AM to 11 AM and 1
PM to 4 PM during week days is labeled as “Work”.
Results of Zhou et al. [ZLFT05] suggest that location-aware applications should
allow multiple descriptions for the same place, thereby enabling users to describe
their personally meaningful places to different people in different ways.
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3 Survey of Place Identification Algorithms
Algorithms for place identification can be classified into radius-based, density-based,
fingerprint-based and probabilistic approaches. Table 1 shows various approaches of
place identification algorithms with examples.
Table 1: Place Identification research directions
Algorithmic Approach Example
Radius-Based
ComMotion [MS00]
Ashbrook & Starner [AS03]
Kang et al. [KWSB04]
Toyama et al. [TOK+05]
Density-Based
DBSCAN [APV08]
DJ-Cluster [ZFL+07]
Fingerprint-Based
BeaconPrint [HCL+05]
Laasonen et al. [LRT04]
Trevisani & Vitaletti [TV04]
Probabilistic
K-Means
DPCluster [NB08]
Aipperspach et al. [ARWC06]
Fingerprint-based approaches analyse signatures of radio topology in the surround-
ing environment to identify meaningful places [HCL+05, LRT04]. As we collected all
data using GPS technology, the evaluation of fingerprint-based place identification
algorithms are beyond the scope of this thesis.
We apply data cleaning and duration estimation to prepare all our data sets before
applying a place identification algorithm. Data merging and velocity-based pruning
operations are performed depending on the requirements of the specific algorithm.
The input to a place identification algorithm in our experiments is a data set con-
taining (longitude, latitude, duration) tuples. In the following we describe seven
place identification algorithms in detail.
3.1 Radius-Based Algorithms
Radius-based algorithms analyse location measurements using a radius parameter r
so that the measurements within radius r are combined together to form a cluster.
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Meaningful places are these clusters or a subset of them selected on the basis of some
suitable criteria, e.g., the duration of time the user spent in a cluster. The outcomes
of radius-based algorithms depend on the value of the radius parameter r and the
parameters used to determine meaningfulness of a cluster. Often suitable values for
these parameters are difficult to set and they are dependent on the underlying data
set. Parameter setting is the major challenge in radius-based algorithms.
3.1.1 Ashbrook and Starner [AS02, AS03]
The radius-based place identification algorithm proposed by Ashbrook and Starner
identifies meaningful places by analysing GPS measurements. The authors assume
that the meaningful places for most of the people reside indoors and thereby define
a candidate place as “any logged GPS coordinate with an interval of time t between
it and the previous point”. As the time threshold they use t = 10 minutes.
One problem with the algorithm of Asbrook and Starner is that it fails to identify
outdoor places. To overcome this issue, we follow an approach similar to Toyama
et al. [TOK+05] and merge all valid GPS measurements within a distance of 20
metres. The value of the distance threshold during merging is selected according to
the underlying accuracy of the positioning technology. Pseudocode for the modified
Ashbrook and Starner algorithm is given in Algorithm 3. The data preparation step
(line 1) consists of merging of data points in addition to data cleaning and duration
estimation. Moreover, a candidate list is constructed which contains locations where
the user has spent at least 5 minutes.
After the pre-processing step, a variant of the K-means clustering algorithm, see
Section 3.3.1, is applied to the candidate list to identify meaningful places. Pseu-
docode for finding all places is given in Algorithm 1. The clustering starts by taking
a location and the radius parameter r. All locations within distance r to the initial
location are grouped together (line 7). A new cluster centre is computed as the
mean of all locations belonging to the group (line 8). The clustering repeats until
the cluster center stops changing (lines 6 to 9). When there are no further changes
in the cluster mean, all locations within this cluster are merged to form a place
and are removed from the candidate list for further consideration (lines 10 and 11).
The above methodology is repeated until no locations remain and we are left with
a collection of places.
The granularity and the number of identified places, NP , depends on the value of
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Algorithm 1 [NP , L] = FindPlaces(Locations, r)
1: L := ∅
2: NP := 0
3: while Locations 6= ∅ do
4: Choose a p such that p ∈ Locations
5: Cµ := p
6: repeat
7: C := {all locations within distance r from Cµ}
8: Cµ := mean(C) . Updating mean with current cluster membership
9: until No changes in Cµ
10: L := L ∪ {C}
11: Locations := Locations \ C . Removing locations belonging to a place
12: end while
13: NP = |L| . Calculating number of places found
14: return NP , L
Algorithm 2 OptParameter = FindKnee(V )
1: N := |V | . Calculating size
2: for r :=N to 1 do
3: if V (r) > avg.(n+1 values of V toward right from r) + Threshold then
4: OptParameter := r
5: break
6: end if
7: end for
8: return OptParameter
Algorithm 3 C = AshbrookAndStarner(D,Time)
1: Locations :=PrepareData(D,Time) . Data preparation
2: for r :=1 to 10,000 do . r is varied from 1 meter to 10 km
3: [V (r), L] = FindPlaces(Locations, r)
4: end for
5: Opt :=FindKnee(V ) . Finding optimal value of the distance parameter r
6: [NP , C] :=FindPlaces(Locations,Opt) . Finding meaningful places
7: return C
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Figure 9: Knee point in a r vs. NP graph, where NP is the number of places found
and r is the value of the radius parameter.
the radius parameter r. A large value of r groups together unrelated places whereas
a small value produces a place for each location. To find the optimum value of r, the
FindPlaces algorithm is repeated with varying values of r. After that, we represent
the number of places found as a function of the radius parameter and plot it as a
graph. The optimal value of r is the x-coordinate of the “knee point” in the graph.
The “knee point” in a graph is a point capturing the first significant change in the
slope of the graph from the right hand side. Figure 9 shows the presence of a “Knee
point” in one of our data sets. Pseudocode for finding the optimal value of r is given
in Algorithm 2. After finding the optimal value of the radius parameter, meaningful
places are obtained by re-running Algorithm 1 with the optimal parameter value;
see Algorithm 3.
The output of the Ashbrook and Starner algorithm is a set of places at a specific
granularity determined by the radius parameter r. For example, on a city level
granularity identified places include, e.g., home, university and shop. However,
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Figure 10: A diagrammatic representation of the time-based clustering algorithm
by Kang et al.
meaningful sub-places within a place, for example departments within the univer-
sity, can not be identified when r is large. To overcome this problem, the authors
apply Algorithm 3 without the data preparation step (line 1) on locations within
a identified place. Sub-place identification approach can be recursively applied to
identify places in finer granularity subjected to the availability of a “knee point” in
the respective r vs. NP graph.
3.1.2 Time-Based Clustering [KWSB04]
The time-based clustering algorithm proposed by Kang et al. clusters location mea-
surements as they arrive. We have implemented a batch version of this algorithm
that processes points sequentially.
The main motivation of time-based clustering is to run place identification algo-
rithms on a resource-limited mobile platform. As with the Ashbrook and Starner
approach, Kang et al. emphasise the role of the duration of stay at a location. The
algorithm computes the amount of time a user stayed in a cluster and considers the
cluster as a place only if the duration of stay is greater than a threshold. Clusters
failing this criterion are neglected as noise or as commuting clusters.
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Algorithm 4 Places = TimeBasedClustering(D, d, t1, t2)
Require: t1 > t2
1: Places := PL := ∅ . Initializing places and pending location list
2: Dp :=PrepareData(D) . Data preparation
3: Cl := µCl := {Dp1} . Initializing current cluster and current cluster mean
4: for i := 2 to n do . n is the number of data points in Dp
5: if distance(µCl, D
p
i ) < d then
6: Cl := Cl ∪ {Dpi }
7: µCl := mean(Cl) . Updating current cluster mean
8: PL := ∅ . Clearing pending location list
9: else
10: if Time(PL) > t2 then . Duration of points in pending list
11: if Time(Cl) > t1 then . User has spent enough time
12: µCl := mean(Cl)
13: if ∃P ∈ Places such that distance(Pµ, µCl) < d3 then
14: P := P ∪ Cl . Nearby place is merged with current cluster
15: else . No nearby Places found
16: Places := Places ∪ {Cl} . Current cluster added to Places
17: end if
18: end if
19: [Cl, PL] := ProcessList(PL, d)
20: µCl := mean(Cl)
21: if distance(µCl, D
p
i ) < d then
22: Cl := Cl ∪ {Dpi } . Adding Dpi to current cluster
23: else
24: PL := PL ∪ {Dpi } . Adding current point to PL
25: end if
26: else
27: PL := PL ∪ {Dpi } . Adding current point to PL
28: end if
29: end if
30: end for
31: return Places
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Algorithm 5 [Cl, PL] = ProcessList(PL, d)
1: Cl := ∅
2: N := |PL| . Calculating list size
3: Cl := Cl ∪ {first(PL)} . Adding the first element of PL to current cluster
4: µCl := mean(Cl) . initializing current cluster mean
5: for i := 2 to N do
6: if distance(µCl, PL(i)) < d then
7: Cl := Cl ∪ {PL(i)} . Adding point from pending list to current cluster
8: PL := PL \ {PL(i)} . Removing point from pending list
9: µCl := mean(Cl) . Updating current cluster mean
10: end if
11: end for
12: return Cl, PL
Figure 10 explains the basic idea of time-based clustering by Kang et al. by showing
what happens when a user moves from a place A to another place B. In the beginning
the user spends time in place A and cluster A is formed. New location measurements
falling within a small distance from the cluster mean of A are added to the cluster.
When the user starts moving away from the place A, location measurements far
from the mean of the cluster A start forming new clusters. Shortly after reaching
place B, a new cluster is formed. As the user stays in the place B, more points are
added to the cluster. Time spent in the cluster A and B is above the threshold and
they represent meaningful places. However, as the user did not spend much time in
the intermediate commuting clusters (i1 to i5), they are neglected as noise.
The oﬄine variant of the time-based clustering algorithm is described in Algorithm 4.
The algorithm is controlled by a distance parameter d and two time parameters t1
and t2. Parameter t1 specifies the minimum amount of time a user is required to
stay in a cluster before the cluster is identified as meaningful, and the parameter
t2 is used to restrict the size of a list holding location measurements pending for
processing.
The algorithm starts by initializing the current cluster with the first data point after
data preparation and then considers points sequentially with respect to the current
cluster. If a point falls within distance d of the current cluster mean, the point is
assigned to the current cluster and the pending list is cleared. We also update the
current cluster mean µCl (lines 5 to 8). If the data point is far from the current
cluster mean µCl, we add the point to PL, the list of pending locations (line 24 and
28
27). When the pending list is full, we check the amount of time the user has spent in
the current cluster. If this time exceeds t1, Cl is added to the list of Places (lines 11
to 16). When adding Cl to the list of Places, we check if any previously identified
place exists within a distance of d
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from Cl (line 13). If such a place can be found, Cl
is merged with that place, otherwise a new place is created (line 14 and 16). When
the duration of stay at the current cluster is small, we neglect the cluster as noise
and process the pending list to select data points for creating a new cluster (lines
19). Processing of the pending list is described in Algorithm 5. In our experiments
we use d = 200 meter and t1 and t2 respectively 10 minutes and 2 minutes.
3.2 Density-Based Algorithms
Shapes of places identified by radius-based algorithms are symmetrical in nature, for
example, circular or spherical. In reality, meaningful places are seldom symmetrical
in shape, on the contrary they usually have quite complex shapes [ZFL+07]. Density-
based clustering overcomes this shortcoming by allowing clusters with arbitrary
shapes. Usually a distance threshold determines the size of a neighbourhood and
the concept of density is introduced by requiring a minimum number of data points
in the neighbourhood. For example, Figure 11 shows a noisy data set with three
distinct groups of data points. The human eye can easily identify three different
clusters and points that do not belong to any cluster. The reason is that we are
Figure 11: Data set showing components with different densities in presence of noise.
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(a) (b)
Figure 12: (a) Shows border points in blue and core points in dark red within a
cluster. (b) Depicts average number of points in the Eps-neighbourhood of border
points in blue and core points in dark red with varying radius (Eps).
looking at the density of data points to group them into clusters. The density of
points within a cluster is considerably higher than the density of points outside.
Isolated points which do not belong to any cluster are considered noise.
Two parameters are important in density based clustering: Eps, the radius of a
circle and MinPts, the minimum number of points within the circle. The Eps-
neighbourhood of a point p, denoted by NEps, is defined as [EKSX96]:
NEps(p) = {q ∈ D | distance(p, q) ≤ Eps}, (3)
where D is the set of all points. Different distance function can be used to de-
fine the neighbourhood. The selected distance function influences the shape of the
neighbourhood. For example, Manhattan distance (1-norm) in 2D space produces
diamond shaped neighbourhoods, Euclidean distance (2-norm) generates circular
neighbourhoods and Chebyshev distance (infinity-norm) produces rectangular neigh-
bourhoods [GW02].
For clustering purposes, a naive approach is to require at leastMinPts points within
the Eps-neighbourhood of a point p for including p in a cluster. However, this simple
approach fails as there are two types of points within a cluster. Core points are the
points which lie inside a cluster and border points are points on the boundary of a
cluster [EKSX96]; see Figure 12(a). Figure 12(b) shows the average number of points
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(a) Directly density rechable (b) Density reachable (c) Density connected
Figure 13: Key concepts of DBSCAN, (a) Red points are directly density reachable
from point q, (b) point p is density reachable from point q, (c) point p and q are
density connected, as point o is density reachable from both p and q.
present in the Eps-neighbourhoods of border and core points for increasing radius
of Euclidean neighbourhood. As indicated in the figure, the Eps-neighbourhoods
of the border points contain fewer points than the Eps-neighbourhoods of the core
points. As a result, while clustering based on the density criteria, a relatively small
value for MinPts should be used in order to include all border points in a cluster.
However, a small value for MinPts makes density based clustering vulnerable to
noise. To overcome this problem definitions such as density-rechability, density-
connectivity and density-joinability have been introduced to make density-based
clustering robust against noise. In the following section we will go through these
concepts while discussing the DBSCAN and DJCluster approaches for identification
of places.
3.2.1 DBSCAN [EKSX96, APV08]
DBSCAN is a density-based clustering algorithm proposed by Ester et al. [EKSX96]
to discover clusters with arbitrary shapes from large spatial databases containing
noise. Adams et al. [APV08] have applied the DBSCAN for place identification.
Following Adams et al., we apply a velocity-based pruning in the data preparation
phase. We use the median velocity of the user as a threshold criterion. This step
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removes points that are collected during commuting and leaves points which are
nearly stationary.
The DBSCAN algorithm requires two parameters, Eps and MinPts as explained
before. The algorithm relies on the following three key concepts: directly density
reachable, density reachable and density connected. The radius parameter Eps draws
a boundary around a point q and identifies all directly density reachable points from
q; see Figure 13(a). Two points q and p are density reachable if there is a sequence
of points (p1, ..., pn) linking them such that pi+1 ∈ NEps(pi); see Figure 13(b). Two
points q and p are density connected if there exists a point o which is density
reachable to both q and p, see Figure 13(c).
Pseudocode for the DBSCAN place identification algorithm is given in Algorithms 6
and 7. The Algorithm 6 starts by preparing the data (line 3) and initialising all data
points as unclassified (line 4). After that, the algorithm iterates through all data
points in Dp, and for each unclassified point Dpi , the algorithm tries to expand the
cluster by calling the ExpandCluster subroutine (lines 6 and 7); see Algorithm 7. If
the expansion is successful, the current cluster count is incremented (lines 8 to 10).
The ExpandCluster sub-routine begins by identifying all neighbouring points of the
Algorithm 6 C = DBSCAN(D,Eps,MinPts)
1: C := ∅
2: ClusterId := 1 . Initializing current cluster number
3: Dp :=PrepareData(D) . Datapreparation
4: Label(i) := Unclassified ∀i := 1, ..., n . n is the number of data points in Dp
5: for i = 1 to n do
6: if Label(i) == Unclassified then
7: [V alue, Label] := ExpandCluster(Dpi , Eps,MinPts, ClusterId, Label)
8: if Value == True then
9: ClusterId := ClusterId + 1 . Updating current cluster number
10: end if
11: end if
12: end for
13: for i := 1 to ClusterId - 1 do
14: Points := {∀p ∈ Dp : Label(p) == i}
15: C := C ∪ {Points}
16: end for
17: return C
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Algorithm 7 Value = ExpandCluster(Dpi , Eps,MinPts, ClusterId, Label)
1: NEps := Neighbourhood(D
p
i ) . Finding neighbours using Geodesic distance
2: if |NEps| < MinPts then . Dpi is not a core point
3: Label(i) := Noise
4: return False, Label
5: else . All points in NEps are density reachable from Dpi
6: ∀p ∈ NEps, Label(p) := ClusterId . All points in NEps are assigned
. to current cluster
7: Seeds := NEps \Dpi . Initializing Seeds
8: while Seeds 6= ∅ do
9: p := first(Seeds)
10: NpEps = Neighbour(p)
11: if |NpEps| ≥MinPts then
12: for i = 1 to |NpEps| do
13: if Label(NpEps(i)) ∈ {Unclassified, Noise} then
14: if Label(NpEps(i)) == Unclassified then
15: Seeds := Seeds ∪NpEps(i) . Adding unclassified point to
. Seeds
16: end if
17: Label(NpEps(i)) := ClusterId . Add N
p
Eps(i) to current cluster
18: end if
19: end for
20: end if
21: Seeds := Seeds \ p . Removing point p from Seeds
22: end while
23: end if
24: return True, Label
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Figure 14: NEps(p) and NEps(q) are density joinable, as point o is present in both
NEps(p) and NEps(q).
current point Dpi (line 1). If the constructed neighbourhood is not dense enough, D
p
i
is marked as noise and the sub-routine returns false (line 2 to 4). Note that, a point
that is marked as noise can be later assigned to a cluster, if the point is density
reachable from another point (line 17). If Dpi is a core point, we start constructing
a cluster (line 6). We expand the current cluster by constructing a list, Seeds (line
7), and add recursively unclassified density reachable points from Seeds to it (line
8 to 15). The cluster expansion continues until no unclassified point is left in the
Seeds.
The outcome of the DBSCAN algorithm depends on the values of Eps andMinPts.
Ester et al. [EKSX96] and Sander et al. [SEKX98] propose a heuristic method to
calculate values of Eps andMinPts from the thinnest cluster. For a predefined value
of k, distances of the kth nearest neighbour for all points in the data is calculated
and are sorted in decreasing order of magnitude. The value of Eps is calculated
form the knee point (see Section 3.1.1) in the sorted kth nearest neighbour graph.
The authors propose k=4 for 2D data. We use Eps = 150 for identifying places on
the granularity of individual buildings and following Ester et al. [EKSX96] we use
MinPts = 4.
3.2.2 DJ-Cluster [ZFL+04, ZFL+07]
The DBSCAN algorithm suffers from high memory requirements due to the recursive
nature of the ExpandCluster subroutine; see Algorithm 7. Also the neighbourhood
query in DBSCAN can be time consuming without suitable spatial indices. To over-
come the shortcomings, Zhou et al. introduce the concept of connected components
to merge clusters which do not require the recursive neighbourhood expansion. The
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Algorithm 8 C = DJCluster(D,Eps)
1: Dp :=PrepareData(D) . Data preparation
2: for i = 1 to 250 do . Varying MinPts from 1 to 250
3: [N iC , C] := FindCluster(Dp, Eps, i) . Calculating number of clusters found
4: if N iC == 1 then . If we found only one cluster
5: break
6: end if
7: end for
8: MinPts := FindKnee(NC) . Finding optimal value for MinPts, see
. Algorithm 2
9: [NC , C]:= FindCluster(Dp, Eps,MinPts) . Finding meaningful locations
10: return C
Algorithm 9 [NC , C] =FindCluster(D,Eps,MinPts)
1: C := ∅ . Initializing cluster container C
2: for i = 1 to n do . n is the number of data points in D
3: NEps := Neighbour(Di) . Finding neighbouring points
4: if |NEps| < MinPts then . if neighbourhood not dense enough
5: Label(Di) := Noise . label current point as noise
6: else
7: if NEps is density joinable to an existing cluster then
8: Merge NEps and all its density joinable clusters
9: else . No density joinable cluster present
10: Create a new cluster c := {NEps}
11: C := C ∪ {c} . adding current cluster c to set of clusters C
12: end if
13: end if
14: end for
15: NC := |C| . Calculating number of clusters found
16: return NC , C
35
notion of connected components is based on the definition of density joinability of
two neighbourhoods. According to Zhou et al., two neighbourhoods are density
joinable if they contain a common point; see Figure 14. Previously in [ZFL+04], the
authors perform data merging and velocity-based pruning to reduce data points, but
in their more recent work [ZFL+07], these pre-processing steps are no longer used.
Accordingly, we follow the authors’ latest work.
Pseudocode for the DJ-Cluster place identification algorithm is described in Algo-
rithms 8 and 9. The main algorithm (Algorithm 8) begins with the data prepara-
tion of location measurements (line 1). The DJ-Cluster algorithm learns the optimal
value of the parameterMinPts by repeating the FindCluster subroutine for varying
values of MinPts followed by applying the FindKnee algorithm, described in Sec-
tion 3.1.1. After finding the optimal value of MinPts, the FindCluster subroutine
is repeated once again with the optimal parameter to identify meaningful places.
The FindCluster subroutine, given in Algorithm 9, describes the main procedure
of DJ-Cluster. It begins by looping over all data points (line 2). For a particular
point, the algorithm calculates the Eps-Neighbourhood, NEps, by identifying all
points within distance Eps from the current point (line 3). If NEps is not dense
enough, the point is identified as noise (lines 4 and 5). If NEps is density joinable
to an existing cluster, NEps is merged to all clusters density joinable to it (lines 7
and 8). Finally, if NEps cannot be merged, a new cluster is created using the points
in NEps (lines 10 to 11). After experimenting with the data sets we use Eps = 50
metres.
3.3 Probabilistic Clustering
In probabilistic clustering, data is considered to be a sample from a set of random
variables. Each random variable corresponds to a cluster. The density function of
a random variable is represented as fi(Φi), where Φi denotes the parameters of the
distribution. Clustering is the process of estimating the unknown parameters from
data. In this section we discuss three probabilistic clustering approaches for place
identification.
3.3.1 K-Means Clustering
K-Means is one of the simplest and best known clustering algorithms. The name
originates from this algorithm’s behaviour of representing each of K clusters by their
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cluster mean, i.e., the geometrical mean of all data points belonging to a cluster
[Ber06]. K-Means clustering follows an iterative approach that minimizes a squared
error function E2 defined as follows:
E2 =
K∑
i=1
∑
x∈Ci
‖x− µi‖2, (4)
here K is the number of clusters in the data set, Ci denotes the set of points belonging
to the ith cluster, µi is the ith cluster mean and x is a data point in cluster Ci.
Pseudocode for the K-Means place identification is given in Algorithm 10. The
algorithm starts by initializing K cluster means with randomly chosen data points
(lines 1 to 4). Next all data points in Dp are assigned to the closest cluster mean and
new cluster means are computed for all clusters from data points currently assigned
to them (line 6 and 7). After this, the squared error function is evaluated (line
8). Line 6 to 8 are repeated until changes in the squared error value is less than a
threshold.
Algorithm 10 C = K-meansClustering(D,K)
1: Dp :=PrepareData(D) . Data preparation
2: for i := 1 to K do . Initializing K cluster means with random data points
3: µi := random(Dp)
4: end for
5: repeat
6: Assign each data point in Dp to closest cluster mean
7: ∀i, µi :=mean(Ci) . Re-estimate cluster means using the current cluster
. memberships
8: E2 :=
∑K
i=1
∑
x∈Ci ‖x− µi‖2 . Calculate error
9: until Changes in E2 < Threshold
10: return K Clusters
To use a realistic value for the input parameter K for K-Means algorithm, we set K
to be the number of clusters identified by the DPCluster algorithm for a particular
data set; see Section 3.3.3.
3.3.2 Agglomerative Gaussian Mixture Model [ARWC06]
Aipperspach et al. have introduced an agglomerative probabilistic clustering algo-
rithm to find places within a home from high-precision location measurements. The
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authors use a three dimensional Gaussian distribution to represent each candidate
place. Two of the dimensions correspond to position and the third dimension rep-
resents time. Pseudocode for the probabilistic clustering algorithm of Aipperspach
et al. is given in Algorithm 11.
The algorithm starts by initializing all data points into a separate cluster after data
preparation of the location measurements (lines 2 to 4). After initialization, if two
clusters are temporally and spatially adjacent, they are merged together. Adjacency
of two clusters is measured using the joint Kullback-Leibler (KL) divergence metric
on the cluster probability distributions; see Section 2.4.1. If the joint KL-divergence
of the two clusters falls below λ1, they are merged (lines 5 to 14).
After merging temporally and spatially adjacent clusters, the time the user stays in
a cluster is computed (line 16). A cluster is considered as a place, if the duration
of stay is greater than a threshold τ (lines 17 to 19). Finally, spatially adjacent
places that represent different visits are combined whenever the KL-divergence of
the spatial dimensions falls below λ2 (lines 21 to 31).
We have tuned the input parameters of the algorithm to identify meaningful places
from discontinuous GPS measurements. We set λ1 = 20 and λ2 = 10 for identifying
meaningful places on a city level granularity. Similarly to the algorithm of Ashbrook
and Starner we use τ = 10 minutes as the minimum duration a user needs to stay
in a cluster in order to consider it meaningful.
3.3.3 Dirichlet Process Clustering [NB08]
Most place identification algorithms rely on parameters whose values need to be
set beforehand. However, often the optimal values of the parameters depend on
the underlying data set. Furthermore often the parameter values are set in an ad-
hoc fashion. Motivated by these shortcomings, in [NB08] we have developed the
Dirichlet Process Clustering algorithm (DPCluster), a probabilistic algorithm that
is based on Dirichlet process mixture models [Fer73, Ant74, Ras00].
The DPCluster algorithm works in two phases. The first phase estimates model pa-
rameters from data. In the second phase, temporal and spatial pruning are used to
discard non-meaningful clusters. For parameter estimation the DPCluster algorithm
uses Gibbs sampling [Nea98], a Markov Chain Monte-Carlo (MCMC) technique that
sequentially updates model parameters, see [RC04]. The statistical model underly-
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Algorithm 11 Places = AgglomerativeGMM(D,λ1, τ, λ2)
1: Places := ∅
2: Dp :=PrepareData(D) . Data preparation
3: N := |Dp| . Calculating number of data points in Dp
4: Cluster := {1, . . . , N} . Initially all data points represent individual clusters
5: for i := 1 to N do
6: µi := mean(data points in Cluster(i)) . Calculating cluster mean
7: Σi :=covariance(data points in Cluster(i)) . Calculating cluster covariance
8: for j := 1 to N do . looping through all other clusters
9: µj := mean(data points in Cluster(j))
10: Σj :=covariance(data points in Cluster(j))
11: JKL := JointKLDivergence(µi,Σi, µj,Σj) . Computing similarity of
. two distributions
12: if JKL < λ1 then . Clusters are temporally and spatially adjascent
13: merge(Cluster(i),Cluster(j))
14: end if
15: end for
16: T :=duration(data points in Cluster(i))
17: if T > τ then . Duration of stay is significant
18: Places := Places ∪ Cluster(i) . Adding cluster to places
19: end if
20: end for
21: for i := 1 to |Places| do
22: µi := mean(data points in Places(i))
23: Σi :=covariance(data points in Places(i))
24: for j := 1 to |Places| do
25: µj := mean(data points in Places(j))
26: Σj :=covariance(data points in Places(j))
27: JKL := JointKLDivergence(µi,Σi, µj,Σj)
28: if JKL < λ2 then
29: merge(Places(i),Places(j))
30: end if
31: end for
32: end for
33: return Places
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ing the DPCluster algorithm and the parameter distributions of the Dirichlet process
model is shown in Appendix A. A table containing the notations used in the DP-
Cluster algorithm is also provided in Appendix A.
In [NB09] we have extended our previous work by modifying the post-processing
phase. In the modified post-processing phase we first re-estimate the cluster indi-
cators for each data point by finding a cluster which has the largest likelihood of
generating the point using the estimated model parameters. We select the cluster q
generating point yi as
q = arg max
j=1,...,k
p(yi|θj, S−1j ),
where k is the number of clusters, θj and S−1j corresponds to the model parameters.
If the estimated probability is greater than 0.01, we assign yi to the cluster q,
otherwise we label yi as noise. From our analysis we have seen that the value of
p(yi|q) is either very small or large. Hence, the choice of threshold value do not
influence the re-estimations of cluster indicators.
After the cluster indicators have been re-estimated, we use temporal pruning on
the identified clusters as described in Section 2.4.2. We use a time threshold of 300
seconds (five minutes). We then apply spatial pruning on the resulting clusters.
While performing the spatial pruning, we calculate the maximum variance of each
cluster in degrees (latitude or longitude). We then divide the clusters into two
categories using K-Means clustering. As the K-Means algorithm is non-deterministic
in nature, we repeat the clustering 1000 times and use the best result. In the
clustering, we use an upper threshold to restrict the size of a cluster. We set the
upper threshold value as 300 metres or as the median of the maximum variance if
that exceeds 300 metres.
3.4 Summary of Place Identification Algorithms
The place identification algorithms discussed above differ from each other in terms
of (i) operations that are performed in the data pre-processing and post-processing
phases, (ii) the algorithm that is used for clustering and (iii) the parameters used in
the clustering steps. We summarise the steps of all place identification algorithms
under study along with their input parameters in Table 2.
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Table 2: Summary of different place identification algorithm requirements.
Algorithm Pre-processing
Input
Post-processing
Parameters
Ashbrook and Starner Data merging timea –
Time-Based Clustering –
radius, time1, –
time2
DBSCAN Velocity pruning
radius,
–
MinPtsb
DJ-Cluster – radius –
K-Means – Kc –
AgglomerativeGMM – λ1d, time, λ2 –
DPCluster – –
Spatial pruning
Temporal pruning
aduration of time.
bMinimum number of points in neighbourhood.
cNumber of clusters to find.
dThreshold for Joint KL-divergence.
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4 Evaluation Framework
To evaluate the performance of the place identification algorithms described in Sec-
tion 3, we have applied each algorithm with identical parameter settings (except the
parameter K for the K-Means algorithm) on 12 different data sets. These data sets
have been collected from different geographical areas and from various users, and
they contain a wide range of activities such as tourism, business visits and everyday
life. Previous works such as [AS03, KWSB04, ARWC06, ZFL+07, APV08] have
shown that place identification algorithms work well on particular data sets assum-
ing the input parameters have been suitably chosen. However, little work has been
conducted to understand how well the algorithms generalise to variations in the data
sets. Temporal and spatial variations present in our data help us to understand the
strengths and the weaknesses of different place identification algorithms, as well as
to asses their generalisation performance.
4.1 Description of Data Sets
During the entire data collection period, all users carried a GPS device and a mobile
phone with BeTelGeuse running on it. In total, we collected around 341,000 GPS
measurements over a period of approximately 191 days. Table 3 summarises the
data sets and also shows the output of the data cleaning and the duration-estimation
phase. In the following we briefly describe the data sets used in the experiments.
Helsinki Data Set: The Helsinki data set consists of location measurements that
have been collected by 5 users. During the data collection period, all users lived in
Helsinki, Finland and the location measurements represent their everyday activities.
User 1: Collected by a computer science student at the University of Helsinki
during a period of one month. During that period 58,365 GPS measurements were
logged. Places in this data set include home, pizzeria, fair, centre and student union.
User 2: Collected by a visiting researcher during two days. 8,881 GPS mea-
surements were logged. The places present in the data include accommodation of
the person, university and restaurants.
User 3: Collected by a researcher over a period of 12 days. 102,384 GPS
measurements were obtained during this time, the user visited places like office,
friend’s home and shops.
User 4: The user collected 126,847 GPS measurements during a period of
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around one and half months. Places present in this data set includes work, shopping
mall, library and play-gound.
User 5: Collected by a researcher over a period of 3 days. We recorded 27,826
GPS measurements. The user visited, e.g., a sport complex, work and kindergarten
during the data gathering period.
BuenosAires: Collected in Buenos Aires, Argentina by a tourist during 8 days.
The location measurements correspond to sight seeing and traveling. 712 GPS
measurements were recorded containing places, e.g., a hotel, restaurants and tourist
sights.
Calcutta: The author has collected this data set in Calcutta, India over a span
of nearly three weeks and this data set consists of 3,835 GPS measurements. The
places in the data contains, e.g., restaurants, homes of relatives and friends.
Canberra: This data set was collected by a researcher in Canberra, Australia for
a period over 2 months. The user collected data from everyday life as well as some
sightseeing. In total, 4,135 GPS measurements were recorded. Places present in this
data set include home, workplace and museum.
GranCanaria: This data set was collected during the IUI’ 2008 conference at Gran
Canaria, Canary Island, Spain. During a day traveling by car the user collected 522
raw GPS measurements. The places contain a hotel and touristic locations around
the island.
Innsbruck: This data set was collected in Innsbruck, Austria while a researcher
was attending the conference Ubicomp 2007. The user collected 1,397 GPS mea-
surements during 6 days. The places include, e.g., a hotel, tourist sights and the
location of the banquet.
Petra: Collected in Petra, Jordan by a tourist. We have 955 GPS measurements
in this data set and it was collected during 2 days. The places include, e.g., a hotel
and sights within the Petra area.
Tokyo: This data set was collected by a visiting scientist during his short stay in
Tokyo, Japan. During 4 days the user travelled to several universities and did some
sightseeing. This data set consists of 5805 GPS measurements.
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Table 3: Summary of all data sets used for evaluation of algorithms.
Dataset Raw Data Valid Outliers Sampling Duration
Points Points Rate (Sec) (days)
User 1/Helsinki 58,365 1,392 45 10 30
User 2/Helsinki 8,881 909 0 10 2
User 3/Helsinki 102,384 36,067 204 10 12
User 4/Helsinki 126,847 38,992 1,824 10 40
User 5/Helsinki 27,826 1,654 90 10 3
Buenosaires 712 403 0 60 8
Calcutta 3,835 2,564 0 60 19
Canberra 3,400 1,594 4 60 64
GranCanaria 522 497 0 60 1
Innsbruck 1397 417 0 60 6
Petra 955 818 0 60 2
Tokyo 5,805 2040 0 60 4
TOTAL: 340,929 87,347 2167 ≈191
4.2 Evaluation of Results
The output of a place identification algorithm is a set of clusters. We represent the
clusters using the 95% error ellipse centered either at the estimated mean (DPClus-
ter) or at the geometrical mean of points constituting the cluster (all other algo-
rithms). The ellipses represent high confidence regions in which the actual place
might be found [SC86]. We derive values of principal axes of the ellipse from the
associated covariance matrices. An example of an error ellipse on Google Earth is
shown in Figure 15(a).
In order to know the exact locations of the places, we visualised the location mea-
surements using Google Earth and asked the users who collected the data to mark
the meaningful places. As we do not have as a priori the corpus of places, people
might not be able to recall all significant places [ZFL+07]. To overcome this problem
we showed the results of the place identification algorithms to the user and allowed
the user to label some places as spurious. Spurious places correspond to places that
can be potentially merged with another place, and to places the user recognises but
does not expect the algorithm to recognise. Examples of spurious places include
bus stops, traffic and infrequently visited places. After discussing with the users, we
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(a) (b)
Figure 15: (a) A cluster is represented as a 95% error ellipse; the pin indicates the
mean of the cluster. (b) Places marked by the users are represented as points and
shown using red toruses.
generated a list of actual and spurious places for each data set. The list of places
was used as the ground truth in the evaluation. Clusters produced by place iden-
tification algorithms were compared against the corresponding list of places and all
clusters were classified into the following categories:
• Correct (C): The cluster represents a place.
• Spurious (S): The cluster corresponds to a spurious place identified by the
user.
• Failed (F): The cluster does not represent a meaningful location, i.e., a false
positive.
Not all meaningful places are identified by a place identification algorithm:
• Missing (M): A place is considered missing when the algorithm fails to detect
it and has not been labelled as spurious by the user.
4.2.1 Comparison of Clusters to Places
Though the actual shape of a personally meaningful place can be quite complex
[ZFL+07], in our experiments we represented places as points; see Figure 15(b). To
45
(a) (b) (c)
Figure 16: (a) The cluster mean is within 300 metres of a place. (b) The closest
point on the ellipse is within 150 metres from a place and the cluster mean is within
300 metres of the place. (c) The place is within a cluster and the distance to the
cluster centre is less than 300 metres.
compare clustering results against the places, we perform distance comparisons of
ellipses representing clusters to places. We assign a cluster to a place if one of the
following criteria is satisfied:
• The cluster mean is within 150 metres of the place; see Figure 16(a).
• The cluster mean is within 300 metres of the place and the distance of the
closest point on the boundary of the ellipse from the place is within 150 metres;
see Figure 16(b).
• The place is within the ellipse and the cluster mean is within 300 metres of
the place; see Figure 16(c).
While assigning a cluster to a place, we prefer a non-spurious place over a spurious
place, i.e., we assign a cluster to an non-spurious place even if a relatively close
spurious place exists. Our heuristics also ensure that a cluster with large variance
is not considered as place unless it is centered close to a place. Once comparison
of clusters to places is done, we calculate the number of correct clusters (Correct),
spurious clusters (Spurious), failed clusters (Failed) and the number of missing places
(Missing).
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4.2.2 Evaluation Metrics
We use precision and recall to measure the accuracy of a place identification algo-
rithm. As precision and recall are closely related, we use the F1-score, which is the
harmonic mean of precision and recall, as our main evaluation criterion. In case of
place identification we define precision, recall and F1-score as:
Precision =
Correct+ Spurious
Correct+ Failed+ Spurious
(5)
Recall =
Correct
Correct+Missing
(6)
F1-score =
2 ∗ Precision ∗ Recall
Precision + Recall
(7)
In information retrieval the definition of precision denotes the fraction of retrieved
documents that are relevant. Spurious clusters are essentially correct places; for
this reason we consider the number of spurious clusters in calculating the precision
value. On the other hand, by definition, users do not expect the algorithm to detect
spurious clusters and for this reason we ignore spurious clusters while calculating
the recall values.
4.3 Comparison
Table 4 shows the overall performance of all the place identification algorithms we
studied in terms of precision, recall and F1-score. The results of the individual
Table 4: Comparison of place identification algorithms. The results are sorted by the
F1-score. C, S, F and M refer to the number of correct clusters, spurious clusters,
failed clusters and missing places respectively.
C S F M Precision Recall F1-Score
DPCluster 57 22 28 27 0.74 0.68 0.71
DJ-Cluster 51 24 19 33 0.80 0.61 0.69
Time-Based Clustering 64 40 80 20 0.57 0.76 0.65
Ashbrook and Starner 62 30 66 22 0.58 0.74 0.65
DBSCAN 67 40 92 17 0.54 0.80 0.64
Agglomerative GMM 53 20 44 31 0.62 0.63 0.63
K-Means 44 13 50 40 0.53 0.52 0.53
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algorithms are given in Appendix B. The DPCluster algorithm has the best F1-
score, whereas the DJ-Cluster algorithm has the best precision and the DBSCAN
algorithm has the best recall. Table 4 reveals that most algorithms fail to balance
between precision and recall. For example the DJ-Cluster algorithm produces best
overall precision but poor recall. Similarly, DBSCAN has the best overall recall, but
it suffers from poor precision and has the highest number of false positives. The
DPCluster is able to balance between precision and recall. We observe that the
performance of some algorithms is dependent on the input parameters and does not
generalize well for data sets containing similar activities. For example, Helsinki data
sets user 4 and user 5 represent family life activities in the same city, but algorithms
with identical parameter settings are not consistent in their performance. The DJ-
Cluster and the DPCluster learn the parameters in the clustering phase and as a
result they perform superior to the other algorithms. Appendix C shows results
of all algorithms on the Calcutta data set. In Table 5 we report best performing
algorithm(s) on individual data sets with respect to the F1-score, precision and
recall.
48
Table 5: Best performing algorithm(s) on different data sets
Data Sets Best F1-Score Best Precision Best Recall
User 1/Helsinki A&Sa DPCluster A&S
User 2/Helsinki
DPCluster DPCluster
All algorithmsGMMb GMM
K-Means K-Means
User 3/Helsinki A&S TB-Clusterc DBSCAN
User 4/Helsinki TB-Cluster DJ-Cluster DBSCAN
User 5/Helsinki DPCluster
DPCluster
A&S
TB-Cluster
Buenosaires DPCluster DJ-Cluster
DPCluster, DBSCAN,
TB-Cluster
Calcutta DPCluster DJ-Cluster
DPCluster, A&S,
DBSCAN, TB-Cluster
Canberra K-Means DJ-Cluster
DPCluster, A&S,
DBSCAN, K-Means,
TB-Cluster
GranCanaria DPCluster TB-Cluster DPCluster, DBSCAN
Innsbruck DJ-Cluster DJ-Cluster
DPCluster, DBSCAN,
DJ-Cluster
Petra DJ-Cluster DJ-Cluster
DPCluster, K-Means,
TB-Cluster
Tokyo A&S DJ-Cluster A&S, TB-Cluster
aAshbrook and Starner.
bAgglomerative GMM.
cTime-Based Clustering.
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5 Discussion
The thorough performance evaluation of all the place identification algorithms stud-
ied in the thesis indicated their strengths and weaknesses. In this section we will
begin with a discussion on shortcomings commonly found in place identification al-
gorithms followed by in depth discussion on strengths and weaknesses of individual
algorithms.
5.1 Shortcomings of Place Identification Algorithms
Place identification algorithms suffer from a number of shortcomings such as high
false positives, the granularity problem, variation of altitude, cluster size and shape
of clusters. Some shortcomings are less severe that the others. For example, arbi-
trary shape of a cluster is a desirable property as meaningful place in our everyday
life is non-symmetrical [ZFL+07].
5.1.1 High False Positives
An identified cluster which is not meaningful to the user is considered as failure
or false positive. A high number of false positives indicate poor performance of the
underlying algorithm as it discovers non-meaningful regions. Moreover, high number
of false positives produces smaller precision value, see Equation 5.
Many place identification algorithms use duration of time a user stays in a clus-
ter as an indicator of determining cluster meaningfulness. Temporal pruning often
produces false positive clusters such as intermediate bus or tram stops along a com-
muting route and waiting due to traffic jam or traffic light.
5.1.2 Granularity Problem
Place identification algorithms might fail to identify places which are closely located.
This depends on the underlying granularity used for clustering. The granularity is
determined by the value of the radius parameter provided in the clustering phase.
A higher value of the radius parameter would easily merge nearby places into one
cluster, whereas a small value would produce many non-meaningful clusters around
a places. As a consequence, radius-based algorithms suffer the most if the radius
parameter is not appropriately chosen.
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Density-based approaches also suffer from the granularity problem. If the user trav-
els frequently between closely situated places, density-based approaches most likely
fail in distinguishing them as the density of data points in the commuting area be-
comes high. Probabilistic clustering approaches are also suffers from the granularity
problem to some extent.
5.1.3 Variation of Altitude
Place identification algorithms calculate distances between points along the surface
of the earth, i.e., they do not consider altitude variations. Altitude variations in
the data can skew the distance calculations and introduce inaccuracies in place
identification as the neighbourhood calculation may return points that are at higher
or lower altitudes. Figure 17 shows the variation of altitude problem in case of
DPCluster algorithm.
Figure 17: Altitude variations can skew distance calculations and generate large
cluster variances.
5.1.4 Cluster Size
The clusters resulting from place identification algorithms vary in terms of their
size. The size of a cluster is determined by the number of points present in it, as
well as the spatial distribution of those points. Approaches based on density-based
clustering set a minimum requirement on the number of points in a cluster, whereas
radius based algorithms allow clusters with few points. Appendix C shows that
different algorithms represent the same place using clusters of varying size.
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Location-aware applications require compact and accurate representation of a place
in order to accurately identify the presence of a user in a place or close to it. When
a user is close to a place, it often indicates that the user is commuting and her
information needs depend on the current activity. For example, immediately coming
out of a place a user might want to check the time for the next bus from a nearby bus
stop. Hence, if the place representation is not accurate, location-aware applications
do not adapt to user’s needs in time, which decreases the usability of the applications.
5.1.5 Shape of Clusters
Radius-based place identification algorithms generate clusters with circular shapes.
However, often meaningful places have complex shapes [ZFL+07]. Density-based
clustering approaches allow algorithms to generate clusters with arbitrary shape.
5.2 Strengths and Weaknesses of Place Identification Algo-
rithms
5.2.1 Ashbrook and Starner
The Ashbrook and Starner place identification algorithm follows a radius-based ap-
proach and it learns the optimal value of the radius parameter from the data. The
running time of the Ashbrook and Starner algorithm is fast but the output of the
algorithm is non-deterministic, i.e., every single run produces a different result. The
algorithm produces circular clusters and often clusters consist of only one data point.
Moreover, the algorithm produces high false positives and as a consequence produces
poor overall precision value; see Table B - 1. Further, Figure 18(a) shows the result
of the Ashbrook and Starner algorithm, which identifies the waiting due to traffic
light along a tram route. The Ashbrook and Starner algorithm is applicable to GPS
location traces only and variation of altitude present in the data do not influence
the output of the algorithm significantly.
5.2.2 Time-Based Clustering
The time-based clustering algorithm by Kang et al. is sensor agnostic in nature, i.e.,
it works on any coordinate data. The algorithm is suitable for running on the mobile
device in an online fashion when parameter values are fixed beforehand. Fixed pa-
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(a) Ashbrook and Starner (b) DBSCAN (c) DJ-Cluster
Figure 18: Many place identification algorithms recognize non-meaningful clusters
such as bus stops or traffic lights as meaningful places.
rameter values are problematic in case of generalisation perfomance; see Table B - 2.
The radius-based approach followed by the algorithm generates circular clusters of-
ten with small sizes (one data point). The algorithm suffers from the granularity
problem. It uses a small merge threshold and, as a consequence, many clusters are
formed around closely located places Home and Shop as shown in Figure 19(a). In
Figure 19 the actual spatial extensions of each cluster is shown using a convex hull
of the points inside a cluster. The convex hull helps to show the exact extension of
the clusters which is not easy with 95% error ellipse.
5.2.3 DBSCAN
The DBSCAN place identification algorithm produces clusters with arbitrary shapes
and requires at least the MinPts number of points within a cluster. The DB-
SCAN algorithm detects many insignificant stops along a commuting route, see
Figure 18(b). High number of false positives decreases the performance of the DB-
SCAN algorithm in terms of precision; see Table B - 3. The DBSCAN algorithm
also suffers from the granularity problem, see Figure 19(b). The presence of altitude
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(a) Time-Based Clustering (b) DBSCAN
(c) DJ-Cluster (d) Agglomerative GMM
Figure 19: Many place identification algorithms fail to recognise closely located
places. In this figure spatial extension of each cluster is represented by a convex hull
of points comprising the cluster.
variations within a data set influences the outcome of the algorithm. The DBSCAN
algorithm requires high running time.
5.2.4 DJ-Cluster
Like the DBSCAN algorithm, the DJ-Cluster place identification algorithm fol-
lows a density-based approach to identify places from location measurements. The
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DJ-Cluster algorithm produces clusters with arbitrary shapes containing at least
MinPts number of points. The algorithm learns the optimal vale of MinPts from
the data. The DJ-Cluster algorithm produces false positives by identifying stops
along a commuting route, see Figure 18(c). Moreover, the algorithm suffers from
the granularity problem thereby failing to identify places located nearby, see Fig-
ure 19(c). Though the DJ-Cluster algorithm requires high running time, its gener-
alization performance is the best in terms of overall precision value; see Table B - 4.
5.2.5 K-Means
The K-Means place identification algorithm is the simples of all other algorithms
and it suffers from a number of shortcomings. Setting the input parameter K,
i.e., the number of clusters beforehand, is unrealistic as often no prior knowledge
about the number of meaningful places in the data is available. Another limitation
is that all data points are included in the final clustering, which makes K-Means
algorithm sensitive to outliers and noise [ZFL+07]. The K-means algorithm is non-
deterministic in nature and its outcome depends on the initial random choice of
cluster means. To improve the results of the K-means algorithm, one can attempt
to select better initial starting conditions [BF98]. Another potential improvement
is to permit merging and splitting of the resulting clusters [JMF99]. The K-Means
algorithm has fast running time but produces clusters with extremely large size and
its generalisation performance is worst; see Table B - 5.
5.2.6 Agglomerative GMM
The Agglomerative GMM place identification algorithm requires setting of non-
intuitive parameter values which are joint KL-divergence thresholds. The algorithm
suffers from the granularity problem as it fails to identify closely located places; see
Figure 19(d). The running time of the algorithm is high. However, the agglomerative
GMM place identification algorithm balances the overall precision and recall values;
see Table B - 6.
5.2.7 DPCluster
Our proposed the DPCluster place identification algorithm does not require any
parameters in the clustering phase, however, it requires two parameters for post
processing. The DPCluster algorithm is vulnerable to the altitude variations in the
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data. This problem is shown in Figure 17, where the DPCluster fails to identify
individual places (shown in red) situated at different altitudes in the Innsbruck
data set. Instead it generates a cluster with high variance. The running time of
the DPCluster algorithm depends on the size of the input data and the spatial
distribution of data points. DPCluster converges rapidly if the points are evenly
distributed, however, convergence can become slow when the data contains long
and narrow traces or a number of dense areas within a small region. The DPCluster
algorithm manages to balance between the overall precision and recall values and
produces the best generalisation performance in terms of F1-Score; see Table B - 7.
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6 Conclusions
In this thesis we have studied seven state-of-the-art place identification algorithms.
We have evaluated and compared the generalisation performances of all the algo-
rithms on twelve data sets collected using GPS technology. For data gathering we
used BeTelGeuse. Based on the results of the evaluation, we identified problems with
existing place identification algorithms and provided directions for future work. We
conclude by summarising all place identification algorithms briefly in Table 6.
Table 6: Summary of Place Identification Algorithms.
Ashbrook and Starner Shows good recall but poor precision. Suffers from
granularity problem, variations in the output cluster
size and high false positive problem.
Time-Based Clustering Developed to run in mobile devices and produces sec-
ond best recall. Recognises infrequent places and suf-
fers from poor precision, high false positives, cluster
size and high sensitivity to parameters.
DBSCAN Produces best overall recall but poor precision value.
Suffers from granularity, non-meaningful places iden-
tification and altitude variation problems.
DJ-Cluster Produces best precision but poor recall. Suffers
from granularity problem and generates false posi-
tives along commuting route. Slow for large data
sets.
K-Means Simplest of all algorithms, sensitive to noise and in-
put parameter K. Poor generalisation performance
with lowest precision and recall.
Agglomerative GMM Balances precision and recall. Sensitive to parameter
values which are non-intuitive to set. Suffers from
granularity problem and slow for large data sets.
DPCluster Produces good precision and recall. Best perfor-
mance in terms of F1-Score. Suffers from altitude
variation and is slow for large data sets.
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A Dirichlet Process Clustering Model
Figure A - 1: Dirichlet Process Clustering Model.
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Figure A - 2: Parameter Distributions of Dirichlet Process Clustering Algorithm;
for details see [NB08].
Table A - 1: A summary of the notations used in DPCluster algorithm.
Symbol Description
yi Coordinates of an individual data point
ci Cluster indicator for data point i
n Number of data points
y Sample mean
Σ Sample precision
µj The mean vector of cluster j
Sj The precision matrix of cluster j
λ Mean vector for the prior on cluster means µj
R Precision matrix for the prior on cluster means µj
β Degrees of freedom for the prior on cluster precision matrices Sj
W Inverse scaling matrix for the prior on cluster precision matrices Sj
α Concentration parameter of the Dirichlet process prior
N Multivariate Normal distribution
Wi Wishart distribution
G Gamma distribution
DP Dirichlet process
B Performance of Individual Algorithms
Table B - 1: The results of Ashbrook and Starner algorithm.
Data Set C S F M Precision Recall F1-Score
User 1/Helsinki 4 4 12 1 0.40 0.80 0.53
User 2/Helsinki 2 5 1 0 0.88 1.00 0.93
User 3/Helsinki 6 4 5 2 0.67 0.75 0.71
User 4/Helsinki 6 3 11 7 0.45 0.46 0.46
User 5/Helsinki 6 1 2 2 0.78 0.75 0.76
Buenosaires 5 2 3 1 0.70 0.83 0.76
Calcutta 10 0 9 0 0.53 1.00 0.69
Canberra 5 5 6 0 0.63 1.00 0.77
GranCanaria 2 0 3 5 0.40 0.29 0.33
Innsbruck 4 2 7 1 0.46 0.80 0.59
Petra 4 2 3 2 0.67 0.67 0.67
Tokyo 8 2 4 1 0.71 0.89 0.79
Total 62 30 66 22 0.58 0.74 0.65
Table B - 2: The results of Time-Based Clustering algorithm.
Data Set C S F M Precision Recall F1-Score
User 1/Helsinki 2 5 7 3 0.50 0.40 0.44
User 2/Helsinki 2 4 1 0 0.86 1.00 0.92
User 3/Helsinki 4 3 3 4 0.70 0.50 0.58
User 4/Helsinki 12 7 17 1 0.53 0.92 0.67
User 5/Helsinki 2 1 0 6 1.00 0.25 0.40
Buenosaires 6 6 4 0 0.75 1.00 0.86
Calcutta 10 1 16 0 0.41 1.00 0.58
Canberra 5 6 11 0 0.50 1.00 0.67
GranCanaria 3 0 0 4 1.00 0.43 0.60
Innsbruck 4 2 2 1 0.75 0.80 0.77
Petra 6 2 14 0 0.36 1.00 0.53
Tokyo 8 3 5 1 0.69 0.89 0.78
Total 64 40 80 20 0.57 0.76 0.65
Table B - 3: The results of DBSCAN algorithm.
Data Set C S F M Precision Recall F1-Score
User 1/Helsinki 3 6 13 2 0.41 0.60 0.49
User 2/Helsinki 2 5 12 0 0.37 1.00 0.54
User 3/Helsinki 7 4 15 1 0.42 0.88 0.57
User 4/Helsinki 10 6 11 3 0.59 0.77 0.67
User 5/Helsinki 5 2 4 3 0.64 0.63 0.63
Buenosaires 6 5 3 0 0.79 1.00 0.88
Calcutta 10 1 8 0 0.58 1.00 0.73
Canberra 5 5 4 0 0.71 1.00 0.83
GranCanaria 5 0 6 2 0.45 0.71 0.56
Innsbruck 5 2 1 0 0.88 1.00 0.93
Petra 5 2 13 1 0.35 0.83 0.49
Tokyo 4 2 2 5 0.75 0.44 0.56
Total 67 40 92 17 0.54 0.80 0.64
Table B - 4: The results of DJ-Cluster algorithm.
Data Set C S F M Precision Recall F1-Score
User 1/Helsinki 1 4 4 4 0.56 0.20 0.29
User 2/Helsinki 2 3 1 0 0.83 1.00 0.91
User 3/Helsinki 5 3 4 3 0.67 0.63 0.65
User 4/Helsinki 6 3 1 7 0.90 0.46 0.61
User 5/Helsinki 4 2 3 4 0.67 0.50 0.57
Buenosaires 5 0 0 1 1.00 0.83 0.91
Calcutta 6 1 1 4 0.88 0.60 0.71
Canberra 4 3 0 1 1.00 0.80 0.89
GranCanaria 4 0 3 3 0.57 0.57 0.57
Innsbruck 5 2 0 0 1.00 1.00 1.00
Petra 5 1 1 1 0.86 0.83 0.85
Tokyo 4 2 1 5 0.86 0.44 0.59
Total 51 24 19 33 0.80 0.61 0.69
Table B - 5: The results of K-Means algorithm.
Data Set C S F M Precision Recall F1-Score
User 1/Helsinki 1 3 4 4 0.50 0.20 0.29
User 2/Helsinki 2 2 0 0 1.00 1.00 1.00
User 3/Helsinki 3 0 6 5 0.33 0.38 0.35
User 4/Helsinki 1 0 6 12 0.14 0.08 0.10
User 5/Helsinki 3 0 4 5 0.43 0.38 0.40
Buenosaires 5 1 3 1 0.67 0.83 0.74
Calcutta 9 1 7 1 0.59 0.90 0.71
Canberra 5 5 1 0 0.91 1.00 0.95
GranCanaria 0 0 6 7 0.00 0.00 0.00
Innsbruck 3 0 5 2 0.38 0.60 0.46
Petra 6 1 5 0 0.58 1.00 0.74
Tokyo 6 0 3 3 0.67 0.67 0.67
Total 44 13 50 40 0.53 0.52 0.53
Table B - 6: The results of agglomerative Gaussian mixture model clustering algo-
rithm.
Data Set C S F M Precision Recall F1-Score
User 1/Helsinki 3 3 8 2 0.43 0.60 0.50
User 2/Helsinki 2 3 0 0 1.00 1.00 1.00
User 3/Helsinki 4 2 3 4 0.67 0.50 0.57
User 4/Helsinki 8 1 15 5 0.38 0.62 0.47
User 5/Helsinki 3 1 2 5 0.67 0.38 0.48
Buenosaires 5 5 1 1 0.91 0.83 0.87
Calcutta 8 0 3 2 0.73 0.80 0.76
Canberra 4 3 2 1 0.78 0.80 0.79
GranCanaria 3 0 2 4 0.60 0.43 0.50
Innsbruck 2 0 3 3 0.40 0.40 0.40
Petra 5 1 2 1 0.75 0.83 0.79
Tokyo 6 1 3 3 0.70 0.67 0.68
Total 53 20 44 31 0.62 0.63 0.63
Table B - 7: The results of Dirichlet process model clustering algorithm.
Data Set C S F M Precision Recall F1-Score
User 1/Helsinki 2 3 3 3 0.63 0.40 0.49
User 2/Helsinki 2 2 0 0 1.00 1.00 1.00
User 3/Helsinki 4 2 3 4 0.67 0.50 0.57
User 4/Helsinki 4 1 2 9 0.71 0.31 0.43
User 5/Helsinki 5 2 0 3 1.00 0.63 0.77
Buenosaires 6 2 1 0 0.89 1.00 0.94
Calcutta 10 1 6 0 0.65 1.00 0.79
Canberra 5 3 3 0 0.73 1.00 0.84
GranCanaria 5 0 1 2 0.83 0.71 0.77
Innsbruck 5 2 1 0 0.88 1.00 0.93
Petra 6 2 4 0 0.67 1.00 0.80
Tokyo 3 2 4 6 0.56 0.33 0.42
Total 57 22 28 27 0.74 0.68 0.71
C Visualisation of Results
Figure C - 1: Raw GPS measurements collected from Calcutta, India.
Figure C - 2: Result after data preparation phase.
Figure C - 3: Places meaningful to the user are shown in red circles.
Figure C - 4: Output of K-Means algorithm. Clusters are represented using 95%
error ellipses shown in purple and yellow pushpins are estimated cluster centre.
Figure C - 5: Output of Ashbrook and Starner algorithm.
Figure C - 6: Output of Time-Based Clustering algorithm.
Figure C - 7: Output of DBSCAN algorithm.
Figure C - 8: Output of DJ-Cluster algorithm.
Figure C - 9: Output of Agglomerative GMM algorithm.
Figure C - 10: Output of DPCluster algorithm.
