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1. INTRODUCTION 
Throughout this paper (R, m) will denote a Noetherian local ring. Let H 
be the Hilbert function of gr,(R) = R/m@ m/m’@ ..., namely H(n) = 
dim,(m”/m” + ‘), w  h ere k = R/m. For large n H is a polynomial in n of 
degree dim R - 1. 
If Zc R is an ideal, put o(Z)=dim,(Z/mZ); then o(Z) is the common size 
of the minimal generating sets for I. Set u(R) = sup{ u(Z): Zc R an ideal}. It 
is known [4, S] that: 
v(R)< coodim R6 1-H is bounded. 
We obviously have u(R) 3 sup H 3 e(R) for l-dimensional local rings, 
since H(n) = u(m”), and e(R) is the stationary value of H. If in addition, k 
is CohenMacaulay then u(R) = sup H = e(R), but none of these equalities 
holds in general. 
Known results concerning u(R) are usually obtained under special 
assumptions on R (most frequently Cohen-Macaulay), and when these are 
removed very little seems to be known. See [S] for a general survey of the 
subject. 
In this paper we answer the following question: Given H (or sup H), 
how large can u(R) be? A bound on u(R) is calculated in terms of the 
values of H, and it is shown that in general, this bound cannot be 
improved. This is Theorem 4.1. In particular it turns out that 
u(R)<(d+o(d)).logd.loglogd 
where d = sup H. 
Theorem 4.2 extends our basic result, giving a precise bound on 
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u,(R) =def sup{u(Z): Zcm”} for each positive integer n. If dim R = 1 we 
have o,(R) = e(R) for sufficiently large n (Corollary 4.2.2). 
Theorem 4.3 deals with ideals Zzm” in a local ring (R, m) of arbitrary 
dimension. It is proved that there is a constant C (depending on H) such 
that Z=,m” * u(Z) < u(m”) + C for each n > 0. This bound is asymptotically 
smaller than the bound given in [7] for Cohen-Macaulay rings. In 
Corollary 4.3.1 we claim that C = 0 for regular rings. Our method is based 
on the reduction of the algebraic notion of minimal generation to the com- 
binatorial concept of anti-chains in certain collection of monomials. This is 
done in Section 2. Then, using a Theorem of Macaulay [6], we calculate a 
bound on the size of such anti-chains in Section 3. Section 4 is devoted to 
the formulation of the Algebraic applications. 
2 
We begin our discussion with the following simple lemma, which is, 
however, very useful: It reduces questions about u(R) to the case of an 
Artin local ring. 
LEMMA 2.1. u(R)=sup{u(R/m”):new}. 
Proof: > is clear. 
We prove 6 by showing that for any ideal Zc R there exist n E o such 
that u(Z) = u(Z), where f is the image of Z in R/m” (namely I= (I+ m”)/m”). 
Let Zc R be an ideal minimally generated by {x1 ,..., x,}. We claim that for 
some integer n {X, ,..., X0} is a minimal set of generators for Z in R/m” 
(where Xi is the image of xi). 
Otherwise for each n there exist 1~ i, < u such that 
xi” E (x, ,..., ii “,..., x,) + m”. (1) 
Choose i such that i, = i for infinitely many n. Let J= (xi,..., gi,..., x,). Then 
X~E fi (J+m”)=J (2) 
n=l 
(where the last equality is proved by applying the Artin-Rees lemma to the 
ring R/J). Equation (2) contradicts our assumption that u(Z) = u, showing 
that Z can be generated by less than u elements. 1 
Now, given an Artin local ring (R, m) let x1,..., x, be a minimal set of 
generators for m. Denote by Z the (finite) set of all monomials in the 
variables X, ,..., X, of degree less than n,, where n, is the least integer such 
that m”O=O. 
607/59/l-6 
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Define a linear ordering < on r by: flX;’ < nXf if C xi < C pi or 
Cai=Cfii and for some 1 <j<s we have aj<Bj and cri=Bi for j<i<s. 
(This is the reverse lexicographic order.) Define p: F + R, p(nXF) = nxg! 
A subset F of r is called an order ideal if for kf, NE f M 1 N and NE F 
imply ME F. We shall construct an order ideal Fc r with the property 
that for each n <n, {p(M): ME F, deg M = n> is a minimal set of 
generators for m”. The idea is basically due to F. S. Macaulay. It is similar 
to the process described in the proof of Theorem 2.1 of [9] for G-Algebras, 
with a slight modification which is necessary for our purposes. 
2.2. Construction of F. Let M, be the maximal monomial M in r satis- 
fying p(M) # 0. Given M,,,..., MiP I define M, to be the maximal monomial 
MEW with the property that p(M)& (p(M,),..., p(Mip 1)). If no such 
monomial exist the process terminates with Mi- 1 (in which case 
Mi- r = l), and F= (MO ,..., MiP 1 >. It is clear that M, > M, > .. > M;- 1, 
and 
for each ME r either ME F or p(M) is generated (in R) by 
elements of the form p(M) satisfying M < M’ E F. (3) 
In fact Mj+ I < M < Mj implies p(M) E ( p(M,),..., p(A4,)). For n < no put 
F,,= {MEF: deg M=n}. 
PROFYXITION 2.3. (i) F is an order-ideal. 
(ii) p(F,) is a minimal generating set for m” (n < no). 
(iii) Every element a E R can be written as a = C pip(Mi), where the 
M;.s are different monomials in F, and the p:s are units. 
Proof (i) Let MEW, NEF, MI N. Assume N=ML. If M$F use (3) 
to find monomials A4 < Mi E F and elements ai E R such that p(M) = 
C uip(Mi). Multiplying by p(L) we get p(N) = C uip(MiL). (Omitting all 
the zero-summands we may assume M,L E r for each i.) Note that M < Mi 
implies N = M. L < M,L. Now replace each element p(MiL) by a com- 
bination & b, p(M,) of images of monomials M, E F which are not smaller 
than M,L and so are certainly greater than N. The equality p(N) = 
& b,p(M,) contradicts our assumption that NE F. 
(ii) Clearly ME F,,+ Pam”. m” is certainly generated by p(F,), 
where I-,, is the set of all n-degree monomials in r. If ME r,, - F,, we have 
p(M) = C ujp(Mj), where A4 < Mj E F. In particular deg A4,a deg M = n. 
Choose for each j a monomial N, 1 Mj of degree n. By part (i) N, E F,, and 
p(M) is obviously generated by the set (p(N,)}. 
To show minimality we argue as follows: 
Suppose, on the contrary, that for some ME F,, we have p(M) = 
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C ajP(Mj), where M, MjE F,,, M# Mj for each j. Assume further that M is 
the minimal monomial in F,, with such .property. It follows that 
Mj < M * aj is a non-unit, so aj E m, and aj p(Mj) E m” + ‘. Thus 
P(M) = r + 1 ajp(Mj), (4) 
where rEm”+’ and each Mj appearing in the last summation satisfies 
Mj > M. Use the first part of the proposition to express r as a combination 
1 bj P(Njh (5) 
where NjcF,,+,, so Nj > M. Substitution of (5) in (4) leads to contradic- 
tion. 
(iii) Define n(a) as the maximal n such that aEm”. The claim is easily 
proved by induction on n, - n(a). Let n = n(a). By (ii) a = C;= 1 aip(Mi), 
where Mi E F,. Assume a, ,..., ak are non-units, and ak+ i ,..., a, are units. 
Then, a’ =def If=, ai p(M,) E m”+ ‘. Applying the induction hypothesis for 
a’ we get the desired expression for a. 1 
COROLLARY 2.3.1. IF,,1 =H(n)for every new. 1 
For the sake of simplicity we identify ME r with p(M) E R. 
2.4. Now we come to the main point of our discussion. We describe an 
elimination process which will give us, for each minimal set of generators 
for an ideal I in R, an anti-chain of monomials in F of the same size. The 
crucial point is: 
LEMMA 2.4. Let f, g E R, f # 0. We regard them as polynomials in the 
variables X 1,..., X, whose coefficients are units, and whose monomials belong 
to F. Let M be the minimal monomial appearing in J: Then there is an 
element h E R such that g - h. f can be written as C uiMi, where the q’s are 
units, Mi E F, and for each i 
0) MIMii 
(ii) if Mi does not appear in g then Mi > M. ’ 
Proof: Define sequences of elements gi E R, units Ui E R and monomials 
Mi E F as follows: 
g, = g. Given g, (as a combination of monomials in F with unit coef- 
ficients) let Ni be the minimal monomial appearing in it which is divisible 
by M (as monomials). If no such monomial exists h = CO, jC i ujMj will be 
1 This is reminiscent of the Weierstrass preparation theorem, with general monomial instead 
of a power of one variable. 
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as required. Otherwise write Ni = M. Mi, where M;E F, and let 2 be the 
coeficient of M in f, li the coefficient of Mi in gi. Define ui= l-‘ii, 
gi+l = gi - ui MJ Obviously Nj will not appear in gi+ 1. Moreover, the 
new monomials appearing in gi+ 1 are of the form M’ . Mi, where M 
appears in f, hence M’ > M, M’ . Mi > M. Mi = Ni. Replacing each M’ . Mi 
by a combination of monomials in F not smaller than it, and finally 
passing to a representation with unit coefficients we get an expression for 
gi+l in which Ni has disappeared and greater monomials have taken its 
place. Thus, defining C(~ = Rank(N,), the rank of the minimal monomial in 
g, divisible by M (where the rank function is relative to the linear ordering 
< on Z), we conclude that cli+ 1 > C(~. Since f is finite the process will 
terminate after a finite number of steps. 1 
DEFINITION. A set S c r is called an anti-chain if for each M # N in S 
MIN. 
THEOREM 2.5. F contains an anti-chain of size u(R). 
Proof: Let Zc R be an ideal with v(Z) = o(R), and let f, ,..., f, be a 
minimal set of generators for Z (where v = u(Z)). Regarding each fi as a 
polynomial in x1 ,..., x, in the usual way, choose the minimal monomial 
appearing in some fj. Denote it by M, , and let f, be a polynomial contain- 
ing it. 
For each 1 < idu find hi’)E R such that fj’)=““‘f,-hi”.f, will satisfy 
the requirements (i) and (ii) of Lemma 2.4. Now let A4, be the minimal 
monomial appearing in the representations of fk’),..., fb”. Assume further 
that M, appears in f, . (l) Note that M, jlM2 because multiples of M, do not 
appear in fil’ (1 < i< u) (requirement (i)). Also M2 FM, since M, was the 
minimal monomial appearing in some fi, and M,, appearing in some f j’), 
is certainly greater than it (requirement (ii)). Now applying Lemma 2.4 
again, we get elements fj’) = f!’ ) - hj2) . f$’ ) (2 < i < v), whose monomials 
are greater than M, and not divisible by it. Let M, be the minimal 
monomial appearing in some fj c2), etc. Note that fij’ = 0 for some j < id u 
implies that f, is generated by the elements fi,..., &., which is impossible, 
since f, ,..., f, is a minimal set of generators. Therefore the process will not 
terminate until M,, M, ,..., M, have all been defined. The set 
{M 1 ,..‘> M,} c F is an anti-chain of size u(R). 1 
The next examples illustrate the use of our method in the evaluation of 
EXAMPLE 2.5.1. Let k be a field, 
R = k[X, ,..., X,1/(X, ,..., X3)“+ ‘. 
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In this case F is the collection of all monomials in XL,..., X, of total 
degree <n. The maximal size of an anti-chain in F is (“+;I-‘): First note 
that F, is an anti-chain of that size. The other direction is proved by 
defining a map g: F -+ F,, g(M) = A4 * X7 - degM, which is injective on any 
anti-chain SC F. Thus v(R) < (“+;- ‘). But we always have u(R) 2 
maxZf=maxlFJ, therefore u(R)=(“+;-’ ). Note that this follows also from 
Theorem 1 in [ 11. 
EXAMPLE 2.5.2. R =k[X, ,..., X,]/(X’p, A’;2 ,..., c), where n, ,..., n, are 
positive integers. In this case F= (n; Xy: 0 < di < ni) put 
It is known [2] that the maximal size of an anti-chain in F is IFJ. (This is 
a generalization of the Sperner lemma. See also [S] for a general survey of 
the subject.) We conclude that u(R) = IF,I. 
The next example shows that o(R) can be greater than max IFJ. 
EXAMPLE 2.5.3. R = k[X,, X,, XJZ, where z = (X,, x*)‘+ 
(X,, X,, X,).X,. One can easily verify that u(R) = 4, although max jFil = 3. 
3 
Given an order-ideal of monomials F, denote by a(F) the supremal size 
of an anti-chain in F (possibly cc). The type of F is defined to be the 
function H: o + o, H(n) = IF,J. Our purpose is, given a type-function H to 
calculate a(H) =def max(a( F): F is an order ideal of type H). 
In our context H is the Hilbert function of gr,(R), where (R, m) is an 
Artin local ring, so H(n) = 0 for large n, and the maximum is well defined. 
There is a complete characterization of the possibie type-functions of order- 
ideals of monomials due basically to F. S. Macaulay [6] (See also 
Theorem 2.2 in [9].) The formulation of this result which will be our main 
tool in this section requires some new notations. 
Given positive integers h, n, h can be uniquely written as h = C;=j(‘$, 
where h,>h,.,-,> ... >h,>j>l. 
Define 
A<,>= i (h,-;), 
f=j 
A,,,= 5 ("'; ') 
i=j 
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(where (;) = 0 whenever II < k.) We shall sometimes write 
h = k h.i 
0 i=l ’ 
where h,=i-1 for 16kj. Note that h,,,+h,,,=h, h,,,=O for n>h. 
Given a function H: o + o let C(H), the “canonical collection of type H,” 
be U,“=, C,(H), where C,(H) is the set of the first H(n) monomials of 
degree n in the variables X,, X,,... (relative to the reverse lexicographic 
order defined above). 
THEOREM 3.1 (Macaulay). The following are equivalent for H: co + o. 
(i) H is a type-function of some order ideal of monomials; 
(ii) H(O)= 1, (Vn) H(n)>H(n+ l)cn+l>; 
(iii) C(H) is an order-ideal. 
Proof: See [6]. A generalization and simplification is given in [3]. 1 
Let F be an order ideal. An element ME F is called maximal if M is not a 
proper divisor of some M’ E F. Denote by Max F the set of all maximal 
monomials in F, and let m(F) = ]Max FI. 
Clearly Max F is an anti-chain in F, so a(F) b m(F). 
LEMMA 3.2. Let H be a type function. Then max{m(F): F is an order 
ideal of type H} = m(C(H)). 
Proof. Given an order ideal of type H define F:, c F,, _, to be the set of 
all monomials ME F,, _ r which divides some monomial in F,,. Clearly 
MaxF= (j (F,-F:,+,) 
PI=0 
m(F)= 2 IFA-IC+lI = f H(n)-IFL+lI. 
n=O ?I=0 
Thus, maximizing m(F) is equivalent to minimizing IF:, + ,I for each n. By 
the Macaulay theorem lFn+,l 2 H(n + l)(,+ r> and equality holds in the 
canonical case F= C(H). Thus the lemma is proved. 1 
Note that for finite type function H (i.e., H(n) = 0 for large n) we have 
m(C(H))= 5 H(n)-H(n+l) c,+l>=ff(0)+ f W-)-H(n)<,> 
= 1+ f H(n),,, (where O,,, = 0 by definition). (1) 
It=1 
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LEMMA 3.3. Let H, H’ be finite type functions such that 
H’(n) < H(n) for each n. 
Then 
m(C(H’))<m(C(H)). 
Proof It is sufficient to show that the function h + h,,, is non- 
decreasing. Since h,,, + h,,, = h this is equivalent to (h + l),,, <h,,, + 1. 
Let S be the set of the first h monomials of degree n, S’, their divisors of 
degree n- 1, so IS’1 =h,,,. Let A4 be the (h + l)-monomial of degree n, 
and suppose M has two n - 1 degree divisors M1 , M, 4 S’. Then, for some 
i # j, M, = M/Xi, M, = M/X,. Suppose i < j. Then Xi. M, < XjM2 = M, 
so Xi Mz E S, M, E S’, a contradiction. Therefore (h + l),,, = 
I(Su {M})‘l Gh,,, + 1. 1 
THEOREM 3.4. a(H) = m(C(H)) for any finite type function H. 
Proof Let F be an order ideal of type H such that a(F) is maximal. Let 
S c F be an anti-chain of size a(F). Define S =de‘ {ME R 3 NE S M 1 N}. s 
is an order ideal. Let R be its type. Note that Max S= S, hence 
m(S) = a(F). (2) 
By Lemma 3.2 
m(C(R)) 2 m(S), 
and since R< H we have also 
m(C(H)) 2 m(C(A)). 
(3) 
(4) 
Now 
and by the choice of F 
(5) 
a(F) > a(C(Z-0). (6) 
Combining (2~(6) we get the result. 1 
Applying (1) we get 
a(H)= 1 + f H(n),,,. 
n=l 
(7) 
This can be generalized as follows: 
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THEOREM 3.5. Let F be an order-ideal of monomials of finite type H, S 
an anti-chain in F whose monomials are of degree in,. Then 
p( Q H(no) + c Hb%,. 
We omit the proof of this result, since it is a straight forward extension 
of our technique. 
3.6. Let F be an order-ideal of monomials in X, ,..., X, not necessarily 
finite, H its type function. It is possible that a(F) = co, but, as we shall see, 
m(F) is always finite. Since Max F is an anti-chain, this follows from: 
LEMMA 3.6. Every anti-chain of monomials in X1,..., X, is finite. 
Proof Induction on s. If s = 1 every anti-chain contains at most one 
element. Assuming the result for s - 1, suppose {M,},“= , is an infinite anti- 
chain of monomials in X, ,..., X,. Let M, = nf= i Xp. 
Case 1. Vie (l,..., s} ~l,~-+~+~ co. Then an integer n exists such that 
Vi E { l,..., s} ani > aIi, so M, I M,, a contradiction. 
Case2. 3ie {l,..., s} ani ft,,, co. Assume i=s. Then an a>0 exist 
such that the set J= {n: a,, = a} is infinite. We conclude that 
{MJX:: n E J} is an infinite anti-chain of monomials in the variables 
x Jf-1, 1 ,...> a contradiction. 1 
Note that, by Lemma 3.2, 
m(F)dm(C(H))= f H(n)-H(n+ l)++l: 
n=O 
where (by 3.6) the last sum is always finite. 
3.7. Before returning to the algebraic applications we want to evaluate 
how large a(H) can be when H(n) <d for every n. Lemma 3.3 with 
Theorem 3.4 tell us the exact answer, namely 
max{a(H): (Vn) H(n) <d} = 1 + f d,,, fEf a(d). 
n=l 
The sum in the right side is actually finite (since d,,, = 0 for n > d) and is 
clearly bounded by 1 + (d- 1)‘. In fact we can prove that 
44 
d.log d.log log d d l. + 
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The proof is rather lengthy and technical, so we omit it.’ The first 15 values 
of the function tx are: 
d112345 6 7 8 9 10 11 12 13 14 1.5 
a(d) 1 1 2 4 6 9 12 15 18 23 27 30 34 39 43 50 I 
4 
Combining Theorems 2.5 and 3.4, we get the main result of this paper, 
namely: 
THEOREM 4.1. Let (R, m) be a local ring, H the Hilbert function of 
gr,( R). Then 
u(R)< l-t jf H(njc,,. (11 
n=l 
This bound is the best possible : For each type-function H there exist a local 
ring R with Hilbert function H such that u(R) = 1 + C,“=, H(n)(,). 
Remark. If dim R > 1 both sides of (1) are co. If dim R < 1 H is boun- 
ded, so a minimal integer no exist such that H(n,) <n, . It follows (using 
the Macaulay theorem) that H(n + 1) <H(n) for n >, no, so n 3 no* 
H(n) 6 n S- H(n),,, = 0. 
ProoJ If dim R = 0 (1) is an immediate consequence of Theorems 2.5 
and 3.4. Assume dim R = 1. By Lemma 2.1, there exist a positive integer no 
such that 
v(R) = v( RImno). (2) 
Put R’ = R/m”O, and let H’ be its Hilbert function. Then, by the previous 
case 
o(R’)< 1 + f H’(n)(,). (3) 
n=l 
But 
H’(n) G H(n). (4) 
z Interested readers may write me and I’11 send them the proof. 
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Equations (2)-(4) imply (1). To see that our bound is, in general, the best 
possible consider the following construction: 
Given a type-function H set s = H( 1 ), and let 
~CkCCXl>..., x,11 (where k is any field) 
be the ideal generated by all monomials M in the variables X, ,..., X,9 
satisfying M$ C(H). R = k[[X, ,..., Xx]]/1 will be as required. 1 
COROLLARY 4.1 .I. Under the conditions of the theorem 
v(R) d a(d) (-n~logd~loglogd) where d = sup H, (5) 
equality can hold for each value of d. In particular v(m”) Q 2 for every n 
implies u(I) 6 2 for every ideal IC R (see 3.7). { 
THEOREM 4.2. Under the conditions of Theorem 4.1, 
44 d H(no) + c H(n),,, for any n, > 0 and Zcm”O. (6) 
n > no 
Proof: Let f, ,..., f, b e a minimal generating set for I. By Proposition 2.3 
each fi can be written as a combination of monomials in F of degree >n,, 
with unit coefficients. Applying the elimination process described in the 
proof of Theorem 2.5 we get an anti-chain 
{A4 ,,..., M,,} c F, deg Mi>nn,. 
The result now follows from Theorem 3.5. fl 
COROLLARY 4.2.1. Let (R, m) be a /ocal ring, n E w  such that 
v(m “+‘)<n+l. Then, for any ideal Icxm” we have v(Z)~v(m”). In par- 
ticular, ij dim R = 1 and n is sufficiently large then IC mn =a u(I) G e(R). 
Prooj H(n, + 1) = v(m”O+ ‘) d n, + 1 * Vn > n,, H(n)(,, = 0. Substitu- 
tion in (6) yieds the result. 8 
Finally, consider a local ring (R, m) of arbitrary dimension. Let Ix m” 
an m-primary ideal. Let f be the image of I in R’ = R/m”+‘. Note that 
11 mn implies ml3 mn + ’ so by Nakayama’s lemma v(Z) = u(f). Applying 
Theorem 4.1 to the ring R/m” + ’ we get 
v(I)< 1+ i H’(i),,,=H’(n)+~~‘H’(i)--(ii- l)Ci+l>, 
i= 1 i=O 
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where H’ is the Hilbert function of gr,(R’). We conclude that 
n-1 
u(l)<v(m”)+ C ZYZ(~)--H(~+~)<~+~> 
i=O 
<u(m”)+ f H(i)-H(i+ l)<i+l>* (7) 
i=O 
Recall that by 3.6 ~~oH(i)-H(i+l),i+l~=m(C(H))<co. Thus we 
have proved: 
THEOREM 4.3. Let (R, m) be a local ring, H, the Hilbert function of 
gr,(R). Then a constant 0 < C< 03 exist (depending on H) such that for 
every n E o and ideal II m” in R we have 
u(Z) < u(m”) + C. (8) 
In fact C = Cz o H(i) - H( i + 1) <i + 1 > will be as required. 1 
COROLLARY 4.3.1. Let (R, m) be a regular local ring, n E o. Then every 
ideal 11 m” satisfies u(l) < u(m”). 
Proof: Put d=dim R. Then H(i)= (i+:-‘), so H(i+ l)<i+I> = H(i). 
Therefore (8) holds with C = 0. 1 
Defining u”(R)=sup{u(l): ZDmn}, and assuming d=dim R>2 we get 
o”(R)/u(m”) + 1 as n + co. Thus 
v”(R) e(R) 
FZ-------’ (d- l)! 
The bound v”(R) < e(R) * nd- ’ + d- 1 is given by Sally in [7] for 
Cohen-Macaulay rings. We see that for rings of high dimension our 
bound, which holds in general, is asymptotically much smaller. 
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