Inspired by the many applications of mutually unbiased Hadamard matrices, we study mutually unbiased weighing matrices. These matrices are studied for small orders and weights in both the real and complex setting. Our results make use of and examine the sharpness of a very important existing upper bound for the number of mutually unbiased weighing matrices.
Introduction
A unit weighing matrix, W = [w i j ], with order n and weight p, denoted UW (n, p), is an n × n matrix with |w i j | in {0, 1} and WW * = pI n , where W * = [w ji ] is the the usual conjugate transpose of W . This implies that the rows of W are mutually orthogonal under the standard inner product in C n and contain exactly p nonzero entries in each row and column. When n = w (i.e., no zeroes in the matrix), W is a Hadamard matrix. A real weighing matrix is the one with w i j in {0, ±1}. Real weighing matrices have been well studied for small weights (see [7] ) and large weights (see [8] ). This article contains results for weighing matrices in both the real and complex setting. Motivated by the applications of real weighing matrices, we have studied unit weighing matrices in [4] . Our aim in this paper is to complement the work in [4] .
Two unit weighing matrices UW (n, p), H and K, are unbiased if HK * = √ pL, where L is a unit weighing matrix UW (n, p). A set of pairwise unbiased unit weighing matrices are called mutually unbiased unit weighing matrices. In the special case of n = w, these are termed mutually unbiased Hadamard matrices (MUHM), which are of great interest to people working in areas related to the quantum information theory and as such, there is extensive literature on these matrices. We refer the reader to the most comprehensive survey paper [9] on MUHM. Mutually unbiased unit weighing matrices have also seen some application in quantum information science, specifically in the context of zero-error classical communication. [11] In [4] , we concerned ourselves with the existence of certain unit weighing matrices; here, we are concerned about how many pairwise unbiased unit weighing matrices there are. In the general unimodular case, we lose a lot of structure that can be found in the real case (see Lemma 1 for one such example), which makes it very challenging to locate complete sets.
If the entries of matrices in a set of mutually unbiased unit weighing matrices are limited to certain roots of unity, then a bound similar to Lemma 1 is found (ex., see [2] ), but very few concrete bounds exist in general. Section 2 will deal with the unit weighing matrices in general by giving the few known upper bounds and lower bounds on the size of these sets.
In Section 3, we will outline some of our computer searches for small orders of real weighing matrices. As an extension to mutually unbiased unit weighing matrices, we will examine sets of Hadamard matrices whose pairwise products satisfy specific conditions in section 4. Proof. The case where k = 1 is trivially true. Now assume the property holds for a collection of size k − 1 ≥ 1. Consider a collection with k elements. By applying Lemma 2 to W 1 and W 2 , we know there exists a collection of mutually unbiased weighing matrices of order n 1 + n 2 and weight w with min W 1 , W 2 elements (we shall call this collection X ). By applying the induction hypothesis to X , W 3 Two weighing matrices, H and K, are equivalent if H = PKQ, where P and Q are unimodular permutation matrices (i.e., each row/column has exactly one nonzero unimodular entry). We use the notation H ∼ = K.
non-decomposable block into a list and sorting that list (say we now have n 1 , n 2 , · · · , n k ), we have that the block structure of W is
This process has three steps: First, we must build the graph. This can be done in O(n 3 ) by looking at all pairs of rows and examining each column. Then, we determine the number of connected components, which takes O(n 2 ) via depth first search. Finally, we sort the list in O(n log n) for a total complexity of O(n 3 ).
It is noteworthy to point out that the asymptotic bound in Lemma 5 is not tight. When constructing G in the proof of Lemma 5 can be done by multiplying |W | by |W | T , where |W | = [|w i j |]. The nonzero entries in |W ||W | T signify an edge in G. As of today, matrix multiplication can be done in O(n 2.3727 ), but in general, due to the fact that we are only concerned with the fact that an entry is nonzero, we can apply bit operations to make the O(n 3 ) algorithm significantly faster in practice.
Proposition 6. If two weighing matrices (say H and K) of the same weight have the same block structure, then H is unbiased with K if and only if each non-decomposable block of H is unbiased with the corresponding non-decomposable block of K.
Proof. This is easily seen by noting that Proof. This follows from Proposition 6.
The following two theorems from Calderbank et al. [6] are very important results that we will be using.
Theorem 8.
( [6, Equation 5 .9]) Let V ⊂ C n be a set of unit vectors. If | v, w | ∈ {0, α} for all v, w ∈ V , v = w, where α ∈ R and 0 < α < 1, then
Moreover,
if the denominator is positive. 
if the denominator is positive.
It is important to note that in most cases, the second upper bound given in each theorem is smaller than the first, but not always. For example, if we are looking for real vectors with n = 9 and α = 1 2 , the first bound gives us |V | ≤ 165 whereas the second bound gives us |V | ≤ 297. The following are immediate corollaries to the previous two theorems. 
Moreover, if 2w − (n + 1) > 0, then it is bounded above by
Proof. Define V to be the set of all rows of
Since W is a set of mutually unbiased weighing matrices, we may set α = 1 √ w . Moreover, note that since all vectors in V come from a weighing matrix of weight w, we may add the rows of the identity matrix to V without disrupting the bi-angularity. By applying Theorem 8 to V (with the identity rows), we arrive at the desired results. 
Moreover, if 3w − (n + 2) > 0, then it is bounded above by
Proof. Similar to Corollary 10.
Mutually Unbiased Weighing Matrices

Computer Search
With unit weighing matrices, an exhaustive computer search is impractical, if not impossible, to perform since each nonzero entry in each matrix has infinitely many choices. To this end, we restricted the entries to small roots of unity in our computer searches. For each type of matrix, we searched for matrices over the m th roots of unity, with m ≤ 24. As one observes from Table  1 , the 12 th roots of unity seem to be the largest group needed to find some maximal sets. Many of the maximal sets that we found do not match the upper bound given in Corollary 10. For many cases, we prove smaller upper bounds. Mutually unbiased unit Hadamard matrices have been extensively studied for prime power orders. A proof of the following Theorem can be found in [1] . Proof. Say we have a set of mutually unbiased weighing matrices of the appropriate order and weight. From [4] , we know that one of the matrices may be transformed into
Permute the rows of the second matrix so that there is a nonzero in the top-left entry. The second entry in the top row must be nonzero, otherwise the inner product of the top row of the first and second matrices will be neither 0 nor √ 2. Continue this argument so that the block structure is the same between all matrices in the set of unbiased weighing matrices. By applying Corollary 10 to Proposition 7, we have our result. 
Upper bound for
We may assume that the first 3 rows of K have a 1 in the first column by appropriate row permutations.
Assume that the top left block in H is a UW (3, 3) . If columns 2 and 3 of K are both zero in any of the first 3 rows, then the inner product of row 1 in H and that row will give us a unimodular number, not having absolute value 0 or √ 3. If exactly one of the entries in columnsNow assume that the top left block in H is a UW (4, 3). If columns 2,3 and 4 are all zero in any of the first 3 rows, then the inner product of row 1 in H and that row will give us a unimodular number. If there is exactly 1 nonzero in columns 2,3 and 4, then the inner product of that row and the fourth row of H will be unimodular. Thus, we know that in the first 3 rows of K, all 3 nonzero entries must appear in the first four columns.
We will now show that the first zero in these rows will not be in the same column. Assume that one column has at least 2 zeroes. This means that at least one of columns 2,3 and 4 will be complete (i.e., no more nonzero entries may go into that column). Column 1 is already complete, so in our fourth row, there is either 1 or 2 nonzeroes in the first 3 columns. By taking the inner product of the fourth row of K by the appropriate row in H, we will get a unimodular number. Thus, the first zero in the first 4 rows must be in different columns (note that the first zero in row 4 must be in column 1). Furthermore, through appropriate row permutations and negations, the second entry in row 4 must be a 1. The next two entries are clearly nonzero or there is 1-orthogonality within K. Thus, in the first 4 rows of K, the three nonzero entries must appear in the first 4 rows, with the first zeroes of the rows in different columns (i.e., a UW (4, 3)).
Once we know that the top left block of H and K are the same, if we examine the bottom
, and we can recursively use the same argument to obtain the desired result.
Theorem 15. The upper bound on the number of MUWM of the form UW (n, 3) is:
where n ∈ {3, 4} ∪ {k : k ≥ 6}.
Proof. Using Lemma 14 with Proposition 7 and the fact that the upper bound for UW (3, 3) is 3 and UW (4, 3) is 9 via Corollary 10, we have that if the matrix contains a UW (3, 3) in its block structure, then it acts as a limiting factor, causing the upper bound to be 3. Otherwise, it is 9, which can only occur when n is a multiple of 4.
Corollary 16. The upper bound given in Theorem 15 is tight for all n
Proof. A computer search has shown the bounds to be tight for UW (4, 3) and the bound for UW (3, 3) is attained through Theorem 12. We may construct the UW (n, 3) by adjoining the appropriate amount of UW (4, 3) and UW (3, 3) together along the main diagonals. If n is a multiple of 4, use only UW (4, 3)s along the main diagonal. Otherwise, it does not matter which blocks are used. A simple induction will show that every integer larger than 5 may be written in the form of 3m + 4l. 
Upper bound for Mutually
Proof. Since W 5 W * = 2L for some weighing matrix L, we know that each row of W must be orthogonal with exactly one row of W 5 . Moreover, we may permute the rows of W so that row i is orthogonal with row i of W 5 . We know that the first nonzero entry in each row of W may be a one. Using the definition of m-orthogonality and the results given in [4, Section 3], we can determine that there are at most 11 different rows that are orthogonal to each of the rows of W 5 , each with exactly one free variable.
Let b be an arbitrary unimodular number and α a primitive third root of unity. The four main observations that are used in each line of the proof are:
We will examine all candidates for row 1 of W . There are only 11 different candidates (up to a free variable), they are:
For each candidate, we will show that in order to be unbiased with the other four rows of W 5 , the free variable must be a sixth root of unity. In some cases, we will show that the row cannot be unbiased with a specific row of W 5 . To avoid a lengthy proof, we only give three examples.
(A) By taking the complex inner product with row 2 of W 5 , we have that |1 − a + ab| = 2. By using (O1), we have that ab = ±a which implies that b = ±1. Thus, all entries in the candidate row are sixth roots of unity.
(G) By taking the complex inner product with row 3 of W 5 , we have that |1 + 1 + 1 + ab| = 2. By using (O3), we have that ab = −1 which implies that b = −a. Thus, all entries in the candidate row are sixth roots of unity.
(J) By taking the complex inner product with row 5 of W 5 , we have that |1 + a + a + ab| = 2. By using (O4), we have that |ab| = 2 which implies that |b| = 2, which is a contradiction since b is a unimodular number. Thus, (J) cannot be unbiased with row 5, so it may not be the row that is orthogonal with row 1 of W 5 .
For each of the 5 rows of W 5 , there are 11 different candidates for each row (each with exactly one free variable). In each case, the free variable is shown to be a sixth root of unity or have absolute value 2 (as in the examples above).
Theorem 18. The largest number of mutally unbiased weighing matrices of the form UW
Proof. In [4, Lemma 15] , it is proven that all UW (5, 4) are equivalent to W 5 given in Lemma 17. Thus, given a set of mutually unbiased weighing matrices, we may permute and negate the rows and columns of the matrices in such a way that one of them is W 5 . By Lemma 17, we know that any matrix that is unbiased with W 5 must only contain 0 and the sixth roots of unity. An exhaustive computer search was done over these entries, which reveiled that the maximal set using only the sixth root of unity contains 5 elements. These matrices are included in Appendix A.
UW(7,4)
Lemma 19. Let W be a unit weighing matrix that is unbiased with W 7 , then every nonzero entry in W is real. W 7 is given as follows:
Proof. We can easily see that there are only • Taking the complex inner product with row 2 of W 7 , we have that |1 + a| ∈ {0, 2} which implies a ∈ {±1}.
• Taking the complex inner product with row 3 of W 7 , we have that |1 + b| ∈ {0, 2} which implies b ∈ {±1}.
• Taking the complex inner product with row 4 of W 7 , we have that |1 + c| ∈ {0, 2} which implies c ∈ {±1}.
(B) 1 a b 0 c 0 0
• Taking the complex inner product with row 4 of W 7 , we have that |1| ∈ {0, 2} which is clearly a contradiction.
Of particular note, the only rows that do not cause a contradiction are those 7 rows which have the same zero placement as W 7 .
Theorem 20. The maximum number of mutually unbiased weighing matrices of order 7 and weight 4 is 8.
Proof. Similar to the proof of Theorem 18, one matrix in the set may be transformed into the real weighing matrix W 7 given Lemma 19. Every UW (7, 4) is equivalent to this matrix (see [4, Section 3.4] ). By Lemma 19, every weighing matrix equivalent to W 7 must also be real, so we may use Corollary 11 to provide us with this bound.
Using a computer search, we find the eight real mutually unbiased weighing matrices W (7, 4) given in Appendix A. This achieves the real upper bound given by Corollary 11. By Theorem 20, this is also the maximal set of UW (7, 4), despite not achieving the upper bound of 24 given by Corollary 10.
UW(8,4)
Theorem 21. The maximum number of real mutually unbiased weighing matrices of order 8 and weight 4 is 14.
Proof. A set of size 14 W (8, 4) has been generated in Appendix A. This meets the upper bound given by Corollary 11.
Further inverstigations into UW (8, 4) using large roots of unity have proven fruitless. Odd roots of unity produce maximal sets smaller than that of the real case, and even roots of unity become computationally infeasible after the fourth root of unity, which returns the set of W (8, 4) as the maximal set of mutually unbiased weighing matrices.
Unbiased Hadamard Matrices
Thus far, we have only examined a very special case of unbiasedness. Our selection of the values of α in (6) and (8) make it possible to append the identity to the set of weighing matrices. More preciesly, considering each row of all weighing matrices in a set of mutually unbiased weighing matrices of order n and the rows of the identity matrix of order n as vectors in R n or C n , they form a class of bi-angular vectors. We now make a different selction for the value of α in (8) in such a way that it is no longer possible to add the identity matrix and preserve the bi-angularity. Below, we give an example of a set of eight Hadamard matrices of order 8 that form a bi-angular set of vectors in R 8 , but no rows of the identity matrix can be added to the set and preserve biangularity. In the following set, α = 1 2 , but if the identity is added, it would introduce the inner product of 1 √ 8 (up to absolute value) and the bi-angularity of the lines disappear. 
The rows of these matrices are generated from the BCH-code of length 7 with weight distribution {(0, 1), (2, 21), (4, 35), (6, 7)} (see [5, 10] for more information about BCH-codes). Once the codewords are generated, we append a column of zeroes, then perform the following operation onto each entry of the codewords:
We were also able to generate 32 Hadamard matrices of order 32 which have inner products in {0, ±8} through a similar process. The weight distribution of the order 32 matrices is {(0, 1), (12, 310), (16, 527), (20, 186)}. The partition of the vectors into Hadamard matrices is shown in Appendix B.
In an attempt to continue this, we have generated the 128 2 codewords from the BCH-code of order 127, but were not able to partition them into the 128 Hadamard matrices needed due to computer memory restrictions. The inner products between the vectors are all in {0, ±16}. We do believe that this set of vectors contains the needed ingredients to make the Hadamard matrices required. Moreover, we pose the following Conjecture 22. Let n = 2 2k+1 . Then there exists a set of n real Hadamard matrices,
that the entries of H i H t j (i = j) contain exactly two elements, 0 and 2 k+1 (up to absolute value).
It is important to note that the number of vectors found through Conjecture 22 is usually less than the bound given in Theorem 9. We believe that the upper bound is too high in this case because the vectors are flat (i.e., all contain entries that have the same absolute value). In fact, it is our belief that when the restriction of flatness is imposed on a set of vectors or matrices, a much smaller general upper bound should be possible.
Using the terminology from [2] , these matrices form a set of weakly unbiased Hadamard matrices. However, it is important to note that the matrices formed here are a very special kind of unbiased Hadamard matrices since the entire set of vectors forms a set of bi-angular lines (whereas the vectors from [2] give tri-angular lines). These matrices seem to form very nice combinatorial objects, which are discussed in further detail in [3] .
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A Sets Attaining the Smallest Upper Bound
This section includes a library of sets of weighing matrices whose size equal the smallest upper bound that is known. To save space, we define a := e 2πi/3 and b := e 2πi/6 . Table 3 : 9 mutually unbiased weighing matrices of order 4 and weight 3, UW (4, 3). 1 a a 0 1  1 a 0 a a  1 0 a a a  0 1 a a Table 5 : 20 mutually unbiased weighing matrices of order 6 and weight 4, UW (6, 4) . Table 6 : 8 mutually unbiased real weighing matrices of order 7 and weight 4, W (7, 4) . 
B Hadamard matrices of order 32
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