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Chapter 1
Introduction
Among all the physical phenomena present in nature, light and magnetism have intrigued
mankind for centuries. From Thales of Miletus to the actual times we have seen, maybe unex-
pectedly, that the use of light has served as a mean to understand many properties of solids,
including magnetism. The first applications of light to the study of magnetism started in the
19th century with Faraday and Kerr who demonstrated the influence of magnetization on the
polarization of incoming and reflected light. But it is only after the discovery of x-rays by W.
C. Ro¨ntgen in 1895 that light has become an invaluable tool for probing the structure of matter
and its properties.
Since then, the interaction of x-rays with solids has been widely used not only for the
determination of their crystalline structure, but also as a spectroscopic tool for probing their
electronic properties. Not to forget, x-rays are electromagnetic waves, i.e. they interact also with
the magnetic moments of magnetic materials and therefore they can also be used to unveil their
magnetic properties. Even though, this “photon/sample’s magnetism” interaction is present, it
is so weak that to measure it is an experimental odyssey. However, the development of high
brilliance and high energy synchrotron radiation facilities has become a breakthrough in order
to overcome this experimental difficulties.
Many fields within solid state physics have profited from the advent of synchrotron sources,
but is perhaps the physics of strongly correlated electron systems where more light has been
shed. Not to be surprised since many ordering phenomena (e.g. magnetic, charge and orbital or-
dering) are present in these systems, whose energy and length scales are comparable to that of of
x-rays, and which are responsible for some of the most interesting and marvelous phenomena of
modern physics such as superconductivity and multiferroicity. Therefore, the study of ordering
phenomena in these systems is an important key for their understanding. For example, super-
conductivity in most cuprates and in the newly discovered iron pnictides, emerges only when
magnetic ordering and structural distortions are suppressed after doping the structure whether
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with electrons or holes. This behavior rises some questions such as: which is the driving force for
the onset of superconductivity or the destruction of magnetism?, are there competing orders?,
what is the role of fluctuations?
Another example are multiferroics where, although magnetic order and electric polariza-
tion tend to exclude each other, at least two “ferroic” orders (e.g. ferro/antiferromagnetism,
ferro/antiferroelectricity and ferroelasticity) are present simultaneously. So far several mecha-
nism have been proposed to explain multiferroicity, one is due to magneto elastic dimerization,
where magnetic ions form dimers with alternating spin directions (e.g. ⇈). This dimerization
induces a lattice distortion which is responsible for the electric polarization. Another mechanism
is that induced by spiral magnets since, as any other magnetic order, the magnetic spiral spon-
taneously breaks time reversal symmetry and in addition it breaks inversion symmetry, which
are fundamental conditions for the development of these orders respectively. Thus the proper
determination of the magnetic and crystallographic structure is of preponderant importance to
fully understand multiferroicity. Then, due to the nature of the challenge that these systems
bring, a natural instrument to make front at it are high energy photons. Where long range order
properties can be addressed by x-ray diffraction while using x-rays as spectroscopic probe would
bring information about the electronic states.
In the present work high energy photons are exploited in several ways in order to study
the magnetic and structural properties of two types of strongly correlated systems. On the
one hand, powder x-ray diffraction is used to follow and properly determine structural phase
transitions and lattice instability of iron pnictide superconductors as a function of temperature
and dopant content. On the other hand, resonant and non-resonant magnetic scattering are
used to study the magnetic structure of several compounds of the iron borates family. The
measurements were done at extreme conditions (i.e. by applying external electric and magnetic
fields at different temperatures) and using all the available tools such as full control of incident
photon polarization, polarization analysis of the scattered intensities as well as tuning the photon
energy to match electronic transitions of the ions in the system, in order to extract the most
amount of information regarding magnetism on these compounds.
The work is divided in three main parts. The first part concerns the theoretical and experi-
mental details needed to follow the results and discussions presented in the course of the thesis.
In chapter 2, derivation of relevant formulas related to scattering of x-rays by solids is presented,
special consideration is given to the interaction between the photon electric field with the sam-
ple’s magnetism and the subsequent polarization dependences emerging as a consequence of this
interaction. In this chapter, there is also a section dedicated to the x-ray diffraction of powder
samples, where details on the Rietveld refinement method are discussed. Chapter 3 contem-
plates definitions and theories of phase transitions such as the Landau theory. Fluctuations and
3correlation lengths are considered in the frame of x-ray scattering. The experimental techniques
used in this work are explained in detail in chapter 4.
The second part is entirely dedicated to the newly discovered high temperature iron pnictide
superconductors. Chapter 5 attempts to shortly introduce the system and gives a state of the art
considering the aspects we are interested in such as structure, magnetism and phase diagrams.
A room temperature study of the structural properties of the compounds LnO1−xFeAsFx, with
Ln = Sm and Ce, is presented in chapter 5.6 for different F contents. Also in chapter 5.6 the
structure and magnetism of these compounds is discussed and the results are summarized by
constructing their phase diagrams based on results from x-ray diffraction, electrical resistivity
and µSR measurements.
The final part is devoted to study of the rare earth iron borates, RFe3(BO4)3 with R = Y,
Gd, Tb and Nd, by means of high energy photons. In chapter 6 the structure and magnetic
properties of these compounds are studied using photons with energies of the order of 100 keV
in the non-resonant regime. In chapter 7 resonant magnetic scattering measurements at the
Nd L2,3 and Fe K edges on the multiferroic compound NdFe3(BO4)3 were made as a function
of temperature as well as externally applied electric and magnetic fields. The measurements
were done by fully controlling the incoming photon polarization and analyzing the polarization
of the scattered intensities. In this way, further details of the magnetic structure towards the
understanding of its magnetoelectric coupling was obtained. Finally the work is summarized in
chapter 8
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Part I
Theory and Experimental
Techniques
Chapter 2
X-ray Scattering by Solids
In order of a radiation to be scattered by the three-dimensional arrangement of a crystal, its
wavelength should be in the vicinity of interatomic distances, i.e x-rays (λ ∼0.7-2A˚). The process,
by which this radiation without changing its wavelength is transformed through interference by
the crystal’s lattice to a vast number of observable “reflections” with characteristic directions
in space, is called elastic x-ray diffraction. And the method, by which the directions and the
intensities of these reflections are measured and the ordering of the atoms in the crystal deduced
from them, is called x-ray diffraction analysis.
In reality, the interaction between x-rays and atoms in a solid material is a very complicated
process. It involves not only the elastic diffraction of x-rays but several other scattering events
such as inelastic events like Compton scattering, where part of the photon energy is transfered
to the crystal’s lattice; diffuse scattering due to materials properties such as disorder; and other
events as photoelectric absorption. The Bragg’s law is a simple expression used for obtaining the
conditions for diffraction. Consider the x-ray radiation strikes the planes (hkl) (lattice planes
belonging to the same family - physically from the atoms laying on these planes). The spacing
between these planes is d. Let us assume that the x-rays are reflected similarly as light will be
reflected from a mirror so that the reflected beam angle of incidence equals the angle of reflection
θ. The requirement for constructive interference is that the path length difference between the
incoming and the outgoing beam should be an integer number of wavelengths [1]. If this applies,
then the two waves combine themselves with maximum positive interference, leading to the
celebrated Bragg condition:
nλ = 2d sin θ (2.1)
where λ is the radiation’s wavelength and the integer n is known as the order of the corresponding
reflection. If one is interested solely in the symmetry and size of the unit cell1 this simple Bragg
1Unit cell refers to the smallest portion of space of the crystal structure that by a simple translation operation
reproduces the whole crystal. The unit cell is a tiny box containing one or more atoms in a spatial arrangement.
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approach is satisfactory. But if one is interested in the fine structure of the elements that
scatter the x-rays (atoms inside the unit cell and their positions), then the distribution of the
intensity in the different orders of diffraction becomes important and the scattering function of
each element is involved. These scattering functions are commonly known as form factors and
will be discussed in the following section. For that we will assume that the interaction between
the x-ray and crystal is weak; this means, that the possibility that the scattered beam may be
scattered a second or third time before leaving the crystal is zero. This simple assumption is
known as the kinematical approximation.
In the next section only the relevant aspects concerning scattering of x-rays by condensed
matter, which are needed to follow this work, will be discussed. For further details in the
derivation of the expressions found in the following pages, the reader is referred to the books by
Nielsen and McMorrow [2] and Massa [3].
2.1 Kinematical Theory
Since x-ray scattering is caused by the electrons surrounding the atoms, the amplitude of the
wave scattered by an atom is to a first approximation proportional to its atomic number Z.
However, the radial fall-off in the electron density from the nucleus of atoms is similar in magni-
tude to the wavelength of the radiation being used. Therefore, the electron density ρ(r) must be
divided into small volume elements and their individual scattering power considered (i.e. figure
2.1a). If the contributions to the scattering are summed over all volume elements, in terms of
these phase differences, the result is the θ dependent scattering amplitude of the atom. This θ
dependence varies according to the difference in electron density for individual atoms.
The scattering vector qˆ is defined as
qˆ = kˆ − kˆ′ (2.2)
where kˆ and kˆ′ are the incident and scattered photon wave vectors respectively. If we consider
only elastic scattering events (k = k′ = 2pi/λ), from the scattering event shown in figure 2.1a)
we have that
|qˆ| = 2|kˆ| sin θ = 4pi(sin θ/λ) (2.3)
Now, a volume element dr at r will contribute an amount −reρ(r)dr to the scattered field with
a phase factor of eiqˆ·rˆ, thus the total scattering amplitude of the atom is
− re
∫
ρ(r)eiqˆ·rˆdr = −ref(q) (2.4)
where f(q) is known as the atomic form factor and re is the classical electron radius or Thomson
scattering length, i.e the scattering amplitude generated by a single electron scattering. The
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Figure 2.1: a) a phase shift resulting from scattering by different points within the electron shell.
b) Fe form factor as a function of q ∼ (sin θ/λ) plotted from the analytical expression and coefficients
tabulated in the International tables for crystallography [4].
negative sign means that there is a phase shift of pi between the incident and the scattered wave.
Note also that f(q) is actually the Fourier transform of the atom’s electron density.
Figure 2.1b) shows the atomic form factor of Fe as a function of q. Note that for the limit
case where q → 0 all the volume elements scatter in phase so that f(0) = Z. In the opposite
case, when q →∞ then f(∞) = 0.
By introducing more atoms in the unit cell, when the crystal is presented to the x-ray beam
so that any particular set of planes (hkl) are in the diffraction position. Then each atom of
type j will contribute to the scattered intensity constructively or destructively, depending on
the phase difference that its position in the unit cell will introduce. In this sense, one can define
the unit cell structure factor as
Fc(q) =
∑
j
fj(q)e
iqˆ·dˆj (2.5)
with fj(q) being the atomic form factor of the j atom; dˆj = xja1 + yja2 + zja3, the vector that
defines its position in the unit cell; and a1, a2 and a3 are the lattice constants. This expression
is a sum over every atom in the unit cell that contributes to scattering.
Considering now a whole crystal, the crystal structure factor has the form:
FT (q) = Fc(q)
∑
Rn
eiqˆ·Rˆn (2.6)
The second factor is a sum over lattice sites, being Rˆn the lattice vectors that define the lattice
in real space and have the form Rˆn = n1a1 + n2a2 + n3a3 where n1, n2 and n3 are integers.
Considering an infinite crystal equation 2.6 approximates a delta function so that:
FT (q) = Fc(q)
∑
Gn
δ(q −Gn) (2.7)
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An important consequence of this expression is that Bragg diffraction can only take place when
q coincides with a reciprocal lattice vector (qˆ = Gˆn).
Finally, in the kinematical theory of scattering, the intensity of a scattered wave is propor-
tional to the square of the total Fourier transform of the electron density of the crystal
I ∼ |FT (q)|2. (2.8)
It is important to note, that the above discussed structure factors are not the only q dependences
of the intensity. Further q-dependence comes from the thermal excitation of atoms that vibrate
about a mean position in space. The atomic form factors which themselves fall-off with increasing
scattering angle, experience an additional weakening from atomic vibrations. The term that
introduces the thermal vibrations effect on the scattered intensities is known as the Debye-
Waller factor or thermal factor:
fD = e
−2B( sin θ
λ
) (2.9)
where B is a factor which is element and temperature dependent and defines the direction in
space where the atom vibrates. This term multiplies to the atom form factor (equation 2.4) and
at higher temperatures it can reduce the scattered intensity considerably.
Further sources of intensity weakening are, among others, extinction, absorption and inelas-
tic events which will not be discussed, but lead us to the conclusion that the analysis of the
diffracted intensities (i.e equation 2.8) experimentally is a difficult task.
So far we know, that the intensity of the reflected x-rays will be proportional to the product
of the intensity of the incident beam and the electron density in the plane that is reflecting the
beam. If we know the size of the unit cell and the exact positions of the atoms in the unit cell,
together with the atomic number of each of these atoms, we should be able to calculate for any
chosen plane with miller indexes (hkl) exactly what the concentration of electrons in the plane
will be. In other words, if we know the structure of the unit cell we should be able to calculate
how intense any chosen plane in that cell will scatter x-rays. Nevertheless, the discussion so
far has centered on the interaction between the electric field of the x-ray and the charge of the
electron. What has been neglected is the magnetic field of the x-ray and the spin of the electron.
When these are considered in a full treatment of the interaction, terms emerge in the scattering
cross section1 that are sensitive to the electron spin and orbital magnetic moments. This is what
is known as x-ray magnetic scattering and it is the topic of the next section.
1The scattering cross section dσ/dΩ, is defined as the number of x-ray photons scattered per second into ∆Ω,
being ∆Ω a solid angle. The cross section is an important quantity and is the meeting point of experiment and
theory. It defines how many photons per second are scattered into a detector.
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2.2 X-ray Magnetic Scattering
Neutron diffraction has been since the determination of the magnetic structure of MnO by Shull
and coworkers [5], the primary tool for revealing the magnetic structure of magnetic materials.
The main reason for this is the direct interaction between the neutron dipolar moment with
the atomic magnetic moment of the sample. The cross section of this is comparable with the
neutron-nuclei interaction, and thus explains comparable intensities of magnetic and nuclear
reflections. On the other hand, the intensity of an x-ray beam scattered by unpaired electrons
in a sample is much smaller than pure charge scattering by a significant factor as is demonstrated
in the following equation [6]:
Imag
Icharge
≃
(
~ω
mc2
)2 N2m
N2
〈s〉2F
2
m
F 2c
∼ 10−6, (2.10)
with Nm the number of magnetic electrons per atom, N number of electrons per atom. Fm and
Fc are the magnetic and charge form factors respectively. 〈s〉 is the expectation value of the spin
quantum number and ~ω and mc2 are the photon energy and electron’s rest mass, respectively.
Apart from using resonant x-ray magnetic scattering (RXMS), which has advanced to become
a very successful tool in the past years [7–9], one can overcome this difference in intensities only
by using high brilliance, collimated and polarized sources like synchrotron radiation. This so-
called non-resonant x-ray magnetic scattering (NRXMS) has only rarely been performed in the
past years to study magnetic structures [10–13]. However, compared to neutron scattering this
technique offers some advantages since it is possible to separate spin and angular momenta from
the scattered intensities. This intriguing property arises from the matrix elements in the non-
resonant cross section [14], which depend in different ways on the scattering geometry, photon
energy and initial and final polarization states of the x-ray beam, as will be discussed in detail
below.
2.2.1 The Non-Resonant X-ray Magnetic Scattering Cross Section
Figure 2.2 depicts the reference frame for the diffraction experiments performed in this work.
Here, k and k
′
refer to the incoming and outgoing x-ray beams respectively. X-ray photons com-
ing from a synchrotron radiation source, possesses a natural linear polarization in the horizontal
direction due to the trajectory that the electrons in the storage ring travel. In this regard we
can define the σ and pi vectors that correspond to polarization perpendicular and parallel to
the scattering plane, respectively. Finally, uˆ1, uˆ2 and uˆ3 are the unitary vectors of the reference
frame as defined in Ref. [11]. Note that uˆ3 is parallel to kˆ− kˆ′ = qˆ, which defines the scattering
vector.
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Figure 2.2: Definition of the coordinate system
used to resolve the components of the spin mo-
ments of the sample as well as the polarization
states of the incident and scattered photon.
Following the discussion by Blume and Gibbs [14], the elastic cross section for scattering of
photons with initial incident polarization ε and final polarization ε
′
can be written as(
dσ
dΩ
)
ε→ε′
= r2e |(fo)ε′ε + i
λc
d
(fmag)ε′ε|2, (2.11)
where λc = 0.0243 A˚ is the Compton length of the electron and fo and fmag are the charge and
magnetic scattering amplitudes, respectively. The amplitudes fo and fmag can be written as
fo = Bρ · f(q) (2.12)
fmag = Bs· Sˆ(q) + 1
2
Bl· Lˆ(q) (2.13)
where S(q) and L(q) are the Fourier transforms of the electron spin and orbital moments re-
spectively, while f(q) is the atom form factor defined in equation 2.4. Bρ, Bs and Bl are factors
that describe the interaction of the electric field of the incoming polarized light with the charge
density and the orbital and spin magnetic densities of the electrons in the crystal. They can be
expressed as:
Bρ = εˆ
′ · εˆ (2.14)
Bs = (εˆ
′ × εˆ) + (kˆ′ × εˆ′)(kˆ′ · εˆ)− (kˆ × εˆ)(kˆ · εˆ′)− (kˆ′ × εˆ′)× (kˆ × εˆ) (2.15)
Bl = 2(1 − kˆ · kˆ′)(εˆ′ × εˆ)− (kˆ × εˆ)(kˆ · εˆ′) + (kˆ′ × εˆ′)(kˆ′ · εˆ) (2.16)
If we consider a more specific case in which the incoming radiation is 100% linearly polarized
(as is nearly the case for synchrotron radiation), the polarization dependence of the magnetic
and charge scattering amplitudes, can be expressed in the basis of components parallel (pi) and
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perpendicular (σ) to the incoming linearly polarized light in the following table form Thus, fo
and fmag take the following form [14, 15]:
fo =
(
1 0
0 kˆ· kˆ′
)
f(q) (2.17)
fmag =

 (kˆ × kˆ
′
)· Sˆ(q) − q2
2k2
[(12 Lˆ(q) + Sˆ(q)) · kˆ
′
+ 12 Lˆ(q) · kˆ]
q2
2k2
[(12 Lˆ(q) + Sˆ(q)) · kˆ + 12 Lˆ(q) · kˆ
′
] ( q
2
2k2
Lˆ(q) + Sˆ(q)) · (kˆ × kˆ′)

 (2.18)
It is easy to see that equation 2.17 connects only states for which the polarization is unchanged,
i.e. a photon with εˆ‖ polarization is scattered into an εˆ
′
‖ polarized one (so called pi → pi
′
scattering) and εˆ⊥ → εˆ′⊥ (or σ → σ
′
scattering).
On the other hand, equation 2.18 allows pi → σ′ scattering as well as σ → pi′ scattering. It is
then clear from equation 2.18 that the orbital and spin contributions to the x-ray cross section
are different and so they may be distinguished by analyzing the polarization of the scattered
beam. This difference does not appear in neutron scattering, where the interaction is purely
magnetic in origin. For neutrons the spin S and orbital L magnetic moments of the unpaired
electrons in the crystal are linked together and the scattering amplitude is proportional to the
total magnetic moment L+ 2S.
It is important to clarify that these matrices are just tables showing the results of equations
2.12 and 2.13 evaluated at different incident and scattered beam polarizations conditions, where
each matrix element corresponds to a solution as follows:(
σσ′ piσ′
σpi′ pipi′
)
2.2.1.1 X-ray Magnetic Scattering at High Photon Energies
If we only consider pure magnetic diffraction (fo = 0), in the frame sketched in figure 2.2, the
magnetic scattering amplitude fmag has the following form:
fmag =

 S2 cos θ [(L1 + S1) cos θ + S3 sin θ] sin θ
[−(L1 + S1) cos θ + S3 sin θ] sin θ [2L2 sin2 θ + S2] cos θ

 (2.19)
Where Li and Si are the projections of the orbital and spin moments in the uˆi direction.
At high photon energies of ∼100 keV (λ = 0.1239 A˚), if only reflections with low indexes
(l < 5) are considered, we approach a limiting case where θ → 0. Implementing this into
equation 2.19 yields that the only remaining term of the magnetic scattering amplitude is that
which is perpendicular to the scattering plane [12]. Thus the magnetic scattering amplitude
reduces to:
fmag =
(
S2 0
0 S2
)
(2.20)
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Therefore, the cross section of a pure magnetic reflection under the above discussed conditions
has the following form: (
dσ
dΩ
)
m
= r2e
(
λc
d
)2
|S2|2 (2.21)
This means that under high energy diffraction conditions, non-resonant magnetic reflections can
be observed, at positions of the reciprocal space where no charge scattering is present, if the
spin moments of the atoms have a component perpendicular to the x-ray scattering plane. Note
that the incoming/outgoing beam polarization plays no role for the analysis of the diffracted
intensities.
2.2.2 Resonant X-ray Magnetic Scattering
In this section only the most important results which are relevant for our discussion concerning
resonant scattering are presented. For all the details on the full development of the formulas
here discussed, both for dipolar and quadrupolar excitations, the reader is referred to the papers
by Hill and McMorrow [15] and Hannon et. al. [16].
When the energy of the incident x-rays is tuned close to an electronic absorption edge of
one of the magnetic ions present in the crystal (e.g. to the LII and LIII edges of rare earth
elements), a large resonant enhancement of the magnetic satellite intensities might be observed.
In the case of rare earth elements, this resonant enhancement can be understood on the basis of
electric dipole (E1) transitions to 5d levels and electric quadrupole (E2) transitions to 4f levels
[17]. Thus, magnetic scattering results from electric multipole transitions due to the exclusion
principle, since only transitions to unoccupied orbitals are allowed. This results in an exchange
interaction which is sensitive to the magnetization of the f and d bands.
Let’s start rewriting again the total coherent elastic scattering amplitude for scattering from
a magnetic ion:
fT = fo + f
′
+ if
′′
+ fmag (2.22)
Here, fo ∝ Zre is the Thomson charge scattering amplitude (equation 2.12) and fmag the
non-resonant spin-dependent magnetic scattering amplitude (equation 2.13). f
′
and if
′′
is the
contribution from dispersive and absorptive processes. The resonant cases we consider in this
study contribute to f
′
+ if
′′
.
For the electric 2L-pole resonance in a magnetic ion, the resonant contribution to the coherent
scattering amplitude is [16]
f eEL(ω) =
4pi
|k|fD
L∑
M=−L
[εˆ
′∗ · Y (e)LM (kˆ
′
)Y
(e)∗
LM (kˆ) · εˆ]F (e)LM (ω) (2.23)
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where Y
(e)∗
LM (kˆ) are vector spherical harmonics. The strength of the resonance is determined
by the factor FLM , which, in turn, is determined by atomic properties:
F
(e)
LM (ω) =
∑
α,η
[PαPα(η)Γx(αTη;EL)]
Γ(η)[x(α, η) − i] (2.24)
Here, η is the excited state of the ion and α the initial state. Where Pα is the probability of
the ion existing in the initial state α and Pα(η) the probability for a transition from α to a final
state η; and it is determined by overlap integrals between the two states α and η. The factor
Γx/Γ is the ratio of the partial line width of the excited state due to a pure electric 2
L-pole
(EL) radiative decay to that due to all processes, both radiative and non-radiative (including,
for example, Auger decay). T refers to the multipole moment operator of the electrons in the
valence shell involved in the resonance [18]. The suffix L gives the order of the multipole e.g.
L = 1, 2, . . . and the azimuthal indexM = −L,−L+1, . . . , L. Finally, x = (Eη−Eα−~ω)/(Γ/2)
is the deviation from the resonance condition in units of the total half-width. This form of the
scattering amplitude is valid for isotropic systems in which the symmetry is only broken by the
magnetic moment. The application of the symmetries of a particular point group produced by
the local environment will alter the polarization dependence of the allowed terms1.
For the case of the electric dipole transitions, the vector spherical harmonics can be written
for L=1, M=±1 and for L=1, M=0. In this case the magnetic scattering amplitude has the
following form [15]:
fXRESnE1 = [(εˆ
′ · εˆ)F (0) −
fcirc︷ ︸︸ ︷
i(εˆ
′ × εˆ)· zˆnF (1) +
flin︷ ︸︸ ︷
(εˆ
′ · zˆn)(εˆ· zˆn)F (2)] (2.25)
with F (0) = (3/4k)[F11 +F1−1], F
(1) = (3/4k)[F11 −F1−1], F (2) = (3/4k)[F10 −F11 −F1−1] and
where zˆn is a unit vector in the direction of the magnetic moment of the nth ion.
The first term of equation 2.25 simply contributes to the charge Bragg peak, since it contains
no dependence on the magnetic moment (i.e. the conventional anomalous charge scattering),
while fcirc and flin are the amplitudes connected for the special case of forward scattering with
circular and linear dichroism, respectively. All three amplitudes have different polarization
properties. fcirc depends linearly on the magnetic moment m, while flin depends quadratically
on m.
From the experimental point of view, it is more convenient to express equation 2.25 in its
table form as:
1This means that for cases where the charge density of the atom is anisotropic (e.g, due to the presence of a
crystal field or orbital ordering), forbidden Bragg reflections which are associated with glide planes or screw axes
can be observed. This effects can also be added to magnetic reflections and could yield to a wrong interpretation
of the magnetic intensities.
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fXRESnE1 = F
(0)
(
1 0
0 kˆ
′ · kˆ
)
− iF (1)
(
0 kˆ· zˆn
−kˆ· zˆn (kˆ′ × kˆ)· zˆn
)
+
F (2)
1− (kˆ′ · kˆ)2 ·


[(kˆ
′ × kˆ)· zˆn]2 [kˆ′ · zˆn − (kˆ · kˆ′)kˆ · zˆn](kˆ′ × kˆ) · zˆn
[(kˆ · kˆ′)kˆ′ · zˆn − kˆ · zˆn](kˆ′ × kˆ) · zˆn (kˆ · kˆ′)[(kˆ · zˆn)2 + (kˆ′ · zˆn)2]
−[1 + (kˆ · kˆ′)2][(kˆ) · zˆn)(kˆ′ · zˆn)]

 (2.26)
If we now solve equation 2.26 in terms of the coordinate system depicted in figure 2.2, the
amplitude for the resonant dipole scattering has the form:
fXRESnE1 = F
(0)
(
1 0
0 cos 2θ
)
− iF (1)

 0 z1 cos θ − z3 sin θ
−(z1 cos θ + z3 sin θ) z2 sin 2θ


+ F (2)

 z22 z2(z1 sin θ + z3 cos θ)
−z2(z1 sin θ − z3 cos θ) −z21 sin2 θ + z23 cos2 θ

 (2.27)
Similarly, one can derive an expression for the quadrupole fXRESnE2 scattering amplitude but this
is far more complicated and will not be discussed here. For further details, the reader is referred
to the paper by Hill and McMorrow. [15]
From equation 2.27, it is possible to observe directly which components of the magnetic
moment contribute to the scattering for a given experimental geometry. This polarization de-
pendence of the resonant scattering amplitude allows an easy separation from the usual charge
scattering arising from lattice structure or magneto-elastic effects, and a clear distinction between
multipolar contributions to the resonant scattering. This, in turn, permits finer investigations
of the electronic band structures. Therefore, magnetic x-ray scattering constitutes a powerful
tool to study magnetic materials.
2.3 Magnetic Superlattice Reflections
Since we have been discussing magnetic reflections, it is necessary to introduce the concept
of superlattice reflections and therefore, superlattice or modulated structure. In a magnetic
material, below the magnetic ordering temperature, the spins of the magnetic ions present in
the structure order in a periodic arrangement. In the case of a ferromagnet, where the spins
point all in the same direction (e.g. figure 2.3a), the symmetry and periodicity of the magnetic
structure coincides with the one of the crystal; this is not the case of an antiferromagnet.
Considering figure 2.3b as an example, even though all the magnetic atoms are chemically and
symmetrically the same, their spin direction alternates along the vertical crystallographic axis.
This effect generates an additional symmetry, and thus, in this particular case, one needs to
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double the unit cell in the vertical direction in order to reproduce the same spin configuration,
while the atomic structure remains the same. This additional symmetry is what is known as a
superlattice or superstructure. When the translation vector of the superstructure is a multiple
integer of the underlying lattice structure, it is said that the superlattice is commensurate.
Otherwise, it is incommensurate.
(a)
(b)
Figure 2.3: Examples of a mono-atomic crystal and magnetic structure of a ferromagnet (a) and
an antiferromagnet (b). Note, that in this antiferromagnetic configuration, the magnetic unit cell is
two times the atomic unit cell in the vertical direction.
In scattering, one can study superstructures due to the appearance of additional “satellite”
reflections close to the main Bragg peaks. For magnetic structures, the most popular scattering
experiment is, of course, neutron scattering. Although neutrons are uncharged, they carry a spin,
and therefore interact with magnetic moments, including those arising from the electron cloud
around an atom [19]. Since the cross section of magnetic scattering in neutrons is comparable
with that of normal charge scattering, it has more widely been used for determining magnetic
structures. In the case of x-rays, as discussed in chapter 2.2, the magnetic cross section is small
by a factor λc/d compared to charge scattering, but one can enhance the magnetic diffracted
intensities (see section 2.2.1.1 and 2.2.2).
Magnetism is not the only source of superlattice reflections. For instance, charge ordering,
orbital ordering and atomic displacements can also induced additional symmetry reductions that
will consequently, generate satellite reflections in a diffraction experiment.
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2.4 X-ray Diffraction by Powder Samples
So far, our discussion has been done considering that the sample to be irradiated is a single
crystal. In this case the x-rays are diffracted in a three-dimensional arrangement where each set
of planes (h, k, l) diffracts in a particular direction in space. When, instead of a single crystal,
we have a sample that consists of a large number of small, randomly oriented crystallites,
which is commonly known as powder, the three-dimensional intensities in reciprocal space are
averaged over identical q-values and superimposed into a linear, one-dimensional pattern (see
figure 2.4). This overlapping brings an inevitable and important loss of information. However,
lots of information can be recovered by simply studying the detailed profile of these composite
peaks, as will be discussed in the following section.
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Figure 2.4: Intensities of the reciprocal lattice points are averaged over spheres of identical q and
superimposed into an one-dimensional diffraction pattern.
2.4.1 The Rietveld Method
Since a powder diffraction profile is a two dimensional projection of a full three-dimensional
crystal structure diffractogram, it might be seen an impossible task to refine a crystal structure
using powder samples. However there are several methods that are able to solve this problem.
One of them, and probably the most popular, is the Rietveld refinement method [20]. In practice,
the Rietveld refinement is the last step of a structural characterization using powder x-ray
diffraction. The first step is known as indexing, and involves finding the size and symmetry of
the unit cell, so the powder lines can be labeled with the appropriate values of (h, k, l). The
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second step is to extract the measured intensities and convert them into structure factors (see
section 2.1). The third is to use the measured structure factors to build a structural model. And
finally, the structural model is refined using the entire diffraction profile. If the sample structure
is known already, one can directly start to refine the structure and obtain important structural
information from the diffraction profiles.
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Figure 2.5: Sketch of a calculated peak pro-
file using equation 2.28 for the case where two
phases (φ1 and φ2) are present. The gray area
refers to the background.
In the Rietveld method the model used for describing the powder pattern profile is based on
the following expression [21]:
yical =
∑
φ
Sφ
∑
h
IφhΩ(Ti − Tφh) +Bi (2.28)
where yical is the calculated intensity at step i, h labels the Bragg reflections, the subscript
φ labels the “phase” (chemical substance). Iφh is the integrated intensity obtained from the
structural model, i.e atom positions, of the given phase. (Ti−Tφh) is the argument of the function
Ω(T ), normalized to unit area, selected to describe the peak shape (peak profile function), at the
position Ti due to the reflection centered at Tφh. The variable T describes either the scattering
angle 2θ, the scattering vector q or the time of flight t (TOF), if a neutron pulsed source is used.
Finally, Sφ is a scale factor and Bi is the background at Ti. Figure 2.5 shows a representation of
a Rietveld calculated profile for a sample with two phases (φ1 and φ2). The different parameters
used in equation 2.28 are shown for the phase φ1 and for the simple case where the background
B(T ) = Bi is constant.
In the Rietveld method [20], the functions I, Ω and B are calculated using a model that
depends on a series of parameters. The structural information is contained in the integrated
intensities and the peak positions (through the cell parameters and propagation vectors q),
while the instrumental and micro structural effects (such as crystallite size and micro-strain) are
included in the peak profile function Ω(T ). The function Ω(T ) can be a Gaussian, a Lorentzian
or any other peak-like function. In powder diffraction, the function that better describes the
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profile of the measured intensities is the Pseudo-Voigt, which is a weighted sum of a Gaussian
and a Lorentzian function.
If the set of model parameters is β = (β1, β2, .., βp), the Rietveld method tries to optimize
the chi-square function:
χ2p =
∑
i
wi{yiobs − yical(β)}2 (2.29)
where yiobs and yical are the observed intensity and calculated intensities at step i, respectively
and wi is the inverse of the variance σ
2(yiobs) associated to the observation i.
The procedure used in practice to minimize the expression 2.29 is iterative as the problem
to be solved is non linear. If the counting statistics follows a Poisson distribution and the count
rate is sufficiently high to approach a Gaussian, then σ2i = yiobs. The minimum condition of χ
2
p
with respect to the parameters β implies that the gradient ∂χ2p/∂β should be zero. A Taylor
expansion of yical(β) around an initial set of parameters β◦ allows the application of an iterative
process. The shifts to be applied to the parameters at each cycle for improving χ2p are obtained
by solving a linear system of equations (normal equations): A∂β = b, where the symmetric
matrix A, of dimension P × P, and the vector b have as components:
Akl =
∑
i
wi
(
∂yical(β◦)
∂βk
)(
∂yical(β◦)
∂βl
)
(2.30)
bk =
∑
i
wi{yiobs − yical(β◦)}
(
∂yical(β◦)
∂βk
)
(2.31)
The normal equations of the non linear least square procedure take the form:∑
l
Akl∂βl = bk (2.32)
the shifts of the parameters obtained by solving equation 2.32 are added to the starting param-
eters giving rise to a new set, βn = β◦ + ∂β, which is closer to the optimum set βm. The new
parameters are considered as the starting ones in the next cycle and the process is repeated until
a convergence criterion is satisfied.
2.4.1.1 The R Values
Probably the best way of following and guiding a Rietveld refinement is a difference profile plot,
which is simply the difference between the calculated and the observed diffraction patterns.
Which, for a perfect agreement, should be zero at each 2θ value. Nevertheless, the fit of the
calculated pattern to the observed data can also be given numerically. This is usually done in
terms of agreement indices or R values. The weighted profile R value, Rwp, is defined as
Rwp =
{∑
iwi[yiobs − yical(β)]2∑
iwi[yiobs]
2
}1/2
(2.33)
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Ideally, the final Rwp should approach the statistically expected R value,
Rexp =
{
N − P∑N
i wi[yiobs]
2
}1/2
(2.34)
where N is the number of observations and P the number of parameters. Rexp reflects the
quality of the data (i.e. the counting statistics). Thus, the ratio between the two, also known
as “goodness-of-fit”
χ2 = Rwp/Rexp, (2.35)
should approach 1 [22]. If the data have been “over-collected” (i.e. errors are no longer domi-
nated by counting statistics), Rexp will be very small and χ
2 for a fully refined structure much
larger than 1. Conversely, if the data have been “under-collected” (e.g. collected too quickly),
Rexp will be large and χ
2 could be less than 1.
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Chapter 3
Phase Transitions
During the course of this thesis, an important attention is given to the study of critical phe-
nomena such as phase transitions and ordered states. Being more specific, we are interested in
phase transitions that occur in the solid state such as normal state to superconductor (chap. 5),
paramagnetic to antiferromagnetic (chap. 5 and 6), commensurate to incommensurate (chap.
7) and structural phase transitions (chap. 5). Therefore it is important to point out some defi-
nitions and theories corresponding to them, and their study by means of scattering techniques
such as x-ray diffraction.
3.1 Some Thermodynamics
From the thermodynamical approach, the macroscopic state of a system is defined by a number
of thermodynamic variables, such as pressure P , temperature T , volume V , etc. And state
variables, which are functions of the thermodynamic variables, such as internal energy U(T, V ).
entropy S(T, V ) and enthalpy H(S,P ). When dealing with phase transitions, the thermody-
namic state variable of much importance is the Gibbs free energy which is defined as:
F = H − TS = (U + PV )− TS (3.1)
For a system where different phases (macroscopic states) are possible (e.g. liquid, solid, gas,
etc), at a given thermodynamic condition, the equilibrium phase will be the one with the lowest
free energy. Figure 3.1 shows the free energy of a system with two phases. For the case where
the thermodynamic equilibrium is given by the set of parameters (P1, V1, T1, . . .) “black curve”,
the equilibrium phase is that with parameter η1 since its free energy is the lowest. In the case
where the thermodynamic variables are changed to (P2, V2, T2, . . .) “blue curve”, the phase with
the lowest energy and therefore the equilibrium one is that represented by the parameter η2.
From the example in figure 3.1 it becomes clear that a change in one of the thermodynamic
variables results in a change of the free energy of the phase, which may lead to the change of the
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Figure 3.1: Gibbs free energy. The equilibrium
phase at a thermodynamic state with thermody-
namic variables (Pi, Vi, Ti, . . .) is that which its
Gibbs free energy is the lowest. The black curve
shows the case where the equilibrium phase is
that with order parameter η1, while for the blue
curve the equilibrium phase is has the order pa-
rameter η2.
equilibrium phases. The change between one equilibrium macroscopic state to another is what
is known as a phase transition. The parameter η is known as the order parameter, which is a
physical property (e.g. magnetization) that is zero before the phase transition and after it has
a finite value.
Phase transitions are classified by the lowest derivative of the free energy that is discontinu-
ous at the transition. First order phase transitions exhibit a discontinuity in the first derivative
of the free energy with respect to a thermodynamic variable. E.g. the various solid/liquid/gas
transitions in water, are classified as first-order transitions, as the pressure, which is the first
derivative of the free energy with respect to volume, changes discontinuously across the transi-
tions [23]. Second-order phase transitions have a discontinuity in the second derivative of the
free energy.
First-order phase transitions involve a latent heat. During such a transition, a system ei-
ther absorbs or releases a fixed amount of energy. Because energy cannot be instantaneously
transferred between the system and its environment, first-order transitions are associated with
regimes with “phase coexistence” in which some parts of the system have completed the transi-
tion and others have not. Differently, second-order phase transitions have no associated latent
heat and the transition from one phase to the other is continuous.
Since during this thesis only second order phase transitions will be treated in detail, the
discussion on first order transitions will be skipped.
3.2 Landau Theory of Phase Transitions
A convenient model to describe second order phase transitions was developed by Lev Landau.
In his theory, Landau assumes that the free energy of a system is determined by the order
parameter. The choice of the order parameter depends on the physics of the investigated sys-
tem. For example in chapter 5 the order parameter will be the lattice distortion (orthorhombic
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Figure 3.2: Typical behavior of the order parameter η as a function of temperature. Below Tc
there is a finite value of the order parameter which vanishes for T > Tc.
distortion), while in chapter 6 this will be the magnetization. Since the order parameter grows
continuously from zero at the transition temperature, an expansion of the free energy F (T, η)
in a Taylor expansion in the order parameter η will give information of the behavior near the
transition. Following Landau, the free energy has to obey two conditions: it must be analytical
and the terms in the expansion may satisfy the symmetry requirements of the Hamiltonian [24].
Therefore we can write the expression for the free energy close to the phase transition as
F (T, η) = Fo + a(T )η + b(T )η
2 + c(T )η3 + d(T )η4 + · · · (3.2)
In general, all the expansion coefficients have to be taken into account but the expression can be
simplified. The most common simplification is the case of a centrosymmetric Hamiltonian, where
all the odd terms of the expansion vanish due to symmetry reasons. Let’s consider the case of a
ferromagnet as an example. The free energy of an isotropic ferromagnet with magnetization m
as a power of series in m can be written as [25, 26]
F (T,m) = Fo + a(T )m
2 + bm4 (3.3)
where Fo and b are constants and a(T ) is temperature dependent. Note that since there is no
energetic difference between spin “up” and “down”, the power series cannot contain any odd
power of m (see equation 3.2). Therefore, F does not depend on the direction of m.
This system yields a phase transition if we allow a(T ) to change sign at the transition
temperature Tc, so near the transition we write a(T ) = ao(T − Tc) where ao is a positive
constant. By minimizing the free energy (i.e. finding solutions of ∂F/∂m = 0), we find that the
ground state of the system has two possible solutions:
m =
{
0 (T > Tc)[
ao(Tc−T )
2b
]1/2
(T < Tc)
(3.4)
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Thus the magnetization follows the curve shown in figure 3.2 for the second order transition,
wherem ∝ (Tc−T )1/2 below Tc. The Landau approach to study phase transitions is called mean
field theory, which means that it assumes that all spins “feel” an identical average exchange field
produced by all the neighbors. This field is proportional to the magnetization.
In real systems, it is found that the magnetization does behave as (Tc−T )β close to the transition,
but the exponent β is not necessarily equal to 1/2. The exponent therefore, gives important
information about the nature of the phase transition and it is normally called critical exponent
due to their association with critical points (e.g. Tc).
3.3 The Correlation Length ξ
Mean field theories do not take into account fluctuations of correlations which are very important
near Tc. The critical region is characterized by fluctuations at all length scales. The dominant
length scale which characterizes these fluctuations is the correlation length ξ. Nevertheless,
in a scattering experiment, a well defined Bragg reflection is present only when long range
correlations are present. This, of course, will limit the study of fluctuations and correlation
length to those which are present within the ordered state towards a new state which can be
ordered or disordered. In elastic scattering, the information regarding ξ is “hidden” in the
intensity profile of a reflection, so let us start describing possible effects that will affect the line
shape of a Bragg reflection.
As discussed in section 2.4.1 for powder samples, the peak profile is affected by microscopic
effects such as micro-strain and crystallite size. These effects are considered in the profile
function Ω(T ) which is used to describe the measured intensities (cf. equation 2.28). In the case
of a perfect crystal, the line shape of a Bragg reflection has an intrinsic width (see figure 3.3a)
due to dynamical scattering effects1. An approach of this intrinsic peak width was introduced
by C.G. Darwin in 1914 and it is known as the Darwin’s width ∆D [2]. Discussions in the frame
of dynamical scattering are out of scope of this work and will not be discussed in detail.
If we now consider an imperfect single crystal with a mosaic structure2 as the one depicted
in figure 3.3b. Since each mosaic will scatter with a slightly different θ, the intensity profile
of the reflection will broaden. For this particular case, one can determine the average size of
the mosaics since the size of these will determine how broad the peak will be. Therefore, in
diffraction, the width ∆ of a Bragg reflection is a good parameter to estimate the order, and
1Dynamical scattering consider the events where the diffracted beam is re-scattered in the direction of the
incident beam before it has left the crystal.
2In crystals, a mosaic structure refers to a substructure in which neighboring regions are oriented slightly
different.
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Figure 3.3: Effect of the correlation length ξ on the profile of a Bragg reflection. (a) shows the case
of an ideal crystal, where the correlation length ξo is ∞. (b) shows the case of a mosaic structure
where each mosaic has a particular orientation and size (ξa, ξb); the correlation length is the average
of the size of these mosaic crystals in a given direction. (c) depicts the case where two phases
(blue and green) are coexisting, each of these phases generates a Bragg reflection and has its own
correlation length. Note that ξ can be different for different directions, e.g. in the sketch (b) some
of the mosaic crystals are larger in the vertical direction but have the same length as the small ones
in the horizontal direction.
thus, the correlation length of the structure. The sharper the peak, the longer the correlation
and the better the crystal quality.
Consider now a case close to a phase transition. The new phase may have a different symme-
try so that new Bragg reflections appear. The width of the new peaks have information about
the correlation length of the new phase. Let’s make it clearer with an example. Consider an
antiferromagnet at a temperature close to the critical region (i.e. T < TN ). In this region parts
of the crystal develop long range antiferromagnetic order (e.g. green regions in figure 3.3c). The
long range ordering, in a scattering experiment, is evidenced by the appearance of superlattice
reflections as a consequence of the symmetry of the ordered magnetic structure. Close to TN
these regions are initially small and the superlattice peak is weak and broad. Upon cooling,
these regions grow (i.e. ξ increases) and the intensity of the superlattice reflection is rapidly
enhanced. In this particular case, the structure factor of the mentioned reflection will be our
order parameter, since as discussed in section 2.2 it is proportional to the square of the sample’s
sublattice magnetization. From the previous example, it is important to mention, that all the
regions (blue and green) in the crystal have the same crystal structure, independently whether
it is magnetically ordered or not. Moreover, below TN when all the sample is ordered, it can be
the case that the magnetic ξ is smaller than the ξ of the crystal. This means that the magnetic
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domains are smaller than the crystal mosaics. This will be important for the discussion in sec-
tion 6.4.2.
Let us define the correlation function, which measures the fluctuations away from the expec-
tation value, of a system conformed by N particles at the position rˆ as: [27]
G(rˆ, rˆ
′
) = 〈[n(rˆ)− 〈n(rˆ)〉][n(rˆ′)− 〈n(rˆ′)〉]〉 (3.5)
where
n(rˆ) =
N∑
j=1
δ(rˆ − rˆj) (3.6)
is the system density, rj is the spatial coordinate of the ith particle and 〈n〉 denotes the average
value.
Since a crystal is a system which is translationally invariant (〈n(rˆ)〉 = 〈n(rˆ′)〉), we can write
G(rˆ, rˆ
′
)→ G(rˆ − rˆ′), thus equation 3.5 may be written in the equivalent form
G(rˆ − rˆ′) = 〈n(rˆ)n(rˆ′)〉 − n2 (3.7)
Now, we know from section 2.1 that the scattering from different particles in a crystal is simply
related by a phase factor (i.e. eiqˆ·dˆj in equation 2.5) and that the intensity of the scattered
radiation is equal to the square of the structure factor (equation 2.8). If we consider a case
where there is no correlation between the particles, then the scattered intensity Io(q) would be
given by
Io(q) = N |fj(q)|2 (3.8)
where fj(q) is the atom form factor (cf. equation 2.4) of the jth atom. Hence from equations
2.8 and 3.8 we write
I(q)
Io(q)
=
|fj(q)|2|
∑N
j e
iqˆ·dˆj |2
N |fj(q)|2 (3.9)
since dˆj = (rˆ − rˆ′), this equation might be written as
I(q)
Io(q)
=
1
N
∫
dr
∫
dr
′〈e−iqˆ(rˆ−rˆ
′
)
∑
i,j
δ(r − ri)δ(r′ − rj)〉
=
1
N
∫
dr
∫
dr
′
e−iqˆ(rˆ−rˆ
′
)〈
N∑
i
δ(r − ri)〉〈
N∑
j
δ(r′ − rj)〉 (3.10)
if we now introduce the density n(r) as defined in 3.6, equation 3.10 becomes
I(q)
Io(q)
=
1
N
∫
dr
∫
dr
′
e−iqˆ(rˆ−rˆ
′
)〈n(rˆ)n(rˆ′)〉 (3.11)
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If we now implement equation 3.7 in 3.11 then
I(q)
Io(q)
=
1
N
∫
dr
∫
dr
′
e−iqˆ(rˆ−rˆ
′
)[G(rˆ − rˆ′) + n2]
=
V
N
∫
dr
′′
e−iqˆ·rˆ
′′
G(rˆ
′′
) +
V 2
N
n2δ(q) (3.12)
The second term from equation 3.12 contributes only when q = 0 (i.e forward scattering),
therefore it is not relevant for our study and can be neglected, so we simply write
I(q)
Io(q)
=
1
n
∫
e−iqˆ·rˆG(rˆ)dr =
1
n
Fc(q) (3.13)
Equation 3.13 tells us that the intensity of radiation scattered through a wave vector q is changed
from the value Io(q) (predicted if the particles of the crystal were not interacting) by an amount
proportional to the Fourier transform of the correlation function.
If the scattered intensity profile of a Bragg reflection can be described with a Gaussian
function, equation 3.13 can be written as
I(q)
Io(q)
= Imax
e−(q−qo)
2/(2σ2)
√
2piσ2
(3.14)
where Imax is the maximum intensity of the Bragg reflection, qo is the mean value of the vector q
for the given reflection and σ = ∆/2
√
2ln2 where ∆ is the full width at half maximum (FWHM).
Figure 3.4 shows two curves described by equation 3.14 for the case of a Bragg reflection centered
at |qo| = 3. The difference between these two curves is that ∆1 is smaller than ∆2. Therefore,
the red curve is sharper and more intense than the green one. Note also that ∆ has units of
inverse length and is actually a direct measurement of the correlation length ξ. Thus, as shown
in figure 3.4, the longer the correlation length the sharper the reflection will be.
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Figure 3.4: Gaussian intensity profile of a re-
flection with different values of σ = ∆/2
√
2ln2.
Since the correlation length is inversely propor-
tional to the full width at half maximum then,
the longer the ξ the sharper the reflection will
be. In this example Imax = 1.
For the concrete calculation of the correlation length in units of A˚, from the FWHM of a
measured reflection in reciprocal lattice units (r.l.u.), the following relation is used [28]
2pi
∣∣∣∣
(
0, 0,
∆l
c
)∣∣∣∣ = 1ξc (3.15)
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Here ∆l corresponds to the FWHM in the direction of the measurement (in this case the l
direction) and c is the corresponding lattice constant. Similar relations are valid for the h and
k directions.
Chapter 4
Experimental Techniques
This chapter describes the different experimental techniques used during the course of this
work. Sections 4.1 and 4.2 describe the experimental setup used for the study of the magnetic
and structural properties of the RFe3(BO3)4 family of compounds, for which single crystals
with excellent quality were available. Sections 4.2.2 and 4.3.3 deals with the details of the
diffractometer used to study the structural phase transition in powder samples of the newly
discovered iron based superconductor (Sm,Ce)FeAsO1−xFx.
4.1 High Energy X-Ray Scattering: Beamline BW5
In order to perform experiments under extreme conditions, such as external applied magnetic
fields and low temperatures, it is necessary to use high energy photons that are able to go
through the whole experimental setup and finally hit the detector with enough photon flux to
measure any signal coming from the sample. This setup can include a cryomagnet, windows,
sample, analyzer crystal and absorbers.
During the conduction of this work an incident photon energy of 100 keV was used. The
x-rays penetration depth at this energy is of the order of millimeters, enabling the study of bulk
properties of large single crystals. Moreover, synchrotron light has a brilliance.1 which is more
than 10 orders of magnitude larger than that of a normal commercial x-ray tube. This allows
us to observe small effects which under normal laboratory conditions would be impossible to
discern like tiny structural distortions, magnetic scattering and orbital ordering.
The experiments have been performed at the high energy beamline BW5 at the Deutsches
Elektronen Synchrotron (DESY) in Hamburg in collaboration with Martin von Zimmermann,
Martin Philipp and Olga Kataeva.
1Photon flux per unit area and within a unit of solid angle (B = ph
sec.mm2.mrad2
)
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Figure 4.1: Triple axis diffractometer at beamline BW5
4.1.1 The Triple Axis Diffractometer
Figure 4.1 shows a schematic diagram of the triple axis diffractometer at beamline BW5. The
scattering plane of the diffractometer is horizontal which facilitates the mounting of large setups
in the sample stage [29]. The white radiation coming from the storage ring hits the monochro-
mator after being collimated by a water cooled slit system. The monochromator crystal allows
to select a narrow energy band by choosing an appropriate scattering angle. Once the beam has
been monochromatized, it crosses another set of collimators and a monitor before hitting the
sample crystal. The monitor counts the photon flux that enters the sample stage and this signal
is used to normalize the measured intensity in the detector.
For the case where zero field measurements are performed, the sample is mounted on a closed
cycle cryostat which is itself mounted on a Huber 512 Eulerian cradle. The Bragg condition
is met by rotating these angles with respect to the incoming beam. When magnetic fields are
applied, a Huber 430 rotary table and a Franke and Heidrich (χ, φ)-circle segment (±15◦) are
mounted on which a cryomagnet (figure 4.2) is positioned [30].
After the beam has been scattered from the sample, it passes through two slits and an
absorber. The slits define the scattering volume at the sample position, and suppress possible
powder lines coming from the aluminum caps of the closed cycle cryostat or the cryomagnet
walls. The absorber reduces the intensity to be measured finally in the detector, in case that
the diffracted beam intensity is so large that it saturates the detector count rate. Finally, the
diffracted beam is again scattered by the analyzer crystal towards the Ge detector. The solid
state Ge detector (energy resolution of 500 eV at 100 keV) enables the suppression of higher
harmonics in the incident beam.
Figure 4.3 shows a cartoon of the beam path through the triple axis diffractometer. Here,
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Figure 4.2: Sketch of the cryomagnet used
for the magnetic field dependent experiments at
beamline BW5. The draw shows the angular
degrees of freedom. Note that the incident and
scattered beams lay in the horizontal plane.
Figure 4.3: Beam path through the triple axis
diffractometer where the (+ − +) configuration
can be realized. ω refers to the angle that is
scanned in order to measure the integrated in-
tensity of a reflection (see sec. 4.3.1).
one can see that the diffraction angle between the monochromator and the analyzer crystal
alternates in the so called (+ − +)-configuration. The highest resolution is achieved when
the scattering angles of the monochromator and analyzer are equal. This ensures that only
the proper wave length will hit the detector, removing divergence effects and rejecting higher
harmonics. Therefore the same crystal is used as monochromator and analyzer. In this work a
Si1−xGex gradient crystal was used as monochromator and analyzer. Such crystal brings high
reflectivity and enables the continuous variation of experimental resolution, by simply translating
the crystal in the beam due to the germanium gradient.
For the field dependent measurements, the sample was mounted in a cryomagnet (see figure
4.2) where temperatures down to 2 K can be reached and horizontal magnetic fields up to
10 T can be applied parallel and perpendicular to the scattering vector q. When using the
cryomagnet, the reciprocal space that can be reached is limited by the size of the aluminum
windows by a maximum scattering angle of ± 10◦ in 2θ. Other angles will be shadowed by
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the magnet walls and poles. Also due to the heavy load setup, the goniometer can rotate only
to maximum ± 5◦ in φ and χ. Therefore a proper alignment of the crystal is needed before
performing the experiment.
4.2 Resonant Magnetic Scattering
In the course of this thesis, resonant magnetic scattering is a technique that was used to clarify
the magnetic structure of the multiferroic compound NdFe3(BO3)4 (chap. 7). These mea-
surements were performed at two beamlines. One of them was ID20 at the European Syn-
chrotron Radiation Facility (ESRF) in Grenoble (France) and the other one the Magnetic Scat-
tering beamline (MAGS) at the Berliner Elektronen Speicherring-Gesellschaft fu¨r Synchrotron-
strahlung (BESSY) in Berlin. The later beamline was also used to study the structural transition
of powder samples of the newly discovered iron pnictides superconductors (chap. 5). Technical
details of the beamlines are described below.
4.2.1 Magnetic Scattering Beamline ID20
Beamline ID20 is a very unique tool to study magnetism and the magneto electric coupling in
multiferroic materials, since it is possible to apply simultaneously magnetic and electric fields at
low temperatures, as well as to fix the incoming beam polarization and to analyze the polarization
of the scattered beam. All this at resonant conditions (see section 2.2.2).
Experiments at ID20 were performed in collaboration with Jochen Geck and Sven Partzsch
from the IFW-Dresden and Javier Herrero-Martin and Claudio Mazzoli from the ESRF.
A sketch of the beamline optics is presented in figure 4.4. The ID20 monochromator consists
of a Si(111) double crystal; the first crystal is cooled by liquid nitrogen and the second crystal is
mounted on a bender for a tunable sagittal focusing. A fine rotation of the two-crystal assembly
(accuracy of ±0.6 arcsec, reproducibility of ±0.4 arcsec = 1 eV at 9 keV), allows measurements
with photon energies between 3.4 and 25 keV, with a resolution of about 8 eV at 9 keV. The
high-order harmonic rejection is done by the double mirrors which also provide vertical focusing
over a wide energy range (3.5-25 keV). Both mirrors are made from 1 m long silicon ingots (70
mm × 50 mm × 1000 mm) and contain two different reflecting surfaces (pure silicon and a
600 A˚-thick rhodium coating). The detector consists of a solid-state device silicon APD (ESRF
design).
The beamline is equipped with a Huber six-circle diffractometer with horizontal scattering
geometry, which supports a superconducting split cryomagnet that generates magnetic fields up
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Figure 4.4: ID20 Optics, taken from [31].
to 10 T in the vertical direction. The working temperature range goes from 2 K up to room
temperature.
Electric fields can be applied both in the vertical or horizontal direction. For this, the sample
is placed in between two parallel Cu plates that generate a constant electric field when a potential
difference is applied between them. Voltages up to ±4 kV can be applied, and hence the field
depends on the distance between the Cu plates.
4.2.1.1 Azimuthal Dependence and Polarization Analysis
Figure 4.5 shows the setup needed in order to perform azimuthal dependence (rotating the
sample around the scattering vector q) and polarization analysis measurements. The polarization
analyzer uses an analyzer crystal which is installed normal to the sample’s diffracted Bragg
reflection (kˆ′) fulfilling the elastic condition |kˆ| = |kˆ′′|. The polarization detection is realized
by choosing a suitable crystal, that fulfills the diffraction condition θp ≃ 45◦ at the current
energy. The use of the analyzer crystal also increases the 2θ angular resolution and reduces the
fluorescence background near the absorption edges.
By rotating the analyzer crystal along the η axis, a complete linear polarization analysis of
the sample diffracted light can be obtained [14, 15]. This is done by rocking the analyzer crystal
signal for a set of η values and the information on the sample diffracted polarization is then
recovered by fitting the measured integrated areas with the following expression
IP (η) = cos
2(η)|ε′σ |2 + sin2(η)|ε′pi |2 (4.1)
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Figure 4.5: Diffraction experiment with polarization analysis. A analyzer crystal is selected such
that the scattering angle is θp ≃ 45◦. When rotating about the scattering vector kˆ′ (angle η), a
full linear polarization analysis of the diffracted intensities can be done. uˆ1, uˆ2 and uˆ3 denote the
unitary vectors that define the scattering reference frame (cg. figure 2.2).
4.2.1.2 Incoming Light Polarization
The incident linear light polarization coming from the storage ring can be changed (linear or
circular) by using an x-ray phase retarder [32–34]. This is a thin single crystal of diamond
that is inserted into the beam upstream of the sample. When the crystal is slightly detuned
from the Bragg position, the transmitted σ and pi waves are phase shifted with respect to each
other. Different polarizations of the transmitted beam can be selected by adjusting the phase
difference and the orientation of the phase plates scattering plane with respect to the incident
polarization (horizontal). Circular polarization is obtained when the phase shift is set to ±λ/4
(quarter-wave plate) and the scattering plane is inclined by 45◦. Linear polarization is obtained
when the phase shift is set to ±λ/2 (half-wave plate). The plane of polarization is then rotated
by twice the angle by which the scattering plane is inclined.
4.2.2 MAGS Beamline
Part of the resonant scattering measurements and the powder Hard X-ray Diffraction experi-
ments were done at the MAGS beamline [35], which is one of the three experimental stations
on the 7 Tesla wiggler at BESSY in Berlin. The measurements presented in chapter 5 were per-
formed in collaboration with Ralf Feyerherm, and Dimitri Argyriou from Helmholtz Zentrum
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Berlin (HZB), while the measurements presented in chapter 7 were done in collaboration with
Sergio Valencia (HZB).
An overview of the beamline layout is shown in figure 4.6. First, the white beam coming
from the 7 T Wiggler enters the optical hutch and is vertically and horizontally collimated by
a set of slits which are water cooled. They are followed by four graded absorbers that reduce
the thermal load on the downstream optical components. The beam is collimated, before it hits
the monochromator, by a Si single crystal mirror with a reflecting surface polished to 3 A˚ r.m.s.
The mirror has two tracks, one coated with Rh and the other uncoated, for which the pitch
angle can be varied between 0 to 5 mrad. The variable pitch and coatings are used for harmonic
rejection of a desired photon energy. The monochromator consists of two Si(111) crystals which
can cover an energy range from 4 to 30 keV. With the collimating mirror in the beam, the
energy resolution at the Cu K edge is 2 eV. In front of the monochromator there is a second
set of slits as well as an intensity monitor which consist of a scattering foil and a photodiode.
Once the beam passes through the photodiode, it is focused by a second mirror similar to the
collimating mirror before the monochromator. It reflects with a variable bending radius between
∞ and 2.3 km. Finally, the beam enters the experimental hutch passing through a set of graded
attenuators followed by horizontal and vertical slits and another intensity monitor, before it hits
the sample. The diffracted beam passes through two sets of slits which make up a collimation
path to the detector which consist in an Oxford Danfysik Cyberstar scintillation detector.
The diffractometer consist of a six plus three circle Huber Eulerian cradle with vertical scat-
tering geometry. The sample is mounted on a closed cycle dysplex cryostat where temperature
ranges from 2 to 300 K can be obtained.
For the magnetic field dependent measurements, a high-Tc superconducting magnet is used
where magnetic fields up to 5 T can be applied both vertical or horizontal. The magnet is cooled
by a compressor, and no liquid gases are needed.
Polarization analysis of the diffracted intensities is made using a device similar to the one
described in section 4.2.1.1. The incoming light polarization is given by the path that the
electrons travel inside the Wiggler1, i.e. linearly polarized in the horizontal direction.
4.3 Data Analysis
The main goal of a scattering experiment is to extract structural and magnetic information from
the diffracted reflections (i.e. structure factors). The proper determination of the integrated
intensities is of paramount importance. In the following pages, some aspects about intensity
integration will be discussed.
1A wiggler is an insertion device in a synchrotron. It consists of a series of magnets designed to periodically
laterally deflect a beam of charged particles (electrons or positrons) inside a storage ring of a synchrotron.
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Figure 4.6: Schematic layout of the MAGS beamline optics.
4.3.1 Integrated Intensities
Let’s suppose we have a reflection that is represented as a point in the tridimensional reciprocal
space for which its q vector is given by the Miller indices (ho, ko, lo). In a real crystal, this point
will look more like a sphere or an ellipsoid (e.g. figure 4.7a) due to the effects discussed in section
3.3. As the whole diffracted intensity is concentrated in this region of the reciprocal space, the
integrated intensity of this reflection will be obtained, for instance, by scanning the volume of
this sphere. Since the available tool to measure this tridimensional intensity is a point detector,
then a good measurement strategy is necessary to correctly determine the whole intensity. In
an ideal case, scans along all the reciprocal lattice directions, as shown in figure 4.7a, will give
a very accurate value of the intensity. In this case the integrated intensity will be given by
Io(q) = (Imax) · (∆h∆k∆l). Where Imax = Ihmax = Ikmax = Ilmax is the intensity maximum of
the intensity profiles shown in figure 4.7a and ∆i their full width at half maximum (FWHM).
Nevertheless, experimentally this is a difficult task, since in many cases there are physical
limitations due to the experimental setup or due to lack of experimental time. A good strategy
would be e.g. perform a reciprocal lattice scan (i.e. one of the Gaussians shown in figure 4.7a
together with an additional simple1 rocking scan. Figure 4.7b shows how these scans can be
performed experimentally. The q scan is simply a θ–2θ scan, while the rocking scan (ω-scan)
can be made by rotating the crystal along the angle ω (figure 4.7b) keeping the detector still, so
that the reflection is brought into the detector by fulfilling the Bragg condition (equation 2.1).
A good estimation of the full integrated intensity is given by
I(h,k,l) = (Imax) ·∆q∆ω (4.2)
1Simple in the sense that it will be fast and easy for the diffractometer to perform.
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Figure 4.7: Integrated intensity. Figure (a) shows a reciprocal lattice point and possible detector
scans along the reciprocal lattice directions (q-scans). The Gaussians refer to the intensity profile
of the reflection. Figure (b) shows the experimental realization of the scans. q-scans are equivalent
to a θ–2θ scan in the longitudinal direction, while a ω-scan is a rocking curve of the reflection by
rotating the crystal along the angle ω.
with Imax = Iqmax = Iωmax, ∆q and ∆ω being the intensity maximum and FWHM of the q- and
ω-scans after fitting their intensity profiles. Note that the maximum intensity should be the
same for each scan, otherwise, the reflection is not properly centered and errors in the intensity
estimation can be introduced.
Alternatively, by fully opening the detector slits, one ensures that the whole intensity enters
the detector. Thus by fitting the measured profile or by numerically integrating it, it is possible
to determine the integrated intensity. This is particularly convenient when the reflections do
not have a Gaussian/Lorentzian-like profile, but a complicated shape. Nonetheless, limiting the
determination of the peak intensity by a single scan, could be risky, since important information
can be overlooked. Not to forget that a reflection has a tridimensional shape in the reciprocal
space, by limiting the intensity estimation to a simple scan would yield a loss of information
in the other directions of the reciprocal space, such as satellite reflections for instance. Further
considerations about a proper integration are e.g. to take care of the background signal. This
is done by measuring enough points at the sides of the peak profile for proper background
subtraction.
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4.3.2 Convolution
Experimentally, the measured diffracted signal is artificially broadened by the used instrument,
arising from lack of complete collimation, finite extent of the beam, etc. Therefore, the Fourier
transform of the x-ray pattern is not the true structure but a convolution of this with an
instrumental function [36]. Sometimes it is desired to extract the instrumental effect on the
measured signal, specially when one is interested in the correlation length and size of the crystals
(see section 3.3). Since this function is constant for a given instrument, it is possible to isolate
it and hence to correct the effect.
The measured experimental signal h can be expressed as [37]:
h(τ) = [f ∗ g](t) (4.3)
Where [f ∗g] denotes the convolution of the experimental resolution function f and the intrinsic
signal g. If f and g are Gaussian functions, the resulting convoluted function h is also a Gaussian
[37]. If we know both, the instrumental and the measured functions, it is possible to determine
the intrinsic function by a deconvolution from the measured signal. This operation will yield a
Gaussian whose FWHM is equal to:
∆g =
√
∆2h −∆2f (4.4)
which can be implemented in equation 3.15 to calculate the correlation length.
4.3.3 Powder X-ray Diffraction
The x-ray diffraction measurements on powder samples were done using a STOE STADI powder
diffractometer with Mo kα1
1 radiation in transmission geometry. The measured angular range
was from 4◦ to 55◦ in 2θ with a step size of 0.01◦. Figure 4.8 shows a sketch of the experimental
setup. Prior to each measurement, the center of diffraction geometry was checked by measuring
a Bragg peak first at a measuring position with ω = 0 and then at a position rotated by 180◦
in ω. When the sample is in the center of diffraction, the two diffractograms superimpose each
other, otherwise the diffractograms are slightly shifted in 2θ and the sample goniometer should
be shifted, either towards the x-ray source or towards the detector in the x direction, until the
center is reached. During data acquisition the φ angle in the sample stage (see figure 4.8) rotates
continuously in order to improve the powder averaging of the sample and to decrease possible
texture effects.
1Normally when referring to laboratory x-ray tubes, the Siegbahn notation is used to name the spectral lines
that are characteristic to elements. In this particular case kα1 refers to the Mo L2 transition, where an electron
in the 2p3/2 level decays to the 1s emitting an x-ray.
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Figure 4.8: Powder diffractometer STOE STADI
Prior to the experiment, the samples, which consisted of pressed pellets, were stored in a
glove-box under an Ar atmosphere that prevented them to oxidize. The samples were taken
out of the glove box and ground to fine powder in order to have proper powder averaging of
the crystals and to avoid unwanted textured intensities. Once ground, the powder is glued on a
circular plastic foil using nails varnish and placed into the sample holder (ring shaped object in
figure 4.8). Since the nails varnish and the foil are amorphous, they do not diffract the x-rays,
therefore there is no contribution of these to the final diffractogram.
In order to perform profile analysis of the diffractograms via Rietveld refinement (see section
2.4.1), good statistics diffractograms are required. Therefore the minimum acquisition time for
each sample was about 4 hours (3 sec/step). The Rietveld analysis was performed using the
program FULLPROF [38] and the refined parameters include zero point offset, lattice constants,
scale factors, overall isotropic displacement parameters, Lorentzian isotropic crystallite size,
Lorentzian isotropic strain, atom positions, relative amount of phases and preferred orientation.
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Part II
Structure and Magnetism of
(La,Sm,Ce)FeAsO1−xFx
Superconductors
Chapter 5
High Temperature
Superconductivity in Iron Pnictides
5.1 Introduction
Following the BCS1 theory of superconductivity [39], in a superconductor, the electrons bind to
each other at a finite condensing temperature Tc and form, following quantum mechanical laws,
a coherent wave with well defined phase that extends macroscopically to the whole material. In
this theory, the charge conduction is actually mediated by the lattice vibrations i.e. phonons.
Therefore, the resistivity drops to zero at a finite temperature.
Since superconductivity is a promising property for technological applications, the search for
superconducting materials with high transition temperatures is desired. However, in the early
times following the predictions of the BCS theory, it was expected that Tc had a limit in T ∼ 30
K2, giving no hope for rising Tc to temperatures close to liquid nitrogen, which would make
applications more feasible.
While searching for new superconductors, an important breakthrough came in 1986 with the
onset of superconductivity in a previously unexpected class of compounds, the layered cuprates,
at the then record temperature of 35 K [41]. Shortly afterwards, this transition temperature
was pushed up to 90 K (beyond the temperature of liquid nitrogen and of the BCS limit) [42].
These findings where the starting of a new era in condensed matter physics, where the copper
oxide played the main role. During this time, while trying to rise the superconducting transition
1BCS refers to J. Bardeen, L.N. Cooper and J.R. Schrieffer, who were the first to propose a satisfactory theory
for superconductivity.
2In order to make Tc higher, the electron phonon coupling must be strong enough. Nevertheless, when the
coupling is too strong, not only the superconducting state, but also the normal metallic state itself becomes
unstable and falls into a charge density wave (CDW) type insulator and hence, Tc disappears. The maximum
value that Tc that would yield a fair strong e-phonon coupling without falling into a CDW state has been thought
to be 30 K [40].
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temperature, many questions were addressed but not many answers were given. Even though
the Tc was increased to 135 K [43], it is still far from room temperature and we are also far from
a real understanding of the physics of the underlying superconductivity in these compounds.
It was only until the end of February 2008, when the discovery of high temperature super-
conductivity in the F doped layered FeAs systems such as LaFeAsO1−xFx [44], and the further
increase of Tc up to values larger than 50 K [45, 46], that a new breakthrough in superconduc-
tivity appeared. This discovery triggered an intense research activity, both experimentally and
theoretically, in order to find out the mechanism by which superconductivity emerges in these
materials.
If we now compare pnictides with cuprates, it is not difficult to understand why these new
superconductors have captured so much attention. First, both are layered structures and it is
believed that the charge conduction takes place within these layers. Additionally, parent com-
pounds of the 1111 iron pnictides are antiferromagnetic metals in which the magnetic ordering
appears around 10 K below the temperature Ts ∼ 150 K at which a structural transition from
tetragonal to orthorhombic takes place. As oxygen is replaced with fluorine, long range mag-
netic order disappears and superconductivity sets on. In the case of the cuprates, the ground
state of the undoped compounds consist of an antiferromagnetic Mott insulator. Charge doping
induces, as well, the suppression of magnetic ordering and the emerging of superconductivity.
This analogy has led to the assumption that the high-temperature superconductivity of the new
FeAs-type superconductors is caused by the proximity of the system to the magnetic phase tran-
sition, where speculations about the pairing of charge carriers through spin fluctuations have
been made. Moreover, in the pnictide case, we deal with intermetallic physics and not oxides.
This also means that the picture of strong electronic correlations in iron pnictides plays no role
in contrast to the cuprates.
This proximity of magnetism and superconductivity is believed to be a key aspect in non-
conventional superconductors, thus making these iron pnictides interesting in order to deepen
our understanding of non-conventional superconductivity as the one developed in cuprates. De-
spite the fact that the development of higher Tc’s in the pnictides has come to a standstill, there
is much hope that the understanding of the pnictides physics will help understand superconduc-
tivity in the cuprates.
5.2 Crystal Structure of the Iron Based Superconductors
So far, many compounds of the FeAs superconductors have been synthesized such as the so-
called “1111” (LnFeAsO1−xFx with Ln=La, Sm, Ce, Pr, Gd, Nd) [44, 48–52] and CaFeAsF [53],
the “122” for instance BaFe2As2 [54] and CaFe2As2 [55], “111” LiFeAs [56] and “11” FeSe [57].
At room temperature, all these compounds have a tetragonal structure belonging to the space
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Figure 5.1: Crystal structures of a) LaFeAsO
(referred to as 1111), (b) BaFe2As2 (122), c)
LiFeAs (111), and d) FeSe (11). Atoms in red
and yellow correspond to Fe and As, respec-
tively. From Ref. [47]
group P/4nmm (except for 122 compounds which space group is I4/mmm), where the main
structural feature is a layer of FeAs, where the Fe ion is tetrahedrally coordinated by four As
ions [44].
The structural difference between the 1111, 122, 111 and 11 compounds fall only on how
these layers are separated. In the case of the 1111 compounds, the FeAs layers are alternated
by LnO layers, forming a stacking along the c-axis as shown in figure 5.1a. The FeAs layers in
the 122 compounds are separated by divalent ions like Ba2+ (figure 5.1b). Whereas in the 111,
this ion is a monovalent one such as Li+ (figure 5.1c). In contrast, in the FeSe case, there is
no other structural component out of the FeSe layers (i.e. figure 5.1d). This 11 structure has
attracted an important attention owing to be the simplest (structurally speaking) among the
other pnictides.
5.2.1 Effect of F Doping on the Layered Structure
Let us center our discussions on the 1111 systems, more specifically on the La-1111. This
compound is the most widely studied, allowing us to get the best insight into the physics of
this new family of compounds. In this section, results on powder diffraction measurements and
subsequent Rietveld refinement are presented. The experiments were performed as described in
section 4.3.3. Representative examples of the measured diffraction patterns on La-1111 are shown
in figure 5.2 together with their calculated profile from the Rietveld fit. The results reveal a main
phase consisting of a tetragonal ZrCuSiAs-type structure (space group P4/nmm) in agreement
with previous reports [44, 58–60]. Extra reflections in the diffraction patterns are attributed to
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Figure 5.2: Experimental powder x-ray diffractograms (red dots) and Rietveld calculated profiles
(black lines) of selected La-1111 compounds. Insets show additional Bragg peaks coming from
impurity phases. Calculated profiles include impurity phases.
impurity phases such as FeAs, As2O3 and LaFO. Their quantification is summarized in table
5.1.
Structural results of the Rietveld refinement are presented in figure 5.3. Upon doping with
fluorine, the crystal structure of the La-1111 compounds experience a contraction of the lattice
constants due to the ionic substitution of O−2 by F−1 (cf. figure 5.3b). This contraction is more
pronounced in the c direction, i.e. in the direction perpendicular to the FeAs layers, and induces
a reduction of the unit cell volume as shown in figure 5.3a. The ionic substitution has a visible
impact on the La-O distance as observed in figure 5.3c (red squares). In contrast, no significant
changes are observed on the Fe-As distance (cf. black circles in figure 5.3c). Moreover, regarding
the FeAs tetrahedron, the internal angles α1 and α2, the definitions of which are depicted in figure
5.4, present no systematic change upon fluorine doping (see figure 5.3d). Whereas the angles
β1 and β2 show a continuous decrease as shown in figure 5.3e. Figure 5.3f exhibits the Fe-As
interlayer distance zAs (cf. figure 5.4) which shows, as well, no significant changes as a function
of doping. These observations let us conclude, that the fluorine doping does not affect the FeAs
layers, whereas the major effect is observed in the La-O layers, i.e. the fluorine substitution takes
place in the LaO layer. Given that the charge of the F−1 ion is smaller than that of the O−2 ion,
the Coulomb attraction between the F−1 and the La+3 layers is reduced. To compensate the
charge deficiency, the La+3 ion layer tries to get closer to the FeAs−1 layer, explaining the lattice
shrinkage specially in the c direction. This Coulomb attraction also explains the increase of the
La-O bonding distance, since the displacements towards the FeAs layers increase the distance
between lanthanum and oxygen.
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Table 5.1: Phases quantification of the powder samples obtained via Rietveld refinement.
Sample F content (x) Purity (%mol) Foreign phases(%mol)
LaFeAsO1−xFx 0 96.48 FeAs(3.52)
0.01 96.62 FeAs(3.38)
0.02 96.46 FeAs(2.58), LaFO(0.96)
0.04 95.54 FeAs(3.25), LaFO(1.21)
0.05 100 -
0.06 100 -
0.075 94.96 FeAs(5.04)
0.1 97.38 FeAs(2.62)
0.125 98.10 FeAs(1.90)
0.15 98.10 FeAs(1.90)
0.2 88.96 FeAs(8.75), LaFO(2.29)
Figure 5.3: Structural parameters of the La-1111 system as a function of F doping. The definition
of the angles and distances are presented in figure 5.4. (a) presents the unit cell volume, (b) lattice
constants, (c) shows the distance between the Fe-As as well as the La-O, (d) angles α1 and α2, (e)
angles β1 and β2 whereas (f) shows the zAs distance.
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Figure 5.4: Definition of the structural aspects
obtained by Rietveld refinement of the diffrac-
tion patterns of the LaFeAsO1−xFx compounds.
The parameter zAs refers to the distance be-
tween the Fe and the As planes.
5.2.2 Temperature Dependent Structure
Figure 5.5: Crystal structure of LaFeAsO. a) shows the FeAs and LaO layered structure. b) View
of the crystal structure along the c direction. The yellow inner square represents the crystal structure
in the tetragonal phase (space group P4/nmm). The outer blue square is that in the orthorhombic
phase (Cmma). The unit cell of the orthorhombic phase is rotated 45◦ from the tetragonal phase
and the lattice constant expands by
√
2. From Ref. [59]
Non superconducting LnFeAsO compounds [50, 58, 59, 61, 62] show a structural phase
transition from tetragonal to orthorhombic (space group Cmma) at a temperature of Ts ∼150
K (figure 5.5). This transition is evidenced by means of x-ray diffraction when following the
temperature evolution of e.g. the tetragonal Bragg reflection (2,2,0). On cooling, this reflection
splits into two orthorhombic ones [(4,0,0) and (0,4,0)] as shown in figure 5.6c. The lattice
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constants are determined from the reflection positions using Bragg’s equation, and an estimation
of the transition temperature Ts can be done from the temperature at which the splitting occurs.
Upon fluorine doping, the transition temperature is reduced, until finally, when a critical F
concentration is reached, the sample becomes superconducting. These La-1111 superconducting
samples do not show a structural phase transition.
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Figure 5.6: Temperature dependence of several physical properties of La-1111. (a) electrical re-
sistivity (ρ), (b) magnetic susceptibility (χ), (c) lattice constants, (d) Seebeck coefficient (S), (e)
thermal conductivity (κ) and (f) specific heat (cp). Vertical lines show the structural and magnetic
transition temperatures Ts and TN respectively. From [63]
5.3 Magnetism
Upon further cooling, the parent compound undergoes an antiferromagnetic ordering at a tem-
perature slightly lower than Ts [60, 65, 66]. This long range magnetic ordering has only been
observed in the undoped and lightly doped 1111 compounds and has been widely studied by
means of neutron scattering [50, 60, 61], µSR [66–72] and Mo¨ssbauer spectroscopy measurements
[66, 73, 74].
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Figure 5.7: Magnetic structure of the Fe spins
in the 1111. The spins are parallel along the or-
thorhombic b-axis, antiparallel along the a-axis,
and with the spin direction along a. Along the
more weakly coupled c-axis the arrangement can
be either parallel (ferro) or antiparallel (anti-
ferro). All the structures are simple commensu-
rate magnetic structures. From Ref. [64]
Figure 5.8: Magnetic order parameter mea-
sured with Mo¨ssbauer spectroscopy (Bhyp) and
µSR (Bmuon). From [67]
During cooling, Mo¨ssbauer spectroscopy reveals that a local magnetic hyperfine field devel-
ops in the Fe nuclei after the structural transition has taken place and is also observed on muon
spin rotation µSR [66, 67]. Since no broad hyperfine field distribution was observed below TN , it
was concluded that the magnetic ordering was commensurate from the Mo¨ssbauer spectra. This
observation was further corroborated by neutron diffraction where magnetic peaks with propa-
gation vector Q=(1/2,1/2,1/2) were observed [60, 75]. The neutron diffraction measurements
also revealed that the magnetic structure consists of a collinear (stripe-type) antiferromagnetic
order of the Fe moments within the ab plane [60, 75] (i.e figure 5.7), also referred to as spin
density waves (SDW). As observed in figure 5.8, upon fluorine doping, the magnetic ordering
transition temperature is reduced, until a critical F doping is reached where the sample becomes
superconducting. These superconducting samples show no magnetic long range ordering.
The structural and magnetic transitions have an important effect on the electronic and
magnetic properties. They are seen as anomalies in numerous thermodynamic and transport
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(d)
Figure 5.9: Resistivity (ρ) and its T deriva-
tive (dρ/dT ) are shown in figure (a). Figure (b)
shows the thermal expansion α. The increase
of α at T ∼ 225 K is related to spin fluctu-
ations that emerge towards Ts, as observed in
T -dependence of the spin lattice relaxation rate
1/T1T (figure c), where an increase of 1/T1T is
present at T =∼ 200K. The vertical dashed lines
refer to the structural and magnetic transition
temperatures. Figure (d) shows T -dependence
of (T1T )
−1 of 75As for x = 0.04, 0.07, 0.11 and
0.14 in LaFeAs(O1−xFx). The broken line is a
fit where (T1T )
−1 = C/(T + θ) with C = 44
(sK)−1 and θ = 10.2 K. From [76, 77] and [78].
experiments, which allows us to indirectly determine their transition temperatures. Figure 5.6
is just an example of how these transitions affect several physical properties, such as electrical
resistivity (ρ), magnetic susceptibility (χ), Seebeck coefficient (S), thermal conductivity (κ) and
specific heat (cp) in La-1111 [63]. Figures 5.6a and 5.6b show also the temperature derivative of
ρ and χ respectively, from which the values of TN and Ts can be determined.
This effect on the physical properties has been strongly exploited in order to understand the
effect of fluctuations, specially magnetic fluctuations, in La-1111. The reason is that it is believed
that spin fluctuations might play a role in the superconducting mechanism. Neutron diffraction
experiments on La-1111 unexpectedly revealed an Fe moment of 0.36(5)µB [60] (0.25(5)µB from
Mo¨ssbauer spectroscopy [66]), which is much smaller than the predicted value of ∼ 2.3µB from
density functional theory calculations [79]. Recently, this moment was found to be 0.63(1)µB
[75] from neutron diffraction and 0.58(9)µB from NMR [80], which is almost two times larger
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than initially found but still weaker than theoretically expected. This reduced moment suggests
that magnetic frustrations and/or spin fluctuations are present at low temperatures [81, 82].
Moreover, nuclear magnetic resonance (NMR) measurements on 139La [83] and 75As [76] have
shown that the magnetic ordering relates to the structural distortion. NMR shows that the
lattice relaxation rate 1/T1 starts to increase at T > Ts; at Ts, it dramatically increases and
reaches a maximum at TN (see figure 5.9c), which means that the magnetic fluctuations start
to slow down above Ts (cf. figure 5.9c at T ∼ 200 K), until finally magnetism becomes static at
TN . NMR measurements also show that underdoped superconducting samples present a Curie-
Weiss behavior of the 1/T1T as a function of temperature, prior to Tc [78] (cf. blue circles in
figure 5.9d), further proof of spin fluctuations that develop well above Ts and that extend close
to superconductivity. In addition to this, thermal expansion measurements [77] on the same
compound corroborate that these fluctuations actually start at temperatures well above Ts, as
shown in figure 5.9b. Similarly, these fluctuations are reflected in the electrical resistivity [77].
Upon doping with F these fluctuations are considerably reduced. Another interesting finding
concerning the magnetic properties of La-1111 is its magnetic susceptibility χ (cf. figure 5.6b).
It has been reported [84] that upon heating, the paramagnetic susceptibility increases. Also, the
slope of the T dependent curve is independent of the doping level. This suggests that strong
local antiferromagnetic correlations are present in a broad region of the phase diagram and, in
particular, persist in the normal state of superconducting samples, which might indicate that
magnetism plays a role in the superconducting mechanism.
Figure 5.10: Fermi surface of LaFeAsO
shaded by velocity [darker (blue) is low veloc-
ity] In this figure, the Γ=(0,0,0) are the cor-
ners in the Brillouin zone, and Z=(0,0,1/2),
X=(1/2,0,0), R=(1/2,0,1/2), M=(1/2,1/2,0)
and A=(1/2,1/2,1/2). From [77].
Regarding the electronic structure and Fermi surfaces of La-1111 undoped compound, it has
been found from density functional studies done by Singh et al. [85] that the Fermi surfaces
of LaFeAsO have two high-velocity electron cylinders around the zone edge M-A line, two
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lower-velocity hole cylinders around the zone center and an additional heavy 3D hole pocket,
which intersects and anti-crosses with the hole cylinders, centered at Z. The heavy 3D pocket is
derived from the Fe dz state, which hybridizes sufficiently with As p and La orbitals to yield a
3D pocket (cf. figure 5.10). As an important feature of the Fermi surfaces in these compounds,
the cylinders at the Γ and M points are nearly nested and can yield strong nesting peaked at
(pi, pi) in the folded Brillouin zone (two Fe atoms in the unit cell). This can lead in general to
enhanced spin fluctuations in this nesting vector and, if these fluctuations are sufficiently strong,
they can cause stripe-type spin-density-wave ordering. Indeed, the ground state of the undoped
La-1111 is a SDW ordering as discussed before.
5.4 Superconductivity
By modifying the electron concentration in the FeAs layers when doping the LaO layers with
F− or by introducing an oxygen deficiency [52, 86], the tetragonal phase is stabilized, the SDW
transition is suppressed and superconductivity sets in.
5.4.1 Superconducting Pairing Mechanism
So far several mechanisms for the electron pairing in the superconducting state have been pro-
posed. Mazin et al. [87] proposed that superconductivity in iron-pnictide is unconventional and
mediated by antiferromagnetic spin fluctuations. Within this scenario, the pairing state is an
extended s-wave pairing with a sign reversal of the order parameter between different Fermi
surface sheets. Mazin et al. claimed that doped LaFeAsO represents the first example of multi-
gap superconductivity with a discontinuous sign change in order parameter between the bands.
Their scenario is based on the calculated Fermi surfaces for the undoped LaFeAsO, and the
superconductivity is induced by the nesting related antiferromagnetic spin fluctuations near the
wave vectors connecting the electron and hole pockets.
Kuroki et al. [88] constructed a minimal model, where all the necessary five d-bands of Fe are
included, and calculated spin and charge susceptibilities within random phase approximation.
Furthermore, they investigated superconducting properties using the linearized Eliashberg equa-
tion, and concluded that the multiple spin-fluctuation modes arising from the nesting across the
disconnected Fermi surfaces realize an extended s-wave pairing, in which the gap changes sign
between the hole and electron Fermi surfaces across the nesting vector. This unconventional
s-wave pairing is the same as the s± state proposed by Mazin et al., which is schematically
shown in figure 5.11a. Kuroki et al. also suggest that a dx2−y2-wave pairing, in which the gap
changes sign between the electron Fermi surfaces as shown in figure 5.11b, can also be another
candidate, if the hole Fermi surfaces around Γ are absent.
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Experimentally, in NMR, the decrease of the magnetic shift Kab in the superconducting state
on cooling suggests a spin-singlet pairing (two anti-parallel spins) [89]. Moreover, the absence
of the coherence peak in 1/T1 just below Tc and the T
3 dependence at low temperatures [78, 83]
can be interpreted in terms of the s±-wave model.
Figure 5.11: Schematic figures of (a) the fully gapped extended s-wave (called s±-wave) and (b)
dx2−y2-wave gaps. From [88].
5.5 The 1111 Electronic Phase Diagram
One of the most important steps in order to understand the physical properties of a material is
to determine its phase diagram. For the Fe based superconductors, several phase diagrams have
been reported based on structural, transport and magnetic measurements. The most prominent
of these phase diagrams for the 1111 compounds are shown in figure 5.12. For the La-1111
compound (figure 5.12a), the most remarkable feature is the sharp transition from SDW to
superconductivity upon F doping. This behavior is also observed in the Pr-1111 compound as
shown in figure 5.12b, where also the magnetic ordering of Pr ions is shown as a green shaded
area for fluorine concentrations lower than 0.08.
In the Ce-1111 case (cf. figure 5.12c), the structural and magnetic transition temperatures
are rapidly but smoothly lowered upon fluorine doping, until a region where magnetism is
suppressed and superconductivity emerges. Another interesting aspect of this diagram is that
the orthorhombic distortion survives in the superconducting state, in contrast to La and Pr-
1111. Even more surprising is the coexistence of magnetism and superconductivity in Sm-1111
(see figure 5.12d), as suggested by µSR data [69], where the muon precession frequency along a
local magnetic field is rapidly damped. This behavior corresponds to the formation of regions
in the crystal where static magnetic ordering exists but it does not develop in a long range.
Many different questions can be asked now. Why these phase diagrams differ so much only
by changing the rare earth ion? Why we do not see some kind of generic phase diagram as
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(a)
(b)
(c)
(d)
Figure 5.12: Phase diagrams of La-1111 (a) [67], Pr-1111 (b) [62], Ce-1111 (c) [61] and Sm-1111
(d) [69]. The open symbols in figure (b) come from resistivity measurements while the open ones
from XRD (Ts), magnetization (TN) and susceptibility (Tc).
with the cuprates? How does the rare earth ion affects the ground state of the system? Some
of these questions can be addressed by having a closer look at the phase transitions observed
in these compounds, especially in the Ce and Sm-1111 case where their behavior upon doping
differs from that of the other compounds. A first hint of where the origin of the differences
lies, can be inferred from details of the pioneering experimental work by Zhao et al. [61], which
led to the proposal of the mentioned phase diagrams. For example, for some superconducting
samples, it was reported that the orthorhombic phase remains. This affirmation was based
on the observation of changes in the full width at half maximum (FWHM) of the diffracted
intensities, which could be misleading, due to the fact that no clear peak splitting could be
resolved.
Regarding Sm-1111, similar observation are reported where the orthorhombic distortion re-
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mains in the superconducting phase (i.e. figure 5.12). The structural transition temperatures
shown in the phase diagram are obtained from a previous work done by Margadonna et al.
[58], where synchrotron radiation was used. When looking through the data, one realizes that
not enough measurements where done, i.e., there are not enough data points regarding the
orthorhombic splitting as a function of temperature. Therefore, it is very likely that some struc-
tural details were overlooked. Apparently, a detailed x-ray structural study is lacking that would
help us to unambiguously determine the structural transitions in this family of compounds.
The present work is intended to clarify these issues on the Ce and Sm 1111 compounds by
means of x-ray diffraction, and is organized as follows. In the following chapter, a detailed x-ray
diffraction study of the Ce and Sm-1111 structure via Rietveld refinement at room temperature
is presented, with the aim to understand the effect of fluorine doping in the structure. Also,
in the following chapter the structural transition in Ce and Sm-1111 is analyzed be means of
synchrotron x-ray diffraction and the phase diagrams are derived from these data in conjunction
with transport and µSR data.
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5.6 Structural Transition and Magnetic Ordering in Sm-1111
and Ce-1111
In order to map the phase diagrams of the Sm and Ce-1111 compounds as a function of fluorine
doping and temperature, the samples were characterized by x-ray diffraction using synchrotron
light. Electrical resistivity and muon spin rotation (µSR) were implemented in order to extract
values for Tc and TN . The resistivity measurements were performed by Agnieszka Kondrat at
the IFW-Dresden and the µSR measurements were done by Hemke Maeter at the Paul Scherrer
Institute (PSI) in Villigen (Switzerland). The samples were synthesized in the group of Dr.
Gu¨nther Behr at the IFW-Dresden. For details on the synthesis and measurements, the reader
is referred to the respective doctoral theses and/or the references given in the text.
5.6.1 Room Temperature Structure
Polycrystalline LnFeAsO1−xFx (Ln = Sm and Ce) samples with a composition range between
x = 0 to x = 0.25 have been prepared by using a two step solid state reaction method, as
described in the work by Kondrat et al. [63] and annealed in vacuum to avoid oxidation while
synthesizing. At room temperature, the samples were studied by means of powder x-ray diffrac-
tion with the experimental set up and procedure described in section 4.3.3. The initial nominal
fluorine concentration was further confirmed by means of wavelength dispersive x-ray analysis
(WDX). It was found that the ratio of the nominal and the actual F content in the Sm-1111
samples is approximately 2.5:1. All the doping levels in the text correspond to the WDX result.
In the case of Ce samples, the spectral lines of Ce and F overlap each other, hence it was not
possible to properly determine the real F concentration, and therefore we refer to the nominal
concentration in the text.
Figure 5.13 shows representative powder x-ray diffractograms of the Sm-1111 and Ce-1111
compounds together with their Rietveld calculated profiles. Similar to La-1111 in section 5.2,
the main phase consists of a tetragonal ZrCuSiAs-type structure. The insets of figure 5.13 show
extra reflections attributed to impurity phases such as FeAs, As2O3 and other Ln oxides. The
quantification of impurity phases can be consulted in table 5.2.
5.6.1.1 Effect of F Doping on the Layered Structure
Figure 5.14 shows structural information as a function of fluorine doping obtained from the
refinement of the pnictide structure of Sm-1111. The definition of the structural parameters
plotted in the figure are described in figure 5.4.
Similar to La-1111 (see section 5.2), upon F doping, the overall effect of the ionic substitution
is to reduce the unit cell constants (cf. figure 5.14b), and therefore the unit cell volume, as shown
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Figure 5.13: Room temperature x-ray diffractograms of selected pnictide compounds. a) and c)
show the undoped compounds whether b) and d) show the diffractograms for the Sm x = 0.25
and Ce x = 0.15 respectively. Insets show some impurity phase reflections. The red dots are the
experimental data, the black line is the calculated profiles and the blue line the difference between
these two. The calculated profiles include impurity phases.
in figure 5.14a. Regarding the Fe-As and Sm-O distances (figure 5.14c), the bond length between
Sm and O increases as a function of fluorine concentration, while the Fe-As distance remains
constant within the error bars. Considering the internal FeAs tetrahedron angles α1 and α2,
i.e. figure 5.14d, no systematic change can be inferred upon F doping. In contrast, the angles
β1 and β2, which are related to the changes between the LaO and FeAs layers (cf. figure 5.4),
show a decrease of their values as a function of F concentration. Finally, the interlayer distance
between the Fe and the As layers, i.e. figure 5.14f, presents no change as a function of x.
For the Ce-1111 samples, the structural values obtained from Rietveld refinements are pre-
sented in figure 5.15. For this compound, the doping dependence of the structural parameters
is similar to that of Sm and La-1111 (see section 5.2) where the unit cell constants and volume
decreases when doping, as observed in figures 5.15b and 5.15a, respectively. In the same way,
the structural parameters related to the FeAs tetrahedron, i.e. α1, α2, zAs (figure 5.15d and
5.15f respectively) as well as the Fe-As bond distance (black circles in figure 5.15c), present no
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Table 5.2: Phases quantification of the powder samples obtained via Rietveld refinement.
Sample F content (x) Purity (%mol) Foreign phases(%mol)
SmFeAsO1−xFx 0 97.08 FeAs(2.92)
0.02 93.67 FeAs(1.36), As2O3(4.98)
0.04 94.85 FeAs(1.95), As2O3(3.20)
0.06 94.01 FeAs(1.81), As2O3(4.18)
0.08 97.08 FeAs(2.92)
0.1 84.19 FeAs(3.50), As2O3(7.58), Sm2O3(4.72)
CeFeAsO1−xFx 0 94.04 FeAs(5.96)
0.05 100 -
0.1 98.38 FeAs(1.62)
0.15 93.80 FeAs(6.20)
0.20 95.93 FeAs(4.07)
0.25 98.94 FeAs(1.06)
changes upon fluorine doping. On the other hand, the parameters β1 and β2 (figure 5.15e) show
a decrease, while the Ce-O distance (red squares in figure 5.15c) an increase upon increasing
x. It is worth to note, that the sample with x = 0.2 F content was synthesized in a different
batch as the other Ce samples and, thus, shows an unsystematic behavior as compared to the
other samples. This can be appreciated in figures 5.15a and 5.15b, where the sample’s lattice
constants and unit cell volume deviate considerably from the overall tendency.
The results reported in figures 5.14 and 5.15 for the Sm-1111 and Ce-1111 respectively,
together with the ones shown in figure 5.3 for La-1111, reveal a common and systematic F
doping dependence on their crystal structure, i.e., the lattice constants decrease upon F doping,
being this shrinkage more pronounced in the c direction. The F doping does not affect the FeAs
layers but it affects the LnO ones, since here is where the ionic substitution takes place (cf.
section 5.2.1).
Considering the angles of the FeAs tetrahedron (α1 and α2 in figure 5.4), previous reports
[61, 90] have discussed the importance of the angle α2, as it seems to be closely related to the
optimum Tc that these compounds can reach. i.e. when α2 has a value closer to 109.47
◦, Tc
is optimized. This value corresponds to the case where the FeAs tetrahedron is regular1. For
the compounds under study, the optimum Tc was found to be 22 K, 42 K and 52 K and α2
is in average 107.5◦, 108◦ and 108.8◦ for the La, Ce and Sm compounds, respectively. Which
seems to be consistent with the regular tetrahedron approach. Therefore, one could naively
1A regular tetrahedron is one in which the four triangles at the phases are regular, or equilateral.
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Figure 5.14: Structural parameters of the Sm-1111 system as a function of F doping. (a) presents
the unit cell volume, (b) lattice constants, (c) shows the distance between the Fe-As as well as the
La-O, (d) angles α1 and α2, (e) angles β1 and β2 whereas (f) shows the zAs distance.
speculate, that from the structural point of view, to decrease the structural distortion of the
FeAs tetrahedron from the regular tetrahedron is a way to increase Tc in the iron pnictides [61].
5.6.2 The Tetragonal to Orthorhombic Phase Transition
Synchrotron powder x-ray diffraction data (λ=1.07813 A˚) were collected for the (2,2,0)T and
(0,0,6)T Bragg reflections (subscript T refers to Tetragonal), in a temperature range between
4 K and 200 K for both Sm-1111 and Ce-1111 series of samples, at the Beamline for Resonant
Magnetic Scattering and High-Resolution Diffraction (MAGS) at the 7 T Wiggler at BESSY
in Berlin (see section 4.2.2). During the measurement the sample was continuously rotated in
order to improve the powder averaging of the signal.
5.6.2.1 Determination of Ts
To study the tetragonal to orthorhombic transition, the tetragonal (2,2,0)T reflection (space
group P4/nmm) was monitored as a function of temperature. Figure 5.16a shows some of the
measurements for the Sm-1111 undoped sample as representative examples. When cooling down,
the intensity of the (2,2,0)T reflection continuously decreases. Close to the structural transition
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Figure 5.15: Structural parameters of the Ce-1111 system as a function of F doping. (a) presents
the unit cell volume, (b) lattice constants, (c) shows the distance between the Fe-As as well as the
La-O, (d) angles α1 and α2, (e) angles β1 and β2 whereas (f) shows the zAs distance.
the peak broadens as a result of the peak splitting due to the orthorhombic distortion. Once the
splitting increases and the resolution limit of the technique allows the splitting to be discerned,
a valley is observed and the position of the two orthorhombic (4,0,0)O and (0,4,0)O reflections
(space group Cmma) can be clearly identified.
In order to properly determine the structural transition temperature (TS1) from the diffrac-
tion data, the two orthorhombic peaks were fitted with a Gaussian profile at the lowest measured
temperature (green triangles in figure 5.16a). From these fits, the full width at half maximum
(FWHM) of these two peaks was used as our resolution parameter (W0 in figure 5.16a.). The
subsequent peak fitting was performed using Gaussian peaks with fixed resolution widths from
the previous step. On heating, the peaks come closer together until a point at which the distance
between the two peaks equals the above defined resolution limit (black circles in figure 5.16a).
Above this temperature, an unambiguous separation into two separate peaks was not possible
and the observed reflections were fitted with a single Gaussian (blue circles in figure 5.16a). The
lattice constants a, b and c were determined from the fitted peak positions.
Figures 5.16b and 5.16c show the orthorhombic distortion d = (a−b)/(a+b) as a function of
temperature for the Sm-1111 and Ce-1111 compounds respectively. After fitting with a power
law of the form d = d0[1 − (T/TS1)α]β , where d0 is the distortion at T = 0 K, the structural
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Figure 5.16: TS determination. a) shows x-ray diffracted intensities of the (2,2,0)T at different
temperatures for the Sm parent compound as representative sample and the Gaussian profiles used
to fit them. It shows how the resolution parameter was defined in order to determine the structural
transition. b) and c) show the orthorhombic distortion as a function of temperature and the fitted
power laws.
transition temperature TS1 was estimated. Note that this transition was found to be present
only in samples with a doping content x 6 0.04 in the Sm samples and x 6 0.1 in the Ce ones,
where the other samples show no structural transition. Later in the course of this chapter, we
will see that the above mentioned doping concentration in both sets of samples corresponds to
non-superconducting samples: Superconducting samples present no structural transition from
tetragonal to orthorhombic.
As a function of F doping, Sm-1111 samples show a gradual shift of the structural transition
temperature towards lower temperatures as observed in figure 5.16b. This behavior upon fluorine
doping on these two sets of compounds is similar to the observations made on the La-1111 system
[67]; where by increasing the F concentration, TS is reduced. The Ce-1111 samples, on the other
hand, show the same behavior upon doping, but here the shift in temperature of TS (figure
5.16c) is much stronger than that in the Sm case.
Figures 5.17a, 5.17b and 5.17c show the temperature dependence of the lattice constants for
the Sm-1111 samples with x = 0, 0.02 and 0.06, respectively. The black circles correspond to
the lattice parameter a and b and the red triangles to c, which was determined from the (0,0,6)
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Figure 5.17: Lattice constants as a function of temperature for the SmO1−xFxFeAs compounds.
The black circles refer to a and b lattice parameters and the red triangles to c. Below the tetragonal
to orthorhombic transition, the a and b constants are divided by
√
2 for comparison.
Figure 5.18: Lattice constants as a function of temperature for the CeO1−xFxFeAs compounds.
The black circles refer to a and b lattice parameters and the red triangles to c. Below the tetragonal
to orthorhombic transition, the a and b constants are divided by
√
2 for comparison.
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reflection position. Similarly, figures 5.18a, 5.18b and 5.18c present the temperature dependence
of the lattice constants of Ce-1111 samples that undergo a structural transition. The plots clearly
show that at T > TS the lattice constant a smoothly decreases with decreasing temperature. At
TS the structural transition takes place, thus the two lattice constants of the new orthorhombic
structure can be determined. For T < TS the a and b lattice parameters consolidate and show no
further significant changes on cooling. Note that the absolute F doping levels between these two
compounds are not comparable, since the real value of x for Ce samples could not be properly
determined by WDX, as earlier mentioned. The value of the lattice constant c (red triangles in
figures 5.17a to 5.17c and 5.18a to 5.18c) is reduced rather steeply until T ∼ TS upon cooling.
Below TS the c contraction is strongly reduced and its value consolidates together with a and
b, suggesting a stabilization of the orthorhombic structure at low temperatures. In the case of
the samples that do not undergo a structural transition, i.e. Sm-1111 samples with x > 0.4
(figure 5.17d) and Ce-1111 samples with x > 0.1 (5.18d), the lattice constants a and c decrease
on cooling and the crystal structure remains tetragonal until the lowest temperature.
Figure 5.19: Full width at half maximum (FWHM) as a function of temperature of the (2,2,0)T
tetragonal Bragg reflection for (a) SmO1−xFxFeAs and (b) CeO1−xFxFeAs. Vertical lines show
the structural transition temperature TS1 (solid) and superconducting transition temperature Tc
(dashed).
Figure 5.19a exhibits the temperature dependence of the FWHM of the (2,2,0)T Bragg re-
flection for the Sm-1111 samples. As can be seen in the figure, samples that undergo a structural
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transition show a continuous increase of the FWHM upon cooling, reaching a maximum value
at TS1. Upon doping, the FWHM value at high temperatures decreases. The Sm-1111 sample
with x = 0.06 shows, as well, a constant increase of its FWHM. However, it is not as pronounced
as in the compounds with lower F concentration. Furthermore, on cooling the peak broadening
reaches a maximum at Tc ∼ 36 K, below which, the peak’s width stabilizes. At this tempera-
ture the sample becomes superconducting. Concerning the Sm-1111 sample with x = 0.1, the
(2,2,0)T peak’s width increases monotonically on cooling but remains much smaller than that
of the other doping levels, which is a clear signature of a well consolidated tetragonal lattice.
In the same way as in Sm-1111, the (2,2,0)T peak’s width in Ce-1111 samples that undergo
a structural transition, show a continuous peak broadening when the temperature is lowered
and develop a maximum at TS1. The effect of fluorine doping on the peak’s width in Ce-1111 is
also comparable to that of the Sm-1111 compounds, i.e., the tetragonal (2,2,0)T peak becomes
sharper upon doping with F. Turning to the Ce-1111 sample with x = 0.15, this also shows an
increased broadening when cooling, until a temperature T ∼ 100 K is reached, below which the
width slightly decreases again. Upon further cooling, when T ∼ 70 K, the (2,2,0)T reflection
starts to broaden again and continues like this down to the lowest measured temperature. The
Ce-1111 sample with x = 0.25, on the other hand, exhibits a monotonic broadening of the
tetragonal reflection upon cooling similar to the Sm-1111 sample with x = 0.1 (green circles in
figure 5.19a). Note also, that the Ce-1111 samples show a non-monotonic doping dependence
as compared to Sm samples. This can be observed in figure 5.19b, where the Ce sample with
x = 0.15 shows no systematic behavior upon F doping.
In our scattering experiment, the (2,2,0)T peak width is a measurement of the order param-
eter of the tetragonal structure, i.e., the sharper the width the larger is the correlation length of
the tetragonal structure (cf. section 3.3), thus, the higher the order of the structure. When the
correlation length of the tetragonal structure decreases due to e.g. structural fluctuations, the
width of the Bragg peak increases. Following the observations on the temperature dependence of
the peak’s FWHM, we see that structural fluctuations start well above TS . Similar observations
of fluctuations as the one shown in figure 5.19 have been reported from thermal conductivity
and thermal expansion measurements on La-1111[77]. The nature of these are lattice related as
observed here.
From the analysis of the FWHM (figure 5.19), we can conclude (ignoring for a moment the
observations on the Ce sample with x = 0.15 due to the large anomalous behavior as compared
to the other samples), that the parent compounds of the Sm and Ce 1111 compounds undergo
a structural transition from tetragonal to orthorhombic on cooling. Upon doping with fluorine,
the tetragonal structure is stabilized, as inferred from the FWHM of the (2,2,0)T reflection at
high temperatures, which becomes sharper upon doping. Furthermore, the structural transition
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is shifted to lower temperatures until a critical F concentration is reached where the structural
transition is totally suppressed. This shift in temperature is more pronounced in Ce-1111 than
in Sm-1111. The FWHM of the highly doped compounds show a sharp (2,2,0)T reflection,
which means a stable tetragonal phase. Moreover, structural fluctuations towards the structural
transition appear well above TS.
We would also like to comment that for the superconducting samples, even though an increase
in FWHM is observed for the (2,2,0)T reflection with some changes in slope on cooling as
discussed above (cf. figure 5.19b). We are cautious to attribute small peak width changes to
structural distortions as has been made in reference [61]. In this paper, Zhao and coworkers
have assumed changes in FWHM of the neutron diffracted reflection as proof of tetragonal to
orthorhombic distortion, without any clear observation of peak splitting. Compared to neutrons,
x-rays have better q resolution. In this specific case, our data have almost five times better
resolution than that in reference [61].
5.6.3 µSR Magnetic Order Parameter
Muon spin rotation (µSR) is an experimental spectroscopy technique where spin polarized muons
are implanted in matter. Due to the muon spin polarization, the particle spin motion is influ-
enced by the atomic, molecular or crystalline surrounding. The motion of the muon spin is
due to the magnetic field experienced by the particle and may provide information on its local
environment and especially on the formation of a static magnetic field inside the crystal as a
consequence of magnetic ordering. Thus, when an internal magnetic field is generated, the spin
precesses along the direction of the field, with a given frequency which depends on the strength
of this field.
Values of TN , were extracted from µSR measurements [91]. From the data, two values for
TN can be obtained; one refers to the temperature at which the magnetic volume fraction of
the sample is 50 % (T 50N ); and the second one is the temperature at which long range magnetic
order develops, TN1, so that the muon precesses along the local magnetic field.
The µSR measurements performed on the Sm-1111 compounds revealed that samples with
x 6 0.04 develop long range magnetic order. These samples undergo, as well, a structural
transition, as shown in figure 5.17a to 5.17c. As reported in table 5.3 the magnetic ordering
temperature TN is few degrees below TS1. On the other hand, Ce-1111 samples with x 6 0.1,
also develop long range magnetic order and similar to the Sm case; these samples correspond to
the ones that undergo a structural transition (cf. figure 5.18a to 5.18c).
Figure 5.20 shows the temperature dependence of the magnetic volume fraction (upper panel)
and muon precession frequency (lower panel) of the Ce-1111 samples. For the undoped com-
pound (blue circles), T 50N coincides with TN . Upon doping, these two temperatures start to
5.6 Structural Transition and Magnetic Ordering in Sm-1111 and Ce-1111 69
Figure 5.20: µSR data of Ce-1111. Upper
figure shows the determination of T 50N . Lower
plot shows the muon precession frequency show-
ing the development of long range magnetic or-
dering. Note that upon F doping, T 50N and
TN decoupled as shown by the vertical lines.
Moreover, on doping the ordering temperatures
are strongly shifted to lower temperatures and
also the muon frequency is strongly reduced, as
shown by the thick red arrows. Note also the
large magnetic volume fraction for the super-
conducting sample with 15 % content. From
[91].
deviate from each other so that T 50N is few degrees higher than TN . This basically means, that
static magnetism appears at temperatures higher than TN , but because at this temperature no
single well defined muon precession frequency can be measured, this ordering does not develop
in a long range [91], thus suggesting, that magnetic fluctuations are “frozen out” (in the µSR
time scale) below TS and above the SDW transition.
From the µSR measurements on the Ce compounds, several important observations can be made.
The first one is related to the effect that the Ce ion has on the µSR frequency and on TN . As
highlighted by the red arrows in the lower panel of figure 5.20, upon doping, the muon frequency
is strongly damped and the magnetic ordering temperature strongly reduced in comparison to
Sm samples. Secondly, the Ce sample with x = 0.15 develops a large magnetic volume fraction
below T = 20 K but does not develop long range magnetic order. Which is much more surprising
since, as it will be shown later, this sample is superconducting.
5.6.4 Electrical Resistivity
The temperature dependence of the electrical resistivity (ρ) of Sm-1111 set of samples is plotted
in figure 5.21. Samples with fluorine content x 6 0.04 (blue curves in figure 5.21) have a similar
T -dependent ρ. They show an overall linear decrease of the electrical resistivity at temperatures
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Figure 5.21: Resistivity as a function
of temperature for the series of compounds
SmO1−xFxFeAs normalized with respect to
room temperature resistivity. The curves are
shifted with respect to each other for clarity.
Taken from [92].
above T ∼ 200 K, whereas upon further cooling, a deviation from this linear behavior is present
and an anomaly is observed. At this anomaly ρ increases and develops a maximum at Tmax
and a subsequent sharp drop with an inflection point at Tdrop. The inflection point is obtained
from the T derivative of ρ as sown in figure 5.22b for SmOFeAs. For the undoped compound
SmOFeAs Tmax ∼ 160 K and Tdrop ∼ 136 K.
Figure 5.22a shows a color plot of the T -dependent x-ray intensity of the (2,2,0) Bragg reflection,
in the temperature region where the structural and magnetic transitions take place, together
with resistivity and its T derivative (figure 5.22b). The vertical lines show the different transition
temperatures determined from XRD and µSR. As demonstrated in previous reports on La-1111
systems [66, 92] and as observed in figure 5.22a and 5.22b, this Tmax and Tdrop are intimately
related to the structural and magnetic transition temperatures, respectively. Therefore values
of TS and TN were extracted from these curves as shown in figures 5.22b, 5.22d and 5.22f, and
their values are reported in table 5.3. When increasing the F doping level up to x = 0.04, the
essential features of ρ(T ) remain qualitatively the same as in the undoped material. In particular,
Tmax and Tdrop are slightly shifted towards lower T , and some broadening of the corresponding
anomalies occurs. A further increase of x leads to a sudden occurrence of superconductivity.
Note that superconducting samples show no orthorhombic splitting.
We now turn to Ce-1111 samples. As seen from the green curve in figure 5.23, the undoped
CeOFeAs compound presents a similar behavior to non-superconducting Sm-1111 samples, i.e.,
5.6 Structural Transition and Magnetic Ordering in Sm-1111 and Ce-1111 71
Figure 5.22: Intensity maps for the Sm-1111
with x = 0 and 0.02, figures a) and c) respec-
tively. Figure b) and d) show the resistivity to-
gether with the first derivative with respect to
T for these compounds. Dashed lines show the
transition temperatures calculated from resistiv-
ity measurements (TS , and TN), µSR (TN1) and
from hard x-ray diffraction (TS1).
it shows an anomaly close to T ∼ 160 K which, as earlier mentioned, is closely related to
the structural and magnetic ordering transitions (cf. figure 5.24a and 5.24b). On doping, this
anomaly is completely suppressed, thus, no indirect determination of Ts and TN is possible for
the samples with x = 0.05 and 0.1 (i.e. blue curves in figure 5.23.). Note that samples with
x 60.1 undergo a structural transition and long range magnetic ordering.
The indirect determination of TS and TN from resistivity as described above, could only be
applied to the Ce-1111 parent compound as shown in figure 5.24a and 5.24b, and the respective
values are reported in table 5.3. Furthermore, on F doping, the samples become superconducting
as observed in figure 5.23 (red curves). Similar to Sm-1111, superconducting samples show no
orthorhombic splitting. Nonetheless, µSR shows magnetic correlations for the sample with
x = 0.15.
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Figure 5.23: Normalized resistivity as a func-
tion of temperature for the series of compounds
CeO1−xFxFeAs. Blue and green curves refer to
non-superconducting samples, while red curves
to the superconducting ones. The curves are
shifted with respect to each other for clarity.
5.6.5 Discussion and Summary
5.6.5.1 The Electronic Ce-1111 and Sm-1111 Phase Diagram
The phase diagrams shown in figures 5.25 summarize the results of the observations on the Sm
and Ce series of compounds. In the Sm-1111 case, the undoped compound shows a transition
from tetragonal to orthorhombic on cooling. Below TS , long range magnetic order develop at TN
as a consequence of the state of low energy which the structure experiences after phase transi-
tion. Upon fluorine doping, these transitions are shifted to lower temperatures until a critical F
concentration is reached and the sample becomes superconducting. This transition from an an-
tiferromagnetic metal to superconductor is sharp, similar to what has been reported for La-1111
[67] and Pr-1111 [62]. In contrast to the work of Margadonna et al. [58], no orthorhombic phase
is present in the superconducting regime, and no short range static magnetism was observed as
reported by Drew et al. [69, 70]; possibly because the fluorine concentration here studied is far
away from the region where slow spin fluctuations can be observed. Therefore our data show
no static magnetism but still do not disagree with the observations performed by Drew et al.
In this regard, further experiments with different F doping levels are required, especially in the
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Figure 5.24: Intensity maps for the Sm-1111
with x = 0 and 0.05, figures a) and c) respec-
tively. Figure b) and d) show the resistivity to-
gether with the first derivative with respect to
T for these compounds. Compared to La and
Sm-1111, after doping it is not possible to deter-
mine TS and TN from resistivity due to the sup-
pression of the anomaly in resistivity. Dashed
lines show the transition temperatures calcu-
lated from resistivity measurements (TS , and
TN), µSR (TN1) and from hard x-ray diffraction
(TS1).
region close to the border between SDW and superconductivity.
Similarly to Sm-1111, in the Ce-1111 phase diagram (i.e. figure 5.25b) the parent compound
undergoes a structural transition from tetragonal to orthorhombic. Upon F doping, the tran-
sition temperatures are strongly reduced until a critical F composition is reached where the
samples become superconducting. In the superconducting regime, there is a region where static
magnetism coexists with superconductivity. Magnetism in this region is of short range order and
exists without an orthorhombic distortion in contrast with neutron measurements [61], where a
smooth transition from SDW to superconductor is reported.
Comparing the obtained phase diagrams with others previously reported, one can see that in
the case of SmO1−xFxFeAs, it resembles the one for La-1111[67] and Pr-1111[62] (figure 5.12),
where the non-superconducting and superconducting regions are abruptly separated. In contrast
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Table 5.3: Transition temperatures calculated from resistivity measurements (TS , TN and Tc), µSR
(TN1 and T
50
N ) and from hard x-ray diffraction (TS1).
Sample TS(K) TS1(K) TN (K) TN1(K) T
50
N (K) Tc(K)
SmO1−xFxFeAs
x = 0.0 160 144 136 138(2)
x = 0.02 146 135 125 132(2)
x = 0.04 135 109 97 97(3)
x = 0.06 36.2
x = 0.1 44.5
CeO1−xFxFeAs
x = 0.0 152 146 135(2) 137(2) 137(2)
x = 0.05 98 40(2) 54(2)
x = 0.1 77 32(2) 37(2)
x = 0.15 11(2) 28
x = 0.25 42
to cuprates, where the “generic” phase diagram shows a smooth transition from a Mott insulator
antiferromagnet into a superconductor [93].
The differences between Sm, La and Pr with respect to Ce-1111 can only be attributed
to the rare earth ion. Compared to Sm-1111, upon fluorine doping the physical properties of
Ce-1111 compounds are strongly affected, e.g., TS and TN are considerably shifted towards
lower temperatures upon doping. Moreover, the muon precession frequency is strongly damped
(cf. figure 5.20) and the transport properties are also modified considerably, as shown in figure
5.23 where, by slightly doping, the anomaly in resistivity is totally suppressed. Thus, it seems
that the interaction between Ce and the conducting FeAs layers is stronger as compared to the
other compounds. In this regard, one could speculate that, since magnetic fluctuations seem to
play an important role in the structural and transport properties, the Ce magnetism or the Fe
and Ce interaction contributes to the underlaying physics of the system. In fact, recent µSR
measurements have shown that Fe induces a staggered magnetization on Ce [68]. Moreover in
the same report, Maeter et al. have deduced using classical and quantum mechanical approach,
that the Fe-Ce exchange interaction is exceptionally strong, compared to Sm and Pr, and of the
same order as the Ce-Ce exchange interaction.
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Figure 5.25: Phase diagram of the Sm-1111 and Ce-1111. The different transition temperatures
were calculated from resistivity measurements (TS , TN and Tc), µSR (TN1 and T
50
N ) and from hard
x-ray diffraction (TS1).
5.6.5.2 Fluctuations
We now consider the lattice fluctuations that appear above TS , as discussed in section 5.6.2 (cf.
figure 5.19a), in order to understand the anomaly present in resistivity (cf. blue lines in figure
5.21). We can speculate that the increase of resistivity above TS in Sm-1111 suggests that the
lattice fluctuations, prior to the structural phase transition, decrease the mean free path of the
charge carriers, i.e., the scattering events increase due to the lattice fluctuations. These events
make the electrical resistivity to increase until the structural transition takes place. Once the
orthorhombic phase is reached, µSR measurements show that magnetic fluctuations start to
appear below TS [69] and they finally consolidate in the SDW phase at TN , the temperature at
which resistivity shows an inflection point and starts to decrease [92].
Next, let us turn to Sm-1111 superconducting samples, i.e., x > 0.04. For the Sm 6 %
doped sample, the XRD (2,2,0)T FWHM increases continuously on cooling (yellow circles in
figure 5.19a). At T = Tc the peak broadening is surprisingly blocked and remains stable on
cooling further. This observation suggests that we are facing a scenario where different orders
coexist and compete with each other. If we consider, based on the our observations on the
FWHM of non-superconducting samples, that the FWHM of the (2,2,0) Bragg peak broadens
when the systems moves towards a structural transition, then, the 6% doped Sm sample shows
a clear tendency towards a structural transition on cooling (cf. figure 5.19a). However, at
Tc superconductivity sets in and stabilizes the tetragonal phase. This scenario has also been
suggested by Tropeano et al. [94] in terms of precursors, where a precursor state of the SDW
develop at temperatures above Tc. Below Tc, lattice, and therefore magnetic, fluctuations are
strongly suppressed in favor of the superconducting transition.
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Figure 5.26: Temperature dependences of
the (a) magnetic volume fraction from µSR,
(b) peak width of the tetragonal (2,2,0)
Bragg reflection and (c) electrical resistivity
ρ and its temperature derivative dρ/dT for
CeO0.85FeAsF0.15.
We consider now Ce-1111 superconducting samples. Figure 5.26 shows, once more, the
temperature dependence of the XRD (2,2,0) FWHM of the Ce-1111 15% doped sample, together
with magnetic volume fraction from µSR, ρ and dρ/dT . In figure 5.26b, the FWHM shows a
continuous increase on cooling until T ∼100 K. Around this temperature, resistivity shows a
change in slope towards a minimum, which is better appreciated in the dρ/dT curve (cf. figure
5.26c) i.e., when the value of dρ/dT starts to decrease at T ∼100 K, the FWHM decreases as
well. Further on cooling, ρ reaches a minimum at T ∼75 K, the temperature at which the width
of the (2,2,0) reflection starts to increase again. By cooling further, dρ/dT shows a minimum at
T ∼48 K. At this same temperature some magnetic volume fraction can already be measured by
µSR. This magnetic volume fraction abruptly increases when cooling below Tc (cf. figure 5.26a),
whereas the FWHM increases monotonically. As discussed before, this increase of FWHM on
cooling is the signature of the system to move towards an orthorhombic distortion. At T ∼100 K
the lattice fluctuations seem to decrease and are slowed down on cooling. Although, at T ∼75 K,
where an upturn in ρ is observed (cf. figure 5.26c), the lattice fluctuations are again increased
and continue like this until the lowest temperature. This anomalous behavior of the structural
peak width is further proof of lattice fluctuations towards a phase transition. Nonetheless, in
contrast to the 6 % doped Sm sample, the peak’s width increases continuously on cooling even
below Tc, as observed in figure 5.26b. Additionally, the observed lattice fluctuations could also
explain the increase in scattering of the charge carriers and, therefore, the increase of resistivity
at T ∼75 K. It is important to mention that, as shown in figure 5.19b, the FWHM of the
sample with 15% F content shows a non-systematic behavior as compared with the other Ce-
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1111 samples. This anomalous behavior of the peak width reveals a state where the structure
es highly perturbed; in agreement with a picture where fluctuating competing orders coexists,
as revealed by µSR and resistivity.
Previous NMR measurements on the La-1111 compounds [78, 83, 95] have revealed that the
spin lattice relaxation rate, of under-doped superconducting samples (cf. figure 5.9d), show a
Curie-Weiss-like behavior down to Tc, suggesting low frequency spin fluctuations. Further evi-
dence of SDW fluctuations was given by Nernst effect measurements on the La compounds [96],
where a negative enhancement of the Nernst coefficient (ν) below 150 K despite the absence of
static magnetic order was attributed to a SDW precursor state, i.e. SDW fluctuations. Previous
µSR measurements on the superconducting SmO1−xFxFeAs [69, 70] revealed the presence of
slow magnetic fluctuations, which is signature of short range static ordering. The behavior of
the structural order parameter (i.e. the FWHM) in figure 5.19a for the 6% doped compound
is reminiscent of the evidence of spin fluctuations observed in under-doped La-1111 by NMR
and Nernst effect. Together with the findings by Drew et al. [69, 70] on spin fluctuations in
Sm-1111 above Tc, this suggests that magnetic fluctuations could be intimately related with
lattice fluctuations towards superconductivity in these compounds.
In general, we have observed a scenario, for the 1111 compounds, where magnetic fluctuations
and superconductivity coexist with each other and where lattice fluctuations are strongly en-
hanced close to phase transitions. We have also observed how lattice and magnetic fluctuations
are suppressed when superconductivity sets in, suggesting the presence of competing orders.
Recent theoretical studies propose that, coexistence between magnetism and superconductiv-
ity is possible only if the Cooper pairing is unconventional, i.e., with a sign changing pairing
wave function (s±) [97, 98]. Our observations are, therefore, further proof of the unconventional
superconductivity shown by these materials, where lattice and magnetic fluctuations seem to
condense together in the superconducting state.
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Part III
X-ray Magnetic Scattering on
RFe3(BO3)4
Chapter 6
Non-Resonant X-ray Magnetic
Scattering on RFe3(BO3)4
6.1 Introduction
The family of rare-earth compounds with the chemical formula RFe3(BO3)4 (R = Rare Earth or
Y) has triggered considerable attention in the last few years. From a fundamental point of view,
the presence of two different magnetic ions (3d and 4f elements) which form two interacting
magnetic sub-lattices, already suggests a subtle interplay of complex magnetic ground states.
Additionally, a rich variety of interesting structural and dielectric properties has been observed
in these materials, partially coupled to the systems’ magnetism, evidenced by a plethora of struc-
tural and magnetic phase transitions depending on the rare-earth ion [99–106]. Furthermore,
magneto-electric coupling and multiferroic features, i.e., the coexistence of elastic, magnetic, and
electric order parameters have been reported for the Nd and Gd based compounds [106–109].
At room temperature RFe3(BO3)4 compounds crystallize in the space group R32 [110]. The
main elements of the crystal structure of the high symmetry R32 phase are spiral chains of
edge-sharing FeO6 octahedra running along the c-axis (see figure 6.1a). Each rare-earth ion is
coordinated by six oxygen ions forming a triangular RO6 prism. These prisms are separated
from each other by regular BO3 triangles with no common oxygen ions. Both the BO3 triangles
and RO6 prisms connect three FeO6 chains [110]. For ”light” rare-earth ions from La to Sm,
this structure is retained until low temperatures. ”Heavier” rare-earth ions including Eu to Yb,
and Y cause a symmetry reduction to the space group P3121 (cf. figure 6.1b) upon lowering the
temperature which is manifested as a sharp peak in specific heat measurements [99, 101, 111]
at the transition temperature. The transition temperature TS depends essentially on the size
of the R-type ion present in the structure [104] and one observes a decreasing TS by increasing
the R radius. In particular, one finds TS = 201.5 K, 155 K, 445 K for the Tb, Gd, Y based
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Figure 6.1: Crystal structure of RFe3(BO3)4. Figure a) shows the high symmetry R32 phase and
(b) the low symmetry P3121. The R ion is coordinated by 6 oxygens forming a trigonal prism,
whereas the Fe form chains of octahedra that run along the c direction. Orange arrows highlight the
difference between both structures, where some of the Fe chains are distorted. The boron ions were
removed for clarity.
Figure 6.2: Magnetic structure of RFe3(BO3)4 for a) YFe3(BO3)4 below TN , b) GdFe3(BO3)4 in
the temperature range TN > T > TSR. Figure c) shows the spin structure for TbFe3(BO3)4 below
TN and B < 3.5 T . And GdFe3(BO3)4 at T < TSR. Figure d) shows the magnetic structure of
TbFe3(BO3)4 in the spin-flop state at applied magnetic fields larger than 3.5 T at T = 2 K. Figure
e) shows the spins structure of NdFe3(BO3)4 . In the plots only two iron chains are plotted and the
boron ions were removed for clarity.
compounds, respectively [104]. Interestingly, NdFe3(BO3)4 does not undergo the symmetry re-
duction and remains in the R32 space group. For the low symmetry phase P3121 there are two
nonequivalent iron positions, and one of the iron chains is shifted along the c-axis with respect
to the other two chains in the unit cell [112]. The orange arrows in figure 6.1 highlight the Fe
chains distortion that reduces the symmetry of the crystal structure.
Regarding magnetic ordering, several interesting features are present in these materials. Pre-
vious measurements of magnetization [101], specific heat [99], Mo¨ssbauer [113] spectroscopy and
infrared absorption spectroscopy [114] have revealed a second order antiferromagnetic (AFM)
ordering transition of the iron sub-lattice at low temperatures (in the range ∼ 30 K to 40 K).
The orientation of the Fe moments depends on the rare-earth ion present in the structure. More
specifically, at low temperature (∼ 2 K) the Fe moments lie within the ab plane for the Y and Nd
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based compounds [115–117], while for the Gd and Tb based they are parallel to the c-direction
(figure 6.2c). Furthermore, a first order magnetic phase transition is present in the Tb, Dy and
Gd compounds, where the antiferromagnetically ordered iron moments undergo a spin flop from
the easy axis state along the c-direction to an easy plane along the ab plane when a magnetic
field along the c-axis is applied at low temperature [101, 118]. In the case of TbFe3(BO3)4 the
Fe spin flop is accompanied by a reconfiguration of the Tb moments from an antiparallel to a
parallel arrangement (cf. figure 6.2d) [101, 119]. Interestingly, in the case of GdFe3(BO3)4 there
is also a temperature-driven reorientation of the Fe moments from c-axis orientation to an ab-
plane one, which occurs already in zero magnetic field at TSR = 9.3 K. Here, the Gd moments
are polarized along the c axis by a biasing internal magnetic field created as a result of the
Fe3+-Gd3+ exchange interaction [106, 120]. The resulting spin structure is sketched in figure
6.2b.
Recently GdFe3(BO3)4 and NdFe3(BO3)4 have been reported to exhibit a significant
magneto-dielectric coupling [107, 108]. For electric polarization to appear, small distortions
or displacements of the atoms from their symmetry position are necessary. Therefore for the
magnetically induced polarization present in these samples, a lattice distortion is expected which
has not yet been seen experimentally. Magnetostriction measurements [103, 108] have shown
a clear relation between lattice and magnetoelectric properties, but a proper description of the
lattice distortions that produce the observed polarization is still lacking. In recent neutron
scattering investigations which confirm the described spin structures, no new information is ob-
tained regarding structural displacements which would explain the observed electric polarization,
mainly due to the low q resolution of neutrons as compared to x-rays. Moreover it is not clear
if the observed superstructures are purely magnetic or also structural. In this respect detailed
x-ray diffraction studies are necessary to elucidate small structural and magnetic features.
This chapter is organized as follows, experimental details are given in section 6.2, while the
results of the observations and their discussion are presented in section 6.3 which is divided in
two parts. One concerns the structural phase transition while the second part focuses on the
magnetic ordering of the system which causes a superlattice peak with Miller indices (0,0,1.5)
the nature of which is demonstrated to be magnetic. Finally, section 6.5 summarizes the chapter.
6.2 Experimental Details
Single crystals of RFe3(BO3)4 with R = Y, Nd, Gd, Tb have been grown using a K2Mo3O10-
based flux [118, 121] and characterized by specific heat and magnetic susceptibility measurements
using a physical property measurement system and a SQUID magnetometer, respectively, from
Quantum Design [100, 101, 117, 122]. The thermodynamic measurements such as specific heat
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and magnetic susceptibility were made by Natalia Tristan. High energy x-ray diffraction exper-
iments were performed at beamline BW5 (see section 4.1) in Hamburg (HASYLAB at DESY)
using an incident photon energy of 100 keV. The sample was mounted in a cryomagnet where
temperatures down to 2 K can be reached and horizontal magnetic fields up to 10 T can be
applied parallel and perpendicular to the scattering vector. The samples were aligned with the
horizontal scattering plane perpendicular to the ab plane of the samples. Magnetic fields up to
8 T were applied along and perpendicular to the c-direction.
The full integrated intensity of the observed reflections was extracted from the raw data by
performing reciprocal lattice scans (e.g l-scans) at a given reflection, followed by scans along
the ω-direction at the maximum intensity of the former scan. The l and ω-scans were made
extended to the peak sides until a constant background was reached. The scans were fitted using
a Gaussian profile.
6.3 Results
6.3.1 Structural Transition at TS
In order to search for superlattice reflections in our diffraction experiments, we performed
overview scans along (0, k, 0) with 0.45 < k < 2.9 and along (0, 0, l) with 0.9 < l < 2.9
at various temperatures. Figure 6.3a shows a representative example of the (0, 0, l)-scan for
TbFe3(BO3)4 at low temperature (2 K) and at 212 K (Figure 6.3a insets), i.e., in the reported
R32 and P3121 symmetries of the crystal structure, respectively. Along this direction, the re-
flection conditions of both symmetries are identical, viz. (0, 0, 3l) with integer l. As can be
seen in the figure, the reflection conditions for the high symmetry space group R32 are perfectly
fulfilled. Interestingly, this is not the case for the low temperature data, where clear superlattice
peaks at (0, 0, 1) and (0, 0, 2) are observed, thus violating the reflection conditions of the P3121
space group. We have studied in detail the temperature dependence of these two unexpected
reflections in comparison with the (0, 0, 3) Bragg peak in as is shown in figure 6.4. The data
shown in part a) of the figure clearly reveals that the new superlattice peaks appear abruptly at
the structural transition temperature TS = 201.5 K which is accompanied by a pronounced peak
in the specific heat cp (cf. figure 6.4b). Upon lowering the temperature, both reflections persist
down to the lowest investigated temperature, where both peak intensities gradually increase
without significant further changes, suggesting a stabilization of the structural distortion. The
compound undergoes antiferromagnetic order at TN = 39 K as is evidenced by a further anomaly
in the specific heat [101] and a rapid decrease of the magnetic susceptibility (cf. figure 6.4c).
However, no significant change of the peak intensities occurs when crossing through this temper-
ature. The occurrence of these new, in the P3121 symmetry, forbidden reflections at (0, 0, 3l±1)
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Figure 6.3: a) shows a scan along the (0,0,l) direction below TS for TbFe3(BO3)4 showing the
new superlattice reflections at (0, 0, 3l ± 1). The (0,0,3) peak is not shown for clarity since it does
not fit onto the scale. Insets in a) show that these reflections are absent at the high temperature
phase R32. The high temperature data is shifted by 104 counts for clarity. b) and c) present l-scans
showing the (0, 0, 1) reflection at temperatures below TS for the YFe3(BO3)4 and GdFe3(BO3)4,
respectively. While in d) for NdFe3(BO3)4, only the (0,0,3) reflection is present at all temperature
ranges.
is not a particular feature of TbFe3(BO3)4, but is a common feature of all RFe3(BO3)4 com-
pounds investigated in this study that experience a structural transition towards a symmetry
lower than R32. This can be clearly seen in the panels b, c, and d of figure 6.3, which depict
l-scans around (0, 0, 1) for the Y, Gd, and Nd pendants of TbFe3(BO3)4. Indeed, pronounced
peaks centered around (0, 0, 1) are observed for both the Y and Gd based compounds but not
for NdFe3(BO3)4. Our observation clearly implies that materials undergo a symmetry reduction
at TS which results in a low temperature phase that is inconsistent with the P3121 space group
assigned so far. The new reflections at (0, 0, 3l ± 1) have not been reported earlier, which is
probably due to the fact that their intensities are about four orders of magnitude weaker than
that at (0, 0, 3) and thus can easily be overlooked unless the experiment relies on single crystals
and x-rays from high brilliance sources such as synchrotron radiation which probe the crystal’s
bulk.
No possible symmetry subgroup of the R32 space group yields conditions that satisfy the
presence of the (0, 0, 1) and (0, 0, 2) reflections. Only two possible reasons exist to explain
them. The first possibility is related to the spiral chains of octahedra which run along the
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Figure 6.4: Structural and thermodynamic
properties of TbFe3(BO3)4. a) shows the hard
x-ray integrated intensities of the reflection
(0, 0, 1), (0, 0, 2) and (0, 0, 3), b) Heat capac-
ity. Plot c) shows the zero field cooled (ZFC)
magnetic susceptibility when the field is applied
parallel to a and c, respectively, vs. tempera-
ture. Vertical lines denote the structural and
magnetic phase transitions.
c-axis and yield the three-fold screw axis (31) symmetry feature. The presence of the (0, 0, 1)
reflection can be interpreted as a superlattice reflection resulting from a slight deviation of the
Fe atom positions from the symmetry positions generated by the screw axis, e.g., by a slight
displacement in the vertical direction from the symmetry position, resulting in a modulation that
requires a tripling of the unit cell in order to fully describe the symmetry of the structure. The
second possible explanation is based on a special case of multiple diffraction. More precisely,
the symmetry reduction to P3121 could, in principle, allow multiple scattering by planes in
other orientations within the crystal, with a condition that is not possible at the higher R32
symmetry. In general, multiple scattering requires special geometry conditions which are already
violated at small changes of the azimuth angle. In order to discard multiple scattering events,
azimuth scans on the (0, 0, 1) reflection were performed with the result that the reflection remains
observable even at azimuth angles larger than 90◦. Since multiple scattering is rapidly suppressed
by rotating the crystal along the azimuth direction, multiple scattering can be disregarded as
the origin of the (0, 0, 3l ± 1) reflections. Our data thus implies that the superlattice reflections
come from small structural distortions, as previously discussed, and not from multiple scattering
events.
The NdFe3(BO3)4, shows the largest magnetic induced electric polarization measured among
the ferroborates. Since in this compound no structural transition is present, i.e., no (0, 0, 3l± 1)
reflections are observed (cf. figure 6.3d), we can easily rule out the distortions responsible for
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these reflections as the origin of the electric polarization present in some of these compounds.
6.3.2 Superlattice Reflections in the Antiferromagnetic Phase
Figure 6.5: l-scans on GdFe3(BO3)4 showing
the magnetic (0,0,1.5) reflection at B=0 (a) and
B=0.6T (b), as a function of temperature.
Upon close inspection of the (0, 0, l) scans in the antiferromagnetically ordered phase (T <
TN ) we observe further weak superlattice reflections at (0, 0, 1.5) with an intensity about six to
seven orders of magnitude smaller than the main (0, 0, 3) reflection. A representative example
for this reflection is shown in figure 6.5a for the case of GdFe3(BO3)4. Judging from the Miller
indices of this reflection, the ordering of the magnetic ions generates an additional symmetry
(super-lattice) which is commensurate with the chemical structure and involves a doubling of
the unit cell along the c-direction.
As can be seen in the data for GdFe3(BO3)4, the peak gradually emerges from the background
a few degrees below TN = 36.6 K and persists below 30 K with constant intensity down to 10 K.
Upon cooling further, the peak abruptly vanishes and remains absent at T ≤ 9 K. Figure 6.6
shows the temperature dependence of the peak intensity in comparison with the specific heat.
Clearly, the disappearance of the peak occurs exactly at the spin reorientation transition at
TSR = 9.3 K where the Fe-spins turn from an easy-plane configuration in ab to an easy-axis one
along the c-axis. This suggests that the superstructure which gives rise to the new superlattice
reflections is related to the in-plane orientation of the iron spins.
This conjecture is corroborated by further investigations on the Y, Nd and Tb based com-
pounds which exhibit in-plane Fe spin order (Y, Nd) and c-axis oriented moments (Tb), respec-
tively. Figure 6.7 shows the temperature dependence of the specific heat, magnetic susceptibility
and diffraction peak intensities for YFe3(BO3)4. The onset of antiferromagnetic order of the iron
spin with ab-orientation below TN = 37 K can clearly be inferred from the strong peak in the
specific heat at this temperature and the strong decrease of the in-plane magnetic susceptibili-
ties [113]. Similarly as in GdFe3(BO3)4, the (0, 0, 1.5) peak emerges below TN . We point out,
however, that the peak could be resolved only below 20 K.
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Figure 6.6: a) Heat capacity and b)
hard x-ray integrated intensities measured on
GdFe3(BO3)4. The super-lattice peak (0,0,1.5)
is present only in the temperature region TSR <
T < TN , where the iron spins are aligned in
the ab-plane. The inset in figure a) shows the
anomaly at the structural phase transition at
TS = 155 K.
We find a very similar result for NdFe3(BO3)4 as is shown in figure 6.8. The magnetic
ordering temperature TN ≈ 30 K is somewhat reduced in this material as compared to the
previous discussed cases. As in YFe3(BO3)4, the spin configuration is in-plane [116] as is signaled
by the magnetic susceptibility shown in figure 6.8b and a superlattice reflection at (0, 0, 1.5) is
observed throughout the antiferromagnetic phase (cf. figure 6.8c). Note that in contrast to the
other compounds the crystal symmetry remains R32 down to the lowest temperature.
In contrast to these previous cases, in TbFe3(BO3)4 the Fe moments are parallel to the
c-axis and no superlattice reflection is present in the whole zero magnetic field phase at T <
TN = 39 K. Thus, the previously discussed conjecture of in-plane oriented Fe-moments as the
required condition for observing the superlattice peaks is further substantiated.
6.3.3 Field Dependence of the (0,0,1.5) Reflection
In order to manipulate the Fe spin orientation and thereby investigate the field dependence of
the (0, 0, 1.5) reflection, external magnetic fields were applied. In TbFe3(BO3)4, which exhibits
AFM order with c as the easy axis in zero field, the metamagnetic transition which occurs upon
the application of an external magnetic field parallel to c induces an in-plane configuration of
the iron spins [101]. This spin flop allows the iron spins, when a magnetic field is applied along
the c direction, to still gain some energy by canting towards the field direction, without losing
the low energy AFM configuration. The onset of the spin flop transition can be clearly identified
as a step in magnetization at a given value of magnetic field (figure 6.9). At low temperatures
this jump is much more pronounced and when the temperature is increased, the transition is
gradually shifted to higher magnetic fields until TN where it is totally suppressed.
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Figure 6.7: a) Heat capacity, b) ZFC static
magnetic susceptibility and c) hard x-ray in-
tegrated intensities measured on YFe3(BO3)4.
(0,0,1) and (0,0,2) reflections are present below
TS and the super-lattice reflection (0,0,1.5) ap-
pears when the magnetic order of the samples
evolves.
Figure 6.8: Low temperature behavior of
NdFe3(BO3)4. a) Heat capacity, b) ZFC mag-
netic susceptibility and c) hard x-ray integrated
intensities. The dashed line indicates the order-
ing temperature and shows the correlation be-
tween magnetic ordering of the sample and the
appearance of the super-lattice peak (0,0,1.5).
Figure 6.10b reproduces the magnetic phase diagram of this compound from Ref. [101]
which allows the temperature and magnetic field dependence of the metamagnetic transition to
be elucidated.Figure 6.10a shows that at low temperature (T = 2 K) the (0, 0, 1.5) peak emerges
from the background at magnetic fields B ≈ 3.5 T, i.e., as soon as the Fe moments are oriented
in-plane, it quickly gains intensity up to saturation at higher magnetic fields (see figure 6.11b).
The peak width does not change when increasing the field, supporting the picture of a spin-flop
where there is no significant change of the spin correlation length, but only of the spin direction.
The inset in figure 6.11b shows the intensity of this peak as a function of temperature at a fixed
external field of B = 5 T parallel to c, which corresponds to a horizontal cut through the phase
diagram in figure 6.10. As can be seen in the figure, the peak intensity is constant at T ≤ 15 K,
rapidly decreases at higher T and eventually vanishes at T & 20 K. Interestingly, upon crossing
this temperature the Fe-moments reorient from the in-plane to the parallel c configuration of
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Figure 6.9: VSM measurements on
TbFe3(BO3)4from [101]. The step in magne-
tization refers to the onset of the spin flop
meta-magnetic transition. When the tempera-
ture is increased, TSr shifts to larger B values
until it is finally suppressed at T=TN
the AFM phase.
We have performed a similar measurement also for GdFe3(BO3)4. As has been discussed
already above, in zero magnetic field, the (0, 0, 1.5) reflection appears only in the temperature
range between TSR and TN (Figure 6.6a). According to Yen et al. [106] the spin reorientation
temperature TSR decreases if a magnetic field parallel to the c direction is applied. As can be
seen in figure 6.6b for the case of B = 0.6 T, the down-shift of TSR also leads to a shift of
the lowest temperature at which the (0, 0, 1.5) reflection appears. To be specific, at the applied
magnetic field the reflection is well resolved at T ≥ 7 K, i.e. in perfect agreement with the phase
diagram reported by Yen et al. [106].
Both examples where the (0, 0, 1.5) superlattice reflection is induced by an external magnetic
field unambiguously demonstrate that there is a clear one-to-one correlation between this reflec-
tion and the in-plane orientation of the Fe spins. In the following we point out that even more
subtle changes of the magnetic structure have an impact on the intensity of the reflection. Figure
6.11a shows the integrated intensity of the magnetic reflection as a function of magnetic field
for NdFe3(BO3)4 with the magnetic field oriented in-plane. It can be seen that the magnetic
peak intensity increases with increasing field, until it reaches saturation at B ∼ 1 T. Results of
a detailed measurement in this field range are shown in figure 6.12a and reveal that the peak
intensity exhibits a steep increase at 0.5 T . B . 1.2 T, while it is constant at lower and higher
fields. Interestingly this increase of peak intensity coincides with an increase of magnetization
as is shown in figure 6.12b. The small jump in magnetization is the signature of a spin flop of
both Fe and Nd moments, along a direction perpendicular to the external field within the basal
plane [123].
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Figure 6.10: Hard x-rays diffraction measurements on TbFe3(BO3)4. Plot a) shows the evolution
of the (0,0,1.5) reflection as the applied magnetic field is increased from 0 to 8T. Dashed lines refer to
the FWHM of the (0,0,3) reflection, which was used as the experimental resolution function in order
to estimate the correlation length of the magnetic signal (read text). b) shows the phase diagram
reproduced from reference [101].
Figure 6.11: Hard x-rays diffraction inte-
grated intensities as a function of magnetic field
for the reflections (0,0,1), (0,0,1.5), (0,0,2) and
(0,0,3) measured on a) NdFe3(BO3)4 and b)
TbFe3(BO3)4. The insets show the evolution of
the magnetic (0,0,1.5) peak at a given applied
magnetic field, as a function of temperature.
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Figure 6.12: a)Integrated intensity of the magnetic (0,0,1.5) reflection as a function of magnetic
field. The inset shows the different spin states along the equivalent directions in the basal plane and
how they turn when a magnetic field is applied along a direction perpendicular to a in the basal plane
[123]. M andm corresponds to the Fe and Nd moments respectively. b) Magnetization measurement
of NdFe3(BO3)4 at low values of magnetic field. The magnetic field was applied perpendicular to
the crystallographic a direction along the basal plane. Note that the magnetic peak mimics the
hysteretic behavior shown in the magnetization.
6.4 Discussion
The magnetic structure of RFe3(BO3)4 (R = Y, Nd, Tb) has been studied in a number of
different neutron diffraction experiments [115, 116, 119]. Depending on the compound, ei-
ther a spin spiral (NdFe3(BO3)4) propagating along the c−axis [116] or a Ne´el state [115, 119]
(YFe3(BO3)4 and TbFe3(BO3)4) have been inferred from the data. In all cases commensurate
magnetic superlattice reflections occur at (0, 0, 1.5), i.e. the magnetic super-cell is doubled along
the c−axis. Hence, at first glance two possible origins of the x-ray superlattice reflections should
be considered. Firstly, the observed superlattice reflections could be of magnetic nature and
thus represent the x-ray pendant of the magnetic reflections seen in neutron scattering. Sec-
ondly, the superlattice reflections could result from a weak structural distortion that is imposed
by the magnetic ordering. An appealing scenario for the latter which reasonably explains the
observed correlation between the occurrence of the superlattice reflections and the orientation of
the Fe-spins, is a magnetic spiral state, which propagates along the c-axis (as is concluded from
neutron data for NdFe3(BO3)4 [116]) and thus could, in principle, lead to a structural distortion
following the spin spiral. This spiral state (including the assumed lattice distortion) requires
the Fe moments, or a component of them, to lie in the ab-plane and thus has to vanish as soon
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as the Fe moments are fully oriented along c.
On the other hand, there are compelling reasons to rationalize the (0, 0, 1.5) superlattice
reflection in terms of purely magnetic scattering. The Bragg angle for this reflection at hν =
100 keV is θ(0,0,1.5) = 0.705
◦, i.e. close to θ → 0. As discussed in section 2.2.1, the cross section
for magnetic scattering under these experimental conditions allows the observation of magnetic
scattering when the spins of the unpaired electrons have a component perpendicular to the
scattering plane (equation 2.20). In our experimental setup this is indeed the case if the iron
spins lie in the ab plane of the sample. Thus, the surprising dependence of the peak intensity on
the spin orientation is naturally explained without further assumptions. Moreover, the intensity
of this reflection is around seven orders of magnitude weaker than the (0, 0, 3) Bragg peak, which
is just the expected order of magnitude for magnetic reflections (cf. equation 2.10). Thus it
seems more reasonable to assign a magnetic origin to the superlattice reflection.
6.4.1 q and Azimuth Dependence of the Magnetic Reflection
In order to verify the latter conclusion we have performed measurements of the q dependence of
the intensity of both the structural (0, 0, 3l) Bragg reflections and of the (0, 0, 3l±1.5) reflections,
where we studied GdFe3(BO3)4 as a representative case (see figure 6.13). As a function of q, the
measured intensity of the structural Bragg reflections (filled triangles) evolves as it is expected
from structure factor calculations (open triangles). One can see that even at large q values the
charge reflections are still strong.
Figure 6.13: Intensity of the diffracted peaks
as a function of q for the GdFe3(BO3)4 as mea-
sured (exp, filled symbols) and calculated (cal,
open symbols). The calculated intensities from
the structure factors were normalized with re-
spect to the observed reflections for comparison.
The normalization factor is the same for both
the structural and the superlattice reflections.
A much faster decrease of intensity with increasing q is expected for magnetic reflections as
is shown in the figure by the open circles, which agrees well with the observed intensities of the
(0, 0, 3l ± 1.5) reflections and thus allows us to unambiguously identify the peak as magnetic1
1The charge and magnetic form factors were calculated using the tabulated magnetic and charge form factors
reported in the international tables for crystallography [124]. The atom positions were obtained from single crystal
x-ray diffraction (SCXRD) measurements performed at T=100K, using a Bruker Kappa APEX II diffractometer
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In principle, the peak intensity at (0, 0, 1.5) should depend on the azimuth angle if an easy
axis exists when the Fe spins lie within the ab plane. Measurements at different azimuth angles
at q = (0, 0, 1.5) are presented in figure 6.14. Since the integrated intensity of the magnetic peak
shows a constant azimuth dependence, only two possible scenarios are in agreement with the
experiment. The first possible interpretation involves an equally populated domain structure,
where the three equivalent domains in the basal plane are rotated 120◦ relative to each other.
Figure 6.14 shows the expected signal for the three different domains and the red line refers
to the summation of the three domain signals. The second possible reason of such azimuth
dependence is the formation of a spin spiral as suggested from neutron diffraction data [116].
Figure 6.14: Calculated (lines) and exper-
imentally observed (points) azimuth depen-
dence of the magnetic (0,0,1.5) reflection in
GdFe3(BO3)4. The magnetic intensities were
normalized with respect to the (0,0,3) Bragg re-
flection.
It is interesting to point out in this regard the previously described effect of an external
magnetic field on the (0, 0, 1.5) reflection where the field was applied in-plane. Since in our setup
the field direction lies in the scattering plane, a spin flop of the iron moments will definitely
manipulate the number of spins perpendicular to the scattering plane. More specifically in
NdFe3(BO3)4, following a spin model suggested by Volkov et al. [123], one should expect three
equivalent easy directions of magnetization in the basal plane (see inset in figure 6.12a). The
applied magnetic field causes the spins to flop into a direction perpendicular to the applied field,
i.e perpendicular to the x-ray scattering plane. From equation 2.20 it is clear that an increase
of the spin component perpendicular to the scattering plane enlarges the magnetic scattering
cross section and therefore yields an increase of the intensity. Figure 6.12a actually shows the
enhancement of the magnetic intensity due to the rotation of the magnetic moments along the
scattering plane normal.
with Mo Kα1 radiation. The data was refined using the program SHELX [125]. The magnetic structure factor
was calculated taking into account only the Fe atoms, since these are the ones which have the major contribution
to the magnetization, and assuming S = 5/2.
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6.4.2 Correlation Length ξ of the Magnetic Domains
The width of the magnetic reflection is around twice the width of the nearest Bragg reflection,
as shown by the dashed lines in figure 6.10a for TbFe3(BO3)4. This suggests that the correlation
length, or size of the magnetic domains within the crystal, has a finite size.
If we consider the Gaussian fit profile of a Bragg reflection close to our superlattice peak, such
as the (0,0,3), as our experimental resolution function (see section 4.3.2), an estimation of the
intrinsic signal can be obtained by a deconvolution from the measured one. After deconvolution,
the correlation length of the magnetic domains along the c direction was estimated assuming a
perfect crystal with no strain. For all compounds we find ξc ≈ 100 A˚ (cf. table 6.1 for details).
The correlation length was calculated using equation 3.15.
Note that in NdFe3(BO3)4, the domain size increases when applying a magnetic field as
expected since the application of the magnetic field induces a single spin flop state domain.
Table 6.1: Correlation length of the magnetic domains, obtained from the FWHM of the deconvo-
luted magnetic signal.
Sample ξc(A˚)
YFe3(BO3)4 107 ± 33 T=5 K
GdFe3(BO3)4 99 ± 5 T=10 K
TbFe3(BO3)4 101 ± 1 T=2 K, B > 3.5 T
NdFe3(BO3)4 93 ± 2 T=2 K, B=0
NdFe3(BO3)4 104 ± 2 T=2 K, B > 2 T
6.4.3 Magnetic Ordering and Critical Exponents in NdFe3(BO3)4 and YFe3(BO3)4
From equation 2.21 we learned, that the measured intensity of a magnetic reflection is pro-
portional to the square of the sample’s magnetization. Following Landau’s theory of phase
transitions (section 3.2), additional information can thus be extracted by plotting the order pa-
rameter as a function of temperature. Figure 6.15 shows the temperature evolution of the order
parameter (I
1/2
m ∝ m) in NdFe3(BO3)4 and YFe3(BO3)4. The red curves are fits of the data
using a mean field model where m ∝ I1/2m = m◦(1− T/TN )β, with β being the critical exponent
and m◦ is the magnetization at T=0. Values from the fits are shown in the plots. The values of
the critical exponents suggest that the transition is close to the expected for a 3D Heisenberg
model (β = 0.367) [25]. This is in contrast to the one-dimensional magnetism suggested due to
the structural helical iron chains.
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Figure 6.15: Determination of the magnetic order parameters from the integrated magnetic inten-
sities in NdFe3(BO3)4 and YFe3(BO3)4.
6.4.4 The Magnetic Structure Factor and the Spin-moment S in GdFe3(BO3)4
Finally, according to equation 2.21 it is possible to determine the size of the component of
S perpendicular to the scattering plane from the measured integrated intensity of a magnetic
reflection.
Figure 6.16: Integrated intensity of the (0,0,3)
reflection measured with several absorbers. The
extrapolation to attenuator 0 determines the
real intensity of the reflection.
In the kinematical approximation, the magnetic and charge reflectivity ratio of a crystal in
a Laue symmetry has the following form [126]:
Rm
Rc
=
Im
Ic
=
(
λc
d
)2 sin θcB
sin θmB
( |Fm|
|Fc|
)2
k. (6.1)
Im, Ic, |Fm| ∝ S2 and |Fc| are the measured integrated intensities of the magnetic and charge
reflections, and the magnetic and charge structure factors, respectively. θmB and θ
c
B are the
Bragg angles of the magnetic and charge scattering, d is the interatomic spacing of the magnetic
reflections and k = 3 is a correction factor that compensates for the three equally populated
domains in which the magnetic moment lies in the hexagonal basal plane. The direct intensity
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measurement the (0, 0, 3) Bragg peak is not possible since the strong intensity saturates the
detector. It is necessary to measure this peak at different radiation absorbers and finally extrap-
olate to absorber 0 as shown in figure 6.16. Using the calculated value of |Fc| and knowing that
only the iron atoms contribute to the magnetic scattering in the sample, the solution of equation
6.1 for |Fm| yields an estimated value of S2 = 1.49± 0.09. Since this values is a projection of S
along the scattering plane normal, one can calculate the angle between the iron moments and
the basal plane. Taking S = 5/2 as reported from magnetization measurements [106], this angle
is 53◦± 3◦, which is in close agreement with the angle found by resonant scattering experiments
[9] which is around 45◦. Deviation from this values could arise from experimental restrictions,
since the determination of the primary intensity of the (0,0,3) reflection is indirect and also that
the weakness of the magnetic intensity can bring some systematic error while data acquisition.
6.5 Summary
Structural and magnetic properties on compounds of the form RFe3(BO3)4 (R = Gd, Tb,
Nd and Y) have been studied by means of high energy x-ray diffraction. Due to the high
energy photons used during the experiment, NRXMS could be observed on all the compounds
at temperatures below the magnetic order temperature when the AFM vector lies in the ab
plane. The study of the magnetic reflection as a function of temperature and applied magnetic
field shows the different metamagnetic transitions such as spin flops and spin reorientation
transitions in TbFe3(BO3)4, NdFe3(BO3)4 and GdFe3(BO3)4. Moreover NRXMS allowed us
to corroborate the magnetic structures obtained from neutron scattering experiments. Detailed
analysis of the magnetically diffracted intensities as a function of magnetic field and azimuth
angle in NdFe3(BO3)4 and GdFe3(BO3)4 respectively, suggests that the magnetic moments of
the Fe ions are aligned in the crystallographic a axis, leading to a domain structure formation
since there are three equivalent directions in the hexagonal basal plane. For GdFe3(BO3)4 we
extracted an out-of-plane angle of 53◦ ± 3◦ for the iron moments. For all the compounds, a
correlation length of the magnetic domains of ∼100 A˚ was estimated. Furthermore, we observed
the presence of new superlattice reflections at (0, 0, 3l± 1). These suggest that the symmetry of
the crystal has not been properly assigned, as these reflections violate the reflection conditions for
the until now accepted P3121 space group. Moreover, the distortions that cause the appearance
of these reflections are not related to the origin of the electric polarization as the one observed
in NdFe3(BO3)4.
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Chapter 7
Resonant Magnetic Scattering on
NdFe3(BO3)4
Among the rare-earth iron borates, NdFe3(BO3)4 has gained particular interest in the last years
due the large electric polarization that this compound develops in the presence of an external
magnetic field [108, 127]. Figure 7.1 shows how, upon applying a magnetic field parallel to
a, the electric polarization increases reaching a maximum of P ∼ 390 µC/m2 at B ∼ 1.3 T.
Further increase of the magnetic field induces a reversal of electric polarization to a value of
P ∼ −390 µC/m2 at B ∼ 8 T. Interestingly, the magnetic induced electric polarization is closely
related to the spin reorientation transition present in NdFe3(BO3)4, i.e. when the magnetic spins
rotate towards a direction perpendicular to the applied magnetic field, P increases and reaches
a maximum at B ∼ 1.3 T, as shown in the inset of figure 7.1. At this same field, as discussed in
section 6.3, the spins are totally aligned perpendicular to B.
Figure 7.1: Magnetic induced electric polar-
ization in NdFe3(BO3)4, from [108]. Inset shows
the magnetic field range where the spin reorien-
tation transition takes place.
In the field of multiferroics, determination of the magnetic structure is a key aspect in order to
understand the magneto-electric coupling mechanism present in these materials [128, 129]. In the
particular case of NdFe3(BO3)4, a spin structure has been already proposed by Fischer et al. [116]
and later corroborated by Janoschek et al. [130], both from neutron diffraction experiments. As
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concluded in these reports, the magnetic structure consists of an antiferromagnetic stacking along
the c-axis, where the spins of both magnetic ions (Nd3+ and Fe3+) are aligned ferromagnetically
and parallel to the hexagonal basal plane. Moreover, in the paper by Janoschek, a commensurate
(CM) to incommensurate (ICM) transition is found at T ≈ 13.5 K where the magnetic structure
turns into an incommensurate antiferromagnetic helix propagating along the c axis with a period
of ∼ 1140 A˚.
For NdFe3(BO3)4, the problem arises when trying to understand the magneto-electric cou-
pling in terms of its magnetic structure. As it will be discussed in section 7.1, electric polarization
can emerge when the magnetic structure consists of a spin spiral, if the propagation vector Q of
the spiral is not parallel to the vector e which defines the spins rotation axis (cf. equation 7.1).
This appears not to be the case for NdFe3(BO3)4, as suggested by the neutron data. Therefore,
the question concerning the role of the magnetic structure in Nd iron borate in the magneto-
electric properties is still open. Especially in presence of an external magnetic field since, as
shown in figure 7.1, it is strongly enhanced.
7.1 Multiferroics
Since in this chapter we will deal with the magneto-electric properties of NdFe3(BO3)4, it is
important to give a short introduction concerning multiferroics and their mechanisms. For
details, the reader is referred to reviews by Khomskii [131, 132], Cheong and Mostovoy [129]
and Eerenstein et al. [133]
In multiferroics there are three important types of ordering: (ferro)magnetism, the sponta-
neous ordering of orbital and spin magnetic moments; ferroelectricity, the spontaneous ordering
of electric dipole moments; and ferroelasticity which refers to spontaneous deformation. Follow-
ing Schmid [134], multiferroic materials are those where at least two of these elastic, electric or
magnetic degrees of freedom are present, without the presence of an external electric or magnetic
field. Nowadays however, most people refer to multiferroicity to the coexistence of magnetism
and ferroelectricity.
There are basically two types of multiferroics, the first ones, also known as Type-I multi-
ferroics, are those in which ferroelectricity and magnetism have different sources and appear
independently of one another. Although, there is a coupling between them, this is rather weak.
In these materials, ferroelectricity normally appears at higher temperatures as magnetism and
their spontaneous polarization is fairly large (in the order of 10-100 µC/cm2). Some examples
are BiFeO3 [135], BiMnO3 [136] and YMnO3 [137].
The mechanisms that lead these materials to become multiferroic are described in figure 7.2.
In the first case we have the multiferroic perovskites such as BaTiO3 or Pb(ZrTi)O3 (PZT).
These compounds are good ferroelectrics due to the off-center shifts of the transition metal ion
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Figure 7.2: Different microscopic mechanisms found in type-I multiferroics. (a) In mixed per-
ovskites with ferroelectrically active d0 ions (green circles) and magnetic dn ions (red), shifts of d0
ions from the centers of O6 octahedra (yellow plaquettes) lead to polarization (green arrows), co-
existing with magnetic order (red arrows). (b) In materials like BiFeO3, the ordering of lone pairs
(yellow lobes) of Bi3+ (orange), contributes to the polarization (green arrow). (c) In charge ordered
systems, the coexistence of inequivalent sites with different charges, and inequivalent (long and short)
bonds, leads to a formation of a electric dipole moment d, i.e. ferroelectricity. (d) The “geometric”
mechanism of generation of polarization in YMnO3 describes the tilting of a rigid MnO5 block with
a magnetic Mn remaining at the center. Because of the tilting, the Y-O bonds form dipoles (green
arrows), and there appears two “up” dipoles per one “down” dipole so that the system becomes
ferroelectric (and multiferroic when Mn spins order at lower temperatures). From [131].
(e.g. Ti4+). This ion forms strong covalent bonds with oxygen using their empty d states. As
magnetism requires partially filled d shells, the partial substitution of the transition metal ion
with a magnetic one as shown in figure 7.2a would yield a multiferroic system [138]. These so
called mixed perovskites, e.g. Pb2CoWO6 and Pb2FeTaO6 [139], normally show a very weak
magneto-electric coupling.
In the case of BiFeO3 and probably also in BiMnO3, Bi
3+ seems to play the main role in
the origin of multiferroicity. The ion has two outer 6s electrons that do not participate in the
chemical bonds. These are called lone pairs and have a high polarizability (cf. figure 7.2b). Iron
and manganese, on the other hand, contribute to the magnetic ordering.
Another mechanism that can lead to ferroelectricity is charge ordering. One good example of
this mechanism is Ca3CoMnO6 [140]. This compound consists of one-dimensional chains of
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alternating Co2+ and Mn4+ ions. At high temperature the distances between the ions along
the chain are the same, the chain has inversion symmetry, and polarization is absent. Magnetic
ordering, however, breaks inversion symmetry: the spins form a ⇈ type magnetic structure.
Due to an exchange striction, the distortion of ferro and antiferro bonds (⇈ and ↑↓) is different;
and we end up in the situation shown in figure 7.2c, i.e., the material becomes ferroelectric.
One final mechanism for ferroelectricity in type-I multiferroics is the geometric ferroelectric-
ity. One good example is YMnO3 [141], in which ferroelectricity is caused by the tilting of the
MnO5 block (cf. figure 7.2d). This tilting occurs just to provide closer packing, and as a result
the oxygen ions move closer to the rather small Y ions inducing electric polarization. Here the
magnetic Mn3+ ion is not involved in the electric polarization.
7.1.1 Multiferroic Spiral Magnets
Type-II multiferroics, on the other hand, are those in which ferroelectricity exists only in a
magnetically ordered state. From the point of view of the mechanism that induces multiferroicity,
one can divide type-II multiferroics in two groups. In the first group are those compounds in
which ferroelectricity appears from collinear magnetic structures, as the previously discussed
case of Ca3CoMnO6. The second case is that where ferroelectricity appears due to the presence
of a given type of magnetic spiral. As an example we have TbMnO3, where the effect of spin
frustration causes sinusoidal antiferromagnetic ordering, as shown in figure 7.3a. The modulated
magnetic structure is accompanied by a magnetoelastically induced lattice modulation, and with
the emergence of a spontaneous polarization [142]. Type-II multiferroics normally have a small
electric polarization in the order of 10−2µC/cm2.
Figure 7.3: Different types of spin structures
relevant for type-II multiferroics. (a) Sinusoidal
spin density wave, in which spins point along one
direction but vary in magnitude. This structure
is centrosymmetric and consequently not ferro-
electric. (b) The cycloidal spiral with the wave
vector Q = Qx and spins rotating in the (x, z)-
plane. It is in this case where one finds nonzero
polarization, Pz = 0. (c) In a so-called “proper
screw” the spins rotate in a plane perpendicular
to Q. Here the inversion symmetry is broken,
but most often it does not produce polarization,
although in certain cases it might [143]. From
[131].
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In order to understand how a magnetic spiral could induce spontaneous electric polariza-
tion, we have to discuss first the symmetry that governs these order parameters. The electric
polarization P and electric field E change sign on the inversion of all coordinates, r → −r,
but remain invariant on time reversal, t → −t. The magnetization M and magnetic field H
transform the other way around, i.e., spatial inversion leaves them unchanged, whereas the time
reversal changes sign. Like any other magnetic ordering, the magnetic spiral spontaneously
breaks time-reversal symmetry. In addition, it breaks inversion symmetry because the change
of the sign of all coordinates inverts the direction of the rotation of spins in the spiral. Thus,
the symmetry of the spiral state allows for a simultaneous presence of electric polarization.
Macroscopically, as proposed by Mostovoy [128], we find that the induced electric polarization
in a cycloidal spiral, i.e. as the one in figure 7.3b, is given by :
P ∼ rij × [Si × Sj] ∼ [Q× e] (7.1)
where rij is the vector connecting neighboring spins Si and Sj, Q is the wave vector that
describes the spiral (i.e direction along it propagates) and e ∼ [Si×Sj] is the axis around which
spins rotate. Note that P is orthogonal both to Q and e.
A third class of magnetic spiral is that of a “proper screw” as the one shown in figure 7.3c. In
this case, the spins rotate in a plane perpendicular to Q, since Q ‖ e thus, P ∼ [Q× e] = 0.
7.2 Resonant Enhancement of the Magnetic Reflections
In the following pages, resonant magnetic x-ray scattering (RXS) is used in order to clarify
aspects of the NdFe3(BO3)4 magnetic structure. The advantage of this technique is, on the one
hand, that the cross section depends on the interaction of the polarization of the incoming x-ray
with the spin configuration within the sample (cf. equation 2.25). Thus, a proper analysis of
the scattered beam’s polarization will bring information about the sample’s magnetic structure.
On the other hand, the technique is ion selective, i.e. by choosing the photon energy to match
that of an electronic transition of a desired ion (in this case the magnetic ones), one obtains
information exclusively from the given ion. For the special case of NdFe3(BO3)4, since we have
two magnetic sublattices (Nd and Fe), it is quite convenient as we can obtain information of each
sublattice independently. These measurements were made in the presence of applied magnetic
and electric fields, in order to fully characterize the response of magnetism in this compound
and to understand what drives its magneto-electric coupling.
Let us start by considering the (0,0,1.5) reflection. In chapter 6 we mentioned that this
reflection is magnetic in nature for the RFe3(BO3)4 compounds. The black circles in figure 7.4
shows the energy scans at a fixed q vector, in this case (0,0,1.5), below TN . From the plots, a
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Figure 7.4: Resonant enhancement of the mag-
netic (0,0,1.5) reflection at the Nd L2 and L3
edges (filled circles). The open circles corre-
spond to the sample’s fluorescence showing an
increase of the intensity at the edge due to elec-
tronic transitions.
Figure 7.5: Polarization analysis of the (0,0,3)
Bragg peak showing the cross-talk or degree of
incident photon polarization. The figure at the
right shows the magnetic (0,0,3/2) reflection at
σσ′ and σpi′ channels. Note that the σσ′ signal is
lager than the cross-talk, indicating a structural
contribution at this q.
clear resonant enhancement of the magnetic intensities was observed when the photon energy
is close to the electronic L2 and L3 Nd edges, as it is shown in the fluorescence curve (open
circles). While at the Nd L2 edge, only one peak is observed, which corresponds to the dipolar
2p1/2 ↔ 5d electronic transitions, the L3 presents two resonant peaks separated by ca. 8 eV.
The peak with higher energy corresponds to 2p3/2 ↔ 5d dipolar excitations, while the second
one, as has been also observed in Nd2BaNiO5 [144] and HoMnO3 [8], is likely to be originate
from quadrupolar transitions of the magnetic active levels of Nd (i.e. 2p↔ 4f).
In section 2.2.2, we learned that for a pure magnetic reflection, under resonant conditions,
σσ′ scattering is forbidden and σpi′ is allowed as shown in equation 2.25. In contrast, for the case
of pure charge reflection, σpi′ scattering is forbidden while σσ′ is allowed (cf. equation 2.17).
Therefore, polarization analysis can be used to confirm the magnetic nature of the (0,0,1.5)
reflection. For this experiment, the incident photon polarization was linearly polarized in the
direction perpendicular to the scattering plane (σ) as it comes from the wiggler (see section
4.2.2). The scattered beam polarization was measured in the σ′ and pi′ channels (see figure 4.5).
Figure 7.5a shows the structural (0,0,3) reflection measured at the σσ′ channel (open symbols)
where a pronounced peak is observed as expected from equation 2.17, whereas the black circles
in figure 7.5a show the measurement at the σpi′ channel. As no σpi′ scattering is expected for
7.2 Resonant Enhancement of the Magnetic Reflections 105
the charge (0,0,3) reflection, we can conclude that this intensity is coming from the cross-talk1,
which was found to be of about 14 %. On the other hand, polarization analysis of the (0,0,3/2)
reflection (figure 7.5b) confirms its magnetic origin, since a large intensity at the σpi′ channel
was measured. Nevertheless, a small intensity was also measured in the unrotated σσ′ channel.
As the measured intensity ratio between the σσ′ and σpi′ is 60%, i.e. larger than the measured
cross-talk, some structural contribution to the (0,0,3/2) reflection cannot be disregarded.
7.2.1 Temperature Dependence of the Resonant Intensities
Figure 7.6 presents the temperature evolution of the (0,0,3/2) magnetic reflection at different Nd
edges. Figures 7.6a and 7.6b show the intensities at the Nd L2 edge collected at the σσ
′ and σpi′
channels, respectively. Figures 7.6c and 7.6d show the temperature dependence of the reflection
measured at the σpi′ for the dipolar and quadrupolar energies respectively. From the plots
one can observe that above TN no intensity is observed, and only below the antiferromagnetic
ordering temperature, the reflection appears: Upon cooling, the magnetic intensity increases.
As explained in section 4.3.1, the integrated intensity was obtained at different temperatures
for all the Nd edges, and the results are summarized in figure 7.7a. From the figure, the integrated
intensity at the L3 and L2 dipolar energies have a similar temperature dependent behavior. This
is not the case for the peak measured at the L3 quadrupolar one, which shows a higher intensity
at temperatures close to TN , as compared to the other two edges.
Since resonant scattering is element specific, the analysis of the integrated intensities shown
in figure 7.7a reveals the magnetization behavior on the Nd subsystem. As the analysis of
quadrupolar excitations is much more complicated, let us first consider the measurements on
the dipolar scattering.
As concluded from equation 2.25 for linearly polarized photons, the magnetic scattering
amplitude (i.e. to the magnetic structure factor) is proportional to the projections of the spin
moment along the axis uˆ1, uˆ2 and uˆ3 defined in figure 2.2. Considering the kinematical theory of
diffraction, the integrated intensity shown in figure 7.7a is proportional to the square of the Nd
magnetic structure factor and therefore to the square of the Nd magnetization (IL2 ∝M2Nd). In
order to understand the magnetization behavior of the Nd sublattice, the curve corresponding to
the Nd L2 dipolar transition was fitted according to the mean field model by using the Brillouin
function of paramagnetic ions proposed by Popova et al. [145]:
IL2 ∝M2Nd(T ) =
[
M◦Nd · tanh
(
M◦Nd · λFe−Nd · 3 ·mFe(T )
2kBT
)]2
(7.2)
1Amount of signal that is measured in a rotated channel (e.g. σpi′) due to experimental artifacts such as
deviation of 100% polarized light.
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Figure 7.6: Color map showing the (0,0,3/2) temperature dependence at different Nd edges. The
box at the sides of the plots corresponds to the intensity scale. Vertical lines show TN .
where kB is the Boltzmann constant, λFe−Nd is the effective Fe-Nd coupling constant, whileM
◦
Nd
is the Nd magnetization at T = 0 K andmFe(T ) is the temperature dependent Fe magnetization.
The factor 3 reflects that there are three Fe atoms per Nd in the formula unit. Note that
mFe(T ) refers to the temperature dependent magnetic mean field that induces the magnetization
of the Nd ions. Figure 7.7b exhibits the fit with the mentioned molecular field model using
M◦Nd = 2.7 µB determined by neutrons diffraction [116] and mFe(T ) obtained by fitting the
Fe magnetization curve from the same neutron measurements by Fischer et al. (see figure 7.7b
inset). The agreement is very satisfactory, and reveals an Fe-induced moment with λFe−Nd = 0.56
T/µB , which is around twice the value found on TbFe3(BO3)4 where λFe−Tb = −0.253 T/µB
determined from magnetization [101]. Interestingly, the sign of the molecular field constant
λFe−Nd found here cannot be determined at this stage, since its value was obtained from an
expression proportional to the square of the structure factors (i.e. equation 7.2).
With the new details extracted from the molecular fit, additional information can be ob-
tained, e.g. the local magnetic field that the Nd ions “feel” is given by the moment of the iron
ions multiplied by the molecular field constant Bloc = 3λFe−NdmFe, where the factor three refers
to the three Fe ions present per Nd in the formula unit as mentioned earlier. This yields a local
field of Bloc = 8.21 T at T = 2 K.
The crystal field energy exchange splitting ∆ of the Nd3+ Kramers doublets1 is related to
1In Kramers theorem, a system containing an odd number of electrons, at least two-fold degeneracy must
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Figure 7.7: Integrated intensities as a function of temperature. (a) for the Nd L2 dipolar (red open
circles) and L3 dipolar (green circles) and quadrupolar (triangles). (b) Mean field molecular model
fit suggesting an induced magnetization of the Nd sublattice. Inset corresponds to the Fe moment
as a function of temperature, from neutron diffraction [116].
the local field Bloc, so that ∆ =MNdBloc [145]. Thus for NdFe3(BO3)4, ∆ = 10 cm
−1.
Additionally, as reported by Popova et al. [146], Bloc =
12(1−gJ )|JNd−Fe|m
gjµB
, where JNd−Fe
is the exchange integral, gJ the Lande´ factor
1 and m is the Fe magnetic moment. We solve
this equation for JNd−Fe using the theoretical values of gJ = 8/11 for Nd
3+ and m = S = 5/2
for Fe together with our calculated Bloc. The Fe-Nd exchange interaction yields a value of
JNd−Fe = 0.49 K. These calculated properties are in close agreement with other experimental
optical absorption findings where Bloc=7.88 T [146], ∆=8.8 cm
−1 [114, 146] and JNd−Fe = 0.48
K [146]. Note that the positive sign of JNd−Fe implies that the exchange between Fe and Nd is
ferromagnetic, as far as the spins moments are concerned. Nonetheless, in the discussion given
by Popova et al. [146] for the Nd3+ ion, the total angular momentum J in the ground state
(gJ = 8/11) is directed opposite to the Nd
3+ spin moment S(Nd3+) = (gJ − 1)J. This implies,
that the exchange interaction between Fe and Nd tends to arrange their magnetic moments
antiferromagnetically. Another interesting observation is that, the magnetic field that saturates
the longitudinal polarization Pa (cf. figure 7.1) is close to the value of Bloc = 8.21 T, which was
extracted from our scattering experiments.
Further temperature dependent measurements were performed at the dipolar Nd L2 and Fe
K edges for the (0,0,9/2) and (0,0,15/2) reflections. Results of these measurements are shown
in figure 7.8a and 7.8b for (0,0,15/2). At TN a commensurate (CM) reflection appears and its
intensity increases on cooling. This is more pronounced at the Fe K edge as shown in figure
remain in the absence of a magnetic field. The pairs of states involved, also known as Kramers doublets, are
time conjugate (i.e. they are complex conjugates of each other, and are thus time reversed versions of each other)
therefore, they can be split by a magnetic field but not by an electric field. Nd3+ (4f3) has an odd number of
electrons in the 4f shell and therefore qualifies as a Kramers ion [25].
1The Lande´ factor, gJ =
3
2
+ S(S+1)−L(L+1)
2J(J+1)
, where S and L are spin and orbital quantum numbers respectively.
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Figure 7.8: Temperature dependent intensity maps of the (0,0,15/2) reflection at the Nd L2 (a)
and Fe K (b) edges. (c) and (d) show representative measurements of the reflections at temperatures
above and below TICM . Vertical lines in (a) and (b) show TN .
7.8d (green circles). Upon further cooling, surprisingly at TICM ∼16 K, incommensurate (ICM)
reflections with Miller indices (0,0,15/2 ± δ) appear and their intensity is enhanced at lower
temperatures. Quite unexpectedly, the CM peak never vanishes at low temperatures, suggesting
a coexistence of both CM and ICM phases. A similar situation was also observed at q=(0,0,9/2).
Figure 7.9a and 7.9d present the temperature evolution of the reflection positions for the
Nd L2 and Fe K edges, respectively. Below TICM , the periodicity of the ICM phases changes
when lowering the temperature, as inferred by the change in the satellites positions, while the
CM phase periodicity is constant over the whole temperature range. Furthermore, the FWHM
(i.e. figure 7.9b and 7.9e) show a very interesting temperature dependence. In the temperature
range TICM < T < TN the width of the CM peak does not change considerably. When T is close
to the CM-ICM transition, the peak broadens due to the appearance of the ICM peaks. On
further cooling, the CM reflection broadens further. This peak broadening, however, seems to
be energy dependent since, as shown in figure 7.9a, the peak width seems to be constant below
6 K at the Nd L2 edge, in contrast to the Fe K edge (i.e. figure 7.9d) where it keeps broadening.
The ICM peak widths do not present major changes with temperature: The ICM peaks width
is almost the same as the CM one at temperatures above TICM , which is around 0.0017 r.l.u.
This is actually a very interesting observation, as this indicates that the correlation length of the
ICM phase is the same as for the CM phase and is constant upon cooling. Another important
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Figure 7.9: Peak positions, widths and integrated intensities measured at the Nd L2 edge (left)
and Fe K edge (right). Blue curves in (c) and (f) correspond to the total integrated intensity which
is the summation of the intensity of all the peaks present at a given temperature.
point is that, the central CM reflection never vanishes below TICM . One could speculate that the
remanent CM phase could be due to a case of a metastable under-cooled phase. Nevertheless,
this observation is in conflict with the fact that the ICM phase does not appear above TICM ,
which would be the case if a hysteresis characteristic of a first order phase transition would be
present.
Turning now to the integrated intensities, these also show a very interesting behavior. Look-
ing first to the measurements at the Nd L2 edge (figure 7.9c), the intensity of the CM peak
(black triangles) is weakly enhanced from TN until TICM . Below TICM , it is barely enhanced
and at T ∼8 K it becomes constant until the lowest temperature. ICM intensities, on the other
hand, have a stronger increase of intensity as compared to the CM reflection. The blue circles in
figure 7.9c refers to the total integrated intensity (i.e. the sum of the ICM plus CM intensities)
and it clearly resembles the induced magnetization curve as the one discussed above (cf. figure
7.7b). By looking carefully, one realizes that the appearance of the ICM phase is correlated with
the abrupt increase of the square of the magnetization (IL2 ∝M2Nd).
The integrated intensities at the Fe K edge behaves rather different. First we see a CM
reflection which is strongly enhanced in the temperature range TICM < T < TN . Below TICM ,
the intensity is decreased according to a T 2 dependence. ICM peaks, in contrast, increase their
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Figure 7.10: Molecular mean field fit of the
total Nd integrated intensity. Inset shows the
Fe magnetization (I
1/2
Fe
∝ mFe) and the function
mFe(T ) used to fit the Nd Intensity (i.e. eq.
7.2). The intensities were normalized to their
values at the lowest measured temperatures.
intensity below TICM similarly to the CM peak below TN (see figure 7.9f). Nonetheless, the
overall intensity (blue balls) is continuously increasing as in the Nd case; but for the Fe edge,
its shape is actually different and mimics the temperature dependence of the square of the
Fe magnetization. In order to fully exploit the advantage of this technique, we can use the
scattered intensities measured at the Fe K edge to determine the temperature dependence of
the Fe sublattice magnetization mFe(T ) (i.e. inset figure 7.10), and use it in the description of
the Nd L2 integrated intensity using equation 7.2. Figure 7.10 exhibits the results of the fit,
where a value of λFe−Nd=0.60 T/µB was determined. During this fit, we used again the values
of M◦Nd and m
◦
Fe from neutron diffraction. The superscript ◦ refers to the magnetization value
at T = 0. Note also that the critical exponent β determined by x-rays (see inset in figure 7.10)
differs from the one determined by neutrons (inset in figure 7.7b).
Figure 7.11: Integrated intensity of (0,0,3/2) at the Nd quadrupolar L3 edge. (a) shows the
normalized intensity together with the intensity measured at the Fe K edge. (b) shows the difference
of the curves shown in (a), together with the intensity measured at the Nd L3 dipolar energy. The
intensity difference curve was rescaled to compare to the dipolar L3 edge one.
Before discussing the magnetic field dependent measurements, let us come back first to the
quadrupolar measurements made on the (0,0,3/2) reflection (blue triangles in figure 7.7a). The
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curve corresponding to the quadrupolar transition could not be fitted under the above mentioned
molecular model. By comparing with other systems, where both dipolar and quadrupolar tran-
sitions have been observed, the temperature behavior is similar in both cases (cf. Helgesen et
al. [147] and Nandi et al. [8]). Nevertheless, by carefully inspecting the Nd L3 quadrupolar
intensity, one notices that in the temperature region TICM < T < TN , the plot clearly shows
a behavior similar to that of reflections measured at the Fe K edge. This becomes clearer by
plotting these curves together as in figure 7.11a. In this figure, the normalized Fe intensity was
multiplied by a factor 0.4 to match the above mentioned temperature region. Figure 7.11b shows
the difference between the two curves shown in figure 7.11a together with the integrated inten-
sity measured at the Nd L3 dipolar edge (red line). Thus, showing that the quadrupolar curve
is actually a mixture of contributions coming from non-resonant Fe plus Nd resonant scattering.
The contribution amount turns out to be about 40% and 60% for Fe and Nd respectively.
7.2.2 Effect of Magnetic Field
Figure 7.12 shows the effect of an applied magnetic field on the magnetic reflections. These
measurements were performed without polarization analysis in order to maximize the reflected
intensity. From the figure, the most important observation is that there is an ICM to CM
magnetic induced transition at BCM ∼ 0.8 T at T = 5 K, and this critical field is reduced when
the temperature is increased. By comparing these findings with the discussions we had on the
spin flop transition on NdFe3(BO3)4 for the non resonant data (cf. figure 6.12), it becomes
clear that the magnetic induced spin-flop destroys the incommensurate phase. Thus, when all
the spins are aligned perpendicular to the applied magnetic field in the ab-plane, the magnetic
structure becomes commensurate.
Apparently, the CM and ICM peak positions do not change considerably when applying a
magnetic field (see figure 7.13a). Nonetheless, small changes can be observed at around B ∼ 0.5
T, field at which there is a reversal of the electric polarization and has a value of Pa = 0 (i.e.
inset in figure 7.1), as reported by Zvezdin and co-workers [108]. At this same value of magnetic
field, the intensity of the satellite reflections starts to decrease upon rising the field, while the
intensity of the CM one increases (see figure 7.13b). At B ∼ 1 T the ICM peaks disappear
and the CM intensity increases until Bc = 1.1 T, where the intensity reaches a maximum and
stabilizes. Note also that the integrated intensity of the CM peak shows some hysteresis between
0.5 T < B < 1.2 T, similar to the one shown in figure 6.12, typical of a first order transition.
On the other hand, the ICM peaks seem not to show this hysteresis.
The peak widths in figure 7.13c show three essential regions. The first region concerns
fields above B = 1 T, where the single CM peak has a constant width. The intermediate state
corresponds to the field region 0.5 T < B < 1 T, region at which the magnetic moments reorient
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Figure 7.12: Magnetic field dependent measurements on the (0,0,9/2) reflection at different tem-
peratures.
from the direction perpendicular to the applied magnetic field, to a spin spiral configuration.
Finally, the region below B = 0.5 T where the CM and ICM phases coexist. In this last region,
the two phases posses different correlation lengths, so that, ξCM is shorter than ξICM as inferred
from the peak widths. Moreover, the ξ of the ICM phase below 0.5 T is basically the same as
for the CM one above 1 T, thus, suggesting that the CM phase transforms into the ICM one
instantaneously in a first order-like transition, similar to what was discussed above in section
7.2.1 (cf. figure 7.9).
Figure 7.13d exhibits the saturation field Bc as a function of temperature as determined from
the analysis of the reflected intensities shown in figure 7.12. Here, Bc is reduced upon heating
until TICM is reached where only the CM phase is present.
Coming back to the magnetic induced electric polarization (i.e. figure 7.1), the crossover from
negative to positive polarization is related to the magnetic field at which the ICM reflections
intensities start to decrease (cf. figure 7.13b). Moreover, we learned in the previous chapter,
that at this field value, the magnetic moments start to rotate towards a direction perpendicular
to the applied field, yielding the hysteresis observed in magnetization (cf. figure 6.12b). The
rotation of the moments of all the magnetic domains takes place in the field range 0.5 T < B
< 1.1 T as seen in figures 6.12 and 7.13b, and coincides with the range at which the electric
polarization strongly increases. Upon further increasing the magnetic field, the critical field Bc
is reached and both the polarization and CM peak intensity become maximum. This lead us to
the conclusion that ferroelectricity seems to be favored when the magnetic incommensurability
disappears. These results are in agreement with those recently reported by Mo et al. [9] for
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Figure 7.13: Fit results of the magnetic field dependent measurement at T=5 K (see figure 7.12a)
regarding peak positions (a), integrated intensities (b) and FWHM (c). Dashed line in (b) refers
to the magnetic field at which the intensity saturates, i.e. stays constant. Figure (d) shows the
temperature dependence of the saturation field Bc. Full symbols refer to sweeping the field up while
open symbols, down. Red line in (d) is a guide to the eye.
GdFe3(BO3)4, where the field induced polarization is related with the suppression of magnetic
incommensurability.
Recently Janoschek et al. [130] addressed that below TICM the magnetic ICM phase emerges
because the magnetic moments are not perfectly aligned along the a direction, but instead, they
are at an angle of 0.8◦ off-axis, which induces a magnetic spin spiral whose period amounts
to approximately 1140 A˚. If we now consider that an applied magnetic field will align all the
moments perpendicular to it in the ab plane, this will thus destroy the magnetic modulation.
Therefore, the spin reorientation transition is concomitant to the ICM suppression, since the
reorientation of the moments will remove the spiral modulation.
7.2.2.1 Polarization analysis of the (0,0,15/2) reflection
In section 2.2.2, we mentioned that by analyzing the polarization of the scattered intensities,
information about the magnetic structure can be extracted. Since by applying magnetic fields,
we are rotating the magnetic moments of the ions present in the structure, then a polarization
study will help us to understand the magnetic structure during the spin-flop transition. Figure
7.14 presents the temperature dependence of the intensity at the Nd L2 edge for the magnetic
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(0,0,15/2) reflection at different applied magnetic fields and different polarization channels, more
specifically pipi′ and piσ′.
Figure 7.14a and 7.14b show that at B = 0 the behavior in the two channels is basically the
same, where magnetic reflections are seen only below TN and the CM-ICM transition is well
defined.
Figure 7.14: Polarization analysis of the temperature dependent measurements on (0,0,15/2) at
different applied magnetic fields. The magnetic field is applied parallel to the a axis which is per-
pendicular to the scattering plane. Vertical lines show TN .
In our scattering experiment, the a-axis was aligned perpendicular to the scattering plane,
i.e parallel to the axis uˆ2 in figure 2.2 and 4.5. Additionally from equation 2.27 we know that
the intensity in the pipi′ channel Ipipi′ is proportional to the components z2 of the magnetization
which are perpendicular to the scattering plane, i.e. parallel to uˆ2, hence Ipipi′ ∝ (z2 sin 2θ)2,
where θ is the scattering angle. Note that if the magnetic moments were aligned in an unique
direction (in this case in the a-axis), we would only observe scattered intensity in the pipi′ channel
and no intensity will be measured in the piσ′ one. Nonetheless, the intensity measured at the
piσ′ channel is rather large. Since we know that there are no magnetic moments pointing in the
c direction [100, 116, 122, 130], the observed intensity in piσ′ can only be attributed to the other
two possible domain structures with moments aligned in the other two equivalent directions1.
1Remember that this is a hexagonal lattice where the basal plane has three equivalent directions separated
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This observation confirms the presence of a multi-domain structure below TN , and also agrees
with the spin spiral configuration below TICM .
Continuing with the intensity analysis, from equation 2.27 we also know that piσ′ scattering is
governed by components of magnetization aligned in the scattering plane, i.e. Ipiσ′ ∝ (z1 cos θ−
z3 sin θ)
2. As already discussed, no components along uˆ3 are assumed, thus, the intensity in piσ
′
reduces to Ipiσ′ ∝ (z1 cos θ)2.
The following discussion is made based on figure 7.15, which shows the configuration of the
magnetic moments in the hexagonal basal plane and in our scattering geometry. Here uˆ1, uˆ2 and
uˆ3 are the unitary vectors that define our reference frame that were already defined in section
2.2, (figure 2.2 and 4.5). In figure 7.15, the scattering plane is the one defined by the vectors
uˆ1 and uˆ3, q being parallel to uˆ3. The red arrows are the magnetic moments M which below
TN align in the three equivalent hexagonal direction a1, a2 and a3
1. The blue arrows are the
projections of M along the uˆ1 and uˆ2 directions, z1 and z2 respectively. As mentioned before,
the magnetic field is applied perpendicular to the scattering plane along the crystallographic a
axis, i.e. parallel to uˆ2, thus, the intensities observed in figure 7.14, can be easily explained in
the frame depicted in figure 7.15 for the piσ′ and pipi′ channels.
Figure 7.15: Spin structure in the frame of
the scattering geometry used in our experiment.
The red arrows correspond to the magnetic mo-
ments along the hexagonal directions a1, a2 and
a3. The blue arrows depict the projections of
the momentM in the uˆ1 and uˆ2 directions. Note
that the scattering plane is defined by the vec-
tors uˆ1 and uˆ3.
Returning to figures 7.14a and 7.14b, since the components of the magnetization along uˆ2 are
larger than those along uˆ1 (see figure 7.15), it is now clear why the intensity in the pipi
′ channel
is larger than in the piσ′. Using equation 2.27, one can actually estimate, for the case of three
equally populated domains, the intensity ratio pipi
′
piσ′ = 4.4. Experimentally, we get
pipi′
piσ′ ∼ 3.7 at
by an angle of 120◦.
1This assumption for for analysis is still valid below TICM since, as explained before, the take off angle from
the a axis is rather small (0.8◦).
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T = 2.5 K, which is very close to the theoretical value. This observation is a further proof of
the multi domain structure in NdFe3(BO3)4.
If we now apply an external magnetic field parallel to the a axis, i.e. perpendicular to the
scattering plane, the magnetic moments should rotate and changes in the different scattering
channels should be observed. Figures 7.14c and 7.14d show the intensity measured at B = 0.8
T in piσ′ and pipi′ respectively. At this field, we see that in the piσ′ channel the intensity is
strongly enhanced especially at the central peak, in contrast to the satellites intensities, which
are strongly decreased. The enhancement of the intensity in the piσ′ implies that the component
z1 of the Nd magnetic moments increases (see figure 7.15), while z2 decreases due to the spins
rotation towards the uˆ1 direction.
Since at B = 0.8 T the spin flop transition is half way, i.e. it is in the center of the hysteresis
(cf. figure 6.12b), and we know that the ICM phase is due to a long period spin helix [130]; then
figures 7.14c and 7.14d show a mixed state where regions in the crystal still present a helical
structure below TICM (mostly observed in pipi
′) and others where the moments are almost or
perpendicular to B. As the spin reorientation destroys the spin helix and rotate the moments
into the scattering plane, an increase of the intensity for the CM peak is expected at the piσ′
channel, and this is exactly what is observed.
Finally, at B = 2 T (i.e. figures 7.14e and 7.14f), the spin spiral is totally destroyed such
that no ICM peaks are present and all the moments are rotated into the scattering plane, i.e.
only intensity in the piσ′ is measured. The remanent intensity in pipi′ is due to the cross talk
which in this case is about 1.2%, identical to the observed behavior at the Fe K edge.
7.2.3 Effect of an Electric Field
The electric field was applied using the E-stick available at the ID20 beamline at the ESRF (cf.
section 4.2.1). The direction of the electric field was chosen to be parallel to the a direction, since
along this direction large electric polarization is produced when a magnetic field is applied along
this same direction [108]. The main idea of the experiment is to try to change the magnetic
structure by applying an electric field E and thus, study the magneto-electric coupling. The
E dependence of the magnetic intensities was studied at the Fe K edge and T= 2.5 K. After
cooling, the sample was poled with E = 0.8 kV/mm. After poling, the E field polarization was
reversed and only then, the E dependent measurement was performed.1 The measurement was
done by decreasing E from -0.8 kV/mm to 0. Polarization analysis of the scattered intensities
was done at the piσ′ and pipi′ channels.
1This was actually an experimental issue, since the effect of the electric field could only be observed by first
poling and then reversing the field.
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Figure 7.16 shows the results of the measurements. The peak positions do not show an E
dependence, as observed in figure 7.16a and 7.16d, which indicates that E has no effect on the
periodicity of both CM and ICM structures. Regarding the CM reflection (black triangles), the
increasing of E is followed by a peak sharpening and an enhancement of the intensity. On the
other hand, ICM reflections show a smaller change of FWHM as compared with the CM peaks,
and the intensity is also decreased by increasing E.
Figure 7.16: Electric field dependent measurements on the (0,0,15/2) reflection -black triangles-,
(0,0,15/2−δ) -green circles- and (0,0,15/2+δ) -red squares-. Measured at the Fe K edge at the piσ′
and pipi′ channels. Figure (a) and (d) show the peak positions, (b) and (e) the FWHM while (c) and
(d) shows the integrated intensity.
These results show that the effect of the electric field on the magnetic structure is qualitatively
the same as the effect of a magnetic field. This indicates that E favors the CM phase, as observed
in the intensity increase of the CM reflection (i.e. figure 7.16c and 7.16f), while the ICM
reflections tend to decrease. Therefore, by applying an electric field parallel to a, the direction
of the magnetic moments is modified in a way such that the magnetic incommensurability is
perturbed in favor of the CM one. Even though the effect that the electric field has on the
magnetic structure is small, it is clearly observable.
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7.2.4 Effect of E and B on the Sample’s Magnetic History
While performing the field dependent experiments, an interesting observation was made related
to the magnetic history of the sample. It was found that the effect of the magnetic field on the
magnetic structure is reversible, while it is irreversible (or at least not totally reversible) when
an electric field is applied. This effect can be better seen in figure 7.17, where (a) shows that
in absence of a magnetic field (green circles) the two ICM reflections are present together with
a weak CM one. By applying a magnetic field parallel to a, the spin flop takes place and a
single CM peak is observed (red circles). By switching the field off, the system comes back to
the original state (black circles). In strong contrast, figure 7.17b shows that when an E field is
applied, the CM peak is enhanced (red circles), but when the E field is switched off, the system
remains as if there were still an E field on, i.e. it stays polarized (black circles).
This effect shows that by applying electric fields it is possible to manipulate the magnetic
structure. Additionally, the effect is persistent, as the induced magnetic structure seems to be
retained when E is switched off. This behavior is similar to that of ferromagnets, materials used
in magnetic storage devices, where a remanent magnetization is present after magnetizing the
sample with an external magnetic field. In the case of NdFe3(BO3)4, this will be one of the first
cases where the magnetic structure is manipulated with an electric field, and the information is
being stored after switching off the field.
Figure 7.17: Comparison between the effects
of (a) a magnetic field and (b) an electric field on
the magnetic history, measured at the (0,0,15/2)
reflection.
7.2.5 Chirality of the Spin Spiral
Since the ICM phase has been attributed to the appearance of a helical configuration of the
magnetic spins [130], the use of circular polarized light gives further information about the
spiral chirality1. For helical magnets, the incoming circular polarization finds it handedness
1A chiral structure is a structure that lacks an internal plane of symmetry and has a non-superimposable
mirror image. Chirality (a.k.a. handedness) refers to the type of chiral structure. E.g. a spiral can have two
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naturally coupled to the sense of rotation of the magnetic moments, allowing the population
of domains to be determined by observing differences in the intensity of magnetic diffraction
peaks under illumination with circularly right polarized (CRP) or circularly left polarized (CLP)
photons [148].
The measurements using circularly polarized light were performed at beamline ID20 using
the phase plate, as explained in section 4.2.1. The photons were tuned to the Nd L2 edge. Figure
7.18 (left panel) shows the results for the measurements at T = 2 K ZFC. For the case of the
CM reflection, one can see that the intensities do not change significantly when incident CRP
or CLP is selected. In contrast, for the ICM reflections, the scattered intensities show a strong
dependence of the incident polarization and on the sign of δ, i.e. changing the sign of δ leads to
a switching of the handedness of the incident photons that produces the maximum intensity.
Figure 7.18: Dependence of the x-ray magnetic scattering on the analyzer angle η at T = 2 K, for
ZFC (left column) and FC with E = -0.8 kV/mm parallel to a (right column). Note that η = 0◦ =
σ′ and η = 90◦ = pi′.
Qualitatively, for the case of a structure with equally populated spiral domains, the intensities
associated with CRP and CLP should be similar, whereas for a single spiral domain a large
difference is expected. Therefore, as observed, our system is conformed by a domain structure
where one of the spin chiralities is highly populated, in agreement with the findings by Janoschek
kind of chiral structures, one if the spiral rotation is clockwise (right handed) and the second one if the rotation
is anticlockwise (left handed).
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and collaborators [130], where polarized neutrons show different measured intensities at different
scattering channels.
If we now applied an external electric field, it is expected that one of the domains will
be favored. Thus, an enhancement of the magnetic scattering, where the handedness of the
incident polarization matches the one of the magnetic spiral, is also expected. The results of the
measurements under an applied electric field are shown in the right panel of figure 7.18. The
effect of the electric field is immediately observed. For the CM reflection, an enhancement of the
scattered intensity is observed when illuminating with CRP and CLP light; moreover, a clear
difference is observed between the two incident polarizations, which proves an imbalance of the
domain population. In the case of the (0,0,15/2−δ) reflection, the intensity barely changes when
illuminated with CRP light, while the one with CLP incident light is considerably reduced. In
the case of the (0,0,15/2+δ) the behavior is similar to the ZFC case.
This observations clearly demonstrate that there is an unequally populated domain structure
and that it is possible to favor one of the domains by applying an external electric field.
Figure 7.19: Dependence of the x-ray magnetic scattering on the analyzer angle η at (a) T = 2 K,
and B = 2 T parallel to a. i.e. in the flop state and (b) at T = 20 K and B = 0.
As discussed before, when applying a magnetic field larger than 1.2 T parallel to a, a spin
reorientation transition is induced and the magnetic incommensurability is suppressed so that
only one commensurate magnetic peak is observed. Figure 7.19a shows the η dependence of the
(0,0,15/2) at the flop state, one can see that the intensity is enhanced by almost a factor of
nine, and shows a phase shift of ∼ 30◦ with respect to the measurements without magnetic and
electric field (cf. figure 7.18). This phase shift is clearly due to the spin configuration in the flop
phase, which yields a different η dependence of the scattered beam. Regarding the handedness
of the incident photons, there is no dependence on incident polarization.
At T = 20 K the η dependence of the CM peak is similar to the CM peak at the flop phase
as observed in figure 7.19b. The difference between these two curves is that the phase sh
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the peak at 20 K is smaller than the previous one. Suggesting then, that the magnetic structure
differs in these two phases.
7.3 Summary
The magnetic properties of the magnetoelectric compound NdFe3(BO3)4 were studied by means
of resonant magnetic x-ray scattering at the Nd L2,3 and Fe K transition edges. The analysis of
the diffracted intensities corroborated the magnetic character of the reflections. Following the
temperature dependent measurements of the intensities at the Nd edges, it was found that the
magnetization of the Nd sublattice is induced by the Fe moments. By fitting the temperature
dependence of the Nd magnetization, the effective coupling constant, the local magnetic field
experienced by the Nd ions, the Kramers doublets exchange splitting energy as well as the Nd-Fe
exchange integral were calculated and their values are λFe−Nd=0.56 T/µB, Bloc=8.21 T, ∆=10
cm−1 and JNd−Fe = 0.49 K respectively. Further study on the temperature dependence of
higher order magnetic reflections such as (0,0,9/2) and (0,0,15/2) reveal the onset of a CM-ICM
transition at TICM=16 K, below at which, a new set of reflections with Miller indices (0,0,3n/2 ±
δ) appear. This ICM phase is, according to neutron diffraction [130], due to the development of
a long period spin helix. By applying a magnetic field along the a direction, a spin reorientation
transition is induced so that the magnetic incommensurability is destroyed and thus so is the
spin spiral.
Considering the effect that an external magnetic field has on the magnetic structure in
NdFe3(BO3)4 together with the measured longitudinal magnetic induced polarization reported
in [108] (cf. figure 7.1), we can discard the spiral magnet as the origin of the electric polarization.
Due to the fact that the maximum of the magnetic induced electric polarization Pa is reached
once the spin spiral is completely destroyed. Therefore the high induced electric polarization
is mediated by a collinear order of the magnetic moments in a direction perpendicular to the
axis a within the hexagonal basal plane. Electric field dependent measurements performed on
the sample show that the effect of the E field is similar to that of an applied magnetic field, i.e.
they try to favor the CM phase, as evidenced by the enhancement of the CM reflection at high
E fields. The use of circularly polarized light below TICM revealed the presence of a domain
structure where one of the spiral chiralities has a higher population, in agreement with recent
neutron findings [130]. Moreover, by applying an E field, the population of the chiral domains
can be modified. In addition, comparing the effect of E and B on the magnetic structure of
NdFe3(BO3)4, it was found that the effect of B is reversible in contrast to the effect of E.
In order to understand the origin of the magnetic field induced electric polarization in
NdFe3(BO3)4, it is worthy to consider the available models used to describe ferroelectricity
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in magnetically ordered states. As a first approach we can directly rule out the spiral mecha-
nism, since we know from our experimental results, that the larger electric polarization emerges
when the spin helix is destroyed and a collinear structure is formed. For collinear structures
the only available model is that in which electric polarization is due to exchange striction, as
in Ca3CoMnO6 [129, 140], where spin dimerization is formed and inversion symmetry is broken
(see section 7.1). In this model, it is quite important that the ions that form the dimers, in this
case Fe3+ and Nd3+, have different valency in order to induce an electric dipole. This is not
the case for NdFe3(BO3)4. Additionally, the interaction between Fe
3+ and Nd3+ is mediated by
an oxygen ion, in contrast to Ca3CoMnO6 where the distance between Co
2+ and Mn4+ is close
to that of metallic bonds, i.e., their interaction is much stronger. This means that, exchange
striction is not a promising scenario to describe electric polarization in NdFe3(BO3)4, unless a
local distortion of the Nd or Fe atom positions is induced in the collinear state so that inversion
symmetry is broken. This led us to a final consideration. If none of the existing mechanism
describe our observations, then a new coupling mechanism should be addressed.
Let us speculate about possible scenarios for this new mechanism. As discussed in chapter 6,
all members of the borates family (i.e. RFe3(BO3)4 with R = Y, Gd, and Tb) are, in principle,
similar in chemical composition and structure. Nonetheless, they have quite different physical
properties. Since the only remarkable difference between these compounds is the rare earth
ion present, one must consider it and its interaction with the Fe sublattice as the origin of
these physical differences. In the particular case of NdFe3(BO3)4 we should consider Nd to
be intimately related to the origin of the magnetic induced electric polarization. The highly
anisotropic 4f electronic orbitals and the high spin orbit coupling that these ions show might
play an important role, specially under external forces like externally applied magnetic or electric
fields. In a local approach, if we consider that the Nd3+ ions carry an asymmetric 4f electronic
charge density which is rigidly coupled to the magnetic moment, it should be possible to measure
a net electric polarization at low temperatures if this charge density breaks inversion symmetry.
However, this is not the case since, at low temperatures the formation of the spiral helix makes
the net polarization to be averaged in all directions. By applying an external magnetic field the
spin helix is destroyed and the magnetic moments, and hence the charge density, are aligned
in an unique direction, breaking inversion symmetry and, thus, yielding a measurable electric
polarization. Since the local description of the Nd3+ ion seems to be crucial to understand the
magnetoelectric interactions in NdFe3(BO3)4, more studies are needed to understand the local
electronic structure of the Nd3+, e.g. crystal field parameters, under external applied fields.
On the other hand, one can also consider the Fe-Nd interaction and the super-exchange
path through the oxygen ion. If there is a hybridization of the Nd or Fe orbitals and oxygen,
it can happen that such hybridization might induce charge ordering. Which is compatible to
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the exchange striction picture. In this regard, it will be of interest to study the role of oxygen
and its behavior under applied fields. Spectroscopic and scattering measurements will help to
understand the overall magnetoelectric coupling.
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Chapter 8
Summary
In this work, the magnetic and structural properties of selected superconducting and multiferroic
systems have been studied by means of hard x-ray scattering and resonant magnetic scattering
as a function of temperature and externally applied electric and magnetic fields.
In the first part of this thesis, a temperature dependent structural investigation of the novel
iron based superconductors SmO1−xFxFeAs (Sm-1111) and CeO1−xFxFeAs (Ce-1111) was per-
formed by means of high resolution powder x-ray diffraction. Room temperature measurements
reveal that the O−2 ion substitution by F−1 has no effect on the FeAs layers, whereas it induces
a significant structural change in the LnO layer. The ionic substitution induces a reduction of
the unit cell, which is more pronounced in the c direction, i.e., parallel to the interlayer spacing.
The results of the temperature dependent scattering measurements were used together with
electrical resistivity and µSR results to construct the phase diagram of Sm-1111 and Ce-1111.
On the one hand, undoped Sm-1111 undergoes a structural tetragonal to orthorhombic tran-
sition at TS followed by a magnetic ordering transition at TN . When doping with fluorine,
these transition temperatures are shifted to lower temperatures. Upon further doping, a crit-
ical F concentration is reached at which TS and TN are totally suppressed and the material
becomes superconducting. From the derived phase diagram (cf. figure 5.25), one observes that
the transition between non-superconducting and superconducting samples is rather abrupt. Our
experiments show no evidence of coexistence between short range static magnetism and super-
conductivity as concluded by Drew et al. [69], and no survival of orthorhombic distortion was
found in superconducting samples as reported by Margadonna et al. [58].
On the other hand, undoped Ce-1111 compound shows a similar behavior as the Sm-1111,
where a structural transition is observed followed by a magnetic ordering upon cooling. With
F doping, these transitions are shifted to lower temperatures, but in contrast to Sm-1111, this
suppression is more efficient. Moreover, µSR and resistivity measurements provide strong evi-
dence for the presence of static magnetism coexisting with superconductivity while orthorhombic
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splitting is absent. These results contradict the observations made by Zhao et al. [61], where
they present a smooth transition from non-superconducting to superconducting samples and a
survival of the orthorhombic distortion in the superconducting regime.
As observed from the detailed analysis of the temperature dependence of the tetragonal
Bragg reflection’s width, structural fluctuations start well above TS . By increasing the F con-
centration the fluctuations decrease and become small when superconductivity sets in providing
strong evidence for a competition between lattice, SDW and superconductivity. In general, we
conclude that superconductivity in 1111 compounds requires the suppression of long range mag-
netic ordering, which is favored by a lattice distortion. Therefore, stabilization of the tetragonal
structure favors superconductivity. Additionally, there is a clear effect of the rare earth ion
on the physical properties of the samples and it seems to be related to the magnetic exchange
interaction between the rare earth ion and Fe.
In the second part of the thesis, magnetic and structural investigations on selected compounds
of the RFe3(BO3)4 family were carried out by means of non-resonant and resonant magnetic x-
ray scattering. Non-resonant hard x-ray scattering experiments with a photon energy of 100 keV
were performed as a function of temperature and applied magnetic field. The results show the
presence of several new diffraction features, in particular non-resonant magnetic reflections in
the magnetically ordered phase. The detailed study of the scattering structure factor and the q
dependence of these reflections reveal their magnetic nature. In addition, structural reflections
that violate the diffraction conditions for the low temperature phase P3121 of the rare-earth iron
borates were also observed;s although, these reflections seem not to be related to the origin of
the large magnetoelectric coupling observed in some of these compounds (e.g. NdFe3(BO3)4 and
GdFe3(BO3)4).
The temperature and field dependence of the magnetic superlattice reflections corroborate
the magnetic structures of the borate compounds obtained by neutron diffraction [116, 119, 130].
The detailed analysis of the intensity and scattering cross section of the magnetic reflection
reveals details of the magnetic structure of these materials, in particular the off-plane rotation
of the Fe moments and the spin domain configuration in GdFe3(BO3)4. Moreover, it was possible
to directly observate the spin reorientation transition in NdFe3(BO3)4 when a magnetic field is
applied. Furthermore, we find that the correlation length of the magnetic domains is around
100 A˚ for all the compounds.
Additionally, resonant magnetic scattering on NdFe3(BO3)4 was done at the Nd L2,3 and Fe
K edges. The extensive analysis of the T -dependent diffracted intensities yield a magnetization
of the Nd sublattice that is induced by the Fe sublattice magnetization. From the fit, several
physical quantities were determined such as the local magnetic field experienced by the Nd ions,
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the Kramers doublets exchange splitting and the Nd-Fe exchange integral. Moreover, the T -
dependent studies revealed a commensurate to incommensurate transition which is related to
the transition of the magnetic structure from a collinear order, where the magnetic moments
point along the crystallographic a direction, into an incommensurate spin spiral. For the case of
the commensurate magnetic structure, we find that it consists of a domain structure as inferred
from the polarization analysis of the diffracted intensities.
By applying a magnetic field along a, the magnetic spins in NdFe3(BO3)4, experience a
reorientation towards a direction perpendicular to the applied magnetic field within the ab plane.
This spin reorientation destroys the magnetic incommensurability and therefore, it destroys the
spin helix. This destruction of the magnetic helical incommensurability induces a large electric
polarization, although the reason for this is still unclear.
By using circularly polarized light and by analyzing the scattered beam’s linear polarization,
we find that one of the two possible spin spiral chiral structures is more highly populated than the
other one. Furthermore, by applying and electric field, the population of one of these chiralities is
enhanced. Additionally, we also find that the effect of the electric field on the magnetic structure
is the same as the effect of an applied magnetic field, i.e., it tends to destroy the spin spiral
configuration. We also observed, that the effect of an electric field on the magnetic structure
seems not to be reversible as compared to the effect of an applied magnetic field, denoting a
complex behavior as a function of electric field.
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Abstract
The structure and magnetism of selected compounds of the pnictides iron based superconductors
with chemical formula LnO1−xFeAsFx (Ln = La,Sm and Ce), commonly known as 1111, and of
rare earth iron borates RFe3(BO3)4 (R = Tb, Gd, Nd and Y), were studied by means of hard
x-ray diffraction.
For the 1111 pnictides compounds, Rietveld refinement of powder x-ray diffraction mea-
surements at room temperature reveals, that the ionic substitution of O by F has no effect on
the structure of the FeAs layers of tetrahedra, whereas the major changes takes place in the
LnO layer. These changes are reflected as a shrinkage of the crystal lattice, specially in the c
direction. Additionally, a study of the temperature dependent structure of the Sm and Ce-1111
compounds was performed and an estimation of the the structural transition temperature was
obtained. The results of the structural measurements, combined with electrical resistivity and
µSR, were used to construct the Sm and Ce-1111 phase diagrams. These phase diagrams are
characterized by two regions, consisting of a spin density wave (SDW) state and a supercon-
ducting state, which are sharply separated upon doping. Considering the different Ln ion, upon
F doping the transition temperatures are more efficiently suppressed in Ce-1111 as compared
to Sm-1111. More intriguingly, for the Ce case, a coexistence region between static magnetism
and superconductivity without an orthorhombic distortion has been observed. Further analysis
of the width of the Bragg peaks reveals strong lattice fluctuations towards phase transitions,
which are reflected in magnetic and transport properties. Moreover, a strong damping of the
lattice fluctuations is observed at Tc for superconducting Sm-1111 samples, giving experimental
evidence of competing orders towards phase transitions in the iron pnictides.
Regarding the iron borates, non-resonant x-ray scattering studies have shown several new
diffraction features, from the appearance of additional reflections that violate the reflection con-
ditions for the low temperature crystal structure, to the emerging of commensurate superlattice
peaks that appear below TN . A detailed analysis of the structure factors and q dependencies of
the earlier reflections, demonstrate their magnetic nature. Additional resonant x-ray magnetic
scattering experiments on NdFe3(BO3)4 were performed at the Nd L2,3 and Fe K edges. The
results show that the magnetization behavior is different for the Nd and for the Fe sublattices.
Moreover, we find that the magnetization of the Nd sublattice is induced by the Fe magnetiza-
tion. The temperature dependent measurements also show a commensurate to incommensurate
transition where the magnetic structure changes from a commensurate collinear structure, where
both Nd and Fe moments align in the hexagonal basal plane, to an incommensurate spin helix
structure that propagates along c. When a magnetic field is applied, the spin helix is destroyed
and a collinear structure is formed where the moments align in a direction perpendicular to the
applied magnetic field. Moreover, the critical field at which the spin helix is destroyed is the
same field at which the magnetic induced electric polarization is maximum, thus, showing that
the spin helix is not at the origin of the electric polarization.
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