Step Newton-Tikhonov Projection method is presented for obtaining a stable approximate solution of nonlinear ill-posed Hammerstein type operator equations KF(x) =f. The regularization parameter is chosen according to the adaptive parameter choice strategy suggested by Perverzev and Schock (2005). The error estimates obtained with respect to the general source conditions are of optimal order. We also give the numerical example which confirms the efficiency of the proposed method.
I. INTRODUCTION
This paper deals with the finite dimensional realization of a method considered in [1] 
is a bounded linear operator ( [2] , [3] ) and X(real), Y are Hilbert spaces with inner product .
., and norm . respectively. It is assumed that (1) . Recall that [3] , [4] ,  x is said to be an
In [1] we considered two cases of F ; in the first case we assume that and we obtained quartic convergence. In this paper we consider the finite dimensional realization of the second case i.e., F is monotone but 1 
() Fx
The organization of this paper is as follows. Preliminaries are given in Section II. In Section III we investigate the semi-local convergence (i.e., convergence of the iterations in a ball of radius r centered at 0 x ) of the proposed Discretized
Two
Step Newton Tikhonov Method(DTSNTM). Section VI gives the algorithm and Section V deals with the implementation of the method and a numerical example which confirms the efficiency of the proposed method. And finally paper ends with a conclusion in Section 6.
II. PRELIMINARIES
In this section we state the results of Section II in [5] , needed for this paper. As in [5] we assume that F possess a uniformly bounded Frechet derivative for each
be a family of orthogonal projections on X.
Let
) ( : Further as in [1] , we solve (1) for x by first solving = Kz f (2) for z and then solving the non-linear problem
The discretized Tikhonov regularization method for the regularized equation (2) with f  in place of f , consists of solving the equation
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The following assumption is used as in [1] , [3] to obtain the error estimate. (4) and
A. A Priori Choice of the Parameter
Note that the estimate ()
. 
where
, Theorem 2.5) Let l be as in (6) k be as in (7) and (4) with .
B x r denotes the ball of radius r with center 0 . x Assumption 3.1 (cf. [7] , Assumption 3 (A3)) There exists
The DTSNTM is defined as:
where , 0, 0
and then we show that
is an approximation to the solution x of (1.1). Let , , ,
.
and let
h n e   and g be as in equation (11) 
and the assumptions of Theorem 3.2 hold. Then ,, , be as in (8) and (9) respectively and assumptions of Theorem 3.3 hold. Then (10) and Assumption 2.1 and Theorem 3.6 hold.
In addition if 0 1,
The following Theorem is a consequence of Theorem 3.4, Theorem 3.6 and Theorem 3.7. 
Therefore the balancing principle algorithm associated with the choice of the parameter specified in Section II involves the following steps. 
; 
V. IMPLEMENTATION OF THE METHOD
In this section we present an example for implementing the algorithm mentioned in above section. We take an example (see [7] , section 4.3.) satisfying the assumptions made in this paper. We consider the operator 2 2 : (0,1)
F x F y x y k t s x y s ds x y t dt
Thus the operator F is monotone. The Frechet derivative of F is given by ( , , , ) 
Further from (9) it follows that , , ,
To illustrate the above method in our computation, we take Table I . The plots of the exact and the approximate solutions obtained are given in Fig. 1 . and the nonlinear operator F is monotone but Frechet derivative of F is non-invertible, we obtained the convergence of the method. The derived error estimates using an a priori and adaptive method of Perverzev and Schock(2005) are of optimal order with respect to a general source condition. Numerical Example presented proves the reliability of our method.
