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Exactly solvable models have played an important role in establishing the sophisticated modern understand-
ing of equilibrium many-body physics. And conversely, the relative scarcity of solutions for non-equilibrium
models greatly limits our understanding of systems away from thermal equilibrium. We study a family of non-
equilibrium models, some of which can be viewed as dissipative analogues of the transverse-field Ising model,
in that an effectively classical Hamiltonian is frustrated by dissipative processes that drive the system toward
states that do not commute with the Hamiltonian. Surprisingly, a broad and experimentally relevant subset of
these models can be solved efficiently in any number of spatial dimensions. We leverage these solutions to
prove a no-go theorem on steady-state phase transitions in a many-body model that can be realized naturally
with Rydberg atoms or trapped ions, and to compute the effects of decoherence on a canonical trapped-ion-based
quantum computation architecture.
The understanding of equilibrium many-body physics in
both classical and quantum systems has relied heavily on ex-
act solutions of highly simplified models. For example, so-
lutions of the classical and quantum (transverse-field) Ising
models have elucidated the structure of classical and quan-
tum phase transitions, respectively, and the deep connections
between them [1, 2]. For quantum systems that are not in
thermal equilibrium such solutions are comparatively scarce,
though important progress has been made in numerous spe-
cialized models that either: (a) are one dimensional and iso-
lated [3, 4], (b) impose nontrivial dissipation on otherwise free
bosons or fermions [5–13], (c) impose highly fine-tuned dis-
sipation [11], or (d) are coupled to an environment only at a
boundary [14–17]. On the other hand, interacting quantum
spin systems that are dissipative in the bulk and driven so that
they do not thermalize are expected to exhibit a variety of rich
behaviors not found in their equilibrium counterparts, includ-
ing unusual multi-critical points [18], critical exponents not
found in or near equilibrium [19], and the existence of zero-
entropy entangled steady states [20–23]. And, naturally, such
systems play an important role in the theory of quantum com-
putation in the presence of decoherence. While recent exper-
imental advances have enabled the controlled study of such
physics in systems ranging from exciton-polariton fluids [24–
28], to trapped ions [29, 30], to Rydberg gases [31–33], the
minimal microscopic models expected to capture the essen-
tial qualitative physics—many-body quantum master equa-
tions [19]—continue to pose severe challenges to existing the-
oretical techniques.
In this manuscript we investigate a broad and experimen-
tally relevant class of driven-dissipative many-body spin mod-
els, some of which can be viewed as dissipative analogues of
the transverse-field Ising model (TFIM), and show that they
can be solved efficiently. The TFIM captures a characteris-
tic feature of low-temperature quantum systems more gener-
ally: even at zero temperature, the ordering associated with a
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FIG. 1. (Color online) In the transverse field Ising model (left panel)
ordering with respect to a “classical” Hamiltonian Hˆ is frustrated,
even at T = 0, because the ground state of the transverse field (ex-
pressed as a density matrix) does not commute with Hˆ. The models
solved here generalize this scenario to the case where order is frus-
trated by the inclusion of a dissipative process whose steady state
does not commute with Hˆ. In the example shown (right panel),
Markovian dissipation implemented by jump operators σˆyj − iσˆzj
drives each spin towards the ground-state of a transverse field.
classical Hamiltonian (the Ising model) can be frustrated by
the persistence of quantum fluctuations (induced by the trans-
verse field, left panel of Fig. 1). In particular, the transverse
field favors a zero-temperature density matrix that does not
commute with the Ising Hamiltonian. As a result, energy min-
imization forces the system to develop quantum correlations
even between arbitrarily distant spins, generically prohibiting
exact calculations of its ground-state properties (except in cer-
tain very well-known circumstances, e.g. nearest-neighbor in-
teractions in 1D). The models we consider realize a natural
non-equilibrium analogue of this scenario, in which a clas-
sical Hamiltonian is frustrated by the presence of dissipative
fluctuations (right panel, Fig. 1). Strikingly, we find that the
inclusion of a broad class of dissipative processes favoring
a steady-state density matrix that does not commute with the
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2Hamiltonian is relatively benign, even in more than one spatial
dimension. In particular, correlations remain dynamically lo-
calized whenever the Hamiltonian is of finite range, enabling
the time-dependence of finite-order correlation functions to
be efficiently obtained (even for an infinite system) by solv-
ing a finite-dimensional system of equations. This structure
exists, for example, even when the dissipation alone drives
the system towards the ground state of a transverse field. It
also exists when the dissipation is explicitly derived from a
temporally fluctuating transverse field; evidently, even though
the Ising model is not (in general) expected to be solvable
in the presence of a particular (static or time-varying) trans-
verse field, the dynamics of the transverse-field Ising model
averaged over all such fields can be computed exactly.
To illustrate the utility and generality of these solutions, we
use them to prove that an experimentally relevant subset of the
models considered possess a finite dissipative gap, and there-
fore cannot undergo dissipative phase transitions. We then ap-
ply this result to a model of interacting Rydberg atoms studied
in Refs. [34, 35], thereby confirming the structure of the phase
diagram inferred from recently developed approximate tech-
niques [36]. From a more applied perspective, we emphasize
that Ising-like Hamiltonians, despite being “classical”, induce
truly quantum dynamics and play a central role in the pro-
duction of states sought for quantum information processing
and quantum metrology [37–39]. Their solvability in the pres-
ence of dissipation thus affords numerous exciting opportuni-
ties to investigate the effect of decoherence on the generation
of useful entangled states. As an illustrative example, we com-
pute the effects of a fluctuating transverse field (dephasing) on
Ising dynamics generated by Mølmer-Sørensen gates [39–41],
which can impose important technical limitations in trapped-
ion based approaches to quantum computation [42].
Dissipative models.—The models we consider can be con-
structed in close analogy to the transverse-field Ising model.
There, one starts with a many-body Hamiltonian that is “clas-
sical” in the sense that it can be diagonalized by a choice of
local basis. Thus its eigenstates have well defined local prop-
erties, and in this sense there are no quantum fluctuations [43].
To be concrete we restrict our focus to the spin- 12 Ising model,
Hˆ =
∑
j,k
h j,kσˆzjσˆ
z
k. (1)
However, the scope of our results is significantly broader,
and includes generic Hamiltonians that can be diagonalized
by a choice of local basis or, with some additional con-
straints, commuting Hamiltonians that are not diagonalized
by a choice of local basis (e.g. the toric code [44]). Exten-
sions along these lines will be discussed at the end of the
manuscript. In equilibrium, a natural question to ask is how
one can modify Hˆ such that, in the low temperature limit
where thermal fluctuations vanish, quantum fluctuations re-
main. One simple strategy is to add single-body terms to the
Hamiltonian that are not diagonalized by the eigenstates of
Hˆ; the usual culprit is a transverse field, resulting in an ad-
ditional term B
∑
j σˆ
x
j . Even at zero temperature, i.e. in the
quantum ground state, such a term induces fluctuations be-
tween the classical eigenstates of the interaction part of the
Hamiltonian.
In a driven-dissipative setting, we are no longer interested
in properties of the ground state, which control the low-
temperature equilibrium physics, but rather the properties of
the steady state, which control the long-time, non-equilibrium
physics. A natural dissipative generalization of the procedure
used above to frustrate the zero-temperature ordering associ-
ated with Hˆ is to introduce single-body dissipative processes
that drive the system toward a steady state that does not com-
mute with Hˆ. Assuming that dissipation can be treated in the
Born-Markov approximation, the dynamics of an open quan-
tum system with Hamiltonian Hˆ is governed by a Markovian
master equation of the form
˙ˆρ = L(ρˆ) ≡ −i[Hˆ, ρˆ] +D(ρˆ),
D(?) ≡
∑
j,α
γ jα
2
(
2Jˆ jα ? Jˆ
†
jα − {Jˆ†jα Jˆ jα, ?}
)
. (2)
The dissipation is induced by jump operators Jˆ jα, each of
which we assume to be supported on a single site j. The index
α may take on multiple values in order to describe multiple
dissipative channels on a given site, though in what follows we
will generally consider only one jump operator on each site,
dropping the index α. Consider the dissipative dynamics in
the absence of the Hamiltonian, described by ˙ˆρ = D(ρˆ). The
steady-state solution of the purely dissipative dynamics is de-
termined implicitly by solving D(ρˆdis) = 0. If ρˆdis commutes
with the Hamiltonian, then it is automatically also a solution
of L(ρˆ) = 0 and thus is a proper steady state of the complete
dynamics including both coherent evolution and dissipation.
If it does not, then in close analogy to the ground state of the
transverse-field Ising model, we expect the steady state to pos-
sess fluctuations in the sense of admixing of classical states.
Surprisingly, a large class of dissipators that frustrate the
classical Hamiltonian, i.e. for which [ρˆdis, Hˆ] , 0, neverthe-
less admit exact solutions for the dynamics of observables. In
particular, suppose that [45]
Tr
(
σˆzjD(σˆ±j )
)
= 0 (for all j). (3)
For Hˆ of the form in Eq. (1), we also have Tr(σˆzj[Hˆ, σˆ
±
j ]) =
0, and therefore whenever the jump operators are chosen to
satisfy Eq. (3), the complete Liouvillian also obeys
Tr
(
σˆzjL(σˆ±j )
)
= 0 (for all j). (4)
Taken together with the equality Tr(1ˆ jL(σˆ±j )) = 0, which fol-
lows trivially from the definition ofL (and ensures the conser-
vation of probability) regardless of the form of the jump op-
erators, Eq. (4) can be understood colloquially as a statement
that L does not map coherences onto populations (Fig. 2a). In
what follows, we will show that finite-range Hamiltonians of
the form in Eq. (1), subjected to dissipation obeying Eq. (3),
produce correlations that are localized in space and can there-
fore be solved efficiently in the thermodynamic limit.
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FIG. 2. (Color online) (a) Schematic representation of Eq. (4): In
the z basis, L does not map coherences to populations. Equivalently,
in the Heisenberg picture, L† does not cause diagonal operators to
develop coherences. (b) When the conditions described in (a) are
met, the dynamics of any observable supported on a subsystem A
can be computed by identifying the nearest neighbors of the set A ,
denoted B, tracing out the part of the density matrix supported on
C , and then solving the master equation projected into the remaining
finite-dimensional system.
There are many natural jump operators satisfying Eq. (3).
For example, dephasing, spontaneous emission, and incoher-
ent pumping along the z axis all do, and the models studied
here therefore subsume finite-range versions of the models
studied in [46, 47] (and realized experimentally in [29]) as
special cases. However, all the examples of dissipation just
mentioned lead to steady states ρˆdis that commute with Hˆ,
and thus the steady states in the presence of Hˆ remain trivial.
Examples of jump operators satisfying Eq. (3) but producing
steady states that do not commute with Hˆ include dephasing
along any direction in the xy plane; Jˆ = cos(θ)σˆx + sin(θ)σˆy,
or spontaneous emission along any axis in the xy plane; Jˆ =
σˆz + i(cos(θ)σˆx + sin(θ)σˆy). Note that in the latter example,
ρˆdis is the ground state of a transverse field.
Localization of correlations.—The time-dependent expec-
tation value of an arbitrary operator Oˆ, initially supported on
a set of sites A , can be written as
Schro¨dinger picture: Heisenberg picture:
O(t) = Tr
(
Oˆ exp(tL) ρˆ0), O(t) = Tr(ρˆ0 exp(tL‡) Oˆ). (5)
The Heisenberg picture expression utilizes the adjoint Liou-
villian L‡(Oˆ) = i[Hˆ, Oˆ] + D‡(Oˆ), with the adjoint dissipator
given by D‡(?) = ∑ j,α γ jα2 (2Jˆ†jα ? Jˆ jα − {Jˆ†jα Jˆ jα, ?}). The op-
erator Oˆ could be, for example, a product of two spin opera-
tors on different sites, in which case O(t) is an equal-time cor-
relation function (generalizations to unequal time correlation
functions are also possible using the quantum regression for-
mula). Equation (4) can be recast in terms of the Heisenberg-
picture Liouvillian as Tr[σˆ±jL‡(σˆzj)] = 0; thus, L‡ does not
map populations onto coherences (Fig. 2a). This condition on
L‡ can be restated in the following useful way: Referring to
an operator as “diagonal on the set of sitesS ” if it commutes
with all operators σˆzj for j ∈ S , one can show that the set of
operators that are diagonal onS is closed under the action of
L‡. With this structure in mind, we refer to L‡ as diagonality
preserving (in the z basis), a property which will play a key
role in the solution of Eq. (2).
To compute O(t), it is useful to define the set of sites that
are nearest neighbors of A , denotedB, as all sites outside of
A for which a term in the Hamiltonian has simultaneous sup-
port onA andB. The complement ofA
⋃
B, denoted C , is
therefore not directly connected to A by terms in the Hamil-
tonian (see Fig. 2b). We then decompose the Hamiltonian as
Hˆ = HˆAB+ HˆV , where HˆAB contains all terms in Hˆ that have
support onA , and HˆV contains all terms that do not (note that,
by the definition of B, HˆAB is supported on A
⋃
B, while
HˆV is supported on B
⋃
C ). Similarly, we decompose the
Heisenberg-picture dissipator as D‡ = D‡
AB
+ D‡V , where
D‡
AB
only contains jump operators supported onA
⋃
B and
D‡V only contains jump operators supported on C . Writing
L‡ = L‡
AB
+L‡V , with L‡AB(?) = i[HˆAB, ?] +D‡AB(?) and
L‡V (?) = i[HˆV , ?] +D‡V (?), we can write O(t) as
O(t) = TrA ⋃B(TrC (ρˆ0 ∞∑
n=0
tn
n!
Oˆn
))
, (6)
where Oˆn = (L‡AB + L‡V )nOˆ. The structure of Eq. (6) can be
greatly simplified by induction. In particular, suppose that Oˆn
satisfies the following two conditions:
(A) Oˆn is supported on A
⋃
B.
(B) Oˆn is diagonal onB.
Note that both conditions are satisfied trivially for Oˆ0 = Oˆ,
since we have assumed that Oˆ is fully supported on A . We
will show that the operator Oˆn+1 = (L‡AB +L‡V )Oˆn also satis-
fies these conditions, thereby proving that all Oˆn do.
Toward this end, we first show that L‡V (Oˆn) = i[HˆV , Oˆn] +
D‡V (Oˆn) vanishes by the assumptions. The first term vanishes
because HˆV is diagonal and supported onB
⋃
C , while Oˆn is
diagonal onB
⋃
C by conditions (A,B), giving [HˆV , Oˆn] = 0.
The second term vanishes because D‡V only contains jump
operators supported on C , implying (together with condition
A) that D‡V (Oˆn) = 0. Thus L‡V (Oˆn) = 0 as claimed, giving
Oˆn+1 = L‡AB(Oˆn). Now we note that, because HˆAB and the
jump operators in D‡
AB
are supported on A
⋃
B, L‡
AB
(Oˆn)
must also be supported on A
⋃
B, and Oˆn+1 therefore satis-
fies condition (A). Furthermore, because L‡
AB
is diagonality
preserving, Oˆn+1 continues to satisfy condition (B). Therefore,
by induction, we deduce that Oˆn = (L‡AB)nOˆ, and is sup-
ported on A
⋃
B. Plugging this result into Eq. (6) and using
the isolated support of Oˆn to carry out the trace over C , we
obtain
O(t) = TrA ⋃B(ρˆAB ∞∑
n=0
tn
n!
(L‡
AB
)nOˆ
)
, (7)
where ρˆAB = TrC (ρˆ0) is the reduced density matrix of the
initial state upon tracing out all sites in C . Returning to the
Schro¨dinger picture we find our primary result,
O(t) = TrA ⋃B(Oˆ exp(tLAB)ρˆAB). (8)
4Equation (8) can be read as follows: The time-dependent ex-
pectation value of Oˆ can be computed by first calculating
the reduced density matrix on A
⋃
B, and then evolving it
using a Hamiltonian and jump operators supported only on
A
⋃
B. It follows immediately that correlations are local-
ized for finite-ranged Hamiltonians. For example, consider a
correlation function 〈Oˆ〉 = 〈σˆµj σˆνk〉 (µ, ν ∈ {x, y, z}), and sup-
pose the system starts in a product state. If the Hamiltonian
is of finite range r, and j and k are separated by a distance
d jk > 2r (so that sites j and k do not share any neighbors, and
A
⋃
B decomposes into two disjoint sets), then it follows
from Eq. (8) that 〈σˆµj σˆνk〉 = 〈σˆµj 〉〈σˆνk〉 at all times [48].
Applications.—Just as many-body ground states can sud-
denly change in character as a parameter in the Hamiltonian
is continuously adjusted, signaling a quantum phase transi-
tion, the steady state of a master equation can exhibit a sud-
den change when a parameter in the Liouvillian is adjusted
continuously, signaling a dissipative phase transition. While a
quantum phase transition is associated with the closing of an
energy gap in the spectrum of the Hamiltonian, a dissipative
phase transition is associated with the closing of a dissipative
gap in the spectrum of the Liouvillian. Consider the dissipa-
tive transverse-field Ising model studied in Refs. [34, 35],
HˆTFIM = J
∑
〈 j,k〉
σˆxjσˆ
x
k + ∆
∑
j
σˆzj, Jˆ j = σˆ
−
j , (9)
in which fluctuations due to both dissipation (strength γ) and
a transverse field (strength ∆) are considered; note that the
state which minimizes the energy with respect to the trans-
verse field (for ∆ > 0) is identical to the steady state of the dis-
sipation alone. In Eq. (9) we have chosen to make the Hamil-
tonian diagonal along the x direction for consistency with Ref.
[35]. However, for ∆ = 0 and upon making a rotation of the
coordinate system that takes the Ising part of HˆTFIM into the
form of Eq. (1), it can easily be verified that this model satis-
fies Eq. (3). In Ref. [35], a careful analysis of the variational
techniques developed in [36] suggests that the system is dis-
ordered for any value of γ at ∆ = 0 and in high dimensions.
Here, we can make this conclusion rigorous in any dimension:
In the supplement, we prove that this model at ∆ = 0 [and also
a more general subclass of the models obeying Eq. (3)] has a
finite dissipative gap ≥ γ. Since the model is disordered at
γ = ∞ and a gap exists at ∆ = 0 for any γ > 0, it must be
disordered along the entire ∆ = 0 axis. In light of the Liou-
villian stability results proved in Ref. [49], the existence of a
dissipative gap at ∆ = 0 may actually imply something much
stronger: the gap persists for small ∆ > 0, ruling out a phase
transition for ∆ . γ and implying that the system is disordered
for sufficiently small ∆ at any finite γ.
The solutions developed here can also be used to calculate
dynamics of the fluctuating-transverse-field Ising model,
HˆfTFIM(t) = J
∑
〈 j,k〉
σˆxjσˆ
x
k +
∑
j
∆ j(t) σˆzj. (10)
Here, the transverse fields ∆ j(t) are Gaussian random vari-
ables with white-noise spectrum ∆ j(t1)∆k(t2) = γδ j,kδ(t1 − t2).
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FIG. 3. (Color online) (a) Quench in the fluctuating-transverse-field
Ising model starting with all spins polarized along +y (10 spins in 1D
with periodic boundary conditions, and γ = J/4).
This model—interpreted such that observables are obtained
by averaging dynamics induced by HˆfTFIM(t) over realizations
of the fluctuating transverse field—can be viewed as a contin-
uous unraveling of the master equation describing dephasing
dynamics in the Ising model [50, 51],
˙ˆρ = −i[J
∑
〈 j,k〉
σˆxjσˆ
x
k , ρˆ] + γ
∑
j
(σˆzj ρˆ σˆ
z
j − ρˆ). (11)
[See also Refs. [52, 53] for a constructive approach to Eq. (11)
starting from Eq. (10)]. A master equation of this form arises
naturally in ion trap experiments, where it captures the ef-
fects of qubit dephasing during Ising dynamics induced by
Mølmer-Sørensen gates [39–42], and hence it plays a promi-
nent role in the description of decoherence effects on trapped-
ion based approaches to quantum computation. Naively one
would not expect there to be an efficient solution to Eq. (11),
given that its unraveling [either continuous or discrete, with
the continuous case leading back to Eq. (10)] requires one to
solve the Ising model in the presence of a time-dependent
transverse field. Nevertheless, after a rotation by pi/2 about
the y axis Eq. (11) falls into the class of solvable models stud-
ied here, and observables can be computed efficiently. In
Fig. 3(a), we show simulations of the stochastic Schro¨dinger
equation associated with HˆfTFIM; while these simulations are
computationally very expensive, and not feasible for more
than ∼ 10 spins, the average over sufficiently many trajecto-
ries (lighter to darker red lines indicating more averaging) can
be seen to converge to the exact solution (black-dashed line).
Outlook.— We have identified an exactly solvable class of
driven-dissipative quantum spin models in which dissipation
frustrates the ordering of a classical Hamiltonian. The un-
derlying algebraic structure that enables an exact solution, en-
sured by Eq. (3), can also be identified in a much more general
class of Hamiltonians that are solvable in the absence of dis-
sipation. For example, the results can easily be generalized
to systems with arbitrary finite-dimensional Hilbert spaces on
each site and time-dependent Hamiltonians. Long-range inter-
actions do spoil some aspects of the solution, but the absence
of dissipative phase transitions can still be proven. Hamilto-
nians that are not diagonalized by a local choice of basis but
can still be written as a sum of local commuting terms, such as
5the toric code [23, 44], are also amenable to similar solution
techniques, and will be the topic of future research.
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SUPPLEMENTAL MATERIAL
This supplemental material contains a proof that, under conditions specified in the manuscript and reiterated below, the
Liouvillians we consider possesses a finite dissipative gap. In particular, the dissipative gap of the Liouvillian L is bounded
below by that of the dissipator D in the absence of a Hamiltonian. The first section briefly introduces relevant formalism, the
second section discusses the structure of the Liovillians considered in the manuscript in the language of this formalism, and the
final section contains the proof.
1. Parametrization of density matrices and superoperators
An arbitrary density matrix of N spin- 12 ’s can be expanded as
ρˆ =
∑
{µ1,...,µN }
ρµ1,...µN σˆ
µ1
1 ⊗ · · · ⊗ σˆ µNN ; µ j ∈ {1, x, y, z}, (S1)
where the coefficients ρµ1,...,µN are real numbers and σˆ
1
j = 1ˆ j is the identity operator on site j. For convenience we also introduce
a more compact notation in which the set of indices {µ1 . . . µN} is replaced by a single collective index µ (which runs over
all possible assignments of values 1, x, y, z to all N sites), the basis element σˆ µ11 ⊗ · · · ⊗ σˆ µNN is denoted simply by µˆ, and the
density operator ρˆ (or any other operator) is denoted with a modified ket notation as |ρ〉〉. In this notation, Eq. (S1) becomes
|ρ〉〉 = ∑µ ρµ|µ〉〉. The ρµ must be real because the density matrix is Hermitian, and the basis elements all are Hermitian, but it
is nevertheless useful to consider complex coefficients. In this notation a general (not-necessarily Hermitian) operator Aˆ and
its Hermitian conjugate Aˆ† become, respectively, |A〉〉 = ∑µ Aµ|µ〉〉 and 〈〈A| = ∑µ A∗µ〈〈µ|. The basis elements |µ〉〉 form a vector
space (Liouville space) endowed with the inner product 〈〈A|B〉〉 ≡ 2−NTr(Aˆ†Bˆ) = 2−N ∑µν A∗µBνTr(µˆνˆ) = ∑µ A∗µBµ, where we
have used the fact that µˆ† = µˆ and Tr(µˆνˆ) = 2Nδµ,ν. We denote the action of a superoperator on an operator, Bˆ = S(Aˆ), with
the notation |B〉〉 = S|A〉〉. The superoperator S inherets a matrix representation from the equation |B〉〉 = S|A〉〉 by expanding
|A〉〉 = ∑ν Aν|ν〉〉 and left multiplying both sides of the equation by 〈〈µ|, giving Bµ = ∑ν SµνAν, where Sµν ≡ 〈〈µ|S|ν〉〉. Note that
a physical Liouvillian must be hermiticity preserving, which implies that its matrix elements in a basis of Hermitian operators
(such as the operators µˆ defined above) are always real.
72. Structure of the Liouvillian
For our purposes below, an important property of each basis element |µ〉〉 is the number of operators σˆxj and σˆyj that appear
[see Eq. (S1)], which we denote by d. In literature on nuclear-magnetic resonance Liouville space can be decomposed into a
direct sum of subspaces with fixed d, and we denote the basis elements of these subspaces by |d, µd〉〉, with the understanding
that the index µd enumerates only the basis elements in this subspace. An arbitrary vector within this subspace is denoted by
|d, v〉〉 = ∑µd vµd |d, µd〉〉. If we define Pd as a superoperator that projects onto the subspace spanned by |d, µd〉〉, then we can
expand S = ∑d,d′ PdSPd′ ≡ ∑d,d′ Sdd′ , which has a matrix representation Sdd′µdνd′ = 〈〈d, µd |Sdd′ |d′, νd′〉〉.
The Liouvillian superoperator can be decomposed as L = D + iH , where H(?) = −[Hˆ, ?]. Because D and iH are each
(independently) hermiticity preserving, they both have real-valued matrix representations in the chosen basis. The dissipators
we consider in the manuscript obey the condition Tr
(
σˆzjD(σˆ±j )
)
= Tr
(
1ˆ jD(σˆ±j )
)
= 0 (Eq. (3) of the manuscript), which in the
language used here implies that Ddd′ = 0 whenever d < d′. In fact, because the dissipator is constructed of local terms, it is
straightforward to see thatDdd′ vanishes unless either d = d′ or d = d′ + 1. It is also readily verified thatH is block diagonal in
the d-subspace decomposition, and thatH00 = 0 (the latter condition following because Hˆ commutes with all basis elements in
the d = 0 sector). Hence the complete Liouvillian has the block-lower-triangular structure (dropping subscripts)
L =

D00 0 0 · · · 0 0
D10 D11 + iH11 0 · · · 0 0
0 D21 D22 + iH22 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · DN,N−1 DNN + iHNN

. (S2)
Note that the block-lower-triangular structure ofL of ensures that the time evolution within the d = 0 subspace, which completely
determines the populations in the z-basis, is governed by a closed set of equations. The dynamics within this sector is therefore
equivalent to the dynamics of a classical master equation, a situation which sometimes arises in more general quantum systems
whenever it is possible to eliminate the contribution of coherences from the equations of motion for populations [54, 55]. The
eigenvalues of a block-lower triangular matrix are given by the eigenvalues of the diagonal blocks, and therefore
eigs(L) = eigs(D00) ∪ eigs(D11 + iH11) ∪ · · · ∪ eigs(DNN + iHNN). (S3)
Here it is to be understood that the eigenvalues of a projected operator are computed only with respect to vectors supported on
that subspace, i.e. the eigenvalues ofD00 are given by the eigenvalues of the matrixD00µ0,ν0 .
3. Dissipative gap
The dissipators we consider are constructed as sums over single-site dissipators, D = ∑ jD j, each of which independently
obeys the constraints (equivalent to Eq. (3) in the manuscript)
Tr[1ˆ jD j(σˆxj)] = Tr[1ˆ jD j(σˆyj)] = Tr[σˆzjD j(σˆxj)] = Tr[σˆzjD j(σˆyj)] = 0. (S4)
Here it is understood that D j is an operator in the full Liouville space, but because it only acts nontrivially on site j we will (in
a slight abuse of notation) temporarily use the symbol D j to represent an operator acting on just the Liouville space associated
with site j, spanned by vectors |µ j〉〉; regardless of the interpretation of which space D j acts on, its eigenvalues are the same
up to degeneracies. With this interpretation in mind, we can represent D j as a 4 × 4 real matrix matrix 〈〈µ j|D j|ν j〉〉. Using the
shorthandDµν ≡ 〈〈µ j|D j|ν j〉〉 (note the temporary suppression of the index j), ordering our basis as µ = 1, z, x, y, and taking into
account the constraints onD j imposed in Eq. (S4), we have
Dµν =

0 0 0 0
Dz1 Dzz 0 0
Dx1 Dxz Dxx Dxy
Dy1 Dyz Dyx Dyy
 . (S5)
In order to prove the existence of a dissipative gap for L, we also make the following two assumptions:
8(1) Each local dissipator D j has a unique steady state and a dissipative gap Γ j, and min jΓ j = Γ > 0. Since all
eigenvalues of the dissipator must have non-positive real parts, this means that for any nonzero eigenvalue λ ofD j,
we must have Re(λ) ≤ −Γ j.
(2) In addition to Eq. (S4), the local dissipators obey the further constraints:
Tr[σˆyjD j(σˆxj)] = Tr[σˆxjD j(σˆyj)], and Tr[σˆzjD j(1ˆ j)] = 0. (S6)
In the notation just introduced, we can restate these conditions as: (1) The matrix Dµν has a unique zero eigenvalue and a
dissipative gap Γ j, and (2) The diagonal blocks of Dµν are symmetric (Dz1 = 0 and Dyx = Dxy). Note that the Hamiltonian in
Eq. (9) of the manuscript, when rotated about the y axis and at ∆ = 0, becomes of the form in Eq. (1) of the manuscript, while the
jump operators become Jˆ j = σˆ
y
j− iσˆzj. It is straightforward to verify that conditions (1) and (2) are satisfied for the corresponding
dissipator, with Γ = γ.
As mentioned above, a block-lower-triangular matrix of this form shares its eigenvalues with the diagonal blocks. Let’s
denote the set of eigenvalues of the upper-left block by E 0j = {0, ε0}, and the set of eigenvalues of the lower-right block by
E 1j = {ε1a, ε1b} (it is straightforward to see that the upper-left block must have a zero eigenvalue). By conditions (1) and (2),
we know that the three non-zero eigenvalues are real, and that ε0, ε1a, ε
1
b ≤ −Γ j. Because each D j is supported on a single
site, the eigenvalues of the full dissipator D = ∑ jD j are simply sums of eigenvalues from each D j. Eigenvalues of the
projected dissipatorDdd can be constructed as follows: DefiningJd to be a set containing d sites, and also defining the notation
A +B = {a + b : a ∈ A , b ∈ B}, we have
eigs(Ddd) =
⋃
Jd
( ∑
j∈Jd
E 1j +
∑
j<Jd
E 0j
)
. (S7)
We can draw two immediate conclusions:
(A) D00 has precisely one zero eigenvalue, obtained when the zero eigenvalue in E 0j is chosen for all j, and any
other eigenvalue ε satisfies ε ≤ −Γ.
(B) Any eigenvalue ε ofDdd (with d > 0) is real and satisfies ε < −dΓ.
Now consider an arbitrary normalized eigenvector of Ldd in the d , 0 subspace, |d, v〉〉, with eigenvalue ε = x + iy, and write
〈〈d, v|Ldd |d, v〉〉 = 〈〈d, v|Ddd |d, v〉〉 + i〈〈d, v|Hdd |d, v〉〉 = x + iy. (S8)
It is straightforward to show that the superoperator Hdd is Hermitian (for any Hamiltonian), and thus x = Re(〈〈d, v|Ddd |d, v〉〉).
In general, there is not a simple relation between the real part of the expectation value of an operator and the real parts of its
eigenvalues. However, assumption (2) guarantees thatDdd is a real symmetric matrix. Therefore, we have
x = 〈〈d, v|Ddd |d, v〉〉 ≤ −dΓ, (S9)
where the inequality follows because the expectation value of a real symmetric matrix (more generally a Hermitian matrix) is
bounded between its smallest and largest eigenvalues. Returning to Eq. (S3), keeping in mind conclusion (A), and using Eq. (S9),
we find that L has a single zero eigenvalue, and a dissipative gap of at least Γ.
