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Parte 1
Preliminares
Resumen
En este trabajo, se implementa un esquema de clasificacio´n sobre espacios de
disimilitud, obtenidos a partir de modelos ocultos de Markov aplicados a biosen˜ales de
naturaleza acu´stica.
Se realiza adema´s un ana´lisis comparativo del desempen˜o en tareas de clasificacio´n,
sobre la misma base de datos, aplicando te´cnicas reduccio´n de ana´lisis de relevancia
sobre espacios de caracter´ısticas dina´micos.
Aplicando ana´lisis dina´mico de componentes principales DPCA, se obtiene un vector
de pesos o valores de ponderacio´n, que indican el nivel de relevancia de cada una de
las caracter´ısticas del espacio de representacio´n. Estos valores, permiten separar las
caracter´ısticas que presentan mayor variabilidad, para conformar un nuevo espacio
de representacio´n con menor nu´mero de variables, sobre el cual se realiza la clasificacio´n.
Otra te´cnica implementada para obtener conjuntos de caracter´ısticas relevantes, es
el ana´lisis discriminante regularizado ponderado WRDA, este me´todo a diferencia
de DPCA, entrega directamente el conjunto de variables representativas, con el que
posteriormente se procede a entrenar el sistema de clasificacio´n.
Se prueba una metodolog´ıa de clasificacio´n sobre espacios de disimilitud, generados a
partir de medidas de distancia entre modelos ocultos de Markov HMM, para lo cual
el esquema convencional de entrenamiento de HMM, entrenar un modelo por clase,
cambia, y se genera un HMM, para cada una de las observaciones del conjunto de
datos analizado. Una vez generado este espacio de disimilitud, se aplica un sistema de
clasificacio´n basado en distancias.
Finalmente, cada uno de los esquemas mencionados se evalu´a sobre la tarea de
identificacio´n de patolog´ıas en sen˜ales de voz, variando los espacios de entrenamiento de
acuerdo a los resultados del ana´lisis de relevancia y as´ı realizar un ana´lisis comparativo
entre los diferentes me´todos.
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Introduccio´n
Recientemente se han estudiado y planteado me´todos para la reduccio´n de dimensio´n
de espacios dina´micos, como DPCA [1] y WRDA [2], as´ı como sus aplicaciones en
la identificacio´n de patolog´ıas en sen˜ales de origen biolo´gico [3]. De otro lado se ha
estudiado el enfoque de clasificacio´n basado en disimilitud, aplicado a sen˜ales MER [4],
sugiriendo un horizonte interesante en la combinacio´n de ambas metodolog´ıas. Se
plantea entonces un ana´lisis comparativo de estos me´todos de reduccio´n sobre
espacios de caracter´ısticas dina´micas, aplicados a biosen˜ales auditivas, empleando
una representacio´n de disimilitud de los espacios reducidos resultantes del ana´lisis de
relevancia.
Se aplica una variacio´n del esquema tradicional de entrenamiento de HMM, que
consiste en generar un modelo de Markov u´nico para cada clase. Este nuevo esquema,
propuesto en [5], consiste en obtener un modelo de Markov para cada una de las
observaciones por clase. En base a la evaluacio´n de cada una de las secuencias con
respecto a los modelos antes generados, se obtiene un espacio de disimilitud [6], sobre
el cual se realiza una de reduccio´n de dimensio´n [7] y posteriormente se aplica un
sistema de clasificacio´n tradicional basado en distancias.
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Objetivos
Objetivo General
Analizar me´todos de reduccio´n de espacios de entrenamiento conformados por contornos
dina´micos, para la identificacio´n de patolog´ıas en biosen˜ales de banda angosta,
empleando la representacio´n de disimilitud y ana´lisis de relevancia basado en ana´lisis
de componentes lineales.
Objetivos Espec´ıficos
Emplear una medida de relevancia dina´mica, para seleccionar los contornos de
mayor influencia en el desempen˜o de un clasificador basado en el ana´lisis de
variabilidad.
Seleccionar y combinar caracter´ısticas dina´micas empleando combinaciones
lineales, para obtener contornos derivados que tengan comportamientos
temporales altamente discriminantes.
Generar un espacio de disimilitud basado en una medida de distancia entre
modelos de Markov, aplicando sobre el espacio resultante una metodolog´ıa
de reduccio´n de dimensio´n para posteriormente, emplear un sistema de
clasificacio´n sobre el espacio reducido.
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Parte 2
Marco Conceptual
1. Modelos ocultos de Markov
Los modelos ocultos de Markov (Hidden Markov Models - HMM) han sido ampliamente
usados para modelar series de tiempo y en particular, sen˜ales cuyas caracter´ısticas
presentan variacio´n temporal. Se ha mostrado en los u´ltimo an˜os, que las sen˜ales
biome´dicas, presentan este comportamiento [8, 9], y por tanto la aplicacio´n de los
modelos de Markov, es adecuada y brinda buenos resultados en identificacio´n de
patolog´ıas [10].
Los HMM son una clase de procesos estoca´sticos que permiten modelar series de
eventos que presentan de forma secuencial a trave´s del tiempo. Se ha ubicado como
la metodolog´ıa esta´ndar en reconocimiento de voz puesto que permite modelar de
forma apropiada las dina´mica estoca´stica que se presenta en las sen˜ales acu´sticas [11],
de igual forma han sido ampliamente aplicados entre otras tareas a la deteccio´n de
patolog´ıas en sen˜ales biome´dicas, como ECG (Electro- Cardio-Gramas) [12], EEG
(Electro-Encefalo-Gramas) [13], o patolog´ıas de voz [9].
1.1. Elementos de un modelo oculto de Markov
Los modelos ocultos de Markov, de acuerdo a la naturaleza de las observaciones o
salidas del sistema pueden ser discretos o continuos. Un modelo oculto de Markov,
puede definirse en funcio´n de los siguientes elementos:
Estados en el modelo
Ns es el nu´mero de estados del modelo. Los estados individuales se identifican como
S = {s1, s2, ..., sNs,} y el estado en el tiempo t se representa por qt. Constituyen la
parte oculta el modelo de Markov, se relacionan con las salidas f´ısicas del sistema, a
trave´s de las secuencias de observaciones.
Matriz de transicio´n
La matriz A = {aij} contiene las probabilidades de paso entre estados. La probabilidad
de transicio´n, desde i al estado j se representa como, aij = P [qt+1 = Sj—qt = Si] para
1 ≤ i, j ≤ N .
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Distribucio´n inicial de estados
El vector de probabilidad de estado inicial pi = pii, se define como pii = [q1 = Si] para
1 ≤ i ≤ N .
S´ımbolos de observacio´n
HMM Discretos. Se tienen nO, s´ımbolos de observacio´n o salidas f´ısicas por estado,
que pertenecen al alfabeto discreto V = {v1, v2, ..., vnO}. V se construye al cuantificar
el conjunto de caracter´ısticas original y a partir de sus elementos se forma la secuencia
aleatoria O = {o1, o2, ..., oT}.
HMM Continuos. Las observaciones continuas son las caracter´ısticas dina´micas que
representan los procesos aleatorios analizados.
Distribucio´n de probabilidad de emisio´n por estado
HMM Discretos. La matriz B = {bi (k)}, es la funcio´n de distribucio´n de probabilidad
discreta, que describe la posibilidad de emitir el s´ımbolo vk en el estado si es bi (k).
HMM Continuos. Las observaciones pueden ser procesos continuos, aleatorios, descritos
por funciones de probabilidad (FDP), tambie´n continuas.
La FDP, usada comu´nmente, es un modelo de mezclas finitas
pion =
M∑
m=1
cjmN (on,mjm,Sjm) (1)
donde on es el vector que se esta´ modelando en el instante n, cjm es el coeficiente de
mezcla para la m componente en el estado j y N es una densidad sime´trica con media
mjm y matriz de covarianza Sjm para la componente m de la mezcla en el estado j [14],
generalmente N es una distribucio´n Gaussiana.
Los para´metros, A, B y pi, agrupados como el conjunto λ = (A,B, pi), definen el
modelo oculto de Markov.
En base a la definicio´n del modelo oculto de Markov, se presentan tres tareas a
resolver, para aplicar el modelo a problemas pra´cticos:
1. Dada la secuencia de observaciones O = {o1, o2, ..., oT} y un modelo
λ = (A,B, pi), calcular de forma eficiente la probabilidad de que el modelo
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genere las observaciones, P (O|λ). Esta tarea se conoce como Evaluacio´n, es
visto como la calificacio´n de un modelo respecto a como se relaciona con una
secuencia de observacio´n.
2. Dado un modelo λ y una secuencia de observaciones O = {o1, o2, ..., oT},
escoger la secuencia de estados Q = {q1, q2, ..., qT}, ma´s probable. El objetivo
de esta tarea es descubrir la parte oculta del modelo, encontrando la secuencia
de estados correcta, se denomina Decodificacio´n.
3. Dado un modelo λ y un conjunto de observaciones O, ajustar los para´metros λˆ
para maximizar la probabilidad conjunta
∏
O
P (O|λ). Esta tarea se conoce como
Entrenamiento o Aprendizaje y busca optimizar los para´metros del modelo, a
fin de describir la forma como se produce una secuencia de observacio´n.
1.2. Solucio´n a las tareas ba´sicas
1.2.1. Evaluacio´n
Una metodolog´ıa directa para el ca´lculo de P (O|λ), consiste en enumerar cada posible
secuencias de estado de longitud T , que generan la secuencia O, para posteriormente
sumar todas las probabilidades. Sin embargo esta metodolog´ıa tiene un costo
computacional muy alto, ya que requiere 2T.NT operaciones. Se presenta entonces un
algoritmo conocido como algoritmo de avance-retroceso (Forward-Backward) [11].
El algoritmo de avance-retroceso considera la variable avance αt(i) definida como
αt(i) = P (O1O2...OT , qt = Si|λ) (2)
es decir, la probabilidad de la secuencia de observacio´n parcial, O1O2...Ot, (hasta el
tiempo t) y el estado Si en el tiempo t, dado el modelo λ. Se puede solucionar αt(i),
como sigue:
Paso 1 Inicializacio´n:
αt(i) = piibi(O1), 1 ≤ (i) ≤ (N) (3)
Paso 2 Induccio´n:
αt+1(j) =
[
N∑
j=1
αt(i)aij
]
bj(Ot+1), 1 ≤ (j) ≤ (N) (4)
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Paso 3 Terminacio´n:
P (O |λ) =
N∑
i=1
αT (i) (5)
De manera similar, se considera la variable retroceso βt(j) definida como
βt(i) = P (Ot + 1Ot + 2...OT , qt = Si|λ) (6)
es decir, la probabilidad de la secuencia de observacio´n parcial desde t + 1 hasta
el final, dado el estado Si en el tiempo t y el modelo λ. Nuevamente se puede resolver
βt(i) inductivamente, como sigue:
Paso 1 Inicializacio´n:
βT (i) = 1, 1 ≤ (i) ≤ (N) (7)
Paso 2 Induccio´n:
βt(i) =
N∑
j=1
aijbj(Ot+1)βt+1(j), t = T − 1, T − 2, ..., 1, 1 ≤ (i) ≤ (N) (8)
1.2.2. Decodificacio´n
A diferencia de la evaluacio´n para la cual una solucio´n exacta puede ser dada,
existen diversas formas de solucionar la tarea de decodificacio´n es decir, de encontrar
la secuencia de estados .optima.asociada con la secuencia de observacio´n dada. La
dificultad yace en la definicio´n de la secuencia de estados o´ptima, el criterio de mayor
aceptacio´n consiste en encontrar la secuencia de estados con la mayor probabilidad de
ocurrencia, a medida que se genera la secuencia de observaciones. El algoritmo Viterbi
es una te´cnica basada en programacio´n dina´mica, que encuentra la mejor secuencia de
estados para un HMM, escogiendo y recordando el mejor camino, en lugar de sumar
las probabilidades de diferentes caminos, como en el algoritmo de avance.
El Algoritmo de Viterbi encuentra la mejor secuencia individual de estados, Q =
q1q2...qt, para la secuencia de observacio´n dada O = O1O2...OT , se define la cantidad
δt(i) = ma´x
q1,q2...,qt−1
P [q1q2...qt = i, O1O2...Ot |λ ] (9)
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es decir, δt(i) es la maxima probabilidad a lo largo de una trayectoria simple, en tiempo
t, que da cuenta de las primeras t observaciones y termina en el estado Si. Por induccio´n
se tiene
δt+1(j) =
[
ma´x
j
δt(i)aij
]
.bj(Ot+1) (10)
Para recuperar la secuencia de estados, se necesita seguir la pista del argumento que
maximice la ecuacio´n (10), para cada t y j, es decir, se debe seguir la pista de la
secuencia de estado que proporcione la mejor trayectoria, en tiempo t, al estado Si,
esto se logra a trave´s de la matriz ψt(i). El procedimiento completo para encontrar la
mejor secuencia de estados es mostrado a continuacio´n:
Paso 1 Inicializacio´n:
δt(i) = piibi(O1), 1 ≤ i ≤ N (11)
ψ1(i) = 0 (12)
Paso 2 Induccio´n:
δt(j) = ma´x
1≤i≤N
[δt−1(i)aij] bj(Ot), 2 ≤ t ≤ T, 1 ≤ j ≤ N (13)
ψt(j) = argma´x
1≤i≤N
[δt−1(i)aij ] , 2 ≤ t ≤ T, 1 ≤ j ≤ N (14)
Paso 3 Terminacio´n:
p∗ = ma´x
1≤i≤N
[δT (i)] (15)
q∗T = argma´x
1≤i≤N
[δT (i)] (16)
Paso 4 Rastreo de la mejor secuencia:
q∗t = ψt+1(q
∗
t+1), t = T − 1, T − 2, ..., 1. (17)
de esta forma Q∗ = q1, q2, ..., qT es la mejor secuencia de estados.
1.2.3. Entrenamiento
La tercera tarea de HMM es estimar los para´metros del modelo (A,B, pi) para que
probabilidad de la secuencia de observacio´n sea ma´xima, dado el modelo. No existe un
me´todo anal´ıtico que permita solucionar esta tarea de forma o´ptima. Sin embargo, a
trave´s de procedimientos iterativos, se puede llegar a un modelo que cumpla la condicio´n
descrita.
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Dada alguna secuencia finita de observacio´n como datos de entrenamiento, se puede
elegir λ = (A,B, pi) tal que P (O | λ) sea un ma´ximo local, empleando un procedimiento
iterativo tal como el me´todo de Baum-Welch algoritmo de avance-retroceso.
Para describir el procedimiento para la estimaciones (actualizacio´n iterativa y
perfeccionamiento) de los para´metros de HMM, primero se define ξt(i, j), la probabilidad
de estar en el estado Si en tiempo t, y en el estado Sj en tiempo t+ 1, dado el modelo
y la secuencia de observacio´n, es decir
ξt(i, j) = P(qt= Si, qt+1= Sj |O, λ) (18)
De las definiciones de las variables de avance y retroceso, se puede escribir ξt(i, j) en la
forma
ξt(i, j) =
αt(i)aijbj(Ot+1)βt+1(j)
P (O |λ)
(19)
ξt(i, j) =
αt(i)aijbj(Ot+1)βt+1(j)
N∑
i=1
N∑
j=1
αt(i)aijbj(Ot+1)βt+1(j)
(20)
donde el numerador es P (qt = Si, qt+1 = Sj, O|λ) y la division por P (O | λ) da el valor
de la probabilidad.
Se define γt(i) como la probabilidad de estar en el estado Si en tiempo t, dada la
secuencia de observacio´n y el modelo
γt(i) = P (qt = Si | O, λ) (21)
relacionando ahora γt(i) a ξt(i, j) por la sumatoria sobre j,
γt(i) =
N∑
j=1
ξt(i, j) (22)
La suma de ξt(i, j) sobre t puede ser interpretado como el numero esperado de
transiciones del estado Si al estado Sj . Esto es
T−1∑
t=1
γt(i) = numero esperado de transiciones de Si (23)
T−1∑
t=1
ξt(i, j) = numero esperado de transiciones de Si a Sj. (24)
Las fo´rmulas de re-estimacio´n de los para´metros de un HMM discreto, pi, A, y B, son
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p¯ii = frecuencia esperada en el estado i en el tiempo (t = 1) = γ1(i)
a¯ij =
numero esperado de transiciones de Si a Sj
numero esperado de transiciones de Si
a¯ij =
T−1∑
t=1
ξt(i, j)
T−1∑
t=1
γt(i)
b¯j(k) =
numero esperado de tiempos en el estado j con simbolo νk
numero esperado de tiempos en el estado j
b¯j(k) =
T∑
t=1
γt(j)
estado Ot=νk
T∑
t=1
γt(j)
(25)
El grupo de ecuaciones (25) describe el modelo re-estimado, pasando del modelo dado
λ = (A,B, pi) al modelo ajustado λ¯ = (A¯, B¯, p¯i).
Notas en el procedimiento de Re-estimacio´n
Un aspecto importante de el proceso de re-estimacio´n es que las restricciones
estoca´sticas de los para´metros de el HMM,
N∑
i=1
p¯ii = 1
N∑
j=1
a¯ij = 1, 1 ≤ i ≤ N
N∑
k=1
b¯j(k) = 1, 1 ≤ i ≤ N
son automa´ticamente satisfechas en cada iteracio´n.
En el entrenamiento de los HMM continuos, tambie´n se emplea el algoritmo
de ma´xima esperanza, y las expresiones de actualizacio´n para estimaciones de los
coeficientes de las densidades de mezcla, cjm, los vectores de medias mjm, y las matrices
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de covarianza Sjk, para el caso de FDP gaussianas, son iguales a [14]
c˜jk =
nO∑
n=1
γn(j, k)
nO∑
n=1
M∑
k=1
γn(j, k)
(26a)
m˜jk =
nO∑
n=1
γn(j, k)On
nϕ∑
n=1
γn(j, k)
(26b)
S˜jk =
nO∑
n=1
γn(j, k) (On −mjk)(On −mjk)T
nO∑
n=1
γn(j, k)
(26c)
donde γn(j, k) es la probabilidad de la observacio´n On dada por la componente de
mezcla k del estado j, esto es:
γn(j, k) =
 αn(j)βn(j)N∑
i=1
αn(i)βn(i)

 cjkNOn (mjk,Sjk)M∑
m=1
cjmNOn (mjm,Sjm)

El te´rmino γn(j, k) generaliza la variable γn(i) en la ecuacio´n (21), de una funcio´n
de probabilidad discreta. La estimacio´n de los valores piij se mantiene igual que para el
caso de la densidad discreta de observacio´n (ecuacio´n 25).
La estimacio´n recursiva de los coeficientes cjk corresponde a la relacio´n entre el
nu´mero esperado de veces que el sistema esta´ en el estado j empleando la componente
de mezcla k, y el nu´mero esperado de veces que el sistema esta´ en el estado j. De
forma similar, la estimacio´n recursiva para el vector medio mjk pondera cada te´rmino
del numerador de (26b) por la observacio´n, por lo que resulta un valor esperado de la
porcio´n del vector de observacio´n que describe la componente de mezcla k. As´ı mismo,
ocurre la interpretacio´n para la matriz de covarianza Sjk obtenida.
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2. Me´todos de reduccio´n de dimensio´n
Encontrar metodolog´ıas que permitan obtener mejores resultados en la fase de
entrenamiento de los procesos de aprendizaje, es una tarea constante. Una estrategia
ampliamente estudiada, consiste en extraer la informacio´n mas relevante contenida en
los conjuntos de datos, representando estos, en un nuevo conjunto de menor dimensio´n
[15]. Una de las principales motivaciones de la reduccio´n de dimensio´n, es obtener
un modelo estad´ıstico que describa las observaciones de un proceso, en un espacio
de dimensio´n menor al original, sin que esta reduccio´n represente una pe´rdida de
generalidad del modelo.
La remocio´n de informacio´n irrelevante, permite alcanzar buenos niveles de
desempen˜o en las tareas de clasificacio´n y reduccio´n considerable en el tiempo de
ejecucio´n de los algoritmos [16]. Las te´cnicas de reduccio´n de dimensio´n comprenden
seleccio´n y extraccio´n de caracter´ısticas, basados en diferentes criterios o funciones
objetivo.
La bu´squeda del subconjunto de dimensio´n reducida, esta´ guiada por la evaluacio´n
de una funcio´n, definida previamente como medida de relevancia [1], [2], es decir, un
criterio de cuantificacio´n de la importancia de un determinado elemento en un conjunto,
este criterio debe ser pertinente al problema analizado.
2.1. Ana´lisis de componentes principales PCA
El objetivo del ana´lisis de componentes principales es reducir la dimensio´n de un
conjunto de datos, de forma tal que el conjunto reducido conserve la mayor cantidad
de informacio´n posible. Las variables del nuevo conjunto son no correlacionadas,
permitiendo una mejor interpretacio´n del proceso estudiado [17].
Dada X = {xij}, la matriz de datos original, de dimensio´n nxp, con i = 1, . . . , n y
j = 1, . . . , p, donde n es el nu´mero de observaciones y p corresponde al nu´mero de
variables. Se requiere encontrar un subespacio de dimensio´n m < p, en el cual los datos
se proyecten con la menor distorsio´n. Esto se logra minimizando las distancias entre
los puntos del conjunto original y sus proyecciones.
Las direcciones sobre las cuales se proyectan los conjuntos originales ai, y que
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generan el nuevo espacio de representacio´n, son los vectores propios de la matriz de
covarianza S, asociados a sus valores propios λi. De esta forma, las m, componentes
principales de X son los m vectores propios de la matriz de covarianza asociados a los
m mayores valores propios.
2.2. Ana´lisis Dina´mico de componentes principales DPCA
El ana´lisis dina´mico de componentes principales DPCA [18, 19, 20], es un enfoque que
extiende el ana´lisis de componentes principales esta´tico al ana´lisis de series de tiempo.
Al igual que algunos me´todos secuenciales, el DPCA se ha utilizado como me´todo
de seleccio´n de caracter´ısticas para sistemas de clasificacio´n basados en modelos
ocultos de Markov (HMM). Asumiendo que los contornos de entrada son altamente
correlacionados, el ana´lisis de componentes principales, proyecta los datos sobre un
nuevo espacio donde los ejes son ortogonales entre si.
Sea ξij [k] , k = 1, . . . , m la j -e´sima caracter´ıstica dina´mica que pertenece a la
i -e´sima observacio´n, donde j = 1, . . . , p e i = 1, . . . , n, siendo n el nu´mero de
observaciones y p el nu´mero de caracter´ısticas o variables dina´micas y k representa
la variacio´n en el tiempo. Cada vector de observacio´n ξi puede representarse por un
supervector de dimensio´n mpx1:
ξi = [ξi1 [1] , ξi1 [2] , · · · , ξi1 [m] , ξi2 [1] , · · · · · · , ξi2 [m] , · · · , ξip [m]]
T (27)
La matriz de covarianza respectiva, una vez cada supervector de observacio´n esta
centrado, se calcula como:
S =
1
n
n∑
i=1
ξ0i ξ
0T
i =
1
n
GGT (28)
Donde G representa la matriz G = [ξ01 ξ
0
2 · · · ξ
0
n].
En la mayor´ıa de los casos, no es o´ptimo, computacionalmente hablando, calcular los
vectores propios v y valores propios λ de una matriz tan grande. Sin embargo, pueden
usarse las propiedades de rango de G, en especial aquella que muestra que GGT tiene
los mismos valores propios no-nulos, que GTG, y la ventaja de n ≪ pm, como se
muestra en [21]:
GTGvˆi = λvˆi (29)
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siendo vˆi, los vectores propios de G
TG, as´ı, vi = Gvˆi. Por tanto, los vectores propios
correspondientes a los valores propios no-nulos de S, son vi = Gvˆi/ ‖Gvˆi‖. Los vectores
propios, asociados con los r mayores valores propios de S, son seleccionados como
Direcciones Principales [17], estos forman una base ortonormal para el subespacio que
contiene la mayor parte de la informacio´n presente en las observaciones originales.
La observacio´n en el espacio original, puede representarse como una combinacio´n
lineal de las r direcciones principales
ξˆ0i =
r∑
k=1
wkv
T
k (30)
de la ecuacio´n (30) las valores de ponderacio´n para la reconstruccio´n, wk = v
T
k ξ
0
i , pueden
considerarse como un nuevo conjunto de caracter´ısticas, aprovechando las propiedades
de ortonormalidad de la bases, las observaciones pueden ser reconocidas usando el
criterio geome´trico de separacio´n del subespacio.
De otra parte, los me´todos propuestos permiten identificar y elegir las caracter´ısticas
dina´micas que mas influyen. Las variables a escoger son aquellas cuyos valores propios
tienen mayor magnitud. Sea ρ un vector definido como ρ =
∑r
k=1 |λkvk|, as´ı, los
valores ma´s grandes son las ventanas ma´s significativas de las caracter´ısticas dina´micas.
Reordenando ρ, como
ρ =
[
ρ11 ρ12 · · · ρ1m ρ21 · · · ρ2m · · · ρp1 · · · ρpm
]T
⇒ P =

ρ11 ρ21 · · · ρp1
ρ12 ρ22 · · · ρp2
...
...
...
ρ1m ρ2m · · · ρpm

(31)
se puede obtener el escalar ρˆj =
∑m
k=1 ρjk, j = 1, . . . , p, el cual es la suma de los
elementos de cada columna j de la matriz P. En consecuencia, la suposicio´n principal es
que los mayores valores de ρˆj, identifican las mejores caracter´ısticas de entrada, debido
a que presentan la mas alta correlacio´n con las componentes principales. La te´cnica
DPCA, no solo permite la extraccio´n de caracter´ısticas si no tambie´n la seleccio´n de las
variables que contribuyen de mejor forma en el proceso de reconocimiento.
14
2.3. Ana´lisis discriminante regularizado RDA
El ana´lisis discriminate regularizado RDA, es una variacio´n del me´todo cla´sico LDA,
planteado en 1936 por R.A. Fisher. El RDA propuesto por [22], surge como respuesta
a la necesidad de analisar conjuntos de datos de alta dimensio´n para los cuales no
se cuenta con suficientes observaciones. El objetivo de esta te´cnica es encontrar una
proyeccio´n lineal de un espacio en el cual las distancias entre clases sean ma´ximas y la
dispersio´n dentro de cada una de ellas, sea mı´nima.
Una forma de encontrar esa proyeccio´n es maximizando la relacio´n entre la matriz de
dispersio´n de los valores entre clases, ΣB y la matriz de covarianza promedio por clase
ΣW .
J =
|UTΣBU|
|UTΣWU|
(32)
donde U es la matriz de proyeccio´n de dimensio´n igual al nu´mero de clases, k.
El problema se define como una maximizacio´n de
ma´x
U
|UTΣBU| (33)
sujeto a
|UTΣWU| = 1
Las soluciones a la ecuacio´n (33), son los k − 1 vectores propios de Σ−1W ΣB. La
regularizacio´n se hace necesaria cuando ΣW no tiene suficientes observaciones y por
consiguiente, no es invertible. As´ı, la matriz debe re-escribirse como
(ΣW + δI)
−1
ΣBU = UΛ (34)
Una vez se ponderan los datos, se puede reescribir la ecuacio´n (32) como
JD =
|UTDΣBDU|
|UTDΣWDU|
(35)
2.4. Ana´lisis ponderado de componentes principales WPCA
En base a la formulacio´n de PCA, se introducen pesos sobre las variables medidas x,
antes de realizar la rotacio´n [2]. Esta ponderacio´n se realiza a trave´s de una matriz
diagonal D, que contiene el valor de peso de la variable i en el elemento dii, as´ı las
nuevas variables son xw = diixi. A trave´s de la aplicacio´n del algoritmo EM [23], sobre
el modelo de xw se obtiene la estimacio´n para la rotacio´n PCA.
Para establecer la relevancia de la proyeccio´n en el espacio reducido, se debe optimizar
la matriz de ponderacio´n D, en funcio´n de encontrar una medida de separabilidad.
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J4 (D,U) =
trace
(
UTDΣBDU
)
trace (UTDΣWDU)
(36)
U contiene f los vectores de proyeccio´n, con f , la dimensio´n del espacio reducido.
U =
(
φ1 φ2 · · · φf
)
(37)
El procedimiento es iterativo, hasta satisfacer un criterio de parada para la re-estimacio´n
de U.
2.5. Ana´lisis discriminante ponderado regularizado
De la seccio´n anterior, se conoce el tipo de transformacio´n que se quiere aplicar. Para
realizar la proyeccio´n de los datos sobre el subespacio de dimensio´n ajustada, debe
considerarse que dicha dimensio´n es dependiente del criterio de rotacio´n escogido [2],
es decir, en caso de tener un problema biclase, para probar el me´todo WRDA, la nueva
dimensio´n debe ser 1, para asegurar la convergencia del me´todo. En general, se debe la
nueva dimensio´n m debe ser igual a k − 1, siendo k el nu´mero de clases.
El procedimiento para aplicar la reduccio´n de dimensio´n con WRDA, es similar al
seguido al aplicar WPCA. Consiste tomar un conjunto inicialU0, solucionar la ecuacio´n
(34), para D y posteriormente ponderar este resultado, para finalmente a trave´s de
la ecuacio´n (36), encontrar el conjunto de vectores de proyeccio´n sobre el espacio de
menor dimensio´n. Nuevamente el procedimiento es iterativo, hasta satisfacer un criterio
de parada para la re-estimacio´n de U.
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3. Clasificacio´n basada en espacios de disimilitud
Los sistemas de reconocimiento de patrones, tienen como premisa ba´sica, lograr una
buena representacio´n de los conjuntos a clasificar, para lograr generar normas de
decisio´n claramente discriminantes entre los diferentes grupos y adema´s alcanzar un
buen nivel de generalizacio´n. Sin embargo, de acuerdo a la naturaleza del de los
elementos a analizar, algunas veces, no es fa´cil lograr una buena caracterizacio´n de los
mismos. Ante esta situacio´n, una representacio´n alternativa, puede hacerse en base a
relaciones entre los elementos a clasificar y un conjunto de referencia; a estas relaciones
se les conoce como similitudes o disimilitudes [6].
En el enfoque de clasificacio´n basado en similitud, los objetos se describen usando
parejas de (di)similitudes [5]. Los objetos no esta´n restringidos a estar representados en
un espacio de caracter´ısticas, solo se requiere una forma de calcular las relaciones entre
ellos, una vez construido el espacio de disimilitud, este constituye el nuevo conjunto de
caracter´ısticas, sobre las cuales clasificar.
Cada objeto se describe por un vector de similitudes propias con respecto a un conjunto
pre-determinado de otros objetos. Dado un conjunto de parejas de similitudes, se
construye un nuevo espacio de representacio´n en el cual cada objeto es descrito
por estos valores. El nuevo espacio de representacio´n o espacio de similitud, se
construye representando cada secuencia de observacio´n con respecto a un conjunto
pre-determinado de objetos denominado conjunto representativo, de esta forma la
clasificacio´n se efectu´a en un nuevo espacio de representacio´n.
En la figura 3.1, se describe la construccio´n de la matriz de disimilitudes de los
objetos pi con respecto a pj , i, j = 1, 2, . . . , 7, a partir de distancias entre cada uno de
ellos. Es claro que la distancia de un objeto respecto a si mismo es cero.
La principal preocupacio´n en la clasificacio´n basada en disimilitud, es la dimensio´n
del espacio resultante, que en general es alta. Como solucio´n a esta inconveniencia, se
deben aplicar te´cnicas de reduccio´n de dimensio´n.
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Figura 3.1. Construccio´n de la matriz de disimilitudes.
3.1. Espacio de disimilitud a partir de modelos ocultos de Markov
El espacio de disimilitud a partir de HMM, se construye, tomando la verosimilitud
P (O|λ), como la medida de similitud entre la secuencia de observacio´n O y el modelo
de Markov, descrito por el conjunto de para´metros λ [5].
En el enfoque tradicional de clasificacio´n de HMM, solo se genera un modelo
por clase, durante la etapa de entrenamiento, el cual se emplea posteriormente como
una funcio´n de probabilidad de clase condicional, siguiendo el esquema cla´sico de
clasificacio´n bayesiana [11]. Sin embargo, para obtener la evaluacio´n de cada una de las
observaciones respecto a los modelos, P (Oi|λj), i, j = 1, . . . , nO, y construir el espacio
de disimilitud, se debe entrenar un HMM para cada conjunto de caracter´ısticas que
describa la observacio´n Oi. En [5], se propone una medida de disimilitud entre dos
secuencias Oi y Oj, dada por
dij = d(Oi,Oj) =
logP (Oi|λj)
Ti
(38)
donde λj es el HMM entrenado con la secuencia Oi de longitud Ti. El elemento 1/Ti,
se introduce como factor de normalizacio´n, al considerar observaciones de longitud
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diferente.
Se debe notar que la matriz de similitud D de dimensio´n nOxnO, no es sime´trica.
Para cumplir las condiciones de simetr´ıa, se emplea la distancia entre dos HMM [4],
d(Oi,Oj) = − log σ(Oi,Oj) (39)
donde σ es la medida de similitud y esta definida como σ(Oi,Oj) =
√
P21P12/P11P22.
Se considera un problema de clasificacio´n de k clases, el conjunto de datos a analizar
tiene nO secuencias por clase, as´ı el nu´mero total de observaciones y por consiguiente
la dimensio´n del espacio de disimilitud es N =
k∑
c=1
nO.
La matriz de disimilitud obtenida a partir de la ecuacio´n (39), es de la forma
D =

d(O1,O1) d(O1,O2) ... d(O1,ON)
d(O2,O1) d(O2,O2) ... d(O2,ON)
...
... ...
...
d(ON ,O1) d(ON ,O2) ... d(ON ,ON )
 (40)
De acuerdo al taman˜o del conjunto de caracter´ısticas original, el espacio de similitud,
puede resultar de dif´ıcil tratamiento debido a su dimensio´n N , por esto se implementa
la te´cnica de reduccio´n de dimensio´n PCA [17].
3.2. Clasificador K-NN
El sistema de clasificacio´n de los K vecinos ma´s cercanos, conocido como K-NN (K-
Nearest Neighbour) [24], se fundamenta en la idea de que un nuevo elemento a clasificar,
correspondera´ a la clase a la cual pertenecen la mayor´ıa de los K elementos ma´s cercanos
a e´l, con K > 0. Este razonamiento es simple e intuitivo y la implementacio´n del
algoritmo es sencilla, razones por las cuales este paradigma de clasificacio´n es muy
popular.
Los clasificadores NN son sistemas de aprendizaje localizados, dado que ajustan los
datos de entrenamiento solo en la regio´n alrededor de la localizacio´n del patro´n de
entrada [25].
Dado un patro´n a clasificar, x, la regla de clasificacio´n del K-NN, consiste en:
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1. Encontrar los K elementos que pertenecen al conjunto de entrenamiento y que
adema´s son los ma´s cercanos a x.
2. Decidir la clase a la cual pertenece x, en base a cual clase es mayormente
encontrada entre los K elementos analizados.
La medida de la cercan´ıa entre los patrones, es tomada generalmente como la distancia
Euclidiana d (x,y) = ‖x− y‖2, sin embargo otra medidas son usadas, como la distancia
de Mahalanobis, o incluso medidas aprendidas sobre conjuntos de entrenamiento [22].
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Parte 3
Marco Experimental
4. Materiales y me´todos
4.1. Base de datos
La base de datos Kay Elemetrics descrita en [26], es un conjunto de registros de
voz de pacientes con trastornos. De la base de datos, se tomo´ un conjunto de 173
registros de voces patolo´gicas y 53 registros de voces normales. El material grabado
consiste en la fonacio´n sostenida del sonido ’ah’, de pacientes con diversas patolog´ıas de
voz: deso´rdenes orga´nicos, neurolo´gicos y trastornos trauma´ticos. Los registros fueron
obtenidos con una frecuencia de muestreo de 50 kHz y una resolucio´n de 16-bits.
La base de datos, fue dividida en dos conjuntos disjuntos,(conjuntos de entrenamiento
y validacio´n), y cada observacio´n (registro de voz), fue ventaneada uniformemente,
empleando una ventana de 40 ms de longitud, con un traslape del 50%. Para cada
ventana se calcularon 48 caracter´ısticas. Estas caracter´ısticas corresponden a 16 medidas
tomadas sobre las sen˜ales, 12 coeficientes cespstrum sobre la escala de frecuencia mel
(MFCC), coeficiente HNR (Harmonics to noise ratio), coeficiente GNE (Glottal to
Noise Excitation Ratio), coeficiente NNE (Normalized Noise Energy) y el coeficiente
En (Frame Energy). Estas 16 medidas conforman el conjunto s1, un segundo conjunto
s2, se forma tomando la primera (∆s1) y segunda derivada (∆(∆(s1)). En la ecuacio´n
(41), se muestra la estructura de los vectores de caracter´ısticas, para cada frame.
HNR |NNE |GNE |En |MFCC︸ ︷︷ ︸
s1
∆s1 |∆(∆s1)︸ ︷︷ ︸
s2
(41)
4.2. Me´todos de ana´lisis de relevancia sobre espacios dina´micos
La aplicacio´n de los me´todos DPCA y WRDA, permite conocer el nivel de relevancia
de los contornos que describen la base de datos.
La implementacio´n de DPCA, permite conocer el nivel de influencia de cada una de las
caracter´ısticas respecto a su variabilidad y cantidad de informacio´n.
Se analizan los frames o ventanas de cada una de las caracter´ısticas dina´micas conjunto
de representacio´n, de esta forma se obtienen las ventanas de mayor relevancia dentro de
cada registro, lo que de acuerdo al procedimiento descrito en la seccio´n (2.2), permite,
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una vez cubiertas todas las observaciones, tener una asignacio´n de relevancia para cada
una de ellas. De acuerdo a la magnitud de esta medida de relevancia (ρˆ), se ordenan
las caracter´ısticas en orden descendente. Al momento de realizar el entrenamiento de
los modelos de Markov, se conserva este orden y se va aumentando progresivamente,
la dimensio´n del conjunto de entrenamiento.
Cuando se aplica el ana´lisis WRDA, se procede a calcular los vectores de proyeccio´n
del espacio de dimensio´n reducida en el cual las clases se hacen ma´s separables (37).
A diferencia del me´todo DPCA, el ana´lisis discriminante WRDA, no asigna pesos a las
todas caracter´ısticas, si no que entrega u´nicamente el conjunto de contornos de mayor
relevancia.
De acuerdo a los resultados obtenidos, se implementan los esquemas de entrenamiento
cla´sico y basado en disimilitud de los modelos ocultos de Markov.
4.2.1. HMM: Esquema convencional de clasificacio´n
Entrenamiento de los modelos ocultos de Markov
Cuando se entrenan los HMM con los conjuntos proporcionados por DPCA, se var´ıa
el nu´mero j (j=1,2,. . . ,48), de caracter´ısticas dina´micas, para cada observacio´n. Siendo
j = 1 la caracter´ıstica ma´s relevante y j = 48 la de menor variabilidad en el conjunto
de representacio´n dina´mico.
El entrenamiento con el conjunto de caracter´ısticas, resultante del ana´lisis WRDA, solo
se realiza una vez por cada esquema de clasificacio´n, debido a que es un conjunto u´nico
y sus componentes no tienen ningu´n orden de importancia.
El entrenamiento de los modelos ocultos de Markov, se realiza de acuerdo al
procedimiento descrito en la seccio´n (1.2.3).
HMM discretos
Se crea un libro de co´digos con K s´ımbolos, (K = 64 o K = 128) a partir del conjunto
de entrenamiento, del cual se genera una versio´n cuantizada. Este nuevo conjunto es
empleado en el entrenamiento de los HMM para cada clase. Una vez generados los
modelos, se procede a validar el me´todo con un conjunto de observaciones de prueba.
HMM continuos
Para garantizar una convergencia ra´pida y apropiada de las fo´rmulas de re-estimacio´n,
se debe realizar una estimacio´n precisa del conjunto para´metros iniciales, de la funcio´n
de densidad de probabilidad FDP, de las observaciones. Esta estimacio´n se realiza con
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el algoritmo de segmentacio´n k-means. Luego se procede iterativamente a entrenar los
HMM para cada clase.
4.2.2. HMM: Esquema de clasificacio´n basado en disimilitud
Entrenamiento HMM
A diferencia del esquema tradicional de entrenamiento de HMM, en el que se genera un
u´nico modelo de Markov para cada clase. El entrenamiento de los HMM para emplear
el esquema de clasificacio´n sobre espacios de disimilitud, se hace para cada una de las
observaciones de la base de datos, de acuerdo al procedimiento descrito en (4.2.1).
Generacio´n del espacio de disimilitud
Teniendo los modelos HMM para todas las observaciones, se evalu´a, para cada secuencia,
la probabilidad de haber sido generada por cada uno de los modelos de las observaciones
del conjunto. Siguiendo el procedimiento descrito en la seccio´n (3.1), se calcula la matriz
de distancias entre modelos de Markov y posteriormente se procede a generar el espacio
de disimilitud.
Reduccio´n del espacio de disimilitud
El espacio de disimilitud calculado, puede presentar una dimensio´n muy alta, esto
dependiendo del nu´mero total de observaciones que compongan la base de datos
analizada, N (N: Nu´mero total se observaciones).
Se aplica entonces un reduccio´n de dimensio´n sobre el espacio de disimilitud, buscando
entregar al clasificador, un conjunto ma´s simple con un menor nu´mero de variables
y adema´s una vez teniendo los datos proyectados sobre un subespacio que mejora la
respresentatividad de los mismos, obtener una mayor separabilidad entre las clases, el
me´todo de reduccio´n aplicado es PCA (2.1).
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5. Resultados y Conclusiones
5.1. Ana´lisis de relevancia y clasificacio´n empleando las caracter´ısticas
dina´micas
La estrategia de comparacio´n de resultados entre los dos me´todos empleados para
ana´lisis de relevancia, consiste en observar el rendimiento alcanzado por el sistema de
clasificacio´n, cuando se prueba cada uno de los conjuntos relevantes, prestando especial
atencio´n al nu´mero de caracter´ısticas que los forman y para las cuales se alcanzan los
mejores desempen˜os.
Como resultado del ana´lisis de relevancia con DPCA, sobre los contornos dina´micos de
las sen˜ales de voz, se obtuvo una serie de valores de ponderacio´n que indican el grado
de variabilidad que presenta cada caracter´ıstica. En la figura (5.1), se muestran los
pesos asignados por DPCA a cada uno de los contornos, siendo los 9 ma´s relevantes,
los correspondientes a los ı´ndices 5, 8, 6, 4, 1, 3,12, 2 y 14.
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Figura 5.1. Resultados del ana´lisis de relevancia empleando DPCA.
Luego del ana´lisis de relevancia, se ordenan de forma descendente, las caracter´ısticas
de acuerdo a sus pesos. Se procede a entrenar un modelo de Markov con observaciones
discretas, incrementando cada vez el espacio de entrenamiento de acuerdo al orden de
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las caracter´ısticas, antes descrito. Finalmente se evalu´a el desempen˜o del sistema de
clasificacio´n y los resultados se muestran en la figura (5.2).
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Figura 5.2. Rendimiento HMM discreto, aplicando ana´lisis de
relevancia con DPCA
como se observa, se pueden alcanzar desempen˜os superiores al 90%, cuando se emplean
8 o ma´s caracter´ısticas. La eficiencia del sistema no presenta cambios significativos,
cuando se supera un nu´mero de caracter´ısticas igual a 8. En la tabla (5.1) se pueden
encontrar resultados mas detallados.
Nu´mero de Estados
K 3 5 10
% Acierto NC % Acierto NC % Acierto NC
92,1± 3,0 13 91,8± 2,6 13 91,5± 2,9 13
64 92,6± 3,8 25 92,4± 3,7 25 92,1± 3,5 18
91,5± 2,7 48 92,4± 3,7 48 90,9± 3,0 48
92,1± 3,7 13 92,1± 3,5 13 91,8± 3,4 13
128 89,3± 2,4 25 89,2± 2,2 25 89,1± 4,0 25
90,0± 4,0 48 90,0± 4,0 48 89,9± 3,5 48
Tabla 5.1. Rendimiento HMM discreto, aplicando ana´lisis de relevancia
con DPCA.
No´tese que los mejores resultados se obtienen para un conjunto de 25 caracter´ısticas
cuando se emplea un libro de co´digos de 64 s´ımbolos y de 13 caracter´ısticas para el caso
de 128 s´ımbolos discretos, adema´s es claro que se presenta mejor rendimiento cuando se
entrena con un conjunto reducido de caracter´ısticas en comparacio´n con los resultados
alcanzados al entrenar con el conjunto completo (48 caracter´ısticas).
En base a la evaluacio´n de relevancia DPCA, y siguiendo la metodolog´ıa descrita
(seccio´n 4.2), se realiza la evaluacio´n de desempen˜o sobre modelos de Markov que
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emplean densidades de observacio´n continuas, en este caso, una mezcla de NG
Gaussianas. Los mejores resultados se pueden ver en la tabla (5.2).
Nu´mero de Estados
NG 3 5 10
% Acierto NC % Acierto NC % Acierto NC
2 94,2± 3,4 21 94,2± 2,8 18 91,0± 4,3 26
3 92,9± 3,8 14 92,1± 3,8 13 88,1± 2,8 11
4 92,5± 1,8 10 90,9± 3,5 9 89,3± 3,0 8
Tabla 5.2. Rendimiento HMM continuo, aplicando ana´lisis de
relevancia con DPCA.
Se observan resultados similares a los obtenidos con los modelos de Markov discretos.
Es importante notar que en la mayor´ıa de los casos se emplea un conjunto de dimensio´n
mucho menor al del conjunto de caracter´ısticas original.
Los resultados obtenidos aplicando el esquema convencional de entrenamiento y
clasificacio´n sobre HMM, para las densidades de observacio´n discretas y continuas,
presentan una correspondencia alta, con los expuestos en [27], utilizando la misma
metodolog´ıa de reduccio´n de espacios dina´micos sobre sen˜ales MER y sobre sen˜ales de
voz, con una base de datos diferente a la utilizada en este trabajo.
Empleando ana´lisis de relevancia con WRDA, se obtuvo un conjunto de 7 contornos
relevantes, las caracter´ısiticas que forman este conjunto corresponden a los ı´ndices
1,2,6,8,9,12 y 15.
Empleando solo estos contornos y evaluando el desempen˜o del sistema de clasificacio´n
para el caso discreto, se encuentra que los porcentajes de acierto son comparables a
los obtenidos cuando se emplea DPCA, sin embargo se tiene la ventaja de utilizar
u´nicamente 7 caracter´ısticas. Los resultados se muestran en la tabla (5.3).
Nu´mero de Estados
K 3 5 10
% Acierto % Acierto % Acierto
64 91,1± 3,2 91,1± 3,8 91,6± 2,8
128 91,9± 3,5 91,6± 3,4 91,6± 3,5
Tabla 5.3. Rendimiento HMM discreto, aplicando ana´lisis de relevancia
con WRDA
5.2. Clasificacio´n sobre espacios de disimilitud
Considerando los resultados del ana´lisis de relevancia (DPCA-WRDA), descritos en la
seccio´n anterior y empleando la metodolog´ıa referida en la seccio´n (3.1), se generan
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los espacios de disimilitud para cada una de las secuencias de entrenamiento. En el
caso de la implementacio´n con DPCA, se incrementan de forma gradual el nu´mero de
caracter´ısticas, para generar los modelos de Markov.
Posteriormente, sobre el espacio de disimilitud generado, se aplica una reduccio´n de
dimensio´n con PCA, eliminando informacio´n redundante de este espacio y permitiendo
una representacio´n mas adecuada de los prototipos con un menor numero de variables,
logrando as´ı que se realcen las similitudes o diferencias entre los patrones que permiten
asociar un prototipo a una clase en particular. El me´todo consiste en proyectar
las variables originales en las direcciones de mayor varianza, ordenar las nuevas
componentes de acuerdo al valor que tengan los valores propios y de esta forma se
seleccionan las m caracter´ısticas cuyos valores propios superan un umbral determinado.
En la figura (5.3), se muestra la magnitud de los eigen-valores de las componentes
principales.
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Figura 5.3. Magnitud de los eigen-valores de las componentes principales.
Para clasificar este nuevo conjunto de prototipos, caracterizados por disimilitudes, se
emplea un clasificador basado en distancia, en este caso, se emplea un esquema de K
vecinos, en el cual se var´ıa el nu´mero de vecinos K utilizados para asociar una muestra
con una clase particular.
Para efectos de comparacio´n, se evaluo´ el sistema de clasificacio´n sobre el espacio de
disimilitud, sin aplicar reduccio´n de dimensio´n. En los resultados que se muestran en
la figura (5.4), se observa un comportamiento erra´tico del error de clasificacio´n, sin
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tendencia a mejorar a medida que se aumenta el nu´mero de caracter´ısticas. Los mejores
resultados se describen en la tabla (5.4)
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Figura 5.4. Resultados del ana´lisis de relevancia empleando DPCA.
K % Error NC
1 40,4± 4,3 37
5 25,0± 3,8 26
10 24,0± 4,1 41
20 23,5± 4,4 4
Tabla 5.4. Error de clasificacio´n. Espacio de disimilitud completo
En la figura (5.5), se muestra el error de clasificacio´n contra el nu´mero de caracter´ısticas,
sobre el espacio de disimilitud reducido. Se puede ver, que para K = 1, el error de
clasificacio´n es muy alto, sin embargo a medida que se aumenta el nu´mero de vecinos,
el error de clasificacio´n exhibe una tendencia a bajar, sin superar una eficiencia del
76,65%, es decir, en ningu´n caso, su desempen˜o es siquiera semejante al mostrado por
el sistema de clasificacio´n sobre caracter´ısticas dina´micas. Los mejores resultados se
muestran en la tabla (5.5).
Los rendimientos alcanzados aplicando esta metodolog´ıa sobre sen˜ales acu´sticas,
difieren en mucho, del alto desempen˜o que alcanza la clasificacio´n sobre espacios de
disimilitud, que se muestra en [5], sin embargo, se debe hacer notar que el espacio de
caracter´ısticas que usaron en esa aplicacio´n, es un espacio de representacio´n esta´tico, que
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Figura 5.5. Error de clasificacio´n sobre espacio de disimilitud reducido.
K % Error NC
1 38,7± 3,5 29
5 24,7± 3,3 48
10 23, 7± 3,6 48
20 23,5± 3,2 8
Tabla 5.5. Error de clasificacio´n. Espacio de disimilitud reducido
describe ima´genes, una tarea de clasificacio´n, completamente diferente a la planteada
sobre sen˜ales de voz. Otro punto de referencia, que valida los bajos rendimientos que
se describen en este documento, para la clasificacio´n con K-NN sobre espacios de
disimilitud, es [4].
Finalmente, clasificando sobre el espacio de disimilitud, con el conjunto de
caracter´ısticas relevantes obtenido con WRDA, se obtienen resultados similares al
utilizar el conjunto de caracter´ısticas completo y el reducido. Nuevamente, no se observa
en ningu´n caso, que se iguale el rendimiento obtenido con el ana´lisis de caracter´ısticas
dina´micas.
5.3. Discusio´n
Aunque el ana´lisis de relevancia con DPCA resulta en una representacio´n eficiente del
espacio original, es necesario encontrar un me´todo de entrenamiento no supervisado,
que determine el conjunto de caracter´ısticas o´ptimo. Una opcio´n es combinar el ana´lisis
DPCA, con una medida de distancias entre los clusters para definir el conjunto de
caracter´ısticas que ofrece mayor capacidad de separacio´n entre clases.
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Figura 5.6. Error de clasificacio´n sobre espacio de disimilitud.
Reduccio´n dina´mica con WRDA.
Teniendo en cuenta que en el paradigma convencional de clasificacio´n, basado
en modelos ocultos de Markov, la regla de decisio´n, ma´xima probabilidad a posteriori,
se fundamenta en la teor´ıa bayesiana; se busca implementar un esquema en el cual se
utilizan los HMM y las secuencias de cada uno de los registros para generar un espacio
de disimilitudes y posteriormente aplicar un regla de decisio´n basada en distancias.
Este esquema de clasificacio´n ofrece un desempen˜o aceptable, sin embargo estos
resultados no son comparables con un esquema de decisio´n cla´sico basado en HMM. En
el peor escenario para HMM, el desempen˜o es superior en un 12,8% al mejor resultado
obtenido con la clasificacio´n sobre espacios de similitud.
En la clasificacio´n sobre espacios de disimilitud, se encuentra que la reduccio´n
del espacio de caracter´ısticas esta´ticas con el me´todo PCA, no representa ningu´n efecto
negativo sobre el espacio, permitiendo tener un conjunto de variables mucho menor,
sin afectar el desempen˜o del sistema de clasificacio´n.
5.4. Conclusiones
Se emplearon dos medidas de relevancia dina´mica DPCA y WRDA, para la seleccio´n de
contornos de mayor influencia sobre los conjuntos de entrenamiento. Los desempen˜os
obtenidos, con ambos me´todos, aplicando esquemas de clasificacio´n basados en modelos
de Markov, son similares. Se encuentra una mayor ventaja al aplicar WRDA, gracias a
que permite realizar la seleccio´n de contornos de forma no supervisada.
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Se generaron espacios de disimilitud, basados en una medida de distancia entre
modelos de Markov, entrenados empleando los conjuntos de caracter´ısticas obtenidos
con cada uno de los me´todos de ana´lisis de relevancia antes descritos. Los resultados
obtenidos indican que en el marco de la clasificacio´n con K-vecinos ma´s cercanos, los
desempen˜os alcanzados sobre los espacios de disimilitud, son menores, en todos los
casos analizados, con respecto al esquema tradicional de clasificacio´n con HMM.
Se analizaron me´todos de reduccio´n de espacios de entrenamiento conformados
por contornos dina´micos, logrando altos porcentajes de acierto, en la identificacio´n
de patolog´ıas en sen˜ales de voz, con el paradigma convencional de clasificacio´n sobre
modelos de Markov.
Los resultados obtenidos, empleando la representacio´n sobre espacios de disimilitud,
no se constituyen avances significativos, sin embargo abren la posibilidad de buscar
esquemas de clasificacio´n que se ajusten a estos espacios de caracterizacio´n.
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