Abstract. In this paper we prove the global existence of mild solutions for the semilinear parabolic equation ut = ∆u + a|∇u| q + b|u| p−1 u, t > 0, x ∈ R n , n ≥ 1, a ∈ R, b ∈ R, p > 1 + (2/n), (n + 2)/(n + 1) < q < 2 and q ≤ p(n + 2)/(n + p), with small initial data with respect to a norm related to the equation. We also prove that some of these global solutions are asymptotic to self-similar solutions of the equations ut = ∆u + νa|∇u| q + µb|u| p−1 u, with ν, µ = 0 or 1. The values of ν and µ depend on the decaying of the initial data and on the position of q with respect to 2p/(p + 1).
Introduction
In this paper we consider the semilinear parabolic equation
where u = u(t, x), t > 0, x ∈ R n , n ≥ 1, a ∈ R, b ∈ R and p > 1, 1 < q < 2.
We are interested in the study of the global existence and the asymptotic behavior of solutions of the problem (1.1) with initial data u(0, · ) = ϕ small with respect to the norm N defined below by (1.2) . In particular, we consider initial values ϕ ∈ C 0 (R n ) such that ϕ(x) ∼ c|x| −2/(P 1 −1) as |x| → ∞, in some appropriate sense, P 1 > 1 + (2/n) and c a small constant.
These initial values are in L ∞ (R n ) ∩ C(R n ) and are not in L 1 (R n ).
The aim of this paper is to prove the existence of global solutions which are asymptotic, as t → ∞, to self-similar solutions of equations related to (1.1) and depending on P 1 , p, q. We note that, in general, the equation (1.1) itself has no self-similar structure. The asymptotic equations are given by (1.4) and (1.5) below and have self-similar structures. Equation (1.1) for a = 0 and b = 0 is introduced in [8] , for a mathematical motivation. A physical meaning to this equation is given in [19] . A similar study to the present paper can be found in [17] where only the critical case q = 2p/(p + 1) is considered. In this paper we complete this study by considering the case q = 2p/(p + 1) and extend it, even for the case q = 2p/(p + 1) by considering other class of initial values. This allow us to obtain new asymptotic behavior. See Theorems 2, 3 and 4 below. In fact, in [17] , the condition q = 2p/(p + 1) is needed in the norm which is used to prove the global existence. Here, we introduce an other norm N to measure the size of the initial values. See (1.2) below. Equation (1.1) for a = 0 and b = 0 is the standard nonlinear heat equation. The global existence and the large time behavior of solutions to the nonlinear heat equation, in the spirit of the present study, is done in [7, 18] . The method used in this paper is inspired by the works in [10, 5, 7, 17, 18, 16] . We refer the reader to the introduction of [7] and to that of [18] for a more historical account of this method. Equation (1.1) for a = 0 and b = 0 is typified as the viscous HamiltonJacobi equation in the stochastic control theory and in other physical situations. Also it is known as the Kardar-Parizi-Zhang equation (KPZ equation) from the theory of growth and roughening of surfaces. See [4, 1, 11, 12, 13, 14, 3] and references therein. See also [4, 2] for other applications of such an equation. The Large time behavior of solutions to this equation is studied in particular in the recent works [4, 1, 11, 17] . In [1, 11] the initial values are in L 1 (R n ) and we do not cover this case in this work. We improve the results of [17] by exhibing new asymptotics, see Theorem 4 below. Also our result, if a < 0, can be compared to that of [4] . In fact, we give more refined asymptotics for large time. And unlike in [4] , we didnot impose any restriction on the sign of the initial data, but we require the smallness of the initial value in some appropriate sense. See Theorem 4 below.
Let us present now an idea about the results obtained in this paper. We first prove the global existence of solution to the integral equation related to (1.1) for initial data ϕ small with respect to the norm where here and in the rest of the paper, . r denotes the norm in L r (R n ), e t∆ is the heat semigroup, P 1 and P 2 are two real numbers satisfying
If n ≥ 3, a = 0, b = 0, q = 2p/(p + 1) and p < 2 we have to impose the condition q ≤ p(n + 2)/(n + p), see Remark 3.1 below. r 1 , r 2 are two Lebesgue numbers satisfying in particular n(P 1 − 1) 2 < r 1 = P 1 − 1 P 2 − 1 r 2 < ∞ and specified below in Lemma 2.3. β 1 , β 2 are given by
See Theorem 1 below. Later, we show that if N (ϕ) is small enough and ϕ ∼ c|x| −2/(P 1 −1) as |x| → ∞, c ∈ R, then the resulting solution of (1.1) is asymptotic as t → ∞ to a self-similar solution of the equation
where w = w(t, x), t > 0, x ∈ R n ; and a ∈ R, b ∈ R, p > 1, 1 < q < 2 are the same parameters in Equation (1.1) and ν, µ are defined by
Clearly since 1 < P 1 ≤ min(p, q/(2 − q)), the previous limits exist and are finite. More precisely, we have ν = 0 or 1 and µ = 0 or 1. One can verify that if w is a solution of (1.4) then
is also a solution of (1.4), for all λ > 0. A self-similar solution is a solution for which
The self-similar solutions, to which the solutions of (1.1) are shown to converge, are constructed in [7, 17] and have in particular a slow spatial decay, see [7, Theorem 6 We remark that the large time behavior of global solutions of (1.1) depends on the position of q with respect to 2p/(p+1). If q < 2p/(p+1), the term |u| p−1 u has no effects on the large time behavior of solutions. Whereas if q > 2p/(p + 1), the term |∇u| q has no effects on the large time behavior of solutions. It is pointed out in some previous works that the position of q with respect to 2p/(p + 1) has an influence on the behavior of blowing up solutions. For this, We refer the readers to [8, 9, 20, 21, 22, 23, 24] and references therein.
The rest of this paper is organized as follows. In Section 2, we establish some preliminaries which will be needed later in the proofs of the theorems. In Section 3, we state and prove Theorem 1 concerning the existence of global solutions. In Section 4, we state the asymptotic behavior results, Theorems 2-4, and give their proofs. In this paper, we sometimes denote u(t, · ) by u(t). C will designate a constant which may change from line to line and we also denote it by C δ or C(δ) to indicate that it depends on a real number δ.
Preliminary lemmas
In this paper we need the following well-known smoothing properties of the heat semigroup:
, is the heat kernel and denotes the convolution product. We also use the Gagliardo-Nirenberg inequality,
for u ∈ W 1, r (R n ), where 1/m = (1/r) − (N/n) and 0 < N < 1, see [15] . The last condition on N is equivalent to: r < m and m < nr/(n − r) if r < n. We will use also the following interpolation inequality
In this section we establish some preliminary lemmas needed for the proofs of the main results of this paper. The proofs of some of the following lemmas is obvious and can be omitted.
Lemma 2.1 Let p > 1 and 1 < q < 2. Let P 1 and P 2 be two real numbers satisfying
Then we have the following:
Lemma 2.2 Let n be a positive integer and the real numbers p and q be such that 1 + 2 n < p and n + 2 n + 1 < q < 2.
Let P 1 be a real number such that
Then the following inequality
holds for all real numbers P 1 satisfying (2.6) if and only if
Proof. Equation (2.7) is equivalent to
where f is a function given by
Clearly, since q < 2, f is positive for large x. On the other hand, since f is negative at zero, it has a positive root, and a negative root. Then (2.7) is satisfied for all P 1 − 1 > 2/n if and only if f (2/n) ≥ 0 and then if and only if (2.8) is satisfied. This finishes the proof of the lemma.
Lemma 2.3
Let the positive integer n and the real numbers p and q be such that
Let P 1 , P 2 be two real numbers satisfying (2.5) . Assume that
Then there exist two real numbers r 1 , r 2 = [(P 2 − 1)/(P 1 − 1)]r 1 satisfying:
We now state the following lemma. 
Let us define the real numbers r ij , β ij for i, j ∈ {1, 2} by:
10)
, (2.11)
,
We state now the following Lemma which contains all the needed tools for the proof of the global existence result. 
Proof. Part (i) follows by Lemma 2.3 part (i) and Lemma 2.1. The proof of (ii)-(iv) and (ix)-(xii) follows by Lemmas 2.4 and 2.3. The properties (v)-(vii) follow by (1.3) and (2.9)-(2.12).
In the proof of existence of global solutions to (1.1), in the next section, the property (i) is related to the interpolation inequality, the properties (ii)-(iii) are related to Gagliardo-Nirenberg inequality, the property (iv) in Lemma 2.5 represents compatibility conditions for the heat semigroup, that is e t∆ maps between the appropriate Lebesgue spaces; properties (ix)-(xii) are integrability conditions: to assure that the various integrals are convergent; finally, properties (v)-(viii) will allow the contraction mapping argument to be done on the time interval (0, ∞) directly. The following technical lemma will be needed in the proof of the asymptotic behavior results, Theorems 2 and 4 in Section 4.
Lemma 2.6
Let the positive integer n and the real numbers p, q, P 1 and P 2 be as in Lemma 2.3. Let r 1 , r 2 be the real numbers given by Lemma 2.3.
12).
Consider also the real numbers m 1 and m 2 given by Lemma 2.4. Let ν and µ be given by (1.5). Let δ > 0 and define r 1j , β 1j , j = 1, 2 and m 1 by
and
Then there exists δ 0 > 0 such that for all 0 < δ < δ 0 we have
Proof. Since conditions (i)-(vi) are satisfied for δ = 0 by Lemma 2.5 they are still satisfied for δ > 0 and small. δ 0 is the largest δ such that the previous conditions are satisfied for 0 < δ < δ 0 . (vii) follows by (2.9), (2.13) and (viii) follows by (2.10), (2.14).
Global existence
In this section we prove the global existence of a mild solution of the equation (1.1). That is a solution of the integral equation associated to the equation (1.1) which is
We have obtained the following result.
Theorem 1 (Global existence) Let the positive integer n and the real numbers p and q be such that
Let P 1 , P 2 be two real numbers satisfying (2.5). Assume that 
where K 1 and K 2 are positive constants given by (3.23) and (3.24) below. Choose R > 0 such that
Let ϕ be a tempered distribution such that
It follows that there exists a unique global solution u of (3.1) such that
In addition, if ϕ and ψ satisfy (3.4), and if u and v respectively are the solutions of (3.1) with initial values ϕ and ψ, then
Remark 3.1 Assume that 1 + 2 n < p and n + 2 n + 1 < q < 2.
is clearly satisfied. In particular, it does not appear for the critical case q = 2p/(p + 1), for n = 1 and for n = 2. Observe also that when b = 0 or a = 0 the condition (2.8) is not needed. We remark also that all the results of this paper still valid if we replace (2.8) by (2.7), see Lemma 2.2 above. Finally, we remark that the condition (2.8) seems to be technical, see Lemma 2.3 parts (iii)-(iv). Also see the first and the sixth inequality in Lemma 2.4 and Lemma 2.5 parts (iii)-(iv) and (ix).
Remark 3.2 As an example of initial values
sufficiently small. See also Proposition 4.1 below for other examples.
Proof of Theorem 1. Throughout the proof, we use the notation established in Section 2. The proof is based on a contraction mapping argument on a suitable metric space. Let X be the set of Bochner measurable func-
where β 1 , β 2 are given by (1.3) and r 1 , r 2 are given by Lemma 2.3. Let M > 0 and define
Consider the mapping F ϕ defined by
where ϕ is a tempered distribution satisfying (3.4). We will prove that F ϕ is a strict contraction mapping on X M . Let ϕ and ψ satisfy (3.4) and u, v ∈ X M . For i = 1 or i = 2, we have
Now, we respectively use the smoothing property of the heat semigroup (2.1) with respectively s 2 = r i , s 1 = r i1 /q and s 2 = r i , s 1 = m i /p on the second and the third term of the right-hand side of the last inequality, where the real numbers r i , r i1 and m i are as in Lemma 2.5, to obtain
By using the Hölder inequality, we have
∇u − ∇v r i1 , (3.11) and
Also, by using the Gagliardo-Nirenberg inequality (2.3), with m = m i , r = r i2 in the right-hand side of the inequality (3.12) and by Lemma 2.5 parts (ii)-(iii) and (2.3), we obtain
Now by using (3.11) and (3.13), we deduce from (3.10) that
dσ . (3.14)
Using the interpolation inequality (2.4) with s = r i1 in the second term of the right hand-side of the last inequality and s = r i2 in the third term, along with the fact that u, v belongs to X M , we obtain
where
where G is the constant appearing in (2.3). Then, due to Lemma 2.5 parts (v)-(viii), we have
where the constants c i1 and c i2 are given respectively by (3.15) and (3.16). Due to Lemma 2.5, the positive constants C i1 and C i2 are finite for i = 1, 2. Also, by the inequality (2.2) we obtain analogously for i = 1, 2
where G is the constant appearing in (2.3) and H is the constant appearing in (2.2). Then, due to Lemma 2.5 parts (v)-(viii), we have
Due to Lemma 2.5, the positive constants D i1 and D i2 are finite for i = 1, 2. Let
and 
Setting ψ = 0 and v ≡ 0 in (3.25), we obtain 26) and so by (3.3) and (3.4) F ϕ maps X M into itself. Letting ϕ = ψ in (3.25), we get
Hence inequality (3.2) gives that F ϕ is a strict contraction mapping from X M into itself, so F ϕ has a unique fixed point u in X M which is solution of (3.1). We now prove that
First, the existence of a such s is insured by Lemma 2.3 parts (iv) and (ix), Lemma 2.4 and the expressions of r 11 and r 21 respectively given by (2.9) and (2.11). Now, since continuity for t > 0 can be handled by well known arguments, we only give the proof of (ii) at t = 0. Let s be a positive real number satisfying (3.28), then
Let i = 1 or 2. The using (2.1) in the right-hand side of the last inequality with s 1 = r i1 /q; s 2 = s for the first term and s 1 = m i /p; s 2 = s for the second term, we obtain
We now use the Gagliardo-Nirenberg inequality (2.3) with m = m i and r = r i2 in the third term of the last inequality. Then, by the interpolation inequality (2.4) and the inequality (3.5), we get
which leads to
where, for i = 1, 2;
where G is the constant appearing in (2.3). One can easily see, owing to Lemma 2.5, that C i1 and C i2 for i = 1, 2 are finite constants. Now, due to the expression of r ij and β ij given by (2.9)-(2.12), the inequality (3.29) becomes
Then, due to (3.28), the right-hand side of Inequality (3.32) converges to zero as t 0. This proves the statements (i) and (ii) of Theorem 1. Statement (iii) for the particular case s = n(P i − 1)/2, i = 1, 2 follows from (3.32) which still holds if s = n(P i − 1)/2. Statement (iii) follows then by interpolation.
Finally, the inequality (3.6) of Theorem 1 follows by considering F ϕ (u) = u and F ψ (v) = v in the estimate (3.25) . This inequality expresses the continuous dependence of the solution on the initial data. This finishes the proof of Theorem 1.
Asymptotic behavior
In this section we prove that some of the solutions of the equation (1.1) are asymptotic, as t → ∞, to self-similar solutions of the integral equation associated to the equation (1.4), which is
where a, b, p and q are the same parameters appearing in Equation (1.1) and µ and ν are given by (1.5). We have obtained the following result.
Theorem 2 (Asymptotic behavior) Let the positive integer n and the real numbers p and q be such that
Let P 1 , P 2 be two real numbers satisfying (2.5). Assume that .4), where we also assume (3.2) and (3.3), let u be the solution of (3.1) with initial data ψ, constructed by Theorem 1 and let w be the solution of (4.1) (also constructed by Theorem 1) with initial data ψ. Then, for all δ, 0 < δ < δ 0 , and with M perhaps smaller, there exists C δ > 0 such that
where δ 0 is given by Lemma 2.6.
Proof of Theorem 2. Throughout the proof, we use the notation established in Section 2 and Lemma 2.6. From the equations (3.1) and (4.1), we have
Now, we use the smoothing property of the heat semigroup (2.1) with s 2 = r 1 , s 1 = r 11 /q and s 2 = r 1 , s 1 = m 1 /p respectively in the first and the second term of the right-hand side of the last inequality, where the real numbers r 1 , r 11 and m 1 are as in Lemma 2.5 and Lemma 2.6, to obtain
where δ > 0 is as in Lemma 2.6. Using the following inequality,
where 1 < γ < s, α = 1 or α = 0, we deduce from the inequality (4.6) that
Now, by using the Gagliardo-Nirenberg inequality (2.3), with m = m 1 and r = r 12 in the second term of the right-hand side of the inequality (4.8), the interpolation inequality (2.4) and inequality (3.5) we obtain
dσ, (4.9) where, N = n(1/r 12 − 1/m 1 ) and
where G is the constant appearing in (2.3). Let T > 0 be an arbitrary real number. Then we have
+ c 2 t
Then by Lemma 2.5 and Lemma 2.6 we have
14)
where c 1 and c 2 are given respectively by (4.10) and (4.11). By Lemma 2.6, C 1 , C 2 are finite positive constants. By similar calculations as above, but by using (2.2), we obtain
where 
We have to distinguish the cases ν, µ = 0 or 1. As one can remark if ν or µ = 0, then the corresponding term in the right-hand side of the inequality (4.19) is bounded by M > 0. Otherwise, if ν = 1 then r 11 = r 11 = r 1 and β 11 = β 11 = β 1 and the corresponding term in the right-hand side of the last inequality is the term in left-hand side, up to a constant. If µ = 1 then r 12 = r 12 = r 1 and β 12 = β 12 = β 1 and the corresponding term in the right-hand side of the last inequality is the term in left-hand side, up to a constant. See (1.5), (2.9)-(2.10) and (2.13)-(2.14). Then, for M perhaps smaller, we obtain
where C(δ) is a positive constant not depending on T . Then the previous inequality is valid for any T > 0 and we have
for 0 < δ < δ 0 . This finishes the proof of the theorem.
We now establish the following result.
Proposition 4.1 Let the positive integer n and the real numbers p and q be such that
Let P 1 , P 2 be two real numbers satisfying (2.5). Assume that
Let r 1 , r 2 be the real numbers given by Lemma 2.3 and the real numbers β 1 , β 2 be given by (1.3) . Let ϕ be a tempered distribution which is also homogeneous of degree −2/(P 1 − 1) and such that
where ω ∈ L r 2 (S n−1 ) is homogeneous of degree 0. Then
Also, for any L ∞ cut-off function η (identically equal to 1 near the origin and with compact support), we have
The proof of the previous proposition is similar to that of [7 and so is omitted. We note that for a tempered distribution φ, by the smoothing properties of the heat semigroup, N (φ) is equivalent to sup t>0 t β 1 e t∆ φ r 1 , t β 2 e t∆ φ r 2 .
We give now the self-similar asymptotic behavior.
Theorem 3 (Asymptotically self-similar solutions) Let the positive integer n and the real numbers p and q be such that
Let r 1 , r 2 be the real numbers given by Lemma 2.3 and consider the real numbers m 1 and m 2 given by Lemma 2.4. Consider also the real numbers β 1 , β 2 and r ij , β ij , i, j ∈ {1, 2}, be given by (1.3), (2.9)-(2.12) respectively. Let ϕ be a tempered distribution which is also homogeneous of degree −2/(P 1 − 1) and such that
where ω ∈ L r 2 (S n−1 ) is homogeneous of degree 0. Let u be the solution of (3.1) with initial data ψ, constructed by Theorem 1. Let v be the self-similar solution of (4.1) with initial data ϕ constructed by Theorem 2.7 in [17] . Then, for all δ, 0 < δ < δ 0 , and with M perhaps smaller, there exists C δ > 0 such that 26) and 
for large t. 
Proof of Theorem 3. We begin by remarking that the existence of u is insured by Theorem 1 and Proposition 4.1 part (ii). The existence of v is insured by [17, Theorem 2.7] . We remark that one can prove the existence of v using the first two terms of the norm (1.2), that is using the norm: sup t>0 t β 1 e t∆ ϕ r 1 , t β 1 +1/2 ∇e t∆ ϕ r 1 , as in the proof of Theorem 1 and using similar idea as in [17] . We note that if ν = 1, µ = 0 or if ν = 0, µ = 1, we do not need all the conditions on the 
we obtain by (4.2) in Theorem 2 and by [17, Theorem 2.8]
where 0 < δ < δ 0 and 0 < δ < δ 1 . δ 0 > 0 is given by Lemma 2.6 and δ 1 = δ 1 (ν, µ) > 0 is given by: We now turn to prove the W 1,∞ result for the viscous Hamilton-Jacobi equation.
Theorem 4 (W 1,∞ -Asymptotic) Let the positive integer n and the real number q be such that
Let P 1 , P 2 be two real numbers satisfying
Assume that 
. Let u be the solution of (3.1) with b = 0 constructed by Theorem 1. Then we have
Let ϕ be a tempered distribution which is also homogeneous of degree −2/(P 1 − 1) and such that Let v be the solution of (3.1) with b = 0 and with initial data ψ, constructed by Theorem 1. Let w be the self-similar solution of (4.1) with b = 0 and with initial data ϕ constructed by Theorem 2.7 in [17] . Then, for all δ, 0 < δ < δ 0 , and with M perhaps smaller, there exists C δ > 0 such that
for large t and for all r 1 ≤ r ≤ ∞.
Proof of Theorem 4. The result of Theorem 1 is established for all b ∈ R and then in particular for b = 0. In the particular case where b = 0, we may take an arbitrary value of p and in particular p = q/(2 − q). With this choice of p, we remark that if q > (n + 2)/(n + 1), then p > 1 + 2/n and the condition (2.5), satisfied by P 1 and P 2 , becomes the condition (4.31).
On the other hand the condition q ≤ p(n + 2)/(n + p) is satisfied, since q > (n + 2)/(n + 1), q = 2p/(p + 1). See Remark 3.1. Thus by (3.5) we have (4.33) for r = r 1 and (4.34) for r = r 2 .
We turn now to prove the W 1,∞ -estimates. We apply an iterative argument as in [18] . This iterative argument was used in [ 
Precisely a choice of such s 1 , s 1 is possible thanks to Lemma 2.5. With these notations, we have from (3.5) that
In the sequel of the proof, C denotes a constant which may vary form line to line. Sometimes we make precise its dependence on the parameters. We write now
It follows from the smoothing properties of the heat semigroup (2.1), that
By using the interpolation inequality (2.4) and the inequality (3.5) we have
By the hypotheses on s 1 , the previous integral is finite. Note that the integral does not present a singularity at σ = 0. By Lemma 2.5 part (v) and the definition of β 01 given by (2.9), we have that
Then, we obtain
where C(M ) is a constant depending on M .
On the other hand, we have that
By using the smoothing properties of the heat semigroup (2.1) on the first term of the right-hand side of the previous equality and (2.2) on the second term followed by an interpolation argument, we obtain We turn now to prove the asymptotic behavior results. Let v be the solution of (3.1) with b = 0 and with initial data ψ. Then v satisfies (4.33)-(4.34). Let w be the self-similar solution of (4.1) with b = 0 and with initial data ϕ. We remark also that one can prove (4.33) for the self-similar solution w by iterative argument as for v but only by using the two first terms of the norm (1.2), i.e.: sup t>0 t β 1 e t∆ ϕ r 1 , t β 1 +1/2 ∇e t∆ ϕ r 1 as for the proof of its existence.
We first prove the W 1,∞ -asymptotic. Let T > 0 be an arbitrary real number and let δ > 0 be sufficiently small. Define θ 11 by θ 11 = θ 11 + δ(1 − ν)θ 11 P
We note that
Also, we remark that if ν = 1, then by (1. Then, by using the smoothing properties of the heat semigroup (2.1), also by using (4.7) with s = ∞ and γ = q and (4.42), we obtain 
