Mapping white matter tracts is an essential step towards understanding brain function. Diffusion Magnetic Resonance Imaging (dMRI) is the only noninvasive technique which can detect in vivo anisotropies in the 3-dimensional diffusion of water molecules, which correspond to nervous fibers in the living brain. In this process, spectral data from the displacement distribution of water molecules is collected by a magnetic resonance scanner. From the statistical point of view, inverting the Fourier transform from such sparse and noisy spectral measurements leads to a non-linear regression problem. Diffusion tensor imaging (DTI) is the simplest modeling approach postulating a Gaussian displacement distribution at each volume element (voxel). Typically the inference is based on a linearized log-normal regression model that can fit the spectral data at low frequencies. However such approximation fails to fit the high frequency measurements which contain information about the details of the displacement distribution but have a low signal to noise ratio.
Introduction
Diffusion as a physical phenomenon has been an essential part of the history and development of magnetic resonance imaging. Hahn E. (1950) observed the effect of diffusion to spin-echoes, Carr H.Y., Purcell E.M. (1954) studied the effects of diffusion on free precession, and Torrey H. (1956) modified the Bloch equations to include diffusion term with spatially varying magnetic field. Stejskal E.O., Tanner J.E. (1965) , in their seminal paper, introduced the pulsed gradient spin echo sequence and showed the potential of diffusion related signal attenuation to probe the motion of molecules and to define the diffusion coefficient. In 1973 P. Lauterbur (who shared the Nobel Prize with Sir Peter Mansfield in 2003) made history publishing his groundbreaking paper entitled "Image formation by induced local interactions: Examples employing nuclear magnetic resonance" In his experiment Lauterbur superimposed a magnetic field gradient on the static uniform magnetic field. Because of the Larmor principle, different parts of the sample would have different resonance frequencies and so a given resonance frequency could be associated with a given position. He also pointed out that it is possible to measure molecular diffusion from the decay of the MR-signal.
Diffusion weighted magnetic resonance imaging was introduced by Le Bihan D et al. (1986) measuring the displacement of protons. Moseley ME et al. (1990) observed that diffusion in the white matter was anisotropic. In anisotropic media the mobility of the molecules is orientation dependent and can not be represented by one single diffusion coefficient. The three dimensional process of diffusion modeled by diffusion tensors was introduced by Basser PJ, Mattiello J, Le Bihan D. (1994) .
Without going into the physics of dMRI, we sketch the idea from the statistical point of view. After applying two consecutive and opposite gradient pulses with amplitude |q| in the direction u = q/|q| ∈ S 2 , * with time delay t, MR produces at every spatial location v a signal
where S v (0) is the concentration of water molecules at v, and q is the 3-dimensional pulse gradient, b = |q| 2 /2. In eq. (1.1) appears the characteristic function of a centered Gaussian random vector V t with covariance matrix D v † , which is interpreted as the displacement of a water molecule with initial position v in the time interval [0, t] between the two pulses. The symmetric and positive definite matrix-valued field (D v ) describes the geometry of the media and it is the object of interest. Note that for an eigenvector q with eigenvalue λ > 0 satisfying D v q = λq, the MR signal
is highest when q belongs to the eigenspace of the smallest eigenvalue of D v , and lowest in the principal direction. In neuroimaging, we measure restricted diffusion within neuron cells, and the principal diffusion eigenvector corresponds to the direction of a nervous fiber.
It is well known that the noise in an MR measurement has a Rice distribution instead of Gaussian (Jones D.K., Basser P.J. , 2004; Henkelman R.M. , 1985; Zhu H. et al. , 2007; Assemlal, H.E. et al. , 2009; Landman B. et al , 2007) . Several authors (e.g. Zhu H. et al. , 2007; Salvador, R. et al. , 2004) , add the noise-induced bias into the measurement so that a simple Gaussian noise model can be fitted to the data. But none of them can easily gain the potential important information (e.g. Mori S., Tournier J.D. , 2014; Burdette, J.H. et al. , 2001 ) from the high-frequency data, because in the high b-value range the corrected data does not fit the Gaussian distribution. Also the Rice noise model is used (e.g. Gudbjartsson H., Patz S. , 2005; Veraart, J. et al. , 2011; Andersson J.L.R., 2008; Lauwers L. et al. , 2010) , but in all cases the methods dealing with Rice noise are computationally intensive.
Our work also deals directly with the Rice noise distribution. By using data augmentation, we reduce the non-standard regression problem to a standard Poisson regression. This novel strategy can obtain diffusion information also from high amplitudes in the low SNR regime, including the zero measurements which fall below the detection threshold. Bayesian regularization is introduced in order to reduce the noise and obtain estimates also when the data is locally corrupted and contains artefacts. In addition, our method applies directly to high-order tensor models and spherical harmonics expansions of the diffusivity function see Barmpoutis A., Vemuri B.C. (2010) , Özarslan E., Mareci T.H. (2003) , Ghosh A. et al. (2009) , which can capture more complex brain structures as fiber crossings and branchings. In order to regularize the 4th order tensor field we use a recent result by Ghosh A. et al. (2012) on invariants of 4th order tensors to derive the general form of an isotropic Gaussian distribution for the tensor coefficients. This generalizes the probabilistic models proposed in the literature (see Moakher M. , 2009 ).
The paper is structured as follows: the nonlinear regression problem with Rician noise model is described in Section 2.1. The main contribution of the paper, data-augmentation by Poissonization is introduced in Section 2.2. In Section 3, after a general discussion on McMC methods, we construct the Bayesian hierarchical model for a single tensor (Section 3.3), and the Gibbs-Metropolis algorithm for sampling posterior distribution (Section 3.4). In Sections 3.5 and 3.6, we continue with the isotropic Gaussian Markov field prior the Gibbs-Metropolis updates for the tensor field together with the Bayesian estimation of the regularization parameters. In Sections 3.7,3.8, 3.9 we extend the method to higher order tensor models and explain the correspondences between tensors and the spherical harmonic expansion of the diffusivity. The implementation of these methods is illustrated in Section 4 with an analysis of human brain data.
Theory and Modeling

Rice likelihood
We follow the discussion in Zhu H. et al. (2007) . Let us fix a position v and omit the indexing. The signal is expressed conveniently as S v (q) = exp(Zθ) with parameter
and the design matrix Z has rows
In the MR experiment the signal is corrupted by Rice noise. We measure
where (ε 1 , ε 2 ) are independent with Gaussian distribution N (0, σ 2 ), and ε = (ε 1 +iε 2 ) is a complex Gaussian noise.
From the statistical point of view, the estimation of θ from diffusion-MR data is a non-linear regression problem with the positivity constraint qDq ≥ 0, for all q ∈ R 3 . It follows that the Rice likelihood function is given by
where
is the modified Bessel function of first kind. of Gaussian diffusion, it is enough to use low b-value measurements. However, to estimate higher order characteristics and finer details of the diffusion distribution using higher order tensor models, expansions of spherical functions or mixture models, and ideally, to invert the characteristic function in Eq. (1.1) in the non-Gaussian case, the high b-value measurements are also needed.
Poissonization and data augmentation
From a statistician's point of view, a non-linear regression problem is most conveniently framed in the context of Generalized Linear Models (GLM), where the measurements have probability density of the form
see McCullagh, P., Nelder, J.A. (1989) . The function a(τ ) in Eq. (2.5) specifies an exponential family of distributions for the response Y , and τ is determined implicitly by the relation g(µ) = Zθ, where µ = E τ,φ (Y ) = a (τ ) is the expectation and g(µ) is the link function. Unfortunately, this assumption is not satisfied by the Rice likelihood in Eq. (2.3). In order to reduce the non-linear regression problem to the framework of generalized linear models, we propose a novel data augmentation strategy for parameter estimation under the exact Rice likelihood. For each data point Y we introduce an unobservable variable N which follows a generalized linear model with Poisson response corresponding to a(τ ) = exp(τ ), φ = 1, and link function g(µ) = log(2σ 2 µ)/2. In a Bayesian framework, we then use Markov chain Monte Carlo to integrate, conditionally on the observations Y , the variables θ, σ 2 and N .
Lemma 2.1. Consider random variables (N, X), where N is Poisson distributed with mean t > 0 , and given N , X has conditional distribution Gamma(N + 1, 1/(2σ 2 )), that is
In particular P t,σ 2 (N = 0|Y = 0) = 1.
Proof 1. 1 is well known. After a change of variable sum over n by using the representation 
We call (p τ (n) : n ∈ N) the reinforced Poisson distribution with parameter τ .
In appendix (A) we discuss random sampling from this distribution.
Corollary 2.3. In the settings of Lemma 2.1, with t = exp(2Zθ)/(2σ 2 ) ,
• The marginal distribution of Y has Rice density of Eq. (2.3).
• The conditional distribution P t (N = n|Y = y) is a reinforced Poisson distribution p τ (n) with parameter τ = y exp(Zθ) 2σ 2 .
Bayesian Computational Methods
Markov chain Monte Carlo
The Metropolis-Hastings algorithm (Metropolis N. et al. , 1953; Hastings W.K. , 1970 ) is a general method to explore a probability distribution in high-dimensional space. The idea is to construct a Markov chain (ξ t ) which is reversible with respect to the target probability π(x), i.e. the transition probability K(x → dy) = P (ξ 1 ∈ dy|ξ 0 = x) satisfies the detailed balance condition
It follows that π is the equilibrium distribution of the Markov chain, meaning that the Markov chain starting from the equilibrium distribution remains in equilibrium, i.e. π(dx) = P π (X t ∈ dx), ∀t ∈ N.
Let π(x) = z −1 f (x) be the target probability density for a configuration x ∈ R d , where
is a possibly unknown normalizing constant. Starting from a configuration ξ t , sample a proposal value ξ from a proposal density Q(ξ t → ξ). With probability
we accept the proposed value and set ξ t+1 = ξ, otherwise the proposed move is rejected and we set ξ t+1 = ξ t . The ratio of densities in the right hand side of Eq. (3.8) is referred as Hastings' ratio. It is straightforward to check that the resulting transition probability
satisfies detailed balance and the Markov chain (ξ t ) is reversible with respect to the target distribution π. In order to implement the algorithm, it is enough to know the target density up to a proportionality constant.
Note that when we apply consecutively different Metropolis-Hastings transitions, the equilibrium distribution is preserved. Under some irreducibility assumptions, the Markov chain covers the support of the target distribution (see Nummelin E. , 2002) , and the ergodic theorem
holds with probability 1, for any initial state ξ 0 with f (ξ 0 ) > 0.
How we choose the proposal distribution Q(ξ → d ξ) ? In fact we have almost complete freedom, the only requirement is the mutual absolute continuity of the 1-step forward and backward measures:
In high dimension, to construct McMC proposals with good mixing properties can be very challenging and it is an art by itself. A reference text is Robert, C.P., Casella G. (2004) . A general idea is to update a subset of coordinates (block), keeping the rest fixed (Gibbs-Metropolis update). A Gibbs' update is a special case, where a subset of coordinates is updated by sampling a block from its conditional distribution given the remaining coordinates. A Gibbs' update is always accepted.
In Bayesian inference, all the unknown parameters and variables of the problem are thought as random variables with a given prior probability distribution. Then the target distribution of the MetropolisHastings algorithm is the posterior distribution of the unobserved variables conditionally on the observed ones. Bayes formula gives
where only the right hand side need to be specified and the normalizing constant may remain unknown.
Positivity constraints and McMC
The 2nd-order tensor model in Eq. (1.1) describes the decay of the signal S v (q) in each direction u = q/|q| as |q| increases. In order to have physical meaning, the diffusivity function d(u) = u T D v u should be non-negative, hence the matrix D v must have non-negative eigenvalues.
In general, there are two simple ways to include a constraint C ⊂ R d in a McMC algorithm. In order to approximate the constrained expectation
One has to choose:
• include the constraint into the target distribution obtaining a new target density proportional to
In practice this means starting from a state ξ 0 ∈ C, and rejecting every proposed state which does not satisfy the constraint. The resulting Markov chain takes values in the constraint set C.
• alternatively, include the constraint in the test function and sample from the unconstrained Metropolisalgorithm. By the law of large numbers, with probability 1
.
This second method has the advantage of simplicity, it is not even required to start the Markov chain from ξ 0 ∈ C, and the unconstrained Markov chain may have better mixing properties than the constrained one. The drawback is that the samples not satisfying the constraint are lost.
Bayesian hierarchical model
We assign non-informative priors to the parameters of the likelihood function in Corollary 2.3:
• σ 2 has scale invariant improper prior, with density π(σ 2 ) ∝ 1/σ 2 .
Given the parameters (θ, σ 2 ), the random pairs {(N i , X i ) : i = 1, . . . , m} are conditionally independent with conditional distribution
Gibbs-Metropolis updates
We combine sequentially several block updates, where in turn a subset of paramaters is updated keeping the remaining ones fixed. When it is feasible, we sample the parameters from their full conditional distribution (Gibbs' update). For the regression parameter θ, we construct a Gaussian proposal distribution which approximates the full conditional.
• Updating σ 2 : The variance parameter is updated in a Gibbs step. Conditionally on the augmented data (N i , Y i , Z i ) and the parameter θ, the conditional density of σ 2 up to a multiplicative constant is given by
which corresponds to the inverse gamma distribution, with shape and rate parameters
Remark 3.1. Note that the noise variance σ 2 appears in both augmented likelihood factors
which makes the pair (θ 0 , σ 2 ) identifiable.
• Updating N : The auxiliary random variables N i are updated by sampling from the full conditional distribution. Conditionally on θ, σ 2 and the measurements (Y i , Z i ), the r.v's N i are conditionally independent with reinforced Poisson distributions, with parameters
respectively. In appendix A we discuss Monte Carlo sampling from the reinforced Poisson distribution.
Remark 3.2. The augmented data N is generated "on the fly" from the full conditional distribution above when needed. It is not necessary to store N into the computer memory.
• Updating θ: Conditionally on N = (N i : i = 1, . . . , m) and σ 2 , the parameter θ is independent of the observations Y i , the full conditional distribution being proportional to
Having assumed a flat prior π(θ) = 1, we choose a Gibbs-Metropolis update with Gaussian proposal
where have employed the Laplace approximation of Eq. (3.9) around the modeθ. Here σ 2 and N are fixed and the precision matrix is the Fisher information
To find the modeθ, we use the iterative Fisher scoring algorithm (see McCullagh, P., Nelder, J.A. , 1989) , (Lange K. , 2013) Chapter 10. The Hastings' ratio (HR) for θ sampled from the proposal distribution q(·|θ) is given by
Remark 3.3. Computing the Laplace approximation (Eq. 3.10) to the full conditional density (Eq. 3.9), is crucial in order to get high acceptance rates in the McMC. Without data augmentation, the GLM-likelihood in Eq. (3.9) should be replaced by a product of Rice likelihoods. It is also possible to compute by Fisher scoring the Laplace approximation of the full conditional under such Rice likelihood. However, for large sample size m, it could be not computationally affordable to do that at every McMC update of every single tensor.
The algorithm is based on the assumption that the Fisher scoring algorithm converges to same global maximumθ for all initial values θ. However, with a finite number of iterations, the approximate modeθ obtained by starting the Fisher scoring algorithm from the proposal value θ will be slightly different than the approximate modeθ obtained starting with initial value θ. In order to correct for this discrepancy we have to run the Fisher scoring algorithm a second time starting from the proposed value θ and reaching another approximate maximumθ. In this case we redefine the Hastings' ratio as
. By fixing θ 0 = log(S 0 ) to the current value, we can also update the tensor parameters θ D conditionally on (θ 0 , σ 2 , N ). This is useful in situations where data almost determine S 0 and the Fisher information I(θ) for θ = (θ 0 , θ D ) is numerically close to be singular. In such cases Fisher scoring algorithm is unstable and may fail to converge. We take θ 0 as known, and use instead the Fisher information for θ D .
• Separate update for θ 0 : We consider also updating θ 0 and the tensor θ D separately. We see that
Since log S 0 has improper flat prior, π(S
We sample ξ from this Gamma distribution and set θ 0 = log(ξ)/2.
Bayesian regularization of the tensor field
Bayesian regularization is an image-denoising technique, introduced by Geman S. and Geman D. (1984) , which has been already applied in DTI studies (Frandsen, J. et al. , 2007; Krissian K. Aja-Fernandez S. , 2009) . It is assumed that under the prior distribution that the spatial parameters of the model are not independent but form a correlated random field. This is a reasonable assumption in our context: even when a priori we do not have any information about the main tensor direction at a given voxel, we know that often tensors from neighbour voxels are similar, just because a nervous fiber possibly continues from one voxel to the next. The prior dependence is taken into account according to Bayes formula and it has a smoothing and denoising effect on the posterior estimates. An alternative, is to estimate first the parameters independently at each voxel, and then interpolate the preliminary tensor estimators to obtain a smoothed estimator. The advantage of Bayesian regularization is that estimation and regularization are performed in a single procedure, by using all the available information.
Consider a zero mean 3 × 3 symmetric Gaussian random matrix D = (D i,j : 1 ≤ i ≤ j ≤ 3). In Basser P.J., , Jeffreys H. (1961) , it is shown that the distribution of D is isotropic if and only if it has density of the form
with η > 0 and λ > −η/3. In Section 3.9, we will see that (3.11) follows from the isotropic Gaussian random field characterization in terms of the law of its spherical harmonic coefficients. 
We construct an (improper) pairwise-difference Gaussian prior for a Markov random field of (3 × 3) sym-
where V is the set of voxels, provided with the neighbourhood relation v ∼ w in the Z 3 lattice. This Bayesian approach is equivalent to least-squares Tikhonov regularization in the framework of penalized maximum likelihood (Kaipio J., Somersalo E. , 2005) . Define the improper prior
which is shift-invariant in R 6 and invariant under rotations in
proper rotation invariant distribution, but the marginal prior of D(v) does not integrate to a probability distribution. For each voxel v ∈ V introduce the regression parameter vector
For the log-intensity parameters θ 0 (v) = log(S 0 (v)) we could either assume prior independence and assign a flat prior, or use a pairwise difference improper contextuality prior with density
called instrinsic prior (Besag J. et al. , 1991) . The hyperparameters η, ρ ≥ 0, λ > −η/3, are tuning the correlations of the difference (θ(v) − θ(w)). As in Section 2.2, for each voxel v we introduce: 
As before, we compute the Laplace approximation for the log-likelihood at each voxel v. When we combine this Gaussian log-likelihood approximation with the pairwise-difference Gaussian prior by using Bayes formula, we obtain an approximating Gaussian posterior for θ(v), which we will use as proposal distribution in the Gibbs-Metropolis update. We may consider the single site update, where θ(v) is updated voxelwise conditionally on N (v) and the values θ(w) at neighbour voxels v ∼ w. Alternatively we can construct a Gaussian approximation to the full conditional as a joint proposal in a simultaneous update for a block (θ(v) ∈ W ), where W ⊆ V is a connected subset of voxels. The size of a block can vary from a single site to the whole brain. For example we may define a block as a ball with given center and radius under the graph distance, which is the length of the shortest path between two voxels. We denote the exterior boundary of W by ∂W := {w ∈ V \ W : ∃v ∈ W with w ∼ v} and set W := W ∪ ∂W , ∂{v} := {w ∈ V : w ∼ v} denotes the neighbourhood of v, and #∂{v} stands for its cardinality. We update the variable (θ(w) : w ∈ W ) conditional on the observations (N (w) : w ∈ W ) and
The prior of (θ(w) : 
where the constant term does not depend on (θ(v) : v ∈ W ) and may change from line to line,
is a 7 × 7 precision matrix, and after completing the squares we have defined
is a band diagonal precision matrix with (7 × 7) blocks and v, w ∈ W . This corresponds to a Gaussian proposal distribution q(θ(w) : w ∈ W ) with mean (μ(w) : w ∈ W ) and covariance (Ψ) −1 .
Prior contribution
The prior contribution is derived as the proposal contribution by conditioning on the values (θ(v) : v ∈ ∂W ) without including data. We obtain
These expressions determine the Hastings' ratio for this Gibbs-Metropolis update (here omitted).
Updating the regularization parameters of the 2nd order tensor field
The precision matrix of the Gaussian random field
is the adjacency matrix of the graph V , and Ω D was given in (3.12). Since
with constraints η > 0 and λ > −η/3.
In order to factorize the likelihood we reparametrize with δ = (η + 3λ), obtaining
Assuming scale invariant independent priors for η, δ,
we obtain the full conditional distribution of (δ, η) as the product of two Gamma densities,
In the McMC, we update the regularization parameters by sampling (η, δ) independently from these full conditional distribution and setting λ = (δ − η)/3. (2012)), argue that the 2nd-order tensors fail to capture complex tissue structures such as fibers crossing and branching in a single voxel. In such voxels most often anisotropy is underestimated and fiber tracking algortihms based on 2nd-order tensors estimates terminate. In fact, while at every spatial location we have a diffusion matrix, in the time scales we are considering, the scale of water diffusion is of smaller order than the size of a voxel. The 2nd-order tensor model assumes that the diffusion tensor is constant at all points inside one voxel. In reality a voxel contains a whole population of cellular structures, corresponding to a population of diffusion tensors. Equation (1.1) should be replaced by 15) which is the characteristic function of the random displacement V t of a water molecule randomly selected within the voxel. Here Q v is a probability distribution on the space M + ⊂ R 6×6 of positive definite matrices for the population of diffusion tensors. Instead of measuring the characteristic function of centered Gaussian random vector, the MR-experiment measures the characteristic function of a Gaussian mixture.
Modeling diffusivity with 4th-order tensors
We see from (3.15) that the signal S v (q) is a decreasing function of |q|. In 4-th order tensor modeling it is assumed that the signals are given by 16) where b = |q| 2 /2 is the b-value, u = q/|q| is the gradient direction, and the diffusivity function
is an homogenous polynomial of degree 4. Here the 4-th order tensor
is totally symmetric. In (3.16) we have introduced the parameter θ ∈ R 15 as log S (0) 
Because the diffusivity function models signal decay, the 4-th order tensor must satisfy the positivity con-
When we analyze the data at each voxel separately, under the high order tensor diffusivity model, only the dimensions of the parameter θ and the design matrix Z are changed, and the data augmentation of Section 2.2 and the Bayesian procedures of Section 3 apply directly.
In what follows, in order to perform Bayesian regularization of the tensor field, we first give the general form of an isotropic Gaussian distribution for the 4-th order tensor, in analogy with (3.11). Then, by taking pairwise differences, we obtain an isotropic Gaussian random field of 4-th order tensors which replaces the prior (3.13) in the Bayesian regularization method of Section 3.5.
In Basser P.J., Pajevic S. (2007) , the 4th-order tensor in dimension 3 is shown to be isomorphic to a 2nd-order tensor in dimension 6 under the isomorphism 
are invariant under 3d-rotations and span the space of isotropic homogeneous polynomials of degree 2 in the variables D. Here we give the general form of a zero-mean isotropic Gaussian distribution for the 4th-order tensor, with density
. 
The covariance matrix of D is positive definite under the constraints
The construction and block-updates described in Section 3.5 extends directly to a 4-th order tensor valued random field (D(v) : v ∈ V ), with the improper rotation-invariant pairwise-difference Gaussian prior
Inside the exponential, appears a generalization of the regularization term used in . In order to proceed as in Section 3.5, we just need to replace the precision matrix in (3.14) by the 16 × 16 block-diagonal matrix
Positivity constraint for 4th order tensors. It follows that the diffusivity function d(u) in (3.17) is positive when the 6 × 6 matrix D in (3.18) has positive eigenvalues. This is a sufficient but not a necessary condition, because it is enough to have positivity on the algebraic variety
When D is negative definite, we should check the sign of the Z-eigenvalue of the diffusivity, which was introduced by Qi L. et al. (2010) as the solution of the constrained optimization problem
Updating the parameters of the 4th-order tensor field
The likelihood for λ, η, γ based on θ(v) : v ∈ V is proportional to
where the polynomial g(D) was given in (3.19). In order to factorize the likelihood we reparametrize with
with α, β, δ > 0. The linear system has solution (3.22) and the corresponding likelihood is proportional to
We assume scale invariant priors for α, β, δ,
and obtain the full conditional distribution of (α, β, δ) as the product of these Gamma densities:
In the McMC, (α, β, δ) are updated independently by sampling from these full conditionals. The corresponding (η, λ, γ) are then obtained from equation (3.22).
Spherical harmonics representation
In general, the diffusivity function d : S 2 → R can be expanded as
where , we obtain a finite dimensional parametrization, which corresponds to the tensor model of order 2n (3.24) where the tensor D is totally symmetric and the coefficients D κ have multiplicities
By comparing the representations (3.24) and (3.23) as in Özarslan E., Mareci T.H. (2003), it follows that the coefficients of the tensor of order 2n and the spherical harmonic coefficients of degrees 0, 2, . . . , 2n are related by a linear bijection D = θB. For the 2nd-order tensor model this holds for 
Next we discuss the prior distribution for the spherical harmonic coefficients. When these are independent Gaussian random variables with
it follows from Theorem 6.11 in (Marinucci D., Peccati G. (2011) ) that (d(u) : u ∈ S 2 ) is an isotropic, centered and symmetric Gaussian random field. Moreover all the random fields in this class are obtained in such a way, and are characterized by their angular power spectrum (a 2 2 , ∈ N). Consequently the tensor coefficients (D κ : κ ∈ N 3 , |κ| = 2n) are also centered Gaussian random variables with covariance
where the diagonal matrix A is the covariance of the spherical harmonic coefficients
After inverting the covariance and comparing with the precision matrices Ω in (3.12) and (3.21), we find the following linear correspondances between precision parameters: for the 2nd-order tensor model When the diffusivity function is assigned voxelwise as
with common truncation level n, we define the (improper) regularization prior for the random field by assigning a Gaussian prior to the coefficients' pairwise differences as follows
The Bayesian computations of Sections 3.4,3.5, apply directly with parameter
design matrix Z ∈ R m×(1+d) with rows
and diagonal precision matrix Ω ∈ R (1+d)×(1+d) with diagonal entries
Assuming an improper and scale invariant prior for the angular power spectrum, given as
we obtain the full conditional distribution for the precision coefficients as
In the McMC the angular power spectrum is then updated by sampling independently from these full conditionals and taking the inverse.
Results
In the follow-up, we illustrate the performance of our method with a real data example.
The dataset The data consists of 4596 diffusion MR-images of the brain of an healthy human volunteer, taken from four 5mm-thick consecutive axial slices, and measured with a Philips Achieva 3.0 Tesla MRscanner. The image resolution is 128 × 128 pixels with size 1.875 × 1.875 mm 2 . After masking out the skull and the ventricles, we remain with a region of interest (ROI) V containing 18764 voxels. In the protocol we used all the combinations of the 32 gradient directions listed in Table 3 , with the b-values in Table 2 , varying in the range 0 − 14000s/mm 2 , with 2 − 3 repetitions, for a total of 23323644 data points.
McMC implementation
The data is analyzed under 2nd and 4th-order tensor models, with and without Bayesian regularization, estimating the regularization parameters in the first case. In the Markov chain Monte Carlo we do not impose positivity constraints on the tensors as we discussed in Section 3.2, since we want to count the voxels where the posterior expectation of the tensor is non-positive. To begin with,
we compute independently at each voxel v a preliminary estimator for the tensor and noise parameters θ(v), σ 2 (v), obtaining the initial state of the Gibbs-Metropolis Markov chain. This is done under the logGaussian approximation discussed in Section 2.1, by the method of weighted least-squares, and using only observations in the low b-value range (b < 5000 s/mm 2 ). For the regularized model, at each McMC-cycle we divide V into blocks, where each block is the intersection of V with a ball of radius r = 7 under the graph distance, and can contain up to 342 voxels. Since blocks are separated by at least one voxel, the parameters from different blocks are conditionally independent given the exterior boundary values, and it is possible to update the blocks in parallel. The centers of the blocks are then cyclically shifted at each
McMC cycle, and at the end of each cycle we also update the regularization parameters. The Markov chain was running for 25050 and 22100 cycles respectively, under 2nd and 4th-order tensor models, which took 257 and 225 CPU hours on a 15-core Intel Xeon E5-2670 processor.
Monitoring the McMC
Before computing empirical averages, we waited for the Markov chain to reach stationarity. The burnin-period (15600 and 10450 cycles under the 2nd and 4th-order tensor models, respectively) was selected by monitoring the logposterior and the regularization parameters of the samples shown in Fig. 1 , which deserves an explanation. We see that the Rice-loglikelihood increases first very rapidly, and then decreases before stabililizing. Such phenomena is not uncommon in high dimensional models, when a maximum likelihood estimator is used to construct the initial configuration (see for example Fig. 3 in Besag J. et al. (1995) ). To see this effect in a toy model, just consider a Gaussian vector X ∈ R n with i.i.d.
In high dimension, under the posterior distribution the typical configuration and the maximum a posteriori (MAP) configuration can be very different, with a set of typical configurations containing most of the probability mass, while the probability mass concentrated around the MAP-configuration is negligible. Since we start the Markov chain from the maximum likelihood estimator under the approximating log-normal model, at the beginning the orientation of all tensors (but not their eigenvalues) are close to optimal also under the exact Rice likelihood model. Then the tensor eigenvalues and noise parameters move rapidily towards configurations with highest posterior probability. After this phase, it takes a while for the tensor orientations to mix-up. Since the acceptance probabilities are not uniform betwteen blocks, and we are estimating simultaneously the regularization parameters, the total logposterior density shows a slow decay before reaching stationarity.
For comparison, we plot in Fig. 2 the McMC trace of the Rician loglikelihood for a single voxel under 2nd and 4th tensor models, without Bayesian regularization, which converges rapidly to stationarity.
Acceptance probabilities In Fig. 3 we show the acceptance probabilities for the Gibbs-Metropolis block update of the tensor parameters, estimated for each voxel under the regularized 2nd and 4th order tensor models. Note that, although we use large block updates with more than 300 voxels in each block, the acceptance probabilities are remarkably high in most of the voxels (see the histograms). It means that in most cases the our Gaussian approximation is very close to the exact full conditional distribution of the tensor parameters in a block. Note also that in Fig. 3a (which corresponds to 2nd order tensor model) there are some regions with lower acceptance probability. In such areas one should use update blocks of smaller size. These regions of lower acceptance probability are either artefacts, where the data are corrupted, or contain complex structures where the 2nd order tensor model does not fit well the data, and a higher order model would be more appropriate. We see two low acceptance probability regions situated symmetrically on the left and right sides of the ventricles. Anatomically this corresponds to the corona radiata where fiber bundles from multiple directions are crossing. By comparing with Fig. 3b we see that in these regions the acceptance probability improves under the (regularized) 4th order tensor model. For the diffusion model without regularization, the independent tensor updates have high acceptance probabilities at all voxels, under both 2nd and 4th-order tensor models (in 5).
Deviance Information Criterion
The deviance information criterion (DIC), introduced by Spiegelhalter, D.J. et al. (2002) , is a measure of model fitting used in Bayesian model selection as an alternative to Bayes factors. Unlike Bayes factors, DIC is well defined also when improper priors are assumed, as it is the case in our settings. It is defined as
where D(θ) = −2 log p(data|θ) is the deviance, and we take conditional expectations with respect to the posterior distribution of the parameters θ. Defined in analogy with the toy example of Eq. (4.25), the effective number of parameters
appears as penalization term in the expression
This allows for model comparisons, lower DIC meaning a better fit to the data relatively to the effective number of parameters. In Fig. 6 the DIC is computed independently at each voxel under the 2nd and 4th-order tensor models (without regularization). Note that the voxels with the highest DIC corresponds to artefacts where the data is corrupted, and the area of high DIC correspond to complex white matter structures. We also calculated the overall DIC for all voxel under the model 2nd and 4th-order tensor models with regularization. The respective values DIC= −1.5554 × 10 8 and DIC= −1.5525 × 10 8 , indicate (a) acceptance probability, 2nd order tensor model (b) acceptance probability, 4th order tensor model that when we penalize the model by the effective number of parameters, overall the 2th-order tensor model fits our data better than the 4th-order model. In Fig. 7 the posterior expectation of the noise parameters σ 2 (v), are shown. When these are interpreted as residual variances in model fitting, we see that they are consistent with the DIC.
(a) 2nd order independent tensor model (b) 4th order independent tensor model Diffusivity profiles Fig. 8 shows the diffusivity profiles based on the posterior estimates of the tensors at all voxels in a region of interest. For each direction u ∈ S 2 and spatial location v ∈ V ⊂ R 3 , we plot the
is the posterior expectation of the diffusivity. In order to observe the differences between 2nd and 4th order tensor models, in Fig. 9 we zoom into the ROI (a) and (b), and see that the 4th order tensor model captures the fiber-crossings which the 2nd order model cannot capture. At the fiber-crossing locations, under the 2nd-order model the two largest eigenvalues of the estimated tensor have similar sizes, with a donut-shaped diffusivity profile. Bayesian regularization In Fig. 10 we compare diffusivity profiles from a region of interest without and with regularization, under the 4th order tensor model. With regularization, the differences in shape and direction between neighbouring tensors get smoothed. This also implies noise reduction: the tensor information from data corrupted by artefacts is corrected by the information from the neighbours. For the 2nd-order tensor model, the regularization effect in the same region was not that evident. Since the regularization parameters are not fixed but estimated from the data, we cannot always expect an increase from the smoothness level determined by the data. In order to achieve a prespecified level of smoothness we should either fix the regularization parameters or assign them a strongly informative prior. The posterior mean and standard deviation of the regularization parameters is given in Table 1 . 
In Section 3.9 we have seen that there is a linear bijection between the tensor coefficients and the coefficients of the truncated spherical harmonic expansion of the diffusivity. This implies that we can map linearly a 4th-order tensor to a 2nd-order tensor as follows (see Özarslan E., Mareci T.H. (2003)):
and the mean diffusivity can be also expressed in terms of the 4th order tensor coefficients as 26) where D was defined in Eq. (3.18). In Fig. 11 and 12 we compare the respectively the Bayesian estimates of FA and MD derived under the 2nd and 4th-order tensor models. The mean diffusivity (MD) maps from the results for both 2nd (Fig. 12a ) and 4th ( Fig. 12b ) order diffusion tensor.
Conclusion
Rician noise, which models the magnitude of a real valued signal perturbed by additive complex Gaussian noise, appears in a wide range of applications in statistics and signal processing. By using a novel representation of the Rician likelihood, we are able to reduce nonlinear regression problems with Rician noise to Generalized Linear Models with Poissonian noise. This representation turns out to be very useful in Diffusion Tensor Imaging, where the problem is to estimate the transition distribution of water molecules diffusing inside the brain cells, by using spectral data which is corrupted by Rician noise. In this work we parametrize these transition distributions with diffusion tensors of either 2nd or 4th order. We follow the Bayesian paradigm, choosing improper non-informative priors for tensors and noise parameters. Indeed, in the Bayesian regularization of the tensor field only very little assumptions are needed, namely an improper and isotropic Gaussian Markov random field prior, where the regularization parameters with scale invariant priors are also estimated from the data. This is very much in the spirit of E.T. Jaynes who advocated for Bayesian inference using objective priors, which should be based on symmetries and on the maximum entropy principle when prior information is not available (Jaynes E.T. (2002) ). It is also not far from the penalized maximum likelihood approach, with the difference that we use as Bayesian estimator the posterior expectations rather than the Maximum A Posteriori configuration (which again could be obtained by simulated annealing after adding a temperature parameter to our Gibbs-Metropolis algorithm).
Although Bayesian regularization has already been used in the diffusion-MRI literature, until now
McMC was not seen as a viable alternative for the analysis of high b-value diffusion-MR data. To obtain diffusion images, we need to process an huge amount of data. Standard McMC strategies like single site updates and random walk proposals were not efficient enough to produce whole brain images under the Rice noise model. By exploiting the properties of Generalized Linear Models, we are able to construct a Gaussian approximation to the full conditional distribution and update simultaneously large blocks of tensor variables with high acceptance rates. It is clear that our fully Bayesian approach, as well as all methods based on penalized maximum likelihood, is computationally extensive compared with multi-stage procedures where first the tensors are estimated independently, and only in a second step smoothing and interpolation procedures are applied. However second-stage smoothing has its drawbacks, for example it depends on the choice of the tensor metrics, it can induce unwanted effects as tensor swelling (Dryden I.L. et al. , 2009) . Nowadays there are affordable options for acceleration, e.g. adopting parallel computation on a large computer cluster, and computing with Graphical Processor Unit (GPU) (Hernández M. et al. , 2013) . On the other hand, the acquisition of MR-diffusion data is very costly and we cannot keep a subject for hours inside the scanner, in order to get the most out of the data it makes sense to use more computational resources and perform an accurate Bayesian computation under the exact noise model combining estimation and adaptive regularization in single procedure.
We are currently working to extend our framework in several directions. In a forthcoming paper, we have implemented the variational Bayes (VB) approximation of the posterior distribution under the very same Bayesian hierarchical model discussed in this work. We are also working on positive definite tensor models, as the ternary quartic approach (Barmpoutis A., Vemuri B.C. , 2010) , (Ghosh A , 2011) , (Ghosh A. et al. , 2009) , and on spherical harmonic expansions with variable dimensions, with random truncation levels at each voxel, and using reversible-jump McMC to sample from the posterior (Green P.J. , 1995) . This would produce a brain segmentation with classification of the voxels according to the tensors order. For each b-value, the MR-signal was measured in these 32 gradient directions.
