Abstract-The introduction of wavelength converters in wavelength division multiplexing (WDM) networks can reduce the blocking probabilities of calls. In this paper, we study the problem of placing a given number of converters in a general topology WDM network such that the overall system blocking probability is minimized. The original contributions of this work are the following: 1) formulation of success probability in a network as a polynomial function of the locations of converters; 2) proposal of an optimization model of the converter placement problem as the minimization of a polynomial function of 0-1 variables under a linear constraint, so that standard optimization tools can be employed to solve the problem; and 3) design of a search algorithm that can efficiently find the optimal solution to the converter placement problem. Experiments have been conducted to demonstrate the effectiveness of the proposed model and the efficiency of the algorithm.
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I. INTRODUCTION

W
AVELENGTH division multiplexing (WDM) networks have emerged as a popular architectural solution for the backbone of wide-area networks (WANs). The wavelength converter [1] is an essential device that makes WDM networks scalable. It can switch optical signals from one wavelength to another at a switching node. In the absence of any wavelength converter, it requires that the same wavelength be used throughout the path of a channel. That is, a channel can be established only if there exists a free wavelength that is not used on all links of the path. In the case where a wavelength converter is equipped at every node, a channel is blocked only when there is no wavelength available on a link. It is obvious that the use of wavelength converters can significantly reduce the blocking probabilities of channels.
It has been anticipated that all-optical wavelength converters will continue to be expensive devices for many years [2] . It is not possible that every network node can be equipped with such a device. The networks in which only some nodes are equipped with wavelength converters are referred to as sparse wavelength conversion networks. In this paper, we limit our discussions to a network with sparse wavelength conversion. The problem we are interested in is, given the traffic demand and the number of converters in a network, to decide which network nodes should be equipped with converters such that the overall blocking probability of the network is minimized. This is called the converter placement problem [14] . Throughout this paper, "place a converter on a node" means equipping a node with a converter. We assume that on a node either only one converter is placed, or none is placed. Our analysis is also based on the assumption of fixed routing and random wavelength assignment.
There are several formal expressions that have been proposed to compute blocking probabilities in relation with the placement of converters in WDM networks. However, it is not easy to compute the end-to-end success probability by using these formulas when the locations of converters are not fixed, and none of them is general enough to derive a polynomial formulation for global optimization. The original contributions of this paper are as follows.
1) We formulate end-to-end success probability as a polynomial function of converter locations, i.e., , which will provide convenience for computing the success probability of network with various locations of converters.
2) We present an optimization model of the converter placement problem as minimization of a polynomial function of 0-1 variables under a linear constraint. Standard optimization tools can, thus, be employed to solve the problem. 3) We design a search algorithm that can efficiently find the optimal solution of converter placement. Experiments have been done to show the effectiveness of our model and the efficiency of the proposed algorithm.
II. RELATED WORK
Birman proposed a model in [3] to compute the end-to-end blocking probability in all-optical networks without wavelength conversion. In this model, the blocking probabilities under two routing schemes were analyzed: fixed routing and least loaded routing. This model was later improved by Sridharan et al. in 0733-8724/03$17.00 © 2003 IEEE [4] . The models proposed in [5] and [6] are for the analysis of blocking probabilities in a system with or without wavelength converters. In [6] , it studied the blocking probabilities on a path and discussed the effects of some network parameters to the blocking probabilities, such as the path length, switching size, etc.
The placement of converters in a network to minimize the system blocking probabilities has been an active research topic in the last few years. Some analytic models have been proposed in [7] - [9] to compute the overall system blocking probability in the presence of wavelength converters. The models presented in [7] and [8] formulate the blocking probability on a path in a recursive fashion (or based on the dynamic programming model), which makes it difficult to use standard tools for global optimization. Due to the complexity of the problem, the study of the optimal solutions in [8] is only limited to some special topology networks, such as in path, bus, and ring. In [9] , it was proved that the optimal solution on a path can be achieved when all the segments (a path segment between two consecutive converters, or between an end node and its nearest converter) on the path have equal blocking probabilities. Based on this theorem, some algorithms of linear complexity were proposed to obtain near-optimal solutions for converter placement on a path.
The optimal placement of converters in general topology networks is NP-hard [10] . There are possibilities to place converters over an -node network. Several heuristics and exhaustive search approaches have been proposed. The heuristic presented in [11] places wavelength converters at nodes with the highest average output link congestion. The heuristic can give an almost-optimal result for the National Science Foundation Network (NSFnet). In [12] , three heuristics were proposed to place converters at nodes with higher values of the following three criteria, respectively: 1) number of channels in transit; 2) node-degree times the number of channels in transit; and 3) output fiber utilization ratio. Simulations have been conducted to analyze the effectiveness of the heuristics. Xiao et al. proposed a simulation-based method for converter placement [13] . In this method, utilization statistics of the converters at all nodes are first collected via a large amount of simulations. Then, optimization algorithms are used to place the converters based on the utilization statistics. All these heuristics cannot give the optimal solution for converter placement. An improved exhaustive search method for the optimal solution was proposed in [14] by introducing an auxiliary graph for each node. The exhaustive search on the original network is, thus, reduced to the exhaustive search on the auxiliary graphs. It was found through the experiments that the method is very efficient when (the number of converters to be placed in the system) is large.
We propose a 0-1 programming model to formulate the problem of optimal converter placement. This is the first model in which the system overall success probability is expressed as a polynomial function of 0-1 variables under a linear constraint. Standard tools can, thus, be employed to perform global optimization in this model. 
III. SYSTEM MODEL
The network is modeled as a directed graph . The nodes of the network are numbered . We introduce the following notations.
Directed link from node to node . Number of wavelengths on each link. Number of nodes to be equipped with converters. End-to-end traffic load from node to node . It is the arrival probability of a call from to . . Traffic matrix of the network. Amount of traffic going through link . Load per wavelength over link . is the probability that a given wavelength on link is occupied, which is called the blocking probability on . Following the traffic model in [14] , can be computed by (1) provided is small such that . is the state vector, indicating the placement of converters. is defined as if node is equipped with a converter otherwise.
By using variables , our problem can be described as follows: given traffic matrix and converters, to determine the values in , such that the overall blocking probability of the network is minimized, or, on the contrary, the overall success probability of the network is maximized.
A. End-to-End Success Probability
We first consider the end-to-end success probability between any pair of nodes in the network. In the next section, we will consider the overall success probability of the network.
Suppose the route between node and node is known to be path . Some converters are placed on . We define a segment of the path to be the set of links between two consecutive converter nodes or between an end node and its nearest converter node in the path. For example, in Fig. 1 , two converters, placed at nodes 3 and 5, respectively, divide path into three segments.
We consider two types of models: uniform link load and nonuniform link load.
1) Uniform Link Load:
With the uniform link load, the link load over all links is assumed to be the same, i.e., . Let . represents the probability that a given wavelength on a link is free. Suppose , where , , is a network node, and and . The length of is . There are channels (wavelengths) on each link. Let denote the success probability of a call on path . 
Notice that , . Proof: Formula (2) is obvious. Formula (3) is derived as follows. When , . depends on whether there is a converter at node . If there is no converter at node (i.e., ), then the whole path is one segment. Thus, is . If there is a converter at node (i.e., ), the path is divided into two segments of length 1. The success probability of each segment is . Thus, is . From the discussion, can be expressed as if if which is equivalent to (3).
Formula (4) is derived as follows. Consider path in Fig. 2 . The converter nodes in divide into a number of segments.
is the product of the success probability on each segment in . may consist of segments of various lengths, from 1 to . We first look at the possible segments of length 1, which is a physical link.
Consider segment . Its success probability is . This factor contributes to in (4) iff is a segment (i.e., ; otherwise, it takes no effect to (4) (i.e., when . Therefore, this factor is expressed as in (4).
For segment
, its success probability is , and this factor contributes to in (4) iff is a segment (i.e., and . Therefore, this factor is expressed as . Similarly, for segment , its success probability contributes to iff is a segment (i.e., . Therefore, this factor is expressed as . Then, we look at the possible segments of length 2. Consider segment . Its success probability is . This factor contributes to iff is a segment (i.e., and . Therefore, this factor is expressed as in (4). For segment , its success probability contributes to iff is a segment (i.e., , , and . Therefore, this factor is expressed as . Similarly, the success probability of segment , which is , contributes to iff is a segment (i.e., and . This factor is expressed as . Finally, consider the possible segment of length , which is the case that no converter is placed at any intermediate node of (i.e., . The factor of the success probability on this segment is expressed as in (4) . is the product of all the above factors, which are the success probabilities on all possible segments. Thus, (4) follows.
has altogether possible segments of length 1, possible segments of length , and one possible segment of length . Therefore, there are factors in (4). 2) Nonuniform Link Load: Now we consider the general case where the load on links is nonuniform. Again, we consider path . Let , which is the probability that a given wavelength is idle on link .
Theorem 2: Under the converter placement state , is formulated as follows.
when ,
Formulas (5)- (7) are derived in the same way as (2)- (4) for the case of uniform load.
B. Overall Success Probability and Optimization Model
Arithmetical average and geometric average are the two common ways to measure the overall success probability of a system. We consider the geometric average, defined as Max (8) s.t.
Formula (8) is the geometric average of all end-to-end success probabilities in the system, where is the traffic load from to . In this model, we assume the traffic between two end nodes takes the same path. By substituting (5)- (7) into (8), we can see that the overall success probability of the system is a function of variables . Constraint (9) is due to the limit of given converters in the system. Constraint (9) represents the 0-1 constraint of variables. The optimization goal is to find an assignment of 0-1 variables such that the objective function defined in (8) is maximized.
By taking the logarithm to (8) , it is transformed into Max
Formula (11) is a polynomial function of 0-1 variables , which can be more easily optimized than (8). Formula (11) is equivalent to (8) , because logarithm function is monotone. In other words, an assignment of 0-1 variables is an optimal solution to (11) iff it is an optimal solution to (8) .
Substituting (7) into , we obtain 
Since , , and are the given parameters, is a polynomial function of variables .
In the case where all the paths are within two hops (i.e., ), by substituting (6) into , we have (13) Notice that (13) is a linear function of . That is, when , the optimal converter placement has a 0-1 linear programming formulation in our model. The optimal solution can be found in polynomial time.
C. Illustrative Example
In this section, we employ an example, taken from [14] , to explain our mathematical model. Consider five WDM crossconnect nodes interconnected by point-to-point bidirectional fiber links in an arbitrary mesh topology as shown in Fig. 3 . We assume that , and for any node pair , , and . The routes, i.e., the shortest paths between two nodes, are given in Table I .
By (1), the traffic load on each link is computed, and the results are given in Table II. According to (5) and (6), of any node pair is expressed as in Table III, where  ,  ,  , , and . Now, we formulate the converter placement problem in this example as the following, by using (11), as shown in (14)- (16) at the bottom of the next page.
Formula (14) is a linear function of variables . This is because the routes of all channels in this example are of no more than two hops (i.e.,
.
[ and do not appear in (14) , because they are not used as intermediate nodes in any routes of the channels.]
Since it is a small network and our expression is relatively simple, the optimal solution can be easily found by enumerating I  ROUTE TABLE   TABLE II  LINK LOAD all possible assignments of . For instance, when , we can find that the optimal solution is to place a converter at nodes 3 and 4, respectively.
IV. BRANCH-AND-BOUND ALGORITHM
In Section III, we formulated the converter placement problem as the minimization of a polynomial function of 0-1 variables under a linear constraint. This kind of problem has been extensively studied, and some approaches to its solution have been developed, such as linearization, algebraic, enumerative, and cutting-plane methods [15] , [16] . However, these approaches are designed for general problems and they will not be efficient to solve our problem. In this section, we propose a branch-and-bound searching method to find the optimal solution to the problem. 
Max (14) s.t. Our task is to find the value of which maximizes . An exhaustive search may be used to do this, but it needs to enumerate all possible assignments of , which is computationally prohibited when is large.
A. Construction of a Search Tree
The nodes in the search tree are the states of converter placement, expressed by . (1,1,1,0,1) , while (1,1,0,0,1) is a direct substate of (1,1,1,0,1) . State (1,1,0,0,0) is a feasible state when . The basic idea of our algorithm is to search the optimal state along a search tree. The search tree is constructed as given below (Fig. 4) . It starts from level 0, which is the root of the tree. The root state has all "1" components, i.e., , indicating that every node has a converter. The next level of the tree, level 1, consists of the direct substates of the root. A tree node at level 1 has "1" components and has only one "0" component. Similarly, the tree nodes at level all have "1" components, describing all the possible states of placing converters in the system. Since there are converters in the system, the tree ends at level . At this level, all tree nodes are feasible states, i.e., having "1" components.
The tree nodes at each level are generated as follows. To avoid duplicate states, the tree nodes at each level are labeled. The root node is labeled as 0. Its first child, obtained by flipping its first component to "0," is labeled as 1; and its second child, obtained by turning its second component to "0," is labeled as 2. Similarly, its th child, whose th component is flipped to "0" and the rest of components remain unchanged as the root, is labeled as . Generalizing this operation, for a tree node whose label is , its children are labeled by in order. Its th child inherits all its components except turning its th component to "0." For example in Fig. 4 , the node labeled 3 at level 1, whose state is (1,1,0,1,1) , has two children (1,1,0,0,1) and (1,1,0,1,0) labeled as 4 and 5, respectively. These two child states are generated by flipping the fourth and fifth component of (1,1,0,1,1) to "0," respectively.
We apply a depth-first search to the tree. It requires searching all tree nodes at level and finding the state that maximizes function . The search is obviously exhaustive. Next, we develop an effective pruning method, which guides the search to the target.
B. Pruning of Invalid States
There is an important observation about the converter placement. By adding one (or more) extra converter to a network without changing the existing converter locations, the success probability of the network never decreases. This is because the new converter node divides any path segment (defined in Section III-A) going through it into two, and the wavelength can be changed at the converter node. The success probability of the path with two segments that allows wavelength change at the joint node is higher than (or at least equal to) that of the path with one long segment. Thus, the success probability of the system never decreases after adding a new converter, provided the existing converter locations remain unchanged.
This observation can be expressed as follows.
If is a substate of then Let record the best feasible state found so far during the search. This fact leads to two important rules of pruning branches of the search tree, as follows.
Pruning Rule 1: For a state , if , then the branch starting from can be pruned.
Pruning Rule 1 is correct, because any substate of will have a smaller success probability than and it cannot make a better solution than . The optimal state will not be in the subtree rooted from and this subtree can, therefore, be pruned off. Now, recall the rule of generating child states. When generating the children of a state with label , the first components of its state vector will remain unchanged in any of its descendant. If there are already "1" components among its first components, i.e., it has converters already placed in the system, we need only to consider the state whose last components are all "0." Furthermore, because of the labeling rule, any of its siblings with a label should also have more than "1"s among its first components. Thus, all its siblings whose labels are greater should also be pruned. This leads to the Pruning Rule 2.
Pruning Rule 2: For a state whose label is , if , then turn the last components of to "0," and prune all children of and all the sibling states of whose labels are greater than .
For example, in Fig. 4, state (1,1,0,1,1) , labeled 3 at level 1, has two "1"s in its first three components. Suppose . Then, the rest of its components (starting from the fourth) should be made to "0," which become state (1,1,0,0,0) in Fig. 5 . The children of this state are pruned. Furthermore, its siblings whose labels are greater than this state, i.e., (1,1,1,0,1) labeled 4 and  (1,1,1,1,0) labeled 5, are also pruned. After applying Pruning Rule 2, all the leaf nodes in the tree are feasible states, as shown in Fig. 5 .
C. Algorithm
The details of the algorithm are given below. The algorithm starts from searching the root node. The '"if" statement at line 2 follows Pruning Rule 1. Any state , if
, its children will not be considered. At line 6, the if statement follows Pruning Rule 2. For a child labeled as , if its first components already contains "1"s, then its last components are all set to "0" (done by the routine call stuff0), and the rest of the children will not be From the algorithm, it can be seen that Pruning Rule 1 can effectively reduce the search space. The performance of the algorithm can be further improved by the following two improvement techniques.
Improvement 1. Proper Choosing of the Initial State:
From the Pruning Rule 1, we can find that the choice of the initial state (i.e., the initial value of is very important to the performance of the algorithm. When an initial state is made close to the optimal solution, most of the branches in the search tree will be pruned. Some research has revealed that placing converters at the nodes with high average congestion would result in a low blocking probability [11] . We use this heuristic to find the initial state of converter placement.
Let denote the total amount of traffic flowing through node .
can be computed by where is the amount of traffic flowing through node . We compute for all network nodes and sort them in descending order of the values of , . The initial placement is to place the converters at the first nodes with higher values of . This is the initial feasible state . Improvement 2. Sorting Child States and Prioritizing the Search: Considering the elseif statement at line 3, if we have sorted all the children in descending order of their success probability and search the one with a higher probability first, then once we find a tree node , , there is no need to search the rest of its siblings, because the success probabilities of the rest of 's siblings are even smaller than . This sorting does not add much extra cost to the algorithm, because each time a child tree node is generated, it is inserted at the right place in the child list according to its value of the function, and the total number of children of a tree node labeled is bounded by . According to our experiments, the above two improvements are very effective. From the characteristics of the algorithm, we can see the algorithm is efficient in general. When is large (compared with , the number of levels to be searched is small. The algorithm can return the result quickly. While in this case, the cost of exhaustive search, which is , is extremely high. When is relatively small (compared with , Pruning Rule 2 would first eliminate most of the invalid states and Pruning Rule 1 would guide the search focusing on the optimal result.
V. NUMERICAL EXAMPLES
In this section, we apply the proposed model and algorithm to two examples: a path and NSFnet. Table IV and Table V are the results for a path and NSFnet, respectively. In the tables, the second and third columns are, respectively, the initial feasible states and the optimal states output by our algorithm. A state is represented as a binary number, whose th bit represents the state of . The fourth column is the optimal values of the objective function in (17) . They are negative because they are the logarithm values of success probabilities. The fifth column shows the corresponding overall success probabilities by relieving the logarithm. The sixth column records the number of states searched for the optimal solution. In the last column, we measure the efficiency of the proposed algorithm by where is the number of states that the exhaustive enumerate need to search. is the number of searched states in the sixth column. is the percentage of searches saved by our algorithm over the exhaustive search method. Path With Eleven Nodes: The network is shown in Fig. 6 . We use the shortest-path routes and assume the same traffic load between any pair of nodes on the paths, i.e., , and . The results are shown in Table IV . In the table, is the number of converters used in network, "initial state" represents the initial value of , "optimal state" indicates the optimal solution of model (17) (19) obtained by our algorithm, which shows the optimal location that the converters should be placed, and "the optimal value of " denotes the optimal value of objective function of model (17) (19) . From the results in Table IV , it is interesting to see a pattern of the "optimal state." When , the optimal state of can be always derived by keeping the positions of "1"s in the -state unchanged and turning a "0" component in the -state to "1." This pattern has also been observed in other simulations. [See point 1) in the later simulation discussions.]
The NSFnet: We consider NSFNET with 14 nodes and 21 edges, depicted in Fig. 7 . The routes and the traffic matrix are given in Table VI and VII, respectively. The routes are the shortest paths in terms of number of hops and the traffics are converted into the probabilities of call arrivals accordingly. Table V shows the simulation results of NSFnet. The meaning of the columns in the table is the same as in Table IV. From the  simulation results in Tables IV and V, the following observations  can be made. 1) In the networks that we simulated (except in a ring), the optimal placement of converters can be derived from the optimal placement of converters (see the optimal states in the tables). Let and denote the op- timal states for the placement of and converters, respectively. From the simulation results, we have found the following pattern:
and That is, is a direct substate of . According to the experiments we have done so far, this pattern is always observed for general topology networks, but fails when the network is a ring.
This observation tells us that the optimal placement of converters in a network can be done by keeping the optimal placement of converters unchanged and then finding the optimal location for the other converter. This [7] can lead to a very efficient heuristic. Starting from , we search all the nodes in the network for the optimal location of one converter. For , we fix the location of the converter placed when , and search the network nodes to place the second converter. Repeat this operation until all converters are placed in the network. It takes total time of only to find an approximate solution.
2) The widely believed heuristic [11] of placing converters at highly congested nodes does not match the optimal solution in most of the cases. In our experiments, we used this heuristic to generate the initial state. From the results in Table V , we can see the optimal states are different from the initial state in most of the time.
3) The success probability increases with the increase of the number of converters. However, as the value of reaches a reasonable number (about 20%-30% of the network nodes), the success probability would reach a satisfactory level (over 98% in our experiments, but this figure very much depends on the traffic load in real systems), and the further increase of does not have much effect on the increase of the success probability. This finding tells us there is no need to equip too many converters in a system. 4) The efficiency of our algorithm is extremely high. From the results in Tables IV and V, we can see that the savings of the number of searches over the exhaustive search method are over 90% for . Notice that when or 2, the exhaustive search method is very effective and efficient.
VI. CONCLUSION
There are two major issues in the placement of wavelength converters: 1) increasing the system success probability, and 2) minimizing the number of wavelengths used in the system [17] , [18] . This paper focused on the first issue. We presented a general formula to compute the overall system success probability in a network where wavelength converters are equipped. Under this formula, the optimal converter placement problem is modeled as minimization of a polynomial function of 0-1 variables under a linear constraint. In particular, when the routes of the channels in the system take no more than two hops, it becomes a 0-1 linear programming model. An efficient search algorithm has been proposed to find the optimal solution of converter placement in a general topology network. It should be noted that the converter placement problem is a static configuration problem. Its computation is performed off-line. Therefore, our algorithm is effective and practical.
Experiments have shown the great efficiency and effective of the proposed algorithm. Several interesting findings have also been obtained through the experiments.
