A distributed consensus strong tracking filter is developed and investigated for the target tracking problems with model mismatches in wireless sensor networks. This novel approach is based on basic strong tracking filter which is one of the most efficient and robust state estimation algorithms for model mismatches. However, strong tracking filter encounters two fundamental problems in wireless sensor networks: communication congestion and scalability. This work is to apply a distributed way of strong tracking filter using the consensus filter to adjust the time-variant fading factor in a distributed manner, which makes the residual error sequences of all sensors keep orthogonality with the state estimation errors. Theoretical analysis shows that the calculation flow diagram of distributed consensus strong tracking filter is as complex as that of distributed Kalman filtering. Although the message of distributed consensus strong tracking filter is approximately twice the size of the message of distributed Kalman filtering, distributed consensus strong tracking filter has better accuracy in target tracking with model mismatches. Finally, simulation results are provided to show that the state estimation of distributed consensus strong tracking filter has better accuracy and robustness against target mutation than the traditional distributed Kalman filtering when the tracker is described by current statistic model.
Introduction
During the past decade, wireless sensor networks (WSNs) have been a main topic of interest due to their wide and successful applications including environmental monitoring and surveillance, public safety, medicine, the military area, and so on. Because single sensor may lead to poor stability, slow convergence, and low monitoring accuracy in measuring certain parameters of interest, distributed state estimation using WSNs plays a key role in estimating and tracking the states of targets or dynamic processes that evolve in the sensing field.
An area that has recently received considerable attention is the utilization of a set of local Kalman filters (KFs) in each node that communicates with neighbors by adding dynamic consensus algorithms in distributed state estimation. More precisely, the scalable and distributed Kalman filtering (DKF) algorithm relying on dynamic average consensus was first introduced in Olfati-Saber. 1, 2 A Kalman consensus filter with superior performance was developed in Olfati-Saber 3 by adding a consensus term constructed by two items: one is a difference of state estimation between a node and its neighbors, the other is a consensus gain on the local state estimation of a standard KF for each node. Cattivell and Sayed 4 introduced diffusion strategies for DKF and smoothing, analyzed the convergence, and provided the steady-state mean value and mean square analysis. A filtering algorithm based on state prediction consensus was proposed by Wang et al., 5 which updates the local predicted value using the previous estimates of neighbors to improve the estimation accuracy. Das and Moura 6 developed a DKF called the Consensus + Innovations Kalman filter and used the distributed estimates of the pseudo state instead of using the pseudo observations to estimate the target. Yang et al. 7 considered distributed state estimation over a resource-limited WSNs with stochastic sensor activation to reduce the sensor energy consumption in communications, where each sensor is activated with a certain probability. Kinnaert and Hao 8 investigated the sensor faults affecting the state estimation of distributed state observers. In distributed agentbased dynamic state, estimation over a Lossy network was provided by Alam et al. 9 Li et al. 10 paid great attention to the fusion with unknown correlations, which ubiquitously exist in most of distributed filtering problems.
Obviously, KF is the essential basis for the abovementioned DKF. DKF inherited some shortcomings of KF. One shortcoming is that when the system model is mismatching, the filter accuracy will decrease and even diverge. This means that DKF has the weak robustness against model mismatches. Another shortcoming is that although the filter is stable, DKF might lose the ability of tracking catastrophe state. The reason is as follows. When the system reaches a steady state, the gain matrix of DKF approximates to the minimum value. However, if the catastrophe state happens, the residual errors will increase accordingly, whereas the gain matrix of DKF will remain the minimum value due to offline computation. This makes DKF not track the target in time. To overcome these drawbacks, Zhou proposed an effective method called strong tracking filter (STF). 11, 12 The main idea of STF is that when the state estimation of KF deviates from the actual state, the effect of the old observation on the current filter estimation is reduced using the time-variant fading factor and the effect of the new observation is increased, resulting in adjusting the gain matrix in time. Thus, the residual error sequences of all sensors keep orthogonality with the state estimation errors, which means that STF has the performance similar to Gaussian White Noise to maintain the effective tracking of the actual system. Therefore, STF has a strong robustness to the system model parameter mismatches, the lower sensitivity to the statistical characteristics of the system noise and the initial state, the strong tracking ability for the abrupt state, and the ability of maintaining the strong tracking in the steady state. 13, 14 As we all know, the reason of expanding KF to DKF is that consensus filter has two major advantages. First, DKF does not need a fusion center, which makes the whole system be robust; in other words, the filter can be still completed even when a single node fails or leaves the sensor networks. Second, DKF is scalable, which means that each node only needs information of its neighboring nodes for target tracking. Noticing that the targets to be tracked such as animals have mismatch models and catastrophe states in target tracking of WSNs, whereas DKF cannot deal with this problem. Inspired by consensus filter, a natural idea is to introduce consensus filter to STF to solve this problem. Although STF has been expanded to distributed tracking fusion algorithms in some literature, [15] [16] [17] [18] there are few studies on distributed consensus strong tracking filtering (DCSTF) algorithms analogous to DKF algorithms using consensus filter to maintain the scalability of the system.
Based on the above observations, we use consensus filter to adjust the time-variant fading factor of STF. When doing this, the problem to be solved is how to transfer the time-variant fading factor to the form of average value like DKF for using the consensus filter to get the value of the time-variant fading factor and to further analyze computation amount of DCSTF. First, DKF with high-gain versions of the high-pass consensus filter is reviewed. Second, we shift our attention to the DCSTF algorithm for sensor networks with model mismatches, the key role of which is to use a distributed way to adjust the time-variant fading factor to make the residual error sequences keep orthogonality with the state estimation errors until the variance of the state estimation errors reaches the minimum value. Third, because of model mismatches, the tracker uses the constant-velocity model 19 and the current statistic model 20, 21 to track the target that actually moves with segment constant-acceleration model actually. 22 Finally, the simulation results are provided to show that although the tracker model mismatches the target model, the DCSTF algorithm has better state estimation accuracy and robustness in target tracking than DKF in current statistic model.
The outline of the article is as follows. The system model is described in section ''System description.'' The DKF algorithm with consensus filters is reviewed in section ''Preliminaries: DKF with high-pass consensus filter.'' Our main results including the DCSTF algorithms with consensus on state estimates are presented in section ''DCSTF with high-pass consensus filter.'' Simulation results are given in section ''Simulation.'' Finally, concluding remarks are made in section ''Conclusion.''
System description
Consider a dynamic target with a linear time-varying model
where k ! 0 is the discrete time variable, x k 2 R m is the state variable, the initial state x 0 is assumed to be Gaussian distribution with non-negative covariance matrix P 0 , w k 2 R q is the system noise which is zeromean white Gaussian matrix with non-negative covariance Q k and is independent of x 0 , and A k and B k are known matrices with appropriate dimensions. We are interested in tracking the state of this target using WSNs consisting of n nodes with an undirected graph G = (V, E), where V = f1, 2, . . . , ng is the set of nodes and E V 3 V represents communication links. Moreover, let N i = fj : (i, j) 2 Eg be the set of neighbors of node i on graph G. The number of neighbors of node i is called its degree with d i = jN i j. The degree matrix D of G is a diagonal matrix with element d i . The adjacency matrix A is defined by a ij = 1 if and only if (i, j) 2 E, and a ij = 0 otherwise. Let L = D À A be the Laplacian matrix of G and the eigenvalues can be listed in an increasing order, 0 = l 1 (L)\l 2 (L) Á Á Á l n (L) with an undirected and connected graph G.
The measurement equation of the ith node with the same sampling rate is given by
where z i, k 2 R p i denotes the observation of ith node, y i, k 2 R p i is a zero-mean white Gaussian noise with non-negative covariance matrix R i, k and is independent of x 0 , w k , and y j, s when i 6 ¼ j, k 6 ¼ s, and H i, k is a known matrix with the appropriate dimension. Then, the collective measurement equation of WSNs is given by
where
is also a zero-mean white Gaussian noise with covar-
is a known matrix with the appropriate dimension. Given the collective information sequences Z k = fz 0 , z 1 , . . . , z k g, the estimatex k and prior estimate x k of state x k can be expressed as, respectivelŷ
x k denote the estimation errors ofx k and x k , respectively. Then, the error covariance matrices can be written as
with M 0 = P 0 .
Preliminaries: DKF with high-pass consensus filter
Now, we review the DKF algorithm with high-pass consensus filter in Li et al. 10 The collective KF of the ith node is the same and can be written as
Define the average inverse covariance S k 2 R m 3 m and the average transformational fused measurement vector Y k 2 R m as follows
Then, equation (9) can be written aŝ
It follows from equation (8) that
Then, equation (7) can be written as
In the following, we can use
for short. Thus, if one can (approximately) compute the averages Y k and S k , a DKF algorithm emerges. A high-pass consensus filter is described in Olfati-Saber and colleagues 2, 23 to solve this problem with the recursion form as
where m i, k is the input vector of the ith node, q i, k is the state of the consensus filter, j is the step size, the gain b.0 and b ; O(1=l 2 (L)) for WSNs with an undirected graph G, and larger value of b requires a smaller step size j or a higher rate of information exchange in the network. 2 Then, the output vector y i, k asymptotically converges to P i m i, k =n as the number of iterations increases. So if we let
, y i, k will asymptotically converge to S k . The process of DKF is omitted due to the paper length limitation, which can be seen in Olfati-Saber. 2 
DCSTF with high-pass consensus filter
In this section, some consensus filters are used to calculate the average inverse covariance S k , transformational fused measurement vector Y k , and the time-variant fading factor l i, k , which is the key parameter of STF with the expression by some traces of matrices. Then, the message size of DCSTF is discussed.
According to Zhou et al., 11 equation (7) can be improved with the time-variant fading factor l i, k
which makes the residual error sequences of all nodes keep orthogonality with the state estimation errors. According to KF, equation (9) can be also written aŝ
represents the Kalman gain matrix of the ith node, and e i, k = z k À H k x i, k represents the residual error sequence of the ith node. To make the residual error sequence e i, k keep orthogonality with the state estimation error h i, k = x k Àx i, k , it requires
It follows from equation (16) and the prior state estimation error
Using the collective measurement equation (3), e i, k can be written as
From KF, we know that K i, k can be written as
which together with equation (18) yields that equation (17) can be written as
Then, it is easy to get a sufficient condition for equation (19) 
Using equation (15), the above equation can be written as
which further results in
Positive l i, k + 1 exists only when
In the real application, to avoid the excessive regulation of l i, k + 1 and smooth the state estimation x i, k , the given weakened factor a ! 1 is introduced into equation (20), which derives
Obviously, it is hard to solve equation (21), but with the help of the trace of matrix the suboptimal solution of equation (21) can be obtained
Obviously, equation (22) is not distributed, since any node i needs the information of all nodes. To solve this problem, the commutative property of the trace of matrix is used tr½AB = tr½BA So l i, k + 1 can be written as
To use the consensus filter like DKF algorithm, some average information like S k or Y k in equation (10) is defined as follows
Because M s i, k = n Á M i, k and Q s k = n Á Q k , equation (23) can be written as
where h R, k + 1 and h H, k + 1 can be computed using consensus filter in DKF like Y k and S k shown in section ''Preliminaries: DKF with high-pass consensus filter.'' According to Ge et al. 14 
where 0 r 1 is a forgetting factor. In this article, r is selected by experience such as 0.95. 12, 24 Then, tr½V i, k can be written as
When k = 1, using e i, 1 = z 1 À H 1 x i, 1 we have
When k ! 2, using the average information
we get
Similar to DKF, tr e i, k e T i, k h i can be obtained using the value of h k , h z, k , and h H, k that can be computed using high-pass consensus filter (14) . Then, the value of tr V i, k ½ can be obtained (Table 1) . where MSE is the mean square error, and x i, k + 1 is the actual position of the target. To guarantee that y (Ã) i, k asymptotically converges to Y k , h k , S k , h H, k , h R, k , and h z, k , respectively, an internal cycle is added by step 2.2, which is a little different from Olfati-Saber, 2 where the value of T is related to the connectivity of WSNs. According to Wang et al., 21 when T = 5, y (Ã) i, k converges to the average value.
According to Table 1 , the ith node sends the mes-
i, k are scalars. The message consists of the state and input of its consensus filters. This communication scheme is fully compatible with packet-based communication in broadcast mode of real-world WSNs. The message size is O(4(m 2 + m + 1)) with m being the dimension of the state of the target. It can be seen from Olfati-Saber 2 that the message size of DKF is O(2(m 2 + m)). Thus, the message of DCSTF is approximately twice the size of the message of DKF.
Simulation
In this section, because of model mismatches, we use the tracker model different from the target model. Without loss of generality, we assume that the target moves with the segment constant-acceleration model actually, but the tracker uses the constant-velocity model and the current statistic model, which will be discussed in subsections ''The tracker with constant-velocity model'' and ''The tracker with the current statistic model,'' respectively.
We numerically evaluate MSE performance of DCSTF and compare it with that of DKF. Suppose that the target moves in three-dimensional (3D) plane with segment constant-acceleration model for iteration k. Without loss of generality, the acceleration is ½0, 0, 0 when k 2 ½0, 5, ½0:5, À 0:5, 0:5 when k 2 ½6, 40, ½2, 2, 4 when k 2 ½41, 60, ½À0:5, 0:5, À 0:5 when k 2 ½61, 80 and ½0, 0, 0 when k 2 ½81, 100. The velocity is derived from the above acceleration and has initial value ½0, 0, 0 when k = 0. The initial position of the target is ½5, 30, 0 in 3D plane, the others can be derived from velocity and acceleration, which are shown in For distributed consensus filter, according to Olfati-Saber, 2 without loss of generality, we set b = 7 and a small step size j = 0.0125 in equation (14) . The weakened factor a = 1 is used in equation (25) for DCSTF.
The tracker with constant-velocity model
Without loss of generality, we only analyze the dynamics of the tracker with constant-velocity model on x-axle. The discrete state equations on y-axle and z-axle are similar to those on x-axle, equations (1) and (2) can be written as 
i, 1 = 0, * = 1, 2, . . . , 6 2.2: Let consensus filter for (t = 0; t \ T; t+ +), update the vector y (Ã) i, k with consensus filter 
can be obtained from equations (27) and (28) 2.4: Update the state of the ith node
End while 
, T is the sampling interval. Without loss of generality, we assume that diagonal element of covariance matrix with w k is 10. The measurement equation of the ith node is given by equation (2) with diagonal element of covariance matrix R i, k being 5. Figure 3 shows the comparison of MSE using the local KF and DKF of the ith node. Obviously, MSE from any node with DKF (in green lines) is much smaller than that from local KF (in blue lines) in all three dimensions, so DKF performs significantly better than the local KF. Figure 4 shows the comparison of MSE using DKF and DCSTF of the ith node. MSE of DCSTF is similar to that of DKF. It is easy to see that DKF plays as good as DCSTF in all three dimensions, since the constant-velocity tracker model quite mismatches the target dynamics. This result demonstrates that the DCSTF is useless under the constantvelocity tracker model. The tracker with the current statistic model Now, we use the current statistic model, which is a nonzero-mean time-correlation model of the acceleration, and the maneuvering acceleration follows the modified Rayleigh distribution with the mean that is the predicted value of the current acceleration. Similar to the constant-velocity model, equations (1) and (2) on x-axle can be written as follows
where x k = ½x(k), _ x(k), € x(k). A k , G k , a k and w k are the same as those in Chen et al. 20 and Wang et al. 21 Due to the limitation of the length of article, the comparison of MSE using the local KF and DKF with the current statistic model is omitted. Figure 5 shows the comparison of MSE using DKF and DCSTF with current statistic model. It can be seen from Figure 5 that the MSE by DCSTF is smaller than that of DKF in all dimensions, particularly in the target mutation such as k near to 40 or 60. By comparing the vertical axis of Figures 5 and 4 , we can find that the current statistic model performs better than the constant-velocity model.
Conclusion
In this article, the DCSTF algorithm with model mismatches has been proposed. To solve communication congestion and scalability problems of WSNs, we have provided a distributed method to obtain the time-variant fading factor of STF using consensus filter to make the residual error sequences keep orthogonality with the state estimation errors. Moreover, the message size of DCSTF has been discussed and compared with that of the traditional DKF. The result shows that DCSTF has better accuracy and robustness against target mutation than traditional DKF when the tracker is described by current statistic model although the message of DCSTF is approximately twice the size of the message of DKF.
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