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Abstract
In this paper we study strongly coupled elliptic systems in non-variational form
involving fractional Laplace operators. We prove Liouville type theorems and, by
mean of the blow-up method, we establish a priori bounds of positive solutions for
subcritical and superlinear nonlinearities in a coupled sense. By using those latter,
we then derive the existence of positive solutions through topological methods.
1 Introduction and main results
The present paper deals with a priori bounds and existence of positive solutions for
elliptic systems of the form

(−∆)su = vp in Ω
(−∆)tv = uq in Ω
u = v = 0 in Rn \ Ω
(1)
where Ω is a smooth bounded open subset of Rn, n ≥ 2, 0 < s, t < 1, p, q > 0 and
the fractional Laplace operator (−∆)s is defined as
(−∆)su(x) = C(n, s)P.V.
∫
Rn
u(x)− u(y)
|x− y|n+2s
dy , (2)
or equivalently,
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(−∆)su(x) = −
1
2
C(n, s)
∫
Rn
u(x+ y) + u(x− y)− 2u(x)
|y|n+2s
dy
for all x ∈ Rn, where P.V. denotes the principal value of integrals and
C(n, s) =

∫
Rn
1− cos(ζ1)
|ζ|n+2s
dζ


−1
with ζ = (ζ1, . . . , ζn) ∈ R
n.
The operator (−∆)s satisfies
lim
s−→1−
(−∆)su = −∆u
pointwise in Rn for all u ∈ C∞0 (R
n), so it interpolates the Laplace operator in Rn.
A closely related to (but different from) the restricted fractional Laplace operator
(−∆)s is the spectral fractional Laplace operator As with zero Dirichlet boundary
values on ∂Ω. Its definition can be given in terms of the Dirichlet spectra of the
Laplace operator.
Factional Laplace operators appear specially in Finance, Physics and Ecology,
see for example [2]. These operators have attracted special attention during the last
decade and a rich theory has been developed after a breakthrough was given when
Caffarelli and Silvestre [11] introduced a characterization of the fractional Laplace
operator (−∆)s in terms of a Dirichlet-to-Neumann map associated to a suitable
extension problem for 0 < s < 1.
Simultaneously, a lot of attention also has been paid to nonlinear problems of
the form {
(−∆)su = f(x, u) in Ω
u = 0 in Rn \ Ω
(3)
For works on existence of solutions we refer to [26, 27, 28, 29, 35, 38, 40, 47, 48,
49, 50], nonexistence to [17, 50], symmetry to [6, 13], regularity to [3, 9, 44], and
other qualitative properties of solutions to [24, 1]. For developments related to (3)
involving the spectral fractional Laplace operator As, we refer to [4, 7, 10, 12, 14,
15, 55, 56, 57], among others.
Systems like (1) are strongly coupled vector counterparts closely related to (3)
which have been studied by several authors during the two last decades for s = t = 1
(we refer to the survey [18] and references therein). More specifically, a priori bounds
and existence of positive solutions have been addressed in these cases. In view of
what is known for scalar equations and for systems of the type (1) with s = t = 1,
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one expects that a priori bounds depend on the values of the exponents p and q.
Indeed, the values p and q should be related to Sobolev embedding theorems.
A rather classical fact is that a priori bounds allow to establish existence of
positive solutions for systems by mean of topological methods such as degree theory
and Krasnoselskii’s index theory. For a list of works concerning with non-variational
elliptic systems involving Laplace operators we refer to [5, 16, 22, 23, 39, 42, 52, 58]
and references therein.
One of the goals of this work is to establish existence of positive classical solutions
of non-variational elliptic systems of the type (1) by mean of a priori bounds for a
family of exponents p and q. By a classical solution of the system (1), we mean a
couple (u, v) ∈ (Cα(Rn))2, with 0 < α < 1, satisfying (1) in the usual sense.
Our main result is
Theorem 1.1. Let Ω be a bounded open subset of C2 class of Rn. Assume that
n ≥ 2, 0 < s, t < 1, n > 2s+ 1, n > 2t+ 1, p, q ≥ 1, pq > 1 and either(
2s
p
+ 2t
)
p
pq − 1
≥ n− 2s or
(
2t
q
+ 2s
)
q
pq − 1
≥ n− 2t . (4)
Then, the system (1) admits, at least, one positive classical solution. Moreover, all
such solutions are uniformly bounded in the L∞-norm by a constant that depends
only on s, t, p, q and Ω.
Remark 1.1. Systems like (1) have been widely studied when s = t = 1. In this
case, it arises the well-known notions of superlinearity and criticality (under the
form of critical hyperbole), see [36, 37, 45]. In particular, one knows that (see
[19, 21, 32, 33]) the system (1) always admits a positive classical solution provided
that pq > 1 and
1
p+ 1
+
1
q + 1
>
n− 2
n
.
Remark 1.2. When 0 < s = t < 1 and p, q > 1, a priori bounds and existence of
positive classical solutions of (1) for the spectral fractional Laplace operator As have
been derived in [14] provided that
1
p+ 1
+
1
q + 1
>
n− 2s
n
. (5)
Remark 1.3. When 0 < s = t < 1 and pq > 1, the condition (4) implies (5).
The approach used in the proof of Theorem 1.1 is based on the blow-up method,
firstly introduced by Gidas and Spruck in [31] to treat the scalar case and later
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extended to strongly coupled systems like (1) with s = t = 1 in [39] and then in
[22, 23, 52, 58]. The method is used to get uniform bounds of solutions through a
contradiction argument by assuming that desired bounds fail and relies on Liouville
theorems for related problems in the whole space Rn and in half-spaces. The proof
of these results is usually the most difficult part in applying the blow-up method.
For this purpose, we first shall establish Liouville theorems for the system{
(−∆)su = vp in G
(−∆)tv = uq in G
(6)
for G = Rn and G = Rn+ = {x = (x1, . . . , xn) ∈ R
n : xn > 0}. In that latter, we
assume the Dirichlet condition u = 0 = v in Rn \ Rn+.
We recall that a viscosity super-solution of the above system is a couple (u, v) of
continuous functions in Rn such that u, v ≥ 0 in Rn \ G and for each point x0 ∈ G
there exists a neighborhood U of x0 with U ⊂ G such that for any ϕ,ψ ∈ C
2(U )
satisfying u(x0) = ϕ(x0), v(x0) = ψ(x0), u ≥ ϕ and v ≥ ψ in U , the functions
defined by
u =
{
ϕ in U
u in Rn \ U
and v =
{
ψ in U
v in Rn \ U
(7)
satisfy
(−∆)su(x0) ≥ v
p(x0) and (−∆)
tv(x0) ≥ u
q(x0) .
In a natural way, we have the notions of viscosity sub-solution and viscosity solution.
In the following, we state two Liouville theorems for the system (6).
Theorem 1.2. Assume that n ≥ 2, 0 < s, t < 1, n > 2s, n > 2t, p, q > 0 and
pq > 1. Then, the only non-negative viscosity super-solution of the system (6) with
G = Rn is the trivial if and only if (4) holds.
Theorem 1.3. Assume that n ≥ 2, 0 < s, t < 1, n > 2s + 1, n > 2t + 1, p, q ≥ 1
and pq > 1. If the condition (4) holds, then the only non-negative viscosity bounded
solution of the system (6) with G = Rn+ is the trivial.
Remark 1.4. Non-existence results of positive solutions have been established for
the scalar problem
(−∆)su = up in G
in both cases G = Rn and G = Rn+ by assuming that n > 2s and 1 < p <
n+2s
n−2s , see
[30, 31] for s = 1 and [34, 43] for 0 < s < 1.
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Remark 1.5. A number of works has focused on non-existence of positive solutions
of (6) for G = Rn and G = Rn+ when s = t = 1 and 0 < s = t < 1. We refer for
instance to [5, 8, 20, 37, 41, 46, 53, 54] for s = t = 1 and [43] for 0 < s = t < 1,
among other references.
Several methods have been employed in the proof of non-existence results of pos-
itive solutions of elliptic systems. Our approach is inspired on a method developed
by Quaas and Sirakov in [42] to treat systems involving different uniformly elliptic
linear operators based on maximum principles. Particularly, some maximum princi-
ples for fractional operators proved by Silvestre [51] and Quaas and Xia [43] as well
as some fundamental lemmas to be proved in the next section will play an important
role in the proof of Theorem 1.2 and also in the remainder of the work.
The paper is organized into four sections. In Section 2 we prove three lemmas
required in the proof of Theorem 1.2 which will be presented in Section 3. Section
4 is devoted to the proof of Theorem 1.3. In Section 5, we prove Theorem 1.1 by
using Theorems 1.2 and 1.3.
2 Fundamental lemmas
We next present three lemmas which will be used in the proof of Theorem 1.2.
Throughout the paper, it is assumed that p, q > 0 and pq > 1. So, thanks to a
suitable rescaling of u and v, we can assume that C(n, s) = 1 and C(n, t) = 1.
Given a non-negative continuous function u : Rn → R, define
mu(r) = min
|x|≤r
u(x)
for r > 0.
Lemma 2.1. Let 0 < s < 1, n > 2s and u 6= 0 be a non-negative viscosity super-
solution of
(−∆)su = 0 in Rn . (8)
Then, for each R0 > 1 and σ ∈ (−n,−n + 2s), there exists a constant C > 0,
independent of u, such that
mu(r) ≥ Cmu(R0)r
σ (9)
for all r ≥ R0.
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By a non-negative viscosity super-solution of the equation (8), we mean a non-
negative continuous function u : Rn → R satisfying the following property: each
point x0 ∈ R
n admits a neighborhood U such that for any function ϕ ∈ C2(U ) with
u(x0) = ϕ(x0) and u ≥ ϕ in U , the function defined by
u =
{
ϕ in U
u in Rn \ U
satisfies
(−∆)su(x0) ≥ 0 .
Proof of Lemma 2.1. Let R0, σ and u be as in the above statement. Given
R > R0 and ε > 0, we consider the function
w(r) =
{
εσ if 0 < r ≤ ε
rσ if ε ≤ r
(10)
We first assert that (−∆)sw(r) < 0 for all R0 < r < R and ε > 0 small enough. In
fact, for |x| = r, we have
2(−∆)sw(r) = −
∫
Bε(−x)
εσ
|y|n+2s
dy −
∫
Bε(x)
εσ
|y|n+2s
dy −
∫
Bcε(−x)
|x+ y|σ
|y|n+2s
dy
−
∫
Bcε(x)
|x− y|σ
|y|n+2s
dy + 2
∫
Rn
|x|σ
|y|n+2s
dy
= −
∫
Rn
|x+ y|σ + |x− y|σ − 2|x|σ
|y|n+2s
dy
+

 ∫
Bε(−x)
|x+ y|σ − εσ
|y|n+2s
dy +
∫
Bε(x)
|x− y|σ − εσ
|y|n+2s
dy


= 2(−∆)s|x|σ +

 ∫
Bε(−x)
|x+ y|σ − εσ
|y|n+2s
dy +
∫
Bε(x)
|x− y|σ − εσ
|y|n+2s
dy

 .
Since R0 > 1, the two last above integral converge uniformly to 0 for |x| > R0 as
ε→ 0.
On the other hand, using that R0 > 1 and σ ∈ (−n,−n+ 2s) and the fact that
|x|−n+2s is the fundamental solution of the fractional Laplace operator (−∆)s (see
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[11]), one easily checks that (−∆)s|x|σ < 0 for all |x| > R0, see [25]. Thus, the above
claim follows for ε > 0 small enough.
For such a parameter ε and |x| = r, we set
ϕ(x) = mu(R0)
w(r) − w(R)
w(ε) − w(R)
for all |x| < R and ϕ(x) = 0 for |x| ≥ R. As can easily be checked, (−∆)sϕ ≤ 0
for all R0 < |x| < R. Moreover, we have u(x) ≥ ϕ(x) for |x| ≤ R0 or |x| ≥ R, so
that the Silvestre’s strong maximum principle [51] readily yields u(x) ≥ ϕ(x) for
all R0 ≤ |x| ≤ R. Finally, letting R → ∞ in this last inequality, we achieve the
expected conclusion with C = ε−σ .
Our second auxiliary lemma is
Lemma 2.2. Let 0 < s < 1, n > 2s and u 6= 0 be a non-negative viscosity super-
solution of (8). Then, there exist constants C > 0 and R0 > 0, independent of u,
such that
mu(r/2) ≤ Cmu(r) (11)
for all r ≥ R0.
Proof of Lemma 2.2. Given r > 0 and ε > 0, set
R = r
[
ε
1 + ε2−n+2s
]1/(n−2s)
,
where ε is chosen such that R < r/2.
Consider the functions
wr(r) =


(R)−n+2s if 0 < r ≤ R
r−n+2s if R ≤ r ≤ 2r
(2r)−n+2s if r ≥ 2r
and
w(r) =
{
(R)−n+2s if 0 < r ≤ R
r−n+2s if R ≤ r
Given a fixed function u as in the above statement, we define
ϕ(x) = mu(r/2)
wr(r)− w(2r)
w(R) − w(2r)
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for x with |x| = r. As a direct consequence, one has u(x) ≥ ϕ(x) for all x with
|x| ≤ r/2 and |x| ≥ 2r. Moreover, decreasing ε, if necessary, one gets
2(−∆)swr(r) = −
∫
BR(x)
r−n+2s
ε|y|n+2s
+
(2r)−n+2s
|y|n+2s
dy −
∫
Bc
2r(x)
(2r)−n+2s
|y|n+2s
dy
−
∫
B2r(x)\BR(x)
|x− y|−n+2s
|y|n+2s
dy +
∫
Rn
|x|−n+2s
|y|n+2s
dy ≤ 0
for all r/2 < r < 2r. Thus, (−∆)sϕ(x) ≤ 0 for all x with r/2 < |x| < 2r.
Evoking the Silvestre’s maximum principle [51], we then deduce that u(x) ≥ ϕ(x)
for all x with r/2 < |x| < 2r. Lastly, we assert that this conclusion leads to
mu(r) ≥ εmu(r/2)(1 − 2
−n+2s) .
In fact, we have
ϕ(x) = mu(r/2) ≥ εmu(r/2)(1 − 2
−n+2s)
if 0 < |x| ≤ R, and
ϕ(x) = εmu(r/2)
r−n+2s − (2r)−n+2s
r−n+2s
≥ εmu(r/2)(1 − 2
−n+2s)
if R < |x| ≤ r. So, the result follows with C = (ε(1 − 2−n+2s))−1 by minimizing u
on the closed ball |x| ≤ r.
Our third lemma concerns with the behavior of fractional Laplace operators
applied to the function Θ(x) = log(1 + |x|)|x|−n+2s.
Lemma 2.3. Let 0 < s < 1 and n > 2s. Then, there exists a constant C0 > 0 such
that
(−∆)sΘ(x) ≤ C0|x|
−n
for all x 6= 0.
Proof of Lemma 2.3. Using that |x|−n+2s is the fundamental solution of (−∆)s
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(see [11]), one first has
−2(−∆)sΘ(x) =
∫
Rn
log(1 + |x− y|)|x− y|−n+2s
|y|n+2s
dy
+
∫
Rn
log(1 + |x+ y|)|x+ y|−n+2s
|y|n+2s
dy − 2
∫
Rn
log(1 + |x|)|x|−n+2s
|y|n+2s
dy
=
∫
Rn
(log(1 + |x− y|)− log(1 + |x|)) |x− y|−n+2s
|y|n+2s
dy
+
∫
Rn
(log(1 + |x+ y|)− log(1 + |x|)) |x+ y|−n+2s
|y|n+2s
dy
=
∫
Rn
(
log
(
1 + |x− y|
1 + |x|
)
|x− y|−n+2s
)
1
|y|n+2s
dy
+
∫
Rn
(
log
(
1 + |x+ y|
1 + |x|
)
|x+ y|−n+2s
)
1
|y|n+2s
dy
=
∫
Rn
r−n
(
log
(
1 + r|e1 − z|
1 + r
)
|e1 − z|
−n+2s
)
1
|z|n+2s
dz
+
∫
Rn
r−n
(
log
(
1 + r|e1 + z|
1 + r
)
|e1 + z|
−n+2s
)
1
|z|n+2s
dz ,
where x = re1 and z = y/r. Note that there is no loss of generality in considering
x = re1, since log(1 + |x|) and |x|
−n+2s are radially symmetric.
In order to complete the proof we just need to find a constant C0 > 0 such that
∫
Rn
(
log
(
1+r|e1−z|
1+r
)
|e1 − z|
−n+2s + log
(
1+r|e1+z|
1+r
)
|e1 + z|
−n+2s
)
|z|n+2s
dz ≥ −C0 . (12)
For this purpose, we write for ρ > 0, γ ∈ [0, 1) and r ≥ 0,
log
(
1 + r|e1 − z|
1 + r
)
|e1 − z|
−n+2s = g(|e1 − z|, γ) (13)
and
log
(
1 + r|e1 + z|
1 + r
)
|e1 + z|
−n+2s = g(|e1 + z|, γ) , (14)
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where
g(ρ, γ) = ρ−n+2s log(1 + γ(ρ− 1))
and
γ =
r
1 + r
.
Consider first B1 = {z : |z+e1| ≤ 1/2} and note that g(|e1−z|, γ) is bounded in B1,
while g(|e1 + z|, γ) has a singularity at −e1 ∈ B1. Then, for some constants C > 0,
independent of γ, we have
∫
B1
|g(|e1 + z|, γ)|
|z|n+2s
dz =
∫
B1/2(0)
|g(|z|, γ)|
|z − e1|n+2s
dz ≤ −C
1/2∫
0
g(ρ, γ)ρn−1 dρ
≤ −C
1/2∫
0
ρ2s−1 log(ρ) dρ ≤ C .
Since 1 + γ(ρ − 1) ≥ ρ as γ ∈ [0, 1), the integral in (12), when considered over B1,
is bounded below by a constant independent of r. In a similar way, the conclusion
follows for the set B2 = {z : |z − e1| ≤ 1/2}.
On the set B3 = {z : |z| ≥ 2}, for some constant C > 0, independent of γ, we
have
|g(|e1 − z|, γ) + g(|e1 + z|, γ)| ≤ C|z|
−2n log(|z|) .
Thus, the integral in (12), when considered over B3, is also bounded below by a
constant independent of r.
It then remains to analyze the behavior of the integral over B4 = {z : |z| ≤ 1/2}.
For each fixed r ≥ 0 and γ ∈ [0, 1), define fr : R
n → R given by fr(z) = g(|e1 +
z|, γ) + g(|e1 − z|, γ). Using that fr(0) = 0 and D(fr(0)) = 0, the Taylor formula
provides
fr(z) = z
t ·
1∫
0
(1− ρ)D2(fr(ρz)) dρ · z , (15)
where all derivatives are taken only with respect to the variable z. Thus, the estimate
of the integral (12) over B4 follows if we can show that
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∣∣∣∣∂2fr(z)∂zi∂zj
∣∣∣∣ ≤ C (16)
for all |z| ≤ 1/2, where C > 0 is a constant independent of r.
On the other hand, a straightforward computation gives
d
dρ
g(ρ, γ) = (−n+ 2s)ρ−n+2s−1 log(1 + γ(ρ− 1)) +
γρ−n+2s
1 + γ(ρ− 1)
and
d2
dρ2
g(ρ, γ) = (−n+ 2s)(−n + 2s− 1)ρ−n+2s−2 log(1 + γ(ρ− 1))
+
2γ(−n+ 2s)ρ−n+2s−1
1 + γ(ρ− 1)
−
γ2ρ−n+2s
(1 + γ(ρ− 1))2
.
Then, one easily checks that
|
d
dρ
g(ρ, γ)|, |
d2
dρ2
g(ρ, γ)| ≤ C
for all 1/2 ≤ ρ ≤ 3/2 and γ ∈ [0, 1), where C is a constant independent of ρ and γ.
So, for certain bounded functions Dij and dij in B4, we have
∂2fr(z)
∂zi∂zj
=
d2
dρ2
g(|e1 + z|, γ)Dij +
d
dρ
g(|e1 + z|, γ)dij
and (16) follows.
Finally, joining the above estimates on the four sets Bi, one gets (12) as desired.
3 Proof of Theorem 1.2
We organize the proof of Theorem 1.2 into two stages, according to the sufficiency
and necessity of the assumption (4).
Proof of the sufficiency of (4). We analyze separately two different cases:
(I)
(
2s
p + 2t
)
p
pq−1 > n− 2s or
(
2t
q + 2s
)
q
pq−1 > n− 2t;
(II)
(
2s
p + 2t
)
p
pq−1 = n− 2s or
(
2t
q + 2s
)
q
pq−1 = n− 2t.
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We first assume the situation (I). Let (u, v) be a non-negative viscosity super-
solution of the system (6) with G = Rn and η : [0,+∞)→ R be a C∞ cutoff function
satisfying 0 ≤ η ≤ 1, η is non-increasing, η(r) = 1 if 0 ≤ r ≤ 1/2 and η(r) = 0
if r ≥ 1. Clearly, there exists a constant C > 0 such that (−∆)sη(|x|) ≤ C and
(−∆)tη(|x|) ≤ C.
Choose R0 > 0 as in Lemma 2.2 for s and t, simultaneously, and consider the
functions
ξu(x) = mu(R0/2)η(|x|/R0) and ξv(x) = mv(R0/2)η(|x|/R0) .
For some constant C0 > 0, independent of R0, u and v, we have
(−∆)s(ξu(x)) ≤ C0
mu(R0/2)
R0
2s and (−∆)
t(ξv(x)) ≤ C0
mv(R0/2)
R0
2t .
Moreover, ξu(x) = 0 ≤ u(x) if |x| > R0 and ξu(x) = mu(R0/2) ≤ u(x) if |x| ≤ R0/2.
Similarly, ξv(x) = 0 ≤ v(x) if |x| > R0 and ξv(x) = mv(R0/2) ≤ v(x) if |x| ≤ R0/2.
Thus, the functions u− ξu and v − ξv attain their global minimum values at points
xu and xv with |xu| < R0 and |xv | < R0, respectively.
Now let ϕ(x) := ξu(x) − ξu(xu) + u(xu) and ψ(x) := ξv(x) − ξv(xv) + v(xv).
Note that ϕ(xu) = u(xu), ψ(xv) = v(xv), u(x) ≥ ϕ(x) and v(x) ≥ ψ(x) for all
x ∈ B(0, R0). Let u and v be defined as in (7) with U = B(0, R0). Since (u, v) is a
viscosity super-solution of (6), one has
(−∆)s(u)(xu) ≥ v
p(xu) and (−∆)
t(v)(xv) ≥ u
q(xv) . (17)
We now assert that
(−∆)s(u)(xu) ≤ (−∆)
s(ξu)(xu) and (−∆)
t(v)(xv) ≤ (−∆)
t(ξv)(xv) .
In fact, note that wu(x) := u(x)−ξu(x) ≥ 0 for all x ∈ R
n and xu is a global minimum
point of wu. Thus, we have (−∆)
s(wu)(xu) ≤ 0 and thus the first inequality follows.
The other inequality also follows in an analogous way. Therefore, from (17), one
gets
mqu(R0) ≤ u
q(xv) ≤ C0
mv(R0/2)
R0
2t and m
p
v(R0) ≤ v
p(xu) ≤ C0
mu(R0/2)
R0
2s . (18)
Applying Lemma 2.2 in the above inequalities, one then derives
mu(R0) ≤
C1
R0
(
2s
p
+2t
)
p
pq−1
and mv(R0) ≤
C2
R0
(
2t
q
+2s
)
q
pq−1
. (19)
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We now consider the case (I). It suffices to assume that (2sp + 2t)
p
pq−1 > n− 2s,
since the argument is analogous for the second inequality in (I). Choose −n < σ1 <
−n+ 2s such that (
2s
p
+ 2t
)
p
pq − 1
+ σ1 > 0 .
By Lemma 2.1, we have
mu(r) ≤ mu(R0) ≤
C
r
(
2s
p
+2t
)
p
pq−1
+σ1
for all r ≥ R0 ≥ 1. Therefore, mu(r) goes to 0 as r → +∞, providing the contra-
diction (u, v) = (0, 0).
Finally, assume the situation (II). In a similar way, we analyze only the equality
(2sp + 2t)
p
pq−1 = n − 2s. Let (u, v) be non-negative viscosity super-solution of (6)
with G = Rn. We begin by proving that for certain C > 0 and R0 > 0, we have
mu(r) ≥ Cmu(R0)r
−n+2s (20)
for all r ≥ R0. Indeed, by Lemma 2.1 and (18), for any −n < σ < −n+2s, we have
(−∆)su(x) ≥ vp(x) ≥ mv(r)
p ≥ C(mu(2r))
pqr2tp ≥ C(mu(R0))
pqrσpq+2tp (21)
for all x with |x| = r ≥ R0.
Now consider the function
w(r) =
{
ε−n+2s if 0 < r ≤ ε
r−n+2s if ε ≤ r
(22)
where 0 < ε < R0/2. Since |x|
−n+2s is the fundamental solution of the fractional
Laplace operator (−∆)s (see [11]), we have
2(−∆)sw(r) =

 ∫
Bε(−x)
|x+ y|−n+2s − ε−n+2s
|y|n+2s
dy +
∫
Bε(x)
|x− y|−n+2s − ε−n+2s
|y|n+2s
dy

 ,
where |x| = r. It is clear that |y| ≥ |x|/2 whenever |x| ≥ R0 and y ∈ Bε(x). Thus,∫
Bε(x)
|x− y|−n+2s − ε−n+2s
|y|n+2s
dy ≤
C
rn+2s
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for some constant C > 0 and then, by symmetry of the integrals, one obtains
2(−∆)sw(r) ≤
C
rn+2s
.
For fixed R1 > R0, we define the comparison function
ϕ(x) = mu(R0)
w(r)− w(R1)
w(ε) − w(R1)
for all x with |x| < R1 and ϕ(x) = 0 for |x| ≥ R1. As can easily be checked,
(−∆)sϕ(x) ≤
C1
|x|n+2s
(23)
for all x with R0 < |x| < R1. On the other hand, since n = pq(n − 2s) − 2tp, we
can choose σ ∈ (−n,−n+2s) such that −σpq− 2tp < n+2s. Then, using (21) and
(23), one gets
(−∆)sϕ(x) ≤
C1
|x|n+2s
≤
C1
|x|−σpq−2tp
≤ (−∆)su(x)
for all x with R0 < |x| < R1 and u(x) ≥ ϕ(x) for |x| ≤ R0 or |x| ≥ R1, so that the
Silvestre’s maximum principle [51] readily yields u(x) ≥ ϕ(x) for all R0 ≤ |x| ≤ R1.
Finally, letting R1 → +∞ in this last inequality, the claim (20) follows.
In the sequel, we split the proof into two cases according to the value of −n+2s.
The first one corresponds to −n + 2s ∈ (−n,−1]. In this range, note that the
function Θ, defined above Lemma 2.3, is decreasing for all r > 0, with a singularity
at the origin if −n+2s ∈ (−n,−1) and bounded if −n+2s = −1. For 0 < ε < R0/2,
we define the function
w(r) =
{
Θ(ε) if 0 < r ≤ ε
Θ(r) if ε < r
.
Using Lemma 2.3, for any r ≥ R0 and x with |x| = r, we have
(−∆)sw(r) ≤
∫
Bε(x)
log(1 + |x− y|)|x− y|−n+2s − log(1 + ε)ε−n+2s
|y|n+2s
dy +
C
rn
≤ C
ε2s
rn+2s
+
C
rn
≤
C
rn
for all r ≥ R0 and some constant C > 0 independent of r.
Let ϕ be defined as above for R1 > R0. Again, we have ϕ(x) ≤ u(x) for all x
with |x| ≤ R0 or |x| ≥ R1. Moreover,
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(−∆)sϕ(x) ≤
C
|x|n
(24)
for all x with R0 < |x| < R1. From (21), one also has
(−∆)su(x) ≥ C(mu(R0))
pqr(−n+2s)pq+2tp =
C
|x|n
(25)
for r ≥ R0. By Silvestre’s maximum principle [51], we derive u(x) ≥ ϕ(x) for all
R0 < |x| < R1. Letting R1 → +∞ in this inequality, one obtains
u(x) ≥ C
log(1 + |x|)
|x|n−2s
.
On the other hand, using (19) and the fact that (2sp + 2t)
p
pq−1 = n− 2s, one gets
C1
log(1 + |x|)
|x|n−2s
≤ mu(r) ≤ C2
1
|x|n−2s
for all x with |x| = r large enough. But this contradicts the positivity of u.
It still remains the situation when −n + 2s ∈ (−1, 0). In this case, the func-
tion Θ(r) is increasing near the origin and decreasing for r large, with exactly one
maximum point, say at r0 > 0. Consider the function
w(r) =
{
Θ(r0) if 0 < r ≤ r0
Θ(r) if r0 < r
.
Again, one defines the comparison function for R0 > 1 and R0/2 > r0 as in Lemma
2.2
ϕ(x) = mu(R0)
w(r)− w(R1)
w(r0)− w(R1)
for |x| < R1 and ϕ(x) = 0 for |x| ≥ R1, where R1 > R0. It is clear that ϕ(x) ≤ u(x)
for all x with |x| ≤ R0 or |x| ≥ R1. In addition,
(−∆)sϕ(x) ≤
C
|x|n
for all x with R0 < |x| < R1. Lastly, using Lemma 2.3 and the fact that Θ is increas-
ing in (0, r0) and decreasing for r ≥ r0, the proof proceeds exactly as before and
again we achieve the contradiction u = 0. This concludes the proof of sufficiency.
Proof of the necessity of (4). Assume that the condition (4) fails. In other
words, we have
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(
2s
p
+ 2t
)
p
pq − 1
< n− 2s and
(
2t
q
+ 2s
)
q
pq − 1
< n− 2t . (26)
Consider the functions
u(x) =
A
(1 + |x|)2sk1
and v(x) =
B
(1 + |x|)2tk2
, (27)
where
k1 =
t+ sp
t(pq − 1)
and k2 =
s+ tq
s(pq − 1)
.
The basic idea is to prove that (u, v) is a positive radial super-solution of (6)
with G = Rn for a suitable choice of positive constants A and B.
Firstly, we assert that the inequalities
1
(1− a+ |ae1 + y|)2sk1
+
1
(1− a+ |ae1 − y|)2sk1
≤
1
|e1 + y|2sk1
+
1
|e1 − y|2sk1
(28)
and
1
(1− a+ |ae1 + y|)2tk2
+
1
(1− a+ |ae1 − y|)2tk2
≤
1
|e1 + y|2tk2
+
1
|e1 − y|2tk2
(29)
hold for all a ∈ [0, 1), b ≥ 0 and y ∈ R. In fact, consider the function f(a, b, y) given
by
f(a, b, y) = (1− a+ (a+ b)2 + y2)1/2)−2α + (1− a+ (a− b)2 + y2)1/2)−2α
−((1 + b)2 + y2)−α − ((1 − b)2 + y2)−α
where α > 0. One easily checks that
∂f
∂a
(a, b, y) =
−2α
(1− a+ (a+ b)2 + y2)1/2)2α+1
(
−1 +
a+ b
((a+ b)2 + y2)1/2
)
+
−2α
(1− a+ (a− b)2 + y2)1/2)2α+1
(
−1 +
a− b
((a− b)2 + y2)1/2
)
≥ 0
and f(1, b, y) = 0 for all a ∈ [0, 1), b ≥ 0 and y ∈ R. In particular, f(a, b, y) ≤ 0 for
all a ∈ [0, 1), b ≥ 0 and y ∈ R.
16
For a = r/(1 + r) and x with r = |x|, we then have
1
(1 + |x+ y|)2α
+
1
(1 + |x− y|)2α
−
2
(1 + |x|)2α
=
1
(1 + |x|)2α
{
1
(1− a+ |ae1 + y|)2α
+
1
(1− a+ |ae1 − y|)2α
− 2
}
≤
1
(1 + |x|)2α
{
1
|e1 + y|2α
+
1
|e1 − y|2α
− 2
}
,
where y = 11+rPy, being P an appropriate rotation matrix.
With the choice α = sk1 and α = tk2, we derive (28) and (29), respectively. Using
these inequalities, we find
(−∆)su(x) = −
1
2
∫
Rn
A
(1 + |x− y|)2sk1 |y|n+2s
+
A
(1 + |x+ y|)2sk1 |y|n+2s
−
2A
(1 + |x|)2sk1 |y|n+2s
dy
≥ −
1
2
A
(1 + |x|)2s(k1+1)
∫
Rn
|e1 + y|
−2sk1 + |e1 − y|
−2sk1 − 2
|y|n+2s
dy
=
c1A
(1 + |x|)2s(k1+1)
and
(−∆)tv(x) = −
1
2
∫
Rn
B
(1 + |x− y|)2tk2 |y|n+2t
+
B
(1 + |x+ y|)2tk2 |y|n+2t
−
2B
(1 + |x|)2tk2 |y|n+2t
dy
≥ −
1
2
B
(1 + |x|)2t(k2+1)
∫
Rn
|e1 + y|
−2tk2 + |e1 − y|
−2tk2 − 2
|y|n+2t
dy
=
c2B
(1 + |x|)2t(k2+1)
.
Since pq > 1, there exist constants k1 and k2 such that 2s(k1 + 1) = 2tk2p and
2t(k2 + 1) = 2sk1q. Thanks to (26), it readily follows that k1 and k2 are positive,
2sk1 < n− 2s and 2tk2 < n− 2t. These last two conditions guarantee the positivity
of the above constants c1 and c2.
On the other hand, we have
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(−∆)su(x)− vp(x) ≥
c1A
(1 + |x|)2s(k1+1)
−
Bp
(1 + |x|)2tk2p
=
c1A−B
p
(1 + |x|)2s(k1+1)
and
(−∆)tv(x)− uq(x) ≥
c2B
(1 + |x|)2t(k2+1)
−
Aq
(1 + |x|)2sk1q
=
c2B −A
q
(1 + |x|)2t(k2+1)
for all x ∈ Rn. Finally, the assumption pq > 1 also allows us to choose A =
(c1c
p
2)
1
pq−1 > 0 and B = (cq1c2)
1
pq−1 > 0 so that the right-hand side of the above
inequalities are equal to zero. This concludes the proof of Theorem 1.2.
4 Proof of Theorem 1.3
The first tool to be used in the proof of Theorem 1.3 is the following result whose
proof is based on the method of moving plane.
Proposition 4.1. Let (u, v) be a positive viscosity bounded solution of

(−∆)su = vp in Rn+
(−∆)tv = uq in Rn+
u = v = 0 in Rn \Rn+
(30)
Assume 0 < s, t < 1 and p, q ≥ 1. Then, u and v are strictly increasing in xn-
direction.
Proof of Proposition 4.1. Let Σµ := {(x, xn) ∈ R
n
+ : 0 < xn < µ} and
Tµ := {(x, xn) ∈ R
n
+ : xn = µ}. For x = (x, xn) ∈ R
n, we denote uµ(x) = u(xµ),
wµ,u(x) = uµ(x) − u(x), vµ(x) = v(xµ) and wµ,v(x) = vµ(x) − v(x), where µ > 0
and xµ = (x, 2µ − xn) for all (x, xn) ∈ R
n−1 × R. For any subset A of Rn, we write
Aµ = {xµ : x ∈ A}, the reflection of A with respect to Tµ.
We next divide the proof into two steps.
First step: We here prove that if µ > 0 is small enough, then wµ,u > 0 and wµ,v > 0
in
∑
µ. For this purpose, we define
Σ−µ,u = {x ∈ Σµ : wµ,u(x) < 0} and Σ
−
µ,v = {x ∈ Σµ : wµ,v(x) < 0}.
We first show that Σ−µ,u is empty if µ is small enough. Indeed, assume for a contra-
diction that Σ−µ,u is not empty and define
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w1µ,u(x) =
{
wµ,u(x) if x ∈ Σ
−
µ,u
0 if x ∈ Rn \Σ−µ,u
(31)
and
w2µ,u(x) =
{
0 if x ∈ Σ−µ,u
wµ,u(x) if x ∈ R
n \Σ−µ,u
(32)
It is clear that w1µ,u(x) = wµ,u(x)− w
2
µ,u(x) for all x ∈ R
n. For each µ > 0, we now
assert that
(−∆)sw2µ,u(x) ≤ 0 for all x ∈ Σ
−
µ,u . (33)
In fact, from the definition of (−∆)s, we have
(−∆)sw2µ,u(x) =
∫
Rn
w2µ,u(x)− w
2
µ,u(y)
|x− y|n+2s
dy = −
∫
Rn\Σ−µ,u
w2µ,u(y)
|x− y|n+2s
dy
= −
∫
(Σµ\Σ
−
µ,u)∪(Σµ\Σ
−
µ,u)µ
wµ,u(y)
|x− y|n+2s
dy
−
∫
(Rn\Rn
+
)∪(Rn\Rn
+
)µ
wµ,u(y)
|x− y|n+2s
dy −
∫
(Σ−µ,u)µ
wµ,u(y)
|x− y|n+2s
dy
= −A1 −A2 −A3
for all x ∈ Σ−µ,u.
We next estimate separately each of these integrals.
Firstly, note that wµ,u(yµ) = −wµ,u(y) for all y ∈ R
n and w2µ,u(y) ≥ 0 in Σµ \ Σ
−
µ,u.
Then,
A1 =
∫
(Σµ\Σ
−
µ,u)∪(Σµ\Σ
−
µ,u)µ
wµ,u(y)
|x− y|n+2s
dy
=
∫
Σµ\Σ
−
µ,u
wµ,u(y)
|x− y|n+2s
dy +
∫
Σµ\Σ
−
µ,u
wµ,u(yµ)
|x− yµ|n+2s
dy
=
∫
Σµ\Σ
−
µ,u
wµ,u(y)
(
1
|x− y|n+2s
−
1
|x− yµ|n+2s
)
dy ≥ 0 ,
since |x− yµ| > |x− y| for all x ∈ Σ
−
µ,u and y ∈ Σµ \ Σ
−
µ,u.
19
In order to discover the sign of A2 we observe that u = 0 in R
n \ Rn+ and uµ = 0 in
(Rn \ Rn+)µ, so we have
A2 =
∫
(Rn\Rn
+
)∪(Rn\Rn
+
)µ
wµ,u(y)
|x− y|n+2s
dy
=
∫
Rn\Rn
+
uµ(y)
|x− y|n+2s
dy −
∫
(Rn\Rn
+
)µ
u(y)
|x− y|n+2s
dy
=
∫
Rn\Rn
+
uµ(y)
(
1
|x− y|n+2s
−
1
|x− yµ|n+2s
)
dy ≥ 0 ,
since uµ ≥ 0 in R
n \ Rn+ and |x− yµ| > |x− y| for all x ∈ Σ
−
µ,u and y ∈ R
n \ Rn+.
Finally, since wµ,u < 0 in Σ
−
µ,u, we have
A3 =
∫
(Σ−µ,u)µ
wµ,u(y)
|x− y|n+2s
dy =
∫
Σ−µ,u
wµ,u(yµ)
|x− yµ|n+2s
dy = −
∫
Σ−µ,u
wµ,u(y)
|x− yµ|n+2s
dy ≥ 0 .
Hence, the claim (33) follows.
Using now (33), for any x ∈ Σ−µ,u, one has
(−∆)sw1µ,u(x) = (−∆)
swµ,u(x) = (−∆)
suµ(x)− (−∆)
su(x)
= vpµ(x)− v
p(x) =
vpµ(x)− vp(x)
vµ(x)− v(x)
wµ,v(x) .
Define
ϕv(x) =
vpµ(x)− vp(x)
vµ(x)− v(x)
for x ∈ Σ−µ,u.
Since p ≥ 1, we have ϕv ∈ L
∞(Σ−µ,u) and ϕvwµ,v is continuous. In addition, since
w1µ,u = 0 in R
n \ Σ−µ,u, by Theorem 2.3 of [43], one gets
‖w1µ,u‖L∞(Σ−µ,u) ≤ CR(Σ
−
µ,u)
2s‖ϕvwµ,v‖L∞(Σ−µ,u) , (34)
where R(Σ−µ,u) is the smallest positive constant R such that
|BR(x) \Σ
−
µ,u| ≥
1
2
|BR(x)|
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for all x ∈ Σ−µ,u. Besides, we have
ϕvwµ,v(x) = v
p(x)− vpµ(x) ≤ 0 in Σµ \Σ
−
µ,v
and
ϕvwµ,v(x) = v
p(x)− vpµ(x) > 0 in Σ
−
µ,v .
Let Σ−µ = Σ
−
µ,u ∩Σ
−
µ,v. Then, from (34), one derives
‖w1µ,u‖L∞(Σ−µ,u) ≤ CR(Σ
−
µ,u)
2s‖ϕvwµ,v‖L∞(Σ−µ )
≤ CR(Σ−µ,u)
2s‖ϕv‖L∞(Σ−µ )‖wµ,v‖L∞(Σ−µ )
≤ CR(Σ−µ,u)
2s‖wµ,v‖L∞(Σ−µ ) ,
where in the last inequality we use the condition p ≥ 1.
Similar to (31) and (32), we define
w1µ,v(x) =
{
wµ,v(x) if x ∈ Σ
−
µ,v
0 if x ∈ Rn \Σ−µ,v
(35)
and
w2µ,v(x) =
{
0 if x ∈ Σ−µ,v
wµ,v(x) if x ∈ R
n \Σ−µ,v
(36)
and argue in a completely analogous way with the aid of the assumption q ≥ 1 to
obtain
‖w1µ,v‖L∞(Σ−µ,v) ≤ CR(Σ
−
µ,v)
2t‖wµ,u‖L∞(Σ−µ ) .
Thus,
‖w1µ,u‖L∞(Σ−µ,u) ≤ C
2R(Σ−µ,u)
2sR(Σ−µ,v)
2t‖w1µ,u‖L∞(Σ−µ,u)
and
‖w1µ,v‖L∞(Σ−µ,v) ≤ C
2R(Σ−µ,u)
2sR(Σ−µ,v)
2t‖w1µ,v‖L∞(Σ−µ,v) .
Now choosing µ small enough so that C2R(Σ−µ,u)
2sR(Σ−µ,v)
2t < 1, we conclude that
‖w1µ,u‖L∞(Σ−µ,u) = 0, so |Σ
−
µ,u| = 0. Since Σ
−
µ,u is open, we deduce that Σ
−
µ,u is empty,
which is a contradiction. Therefore, we get wµ,u ≥ 0 in Σµ for µ > 0 small enough.
Similarly, one gets wµ,v ≥ 0 in Σµ for µ > 0 small enough too. Moreover, since the
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functions u and v are positive in Rn+ and u = v = 0 in R
n \Rn+, it follows that wµ,u
and wµ,v are positive in {xn = 0} and then, by continuity, wµ,u 6= 0 and wµ,v 6= 0 in
Σµ.
In order to complete the proof of this step, we assert that if wµ,u ≥ 0, wµ,v ≥ 0,
wµ,u 6= 0 and wµ,v 6= 0 in Σµ with µ > 0, then wµ,u > 0 and wµ,v > 0 in Σµ. Indeed,
we have
(−∆)swµ,u(x) = v
p
µ(x)− v
p(x) ≥ 0 in Σµ
and
(−∆)twµ,v(x) = u
q
µ(x)− u
q(x) ≥ 0 in Σµ .
Since wµ,u ≥ 0, wµ,v ≥ 0, wµ,u 6= 0 and wµ,v 6= 0 in Σµ, by the Silvestre’s strong
maximum principle, the conclusion follows.
Second step: Define
µ∗ = sup{µ > 0 : wν,u > 0, wν,v > 0 in Σν for all 0 < ν < µ} .
It is clear that µ∗ > 0 and wµ,u > 0 and wµ,v > 0 in Σµ for all 0 < µ < µ
∗, so that
u and v are strictly increasing in xn-direction. Indeed, for 0 < xn < xn < µ
∗, let
µ = xn+xn2 . Since wµ,u > 0 and wµ,v > 0 in Σµ, we have
0 < wµ,u(x
′, xn) = uµ(x
′, xn)− u(x
′, xn) = u(x
′, xn)− u(x
′, xn)
and
0 < wµ,v(x
′, xn) = vµ(x
′, xn)− v(x
′, xn) = v(x
′, xn)− v(x
′, xn) ,
so that u(x′, xn) > u(x
′, xn) and v(x
′, xn) > v(x
′, xn), as claimed. Thus, the propo-
sition is proved if we are able to show that µ∗ = +∞.
Suppose for a contradiction that µ∗ is finite. Now choose ε0 > 0 small enough
such that the operators (−∆)s − ϕv and (−∆)
t − ϕu satisfies the strong maximum
principle in the open Σµ∗+ε0 \Σµ∗−ε0 , see [43]. Here we use that ϕu(x) =
uqµ(x)−u
q(x)
uµ(x)−u(x)
and ϕv(x) =
vpµ(x)−v
p(x)
vµ(x)−v(x)
) can be taken small in the L∞-norm, since p, q > 1. There-
fore, wµ∗+ε0,u > 0 and wµ∗+ε0,v > 0 in Σµ∗+ε0 , providing a contradiction.
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Proposition 4.2. Let 0 < s, t < 1 and p, q > 0. If the system

(−∆)su = vp in Rn+
(−∆)tv = uq in Rn+
u = v = 0 in Rn \Rn+
(37)
has a positive viscosity bounded solution, then the same system has a positive vis-
cosity solution in Rn−1.
Proof of Proposition 4.2. Let (u, v) be a positive bounded solution of (37), that
is there exists a constant M such that 0 < u ≤ M and 0 < v ≤ M in Rn+. In the
strip Σ1 = {x ∈ R
n : 0 < xn < 1}, we set
uk(x
′, xn) = u(x
′, xn + k) and vk(x
′, xn) = v(x
′, xn + k) .
Note that (uk, vk) solves the system (37) in Σ1 for each integer k ≥ 1. In addition,
0 < uk ≤M and 0 < vk ≤M in Σ1. Thus,
(−∆)suk ≤M
p and (−∆)suk ≥ 0 in Σ1 ,
(−∆)tvk ≤M
q and (−∆)tvk ≥ 0 in Σ1 .
Then, by Theorem 2.6 of [43], for any Ω′ ⊂⊂ Σ1 and 0 < β < 1, there exists a
constant C > 0 such that uk, vk ∈ C
β(Ω′) and
‖uk‖Cβ(Ω′) ≤ C
{
‖uk‖L∞(Σ1) +M
p
}
and
‖vk‖Cβ(Ω′) ≤ C
{
‖vk‖L∞(Σ1) +M
q
}
.
So, the sequences {uk} and {vk} are bounded in C
β(Ω′) and then, up to a subse-
quence, {uk} and {vk} converge uniformly on compact subset of Σ1 to functions u
and v, respectively. By Theorem 2.7 of [43], (u, v) satisfies{
(−∆)su = vq in Σ1
(−∆)tv = up in Σ1
(38)
in the viscosity sense. The strict monotonicity provided in Proposition 4.1 guaran-
tees that (u, v) is positive and independent of the xn-variable.
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On the other hand, the definition of (−∆)s gives
(−∆)su(x) =
∫
Rn−1
∫
R
u(x′)− u(y′)
(|x′ − y′|2 + (xn − yn)2)
n+2s
2
dyn dy
′
=
∫
Rn−1
∫
R
u(x′)− u(x′ − y′)
(|y′|2 + (yn)2)
n+2s
2
dyn dy
′ .
Let yn = |y
′| tan θ, where θ ∈ (−pi2 ,
pi
2 ), then
(−∆)su(x) =
∫
Rn−1
pi
2∫
−pi
2
u(x′)− u(x′ − y′)
|y′|n−1+2s
(cos θ)n−2+2s dθ dy′
=
∫
Rn−1
u(x′)− u(x′ − y′)
|y′|n−1+2s
dy′
pi
2∫
−pi
2
(cos θ)n−2+2s dθ
and
pi
2∫
−pi
2
(cos θ)n−2+2s dθ = 2
pi
2∫
0
(cos θ)n−2+2s dθ < +∞ ,
since n− 2 + 2s > 0. This means that the n-dimension fractional Laplace operator
is actually (n− 1)-dimension, and we have{
(−∆)su = vq in Rn−1
(−∆)tv = up in Rn−1
(39)
Finally, Theorem 1.3 follows directly from Theorem 1.2 and Proposition 4.2.
5 Proof of Theorem 1.1
The proof of the part of existence is an application of degree theory for compact
operators in cones. This theory, essentially developed by Krasnoselskii, has often
been used to show that certain operators admit fixed points. We are going to use
an extension of Krasnoselskii results (se for instance [42]). The applicability of this
24
theory relies on a priori bounds in L∞ of solutions of certain systems related to (1)
to be obtained through blow-up techniques by invoking Theorems 1.2 and 1.3.
We begin by stating the above-mentioned abstract tool.
Proposition 5.1. Let K be a closed cone with non-empty interior in a Banach space
X and let T : K → K and H : [0,∞) ×K → K be continuous compact operators
such that T (0) = 0 and H(0, x) = T (x) for all x ∈ K. Assume there exist θ0 > 0
and 0 < r < R such that
(i) x 6= θT (x) for all 0 ≤ θ ≤ 1 and x ∈ K such that ‖x‖ = r,
(ii) H(θ, x) 6= x for all θ ≥ θ0 and x ∈ K with ‖x‖ ≤ R,
(iii) H(θ, x) 6= x for all θ ∈ [0,+∞) and x ∈ K with ‖x‖ = R.
Then, T has a fixed point x0 ∈ K such that r ≤ ‖x0‖ ≤ R.
Here X denotes the Banach space {(u, v) ∈ C(Rn)×C(Rn) : u, v = 0 in Rn \Ω}
endowed with the norm
‖(u, v)‖ := max{‖u‖L∞(Ω), ‖v‖L∞(Ω)} .
and K = {u ∈ X : u, v ≥ 0 in Ω}. It is clear that solving (1) is equivalent to finding
a fixed point in K of the operator T : K → K given by
T (u, v)(x) := S(vp, uq)
for x ∈ Ω,where for any (f, g) ∈ K we define S(f, g) as the solution of the Dirichlet
problem 

(−∆)su = f in Ω
(−∆)tv = g in Ω
u = v = 0 in Rn \Ω
(40)
Using that Ω is C2 class, by Lemma 6.1 of [42], the operator S is well defined,
linear, continuous and compact. Thus, one easily deduces that the operator T is
well defined, continuous and compact. In addition, we have T (0, 0) = 0.
We also define H : [0,∞) ×K → K as
H(θ, u, v) = S((v + θ)p, (u+ θ)q) .
Clearly, H is well defined, continuous and compact too.
First we show that the condition (i) of Proposition 5.1 is satisfied. This is the
content of the following lemma:
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Lemma 5.1. Assume that 0 < s, t < 1 and pq > 1. Then, there exists a constant
r > 0 such that for any θ ∈ [0, 1], the system

(−∆)su = θvp in Ω
(−∆)tv = θuq in Ω
u = v = 0 in Rn \ Ω
(41)
has no classical solution (u, v) ∈ K with ‖(u, v)‖ = r.
Proof of Lemma 5.1. We argue by contradiction. Let {(θk, uk, vk)}k∈N be a
sequence of triples with θk ∈ [0, 1] and (uk, vk) ∈ K satisfying (41) such that
‖uk‖L∞(Ω), ‖vk‖L∞(Ω) → 0 as k −→ +∞. Since pq > 1, we choose γ such that
1
q
< γ < p
and set ak = ‖uk‖L∞(Ω) + ‖vk‖
γ
L∞(Ω). Define
zk =
uk
ak
and wk =
vk
a
1/γ
k
.
We then have
(−∆)szk =
θk
ak
vpk and (−∆)
twk =
θk
a
1/γ
k
uqk .
Note that ‖zk‖L∞(Ω) + ‖wk‖
γ
L∞(Ω) = 1,∣∣∣∣θkak vpk
∣∣∣∣ ≤ ‖vk‖p−γL∞(Ω) → 0 and
∣∣∣∣θkak uqk
∣∣∣∣ ≤ ‖uk‖q−1/γL∞(Ω) → 0
uniformly for x ∈ Ω. So, one easily deduces that (zk, wk) converges uniformly to
some couple (z, w) satisfying ‖z‖L∞(Ω) + ‖w‖
γ
L∞(Ω) = 1 and

(−∆)sz = 0 in Ω
(−∆)tw = 0 in Ω
z = w = 0 in Rn \Ω
But by uniqueness, we have (z, w) = (0, 0), providing a contradiction.
The condition (ii) of Proposition 5.1 follows from the following lemma:
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Lemma 5.2. Assume that 0 < s, t < 1, p, q ≥ 1 and pq > 1. Then, there exists a
constant θ0 > 0 such that for any θ ≥ θ0 the system

(−∆)su = (v + θ)p in Ω
(−∆)tv = (u+ θ)q in Ω
u = v = 0 in Rn \Ω
(42)
has no classical solution (u, v) ∈ K.
Proof of Lemma 5.2. Firstly, we define
λ1 := inf{
∫
Ω
|(−∆)s/2u|2+|(−∆)t/2v|2 dx : (u, v) ∈ Hs0(Ω)×H
t
0(Ω),
∫
Ω
u+v+ dx = 1} ,
where f+ = max{f, 0}. As usual, it follows that λ1 is positive and attained for some
couple (ϕ,ψ) ∈ Hs0(Ω)×H
t
0(Ω). Also, by the weak maximum principle, ϕ,ψ ≥ 0 in
Ω and ϕ,ψ 6= 0 and, moreover, (ϕ,ψ) satisfies

(−∆)sϕ = λ1ψ in Ω
(−∆)tψ = λ1ϕ in Ω
ϕ = ψ = 0 in Rn \ Ω
On the other hand, by assumption, p > 1 or q > 1. If the first situation occurs,
then for A ≥ λ21 there exists θ0 > 0 such that
(y + θ)p ≥ A(y + θ) > Ay and (y + θ)p ≥ (y + θ) > y
for all y ≥ 0 and θ ≥ θ0.
Now let θ ≥ θ0 and (u, v) ∈ K be a classical solution of (42). Then, by the
Silvestre’s strong maximum principle, we have u, v > 0 in Ω and

(−∆)su > Av in Ω
(−∆)tv > u in Ω
u = v = 0 in Rn \Ω
Using the above equations satisfied by (ϕ,ψ), one obtains
λ1
∫
Ω
uψ dx > A
∫
Ω
vϕ dx and λ1
∫
Ω
vϕ dx >
∫
Ω
uψ dx ,
so that A < λ21, providing a contradiction.
Finally, the condition (iii) of Proposition 5.1 is a consequence of the following
lemma:
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Lemma 5.3. Assume that Ω is of C2 class, 0 < s, t < 1, n > 2s + 1, n > 2t + 1,
p, q ≥ 1, pq > 1 and (4) is satisfied. For each θ0 > 0 there exists a constant C > 0,
depending only of s, t, p, q and Ω, such that for any classical solution (u, v) ∈ K of
the system (42) with 0 ≤ θ ≤ θ0, one has
‖(u, v)‖ ≤ C .
Proof of Lemma 5.3. Suppose for a contradiction that there exists a sequence
(uk, vk) ∈ K of solutions of (42) with θ = θk ∈ [0, θ0] such that at least one of the
sequence (uk) and (vk) tends to infinity in the L
∞-norm.
Let β1 =
(
2s
p + 2t
)
p
pq−1 and β2 =
(
2t
q + 2s
)
q
pq−1 . We set
λk = ‖uk‖
− 1
β1
L∞(Ω) ,
if ‖uk‖
β2
L∞(Ω) ≥ ‖vk‖
β1
L∞(Ω), up to a subsequence, and λk = ‖vk‖
− 1
β2
L∞(Ω), otherwise. It
suffices to assume the first of these two situations.
Note that λk → 0 as k → +∞. Let xk ∈ Ω be a maximum point of uk. The
functions
zk(x) = λ
β1
k uk(λkx+ xk) and wk(x) = λ
β2
k vk(λkx+ xk)
are such that zk(0) = 1 and 0 ≤ zk, wk ≤ 1 in Ωk :=
1
λk
(Ω − xk). Also, one checks
that the functions zk and wk satisfy


(−∆)szk =
(
λ
(2s+β1−pβ2)/p
k wk + λ
(2s+β1)/p
k θk
)p
=
(
wk + λ
(2s+β1)/p
k θk
)p
(−∆)twk =
(
λ
(2t+β2−qβ1)/q
k zk + λ
(2t+β2)/q
k θk
)q
=
(
zk + λ
(2t+β2)/q
k θk
)q (43)
in the open Ωk.
By compactness, module a subsequence, (xk) converges to some point x0 ∈ Ω. Let
dk = dist(xk, ∂Ω) .
Two cases may occur as k → +∞:
(a) dkλk → +∞, module a subsequence still denoted as before, or
(b) dkλk is bounded.
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If (a) occurs, then 1λkBdk(0) ⊂ Ωk and
dk
λk
→ +∞ as k → +∞. So, (Ωk) tends to R
n
as k → +∞. We recall that 0 ≤ zk, wk ≤ 1 in Ωk. Thus, the right-hand side of (43)
is bounded in L∞(Ωk), so by compactness, we deduce that, up to a subsequence,
(zk, wk) converges to some function (z, w) uniformly in compact sets of R
n. By
Theorem 2.7 of [43], (z, w) is a viscosity solution of (6) with G = Rn. Note also that
z(0) = 1, since zk(0) = 1 for all k, and hence (z, w) 6= (0, 0) and, by the Silvestre’s
strong maximum principle, z, w > 0 in Rn. But this contradicts Theorem 1.2.
Assume now that (b) occurs, that is dkλk is bounded. In this case, up to a subse-
quence, we may assume that
dk
λk
→ a ∈ [0,∞) . (44)
Assume for a moment that a > 0. After a suitable rotation of Rn for each fixed
k, one concludes that (Ωk) converge to the half-space R
n
+ = {x ∈ R
n : xn > −a}.
Again, we have 0 ≤ zk, wk ≤ 1 in Ωk and then, by compactness, (zk, wk) converges,
module a subsequence, to some function (z, w) uniformly in compact sets of Rn+.
As before, (z, w) is a viscosity bounded solution of (6) with G = Rn+. Furthermore,
using that a > 0 and zk(0) = 1 for all k, one gets z(0) = 1, so that again z, w > 0
in Ω and this contradicts Theorem 1.3.
The remainder of the proof consists in showing that a > 0. We argue by contra-
diction and assume that a = 0. The basic idea is to construct a barrier function hk
on Ωk for zk. For this purpose, we define
hk(x) = (e
−
dk
λk − exn) sup
Ωk
(wk + λ
(2s+β1)/p
k θk)
p
C0
,
where C0 is a positive constant such that
(−∆)sexn = −
∫
Rn
e(xn+yn) + e(xn−yn) − 2exn
|y|n+2s
dy
= −exn
∫
Rn
eyn + e−yn − 2
|y|n+2s
dy ≤ −C0 < 0
for all − dkλk < xn < 0. Thus, from (43),
(−∆)s(hk − zk) ≥ C0 sup
Ωk
(
(wk + λ
(2s+β1)/p
k θk)
p
C0
)
−
(wk + λ
(2s+β1)/p
k θk)
p
C0
≥ 0
29
in Ωk and zk ≤ hk in R
n \ Ωk. Then, the weak maximum principle gives zk ≤ hk in
Ωk. In addition, there exist C1 > 0 and δ > 0 such that
|∇wk(x)| ≤ C1
for all x ∈ Ωk ∩ {x ∈ R
n : xn +
dk
λk
≤ δ}. Since xk ∈ Ω, we have 0 ∈ Ωk ∩ {x ∈ R
n :
xn +
dk
λk
≤ δ} for k large enough. Finally,
1 = zk(0) ≤ hk(0) ≤ C2
(
e
−
dk
λk − 1
)
→ 0
as k →∞, providing a contradiction.
Lastly, the conclusion of Theorem 1.1 follows readily from Lemmas 5.1, 5.2 and 5.3
applied to Proposition 5.1.
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