Abstract-The common signal processing problem of estimating some nonrandom parameters of a signal in additive noise is considered. The problem investigated in this paper is under what conditions an efficient estimator exists, i.e., an unbiased estimator with a variance equal to the Cramér-Rao lower bound (CRB). It is well known that if the signal is linear or, more generally, affine in the parameters and the noise Gaussian, an efficient estimator does exist. This paper shows that under some conditions, this is the only case where an efficient estimator exists.
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I. INTRODUCTION

L
ET be a random vector that depends on an dimensional vector of (nonrandom) parameters through a distribution function , where
and is an open subset of . An estimator of is called efficient if it is unbiased, , and its covariance matrix is equal to the Cramér-Rao lower bound (CRB) cov where is the Fisher information matrix, which is given by An efficient estimator exists if and only if [1] , [2] (1)
for some function . In that case, is the efficient estimator, which turns out to be the maximum likelihood estimator (MLE) [1] , [2] . It is well known that (1) is equivalent to the condition that should be a member of an exponential family ([3, Example IV.C.4], [6] ). However, this fact will not be used here as it seems more efficient to use (1) directly in the proofs.
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or in vector form (2) The signal depends on the unknown parameters , but the distribution of the noise is independent of . For this signal model, the distribution function takes the special form where is the distribution function of the noise. In the following, we will drop the subscript from . Notice that this is a generalized form of what is in statistics called a position (or location) family of distributions [4] , [5] . Equation (1) can now be written as (3) It is well-known that when the noise is Gaussian and is linear in the parameters, i.e., for some (full-rank) matrix , then an efficient estimator exists [1] , [2] . This can easily be extended to the case when is affine in the parameters (4) and in this case, the efficient estimator is given by
The standard results in [1] and [2] thus state that (4) is a sufficient condition for an efficient estimator to exist for the model (2) . The question we ask in this paper follows: Is this also a necessary condition? In other words, for the signal plus noise model (2) , does an efficient estimator exist only in the Gaussian, affine case (4)? As will be seen, the answer is a qualified "yes."
II. MAIN THEOREMS
We will start with some preliminaries. We will assume that C or C , i.e., that is (twice) continuously differentiable on considered as a function of the unknown parameters. Since we have not assumed that is connected, this includes a quite general class of signals encountered in signal processing. If, for example, is nondifferentiable in a number of isolated points in , these can be excised to give .
Notice that if is not one-to-one on , an unbiased estimator does not even exist in the noise-free case. Thus, we assume that is injective. This implies that the matrix
has full rank on an open, dense subset of . Ordinarily, the probability distributions considered for the CRB are assumed to be twice differentiable on . We will, however, allow probability distributions that are only piecewise C . By this, we mean that there exist a (countable) discrete (i.e., which does not have cluster points) subset so that the probability distribution C , and the left and right limits exist in all points of continuity. The (second) derivative of on the whole of now exists as a generalized function on , i.e., the second derivative of may contain a summation of Dirac's delta functions on and derivatives of the delta function. The CRB can still be calculated when the appropriate rules for delta functions are applied (for a more general version of the CRB, see [6] ).
The reason for considering this more general class is that this type of probability distributions often occur in signal processing problems, for example, the Laplace distribution . This class is therefore covered by our theorems.
The first theorem follows. for some full-rank matrix and some vector .
Proof: As already mentioned, the "if" part is well known. Thus, we only have to prove the "only if" part. We may assume that is white since we can always precondition the signal with a whitening transform. If we can prove that the whitened signal is affine, the original signal was also affine.
The derivative of the white Gaussian distribution is given by (see also [2] ) (5) and further
On the other hand, by differentiating (3) with respect to , we obtain These two equations imply that However, since the left-hand side does not depend on and is invertible, must be some constant matrix independent of so that (6) Since has full rank in at least one point and since is invertible, it follows that must have full rank .
From (6), we obtain that (7) where Inserting (7) in (5), we obtain Identifying with (3), we see that for some vector . Since has full rank, the matrix is invertible, which implies that is affine. The second theorem tells that an efficient estimator does only exist for the linear model, even when the noise is not Gaussian. (9) for some constants and .
Proof:
The function depends on only through . The right-hand side of (8) The derivative of for (whenever the derivative exists) can be calculated in two ways. For suitably small and Thus, satisfies the differential equation (11) 
If
, then for , and (9) is satisfied with . Otherwise, the differential equation (11) implies that is an exponential function, and by (10), is then exponential for . Proof of Theorem 2: First notice that it follows directly from (3) that is continuous (on the interior of its support). If is not continuous, the right-hand side contains terms of the form (where is the Dirac delta function), whereas the left-hand side can, at most, contain -functions in and separately, which is a contradiction.
Since the noise is IID, we have
Define Then, (3) can be written as (13) or, equivalently Let be a point where has full rank. There then exists an so that and a so that in a neighborhood of . Without loss of generality, we can assume that it is . Consider the first equation in the set of (13) (14) By differentiating with respect to , we obtain (15) or By the same argument as in the beginning of the proof, it can be seen that does not contain any delta functions. By Lemma 1, we then have on a neighborhood of every point where is twice differentiable. It follows that By differentiating (14) with respect to , we obtain, in general Suppose and . Then and However, according to (14), this should depend on alone, which is a contradiction. Thus, either or . In both cases, we get that ln is a polynomial of, at most, degree two It follows that is a Gaussian probability distribution. It now follows from Theorem 1 that is affine.
III. CONCLUDING REMARKS
If the condition that the noise is IID is omitted in Theorem 2, the distribution need no longer be Gaussian, as the following example shows.
1) Example-Non-Gaussian Location Parameter Families:
If the noise is not IID, Theorem 2 does not hold. A trivial example is to let N and have an arbitrary distribution independent of . Then, an efficient estimator of is . Another example is to let the joint distribution be given by where is a constant making into a PDF. This is what is called a location parameter family of distributions [4] . Since this is a member of an exponential family, an efficient estimator does exist. To see this directly, notice that when ln is differentiated with respect to , the fourth power term disappears, and the result is the same as for a Gaussian distribution so that an efficient estimator does exist.
Even when an efficient estimator does not exist, an unbiased minimum variance (UMV) estimator may exist ( [2] ). Reference [5] analyzes this case and finds that for a location parameter family of distributions and under some restrictions, an UMV estimator exists if and only the distributions are Gaussian, which is similar to Theorem 2 in this paper. Whether or not such as result is also valid for the signal plus noise model considered in this paper is a topic for further research.
From the results of this paper, one could get the idea that the CRB generally is too optimistic. Indeed, tighter bounds than the CRB exist, such as the Bhattacharyya bound ( [7] , [9] ) and the Barankin bound ([8, Prob. 2.4.18-19], [10] , [11] ). However, it should be noticed that the results in this paper concern exact attainment of the CRB for finite sample sizes. On the other hand, the MLE is generally asymptotically efficient, i.e., the variance of the MLE converges toward the CRB in some specific sense as the sample size tends toward infinity ([3, Prop. IV.D.2], [4, Ch. 6, in particular, Th. 6.5.1]. The CRB, therefore, is still a good performance estimate in most cases.
