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RESUMO
Os estados |φ〉 e |θ〉 sa˜o distintos na mecaˆnica quaˆntica, entretanto, se
〈φ|θ〉 6= 0, e´ imposs´ıvel definir medidores que consigam distinguir entre
estes dois estados de forma conclusiva e sem erro. Qua˜o distingu´ıveis
sa˜o dois ou mais estados quaˆnticos e como discrimina´-los da melhor
forma poss´ıvel, sa˜o perguntas importantes que precisam ser respondi-
das no contexto da Teoria da Informac¸a˜o Quaˆntica. A distinguibilidade
de um ensemble de estados quaˆnticos esta´ relacionada com a quanti-
dade de informac¸a˜o que ele pode transmitir. Um ensemble possui esta-
dos quaˆnticos puros distingu´ıveis apenas se todos os seus elementos sa˜o
ortogonais dois a dois e, neste caso, a quantidade de informac¸a˜o trans-
mitida e´ igual a de um conjunto de mensagens cla´ssicas distintas. Neste
trabalho, propomos um quantificador de indistinguibilidade associado
com o quanto falta de informac¸a˜o para que um ensemble de estados
quaˆnticos se comporte como um conjunto de mensagens cla´ssicas dis-
tintas, ou seja, o quanto falta de informac¸a˜o para que os elementos do
ensemble sejam distingu´ıveis. Esta ideia e´ generalizada para um en-
semble de estados quaˆnticos mistos.
Palavras chaves: Indistinguibilidade, distinguibilidade, quantidade
de informac¸a˜o, informac¸a˜o quaˆntica.
ABSTRACT
|φ〉 and |θ〉 are distinct states in quantum mechanics, however, if 〈φ|θ〉 6=
0, it is impossible to have meters in a laboratory that can distinguish
between these two states conclusively and without error. How distin-
guishable are two or more quantum states and how to discriminate
among them in the best way are important questions to be answered in
the field of Quantum Information. The distinguishability of an ensem-
ble of quantum states is related to the amount of information that it
can transmit. One ensemble has distinguishable pure quantum states
only if all elements are orthogonal two by two, so that, the amount of
transmitted information is equal to a set of classical information. In
this work, we propose a quantifier of indistinguishability associated to
the amount of information that is missing for an ensemble of quantum
states behaves as a set of classical information, i.e., how much informa-
tion is missing for the ensemble of elements to be distinguishable. This
idea is generalized for an ensemble of mixed states.
Keywords: Indistinguishability, distinguishability, amount of infor-
mation, quantum information.
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Cap´ıtulo 1
Introduc¸a˜o
A rapidez do processamento e a transmissa˜o de informac¸o˜es esta˜o
“emaranhados” com a sociedade moderna, onde o colapso de uma im-
plica no colapso da outra. A popularizac¸a˜o do computador pessoal, o
desenvolvimento da internet e o aumento da capacidade de processa-
mento dos grandes computadores, sa˜o alguns dos responsa´veis por esta
dependeˆncia do mundo moderno.
Atualmente conhecemos melhor o universo que vivemos atrave´s de
simulac¸o˜es realizadas em super computadores. Entretanto, a` medida
que aprofundamos o nosso conhecimento sobre a natureza, novos pro-
blemas surgem, normalmente exigindo simulac¸o˜es mais complexas para
serem resolvidos, levando a` busca de algor´ıtmos mais eficientes e com-
putadores mais velozes. Pore´m, qual o limite dos computadores tradi-
cionais ou cla´ssicos e, se poss´ıvel, como superar este limite?
Na de´cada de 1980, dois fatos aumentaram o status da computac¸a˜o
quaˆntica como candidata a superar os limites da computac¸a˜o cla´ssica.
Em 1981, Richard Feynman, na primeira Confereˆncia de Computac¸a˜o
F´ısica do MIT, propoˆs a utilizac¸a˜o de fenoˆmenos quaˆnticos em uma
rotina computacional para simular experimentos em f´ısica quaˆntica [1].
Quatro anos depois, David Deutsch [2], descreve o primeiro compu-
tador quaˆntico universal. Entretanto, so´ na de´cada seguinte, com a
criac¸a˜o de algor´ıtmos quaˆnticos [3,4] demonstrando que a computac¸a˜o
quaˆntica resolve determinados problemas de forma mais eficiente do
que a computac¸a˜o cla´ssica, intensificaram-se os estudos nessa a´rea de
conhecimento.
O desenvolvimento da computac¸a˜o quaˆntica esta´ relacionado com
a criac¸a˜o de uma nova a´rea de conhecimento, a Teoria da Informac¸a˜o
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Quaˆntica, que surge para resolver o problema da quantificac¸a˜o e pro-
cessamento de informac¸a˜o quaˆntica.
Apenas na de´cada de 1940 a informac¸a˜o classica e´ tratada com ri-
gor matema´tico [1]. Claude Shannon, em 1937 na sua dissertac¸a˜o de
mestrado1, desenvolveu a teoria moderna da informac¸a˜o cla´ssica, quan-
tificando os recursos f´ısicos necessa´rios para se transmitir ou armazenar
certa quantidade de informac¸a˜o num canal livre de ru´ıdos em termos de
ocorreˆncia de bits (simplificac¸a˜o para d´ıgito bina´rio, “Binary digit” em
ingleˆs), atrave´s de um quantificador chamado de entropia de Shanonn
H(pi) [5].
Em 1995, Ben Schumacher descobre uma maneira de interpretar es-
tados quaˆnticos como informac¸a˜o [6], descobrindo um ana´logo quaˆntico
para o bit que recebeu o nome de bit quaˆntico ou qbit. Assim como
H(pi) mede a quantidade de informac¸a˜o cla´ssica, Schumacher
2 propoˆs
que a entropia de von Neumann S(ρ) e´ a forma mais apropriada para
medir a quantidade de informac¸a˜o quaˆntica [7].
Enquanto bit, menor unidade de informac¸a˜o cla´ssica, e´ codificado
somente em 0 ou 1, o qbit e´ codificado por um estado quaˆntico, que
obedece as leis da mecaˆnica quaˆntica (MQ) , representado de forma
geral por
|qbit〉 = α|0〉+ β|1〉, (1.1)
sendo |α|2 + |β|2 = 1, α e β ∈ C, 〈0|0〉 = 〈1|1〉 = 1 e 〈0|1〉 = 0.
E´ poss´ıvel demonstrar que duas informac¸o˜es quaˆnticas, codificadas
por qbits, ocupam menos espac¸o na transmissa˜o em um canal sem ru´ıdo
do que duas informac¸o˜es cla´ssicas, com as mesmas probabilidades de
ocorrer [6]. Isto significa que economizamos espac¸o utilizando qbits,
mas apenas quando os estados na˜o sa˜o ortogonais e consequentemente
na˜o distingu´ıveis.
Estados quaˆnticos na˜o-ortogonais e sua indistinguibilidade sa˜o con-
siderados recursos na criptografia quaˆntica. Exemplo disso, e´ o proto-
colo de criptografia BB84 [8], onde e´ extremamente improva´vel que uma
mensagem criptografada seja decifrada por um espia˜o, pois este na˜o
consegue distinguir as mensagens enviadas por qbits na˜o-ortogonais.
Entretando, esta mesma indistinguibilidade pode ser um problema na
comunicac¸a˜o quaˆntica, quando estados quaˆnticos sa˜o utilizados para
enviar informac¸o˜es e estas devem ser discriminadas sem um canal de
1Os resultados obtidos na dissertac¸a˜o de mestrado de Shannon foram publicados
apenas mais tarde na ref. [5]
2Schumacher cita no artigo sua pro´pria tese e a de Everett quando usa o conceito
de entropia de von Neumann para o operador densidade, entendido como uma
medida teo´rica da informac¸a˜o do n´ıvel de emaranhamento.
3comunicac¸a˜o auxiliar. Ha´ na literatura propostas de protocolos para
discriminar da melhor forma poss´ıvel dois qbits na˜o-ortogonais [9–11],
pore´m estes sempre levam em conta uma possibilidade de erro ou re-
sultado inconclusivo.
A impossibilidade de distinguir perfeitamente dois estados quaˆnticos
na˜o-ortogonais e´ uma limitac¸a˜o imposta pela natureza e na˜o uma li-
mitac¸a˜o tecnolo´gica [12]. Discriminar perfeitamente dois estados na˜o
ortogonais permitiria criar uma co´pia perfeita de um estado quaˆntico
desconhecido arbitra´rio, o que e´ proibido pelo teorema da na˜o clona-
gem [13], ou , ate´, comunicac¸a˜o por sinais viajando com velocidade
superior a da luz no va´cuo c, violando um dos princ´ıpios da teoria da
relatividade de Einstein.
Pode-se criar um protocolo para superar ~c distinguindo estados na˜o-
ortogonais.
i. Alice e Bob compartilham um dos estados emaranhado de Bell,
que pode ser escrito na base {|0〉, |1〉}, que vamos chamar de base
I, ou pode ser escrito na base {|+〉, |−〉}, base II, por,
|φ+〉 = |00〉+ |11〉√
2
ou |φ+〉 = |+ +〉+ | − −〉√
2
, (1.2)
sendo I e II bases ortonormais e,
|±〉 = |0〉 ± |1〉√
2
. (1.3)
ii. Alice pode executar medidas no estado que esta´ em sua posse
utilizando projetores nas bases I ou II.
iii. Utilizando projetores na base I o estado em posse de Bob colapsa
para |0〉 ou |1〉, ja´ utilizando projetores na base II, o estado em
posse de Bob colapsa para |+〉 ou |−〉.
iv. Bob mede os estados em sua posse com a tarefa de determinar
a base utilizada por Alice para efetuar a medida. Para isso ele
deve distinguir perfeitamente os estados que compo˜e a base I dos
estados que compo˜e a base II.
Conseguindo distinguir perfeitamente os estados, Bob sempre sabe-
ria qual foi a base de medida escolhida por Alice. Combinando previ-
amente, os dois definem que projetores na base I representam o bit 0
e na base II representam o bit 1. Desta forma podem utilizar o pro-
tocolo para transmitir informac¸o˜es de forma instantaˆnea, ou seja, com
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velocidade maior do que ~c, o que e´ teoricamente imposs´ıvel. Perceba
que os estados da base I na˜o sa˜o ortogonais aos estados da base II, ja´
que
|〈0|−〉| = |〈0|+〉| = |〈1|−〉| = |〈1|+〉| = 1/
√
2, (1.4)
que torna imposs´ıvel a discriminac¸a˜o perfeita entre os estados quaˆnticos
das duas bases.
Portanto, sempre que um ensemble de qbits na˜o-ortogonais e´ utili-
zado em algum tipo de processo, existe uma indistinguibilidade me´dia
mı´nima entre os estados quaˆnticos que o formam, que na˜o esta´ relacio-
nada a uma limitac¸a˜o tecnolo´gica e por isso na˜o pode ser ultrapassada.
Pore´m, dado um ensemble de estados quaˆnticos puros ou mistos conhe-
cidos, em me´dia qua˜o indistingu´ıveis entre si sa˜o os estados?
A pergunta pode ser exemplificada da seguinte forma. Alice possui
o ensemble de estados quaˆnticos A, cada um deles com uma probabili-
dade pi de ocorrer, sorteia um dos estados e envia um deles para Bob
executar um determinado protocolo. Conhecendo o ensemble que Alice
possui, em me´dia, qua˜o dif´ıcil e´ para Bob discriminar o estado que esta´
recebendo?
Figura 1.1: Ensemble de estados quaˆnticos de Alice, do qual um e´
enviado para Bob e deve ser discriminado por uma u´nica medida.
Analisando a figura 1.1, onde {|0〉, |1〉, |2〉} e´ uma base ortonormal, e´
fa´cil perceber que o u´nico estado que Bob pode distinguir com uma
u´nica medida perfeitamente dos demais e´ o |ψ4〉, para todos os outros
e´ imposs´ıvel uma discriminac¸a˜o perfeita.
Neste trabalho vamos propor um quantificador para indistinguibili-
dade me´dia Ind(ρ) dos estados quaˆnticos de um ensemble de N (N ≥ 2)
estados quaˆnticos diferentes conhecidos a priori. E´ importante enfatizar
que este quantificador foi definido por construc¸a˜o e na˜o de um deduc¸a˜o
formal. O Ind(ρ) quantifica o qua˜o dif´ıcil e´, em me´dia, distinguir um
5estado quaˆntico dentro de um ensemble conhecido. Esperamos que no
futuro o valor do Ind(ρ) seja um paraˆmetro para os protocolos que tra-
balhem com conjuntos de N > 2 estados quaˆnticos, ja´ que para N = 2
os erros esperados ja´ sa˜o bem conhecidos na literatura, sendo proporci-
onais ao produto interno (overlap) entre os dois estados ou a` distaˆncia
entre dois operadores ρ [16–18].
Descrevemos brevemente a seguir o conteu´do desta dissertac¸a˜o: No
cap´ıtulo 2 faremos uma revisa˜o de indistinguibilidade, entropia de Sha-
non H(pi), entropia de von Neumann S(ρ), limite de Holevo χ e a
relac¸a˜o entre medida de informac¸a˜o e indistinguibilidade. O principal
objetivo e´ mostrar a impossibilidade de distinguir dois estados na˜o-
ortogonais e dar uma interpretac¸a˜o para as entropias de Shannon e von
Neumann que estejam de acordo com a proposta do trabalho. Partindo
da proposta que S(ρ) pode assinalar distinguibilidade, no cap´ıtulo 3,
vamos propor um paraˆmetro para subtrair S(ρ) e criar um quantifica-
dor Ind(ρ) para um ensemble de estados puros. No cap´ıtulo 4, vamos
generalizar o Ind(ρ) do cap´ıtulo 3 para um ensemble de estados mistos,
demonstrando que Ind(ρ) pode ser utilizado para medir a indistinguibi-
lidade de qualquer tipo de ensemble comN ≥ 2 estados quaˆnticos. Aqui
tambe´m, vamos aplicar o quantificador no estado de Werner e analisar
seu comportamento para um ensemble de estados mistos bipartidos.
No cap´ıtulo 5 , por fim, apresentamos as concluso˜es e perspectivas.
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Cap´ıtulo 2
Indistinguibilidade e
Entropias
O quantificador de indistinguibilidade me´dia entre os estados de
um ensemble Ind(ρ), proposto neste trabalho, esta´ relacionado com
uma falta de informac¸a˜o me´dia que o ensemble carrega. Neste cap´ıtulo
vamos fazer uma revisa˜o sobre quantidades de informac¸a˜o cla´ssica e
quaˆntica, sempre com unidade em bits. Assumiremos que o leitor tenha
conhecimento pre´vio sobre princ´ıpios da mecaˆnica quaˆntica, medidas
projetivas, POVM (da sigla em ingleˆs Positive Operator-Valued Mea-
sure) e operador densidade ρ. Para uma revisa˜o desses to´picos sugeri-
mos os livros cla´ssicos de mecaˆnica quaˆntica [19] e, para a informac¸a˜o
quaˆntica com um enfoque a` f´ısica, os livros de Nielsen e Chuang [1] ou
Barnett [20] sa˜o boas sugesto˜es.
2.1 Distinguibilidade entre dois estados na˜o-
ortogonais.
A interpretac¸a˜o e o significado f´ısico da na˜o ortogonalidade entre
dois estados quaˆnticos e´ um enigma fundamental na formulac¸a˜o da
MQ [21]. Existem trabalhos que tentam determinar o qua˜o distingu´ıveis
sa˜o dois estados quaˆnticos [22, 23], ja´ que eles sa˜o distingu´ıveis apenas
quando sa˜o ortogonais.
Considerando dois estados |ψ〉 e |φ〉, sendo que
|ψ〉 = (|φ〉+ |φ⊥〉) /√2, (2.1)
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onde 〈φ|φ⊥〉 = 0, temos que 〈ψ|φ〉 6= 0. Este resultado e´ o principal
ingrediente para a na˜o distinguibilidade entre |ψ〉 e |φ〉. Apesar de |ψ〉 e
|φ〉 serem estados diferentes na MQ, na˜o ha´ nenhum processo f´ısico que
possa distinguir com exatida˜o em uma u´nica medida |ψ〉 e |φ〉, ou seja,
e´ imposs´ıvel ter-se nos laborato´rios medidores que consigam distinguir
entre estes dois estados de forma conclusiva e sem erro. Em [1, 10]
encontramos uma prova desta afirmac¸a˜o. Vamos supor que existam
dois medidores Π1 e Π2, que consigam distinguir com exatida˜o e de
forma conclusiva |ψ〉 e |φ〉. Para isso cada medidor tem que apresentar
valor diferente de zero na sua medida (dar um clique no laborato´rio)
apenas para um dos estados. Ale´m disso, os dois devem gerar o espac¸o
de Hilbert que engloba os estados que esta˜o sendo medidos, ou seja:
Π1|φ〉 = 0 , Π2|ψ〉 = 0 e Π1 + Π2 = 1ˆ, (2.2)
sendo Π1 e Π2 POVM hermitianos. Se estes medidores existem, enta˜o,
〈ψ|Π1 |φ〉+ 〈ψ|Π2 |φ〉 = 0;
〈ψ|Π1 + Π2︸ ︷︷ ︸
1ˆ
|φ〉 = 0;
〈ψ|φ〉 = 0,
(2.3)
demonstrando que so´ e´ poss´ıvel distinguir estados quaˆnticos arbitra´rios
de forma confia´vel se eles forem ortogonais. Estados na˜o-ortogonais
possuem informac¸o˜es inacess´ıveis a` medic¸a˜o. Qualquer protocolo que
tente discrimina´-los com apenas uma medic¸a˜o deve aceitar erro ou re-
sultados inconclusivos. Por exemplo, Alice possui o seguinte ensemble1,
 = {{1/2, |0〉} , {1/2, |+〉}} ,
com
ρ =
∑
i
|ψi〉〈ψi|,
onde |±〉 e´ dado pela equac¸a˜o 1.3 e {|0〉 , |1〉} e´ uma base ortogonal
completa. Ela envia um dos estados quaˆnticos para Bob, que deve
descobrir qual recebeu com apenas uma medida. Bob tenta executar
esta tarefa atrave´s de dois protocolos:
I. Com medidas de von Neumann, utilizando os projetores,
Π0 = |0〉 〈0| e Π1 = |1〉 〈1| .
1A notac¸a˜o utilizada para ensemble e´ {pi, |ψi〉}, sendo pi a probabilidade de
ocorreˆncia de |ψi〉 no conjunto.
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Quando Π1 der um clique, Bob sabera´ com certeza que recebeu o
estado |+〉 , mas quando o clique for do Π0 ele podera´ no ma´ximo
tentar adivinhar qual estado recebeu sabendo que existe uma pro-
babilidade na˜o nula de cometer um erro. Podemos calcular facil-
mente a probabilidade de resultados que podem apresentar erro:
pe =
1
2
(〈0|Π0|0〉+ 〈+|Π0|+〉) = 0, 75 (2.4)
II. Utilizando medidas generalizadas POVM, onde
Π1 = |1〉 〈1| , Π− = |−〉 〈−| e Π = 1ˆ− (Π1 + Π−) ,
Quando Π1 der um clique, Bob sabera´ com certeza que recebeu
o estado |+〉 , quando o clique for do Π− sabera´ que esta´ com o
estado |0〉, pore´m quando o clique for em Π ele tera´ um resultado
inconclusivo. Podemos calcular tambe´m a probabilidade de um
resultado inconclusivo,
pe = Tr(Πρ) = 0, 5 , (2.5)
onde ρ = 12 (|+〉〈+|+ |0〉〈0|).
Comparando os resultado das equac¸o˜es 2.4 e 2.5, podemos notar
que, independente da estrate´gia adotada por Bob, sempre existira´ uma
possibilidade de erro ou inconclusa˜o em sua medida. Considerando que
Bob escolher aleatoriamente os estados do ensemble, de acordo com o
protocolo I ele erraria em me´dia 37, 5% ao tentar adivinhar o estado.
Por outro lado, usando o protocolo II erraria 25% das vezes. Ainda,
para o protocolo I, podemos encontrar projetores que minimizam este
erro, entretanto ele nunca chegara´ a zero.
2.2 Erro mı´nimo de Helstrom
Em 1976, Helstrom [16] estabelece qual o erro mı´nimo Em na dis-
criminac¸a˜o de dois estados na˜o ortogonais. O Em e´ igual a 1 menos
a probabilidade de sucesso ma´xima utilizando medidores de von Neu-
mann para distinguir dois estados quaˆnticos. Para demonstrar este
resultado vamos escolher dois projetores Πα e Πβ que discriminam da
melhor forma poss´ıvel dois estados equiprova´veis, |α〉 e |β〉. A proba-
bilidade de sucesso ps e´ dada por,
ps =
1
2
(〈α|Πα |α〉+ 〈β|Πβ |β〉) . (2.6)
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Utilizando a relac¸a˜o de completeza dos projetores,
ps =
1
2
(〈α|Πα|α〉+ 〈β|1−Πα|β〉)
=
1
2
[1 + Tr (Πα (|α〉〈α| − |β〉〈β|))] .
(2.7)
Por fim, temos que maximizar o trac¸o de ΠαΓ, sendo
Γ = |α〉〈α| − |β〉〈β|, (2.8)
para obter a ps ma´xima. Para isso, devemos encontrar os autovetores
de Γ, sendo Πα uma projec¸a˜o no autovetor com o maior autovalor de
Γ. Os autovalores de Γ sa˜o
λ± = ±
√
1− |〈α|β〉|2. (2.9)
Substituindo a equac¸a˜o 2.9 em 2.7, determinamos a probabilidade de
sucesso ma´ximo,
pma´xs =
1
2
√
1− |〈α|β〉|2. (2.10)
Com isso temos o Em dado por,
Em =
1
2
(
1−
√
1− |〈α|β〉|2
)
. (2.11)
Considerando um caso geral em que os estados |α〉 e |β〉 ocorrem com
probabilidades p1 e p2, o Em e´ dado por,
Em =
1
2
[
1−
√
1− 4p1p2 |〈α|β〉|2
]
. (2.12)
O erro mı´nimo de Helstrom na˜o e´ um quantificador de indistinguibili-
dade, pore´m ele deve variar monotonicamente com esta quantidade, ja´
que avaliando a equac¸a˜o 2.12 observamos que o erro mı´nimo depende
do ovelap entre os estados |α〉 e |β〉. Apenas quando 〈α|β〉 = 0 a
probabilidade de sucesso e´ de 100%.
2.3 Entropia de Shannon
Medir informac¸a˜o e´ fundamental para enviar e armazenar dados de
forma controlada e eficiente. Se quisermos armazenar informac¸o˜es sobre
um nu´mero n de eventos que ocorrem com probabilidade pi, devemos
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definir quantos bits cada informac¸a˜o deve ter para minimizar o espac¸o,
este espac¸o recebe o nome de string2, utilizado quando elas sa˜o gravadas
em um dispositivo. Shannon resolve esse problema para informac¸o˜es
cla´ssicas, definindo a menor raza˜o de compressa˜o de dados que admite
um sistema de compressa˜o confia´vel, ou seja, um sistema em que as
informac¸o˜es podem ser recuperadas e sa˜o distingu´ıveis.
Segundo Shannon o significado da informac¸a˜o e´ irrelevante para o
problema da engenharia. Tratar a codificac¸a˜o da informac¸a˜o e na˜o
seu significado e´ o que permite que ela seja codificada [24]. Neste
contexto e´ fa´cil perceber que a quantidade de informac¸a˜o esta´ associada
a` probabilidade com que ela ocorre. Se o objetivo e´ minimizar o espac¸o
utilizado para armazenar as informac¸o˜es, as muito prova´veis devem ter
um nu´mero de bits menor, ja´ que sera˜o armazenadas um nu´mero maior
de vezes, e as pouco prova´veis tera˜o um nu´mero de bits maior. Enta˜o,
uma func¸a˜o que quantifique a quantidade de informac¸a˜o I deve variar
com o inverso da probabilidade com que ela ocorre, isto e´, f(1/p). Esta
func¸a˜o deve ser aditiva, ja´ que o espac¸o utilizado por duas informac¸o˜es
e´ o espac¸o utilizado pela primeira mais o espac¸o utilizado pela segunda
[25]. Em 1928 Hartley [26] propo˜e uma medida para quantificar a
informac¸a˜o de determinado evento como sendo
I (pi) = log2 (1/pi) = − log2 (pi) , (2.13)
onde pi e´ a probabilidade de ocorreˆncia do evento. E´ fa´cil mostrar que
a func¸a˜o logar´ıtmica satisfaz a exigeˆncia da informac¸a˜o ser aditiva, ja´
que a probabilidade de ocorrer dois eventos descorrelacionados, A e B,
e´ dada por pApB e a quantidade de informac¸a˜o neste caso seria igual a,
I (pApB) = −log2 (pApB)
= − log2 pA − log2 pB .
(2.14)
Por exemplo, um evento que tenha probabilidade 1/2100 de ocorrer
deve ser codificado com 100 bits (− log2
(
1/2100
)
= 100) enquanto um
com probabilidade 1/2 deve ser codificado com 1 bit (− log2(1/2) = 1).
Note que esta e´ uma o´tima maneira de economizar espac¸o, pois eventos
com muitos bits sa˜o armazenados poucas vezes e os eventos com poucos
bits sa˜o armazenados muitas vezes.
Em 1948 Shanonn propo˜e a medida abaixo para quantificar o string
me´dio o´timo SMO para enviar um conjunto de informac¸o˜es por um
canal sem ru´ıdo [5, 27]:
H (X) ≡ −
∑
x
px log2 px, (2.15)
2E´ uma sequeˆncia de caracteres, dada por uma sequeˆncia de bits.
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onde px e´ a probabilidade que um evento X ocorra e − log2 px e´ a
informac¸a˜o de Hartley. O quantificador proposto por Shannon e´ uma
me´dia da quantidade de informc¸a˜o de Hartley. Por definic¸a˜o, se pi = 0,
H(0) = −0 log2 0 ≡ 0. Este quantificador e´ conhecido atualmente
como entropia de Shannon H(pi). Embora, inicialmente Shanon na˜o
tenha chamado de entropia, o nome foi sugerido por von Neumann,
que lhe disse: ”Em primeiro lugar, um desenvolvimento matema´tico
muito pro´ximo ja´ existe na mecaˆnica estat´ıstica de Boltzmann e, em
segundo lugar, ningue´m entende muito bem o que e´ entropia, enta˜o,
em qualquer discussa˜o, voceˆ estara´ em posic¸a˜o de vantagem.” [27]
Na˜o existe uma relac¸a˜o estrita entre entropia de informac¸a˜o e a
entropia termodinaˆmica. O sentido preferencial dos processos e a dimi-
nuic¸a˜o da energia dispon´ıvel, por exemplo, que sa˜o princ´ıpios e hipo´teses
decorrentes da entropia termodinaˆmica, na˜o esta˜o presentes na teoria de
informac¸a˜o. Na teoria da informac¸a˜o a entropia quantifica o tamanho
me´dio do menor string necessa´rio para enviar determinada mensagem
por um canal sem ru´ıdo [27]. A conexa˜o entre as duas pode ser feita a
um n´ıvel estat´ıstico, ja´ que as duas esta˜o relacionadas com a incerteza
sobre o sistema. Segundo Jaynes (1957) [28], a entropia de Shannon
pode ser vista como proporcional a` quantidade de informac¸a˜o necessa´ria
para definir o estado microsco´pico detalhado do sistema, assim um sis-
tema com maior nu´mero de estados acess´ıveis necessita de uma maior
quantidade de informac¸a˜o para ser descrito. Ou seja, a quantidade de
informac¸a˜o necessa´ria para descrever um sistema e´ proporcional a sua
entropia definida por Boltzmann. Na˜o e´ o objetivo deste trabalho esta-
belecer a relac¸a˜o citada, pore´m, e´ interessante fazer uma breve ana´lise.
Imagine dois livros, A e B, o primeiro com 2 folhas e o segundo com 4,
onde estas sa˜o colocadas em uma sequeˆncia aleato´ria. Queremos arma-
zenar em um dispositivo todas as sequeˆncias poss´ıveis de folhas para os
dois livros. Sendo as sequeˆncias equiprova´veis e sabendo que existem
2 possibilidades de ordem para A e 24 para B, podemos determinar
H(pi) para os dois livros. Para A temos,
H(1/2) = 2
[
−1
2
log2
1
2
]
= 1, (2.16)
para B,
H(1/24) = 24
[
− 1
24
log2
1
24
]
= 4, 58. (2.17)
E´ fa´cil verificar que um sistema com maior nu´mero de estados acess´ıveis
necessita de uma quantidade maior de informac¸a˜o para ser descrito
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completamente. E´ desta forma que podemos relacionar H(pi) com a
entropia estat´ıstica do sistema.
Podemos utilizar o exemplo anterior para tentar quantificar a quan-
tidade de informac¸a˜o que carrega uma not´ıcia. Suponha que seja feita a
medida da ordem das pa´ginas dos dois livros, onde estes simplesmente
sa˜o abertos e a ordem das pa´ginas anotada. No livro A t´ınhamos 2
estados poss´ıveis e agora apenas 1, enquanto no B t´ınhamos 24 e agora
1. Assim, o fato de conhecermos a informac¸a˜o de B diminui muito mais
a entropia do sistema do que a de A. Neste contexto a not´ıcia da ordem
do livro B carrega mais informac¸a˜o do que a do livro A, ou seja, quanto
mais improva´vel e´ uma not´ıcia mais informac¸a˜o ela carrega. Note que
na˜o estamos preocupados com a utilidade da not´ıcia e sim com o quanto
ela e´ improva´vel.
Cabe reforc¸ar que H(pi) fornece o SMO para enviar ou armazenar
informac¸o˜es, de forma que elas possam ser recuperadas e sejam dis-
tingu´ıveis. Este e´ o aspecto da entropia de Shanonn que e´ importante
para o nosso trabalho.
2.4 Entropia de von Neumann
A entropia de von Neumann e´ considerada uma generalizac¸a˜o da
entropia de Shannon para um conjunto de estados quaˆnticos em que a
distribuic¸a˜o de probabilidade e´ obtida a partir do operador densidade
[1]. A entropia de von Neumann e´ definida como,
S(ρ) ≡ −Tr(ρ log2 ρ) = −
∑
i
pi log2(pi), (2.18)
sendo
ρ =
∑
i
pi|ψi〉〈ψi| ; 〈ψi|ψj〉 = δij e
∑
i
pi = 1. (2.19)
Propriedades de S(ρ):
i. Positividade: S(ρ) ≥ 0, ja´ que 0 ≤ pi ≤ 1, onde pi sa˜o os autova-
lores de ρ.
ii. S(ρ) = 0 para um estado puro, pois neste caso existe um u´nico
autovalor igual a 1 para um autovetor, sendo que log2 1 = 0.
iii. Independeˆncia da base: S(ρ) = S(UρU†), onde U e´ uma trans-
formac¸a˜o unita´ria, ja´ que os autovalores na˜o sa˜o afetados por
mudanc¸a na base.
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Em 1932, von Neumann propo˜e esta medida para descrever a en-
tropia de um ensemble de estados quaˆnticos. Entretanto, apenas em
1995, Ben Schumacher comec¸a a utiliza´-la para medir quantidade de in-
formac¸a˜o quaˆntica [6]. Novamente na˜o estamos interessados na relac¸a˜o
da medida com a entropia estat´ıstica do sistema e sim na sua utilizac¸a˜o
como quantificador de informac¸a˜o. Por isso, e´ importante estabelecer
a relac¸a˜o entre H(pi) e S(ρ). Para isso vamos pensar na entropia de
Shannon como a forma o´tima de armazenar informac¸o˜es, ou seja, como
o SMO para informac¸o˜es cla´ssicas, e a entropia de von Neumann como
uma forma o´tima de armazenar estados quaˆnticos. Na equac¸a˜o 2.18,
podemos observar que para um ensemble de estados quaˆnticos ortogo-
nais S(ρ) = H(pi). Neste contexto, um ensemble com estados quaˆnticos
ortogonais equivale a um conjunto de informac¸o˜es cla´ssicas, uma vez
que todos os estados podem ser perfeitamente distingu´ıveis entre si.
A relac¸a˜o que estamos interessados pode ser explicada atrave´s de
um exemplo que constru´ımos: queremos enviar o ensemble de estados
quaˆnticos, representado abaixo, por um canal cla´ssico sem ru´ıdo:
 = {1/4, |0〉, 1/4, |1〉, 1/4, |+〉, 1/4, |−〉} , (2.20)
sendo |±〉 dado pela equac¸a˜o 1.3. Queremos determinar qual o SMO
para enviar . Quanticamente podemos escrever este conjunto utili-
zando o operador densidade ρ ≡ ∑i pi |ψi〉 〈ψi|, onde agora, pi e |ψi〉
sa˜o obtidos a partir do ensemble . Na base dos estados enviados po-
demos escreveˆ-lo,
ρ =
1
4
(|0〉 〈0|+ |1〉 〈1|+ |+〉 〈+|+ |−〉 〈−|) . (2.21)
Existe a liberdade de escrever ρ em qualquer base. Podemos escreveˆ-lo
na forma diagonal, em que os elementos da diagonal principal sa˜o seus
autovalores e sua base seus autovetores,
ρDiag =
(
1/2 0
0 1/2
)
. (2.22)
Enta˜o, para enviar , basta mandar duas informac¸o˜es que correspon-
dem aos elementos da diagonal principal da matriz densidade, onde
as probabilidades de ocorrerem as informac¸o˜es sa˜o os autovalores do
operador densidade. O SMO neste caso e´ obtido por
H (pi) = −
∑
i
pi log2 (pi) = −2
1
2
log2
(
1
2
)
= 1. (2.23)
2.5. ENTROPIA DE VON NEUMANN E INDISTINGUIBILIDADE15
Perceba que se estivermos analisando uma situac¸a˜o em que todos os
elementos deste ensemble sa˜o enviados de Alice para Bob, que tem o
objetivo de distingui-los, utilizando medidas projetivas na base dos au-
tovetores de ρ, o resultado obtido sera´ exatamente a matriz densidade
na forma diagonal. Neste sentido, ler um ensemble de estados quaˆnticos
em um dispositivo cla´ssico, como uma memo´ria de computador, que foi
armazenado de forma o´tima, equivale a medi-los utilizando projetores
na base dos autovetores do operador densidade. Enta˜o, segundo Schu-
macher, S(ρ) sera´ interpretado como a SMO para enviar um conjunto
de estados quaˆnticos e desta forma estabelecer uma relac¸a˜o entre ela e
H(pi) [6]. Entretanto, uma diferenc¸a importante e´ que na˜o existe uma
garantia de recuperarmos os estados quaˆnticos enviados com um string
dado por S(ρ), esta garantia so´ ocorre se todos os estados quaˆnticos
forem ortogonais entre si. Enquanto que, ao enviar de forma o´tima um
conjunto de not´ıcias cla´ssicas por um canal sem ru´ıdo, podemos sempre
recuperar e diferenciar as informac¸o˜es. Geralmente o SMO quaˆntico
fornece uma quantidade de informac¸a˜o menor do que o necessa´rio para
diferenciar os q-bits armazenados ou enviados.
2.5 Entropia de von Neumann e Indistin-
guibilidade
Jozsa e Schlienz (2000) em seu artigo [21], mostram que a entro-
pia de von Neumann varia monotonicamente com a distinguibilidade
para um ensemble com dois estados puros. Vamos refazer o exemplo
mostrado no artigo para que o leitor entenda a motivac¸a˜o que levou ao
quantificador de indistinguibilidade que sera´ proposto no cap´ıtulo 3.
Considere o ensemble
 = {{1/2, |ψ1〉} , {1/2, |ψ2〉}} , (2.24)
representado pelo operador densidade
ρ =
1
2
(|ψ1〉〈ψ1|+ |ψ2〉〈ψ2|),
sendo
|ψ1〉 = |0〉 e |ψ2〉 = α|0〉+
√
1− α2|1〉; (0 ≤ α ≤ 1).
Utilizando a equac¸a˜o 2.12 determinamos o erro mı´nimo de Helstrom ao
tentar discriminar os dois estados do sistema,
Em =
1
2
(
1−
√
1− α2
)
, (2.25)
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e, utilizando a equac¸a˜o 2.18 podemos determinar S(ρ). Para isso basta
escrever ρ na forma diagonal,
ρ =
(
1+α
2 0
0 1−α2
)
. (2.26)
Fornecendo o seguinte resultado para S(ρ)
S(ρ) = −1 + α
2
log2
(
1 + α
2
)
− 1− α
2
log2
(
1− α
2
)
. (2.27)
Os resultados obtidos nas equac¸o˜es 2.25 e 2.27 esta˜o representados na
Fig. 2.1.
Figura 2.1: Relac¸a˜o entre o erro mı´nimo de Helstrom Em e a entropia
de von Neumann S(ρ) em func¸a˜o de α.
Analisando o gra´fico 2.1 verificamos que maior S(ρ) implica em um
menor erro para discriminar os dois estados do ensemble e vice-versa.
Lembrando que o erro mı´nimo depende do overlap entre os dois esta-
dos, observamos que quanto maior o overlap, menor a distinguibilidade
e menor S(ρ) para N = 2 estados quaˆnticos diferentes. Esta relac¸a˜o
e´ coerente, pois menor S(ρ) significa que precisamos enviar menos in-
formac¸a˜o pelo canal, pore´m teremos mais dificuldade de discriminar os
elementos do ensemble.
Do ponto de vista da informac¸a˜o quaˆntica, quanto mais distingu´ıveis
os estados quaˆnticos de um ensemble, mais informac¸o˜es cla´ssicas eles
podem comunicar. Neste sentido, Jozsa e Schlienz [21] propo˜e que S(ρ)
pode ser usado para quantificar a distinguibilidade de um conjunto de
estados puros. Aparentemente e´ equivalente utilizar overlap ou S(ρ)
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para assinalar distinguibilidade. Entretanto, os autores afirmam que
isto e´ uma falha de nossa intuic¸a˜o, demonstrando que na˜o existe uma
relac¸a˜o monotoˆnica entre as duas grandezas para um ensemble com
N > 2 estados quaˆnticos. E´ poss´ıvel, para N > 2 estados quaˆnticos,
aumentar o overlap entre os estados tomados dois a dois e aumentar o
S(ρ) do ensemble, ou seja, e´ poss´ıvel aumentar a distinguibilidade do
ensemble tornando os estados dois a dois mais indistingu´ıveis. Segundo
os autores, a distinguibilidade medida por S(ρ) e´ uma propriedade
global de um conjunto de estados puros e na˜o uma propriedade local,
acumulativo de pares dos estados quaˆnticos constituintes.
Uma generalizac¸a˜o de S(ρ), como medida de distinguibilidade, para
um ensemble de estados mistos e´ dado pelo limite de Holevo [29], que
veremos a seguir
2.6 Limite de Holevo
Holevo, em 1973, define, atrave´s de um teorema, qual e´ a quantidade
ma´xima de informac¸a˜o cla´ssica que pode ser transmitida por um ca-
nal quaˆntico [30], onde informac¸a˜o cla´ssica e´ definida como informac¸a˜o
acess´ıvel e recupera´vel.
Teorema. Alice prepara um estado ρx, no qual X = 0, · · · , n com
probabilidades p0, · · · , pn, e envia para Bob. Bob realiza medidas gene-
ralizadas POVM no estado, sendo Y o resultado da medida. O limite
de Holevo estabelece o ma´ximo que Bob pode conhecer de X sabendo
Y 3:
H(X : Y ) ≤ χ, (2.28)
em que
χ = S(ρ)−
∑
x
pxS(ρx) e´ a quantidade χ de Holevo, (2.29)
H(X : Y ) e´ a informac¸a˜o mu´tua ou comum entre X e Y e ρ=
∑
x pxρx
[1].
Para um ensemble de estados puros, o χ de Holevo e´ simplesmente
S(ρ), ja´ que
S(ρx) = 0. (2.30)
Como citado anteriormente, o χ de Holevo pode ser visto como uma
generalizac¸a˜o da S(ρ) para um ensemble de estados mistos. Desta
3No cap´ıtulo 12 do livro do Nielsen e Chuang, o leitor pode encontrar a deduc¸a˜o
deste limite de forma mais dida´tica do que no artigo original.
18 CAPI´TULO 2. INDISTINGUIBILIDADE E ENTROPIAS
forma podemos interpretar o χ de Holevo, o limite da quantidade
de informac¸a˜o transmitida em um canal quaˆntico, como uma medida
da distinguibilidade de um ensemble de estados quaˆnticos [31–34]. A
quantidade de informac¸a˜o me´dia enviada por um ensemble de estados
quaˆnticos e´ geralmente inferior a` necessa´ria para distingui-los perfeita-
mente, exceto para o caso em que todos os estados sa˜o ortogonais.
Por exemplo, para o ensemble descrito pela equac¸a˜o 2.20, cuja ma-
triz densidade e´ dada pela equac¸a˜o 2.21, o χ = S(ρ) = 1. Portanto,
existem 4 estados equiprova´veis, que vamos chamar de 4 informac¸o˜es
quaˆnticas, que possuem em me´dia apenas 1 bit de informac¸a˜o. Tra-
tando os 4 estados do ensemble como 4 informac¸o˜es cla´ssicas, dis-
tingu´ıveis, conclu´ımos que em me´dia sa˜o necessa´rios 2 bits para arma-
zenar tal informac¸a˜o. Neste caso garantimos que a informac¸a˜o sobre
os 4 estados podera´ ser inteiramente recuperada. Com 1 bit, utili-
zando ainda a equac¸a˜o 2.15, podemos distinguir apenas 2 informac¸o˜es
cla´ssicas equiprova´veis. Podemos afirmar enta˜o que falta 1 bit para dis-
tinguir perfeitamente as quatro informac¸o˜es, ou, de forma equivalente,
que podemos a princ´ıpio distinguir apenas 2 informac¸o˜es.
Pode-se mostrar enta˜o que o χ de Holevo determina o ma´ximo
de informac¸a˜o distingu´ıvel em um ensemble de estados quaˆnticos e,
por isso, podemos utiliza´-lo como quantificador de distinguibilidade.
Nos pro´ximos cap´ıtulos vamos utilizar esta interpretac¸a˜o para criar um
quantificador de indistinguibilidade.
Cap´ıtulo 3
Indistinguibilidade em
ensemble de estados
puros
Neste cap´ıtulo propomos um quantificador para indistinguibilidade
de um ensemble de estados quaˆnticos puros conhecidos. O problema
que queremos resolver pode ser exemplificado da seguinte forma: existe
um sistema que envia estados quaˆnticos conhecidos com certa probabi-
lidade; apesar de conhecermos todos os estados e suas probabilidades de
ocorrer, nunca sabemos qual estado foi enviado. Queremos determinar
o qua˜o dif´ıcil e´ distinguir entre os estados quaˆnticos do ensemble.
Como ja´ foi visto, a entropia de von Neumann esta´ relacionada com
a distinguibilidade de um ensemble  de N estados quaˆnticos puros.
Quanto mais fa´cil de discriminar os estados quaˆnticos, maior o SMO
necessa´rio para armazena´-los ou envia´-los, onde o SMO = S(ρ) para
informac¸o˜es quaˆnticas. Vale lembrar que, para um ensemble de estados
quaˆnticos puros, S(ρ) e´ exatamente o χ de Holevo, ou seja, o limite
ma´ximo de informac¸a˜o que podemos obter de um estado do sistema a
partir do resultado de uma medida. Como S(ρ) esta´ relacionada com
a distinguibilidade, podemos propor sua utilizac¸a˜o em um quantifica-
dor de indistinguibilidade. Pore´m, falta uma refereˆncia da qual sera´
subtra´ıda S(ρ) para que esta medida represente realmente um quanti-
ficador de indistinguibilidade. Por exemplo, os dois ensembles,
1 = {{1/2, |0〉} , {1/2, |1〉}} e (3.1)
2 = {{1/4, |0〉} , {1/4, |1〉} , {1/4 |+〉} , {1/4, |−〉}} , (3.2)
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sendo,
|±〉 = (|0〉 ± |1〉) /
√
2,
podem ser representados pela mesma matriz densidade,
ρDiag =
(
1
2 0
0 12
)
,
e possuem a mesma entropia de von Neuman, S (ρ) = 1, e consequen-
temente a mesma distinguibilidade. Entretanto, e´ fa´cil verificar, que
os dois ensembles apresentam indistinguibilidades muito diferentes; en-
quanto em 1 podemos distinguir perfeitamente os estados |0〉 e |1〉,
que sa˜o ortogonais, o mesmo na˜o ocorre para 2, onde na˜o podemos
diferenciar o |0〉 do |+〉, por exemplo.
Nesse sentido, o problema da indistinguibilidade de estados e´ mais
dif´ıcil do que o da distinguibilidade de estados. O exemplo dos en-
sembles 1 e 2 serve para mostrar que existe muitos ensembles com
a mesma distinguibilidade, pore´m com indistinguibilidades diferentes.
Para associar S(ρ) com um quantificador de indistinguibilidade Ind(ρ),
precisamos de uma refereˆncia, da qual subtra´ımos o seu valor e obtemos
a indistinguibilidade.
3.1 String me´dio o´timo para distinguir per-
feitamente estados quaˆnticos puros
Nesta sec¸a˜o vamos propor uma refereˆncia para subtrair S(ρ) e de-
terminar Ind(ρ). Para isto, o S(ρ) sera´ interpretado como o SMO para
armazenar um ensemble de estados quaˆnticos  em um dispositivo ou
envia´-lo atrave´s de um canal cla´ssico de comunicac¸a˜o. E´ importante
lembrar que dois estados quaˆnticos ortogonais sa˜o classificados como
estados cla´ssicos, ja´ que o SMO utilizado para que ele seja enviado
ou armazenado coincide com o valor da entropia de Shannon para a
distribuic¸a˜o de probabilidades de informac¸o˜es cla´ssicas.
Para que fique clara a escolha deste paraˆmetro, inicialmente tra-
taremos do caso mais simples, um ensemble com dois elementos que
sa˜o equiprova´veis. O exemplo a seguir demonstra o racioc´ınio utilizado
para criar o quantificador de indistinguibilidade. Comparando,
 = {{1/2, |0〉} , {1/2, |1〉}}
com
′ = {{1/2, |0〉} , {1/2, |+〉}} ,
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observamos que o SMO, dado por S(ρ) 2.18, do primeiro ensemble e´
1 bit (conjunto de estados cla´ssicos) e do segundo 0, 6 bit. Portanto,
os dois ensembles possuem o mesmo nu´mero de informac¸o˜es, mas o
segundo pode ser armazenado ou enviado com um string menor. O
problema e´ que existe um prec¸o a pagar por essa compressa˜o, se ten-
tarmos a partir da informac¸a˜o armazenada recuperar os elementos de
 teremos garantia de sucesso, mas na˜o para ′.
No cap´ıtulo 2 mostramos que o SMO necessa´rio para, por exem-
plo, armazenar um ensemble de estados quaˆnticos puros e´ dado pela
entropia de von Neumann, que e´ equivalente a guardar apenas as pro-
babilidades do operador densidade diagonalizado. O que significa que,
para um  qualquer com dois estados puros, recuperar as informac¸o˜es
armazenadas com o SMO nos fornece apenas o operador densidade di-
agonal, o mesmo obtido caso fize´ssemos medidas projetivas sobre os
elementos de , cujos projetores sa˜o obtidos a partir dos autoestados
do operador densidade. E´ fa´cil perceber que, mesmo conhecendo os es-
tados que formavam o ensemble antes da informac¸a˜o ser armazenada,
na˜o podemos recupera´-los caso os estados na˜o sejam ortogonais. Para
deixar mais claro montamos as seguintes matrizes densidade nas bases
dos seus autoestados,
ρ =
(
1
2 0
0 12
)
e
ρ′Diag =
(
0, 85 0
0 0, 15
)
.
Como conhecemos os elementos que formavam o conjunto podemos afir-
mar exatamente a probabilidade de cada estado quaˆntico no ensemble
. Observe que as informac¸o˜es recuperadas sa˜o exatamente as proba-
bilidades de cada estado quaˆntico do conjunto, mas isso na˜o e´ poss´ıvel
sem erro para ′. Portanto, fica faltando informac¸a˜o para que possamos
montar ′. Vamos propor que esta falta de informac¸a˜o para distinguir
perfeitamente os estados que compo˜e ′ e´ proporcional a sua indistin-
guibilidade. Neste caso o nosso string me´dio o´timo para distinguir
perfeitamente estados quaˆnticos puros e´ 1 bit, que e´ o SMO necessa´rio
para distinguir sem erro dois estados quaˆnticos equiprova´veis.
Vamos testar essa proposta comparando a falta de informac¸a˜o, 1−
SMO, com o erro mı´nimo de Helstrom Em. No ca´pitulo 2 mostramos
que o erro mı´nimo Em aumenta a` medida que aumenta o overlap entre
os estados quaˆnticos, ou seja, e´ proporcional a` indistinguibilidade do
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conjunto, sendo um bom quantificador para indistinguibilidade entre
dois estados quaˆnticos com probabilidades p1 e p2. Portanto, vamos
considerar Em uma refereˆncia para analisarmos o comportamento da
nossa proposta de quantificador.
Comparando os ensembles citados acima, temos para ,
S(ρ) = 1, 1− S(ρ) = 0 e Em = 0 (3.3)
para ′,
S(ρ′) ≈ 0, 60, 1− S(ρ) ≈ 0, 40 e Em ≈ 15% (3.4)
e, analisando um novo ensemble em que os estados sa˜o mais paralelos,
′′ =
{
{1/2, |0〉} ,
{
1/2,
(√
5√
6
|0〉+ 1√
6
|1〉
)}}
S(ρ′′) ≈ 0, 26, 1− S(ρ) ≈ 0, 74 e Em = 0, 29%. (3.5)
Vamos enfatizar estas medidas atrave´s da tabela 3.1.
Ensemble SMO Erro mı´nimo 1− SMO
 1 0 0
′ 0,60 15% 0,40
′′ 0,26 29% 0,74
Tabela 3.1: Relac¸a˜o entre SMO e erro mı´nimo Em.
E´ poss´ıvel observar uma proporc¸a˜o entre o erro mı´nimo de Helstrom e
a falta de informac¸a˜o (1−SMO), mostrando que esta e´ aparentemente
uma boa medida de indistinguibilidade.
Tomando o exemplo da sec¸a˜o 2.5, cujo ensemble e´ dado pela equac¸a˜o
2.24, podemos observar mais claramente a proporc¸a˜o entre Em e 1 −
SMO a` medida que os estados ficam mais paralelos. Neste exemplo o
SMO e´ dado pela equac¸a˜o 2.27. A` medida que α varia partimos de
um ensemble em que os dois estados sa˜o ortogonais (α = 0), quando
podemos diferencia´-los sem erros ou resultados inconclusivos, para um
em que os estados sa˜o praticamente iguais (α ≈ 1) em que a indistin-
guibilidade dos estados e´ ma´xima. Na˜o vamos considerar a situac¸a˜o em
que (α = 1), pois neste caso os estados sa˜o iguais e podemos considerar
que o ensemble e´ composto por um u´nico estado e na˜o tem sentido falar
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sobre indistinguibilidade. O gra´fico da Fig. 3.1 mostra a relac¸a˜o entre
1− SMO e o erro mı´nimo de Helstrom Em.
Figura 3.1: Relac¸a˜o entre o erro mı´nimo de Helstrom Em e a falta de
informac¸a˜o 1− S(ρ) para distinguir os estados conlusivamente.
Observando o gra´fico da Fig. 3.1 conclu´ımos que a falta de in-
formac¸a˜o para distinguir os estados conlusivamente 1− SMO possui o
comportamento esperado para um quantificador de indistinguibilidade
entre dois estados quaˆnticos puros equiprova´veis, indo de zero, quando
os estados sa˜o ortogonais, ate´ pro´ximo de 1, quando os estados ficam
praticamente iguais. Observamos ainda que 1 − S(ρ) varia monotoni-
camente com Em.
O leitor pode se perguntar por que na˜o utilizar simplesmente o Em
como quantificador de indistinguibilidade, mas cabe lembrar que ele e´
u´til apenas quando o ensemble e´ constituido de dois estados puros. Para
um nu´mero N ≥ 2 de estados quaˆnticos, puros ou mistos, com proba-
bilidades pi de ocorrerem, o Em na˜o se aplica, tornando necessa´rio um
novo quantificador.
Para que a falta de informac¸a˜o que discrimina perfeitamente os
estados seja um candidato para o Ind(ρ) e´ necessa´rio generalizar o
String me´dio o´timo para distinguir perfeitamente estados quaˆnticos
puros para qualquer ensemble de estados quaˆnticos.
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3.2 Generalizac¸a˜o do string me´dio o´timo
para distinguir perfeitamente estados
quaˆnticos puros
Vimos na sec¸a˜o anterior que 1 − SMO, onde SMO e´ a entropia
de von Neumann, e´ um bom quantificador para indistinguibilidade de
um ensemble com dois estados quaˆnticos puros equiprova´veis. Para
generalizar esta medida vamos nos concentrar no 1 bit que aparece em
1 − SMO. O 1 bit e´ exatamente o valor de S(ρ) quando os dois es-
tados sa˜o ortogonais e possuem a mesma probabilidade pi de ocorrer.
Neste caso, como sabemos, S (ρ) = H (pi). Enta˜o, podemos substi-
tuir 1 bit por H (pi) e propor H (pi) como refereˆncia da qual temos
que diminuir S(ρ) para quantificar a indistinguibilidade de N estados
quaˆnticos puros. O que estamos propondo e´ que cada estado puro do
ensemble, mesmo na˜o sendo ortogonais aos demais, seja tratado como
se fosse classicamente distintos. Desta forma calculamos H(pi) usando
as probabilidades de ocorreˆncia de |ψi〉 no ensemble. O quantificador
de indistinguibilidade Ind(ρ) e´ dado por
Ind(ρ) = H (pi)− S (ρ) , (3.6)
onde ρ e´ o operador densidade que representa o ensemble e pi e´ a
probabilidade de cada estado no ensemble. Interpretando cada termo
da equac¸a˜o temos:
• H (pi) e´ o SMO necessa´rio para que todos os estados quaˆnticos
que compo˜e o ensemble sejam distingu´ıveis (para determinar esse
valor temos que considerar que todos os estados sa˜o cla´ssicos ou
ortogonais entre si);
• S (ρ) e´ o SMO para armazenar ou enviar o ensemble de estados
quaˆnticos;
• Ind(ρ) e´ o quantificador de indistinguibilidade em bits, que esta´
relacionado ao quanto falta de informac¸a˜o em me´dia para que os
estados sejam distingu´ıveis perfeitamente.
Podemos testar essa medida para o exemplo citado inicialmente no
cap´ıtulo 2. Para
1 = {{1/2, |0〉} , {1/2, |1〉}} ,
temos:
H (pi) = 1 , S (ρ) = 1 bit e Ind(ρ) = 0,
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que assinala que os estados sa˜o distingu´ıveis, como era esperado. Para,
2 =
{ {1/4, |0〉} , {1/4, |1〉} , {1/4, |+〉} , {1/4, |−〉}},
ja´ conhecemos S (ρ) = 1, pois esse e´ representado pela mesma matriz
densidade de 1. Falta apenas calcularH (pi) para determinar qual seria
o SMO para que todos os elementos sejam distintigu´ıveis, lembrando
que eles seriam realmente distingu´ıveis se fossem ortogonais entre si.
Temos:
H (pi) = −41
4
log2
(
1
4
)
= 2.
Ou seja, e´ necessa´rio no mı´nimo um string de 2 bits para que quatro
estados quaˆnticos com a mesma probabilidade de ocorrer sejam dis-
tingu´ıveis. Calculando o Ind(ρ) temos:
Ind(ρ) = H (pi)− S (ρ) = 1.
Indicando que na˜o podemos determinar com precisa˜o todos os esta-
dos do ensemble. Podemos interpretar que falta em me´dia 1bit de
informac¸a˜o para que os estados sejam diferenciados.
Estritamente falando: H(pi) e´ o SMO para armazenar uma mensa-
gem cla´ssica e S(ρ) e´ o SMO para armazenar uma mensagem quaˆntica.
Portanto, Ind(ρ) mede a indistinguibilidade me´dia mı´nima entre os es-
tados do ensemble.
Propriedades de Ind(ρ):
i. Positividade: Ind(ρ) e´ sempre maior ou igual a zero, ja´ que
S (ρ) ≤ H (pi).
ii. Independeˆncia da base: Ind(ρ) e´ independente da base utilizada
para medida, pois H (pi) depende apenas de pi dos elementos que
formam o ensemble e a entropia de von Neumann na˜o depende
da base. Esta propriedade evita processos de minimizac¸a˜o ou
maximizac¸a˜o.
Como Ind(ρ) na˜o e´ definido a partir da deduc¸a˜o de princ´ıpios gerais
da mecaˆnica quaˆntica, uma forma de verificar sua validade e´ atrave´s
de exemplos em que a medida e´ aplicada. O primeiro exemplo pode
ser visto na primeira sec¸a˜o deste cap´ıtulo, para isso basta lembrar que
1bit e´ o H(pi) do ensemble proposto. A seguir vamos analisar novos
exemplos em que determinamos Ind(ρ).
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3.2.1 Exemplo 1
Neste primeiro exemplo vamos analisar o que ocorre quando colo-
camos mais um elemento em,
 = {{1/2, |0〉} , {1/2, |+〉}} ,
que possui H (pi) e S (ρ) ja´ conhecidos e iguais a` 1, 00 e 0, 60, respec-
tivamente, tendo Ind(ρ) = 0, 40.
Vamos inicialmente acrescentar o estado |1〉, de forma que as novas
probabilidades dos estados que compo˜em o ensemble sa˜o todas iguais
e valem 1/3. E´ esperado que a indistinguibilidade do novo conjuto ′
aumente, ja´ que na˜o podemos distinguir perfeitamente o |1〉 do |+〉.
Para determinar Ind(ρ) temos que primeiro determinar H (pi):
H (p′i) = −3
1
3
log2
1
3
= 1, 58; (3.7)
segundo, escrever a matriz densidade diagonal:
ρ′Diag =
(
2
3 0
0 13
)
; (3.8)
terceiro determinar S (ρ′),
S (ρ′) = −2
3
log2
2
3
− 1
3
log2
1
3
= 0, 92; (3.9)
por fim, utilizando os resultados das equac¸o˜es 3.7 e 3.9, encontramos,
Ind(ρ′) = H (p′i)− S (ρ′) = 0, 66. (3.10)
Como era esperado Ind(ρ′) > Ind(ρ), ou seja, em me´dia e´ mais dif´ıcil
distinguir os elementos dos ensemble ′ do que os de .
Vamos agora acrescentar o estado |2〉 a` . Como |2〉 e´ ortogonal a
todos os elementos de , e´ esperado que a indistinguibilidade do en-
semble diminua. O novo ′′ tambe´m possui todos os elementos com
probabilidades iguais a 1/3. Repetindo as etapas do caso anterior te-
mos,
Ind(ρ′′) = H (p′′i )− S (ρ′′) = 0, 26. (3.11)
Como era esperado Ind(ρ′′) < Ind(ρ), ou seja, em me´dia e´ mais fa´cil
distinguir os elementos do ensemble ′′ do que os de .
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Analisando os resultados obtidos em 3.10 e 3.11, podemos ver que o
quantificador Ind(ρ) pode ser interpretado como uma me´dia da indis-
tinguibilidade dos estados quaˆnticos que compo˜e o ensemble. Essa in-
terpretac¸a˜o e´ coerente se lembrarmos que Ind(ρ) representa uma me´dia
da falta de informac¸a˜o necessa´ria para distinguir todos os estados do
ensemble.
3.2.2 Exemplo 2
Agora vamos analisar a relac¸a˜o entre Em e Ind(ρ) quando apenas
as probabilidades cla´ssicas do ensemble sa˜o mudadas. Dado o ensemble,
 = {{p, |0〉} , {(1− p) |+〉}} ,
sendo,
ρ = p |0〉 〈0|+ (1− p) |+〉 〈+| , (0 ≤ pi ≤ 1) ,
cuja forma diagonal e´
ρDiag =
 0, 5(1−√2p2 − 2p+ 1) 0
0 0, 5
(
1 +
√
2p2 − 2p+ 1
)
;
 ,
para calcular Ind(ρ), temos
H (pi) = −p log2 p− (1− p) log2 (1− p) , (3.12)
e:
S (ρ) = −0, 5
(
1−
√
2p2 − 2p+ 1
)
log2
(
0, 5
(
1−
√
2p2 − 2p+ 1
))
− 0, 5
(
1 +
√
2p2 − 2p+ 1
)
log2
(
0, 5
(
1 +
√
2p2 − 2p+ 1
))
,
(3.13)
sendo Ind(ρ) dado pela subtrac¸a˜o entre a equac¸o˜es 3.12 e 3.13.
Em, dado pela equac¸a˜o 2.12, e´ igual a,
Em =
1
2
(
1−
√
1 + 2p2 − 2p
)
. (3.14)
A comparac¸a˜o de Ind(ρ) com o resultado da equac¸a˜o 3.14 pode ser
feita pelo gra´fico da Fig. 3.2.
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Figura 3.2: Relac¸a˜o entre o erro mı´nimo Em e a indistinguibilidade
do ensemble Ind(ρ) em func¸a˜o de p, onde p e (1 − p) representam as
probabilidade cla´ssicas dos estados no ensemble.
Analisando o gra´fico 3.2 observamos novamente uma relac¸a˜o mo-
notoˆnica entre Em e Ind(ρ). Quando p = 0 ou 1 temos apenas um
estado quaˆntico no ensemble e a indistinguibilidade neste caso e´ zero.
A` medida que p vai de 0 a 1/2 a mistura entre os estados aumenta e
tambe´m deve aumentar Ind(ρ) e, a medida que p vai de 1/2 a 1, a
mistura entre os estados diminui e Ind(ρ) deve diminuir, exatamente o
que e´ mostrado no gra´fico.
3.2.3 Exemplo 3
No cap´ıtulo 2 discutimos a ref. [21] que serviu de motivac¸a˜o para
criac¸a˜o do quantificador Ind(ρ). Vamos analisar o valor de Ind(ρ) para
os ensembles de estados quaˆnticos citados como exemplo no artigo, a
saber,
 = {{1/3, |ψ1〉} , {1/3, |ψ2〉} , {1/3, |ψ3〉}}
que gera um estado ρ e,
˜ =
{{
1/3,
∣∣∣ψ˜1〉} ,{1/3, ∣∣∣ψ˜2〉} ,{1/3, ∣∣∣ψ˜3〉}}
que gera um estado ρ˜. Sendo,
|ψ1〉 =
∣∣∣ψ˜1〉 = |0〉,
|ψ2〉 =
∣∣∣ψ˜2〉 = 1√2 (|0〉+ |1〉) ,
|ψ3〉 =
√
2−1√
6
|0〉+
√
2+1√
6
|1〉,
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∣∣∣ψ˜3〉 = 23√3 |0〉+ 43√3 |1〉+ √73√3 |2〉.
E´ poss´ıvel verificar que os overlaps 〈ψi|ψj〉 ≤ 〈ψ˜i|ψ˜j〉, pore´m o
S (ρ) < S (ρ˜). Para os dois ensembles o H(pi) e´ facilmente calculado e
vale 1, 58. Os valores de S(ρ) dos dois exemplos podem ser encontrados
no artigo e valem S (ρ) = 0, 85 e S (ρ˜) = 0, 91. Portanto, os valores de
indistinguibilidade sa˜o: Ind(ρ) = 0, 73 e Ind(ρ˜) = 0, 67.
Fica claro neste exemplo que o quantificador proposto na˜o esta´ rela-
cionado diretamente com os overlaps dois a dois. Lembrando que para
um ensemble de estados puros o χ de Holevo e´ igual a S(ρ), observa-
mos novamente um maior valor de Ind(ρ) para um menor valor de χ
de Holevo.
3.2.4 Exemplo 4
Para finalizar vamos propor um ensemble com 3 estados puros em
que podemos variar as probabilidades quaˆnticas de dois estados, tor-
nando o sistema distingu´ıvel para α = β = 0. Temos,
ρ =
1
3
(|ψ1〉〈ψ1|+ |ψ2〉〈ψ2|+ |ψ3〉〈ψ3|) ,
sendo
|ψ1〉 = |0〉,
|ψ2〉 =
(
α|0〉+
√
1− α2|1〉
)
, com 0 ≤ α ≤ 1,
|ψ3〉 =
(
β|1〉+
√
1− β2|2〉
)
, com 0 ≤ β ≤ 1.
Utilizando o suporte dos autovetores de ρ, podemos escreveˆ-lo na sua
forma diagonal,
ρDiag =
1
3
 1 0 00 1−√α2 + β2 − α2β2 0
0 0 1 +
√
α2 + β2 − α2β2

(3.15)
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A entropia de von Neumann, equac¸a˜o 2.18, e´ dada por:
S (ρ) = 0, 53− 1
3
(
1−
√
α2 + β2 − α2β2
)
× log2
[
1
3
(
1−
√
α2 + β2 − α2β2
)]
+
− 1
3
(
1 +
√
α2 + β2 − α2β2
)
× log2
[
1
3
(
1 +
√
α2 + β2 − α2β2
)]
,
(3.16)
H(pi) e´ facilmente calculado e vale 1, 58, que subtra´ıdo de 3.16 fornece
Ind(ρ) = 1, 05 +
1
3
(
1−
√
α2 + β2 − α2β2
)
× log2
[
1
3
(
1−
√
α2 + β2 − α2β2
)]
+
+
1
3
(
1 +
√
α2 + β2 − α2β2
)
× log2
[
1
3
(
1 +
√
α2 + β2 − α2β2
)]
,
(3.17)
O resultado obtido na equac¸a˜o 3.17 em func¸a˜o de α e β e´ mostrado
na Fig. 3.3.
3.2. GENERALIZAC¸A˜O DO STRING ME´DIO O´TIMO PARA DISTINGUIR PERFEITAMENTE ESTADOS QUAˆNTICOS PUROS31
Figura 3.3: Variac¸a˜o de Ind(ρ) em func¸a˜o de α e β.
O resultado apresentado no gra´fico da figura 3.3 e´ coerente com o
esperado. Para α = 0 e β = 0 a Ind(ρ) = 0, o que e´ esperado ja´ que
neste caso os treˆs estados se tornam ortogonais e sa˜o perfeitamente dis-
tingu´ıveis . Fixando α = 0, tornando o |ψ1〉 ortogonal ao |ψ2〉 e ao |ψ3〉,
e aumentando β obsevamos um crescimento de Ind(ρ), isto deve ocor-
rer pois os estados |ψ2〉 e |ψ3〉 se tornam mais paralelos, aumentando
a indistinguibilidade me´dia do conjunto. O mesmo ocorre quando fixa-
mos β = 0 e aumentamos o α, neste caso estamos tornando |ψ1〉 e |ψ2
mais paralelos. Por fim, e´ poss´ıvel verificar tambe´m que Ind(ρ) cresce
a` medida que aumentamos α e β, isto deve ocorrer pois os estados se
tornam mais paralelos o que geralmente torna o conjunto em me´dia
mais indistingu´ıvel.
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T
Cap´ıtulo 4
Indistinguibilidade em
ensemble de estados
mistos
Ate´ o momento analisamos situac¸o˜es em que o ensemble e´ formado
por estados puros e observamos que Ind(ρ) se comportou da forma
esperada. Neste cap´ıtulo vamos propor um quantificador de indistin-
guibilidade para um ensemble  de estados quaˆnticos mistos IndM (ρ).
O ensemble de estados mistos e´ definido como
ρ =
∑
i
piρi, (4.1)
onde existe uma incerteza cla´ssica em cada estado quaˆntico que compo˜e
.
Continuaremos associando a indistinguibilidade a` falta de informac¸a˜o
para distinguir completamente os estados do ensemble, sendo S(ρ)
o SMO para enviar um ensemble de estados quaˆnticos, ou seja, a
ma´xima informac¸a˜o que pode ser distingu´ıvel em um ensemble de es-
tados quaˆnticos. Pore´m, teremos que buscar uma nova refereˆncia para
subtrair S(ρ), ja´ que, como veremos a seguir, o H(pi) na˜o e´ mais uma
quantidade de informac¸a˜o suficiente para garantir a distinguibilidade
dos elementos que formam um ensemble de estados mistos. No cap´ıtulo
3, utilizamos o erro mı´nimo de Helstrom e o limite de Holevo para jus-
tificar a validade de nosso quantificador. Para um ensemble de estados
mistos o erro mı´nimo Helstrom na˜o e´ valido, ja´ que este e´ proporci-
onal ao overlap de estados quaˆnticos puros, e vamos substitu´ı-lo pela
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fidelidade quaˆntica F (ρ|ρ′). A qual pode ser escrita como
F (ρ|ρ′) =
[
Tr
(√√
ρ′ρ
√
ρ′
)]2
. (4.2)
Essa e´ uma medida de distaˆncia geome´trica para estados mistos, a
qual se reduz ao overlap quando os estados sa˜o puros, ou seja, ela e´
zero quando os estados sa˜o distingu´ıveis e 1 quando sa˜o iguais. F (ρ|ρ′)
pode ser utilizada para indicar a indistinguibilidade entre ρ e ρ′. Enta˜o,
para um ensemble formado por ρ e ρ′, IndM (ρ) deve ser proporcional
a F (ρ|ρ′).
4.1 Distinguibilidade de conjuntos de in-
formac¸o˜es cla´ssicas
Para definir IndM (ρ) e´ necessa´rio determinar o SMO para distin-
guir sem erro todos os estados quaˆnticos mistos que compo˜em o ensem-
ble. No cap´ıtulo 3 determinamos o SMO para distinguir perfeitamente
estados puros considerando que todos os estados quaˆnticos que compo˜e
o ensemble sa˜o cla´ssicos, ou seja, equivalem a informac¸o˜es cla´ssicas e
por isso distingu´ıveis. O caminho natural seria propor que os estados
quaˆnticos mistos equivalem a conjuntos de informac¸o˜es cla´ssicas, entre-
tanto encontramos um problema: apesar de informac¸o˜es cla´ssicas serem
sempre distingu´ıveis, o mesmo na˜o se pode afirmar para conjuntos de
informac¸o˜es cla´ssicas, ou seja, e´ poss´ıvel que na˜o possamos distinguir
perfeitamente dois ou mais conjuntos de informac¸o˜es cla´ssicas quando
e´ permitido olhar apenas uma informac¸a˜o1. Vamos analisar o exemplo
abaixo para que isto fique mais claro.
Imagine um jogo entre duas pessoas, Maria e Joa˜o, que consiste em
determinar a que pa´ıs pertence cada informac¸a˜o anotada em pape´is que
sa˜o escolhidos de forma aleato´ria. Inicialmente Maria fornece uma lista
para Joa˜o de caracter´ısticas de dois pa´ıses, A e B, cada um contendo
treˆs informac¸o˜es, populac¸a˜o, clima e a´rea. Joa˜o memoriza esta lista
perfeitamente. Em seguida, Maria anota apenas as informac¸o˜es sobre
cada pa´ıs em pape´is coloridos, pa´ıs A em papel azul e B em papel
vermelho, sendo que apenas ela conhece a relac¸a˜o entre a cor e o pa´ıs,
para poder determinar se Joa˜o ganhou ou na˜o o jogo. Em uma caixa as
1E´ importante lembrar que sempre estamos relacionando o conjunto de in-
formac¸o˜es cla´ssicas com ensemble de estados quaˆnticos e, neste caso, olhar uma
u´nica informac¸a˜o cla´ssica equivale a fazer uma u´nica medida.
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Figura 4.1: Conjunto de informac¸o˜es sobre os pa´ıses A e B
seis informac¸o˜es sa˜o misturadas e Joa˜o pode pegar apenas uma, falando
a que pa´ıs aquela informac¸a˜o esta´ associada.
Joa˜o pode distinguir os pa´ıses utilizando apenas as informac¸o˜es con-
tidas em cada papel. Portanto, Joa˜o na˜o e´ capaz de estabelecer relac¸a˜o
entre a cor dos pape´is e o pa´ıs. Ao pegar o papel com a informac¸a˜o
populac¸a˜o igual a 100 milho˜es, Joa˜o sabe que se trata do pa´ıs A. Por
outro lado, se as informac¸o˜es forem clima ou a´rea, enta˜o, Joa˜o na˜o tera´
como distinguir entre os conjuntos 1 e 2, e tera´ uma chance de erro
de 50% na adivinhac¸a˜o do pa´ıs. O que Maria esta´ fazendo ao usar co-
res distintas e´ adicionar uma sistema auxiliar, o que permite responder
com certeza de qual pa´ıs trata as caracter´ısticas escritas no papel.
Como estamos interessados em um SMO necessa´rio para distinguir
perfeitamente os estados quaˆnticos de um ensemble de estados mistos,
precisamos responder a seguinte pergunta. Qual o SMO que permite
distinguir perfeitamente dois ou mais conjuntos de informac¸o˜es cla´ssicas
SMOCC?
No exemplo anterior vimos que para distinguir conjuntos de in-
formac¸o˜es cla´ssicas sem erro, tendo acesso a apenas uma informac¸a˜o,
e´ necessa´rio que todas as informac¸o˜es de um conjunto sejam diferentes
da do outro. Vamos analisar um novo jogo entre Maria e Joa˜o para
determinar o SMOCC .
Neste novo jogo Maria possui duas moedas, 1 e 2, como mostra a
Fig. 4.2. A moeda 1 possui cara e coroa que, quando atirada para
cima, possui probabilidades p11 = p
1
2 = 1/2 de ficar com o lado cara
ou coroa voltado para cima. A moeda 2 possui cara nos dois lados e
apresenta sempre o mesmo resultado quando lanc¸ada para cima. Joa˜o
conhece as moedas e com os olhos vendados pega uma delas, joga para
cima girando, tira a venda quando a moeda esta´ sobre o solo e pode ver
apenas a face que esta´ virada para cima. De posse desta informac¸a˜o
ele deve dizer se pegou a moeda 1 ou 2.
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Figura 4.2: Moeda 1 com um lado coroa e outro cara e moeda 2 com
os dois lados cara.
Novamente, nesse jogo na˜o e´ poss´ıvel garantir que Joa˜o determine
corretamente a moeda lanc¸ada, ja´ que as duas moedas apresentam uma
informac¸a˜o poss´ıvel em comum. Repetindo o jogo um grande nu´mero
de vezes, ter´ıamos o seguinte conjunto de informac¸o˜es CI , considerando
que p1 = p2 = 1/2 sejam as probabilidades de Maria pegar as moedas
1 e 2:
CI =
3
4
Cara+
1
4
Coroa. (4.3)
Podemos separar o conjunto de informac¸o˜es dado pela equac¸a˜o 4.3 em
duas partes,
CI =
1
2
(
1
2
Cara+
1
2
Coroa
)
︸ ︷︷ ︸
Moeda 1=Conjunto 1
+
1
2
Cara︸ ︷︷ ︸
Moeda 2=Conjunto 2
. (4.4)
Perceba que os conjuntos 1 e 2 possuem a informac¸a˜o cara em comum,
tornando a indistinguibilidade entre os dois diferente de zero.
Queremos agora encontrar uma forma de Joa˜o distinguir perfeita-
mente as moedas 1 e 2. A estrate´gia para distinguir os elementos de um
conjunto dos elementos do outro conjunto depende do protocolo. Pre-
cisamos encontrar a melhor estrate´gia, ou seja, a que possui o SMOCC .
Estrate´gia: Colocar uma marca vermelha no lado cara da moeda 1
conforme Fig. 4.3, vamos chamar esse lado de cara*.
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Figura 4.3: Moeda 1 com um lado coroa e outro cara marcado e moeda
2 com os dois lados cara.
Repetindo todo o processo e´ fa´cil perceber que Joa˜o pode discrimar
perfeitamente as duas moedas, ja´ que as duas fornecem conjuntos de
informac¸o˜es diferentes uma da outra. Vamos montar o conjunto de
informac¸o˜es C ′I para muitos jogos,
C ′I =
1
4
Cara∗ +
1
4
Coroa+
1
2
Cara. (4.5)
Separar os conjuntos de informac¸o˜es dado pela equac¸a˜o 4.5 em duas
partes,
C ′I =
1
2
(
1
2
Cara∗ +
1
2
Coroa
)
︸ ︷︷ ︸
Moeda 1=Conjunto 1
+
1
2
Cara︸ ︷︷ ︸
Moeda 2=Conjunto 2
. (4.6)
Perceba que agora na˜o existem informac¸o˜es coincidentes entre os dois
conjuntos e por isso eles sa˜o perfeitamente distingu´ıveis. Vamos utilizar
C ′I da equac¸a˜o 4.5 para determinar o SMOCC atrave´s da entropia de
Shanonn.
H(C ′I) = −
1
2
log2
1
2
− 21
4
log2
1
4
= 1, 5. (4.7)
Isto significa que precisamos de pelo menos 1, 5 bit em me´dia para
distinguir o conjunto 1 do conjunto 2.
Se calcularmos o SMO para armazenar CI , dado pela equac¸a˜o 4.3,
encontramos
H(CI) = −3
4
log2
3
4
− 1
4
log2
1
4
= 0, 81. (4.8)
Note que H(C ′I) > H(CI) o que implica que H(CI) e´ menor do que
o SMOCC que permite discriminar perfeitamente os conjuntos de in-
formac¸o˜es C1 e C2. Isto ocorre por que os dois conjuntos de CI possuem
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informac¸o˜es iguais e estas sa˜o somadas quando montamos a equac¸a˜o 4.3.
O fato de somarmos os elementos iguais permite que as informac¸o˜es se-
jam armazenadas em SMO menor − 34 log2 34 < − 14 log2 14 − 12 log2 12 ,
entretanto, na˜o permite que os conjuntos de informac¸o˜es sejam sempre
diferenciados.
Podemos concluir enta˜o que conjuntos de informac¸o˜es cla´ssicas sa˜o
distingu´ıveis quando as informac¸o˜es de um conjunto sa˜o diferentes das
dos demais. Este sera´ o ana´logo que vamos utilizar para determinar
a SMO para que dois ou mais estados quaˆnticos mistos sejam dis-
tingu´ıveis.
4.2 String me´dio o´timos para distinguir per-
feitamente conjuntos de informac¸o˜es cla´ssicas
Nesta sec¸a˜o vamos definir o SMOCC considerando que todas as
informac¸o˜es que constituem os conjuntos sa˜o diferentes. Podemos es-
crever um conjunto de conjuntos de informac¸a˜o cla´ssica da seguinte
forma,
CI =
∑
i
piCIi (0 ≤ pi ≤ 1 e
∑
i
pi = 1), (4.9)
onde
CIi =
∑
i,j
pijI
i
j (0 ≤ pij ≤ 1 e
∑
j
pij = 1) (4.10)
Iij representam informac¸o˜es do conjunto CIi com probabilidades p
i
j de
ocorrer. Sendo Iij 6= Ikl para todos i 6= k , condic¸a˜o necessa´ria para
determinar o SMOCC , e pip
i
j e´ a probabilidade de obter o elemento j
do conjunto i no ensemble total.
Substituindo a equac¸a˜o 4.10 na equac¸a˜o 4.9, temos
CI =
∑
i
pip
i,j
j I
i
j , (4.11)
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Sendo que SMOCC sera´ dado por H(CI),
H(CI) = −
∑
i,j
pip
i
j log2 pip
i
j
= −
∑
i,j
pip
i
j log2 pi +
∑
i,j
pip
i
j log2 p
i
j

= −

∑
j
pij︸ ︷︷ ︸
1
∑
i
pi log2 pi +
∑
i,j
pip
i
j log2 p
i
j

= −
∑
i
pi log2 pi +
∑
i,j
pip
i
j log2 pj

(4.12)
H(CI) = −
∑
i
pi log2 pi +
∑
i
pi
∑
i,j
pij log2 p
i
j
 . (4.13)
Para interpretar a equac¸a˜o 4.13 vamos reescreveˆ-la da seguinte forma
H(CI) = −
∑
i
pi log2 pi︸ ︷︷ ︸
ParteI
−
∑
i
piH(CIi)︸ ︷︷ ︸
ParteII
. (4.14)
SMOCC pode ser dividido em duas partes:
i. Parte I, relacionada com a quantidade de informac¸a˜o associada ao
nu´mero de CIi que formam CI e suas respectivas probabilidades
pi.
ii. Parte II, uma me´dia da quantidade de informac¸o˜es que cada CIi
possui.
Enta˜o, para determinar o SMOCC devemos conhecer o nu´mero de con-
juntos que formam o CI , com suas respectivas probabilidades, e todas
as informac¸o˜es que formam os CIi tambe´m com suas respectivas pro-
babilidades.
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4.3 Distinguibilidade de estados quaˆnticos
mistos
No cap´ıtulo 3 mostramos que estados quaˆnticos puros sa˜o distingu´ıveis
quando sa˜o ortogonais e, neste caso, sa˜o classificados como estados
cla´ssicos, ja´ que informac¸o˜es cla´ssicas sa˜o distingu´ıveis, apesar de con-
juntos de informac¸o˜es cla´ssicas poderem ser indistingu´ıveis. Esse resul-
tado foi utilizado para determinar o SMO que distingue perfeitamente
estados puros do ensemble, dado por H(pi). Nesta sec¸a˜o vamos pro-
por de forma equivalente um SMO que distingue perfeitamente estados
mistos ρ =
∑
i piρi de um ensemble. Entretanto, na˜o podemos simples-
mente propor que os estados mistos que compo˜e o ensemble equivalem a
conjuntos de conjuntos de informac¸o˜es cla´ssicas, pois ja´ vimos que con-
juntos de informac¸o˜es cla´ssicas podem ter indistinguibilidade diferente
de zero. Por isso, vamos propor que os estados mistos equivalem a con-
juntos de informac¸o˜es cla´ssicas distingu´ıveis para determinar o SMO
que distingue perfeitamente estados mistos de um ensemble SMOQM .
SMOQM e´ o string me´dio o´timo necessa´rio para distinguir perfeita-
mente um ensemble de estados quaˆnticos mistos. Podemos entender
melhor a proposta analisando o exemplo abaixo.
Neste exemplo vamos criar um ana´logo quaˆntico para o jogo de Joa˜o
e Maria com a moeda. Jogos quaˆnticos sera˜o jogados por Alice e Bob.
Neste novo jogo, no lugar de moedas, Alice vai enviar informac¸o˜es para
Bob atrave´s de duas fontes de fo´tons, 1 e 2. A fonte 1 emite sempre
fo´tons com polarizac¸a˜o vertical |0〉, equivalente a moeda que possui
apenas cara, e a fonte 2 emite fo´tons com polarizac¸a˜o vertical |0〉 e
horizontal |1〉, sendo 〈0|1〉 = 0, com probabilidades p21 = p22 = 1/2,
equivalente ”‘a moeda com cara e coroa. Como ja´ foi visto anterior-
mente, |0〉 e |1〉 sa˜o estados quaˆnticos classificados como cla´ssicos, ja´
que podem ser distinguidos perfeitamente, enta˜o estamos trabalhando
apenas com ρi de estados cla´ssicos, ou seja, ortogonais. As duas fontes
possuem a mesma probabilidade de emitir fo´tons. Bob recebe um fo´ton
e com uma u´nica medida deve distinguir de que fonte ele veio. Podemos
representar o ensemble de estados quaˆnticos enviados por Alice por
ρ =
1
2
(ρ1 + ρ2) ,
sendo
ρ1 = |0〉 〈0| (4.15)
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o estado quaˆntico enviado pela fonte 1 e
ρ2 =
1
2
|0〉 〈0|+ 1
2
|1〉 〈1| (4.16)
o estado quaˆntico enviado pela fonte 2. A F (ρ1|ρ2) = 1/2, o que
significa que os dois estados na˜o sa˜o distingu´ıveis perfeitamente.
Tanto Alice quanto Bob conhecem os ensembles que formam ρ1
e ρ2. Enta˜o, Alice envia um fo´ton para Bob e ele utiliza medidas
projetivas na base |0〉 , |1〉 para determinar de que fonte de fo´tons ele
foi emitido. E´ importante enfatizar que o ma´ximo que Bob pode fazer
e´ tentar determinar qual estado do fo´ton que ele esta´ recebendo e assim
descobrir de qual ρi ele faz parte. Os resultados poss´ıveis de Bob sa˜o:
i. Mede |0〉 e conclui que faz parte de estado ρ1.
ii. Mede |0〉 e conclui que faz parte de estado ρ2.
iii. Mede |1〉 e conclui que faz parte de estado ρ2.
Fazendo apenas uma ana´lise qualitativa, vamos supor que Bob nunca
opte por escolher ρ2 quando o resultado for |0〉, ja´ que ele sabe que e´
duas vezes mais prova´vel que ele pertenc¸a ao estado ρ1, e sempre opte
por ρ2 quando o resultado for |1〉. Desta forma ele erra em me´dia 25%
das vezes. Este erro surge por uma falta de conhecimento, ou incerteza
cla´ssica, do estado enviado pela fonte de fo´tons 2, equivalente a` mo-
eda que possui os lados cara e coroa. Perceba que neste exemplo na˜o
existe uma superposic¸a˜o quaˆntica entre os estados medidos por Bob;
e´ importante lembrar que esta superposic¸a˜o era a responsa´vel pela in-
distinguibilidade do cap´ıtulo 3. Aqui Bob nunca tem du´vida sobre sua
medida, ou seja, se esta´ medindo o |0〉 ou |1〉, entretanto os estados ρ1
e ρ2 na˜o podem ser distinguidos perfeitamente por possu´ırem estados
quaˆnticos iguais.
Para que Bob sempre distinguisse perfeitamente o estado enviado
por Alice, ela poderia colocar uma marca nos estados enviados pela
fonte de fo´tons 2, equivalente a marca da moeda do jogo de Joa˜o e
Maria. Vamos supor que esta marca e´ equivalente a Alice utilizar outro
paraˆmetro quaˆntico para os fo´tons que tivesse autoestados |0〉, |1〉 e |2〉,
sendo
ρ1 = |0〉〈0| e
ρ2 =
1
2
(|1〉〈1|+ |2〉〈2|).
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Neste caso a F (ρ1|ρ2) = 0 e Bob poderia distinguir perfeitamente o
estado que ele recebe, bastava para isso utilizar medidas projetivas na
base {|0〉, |1〉, |2〉}.
Podemos estabelecer enta˜o que para distinguir perfeitamente dois
estados mistos ρi na˜o basta que os estados que compo˜em cada ρi se-
jam cla´ssicos; e´ necessa´rio que todos os estados que compo˜e ρ1 sejam
perfeitamente distingu´ıveis dos estados que compo˜em ρ2, para isso os
estados que compo˜em ρ1 devem ser ortogonais aos de ρ2. Essa condic¸a˜o
de distinguibilidade nos permite estabelecer SMOQM .
4.4 String me´dio o´timo para distinguir per-
feitamente estados quaˆnticos mistos
Nesta sec¸a˜o vamos discutir que forma deve assumir o SMOQM ,
o qual sera´ utilizado na primeira versa˜o da equac¸a˜o do IndM (ρ). O
leitor pode pular para a pro´xima sec¸a˜o e ver diretamente a equac¸a˜o
IndM (ρ) na sua versa˜o final 4.33, entretanto acreditamos que esta sec¸a˜o
e´ importante para a compreensa˜o do racioc´ınio que levou a equac¸a˜o
final.
Para propor a primeira versa˜o do SMOQM , do qual deve ser sub-
tra´ıdo o S(ρ) para determinar a IndM (ρ), vamos assumir um ensemble
de estados mistos dado por
ρ =
∑
i
piρi, (4.17)
sendo
ρi =
∑
j
pij |ψij〉〈ψij |, (4.18)
onde conhecemos todos estados quaˆnticos puros que compo˜e ρi. Tal co-
nhecimento nos permite executar o seguinte protocolo para determinar
SMOQM :
i. Considerar que os estados quaˆnticos puros que compo˜em os ρi sa˜o
classificados como cla´ssicos e que os estados que compo˜em ρi sa˜o
ortogonais aos que compo˜em ρj para todo i 6= j, condic¸a˜o que
permite distinguir perfeitamente os ρi.
ii. Reescrever o ρ na base dos estados puros |ψij〉 que fazem parte
de todos ρi, considerando-os estados cla´ssicos, ou seja,〈ψlk|ψmj 〉 =
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δkjδlm. Vamos chamar esse novo ρ de operador densidade dis-
tingu´ıvel ρD,
ρD =
∑
i,j
pip
i
j |ψij〉〈ψij |. (4.19)
iii. Considerar que os ρi sa˜o conjuntos de informac¸o˜es cla´ssicas com-
pletamente distingu´ıveis, desta forma vamos inicialmente propor
que SMOQM sera´ dado pelo SMOCC atrave´s da equac¸a˜o 4.13.
A partir de agora vamos chamar H(CI), fornecido pela equac¸a˜o
4.13, de H(ρD).
Temos assim a primeira versa˜o da equac¸a˜o IndM (ρ),
IndM (ρ) = H(ρD)− S(ρ). (4.20)
Vamos aplicar a primeira versa˜o do quantificador dado pela equac¸a˜o
4.20 para o exemplo abaixo e analisar os resultados. O ensemble de
estados mistos e´ dado por
ρ =
1
2
(ρ1 + ρ2) , (4.21)
em que
ρ1 = |ψ1〉〈ψ1| e (4.22)
ρ2 = p|ψ2〉〈ψ2|+ (1− p)|ψ3〉〈ψ3|, (0 ≤ p ≤ 1), (4.23)
sendo
|ψ1〉 = |0〉 , |ψ2〉 = |1〉 e |ψ3〉 = 1√
2
(|0〉+ |1〉) .
O primeiro passo e´ determinar H(ρD). Para isso {|ψ1〉, |ψ2〉, |ψ3〉} sa˜o
considerados ortogonais.
H(ρD) = 1 +
1
2
[−p log2 p− (1− p) log2(1− p)] . (4.24)
Em seguida, para determinar IndM (ρ) e´ necessa´rio determinar o SMO
para o ensemble, dado por S(ρ). Vamos escrever ρ na sua forma dia-
gonal,
ρDiag =
(
1
4
(
2− (1− p)√2) 0
0 14
(
2 + (1− p)√2)
)
. (4.25)
Com os termos da diagonal de 4.25 determinamos S(ρ),
S (ρ) = −1
4
(
2− (1− p)
√
2
)
log2
(
1
4
(
2− (1− p)
√
2
))
+
− 1
4
(
2 + (1− p)
√
2
)
log2
(
1
4
(
2 + (1− p)
√
2
))
.
(4.26)
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A IndM (ρ) sera´ dada pela subtrac¸a˜o dos resultados das equac¸o˜es 4.24
e 4.26.
IndM (ρ) = 1 +
1
2
[−p log2 p− (1− p) log2(1− p)] +
+
1
4
(
2− (1− p)
√
2
)
log2
(
1
4
(
2− (1− p)
√
2
))
+
+
1
4
(
2 + (1− p)
√
2
)
log2
(
1
4
(
2 + (1− p)
√
2
))
.
(4.27)
Uma primeira ana´lise do nosso novo quantificador IndM (ρ) pode ser
feita comparando o resultado da equac¸a˜o 4.27 com o limite de Holevo.
Para isso vamos determinar o χ de Holevo 2.29. E´ necessa´rio antes
calcular S(ρ1) e S(ρ2).
Como S(ρ1) vale zero, ja´ que ρ1 e´ um estado puro, determinamos
apenas S(ρ2), onde ρ2 esta´ escrito na forma diagonal,
ρ2Diag =
 12 (1−√2p2 − 2p+ 1) 0
0 12
(
1 +
√
2p2 − 2p+ 1
)  .
Portanto,
S (ρ2) = −1
2
(
1−
√
2p2 − 2p+ 1
)
log2
(
1
2
(
1−
√
2p2 − 2p+ 1
))
+
− 1
2
(
1 +
√
2p2 − 2p+ 1
)
log2
(
1
2
(
1 +
√
2p2 − 2p+ 1
))
.
(4.28)
O χ de Holevo e´ dado por
χ(ρ) = −1
4
(
2− (1− p)
√
2
)
log2
[
1
4
(
2− (1− p)
√
2
)]
+
− 1
4
(
2 + (1− p)
√
2
)
log2
[
1
4
(
2 + (1− p)
√
2
)]
+
+
1
2
(
1−
√
2p2 − 2p+ 1
)
log2
[
1
2
(
1−
√
2p2 − 2p+ 1
)]
+
1
2
(
1 +
√
2p2 − 2p+ 1
)
log2
[
1
2
(
1 +
√
2p2 − 2p+ 1
)]
.
(4.29)
O gra´fico abaixo fornece a relac¸a˜o entre a indistinguibilidade IndM (ρ)
e o χ de Holevo, dados pelas equac¸o˜es 4.27 e 4.29, como func¸a˜o de p.
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Figura 4.4: Relac¸a˜o entre IndM (ρ) e χ de Holevo em func¸a˜o de p.
O comportamento de IndM (ρ) e´ o esperado, ja´ que o valor de
IndM (ρ) varia inversamente com o χ, que representa a ma´xima in-
formac¸a˜o acess´ıvel dos elementos de um conjunto atrave´s de uma me-
dida. Essa mesma relac¸a˜o foi encontrada para conjuntos de estados pu-
ros vistos anteriormente no cap´ıtulo 3 em que o SMO para distinguir
sem erros os estados de um ensemble era H(pi). Ainda neste exemplo
e´ interessante analisar o valor de IndM (ρ) para p = 0 e p = 1, em
que o conjunto volta a ter apenas estados puros e IndM (ρ) apresenta
os mesmo valores do Ind(ρ) proposto no cap´ıtulo 3. Com p = 1 os
dois estados sa˜o ortogonais e IndM (ρ) = 0, ja´ com p = 0 retornamos
ao exemplo 3.4, proposto no in´ıcio do cap´ıtulo 03, com α =
√
2
2 , onde
IndM (ρ) = Ind(ρ) ≈ 0, 40.
Ate´ o momento conseguimos encontrar uma equac¸a˜o para um novo
quantificador de indistinguibilidade IndM (ρ) de um ensemble com es-
tados mistos. Este novo quantificador e´ baseado em um protocolo que
define a informac¸a˜o necessa´ria para distinguir os estados do ensemble
H(ρD). O problema deste protocolo e´ que fica condicionado ao conhe-
cimento dos estados quaˆnticos puros que formam os estados mistos ρi e
isso nem sempre e´ poss´ıvel. Na maioria das vezes o ma´ximo que pode-
mos ter de informac¸a˜o e´ a matriz densidade que representa o ensemble
que e´ o estado misto. Lembrando que existe a liberdade do ensem-
ble [1], em que ensembles diferentes podem ser representados pelos
mesmo operador densidade, muitas vezes e´ imposs´ıvel conhecer os es-
tados quaˆnticos que formam o ensemble a partir da matriz densidade,
muito menos garantir que os estados quaˆnticos mistos sa˜o formados
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por estados puros. Um exemplo disso foi visto no cap´ıtulo 3, em que
os dois ensembles 3.1 e 3.2 sa˜o representados pela mesma matriz densi-
dade. Portanto, apesar de aparentemente ter um bom comportamento,
o IndM (ρ) proposto ate´ o momento, tem sua aplicac¸a˜o limitada. Para
que o quantificador proposto na˜o seja restrito, desejamos construir um
IndM (ρ) que dependa apenas do conhecimento da matriz densidade ρi
que representa cada estado quaˆntico misto que compo˜e o ensemble ,
dado por ρ.
4.5 Quantificador de indistinguibilidade para
um ensemble de estados mistos
Se analisarmos a equac¸a˜o 4.20 para quantificar indistinguibilidade
de um ensemble de estados mistos, podemos percerber que apenas o
termo piH(p
i
j) de H(ρD), necessita do conhecimento dos estados que
compo˜e o ρi para ser calculado. Devemos enta˜o propor um substituto
para piH(p
i
j) que dependa apenas do conhecimento da matriz densidade
que representa ρi para que IndM (ρ) se torne mais geral.
A hipo´tese para o substituto de piH(p
i
j) surge da ana´lise do gra´fico
da figura 4.4. Na figura nota-se que IndM (ρ)e´ proporcional a` H(pi)
menos o χ de Holevo. Desta forma H(pi) +
∑
i piH(p
i
j) deve ter o
mesmo comportamento de H(pi)+
∑
i piS(ρi), para ρ da equac¸a˜o 4.21.
Podemos comparar estes resultados com o gra´fico 4.5.
Figura 4.5: Linha laranja tracejada H(pi) +
∑
i piH(p
i
j) e a cont´ınua
representa H(pi) +
∑
i piS(ρi)
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Na figura 4.5 observamos que o nosso paraˆmetro H(ρD) possui mais
informac¸a˜o do que H(pi)+
∑
i piS(ρi), embora as duas quantidades te-
nham o mesmo comportamento. A nossa hipo´tese e´ que H(ρD) conte-
nha mais informac¸a˜o do que o necessa´rio para distinguir todos os ρi de
ρ. Reavaliando o protocolo utilizado para criar H(ρD), estabelecemos
que para distinguir perfeitamente os estados mistos exigimos que todos
os estados puros que compo˜e ρi fossem ortogonais entre si. Entretanto,
isto obviamente e´ mais do que o necessa´rio. Podemos verificar isso com
um exemplo simples.
Alice novamente lanc¸a fo´tons para Bob provenientes de duas fontes.
Agora a fonte 1 emite apenas fo´tons no estado |2〉 e a fonte 2 fo´tons nos
estados |0〉 e |+〉, dado pela equac¸a˜o 1.3. Sendo 〈0|1〉 = 〈0|2〉 = 〈1|2〉 =
0, e´ facil perceber que Bob pode distinguir a fonte da qual foi emitida o
fo´ton apenas fazendo medidas projetivas na base {|0〉, |1〉, |2〉}. Sempre
que o resultado for |2〉 o fo´ton foi emitido pela fonte 1 e para qual-
quer outro resultado o fo´ton foi emitido pela fonte 2. Portanto, para
distinguir perfeitamente estados mistos, na˜o precisamos que os estados
quaˆnticos que formam ρi sejam ortogonais entre si, mas apenas que os
estados que formam ρi sejam ortogonais aos que formam ρj , para todo
i 6= j. Tal propriedade e´ garantida fazendo-se F (ρi|ρj) = 0 para i 6= j,
Podemos propor enta˜o que o SMOQM e´ dado por:
H(ρD) = H(pi) +
∑
i
piS(ρi). (4.30)
Note que a informac¸a˜o me´dia sobre os elementos de ρi e´ dada por∑
i piS(ρi), e´ geralmente menor do que
∑
i piH(p
i
j). Isto implica em
um resultado curioso, geralmente e´ necessa´rio menos informac¸a˜o para
distinguir perfeitamente dois estados quaˆnticos mistos formados por es-
tados puros, dado pelo SMOQM , do que dois conjuntos de informac¸o˜es
cla´ssicas com os mesmo nu´meros de elementos e suas respectivas pro-
babilidades, dado por SMOCC . Este resultado na˜o aparece quando
tratamos a indistinguibilidade de N estados puros com probabilidades
pi, para eles o SMO para distingui-los perfeitamente e´ igual ao SMO
de N informac¸o˜es cla´ssicas com as respectivas probabilidades.
Se substituirmos a equac¸a˜o 4.30 na equac¸a˜o 4.20, chegamos a uma
nova equac¸a˜o de Ind(ρ),
IndM (ρ) =
[
H(pi) +
∑
i
piS(ρi)
]
− S(ρ). (4.31)
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Podemos reescrever Ind(ρ) rearranjando os termos da equac¸a˜o 4.31,
IndM (ρ) = H(pi)−
[
S(ρ)−
∑
i
piS(ρi)
]
. (4.32)
Substituindo na equac¸a˜o 4.32 a equac¸a˜o 2.29 chegamos a equac¸a˜o final
para indistinguibilidade de estados mistos,
IndM (ρ) = H(ρ)− χ(ρ). (4.33)
Sendo,
ρ =
∑
i
piρi e H(ρ) = H(pi).
Observe que a equac¸a˜o 4.33 depende apenas do conhecimento das ma-
trizes densidade que representam os estados mistos e dos pi. Este
resultado e´ fundamental para este tipo de quantificador, permitindo
generalizar sua aplicac¸a˜o.
E´ fa´cil perceber que para um ensemble de estados puros o χ(ρ)
sera´ apenas S(ρ), voltando ao quantificador proposto no cap´ıtulo 3,
equac¸a˜o 3.6. Esse resultado e´ importante para viabilizar IndM (ρ),
da equac¸a˜o 4.33, como quantificador de indistinguibilidade global para
qualquer ensemble de N ≥ 2 estados quaˆnticos puros ou mistos, e
por isso IndM (ρ) sera´ a partir de agora apenas chamado de Ind(ρ).
Entretanto, fica a tarefa de interpretar os termos da equac¸a˜o 4.33 da
mesma forma que foi interpretada a equac¸a˜o 3.6.
Podemos de interpretar o Ind(ρ) a partir da equac¸a˜o 4.31. Para
isso vamos dividir a equac¸a˜o em duas partes,
Ind(ρ) =
[
H(pi) +
∑
i
piS(ρi)
]
︸ ︷︷ ︸
I
−S(ρ)︸︷︷︸
II
. (4.34)
A parte I quantifica a informac¸a˜o mı´nima necessa´ria para distinguir os
estados quaˆnticos do ensemble, podendo ser dividida ainda em mais
duas partes.
i. H(pi) e´ o SMO para representar os conjuntos que existem no
ensemble, desde que cada um seja tratado como estado perfeita-
mente distingu´ıvel.
ii.
∑
i piS(ρi) e´ a me´dia da informac¸a˜o mı´nima necessa´ria de cada
estado misto. Este termo da equac¸a˜o e´ zero quando o ensemble
possui apenas estados puros.
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iii. Abrindo a expressa˜o da parte I de Ind(ρ), dada pela equac¸a˜o
4.34, encontramos o termo pi[−log2pi + S(ρi)], este termo pode
ser interpretado como a quantidade de informac¸a˜o mı´nima de
cada ρi para eles sejam distingu´ıveis no ensemble.
A parte II, em que temos apenas S(ρ), continua sendo interpretada
como SMO o´timo para enviar um ensemble de estados quaˆnticos. Esta
forma de interpretar Ind(ρ) esta´ diretamente relacionada com a inter-
pretac¸a˜o do χ de Holevo, onde o termo
∑
i piS(ρi) representa uma falta
de informac¸a˜o que diminui a capacidade de um canal quaˆntico.
4.6 Relac¸a˜o entre as equac¸o˜es para distin-
guibilidade de um ensemble de estados
mistos
A equac¸a˜o para Ind(ρ) dado pela equac¸a˜o 4.33, proposta na sec¸a˜o
anterior, se mostrou mais geral do que aquela dada pela equac¸a˜o 4.20.
Agora vamos demonstrar que a equac¸a˜o dada por 4.33 e´ a forma correta
de determinar a indistinguibilidade me´dia de um ensemble de estados
quaˆnticos mistos.
Para isso vamos retornar ao exemplo em que Alice vai enviar in-
formac¸o˜es para Bob atrave´s de duas fontes de fo´tons, 1 e 2. A fonte
1 emite sempre fo´tons com polarizac¸a˜o vertical |0〉 e a fonte 2 emite
fo´tons com polarizac¸a˜o |+〉 e horizontal |1〉, sendo 〈0|1〉 = 0 e o estado
|+〉 dado pela equac¸a˜o 1.3. Bob deve distinguir de que fonte e´ o fo´ton
que esta´ recebendo. A u´nica diferenc¸a para o exemplo citado anterior-
mente e´ que agora a fonte 1 emite fo´tons com probabilidade p e a fonte
2 com probabilidade (1− p). Temos que
ρ = p ρ1 + (1− p)ρ2 , (0 ≤ p ≤ 1) , (4.35)
sendo
ρ1 = |0〉〈0| (4.36)
o estado quaˆntico enviado pela fonte 1 e
ρ2 =
1
2
|+〉〈+|+ 1
2
|1〉〈1| (4.37)
o estado quaˆntico enviado pela fonte 2.
Estamos interessados apenas nos valores de p iguais a 0 e 1, para
esses dois valores Ind(ρ) deve ser igual a zero, ja´ que temos apenas um
estado no ensemble.
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Para p = 1 temos H(pi) = 0, S(ρ) = 0, H(p
1
j ) = H(p
2
j ) = 0 e
S(ρ1) = S(ρ2) = 0, enta˜o a Ind(ρ) dada pelas equac¸o˜es 4.20 e 4.33 vale
zero, que e´ o resultado esperado.
Para p = 0 temos H(pi) = 0, S(ρ) = 0, 6, H(p
1
j ) = 0, H(p
2
j ) = 1,
S(ρ1) = 0 e S(ρ2) = 0, 60, neste caso o Ind(ρ) dado pela equac¸a˜o 4.20
sera´
Ind(ρ) = H(pi) +
∑
i,j
piH(p
i
j)− S(ρ) = 0, 4, (4.38)
demonstrando que a equac¸a˜o 4.20 na˜o pode ser utilizada para quanti-
ficar indistinguibilidade. Ja´ para equac¸a˜o 4.33
Ind(ρ) = H(pi) +
∑
i
piS(ρi)− S(ρ) = 0, (4.39)
que e´ o resultado esperado para indistinguibilidade neste caso.
4.7 Indistinguibilidade do Estado de Wer-
ner
Para finalizar este cap´ıtulo vamos encontrar a indistinguibilidade
do estado de Werner com a equac¸a˜o 4.33. O propo´sito aqui e´ apenas
dida´tico. O estado de Werner e´ um ensemble de dois estados mistos
bipartidos AB,
ρW = (1− p) 1ˆAB
4︸ ︷︷ ︸
ρ1
+p
∣∣ψ−AB〉 〈ψ−AB∣∣︸ ︷︷ ︸
ρ2
(0 ≤ p ≤ 1), (4.40)
sendo ∣∣ψ−AB〉 = |01〉 − |01〉√
2
. (4.41)
Este estado e´ um exemplo interessante, pois viola o crite´rio de Peres-
Horodecki [35,36] para p ≥ 1/3, ou seja, para p ≥ 1/3 e´ na˜o separa´vel e
por isso emaranhado. Na˜o existe o objetivo de Ind(ρ) assinalar emara-
nhamento, apenas estamos curiosos sobre o comportamento do quanti-
ficador para esse estado.
Para determinar Ind(ρ) vamos inicialmente determinar o H(pi).
Como ele depende apenas das probabilidades de aparecem ρ1 e ρ2 no
ensemble, temos
H(ρW ) = −(1− p) log2(1− p)− p log2 p. (4.42)
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O pro´ximo passo e´ diagonalizar ρW e encontrar S(ρW ), ou seja,
ρWDiag =

3p+1
4 0 0 0
0 1−p4 0 0
0 0 1−p4 0
0 0 0 1−p4
 , (4.43)
o que fornece
S(ρW ) = −3p+ 1
4
log2(
3p+ 1
4
)− 31− p
4
log2(
1− p
4
). (4.44)
Como o estado de Werner e´ um ensemble de estados mistos, e´ necessa´rio
determinar o S(ρi). Para ρ2 S(ρ2) = 0, pois este e´ um estado puro. Ja´
para o ρ1, com quatro autovalores iguais a 1/4, S(ρ1) = 2.
Podemos agora determinar o Ind(ρW ) utilizando a equac¸a˜o 4.33, como
Ind(ρW ) = H(ρW )− χ(ρW )
= H(ρW )−
S(ρW )−
(1− p)S(ρ1) + p 0︷ ︸︸ ︷S(ρ2)

= −p log2 p− (1− p) log2(1− p)
−
[
−31− p
4
log2
(
1− p
4
)
− 3p+ 1
4
log2(
3p+ 1
4
)− 2(1− p)
]
.
(4.45)
O gra´fico abaixo fornece o valor de Ind(ρ) em func¸a˜o de p.
Figura 4.6: Ind(ρ) para o estado de Werner como func¸a˜o de p.
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Analisando o gra´fico 4.6 observamos que a indistinguibilidade parte
de zero, quando p = 0, onde existe um u´nico estado, aumenta ate´
p = 0, 4 e volta a diminuir ate´ chegar a zero, quando p = 1, onde
novamente existe um u´nico estado.
Este exemplo mostra que o quantificador para indistinguibilidade
global, proposto nesta dissertac¸a˜o, pode ser aplicado em casos com en-
semble de estados emaranhados. Entretanto fica faltando um entendi-
mento de como aplicar esse quantificador para uma indistinguibilidade
local, que seria mais interessante para esse tipo de problema.
Cap´ıtulo 5
Concluso˜es e
perspectivas futuras
Neste trabalho constru´ımos um quantificador de indistinguibilidade
representado por Ind(ρ). Tal quantificador e´ uma medida entro´pica que
determina a quantidade de informac¸a˜o me´dia que falta para distinguir
perfeitamente os estados quaˆnticos de um ensemble. Nesse sentido,
para saber qua˜o indistingu´ıveis sa˜o os estados de um ensemble entre
si, e´ necessa´rio primeiramente conhecer o quanto eles sa˜o distingu´ıveis,
dado pelo χ de Holevo, e o string me´dia o´tima que descreve o ensemble
tratando os seus estados como completamente distingu´ıveis entre si.
Demonstramos que a Ind(ρ) variou monotonicamente com erro mı´nimo
de Helstrom em ensembles com dois estados quaˆnticos e com o χ de
Holevo, sendo este u´ltimo utilizado para medir distinguibilidade de um
sistema quaˆntico. O quantificador se mostrou uma ferramenta pra´tica,
ja´ que ele na˜o necessita de extremizac¸a˜o ou minimizac¸a˜o, o que dimi-
nui significativamente a complexidade de sua aplicac¸a˜o em problemas
envolvendo ensembles com muitos estados quaˆnticos.
Generalizamos a equac¸a˜o Ind(ρ) permitindo que ela fosse va´lida
para ensembles de estados puros ou mistos. Observamos que o termo
S(ρi), que aparece no χ de Holevo, pode ser interpretado como o
mı´nimo de informac¸a˜o necessa´rio de cada ρi, em um ensemble de esta-
dos mistos, que deve ser somado aH(ρ) para distingui-los perfeitamente
um dos outros. Isso permite interpretar
∑
i piS(ρi) como uma falta de
informac¸a˜o me´dia dos estados, que diminui o acesso a informac¸a˜o sobre
o ensemble.
Uma forma de ver isto e´ lembrar o ca´lculo da indistinguibilidade
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para estados puros. Neste caso o χ de Holevo se reduz a S(ρ), sendo
esta a quantidade subtra´ıda de H(pi) para determinar o quanto falta de
informac¸a˜o para que possamos distinguir completamente os elementos
do ensemble. Para estados mistos, o
∑
i piS(ρi) e´ subtra´ıdo de S(ρ), e
so´ enta˜o o restante e´ subtra´ıdo do H(pi) para determinar o quanto falta
de informac¸a˜o para distinguir perfeitamente os estados. Nos dois casos
S(ρ) e´ o SMO necessa´rio para enviar um ensemble de estados quaˆnticos,
entretanto, para um ensemble de estados mistos, o S(ρi) representa uma
informac¸a˜o a mais que esta´ escondida dentro de cada ρi, que dificulta
ainda mais a discriminac¸a˜o perfeita do estados do sistema.
Um resultado curioso, que na˜o nos parece intuitivo, e´ que a quan-
tidade de informac¸a˜o me´dia mı´nima necessa´ria para discriminar per-
feitamente dois ensembles de estados quaˆnticos1 e´ sempre menor que
ou igual a` quantidade de informac¸a˜o me´dia mı´nima necessa´ria para
discriminar perfeitamente dois conjuntos cla´ssicos. Pore´m, ate´ o mo-
mento, na˜o encontrarmos uma aplicac¸a˜o pra´tica para envios de mensa-
gens atrave´s de estados quaˆnticos mistos.
E´ importante salientar que o quantificador proposto na˜o foi obtido
atrave´s de uma deduc¸a˜o matema´tica rigorosa, embora satisfizesse bem
os crite´rios desejados.
Como perspectivas futuras desse trabalho, propomos: descobrir pro-
tocolos de computac¸a˜o e comunicac¸a˜o quaˆntica que utilizem os quantifi-
cadores de indistinguibilidade propostos como algum tipo de paraˆmetro;
comparar os quantificadores de indistinguibilidade com quantificadores
de correlac¸o˜es quaˆnticas que funcionam como recurso computacional;
criar uma versa˜o do Ind(ρ) para indistinguibilidade local.
1Estados mistos.
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