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Abstract The construction of Lie bialgebra from double Lie algebra is presented. It is used to relate some
types of cobrackets on inhomogenous so(p, q) algebras with double Lie algebra structures on so(p+1, q) and
so(p, q + 1). Also is shown that the cobracket corresponding to κ− deformation, gives rise to the complete
Poisson-Lie Euclidean groups and non-complete Poincare groups.
1 Introduction
Let (G;A,B) be a double Lie group [1] i.e. G is a Lie group, A,B are closed subgroups and any
element of G has a unique decomposition: g = ab , a ∈ A , b ∈ B. Any double Lie group leads
to a Manin group and hence a pair of Poisson-Lie groups in duality (we do not require that G∗ is
simply connected). Let us recall that a Manin group (M ;P,Q) is a double Lie group, where M is
equipped with invariant, non-degenerate scalar product, vanishing on TP and TQ.
We briefly sketch the way from double Lie groups to Manin groups[5]. Having a double Lie
group we can define two compatible differential groupoid structures on G with A and B as sets
of identities. This forms a D∗-group (in terminology of [5]). Applying the phase functor we get
two compatible symplectic groupoid structure on T ∗G (S∗-group). Then using the symplectic form
one can define invariant, non degenerate, scalar product on T ∗G. The sets of identities for both
structures (namely P := (TA)0, Q := (TB)0 ) are then Poisson-Lie groups, dual to each other.
The infinitesimal version of a double Lie group is a double Lie algebra and that of a Manin
group is a Manin triple (cf. section 2). It is therefore clear, that there should be a procedure which
assigns a Manin triple (or a Lie bialgebra) to each double Lie algebra. We present it in section 2.
In section 3 we relate some decompositions of so(p+1, q) or so(p, q +1) algebras with series of
Lie bialgebra structures on iso(p, q), among them the so-called κ-deformation.
The main application of this study is to make a step towards a construction on the C∗-algebra
level of quantum groups corresponding to those Lie bialgebras. By looking which double Lie algebras
give rise to (global) double Lie groups, we are in position to distinguish between ”good”(complete)
and ”bad”(non-complete) cases [6]. In section 4 we show examples of decompositions from section
3 which do not give rise to a global decomposition of the corresponding Lie groups. This is the case
of the κ-deformation of Poincare group. It strongly suggests that the κ-deformed Poincare group
does not exist on the C∗-algebra level. Contrary to this, the case corresponding to κ-deformation of
the Euclidean group is a ”good” one: the global decomposition is just the Iwasawa decomposition.
Passing from groupoids to their C∗ algebras [7][8] we get κ-deformed Euclidean group on the C∗-
algebra level. This will be described elsewhere[11].
Throughout this paper all vector spaces, Lie algebras, Lie groups are real and ⊕ means (if used
without any comment) direct sum of vector spaces.
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2 Double Lie algebras and Manin triples.
Let (G,π) be a Poisson-Lie group with Lie algebra g. Then π determines linear mapping δ :
g −→ g ∧ g which is a 1-cocycle on g relative to adjoint representation on g ∧ g and the dual map
g∗ ∧ g∗ −→ g∗ is a Lie bracket. Conversely, if G is connected and simply connected then any such
δ gives us a multiplicative Poisson structure on G. Let us recall the following:
Definition 1 [1] A pair (g, δ) is said to be a Lie bialgebra if g is a Lie algebra, δ : g −→ g ∧ g is
a 1-cocycle on g relative to the adjoint representation of g on g ∧ g and δ∗ : g∗ ∧ g∗ −→ g∗ is a Lie
bracket.
In this situation we also say that δ is a cobracket on g.
Theorem 1 (Manin)[4] Let g be a Lie algebra, g∗ its dual space and let < , > denote the canonical
symmetric bilinear form on g⊕ g∗. Let g∗ be given a Lie algebra structure. Then the dual map to
the bracket on g∗ is a cobracket on g iff there exists a Lie algebra structure on g⊕ g∗ such that:
1. g , g∗ are subalgebras of g⊕ g∗.
2. The form <,> on g⊕ g∗ is invariant.
In this case the bracket on g⊕ g∗ is unique and is given by:
[X + α, Y + β] = [X,Y ]− ad∨βX + ad
∨
αY + [α, β] + ad
∨
Xβ − ad
∨
Y α where [ , ] denotes brackets on g
and g∗ and ad∨ denotes the coadjoint representations of g and g∗. The g⊕ g∗ with the above bracket
will be denoted by g ⊲⊳ g∗.
The Lie bialgebras are in one to one correspondence with Manin triples.
Definition 2 [4] Three Lie algebras (m; p, q) form a Manin triple iff:
1. p, q are Lie subalgebras of m and m = p⊕ q as a vector space sum.
2. m is equipped with invariant, non-degenerate scalar product such that p, q are isotropic.
We need also the definition of a double Lie algebra:
Definition 3 [1] A double Lie algebra is a triple (g; a, b) such that a, b are Lie subalgebras of g and
g = a⊕ b as a vector space sum.
Now let (g; a, b) be a double Lie algebra. Consider the coadjoint action semi-direct product
g✄<g∗ with natural bilinear, symmetric, invariant form < , >. Then a0 is a invariant and b0 is b
invariant (where a0, b0 denotes annihilators of a and b respectively).
Indeed if x, y ∈ a, α ∈ a0 then < [x, α], y >=< α, [y, x] >= 0 since a is a subalgebra. Of course a⊕a0
and b⊕ b0 are isotropic. In this way we get that (g✄<g∗; a✄<a0, b✄<b0) is a Manin triple and we
have a bialgebra structure on a✄<a0. The cobraket δ satisfies: δ(a) ⊂ a0∧ a and δ(a0) ⊂ a0∧ a0. So
(a✄<a0) ⊲⊳ (a✄<a0)∗ = g✄<g∗ where we identified b⊕ b0 with (a⊕ a0)∗. Thus we have a procedure
which associates with each double Lie algebra a Lie bialgebra (h, δ) with the following properties:
1. h = a✄<V (V -abelian ideal), 2. δ(a) ⊂ a ∧ V, δ(V ) ⊂ V ∧ V.
Conversely, let (h := a✄<V, δ) be a semidirect product with abelian ideal V and cobraket δ
such that δ(a) ⊂ V ∧ a and δ(V ) ⊂ V ∧ V . δ defines a Lie algebra structure on h∗ = a0 ⊕ V 0.
Let us show, that h∗ = a0✄<V 0 with abelian ideal V 0. We adopt the following notation: capital
letters A,B, ... are elements of a, A0, B0, ... are elements of a0, small x, y, ... are elements of V and
x0, y0, ... are elements of V 0. We have:
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• < C, [A0, B0] >=< δ(C), A0 ∧B0 >= 0, since δ(a) ⊂ V ∧ a, so a0 is a subalgebra;
• < z, [x0, y0] >=< δ(z), x0 ∧ y0 >= 0, since δ(V ) ⊂ V ∧ V
< C, [x0, y0] >=< δ(C), x0 ∧ y0 >= 0, so V 0 is an abelian subalgebra;
• < z, [A0, x0] >=< δ(z), A0 ∧ x0 >= 0 and V 0 is an ideal.
Now we prove that the Lie algebra h ⊕ h∗ with bracket given in the theorem 1 coincides with
semidirect product (a⊕ a0)✄<(a⊕ a0)∗ with coadjoint action if we identify V ⊕ V 0 with (a⊕ a0)∗
by duality: << A+B0, x+ y0 >>:=< A, y0 > + < x,B0 >.
For the coadjoint representation of h we have:
• ad∨a(V
0) ⊂ V 0 : < z, ad∨A(y
0) >=< [z,A], y0 >= 0 (since [a, V ] ⊂ V );
• ad∨a(a
0) ⊂ a0 : < C, ad∨A(B
0) >=< [C,A], B0 >= 0 (since [a, a] ⊂ a );
• ad∨V (V
0) = 0 : < z, ad∨x(y
0) >=< [z, x], y0 >=< 0, y0 >= 0 ,
< A, ad∨x(y
0) >=< [A, x], y0 >= 0 (since [a, V ] ⊂ V );
• ad∨V (a
0) ⊂ V 0 : < z, ad∨x(A
0) >=< [z, x], A0 >=< A0, 0 >= 0.
And for the coadjoint representation of h∗:
• ad∨a0(a) ⊂ a : < ad
∨
A0
(B), C0 >=< B, [C0, A0] >= 0 (since [a0, a0] ⊂ a0);
• ad∨a0(V ) ⊂ V : < ad
∨
A0
(y), z0 >=< y, [z0, A0] >= 0 (since [a0, V 0] ⊂ V 0);
• ad∨
V 0
(a) ⊂ V : < ad∨
y0
(A), z0 >=< A, [z0, y0] >= 0 (since [V 0, V 0] = 0);
• ad∨
V 0
(V ) = 0 : < ad∨
x0
(y), z0 >=< y, [z0, x0] >=< y, 0 >= 0 ,
< ad∨
x0
(y), A0 >=< y, [A0, x0] >= 0 (since [a0, V 0] ⊂ V 0).
From this it follows that V ⊕V 0 is an abelian ideal and a⊕a0 is a subalgebra. If we identify V ⊕V 0
with (a ⊕ a0)∗ we are in the situation in Theorem 1. and it follows that the action of a ⊕ a0 is a
coadjoint action. In this way we have proved the following:
Proposition 1 Any double Lie algebra (g; a, b) leads to a Lie bialgebra (h, δ) such that h = a✄<V
is a semi-direct product with abelian ideal V and the cobracket δ satisfies: δ(a) ⊂ a ∧ V and
δ(V ) ⊂ V ∧ V . Conversely, any Lie bialgebra of this type is obtained in this way.
3 Iwasawa-type decompositions of so(p, q) and bialgebra structures
on iso(p− 1, q) , iso(p, q − 1).
3.1 Inhomogenous so(p, q) algebras and b-type Poisson structures.
Let (V, η) be a n+1 dimensional, real vector space with symmetric, nondegenerate, billinear form
η of signature (p, q). By η we also denote isomorphism V −→ V ∗ given by η(x)(y) := η(x, y). Let
iso(p, q) := so(p, q)✄<V be an inhomogenous so(p, q) Lie algebra. so(p, q) is isomorphic to V ∧ V
by: x ∧ y 7→ Λxy := x⊗ η(y)− y ⊗ η(x). If (ei) is an orthonormal basis of V : (Λij := Λeiej , i < j)
form a basis of so(p, q), with commutators: [Λij ,Λkl] = ηilΛjk + ηjkΛil − ηikΛjl − ηjlΛik.
Let K(A,B) := −1
2
Tr(AB). This is ad invariant, non degenerate scalar product on so(p, q) and
(Λij , i < j) form an orthonormal basis.
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Let (Λ∗ij , e
∗
k : i < j) be a basis in iso(p, q)
∗ given by:
< Λkl,Λ
∗
ij >:= K(Λij ,Λkl) = ηikηjl − ηilηjk and < el, e
∗
k >:= ηkl.
In this basis the coadjoint representation of iso(p, q) has the following form:
ad∨Λab(Λ
∗
cd) = ηadΛ
∗
bc + ηbcΛ
∗
ad − ηacΛ
∗
bd − ηbdΛ
∗
ac , ad
∨
Λab
(e∗k) = ηkbe
∗
a − ηkae
∗
b ,
ad∨ea(Λ
∗
cd) = 0 , ad
∨
ea(e
∗
b) = −Λ
∗
ab.
Let g := iso(p, q) and h := so(p, q), so g = h✄<V . It is known [2] that all bialgebra structures on
g for p+q > 2 are coboundary i.e. are of the form δ = ∂r for some r ∈ g∧g (δ(x) = ∂r(x) := adx(r))
where r satisfies the generalized classical Yang-Baxter equation: [r, r] ∈ (g ∧ g ∧ g)inv . Since
g∧g = (h∧h)⊕(h∧V )⊕(V ∧V ) we can write : r = c+b+a , c ∈ h∧h , b ∈ h∧V , a ∈ V ∧V . We say
that r is of b-type iff r = b. In this case b satisfies [b, b] = tΩ , t ∈ R where Ω := ηjlηkmej ∧ ek⊗Λlm
is the canonical g-invariant element of g ∧ g ∧ g.
We will be interested in the following solutions of this equation:
1. bx := η
jkej ∧ Λxek , x ∈ V is a solution with t = −η(x, x) [2].
2. b˜x := bx + x ∧X where X ∈ h and Xx = 0 is a solution with the same t [2].
3. Let x ∈ V be a null vector and let vi ∈ V, Xi ∈ h satisfy: Xix = 0, Xivj = −δijx, [Xi,Xj ] = 0.
Then b := bx + x ∧ Y +
∑
vi ∧Xi, where Y :=
∑
αiXi, αi ∈ R is a solution with t = 0 [10].
4. b := b˜x + v ∧X where Xv = v is a solution with t = −η(x, x) [10].
We will need the fact that b is completely determined by the bracket on V ∗[3]. Let b = vi ∧ hi
(sumation). We use the same letter for the mapping b : V ∗ −→ h given by: b(α) :=< vi, α > hi.
Then the bracket on V ∗ can be expressed by b : [α, β] = b(α)β − b(β)(α), where the action of
h on V ∗ is a coadjoint action. Let e∗k := η(ek) and b(e
∗
k) =: bk
mnΛmn with bk
mn = −bk
nm,
[e∗i , e
∗
j ] =: fij
ke∗k, fij
k = −fji
k. Then: [e∗i , e
∗
j ] = bi
kl(ηlje
∗
k − ηkje
∗
l )− bj
kl(ηile
∗
k − ηike
∗
l ) =
= 2(bi
klηlj − bj
klηil)e
∗
k = fij
ke∗k. From this it follows that fijk = 2(bjik − bijk) (we used ηij to lower
indeces). This equation determines bijk: bijk =
1
4
(fjki − fijk − fkij) and b, since b = b
kmnek ∧Λmn.
Let us also notice the following:
Lemma 1 Let p+ q > 2 and let δ = ∂r be a cobracket on iso(p, q) = so(p, q)✄<V =: h✄<V which
satisfies: δ(h) ⊂ h ∧ V, δ(V ) ⊂ V ∧ V . Then r = b.
Proof: r = c+ b+a , c ∈ h∧ h , b ∈ h∧V , a ∈ V ∧V . Then the condition δ(h) ⊂ h∧V is equivalent
to adh(c) = 0 and adh(a) = 0 for h ∈ h and δ(V ) ⊂ V ∧ V is equivalent to adv(c) = 0 for v ∈ V .
But since h is semisimple, from the first equality it follows that c = 0. Also since isomorphism
V ∧ V ∋ x ∧ y 7→ Λxy ∈ h intertwines action of h on V ∧ V with the adjoint action on h we have
a = 0. ✷
3.2 Iwasawa-type decomposition of so(p, q).
In this section we put: p+ q =: n+ 1 , n > 2;
so(p, q) ⊃ h1 :=< Λij : 2 ≤ i < j ≤ n+ 1 >= so(p− 1, q);
so(p, q) ⊃ h2 :=< Λij : 1 ≤ i < j ≤ n >= so(p, q − 1);
f := Λ1n+1 , gk := Λ1k + Λkn+1 , 2 ≤ k ≤ n , n :=< g2, ..., gn >.
With this notation: so(p, q) = h1⊕ < f > ⊕n = h2⊕ < f > ⊕n.
Then u :=< f > ⊕n is a Lie subalgebra: [f, gk] = η11gk = gk , [gk, gl] = 0. The corresponding
annihilators in so(p, q)∗ are equal: h01 =< Λ
∗
1l , 2 ≤ l ≤ n+ 1 > , h
0
2 =< Λ
∗
ln+1 , 1 ≤ l ≤ n > ,
u0 =< g∗l , 2 ≤ l ≤ n > ⊕ < Λ
∗
ms , 2 ≤ m, s ≤ n > where g
∗
l := Λ
∗
1l + Λ
∗
ln+1.
In this way we get two double Lie algebras: (so(p, q); so(p − 1, q), u) and (so(p, q); so(p, q − 1), u).
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The double Lie algebra (so(p, q); so(p − 1, q), u).
We use K to equip h01 with scalar product. With respect to this product (Λ
∗
1l , 2 ≤ l ≤ n+1) form
an orthonormal basis. The signature is (p− 1, q). The action of h1 is given by:
Λij(Λ
∗
1l) = ηjlΛ
∗
1i − ηilΛ
∗
1j , so h1✄<h
0
1 = iso(p − 1, q). Let us put vl := Λ
∗
1l. We already know
that δ = ∂b for some b ∈ h01 ∧ h1 and b is determined by the bracket on u = (h
0
1)
∗. We have:
f = v∗n+1 , gl = v
∗
l and [v
∗
l , v
∗
m] = δln+1v
∗
m − δmn+1v
∗
l , so flm
s = δln+1δ
s
m − δmn+1δ
s
l . Using formula
from section 2: bijk =
1
2
(δjn+1ηik − δkn+1ηij) and b = η
slvs ∧ Λn+1l = bvn+1 .
In this way we have shown that the double Lie algebra (so(p, q); so(p − 1, q), u) leads to the
cobracket on iso(p − 1, q) given by b = bx , η(x, x) < 0.
The double Lie algebra (so(p, q); so(p, q − 1), u).
Now we use −K as a scalar product on h02. With respect to this product product (Λ
∗
ln+1, 1 ≤ l ≤ n)
form an orthonormal basis. The signature is (p, q − 1). The action of h2 is given by:
Λij(Λ
∗
ln+1) = ηjlΛ
∗
in+1 − ηilΛ
∗
jn+1, so h2✄<h
0
2 = iso(p, q − 1). Let us put vl := Λ
∗
ln+1 then f = −v
∗
1 ,
gl = −v
∗
l . In the same way as above we get: flm
s = δ1mδ
s
l − δ1lδ
s
m , bijk =
1
2
(δ1kηij − δ1jηik) and
b = −ηsmvs ∧ Λ1m = −bv1 .
So we see that the double Lie algebra (so(p, q); so(p, q − 1), u) leads to the cobracket on
iso(p, q − 1) given by b = bx , η(x, x) > 0.
We can be a little bit more general and instead of f take f˜ := Λ1n+1 + s where
s := sijΛij ∈< Λij , 2 ≤ i, j ≤ n >= so(p−1, q−1) , s
ij = −sji. Then [f˜ , gk] = gk+s
ij(ηjkgi−ηikgj)
so again u˜ :=< f˜ > ⊕n is a Lie subalgebra and so(p, q) = h1 ⊕ u˜ = h2 ⊕ u˜. Let us analyze the new
cobrackets on h1✄<h
0
1 and h2✄<h
0
2.
Double Lie algebra (so(p, q); so(p − 1, q), u˜).
Keeping the same notation as above: v∗k = gk , v
∗
n+1 = f˜ .
[v∗l , v
∗
m] = [δln+1(δ
s
m + s
sjηjm − s
isηim)− δmn+1(δ
s
l + s
sjηjl − s
isηil)]v
∗
s . From this it follows that:
bsml = 1
2
(ηmn+1ηsl − ηln+1ηsm)− 1
2
ηn+1s(slm − sml) and
b = ηmpvm ∧ Λn+1p + vn+1 ∧ s = bvn+1 + vn+1 ∧ s.
So we get the cobracket on iso(p − 1, q) given by b = bx + x ∧X , η(x, x) < 0.
Double Lie algebra (so(p, q); so(p, q − 1), u˜).
Now [v∗l , v
∗
m] = [δ1m(δ
s
l + s
sjηjl − s
isηil)− δ1l(δ
s
m + s
sjηjm − s
isηim)]v
∗
s . From this equation: b
sml =
1
2
(η1lηsm − η1mηsl)− 1
2
η1s(slm − sml) and b = −bv1 − v1 ∧ s.
This is the cobracket on iso(p, q − 1) given by b = bx + x ∧X , η(x, x) > 0.
In this way we have shown that bialgebra structures on iso(p, q) of type 1 and 2 for non null
vectors come from the double Lie algebra structures on so(p+ 1, q) or so(p, q + 1).
Now is time for type 4. Let f˜ = f + s be as above and let us assume that s has d-dimensional
eigenspace with eigenvalue 1. Then this is null subspace and one can choose an orthonormal basis
(ei , 2 ≤ i ≤ n) such that this eigenspace is equal:
< em1 − en1 , ..., emd − end > with 2 ≤ mk < nk ≤ n , ηmkmk = 1 , ηnknk = −1 for k = 1, ..., d.
Let D := {m1, n1, ...,md, nd} and χ
D be the characteristic function of D. A short calculation shows
that in this situation: sijηjpχ
D(i) − sijηipχ
D(j) = −χD(p).
Let us define: g˜k := χ
D(k)f + gk , k = 2, ..., n and U˜ :=< f˜ > ⊕ < g˜2, ..., g˜n > .
Lemma 2 so(p, q) = h1 ⊕ U˜ = h2 ⊕ U˜ and U˜ is a Lie subalgebra.
Proof: [s, g˜p] = [s, gp] = s
ij(ηjpgi − ηipgj) = s
ij(ηjp(gi + χ
D(i)f)− ηip(gj + χ
D(j)f)) +
− (sijηjpχ
D(i)− sijηipχ
D(j))f = sij(ηjpg˜i − ηipg˜j) + χ
D(p)f.
From this it follows: [f˜ , g˜p] = [f + s, χ
D(p)f + gp] = g˜p + s
ij(ηjpg˜i − ηipg˜j).
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[g˜k, g˜l] = χ
D(k)gl − χ
D(l)gk = χ
D(k)g˜l − χ
D(l)g˜k
In this way U˜ is a subalgebra and simple calculations show that it is complementary to h1 and
h2. ✷
Double Lie algebra (so(p, q); so(p − 1, q), U˜ ).
We have: f˜ = v∗n+1 , g˜l = gl = v
∗
l for l 6∈ D and g˜l − f˜ = v
∗
l for l ∈ D. From the bracket on U˜ :
[v∗n+1, v
∗
k] = v
∗
k + s
ij(ηjkv
∗
i − ηikv
∗
j ) and [v
∗
k, v
∗
l ] = 2(χ
D(l)ηkis
mi − χD(k)ηlis
mi)v∗m.
So fijk = Fijk + 2(χ
D(j)ski − χ
D(i)skj) where we put Fijk - the structure constants for
(so(p, q); so(p − 1, q), u˜). In this way: b = bvn+1 + vn+1 ∧ s − ((vm1 − vn1) + . . . + (vmd − vnd)) ∧ s
and this is b of type 4 for η(x, x) < 0.
Double Lie algebra (so(p, q); so(p, q − 1), U˜ ).
This is completely analogous to the above case and we get solution of type 4 with η(x, x) > 0.
Remark 1 The solutions of type 1 and 2 for null vectors and of type 3 are the special cases of the
following double Lie algebras.
Let f := e1 + λΛ1n+1 + s+ g where λ ∈ R , s-as above, g ∈< Λ1k +Λkn+1 , k = 2, ..., n >
w := e1 − en+1. For any basis (xk) of < e2, ..., en > let gk := Λ1xk +Λxkn+1. Then < f,w, xk > is a
subalgebra of iso(p, q) complementary to so(p, q), the same holds for < f,w, xk+λgk > . Moreover
if < e2, ..., en > is a direct sum of s-invariant subspaces we can make above choice on each subspace
separately. This leads to the family of double Lie algebras of form (iso(p, q); so(p, q), a) and a family
of cobrackets on so(p, q)✄<so(p, q)0 ⊂ iso(p, q)✄<(iso(p, q))∗ which we can identify with iso(p, q).
4 Global decompositions
Let G be a Poisson-Lie group. Then g∗ and m := g ⊲⊳ g∗ are Lie algebras. We consider the following
problem: to find a connected Lie group M with Lie algebra m such that:
1. G is a Lie subgroup of M
2. M = GG∗ (or at least GG∗ is dense in M), where G∗ is the analytic subgroup of M with Lie
algebra g∗.
We study this problem for two of the Poisson-Lie groups obtained in the last section: E(n) :=
SO(n)✄<Rn and P0(n) := SO0(1, n−1)✄<R
n coming from the double Lie algebras (so(1, n); so(n), u˜)
and (so(1, n); so(1, n − 1), u˜) (notation as in section 3).
Let V be a finite dimensional, real vector space and K ⊂ GL(V ) a closed, connected subgroup
which acts on V without fixed points (except 0). Let G := K✄<V be a semidirect product and
g = k✄<v its Lie algebra. In this situation the center of G is trivial and G = Int(g) (Int(g) is the
adjoint group of g[9].)
Suppose we are given a bialgebra structure on g as in section 2. Then we know that g∗ = k0✄<v0
with v0-abelian ideal and m := g ⊲⊳ g∗ = (k⊕ k0)✄<(v⊕ v0) =: h✄<h∗ and the action is a coadjoint
action. We assume that h is semisimple. Then the center of m is trivial.
Let M be a connected Lie group with Lie algebra m; H,H∗, G∗,K0, V 0 be analytic subgroups
with Lie algebras h, h∗, g∗, k0, v0 respectively. Moreover let us assume that G is contained in M , so
G,K, V are identified with analytic subgroups of M with Lie algebras g, k, v and K,V are closed
in G. Since h is semisimple H˜ := Int(h) is a closed [9] (and by definition connected) subgroup of
GL(h) and H˜ acts on h∗ without fixed points (except 0). Let M˜ := H˜✄<h∗ then M˜ has trivial
center and the same Lie algebra asM , so M˜ = Int(m) andM is a covering group of M˜ , the covering
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homomorphism is given by φ := AdM . We have H˜ = φ(H) and let G˜∗, K˜0, ... denote the images
by φ of G∗,K0, .... These are analytic subgroups of M˜ with Lie algebras g∗, k0, .... We are going to
prove the following:
Proposition 2 If GG∗ is dense in M then K˜K˜0 is dense in H˜.
Proof: Let h˜ ∈ H˜ and h˜ = φ(m) for some m ∈ M . GG∗ is dense in M , so m = lim gng
∗
n for
gn ∈ G, g
∗
n ∈ G
∗. But gn = knvn, kn ∈ K, vn ∈ V and since g
∗ = k0✄<v0 any element of G∗ has,
possibly non unique, decomposition g∗n = k
0
nv
0
n, k
0
n ∈ K
0, v0n ∈ V
0. Because h∗ is an ideal in m, H∗ is
normal subgroup and vnk
0
n = k
0
nxn for some xn ∈ H
∗. In this way h˜ = lim φ(kn)φ(k
0
n)φ(xn)φ(v
0
n) =
lim φ(kn)φ(k
0
n)φ(xnv
0
n) with φ(kn)φ(k
0
n) ∈ K˜K˜
0 ⊂ H˜ and φ(xnv
0
n) ∈ h
∗. Now, the convergence in
M˜ is convergence along ”coordinates” in H˜ and h∗ so h˜ = lim φ(kn)φ(k
0
n) and K˜K˜
0 is dense in H˜.
✷
In the following we need the Iwasawa decomposition of SO0(1, n). [9]
Let so(1, n) = k⊕ a⊕ n where k :=< Λij , 2 ≤ i, j ≤ n+ 1 >= so(n) , a :=< Λ1n+1 > ,
n :=< Λ1k + Λkn+1 , 2 ≤ k ≤ n > be the Iwasawa decomposition of so(1, n). To this corresponds
decomposition of a connected component of the identity: SO0(1, n) = KAN where K,A,N are
analytic subgroups of SO0(1, n) with algebras k, a, n respectively.
In our case these subgroups look as follows: K =
{(
1 0
0 T
)
, T ∈ SO(n)
}
A is one parameter subgroup: A(t) =

 cosh t 0 sinh t0 I 0
sinh t 0 cosh t

 , t ∈ R , I is (n− 1)× (n− 1) identity
matrix;
and elements ofN : N(x) =

 1 +
1
2
|x|2 −x 1
2
|x|2
−xt I −xt
−1
2
|x|2 x 1− 1
2
|x|2

 , x := (x2, ..., xn) ∈ Rn−1, |x|2 = ∑ni=2 x2i .
Moreover N is commutative and A(t)N(x) = N(e−tx)A(t).
Now we pass to Poisson-Lie groups E(n) := SO(n)✄<Rn and P0(n) := SO0(1, n − 1)✄<R
n.
In both cases H˜ = SO0(1, n) , M˜ = SO0(1, n)✄<so(1, n)
∗ ; k0 = u˜ =< f˜ > ⊕n ,
K˜0 = FN where F is one parameter subgroup of elements: exp(tf˜) =: F (t) = A(t)S(t) = S(t)A(t),
S(t) :=

 1 0 00 exp(ts) 0
0 0 1

 , A(t), N -as above.
The Euclidean group.
k := so(n) =< Λij , 2 ≤ i, j ≤ n + 1 > , K˜ =
{(
1 0
0 T
)
, T ∈ SO(n)
}
. In this case we will
show that the global decomposition SO0(1, n) = K˜FN holds and this is sligthly modified Iwasawa
decomposition.
Let SO0(1, n) ∋ g = kA(p)N(y) , k ∈ K , A(p) ∈ A , N(y) ∈ N be a decomposition of g. We
seek for k˜ ∈ K˜ = K , F (t) , N(x) such that: k˜F (t)N(x) = g = kA(p)N(y). Using the definition
of F : k˜S(t)A(t)N(x) = kA(p)N(y). Since S(t) ∈ K and the decomposition is unique we have:
k˜S(t) = k ; t = p ; x = y and k˜ = kS(−p). This proves that the decomposition is global and if s = 0
this is just the Iwasawa decomposition. Hence the Manin group for E(n) is SO0(1, n)✄<so(1, n)
∗.
The Poincare group.
k := so(1, n − 1) =< Λij , 1 ≤ i, j ≤ n > , K˜ =
{(
T˜ 0
0 1
)
, T˜ ∈ SO0(1, n − 1)
}
.
We will show that SO0(1, n) \ K˜FN contains an open subset.
Let W be a function on SO0(1, n) defined by: W (g) := η(g(e1 − en+1), en+1). This function is
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obviously continous, and is easy to see that if g = k˜fn , k˜ ∈ K˜, f ∈ F, n ∈ N then W (g) > 0. But
for SO0(1, n) ∋ k0 :=
(
In−1 0
0 −I2
)
, Il-is l × l identity matrix we have W (k0) < 0 what proves
the assertion.
Next we show that one can find non-connected extension of P0(n) for which there exists con-
nected (in fact simply connected) Poisson dual group G∗ and the set GG∗ is dense in M .
Lemma 3 K˜FN = {kan : k ∈ K,a ∈ A,n ∈ N, kn+1n+1 > 0}.
Proof: We try to solve: k˜F (t)N(x) = kA(p)N(y) , k˜ ∈ K˜ , k ∈ K. Using the commutation relation
between A and N we get:
k˜S(t) = kA(p)N(y − x)A(−t) = kA(p − t)N(e−t(y − x)).
Let z := e−t(y − x) and w := p− t, then:
A(w)N(z) =

 coshw +
1
2
|z|2e−w −ze−w sinhw + 1
2
|z|2e−w
−zt I −zt
sinhw − 1
2
|z|2e−w ze−w coshw − 1
2
|z|2e−w

 .
Now we look at the last row of the equality k˜S(t) = kA(w)N(z) :
(n+ 1, 1) : −
∑n
j=2 kn+1jzj + kn+1n+1(sinhw −
1
2
|z|2e−w) = 0
(n+ 1, j) : kn+1j + kn+1n+1zje
−w = 0 , j = 2, .., n
(n+ 1, n + 1) : −
∑n
j=2 kn+1jzj + kn+1n+1(coshw −
1
2
|z|2e−w) = 1.
It follows that kn+1n+1e
−w = 1 and zj = −kn+1j . This determines t and x. So for any k ∈ K such
that kn+1n+1 > 0 and any a ∈ A,n ∈ N we can find k˜ ∈ K˜, f ∈ F,m ∈ N such that kan = k˜fm.
✷
If k0 is as above it is clear that k0K˜k0 = K˜ so the set X := K˜∪k0K˜ is a (non connected) closed
Lie subgroup of SO0(1, n). Moreover from the lemma above any element of SO0(1, n) ∋ g = kan
such that kn+1n+1 6= 0 can be uniquely decomposed g = xfm with x ∈ X, f ∈ F,m ∈ N .
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