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Abstract：Since the parallel sentence/compression corpora which most of the traditional methods based on are not easy to
obtain, a linguistically-motivated heuristics Chinese sentence compression algorithm is proposed after studying traditional
methods. By analyzing the human-produced compression and linguistic knowledge, two sets of rules are proposed, one is
in word layer and the other is in clause layer. Two sets of rules based on the parse tree and the words dependence are used
to compress sentence, and enhance the algorithm by hot word in order to keep the algorithm flexibility and accuracy. In
the last step the compression result is cleaned and repaired. Human-produced compression, rule-only algorithm and hot
word enhanced algorithm are compared then the results are evaluated in compression rate, grammaticality, informative-
ness and heat. The experimental results show that heuristic Chinese sentence compression algorithm based on hot word
can improve the heat of compression results without much loss in compression rate, grammaticality and informativeness.





























































2.2 WeiXu 和 Ralph Grishman 算法介绍











































tfij ´ idfi, if wi是动词或者普通名词
tfij ´ idfi +ω, if wi是专有名词
0, 其他
其中，wi 为文章 j 句子中的词语，tfij 为文章 j 中 wi 的
频率，idfi 为 wi 的逆文档频率，w 为专有名词的附加
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定义 1 S 是一个句子，则 S 可以表示成 S = t1t2
titjtn 的形式，其中 S 中的词语或标点符号称为
token，用 ti 表示。
（1）在句子 S = t1t2titjtn 中，SetB 为 S 中小括
号或中括号中词语的集合（包括括号本身），如果
titjÎ SetB ，则 titj 可以去掉。
小括号和中括号中的成分一般起到解释说明的作
用，去掉之后对句子整体影响很小。
（2）在句子 S = t1t2ti - 1titjtn 中，SetNP 为 S 中名
词 短 语（NP）构 成 的 集 合 ，如 果 titjÎ SetNP 且




（3）句子 S = t1t2ti - 1titjtn 中，SetADV 为 S 中副
词（否定副词和疑问副词除外）构成的集合，如果





（4）句子 S = t1t2titj tj + 1tktn 中，SetADJ 为 S 中形




（5）句子 S = t1t2titjtn 中，SetPQ 为 S 中作定语
的介词短语（PP）或者数量词短语（QP）构成的集合，




（6）句子 S = t1t2titj tj + 1tktn 中，SetDNP 是修饰
NP 的以“的”结尾的短语（DNP），如果 titjÎ SetDNP 且
tj + 1tk Î SetNP ，则 titj 可以去掉。
（7）句子 S = t1t2titj tj + 1tktn 中，SetDVP 是修饰动
词短语（VP）的以“地”结尾的短语（DVP）构成的集合，
如果 titjÎ SetDVP 且 tj + 1tk Î SetVP ，则 titj 可以去掉。
DNP 和 DVP 是修饰名词短语和动词短语的短语，
即在句子中做定语，属于次要成分，因此可以去掉。
（8）句子 S = t1t2titjtn 中，SetPP 为 S 中作状语




定义 2 句子 S 有 S1S2Sn 共 n 个分句，则 S 可
以表示成 S = S1S2Sn 。
定义 3 如果句子 S 是主从关系复合句，则 S 可以
表示为 S = S1S2Si Þ  Si + 1Sn ，其中 Þ 表主从关
系，Si + 1 为主，Si 为从。
定义 4 如果句子 S 是并列关系复合句，则 S 可以
表示为:
S = S1,S2,Si Ú  Si + 1 Ú Si + 2 Ú Ú Si + j,Si + j + 1,Sn
其中 Ú 表并列关系。






（2） 如 果 S = S1 S2  Si Ú Si + 1 Ú Si + 2 Ú  Ú
Si + jSi + j + 1Sn ，则 Si + 1Si + 2Si + j 可以去掉。
如果句子包含多个并列分句，可以适当去掉后面的
并列分句。









Rule 算法如下所示，其中 SenTokens 为 S 的去掉标
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注的 token 列表，satisfy 函数根据 S 的句法分析树和依
赖关系集合计算 SenTokens 中满足规则 rule 的词语集
合，并返回该集合。每个 token 对应一个句子中权重
senWeight ，senWeight 初值为 0，对每个 token 依次应用
Set0 和 Set1 中的规则，如果满足该 rule 的 token，减少其
senWeight ，Rule算法中每次减少步长为 5。如果希望压
缩句的语法性较好且对压缩句长度没有要求，此时可以
结束循环，将所有 senWeight 非负的 token 组成压缩句。
如果希望获得更短的压缩句，还可以继续应用 Set1 中的
规则进行压缩，直到压缩到满意的长度为止。Rule算法
虽然将 Set0 和 Set1 写到一起处理，但是实际上在 Set1 中
任意 rule执行后均可退出循环。
算法 Rule Algorithm
输入：S 去掉词性标注的 token 列表 SenTokens ；S




（2）for each rule in Set0 and Set1 //可以在执行完任意
Set1中 rule后退出循环
（3） Set=satisfy(SenTokens,rule, T, D)
（4） for each t in Set
（5） reduce t’s senWeight
（6） end for
（7）end for























（1）初始化，标点的 hotWeight 初始化为 0。其中 I 为词
语的百度指数，百度指数取值区间很大，取对数之后即
可以减少各个词语之间热度的差距，又能保证趋势不变。
有些词语的百度指数为 0，因此将 I 加 1 可保证真数大
于 1，取对数之后得到的 hotWeight 非负。 hasChange
表示一轮循环中所有的 senWeight 和 hotWeight 是否有
变化，hasChange 的初值为 false。
H = lg(I + 1) （1）
算法 Hot Algorithm
输入：S 的 token列表 SenTokens ，S 的句法分析树 T
和依赖关系集合 D ，至少保留热词数量 remainThreshold
输出：S 的压缩句 C
方法：
（1）Initialize senWeight and hotWeight
（2）do
（3） hasChange =false
（4） for each rule in Set0
（5） Set=satisfy（SenTokens，rule，T，D）
（6） for each t in Set
（7） if t’s hotWeight>0
（8） if the |HotWords|>remainThreshold
（9） reduce the hotWeight of t
（10） hasChange=true
（11） if t’s hotWeight<=0










（22） if a shorter C is needed
（23） for each rule in Set2
（24） Set=satisfy（SenTokens，rule，T，D）
（25） for each t in Set












词语的 senWeight，hasChange置为 true。如果 hasChange
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中词语等级与分句等级的压缩规则交替出现，因此包含
的信息量较少，热度方面均比本文的两种算法差一些。





























































































































[1] Jing H.Sentence reduction for automatic text summariza-
tion[C]//Proceedings of the 6th Applied Natural Lan-
guage Processing Conference，Seattle，WA，USA，2000：
310-315.
[2] Zajic D，Dorr B，Lin J.Single-document and multi-docu-
ment summarization techniques for email threads using




[4] Corston-Oliver S.Text compaction for display on very small
screens[C]//Proceedings of the NAACL Workshop on Auto-
matic Summarization（WAS 2001），Pittsburgh，PA，USA，
2001：89-98.
[5] Knight K，Marcu D.Summarization beyond sentence ex-
traction：a probabilistic approach to sentence compression[J].
Artificial Intelligence，2005，139：91-107.
[6] Nguyen L，Shimazu A，Horiguchi S，et al.Probabilistic
sentence reduction using support vector machines[C]//Pro-
ceedings of 20th COLING，Switzerland，2004：743-749.
[7] McDonald R.Discriminative sentence compression with soft
syntactic constraints[C]//Proceedings of 11th EACL，Trento，
2006：297-304.
[8] Hori C，Furui S.Speech summarization：an approach through
word extraction and a method for evaluation[J].IEICE
Transactions on Information and Systems，2004，E87-D
（1）：15-25.
[9] Turner J，Charniak E.Supervised and unsupervised learning
for sentence compression[C]//Proceedings of the 43rd Annual
Meeting on Association for Computational Linguistics，
2005：290-297.
[10] Clarke J，Lapata M.Global inference for sentence com-
pression an integer linear programming approach[J].
Journal of Artificial Intelligence Research，2008，31：
399-429.
[11] Xu Wei，Grishman R.A parse-and-trim approach with in-
formation significance for Chinese sentence compres-
sion[C]//Proceedings of the 2009 Workshop on Lan-
guage Generation and Summarisation，2009：48-55.
[12] 赵青.基于概率统计和句法分析的中文语句压缩系统的
研究与实现[D].北京：北京邮电大学，2012.
[13] Dorr B，Zajic D，Schwartz R.Hedge trimmer：a parse-and-
trim approach to headline generation[C]//Proceedings of
HLT-NAACL，Text Summarization Workshop，Edmonton，
2003，5：1-8.
[14] Li W，Xu W，Wu M，et al.Extractive summarization using






[7] Gillet B E，Miller L R.A heuristic algorithm for the ve-
hicle dispatch problem[J].Operations Research，1974，21：
340-349.
[8] AoBrand A，Jos A A.A new tabu search algorithm for the








[12] Low C，Chong Y，Salleh K H，et al.Path optimization
using genetic algorithm evolution[J].IEEE，2010，13/14（12）：
252-255.
[13] 温金保，蔡延光.基于自适应小生境遗传算法的物流配送
路径优化研究[J].广东工业大学学报，2011，28（3）：20-23.
[14] 周艳聪，孙晓晨，余伟翔.基于改进遗传算法的物流配送路
径优化研究[J].计算机工程与科学，2012，34（10）：118-122.
[15] 王华东，李巍.粒子群算法的物流配送路径优化研究[J].计
算机仿真，2012，29（5）：243-246.
[16] 王宇平.进化计算的理论和方法[M].北京：科学出版社，
2011.
（上接 39页）
韩 静，张东站：基于词语热度的启发式中文句子压缩算法 139
