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ABSTRACT 
 The Electromagnetism-Like Mechanism algorithm (EM) is a meta-heuristic 
algorithm designed to search for global optimum solutions using bounded variables. The 
search mechanism of EM mimics the attraction and repulsion behaviours in the 
electromagnetism theory. Despite its notable performance in solving various types of 
optimization problems so far, literature study shows that in general, EM is good at 
solutions exploration but shows insufficiency in its solutions exploitation ability. Based 
on this motivation, this study aimed to improve the EM by enhancing this algorithm with 
stronger exploitation mechanisms. This research can generally be divided into several 
phases. The first phase of the research was on the investigation of the relationship between 
the search step size and the convergence performance. The conventional EM was tested 
to search under two different extremes of step sizes separately, marked as EM with Large 
Search Steps (EMLSS) and EM with Small Search Step (EMSSS) respectively. 
Experiments on ten test functions showed that the EMSSS performed much detailed 
searches in all dimensions and yielded outcome with higher accuracies. The trade-off, 
however, was that the convergence processes were comparatively slower than the 
EMLSS. The second phase of the research focused on enhancing the EM. Two major 
breakthroughs were achieved. The first successful modification was recorded by 
introducing a Split, Probe and Compare (SPC) feature into the EM (SPC-EM). The SPC-
EM applied a dynamic strategy to regulate the search steps during the local search. The 
search scheme began with relatively bigger steps. The algorithm then systematically 
tuned the step sizes based on a specially designed nonlinear equation. This ensured 
accuracies of the final solutions returned, in the meanwhile not slowing down the whole 
convergence process by probing around too finely at the beginning of the search. The 
modified algorithm was tested out in the established test suite. The results indicated that 
SPC-EM outperformed the conventional EM and other algorithms in the benchmarking. 
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The second successful approach involved a more sophisticated modification, named as 
the Experiential Learning EM (ELEM). As the name suggests, the ELEM is enhanced 
with the ability to learn from previous search experience, from which a better projection 
can be generated for the coming iterations. The ELEM adapts a guided displacement 
mechanism with gradient information analysis and backtracking memory. A trail memory 
is generated as iterations go on, allowing the algorithm to backtrack previous search 
results and improvement rates. The experimental results showed that ELEM achieved 
solutions with relatively higher accuracies and precisions. The convergence performance 
of the ELEM showed significant superiority compared to that of a conventional EM and 
other algorithms in the benchmarking, including SPC-EM. In the final phase, the ELEM 
was implemented in the simulation to track the maximum power point (MPP) of a PV 
solar energy harvesting system with three serially connected PV panels. Simulations 
showed that the ELEM was successful in tracking the MPPs under uniform irradiance, 
non-uniform irradiance, and rapid changing shading conditions. With all the result 
indications in this research, it can be concluded that the enhanced EM proposed in this 
study showed improvements in solving numerical and engineering optimization 
problems. 
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ABSTRAK 
 Algoritma Mimikan-Elektromagnetisme (ME) adalah sejenis algoritma carian 
meta-heuristik yang dicipta untuk mendapatkan nilai jawapan pengoptimuman global 
dengan menggunakan pembolehubah- pembolehubah tersempadan. Tatacara carian ME 
dihasilkan dengan memimik cara tarikan dan tolakan antara zarah-zarah dalam teori 
elektromagnetisme. Kajian kesusasteraan menunjukan bahawa ME mencatatkan prestasi 
yang memberangsangkan dalam menyelesaikan pelbagai jenis masalah pengoptimuman. 
Secara umumnya, ME menunjukkan kebolehan tinggi dalam proses penerokaan. Namun, 
keupayaannya dalam carian terperinci pula adalah sangat tidak memadai. Penyelidikan 
ini diadakan dengan motivasi untuk meningkatkan lagi prestasi keseluruhan ME dengan 
memantapkan lagi keupayaan carian terperincinya. Secara keseluruhannya, objektif dan 
pencapaian penyelidikan ini dapat dibahagikan kepada beberapa fasa. Dalam fasa yang 
pertama, siasatan telah dijalankan untuk mengenalpasti kaitan antara prestasi carian 
dengan sais langkah yang digunakan. Algoritma asli ME telah diuji secara berasingan 
dengan menggunakan dua sais langkah yang amat berbeza. ME bersais Langkah Besar 
ditandakan sebagai MELB manakala ME bersais Langkah Kecil pula ditandakan sebagai 
MELK. Kedua-dua algorithma ini diuji dengan menggunakan 10 masalah ujian yang 
kerap digunakan oleh penyelidik-penyelidik lain dalam kajian kesasteraan. Hasil 
eksperimen menunjukkan bahawa MELK berjaya mencapai jawapan yang lebih tepat. 
Sais langkah MELK yang kecil membolehkannya untuk melakukan carian yang lebih 
terperinci dalam semua dimensi. Namun, ini telah melambatkan proses cariannya 
berbanding MELB. Fasa kedua penyelidikan ini memberi fokus kepada kerja pemantapan 
ME. Dua kejayaan dicatatkan dalam usaha menambahkaikkan ME. Kejayaan pertama 
dicapai dengan menyerapkan tatacara yang dikenali sebagai Belah, Siasat, dan Banding 
(BSB) ke dalam ME (BSB-ME). BSB-ME menggunakan stratergi dinamik untuk 
menyelaraskan sais langkah dalam seksyen carian terperincinya, bermula dengan sais 
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langkah besar, dan kemudiannya dilaraskan dengan sistematik berdasarkan suatu 
persamaan tidak-berkadar-terus yang telah dibina khas untuk tujuan ini. Cara ini dapat 
memastikan jawapan yang lebih tepat boleh dijumpai tanpa perlu melengahkan masa 
dengan membuat carian yang terlalu terperinci pada awal proses. Algorithma yang 
diubahsuai ini telah diuji dengan menggunakan set ujian yang dibina sebelum ini. 
Perbandingan hasil eksperimen menunjukkan bahawa prestasi BSB-ME adalah lebih 
mantap berbanding dengan algoritma-algoritma lain yang terlibat sama dalam 
perbandingan tersebut. Kejayaan kedua dalam usaha penambahbaikan algorithma ME 
tercapai dengan cara memasukkan suatu tatacara yang lebih komplex. Tatacara ini diberi 
nama ME Berpandukan Pengalaman (MEBP). MEBP ini berkebolehan untuk 
mempelajari pengalaman daripada iterasi-iterasi carian sebelum. Berpandukan 
pengalaman yang dipelajari, tatacara ini dapat memberikan anggaran parameter yang 
lebih baik untuk iterasi carian yang akan datang. MEBP menggerakkan zarah-zarah 
berpandukan analisa informasi kecerunan dan memori jejakan kembali. Setiap carian 
meninggalkan kesan yang membolehkan algorithma tersebut untuk merujuk kembali 
kepada jawapan sebelum dan kadar kemajuan yang tercatat. Keputusan eksperimen 
menunjukkan bahawa MEBP berjaya mencapai jawapan yang lebih tepat berbanding ME 
asli dan algoritma-algoritma yang lain, termasuklah BSB-ME. Dalam fasa terakhir 
penyelidikan, MEBP diuji dalam simulasi untuk mengoptimasikan kuasa yang dihasilkan 
oleh sebuah sistem tenaga solar Photovoltaic. Keputusan eksperimen menunjukkan 
bahawa MEBP berjaya menjejaki titik-titik kuasa maksima sistem tersebut dalam keadaan 
sinaran cahaya seragam, sinaran cahaya tidak seragam, dan juga dalam keadaan 
berbayang yang berubah-ubah bentuk. Berdasarkan keputusan-keputusan yang 
ditunjukkan dalam kesemua eksperimen ini, dapat disimpulkan bahawa tatacara 
penambahbaikan ME yang dicadangkan dalam kajian ini menunjukkan kemajuan dari 
segi prestasi dalam menangani masalah optimasi berangka dan kejuruteraan.  
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