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Abstract
Protein adsorption and protein surface interactions have become an important research
topic in recent years. Very recently, for example, it has been shown that protein clusters
can undergo a surface-induced spreading after adsorption. Such phenomena emphasize
the need of a more detailed insight into protein-silica interaction at an atomic level.
Therefore, we have studied a model system consisting of a short peptide, a silica slab,
and water molecules by means of classical molecular dynamics simulations. The study
reveals that, besides of electrostatic interactions caused by the chosen charge distribution,
the peptide interacts with the silica surface through formation of direct peptide-surface
hydrogen bonds as well as indirect peptide-water-surface hydrogen bonds. The number
of created hydrogen bonds varies considerably among the simulated structures. The
strength of hydrogen bonding determines the mobility of the peptide on the surface and
the internal flexibility of the adsorbed peptide.
Keywords: classical molecular dynamics simulation, hydrogen bonding,
peptide-surface-interaction, flexibility of adsorbed peptides, lateral diffusion
1. Introduction
The interaction of small peptides or proteins with surfaces plays an important role
in many areas of research. [1] For instance, protein adsorption occurs as a first step after
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integration of a biomedical implant device and, thus, affects the implants biocompatibil-
ity. [2] Upon getting in contact with the blood stream, adsorbed serum proteins can lead
to thrombosis. [3]
Experimental investigations have made use of a large number of different surfaces,
among them biological membranes as well as surface films like cellulose derivatives, poly-
L-lysine, or activated silanes. For example, peptide-bilayer interactions have been in-
vestigated using various techniques such as NMR [4, 5], x-ray diffraction [6], or neutron
diffraction. [7] Latour and coworkers have investigated adsorption processes for many
years. Recently, they determined the adsorption free energy for peptide-surface interac-
tion using SPR spectroscopy. [8, 9]
Various spectroscopic techniques such as NMR-, [10] IR-, [11], ATR-IR-
spectroscopy [12], or SAF [13, 14, 15, 16] have been applied for investigating the in-
teraction of proteins with silica surfaces. Based on IR spectroscopy, Basiuk et al., [17]
suggested that glycine oligomer formation is catalyzed by the silica surface. An absorp-
tion band at 1760 cm−1 had been assigned to a silica-glycine anhydride which appears
during such a reaction. Studies carried out by Lomenech at al. [18] and Meng et al. [19]
however, did not find any covalent interaction between glycine and a silica surface. The
latter work suggests that the adsorbed molecule interacts with the surface through the
formation of specified hydrogen bonds, which give rise to small shifts of the infrared
frequencies of the affected groups.
Although these studies provided much insight into protein-surface interaction in gen-
eral, little information about the interactions at the atomic level could be gained. Com-
putational studies are an attractive alternative to provide information at atomic detail.
Thus, numerous computational studies of adsorption processes and adsorbate-surface
interactions have been reported in the past. Depending on the size of the investigated
systems, different levels of theory were applied. The interaction of L-Lysine with hydrox-
ylated and functionalized quartz surfaces have been studied by Gambino et al. [20, 21]
using classical and semi-empirical methods. According to the latter method the interac-
tion between Lysine and surface silanol groups is mainly of electrostatic nature with some
hydrogen bonding contribution, leading to short N - H · · · O - Si distances. The classical
simulations point to the importance of solvation of surface and adsorbate. The binding
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free energy of bovine Lactoferricin (LFCinB) with a palmitoyl-oleoyl-phosphatidylcholine
(POPC) membrane was predicted by Vivcharuk et al. [22]. Furthermore MD simulations
of peptide adsorption on various surfaces have, for example, also been carried out by
Shepherd et al. [23], Raffaini and Ganazzoli [24], Chandrasekhar et al. [25], and Horineck
et al. [26, 27]. Using the semi-empirical MOPAC method [28] thermodynamic properties
of adsorbed residues [29] had been determined. By means of classical molecular dynam-
ics method various types of solute-surface interactions [30, 31, 32] had been calculated.
In the latter study hydrogen bonding is discussed in some detail. No direct peptide-
surface hydrogen bonding had, however, been detected. Positively charged -NH+3 groups
have found to interact with surface -COO− groups only indirectly with two or three
intervening water molecules. Correspondingly the peptide showed a certain amount of
mobility over the surface. Besides of this electrostatic attraction, hydrophobic interac-
tions between CH2 groups of the peptide and CH2 groups of the SAM surface had been
found. Forte et al. [33] have investigated oligopeptide adsorption on a functionalized
quartz surface. They have in detail studied the mobility of the adsorbed peptide in
terms of variation of the dihedral angles Ψ and Φ. The dynamics of acridine orange at
a C8,18/water/acetonitrile interface was studied by means of molecular dynamics simu-
lation [34]. From multiple 1 ns simulations, the diffusion coefficient of acridine orange
in different water/acetonitrile mixtures was calculated. Moreover, averaged solvent den-
sities were determined and the evolution of the acridine orange-surface distance during
the simulations was monitored. Interestingly, it has been shown recently that protein
clusters can be formed in solution before they adsorb on a surface. After adsorption,
such clusters can undergo a surface-induced spreading. [13]
A detailed knowledge about peptide-surface at the molecular level is crucial for un-
derstanding such phenomena. Are peptides preferably interacting with a surface through
direct or indirect interaction, i.e. mediated by water molecules? Is the conformational
flexibility of a peptide affected through adsorption, i.e. could conformational changes
be promoted in an adsorbed peptide? Are peptide-surface interactions long-living or are
they broken and rebuild continuously? Is the phenomenon of surface-induced spreading
as described in Ref. [13] made possible through short living, fluctuating peptide-surface
interactions?
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Theoretical methods like first-principles dynamics simulations or molecular dynamics
simulations are well known methods for studying such problems and obtaining deeper
insight into such systems at the atomic level. In a recent contribution we have carried
out first principles dynamics simulations of an alanine-water-silica system [35]. We found
that the amino acid interacts with the surface through direct hydrogen bonds as well as
through indirect amino acid-water-silanol hydrogen bonds. In these simulations, we have
not found any evidence for a formation of a covalent alanine-silica bond. The finding of
only non-covalent amino acid-surface interactions is important and justifies the use of a
classical force field for the simulation of peptide-silica systems.
In this contributions we apply classical molecular dynamics in order to answer some
of the raised questions. In the first part, we study spontaneous adsorption of a ALA-
LYS-LYS-LYS-ALA peptide on a silica slab immersed in a box of water. Spontaneous
adsorption is facilitated through the chosen simulation conditions between neutral and
physiological pH which renders the silica surface negatively and the peptide positively
charged, i.e. the surface carries a charge of -19 and the peptide one of +3. The pep-
tide was placed in different orientations above the surface and its movement towards the
surface was monitored as well as the formation of direct and indirect hydrogen bonds
between the peptide and the surface. These simulations were first run for 1 ns. Subse-
quently, they were extended by additional 20 ns followed by 1 ns for a second analysis.
In the second part adsorption was enforced using steered molecular dynamics
(SMD) [36] followed by an equilibration. This procedure leads to peptide-surface com-
plexes located in the vicinity of the center of the slab and facilitates the formation of
structures exhibiting strong peptide-surface interaction. After equilibration the dynam-
ics of the adsorbed peptide was studied during 1 ns. Subsequently, a second equilibration
of 20 ns was carried out, followed by a 1 ns trajectory for analysis.
2. Computational Methods
2.1. Generation of the simulation systems
As suggested by Civalleri et al. [37] we have used the edingtonite structure to model
a silica surface. In order to have a proper building block for generating silica slabs,
the geometry of a fully saturated structural unit of edingtonite was optimized at the
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B3LYP/6-31G* level of theory [38, 39, 40] using the Gaussian03 suite of programs
[41]. Using this method, also atomic partial charges of an edingtonite structure were
determined by means of the CHELPG method. [42] The obtained partial charges could
in very good approximation be simplified to +1.6 for Si, -0.8 for O and +0.4 for H in the
case of saturated silanol groups. By computing vibrational frequencies of a chromophore
embedded in a solvent [43, 44] or a protein [45] we have demonstrated that with a
CHARMM force field for one part of a simulated system and CHELP charges for the
other part very satisfactory results can be obtained. The CHARMM22 force field [46]
was applied for the peptide and TIP3P parameters were used for water molecules [47]. In
order to run silica-water-peptide simulation, also non-bonded parameter for silica-water
and silica-peptide interactions have to defined.
In order to construct a bonded edingtonite force field we choose to follow a similar
approach as described in Ref. [48] We have taken the force field developed by Hill and
Sauer [49] and have fitted to their potentials harmonic potentials using the program
Grace. Since in a CHARMM-type force field [50] van der Waals interactions are repre-
sented through a Lennard-Jones 6-12 potential, two adjustable parameters, namely σij ,
denoting the distance between atoms i and j and ij , denoting the interaction energy
of atoms i and j at equilibrium distance σij , have to be determined. In CHARMM-









This leaves us with the problem of finding a suitable set of  and σ parameters for the
atoms involved in the silica part of our simulation system. Since non-bonded interactions
between atoms belonging to the slab have been excluded in our setup and since the surface
of our slab is covered with silanol or deprotonated silanol groups, hereby generating a
highly hydrophilic surface, the key terms we have to define are the  and σ values for the
silanol oxygen and proton as well as for the dangling oxygens. For both oxygen atoms,
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we have taken the hydroxyl oxygen parameters from the CHARMM force field and for
the silanol proton the corresponding parameters of the hydroxyl proton (σO = 2.8509 A˚,
O = 0.1591 kcal/mol, σH = 1.4254 A˚, H = 0.0498 kcal/mol). Furthermore, parameters
for silica atoms have been derived as follows: a B3LYP/6-31G** calculation of a SiO2 · · · ·
H2O complex revealed an Si-O distance of about 1.94 A˚ and an interaction energy of
about -126 kJ/mol. Compromising between atom distance and interaction energy led
us to choose a σSi of 3.20 A˚ and an Si of 0.100 kcal/mol. The latter two parameters
differ considerably from those of Ref. [48] (σSi =3.826, Si = 0.30 kcal/mol) which were
obtained using a different procedure. Van der Waals interactions were treated using a
force-switching method with a cutoff of 16.0 and a switching distance of 14.0 A˚. For
the description of electrostatic interactions, the Particle Mesh Ewald method [51] was
applied.
We have tested our force field by minimizing the three structures depicted in Figure 1.
Structure a) corresponds to a completed, fully saturated edingtonite unit, and Structure
b) represents the building block which is used for generating a three dimensional slab.
Both structures were minimized using X-PLOR [52] and revealed RMS deviations from
the quantum chemically optimized fully saturated edingtonite structure of 0.42 and 0.21,
respectively. Structure c), a slab of 147 edingtonite units (7 x 7 x 3), was minimized using
NAMD [53]. For this minimization, periodic boundary conditions had been applied.
Despite the fact that NAMD cannot deal with periodic boundaries through covalent
bonds, the structure of this slab was well retained with the final set of parameters showing
an overall deviation from the starting structure with an RMS value of 0.22 A˚. Not
surprisingly, the largest deviations were found at the borders of the slab. Since we are
focussing mainly on peptide-surface interaction in the vicinity of the center of the slab
surface, the effect of these structural deficiencies should be negligible. In all following
steps, except during one short minimization, all or a part of the slab atoms were subject
to harmonic constraints. Due to the applied constraints as well as due to the three-
dimensional network of the SiO2 structure, involved atoms are considerably restricted in
their ability to move, i.e. conformational changes within the silica slab are prevented.
Therefore we consider our method of parameter testing as sufficient. This assumption was
confirmed by finding only weak distortions of the surface in all simulations. Therefore, we
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conclude that our set of parameters is capable to reproduce the slab structure sufficiently
accurate for our purpose.
In order to prepare the silica slab for our final simulation system, we proceeded as
follows: the same slab that was used for parameter optimizing and testing was fully
covered with silanol groups on top and bottom and immersed in a water box. The
system was then subject to a short full minimization followed by an equilibration at
300K. During the equilibration all atoms belonging to the slab were constrained in their
ability to move.
For quartz surfaces a pKa of about 7.5 had been determined for terminal silanol
groups [54]. In the range between neutral pH and a physiological pH of 7.4, between
about a third and half of the silanol groups are thus assumed to be deprotonated. We
have, therefore, deprotonated silanol groups of the top layer of the equilibrated slab
randomly such that approximately 50% of the silanol groups of the top layer were depro-
tonated, leading to a slab with a charge of -19.0. For all following simulations, the atoms
of the lowest of the three edingtonite layers were constrained in their ability to move by
applying harmonic constraints.
The such way prepared slab was immersed in a water box, an ALA-LYS-LYS-LYS-
ALA peptide was placed in random orientation above the slab such that the distance
between slab and Cα-atom of the central lysine was about 35 A˚. The lysine side chain has
a pKa of about 10.5. Under the conditions of interest, LYS is thus positively charged and
our peptide has a total charge of +3. In order to set the total charge of the simulation
system to zero, Cl− and Na+ ions were added such that the ionic strength was about
0.15 mol/l. All simulations were started with a linear peptide as shown in Figure 2.
Finally, water molecules within a distance of 2.5 A˚ of the slab, the alanine, or of
the ions were cut out. This setup was carried out using the programs X-PLOR [52]
and VMD [55], ions were added using the autoionize plugin within VMD. The resulting
system contains 147 edingtonite units, a peptide, 8430 water molecules, 3 chlorides, and
19 sodium ions which, after completed equilibration, were allowed to move freely.
This system was minimized and equilibrated at 300K applying a Langevin thermostat.
Hereby, the pressure of the system was adjusted to 1 atm applying a Langevin piston
technique [56]. This procedure resulted in a box of the size of 51.0 A˚ x 54.5 A˚ x 101.5 A˚.
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The large z-dimension had been chosen in order to minimize artifacts due to the fact that
NAMD can only handle three-dimensional periodic systems. The such way adjusted box
was then kept fix in the following simulations, i.e. these simulations were then carried
out in the NVT-ensemble.
The computed trajectories were analyzed using the programs VMD [55] and X-
PLOR. For calculating lateral and vertical diffusion coefficients, trajectories were con-
verted and read into GROMACS [57, 58, 59].
3. Results and Discussion
3.1. Spontaneous adsorption
Our setup leads to strong electrostatic surface-peptide interactions. This should allow
to study free adsorption within reasonable simulation times. We have carried out ten such
simulations, starting each time with a differently orientated peptide about 35 A˚ above
the surface, using a pre-equilibrated structure. After placing the peptide, an additional
short equilibration of 50 ps had been run during which the Cα-atom of the central lysine
was restrained by a harmonic potential. This equilibration was then followed by 1 ns of
free dynamics simulation.
Despite the strong electrostatic surface-peptide interaction, the pathway of adsorp-
tion very much depends on the original orientation of the peptide and the structure
achieved after equilibration. Two prototypical examples of free adsorption simulations
(simulations a and b) are now discussed in some detail. Taking the z-coordinate of the
Cα-atom of the central lysine as observable, a smooth and steady approach of the peptide
is only rarely observed. Figure 3 depicts how the z-coordinate varies with time (top) and
the hereby involved lateral diffusion (bottom).
While in simulation a) a close contact with the surface is established already after
about 0.4 ns, in simulation b) this is achieved only towards the end of the 1 ns simulation
time. Also, lateral diffusion extends over a larger area in simulation b) than in a). In
case b), this causes adsorption far away from the center of the slab in the vicinity of its
border.
Our primary interest focusses on the detailed interactions between peptide and sur-
face. On the level of our applied force field, these interactions consist of electrostatic and
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van der Waals energies. Applying geometrical rules, the formation of hydrogen bonds
can be monitored. Figure 4 shows the number of direct (top) and indirect (middle, hy-
drogen bonds slab-water-peptide) hydrogen bonds that were formed between slab and
peptide during the spontaneous adsorption. The bottom graphs of Figure 4 finally show
electrostatic, van der Waals, and total interaction energies between slab and peptide.
These energies have been calculated using X-PLOR [52]. For calculation of the non-
bonding interaction energies a cutoff of 12 A˚ was applied. For van der Waals interaction,
a switching method was used which starts to become effective at 11 A˚. Electrostatic
potentials were shifted. Figures 3 and 4 demonstrate that even in the presence of strong
electrostatic interactions, the adsorption pathways can vary considerably.
After this first analysis we have continued the simulation for 20 ns, followed by 1
ns for analysis. We now find an increase of direct and indirect hydrogen bonds in both
simulations as depicted in Figure 5. Simulation a) still exhibits more peptide-surface
hydrogen bonds than simulation b). Based on this data it can still not be decided
whether equilibrated structures have been attained. It is, however, not the aim of the
present work to give an estimate for the time needed in order to accomplish an equilibrium
distribution of adsorbed peptides. Instead we focus on peptide-surface interaction and
internal flexibility of adsorbed peptides which we discuss in Section 3.2.
3.2. Free dynamics after enforced adsorption
In several simulations dicussed in section 3.1, the adsorbed peptide was found near
the border of the slab. As discussed in section 2, periodicity is only to some extend
accounted for in our setup. Therefore, the region around the center of the slab provides
a better physical description of an adsorbed peptide. Moreover, adsorbed structures at
thermal equilibrium might only be achieved after much longer simulation times than we
have carried out in the previous section. Therefore, we have applied a different approach
for studying the behavior of the adsorbed peptide.
We enforced adsorption using steered molecular dynamics (SMD) [60, 36]. By ap-
plying a force to the Cα-atom of the central lysine, the peptide was pulled towards the
slab with a constant velocity of 0.001 A˚/fs. This simulation was run for 50 ps in order
to ensure to end up with a strongly adsorbed protein. After this enforced adsorption
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the steering force was removed and a free equilibration was run for 1 ns followed by a
simulation of 1 ns duration for analysis.
As before, we have analyzed the number of direct and indirect peptide-layer hydrogen
bonds, lateral and vertical movement of the peptide, interaction energies peptide-layer,
as well as the behavior of the peptides Φ and Ψ dihedral angles.
Ten trajectories were analyzed in detail and showed a large variety concerning peptide-
surface interaction or internal flexibility of the peptide. For instance, there is one sim-
ulation where we find up to five direct hydrogen bonds and another one which exhibits
up to five indirect hydrogen bonds. In both cases, strong peptide-layer interactions must
exist. Such strongly interacting structures are shown in Figure 6. The snapshot at the
top shows a structure with five direct peptide-surface hydrogen bonds whereas the one at
the bottom shows a structure with five indirect peptide-water-surface hydrogen bonds.
In none of our trajectories more than five direct or indirect hydrogen bonds could be
found.
All the direct hydrogen bonds are Lys-NH+3 · · · O-Si interactions whereas different
types of interactions are found in case of the indirect hydrogen bonds: these interactions
are either of a type N-H · · · O-H · · · O-Si or N-H · · · O · · · H-O-Si. The N-H group
can either belong to a Lysine -NH+3 group, to a peptide N-H moiety, or to the terminal
ammonium group.
In many structures, between one and three hydrogen bonds of each type have been
found. Typical patterns of number of hydrogen bonds are depicted in Figure 7. The two
plots on the top show trajectories with either many direct or indirect hydrogen bonds,
the two graphs at the bottom show two trajectories with only few direct or indirect such
interactions. Even in the presence of strong attractive interactions between surface and
peptide, hydrogen bonds are continuously formed and broken during the trajectories as
is demonstrated in Figure 7. From these observations a certain mobility of the adsorbed
peptide must be assumed.
After this first analysis we have continued to simulate each structure for 20 ns, followed
by 1 ns for a second analysis. From the analysis of the hydrogen bonding patterns, it
is evident, that conformational changes occurred during these simulations. Structures
which showed many hydrogen bonds during the first analysis show now considerably less
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and vice versa. In a recent study on the properties of leucine-enkephaline adsorbed on
a membrane using NMR spectroscopy and molecular dynamics simulations it was found
that an adsorbed peptide is flexible and switches between conformations. [25]. Thus, we
can assume that an ensemble of different adsorbed structures exists.
We have inspected all trajectories for the existence of structures exhibiting one or
two direct or indirect hydrogen bonds for both periods of analysis. That way we can
determine probability distributions for finding a certain type of hydrogen bond as shown
in Figure 8. The distributions derived from the two analyzed periods of the trajectory
agree quite well; although it must be realized, that the small ensemble size causes broad
distributions. However, the maximum of all distributions determined using the set of
trajectories after 20 ns of equilibration are found slightly moved to the left compared to
those arising from the first analysis period. After the additional equilibration we thus
find a slightly less number of structures exhibiting peptide-surface hydrogen bonding.
From these findings we conclude that the 1 ns equilibration after enforced adsorption
was too short in order to reach an equilibrated ensemble of peptide-surface structures.
We might even suggest, that such distributions might serve as a criteria in order to decide
whether such an ensemble is in a thermal equilibrium.
A quantification of the peptide’s mobility can be achieved from a simulation through
the determination of diffusion coefficients. Hereby, a common problem is the time scale.
Simulations are rarely longer than a few tens of nanoseconds while experiments are
carried out on much longer time scales. In the past, diffusion coefficients have been
determined from MD simulations using trajectories with simulation times from about
400 ps [61] to several nanoseconds [62, 63, 64, 65]. For our system, the simulation time
of only 1 ns can only be expected to reveal diffusion coefficients containing a very large
uncertainty. Averaging over ten trajectories should, however, improve the determined
values. After averaging we find a lateral diffusion coefficient of 0.010 ± 0.016 · 10−5
cm2/s for the lateral movement and a vertical diffusion coefficient of 0.005 ± 0.006 ·
10−5 cm2/s for the vertical movement. For comparison we have run a 1 ns simulation of
the same peptide in a water box which revealed a diffusion coefficient of 0.24 ± 0.02 ·
10−5 cm2/s. In order to check whether such a relatively short trajectory can provide a
reasonable diffusion coefficient, we need to compare our result to experimental data. Due
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to the lack of such data for our peptide, we compare the result of our simulation with
the experimental diffusion coefficients of sucrose (0.52 · 10−5 cm2/s), glucose (0.67 · 10−5
cm2/s), and alanine (0.91 · 10−5 cm2/s)[66] which are all smaller than our peptide and,
therefore, should indeed possess a larger diffusion coefficient. In contrast, the much larger
macromolecule poly-l-lysine with an average molecular weight of 230500 Da exhibits a
considerably smaller diffusion coefficient of 4.0 ± 0.5 · 10−9 cm2/s) [67]. From that
comparison, we conclude, that the outcome of our simulation is reasonable enough for a
qualitative discussion.
After having discussed the mobility of the peptide as an entity we now focus on the
internal flexibility. The internal dynamics is best analyzed by monitoring the variation
of the dihedral angles Φ and Ψ. The respective dihedrals are indicated in Figure 2. We
only discuss a selection of typical trajectories and only depict those dihedrals which, in
some of the trajectories, undergo some changes. For instance, in the simulation which
exhibited the strongest direct h-bonds (see Figure 6, top) only minute variations are
found in all dihedrals (Figure 9 a). On the contrary, the simulation exhibiting only few
direct h-bonds (see Figure 7 c) undergoes larger conformational changes (Figure 9 b).
In some of the trajectories, alterations are found that last only for a very short time
like that for Ψ4 in Figure 9 c) and d) while in others, like that in the case of Ψ3 in
Figure 9 e), a new conformation is attained which seems to be stable on the timescale
of the simulation. For comparison, the time development of the same dihedrals during
a 1 ns simulation of the peptide in a water box is shown in Figure 9 f. Accordingly,
the peptide-surface interaction seems not to confine the internal flexibility of the peptide
and, occasionally, might even promote conformational changes. Similar conformational
changes are also found during the analysis after the additional equilibration. In four of
the ten structures larger conformational changes occur in one or two dihedrals. This
flexibility could be an implication of still not equilibrated systems. It could, however,
as well hint towards a certain flexibility of the adsorbed peptide in agreement with the
findings of Chandrasekhar et al. [25].
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4. Conclusion
In the first part of this study we have presented results from free adsorption simula-
tions of a short peptide onto a silica surface. The strong electrostatic attraction which
results from a negatively charged surface and a positively charged peptide gives rise to
spontaneous adsorption. Pathways and velocities of the adsorption processes differed for
different starting conditions. However, within a simulation time of 22 ns, the systems
might still not have reached thermal equilibrium.
Therefore, in the second part, we have generated structures exhibiting strong peptide-
surface interactions by means of SMD simulation. After enforced adsorption followed by
an equilibration, structures were simulated during 1 ns for anaylsis. In agreement with
previously carried out quantum chemical simulations [35], peptide-surface interactions
occur through direct and indirect hydrogen bonds. Both these interactions are continu-
ously broken and rebuilt during a trajectory, i.e. the achieved ’adsorbed state’ is by no
means static but shows strong dynamical features. Besides of the dynamical nature of
peptide-surface hydrogen bonds, the adsorbed peptides exhibit a certain lateral diffusion
as well as some internal flexibility. The first observation we have quantified in terms of
lateral diffusion coefficients and the latter is documented by monitoring the behavior of
the torsional angles Ψ and Φ. On the time scale of our simulations, the achieved struc-
tures of surface-water-peptide complexes are all different. Nevertheless, the dynamical
behavior of the dihedrals Ψ and Φ show a similar pattern. An extension of the sim-
ulation time up to 20 ns may hint towards some further relaxation of the simulation
systems which is manifested in a slightly smaller number of structures showing direct or
indirect peptide-surface hydrogen bonding than during the first period of analysis. On
the other hand, similar configurational changes of the peptide are found in both parts of
the trajectories used for analysis.
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Figure 1: Structures used for optimizing and testing the force field. Atoms are colored as follows: oxygen:
red, silicon: yellow, hydrogen: white.
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Figure 2: Structure of the ALA-LYS-LYS-LYS-ALA peptide at the beginning of the simulations. In-
cluded are the labels for the dihedral angles Φ and Ψ.
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Figure 3: Upper part: Movement of the Cα of the central lysine in z-direction. Lower part: Lateral
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Figure 5: Direct (top) and indirect (bottom) hydrogen bonds after additional free dynamics of 20 ns.
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Figure 6: Peptide - silica structures exhibiting strong direct (top) or indirect (bottom) hydrogen bonding.
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Figure 7: Typical numbers of direct (left side) or indirect (right side) hydrogen bonds during a trajectory.
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Figure 9: Time progression of selected dihedral angles. Ψ2: black thick, Ψ3: grey dashed, Φ4: grey, Ψ4:




Protein-surface interactions play a crucial role in a wide field of research areas like
biology, biotechnology, or pharmacology. Only recently, it has been shown that not only
peptide adsorption represents an important process but also spreading and clustering
of adsorbed proteins. By means of classical molecular dynamics, peptide adsorption as
well as the dynamics of adsorbed peptides have been investigated in order to gain deeper
insight into such processes. The picture shows a snapshot of an adsorbed peptide on a
silica surface showing strong direct hydrogen bonding.
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