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Abstract
Wind turbine blades are affected by continuous impacts with airborne particles that deterio-
rate the blade surface and yield to a drop in output power. Based on the climatic conditions
and geographic locations of a given wind farm, multiple types of particles are observed in
air. The present study focuses on simulating the impact of four types of particles, namely
insects, sand grains, hailstones, and rain drops with the blade surface. A numerical inviscid
flowfield code, coupled with a particle position predictor code was used. Upon impact, the
damaging effect to the blade surface was evaluated. Each type of particle was associated
with a damage mode, which depends on the mass, size, and hardness of the particle. It was
found that insects strike and adhere to the blade in a region close to the leading edge. On
the other hand, it was seen that sand grains promote erosion just downstream of the leading
edge, where local velocity reaches a maximum and the impact angle is shallow. Moreover,
particles such as rain drops are associated with fatigue and erosion at the very leading edge
and on the upper side of the blade section. Finally, hailstones promote delamination and
fatigue in the composite panels of the blade surface.
Photographic evidence of damaged blade surfaces was used in the present research as a
comparison with the simulations performed for various types of particle and different initial
conditions. Based on such observations, a theorization of the damage pattern and evolution
was proposed. Finally, given a set of well-established blade section geometries, such as the
Delft University and NREL S airfoil families, a comparison of airfoil damage fitness was
proposed and possible means of shape optimization were discussed.
The investigation of blade geometry features to mitigate damage was performed. Based
ii
on previous results, it was argued that a viable blade section optimization may be performed
for the lightest and smallest particles considered in the study, the sand grains. A pool of
airfoils was analyzed regarding the sand erosion rate. It was shown that a bulbous leading
edge coupled with airfoil aft camber is beneficial toward the erosion rate due to sand grains.
An optimization algorithm was written to improve the damage resilience toward sand
erosion of wind turbine airfoils. A direct and inverse approach were integrated in a genetic
algorithm code, and it was confirmed that bulbous leading edges, coupled with aft cambers
allowed for a reduction in blade erosion rates.
Lastly, a time-stepping code was developed to predict the blade section geometry when
sand erosion is present. It was found that three main phases occur during the erosive life of
a blade. A parametric study allowed to find the most relevant drivers to the blade lifespan
with respect to erosion. Beneficial effects come from an increase in turbine hub height, tur-
bine rated power, increase in lift coefficient, and a reduction in average particle diameter. A
parametric study was also performed by investigating different airfoil geometries. Again, it
was found that bulbous leading edges coupled with aft cambered geometries allow for longer
blade lifespan.
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Chapter 1
Introduction
Horizontal axis wind turbines (HAWTs) used for the production of electric power are subject
to fouling and damage by airborne particles associated with the environment of operation.
Throughout the 20-year lifespan of a wind turbine, particles such as raindrops, sand grains,
ice crystals, hailstones, and insects are major contributors to a deterioration in turbine per-
formance through local airfoil surface alterations [1–4]. Turbine blades accumulate dirt and
organic debris especially in the surroundings of the leading edge. Moreover, particle collision,
temperature jumps and freeze-thaw cycles may cause existing cracks in the blade coating to
propagate, promoting coating erosion, core delamination, and corrosion damage due to an
exposure of the internal composite structure, as shown in Fig. 1.1. The originally smooth
blade surface may change considerably, and the increased roughness will cause a drop in
power output.
In some geographical locations around the world, insects are an important cause of re-
duced output power. Once an insect collides and adheres to the blade surface, the aero-
dynamic boundary layer is negatively affected and local flow separation may occur if the
residual debris thickness is comparable to the boundary layer critical height [5–7]. However,
even when this situation is seemingly minor, the blade drag coefficient is still increased due
to a boundary layer early transition [8, 9]. Depending on the seasons, substantial insect
fouling may occur and the critical roughness height may be easily reached in the proximity
of the blade leading edge. In such conditions, a bimodal electrical power output behavior
was observed for stall-regulated HAWTs [10–12]. Reductions of the nominal power output
up to 35% were reported during high wind days for this type of turbine [13].
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Figure 1.1: The eroded leading edge of a wind turbine blade [14].
New advancements in wind resource assessment have shown the benefits of offshore
megawatt-scale wind turbine installations [15, 16], in order to maximize the gross annual
energy production (GAEP) while reducing the cost of energy (COE). However, offshore lo-
cations are subject to a more intense sand erosion than the majority of land installations
[17–19]. Airborne sand particles collide with the blade and cause micro-cutting and plowing
in the coating material [20–22] resulting in surface abrasion [23, 24]. Once the erosion has
removed the coating material, the damage progresses onto the core material and may weaken
the blade structure. Such damage is particularly prominent at the outboard sections of the
blade where the local relative velocity is larger compared with inboard sections [17, 25].
The weather conditions of a given wind farm site may vary substantially throughout the
seasons. In geographical locations subject to frequent precipitations, the repetitive impact
with raindrops may increase the mechanical fatigue in the blade surface materials [26, 27],
and large droplets may even cause panel delamination [28, 29]. A more severe situation is
represented by hailstorms. High potential wind resource sites such as those found in the
Great Plains of the United States (northwestern Texas, eastern Colorado, northeastern Ok-
lahoma, and southern Kansas) [30], are characterized by larger hailstorm risk factors than
any other location in the US territory [31]. Anticyclonic supercells typical of the Colorado
Plains were recorded to easily produce hailstones greater than 50 mm (1.97 in) in diameter
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[32]. In early 2000, several wind turbines damaged by heavy hailstorms were reported soon
after the installation of large wind farms in the western Great Plains [33]. Hailstones are
larger, heavier, and harder than raindrops. Such particles may strike in the vicinity of the
leading edge at relative velocities and impact energies capable of not only internal delamina-
tion but also permanent indentation, cracking and eventually penetration of the composite
panel [34–36].
Since modern wind turbine designers make large use of composite materials [33, 37],
the investigation of the hailstone damage problem follows an identical approach to assess-
ing damage to modern composite aircraft and ship structures [29, 34, 38]. Driven by such
considerations, experimental and numerical studies of hailstone impact were performed to
simulate the damage tolerance of various aerospace-related composite materials [36, 39, 40].
A variety of collision angles and impact speeds were simulated, and such conditions are also
typical for the hail-wind turbine scenario. These studies show that the severity of panel
damage is a function of the kinetic impact energy and impact angle, along with the struc-
tural characteristics of the composite panel.
Nowadays, the increasingly larger wind turbines that are being installed pose a new
set of issues with respect to avian impact and mortality [41]. Birds may occasionally fly
through the rotor swept area and get struck by the revolving blade. Generally, the body
gets rebounced by the blade surface and corpses are found on the ground nearby the wind
turbine. In particular, migratory birds often fly at night, thus reducing the chances of tur-
bine avoidance due to a reduced visibility [42]. On the other hand, raptors fly during the
day at higher altitudes than migratory birds, and their primary activity is spotting preys
from an advantage point. Such a peculiarity brings raptors to aim their sight downward,
hence reducing the chances of wind turbine avoidance [43]. A few studies have addressed
possible means to mitigate bird impact, with suggestions about wind farm layout, turbine
diameter, blade surface color, and texture [42, 44, 45]. From a blade damage standpoint,
the frequency of bird impact with wind turbines can be regarded as an order of magnitude
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Figure 1.2: In situ visual inspection of a wind turbine to assess erosion damage of the blade
surface [48].
less significant than the impact with airborne particles [44, 46]. However, the damage to the
surface can be considered to be similar to the impact of large and heavy particles such as
hailstones, with potential panel delamination and indentation [47].
Wind farm operators are forced to schedule blade inspection and maintenance to reduce
the cost of ineffective electric power production due to the degraded surface of the blades,
as shown in Figs. 1.2 and 1.3. Disassembling a wind turbine for factory inspection has pro-
hibitive costs, so the vast majority of servicing is performed in situ. Damaged areas are
located through blade visual inspection, surface alterations are smoothed through primer
application, and a protective polyurethane-based film is applied [14, 51]. However, because
of the highly competitive nature of the wind turbine industry, the majority of wind turbine
manufacturers are reluctant to share details of the construction materials with maintenance
companies. Therefore, technical expertise has a tremendous importance on the repair suc-
cess and effectiveness [2, 34]. Moreover, repairs are mostly performed in the vicinity of the
leading edge and not necessarily on all areas exposed to damage (see Fig. 1.4). Farther
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Figure 1.3: A crew of technicians inspects and repairs the blade surface [49].
Figure 1.4: The repaired leading edge of a wind turbine blade [50].
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downstream, blade areas that do not visually display important damage may be left un-
treated, promoting the enlargement of surface imperfections starting where the coating is
weaker. An estimated 6% of overall repairs and maintenance resources for wind turbines is
dedicated to rotor blades [35, 52]. A recent survey of wind turbine failure modes showed
that tip break and blade damage are the first and third most common failure modes for wind
turbines, respectively [35].
To complicate the blade maintenance scenario, the damage due to heavy particles is chal-
lenging to detect. An emerging issue for damage assessment is posed by the damage that is
not visually evident. Barely visible impact damage has large potential for not being detected
during servicing [2, 35, 38]. Spar caps damaged by severe hailstorms may appear intact but
may withstand reduced maximum loads [40]. Advanced nondestructive inspection (NDI)
tools, such as ultrasound scan and shearography of the composite sandwich are becoming
increasingly popular but they still represent a smaller fraction of actual servicing applica-
tions [38]. Major technological challenges of NDI tools are represented by poorly accessible
conditions and large surface areas typical of wind turbines [35].
A few other detrimental aspects are involved with wind turbine operational damage.
From an aerodynamic standpoint, a reduction in aerodynamic efficiency associated with an
increase of the blade drag coefficient is a typical effect of exposure to environmental airborne
particles [53–57]. Also, an increasingly important issue associated with damaged blades is
the level of noise generated. Blade surface alterations may perturb the boundary layer pat-
tern from laminar to turbulent, with a consequent increase in the noise signature [58]. From
a technological standpoint, specialized surface coatings have been developed to assure a con-
sistent aerodynamic performance and adequate structural integrity throughout the lifespan
of a wind turbine [59]. Modern wind turbines are delivered with a factory-applied coating,
and the majority of coating materials are polyurethane-based [60].
The scenario of blade contamination and damage due to airborne particles shows multi-
ple areas of uncertainty. At present, there is a lack of knowledge regarding the mechanisms
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and the damage sources, nor is it clear what kind of pattern each damage mode may dis-
play. Moreover, even less is known about the damage patterns due to an interplay of various
particles.
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Chapter 2
Goals and Objectives
The objective of the current study is to build a basis for damage estimation on wind tur-
bine blades. Because reliable measurements of blade damage are challenging to obtain, a
numerical approach is chosen. The research presented in the current thesis has the following
goals:
• Simulating the trajectory and damage of four types of particles, namely
– Insects
– Sand grains
– Hailstones
– Rain drops
A three-blade, 76-m diameter, 1.5-MW HAWT was chosen as a baseline for the compu-
tations, being at present one of the most common wind turbine configurations through-
out the world [29].
• Investigating the interplay of various particle types on the visible damage of real-
life cases. Based on this knowledge, a theorization of damage patterns and damage
evolution over time may be formulated.
• Evaluating the role of the boundary layer with respect to the damage severity on the
blade surface.
• Optimizing the blade section geometries to minimize damage while maintaning COE
to an optimum. The optimization process may be investigated through a genetic
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algorithm (GA) approach. Fitness of the blade sections may be evaluated through
figures of merit based on
– Maximum local damage
– Chordwise location of maximum local damage
– Maximum lift-to-drag ratio achievable in clean conditions
• Investigating the characteristics of the earth atmosphere with respect to sand grains.
Based on this knowledge, the shape prediction of the blade sections would be correctly
framed.
• Simulating the time evolving shape of wind turbine airfoils subject to particle erosion.
• Exploring viable means of erosion mitigation through wind turbine specifications and
airfoil geometry.
• Suggesting future indications to expand and deepen the knowledge on modeling the
wind turbine blade erosion.
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Chapter 3
Methodology and Theoretical
Development
Predicting the trajectory of impinging particles is critical when impact characteristics on
the wind turbine blade need to be determined. A lagrangian formulation code was de-
veloped in this research and named BugFoil. BugFoil represents a conspicuous evolution
of a pre-existing FORTRAN insect trajectory code [61]. In particular, the code has been
thoroughly revised and optimized, while the computational capabilities have been expanded
to simulate trajectories of sand grains, hailstones, and rain drops. Moreover, the original
Theodorsen-based aerodynamic solver has been replaced with a panel method code included
in a customized version of XFOIL [62]. In particular, the velocity components of the local
flowfield are obtained by querying the panel method routine built in XFOIL, from which
the particle trajectory and impact location on the airfoil are computed. On a second step,
BugFoil has been fully integrated within the XFOIL environment, and a suite of MATLAB
routines have been developed to dialogue with BugFoil and produce automated high-quality
graphics in real time, hence improving the time required for data post processing.
In steady flight, the forces acting on the particle are perfectly balanced [see Fig. 3.1(a)]
and perturbations to such forces are assumed to be additive to the steady-state forces, as
shown in Fig. 3.1(b). For these reasons the equations of motion may be expressed by neglect-
ing the steady-state forces and may be written as functions of increments only [63]. In the
current study, insects, sand grains, hailstones, and rain drops were treated as aerodynamic
bodies whose only associated force is the aerodynamic drag D. The main advantage of this
assumption is reflected on the insect aerodynamics. In fact it allows for a simplification when
evaluating the insect trajectory, because the effects of lift due to the wings are considered to
10
(a) (b)
(c)
Figure 3.1: Particle setup: (a) forces acting on particle in steady flight – lift LP , weight WP ,
thrust TP , and drag DP , (b) variations of aerodynamic forces acting on the particle, and (c)
relative flow and relative flow angle with respect to the particle, adapted from [61].
be negligible compared with drag and inertia forces. It should be noted here that, regardless
of the insect and blade relative orientation during impact, the chosen approach allowed for
trajectory evaluation. On the other hand, considering the insect lift force would pose the
issue of estimating the direction and magnitude of such force in a two-dimensional plane
throughout the entire rotating envelope of the wind turbine blade.
By applying Newton’s second law along the particle trajectory in both chordwise x and
chord-normal y directions, the following equations are obtained [20, 64–66]
mP
d2xP
dt2
= Σ Fx (3.1)
mP
d2yP
dt2
= Σ Fy (3.2)
By projecting the drag of the particle D in both chordwise x and chord-normal y directions
using the relative angle between particle and flowfield velocity αr, the equations may be
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rewritten in terms of drag increments as
mP
d2xP
dt2
= ∆D cosαr (3.3)
mP
d2yP
dt2
= ∆D sinαr (3.4)
Given the particle velocity components UP and VP and given the velocity flowfield compo-
nents U and V at a certain point along the trajectory, the relative particle velocity Vr can
be expressed as [see Fig. 3.1(c)]
Vr =
√
(U − UP )2 + (V − VP )2 (3.5)
while the trigonometric functions in Eqs. (3.3) and (3.4) may assume the form
cosαr =
U − UP
Vr
=
Vrx
Vr
(3.6)
sinαr =
V − VP
Vr
=
Vry
Vr
(3.7)
where Vrx and Vry are the components of Vr. By expressing the particle aerodynamic drag D
as a function of dynamic pressure ρ V 2r /2 and by substituting for the trigonometric functions,
the Eqs. (3.3) and (3.4) may be rewritten as
mP
d2xP
dt2
=
1
2
ρ V 2r AP CD
Vrx
Vr
(3.8)
mP
d2yP
dt2
=
1
2
ρ V 2r AP CD
Vry
Vr
(3.9)
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To scale this problem in a non-dimensional fashion, non-dimensional time, space, and mass
parameters can be introduced here
τ =
t U
c
(3.10)
xP =
xP
c
(3.11)
yP =
yP
c
(3.12)
AK =
2 mP
ρ AP c
(3.13)
Nondimensionalization of Eqs. (3.8) and (3.9) by a reference velocity U yield
d2xP
dτ 2
=
1
AK
V r CD V rx (3.14)
d2yP
dτ 2
=
1
AK
V r CD V ry (3.15)
which represents a set of second-order, nonlinear differential equations. Once the drag co-
efficient of the particle is evaluated, the trajectory can be computed by numerically solving
both x and y equations.
3.1 Blade Section Definitions
Since the particle simulations are performed on two-dimensional blade sections, it is useful
to outline a few aerodynamic properties of the flow relative to the airfoil. In principle, a
blade section placed at a location r along the blade span, and traveling at a rotational speed
Ω, experiences a relative flow V∞ given by the vector summation of r Ω and the wind speed
Vwind. However, because of the wind turbine axial induced flow a correction for Vwind is
performed by using an axial induction factor a = 1/3, as shown in Fig. 3.2 [67]. Note that,
in order to facilitate the graphic representation of particle dynamics with respect to airfoil
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Figure 3.2: Definition of the aerodynamic parameters of the blade section: a – axial induction
factor, Ω – blade angular velocity, r – local span, V∞ – blade relative wind, α – angle of
attack.
impingement, all figures in this work are represented with an incoming flow moving from
left to right.
3.2 Blade Damage Analysis
The selected configuration is a three-blade, 1.5-MW, 38-m (124.7 ft) radius, λ = 8.7 wind
turbine. Starting at the blade root and moving toward the tip, the airfoils used are the
DU 97-W-300, DU 96-W-212, and DU 96-W-180 [68], as shown in Fig. 3.3. The airfoil relative
thickness t/c and chord length c decrease along the blade span, in accordance to conventional
wind turbine designs. The blade properties and inflow conditions are summarized in Table 3.1
and 3.2. The hub height was set at 60 m (196.8 ft) above the ground and characterized
by a wind speed of Vwind = 10.5 m/s (23.5 mph) [69]. Since modern wind turbines are
operated close to their maximum lift-to-drag ratio [69, 70], the three sections of the blade
Figure 3.3: Wind turbine blade layout.
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Table 3.1: Baseline Blade Parameters for Insects and Sand
r/R Airfoil t/c (%) c (m) V∞ (m/s) Re∞
0.35 DU 97-W-300 30.0 3.13 33.70 7.26× 106
0.65 DU 96-W-212 21.2 2.08 60.41 8.64× 106
0.75 DU 96-W-180 18.0 1.73 69.44 8.25× 106
Table 3.2: Baseline Blade Parameters for Hailstones and Rain Drops Simulations
r/R Airfoil t/c (%) c (m) V∞ (m/s) Re∞
0.35 DU 97-W-300 30.0 3.13 33.70 7.26× 106
0.70 DU 96-W-212 21.2 1.90 65.23 8.54× 106
0.90 DU 96-W-180 18.0 1.20 83.28 6.88× 106
were analyzed with XFOIL and three values of Cl were determined in the proximity of
(Cl/Cd)max. The operating conditions for the three blade sections are given in Tables 3.3
and 3.4. Simulations for impact and damage due to insects, sand grains, hailstones, and rain
drops were performed at three angles of attack corresponding to the values of Cl determined.
3.2.1 Trajectory Evaluation
BugFoil is initialized using nondimensional input data. An equally-spaced array of particles
is placed five chord-lengths upstream of the airfoil, with both initial velocity components
nondimensionalized with respect to the local freestream velocity V∞. Each particle is evalu-
ated individually throughout its trajectory by numerically solving the particle equations of
motion through a predictor-corrector algorithm. As the particle approaches the airfoil, the
code verifies whether impingment occurs, and the impingement locations over the airfoil are
determined.
In order to characterize the particle impact locations along the airfoil, a useful measure
is given by the airfoil arc length s. The parameter s is defined as the length of the arc
starting at the particle impact location and ending at the airfoil leading edge, normalized
by the airfoil chord c. Note that s is negative for impingement locations on the lower side of
the airfoil, while it is positive on the upper side. Also, the leading edge of a finite-thickness
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Table 3.3: Blade Section Operating Conditions for Insects and Sand
r/R α (deg) Cl Cl/Cd
0.35 3.5 0.83 101.81
5.5 1.09 126.52
7.5 1.34 142.32
0.65 4.0 0.81 151.87
6.0 1.04 151.07
8.0 1.24 119.82
0.75 4.0 0.79 167.62
6.0 1.02 172.54
8.0 1.21 124.94
Table 3.4: Blade Sections Operating Conditions for Hailstones and rain drops
r/R α (deg) Cl Cl/Cd
0.35 3.5 0.83 101.81
5.5 1.09 126.52
7.5 1.34 142.32
0.70 4.0 0.81 151.80
6.0 1.04 151.24
8.0 1.24 119.83
0.90 4.0 0.79 162.35
6.0 1.02 175.21
8.0 1.21 123.60
airfoil is located at s ≡ 0, while the trailing edge corresponds to values of |s| ≥ 1.
By taking the derivative of the initial particle coordinate y0 with respect to the im-
pingement location in arc lengths s,∗ the impingement efficiency is defined in the following
manner
β =
dy0
ds
(3.16)
By computing the incoming trajectory for a vertical array of particles, the two outermost
impacting ones correspond to β = 0. Those trajectories represent the upper and lower
∗Superscripts specify the initial state 0 and airfoil location u or l. Subscripts indicate impingement I,
rupture R, or damage D.
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Figure 3.4: Definition of particle impact and rupture limits.
impingement limits. The fraction of striking particles out of the total number is evaluated
by localizing the initial upper and lower y-limits on the upstream array of particles, namely
y0,uI and y
0,l
I , as shown in Fig. 3.4. By dividing the distance between these two locations
by the airfoil projected height hf , the nondimensional impact efficiency parameter EI is
introduced as
EI =
y0,uI − y0,lI
hf
=
∆ y0I
h
(3.17)
The parameter EI represents the height of the particle array captured by the airfoil relative
to the airfoil projected height.
When simulating the insect trajectories, impingement may transition to rupture depend-
ing on the impact velocity and bug species. Rupture is evaluated in the code by comparing
the normal impact velocity VN with the insect rupture velocity Vrup. A useful parameter, the
rupture efficiency ER, represents the fraction of impacting insects that ruptures. Rupture
efficiency is modeled by locating the upper and lower rupture limits on the initial insect
array (see Fig. 3.4) and is computed as
ER =
y0,uR − y0,lR
hf
=
∆ y0R
h
(3.18)
The quantity of rupturing insects relative to the total is given by the insect rupture ratio ηR
defined as follows
ηR =
ER
EI
(3.19)
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The parameter ηR represents a figure of merit of the airfoil since it incorporates the rupturing
mechanism of insects. The advantage of using ηR is being independent from the airfoil
projected height hf , which may not have a linear relationship with the angle of attack.
Similarly, a definition of damage efficiency ED for hailstones can be used to compute the
fraction of damaging particles out of the total impinging number
ED =
y0,uD − y0,lD
hf
=
∆y0D
h
(3.20)
The relative quantity of damaging hailstones is given by the parameter damage ratio ηD
defined as follows
ηD =
ED
EI
(3.21)
Similar to ηR, the parameter ηD represents a figure of merit of the airfoil since it incorporates
the damage mechanism due to hailstones. Note that ηD is also independent from the airfoil
projected height hf .
One way to estimate the blade surface area subject to particle collisions is to compute
the airfoil arc length within the upper and lower surface impingement limits, suI and s
l
I ,
respectively, as shown in Fig. 3.4. The result of this operation is called ∆ sI . With the total
airfoil arc length stot, the impact surface ratio RI can be computed as
RI =
suI − slI
stot
=
∆ sI
stot
(3.22)
As RI approaches unity, a larger portion of the blade area is subject to particle collision. In
a similar manner, when considering the fouling due to insects, the rupture surface ratio RR
may be defined as
RR =
suR − slR
stot
=
∆ sR
stot
(3.23)
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The parameter RR represents the amount of blade surface where rupture occurs.
Similarly, when considering the panel damage due to hailstones, the damage surface ratio
RD may be defined as
RD =
suD − slD
stot
=
∆sD
stot
(3.24)
The parameter RD represents a direct measurement of the blade surface subject to panel
damage.
3.3 Particle Models
In the present section, the aerodynamics and damage mechanisms of insects, sand grains,
hailstones, and rain drops are explained as individual sections.
3.3.1 Insect Background
Aerodynamics of the Insect
Early studies on atmospheric insect population were performed to sample and identify flying
insect species in the atmospheric region 100 m (328 ft) above the ground in southern Great
Britain [71]. It was discovered that the most prominent species in those conditions were
aphids and drosophila melanogaster, commonly known as the fruit fly. At present, however,
entomology literature does not report extensive studies on insect population around the
world and at various aerial heights. Later aerodynamic studies conducted on fruit flies were
able to estimate lift and drag coefficients of the wings of such insects [72, 73] along with
insect rupture velocity [Vrup =10.8 m/s (24.1 mph)]. Such information was used to simulate
drosophila head-on impingement over wings of airplanes [61]. In the current study, however,
the insect was considered to be steady in hovering flight, due to the large difference between
drosophila flying speed [≈ 2 m/s (4.5 mph] [74]) and the blade local speed. Moreover, the
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Table 3.5: Insect Input Parameters
r/R Re AKI lI/c Vrup/V∞
0.35 1562.7 0.283 2.152× 10−4 0.322
0.65 2800.5 0.426 3.241× 10−4 0.180
0.75 3219.2 0.514 3.900× 10−4 0.156
lift contribution due to the wings was considered negligible when compared with inertia and
drag forces of the body, as explained in Section 3.
The overall drosophila aerodynamic drag is dominated by viscous forces since its flight
Reynolds number is typically Re ≈ 102 [75–77]. The insect body drag coefficient can be
estimated by the drag coefficient of spheres within the same Reynolds number range [65, 78],
with curve fit to experimental drag values for drosophila [61, 72], that is
CD =
9.8
Re
(
1 + 1.97× 0.1 Re0.63 + 2.60× 0.0001 Re1.38) (3.25)
where Re is based on insect body diameter. The reference value of drosophila body mass
[61] is mI = 8.7 × 10−4 g (3.07×10−5 oz). The drosophila input data used for computing
trajectories is summarized in Table 3.5. Note that Vrup is nondimensionalized by V∞ at each
blade section. For the insect simulations, it will be assumed that the insect is entrained in
the incoming wind, therefore resulting in a relative velocity equal to V∞.
Insect Fouling
After impacting, insects leave streaks of fluids and body parts on the surface of the blade.
The debris thickness, called here excrescence height ε, is numerically evaluated on the blade
sections. Excrescence height is computed through the normal impact velocity VN as an
interpolation of experimental impact data for drosophilas [6, 79]. The maximum excrescence
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height follows the nondimensional empirical law [61]
(
ε
lI
)
max
= 0.088165
(
VN
Vrup
)2
− 0.53289
(
VN
Vrup
)
+ 1.3856 (3.26)
where lI is the insect body length (see Table 3.5). The normalized excrescence height ε/lI
as a function of β is given as
ε
lI
= c0 + c1 β + c2 β
2 + c3 β
3 + c4 exp
(c5 β) (3.27)
where the coefficients ci are obtained by fitting experimental debris height measurements
[61]. Integrating ε/lI along the insect impingement limits over the airfoil yields the quantity
of insect debris Q, that is
Q =
1
lI
∫ suI
slI
ε ds (3.28)
The nondimensional parameter Q represents the volume of insect debris per unit span of the
blade.
3.3.2 Sand Grain Background
Aerodynamics of the Sand Grain
Airborne sand particles are mainly represented by silica-based grains. To incorporate shape
irregularities typical of sand grains, the aerodynamic drag is modeled by means of a shape
factor f defined as [78]
f =
a
AS
(3.29)
where a is the surface area of a sphere with the same volume of the sand grain, and AS is
the actual surface of the sand grain. Note that for perfectly spherical particles the shape
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factor is equal to unity. The drag coefficient for a sand grain is written in the form [78]
CD =
24
Rer
(
1 + b1 Re
b2
r
)
+
b3
1 +
b4
Rer
(3.30)
where the bi coefficients are functions of f , and Rer is the relative Reynolds number defined
as
Rer =
ρ dS |US − U |
µ
(3.31)
The aerodynamic drag force can be expressed as [19, 66]
D =
18 µ
ρS d2S
CD Rer
24
(3.32)
A shape factor f = 0.846 was considered for the simulations, since such value is typical of
silica octahedron-like grains found in desertic areas [78]. A diameter of 200 µm was chosen
to be representative of common sand grain size distributions.
The sand grain lift coefficient CL is assumed to be negligible. Similar to insects, it will
be assumed that the sand grain is entrained in the incoming wind, hence approaching the
blade at a velocity equal to V∞.
Sand Erosion
Sand erosion has been investigated for a variety of air-breathing engines in aerospace appli-
cations [24, 66, 80, 81]. Sand grain velocities in those applications are in the same range
of the wind turbine erosion scenario. Typically, erosion is responsible for an increase in
blade surface roughness and a decrease in structural stiffness. The parameter erosion rate
E, defined as the removed mass of the target material divided by the mass of the impacting
particle, is a function of the particle impact velocity Vimp and angle at impact θ (as defined
in Fig. 3.5), and it is measured in (g/g) [21]. The impact velocity is related to E through
a power-law; whereas, the correlation with impact angle strongly depends on the eroded
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Figure 3.5: Impact velocity Vimp and impact angle θ with respect to blade surface.
material properties. Erosion is characterized by two contributions, a plastic and a brittle
erosion mode [20, 21], depending on the value of θ at which E is maximum. Most current
materials used for wind blade coating are polyurethane derivatives [48] and show a primarily
plastic erosion behavior with maximum erosion rate at θ = 30 deg [82]. A common way to
model the erosion rate for plastic materials is given by the equation [23, 81, 83–85]
E = K V nimp (3.33)
where K and n are constants of the eroded material. The correlation between E and θ is
implicit in the parameters K and n that are fitted at various impact angles and impact
velocities.
Unfortunately, there is a lack of experimental data on polyurethane erosion at various
impact velocities [59]. At present, most of the erosion experimental research is aimed at char-
acterizing polyethylene-based coatings, which have a similar erosion behavior compared with
Table 3.6: Erosion Constants
θ (deg) K n
0 0.0 2.8000
15 1.366× 10−9 2.8065
30 3.337× 10−9 2.6056
60 1.490× 10−9 2.6500
90 2.350× 10−11 2.6500
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Table 3.7: Sand Input Parameters
r/R Re AKS dS/c
0.35 464.0 0.181 6.389× 10−5
0.65 831.5 0.272 9.624× 10−5
0.75 955.7 0.328 1.158× 10−4
polyurethane [82]. For these reasons, the simulations were performed by using linear-fitted
erosion constants of ultrahigh molecular weight polyethylene (UHMWPE) (see Table 3.6)
because it has the best performance of the polyethylene-based coatings [83]. The sand data
that is used to initialize the simulations is summarized in Table 3.7.
3.3.3 Hailstone Background
Aerodynamics of the Hailstone
Hailstones are significantly larger and heavier than other airborne particles such as sand
grains and insects. Hence, their aerodynamic behavior is significantly different from the
behavior of other airborne particles considered in previous studies [86, 87]. The impacting
trajectories of hailstones largely deviate from the aerodynamic streamlines around the blade,
therefore impingement occurs on a range of steep impact angles.
Choosing the representative hailstone characteristics for aerodynamic drag computation
is somewhat subjective. In fact, hailstone dimensions and weight may vary significantly
in different storms and geographic regions [31]. From a conservative standpoint, however,
one can choose large and heavy hailstones as a reference. In accordance with U.S. weather
reports [32], along with experimental and numerical impact studies [36, 39, 88], the chosen
values of diameter and weight are 50.8 mm (2 in) and 61.8 g (2.18 oz), respectively. Also,
these hailstone characteristics are in good agreement with modern wind turbine design and
maintenance recommendations outlined in Ref. [17].
During the unperturbed drop, hailstones reach terminal velocity Vterm as a function of the
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aerodynamic drag coefficient CD,H , ice density ρH and stone diameter dH . If the aerodynamic
drag is equated to the gravitational force acting on the particle, the following expression of
Vterm,H is obtained
Vterm,H =
√
4 g dH ρH
3 CD,H ρ
(3.34)
The underlying assumption is that the drag does not vary throughout the unperturbed drop.
Hence, a typical value of CD,H = 0.83 is assumed until the trajectory is influenced by the
wind turbine flowfield. Assuming the particle to be horizontally transported by the wind,
the hailstone resultant velocity VH will be the vector summation of Vterm,H and wind speed
Vwind, as shown in Fig. 3.6.
When the hailstone finally encounters the aerodynamic flowfield generated by the wind
turbine, the aerodynamic forces acting on the particle change according to the particle
relative flow, and hence relative Reynolds number. An equation for the sphere drag coefficient
in the Reynolds number range typical of falling hailstones is given by [89]
CD,H =
24
Re
+
6
1 +Re1/2
+ 0.4 (3.35)
Note that to use such a formula, it is first computed the relative flow seen by the hailstone
and hence the relative Reynolds number. The lift coefficient of the hailstone is assumed to
be negligible for this study.
It is assumed here that an increase in wind intensity is observed during the hailstorm.
A way to estimate an increase in wind intensity is by correcting the incoming wind speed
[Vwind = 10.5 m/s (23.5 mph)] with appropriate gust factors [90]. The relation to correct
for Vwind is the following
∆Vwind = (Fg Fs − 1)Vwind (3.36)
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Figure 3.6: Velocity of a falling particle with respect to the wind turbine blade: VP – particle
resultant velocity, Vwind – wind speed, Ω – blade angular velocity, r – local span, V∞ – blade
relative wind, a – axial induction factor.
where Fg and Fs are the empirical mean gust factor and the empirical statistical factor,
respectively. By selecting a gust duration of 10 s for a standard deviation above mean wind
speed equal to 1, the resulting values are Fg = 1.195 and Fs = 1.465 [90].
Hailstone Damage
The prediction of damage due to hailstones is derived from the definition of failure threshold
velocity (FTV ), which is defined as the lowest velocity at which a composite panel is subject
to delamination upon impact. Using this velocity, a failure threshold energy (FTE) can be
defined as the kinetic energy of the damaging hailstone at impact
FTE =
1
2
mH FTV
2 (3.37)
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Table 3.8: Hailstone Computational Parameters
r/R Re AKH dH/c V
0
x,H/V∞ V
0
y,H/V∞ FTV90/V∞
0.35 207740 15.9 1.62× 10−2 1.73 -0.088 2.65
0.70 316150 26.2 2.67× 10−2 1.39 0.022 1.39
0.90 379000 41.4 4.23× 10−2 1.30 0.029 1.09
By measuring the failure threshold velocity at normal impact FTE90, the following trigono-
metric relationship holds [39]
FTE (θ) =
FTE90
sin θ
=
1
2
mH FTV
2
90
sin θ
(3.38)
where θ is the hailstone impact angle (see Fig. 3.5 for its definition). Since the mass of
hailstone mH is known, FTV90 can be determined and the nondimensional damage velocity
can be estimated dividing by the relative drop velocity Vrel. Finally, the computed velocity
at impact Vimp can be compared with the corresponding FTV of the panel for a given impact
angle, and the blade section may be flagged with hailstone damage when an excessive velocity
Vdam is reached, i.e.
Vdam = Vimp − FTV > 0 (3.39)
This evaluative damage criteria allows for quick analysis of wind turbine configurations
during the design phase or for a posterior damage assessment for existing installations. In
general, drivers of FTV are the structural characteristics of the composite material and
impact angle of the particle. The materials used for this study are 8-ply, 1.59 mm (0.062 in)
thick carbon/epoxy panels [40, 88].
Note that Eq. 3.34 gives an absolute terminal velocity of the hailstone. However, when
considering the rotative motion of turbine blades, the relative velocity Vrel is the vector
summation of the local blade translational velocity and hailstone resultant velocity VH .
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From a damage evaluation standpoint, the most restrictive case is represented by the blade
travelling upward, with the leading edge perpendicular to the hailstone trajectory, as shown
in Fig. 3.6. In this situation the highest velocities and thus impact energies are developed.
An additional way to characterize the damage due to hailstones is by computing the peak
impact force Fimp on the blade surface. A proposed form to estimate Fimp is given by the
formula [29]
Fimp = mH
(Vimp sin θ)
2
dH
(3.40)
Such formula was used in the literature to estimate the force due to water droplets [91, 92]
and it is here extended to hailstones for simplicity. The advantage of using Eq. 3.40 lies in
the ease of implementation. In fact, implementing a more accurate formula would require
a deep ballistic characterization of the target material. Despite these observations, results
show that applying such formula brings to reasonable estimates of Fimp, when compared
with instantaneous measurements from experimental setups [36].
The computational parameters and initial conditions for hailstones are summarized in
Table 3.8, where the relative hailstone drop velocity Vrel and failure threshold velocity FTV90
are nondimensionalized with respect to V∞.
3.3.4 Rain Drop Background
Aerodynamics of the Rain Drop
In order to establish the initial conditions for the droplet simulations, the motion of a water
droplet in its unperturbed descent needs to be evaluated. As opposed to the hailstone, the
terminal velocity of a rain drops follows the empirical law as [93–95]
Vterm,R = 943
[
1− e−(dR/1.77)1.47
]
(3.41)
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Again, the resultant droplet velocity VR will be the vector summation of Vterm,R, and the
wind speed Vwind, as shown in Fig. 3.6.
When approaching the wind turbine blade section, a water droplet is subject to a pro-
gressive shape modification due to the magnitude of aerodynamic forces with respect to the
surface tension forces [29, 96–98]. In fact, the relative flow seen by the droplet may cause
deformation and even fragmentation before impact. The physical parameter that represents
the ratio of aerodynamic forces with respect to the droplet surface tension is the Weber
number (We), that is
We =
ρ V 2rel dR
σR
(3.42)
Because of the droplet shape modification throughout the flowfield, the particle drag coeffi-
cient needs to be estimated accordingly. In particular, it was observed that a steep increase
in CD just prior to impact occurred, and values of drag coefficient greater than that of a cir-
cular disk appeared [99]. A quasi-steady model to describe the drag coefficient is proposed.
The particle drag coefficient is computed as an additive correction ∆CD,R to the spherical
drag, as a function of We, that is [100]
∆CD,R = We
[
0.2319− 0.1579 log10Re+
+0.047 (log10Re)
2 − 0.0042 (log10Re)3
]
(3.43)
Such a formula is an empirical correction that allows for simple drag computation, greatly
simplifying the mathematical approach. The considered rain drop diameter for the simula-
tions is 2 mm (0.079 in) and represents a typical value found in other experimental studies
and reviews [97, 98, 101, 102]. Note that similar to hailstones, Vwind is augmented by a gust
representing an increment in wind intensity due to the rain storm (see Eq.3.36).
29
Table 3.9: Material Constants
Phase Material ρ (kg/m3) C (m/s)
Rain drop (R) Water 1000 1464
Coating (C) UHMWPE 930 861
Substrate (SS) T800/3900-2 1590 2375
Rain Drop Damage
Upon impact with a solid surface, a droplet is subject to a complex system of shock waves
which lead to a compressible-liquid behavior [91, 103–105]. The instantaneous pressure P
generated by the impact of a water rain drop with the blade solid surface may be evaluated
through the modified water hammer pressure [29, 91, 102, 103, 106–109], that is
P =
ZR Vimp sin θ
1 + (ZR/ZC)
(3.44)
where Z are the impedances for rain drop (R), and coating (C). By introducing also the
impedance for the substrate (SS), the expressions for Z are
ZR = ρR CR; ZC = ρC CC ; ZSS = ρSS CSS (3.45)
Note that ZSS is composed by a matrix and a fiber phase, depending on the fiber content
of the material. The physical constants for rain drop, coating, and substrate are reported in
Table 3.9. Once the droplet impact velocity Vimp and impact angle θ are known (as defined
in see Fig. 3.5), the computation of the instantaneous pressures developed upon impact is
complete. However, due to the largely subsonic impact speeds, it is likely that a single im-
pact of a rain drop would not promote damage in the blade coating or substrate. For such
reasons, it would be of particular interest to be able to estimate the damage due to multiple
rain drop impacts. In fact, the blade coating may weaken and be removed over time due to
a fatigue mechanism imposed by numerous impacts on the same target [27]. The repetitive
rain drop striking results in an erosion of the blade coating.
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The approach implemented in the current study makes use of the damage model devel-
oped by Springer for coated composite materials subject to liquid droplet impact [101] and
reviewed in 2015 as a viable method to predict leading edge erosion [109]. The advantage of
doing so is in the ability to estimate the blade coating erosion rate given the average stress
on the coating surface. The erosion rate is a physical property associated with wear, and it
is defined as the ratio of removed target material with respect to the unit mass of erodent
[21]. In order to find an expression for the erosion rate, the average stress on the coating
surface σC is derived from the modified waterhammer pressure, that is
σC = P
1 + ψSC
1− ψSC ψRC
[
1− ψSC 1 + ψRC
1 + ψSC
1− e−γ
γ
]
(3.46)
where the impedance ratios ψ are computed as
ψSC =
ZSS − ZC
ZSS + ZC
; ψRC =
ZR − ZC
ZR + ZC
(3.47)
while the expression for γ is given in the following form
γ =
CC
CR
dR
δC
1 + (ZR/ZSS)
1 + (ZC/ZSS)
2
1 + (ZR/ZC)
(3.48)
Springer [101] developed an empirical formula to express the erosion rate of a coating layer
on top of a composite substrate as a function of σC , the material impedances Z, and other
structural parameters of the coating and of the composite substrate. The expression for the
coating erosion rate E due to multiple rain drop impacts is written as
E = 0.023
(
1
ni,C
)0.7
(3.49)
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where ni,C represents the number of impacts at that location during the incubation period on
the coating (i.e. before the erosion becomes evident on the target material). It is expressed as
ni,C = 7× 10−6
(
Seff,C
σC
)5.7
(3.50)
while the effective coating strength Seff,C is computed as
Seff,C =
4 σu,C (bC − 1)
(1− 2νC)
(
1 + 2k | ψSC |
) (3.51)
where σu,C is the coating ultimate tensile strength and bC is a dimensionless constant related
to the coating fatigue curve. Finally, the expression for the variable k appearing in Eq. 3.51
is the following
k =
1− e−γ
1− ψSC ψRC (3.52)
Note that once the erodent, coating, and substrate materials are chosen, the values of Z, ψ, γ,
k, and Seff,C are constants and are evaluated only once at the beginning of the computations.
Similar to hailstones, an additional way to characterize the damage due to rain drops is
by computing the impact force Fimp on the blade surface. A proposed form to estimate Fimp
is given by the formula [91, 92]
Fimp = mR
(Vimp sin θ)
2
dR
(3.53)
Such a formula represents the average impact force due to a liquid droplet on a solid, mo-
tionless target.
The computational parameters and initial conditions for rain drops are summarized in
Table 3.10 where the initial velocity components (V 0x,R and V
0
y,R), and the relative droplet
velocity (Vrel) are nondimensionalized with respect to V∞.
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3.4 Code Validation
The performance of the code BugFoil was compared with the well-established droplet-icing
code LEWICE [110–112]. LEWICE was used for comparing the droplet trajectories using
two airfoils at two different blade locations. In particular, it was chosen a rain drop diameter
d = 2 mm, an angle of attack α = 6 deg, and the blade locations at r/R = 0.70 and 0.90,
characterized by the airfoils DU 96-W-180 and -212, respectively. The input conditions
for the particles were identical to the conditions used for the blade analysis and shown in
Table 3.10. Note that LEWICE does not allow for a vertical component of the droplet
velocity, and therefore both codes were initialized by neglecting such component.
The collection efficiency β was used as a benchmark due to the different capabilities of the
codes. Figure 3.7 shows the comparison between the two codes for r/R = 0.70 [Fig. 3.7(a)],
and r/R = 0.90 [Fig. 3.7(b)]. As it can be seen, BugFoil can closely predict the location and
shape of the peaks at both bladespan locations. In particular, β has an excellent agreement
in the region of s = ±0.1, where the largest damage on the blade is observed. However,
the impingement limits appear to be consistently shifted toward smaller values of s at both
bladespan locations. Incidentally, a variation in angle of attack ∆α ≈ 2 deg would allow for
the tails of the β-curves to overlap, as it was observed during the validation. It was found
that BugFoil displays very similar β curves for a reduced angle of attack, when compared
with LEWICE. Such consideration suggested a substantial difference in the computed cir-
culation around the airfoil, driven by differences in local pressure. However, as shown in
Fig. 3.8, the coefficients of pressure CP computed by the two codes agree, hence the hypoth-
Table 3.10: Rain Drop Computational Parameters
r/R Re AKR dR/c V
0
x,R/V∞ V
0
y,R/V∞ Vrel/V∞ We
0.35 5870 0.695 6.39× 10−4 1.239 0.099 1.243 60.7
0.70 10030 1.142 1.05× 10−3 1.115 0.074 1.117 177.1
0.90 12484 1.810 1.66× 10−3 1.087 0.061 1.089 274.4
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(a)
(b)
Figure 3.7: Comparison of BugFoil and LEWICE: β curves for rain at (a) r/R = 0.70, and
(b) 0.90.
esis of differences in circulation is ruled out. Alternatively, the reason had to be found in
differences in particle aerodynamics.
Multiple tests of BugFoil were run using various resolutions for the array of impinging
particles. Because LEWICE does not allow the user to fix the vertical spacing between
particles upstream of the airfoil, such parameter was varied in BugFoil to match the number
of striking occurrences. However, even when this was accomplished, the shift in β curve was
still present. Finally, the code was tested by perturbing the initial droplet input parameters,
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Figure 3.8: Comparison of BugFoil and LEWICE: pressure coefficient CP on a DU 96-W-180
airfoil, α = 6 deg.
such as rain drop mass and diameter, but no appreciable convergence of the curves was
observed.
Lastly, a literature research was performed. The user manual of LEWICE [110], de-
scribes how the two codes handle the particle equations of motion differently. In particular,
LEWICE makes use of the particle lift and gravitational force, whereas BugFoil neglects
both. Unfortunately, a detailed explanation of the particle lift is not given in the manual,
hence it was concluded that the two codes may have substantial differences in predicting the
particle dynamics, which drive the observed differences in the β-curves. Nevertheless, good
agreement exists within the region close to s = ±0.1, where most damage occurs onto the
blade surface.
3.5 Results of the Simulations and Discussion
All simulations were performed by initializing BugFoil with the particle input parameters
of insects (Table 3.5), sand grains (Table 3.7), hailstones, (Table 3.8), and rain drops (Ta-
ble 3.10). Each location along the blade span was analyzed at three operating points cor-
responding to three angles of attack, as reported in Tables 3.3 and 3.4. A single simulation
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required an average of 2 sec of computation time on an Intel Core i7 machine with 8 GB
RAM running Linux Mint OS.
The results and discussion of the simulations are organized in the following manner: the
simulations for insects are discussed in Section 3.5.1, Section 3.5.2 discusses sand grains,
Section 3.5.3 discusses hailstones, and Section 3.5.4 discusses rain drops.
3.5.1 Insect Simulation
The insect trajectories and impact properties were evaluated at r/R = 0.35, 0.65 and 0.75,
corresponding to the airfoils DU 97-W-300, DU 96-W-212, and DU 96-W-180, respectively.
Normalized excrescence height ε with respect to insect length lI , and normalized normal
impact velocity VN with respect to V∞, are presented in Figs. 3.9, and 3.10, respectively,
as a function of airfoil arc length s. Peak values of ε are reached in the vicinity of s = 0
at all sections. However, the maximum value of ε is reached at r/R = 0.75, where the
highest simulated freestream velocity occurs [Fig. 3.9(c)], while the peak of ε decays steadily
when moving to inboard sections, as shown in Figs. 3.9(b) and 3.9(a). Changing angle of
attack has a modest effect on the peak value of excrescence height. At increased angles of
attack, maximum values of ε move slightly toward negative values of s, following the shift in
the stagnation streamline. Also, the insect impingement limits move forward on the upper
surface and aft on the lower surface with increasing angle of attack. In fact, for α = 8 deg
the lower impingement limit reaches the trailing edge of the airfoil, as shown in Figs. 3.9(c)
and 3.10(c).
Normal impact velocity curves, depicted in Fig. 3.10, show a common behavior through-
out the blade span. Velocity at impact increases at a lower rate from the lower impingement
limit toward the stagnation streamline compared with the upper impingement limit toward
s = 0. For all locations, an increment in angle of attack promotes a shallower gradient
toward the peak value of VN/V∞ on the pressure side (s < 0), while the effect is reversed
on the suction side of the airfoils (s > 0). A maximum value of VN/V∞ = 1.0 is reached
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Figure 3.9: Insect ε curves at (a) r/R = 0.35, (b) 0.65, and (c) 0.75.
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Figure 3.10: Insect VN curves at (a) r/R = 0.35, (b) 0.65, and (c) 0.75.
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at r/R = 0.75, and 0.65 in Figs. 3.10(b) and 3.10(c), while the maximum value of VN/V∞
is smaller at the most inboard section of the blade, as shown in Fig. 3.10(a). Moreover,
a rounded peak of VN/V∞ appears on thick blade sections, characterized by large leading
edge radii [Fig. 3.10(a)], as opposed to thinner sections with smaller leading edge radii
[Figs. 3.10(b) and 3.10(c)].
The insect impact efficiency, rupture ratio, and quantity of insect debris are plotted in
Fig. 3.11. The three blade sections are characterized by comparable values of EI for smaller
values of α, as shown in Fig. 3.11(a). When α = 8 deg, the largest value of EI is observed
at the section located at r/R = 0.75. Impact efficiency shows a weak correlation with α
at all blade sections. Also, Fig. 3.11(b) shows that rupture ratio ηR is comparable at all
three sections for small angles of attack. In general, it is observed that higher impingement
efficiencies appear for outboard sections of the blade, while comparable values of rupture
efficiencies can be observed at each section, with fair insensitivity to angle of attack.
Figure 3.11(c) shows the quantity of insect debris Q as a function of α along the blade.
The blade section with highest values of Q is located at r/R = 0.75, followed by the sec-
tion at r/R = 0.65, and 0.35. In general, Q represents a greater volume of insect debris
deposited on the outboard and faster blade sections, compared with the inboard locations.
Smaller insect rupture velocity Vrup/V∞ exists at more outboard sections, compared with
lower r/R-locations along the blade, as also reflected by higher values of ηR [Fig. 3.11(b)].
Results for the insect impingement and rupture surface ratio are shown in Fig. 3.12.
The insect impact surface ratio RI is maximum at the two most outboard sections, where
r/R = 0.65 and 0.75, as shown in Fig. 3.12(a). The parameter RI does not display a strong
correlation with lower values of angle of attack; whereas, for values of α > 6 deg a jump
in RI is observed at those locations. For thinner blade sections, the jump in RI is due to
the increased exposed area of the blade to impingement at higher values of α, as also shown
in Figs. 3.9(b) and 3.9(c). The rupture surface ratio RR is presented in Fig. 3.12(b). The
highest values of RR appear at r/R = 0.65 and 0.75, where freestream velocities are higher.
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Figure 3.11: Insect simulations: (a) impingement efficiency EI , (b) insect rupture ratio ηR,
and (c) quantity of insect debris Q at three blade spanwise locations.
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Figure 3.12: Insect simulations: (a) impact surface ratio RI and (b) rupture surface ratio
RR at three blade spanwise locations.
It can be concluded that sections with higher freestream velocities and smaller leading edge
radii [Figs. 3.13(b) and 3.13(c)] promote insect rupture on a larger portion of the surface
area compared with slower and more inboard thicker sections [Fig. 3.13(a)].
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(a)
(b)
(c)
Figure 3.13: Contours of insect normal impact velocity VN/V∞ at (a) r/R = 0.35
(α = 5.5 deg), (b) r/R = 0.65 (α = 6 deg), (c) and r/R = 0.75 (α = 6 deg); circles placed
at impingement locations, triangles at rupture locations, and red segments at maximum
VN/V∞.
3.5.2 Sand Simulation
Three blade sections were simulated for sand erosion, and curves of impingement efficiency
β and erosion rate E are plotted versus airfoil arc length s in Figs. 3.14 and 3.15. At
r/R = 0.35 a rounded peak of β ≈ 0.9 appears in the proximity of s = 0 for all angles of
attack [Fig. 3.14(a)]. An increment in α causes the sand β-curve to shift toward negative
values of s, indicating an increased probability of sand impingement on the pressure side
of the airfoil (s < 0). Moving toward the blade tip, the peak of β is sharper, and its
maximum value is approximately 1.0, as shown in Figs. 3.14(b) and 3.14(c). The smaller
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Figure 3.14: Sand β curves at (a) r/R = 0.35, (b) 0.65, and (c) 0.75.
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Figure 3.15: Sand E curves at (a) r/R = 0.35, (b) 0.65, and (c) 0.75.
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relative thickness and nose radii of the DU 96-W-212 and -180 airfoils compared with the
DU 97-W-300 airfoil yield the increase of β. When airfoil thickness is reduced, β increases
in maximum value and in growth rate along s.
By analyzing the curves for erosion rate E in Fig. 3.15, a common behavior is apparent
for the three blade sections. While there are two peaks, the maximum value of E is reached
on the suction side of all airfoils (s > 0) at locations slightly aft of the leading edge. At
higher angles of attack, the peak value of E increases and appears at lower values of s, closer
to the leading edge. On the pressure side of the airfoil (s < 0) a broader but lower peak of
erosion rate is observed. In general, the peak values of erosion rate are consistently lower on
the pressure side of all airfoils with respect to the peak values at the suction side.
The values of E at the blade leading edge (s = 0) are close to zero for all sections.
This behavior is physical and intrinsic in the coefficients K and n used to model the erosion
rate equation described by Eq. (3.33) (see Table 3.6). Erosion experiments on flat-plate
plastic materials show a peak in erosion rate for impact angles ≈ 30 deg, while two minima
are reached for tangent (θ = 0 deg) and normal impacts (θ = 90 deg) [59, 82, 113]. The
current erosion simulations reflect a coherent behavior in the proximity of the stagnation
line, where s ≈ 0 and θ ≈ 90 deg. When considering sand particles impinging away from
such region, their impact velocity is higher while their impact angle is lower, which results
in a peak of erosion rate at θ ≈ 22 deg. As θ approaches 0 deg, the erosion rate on the blade
surface becomes negligible. Finally, the overall blade maximum erosion rate is reached at
the most outboard section, located at r/R = 0.75 [Fig. 3.15(c)], while a value of E an order
of magnitude lower is observed at r/R = 0.35 [Fig. 3.15(a)]. It can be concluded that given
a ratio of freestream velocities V∞,0.35/V∞,0.75 ≈ 0.5, an erosion rate approximately an order
of magnitude lower is observed for the more inboard section of the blade.
The impact efficiency EI is plotted versus angle of attack in Fig. 3.16(a). As α increases,
EI increases linearly at all three blade locations. The section showing highest values of EI is
the thickest, while the thinnest airfoil shows the lowest values. Sand grains are lighter and
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Figure 3.16: Sand simulations: (a) impingement efficiency EI and (b) impact surface ratio
RI at three blade spanwise locations.
smaller than insects, and this fact is reflected by values of EI being greater than unity for
the majority of test cases. An inflection in the sand grain upper limit trajectory exists as
the particle approaches the blade section. The trajectory inflection makes values of EI > 1
appear. The smallest envelope of sand grains is captured by the blade sections at r/R = 0.65
and 0.75. On the other hand, by analyzing Fig. 3.16(b), maximum impact surface ratio RI
appears at the outboard section, where r/R = 0.75. The surface area of sand grains at
r/R = 0.35 is approximately a third in size compared with r/R = 0.75. For α = 8 deg,
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Figure 3.17: Erosion rate E at r/R = 0.35, α = 3.5 deg.
(a)
(b)
(c)
Figure 3.18: Contours of sand erosion rate E at (a) r/R = 0.35 (α = 5.5 deg), (b) r/R = 0.65
(α = 6 deg), and (c) r/R = 0.75 (α = 6 deg), where the circles are placed at sand grain
impact locations, and the red and magenta lines indicate maximum E on the blade suction
and pressure sides, respectively.
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comparable values of RI appear at r/R = 0.65 and 0.75.
To shed more light on the blade erosion characteristics, E versus impact angle θ is plotted
for the most inboard section (r/R = 0.35) at α = 3.5 deg in Fig. 3.17. The peak of erosion
rate occurs at θ = 22 deg, for both upper and lower blade sides. The role played by the
distribution of impact velocity around the curved blade surface is apparent. A larger value
of E is observed on the blade upper side where dynamic pressure is higher, as opposed to
the blade lower side, where E is lower. Such behavior is correlated to the velocity flowfield
around the blade section. In other words, the particles approaching the blade upper side are
transported with a higher momentum than the particles approaching the lower side.
Plotting the curves of erosion rate E onto the airfoil geometry helps understanding the
erosion phenomena significantly, as shown in Fig. 3.18(a). When moving toward the blade
tip, both peaks of E increase in value and move toward the blade leading edge, particu-
larly the peak on the blade pressure side. A broader range of negligible erosion rate in the
vicinity of the stagnation point is observed at r/R = 0.35, when compared with thinner and
more outboard sections [see Figs. 3.18(b) and 3.18(c)]. On the other hand, a wider range of
negligible erosion rate is observed on the blade pressure side at r/R = 0.75 [Fig.3.18(c)] as
compared with more inboard sections.
In real life, the continuous erosion produced by sand grains may result in a core com-
posite material exposure in the vicinity of the blade leading edge, where E has a maximum.
However, the erosion mechanism associated with composite matrix materials used for wind
turbine blades [33, 37] typically shows maximum erosion rate for θ in the range of 45–55 deg
[114–116]. In general, composite matrix materials have different erosion constants K and n
compared with the outer coating.
The results for insect and sand grain impact are summarized in Table 3.11. Note that
the rupture ratio ηR and rupture surface ratio RR may be defined for insects, but not for
sand grains.
48
Table 3.11: Average Values of Impact Efficiency, Rupture Ratio, Impact Surface Ratio, and
Rupture Surface Ratio
Particle r/R (EI)avg (ηR)avg (RI)avg (RR)avg
Insect 0.35 0.904 0.874 0.284 0.185
0.65 0.954 0.922 0.420 0.230
0.75 0.980 0.844 0.466 0.233
Sand 0.35 1.262 - 0.220 -
0.65 1.156 - 0.360 -
0.75 1.111 - 0.489 -
3.5.3 Hail Simulation
The trajectory of hailstones is evaluated at the three locations along the blade span. Im-
pingement efficiency β and damage velocity Vdam are plotted versus airfoil arc length s in
Figs. 3.19, and 3.20. The β-curves of hailstones appear to reach a maximum at s = 0 for
all three locations, as shown in Figs. 3.19(a), 3.19(b) and 3.19(c). Moreover, the maximum
of β appears to be insensitive in amplitude and location with respect to angle of attack
α. In fact, β = 1 is observed at all blade sections and for all considered angles of attack.
The little sensitivity of the hailstones to the aerodynamic flowfield generated by the wind
turbine blade is apparent. Because the hailstone mass is several orders of magnitude larger
than particles such as sand grains, the observed behavior is physical. As a further proof
of aerodynamic insensitivity, a fairly symmetrical shape of the β curve about s = 0 can be
observed. The effect of the blade flowfield on both the blade suction and pressure sides has
a limited effect on the impact s-location.
The damage velocity Vdam along the blade is plotted in Fig. 3.20. The hailstone impact
velocity reaches and exceedes the failure threshold velocity FTV at r/R = 0.90, promoting
panel damage [Figs. 3.20(b) and 3.20(c)]. Peak values of Vdam are reached in the near
proximity of s = 0 at that blade section, with a narrow range of s-values. Even though
no damage was detected at r/R = 0.35 [Fig. 3.20(a)] and 0.70 [Fig. 3.20(b)], it should be
noticed that a higher resolution of blade sections along the span would accurately determine
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Figure 3.19: β curves for hail at (a) r/R = 0.35, (b) 0.70, and (c) 0.90.
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Figure 3.20: Vdam curves for hail at (a) r/R = 0.35, (b) 0.70, and (c) 0.90.
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the first location of panel delamination when moving toward the blade tip. The absence
of damage for inboard sections is explainable when considering the local blade rotational
velocity, which decreases linearly by moving toward the blade hub.
Variations in angle of attack have little or no effect on Vdam at all three blade locations
(Fig. 3.20), and such phenomenon follows the rationale previously explained about the little
sensitivity of the β-curve to α. In general, a narrow range of damaged surface is observed.
This result is due to the dependency on θ of the FTE trigonometric, shown in Eq. 3.38.
Steeper impact angles occur at the blade leading edge, which corresponds to lower values of
FTE. When moving downstream of the leading edge, θ decreases, causing FTE to increase,
and therefore making it more difficult for hailstones to damage the panel.
Impact efficiency EI and damage ratio ηD versus α are plotted in Fig. 3.21. Values of EI
are consistently near unity for all blade sections and angles of attack, as shown in Fig. 3.21(a).
This result is caused again by the little sensitivity of hailstones to the blade aerodynamic
flowfield. In other words, hailstones impinge at nearly every location that the blade section
shows along the particle path. However, by observing Fig. 3.21(b) a small portion of the
impacting hailstones appear to promote damage. In fact, ηD is greater than zero only for
r/R = 0.90 where the impact velocity is high. Results also show that a variation in angle of
attack reduces linearly the fraction of damaging hailstones when moving toward the blade
tip. All the results are presented in Table 3.12 in terms of average and standard deviation
of EI and ηD.
The contours of damage velocity Vdam are plotted over the blade sections in Fig. 3.22.
It can be observed that the extent of surface subject to hailstone impact is fairly large
[Figs. 3.22(a), 3.22(b), and 3.22(a)]. However, FTV is reached only on a small region of
the blade surface at r/R = 0.90, where the relative impact velocity is high. Moreover, the
whole lower side of the blade is exposed to hailstone impact at α = 6 deg, even if the impact
velocity is modest.
The contours of hailstone impact force Fimp are shown in Fig. 3.23 for the three blade
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Figure 3.21: Hail simulations: (a) impingement efficiency EI and (b) damage ratio ηD along
the blade.
sections. At the inboard section (r/R = 0.35) [Fig. 3.23(a)] Fimp is modest, but it increases
rapidly moving toward the blade tip [Figs. 3.23(b) and 3.23(c)]. In particular, Fimp can
be approximated as ∝ V 2P . By analyzing Fig. 3.23 it can be seen that the highest impact
forces occur at the very leading edge of the blade and the whole lower surface is invested by
hailstones, with modest values of Fimp at the trailing edge. However, it is well known that
blades are fairly weak with respect to strong impacts on the trailing edge, hence a valuable
information comes from the present analysis.
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(a)
(b)
(c)
Figure 3.22: Contours of hailstone damage velocity Vdam at (a) r/R = 0.35 (α = 5.5 deg),
(b) 0.70 (α = 6 deg), (c) and 0.90 (α = 6 deg); circles placed at impingement locations and
red segments at maximum Vdam.
3.5.4 Rain Simulation
The trajectory of falling rain drops is considered in the current Section. The curves of im-
pingement efficiency β, and erosion rate E are plotted versus airfoil arc length s in Figs. 3.24,
and 3.25. Similar to the hailstone case [see Fig. 3.19], the β-curves of rain drops have a maxi-
mum at s = 0 for all three locations, as shown in Figs. 3.24(a), 3.24(b) and 3.24(c). However,
as opposed to the hailstone case, the maximum value of β never reaches the value of unity.
Also, the peak of β is somewhat sensitive to variations in angle of attack α. In fact, for
increasing α, the β-peak decreases in magnitude and moves toward the blade lower side
(s < 0), following the shift in stagnation point. The upper impingement limits of rain drops
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Figure 3.23: Contours of hailstone impact force Fimp at (a) r/R = 0.35 (α = 5.5 deg), (b)
0.70 (α = 6 deg), (c) and 0.90 (α = 6 deg); circles placed at impingement locations and red
segments at maximum Fimp.
Table 3.12: Average Values and Standard Deviations of Hail Impact Efficiency and Damage
Ratio
Particle r/R (EI)avg σEI (ηD)avg σηD
Hail 0.35 0.995 3.50×10−3 0.0 0.0
0.70 1.011 1.03×10−2 0.0 0.0
0.90 1.050 2.79×10−2 0.015 3.2×10−3
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show a consistent shift toward the blade leading edge for large values of α [Figs. 3.24(a),
3.24(b) and 3.24(c)]. The emerging information from this analysis is that the impingement
pattern of rain drops is strongly correlated to the blade angle of attack and flowfield, as
opposed to hailstones.
The erosion rate E of the coating for three blade sections is plotted in Fig. 3.25. The most
apparent result of the computations is that E increases rapidly when moving from the blade
inboard sections [Fig. 3.25(a)] toward more outboard sections [Figs. 3.25(b) and 3.25(c)].
Moreover, E is appreciable only on a small portion of the blade within the impingement
limits. In fact, negligible values of E appear on the majority of blade surface subject to
impingement, while most of the erosion is concentrated in the vicinity of the leading edge.
Also, the shape of the E-curves suggests that the geometry of the leading edge modifies
the pattern of the E-peaks. Blade sections with smaller leading edge radii have sharper
peaks of E [Figs. 3.25(b) and 3.25(c)], compared with more inboard sections [Fig. 3.25(a)].
Finally, the effect of an increased α has a sensitive influence on the maximum value of E.
In particular, at r/R = 0.90 [Fig. 3.25(c)] the erosion rate is about one third smaller when
α is increased from 4 deg to 8 deg.
Rain impact efficiency EI and impact surface ratio RI are plotted versus α in Fig. 3.26.
The most striking information obtained from EI [Fig. 3.26(a)] is that large blade sections
promote a more consistent deviation of rain drops, which is reflected by values of EI smaller
than unity at r/R = 0.35 and 0.70. In fact, thick blade sections perturb the flow early,
allowing for rain drops to deviate from their path sooner. This observation is a further con-
firmation of the susceptibility of rain drops to the flowfield, through the local blade chord
length and thickness. However, the blade angle of attack does not have a significant effect
on EI .
By examining Fig. 3.26(b) a mixed behavior of RI can be observed with respect to α.
In particular, the surface of the blade that is mostly affected by rain drops is located at
r/R = 0.90, and in general such value decreases when moving toward the hub. It can be
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Figure 3.24: β curves for rain at (a) r/R = 0.35, (b) 0.70, and (c) 0.90.
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Figure 3.25: E curves for rain at (a) r/R = 0.35, (b) 0.70, and (c) 0.90.
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Figure 3.26: Rain simulations: (a) impingement efficiency EI and (b) impact surface ratio
RI at three blade spanwise locations.
concluded that at r/R = 0.9, the airfoil has the slimmest leading edge of those analyzed,
allowing for larger surface areas exposed to rain impingement. On the contrary when moving
inboard, the large leading edge radius shades the aft portion of the blade section, allowing
for smaller values of RI .
The contours of erosion rate E due to rain drops are displayed over the three blade sec-
tions in Fig. 3.27. First, a strong increase in E is evident when moving toward the blade tip.
Also, the contours show that the extent of impinged blade surface is greater for the blade
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lower side of the, when compared with the upper side. An explanation of such behavior
comes from the sensitivity of rain drops to the blade flowfield and the geometry of the blade.
In fact, once the blade is set at a given angle of attack, the incoming droplet may approach
the upper side only tangentially, while striking a larger portion of the blade lower side.
The contours of droplet impact force Fimp are shown in Fig. 3.29. Similar to hailstones
[Fig. 3.23], Fimp is modest when considering the inboard section (r/R = 0.35) [Fig. 3.29(a)].
However, when moving toward the blade tip [Figs. 3.29(b) and 3.29(c)], Fimp increases
rapidly. It has to be noted that the largest blade portion subject to rain impact lies below
the blade stagnation point. Such behavior was explained in the previous paragraph, regard-
ing the erosion rate E. As a further support of this observation, the blade sections with the
bulkier leading edge [Figs. 3.29(a) and 3.29(b)] show larger portions of blade lower surface
exposed to rain, when compared to the section with thinner leading edge [Fig. 3.29(c)].
An estimate of the rain drop damage with respect to blade velocity is proposed. From
the E-contours [Fig. 3.27] it appears that the erosion rate is related to the cubic power of
the local blade velocity, whereas Fimp shows a square power correlation to it [Fig. 3.29].
Finally, a comparison of the rain drop impact force is performed at r/R = 0.90 for three
angles of attack, as shown in Fig. 3.28. For all angles of attack, values of Fimp ≈10 N are
reached. By looking closely, however, an increase in α causes a drop in Fimp. In particular,
the maximum Fimp recorded for α = 8 deg is about 1/3 smaller than the maximum Fimp
observed for α = 4 deg. An explanation of such behavior is due to shape deformations of
the rain drop as it approaches the blade surface while varying the Weber number We. In
fact, close to the stagnation point, the high-pressure regions of the lower surface will cause
a relative flow that deforms the rain drop, increasing the drag coefficient. In other words,
rain drops that impinge on the blade lower side will be slowed down more than rain drops
impinging on the upper side of the blade. Such behavior will cause a more prominent damage
when small angles of attack are considered.
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Figure 3.27: Contours of rain erosion rate E at (a) r/R = 0.35 (α = 5.5 deg), (b) 0.70
(α = 6 deg), (c) and 0.90 (α = 6 deg); circles placed at impingement locations and red
segments at maximum E.
Figure 3.28: Comparison of rain instantaneous impact force Fimp at r/R = 0.90 for three
angles of attack.
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Figure 3.29: Contours of rain impact force Fimp at (a) r/R = 0.35 (α = 5.5 deg), (b) 0.70
(α = 6 deg), (c) and 0.90 (α = 6 deg); circles placed at impingement locations and red
segments at maximum Fimp.
Table 3.13: Average Values and Standard Deviations of Rain Impact Efficiency
Particle r/R (EI)avg σEI (RI)avg σRI
Rain 0.35 0.861 0.022 0.265 0.014
0.70 0.893 0.023 0.370 0.135
0.90 0.988 0.046 0.500 0.094
62
3.6 Parametric Studies
The current Section is intended as an expansion of the previous. In fact, interesting ob-
servations and damage indications can be drawn by departing from the mere analysis over
the blade span of single types of particle. In this analysis, only one input parameter will
be varied for the damage simulation, and the effect to the blade damage will be analyzed.
In particular, properties such as blade angle of attack α, nondimensional particle mass AK,
and freestream velocity V∞ will be varied, while all the remaining blade properties will be
kept constant, i.e. airfoil geometry, blade span location r/R, blade materials, and particle
type.
3.6.1 Effect of Blade Angle of Attack on Sand Erosion
The conclusions drawn on blade span erosion highlighted the important interaction of the
blade flowfield with respect to sand grain trajectory, impact velocity, and angle at impact θ
(Section 3.5.2). It was also concluded that the erosion due to sand is far more prominent when
moving toward the blade outboard sections, than when considering inboard span stations.
Hence, it is useful to analyze sand grain impacts of 200 µm in diameter on a DU 96-W-180
while varying α, and correlate it to the location of maximum erosion rate E on the blade
surface. For the previous reasons, a blade section at r/R = 0.75 is considered, also to allow
for easy interpretation of the erosion rate curves.
When translating the simulations into real life examples, the erosion rate represents an
indication of where the blade surface mass would be attacked and removed over time by the
impinging particles. In other words, if one would inspect a real blade over a long period of
time, he or she would see the first evidence of surface damage where maximum erosion rate
occurs. Because the erosion rate of a blade shows two peaks as described earlier, the first
damage to appear on the blade surface would be located where the peaks of E occur, on the
upper and lower surfaces.
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Figure 3.30: Effect of blade angle of attack α on sand erosion rate E at r/R = 0.75.
In the stall-regulated wind turbine scenario, if α is intended as the angle between the
wind turbine rotational velocity and the incoming wind (see Fig. 3.2), a low-wind day can
be associated with low α; conversely, a high-wind day will present high values of α. By
overlapping the curves of erosion rate at r/R = 0.75, and sweeping for a range of angles
of attack α = 0 – 10 deg, some interesting conclusions can be drawn (Fig. 3.30). During
low-wind days, the erosion peak on the blade upper side is rearward, whereas the erosion
peak on the lower side is forward. By gradually increasing the wind intensity, the upper
maximum erosion rate moves closer to the leading edge and increases in amplitude. On the
lower side, the erosion peak moves toward the blade trailing edge and decreases in strength.
Finally, note that the upper erosion peak is consistently higher than the lower erosion peak.
Three simplistic assumptions are made here to draw some conclusions: first, on a given
time interval all types of wind conditions are equally probable; second, the concentration
of sand particles in air is constant; third the mass and aerodynamic properties of the sand
particles do not change. In such conditions, the earliest damage in time that an observer
would see on the blade upper side is caused by a high-wind day, since it shows the highest
erosion rate peak. Conversely, the earliest damage that would appear on the blade lower
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Figure 3.31: Effect of sand grain diameter on erosion rate E at r/R = 0.75.
side will be caused by low-wind days. Over a period of time, the first visible damage on the
blade would appear on the upper side, followed by damage on the lower side. Note that such
observations are especially valid for fixed-pitch wind turbines.
In general, the damage pattern due to sand grains would appear as a shallow, homogenous
area of abraded coating, characterized by orderly scratches due to a tangential material
removal operated by hard particles. Where coating is completely removed, the paint would
merge onto the exposed matrix in a continuous manner, with no steps or cracks, as shown
in Fig. 3.36.
3.6.2 Effect of Particle Size on Sand Erosion
The sole damage analysis over the blade span is limitating when trying to understand the
role of different sand grain diameters with respect to the erosive damage to the surface. In
the current Section the assumption of constant particle size, and hence mass, is dropped.
Because of the complex interaction between particle dynamics and erosive damage on the
blade, simulations are performed at r/R = 0.75 for multiple sand grain diameters. In
particular, it is considered a range of diameters d = 50–800 µm for simulating impacts on a
DU 96-W-180 at α = 6 deg.
By overlapping the erosion rate contours for each particle diameter (Fig. 3.31), some
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interesting observations can be made. First, an increase in particle diameter will cause
an increase in both the upper and lower erosion rate peaks; an enlargement of impinging
envelopes is also observed. Second, the peaks of E on the upper side move toward the blade
trailing edge when the particle mass increases; the opposite happens on the blade lower side.
For the smallest simulated particle diameter, the upper peak of E appears interestingly close
to the blade leading edge. Once again, the upper erosion peak is consistently higher than
the lower peak at all tested conditions.
The underlying assumption of the current parametric study is that the average wind
speed at a given wind farm does not vary substantially over time, hence not affecting the
blade angle of attack. However, the emerging information allows for a deeper understanding
of the environment in which the wind turbine operates. In fact, if the damaged blade
surface is analyzed and the chordwise locations of maximum damage are measured, an
investigator can estimate the average diameter (or mass) of the particle eroding the surface
by comparing it with sand erosion simulations for various particle sizes. In other words,
by examining the damage, a characterization of the air quality of the wind farm may be
performed. Such conclusions may be used to revisit the design process or for choosing
erosive-resistant coatings to be used on a particular blade subject to intense sand erosion,
typical of desertic environments.
By analyzing Fig. 3.35, an eroded area on the blade upper side can be seen close to the
leading edge. Hence it may be concluded that the damage observed on the upper side may
be caused by either particularly small sand grains (Fig. 3.31), or by a consistent use of the
blade at moderate-to-high angles of attack, as explained in the previous section (Fig. 3.30).
The latter would be even more plausible when considering pitch-regulated wind turbines.
However, the author believes that by electronically scanning the damaged areas and by
characterizing the micro scratches due to sand, an investigator could give a definitive answer
to this question. The same conclusions, but reversed for particle diameter and angle of
attack, could be drawn for the blade lower side.
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Figure 3.32: Effect of blade velocity V∞ on sand erosion rate E at r/R = 0.75.
3.6.3 Effect of Blade Velocity on Sand Erosion
The vast diffusion of pitch-regulated wind turbines makes it interesting to consider the effect
of variations in blade velocity with respect to sand erosion. In Section 3.5.2 it was seen that
the erosion rate grows with approximately the third power of inflow velocity. In the present
analysis, it is considered a sand particle diameter d = 200 µm impacting on a DU 96-W-180
airfoil set at α = 6 deg, located at r/R = 0.75, for a range of inflow velocities V∞ = 40–
80 m/s.
Figure 3.32 shows the sand erosion rate E for a range of inflow velocities. The most
relevant information is related to the growth in maximum erosion rate with an increase
in V∞. By doubling the inflow velocity, a maxium erosion rate approximately eight times
larger is observed. It is interesting to notice that both upper and lower chordwise locations of
maximum erosion rate move downstream when V∞ increases. Also, the location of maximum
erosion rate on the airfoil lower side is more sensitive to variations in V∞, when compared
with the upper side erosion rate.
A conclusion regarding the time-evolution of the blade surface damage is drawn. In a
given wind farm, a blade that is statistically used at high values of V∞ will display an earlier
damage over time, with respect to a slower spinning blade. Specifically, since the erosion
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rate represents a measure of surface mass removal over time, a blade invested by twice the
inflow velocity of a slower blade will show evidence of damage approximately eight times
faster. From a practical standpoint, if such blade would display damage after two years of
operation, a slower blade would show damage after approximately sixteen years of operation.
Such conclusion can be drawn by fixing the particle characteristics in the air surrounding
a wind farm, and also by disregarding the fatigue on paint coating due to heavier particles
hitting the blade over such extended time.
3.6.4 Effect of Blade Angle of Attack on Rain Erosion and
Impact Force
Rain drops represent the most complex of all the four types of particle implemented in the
current research. In particular, the aerodynamic properties of the particle are evaluated
along the entire trajectory, and are related to the Weber number We, that is responsible
for shape and hence drag modifications, as shown in Eqns. 3.42 and 3.43. Therefore, it is
expected a strong influence of the flowfield seen by the droplet to the impact velocity on
the blade surface. This translates into a particularly sensitive behavior of the blade damage
with respect to the flowfield encountered by the rain drops, for both erosion rate E, and
instantaneous impact force Fimp.
Similar to erosion due to sand, rain erosion is sensitive to the blade span location. To
enhance the details of this observation, a DU 96-W-180 located at r/R = 0.90 is considered.
A range of of angles of attack is chosen, α = 0–10 deg, in order to vary the aerodynamic
flowfield encountered by the particles, while the rain drop initial properties are held con-
stant, in particular d = 2 mm (0.079 in).
The simulations for E are displayed in Fig. 3.33. The most striking aspect is the strong
relationship beetween angle of attack and erosion rate, affecting both the maximum value
and impingement envelope. In particular, low values of α promote significantly higher ero-
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Figure 3.33: Effect of blade angle of attack α on rain erosion rate E at r/R = 0.90.
sion rate peaks, compared with the scenario for a large α. The upper envelope of E is quite
sensitive to angle of attack, whereas the lower envelope does not show a strong correlation.
Also, the location of maximum E is sensitive to increments of α, and it shifts toward the
blade lower side while strongly decreasing in magnitude.
Similar observations can be done by analyzing the contours of Fimp shown in Fig. 3.34.
The most relevant difference between the contours of Fimp and E is the magnitude of the
damage contour, being larger for Fimp. Note that the locations the peaks in impact force
peaks are the same as the erosion rate peaks.
To explain the observed damage contours of Figs. 3.33 and 3.34 it is required an un-
derstanding of the shape modifications in the rain drop through the impacting trajectory.
Therefore, a brief explanation of the blade aerodynamic flowfield is included. The inviscid
thin-airfoil aerodynamic theory predicts a peak in velocity on the airfoil upper surface, just
downstream of the leading edge. Such peak becomes more prominent as α is increased.
Hence, the region around the blade upper side presents a velocity that is larger than the
freestream velocity V∞. The opposite occurs on the blade lower side, since the freestream
has to come to rest on the stagnation point. For a streamline approaching such region, a
decrease in velocity is seen.
A rain drop traveling through these two regions will be subject to a very different aero-
dynamic behavior. In fact, a rain drop moving through the upper side flowfield is subject
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Figure 3.34: Effect of blade angle of attack α on rain instantaneous impact force Fimp at
r/R = 0.90.
to a shape modification due to the local Weber number that is far more modest than the
modification due to the low velocity region, on the blade lower side (Eqns. 3.42 and 3.43).
In other words, because the velocity on the blade upper side is high, the rain drop will see
a relative flow that does not affect drastically the shape. Conversely, a decrease in velocity
will translate into a relative flow that will flatten the droplet near the blade lower side, hence
increasing dramatically the particle drag [96, 97, 99]. A rain drop on the blade lower side
would hit the surface at a reduced velocity, when compared to a particle on the upper side.
Considering also the blade angle of attack and the angled rain drop trajectory toward the
blade section will result in prominent damage contours on the blade upper side for low α.
Consistently weaker contours would appear on the lower side for high values of α.
The current analysis has contributions toward the analysis of real-life cases. By making
similar assumptions as for the sand erosion case (equally probable wind conditions, constant
rain drop size and concentration over time) the earliest visible damage due to erosion and
impact on the blade would occur on the upper side, due to low angles of attack. In fact, in
such conditions the damage levels are fare more important than for high angles of attack.
In other words, even if the majority of blade operating hours are spent at moderate-to-high
angles of attack, the surface damage that would firstly appear is due to instances of low α,
when it is present a more severe erosion.
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In conclusion of the present parametric study, the damage pattern due to rain drops
would appear as small cracks and pits on the blade coating, due to the fatigue imparted by
repetitive collisions [101]. As opposed to the sand erosion, the coating would chip and fall off
the blade starting on the blade upper surface, leaving a step between the coating and core
material, as seen in Figs. 3.37 and 3.38. Figure 3.38 shows fairly well the orientation of the
fibers in the core composite material, as a further support of this observation,. Interestingly,
the borders of the coating follow the same orientation as the fibers, perpendicularly alter-
nating to each other. For such reasons, it is suggested that a fatigue-induced damage due to
impact with heavy particles such as rain drops exists, when compared with the orderly and
homogenous erosion due to lightweight sand grains (Figs. 3.35 and 3.36).
3.7 Multiple Damage Interactions
By using the damage contours discussed in the previous Section, along with detailed pho-
tographs of blade damaged areas, one can formulate possible mechanisms of the combined
action of multiple types of particles on wind turbine blades. Due to the limited availabil-
ity of photographic evidence of real-case damaged blades, two explanations of damage are
here proposed. The first explanation relies on the lighter particles such as insects and sand,
whereas the second combines rain drops, hailstones and sand.
3.7.1 Damage Due to Lightweight Particles (Insects and Sand
Grains)
1. Lightweight particles that are entrained in the wind mainly collide in the proximity of
the blade leading edge. In fact, the maximum observed insect debris thickness is close
to the blade stagnation point; whereas, sand grains collide approximately at the same
blade locations, but they promote two erosion peaks downstream of the stagnation
point, where impact angles reach ≈ 22 deg.
71
Figure 3.35: Leading edge of a wind turbine blade exposed to erosion (courtesy of 3M).
Figure 3.36: The shallow, homogenous damage due to sand grains on a blade leading edge.
2. Over the long term, the action of sand through erosion may cause a removal of coating
material where E is high. On the other hand, a narrow strip of intact coating may
be left along the very leading edge of the blade, where the erosion rate is significantly
lower [see Fig. 3.35].
3. Due to repetitive impacts of particles at the leading edge, a fatigue mechanism on
the blade coating may arise. Also, the bonding properties of the residual coating may
decay due to a lack of coating integrity. The detachment of this residual strip is fur-
ther promoted by impact with heavier particles such as large insects, rain drops, and
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hailstones. A completely uncoated area in the proximity of the leading edge may re-
sult as a consequence.
4. The action of sand grains continues by eroding the composite core matrix of the blade.
However, the peak of erosion rate for core matrix materials occurs at θ ≈ 45– 55 deg
[85, 114–116]. In such conditions, the peak of E shifts to s-locations closer to the
stagnation line of the blade, causing further damage at that location.
5. Assuming the absence of cracks in the coating, the erosion proceeds from areas just
downstream of the leading edge to more upstream locations. Such behavior is valid
when plastic-based coatings and composite core materials are chosen for blade manu-
facturing.
3.7.2 Damage Due to Heavier, Water-Based Particles and Sand
1. Depending on the climatic conditions of the considered wind farm, it may be postu-
lated that the erosion rate levels typical of sand (E σ(10−4 g/g)) would generate a
comparable effect to the erosion due to rain (E σ(10−9 g/g)). In fact, the number of
striking occurrences due to sand may be several order of magnitudes smaller than the
occurrences due to a rain fall.
2. The erosive damage due to sand grains is severe in the vicinity of the leading edge,
especially on the blade upper side. In such region, the continuous action of the particles
would abrade the surface and reduce the coating thickness. The damage pattern will
appear as an homogenous area characterized by orderly, shallow scratches.
3. The action due to hailstones and rain drops appears more prominent on the blade
upper side as well. However, the damage pattern due to such particles will result
in blade pittings and paint cracks, especially where the coating has been worn and
thinned out by sand grain erosion.
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4. Due to the multiple damage interaction between lightweight particles and heavy par-
ticles, the coating will fall off the blade upper surface, leaving a step in the surface
finish, and exposing the blade core matrix material, see Figs. 3.37 and 3.38.
5. Because the vast majority of modern wind turbines are pitch-regulated, the pitch
control system may increase the blade angle of attack to compensate for the loss of
lift due to the damaged surface. By doing so, the blade lower side will be exposed
to a lower erosion rate level both for sand and rain drop damage (Figs. 3.30 and
3.33), when compared with the clean-blade configuration, as explained in Section 3.6.1.
Therefore, the blade lower side will not experience significant surface abrasion, as shown
in Fig. 3.37.
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Figure 3.37: The leading edge of a wind turbine blade exposed to rain erosion [50].
Figure 3.38: Paint cracks and core matrix fibers caused by fatigue mechanisms [50].
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3.8 Aerodynamics of Damaged Airfoils
The typical aerodynamic scenario for blade sections requires operating at maximum aero-
dynamic efficiency (Cl/Cd)max. Hence, it is of particular interest to predict the performance
of the blade sections in a damaged configuration due to particle impingement. The chosen
particle for such analysis are sand grains. In this section it is discussed the prediction of
aerodynamic performances on a damaged DU 96-W-180 airfoil subject to sand erosion. Two
fixed transition points are considered on the upper and lower surfaces, xutr = 3.13 %c and
xltr = 8.39 %c, respectively. These points are obtained from BugFoil the computations at
r/R = 0.75 and α = 6 deg, since it represents a suitable design point in the surroundings of
(Cl/Cd)max.
3.8.1 Polars of a Blade Section Subject to Sand Erosion
The aerodynamic polars of the DU 96-W-180 airfoil are computed by using XFOIL for clean
surface conditions, upper only fixed transition (U) (set by erosion), lower only fixed transition
(L) (set by erosion), and both upper and lower fixed transitions (U+L). All computations
were carried out at Re = 6.88 × 106 as it represents a reasonable Reynolds number for a
blade section located at r/R = 0.75 and c = 1.7 m.
Figure 3.39 shows the effects on the aerodynamic performance due to the various combi-
nations of fixed transition. By assuming that the earliest damage in time would appear on
the blade upper surface, an initial large increase in Cd is observed with respect to the clean
configuration. Although smaller, a further increase in Cd is observed once the lower surface
damage also appears. Finally, a drag coefficient approximately double the clean Cd for U+L
transitions is observed. A larger contribution to Cd of the upper fixed transition may be
explained by considering the pressure gradients acting on the upper surface and the longer
curvilinear path covered by the boundary layer on the upper surface when compared with
the lower surface. In fact, a thicker boundary layer would be observed on the upper surface
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when compared with the lower surface. This would contribute to the overall form drag of
the blade section which would increase more for the upper surface contribution than for the
lower surface.
The aerodynamic efficiency Cl/Cd plot (right hand side of Fig. 3.39) depicts a similar
scenario to the previous paragraph. This time however, the drop in efficiency from clean
to fixed upper transition is drastic and brings the blade section to a ≈40 % penalization
in Cl/Cd at α = 6 deg. Once the lower blade transition is also fixed, a further decrement
in aerodynamic efficiency is observed, bringing the blade section to approximately half the
aerodynamic efficiency of the initial clean conditions. Finally, by observing Fig. 3.40 an
initial drop in Cl can be observed for upper transition, followed by a modest recovery when
U+L-transitions are set. Such behavior may be due to the over-prediction in lift coefficient
of XFOIL and should be verified with higher-order methods such as CFD. It should be noted
now that the damage history of the blade section is not crucial to the present analysis. In
fact, identical considerations may be drawn when considering an early lower transition, and
a later upper transition. As a support for the current results, it is relevant noticing that
similar figures were obtained for the experimental investigation of damaged wind turbine
airfoil performance carried out in previous studies by means of wind tunnel [117].
A final consideration emerges from the present analysis regarding the automatic pitch
control of the blade. Holding the blade to a fixed pitch angle due to the design Cl would
result in a loss of potential maximum aerodynamic efficiency after the damage is established
on the blade surface, as shown in Fig. 3.39. Such an observation would translate into an
increased COE over time, which may be mitigated by increasing α and moving the damage
operating point closer to (Cl/Cd)max for U+L fixed transitions, i.e. in damaged conditions.
3.8.2 Parametric Study on the Location of Fixed Transition
It is relevant to investigate the effect of the chordwise position of fixed transition on the
airfoil aerodynamic performance. In fact, it was observed that the chordwise location of
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Figure 3.39: Cl, Cd, and Cl/Cd curves of a DU 96-W-180 for clean and damaged conditions.
maximum erosion rate is sensitive to blade spanwise location, local angle of attack, and
particle mass (see Sections 3.5.2, 3.6.1, and 3.6.2). By using XFOIL, a parametric study
on the chordwise position of upper (U), and lower (L) fixed transitions is performed on a
DU 96-W-180 airfoil.
The effects of the chordwise transition position on Cl can be seen in Fig. 3.41. Two curves
are shown, each obtained by modeling one surface with chordwise variable transition while
imposing the transition point due to sand erosion on the opposite surface (xutr = 3.13%c,
and xltr = 8.39%c). The most appreciable effect on Cl is due to the transition on the airfoil
upper side. In fact, when considering the airfoil at the upper damage design point, a loss
of ≈ 7% Cl is observed with respect to the clean section. Interestingly, the effect on Cl due
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Figure 3.40: Drag polar of a DU 96-W-180 for clean and damaged conditions.
Figure 3.41: Effect on Cl of the chordwise location of fixed transition for a DU 96-W-180.
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Figure 3.42: Effect on Cd of the chordwise location of fixed transition for a DU 96-W-180.
to the transition location on the blade lower side is not very dependent on the chordwise
position. Moreover, XFOIL predicts a marginal gain in Cl for early transitions, with respect
to the natural transition location.
Varying the chordwise location of transition has an important effect on Cd for both upper
and lower blade sides, as shown in Fig. 3.42. However, once again the effect on the drag
coefficient is more sensitive to the upper side transition location, when compared with the
lower side. Such a result is a confirmation that the boundary layer thickness increases more
on the pressure recovery region on the blade upper side, hence contributing to a larger in-
crease of Cd, compared with the blade lower side. It is observed that for the upper damage
design point a ≈ 40% increase in Cd exists, compared with a ≈ 12% increase in Cd for the
lower damage design point.
The analysis presented in the current Section highlights the importance of the blade ge-
ometry with respect to erosion. It can be concluded that the chordwise location of maximum
erosion rate is translated into sensitive effects on the aerodynamic behavior of the blade sec-
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tion, once surface erosion becomes significant. In other words, the shape of the clean blade
can dictate where the earliest damage would appear; the blade shape also dictates the per-
formance in rough conditions due to the chordwise transition location on the upper and
lower surfaces. Such an observation is an important feedback on blade geometry subject
to sand erosion, with respect to minimizing the loss of aerodynamic performances once the
airfoil is damaged. In general, the blade designer would favor blade section geometries that
promote erosion peaks as downstream as possible from the leading edge, allowing for better
aerodynamic performances in rough conditions.
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Chapter 4
Particles in Boundary Layer
Throughout the present work, an inviscid flowfield was prescribed by BugFoil to compute
the particle velocity along the impacting trajectory. However, the role of the air viscosity
within the boundary layer around a blade section remains unknown. In principle, one could
assume that due to the momentum deficit within the viscous layers, the striking particles
would approach the blade surface at a reduced velocity, when compared with the inviscid
flowfield case. Such behavior would translate into a reduced damage, especially for particles
that impinge tangentially onto the blade surface and hence traveling within the boundary
layer for long distances. However, it is likely that the viscosity would affect mostly the
light and small particles such as sand grains, out of the four types considered. In fact, sand
grains may be completely immersed in the boundary layer flowfield due to a small diameter,
and also the associated erosive damage is strongly dependent on the angle θ and velocity at
impact Vimp (see Fig. 3.5).
In Fig. 4.1 the boundary layer thickness δ of two blade sections at r/R = 0.35 and 0.75
is considered. It can be seen that transition to turbulent boundary layer occurs around half
chord-length for both r/R = 0.35 and 0.75, as shown by the fast growth of δ downstream the
natural transition points. It would be a fair assumption considering most of the boundary
layer to be laminar in the proximity of the impingement areas on the clean blade section.
Remembering that BugFoil makes use of the flowfield potiential theory implemented in
XFOIL [62, 118], it is particularly challenging to modify the computational method and
estimate the flowfield components within the boundary layer. In fact, XFOIL computes
the boundary layer integral quantities to estimate the airfoil performance when viscosity is
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Figure 4.1: Boundary layer development at r/R = 0.35 and 0.75: dimensional thickness of
the boundary layer δ on upper and lower surfaces versus dimensional chordwise coordinate,
and to-scale boundary layer thickness.
considered [119]. This implies that a point-wise flowfield computation within the viscous
layers is not performed. Such computation is essential when evaluating the particle motion,
and therefore the particle trajectory within the boundary layer.
Potentially, an implementation of a method based on the Falkner-Skan laminar boundary
layer velocity profiles [62, 89] would solve the issue of characterizing the flowfield once the
particle is within the viscous region. Obviously, such approach would be valid only within the
laminar regions of the boundary layer, and hence only within the chordwise natural transition
locations on the airfoil which vary with angle of attack and Reynolds number. The boundary
layer thickness δ(x) would have to be estimated as a function of the particle chordwise-
location and a logical condition would have to be implemented to verify the presence of the
particle within the viscous flowfield. Also, a pressure gradient around the surface would have
to be obtained to implement the full Falkner-Skan boundary layer profiles. Finally, very little
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Figure 4.2: Blasius laminar velocity profiles on a zero-pressure gradient flat plate.
could be done to model the boundary layer velocity components once the turbulent region
is considered if not implementing a more advanced scheme such as RANS, LES or DNS.
Due to the reasons previously explained, it is particularly impractical to implement a
point-wise boundary layer computation in BugFoil. Moreover, out of all the investigated
types of particle, only sand grains are consistently smaller than the boundary layer thickness
on the blade surface. In the current Section it is investigated the role of a zero pressure
gradient flat-plate laminar boundary layer on sand grain particles impinging at various angles
θ and nondimensional masses AK. A stand-alone MATLAB code developed and used to
compute the particle trajectories by implementing the equations of motion (Eqs. 3.14 and
3.15), the sand grain aerodynamic model (Eq. 3.30), and the erosion rate E (Eq. 3.33). The
Blasius equations relative to a zero-pressure gradient, flat plate laminar boundary layer are
implemented to determine the sand grain velocity components, as shown in Fig. 4.2. Note
that the Blasius equations are obtained from the Falkner-Skan family of equations once the
pressure gradient term is set to zero [89].
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4.1 Sand Grain Trajectories and Damage in Laminar
Boundary Layer
4.1.1 Trajectories
The trajectories of sand grains through the laminar boundary layer of a flat plate are inves-
tigated for particle diameters d = 50, 100, 200, and 800 µm. The particles are injected in
the flowfield at a fixed initial orientation θ0 = 14 deg taken with respect to the horizontal
plate, and at constant x0 and y0 position. Also, to ensure consistency with BugFoil, the
components of the particle initial velocity are normalized to the unity, thus
√
U2S,0 + V
2
S,0 = 1 (4.1)
for all particles. Finally, the grain shape factor f is set equal to 0.846, to be consistent with
the simulations performed with BugFoil.
By analyzing Fig. 4.3 the effect of particle diameter, and hence mass, can be seen on
the trajectory through the boundary layer. Two main differences exist when considering the
air viscosity, with respect to the inviscid case. In the viscous case, the sand grain travels a
shorter distance within the boundary layer, when compared with the inviscid case. Moreover,
a steeper impact angle with the surface is observed. However, an increase in particle diameter
allows for such differences to reduce dramatically, and appear to be negligible starting at
d = 200 µm, equivalent to AK = 0.328.
Since the most subject particle to viscosity within the boundary layer is also the smallest,
an analysis at constant d = 50 µm is performed (AK = 0.082). The initial values of θ0 are
varied over a range 14 – 90 deg in order to simulate impact with the surface at various angles.
The trajectories are plotted in Fig. 4.4, and the most striking conclusion is related to the
traveled distance within the viscous region when varying the particle approaching angle.
It can be seen that at shallower angles, the particle is slowed down more when compared
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Figure 4.3: Trajectory comparison for different diameters of sand grains when viscosity is
considered.
Figure 4.4: Trajectory comparison of sand grains when varying the approaching angle.
with a particle perpendicularly approaching the flat plate. Such observation also emerges
by considering the large distance traveled by shallower particles within the boundary layer.
4.1.2 Damage
The damage due to sand grains to the surface is now analyzed. By considering the sand
erosion rate E (Eq. 3.33), one can expect differences in the erosion rate curves when con-
sidering the air viscosity, as opposed to the inviscid case. It should be rememembered that
E is related to the particle velocity and angle at impact. By computing E for the particles
characterized by d = 50 µm and 800 µm, a few conclusions can be drawn, as shown in
Fig. 4.5. First, small particles show a reduced maximum erosion rate in the viscous case,
when compared with the inviscid computations. Such a difference is far more important for
the 50 µm particles, rather than for 800 µm. In the latter case, a negligible reduction on
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maximum E exists when the air viscosity is considered. The second observation is that the
shape of the erosion rate curve is preserved regardless of the viscosity. However, a slight
shift of the E-peak is observed once the 50 µm particle is considered. In particular, the peak
in the inviscid case occurs at ≈ 22 deg, whereas it is at ≈ 25 deg in the viscous case.
The present observations make it possible to conclude that the lack of flowfield momen-
tum within the boundary layer is responsible for a reduced impact velocity and increased
impact angle, when compared with the inviscid scenario. Such effect is translated into a
reduced erosion rate that is evident only when considering very small sand grains. When
moving to the wind turbine scenario, a small particle nondimensional mass AK results from
a large blade chord c, or small particle mass, as shown in Eq. 3.13. Therefore, noticeable
effects on E due to the air viscosity may appear at more inboard sections for two reasons:
the blade chord c is larger, when compared to more outboard sections; the boundary layer
thickness is also larger due to the smaller local Reynolds number [89]. Thus, the erosion
rate computed toward the blade tip is affected only marginally by the viscous effects of the
boundary layer. It was also noticed that the general shape of the erosion rate curves show
small differences when considering the air viscosity, therefore suggesting that an inviscid
computation of the erosion rate at the blade outboard sections would be a valid first-order
simulation.
4.2 Effect of Turbulent Boundary Layer on Erosion
Patterns
Given a newly-installed wind turbine blade, the smooth blade surface finish would allow
for the considerations of Sec. 4.1 about the boundary layer to be realistic. However, once
the blade surface is worn out by particle erosion, the most evident damage will initially
appear at locations where E is high, as explained in Sections 3.7.1 and 3.7.2. Along with a
modification of surface conditions, it will be observed a modification in the boundary layer
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Figure 4.5: Comparison of erosion rate E on a flat plate for two sand grain diameters.
pattern, and a transition from laminar to turbulent will likely happen [56].
Before continuing the analysis, an important observation should be made. When con-
sidering the inviscid erosion rate contours of Fig. 3.18, compared with the erosion patterns
on real-case blades [Figs. 3.35 and 3.36], a rather important difference can be seen. In fact,
photographs show a rather localized damage on the blade, as opposed to the large envelopes
of damage predicted by the inviscid code, especially downstream the E-peaks on both upper
and lower surfaces.
Driven by such observations, it can be assumed that the localized roughness on the blade
surface would promote transition from laminar to turbulent boundary layer exactly where
the E-peaks occur, once the critical height is achieved by roughness ∗. Hence, the differences
in the observed erosion pattern may be explained by considering the vortical and chaotic
motion of air within the transitional and turbulent regions along the damaged surface. In
fact, due to the existence of coherent structures such as funnel vortices in the transition
region, followed by strong fluid fluctuations, it is likely that the lightweight particles such as
sand grains would be subject to strong trajectory modifications through the boundary layer
[120–122]. The chordwise, smooth, particle motion within the laminar boundary layer region
∗This assumption should be also integrated with the surface displacement model explained in Chapter 6
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may be transformed into a spanwise, chaotic, and rotational motion in the turbulent regions.
Such effects would translate into a reduced erosive potential for the particles traveling in
these viscous regions. In other words, the existence of a turbulent flowfield induced by the
surface damage may be responsible for a damage reduction on blade locations downstream
of the chordwise transition location.
4.3 Comparison with Blade Sections
The MATLAB tool developed for computing the particle trajectory and damage within
boundary layer flowfields is used for a comparison with the inviscid erosion rate analysis ob-
tained by BugFoil. Three spanwise blade locations are considered, as discussed in Sec. 3.5.2.
The simulations on flat plate are performed by using the same particle conditions as for the
blade computations, i.e. same AK, Re, and f . All results are plotted in Fig. 4.6. Note
that the BugFoil simulations produce two E-curves, the greater of the two representing the
damage on the blade upper side, the lower representing the blade lower side. Also, for the
current analysis the limits of the E-axis are not kept constant to allow for an easier inter-
pretation of the results.
When considering the blade most inboard section located at r/R = 0.35, in Fig. 4.6(a),
the effect of the air viscosity on E is the most prominent, when compared with the sections
at r/R = 0.65 and 0.75 [Figs. 4.6(b) and 4.6(c)]. Such result confirms the conclusions stated
in Sec. 4.1. However, one remarkable difference appears when considering the blade section
scenario, with respect to the flat plate. In fact, a reduced maximum value of E appears
at all bladespan locations, when compared with the flat plate simulations. Particularly at
r/R = 0.35 [Fig. 4.6(a)], the difference in maximum erosion rate is prominent, and it is
approximately 15% smaller than for the flat plate scenario. Such difference becomes smaller
when approaching the blade tip [Figs. 4.6(b) and 4.6(c)]. Also, a progressively evident shift
in the E-peaks toward smaller values of θ is observed by moving toward inboard sections.
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Given a set of particle characteristics, it can be concluded that the observed alterations
on the erosion rate curves are solely due to the aerodynamic flowfield around the blade sec-
tion. Because the airfoil geometry drives the flowfield experienced by the particles, a crucial
effect of the blade geometry is discovered. In other words, the shape of the airfoil is the only
responsible for a variation in surface erosion patterns, when compared with the flat plate
scenario. For such reasons, it is of particular interest to investigate what geometric features
a blade design may have in order to reduce the experienced erosion, hence prolonging the
surface lifespan of a given wind turbine blade.
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(a)
(b)
(c)
Figure 4.6: Comparison of sand erosion rate E for flat plate and blade sections at (a)
r/R = 0.35, (b) 0.65, and (c) 0.75. 91
Chapter 5
Blade Section Shape Optimization
The wind turbine industry has developed several devices to help mitigate the effect of air-
borne particles striking on the blade surface. In particular, chemical companies have com-
mercialized leading edge tape products [51], which allow for convenient and easy repairs,
when compared to the normal blade maintenance cycle [48, 60]. However, from the stand-
point of an aerodynamic designer, such an approach may appear as a sub optimal solution.
Therefore, it is valuable to investigate the blade section geometry features that allow for the
minimization of the erosive damage on the surface.
As explained in the present research, the wind turbine blade damage scenario is complex
and multi faceted. An optimization for all types of particle impact may be difficult, and
mostly not significant. In fact, the blade geometry features that would allow for damage
minimization are very different from one type of particle to the other. From an aerodynamic
point of view, it is interesting to notice the correlation between the blade flowfield and the
particle interaction with the surface. At present, insects represent a complex scenario, which
is challenging to undertake due to the large variety of species and the large knowledge gaps
concerning their aerodynamic behavior. Other particles such as hailstones are character-
ized by a trajectory that is completely independent from the blade flowfield. Little can be
done from an aerodynamic optimization standpoint to minimize the panel delamination due
to hailstone strikes. However, the two remaining particles that are most sensitive to the
blade flowfield are sand grains and rain drops. Both these particles are associated with an
erosion rate E, hence allowing for an estimate of surface material loss. From an optimiza-
tion perspective, such a parameter represents a direct feedback of the airfoil fitness with
92
respect to particle erosion.
In Section 3.8.2 it was highlighted the crucial role of the chordwise transition location
due to an erosion driven damage. The other relevant contribution to such an observation
is given by the magnitude of the erosion rate peaks. In fact, large values of erosion rate E
are responsible for an earlier visible damage on the blade over time, when compared with
smaller values of E. Given the air quality characteristics of a chosen wind farm, a blade
geometry that is responsible for higher erosion rates will output less energy than a more
damage-resilient blade over time. Such considerations motivate the investigation of different
blade section geometries, under the novel perspective of airborne particle erosion.
Within the present research, it was investigated the role of the Delft University wind
turbine airfoil family applied to the damage problem [9, 68, 70]. Even though this choice of
airfoils is currently representative of well-established wind turbines, it is somewhat limitative
when trying to investigate the geometric features that potentially minimize damage to blade
sections. In fact, the NREL airfoil family offers a wider variety of upper and lower surface
topology and curvature, when compared with the DU family. For such reasons, the NREL
S family of airfoils is here included [33, 123]. Finally, because the most prominent effects
of particle damage are seen when moving toward the blade tip, the focus is on optimizing
outboard blade section geometries.
5.1 The Effect of Blade Shape on Sand Erosion
The current Section is focused on finding the optimizing features for airfoil geometry when
sand erosion is present. Such a scenario is relevant when considering wind farms in desertic
locations, along with off shore Megawatt scale wind turbines that are becoming increasingly
popular. An efficient way to compare the effect of blade geometry on the erosion rate is to
fix the particle, freestream conditions, and airfoil operating point while varying the airfoil
geometry. At this point, it is significant to choose a design lift coefficient Cl rather than
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an angle of attack, since it represents a better indication of the section operating conditions
once the airfoil geometry is included in the blade final design. A lift coefficient of 1.0 is
chosen and all results are presented as a comparison of four couples of airfoils, as shown in
Figs. 5.1, 5.2, 5.3, and 5.4. The erosion peaks on the airfoil upper side are denoted by red
marks, whereas the cyan lines denote lower side peaks.
A DU 96-W-180 and a DU 96-W-212 are compared in Fig. 5.1 because they are char-
acterized by very similar upper geometries, whereas the maximum thickness is due to the
different curvature of the lower surface. The upper erosion peaks are virtually identical in
value, shape, and chordwise maximum location. On the other hand, the more bulbous front
part of the DU 96-W-212 promotes an erosion peak on the lower side that is noticeably
farther downstream, when compared with the thinner DU 96-W-180 airfoil. In other words,
the fuller shape of the lower side allows for the erosion peak to move downstream while also
becoming flatter. No appreciable effect is detected as far as the maximum value of E on the
blade lower side.
The situation is reversed when considering the airfoils NREL S817 and S831 in Fig. 5.2.
Such airfoils have similar lower side geometries in the front part, whereas the upper side is
more bulbous for the NREL S831. The lower erosion peaks appear approximately at the
same chordwise location, although the shape of E appears to be flatter for the NREL S817
airfoil. An important difference emerges when considering the upper erosion peaks. Again,
the bulkier geometry promotes an erosion peak farther downstream of the leading edge,
when compared to the thinner section. Also, a slight drop in the maximum value of E is
seen when considering the NREL S831.
A more complex scenario is shown in Fig. 5.3, where a NREL S804 is compared to a
NREL S832 airfoil. Such airfoils appear to be very different in shape, for both upper and
lower surfaces. The main similarity between geometries is due to their maximum thickness
only. Once again, the more bulbous leading edge on the upper side of the NREL S804
allows for a more downstream location of the erosion rate peak, compared with NREL S832.
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Figure 5.1: Erosion rate comparison for a DU 96-W-180 and a DU 96-W-212 at Cl = 1.0,
effect of the lower side geometry. Upper side erosion rate peaks in red; lower side erosion
rate peaks in cyan.
Figure 5.2: Erosion rate comparison for a NREL S817 and a NREL S831 at Cl = 1.0, effect
of the upper side geometry. Upper side erosion rate peaks in red; lower side erosion rate
peaks in cyan.
95
Figure 5.3: Erosion rate comparison for a NREL S804 and NREL S832 at Cl = 1.0, effect
of both upper and lower side geometries. Upper side erosion rate peaks in red; lower side
erosion rate peaks in cyan.
Figure 5.4: Erosion rate comparison for a DU 96-W-180 and a DU 96-W-212 at Cl = 1.0,
effect of the upper and lower side curvature. Upper side erosion rate peaks in red; lower side
erosion rate peaks in cyan.
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However, it is important to note that an increment in E is observed on the airfoil upper
side, whereas the situation is reversed on the lower side. In particular, the very flat, slanted,
bottom surface of the NREL S832 allows for maximum E to be very close to the leading
edge, while a substantial drop exists for the rest of the lower side of the airfoil.
Finally, Fig. 5.4 shows another example of the airfoil geometry impact on the erosion
rate curves. The airfoils here considered are the NREL S813 and NREL S810. The subtle
curvature changes in the upper side geometry allow for a reduction in upper side erosion peaks
when considering NREL S810, where the peak in erosion rate appears more downstream when
compared with the NREL S813 airfoil. The lower surface is however the most interesting
aspect of this comparison. A flat, reduced erosion curve appears on the slanted, straight
lower geometry of the NREL S810, when compared with the NREL S813.
5.2 Lessons Learned
The analysis of Section 5.1 highlights the role of the blade geometry with respect to erosion.
It can be concluded that the chordwise location of maximum E is translated into appreciable
effects on the aerodynamics of the blade section once tangible surface erosion exists. On the
other hand, the maximum value of E is also driven by the blade section shape. In other
words, the shape of the clean blade can dictate when and where the earliest damage would
appear on the surface; the blade shape also dictates the performance in rough conditions due
to the chordwise transition location on the upper and lower surfaces. Such an observation is
an important feedback on the quality of the blade geometry with respect to minimizing the
loss of aerodynamic performance once the airfoil is damaged. In general, the designer would
favor geometries that promote the lowest erosion peaks located as downstream as possible
from the LE, thereby allowing for better aerodynamic performance in rough conditions.
From the comparison of the airfoils it can be concluded that:
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• The LE slope is an important feature of the geometry that drives the chordwise location
of maximum E. In particular, a more bulbous upper side allows for the maximum E
to appear more downstream, when compared with thinner LE geometries.
• A similar observation could be made for the blade lower side. However, it was observed
that the curvature of the airfoil may play an important role on both the shape of the
E curve and the maximum location of E (see Fig. 5.1).
• The sensitivity of maximum E to variations in airfoil geometry is smaller when com-
pared with the sensitivity of the chordwise location of maximum E. However, even
small changes in maximum E translate into longer blade life, extending the clean,
smooth conditions for the wind turbine, and yielding relatively higher values of GAEP
over time.
5.3 Figure of Merit
The considerations explained in the previous Section pose a new problem, that is quantifying
the fitness of an airfoil subject to sand erosion. It is significant to combine both the maximum
value of E and the corresponding chordwise location to obtain a numerical feedback on the
airfoil erosion performance. In particular, a designer would want to penalize high values of
erosion rate, while obtaining transition locations to be as downstream as possible on the
blade surface. For these reasons, if such a designer would want to create the best erosion-
resilient airfoil of those previously considered, he or she would need to combine the upper
airfoil geometry of the NREL S804 [Fig. 5.3] with the lower geometry of the NREL S810
[Fig. 5.4].
The mathematical method to obtain the fitness of an airfoil subject to sand erosion is
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through the following figure of merit (FOM), that is
FOM =
1
Eumax
(1.1 + xutr)
ωu +
1
Elmax
(
1 + xltr
)ωl (5.1)
where ωu and ωl are the weights assigned to the upper and lower surface, respectively, in
order to penalize or promote the chordwise location of transition. Such aspect is tied with
the analysis of Section 3.8.2 and represents a powerful way to promote one aspect of the
geometry with respect to the other. Because the upper side has shown a more important
effect on the airfoil performance in damaged conditions compared with the lower side, the
two chosen values for the weights are ωu = 5 and ωl = 1.5.
By computing FOM for the airfoils discussed in Section 5.1 it is possible to make a
ranking based on the erosion performance, as summarized in Table 5.1. The best performing
airfoil is the DU 96-W-212, even if such result has to be considered along with the airfoil
thickness. In fact, t/c = 21.2% for such airfoil, representing the largest thickness amongst the
tested airfoils. In light of the earlier conclusions, it is unsurprising to notice that the thickest
airfoil would outperform all the competitors. Moreover, the fact that the NREL S810 and
S804 airfoils come second and third in the ranking is a comforting result since it captures
the designer’s desire of minimizing the erosive effects. When selecting the blade section
geometries to be used for the blade design, the designer may fix the value of t/c for structural
purposes, hence reducing the pool of airfoils to choose from.
A final consideration should be done on the aerodynamic performances of the airfoils. In
fact, from an aerodynamic standpoint the selection of airfoil geometries needs to be coupled
with an analysis of Cl and aerodynamic efficiency Cl/Cd over a range of angles of attack. It
is important to avoid selecting damage-resilient geometries that however may penalize the
ultimate goal of blade design, that is operating at high values of aerodynamic efficiency.
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Table 5.1: Figure of Merit of Eight Airfoils Subject to Sand Erosion
Airfoil t/c (%) FOM Rank
DU 96-W-180 18.0 14608 4
DU 96-W-212 21.2 15237 1
NREL S817 16.0 13492 8
NREL S831 18.0 14558 5
NREL S804 17.9 14953 3
NREL S832 15.0 13955 6
NREL S813 16.1 13946 7
NREL S810 18.0 15045 2
5.4 Airfoil Optimization
The objective of the blade section optimization is to maximize FOM . This is translated
into a compromise between maximum erosion rate Emax and chordwise location of fixed
transition xtr. Modern optimization algorithms include gradient-based and genetic schemes.
Gradient-based optimization schemes may be often challenging to implement as they require
the exact mathematical model of the physics behind the problem. Because of the interplay
between aerodynamics and particle dynamics, a gradient-based approach is disregarded in
favor of a genetic algorithm (GA) scheme [124].
Based on BugFoil, the code developed for estimating wind turbine damage due to airborne
particles, a MATLAB wrapper has been implemented to perform GA optimization. Because
the authors required complete freedom in the selection of the GA parameters, the wrapper
has been written completely in-house, thus not using the available toolboxes of MATLAB.
Two main steps were involved in the optimization method implemented in this Chapter,
with incremental degree of complexity. The early phase was based on perturbations of
existing airfoil geometries since it was expected to provide insight about the optimum airfoil
geometries while retaining simplicity for implementation. Such an approach can be regarded
as a direct airfoil design using GA optimization, aimed at maximizing FOM . In this initial
approach the aerodynamic performance of the airfoils were not considered, as the scope
100
was obtaining a first indication of the optimal geometries. The second part of the study
implemented the more general and flexible theory of inverse airfoil design [125, 126] coupled
with genetic optimization (see also Ref. [127]). At that phase, the aerodynamic performance
of the airfoils were considered, hence resulting in a multi objective optimization problem. In
particular, the objectives of the optimization were (Cl/Cd)max and FOM .
5.5 Genetic Optimization through Geometry
Perturbations
The first approach implemented for optimization makes use of random tournament selec-
tions to march through generations. The basic scheme of the genetic optimization through
geometry perturbations follows these steps:
1. A pool of suitable airfoils is selected from the existing literature,
2. The geometric properties of two airfoils are combined in a random fashion in order to
obtain a new generation (crossover),
3. Random perturbations on the airfoil properties may be seeded to increase species
diversity (mutation),
4. The constraints are imposed: typically Cl or α, and (t/c)max,
5. The particle code BugFoil is executed (evaluation),
6. FOM is computed and data is written into a logfile,
7. The best n specimens are selected for crossover for the next step (selection),
8. The algorithm proceeds back to step 2 until the number of maximum generations is
reached or convergence is obtained.
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Several questions arise on how to optimize a blade section shape. In particular, a designer
may be interested in using existing geometries and modifying only a few aspects of those,
for example the leading edge curves, the airfoil camber, or the airfoil thickness. Since no
prior literature exists with respect to wind turbine airfoil optimization, multiple approaches
to the optimization process were investigated.
5.5.1 Optimization of the Leading Edge
The particle analysis carried out in Chapter 3 highlighted the LE as the primary location of
particle impact [87, 128]. For such reasons, an initial investigation of solely the LE geometry
for a given airfoil is performed. The idea is to perform subsequent crossovers of an airfoil
with a mutated version of itself, for a given number of generations.
A practical issue involving the LE optimization is finding suitable families of geometric
curves to generate smooth, naturally-looking airfoils. In fact, even if the choice of algebraic
n-degree polynomials may seem natural, it has several issues as far as continuity in the
first and second derivative (C1 and C2), once the modified branch has to merge with the
pre-existing part of the geometry. For these reasons, the Bezier polynomials were chosen to
optimize the LE geometry. Such polynomials allow to fix the start and end points of a curve,
while varying the path through the position of intermediate control points [127, 129–131].
For Bezier curves, the number control points dictates the degree of the Bezier polynomial. It
should be noted that the higher the degree of the Bezier polynomial, the higher the number of
convexities and concavities that a curve may have. Such considerations reduce considerably
the viable number of control points. From a practical standpoint, once the LE portion of a
given airfoil is obtained, a precise replacement of such a geometry may be performed while
still maintaining continuity and shape regularity with the existing curves of the airfoil.
To obtain shape continuity and smoothness, two control points are fixed at the start and
end points of the upper and lower LE curves (P1 and P5 in Fig. 5.5), while two control
points are placed strategically next to them, and named P2 and P4. These control points
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Figure 5.5: Modification of the LE geometry. Black solid line: original geometry; red line:
modified geometry; red circles: Bezier control points; black crosses: possible positions of the
random control point.
Figure 5.6: Bezier curves applied on the LE geometry of a DU 96-W-180 airfoil. Red circles:
upper Bezier control points; cyan circles: lower Bezier control points.
act on the second derivative of the curve in the region where the modified LE has to merge
with the existing geometry. To investigate the optimal LE shape with the GA scheme, the
coordinates of the last control point P3 are randomly selected by the algorithm on a mesh of
possible positions. The mesh is defined as a grid of coordinates within the forwardmost LE
point, and the location of maximum thickness of the airfoil. By operating in such a way, the
regularity of the LE curve is mantained to a reasonable extent even for extreme positions
of the random control point P3. Moreover, this decision avoids the possibility of concave
curves or very flat leading edges. Figure 5.6 shows the results of applying such an approach
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to the upper and lower curves of the DU 96-W-180 LE. As it can be seen in the lower part of
the figure, a natural-looking airfoil is obtained for random positions of the upper and lower
P3 points.
5.5.2 Results
Three airfoils are considered: the DU 96-W-180, the DU 96-W-212, and the DU 96-W-250 by
moving from the blade outboard region toward the hub. The three airfoils differ in thickness
(t/c). In fact, the outboard airfoil is 18% thick, followed by 21.2 %, and finally a 25% thick
airfoil is used. Each optimization is run by iteratively performing a crossover of the airfoil
with a mutated version of itself, followed by the computation of FOM . The GA is stopped
once the maximum number of generations is reached, which in this case is 100.
The selected airfoils are optimized by mantaining the same inflow velocity and chord
length, so that the results between airfoils are comparable, and the effects of the inflow
velocity on the erosion rate E are the same. A 37-m wind turbine blade, with a tip-speed
ratio of λ = 8.7, and operating at 23 rpm is considered. The diameter of the sand grain
used for the optimization is d = 200 µm, the inflow velocity is V∞ = 69.4 m/s, the airfoil
chord length is c = 1.7 m, and the airfoils are tested at Cl = 1. By doing so, the airfoils
operate with the same amount of circulation per unit span, hence the aerodynamic effects
on the particle trajectories are comparable far from the blade surface. All simulations were
performed with BugFoil[87, 128] nested in a newly-written GA routine. The evaluation of a
single individual requires ≈ 6 sec computational time on a 8 Gb RAM Core i7 Linux machine
running LinuxMint OS. On average, the runtime for each optimization was 3 hours.
Figure 5.7 shows the history of FOM with respect to the number of generations for the
three airfoils. It can be observed that convergence is reached with a wide margin on the
maximum number of generations. The optimized leading edges are presented in Fig. 5.8 for
the three airfoils. Despite the different thickness, the first common characteristic to all three
airfoils is related to the curvature of the upper side of the LE. The optimized upper side
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Figure 5.7: LE optimization: history of FOM for the three airfoils.
appears more bulbous, especially for the DU 96-W-180 [Fig. 5.8(a)] and for the DU 96-W-180
[Fig. 5.8(c)] as compared with the original geometries. The second common characteristic is
related to the flat, slanted lower side of the LE, visible in all three airfoils.
A comparison of FOM is reported in Table 5.2. The airfoil with the highest FOM is the
DU 96-W-250 which is also the thickest airfoil of the three. Again, a thick airfoil allows the
sand particles to slow down more, offering near-normal impacts on the lower surface, thus
mitigating the erosion effects when compared with thinner airfoils, as mentioned in Sec. 5.2.
Also, it can be seen that a consistent increase in FOM exists for the three airfoils when
compared to their baseline.
The results for the LE optimization show that the observations of Sec. 5.1 are repeated.
In particular, a high FOM can be obtained by allowing the sand particles to hit at a steep
angle on the lower side, while offering moderate angles of impact on the upper side. Moreover,
the lower side of the optimized airfoil, characterized by a flat, slanted surface may allow for
a stronger decrease in particle velocity compared with more curved surfaces.
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(a)
(b)
(c)
Figure 5.8: Optimized LE of (a) DU 96-W-180, (b) DU 96-W-212, and (c) DU 96-W-250;
sand grain diameter d = 200 µm, Cl = 1.
5.5.3 Global Airfoil Optimization
The optimization of the LE geometry only is restricting and prevents the exploration of larger
design spaces. In this Section, the airfoil optimization is performed by a crossover operator
within a selected pool of airfoils with comparable thickness. The idea is to blend the airfoil
geometries by computing the random weighted average of the upper and lower geometries
of the parent airfoils. Figure 5.9 shows the result of operating a crossover on two fairly
different geometries, the NREL S804 and the DU 96-W-212 geometry. The weighted average
crossover allows for the child geometry to lie in between the geometry of the parents, while
considerably expanding the design space with respect to LE optimization. Such approach
makes it possible to only consider viable geometries, thus enhancing the effectiveness of the
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Figure 5.9: An example of the crossover operator: weighted average of a NREL S804 and
DU 96-W-212 airfoils.
Table 5.2: Figure of Merit of the DU Family Airfoils Before and After Leading Edge Opti-
mization
Airfoil FOMoriginal FOMoptimized %∆FOM
DU 96-W-180 14,608 19,799 35.5
DU 96-W-212 15,237 20,380 33.7
DU 96-W-250 15,952 21,024 31.8
optimization process by reducing the possibility of faulty airfoils.
A starting pool of six airfoils is selected with t/c ≈ 18%. The pool is composed by the
following airfoils: DU 96-W-180, NREL S804, S810, S813, S817, and S831 (see Table 5.1).
Two different optimization approaches are pursued. The simplest involves the crossover of
unmutated parents only, where unmutated refers to geometries that are a linear combination
of previous geometries (pure crossover). By doing so, an insight is expected with respect to
the fittest shapes for the upper and lower airfoil surfaces. The second approach involves also
LE edge perturbations (crossover and mutation) in the form of Bezier curves, as explained
in Sec. 5.5.1. The second approach is expected to achieve better FOM values and give a
clearer view of the optimal airfoil shape.
5.5.4 Results
Figure 5.10 shows the optimization history of FOM and geometry without LE perturbations
[Figs. 5.10(a) and 5.10(b)], and with LE perturbations [Figs. 5.10(c) and 5.10(d)]. The
convergence for the optimization with no LE perturbations [Fig. 5.10(a)] occurs at a faster
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(a) (b)
(c) (d)
Figure 5.10: Global airfoil optimization: (a) and (c) best FOM , (b) and (d) best airfoils
at each selection, using no LE perturbations, and using LE perturbations respectively; red
airfoils: best individuals; t/c = 18%, sand grain diameter d = 200 µm, Cl = 1.
rate than the convergence for the LE perturbations [Figs. 5.10(c)]. The presence of LE
perturbations also allows for prominent jumps in the FOM curve before convergence.
Because the starting pool of airfoils is unchanged, a striking similarity between the two
geometry histories can be seen [Figs. 5.10(b) and 5.10(d)]. Due to its simplicity, the approach
with no LE perturbations [Fig. 5.10(b)] shows fewer optimal shapes through the evolution
when compared with the LE perturbation approach [Fig. 5.10(d)]. In fact, by focusing on
the LE region, a more crowded scenario can be observed when the LE perturbations are
used, as shown in Fig. 5.10(d).
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Figure 5.11: Comparison of global airfoil optimization.
A comparison of the optimal geometries can be seen in Fig. 5.11. The LE appears more
skewed on the upper side when the LE perturbations are used, as opposed to the fuller
and more rounded LE of the other case. Such a shape, which can be thought of as a knee
shape, allows for the peak of erosion rate E to move considerably downstream on the upper
surface. Due to this fact FOM can achieve sensibly larger values when compared with
the no LE perturbations approach as shown in Table 5.3. However, from an aerodynamic
point of view a knee shape is responsible for strong and localized LE suction peaks. An
unfavorable boundary layer growth is expected in that region with possible early separation
and a significant drop in aerodynamic performance (increase in Cd and decrease in Cl).
An important piece of information related to the airfoil camber is obtained by observing
Figs. 5.10 and 5.11. Since the current approach is based on airfoil blending, the camber of
the optimal airfoils is free to vary through the GA optimization. Both optimal airfoils have
a pronounced camber with respect to the optimal airfoils obtained in Sec. 5.5.2. As the GA
algorithm progresses, the increase in camber is due to an upward shift of both the lower and
upper surfaces of the airfoils [Figs. 5.10(b) and 5.10(d)]. It can be concluded that cambered
airfoils allow for weaker suction peaks on the upper side for a given lift coefficient Cl when
compared with non-cambered airfoils operating at the same Cl. Such feature allows for the
particles to impact the upper surface at a reduced velocity, hence promoting smaller values
of E. On the lower side, a flat surface allows for the particle to slow down more, hence
reducing the erosive effect.
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Table 5.3: Figures of Merit of the Global Optimization and Comparison with Established
Airfoils
Airfoil FOM %∆FOM
DU 96-W-180 14608 -
no LE perturbations 19840 35.8
LE perturbations 20965 43.5
The optimization of wind turbine airfoils through geometry perturbations shows its flaws
due to the limited design space and to the aerodynamic performance tied to that. In other
words, since the design space is small, also is the capability of investigating good airfoil
geometries. Finally, it has to be noted that by selecting different pools of airfoils, the
algorithm would have different outcomes of the optimal airfoil.
5.6 Genetic Optimization Through Airfoil Inverse
Design
However complex, an optimization that makes use of pre-existing geometries is intrinsically
limited. In the current Section, the airfoil optimization is performed using airfoil inverse
design so that this issue is overcome. The algorithm with such a capability is PROFOIL
[125, 126], which is included in the GA wrapper and called at each airfoil generation in order
to obtain the geometry of the new individuals. PROFOIL makes use of a conformal map-
ping technique to design airfoils. In particular, it allows the user to prescribe the velocity
distribution over an airfoil by means of the α∗-φ distribution. A detailed explanation of the
inverse design method is beyond the scope of this Chapter, and it is suggested to refer to
the published literature for further details [125, 126].
In order to assess the airfoil aerodynamics, the aerodynamic polars are included in the
current approach. By doing so, the optimization allows to maximize FOM without penaliz-
ing (Cl/Cd)max, effectively becoming a two-objective optimization. The classic approach for
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these type of optimization schemes involves the Pareto front criteria [124]. The aerodynamic
polars are evaluated by XFOIL [62], that becomes part of the GA wrapper.
Since a few steps in the GA scheme now differ with respect to direct airfoil design, the
new code flowchart can be summarized as follows:
1. A population of randomly generated airfoils is initalized. In particular, PROFOIL is
initialized with random values of α∗, while φ are kept constant,
2. α∗ of two airfoils (parents) are combined in a random fashion to obtain a new generation
(crossover),
3. Random perturbations on the airfoil properties may be included randomly to increase
specie diversity, in the form of ∆α∗ (mutation),
4. The constraints are imposed: typically Cl or α, and (t/c)max,
5. The aerodynamic polar of the airfoil is computed through XFOIL. The value of (Cl/Cd)max
is computed (evaluation),
6. The particle code BugFoil is executed and FOM is also computed (evaluation),
7. FOM and (Cl/Cd)max are written into a logfile,
8. The Pareto front is computed, and the parents for the following generation are selected
amongst the individuals lying on the Pareto front,
9. The algorithm proceeds back to step 2 until the number of maximum generations is
reached or convergence is obtained.
It can be immediately seen that the computational time of this approach is increased due
to the aerodynamic computations of XFOIL. In fact, the evaluation of Cl and Cd with
reasonable increments in angle of attack (∆α = 0.3 deg) significantly increases the code
runtime. Also, it should be noted that on modern machines PROFOIL can be executed in
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Table 5.4: Values of the α∗-φ Distribution Used for the GA Airfoil Inverse Design
Pair α∗ (deg) φ (deg)
1 10.0 15.5
2 unconstrained 19.5
3 unconstrained 25.5
4 unconstrained 32.2
5 unconstrained 45.5
6 4.0 60.0
less than 1/10 of a second, therefore not hurting the overall computational time. In general,
an average of 10 seconds were required to evaluate each airfoil.
5.6.1 Results
An extensive testing phase of PROFOIL was performed in order to decide the parameters to
be used for the GA scheme. By doing so, the goal was to reduce the computational time of
the optimization and avoid expanding the design space to unfeasible airfoil geometries or to
airfoils with poor aerodynamic performance. Also, because the most prominent effects of par-
ticle erosion are seen toward the blade tip, the airfoil t/c and moment coefficient Cm were set
equal to those of an outboard-region airfoil, the DU 96-W-180 (t/c =18%, Cm =−0.063) [68].
Particular care was taken in selecting the number of pairs of the α∗-φ distribution. It
was observed that increasing the number of such pairs increased the computational time
noticeably. Moreover, a large number of α∗-φ would only allow for modest improvements
in (Cl/Cd)max. For these reasons, the number of pairs was set to six, and α
∗ were set un-
constrained on the interval (-1 – 13) deg. Table 5.4 shows the parameters used for the
inverse design GA. Since the approach used in this phase encompasses the widest of the
design spaces investigated thus far, the number of individuals for each generation was raised
significantly, and the maximum number of generations was raised to 120. At the end of each
optimization an average of 5,000 individuals were sampled, yielding a total computational
time that varied between 12 and 20 hr.
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The first inverse design optimization is performed at the same conditions as for the di-
rect airfoil design (d = 200 µm, V∞ = 69.4 m/s, c = 1.7 m, and Cl = 1), equivalent to
Re = 6.88×106 for a blade section located at r/R = 0.75 along the blade span. The results
of the optimization are reported in Fig. 5.12. The first relevant information is related to
the high values of (Cl/Cd)max, as shown in Fig. 5.12(a). A steady (Cl/Cd)max = 324.62 is
reached as early as 31 generations, while the FOM plateaus earlier [Fig. 5.12(b)]. However,
the most relevant information comes from analyzing the history of the best geometries shown
in Fig. 5.12(c). Similar to the direct airfoil design optimization, a progressive increase in
airfoil camber is observed here. In fact, the lower surface reaches an almost flat configura-
tion, followed by a slightly cambered shape. The upper surface moves upward accordingly,
and the upper portion of the leading edge appears bulbous. These observations are in good
agreement with the earlier phases of the study; in the recent published literature it was found
a similar optimization study by He et al. [132]. The shape optimization of a wind turbine
airfoil to maximize (Cl/Cd)max was investigated, and similar trends in the displacement of
upper and lower surfaces were observed. The reason behind such high values of (Cl/Cd)max
observed in the current study has to be found in the recovery region behind the location
of maximum thickness on the airfoil upper surface. This portion of the airfoil acts as a
Stratford recovery region which represents a technique used for designing high lift airfoils
[133].
As most of blade erosion occurs toward the blade tip, a second optimization was per-
formed for a blade section located in the tip region, r/R = 0.95. At such location, the
wind turbine blade has a small chord (c = 1.0 m), while the local velocity is increased to
V∞ = 84.9 m/s. The resulting Reynolds number is now Re = 5.84×106, but the relevant
information comes from the nondimensional mass AK of the sand particle. In fact, by
keeping the diameter to d = 200 µm, AK is now greater than for a blade section located
at r/R = 0.75 (see Eq. 3.13). In other words, a short chord length has less aerodynamic
influence on a particle than a large chord airfoil. Therefore, the optimization is expected to
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Table 5.5: Comparison of FOM and (Cl/Cd)max with Established Airfoils.
Airfoil r/R FOM %∆FOM (Cl/Cd)max %∆(Cl/Cd)max
DU 96-W-180 0.75 14608 - 174.18 -
DU 96-W-180 0.95 10815 - 172.14 -
Inverse Design 0.75 21180 44.9 324.62 86.4
Inverse Design 0.95 12422 14.9 311.03 80.7
show a smaller influence of the blade shape with respect to erosion.
The optimization of the blade section located at r/R = 0.95 is shown in Fig. 5.13. It can
be seen that both (Cl/Cd)max [Fig. 5.13(a)] and FOM [Fig. 5.13(b)] reach a plateau later
than for the r/R = 0.75 optimization [compare with Figs. 5.12(a) and 5.12(b)]. Also, both
(Cl/Cd)max and best FOM are smaller than for the airfoil located at r/R = 0.75. Finally,
the geometry history shown in Fig. 5.13(c) shows smaller variations in the best geometries
at a given generation, as compared with the more inboard section [Fig. 5.12(c)]. This result
can be seen as a smaller influence of the airfoil on the particle trajectory; therefore, the
best (Cl/Cd)max plateaus at 311.03. It should be noted that due to the high particle impact
velocity at r/R = 0.95, FOM is also lower, since it is a function of 1/Emax.
A comparison of both (Cl/Cd)max and FOM with the DU 96-W-180 airfoil is presented
in Table 5.5. The two airfoils designed with inverse design process outperform the DU 96-
W-180 airfoil both in FOM and in (Cl/Cd)max. However, such a margin becomes smaller as
the considered blade section is moved outboard. Again, this is due to the reduced effect of
the flowfield on the particle at such locations.
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Figure 5.12: History of inverse airfoil optimization: (a) (Cl/Cd)max, (b) best FOM , and
(c) best airfoils at each selection; red airfoil: best overall airfoil; r/R = 0.75, t/c = 18%,
Cm = -0.063, sand grain diameter d = 200 µm, Cl = 1.
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Figure 5.13: History of inverse airfoil optimization: (a) (Cl/Cd)max, (b) best FOM , and
(c) best airfoils at each selection; red airfoil: best overall airfoil; r/R = 0.95, t/c = 18%,
Cm = -0.063, sand grain diameter d = 200 µm, Cl = 1.
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Chapter 6
Simulations of Damage Progression
The leading edge of a wind turbine blade is subject to slow shape modifications over time
due to the impact with insects, hailstones, rain drops, and sand grains [29, 87, 102, 128, 134].
Even though such particles may coexist at a given wind farm location, not every type of
particle has the same weight toward blade erosion. In fact, the damage due to hailstones
may be seen as a sporadic event in some locations around the world [17, 31, 32, 135],
and similar observations may be made for the damage due to insects. Statistically, insects
represent a minor fraction of the particles to be capable of actual blade damage, and not just
debris accretion [11, 12]. However, the most common particles responsible for blade erosion
around the world are sand grains and rain drops [102, 134]. Of these two, sand grains are
the most sensitive particles to the blade aerodynamic flowfield due to their small weight
[87, 128]. Hence, it is of particular interest to investigate the coupling between wind turbine
configurations and blade erosion due to sand.
In aeronautics, a problem comparable to blade erosion is wing icing [64]. In the icing
problem, the characterization of the water content within the clouds and the relatively
short time scales (order of minutes), allow for a computation of realistic ice accretions on
a wing. The perturbed airfoil geometry is then used to characterize the wing aerodynamic
performance in icy conditions. As opposed to the icing problem, the scenario of blade erosion
appears very complex and uncertain with respect to time scale and estimation of the inputs.
In fact, the time scales involved with blade erosion may span anywhere from a few months to
several years, depending on the weather conditions of a given wind farm and the air quality
at such location [136]. Moreover, as opposed to the icing problem, the air quality is hardly
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assessed at the wind turbine hub height, and the collection of statistically relevant data
would require years of sampling. To this day, most sand sampling of the air is performed
during specific sand storms either in the proximity of the ground [137–139], or at cloud height
by means of satellites [140]. Such data does not represent a complete set of information to
assess the erosion of turbine blades at operational heights, which lie in between the ground
and the cloud height.
As discussed in Ch. 3, the particle size and aerodynamics drive the impact location onto
the blade surface. As a consequence, the location, depth, and roughness of the damaged
surface drive the aerodynamic performance of the blade [56, 117, 141]. In real life, monitoring
the health of a blade surface is time consuming and detrimental toward both GAEP and
COE [48, 60]. In fact, the wind farm operator shuts down the turbine during pre-planned
time slots, while the maintenance operators photograph the blade surface from the ground
by means of telephoto cameras. On a second stage the photos are analyzed and a decision
is taken for blade repair, with additional costs for blade maintenance.
The depicted scenario shows the potential benefits in predicting the blade shape over
time. A wind turbine manufacturer may investigate what blade section geometries mitigate
the erosion and increase the lifespan of a turbine. On the other hand, a wind turbine
operator may simulate the specific erosion of the turbines installed in a given location, and
adjust the maintenance schedule, or project the expected output power accordingly. All
these motivations lie behind modeling and predicting the damage progression (intended as a
pseudo time-evolution) of wind turbine blade section geometries subject to particle damage
explained in the current Chapter.
6.1 Mathematical Model
Blade coating materials show a typical plastic behavior that is of fundamental importance
when considering the damage promoted by sand grains onto the blade surface. Experiments
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Figure 6.1: Volume loss and volume displacement of a plastic material due to impact with
sand grains. δ – damage depth.
(a) (b)
Figure 6.2: Computed erosion rate versus real-life sand damage: (a) the curves of erosion
rate on a DU 96-W-180 airfoil, α = 6.0 deg. Red segment: upper maximum erosion rate;
cyan segment: lower maximum erosion rate; blue circles: particle impingement points; and
(b) a real-life blade showing the signature of sand grain erosion, the black areas represent
the maximum eroded depth.
have shown that such materials are not only subject to volume loss, but also to volume
displacement when subject to erosive particles, as shown in Fig. 6.1 [142]. In other words,
even though a plastic material may look eroded after an erosion test due to volume loss,
the weight of such sample would not be accordingly reduced due to a volume displacement.
This effect implies that the shape of the erosion rate curve may substantially differ from the
curve of the erosion depth on a given blade section. By inspecting Figure 6.2 it is evident
that the locations of maximum E [Fig. 6.2(a)] appear significantly more downstream than
the locations of maximum erosive depth [Fig. 6.2(b)]. Thus, it is of paramount importance
to predict the locations of maximum surface displacement and relate them to the curves of
the erosion rate E.
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In the current study, the approach investigated by Patnaik et al. is implemented in order
to predict the damage depth δ on the blade surface due to sand particles [142]. To take into
account the volume of removed material as opposed to the volume of displaced material, the
erosion efficiency parameter η is introduced as
η =
2 E HV
ρS V 2imp sin
2 θ
(6.1)
where HV is the Vickers hardness of the target material, ρS is the erodent density (sand), θ
is the particle impact angle, and Vimp is the particle velocity at impact (see Fig. 6.1). When
η = 1 there exists a direct relationship between removed volume and displaced volume. At
that point all the displaced volume is also removed. For values of η smaller than one, the
material is subject to volume displacement and not all the material is being removed from
the surface.
Given the impact of a particle onto a plastic surface, the volumetric loss of material can
be expressed as
EV =
pi
2
dS δ
2 N η (6.2)
where dS is the particle diameter, δ is the damage depth due to a single particle, and N is
the number of particle impacts per unit time. The term N can be derived from the erodent
mass flow rate M , by
N =
M
pi d3S
6
ρS
(6.3)
and by noting that the volumetric loss EV of the coating (C) can be expressed by
EV =
M E
ρC
(6.4)
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Equation 6.2 can be used to derive the damage depth δ (shown in Fig. 6.1) as
δ =
√
2 EV
pi dS N η
=
√√√√√√√√√
2
M E
ρC
pi dS
M
pi d3S
6
ρS
η
= dS
√
1
3
ρS
ρC
E
η
(6.5)
Once the erosion rate E is computed, the damage depth δ onto the surface due to a single
particle can be computed by knowing the coating and sand density (ρC and ρS, respectively),
the particle diameter dS, and the erosion efficiency η. In this context, evaluating δ can be
regarded as computing the surface displacement resulting from mass and volume removal.
6.2 Wind Turbine Operating Conditions
The characteristics of the air surrounding a wind turbine play a crucial role in the shape
modifications of the blade over time. In Section 3.6.2 it was observed that the sand grain size
drives the morphology of the erosion rate curves on an airfoil [87, 141]. In particular, large
particles are responsible for high peaks, and large impact envelopes of E over the airfoil, as
opposed to lightweight particles that promote small peaks and small impact envelopes of E.
Therefore, an estimate of the sand grain diameter at the blade height needs to be made for
accurate predictions of airfoil shape modifications over time.
6.2.1 Sand Characteristics
Sand grains are subject to natural aeloian transportation due to winds blowing over the
majority of the surface of the earth. However small, sand grains are characterized by inertia,
so the capability of the wind to transport such particles to a given height is related to the
particle mass. Therefore, large and heavy particles are observed in the proximity of the
ground, whereas small and lightweight particles can be carried at much higher altitudes and
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for longer distances [137–139]. In particular, it was observed that a logarithmic relationship
exists between the sand grain diameter and transport height. Li et al. provide an expression
for the sand grain diameter dS at a given height h by means of a reference sand grain diameter
dS,0 at sea level [138], hence
dS = dS,0 h
−0.155 (6.6)
Thus, for any given blade height across its revolving motion, the sand grain diameter can
be computed.
The variation in particle size experienced by a given blade section across the entire
revolution is a function of the rotor diameter and hub height. Pitch regulated wind turbines
with high rated powers will experience a larger variation in particle diameter from the blade
lowest height to the highest, as compared with small, stall regulated wind turbines. This
consideration is especially true for very large, offshore wind turbines, associated with large
rated powers and large rotor diameters [16, 18, 102].
Given a blade rotating about the hub, placed at a height hhub off the ground, the height
of a given spanwise location is given by
h = hhub + r sin
(
2pi
60
Ω t
)
(6.7)
where r is the blade span location, and Ω is the turbine rotational speed in rpm. Once h is
fixed, the particle diameter at that height is computed by using Eq. 6.6.
6.2.2 Wind Characteristics
The erosion rate E due to sand particles impinging on a plastic material surface is ap-
proximately related to the third power of the particle impact velocity Vimp (as explained in
Sec. 3.6.3). Hence, variations in wind speed Vwind may contribute significantly to the erosive
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damage on the blade surface. It is a well known fact that the wind blowing across the surface
of the earth can be approximated with a parabolic profile [90]. Moreover, the curvature of
such profile is related to the type of terrain and it is typically more pronounced for urban
environments, as opposed to more uniform wind profiles for flat, countryside areas, and for
offshore environments.
In order to compute the intensity of the wind at a given height h, the approach used in
the current study is taken from Frost et al. [90]. The wind profile is defined through a power
law, thus
Vwind = Vwind,ref
(
h
href
)ξ
(6.8)
where Vwind,ref is the reference wind speed at the reference height href (typically equal to
10 m). The exponent ξ is expressed through
ξ = ξ0 [1− 0.55 log (Vwind,ref )] (6.9)
where ξ0 is written as
ξ0 =
(
h0
10
)0.2
(6.10)
and h0 is a parameter related to the terrain roughness. Typical values of h0 span from the
flat countryside where h0 = 0.002 – 0.3, to urban and city environments where h0 = 0.4 – 3.0
[90]. For the current simulations it was chosen a roughness height h0 = 0.002 typical of
flat terrains. Similar to the sand grain diameter, once the blade height h is fixed, the wind
speed Vwind is also fixed by using Eq. 6.8.
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6.3 Simulation Setup
The time marching code is run by simulating subsequent erosive events. Each event is
intended as a frozen-condition simulation, in which the blade height h is computed at a
prescribed instant (see Eq. 6.7), thus the particle diameter dS, and wind speed Vwind are
determined by using Eqs. 6.6 and 6.8, respectively. Such an approach can be regarded as
quasi-steady, in which the time scale of the erosive event is much shorter than the time scale
associated with the blade motion.
Given the mathematical method discussed in Sec. 6.1, the challenge is now on setting up
a realistic scenario for predicting the airfoil shape after a given amount of time. However,
the uncertainty that currently exists in characterizing the quantity of atmospheric particles
for a given geographic location makes it difficult to predict a unique airfoil shape subject to
particle erosion.
Since the erosion depth δ is directly related to the particle diameter dS (see Eq. 6.5),
the final shape of a wind turbine blade section depends on the history of the erosive events
throughout its lifespan. For such a reason, the three blades of a given turbine will experience
different erosion histories due to the impact of sand particles at different blade heights. This
consideration is reflected into different geometries of the eroded leading edges within the
same wind turbine, operating in the same geographic location. Because the history of erosive
events dictates the final airfoil shape, and because no existing data can be used to model the
amount of sand of a given location, the erosive history of the blade is arbitrarily assigned.
To ensure repeatability of the results, the chosen approach is through a wind turbine
clock-function. The possible blade positions are obtained by discretizing the circular angle
into several angular slices 17 degrees wide. The blade can only occupy a position dictated
by the slices and by doing so it will occupy a uniform variety of positions as the number
of revolutions increases, as shown in Fig. 6.3. Once the clock-function assigns the blade
angular slice, the algorithm evaluates the height off the ground h, the windspeed Vwind, the
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particle diameter dS, and the nondimensional particle mass parameter AK. At that point
the computation of the erosion depth δ is initiated.
The aerodynamic airfoil of the new, uneroded blade section is modeled by a coating
surface under which lies the core material, as shown in Fig. 6.4. Typical coating thicknesses
are in the range of ≈ 0.5–1.5 mm (see Appendix), and for the present simulations a 1 mm
UHMWPE coating is chosen. In the present work the initial uneroded conditions will be
called Phase 0.
The high-level flowchart of the code is as follows:
1. The blade section geometry is fed into XFOIL as a typical geometry text file, and the
inviscid flowfield is computed at a given angle of attack α,
2. BugFoil computes the trajectory of the sand grains over the airfoil, and the erosion
rate E is computed at the locations of particle impact,
3. The local erosion depth δ is computed by using E at that impact location (see Eq. 6.5),
4. δ is interpolated onto the geometry nodes and the airfoil geometry is updated,
5. Updated geometry is saved into a separate time-stamped geometry file,
6. The Code goes back to step 1 until the stop criteria is matched.
After a certain number of erosive events, when no coating is present at a given node of the
geometry, the code alerts the user by using red markers on the geometry output on screen,
as shown in Fig. 6.5. Since such event is significant to predict the blade lifespan, the event
of no coating on a given node will be regarded as core breach.
It should be noted that each erosive event is responsible for a surface displacement δ in the
order of micrometers. Such a consideration is important when estimating the computational
time to simulate the core breach on a blade section geometry.
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Figure 6.3: The wind turbine clock-function during a time-stepping simulation. In red the
conditions being simulated at that instance, in blue the conditions simulated in previous
instances.
(a)
(b)
Figure 6.4: Layout of a new, uneroded airfoil (Phase 0): (a) overview, and (b) zoom-in.
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Figure 6.5: The user is alerted of core breach by red markers. Note that the surface dis-
placement for each erosive event has been intentionally augmented to better show the erosive
history of the blade.
6.4 Erosion Phases
Multiple simulations were perfomed by varying airfoil geometry, coating thickness, angle of
attack and particle size. For every case, a consistent erosive pattern was found and four
relevant phases were isolated, as shown in Fig. 6.6. They can be summarized as:
1. Phase 1 – upper core breach: the first instance of coating removal appears on the upper
side of the leading edge [Fig. 6.6(a)]. This is because the high velocity of the flowfield
on the upper side of the leading edge promotes higher erosion rates when compared
with the lower side
2. Phase 2 – lower core breach: the first instance of coating removal appears also on the
lower side of the leading edge [Fig. 6.6(b)]. Also, a narrow residual coating is present
at the forwardmost point of the leading edge, while erosion progressed into the core
on the upper side
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(a) (b)
(c) (d)
Figure 6.6: Erosive phases: (a) Phase 1 – upper core breach, (b) Phase 2 – lower core breach,
(c) Phase 3 – leading edge core breach, and (d) Phase 4 – advanced erosion.
3. Phase 3 – leading edge core breach: the residual coating is removed and the leading
edge is now left uncoated [Fig. 6.6(c)]. The erosion has progressed onto the upper and
lower side of the airfoil
4. Phase 4 – advanced erosion: the sand erosion progressess onto the core along the
entire leading edge [Fig. 6.6(d)], and a small bump in the core material appers where
the aerodynamic stagnation point is.
The erosion phases are code colored throughout this chapter based on their severity. In
particular, green is assigned to Phase 1, yellow to Phase 2, and red to Phase 3. Moreover,
the upper core breach is associated with a top-up triangle marker, the lower core breach is
associated with a top-down triangle marker, and the leading edge core breach is associated
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(a) (b)
(c) (d)
Figure 6.7: Photographic evidence of the erosive phases: (a) Phase 1 – upper core breach
[143], (b) Phase 2 – lower core breach [144], (c) Phase 3 – leading edge core breach [145],
and (d) Phase 4 – advanced erosion (note the small bump in the leading edge) [14].
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with a square marker.
Due to the novelty of the present analysis, a validation of results would require knowing
the history of erosive events for a given wind turbine blade. In particular, the diameter of
the particles, the shape of the airfoil, and the depth of damage would have to be recorded
at fixed periods and monitored over a time interval in the range of several years. For such
reasons, a qualitative comparison with photographic evidences is performed, as shown in
Fig. 6.7. The similarity with the simulations is striking (shown in Fig. 6.6), and for the first
time in this field a time collocation of the erosive phases of a wind turbine blade is performed.
At present, the research by Corsini et al. [146] represents the only document found in the
literature that describes a similar erosive pattern for airfoils. In their work, the fan of an
actual turbomachine was investigated to characterize blade erosion due to quartz particles. It
was noticed that minimum erosion existed at the forwardmost point of the leading edge, and
two main regions of removed material were found on the upper and lower sides of the airfoil
just downstream of the leading edge. Such information represents a qualitative agreement
with the results found in the current work.
6.5 Parametric Studies
The time-stepping simulation tool allows for a great variety of novel studies to be performed.
In general, it would be very interesting to characterize the blade section based on a time
scale, as a sequence of erosive phases. Hence, in this chapter the term lifetime will be re-
garded as the number of erosive events before reaching a particular erosive phase. However,
in order to isolate the effects of a single parameter on the lifetime of a blade section, only
one input at a time will be changed, similar to the approach used for Sec. 3.6.
Since each parametric study will be compared to the baseline case, a clever way to high-
light differences in lifetime is by selecting a small sand grain diameter as the baseline, thus
dS,0 = 80 µm. In fact, by inspecting Eq. 6.5 it can be noticed that the particle diameter
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drives directly the surface displacement δ. Hence, by simulating the erosion due to small
particles, the number of erosive events to achieve a particular phase is more finely resolved
when compared with larger particles.
The computational time of the time-stepping simulations varies from case to case. De-
pending on the blade conditions, airfoil geometry, and particle size, the number of erosive
events may substantially vary, in order to reach the same erosive phase. However, an average
of 1 hr computational time was observed in order to reach Phase 3 in most cases, and at
that point the simulation is stopped.
Throughout this chapter, the presented charts show the blade section lifetime versus the
specific parameter that is being varied. Because Phase 1 through Phase 3 can be thought as
distinctive phases of the erosive process of the blade, they will be distinctively marked with
the color/marker code explained in the previous Section. The parametric studies that follow
compare the lifetime of blade sections located at r/R = 0.95 for several different conditions
(variable Cl, dS, hhub, turbine rated power, and airfoil geometry) and mounted on the HAWT
baseline configuration (1.5 MW, λ = 8.7, R = 37 m, hhub = 60 m, Vwind = 10 m/s, c = 1 m,
1 mm thick UHMWPE coating, unless otherwise stated).
6.5.1 Effect of Cl
Depending on the wind intensity and the blade pitch, the aerodynamic angle of attack of
the blade may vary substantially, and consequently the blade section lift coefficient Cl [69].
Typically, high-wind days are associated with high angles of attack, whereas low-wind days
show low angles of attack. Pitch regulated HAWTs account for such variations by adjusting
the blade pitch to operate at the design Cl. However, wind gusts during sand storms may
be abrupt, and the pitch mechanism may fail to promptly adjust the blade angle of attack.
In other words, the blade may operate at high Cl values that typically fall out of the design
range.
From an aerodynamic standpoint, Cl drives the distribution of pressures over an airfoil.
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Figure 6.8: Blade section lifetime versus lift coefficient.
Since the aerodynamic angle of attack drives the intensity of the suction peak on the blade
upper surface and the size of the the high-pressure region on the blade lower surface, it is
relevant to investigate the effect of Cl with respect to blade lifetime (see also Sec. 3.6.1). In
particular, a DU 96-W-180 airfoil is tested for a range of Cl = 0.6 – 1.2.
Figure 6.8 shows the lifetime of the airfoil for variable Cl. It can be seen that the lifetime
before the upper core breach does not display a strong dependence on Cl, whereas the lifetime
before the lower core breach is more influenced. The increased high pressure area at high Cl
allows the particle to slow down more and impact at a steeper angle on the airfoil lower side,
hence increasing the number of erosive events it takes to reach Phase 2. A similar reason
lies behind the increase in lifetime before the leading edge core breach (Phase 3) at high
values of Cl. At Cl = 0.6 a high lifetime before Phase 3 is observed, and it is due to the
quasi-perpendicular impact of the particles with the leading edge, thus reducing the surface
displacement δ for each particle impact.
The current parameteric study shows that it may be beneficial towards blade lifetime to
operate at high Cl, and hence high angles of attack. In particular, Phase 3 shows the most
benefits when Cl is increased. However, it should be noted that operating a blade at high
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Figure 6.9: Blade section lifetime versus sand grain diameter.
Cl values is not necessarily beneficial toward Cl/Cd, and a trade off should be performed.
Moreover, a high Cl is associated with a high α, thus potentially exposing the blade lower
side to the erosion of heavy particles, such as hailstones and raindrops, as explained in
Sections 3.5.3 and 3.5.4.
6.5.2 Effect of Particle Size
In Section 3.6.2 it was observed that the particle mass substantially drives the erosion rate E
observed on an airfoil. Depending on the geographic location of the wind turbine, the size of
the sand grains may vary considerably. Severe sand storms may also transport significantly
larger particles than usually observed at a given location [139, 140]. Currently, no readily
available scientific data exists to assess the sand grain diameter at the wind turbine operat-
ing height, as explained in the introduction of the current Chapter. However, the research
on helicopter engine erosion reported 200 µm as a typical sand grain diameter in ground
proximity for desertic regions [66]. On the other hand, diameters of approximately 5 µm
were recorded by means of satellites in the hovering clouds above the desertic regions of
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China [137]. Because of such uncertainity, a parametric study based on sand grain diameter
is here performed, where dS,0 = 80 – 640 µm.
Figure 6.9 shows the lifetime of a blade section located at r/R = 0.95, characterized by
a DU 96-W-180 airfoil, and operating at Cl = 1.0 for variable dS,0. The lifetime before the
upper, lower and leading edge core breach decreases parabolically with increasing particle
diameter. It is worth noticing that a somewhat consistent ratio between the lifetime phases
exists regardless of the particle diameter. On the other hand, it should be also noted that
the lifetime before the upper and lower core breach become very similar as the particle in-
creases in diameter. This effect is due to the increased inertia of the sand grain which will
be progressively less affected by the aerodynamic flowfield around the blade, regardless of
the impact on the upper or lower side of the airfoil.
In the present Section, the sand grain diameter appears to be one of the most relevant
drivers with respect to blade section lifetime. Given two wind turbines manufactured by
the same company, the lifetime observed at two different locations around the world may
vary dramatically due to differences in sand grain diameter. The current uncertainties with
respect to airborne particle characterization at the wind turbine hub height should be ad-
dressed to properly predict the lifetime of wind turbine blades. Such a conclusion calls for
detailed investigations of the air at wind farm sites.
6.5.3 Effect of Hub Height
Within the atmosphere of the earth, large sand particles are observed close to the ground
and progressively smaller particles are observed as the height increases, as explained in
Sec. 6.2.1. Such a characteristic of the atmosphere needs to be interfaced with the wind
turbine operating height. Different manufacturers use different tower heights for very similar
rated powers, based on the materials used, and their technical know-how. Moreover, the
blade clearance is often regulated by country-specific laws to ensure safety. It is therefore
relevant to investigate the role of the turbine hub height with respect to blade section lifetime.
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Figure 6.10: Hub height parametric study: (a) investigated turbine hub heights, from left to
right hhub = 50, 60, 70, and 80 m, and (b) blade section lifetime versus turbine hub height.
In the current parametric study only the turbine hub height is varied, and the turbine rated
power, rotor diameter, tip-speed ratio, and chord length are held constant, as shown in
Fig. 6.10(a).
Starting from the reference hub height (60 m), the investigated range of turbine hub
height is hhub = 50 m – 80 m, and the blade section considered is characterized by the usual
DU 96-W-180 airfoil, operating at Cl = 1.0, and located at r/R = 0.95. In Fig. 6.10(b) it is
shown the lifetime of the blade section with respect to hhub. A direct correlation with hhub
is observed, and high elevations are beneficial with respect to blade lifetime. It has to be
considered that such a benefit results from a smaller average sand grain diameter encountered
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at high elevations, despite the stronger wind intensity, as explained in Sec. 6.2.2. Finally,
consistent benefits towards an increase in lifespan are observed for each erosive phase. It can
be concluded that an increase in the tower height is beneficial with respect to blade lifespan
and it could be readily used as a design factor for modifying existing turbine specifications.
6.5.4 Effect of Wind Turbine Size
The modern trends in the wind turbine commercial market see increasingly higher rated
powers along with larger rotor diameters. In particular, typical rated powers of the mid-
80’s were in the range of 0.2 – 0.6 MW, whereas modern wind turbines are capable of
2 – 3 MW of rated power [29, 147, 148]. New wind turbines are larger in every sense than
older-generation wind turbines: larger rotor diameters, larger hub heights, and larger chord
lengths. However, the tip-speed ratio is held constant through the scaling in order for the
blade section to operate over a specific range of Reynolds numbers.
In the current Section, the lifetime of four wind turbines is compared. Starting from the
baseline configuration of 1.5 MW, λ = 8.7 HAWT, a geometric scaling has been performed
to obtain the hub height, rotor diameter, and blade chord length for the other turbines. As
a reference, the geometric specifications of two Siemens wind turbines are also used in the
present study [148]. Since the turbine tip-speed ratio is held constant, the turbine angular
velocity Ω can be readily computed. It should be noted that the coating thickness is not
geometrically scaled but it is held constant since it is believed that the coating procedure is
not affected by the overall blade size. In other words, the industrial process of blade coating
may not be a scalable factor. Thus, all simulations are performed with a 1 mm UHMWPE
coating applied onto the blade surface, described by a DU 96-W-180 airfoil, operating at
Cl = 1.0, and located at r/R = 0.95. The characteristics of each turbine are reported in
Table 6.1.
Figure 6.11(a) shows the dimensions of the wind turbines relative to each other. The
lifetime of the blades subject to sand erosion is depicted in Fig. 6.11(b) on the x-axis, and
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Table 6.1: Specifications of the Wind Turbines for the Wind Turbine Size Parametric Study
Rated Power (MW) hhub (m) Vwind (m/s) R (m) Ω (rpm) c @ (r/R)0.95 (m)
0.5 30 9.4 20 43.6 0.53
1.5 60 10.0 37 23.0 1.00
3.6 88 10.3 58 14.8 1.55
6.0 116 10.6 77 11.4 2.03
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Figure 6.11: Turbine size parametric study: (a) comparison of wind turbines, and (b) blade
section lifetime versus turbine size.
the turbine rated power is on the y-axis. The bars represent the lifespan of the blade and
the intermediate markers represent the relevant milestones through it (Phase 1, 2, and 3).
A dramatic increase in turbine lifetime is observed when increasing the wind turbine rated
power. In particular, a 0.5 MW HAWT has about one third the lifespan of a modern 6.0 MW
HAWT. Such results can be explained by considering the effect of hub height with respect
to sand erosion, as explained in Sec. 6.5.3. However, the biggest contribution to an increase
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in lifetime is due to the large chord lengths typical of large wind turbines. In fact, when a
particle approaches a large-chord airfoil it will sense the perturbed flowfield sooner and will
deviate from the surface more promptly. Small wind turbines do not favor such effects and
therefore are subject to a more intense erosion, thus reducing their lifespan. The present
result is a novelty in the wind turbine field, and may be thought as another important reason
to favor large wind turbines.
6.5.5 Effect of Airfoil Geometry
Ultimately, the erosion on a wind turbine depends on the airfoil geometry, as investigated in
Sec. 5.1. In particular, the role of the suction peak on the upper side, along with the leading
edge curvature are important factors that drive the maximum erosion rate and the location
of Emax. In the present Section multiple airfoils are tested to investigate the effects of various
geometric features on the lifetime of the blade. Since the DU airfoil family was designed
with a consistent underlying philosophy, the pool of airfoils was expanded by including the
NREL S airfoil family [33], in order to have a sound parametric airfoil study.
Along with the DU 96-W-180, the selected airfoils were the NREL S804, S810, S813,
S817, S820, S821, S828, and S832. These airfoils were specifically designed for wind turbine
applications in the 90’s, and they all have similar t/c (≈ 18%). They were however not
designed for a common blade span location [33]. The focus of the current analysis is to high-
light the geometric features that favor blade lifespan, therefore such airfoils were evaluated
nevertheless. Figure 6.12(a) shows an overall comparison of the airfoils, and Fig. 6.12(b)
shows the variety in leading edge geometry within the pool of airfoils.
All simulations were performed at a constant Cl = 1.0 while the considered blade section
was located at r/R = 0.95. Figure 6.13 shows the lifetime of the various airfoils and the
adopted graphic layout is the same as in Sec. 6.5.4. It can be readily noticed that there exists
a similar lifetime before the upper core breach among all airfoils. However, the only airfoil
to have a significantly delayed upper core breach is the NREL S804. It is worth noticing
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(a)
(b)
Figure 6.12: Selected pool of airfoils: (a) overall comparison, and (b) zoom-in on the leading
edge region.
from Fig. 6.12(b) that such an airfoil shows the most bulbous leading edge among the tested
geometries. Thus, because the suction peak is significantly reduced and moved downstream
for this geometry, the upper core breach occurs the latest. Interestingly, NREL S804 also
shows the longest lifetime before the leading edge core breach. This can be explained by
the forward part of the airfoil offering large impact angles to the incoming particles, thus
reducing the erosion rate.
The analysis of the bar chart in Fig. 6.13 allows for another important observation. In
a theoretical rank of the airfoils based on their lifetime before leading edge core breach, the
NREL S804 airfoil would come first, followed by the NREL S813, and by the DU 96-W-
180. However, the reason behind such positive performance of the NREL S813 airfoil is not
strictly related to the geometry of the leading edge. In fact, by inspecting Fig. 6.12(b), the
geometry of the leading edge does not appear particularly bulbous, and yet the airfoil ranks
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Figure 6.13: Blade section lifetime with respect to airfoil geometry.
second in the chart. The reason behind this result has to be found in the aft camber of the
airfoil, as shown in Fig. 6.12(a). Given a prescribed Cl, the airfoi camber can be increased
to reduce the angle of attack to achieve the target lift coefficient. When camber is localized
in the aft portion of the airfoil it allows for a reduction of the suction peak on the upper
side of the leading edge, thus favoring the blade section lifespan.
The present Section highlights the role of airfoil geometry with respect to blade lifespan.
In general, the leading edge curvature combined with the airfoil camber represent two ge-
ometric drivers of the blade lifespan. Such a result is novel and may serve as a technical
insight for airfoil designers who are interested in extending the blade lifespan and mitigating
the erosive effects of sand. Note that similar recommendations for airfoil design were also
outlined in Sections 5.5.2, 5.5.4, and 5.6.1.
6.6 Erosive Patterns
The lessons learned by implementing and using the time-stepping code can translate into
practical directions for wind turbine blade maintenance. In fact, it can be assumed that
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by regularly inspecting the surface of a real blade affected by heavy sand grain erosion, the
following phases would be observed:
1. At the earliest stage, thin orderly scratches on the blade would be observed in the
regions predicted by the inviscid computations, where the surface displacement δ is
maximum. The highest density and depth of such scratches would appear on the
blade upper surface, in close proximity of the leading edge. Scratches would also
appear shortly after on the blade lower side.
2. As the damage progresses, a reduced coating thickness would be observed where the
predicted δ is maximum. At the same time, an increased roughness would be observed
close to the blade leading edge, whereas a smaller increment of scratches would be
seen downstream. It can be postulated that the increase in surface roughness due to
sand erosion may promote transition to turbulent flow, thus increasing the chances for
the lightweight particles to be transported away from the surface by means of funnel
structures and turbulent flow motion [56, 120–122]. This effect would help the erosive
damage not to progress further downstream on the surface.
3. The progressive transition of the boundary layer would be completed at this phase.
Because the blade coating is completely removed at the locations of maximum δ, it
can be assumed that the flow is practically turbulent starting at such locations. At
this stage, very little variations in the observed damage downstream of those locations
would be observed. Conversely, the damage on the very leading edge would increase,
and potentially be worsened by long-term coating fatigue mechanisms and impact with
heavy particles such as hailstones, rain drops or insects.
4. The damage patterns would unlikely enlarge their boundaries downstream of the tran-
sition locations, whereas an in-depth damage pattern may occur in the surroundings
of the uncoated blade leading edge. At that location, the surface may be subject to a
more intense deterioration due to the less erosion-resilient core materials of the blade.
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Chapter 7
Conclusions and Recommendations
7.1 Conclusions
The present thesis shows the capabilities of simulating the operational damage on wind tur-
bine blades due to insects, sand grains, hailstones, and rain drops. The analysis of particle
impact location and damage along the span of the blade allows to trace a multi-faceted
scenario, in which each type of particles plays a different role on the damage patterns and
mechanisms. However, it was seen that the damage due to every type of particle becomes
more severe when approaching the blade tip. Moreover, it was observed that the effects of
the boundary layer around the blade surface can be neglected for the majority of the blade
span, and the majority of the particle types. In fact, it was observed that the damage due
only to the smallest and lightest particles would be affected by the presence of viscous layers.
On the other hand, other particles are easily larger than the boundary layer thickness in the
proximity of the leading edge.
The interplay between damage modes has also been discussed, and the conclusions that
have been formulated are in good agreement with photographic evidences of real-case dam-
aged blades. Also, damage explanations have been proposed, with conclusions regarding
the boundary layer transition once the damage has been initiated on the blade surface. It
was stated that the damage pattern due to sand grains may change considerably, once the
boundary layer transition has been set on the blade surface. Following this path, a plausible
evaluation of the aerodynamic performance of damaged blade sections throughout the blade
life span was proposed.
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By knowing the atmospheric particle distribution, blade section geometry, and average
wind speed, an investigator may establish the causes of some unknown damage patterns
observed on real-life cases. Conversely, an investigator may try to assess the quality of the
air surrounding the wind farm, by analyzing the damage patterns and correlating it to the
simulations. In other words, one may establish the severity of each damage contribution to
the blade by using a combination of various damage simulations. From the designer’s per-
spective, the blade section analysis may be used to investigate new, damage-resilient blade
geometries, or to classify the observed damage types on the basis of pre-existing real-life
cases.
A contribution of the present study investigated the features of the blade aerodynamic
section that would minimize the damage due to sand erosion. A mathematical formulation
to evaluate the airfoil fitness has been proposed, allowing for a ranking of the possible airfoil
geometries that a designer may use for a blade design. A genetic algorithm was used to
investigate optimal geometries in order to maximize the airfoil fitness. It was concluded
that the optimization process had to be coupled with the airfoil aerodynamic efficiency to
obtain robust airfoil geometries. The genetic code was modified to incorporate an airfoil in-
verse design algorithm and high-efficiency, Liebeck-like airfoils were obtained. Such airfoils,
although very promising from a theoretical standpoint, suffer from a sharp stall in clean, and
especially rough conditions. Thus, further refinement should be performed in this research
area.
The conclusive part of the present work implemented a damage evolution algorithm to
predict the final shape of the blade sections subject to sand erosion. Even if great uncer-
tainties exist as far as sand grain size and distribution through the atmosphere of the earth,
realistic eroded geometries were produced and compared with photographic evidences. An
extensive parametric study allowed to determine the relevant drivers of the blade lifespan.
In particular, the sand grain diameter was found to be the most significant driver, and
the lifespan of the blade decreases parabolically as the grain diameter increases. Moreover,
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both the lift coefficient and the turbine hub height showed a direct relationship with blade
lifespan, and large lift coefficients and turbine hub heights are beneficial. It was also found
that modern, large wind turbines are affected consistently less by sand erosion than small
wind turbines. Finally, a survey of various airfoil geometries identified the leading edge
shape along with the airfoil aft camber as the primary drivers of blade section lifespan. Bul-
buous and round leading edges, coupled with moderately aft-cambered airfoils allowed for
the longest blade lifespans observed, since they reduce the blade upper suction peak, while
resulting in steeper particle impact angles on the lower side.
7.2 Recommendations
Even though the present work represents a significant contribution towards modeling and
simulating the damage and erosion of wind turbine blades due to airborne particles, several
areas of research would require a refinement and a deeper understanding. In particular, the
proposed topics are the following:
• A full characterization of the materials used for wind turbine manufacturing should be
performed in order to accurately predict the damage due to airborne particles. In par-
ticular, sand erosion is strictly coupled with the erosive resilience of the blade coating
materials, but also with the core materials once the coating has been removed. Rain
drop damage is closely correlated with the coating erosive resilience, but also with fa-
tigue resilience due to repetitive impacts. Insect accretion is related to the capability of
the surface to reject chemical and biological adhesion and corrosion. Finally, hailstone
damage is coupled with the ballistic damage resilience of the core materials, due to the
high energies developed upon impact.
• The air of a given wind farm should be sampled and monitored across extended time
intervals to assess the nature of the airborne particles, along with their temporal and
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spatial distribution. Similarly, a weather analysis should promptly address the fre-
quency of intense precipitations and hailstone events. Such a characterization would
allow to minimize the uncertainties about the inputs used for predicting the damage
and the geometry of blade sections of a given wind farm. Moreover, a refined cor-
relation between the blade expected damage and the air characterization would be
possible.
• An extensive survey of blade damage would have to be performed at fixed time intervals
and for extended periods. In particular, the morphology of the damaged areas, the
temporal progression, and the locations along the bladespan would have to be recorded.
Such survey would allow for a validation of the damage models implemented in the
simulations and for an improvement of the correlation between multiple damage factors.
At that point, the time-stepping simulations would acquire an absolute time-scale and
would indicate the amount of time required to reach a particular erosive phase in
absolute terms.
• The aerodynamic characterization of the damaged blade sections may be be performed.
By using CFD or wind tunnel surveys, an assessment of both lift and drag coefficients
would be possible. Once the aerodynamic polars for the damaged sections are es-
tablished, the ripercussions on GAEP and COE could be estimated by using a blade
momentum theory code such as PROPID. This approach would allow to find the penal-
ties due to eroded blades used to generate electric power.
• A time survey of the output power of a wind turbine may be performed over extended
time intervals in order to correlate the observed damage to the output power. Such
analysis would allow for an improved understanding of the ultimate objective, that is
projecting over time the output power of a damaged wind turbine based on the airborne
particles of that specific location. By doing so, it would be possible to compare the
estimated GAEP via BEMT codes with the actual field data.
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• A wind turbine airfoil design may be performed by using the criteria highlighted in
the current thesis. The lifespan of such airfoils could be estimated both via numerical
methods, and also via implementation of experimental test rigs. The early designs
of such rigs are currently being implemented in several research facilities [25, 105].
Both numerical and experimental methods would improve the understanding of the
geometric characteristics that an erosion-resilient airfoil should have.
• Blade erosion models may be refined by incorporating effects not strictly driven by
aerodynamics. In particular, the advent of new and large offshore wind turbines calls
for an investigation of the corrosion due to sea spray and organic deposits onto the
blade surface. Moreover, the UV degradation of the polymeric blade surface due to
sunlight radiation may represent another important factor toward blade erosion [149].
Finally, the chemical aging of the coating and bonding materials over a range of 20
years should be addressed with respect to surface deterioration. The scenario of the
leading edge erosion may become certainly more complex, but the correct coating
removal mechanisms are fundamental when the final goal is predicting the aerodynamic
performance of a damaged blade.
• The viability of self-healing composites may be explored in order to mitigate the core
material damage due to heavy particle impacts such as hailstones and bird strikes.
The main technological challenge would be to assure proper healer pressure through
the feeding lines, given the blade rotational motion and the force of gravity acting on
the blade with a periodic signature.
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Wind Farm Visit - EDP Renewables - Rail Splitter
Hopedale, IL, Nov 12th 2013
Giovanni Fiore
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Introduction
This report serves as a memorandum of the wind farm visit of Nov 12th
2013 at the Rail Splitter wind farm site of Hopedale, IL.
Blade Specifications
The inspected part is a 2008, R = 37 m glass fiber blade, model GE 37C,
set no. 4753, designed for a 1.5 MW turbine. The run period is 7/29/2009
to 3/6/2012. The blade is sitting on the ground at Rail Splitter site, with
the leading edge facing down.
Visual Inspection
The bladespan stations − indicated with the symbol r − were located
through a 50-meter measuring tape fixed at the blade hub, whereas the
blade chord measurements − symbol c − were taken through a 5-meter
measuring tape. Note that the values of chord c are only indicative as they
represent the measured distance between the blade trailing edge and the
visible leading edge, therefore including part of the skin curvature.
Upon blade visual inspection the following damage patterns were iden-
tified:
• Damages of the leading edge (LE)
1. Numerous indentations in the range r = 28− 31 m, see Figs. A 1(a),
1(b), and 1(c),
2. Small erosion pattern with minor localized indentations at r = 31 m
(c ≈ 0.95 m, r/R = 0.83), see Fig. A 2(a),
3. Erosion pattern with minor indentations at r = 31.25 m (c ≈ 0.94 m,
r/R = 0.84), see Fig. A 2(b),
4. Large erosion pattern at r = 35 m (c ≈ 0.70 m, r/R = 0.94), see
Fig. A 2(c).
• Damages of the structure
1. High pressure side panel delamination at r = 6.25 m (c ≈ 3.28 m,
r/R = 0.17), see Fig. A 3(a),
2. High pressure side panel delamination at r = 12.2 m (c ≈ 2.77 m,
r/R = 0.33), see Fig. A 3(b),
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3. High pressure side panel delamination at r = 25.0 m (c ≈ 1.56 m,
r/R = 0.67), see Fig. A 3(c), most likely due to ground con-
straints,
4. High pressure side panel delamination and tip crack at r = 36.7 m
(r/R = 0.99), see Fig. A A4.
• Damages of the trailing edge (TE)
1. Scratches in correspondence to the delaminated area at r = 12.2 m,
see Fig. A 3(b),
2. Small indentation with panel bend at r = 23.0−26 m, as shown
in Fig. A A5.
The following repair patches were identified:
• Patches on the LE
1. 1.6 m long patch at r = 21.5 (r/R = 0.58), see Fig. A 6(a),
2. 0.4 m long patch at r = 34 (r/R = 0.92), see Fig. A 6(b).
• Patches on the TE
1. 0.15 m long patch at r = 27 (r/R = 0.73), see Fig. A 7(a),
2. 0.5 m long patch at r = 34 (r/R = 0.92), see Fig. A 7(b).
Concluding Remarks
The fairly good conditions of the blade allowed for limited conclusions on
the blade damage. Moreover, due to the extensive blade downtime and
lengthy exposure to atmospherical factors such as rain, snow, and wind, the
damage patterns were somewhat hard to identify and discern from water
residues. Also, insect debris were not found, which instead would represent
a valuable information to establish a possible important damage factor of
the wind farm. It has to be noted that the observed delamination damages
are hardly correlated to airborne particle impact.
For bladespan locations above r/R = 0.7, numerous leading edge inden-
tations were observed. The circular-like, deep, damage patterns in the fiber
glass suggested heavy particle impacts such as for large insects, large rain
drops, or hailstones. It has to be noted that the depth of these indentations
vary not only according to the diameter of the hole, but also to the exact
2
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(a)
(b)
(c)
Figure A1: (a) LE indentations at r/R = 0.76, (b) r/R = 0.80, and (c)
r/R = 0.83
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(a)
(b)
(c)
Figure A2: (a) LE erosion patterns at r/R = 0.83, (b) r/R = 0.84, and (c)
r/R = 0.94
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(a)
(b)
(c)
Figure A3: (a) High pressure side delamination at r/R = 0.76, (b)
r/R = 0.84, and (c) r/R = 0.67
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Figure A4: High pressure side panel delamination and crack in the blade tip
Figure A5: Damage of the TE at r = 23.0−26 m
location on the LE region of the blade. A possible cause of this is the fiber
glass structure layout used to make the skin of the blade and not accessible
from visual inspection.
Due to the climatic conditions of the wind farm, a limited erosion pattern
was observed. In fact, the lack of hard and lightweight airborne particles
in this geographical region − such as sand grains − allows for small erosion
damage on the blade leading edge. Moreover, the repair patches located
on the leading edge suggested the possible presence of previous erosion pat-
terns. However, the shallow, homogenous, damage patterns localized above
r/R = 0.83 suggested an erosion signature. In general, larger erosion marks
6
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(a)
(b)
Figure A6: (a) LE repair patches at r/R = 0.58, and (b) r/R = 0.92
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(a)
(b)
Figure A7: (a) TE repair patches at r/R = 0.73, and (b) r/R = 0.92
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were observed on the low pressure side of the blade.
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