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Traveling quasi-periodic water waves
with constant vorticity
M. Berti, L. Franzoi, A. Maspero∗
Abstract. We prove the first bifurcation result of time quasi-periodic traveling waves solutions
for space periodic water waves with vorticity. In particular we prove existence of small ampli-
tude time quasi-periodic solutions of the gravity-capillary water waves equations with constant
vorticity, for a bidimensional fluid over a flat bottom delimited by a space-periodic free inter-
face. These quasi-periodic solutions exist for all the values of depth, gravity and vorticity, and
restricting the surface tension to a Borel set of asymptotically full Lebesgue measure.
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1 Introduction and main result
The search for traveling surface waves in inviscid fluids is a very important problem in fluid
mechanics, widely studied since the pioneering work of Stokes [38] in 1847. The existence of
steady traveling waves, namely solutions which look stationary in a moving frame, either peri-
odic or localized in space, is nowadays well understood in many different situations, mainly for
bidimensional fluids.
On the other hand, the natural question regarding the existence of time quasi-periodic trav-
eling waves –which can not be reduced to steady solutions in a moving frame– has been not
answered so far. This is the goal of the present paper. We consider space periodic waves.
Major difficulties in this project concern the presence of ‘small divisors" and the quasi-linear
nature of the equations. Related difficulties appear in the search of time periodic standing waves
which have been constructed in the last years in a series of papers by Iooss, Plotnikov, Toland
[34, 25, 22, 23] for pure gravity waves, by Alazard-Baldi [1] in presence of surface tension and
subsequently extended to time quasi-periodic standing waves solutions by Berti-Montalto [6] and
Baldi-Berti-Haus-Montalto [2]. Standing waves are not traveling as they are even in the space
variable. We also mention that all these last results concern irrotational fluids.
In this paper we prove the first existence result of time quasi-periodic traveling wave solutions
for the gravity-capillary water waves equations with constant vorticity for bidimensional fluids.
The small amplitude solutions that we construct exist for any value of the vorticity (so also for
irrotational fluids), any value of the gravity and depth of the fluid, and provided the surface ten-
sion is restricted to a Borel set of asymptotically full measure, see Theorem 1.5. For irrotational
fluids the traveling wave solutions that we construct do not clearly reduce to the standing wave
solutions in [6]. We remark that, in case of non zero vorticity, one can not expect the bifurcation
of standing waves since they are not allowed by the linear theory.
Before presenting in detail our main result, we introduce the water waves equations.
The water waves equations. We consider the Euler equations of hydrodynamics for a 2-
dimensional perfect, incompressible, inviscid fluid with constant vorticity γ, under the action
of gravity and capillary forces at the free surface. The fluid fills an ocean with depth h ą 0
(eventually infinite) and with space periodic boundary conditions, namely it occupies the region
Dη,h :“
 px, yq P Tˆ R : ´h ď y ă ηpt, xq( , T :“ Tx :“ R{p2πZq . (1.1)
The unknowns of the problem are the divergence free velocity field
ˆ
upt, x, yq
vpt, x, yq
˙
which solves the
Euler equation and the free surface y “ ηpt, xq of the time dependent domain Dη,h. In case of a
2
fluid with constant vorticity
vx ´ uy “ γ ,
the velocity field is the sum of the Couette flow
ˆ´γy
0
˙
, which carries all the vorticity γ of the
fluid, and an irrotational field, expressed as the gradient of a harmonic function Φ, called the
generalized velocity potential.
Denoting by ψpt, xq the evaluation of the generalized velocity potential at the free interface
ψpt, xq :“ Φpt, x, ηpt, xqq, one recovers Φ by solving the elliptic problem
∆Φ “ 0 in Dη,h , Φ “ ψ at y “ ηpt, xq , Φy Ñ 0 as y Ñ ´h . (1.2)
The third condition in (1.2) means the impermeability property of the bottom
Φypt, x,´hq “ 0 , if h ă 8 , lim
yÑ´8
Φypt, x, yq “ 0 , if h “ `8 .
Imposing that the fluid particles at the free surface remain on it along the evolution (kinematic
boundary condition), and that the pressure of the fluid plus the capillary forces at the free surface
is equal to the constant atmospheric pressure (dynamic boundary condition), the time evolution
of the fluid is determined by the following system of equations (see [8, 42])$’&’%
ηt “ Gpηqψ ` γηηx
ψt “ ´gη ´ ψ
2
x
2
` pηxψx `Gpηqψq
2
2p1` η2xq
` κ
´ ηxa
1` η2x x¯
` γηψx ` γB´1x Gpηqψ .
(1.3)
Here g is the gravity, κ is the surface tension coefficient, which we assume to belong to an interval
rκ1, κ2s with κ1 ą 0, and Gpηq is the Dirichlet-Neumann operator
Gpηqψ :“ Gpη, hqψ :“
a
1` η2x pB~nΦq|y“ηpxq “ p´Φxηx ` Φyq|y“ηpxq . (1.4)
The water waves equations (1.3) are a Hamiltonian system that we describe in Section 2.1, and
enjoy two important symmetries. First, they are time reversible: we say that a solution of (1.3)
is reversible if
ηp´t,´xq “ ηpt, xq , ψp´t,´xq “ ´ψpt, xq . (1.5)
Second, since the bottom of the fluid domain is flat, the equations (1.3) are invariant by space
translations. We refer to Section 2.1 for more details.
Let us comment shortly about the phase space of (1.3). As Gpηqψ is a function with zero
average, the quantity
ş
T
ηpxqdx is a prime integral of (1.3). Thus, with no loss of generality,
we restrict to interfaces with zero spatial average
ş
T
ηpxqdx “ 0. Moreover, since Gpηqr1s “ 0,
the vector field on the right hand side of (1.4) depends only on η and ψ ´ 1
2π
ş
T
ψ dx. As a
consequence, the variables pη, ψq of system (1.3) belong to some Sobolev space Hs0pTq ˆ 9HspTq
for some s large. Here Hs0 pTq, s P R, denotes the Sobolev space of functions with zero average
Hs0pTq :“
!
u P HspTq :
ż
T
upxqdx “ 0
)
and 9HspTq, s P R, the corresponding homogeneous Sobolev space, namely the quotient space
obtained by identifying all the HspTq functions which differ only by a constant. For simplicity
of notation we shall denote the equivalent class rψs “ tψ ` c, c P Ru, just by ψ.
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Linear water waves. When looking to small amplitude solutions of (1.3), a fundamental role
is played by the system obtained linearizing (1.3) at the equilibrium pη, ψq “ p0, 0q, namely#
Btη “ Gp0qψ
Btψ “ ´pg ´ κB2xqη ` γB´1x Gp0qψ .
(1.6)
The Dirichlet-Neumann operator at the flat surface η “ 0 is the Fourier multiplier
Gp0q :“ Gp0, hq “
#
D tanhphDq if h ă 8
|D| if h “ `8 , where D :“
1
i
Bx , (1.7)
with symbol
Gjp0q :“ Gjp0, hq “
#
j tanhphjq if h ă 8
|j| if h “ `8 . (1.8)
As we will show in Section 2.2, all reversible solutions (see (1.5)) of (1.6) areˆ
ηpt, xq
ψpt, xq
˙
“
ÿ
nPN
ˆ
Mnρn cospnx´ Ωnpκqtq
Pnρn sinpnx´ Ωnpκqtq
˙
`
ÿ
nPN
ˆ
Mnρ´n cospnx` Ω´npκqtq
P´nρ´n sinpnx` Ω´npκqtq
˙
,
(1.9)
where ρn ě 0 are arbitrary amplitudes and Mn and P˘n are the real coefficients
Mj :“
˜
Gjp0q
κj2 ` g ` γ2
4
Gjp0q
j2
¸ 1
4
, j P Zzt0u , P˘n :“ γ
2
Mn
n
˘M´1n , n P N . (1.10)
Note that the map j ÞÑMj is even. The frequencies Ω˘npκq in (1.9) are
Ωjpκq :“
d´
κj2 ` g ` γ
2
4
Gjp0q
j2
¯
Gjp0q ` γ
2
Gjp0q
j
, j P Zzt0u . (1.11)
Note that the map j ÞÑ Ωjpκq is not even due to the vorticity term γGjp0q{j, which is odd in j.
Note that Ωjpκq actually depends also on the depth h, the gravity g and the vorticity γ, but we
highlight in (1.11) only its dependence with respect to the surface tension coefficient κ, since in
this paper we shall move just κ as a parameter to impose suitable non-resonance conditions, see
Theorem 1.5. Other choices are possible.
All the linear solutions (1.9), depending on the irrationality properties of the frequencies
Ω˘npκq and the number of non zero amplitudes ρ˘n ą 0, are either time periodic, quasi-periodic
or almost-periodic. Note that the functions (1.9) are the linear superposition of plane waves
traveling either to the right or to the left.
Remark 1.1. Actually, (1.9) contains also standing waves, for example when the vorticity γ “ 0
(which implies Ω´npκq “ Ωnpκq, P´n “ ´Pn) and ρ´n “ ρn, giving solutions even in x. This is
the well known superposition effect of waves with the same amplitude, frequency and wavelength
traveling in opposite directions.
4
Main result. We first provide the notion of quasi-periodic traveling wave.
Definition 1.2. (Quasi-periodic traveling wave)We say that pηpt, xq, ψpt, xqq is a time quasi-
periodic traveling wave with irrational frequency vector ω “ pω1, . . . , ωνq P Rν , ν P N, i.e. ω¨ℓ ‰ 0,
@ℓ P Zνzt0u, and “wave vectors” pj1, . . . , jνq P Zν , if there exist functions pη˘, ψ˘q : Tν Ñ R2 such
that ˆ
ηpt, xq
ψpt, xq
˙
“
ˆ
η˘pω1t´ j1x, . . . , ωνt´ jνxq
ψ˘pω1t´ j1x, . . . , ωνt´ jνxq
˙
. (1.12)
Remark 1.3. If ν “ 1, such functions are time periodic and indeed stationary in a moving frame
with speed ω1{j1. On the other hand, if the number of frequencies ν is ě 2, the waves (1.12)
cannot be reduced to steady waves by any appropriate choice of the moving frame.
In this paper we shall construct traveling quasi-periodic solutions of (1.3) with a diophantine
frequency vector ω belonging to an open bounded subset Ω in Rν , namely, for some υ P p0, 1q,
τ ą ν ´ 1,
DCpυ, τq :“
!
ω P Ω Ă Rν : |ω ¨ ℓ| ě υ xℓy´τ , @ ℓ P Zνzt0u , xℓy :“ maxt1, |ℓ|u
)
. (1.13)
Regarding regularity, we will prove the existence of quasi-periodic traveling waves pη˘, ψ˘q belonging
to some Sobolev space
HspTν ,R2q “
!
f˘pϕq “
ÿ
ℓPZν
fℓ e
iℓ¨ϕ , fℓ P R2 : }f˘}2s :“
ÿ
ℓPZν
|fℓ|2xℓy2s ă 8
)
. (1.14)
Fixed finitely many arbitrary distinct natural numbers
S
` :“ tn1, . . . , nνu Ă N , 1 ď n1 ă . . . ă nν , (1.15)
and signs
Σ :“ tσ1, . . . , σνu, σa P t´1, 1u , a “ 1, . . . , ν , (1.16)
consider the reversible quasi-periodic traveling wave solutions of the linear system (1.6) given byˆ
ηpt, xq
ψpt, xq
˙
“
ÿ
aPt1,...,ν : σa“`1u
ˆ
Mna
a
ξna cospnax´ Ωnapκqtq
Pna
a
ξna sinpnax´ Ωnapκqtq
˙
`
ÿ
aPt1,...,ν : σa“´1u
ˆ
Mna
a
ξ´na cospnax` Ω´napκqtq
P´na
a
ξ´na sinpnax` Ω´napκqtq
˙ (1.17)
where ξ˘na ą 0, a “ 1, . . . , ν. The frequency vector of (1.17) is
~Ωpκq :“ pΩσanapκqqa“1,...,ν P Rν . (1.18)
Remark 1.4. If σa “ `1, we select in (1.17) a right traveling wave, whereas, if σa “ ´1, a left
traveling one. By (1.15), the linear solutions (1.17) are genuinely traveling waves: superposition
of identical waves traveling in opposite direction, generating standing waves, does not happen.
The main result of this paper proves that the linear solutions (1.17) can be continued to
quasi-periodic traveling wave solutions of the nonlinear water waves equations (1.3), for most
values of the surface tension κ P rκ1, κ2s, with a frequency vector rΩ :“ prΩσanaqa“1,...,ν , close to
~Ωpκq :“ pΩσanapκqqa“1,...,ν . Here is the precise statement.
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Theorem 1.5. (KAM for traveling gravity-capillary water waves with constant vor-
ticity) Consider finitely many tangential sites S` Ă N as in (1.15) and signs Σ as in (1.16).
Then there exist s ą 0, ε0 P p0, 1q such that, for every |ξ| ď ε20, ξ :“ pξσanaqa“1,...,ν P Rν`, the
following hold:
1. there exists a Cantor-like set Gξ Ă rκ1, κ2s with asymptotically full measure as ξ Ñ 0, i.e.
limξÑ0 |Gξ| “ κ2 ´ κ1;
2. for any κ P Gξ, the gravity-capillary water waves equations (1.3) have a reversible quasi-
periodic traveling wave solution (according to Definition 1.2) of the formˆ
ηpt, xq
ψpt, xq
˙
“
ÿ
aPt1,...,νu : σa“`1
˜
Mna
a
ξna cospnax´ rΩnatq
Pna
a
ξna sinpnax´ rΩnatq
¸
`
ÿ
aPt1,...,νu : σa“´1
˜
Mna
a
ξ´na cospnax` rΩ´natq
P´na
a
ξ´na sinpnax` rΩ´natq
¸
` rpt, xq
(1.19)
where
rpt, xq “ r˘prΩσ1n1t´ σ1n1x, . . . , rΩσνnν t´ σνnνxq , r˘ P HspTν ,R2q , lim
ξÑ0
}r˘}sa|ξ| “ 0 ,
with a Diophantine frequency vector rΩ :“ prΩσanaqa“1,...,ν P Rν , depending on κ, ξ, and
satisfying limξÑ0 rΩ “ ~Ωpκq. In addition these quasi-periodic solutions are linearly stable.
Let us make some comments.
1) Theorem 1.5 holds for any value of the vorticity γ, so in particular it guarantees existence
of quasi-periodic traveling waves also for irrotational fluids, i.e. γ “ 0. In this case the solutions
(1.19) do not reduce to those in [6], which are standing, i.e. even in x. If the vorticity γ ‰ 0,
one does not expect the existence of standing wave solutions since the water waves vector field
(1.3) does not leave invariant the subspace of functions even in x.
2) Theorem 1.5 produces time quasi-periodic solutions of the Euler equation with a velocity
field which is a small perturbation of the Couette flow
ˆ´γy
0
˙
. Indeed, from the solution
pηpt, xq, ψpt, xqq in (1.19), one recovers the generalized velocity potential Φpt, x, yq by solving the
elliptic problem (1.2) and finally constructs the velocity field
ˆ
upt, x, yq
vpt, x, yq
˙
“
ˆ´γy
0
˙
`∇Φpt, x, yq.
The time quasi-periodic potential Φpt, x, yq has size Opa|ξ|q, as ηpt, xq and ψpt, xq.
3) In the case ν “ 1 the solutions constructed in Theorem 1.5 reduce to steady periodic
traveling waves, which can be obtained by an application of the Crandall-Rabinowitz theorem,
see e.g. [30, 41, 43].
4) Theorem 1.5 selects initial data giving raise to global in time solutions (1.19) of the water
waves equations (1.3). So far, no results about global existence for (1.3) with periodic boundary
conditions are known. The available results concern local well posedness with a general vorticity,
see e.g. [10], and a ε´2 existence for initial data of size ε in the case of constant vorticity [21].
5) With the choice (1.15)-(1.16) the unperturbed frequency vector ~Ωpκq “ pΩσanapκqqa“1,...,ν
is diophantine for most values of the surface tension κ and for all values of vorticity, gravity and
depth. It follows by the more general results of Sections 4 and 5.2. This may not be true for
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an arbitrary choice of the linear frequencies Ωjpκq, j P Zzt0u. For example, in the case h “ `8,
the vector
~Ωpκq “ `Ω´n3pκq,Ω´n2pκq,Ω´n1pκq,Ωn1pκq,Ωn2pκq,Ωn3pκq˘
is resonant, for all the values of κ, also taking into account the restrictions on the indexes for
the search of traveling waves, see Section 3.4. Indeed, recalling (1.11) and that, for h “ `8,
Gjp0, hq “ |j|, we have, for ℓ “
`´ ℓn3 ,´ℓn2 ,´ℓn1, ℓn1 , ℓn2 , ℓn3˘ that the system
~Ωpκq ¨ ~ℓ “ γpℓn1 ` ℓn2 ` ℓn3q “ 0 , n1ℓn1 ` n2ℓn2 ` n3ℓn3 “ 0 ,
has integer solutions. In this case the possible existence of quasi-periodic solutions of the water
waves system (1.3) depends on the frequency modulation induced by the nonlinear terms.
6) Comparison with [6]. There are significant differences with respect to [6], which proves
the existence of quasi-periodic standing waves for irrotational fluids, not only in the result –the
solutions of Theorem 1.5 are traveling waves of fluids with constant vorticity– but also in the
techniques.
(1) The first difference –which is a novelty of this paper– is a new formulation of degenerate
KAM theory exploiting “momentum conservation”, namely the space invariance of the Hamilton
equations. The degenerate KAM theory approach for PDEs has been developed in [3], and then
[6], [2], in order to prove the non-trivial dependence of the linear frequencies with respect to
a parameter –in our case the surface tension κ–, see the “Transversality" Proposition 4.5. A
key assumption used in [3], [6], [2] is that the linear frequencies are simple (because of Dirichlet
boundary conditions in [3] and Neumann boundary conditions in [6], [2]). This is not true for
traveling waves (e.g. in case of zero vorticity one has Ωjpκq “ Ω´jpκq identically in κ). In order
to deal with these resonances we strongly exploit the invariance of the equations (1.3) under
space translations, which ultimately imply the restrictions to the indexes (4.8)-(4.10). In this
way, assuming that the moduli of the tangential sites are all different as in (1.15), cfr. with
item 5), we can remove some otherwise possibly degenerate case. This requires to keep trace
along all the proof of the “momentum conservation property” that we characterize in different
ways in Section 3.4. The momentum conservation law has been used in several KAM results for
semilinear PDEs since the works [16, 17], [28, 35], see also [31, 20, 15] and references therein. The
present paper gives a new application in the context of degenerate KAM theory (with additional
difficulties arising by the quasi-linear nature of the water waves equations).
(2) Other significant differences with respect to [6] arise in the reduction in orders (Section
7) of the quasi-periodic linear operators obtained along the Nash-Moser iteration. In particular
we mention that we have to preserve the Hamiltonian nature of these operators (at least until
Section 7.4). Otherwise it would appear a time dependent operator at the order |D|1{2, of the
form iapϕqH|D| 12 , with apϕq P R independent of x, compatible with the reversible structure,
which can not be eliminated. Note that the operator iapϕqH|D| 12 is not Hamiltonian (unless
apϕq “ 0). Note also that the above difficulty was not present in [6] dealing with standing waves,
because an operator of the form iapϕqH|D| 12 does not map even functions into even functions.
In order to overcome this difficulty we have to perform always symplectic changes of variables
(at least until Section 7.4), and not just reversible ones as in [6, 2]. We finally mention that we
perform as a first step in Section 7.1 a quasi-periodic time reparametrization to avoid otherwise
a technical difficulty in the conjugation of the remainders obtained by the Egorov theorem in
Section 7.3. This difficulty was not present in [6], since it arises conjugating the additional
pseudodifferential term due to vorticity, see Remark 7.5.
7) Another novelty of our result is to exploit the momentum conservation also to prove that
the obtained quasi-periodic solutions are indeed quasi-periodic traveling waves, according to
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Definition 1.2. This requires to check that the approximate solutions constructed along the
Nash-Moser iteration of Section 9 (and Section 6) are indeed traveling waves. Actually this
approach shows that the preservation of the momentum condition along the Nash-Moser-KAM
iteration is equivalent to the construction of embedded invariant tori which support quasi-periodic
traveling waves, namely of the form upϕ, xq “ Upϕ ´ ~xq (see Definition 3.1), or equivalently,
in action-angle-normal variables, which satisfy (3.52). We expect this method can be used to
obtain quasi-periodic traveling waves for other PDE’s which are translation invariant.
Literature. We now shortly describe the literature regarding the existence of time periodic
or quasi-periodic solutions of the water waves equations, focusing on the results more related to
Theorem 1.5. We describes only results concerning space periodic waves, that we divide in three
distinct groups:
piq steady traveling solutions,
piiq time periodic standing waves,
piiiq time quasi-periodic standing waves.
This distinction takes into account not only the different shapes of the waves, but also the tech-
niques for their construction.
(i) Time and space periodic traveling waves which are steady in a moving frame. The literature
concerning steady traveling wave solutions is huge, and we refer to [7] for an extended presen-
tation. Here we only mention that, after the pioneering work of Stokes [38], the first rigorous
construction of small amplitude space periodic steady traveling waves goes back to the 1920’s
with the papers of Nekrasov [33], Levi-Civita [27] and Struik [39], in case of irrotational bidimen-
sional flows under the action of pure gravity. Later Zeidler [45] considered the effect of capillarity.
In the presence of vorticity, the first result is due to Gerstner [18] in 1802, who gave an explicit
example of periodic traveling wave, in infinite depth, and with a particular non-zero vorticity.
One has to wait the work of Dubreil-Jacotin [14] in 1934 for the first existence results of small
amplitude, periodic traveling waves with general (Hölder continuous, small) vorticity, and, later,
the works of Goyon [19] and Zeidler [46] in the case of large vorticity. More recently we point out
the works of Wahlén [41] for capillary-gravity waves and non-constant vorticity, and of Martin
[30] and Walhén [42] for constant vorticity. All these results deal with 2d water waves, and can
ultimately be deduced by the Crandall-Rabinowitz bifurcation theorem from a simple eigenvalue.
We also mention that these local bifurcation results can be extended to global branches of
steady traveling waves by applying the methods of global bifurcation theory. We refer to Keady-
Norbury [29], Toland [40], McLeod [32] for irrotational flows and Constantin-Strauss [9] for fluids
with non-constant vorticity.
In the case of three dimensional irrotational fluids, bifurcation of small amplitude traveling
waves periodic in space has been proved in Reeder-Shinbrot [36], Craig-Nicholls [11, 12] for both
gravity-capillary waves (by variational bifurcation arguments ła Weinstein-Moser) and by Iooss-
Plotnikov [23, 24] for gravity waves (this is a small divisor problem). These solutions, in a moving
frame, look steady bi-periodic waves.
(ii) Time periodic standing waves. Bifurcation of time periodic standing water waves were
obtained in a series of pioneering papers by Iooss, Plotnikov and Toland [34, 25, 22, 23] for pure
gravity waves, and by Alazard-Baldi [1] for gravity-capillary fluids. Standing waves are even in
the space variable and so they do not travel in space. There is a huge difference with the results
of the first group: the construction of time periodic standing waves involves small divisors. Thus
the proof is based on Nash-Moser implicit function techniques and not only on the classical
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implicit function theorem.
(iii) Time quasi-periodic standing waves. The first results in this direction were obtained very
recently by Berti-Montalto [6] for the gravity-capillary system and by Baldi-Berti-Haus-Montalto
[2] for the gravity water waves. Both papers deal with irrotational fluids.
2 Hamiltonian structure and linearization at the origin
In this section we describe the Hamiltonian structure of the water waves equations (1.3), their
symmetries and the solutions of the linearized system (1.6) at the equilibrium.
2.1 Hamiltonian structure
The Hamiltonian formulation of the water waves equations (1.3) with non-zero constant vorticity
was obtained by Constantin-Ivanov-Prodanov [8] and Wahlén [42] in the case of finite depth. For
irrotational flows it reduces to the classical Craig-Sulem-Zakharov formulation in [44], [13].
On the phase space H10 pTq ˆ 9H1pTq, endowed with the non canonical Poisson tensor
JM pγq :“
ˆ
0 Id
´Id γB´1x
˙
, (2.1)
we consider the Hamiltonian
Hpη, ψq “ 1
2
ż
T
`
ψGpηqψ ` gη2˘ dx` κ ż
T
a
1` η2x dx`
γ
2
ż
T
´
´ψxη2 ` γ
3
η3
¯
dx . (2.2)
Such Hamiltonian is well defined on H10 pTq ˆ 9H1pTq since Gpηqr1s “ 0 and
ş
T
Gpηqψ dx “ 0.
It turns out [8, 42] that equations (1.3) are the Hamiltonian system generated by Hpη, ψq
with respect to the Poisson tensor JM pγq, namely
Bt
ˆ
η
ψ
˙
“ JM pγq
ˆ
∇ηH
∇ψH
˙
(2.3)
where p∇ηH,∇ψHq P 9L2pTq ˆ L20pTq denote the L2-gradients.
Remark 2.1. The non canonical Poisson tensor JM pγq in (2.1) has to be regarded as an operator
from (subspaces of) pL20 ˆ 9L2q˚ “ 9L2 ˆ L20 to L20 ˆ 9L2, that is
JM pγq “
ˆ
0 IdL2
0
ÑL2
0´Id 9L2Ñ 9L2 γB´1x
˙
.
The operator B´1x maps a dense subspace of L20 in 9L2. For sake of simplicity, throughout the
paper we may omit this detail. Above the dual space pL20 ˆ 9L2q˚ with respect to the scalar
product in L2 is identified with 9L2 ˆ L20.
The Hamiltonian (2.2) enjoys several symmetries which we now describe.
Reversible structure. Defining on the phase space H10 pTq ˆ 9H1pTq the involution
S
ˆ
η
ψ
˙
:“
ˆ
η_
´ψ_
˙
, η_pxq :“ ηp´xq , (2.4)
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the Hamiltonian (2.2) is invariant under S, that is
H ˝ S “ H ,
or, equivalently, the water waves vector field X defined in the right hand side on (1.3) satisfies
X ˝ S “ ´S ˝X . (2.5)
This property follows noting that the Dirichlet-Neumann operator satisfies
Gpη_qrψ_s “ pGpηqrψsq_ . (2.6)
Translation invariance. Since the bottom of the fluid domain (1.1) is flat (or in case of infinite
depth there is no bottom), the water waves equations (1.3) are invariant under space translations.
Specifically, defining the translation operator
τς : upxq ÞÑ upx` ςq , ς P R , (2.7)
the Hamiltonian (2.2) satisfies H ˝ τς “ H for any ς P R, or, equivalently, the water waves vector
field X defined in the right hand side on (1.3) satisfies
X ˝ τς “ τς ˝X , @ς P R . (2.8)
In order to verify this property, note that the Dirichlet-Neumann operator satisfies
τς ˝Gpηq “ Gpτςηq ˝ τς , @ς P R . (2.9)
Wahlén coordinates. The variables pη, ψq are not Darboux coordinates, in the sense that the
Poisson tensor (2.1) is not the canonical one for values of the vorticity γ ‰ 0. Wahlén [42] noted
that in the variables pη, ζq, where ζ is defined by
ζ :“ ψ ´ γ
2
B´1x η , (2.10)
the symplectic form induced by JM pγq becomes the canonical one. Indeed, under the linear
transformation of the phase space H10 ˆ 9H1 into itself defined byˆ
η
ψ
˙
“W
ˆ
η
ζ
˙
, W :“
ˆ
Id 0
γ
2
B´1x Id
˙
, W´1 :“
ˆ
Id 0
´γ
2
B´1x Id
˙
, (2.11)
the Poisson tensor JM pγq is transformed into the canonical one,
W´1JM pγqpW´1q˚ “ J , J :“
ˆ
0 Id
´Id 0
˙
. (2.12)
Here W˚ and pW´1q˚ are the adjoints maps from (a dense subspace of) 9L2 ˆL20 into itself, and
the Poisson tensor J acts from (subspaces of) 9L2 ˆ L20 to L20 ˆ 9L2. Then the Hamiltonian (2.2)
becomes
H :“ H ˝W , i.e. Hpη, ζq :“ H
´
η, ζ ` γ
2
B´1x η
¯
, (2.13)
and the Hamiltonian equations (2.3) (i.e. (1.3)) are transformed into
Bt
ˆ
η
ζ
˙
“ XHpη, ζq , XHpη, ζq :“ J
ˆ
∇ηH
∇ζH
˙
pη, ζq . (2.14)
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By (2.12), the symplectic form of (2.14) is the standard one,
W
ˆˆ
η1
ζ1
˙
,
ˆ
η2
ζ2
˙˙
“
ˆ
J´1
ˆ
η1
ζ1
˙
,
ˆ
η2
ζ2
˙˙
L2
“ p´ζ1, η2qL2 ` pη1, ζ2qL2 , (2.15)
where J´1 is the symplectic operator
J´1 “
ˆ
0 ´Id
Id 0
˙
(2.16)
regarded as a map from L20ˆ 9L2 into 9L2ˆL20. Note that JJ´1 “ IdL2
0
ˆ 9L2 and J
´1J “ Id 9L2ˆL2
0
.
The Hamiltonian vector field XHpη, ζq in (2.14) is characterized by the identity
dHpη, ζqrpus “W`XHpη, ζq, pu˘ , @pu :“ ˆpηpζ
˙
.
The transformation W defined in (2.11) is reversibility preserving, namely it commutes with the
involution S in (2.4) (see Definition 3.17 below), and thus also the Hamiltonian H in (2.13) is
invariant under the involution S, as well as H in (2.2). For this reason we look for solutions
pηpt, xq, ζpt, xqq of (2.14) which are reversible, i.e. see (1.5),ˆ
η
ζ
˙
p´tq “ S
ˆ
η
ζ
˙
ptq . (2.17)
The corresponding solutions pηpt, xq, ψpt, xqq of (1.3) induced by (2.11) are reversible as well.
We finally note that the transformation W defined in (2.11) commutes with the translation
operator τς , therefore the Hamiltonian H in (2.13) is invariant under τς , as well as H in (2.2).
By Noether theorem, the horizontal momentum
ş
T
ζηx dx is a prime integral of (2.14).
2.2 Linearization at the equilibrium
In this section we study the linear system (1.6) and prove that its reversible solutions have the
form (1.9).
In view of the Hamiltonian (2.2) of the water waves equations (1.3), also the linear system
(1.6) is Hamiltonian and it is generated by the quadratic Hamiltonian
HLpη, ψq :“ 1
2
ż
T
`
ψGp0qψ ` gη2 ` κη2x
˘
dx “ 1
2
ˆ
ΩL
ˆ
η
ψ
˙
,
ˆ
η
ψ
˙˙
L2
.
Thus, recalling (2.3), the linear system (1.6) is
Bt
ˆ
η
ψ
˙
“ JM pγqΩL
ˆ
η
ψ
˙
, ΩL :“
ˆ´κB2x ` g 0
0 Gp0q
˙
. (2.18)
The linear operator ΩL acts from (a dense subspace) of L
2
0 ˆ 9L2 to 9L2 ˆ L20. In the Wahlén
coordinates (2.11), the linear Hamiltonian system (1.6), i.e. (2.18), transforms into the linear
Hamiltonian system
Bt
ˆ
η
ζ
˙
“ JΩW
ˆ
η
ζ
˙
,
ΩW :“W˚ΩLW “
ˆ
´κB2x ` g ´
`
γ
2
˘2 B´1x Gp0qB´1x ´γ2B´1x Gp0q
γ
2
Gp0qB´1x Gp0q
˙ (2.19)
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generated by the quadratic Hamiltonian
HLpη, ζq :“ pHL ˝W qpη, ζq “ 1
2
ˆ
ΩW
ˆ
η
ζ
˙
,
ˆ
η
ζ
˙˙
L2
. (2.20)
The linear operator ΩW acts from (a dense subspace) of L
2
0 ˆ 9L2 to 9L2 ˆL20. The linear system
(2.19) is the Hamiltonian system obtained by linearizing (2.14) at the equilibrium pη, ζq “ p0, 0q.
We want to transform (2.19) in diagonal form by using a symmetrizer and then introducing
complex coordinates. We first conjugate (2.19) under the symplectic transformation (with respect
to the standard symplectic form W in (2.15)) of the phase spaceˆ
η
ζ
˙
“M
ˆ
u
v
˙
where M is the diagonal matrix of self-adjoint Fourier multipliers
M :“
ˆ
MpDq 0
0 MpDq´1
˙
, MpDq :“
˜
Gp0q
κD2 ` g ´ γ2
4
B´1x Gp0qB´1x
¸1{4
, (2.21)
with the real valued symbol Mj defined in (1.10). The map M is reversibility preserving.
Remark 2.2. In (2.21) the Fourier multiplier MpDq acts in H10 . On the other hand, with a slight
abuse of notation, MpDq´1 denotes the Fourier multiplier operator in 9H1 defined as
MpDq´1rζs :“ “ ÿ
j‰0
M´1j ζje
ijx
‰
, ζpxq “
ÿ
jPZ
ζje
ijx .
where rζs is the element in 9H1 with representant ζpxq.
By a direct computation, the Hamiltonian system (2.19) assumes the symmetric form
Bt
ˆ
u
v
˙
“ JΩS
ˆ
u
v
˙
, ΩS :“M˚ΩWM “
ˆ
ωpκ,Dq ´γ
2
B´1x Gp0q
γ
2
Gp0qB´1x ωpκ,Dq
˙
, (2.22)
where
ωpκ,Dq :“
c
κD2Gp0q ` g Gp0q ´
´γ
2
B´1x Gp0q
¯2
. (2.23)
Remark 2.3. To be precise, the Fourier multiplier operator ωpκ,Dq in the top left position in
(2.22) maps H10 into
9H1 and the one in the bottom right position maps 9H1 into H10 . The operator
B´1x Gp0q acts on 9H1 and Gp0qB´1x on H10 .
Now we introduce complex coordinates by the transformationˆ
u
v
˙
“ C
ˆ
z
z
˙
, C :“ 1?
2
ˆ
Id Id
´i i
˙
, C´1 :“ 1?
2
ˆ
Id i
Id ´i
˙
. (2.24)
In these variables, the Hamiltonian system (2.22) becomes the diagonal system
Bt
ˆ
z
z
˙
“
ˆ´i 0
0 i
˙
ΩD
ˆ
z
z
˙
, ΩD :“ C˚ΩSC “
ˆ
Ωpκ,Dq 0
0 Ωpκ,Dq
˙
, (2.25)
where
Ωpκ,Dq :“ ωpκ,Dq ` i γ
2
B´1x Gp0q (2.26)
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is the Fourier multiplier with symbol Ωjpκq defined in (1.11) and Ωpκ,Dq is defined by
Ωpκ,Dqz :“ Ωpκ,Dqz , Ωpκ,Dq “ ωpκ,Dq ´ i γ
2
B´1x Gp0q .
Note that Ωpκ,Dq is the Fourier multiplier with symbol tΩ´jpκqujPZzt0u.
Remark 2.4. We regard the system (2.25) in 9H1 ˆ 9H1.
The diagonal system (2.25) amounts to the scalar equation
Btz “ ´iΩpκ,Dqz , zpxq “
ÿ
jPZzt0u
zje
ijx , (2.27)
and, writing (2.27) in the exponential Fourier basis, to the infinitely many decoupled harmonic
oscillators
9zj “ ´iΩjpκqzj , j P Zzt0u . (2.28)
Note that, in these complex coordinates, the involution S defined in (2.4) reads as the mapˆ
zpxq
zpxq
˙
ÞÑ
ˆ
zp´xq
zp´xq
˙
(2.29)
that we may read just as the scalar map zpxq ÞÑ zp´xq. Moreover, in the Fourier coordinates
introduced in (2.27), it amounts to
zj ÞÑ zj , @j P Zzt0u . (2.30)
In view of (2.28) and (2.30) every reversible solution (which is characterized as in (2.17)) of
(2.27) has the form
zpt, xq :“ 1?
2
ÿ
jPZzt0u
ρj e
´i pΩjpκqt´j xq with ρj P R . (2.31)
Let us see the form of these solutions back in the original variables pη, ψq. First, by (2.21), (2.24),ˆ
η
ζ
˙
“MC
ˆ
z
z
˙
“ 1?
2
ˆ
MpDq MpDq
´iMpDq´1 iMpDq´1
˙ˆ
z
z
˙
“ 1?
2
ˆ
MpDqpz ` zq
´iMpDq´1pz ´ zq
˙
, (2.32)
and the solutions (2.31) assume the formˆ
ηpt, xq
ζpt, xq
˙
“
ÿ
nPN
ˆ
Mnρn cospnx´ Ωnpκqtq
M´1n ρn sinpnx´ Ωnpκqtq
˙
`
ÿ
nPN
ˆ
Mnρ´n cospnx` Ω´npκqtq
´M´1n ρ´n sinpnx` Ω´npκqtq
˙
.
Back to the variables pη, ψq with the change of coordinates (2.11) one obtains formula (1.9).
Decomposition of the phase space in Lagrangian subspaces invariant under (2.19).
We express the Fourier coefficients zj P C in (2.27) as
zj “ αj ` iβj?
2
, pαj , βjq P R2 , j P Zzt0u .
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In the new coordinates pαj , βjqjPZzt0u, we write (2.32) as (recall that Mj “M´j)ˆ
ηpxq
ζpxq
˙
“
ÿ
jPZzt0u
ˆ
Mjpαj cospjxq ´ βj sinpjxqq
M´1j pβj cospjxq ` αj sinpjxqq
˙
(2.33)
with
αj “ 1
2π
´
M´1j pη, cospjxqqL2 `Mjpζ, sinpjxqqL2
¯
,
βj “ 1
2π
´
Mjpζ, cospjxqqL2 ´M´1j pη, sinpjxqqL2
¯
.
(2.34)
The symplectic form (2.15) then becomes
2π
ÿ
jPZzt0u
dαj ^ dβj .
Each 2-dimensional subspace in the sum (2.33), spanned by pαj , βjq P R2 is therefore a symplectic
subspace. The quadratic Hamiltonian HL in (2.20) reads
2π
ÿ
jPZzt0u
Ωjpκq
2
pα2j ` β2j q . (2.35)
In view of (2.33), the involution S defined in (2.4) reads
pαj , βjq ÞÑ pαj ,´βjq , @j P Zzt0u , (2.36)
and the translation operator τς defined in (2.7) asˆ
αj
βj
˙
ÞÑ
ˆ
cospjςq ´ sinpjςq
sinpjςq cospjςq
˙ˆ
αj
βj
˙
, @j P Zzt0u . (2.37)
We may also enumerate the independent variables pαj , βjqjPZzt0u as
`
α´n, β´n, αn, βn
˘
, n P N.
Thus the phase space H :“ L20 ˆ 9L2 of (2.14) decomposes as the direct sum
H “
ÿ
nPN
Vn,` ‘ Vn,´
of 2-dimensional Lagrangian symplectic subspaces
Vn,` :“
"ˆ
η
ζ
˙
“
ˆ
Mnpαn cospnxq ´ βn sinpnxqq
M´1n pβn cospnxq ` αn sinpnxqq
˙
, pαn, βnq P R2
*
, (2.38)
Vn,´ :“
"ˆ
η
ζ
˙
“
ˆ
Mnpα´n cospnxq ` β´n sinpnxqq
M´1n pβ´n cospnxq ´ α´n sinpnxqq
˙
, pα´n, β´nq P R2
*
, (2.39)
which are invariant for the linear Hamiltonian system (2.19), namely JΩW : Vn,σ ÞÑ Vn,σ (for
a proof see e.g. remark 2.10). The symplectic projectors ΠVn,σ , σ P t˘u, on the symplectic
subspaces Vn,σ are explicitly provided by (2.33) and (2.34) with j “ nσ.
Note that the involution S defined in (2.4) and the translation operator τς in (2.7) leave the
subspaces Vn,σ, σ P t˘u, invariant.
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2.3 Tangential and normal subspaces of the phase space
We decompose the phase space H of (2.14) into a direct sum of tangential and normal Lagrangian
subspaces H⊺
S`,Σ
and H=
S`,Σ
. Note that the main part of the solutions (1.19) that we shall obtain
in Theorem 1.5 is the component in the tangential subspace H⊺
S`,Σ
, whereas the component in
the normal subspace H=
S`,Σ
is much smaller.
Recalling the definition of the sets S` and Σ defined in (1.15) respectively (1.16), we split
H “ H⊺
S`,Σ
‘ H=
S`,Σ (2.40)
where H⊺
S`,Σ
is the finite dimensional tangential subspace
H
⊺
S`,Σ
:“
νÿ
a“1
Vna,σa (2.41)
and H=
S`,Σ
is the normal subspace defined as its symplectic orthogonal
H=
S`,Σ :“
νÿ
a“1
Vna,´σa ‘
ÿ
nPNzS`
`
Vn,` ‘ Vn,´
˘
. (2.42)
Both the subspaces H⊺
S`,Σ
and H=
S`,Σ are Lagrangian. We denote by Π
⊺
S`,Σ
and Π=
S`,Σ the
symplectic projections on the subspaces H⊺
S`,Σ
and H=
S`,Σ, respectively. Since H
⊺
S`,Σ
and H=
S`,Σ
are symplectic orthogonal, the symplectic form W in (2.15) decomposes as
Wpv1 ` w1, v2 ` w2q “Wpv1, v2q `Wpw1, w2q , @v1, v2 P H⊺S`,Σ , w1, w2 P H=S`,Σ .
The symplectic projections Π⊺
S`,Σ
and Π=
S`,Σ satisfy the following properties:
Lemma 2.5. We have that
Π
⊺
S`,Σ
J “ J`Π⊺
S`,Σ
˘˚
,
`
Π
⊺
S`,Σ
˘˚
J´1 “ J´1Π⊺
S`,Σ
, (2.43)
Π=
S`,Σ J “ J
`
Π=
S`,Σ
˘˚
,
`
Π=
S`,Σ
˘˚
J´1 “ J´1Π=
S`,Σ . (2.44)
Proof. Since the subspaces H⊺ :“ H⊺
S`,Σ
and H= :“ H=
S`,Σ
are symplectic orthogonal, we have,
recalling (2.15), that
pJ´1v, wqL2 “ pJ´1w, vqL2 “ 0, @v P H⊺ , @w P H= .
Thus, using the projectors Π⊺ :“ Π⊺
S`,Σ
, Π= :“ Π=
S`,Σ
, we have that
pJ´1Π⊺v,Π=wqL2 “ pJ´1Π=w,Π⊺vqL2 “ 0 , @v, w P H ,
and, taking adjoints, ppΠ=q˚J´1Π⊺v, wqL2 “ ppΠ⊺q˚J´1Π=w, vqL2 “ 0 for any v, w P H, so that
pΠ=q˚J´1Π⊺ “ 0 “ pΠ⊺q˚J´1Π= . (2.45)
Now inserting the identity Π= “ Id´Π⊺ in (2.45), we get
J´1Π⊺ “ pΠ⊺q˚J´1Π⊺ “ pΠ⊺q˚J´1
proving the second identity of (2.43). The first identity of (2.43) follows applying J to the left
and to the right of the second identity. The identity (2.44) follows in the same way.
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Note that the restricted symplectic form W |H=
S`,Σ
is represented by the symplectic structure
J´1
=
: H=
S`,Σ Ñ H=S`,Σ , J´1= :“ ΠL
2
=
J´1|H=
S`,Σ
, (2.46)
where ΠL
2
=
is the L2-projector on the subspace H=
S`,Σ
. Indeed
W |H=
S`,Σ
pw, wˆq “ pJ´1
=
w, pwqL2 “ pJ´1w, pwqL2 , @w, wˆ P H=S`,Σ .
We also denote the associated (restricted) Poisson tensor
J= : H
=
S`,Σ Ñ H=S`,Σ , J= :“ Π=S`,Σ J|H=
S`,Σ
. (2.47)
In the next lemma we prove that J´1
=
and J= are each other inverses.
Lemma 2.6. J´1
=
J= “ J= J´1= “ IdH=
S`,Σ
.
Proof. Let v P H=
S`,Σ
. By (2.46) and (2.47), for any h P H=
S`,Σ
one has
pJ´1
=
J= v, hqL2 “ pJ´1Π=S`,Σ Jv,ΠL
2
= hqL2 “ ´pΠ=S`,Σ Jv, J´1hqL2
“ ´pJv, pΠ=
S`,Σq˚J´1hqL2
(2.44)“ ´pJv, J´1Π=
S`,ΣhqL2 “ pv, hqL2 .
The proof that J=J
´1
=
“ IdH=
S`,Σ
is similar.
Lemma 2.7. Π=
S`,Σ
JΠL
2
=
“ Π=
S`,Σ
J .
Proof. For any u, h P H we have, using Lemma 2.5,
pΠ=
S`,ΣJΠ
L2
= u, hqL2 “ ´pΠL
2
= u, JpΠ=S`,Σq˚hqL2 “ ´pΠL
2
= u,Π
=
S`,ΣJhqL2
“ ´pu,Π=
S`,ΣJhqL2 “ pJpΠ=S`,Σq˚u, hqL2 “ pΠ=S`,ΣJu, hqL2
implying the lemma.
Action-angle coordinates. Finally we introduce action-angle coordinates on the tangential
subspace H⊺
S`,Σ
defined in (2.41). Given the sets S` and Σ defined respectively in (1.15) and
(1.16), we define the set
S :“ t1, . . . , νu Ă Z zt0u , a :“ σana , a “ 1, . . . , ν , (2.48)
and the action-angle coordinates pθj , IjqjPS, by the relations
αj “
c
1
π
pIj ` ξjq cospθjq , βj “ ´
c
1
π
pIj ` ξjq sinpθjq , ξj ą 0 , |Ij | ă ξj , @j P S . (2.49)
In view of (2.40)-(2.42), we represent any function of the phase space H as
Apθ, I, wq :“ v⊺pθ, Iq ` w ,
:“ 1?
π
ÿ
jPS
„ˆ
Mj
a
Ij ` ξj cospθjq
´M´1j
a
Ij ` ξj sinpθjq
˙
cospjxq `
ˆ
Mj
a
Ij ` ξj sinpθjq
M´1j
a
Ij ` ξj cospθjq
˙
sinpjxq

` w
“ 1?
π
ÿ
jPS
„ˆ
Mj
a
Ij ` ξj cospθj ´ jxq
´M´1j
a
Ij ` ξj sinpθj ´ jxq
˙
` w (2.50)
where θ :“ pθjqjPS P Tν , I :“ pIjqjPS P Rν and w P H=S`,Σ.
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Remark 2.8. In these coordinates the solutions (1.17) of the linear system (1.6) simply read as
Wv⊺p~Ωpκqt, 0q, where ~Ωpκq :“ pΩjpκqqjPS is given in (1.18).
In view of (2.50), the involution S in (2.4) reads
~S : pθ, I, wq ÞÑ p´θ, I,Swq , (2.51)
the translation operator τς in (2.7) reads
~τς : pθ, I, wq ÞÑ pθ ´ ~ς, I, τςwq, @ς P R , (2.52)
where
~ :“ pjqjPS “ p1, . . . , νq P Zνzt0u , (2.53)
and the symplectic 2-form (2.15) becomes
W “
ÿ
jPS
pdθj ^ dIjq ‘ W |H=
S`,Σ
. (2.54)
We also note that W is exact, namely
W “ dΛ , where Λpθ,I,wqrpθ, pI, pws :“ ´ÿ
jPS
Ijpθj ` 12 `J´1= w, pw˘L2 (2.55)
is the associated Liouville 1-form (the operator J´1
=
is defined in (2.46)).
Finally, given a Hamiltonian K : Tν ˆ Rν ˆ H=
S`,Σ
Ñ R, the associated Hamiltonian vector
field (with respect to the symplectic form (2.54)) is
XK :“
`BIK,´BθK, J=∇wK˘ “ `BIK,´BθK,Π=S`,ΣJ∇wK˘ , (2.56)
where ∇wK denotes the L
2 gradient of K with respect to w P H=
S`,Σ
. Indeed, the only nontrivial
component of the vector field XK is the last one, which we denote by rXKsw P H=S`,Σ. It fulfills
pJ´1
=
rXKsw, pwqL2 “ dwKrpws “ p∇wK, pwqL2 , @ pw P H=S`,Σ , (2.57)
and (2.56) follows by Lemma 2.6. We remark that along the paper we only consider Hamilto-
nians such that the L2-gradient ∇wK defined by (2.57), as well as the Hamiltonian vector field
Π=
S`,Σ
J∇wK, maps spaces of Sobolev functions into Sobolev functions (not just distributions),
with possible loss of derivatives.
Tangential and normal subspaces in complex variables. Each 2-dimensional symplectic
subspace Vn,σ, n P N, σ “ ˘1, defined in (2.38)-(2.39) is isomorphic, through the linear map
MC defined in (2.32), to the complex subspace
Hj :“
!ˆ
zje
ijx
zje
´ijx
˙
, zj P C
)
with j “ nσ P Z .
Denoting by Πj the L
2-projection on Hj, we have that ΠVn,σ “MCΠj pMCq´1. Thus MC is
an isomorphism between the tangential subspace H⊺
S`,Σ
defined in (2.41) and
HS :“
!ˆ
z
z
˙
: zpxq “
ÿ
jPS
zje
ijx
)
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and between the normal subspace H=
S`,Σ
defined in (2.42) and
HKS0 :“
!ˆ
z
z
˙
: zpxq “
ÿ
jPSc
0
zje
ijx P L2
)
, Sc0 :“ ZzpSY t0uq . (2.58)
Denoting by Π⊺
S
, ΠK
S0
, the L2-orthogonal projections on the subspaces HS and H
K
S0
, we have that
Π
⊺
S`,Σ
“MC Π⊺
S
pMCq´1 , Π=
S`,Σ “MC ΠKS0 pMCq´1 . (2.59)
The following lemma, used in Section 5, is an easy corollary of the previous analysis.
Lemma 2.9. We have that pv⊺,ΩWwqL2 “ 0, for any v⊺ P H⊺S`,Σ and w P H=S`,Σ.
Proof. Write v⊺ “MCz⊺ and MCzK with z⊺ P HS and zK P HKS0 . Then, by (2.22) and (2.25),
pv⊺,ΩWwqL2 “
`
MCz⊺,ΩWMCz
K˘
L2
“ `z⊺,ΩDzK˘L2 “ 0 ,
since ΩD preserves the subspace H
K
S0
.
Remark 2.10. The same proof of Lemma 2.9 actually shows that pvn,´σ,ΩW vn,σqL2 “ 0 for any
vn,˘σ P Vn,˘σ, for any n P N, σ “ ˘1. Thus Wpvn,´σ, JΩW vn,σq “ pvn,´σ, J´1JΩW vn,σqL2 “ 0
which shows that JΩW maps Vn,σ in itself.
Notation. For a Às b means that a ď Cpsqb for some positive constant Cpsq. We denote
N :“ t1, 2, . . .u and N0 :“ t0u Y N.
3 Functional setting
Along the paper we consider functions upϕ, xq P L2 `Tν`1,C˘ depending on the space variable
x P T “ Tx and the angles ϕ P Tν “ Tνϕ (so that Tν`1 “ Tνϕ ˆ Tx) which we expand in Fourier
series as
upϕ, xq “
ÿ
jPZ
ujpϕqei jx “
ÿ
ℓPZν ,jPZ
uℓ,je
ipℓ¨ϕ`jxq . (3.1)
We also consider real valued functions upϕ, xq P R, as well as vector valued functions upϕ, xq P C2
(or upϕ, xq P R2). When no confusion appears, we denote simply by L2, L2pTν`1q, L2x :“ L2pTxq,
L2ϕ :“ L2pTνq either the spaces of real/complex valued, scalar/vector valued, L2-functions.
In this paper a crucial role is played by the following subspace of functions of pϕ, xq.
Definition 3.1. (Quasi-periodic traveling waves) Let ~ :“ p1, . . . , νq P Zν be the vector
defined in (2.53). A function upϕ, xq is called a quasi-periodic traveling wave if it has the form
upϕ, xq “ Upϕ´ ~xq where U : Tν Ñ CK , K P N, is a p2πqν-periodic function.
Comparing with Definition 1.2, we find convenient to call quasi-periodic traveling wave both
the function upϕ, xq “ Upϕ´ ~xq and the function of time upωt, xq “ Upωt´ ~xq.
Quasi-periodic traveling waves are characterized by the relation
upϕ´ ~ς, ¨q “ τςu @ς P R , (3.2)
where τς is the translation operator in (2.7). Product and composition of quasi-periodic traveling
waves is a quasi-periodic traveling wave. Expanded in Fourier series as in (3.1), a quasi-periodic
traveling wave has the form
upϕ, xq “
ÿ
ℓPZν ,jPZ,j`~¨ℓ“0
uℓ,je
ipℓ¨ϕ`jxq , (3.3)
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namely, comparing with Definition 3.1,
upϕ, xq “ Upϕ´ ~xq , Upψq “
ÿ
ℓPZν
Uℓe
iℓ¨ψ , Uℓ “ uℓ,´~¨ℓ . (3.4)
The traveling waves upϕ, xq “ Upϕ ´ ~xq where Up¨q belongs to the Sobolev space HspTν ,CKq
in (1.14) (with values in CK , K P N), form a subspace of the Sobolev space
HspTν`1q “
!
u “
ÿ
pℓ,jqPZν`1
uℓ,j e
ipℓ¨ϕ`jxq : }u}2s :“
ÿ
pℓ,jqPZν`1
|uℓ,j|2xℓ, jy2s ă 8
)
(3.5)
where xℓ, jy :“ maxt1, |ℓ|, |j|u. Note the equivalence of the norms (use (3.4))
}u}HspTνϕˆTxq »s }U}HspTνq .
For s ě s0 :“
“
ν`1
2
‰` 1 P N one has HspTν`1q Ă CpTν`1q, and HspTν`1q is an algebra. Along
the paper we denote by } }s both the Sobolev norms in (1.14) and (3.5).
For K ě 1 we define the smoothing operator ΠK on the traveling waves
ΠK : u “
ÿ
ℓPZν , jPSc
0
, j`~¨ℓ“0
uℓ,je
ipℓ¨ϕ`jxq ÞÑ ΠKu “
ÿ
xℓyďK, jPSc
0
, j`~¨ℓ“0
uℓ,je
ipℓ¨ϕ`jxq , (3.6)
and ΠKK :“ Id ´ ΠK . Note that, writing a traveling wave as in (3.4), the projector ΠK in (3.6)
is equal to
pΠKuqpϕ, xq “ UKpϕ´ ~xq , UKpψq :“
ÿ
ℓPZν , xℓyďK
Uℓe
iℓ¨ψ .
Whitney-Sobolev functions. Along the paper we consider families of Sobolev functions λ ÞÑ
upλq P HspTν`1q and λ ÞÑ Upλq P HspTνq which are k0-times differentiable in the sense of
Whitney with respect to the parameter λ :“ pω, κq P F Ă Rν ˆ rκ1, κ2s where F Ă Rν`1 is a
closed set. The case that we encounter is when ω belongs to the closed set of Diophantine vectors
DCpυ, τq defined in (1.13). We refer to Definition 2.1 in [2], for the definition of a Whitney-Sobolev
function u : F Ñ Hs where Hs may be either the Hilbert space HspTν ˆTq or HspTνq. Here we
mention that, given υ P p0, 1q, we can identify a Whitney-Sobolev function u : F Ñ Hs with k0
derivatives with the equivalence class of functions f PW k0,8,υpRν`1, Hsq{ „ with respect to the
equivalence relation f „ g when Bjλfpλq “ Bjλgpλq for all λ P F , |j| ď k0 ´ 1, with equivalence of
the norms
}u}k0,υs,F „ν,k0 }u}Wk0 ,8,υpRν`1,Hsq :“
ÿ
|α|ďk0
υ|α|}Bαλu}L8pRν`1,Hsq .
The key result is the Whitney extension theorem, which associates to a Whitney-Sobolev function
u : F Ñ Hs with k0-derivatives a function ru : Rν`1 Ñ Hs, ru inW k0,8pRν`1, Hsq (independently
of the target Sobolev space Hs) with an equivalent norm. For sake of simplicity in the notation
we often denote } }k0,υs,F “ } }k0,υs .
Thanks to this equivalence, all the tame estimates which hold for Sobolev spaces carry over
for Whitney-Sobolev functions. For example the following classical tame estimate for the product
holds: (see e.g. Lemma 2.4 in [2]): for all s ě s0 ą pν ` 1q{2,
}uv}k0,υs ď Cps, k0q}u}k0,υs }v}k0,υs0 ` Cps0, k0q}u}k0,υs0 }v}k0,υs . (3.7)
Moreover the following estimates hold for the smoothing operators defined in (3.6): for any
traveling wave u
}ΠKu}k0,υs ď Kα}u}k0,υs´α , 0 ď α ď s , }ΠKKu}k0,υs ď K´α}u}k0,υs`α , α ě 0 . (3.8)
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We also state a standard Moser tame estimate for the nonlinear composition operator, see e.g.
Lemma 2.6 in [2],
upϕ, xq ÞÑ fpuqpϕ, xq :“ fpϕ, x, upϕ, xqq .
Since the variables pϕ, xq “: y have the same role, we state it for a generic Sobolev space HspTdq.
Lemma 3.2. (Composition operator) Let f P C8pTd ˆ R,Rq. If upλq P HspTdq is a family
of Sobolev functions satisfying }u}k0,υs0 ď 1, then, for all s ě s0 :“ pd` 1q{2,
}fpuq}k0,υs ď Cps, k0, fq
`
1` }u}k0,υs
˘
.
If fpϕ, x, 0q “ 0 then }fpuq}k0,υs ď Cps, k0, fq}u}k0,υs .
Diophantine equation. If ω is a Diophantine vector in DCpυ, τq, see (1.13), then the equation
ω ¨ Bϕv “ u, where upϕ, xq has zero average with respect to ϕ, has the periodic solution
pω ¨ Bϕq´1u :“
ÿ
ℓPZνzt0u,jPZ
uℓ,j
iω ¨ ℓe
ipℓ¨ϕ`jxq .
For all ω P Rν , we define its extension
pω ¨ Bϕq´1extupϕ, xq :“
ÿ
pℓ,jqPZν`1
χpω ¨ ℓυ´1 xℓyτ q
iω ¨ ℓ uℓ,je
ipℓ¨ϕ`jxq , (3.9)
where χ P C8pR,Rq is an even positive C8 cut-off function such that
χpξq “
#
0 if |ξ| ď 1
3
1 if |ξ| ě 2
3
, Bξχpξq ą 0 @ ξ P p13 , 23 q . (3.10)
Note that pω ¨ Bϕq´1extu “ pω ¨ Bϕq´1u for all ω P DCpυ, τq. Moreover, if upϕ, xq is a quasi-periodic
traveling wave with zero average with respect to ϕ, then, by (3.3), we see that pω ¨ Bϕq´1extupϕ, xq
is a quasi-periodic traveling wave. The following estimate holds
}pω ¨ Bϕq´1extu}k0,υs,Rν`1 ď Cpk0qυ´1}u}k0,υs`µ,Rν`1 , µ :“ k0 ` τpk0 ` 1q . (3.11)
and, for F Ď DCpυ, τq ˆ R`, one has }pω ¨ Bϕq´1u}k0,υs,F ď Cpk0qυ´1}u}k0,υs`µ,F .
Linear operators. Along the paper we consider ϕ-dependent families of linear operators A :
Tν ÞÑ LpL2pTxqq, ϕ ÞÑ Apϕq, acting on subspaces of L2pTxq, either real or complex valued. We
also regard A as an operator (which for simplicity we denote by A as well) that acts on functions
upϕ, xq of space and time, that is
pAuqpϕ, xq :“ pApϕqupϕ, ¨ qq pxq . (3.12)
The action of an operator A as in (3.12) on a scalar function upϕ, xq P L2 expanded as in (3.1) is
Aupϕ, xq “
ÿ
j,j1PZ
A
j1
j pϕquj1 pϕqei jx “
ÿ
j,j1PZ
ÿ
ℓ,ℓ1PZν
A
j1
j pℓ´ ℓ1quℓ1,j1eipℓ¨ϕ`jxq . (3.13)
We identify an operator A with its matrix
`
A
j1
j pℓ´ ℓ1q
˘
j,j1PZ,ℓ,ℓ1PZν , which is Töplitz with respect
to the index ℓ. In this paper we always consider Töplitz operators as in (3.12), (3.13).
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Real operators. A linear operator A is real if A “ A, where A is defined by Apuq :“ Apuq.
Equivalently A is real if it maps real valued functions into real valued functions. We represent a
real operator acting on pη, ζq belonging to (a subspace of) L2pTx,R2q by a matrix
R “
ˆ
A B
C D
˙
(3.14)
where A,B,C,D are real operators acting on the scalar valued components η, ζ P L2pTx,Rq.
The change of coordinates (2.24) transforms the real operator R into a complex one acting
on the variables pz, zq, given by the matrix
R :“ C´1RC “
ˆ
R1 R2
R2 R1
˙
,
R1 :“ 1
2
tpA`Dq ´ ipB ´ Cqu , R2 :“ 1
2
tpA´Dq ` ipB ` Cqu .
(3.15)
A matrix operator acting on the complex variables pz, zq of the form (3.15), we call it real. We
shall also consider real operators R of the form (3.15) acting on subspaces of L2.
Lie expansion. Let Xpϕq be a linear operator with associated flow Φτ pϕq defined by#
BτΦτ pϕq “ XpϕqΦτ pϕq
Φ0pϕq “ Id , τ P r0, 1s .
Let Φpϕq :“ Φτ pϕq|τ“1 denote the time-1 flow. Given a linear operator Apϕq, the conjugated
operator
A`pϕq :“ Φpϕq´1ApϕqΦpϕq
admits the Lie expansion, for any M P N0,
A`pϕq “
Mÿ
m“0
p´1qm
m!
admXpϕqpApϕqq `RM pϕq ,
RM pϕq “ p´1q
M`1
M !
ż 1
0
p1´ τqM pΦτ pϕqq´1adM`1XpϕqpApϕqqΦτ pϕq dτ ,
(3.16)
where adXpϕqpApϕqq :“ rXpϕq, Apϕqs “ XpϕqApϕq ´ApϕqXpϕq and ad0Xpϕq :“ Id.
In particular, for A “ ω ¨ Bϕ, since rXpϕq, ω ¨ Bϕs “ ´pω ¨ BϕXqpϕq, we obtain
Φpϕq´1 ˝ ω ¨ Bϕ ˝ Φpϕq “ω ¨ Bϕ `
Mÿ
m“1
p´1qm`1
m!
adm´1Xpϕqpω ¨ BϕXpϕqq
` p´1q
M
M !
ż 1
0
p1´ τqM pΦτ pϕqq´1adMXpϕqpω ¨ BϕXpϕqqΦτ pϕqdτ .
(3.17)
For matrices of operators Xpϕq and Apϕq as in (3.15), the same formula (3.16) holds.
3.1 Pseudodifferential calculus
In this section we report fundamental notions of pseudodifferential calculus, following [6].
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Definition 3.3. (ΨDO) A pseudodifferential symbol apx, jq of order m is the restriction to
Rˆ Z of a function apx, ξq which is C8-smooth on Rˆ R, 2π-periodic in x, and satisfies
|Bαx Bβξ apx, ξq| ď Cα,βxξym´β , @α, β P N0 .
We denote by Sm the class of symbols of order m and S´8 :“ Xmě0Sm. To a symbol apx, ξq in
Sm we associate its quantization acting on a 2π-periodic function upxq “ řjPZ uj eijx as
rOppaquspxq :“
ÿ
jPZ
apx, jquj eijx .
We denote byOPSm the set of pseudodifferential operators of orderm andOPS´8 :“ ŞmPROPSm.
For a matrix of pseudodifferential operators
A “
ˆ
A1 A2
A3 A4
˙
, Ai P OPSm, i “ 1, . . . , 4 (3.18)
we say that A P OPSm.
When the symbol apxq is independent of ξ, the operator Oppaq is the multiplication operator
by the function apxq, i.e. Oppaq : upxq ÞÑ apxqupxq. In such a case we also denote Oppaq “ apxq.
We shall use the following notation, used also in [1, 6, 2]. For any m P Rzt0u, we set
|D|m :“ Op`χpξq|ξ|m˘ ,
where χ is an even, positive C8 cut-off satisfying (3.10). We also identify the Hilbert transform
H, acting on the 2π-periodic functions, defined by
Hpeijxq :“ ´i sign pjqeijx @j ‰ 0 , Hp1q :“ 0 , (3.19)
with the Fourier multiplier Opp´i sign pξqχpξqq. Similarly we regard the operator
B´1x
“
eijx
‰
:“ ´ i j´1 eijx @ j ‰ 0 , B´1x r1s :“ 0 , (3.20)
as the Fourier multiplier B´1x “ Op
`´iχpξqξ´1˘ and the projector π0, defined on the 2π-periodic
functions as
π0u :“ 1
2π
ż
T
upxq dx , (3.21)
with the Fourier multiplier Op
`
1´ χpξq˘. Finally we define, for any m P Rzt0u,
xDym :“ π0 ` |D|m :“ Op
`p1´ χpξqq ` χpξq|ξ|m˘ .
Along the paper we consider families of pseudodifferential operators with a symbol apλ;ϕ, x, ξq
which is k0-times differentiable with respect to a parameter λ :“ pω, κq in an open subset Λ0 Ă
Rν ˆ rκ1, κ2s. Note that BkλA “ Op
`Bkλa˘ for any k P Nν`10 .
We recall the pseudodifferential norm introduced in Definition 2.11 in [6].
Definition 3.4. (Weighted ΨDO norm) Let Apλq :“ apλ;ϕ, x,Dq P OPSm be a family of
pseudodifferential operators with symbol apλ;ϕ, x, ξq P Sm, m P R, which are k0-times differen-
tiable with respect to λ P Λ0 Ă Rν`1. For υ P p0, 1q, α P N0, s ě 0, we define
}A}k0,υm,s,α :“
ÿ
|k|ďk0
υ|k| sup
λPΛ0
››BkλApλq››m,s,α
where }Apλq}m,s,α :“ max0ďβďα supξPR }Bβξ apλ, ¨, ¨, ξq}s xξy´m`β. For a matrix of pseudodiffer-
ential operators A P OPSm as in (3.18), we define }A}k0,υm,s,α :“ maxi“1,...,4 }Ai}k0,υm,s,α .
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Given a function apλ;ϕ, xq P C8 which is k0-times differentiable with respect to λ, the
weighted norm of the corresponding multiplication operator is
}Oppaq}k0,υ0,s,α “ }a}k0,υs , @α P N0 . (3.22)
Composition of pseudodifferential operators. If Oppaq, Oppbq are pseudodifferential op-
erators with symbols a P Sm, b P Sm1 , m,m1 P R, then the composition operator OppaqOppbq
is a pseudodifferential operator Oppa#bq with symbol a#b P Sm`m1 . It admits the asymptotic
expansion: for any N ě 1
pa#bqpλ;ϕ, x, ξq “
N´1ÿ
β“0
1
iββ!
Bβξ apλ;ϕ, x, ξqBβxbpλ;ϕ, x, ξq ` prN pa, bqqpλ;ϕ, x, ξq (3.23)
where rN pa, bq P Sm`m1´N . The following result is proved in Lemma 2.13 in [6].
Lemma 3.5. (Composition) Let A “ apλ;ϕ, x,Dq, B “ bpλ;ϕ, x,Dq be pseudodifferential
operators with symbols apλ;ϕ, x, ξq P Sm, bpλ;ϕ, x, ξq P Sm1 , m,m1 P R. Then A˝B P OPSm`m1
satisfies, for any α P N0, s ě s0,
}AB}k0,υm`m1,s,α Àm,α,k0 Cpsq }A}k0,υm,s,α }B}k0,υm1,s0`|m|`α,α
` Cps0q }A}k0,υm,s0,α }B}
k0,υ
m1,s`|m|`α,α .
(3.24)
Moreover, for any integer N ě 1, the remainder RN :“ OpprN q in (3.23) satisfies
}OpprN pa, bqq}k0,υm`m1´N,s,α Àm,N,α,k0 Cpsq }A}k0,υm,s,N`α }B}k0,υm1,s0`|m|`2N`α,N`α
` Cps0q }A}k0,υm,s0,N`α }B}
k0,υ
m1,s`|m|`2N`α,N`α .
(3.25)
Both (3.24)-(3.25) hold with the constant Cps0q interchanged with Cpsq.
Analogous estimates hold if A and B are matrix operators of the form (3.18).
The commutator between two pseudodifferential operators Oppaq P OPSm and Oppbq P
OPSm
1
is a pseudodifferential operator in OPSm`m
1´1 with symbol a ‹ b P Sm`m1´1, namely
rOppaq,Oppbqs “ Op pa ‹ bq, that admits, by (3.23), the expansion
a ‹ b “ ´i ta, bu ` rr2pa, bq , rr2pa, bq :“ r2pa, bq ´ r2pb, aq P Sm`m1´2 ,
where ta, bu :“ BξaBxb´ BxaBξb ,
(3.26)
is the Poisson bracket between apx, ξq and bpx, ξq. As a corollary of Lemma 3.5 we have:
Lemma 3.6. (Commutator) Let A “ Oppaq and B “ Oppbq be pseudodifferential operators
with symbols apλ;ϕ, x, ξq P Sm, bpλ;ϕ, x, ξq P Sm1 , m,m1 P R. Then the commutator rA,Bs :“
AB ´BA P OPSm`m1´1 satisfies
}rA,Bs}k0,υm`m1´1,s,α Àm,m1,α,k0 Cpsq }A}k0,υm,s`|m1|`α`2,α`1 }B}k0,υm1,s0`|m|`α`2,α`1
` Cps0q }A}k0,υm,s0`|m1|`α`2,α`1 }B}
k0,υ
m1,s`|m|`α`2,α`1 .
(3.27)
Finally we consider the exponential of a pseudodifferential operator of order 0. The following
lemma follows as in Lemma 2.12 of [5] (or Lemma 2.17 in [6]).
Lemma 3.7. (Exponential map) If A :“ Oppapλ;ϕ, x, ξqq is in OPS0, then eA is in OPS0
and for any s ě s0, α P N0, there is a constant Cps, αq ą 0 so that
}eA ´ Id}k0,υ0,s,α ď }A}k0,υ0,s`α,α exp
`
Cps, αq}A}k0,υ0,s0`α,α
˘
.
The same holds for a matrix A of the form (3.18) in OPS0.
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Egorov Theorem. Consider the family of ϕ-dependent diffeomorphisms of Tx defined by
y “ x` βpϕ, xq ðñ x “ y ` β˘pϕ, yq , (3.28)
where βpϕ, xq is a small smooth function, and the induced operators
pBuqpϕ, xq :“ upϕ, x` βpϕ, xqq , pB´1uqpϕ, yq :“ upϕ, y ` β˘pϕ, yqq . (3.29)
Lemma 3.8. (Composition) Let }β}k0,υ2s0`k0`2 ď δps0, k0q small enough. Then the composition
operator B satisfies the tame estimates, for any s ě s0,
}Bu}k0,υs Às,k0 }u}k0,υs`k0 ` }β}k0,υs }u}
k0,υ
s0`k0`1 ,
and the function β˘ defined in (3.28) by the inverse diffeomorphism satisfies }β˘}k0,υs Às,k0 }β}k0,υs`k0 .
The following result is a small variation of Proposition 2.28 of [5].
Proposition 3.9. (Egorov) Let N P N, q0 P N0, S ą s0 and assume that Bkλβpλ; ¨, ¨q are C8
for all |k| ď k0. There exist constants σN , σN pq0q ą 0, δ “ δpS,N, q0, k0q P p0, 1q such that,
if }β}k0,υ
s0`σN pq0q ď δ, then the conjugated operator B´1 ˝ Bmx ˝ B, m P Z, is a pseudodifferential
operator of order m with an expansion of the form
B´1 ˝ Bmx ˝ B “
Nÿ
i“0
pm´ipλ;ϕ, yqBm´iy `RN pϕq
with the following properties:
1. The principal symbol of pm is
pmpλ;ϕ, yq “
´
r1` βxpλ;ϕ, xqsm
¯
|x“y`β˘pλ;ϕ,yq
where β˘pλ;ϕ, yq has been introduced in (3.28). For any s ě s0 and i “ 1, . . . , N ,
}pm ´ 1}k0,υs , }pm´i}k0,υs Às,N }β}k0,υs`σN . (3.30)
2. For any q P Nν0 with |q| ď q0, n1, n2 P N0 with n1 ` n2 ` q0 ď N ` 1 ´ k0 ´m, the operator
xDyn1BqϕRN pϕqxDyn2 is Dk0-tame with a tame constant satisfying, for any s0 ď s ď S,
MxDyn1BqϕRN pϕqxDyn2 psq ÀS,N,q0 }β}k0,υs`σN pq0q . (3.31)
3. Let s0 ă s1 and assume that }βj}s1`σN pq0q ď δ, j “ 1, 2. Then }∆12pm´i}s1 Às1,N
}∆12β}s1`σN , i “ 0, . . . , N , and, for any |q| ď q0, n1, n2 P N0 with n1 ` n2 ` q0 ď N ´m,
}xDyn1Bqϕ∆12RN pϕqxDyn2}BpHs1 q Às1,N,n1,n2 }∆12β}s1`σN pq0q .
Finally, if βpϕ, xq is a quasi-periodic traveling wave, then B is momentum preserving (we refer
to Definition 3.24 and Lemma 3.30), as well as the conjugated operator B´1 ˝ Bmx ˝ B, and each
function pm´i, i “ 0, . . . , N , is a quasi-periodic traveling wave.
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Dirichlet-Neumann operator. We finally remind the following decomposition of the Dirichlet-
Neumann operator proved in [6], in the case of infinite depth, and in [2], for finite depth.
Lemma 3.10. (Dirichlet-Neumann) Assume that Bkληpλ, ¨, ¨q is C8pTν ˆTxq for all |k| ď k0.
There exists δps0, k0q ą 0 such that, if }η}k0,υ2s0`2k0`1 ď δps0, k0q, then the Dirichlet-Neumann
operator Gpηq “ Gpη, hq may be written as
Gpη, hq “ Gp0, hq `RGpηq (3.32)
where RGpηq :“ RGpη, hq P OPS´8 satisfies, for all m, s, α P N0, the estimate
}RGpηq}k0,υ´m,s,α ď Cps,m, α, k0q}η}k0,υs`s0`2k0`m`α`3 . (3.33)
3.2 Dk0-tame and modulo-tame operators
We present the notion of tame and modulo tame operators introduced in [6]. Let A :“ Apλq be
a linear operator as in (3.12), k0-times differentiable with respect to the parameter λ in the open
set Λ0 Ă Rν`1.
Definition 3.11. (Dk0-σ-tame) Let σ ě 0. A linear operator A :“ Apλq is Dk0 -σ-tame if there
exists a non-decreasing function rs0, Ss Ñ r0,`8q, s ÞÑ MApsq, with possibly S “ `8, such
that, for all s0 ď s ď S and u P Hs`σ,
sup
|k|ďk0
sup
λPΛ0
υ|k|
››pBkλApλqqu››s ďMAps0q }u}s`σ `MApsq }u}s0`σ . (3.34)
We say that MApsq is a tame constant of the operator A. The constant MApsq “ MApk0, σ, sq
may also depend on k0, σ but we shall often omit to write them. When the "loss of derivatives"
σ is zero, we simply write Dk0 -tame instead of Dk0 -0-tame. For a matrix operator as in (3.15),
we denote the tame constant MRpsq :“ max tMR1psq,MR2psqu.
Note that the tame constantsMApsq are not uniquely determined. An immediate consequence
of (3.34) is that }A}
LpHs0`σ,Hs0 q ď 2MAps0q. Also note that, representing the operator A by its
matrix elements pAj1j pℓ´ ℓ1qqℓ,ℓ1PZν ,j,j1PZ as in (3.13), we have for all |k| ď k0, j1 P Z, ℓ1 P Zν ,
υ2|k|
ÿ
ℓ,j
xℓ, jy2s ˇˇBkλAj1j pℓ´ ℓ1qˇˇ2 ď 2`MAps0q˘2 xℓ1, j1y2ps`σq ` 2pMApsqq2 xℓ1, j1y2ps0`σq . (3.35)
The class of Dk0 -σ-tame operators is closed under composition.
Lemma 3.12. (Composition, Lemma 2.20 in [6]) Let A,B be respectively Dk0-σA-tame and
Dk0-σB-tame operators with tame constants respectively MApsq and MBpsq. Then the composed
operator A ˝B is Dk0 -pσA ` σBq-tame with tame constant
MABpsq ď Cpk0q pMApsqMBps0 ` σAq `MAps0qMBps` σAqq .
It is proved in Lemma 2.22 in [6] that the action of a Dk0 -σ-tame operator Apλq on a Sobolev
function u “ upλq P Hs`σ is bounded by
}Au}k0,υs Àk0 MAps0q}u}k0,υs`σ `MApsq}u}k0,υs0`σ . (3.36)
Pseudodifferential operators are tame operators. We use in particular the following lemma:
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Lemma 3.13. (Lemma 2.21 in [6]) Let A “ apλ;ϕ, x,Dq P OPS0 be a family of pseudodif-
ferential operators satisfying }A}k0,υ0,s,0 ă 8 for s ě s0. Then A is Dk0 -tame with a tame constant
MApsq satisfying, for any s ě s0,
MApsq ď Cpsq}A}k0,υ0,s,0 . (3.37)
The same statement holds for a matrix operator R as in (3.15).
In view of the KAM reducibility scheme of Section 8 we also consider the stronger notion of
Dk0 -modulo-tame operator, that we need only for operators with loss of derivative σ “ 0. We
first recall the notion of majorant operator : given a linear operator A acting as in (3.13), we
define the majorant operator |A| by its matrix elements p|Aj1j pℓ´ ℓ1q|qℓ,ℓ1PZν ,j,j1PZ.
Definition 3.14. (Dk0-modulo-tame) A linear operator A “ Apλq is Dk0-modulo-tame if
there exists a non-decreasing function rs0, Ss Ñ r0,`8s, s ÞÑM7Apsq, such that for all k P Nν`10 ,
|k| ď k0, the majorant operator
ˇˇBkλAˇˇ satisfies, for all s0 ď s ď S and u P Hs,
sup
|k|ďk0
sup
λPΛ0
υ|k|
››ˇˇBkλAˇˇu››s ďM7Aps0q }u}s `M7Apsq }u}s0 . (3.38)
The constant M7Apsq is called a modulo-tame constant for the operator A. For a matrix of
operators as in (3.15), we denote the modulo-tame constant M7
R
psq :“ maxtM7
R1
psq,M7
R2
psqu.
If A, B are Dk0 -modulo-tame operators with |Aj1j pℓq| ď |Bj
1
j pℓq|, then M7Apsq ď M7Bpsq. A
Dk0 -modulo-tame operator is also Dk0 -tame and MApsq ďM7Apsq.
In view of the next lemma, given a linear operator A acting as in (3.13), we define the operator
xBϕybA, b P R, whose matrix elements are xℓ´ ℓ1ybAj
1
j pℓ´ ℓ1q.
Lemma 3.15. (Sum and composition, Lemma 2.25 in [6]) Let A, B, xBϕybA, xBϕybB be
Dk0-modulo-tame operators. Then A`B, A ˝B and xBϕyb pABq are Dk0-modulo-tame with
M
7
A`Bpsq ďM7Apsq `M7Bpsq
M
7
ABpsq ď Cpk0q
`
M
7
ApsqM7Bps0q `M7Aps0qM7Bpsq
˘
M
7
xBϕybpABqpsq ď CpbqCpk0q
`
M
7
xBϕybApsqM
7
Bps0q `M7xBϕybAps0qM
7
Bpsq
`M7ApsqM7xBϕybBps0q `M
7
Aps0qM7xBϕybBpsq
˘
.
The same statement holds for matrix operators A, B as in (3.15).
By Lemma 3.15 we deduce the following result, cfr. Lemma 2.20 in [5].
Lemma 3.16. (Exponential) Let A and xBϕybA be Dk0-modulo-tame and assume thatM7Aps0q ď
1. Then the operators e˘A´ Id and xBϕyb e˘A´ Id are Dk0-modulo-tame with modulo-tame con-
stants satisfying
M
7
e˘A´Idpsq Àk0 M7Apsq , M7xBϕybe˘A´Idpsq Àk0,b M
7
xBϕybApsq `M
7
ApsqM7xBϕybAps0q .
Given a linear operator A acting as in (3.13), we define the smoothed operator ΠNA, N P N
whose matrix elements are
pΠNAqj
1
j pℓ´ ℓ1q :“
#
A
j1
j pℓ´ ℓ1q if xℓ´ ℓ1y ď N
0 otherwise .
(3.39)
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We also denote ΠKN :“ Id´ΠN . It is proved in Lemma 2.27 in [6] that
M
7
ΠK
N
A
psq ď N´bM7xBϕybApsq , M
7
ΠK
N
A
psq ďM7Apsq . (3.40)
The same estimate holds with a matrix operator R as in (3.15).
3.3 Hamiltonian and Reversible operators
In this paper we shall exploit both the Hamiltonian and reversible structure along the reduction
of the linearized operators, that we now present.
Hamiltonian operators. A matrix operator R as in (3.14) is Hamiltonian if the matrix
J´1R “
ˆ
0 ´Id
Id 0
˙ˆ
A B
C D
˙
“
ˆ´C ´D
A B
˙
is self-adjoint, namely B˚ “ B, C˚ “ C, A˚ “ ´D and A,B,C,D are real.
Correspondingly, a matrix operator as in (3.15) is Hamiltonian if
R˚1 “ ´R1 , R˚2 “ R2 . (3.41)
Symplectic operators. A ϕ-dependent family of linear operators Rpϕq, ϕ P Tν , as in (3.14)
is symplectic if
WpRpϕqu,Rpϕqvq “Wpu, vq @u, v P L2pTx,R2q , (3.42)
where the symplectic 2-form W is defined in (2.15).
Reversible and reversibility preserving operators. Let S be an involution as in (2.4)
acting on the real variables pη, ζq P R2, or as in (2.51) acting on the action-angle-normal variables
pθ, I, wq, or as in (2.29) acting in the pz, zq complex variables introduced in (2.24).
Definition 3.17. (Reversibility) A ϕ-dependent family of operators Rpϕq, ϕ P Tν , is
• reversible if Rp´ϕq ˝ S “ ´S ˝Rpϕq for all ϕ P Tν ;
• reversibility preserving if Rp´ϕq ˝ S “ S ˝Rpϕq for all ϕ P Tν .
Since in the complex coordinates pz, zq the involution S defined in (2.4) reads as in (2.29),
an operator Rpϕq as in (3.15) is reversible, respectively anti-reversible, if, for any i “ 1, 2,
Rip´ϕq ˝ S “ ´S ˝Ripϕq , resp. Rip´ϕq ˝ S “ S ˝Ripϕq , (3.43)
where, with a small abuse of notation, we still denote pSuqpxq “ up´xq. Moreover, recalling that
in the Fourier coordinates such involution reads as in (2.30), we obtain the following lemma.
Lemma 3.18. A ϕ-dependent family of operators Rpϕq, ϕ P Tν , as in (3.15) is
• reversible if, for any i “ 1, 2,
pRiqj
1
j p´ϕq “ ´pRiqj
1
j pϕq @ϕ P Tν , i.e. pRiqj
1
j pℓq “ ´pRiqj
1
j pℓq @ ℓ P Zν ; (3.44)
• reversibility preserving if, for any i “ 1, 2,
pRiqj
1
j p´ϕq “ pRiqj
1
j pϕq @ϕ P Tν , i.e. pRiqj
1
j pℓq “ pRiqj
1
j pℓq @ ℓ P Zν . (3.45)
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Note that the composition of a reversible operator with a reversibility preserving operator is
reversible. The flow generated by a reversibility preserving operator is reversibility preserving.
If Rpϕq is reversibility preserving, then pω ¨ BϕRqpϕq is reversible.
We shall say that a linear operator of the form ω ¨ Bϕ`Apϕq is reversible if Apϕq is reversible.
Conjugating the linear operator ω ¨ Bϕ`Apϕq by a family of invertible linear maps Φpϕq, we get
the transformed operator
Φ´1pϕq ˝ `ω ¨ Bϕ `Apϕq˘ ˝Φpϕq “ ω ¨ Bϕ `A`pϕq ,
A`pϕq :“ Φ´1pϕq pω ¨ BϕΦpϕqq ` Φ´1pϕqApϕqΦpϕq .
(3.46)
The conjugation of a reversible operator with a reversibility preserving operator is reversible.
Lemma 3.19. A pseudodifferential operator Oppapϕ, x, ξqq is reversible, respectively reversibility
preserving, if and only if its symbol satisfies
ap´ϕ,´x, ξq “ ´apϕ, x, ξq , resp. ap´ϕ,´x, ξq “ apϕ, x, ξq . (3.47)
Proof. If the symbols a satisfies (3.47), then, recalling the complex form of the involution S in
(2.29)-(2.30), we deduce that Oppapϕ, x, ξqq is reversible, respectively anti-reversible. The vice
versa follows using that apϕ, x, jq “ e´ijxOppapϕ, x, ξqqreijxs.
Remark 3.20. Let Apϕq “ Rpϕq ` T pϕq be a reversible operator. Then Apϕq “ R`pϕq ` T`pϕq
where both operators
R`pϕq :“ 12 pRpϕq ´ SRp´ϕqSq , T`pϕq :“ 12 pT pϕq ´ ST p´ϕqSq ,
are reversible. If Rpϕq “ Opprpϕ, x, ξqq is pseudodifferential, then
R`pϕq “ Oppr`pϕ, x, ξqq , r`pϕ, x, ξq :“ 12 prpϕ, x, ξq ´ rp´ϕ,´x, ξqq
and the pseudodifferential norms of Opprq and Oppr`q are equivalent. If T pϕq is a tame operator
with a tame constant MT psq, then T`pϕq is a tame operator as well with an equivalent tame
constant.
Definition 3.21. (Reversible and anti-reversible function) A function upϕ, ¨q is called
Reversible if Supϕ, ¨q “ up´ϕ, ¨q pcfr.(2.17)q; Anti ´ reversible if ´ Supϕ, ¨q “ up´ϕ, ¨q .
The same definition holds in the action-angle-normal variables pθ, I, wq with the involution ~S
defined in (2.51) and in the pz, zq complex variables with the involution in (2.29).
A reversibility preserving operator maps reversible, respectively anti-reversible, functions into
reversible, respectively anti-reversible, functions.
Lemma 3.22. Let X be a reversible vector field, according to (2.5), and upϕ, xq be a reversible
quasi-periodic function. Then the linearized operator duXpupϕ, ¨qq is reversible, according to
Definition 3.17.
Proof. Differentiating (2.5) we get pduXqpSuq˝S “ ´SpduXqpuq and use Supϕ, ¨q “ up´ϕ, ¨q.
Finally we note the following lemma.
Lemma 3.23. The projections Π⊺
S`,Σ
, Π=
S`,Σ defined in Section 2.3 commute with the involu-
tion S defined in (2.4), i.e. are reversibility preserving. The orthogonal projectors ΠS and Π
K
S0
commute with the involution in (2.29), i.e. are reversibility preserving.
Proof. The involution S defined in (2.4) maps Vn,˘ into itself, acting as in (2.36). Then, by the
decomposition (2.33), each projector ΠVn,σ commutes with S.
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3.4 Momentum preserving operators
The following definition is crucial in the construction of traveling waves.
Definition 3.24. (Momentum preserving) A ϕ-dependent family of linear operators Apϕq,
ϕ P Tν , is momentum preserving if
Apϕ ´ ~ςq ˝ τς “ τς ˝Apϕq , @ϕ P Tν , ς P R , (3.48)
where the translation operator τς is defined in (2.7). A linear matrix operator Apϕq of the form
(3.14) or (3.15) is momentum preserving if each of its components is momentum preserving.
Momentum preserving operators are closed under several operations.
Lemma 3.25. Let Apϕq, Bpϕq be momentum preserving operators. Then:
(i) (Composition): Apϕq ˝Bpϕq is a momentum preserving operator.
(ii) (Adjoint): the adjoint pApϕqq˚ is momentum preserving.
(iii) (Inversion): If Apϕq is invertible then Apϕq´1 is momentum preserving.
(iv) (Flow): Assume that
BtΦtpϕq “ ApϕqΦtpϕq , Φ0pϕq “ Id , (3.49)
has a unique propagator Φtpϕq for any t P r0, 1s. Then Φtpϕq is momentum preserving.
Proof. Item piq follows directly by (3.48). Item piiq, respectively piiiq, follows by taking the
adjoint, respectively the inverse, of (3.48) and using that τ˚ς “ τ´ς “ τ´1ς . Finally, item pivq
holds because τ´1ς Φ
tpϕ ´ ~ςqτς solves the same Cauchy in (3.49).
We shall say that a linear operator of the form ω ¨ Bϕ ` Apϕq is momentum preserving if
Apϕq is momentum preserving. In particular, conjugating a momentum preserving operator
ω ¨ Bϕ ` Apϕq by a family of invertible linear momentum preserving maps Φpϕq, we obtain the
transformed operator ω ¨ Bϕ `A`pϕq in (3.46) which is momentum preserving.
Lemma 3.26. Let Apϕq be a momentum preserving linear operator and u a quasi-periodic trav-
eling wave, according to Definition 3.1. Then Apϕqu is a quasi-periodic traveling wave.
Proof. It follows by Definition 3.24 and by the characterization of traveling waves in (3.2).
Lemma 3.27. Let X be a vector field translation invariant, according to (2.8). Let u be a quasi-
periodic traveling wave. Then the linearized operator duXpupϕ, ¨qq is momentum preserving.
Proof. Differentiating (2.8) we get pduXqpτςuq ˝ τς “ τςpduXqpuq, ς P R. Then, apply (3.2).
We now provide a characterization of the momentum preserving property in Fourier space.
Lemma 3.28. Let ϕ-dependent family of operators Apϕq, ϕ P Tν , is momentum preserving if
and only if the matrix elements of Apϕq, defined by (3.13), fulfill
A
j1
j pℓq ‰ 0 ñ ~ ¨ ℓ` j ´ j1 “ 0 , @ ℓ P Zν , j, j1 P Z . (3.50)
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Proof. By (3.13) we have, for any function upxq,
τςpApϕquq “
ÿ
j,j1PZ
ÿ
ℓPZν
A
j1
j pℓqeijςuj1eipℓ¨ϕ`jxq
and
Apϕ´ ~ςqrτςus “
ÿ
j,j1PZ
ÿ
ℓPZν
A
j1
j pℓqe´iℓ¨~ςeij
1ςuj1e
ipℓ¨ϕ`jxq .
Therefore (3.48) is equivalent to (3.50).
We characterize the symbol of a pseudodifferential operator which is momentum preserving:
Lemma 3.29. A pseudodifferential operator Apϕ, x,Dq “ Oppapϕ, x, ξqq is momentum preserv-
ing if and only if its symbol satisfies
apϕ´ ~ς, x, ξq “ apϕ, x` ς, ξq , @ ς P R . (3.51)
Proof. If the symbol a satisfies (3.51), then, for all ς P R,
τς ˝Oppapϕ, x, ξqq “ Oppapϕ, x ` ς, ξqq ˝ τς “ Oppapϕ ´ ~ς, x, ξqq ˝ τς ,
proving that τς ˝Apϕ, x,Dq “ Apϕ´~ς, x,Dq ˝ τς . The vice versa follows using that apϕ, x, ξq “
e´iξxApϕ, x,Dqreiξxs.
Note that, if a symbol apϕ, x, ξq satisfies (3.51), then pω ¨ Bϕaqpϕ, x, ξq satisfies (3.51) as well.
Lemma 3.30. If βpϕ, xq is a quasi-periodic traveling wave, then the operator Bpϕq defined in
(3.29) is momentum preserving.
Proof. We have Bpϕ´~ςqrτςus “ upx`βpϕ´~ς, xq` ςq “ upx` ς`βpϕ, x` ςqq “ τς
`
Bpϕqu˘.
We also note the following lemma.
Lemma 3.31. The symplectic projections Π⊺
S`,Σ
, Π=
S`,Σ, the L
2-projections ΠL
2
=
and ΠS, Π
K
S0
defined in Section 2.3 commute with the translation operators τς defined in (2.7), i.e. are mo-
mentum preserving.
Proof. Recall that the translation τς maps Vn,˘ into itself, acting as in (2.37). Consider the
L2-orthogonal decomposition H “ H= ‘ HK=, setting H= :“ H=S`,Σ for brevity:
u “ ΠL2H=u`ΠL
2
HK
=
u , ΠL
2
H=
u P H= , ΠL
2
HK
=
u P HK= .
Applying τς we get τςu “ τςΠL2H=u ` τςΠL
2
HK
=
u. As shown above, τς maps H= into itself for all ς .
Thus also the L2-orthogonal subspace HK
=
is invariant under the action of τς and we conclude, by
the uniqueness of the orthogonal decomposition, that τςΠ
L2
H=
u “ ΠL2H=τςu, τςΠL
2
HK
=
u “ ΠL2
HK
=
τςu.
The next lemma concerns the Dirichlet-Neumann operator.
Lemma 3.32. The Dirichlet-Neumann operator Gpη, hq, evaluated at a quasi-periodic traveling
wave ηpϕ, xq, is momentum preserving.
Proof. It follows by (2.9) and the characterization in (3.2) of the quasi-periodic traveling wave
ηpϕ, xq.
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Quasi-periodic traveling waves in action-angle-normal coordinates. We now discuss
how the momentum preserving condition reads in the coordinates pθ, I, wq introduced in (2.50).
Recalling (2.52), if upϕ, xq is a quasi-periodic traveling wave with action-angle-normal compo-
nents pθpϕq, Ipϕq, wpϕ, xqq, the condition τςu “ upϕ´ ~ς, ¨q becomes¨˝
θpϕq ´ ~ς
Ipϕq
τςwpϕ, ¨q
‚˛“
¨˝
θpϕ ´ ~ςq
Ipϕ´ ~ςq
wpϕ ´ ~ς, ¨q
‚˛ , @ ς P R . (3.52)
As we look for θpϕq of the form θpϕq “ ϕ` Θpϕq, with a p2πqν -periodic function Θ : Rν ÞÑ Rν ,
ϕ ÞÑ Θpϕq, the traveling wave condition becomes¨˝
Θpϕq
Ipϕq
τςwpϕ, ¨q
‚˛“
¨˝
Θpϕ´ ~ςq
Ipϕ´ ~ςq
wpϕ ´ ~ς, ¨q
‚˛ , @ ς P R . (3.53)
Definition 3.33. (Traveling wave variation) We call a traveling wave variation gpϕq “
pg1pϕq, g2pϕq, g3pϕ, ¨qq P Rν ˆ Rν ˆ H=S`,Σ a function satisfying (3.53), i.e.
g1pϕq “ g1pϕ´ ~ςq, g2pϕq “ g2pϕ´ ~ςq, τςg3pϕq “ g3pϕ´ ~ςq, @ ς P R ,
or equivalently D~τςgpϕq “ gpϕ´ ~ςq for any ς P R, where D~τς is the differential of ~τς , namely
D~τς
¨˝
Θ
I
w
‚˛“
¨˝
Θ
I
τςw
‚˛ , @ ς P R .
According to Definition 3.24, a linear operator acting in RνˆRνˆH=
S`,Σ
momentum preserving
if
Apϕ´ ~ςq ˝D~τς “ D~τς ˝Apϕq , @ ς P R . (3.54)
Similarly to Lemma 3.26, one proves the following result:
Lemma 3.34. Let Apϕq be a momentum preserving linear operator acting on Rν ˆ Rν ˆH=
S`,Σ
and g P Rν ˆ Rν ˆ H=
S`,Σ
be a traveling wave variation. Then Apϕqgpϕq is a traveling wave
variation.
4 Transversality of linear frequencies
In this section we extend the KAM theory approach of [6], [3] in order to deal with the linear
frequencies Ωjpκq defined in (1.11). The main novelty is the use of the momentum condition in the
proof of Proposition 4.5. We shall also exploit that the tangential sites S :“ t 1, . . . , ν u Ă Zzt0u
defined in (2.48), have all distinct modulus |a| “ na, see assumption (1.15).
We first introduce the following definition.
Definition 4.1. A function f “ pf1, . . . , fNq : rκ1, κ2s Ñ RN is non-degenerate if, for any
c P RNzt0u, the scalar function f ¨ c is not identically zero on the whole interval rκ1, κ2s.
From a geometric point of view, if f is non-degenerate it means that the image of the curve
fprκ1, κ2sq Ă RN is not contained in any hyperplane of RN .
31
We shall use in the sequel that the maps κ ÞÑ Ωjpκq are analytic in rκ1, κ2s. We decompose
Ωjpκq “ ωjpκq ` γ
2
Gjp0q
j
, ωjpκq :“
d
κGjp0qj2 ` g Gjp0q `
ˆ
γ
2
Gjp0q
j
˙2
. (4.1)
Note that the dependence on κ of Ωjpκq enters only through ωjpκq, because Gjp0qj is independent
of κ. Note also that j ÞÑ ωjpκq is even in j, whereas the component due to the vorticity
j ÞÑ γGjp0q
j
is odd. Moreover this term is, in view of (1.8), uniformly bounded in j.
Lemma 4.2. (Non-degeneracy-I) The following frequency vectors are non-degenerate:
1. ~Ωpκq :“ pΩjpκqqjPS P Rν ;
2.
`
~Ωpκq,?κ˘ P Rν`1;
3.
`
~Ωpκq,Ωjpκq
˘ P Rν`1, for any j P Zz pt0u Y SY p´Sqq;
4.
`
~Ωpκq,Ωjpκq,Ωj1pκq
˘ P Rν`2, for any j, j1 P Zz pt0u Y SY p´Sqq and |j| ‰ |j1|.
Proof. Let
rΩjpκq :“
#
Ωjpκq for j ‰ 0?
κ for j “ 0 , rωjpκq :“
#
ωjpκq for j ‰ 0?
κ for j “ 0 . (4.2)
Recalling (4.1), we have that, for any j P Z,
Bκrωjpκq “ λjpκqrωjpκq , λjpκq :“
$’&’%
Gjp0qj2
2
ˆ
κGjp0qj2`g Gjp0q`
´
γ
2
Gjp0q
j
¯
2
˙ for j ‰ 0
1
2κ
for j “ 0 .
(4.3)
Moreover Bκλjpκq “ ´2λjpκq2, for any j P Z, and therefore, for any n P N,
Bnκrωjpκq “ rcnλjpκqnrωjpκq , rcn :“ c1 ¨ . . . ¨ cn , cn :“ 3´ 2n . (4.4)
We now prove items 2 and 3, i.e. the non-degeneracy of the vector
`
~Ωpκq, rΩjpκq˘ P Rν`1 for
any j P ZzpS Y p´Sqq, where rΩjpκq is defined in (4.2). Items 1 and 4 follow similarly. For this
purpose, by analyticity, it is sufficient to find one value of κ P rκ1, κ2s so that the determinant
of the pν ` 1q ˆ pν ` 1q matrix
Apκq :“
¨˚
˝ BκΩ1pκq ¨ ¨ ¨ BκΩν pκq Bκ
rΩjpκq
...
. . .
...
...
Bν`1κ Ω1pκq ¨ ¨ ¨ Bν`1κ Ων pκq Bν`1κ rΩjpκq
‹˛‚
is not zero. We actually show that detApκq ‰ 0 for any κ P rκ1, κ2s. By (4.2)-(4.4) and the
multilinearity of the determinant function, we get
detApκq “ Cpκqdet
¨˚
˚˝˚ 1 ¨ 1 1λ1pκq ¨ λν pκq λjpκq
...
. . .
...
...
λ
1
pκqν ¨ λν pκqν λjpκqν
‹˛‹‹‚“: CpκqdetBpκq
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where
Cpκq :“
ν`1ź
q“1
rcq ¨ ź
pPt
1
,...,ν ,ju
λppκqrωppκq ‰ 0 , @κ P rκ1, κ2s .
Since Bpκq is a Vandermorde matrix, we conclude that
detApκq “ Cpκq
ź
p,p1Pt
1
,...,ν ,ju,păp1
`
λppκq ´ λp1pκq
˘
.
Now, the fact that detApκq ‰ 0 for any κ P rκ1, κ2s is a consequence from the following
Claim: For any p, p1 P t1, . . . , ν , ju, p ‰ p1, one has λppκq ‰ λp1pκq for any κ P rκ1, κ2s.
Proof of the Claim: If p1 “ 0 and p ‰ 0, the claim follows because, by (4.3),
λppκq “ 1
2
´
κ` g
p2
` γ2
4
Gpp0q
p4
¯ ă 1
2κ
“ λ0pκq .
Consider now the case p, p1 ‰ 0. We now prove that the map p ÞÑ λppκq is strictly monotone on
p0,`8q. In case of finite depth, Gpp0q “ p tanhphpq, and
Bpλppκq “ 1
2
´
κ` g
p2
` γ2
4
tanhphpq
p3
¯2 "2gp3 ` γ24 3 tanhphpq ´ p1´ tanh2phpqqhpp4
*
.
The function fpyq :“ 3 tanhpyq´p1´tanh2pyqqy is positive for any y ą 0. Indeed fpyq Ñ 0 as y Ñ
0, and it is strictly monotone increasing for y ą 0, since f 1pyq “ 2p1´tanh2pyqqp1`y tanhpyqq ą 0.
We deduce that Bpλppκq ą 0, also if the depth h “ `8. Since the function p ÞÑ λppκq is even we
have proved that that it is strictly monotone decreasing on p´8, 0q and increasing in p0,`8q.
Thus, if λppκq “ λp1pκq then p “ ´p1. But this case is excluded by the assumption (1.15) and
the condition j R SY p´Sq, which together imply |p| ‰ |p1|.
Note that in items 3 and 4 of Lemma 4.2 we require that j and j1 do not belong to t0u Y
S Y p´Sq. In order to deal in Proposition 4.5 when j and j1 are in S Y p´Sq, we need also the
following lemma. It is actually a direct consequence of the proof of Lemma 4.2, noting that
Ωjpκq ´ ωjpκq is independent of κ.
Lemma 4.3. (Non-degeneracy-II) Let ~ωpκq :“ `ω
1
pκq, . . . , ων pκq
˘
. The following vectors
are non-degenerate:
1. p~ωpκq, 1q P Rν`1;
2. p~ωpκq, ωjpκq, 1q P Rν`2, for any j P Zz pt0u Y SY p´Sqq.
For later use, we provide the following asymptotic estimate of the linear frequencies.
Lemma 4.4. (Asymptotics) For any j P Zzt0u, we have
ωjpκq “
?
κ |j| 32 ` cjpκq?
κ |j| 12
, (4.5)
where, for any n P N0, there exists a constant Cn,h ą 0 such that
sup
jPZzt0u
κPrκ1,κ2s
ˇˇˇ
Bnκ
cjpκq?
κ
ˇˇˇ
ď Cn,h . (4.6)
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Proof. By (4.1) we deduce (4.5) with
cjpκq :“
κ|j|pGjp0q´|j|q` g Gjp0q|j|
´
1`p γ2 q2 Gjp0qg|j|2
¯
1`
c
1`Gjp0q´|j||j| `
g Gjp0q
κ|j|3
´
1`p γ2 q2 Gj p0qg|j|2
¯ .
Then (4.6) follows exploiting that (both for finite and infinite depth) the quantities |j|pGjp0q´|j|q
and Gjp0q{|j| are uniformly bounded in j, see (1.8).
The next proposition is the key of the argument. We remind that ~ “ p1, . . . , νq denotes the
vector in Zν of tangential sites introduced in (2.53).
Proposition 4.5. (Transversality) There exist m0 P N and ρ0 ą 0 such that, for any κ P
rκ1, κ2s, the following hold:
max
0ďnďm0
|Bnκ~Ωpκq ¨ ℓ| ě ρ0 xℓy , @ ℓ P Zνzt0u ; (4.7)#
max
0ďnďm0
|Bnκ p~Ωpκq ¨ ℓ` Ωjpκqq| ě ρ0 xℓy
~ ¨ ℓ` j “ 0 , ℓ P Zν , j P Sc0 ;
(4.8)
#
max
0ďnďm0
|Bnκ p~Ωpκq ¨ ℓ` Ωjpκq ´ Ωj1pκqq| ě ρ0 xℓy
~ ¨ ℓ` j ´ j1 “ 0 , ℓ P Zν , j, j1 P Sc0 , pℓ, j, j1q ‰ p0, j, jq ;
(4.9)
#
max
0ďnďm0
|Bnκ p~Ωpκq ¨ ℓ` Ωjpκq ` Ωj1pκqq| ě ρ0 xℓy
~ ¨ ℓ` j ` j1 “ 0 , ℓ P Zν , j, j1 P Sc0 .
(4.10)
We call ρ0 the amount of non-degeneracy and m0 the index of non-degeneracy.
Proof. We prove separately (4.7)-(4.10). In this proof we set for brevity K :“ rκ1, κ2s.
Proof of (4.7). By contradiction, assume that for anym P N there exist κm P K and ℓm P Zνzt0u
such that ˇˇˇ
Bnκ~Ωpκmq ¨
ℓm
xℓmy
ˇˇˇ
ă 1xmy , @ 0 ď n ď m. (4.11)
The sequences pκmqmPN Ă K and pℓm{ xℓmyqmPN Ă Rνzt0u are both bounded. By compactness,
up to subsequences κm Ñ κ P K and ℓm{ xℓmy Ñ c ‰ 0. Therefore, in the limit for m Ñ `8,
by (4.11) we get Bnκ~Ωpκq ¨ c “ 0 for any n P N0. By the analyticity of ~Ωpκq, we deduce that the
function κ ÞÑ ~Ωpκq ¨ c is identically zero on K, which contradicts Lemma 4.2-1.
Proof of (4.8). We divide the proof in 4 steps.
Step 1. Recalling (4.1) and Lemma 4.4, we have that, for any κ P K,
|~Ωpκq ¨ ℓ` Ωjpκq| ě |Ωjpκq| ´ |~Ωpκq ¨ ℓ| ě ?κ1 |j|
3
2 ´ Cxℓy ě xℓy
whenever |j| 32 ě C0xℓy, for some C0 ą 0. In this cases (4.8) is already fulfilled with n “ 0. Hence
we restrict in the sequel to indexes ℓ P Zν and j P Sc0 satisfying
|j| 32 ă C0xℓy . (4.12)
Step 2. By contradiction, we assume that, for any m P N, there exist κm P K, ℓm P Zν and
jm P Sc0, with |jm|
3
2 ă C0xℓmy, such that, for any n P N0 with n ď m,#ˇˇBnκ`~Ωpκq ¨ ℓmxℓmy ` 1xℓmyΩjmpκq˘|κ“κm ˇˇ ă 1xmy
~ ¨ ℓm ` jm “ 0 .
(4.13)
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Up to subsequences κm Ñ κ P K and ℓm{ xℓmy Ñ c P Rν .
Step 3. We consider first the case when the sequence pℓmqmPN Ă Zν is bounded. Up to subse-
quences, we have definitively that ℓm “ ℓ P Zν . Moreover, since jm and ℓm satisfy (4.12), also
the sequence pjmqmPN is bounded and, up to subsequences, definitively jm “  P Sc0. Therefore,
in the limit mÑ8, from (4.13) we obtain
Bnκ
`
~Ωpκq ¨ ℓ ` Ωpκq
˘
|κ“κ “ 0 , @n P N0 , ~ ¨ ℓ`  “ 0 .
By analyticity this implies
~Ωpκq ¨ ℓ` Ωpκq “ 0 , @κ P K , ~ ¨ ℓ`  “ 0 . (4.14)
We distinguish two cases:
• Let  R ´S. By (4.14) the vector `~Ωpκq,Ωpκq˘ is degenerate according to Definition 4.1
with c :“ pℓ, 1q ‰ 0. This contradicts Lemma 4.2-3.
• Let  P ´S. With no loss of generality suppose  “ ´1. Then, denoting ℓ “ pℓ1, . . . , ℓνq,
system (4.14) reads, for any κ P K,#
pℓ1 ` 1qω
1
pκq `řνa“2 ℓaωapκq ` γ2 ´pℓ1 ´ 1qG1p0q
1
`řνa“2 ℓa Ga p0qa ¯ “ 0
pℓ1 ´ 1q1 `
řν
a“2 ℓa a “ 0 .
(4.15)
By Lemma 4.3 the vector p~ωpκq, 1q is non-degenerate, which is a contradiction for γ ‰ 0.
If γ “ 0 we only deduce ℓ1 “ ´1 and ℓ2 “ . . . “ ℓν “ 0. Inserting these values in the
momentum condition in (4.15), we get 21 “ 0. This is a contradiction with 1 ‰ 0.
Step 4. We consider now the case when the sequence pℓmqmPN is unbounded. Up to subsequences
|ℓm| Ñ 8 as mÑ8 and limmÑ8 ℓm{ xℓmy “: c ‰ 0. By (4.1) and (4.5), for any n P N0,
Bnκ
1
xℓmyΩjmpκmq “ B
n
κ
´ 1
xℓmy
?
κ |jm|
3
2 ` cjmpκq
xℓmy
?
κ |jm|
1
2
` γ
2 xℓmy
Gjmp0q
jm
¯
|κ“κm
(4.6)Ñ dpBnκ
?
κq|κ“κ , for mÑ8 ,
with d :“ limmÑ8 |jm|
3
2 { xℓmy P R. Note that d is finite because jm and ℓm satisfy (4.12).
Therefore (4.13) becomes, in the limit mÑ8,
Bnκ
`
~Ωpκq ¨ c` d?κ ˘|κ“κ “ 0 , @n P N0 .
By analyticity, this implies that ~Ωpκq ¨ c ` d?κ “ 0 for any κ P K. This contradicts the non-
degeneracy of the vector p~Ωpκq,?κq in Lemma 4.2-2, since pc, dq ‰ 0.
Proof of (4.9). We split again the proof into 4 steps.
Step 1. By Lemma 4.4, for any κ P K,
|~Ωpκq ¨ ℓ` Ωjpκq ´ Ωj1pκq| ě |Ωjpκq ´ Ωj1pκq| ´ |~Ωpκq ¨ ℓ| ě ?κ1
ˇˇ |j| 32 ´ |j1| 32 ˇˇ´ Cxℓy ě xℓy
whenever | |j| 32 ´|j1| 32 | ě C1xℓy for some C1 ą 0. In this case (4.9) is already fulfilled with n “ 0.
Thus we restrict to indexes ℓ P Zν and j, j1 P Sc0, such thatˇˇ|j| 32 ´ |j1| 32 ˇˇ ă C1xℓy . (4.16)
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Furthermore we may assume jm ‰ j1m because the case jm “ j1m is included in (4.7).
Step 2. By contradiction, we assume that, for any m P N, there exist κm P K, ℓm P Zν and
jm, j
1
m P Sc0, satisfying (4.16), such that, for any 0 ď n ď m,#ˇˇBnκ`~Ωpκq ¨ ℓmxℓmy ` 1xℓmy`Ωjmpκq ´ Ωj1mpκq˘˘|κ“κm ˇˇ ă 1xmy
~ ¨ ℓm ` jm ´ j1m “ 0 .
(4.17)
Up to subsequences κm Ñ κ P K and ℓm{ xℓmy Ñ c P Rν .
Step 3. We start with the case when pℓmqmPN Ă Zν is bounded. Up to subsequences, we have
definitively that ℓm “ ℓ P Zν . Moreover, if |jm| ‰ |j1m|, there is c ą 0 such that
c
`|jm| 12 ` |j1m| 12 ˘ ď ˇˇ|jm| 32 ´ |j1m| 32 ˇˇ ă C1xℓmy ď C , @m P N ,
If jm “ ´j1m we deduce by the momentum relation that |jm| “ |j1m| ď Cxℓmy ď C, and we
conclude that in any case the sequences pjmqmPN and pj1mqmPN are bounded. Up to subsequences,
we have definitively that jm “  and j1m “ 1, with , 1 P Sc0 and such that
 ‰ 1 . (4.18)
Therefore (4.17) becomes, in the limit mÑ8,
Bnκ
`
~Ωpκq ¨ ℓ` Ωpκq ´ Ω1pκq
˘
|κ“κ “ 0 , @n P N0 , ~ ¨ ℓ` ´ 1 “ 0 .
By analyticity, we obtain that
~Ωpκq ¨ ℓ` Ωpκq ´ Ω1pκq “ 0 , @κ P K , ~ ¨ ℓ` ´ 1 “ 0 . (4.19)
We distinguish several cases:
• Let , 1 R ´S and || ‰ |1|. By (4.19) the vector p~Ωpκq,Ωpκq,Ω1pκqq is degenerate with
c :“ pℓ, 1,´1q ‰ 0, contradicting Lemma 4.2-4.
• Let , 1 R ´S and 1 “ ´. In view of (4.1), system (4.19) becomes#
~ωpκq ¨ ℓ` γ
2
´řν
a“1 ℓa
Ga p0q
a
` 2Gp0q

¯
“ 0 , @κ P K ,
~ ¨ ℓ` 2 “ 0 .
(4.20)
By Lemma 4.3 the vector p~ωpκq, 1q is non-degenerate, which is a contradiction for γ ‰ 0.
If γ “ 0 the first equation in (4.20) implies ℓ “ 0. Then the momentum condition implies
2 “ 0, which is a contradiction with  ‰ 0.
• Let 1 R ´S and  P ´S. With no loss of generality suppose  “ ´1. In view of (4.1), the
first equation in (4.19) implies that, for any κ P K
pℓ1 ` 1qω
1
pκq `
νÿ
a“2
ℓaωapκq ´ ω1pκq `
γ
2
´
pℓ1 ´ 1q
G
1
p0q
1
`
νÿ
a“2
ℓa
Gap0q
a
´ G1p0q
1
¯
“ 0 .
By Lemma 4.3 the vector
`
~ωpκq, ω1pκq, 1
˘
is non-degenerate, which is a contradiction.
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• Last, let , 1 P ´S and  ‰ 1, by (4.18). With no loss of generality suppose  “ ´1 and
1 “ ´2. Then (4.19) reads$’’&’’%
pℓ1 ` 1qω
1
pκq ` `ℓ2 ´ 1˘ω
2
`řνa“3 ℓaωapκq
`γ
2
´
pℓ1 ´ 1qG1 p0q
1
` pℓ2 ` 1qG2 p0q
2
`řνa“3 ℓa Ga p0qa q¯ “ 0 , @κ P K ,
pℓ1 ´ 1q1 ` pℓ2 ` 1q2 `
řν
a“3 ℓa a “ 0 .
(4.21)
By Lemma 4.3 the vector p~ωpκq, 1q is non-degenerate, which is a contradiction for γ ‰ 0. If
γ “ 0 the first equation in (4.21) implies that ℓ1 “ ´1, ℓ2 “ 1, ℓ3 “ . . . “ ℓν “ 0. Inserting
these values in the momentum condition we obtain ´21`22 “ 0. This contradicts  ‰ 1.
Step 4. We finally consider the case when pℓmqmPN is unbounded. Up to subsequences |ℓm| Ñ 8
as mÑ8 and limmÑ8 ℓm{ xℓmy “: c ‰ 0. In addition, by (4.16), up to subsequences
lim
mÑ8
|jm| 32 ´ |j1m|
3
2
xℓmy “ d1 P R . (4.22)
By (4.1) and (4.5) we have, for any n,
Bnκ
1
xℓmy
´
Ωjmpκq ´ Ωj1mpκq
¯
|κ“κm
“ Bnκ
´ ?κ
xℓmy
`|jm| 32 ´ |j1m| 32 ˘
` 1xℓmy
?
κ
´cjmpκq
|jm| 12
´ cj1mpκq|j1m|
1
2
¯
` γ
2 xℓmy
´Gjmp0q
jm
´ Gj1mp0q
j1m
¯
|κ“κm
¯
Ñ d1Bnκp
?
κq|κ“κ
using (4.22) and xℓmy Ñ 8. Therefore (4.17) becomes, in the limit mÑ8,
Bnκ
`
~Ωpκq ¨ c` d1
?
κ
˘
|κ“κ “ 0 , @n P N0 .
By analyticity this implies ~Ωpκq ¨ c`d1
?
κ “ 0, for all κ P K. Thus p~Ωpκq,?κq is degenerate with
c “ pc, d1q ‰ 0, contradicting Lemma 4.2-2.
Proof of (4.10). The proof is similar to that for (4.9) and we omit it.
5 Nash-Moser theorem and measure estimates
Under the rescaling pη, ζq ÞÑ pεη, εζq, the Hamiltonian system (2.14) transforms into the Hamil-
tonian system generated by
Hεpη, ζq :“ ε´2Hpεη, εζq “ HLpη, ζq ` εPεpη, ζq , (5.1)
where H is the water waves Hamiltonian (2.13) expressed in the Wahlén coordinates (2.11), HL
is defined in (2.20) and
Pεpη, ζq :“ 1
2ε
ż
T
´
ζ ` γ
2
B´1x η
¯
pGpεηq ´Gp0qq
´
ζ ` γ
2
B´1x η
¯
dx
` κ
ε3
ż
T
ˆa
1` ε2η2x ´ 1´
ε2η2x
2
˙
dx` γ
2
ż
T
´
´
´
ζ ` γ
2
B´1x η
x¯
η2 ` γ
3
η3
¯
dx .
We now study the Hamiltonian system generated by the Hamiltonian Hεpη, ζq, in the action-
angle and normal coordinates pθ, I, wq defined in Section 2.3. Thus we consider the Hamiltonian
Hεpθ, I, wq defined by
Hε :“ Hε ˝A “ ε´2H ˝ εA (5.2)
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where A is the map defined in (2.50). The associated symplectic form is given in (2.54).
By Lemma 2.9 (see also (2.35), (2.49)), in the variables pθ, I, wq the quadratic Hamiltonian
HL defined in (2.20) simply reads, up to a constant,
N :“ HL ˝A “ ~Ωpκq ¨ I ` 12 pΩWw,wqL2
where ~Ωpκq P Rν is defined in (1.18) and ΩW in (2.19). Thus the Hamiltonian Hε in (5.2) is
Hε “ N ` εP with P :“ Pε ˝A . (5.3)
We look for an embedded invariant torus
i : Tν Ñ Rν ˆ Rν ˆ H=
S`,Σ , ϕ ÞÑ ipϕq :“ pθpϕq, Ipϕq, wpϕqq ,
of the Hamiltonian vector field XHε :“ pBIHε,´BθHε,Π=S`,ΣJ∇wHεq filled by quasi-periodic
solutions with Diophantine frequency vector ω P Rν (which satisfies also first and second order
Melnikov non-resonance conditions, see (5.14)-(5.16)).
5.1 Nash-Moser theorem of hypothetical conjugation
For α P Rν , we consider the family of modified Hamiltonians
Hα :“ Nα ` εP , Nα :“ α ¨ I ` 12 pw,ΩWwqL2 , (5.4)
and the nonlinear operator
Fpi, αq :“ Fpω, κ, ε; i, αq :“ ω ¨ Bϕipϕq ´XHαpipϕqq
“
¨˝
ω ¨ Bϕθpϕq ´α´ εBIP pipϕqq
ω ¨ BϕIpϕq `εBθP pipϕqq
ω ¨ Bϕwpϕq ´Π=S`,ΣJpΩWwpϕq ` ε∇wP pipϕqqq
‚˛ . (5.5)
If Fpi, αq “ 0, then the embedding ϕ ÞÑ ipϕq is an invariant torus for the Hamiltonian vector
field XHα , filled with quasi-periodic solutions with frequency ω.
Each Hamiltonian Hα in (5.4) is invariant under the involution ~S and the translations ~τς ,
ς P R, defined respectively in (2.51) and in (2.52):
Hα ˝ ~S “ Hα , Hα ˝ ~τς “ Hα , @ ς P R . (5.6)
We look for a reversible traveling torus embedding ϕ ÞÑ ipϕq “ pθpϕq, Ipϕq, wpϕqq, namely
satisfying
~Sipϕq “ ip´ϕq , ~τςipϕq “ ipϕ´ ~ςq , @ ς P R . (5.7)
Lemma 5.1. The operator Fp¨, αq maps a reversible, respectively traveling, wave into an anti-
reversible, respectively traveling, wave variation, according to Definition 3.33.
Proof. It follows directly by (5.5) and (5.6).
The norm of the periodic components of the embedded torus
Ipϕq :“ ipϕq ´ pϕ, 0, 0q :“ pΘpϕq, Ipϕq, wpϕqq , Θpϕq :“ θpϕq ´ ϕ , (5.8)
is }I}k0,υs :“ }Θ}k0,υHsϕ ` }I}
k0,υ
Hsϕ
` }w}k0,υs , where
k0 :“ m0 ` 2 (5.9)
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and m0 P N is the index of non-degeneracy provided by Proposition 4.5, which only depends
on the linear unperturbed frequencies. Thus, k0 is considered as an absolute constant and we
will often omit to write the dependence of the various constants with respect to k0. We look for
quasi-periodic solutions of frequency ω belonging to a δ-neighbourhood (independent of ε)
Ω :“  ω P Rν : dist `ω, ~Ωrκ1, κ2s˘ ă δ( , δ ą 0 ,
of the curve ~Ωrκ1, κ2s defined by (1.18).
Theorem 5.2. (Nash-Moser) There exist positive constants a0, ε0, C depending on S, k0 and
τ ě 1 such that, for all υ “ εa, a P p0, a0q and for all ε P p0, ε0q, there exist
1. a k0-times differentiable function
α8 : Ωˆ rκ1, κ2s ÞÑ Rν ,
α8pω, κq :“ ω ` rεpω, κq with |rε|k0,υ ď Cευ´1 ; (5.10)
2. a family of embedded reversible traveling tori i8pϕq (cfr. (5.7)), defined for all pω, κq P
Ωˆ rκ1, κ2s, satisfying
}i8pϕq ´ pϕ, 0, 0q}k0,υs0 ď Cευ´1 ; (5.11)
3. a sequence of k0-times differentiable functions µ
8
j : R
νˆrκ1, κ2s Ñ R, j P Sc0 “ Z z pSYt0uq,
of the form
µ8j pω, κq “ m83
2
pω, κqΩjpκq ` m81 pω, κqj ` m81
2
pω, κq |j| 12 ` r8j pω, κq , (5.12)
with Ωjpκq defined in (1.11), satisfying
|m83
2
´ 1|k0,υ, |m81 |k0,υ, |m81
2
|k0,υ ď Cε , sup
jPSc
0
|r8j |k0,υ ď Cευ´1 , (5.13)
such that, for all pω, κq in the Cantor-like set
Cυ8 :“
!
pω, κq P Ωˆ rκ1, κ2s : |ω ¨ ℓ| ě 8υ xℓy´τ , @ ℓ P Zνzt0u ; (5.14)ˇˇ
ω ¨ ℓ` µ8j pω, κq
ˇˇ ě 4υ |j| 32 xℓy´τ ,@ ℓ P Zν , j P Sc0 with ~ ¨ ℓ` j “ 0 ; (5.15)ˇˇ
ω ¨ ℓ` µ8j pω, κq ´ µ8j1 pω, κq
ˇˇ ě 4υ x|j| 32 ´ |j1| 32 y xℓy´τ , (5.16)
@ℓ P Zν , j, j1 P Sc0, pℓ, j, j1q ‰ p0, j, jq with ~ ¨ ℓ` j ´ j1 “ 0 ,ˇˇ
ω ¨ ℓ` µ8j pω, κq ` µ8j1 pω, κq
ˇˇ ě 4υ ` |j| 32 ` |j1| 32 ˘ xℓy´τ , (5.17)
@ ℓ P Zν , j, j1 P Sc0 , with ~ ¨ ℓ` j ` j1 “ 0
)
,
the function i8pϕq :“ i8pω, κ, ε;ϕq is a solution of Fpω, κ, ε; i8, α8pω, κqq “ 0. As a conse-
quence, the embedded torus ϕ ÞÑ i8pϕq is invariant for the Hamiltonian vector field XHα8pω,κq
as it is filled by quasi-periodic reversible traveling wave solutions with frequency ω.
We remind that the conditions on the indexes in (5.15)-(5.16) (where ~ P Zν is the vector
in (2.53)) are due to the fact that we look for traveling wave solutions. These restrictions are
essential to prove the measure estimates of the next section.
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5.2 Measure estimates
By (5.10), the function α8p ¨ , κq from Ω into its image α8pΩ, κq is invertible and
β “ α8pω, κq “ ω ` rεpω, κq ô
ω “ α´18 pβ, κq “ β ` r˘εpβ, κq, |r˘ε|k0,υ ď Cευ´1 .
(5.18)
Then, for any β P α8pCυ8q, Theorem 5.2 proves the existence of an embedded invariant torus
filled by quasi-periodic solutions with Diophantine frequency ω “ α´18 pβ, κq for the Hamiltonian
Hβ “ β ¨ I ` 12 pw,ΩWwqL2 ` εP .
Consider the curve of the unperturbed tangential frequency vector ~Ωpκq in (1.18). In Theo-
rem 5.3 below we prove that for "most" values of κ P rκ1, κ2s the vector pα´18 p~Ωpκq, κq, κq is
in Cυ8, obtaining an embedded torus for the Hamiltonian Hε in (5.2), filled by quasi-periodic
solutions with Diophantine frequency vector ω “ α´18 p~Ωpκq, κq, denoted rΩ in Theorem 1.5. Thus
εApi8prΩtqq, where A is defined in (2.50), is a quasi-periodic traveling wave solution of the water
waves equations (2.14) written in the Wahlén variables. Finally, going back to the original Za-
kharov variables via (2.10) we obtain solutions of (1.3). This proves Theorem 1.5 together with
the following measure estimate.
Theorem 5.3. (Measure estimates) Let
υ “ εa , 0 ă a ă minta0, 1{p1` k0qu , τ ą m0pν ` 4q , (5.19)
where m0 is the index of non-degeneracy given in Proposition 4.5 and k0 :“ m0 ` 2. Then, for
ε P p0, ε0q small enough, the measure of the set
Gε :“
 
κ P rκ1, κ2s :
`
α´18 p~Ωpκq, κq, κ
˘ P Cυ8( (5.20)
satisfies |Gε| Ñ κ2 ´ κ1 as εÑ 0.
The rest of this section is devoted to prove Theorem 5.3. By (5.18) we have
~Ωεpκq :“ α´18 p~Ωpκq, κq “ ~Ωpκq ` ~rε , (5.21)
where ~rεpκq :“ r˘εp~Ωpκq, κq satisfiesˇˇBkκ~rεpκqˇˇ ď Cευ´p1`kq , @ |k| ď k0 , uniformly on rκ1, κ2s . (5.22)
We also denote, with a small abuse of notation, for all j P Sc0,
µ8j pκq :“ µ8j
`
~Ωεpκq, κ
˘
:“ m83
2
pκqΩjpκq ` m81 pκqj ` m81
2
pκq |j| 12 ` r8j pκq , (5.23)
where m83
2
pκq :“ m83
2
p~Ωεpκq, κq, m81 pκq :“ m81 p~Ωεpκq, κq, m81
2
pκq :“ m81
2
p~Ωεpκq, κq and r8j pκq :“
r8j p~Ωεpκq, κq.
By (5.13) and (5.22) we haveˇˇBkκ`m83
2
pκq ´ 1˘ˇˇ, |Bkκm81 pκq|, |Bkκm81
2
pκq| ď Cευ´k, (5.24)
sup
jPSc
0
ˇˇBkκr8j pκqˇˇ ď Cευ´1´k , @ 0 ď k ď k0 . (5.25)
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Recalling (5.14)-(5.16), the Cantor set in (5.20) becomes
Gε :“
!
κ P rκ1, κ2s : |~Ωεpκq ¨ ℓ| ě 8υ xℓy´τ , @ ℓ P Zνzt0u ;
|~Ωεpκq ¨ ℓ` µ8j pκq| ě 4υ|j|
3
2 xℓy´τ , @ ℓ P Zν , j P Sc0 , with ~ ¨ ℓ` j “ 0 ;
|~Ωεpκq ¨ ℓ` µ8j pκq ´ µ8j1 pκq| ě 4υ x|j|
3
2 ´ |j1| 32 y xℓy´τ ,
@ℓ P Zν , j, j1 P Sc0, pℓ, j, j1q ‰ p0, j, jq with ~ ¨ ℓ` j ´ j1 “ 0 ;
|~Ωεpκq ¨ ℓ` µ8j pκq ` µ8j1 pκq| ě 4υ
`|j| 32 ` |j1| 32 ˘ xℓy´τ ,
@ ℓ P Zν , j, j1 P Sc0 with ~ ¨ ℓ` j ` j1 “ 0
)
.
We estimate the measure of the complementary set
Gcε :“ rκ1, κ2szGε
“
˜ď
ℓ‰0
R
p0q
ℓ
¸
Y
¨˚
˝ ď
ℓPZν, jPSc
0
~¨ℓ`j“0
R
pIq
ℓ,j
‹˛‚Y
¨˚
˝ ď
pℓ,j,j1q‰p0,j,jq,j‰j1
~¨ℓ`j´j1“0
R
pIIq
ℓ,j,j1
‹˛‚Y
¨˚
˝ ď
ℓPZν,j,j1PSc
0
,
~¨ℓ`j`j1“0
Q
pIIq
ℓ,j,j1
‹˛‚ , (5.26)
where the “nearly-resonant sets"
R
p0q
ℓ :“
 
κ P rκ1, κ2s : |~Ωεpκq ¨ ℓ| ă 8υ xℓy´τ
(
, (5.27)
R
pIq
ℓ,j :“
 
κ P rκ1, κ2s : |~Ωεpκq ¨ ℓ` µ8j pκq| ă 4υ|j|
3
2 xℓy´τ ( , (5.28)
R
pIIq
ℓ,j,j1 :“
 
κ P rκ1, κ2s : |~Ωεpκq ¨ ℓ` µ8j pκq ´ µ8j1 pκq| ă 4υ x|j|
3
2 ´ |j1| 32 y xℓy´τ ( , (5.29)
Q
pIIq
ℓ,j,j1 :“
 
κ P rκ1, κ2s : |~Ωεpκq ¨ ℓ` µ8j pκq ` µ8j1 pκq| ă 4υ
`|j| 32 ` |j1| 32 ˘ xℓy´τ ( . (5.30)
Note that in the third union in (5.26) we may require j ‰ j1 because RpIIqℓ,j,j Ă Rp0qℓ . In the sequel
we shall always suppose the momentum conditions on the indexes ℓ, j, j1 written in (5.26). Some
of the above sets are empty.
Lemma 5.4. Consider the sets in (5.26)-(5.30). For ε P p0, ε0q small enough, we have that
1. If R
pIq
ℓ,j ‰ H then |j|
3
2 ď C xℓy;
2. If R
pIIq
ℓ,j,j1 ‰ H then
ˇˇ|j| 32 ´ |j1| 32 ˇˇ ď C xℓy;
3. If Q
pIIq
ℓ,j,j1 ‰ H then |j|
3
2 ` |j1| 32 ď C xℓy.
Proof. We provide the proof for R
pIIq
ℓ,j,j1 . If R
pIIq
ℓ,j,j1 ‰ H then there exists κ P rκ1, κ2s such that
ˇˇ
µ8j pκq ´ µ8j1 pκq
ˇˇ ă 4υ x|j| 32 ´ |j1| 32 yxℓyτ ` |~Ωεpκq ¨ ℓ| ď 4υ ˇˇ|j| 32 ´ |j1| 32 ˇˇ` C xℓy . (5.31)
By (5.23) we have
µ8j pκq ´ µ8j1 pκq “ m83
2
pκqpΩjpκq ´Ωj1pκqq ` m81 pκqpj ´ j1q ` m81
2
pκqp|j| 12 ´ |j1| 12 q ` r8j pκq ´ r8j1 pκq .
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Then, by (5.24)-(5.25) with k “ 0, (4.5)-(4.6), the momentum condition j ´ j1 “ ´~ ¨ ℓ, and the
elementary inequality ||j| 32 ´ |j1| 32 | ě ||j| 12 ´ |j1| 12 |, we deduce the lower bound
|µ8j pκq ´ µ8j1 pκq| ě p1 ´ Cεq
?
κ
`ˇˇ|j| 32 ´ |j1| 32 ˇˇ´ C˘´ Cε|~ ¨ ℓ| ´ Cεˇˇ|j| 12 ´ |j1| 12 ˇˇ´ Cευ´1
ě
?
κ
2
ˇˇ|j| 32 ´ |j1| 32 ˇˇ´ Cε|ℓ| ´ C 1 ´ Cευ´1 . (5.32)
Combining (5.31) and (5.32), we deduce ||j| 32 ´ |j1| 32 | ď C xℓy, for ε small enough.
In order to estimate the measure of the sets (5.27)-(5.30) that are nonempty, the key point
is to prove that the perturbed frequencies satisfy estimates similar to (4.7)-(4.10).
Lemma 5.5. (Perturbed transversality) For ε P p0, ε0q small enough and for all κ P rκ1, κ2s,
max
0ďnďm0
|Bnκ~Ωεpκq ¨ ℓ| ě
ρ0
2
xℓy , @ ℓ P Zνzt0u ; (5.33)#
max0ďnďm0 |Bnκp~Ωεpκq ¨ ℓ` µ8j pκqq| ě ρ02 xℓy
~ ¨ ℓ` j “ 0 , ℓ P Zν , j P Sc0 ;
(5.34)#
max0ďnďm0 |Bnκp~Ωεpκq ¨ ℓ` µ8j pκq ´ µ8j1 pκqq| ě ρ02 xℓy
~ ¨ ℓ` j ´ j1 “ 0 , ℓ P Zν , j, j1 P Sc0 , pℓ, j, j1q ‰ p0, j, jq ;
(5.35)#
max0ďnďm0 |Bnκp~Ωεpκq ¨ ℓ` µ8j pκq ` µ8j1 pκqq| ě ρ02 xℓy
~ ¨ ℓ` j ` j1 “ 0 , ℓ P Zν , j, j1 P Sc0 .
(5.36)
We recall that ρ0 is the amount of non-degeneracy that has been defined in Proposition 4.5.
Proof. We prove (5.35). The proofs of (5.33), (5.34) and (5.36) are similar. By (5.23) we have
~Ωεpκq ¨ ℓ` µ8j pκq ´ µ8j1 pκq “ ~Ωpκq ¨ ℓ` ~rεpκq ¨ ℓ ` Ωjpκq ´ Ωj1pκq (5.37)
` pm83
2
pκq ´ 1q pΩjpκq ´ Ωj1pκqq ` m81 pκqpj ´ j1q ` m81
2
pκq p|j| 12 ´ |j1| 12 q ` r8j pκq ´ r8j1 pκq .
By Lemma 4.4 we get that, for any n P t0, . . . ,m0u,
|BnκpΩjpκq ´ Ωj1pκqq| ď Cpκq
ˇˇ|j| 32 ´ |j1| 32 ˇˇ` C ď C 1pκq xℓy , (5.38)
because, by Lemma 5.4-(2), we can restrict to indexes ℓ, j, j1 such that ||j| 32 ´ |j1| 32 | ď C xℓy.
Furthermore ˇˇ|j| 12 ´ |j1| 12 ˇˇ ď ˇˇ|j| 32 ´ |j1| 32 ˇˇ ď C xℓy . (5.39)
Therefore, by (5.37), (5.24), (5.25), (5.22), (5.38), (5.39), and the momentum condition j ´ j1 “
´~ ¨ ℓ, we have that, for any n P t0, . . . ,m0u,
|Bnκ p~Ωεpκq ¨ ℓ` µ8j pκq ´ µ8j1 pκqq| ě |Bnκ p~Ωpκq ¨ ℓ` Ωjpκq ´ Ωj1pκqq| ´ Cευ´p1`m0q xℓy .
Since ~Ωpκq ¨ ℓ` Ωjpκq ´ Ωj1pκq satisfies (4.9), we deduce that
max
0ďnďm0
|Bnκ p~Ωεpκq ¨ ℓ` µ8j pκq ´ µ8j1 pκqq| ě ρ0 xℓy ´ Cευ´p1`m0q xℓy ě ρ02 xℓy
for ε ą 0 small enough.
As an application of Rüssmann Theorem 17.1 in [37], we deduce the following result:
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Lemma 5.6. (Estimates of the resonant sets) The measure of the sets (5.26)- (5.30) satisfy
|Rp0qℓ | À pυ xℓy´pτ`1qq
1
m0 , |RpIqℓ,j | À
`
υ|j| 32 xℓy´pτ`1q ˘ 1m0 ,
|RpIIqℓ,j,j1 | À
`
υ x|j| 32 ´ |j1| 32 y xℓy´pτ`1q ˘ 1m0 , |QpIIqℓ,j,j1 | À `υ `|j| 32 ` |j1| 32 ˘ xℓy´pτ`1q ˘ 1m0 ,
and, recalling Lemma 5.4,
|RpIqℓ,j | , |RpIIqℓ,j,j1 | , |QpIIqℓ,j,j1 | À pυ xℓy´τ q
1
m0 .
Proof. We estimateR
pIIq
ℓ,j,j1 defined in (5.29). The other cases follow similarly. Defining fℓ,j,j1pκq :“
p~Ωεpκq ¨ ℓ` µ8j pκq ´ µ8j1 pκqq xℓy´1, we write
R
pIIq
ℓ,j,j1 “
 
κ P rκ1, κ2s : |fℓ,j,j1pκq| ă 4υ x|j| 32 ´ |j1| 32 y xℓy´τ´1
(
.
By Lemma 5.4 we restrict to indexes satisfying
ˇˇ|j| 32 ´ |j1| 32 ˇˇ ď C xℓy. By (5.35),
max
0ďnďm0
|Bnκfℓ,j,j1pκq| ě ρ0{2 , @κ P rκ1, κ2s .
In addition, by (5.21)-(5.25), Lemma 4.4, the momentum condition |j´j1| “ |~ ¨ℓ|, and (5.39), we
deduce that max0ďnďk0 |Bnκfℓ,j,j1pκq| ď C for all κ P rκ1, κ2s, provided ευ´p1`k0q is small enough,
namely, by (5.19) and ε small enough. In particular, fℓ,j,j1 is of class C
k0´1 “ Cm0`1. Thus
Theorem 17.1 in [37] applies.
Proof of Theorem 5.3 completed. We estimate the measure of all the sets in (5.26). By Lemma
5.4 and Lemma 5.6 we have thatˇˇˇ ď
ℓ‰0
R
p0q
ℓ
ˇˇˇ
ď
ÿ
ℓ‰0
|Rp0qℓ | À
ÿ
ℓ‰0
´ υ
xℓyτ`1
¯ 1
m0
, (5.40)ˇˇˇˇ
ˇˇˇ ď
ℓ, jPSc
0
~¨ℓ`j“0
R
pIq
ℓ,j
ˇˇˇˇ
ˇˇˇ ď ÿ
|j|ďCxℓy
2
3
~¨ℓ`j“0
|RpIqℓ,j | À
ÿ
|j|ďCxℓy 23
´ υ
xℓyτ
¯ 1
m0 À
ÿ
ℓPZν
υ
1
m0
xℓy τm0´ 23
, (5.41)
ˇˇˇˇ
ˇˇˇ ď
ℓ, j,j1PSc
0
~¨ℓ`j`j1“0
Q
pIIq
ℓ,j,j1
ˇˇˇˇ
ˇˇˇ ď ÿ
|j|,|j1|ďCxℓy 23
|QpIIqℓ,j,j1 | À
ÿ
|j|,|j1|ďCxℓy 23
ˆ
υ
xℓyτ
˙ 1
m0 À
ÿ
ℓPZν
υ
1
m0
xℓy τm0´ 43
. (5.42)
We are left with estimating the measure of
ď
pℓ,j,j1q‰p0,j,jq,j‰j1
~¨ℓ`j´j1“0
R
pIIq
ℓ,j,j1 “
¨˚
˝ ď
ℓ,jPSc
0
~¨ℓ`2j“0
R
pIIq
ℓ,j,´j
‹˛‚Y
¨˚
˝ ď
ℓ,j,j1 , |j|‰|j1 |
~¨ℓ`j´j1“0
R
pIIq
ℓ,j,j1
‹˛‚ . (5.43)
By the momentum condition ~ ¨ ℓ` 2j “ 0 we get |j| ď C xℓy, and, by Lemma 5.6,
ˇˇˇ ď
ℓ,jPSc
0
,~¨ℓ`2j“0
R
pIIq
ℓ,j,´j
ˇˇˇ
ď
ÿ
|j|ďCxℓy
ˇˇ
R
pIIq
ℓ,j,´j
ˇˇ À ÿ
|j|ďCxℓy
ˆ
υ
xℓyτ
˙ 1
m0 À
ÿ
ℓPZν
υ
1
m0
xℓy τm0´1
. (5.44)
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Finally we estimate the measure of the second union in (5.43). By Lemma 5.4 we can restrict to
indexes satisfying ||j|3{2 ´ |j1|3{2| ď C xℓy . Now, for any |j| ‰ |j1|, we have
ˇˇ|j| 32 ´ |j1| 32 ˇˇ “ ˇˇ|j| 12 ´ |j1| 12 ˇˇ `|j| ` |j1| ` |j| 12 |j1| 12 ˘ ě |j| ` |j1| ` |j| 12 |j1| 12|j| 12 ` |j1| 12 ě |j|
1
2 ` |j1| 12
2
,
implying the upper bounds |j|, |j1| ď C xℓy2. Henceˇˇˇˇ
ˇˇˇ ď
ℓ,j,j1 , |j|‰|j1|
~¨ℓ`j´j1“0
R
pIIq
ℓ,j,j1
ˇˇˇˇ
ˇˇˇ ď ÿ
|j|,|j1|ďCxℓy2
|RpIIqℓ,j,j1 | À
ÿ
|j|,|j1|ďCxℓy2
ˆ
υ
xℓyτ
˙ 1
m0 À
ÿ
ℓPZν
υ
1
m0
xℓy τm0´4
. (5.45)
As τ
m0
´ 4 ą ν by (5.19), all the series in (5.40), (5.41), (5.42), (5.44), (5.45) are convergent, and
we deduce
|Gcε | ď Cυ
1
m0 .
For υ “ εa as in (5.19), we get |Gε| ě κ2´κ1´Cεa{m0 . The proof of Theorem 5.3 is concluded.
6 Approximate inverse
In order to implement a convergent Nash-Moser scheme that leads to a solution of Fpi, αq “ 0,
where Fpi, αq is the nonlinear operator defined in (5.5), we construct an almost approximate
right inverse of the linearized operator
di,αFpi0, α0qrpı, pαs “ ω ¨ Bϕpı´ diXHα pi0pϕqq rpıs ´ ppα, 0, 0q .
Note that di,αFpi0, α0q “ di,αFpi0q is independent of α0. We assume that the torus i0pϕq “
pθ0pϕq, I0pϕq, w0pϕqq is reversible and traveling, according to (5.7).
In the sequel we shall assume the smallness condition, for some k :“ kpτ, νq ą 0,
ευ´k ! 1 .
We closely follow the strategy presented in [4] and implemented for the water waves equations in
[6, 2]. The main novelty is to check that this construction preserves the momentum preserving
properties needed for the search of traveling waves. Therefore, along this section we shall focus
on this verification. The estimates are very similar to those in [6, 2].
First of all, we state tame estimates for the composition operator induced by the Hamiltonian
vector field XP “ pBIP,´BθP,Π=S`,ΣJ∇wP q in (5.5).
Lemma 6.1. (Estimates of the perturbation P ) Let Ipϕq in (5.8) satisfy }I}k0,υ3s0`2k0`5 ď 1.
Then, for any s ě s0, }XP piq}k0,υs Às 1` }I}k0,υs`2s0`2k0`3, and, for all pı :“ ppθ, pI, pwq,
}diXP piqrpıs}k0,υs Às }pı}k0,υs`1 ` }I}k0,υs`2s0`2k0`4 }pı}k0,υs0`1 ,››d2iXP piqrpı,pıs››k0,υs Às }pı}k0,υs`1 }pı}k0,υs0`1 ` }I}k0,υs`2s0`2k0`5 p}pı}k0,υs0`1q2 .
Proof. The proof goes as in Lemma 5.1 of [6], using also the estimates of the Dirichlet-Neumann
operator in Lemma 3.10.
Along this section, we assume the following hypothesis, which is verified by the approximate
solutions obtained at each step of the Nash-Moser Theorem 9.2.
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• ANSATZ. The map pω, κq ÞÑ I0pω, κq “ i0pϕ;ω, κq ´ pϕ, 0, 0q is k0-times differentiable
with respect to the parameters pω, κq P Rν ˆ rκ1, κ2s and, for some µ :“ µpτ, νq ą 0,
υ P p0, 1q,
}I0}k0,υs0`µ ` |α0 ´ ω|
k0,υ ď Cευ´1 . (6.1)
As in [4, 6, 2], we first modify the approximate torus i0pϕq to obtain a nearby isotropic torus
iδpϕq, namely such that the pull-back 1-form i˚δΛ is closed, where Λ is the Liouville 1-form defined
in (2.55). We first consider the pull-back 1-form
i˚0Λ “
νÿ
k“1
akpϕqdϕk , akpϕq :“ ´
`rBϕθ0pϕqsJI0pϕq˘k ` 12`J´1= w0pϕq, Bϕkw0pϕq˘L2 , (6.2)
and its exterior differential
i˚0W “ di˚0Λ “
ÿ
1ďkăjďν
Akjdϕk ^ dϕj , Akjpϕq :“ Bϕkajpϕq ´ Bϕjakpϕq .
By the formula given in Lemma 5 in [4], we deduce, if ω belongs to DCpυ, τq, the estimate
}Akj}k0,υs Às υ´1
` }Z}k0,υs`τpk0`1q`k0`1 ` }Z}k0,υs0`1 }I0}k0,υs`τpk0`1q`k0`1 ˘ ,
where Zpϕq is the “error function”
Zpϕq :“ Fpi0, α0qpϕq “ ω ¨ Bϕi0pϕq ´XHα0 pi0pϕqq .
Note that if Zpϕq “ 0, the torus i0pϕq is invariant for XHα0 and the 1-form i˚0Λ is closed, namely
the torus i0pϕq is isotropic. We denote below the Laplacian ∆ϕ :“
řν
k“1 B2ϕk .
Lemma 6.2. (Isotropic torus) The torus iδpϕq :“ pθ0pϕq, Iδpϕq, w0pϕqq, defined by
Iδpϕq :“ I0pϕq ` rBϕθ0pϕqs´Jρpϕq , ρ “ pρjqj“1,...,ν , ρjpϕq :“ ∆´1ϕ
νÿ
k“1
BϕkAkjpϕq , (6.3)
is isotropic. Moreover, there is σ :“ σpν, τq such that, for all s ě s0,
}Iδ ´ I0}k0,υs Às }I0}k0,υs`1 , (6.4)
}Iδ ´ I0}k0,υs Às υ´1
` }Z}k0,υs`σ ` }Z}k0,υs0`σ }I0}k0,υs`σ ˘ (6.5)
}Fpiδ, α0q}k0,υs Às }Z}k0,υs`σ ` }Z}k0,υs0`σ }I0}
k0,υ
s`σ (6.6)
}dipiδqrpıs}s1 Às1 }pı}s1`1 , (6.7)
for s1 ď s0 ` µ (cfr. (6.1)). Furthermore iδpϕq is a reversible and traveling torus, cfr. (5.7).
Proof. Since i0pϕq is a traveling torus (see (3.52)), in order to prove that iδpϕq is a traveling
torus it is sufficient to prove that Iδpϕ´~ςq “ Iδpϕq, for any ς P R. In view of (6.3), this follows
by checking that Bϕθ0pϕ´ ~ςq “ Bϕθ0pϕq and ρpϕ´ ~ςq “ ρpϕq for any ς P R. The first identity
is a trivial consequence of the fact that θ0pϕ´~ςq “ θ0pϕq´~ς for any ς P R, whereas the second
one follows once we prove that the functions akpϕq defined in (6.2) satisfy
akpϕ´ ~ςq “ akpϕq @ ς P R , @k “ 1, . . . , ν . (6.8)
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Using that i0pϕq is a traveling torus, we get, for any ς P R,`Bϕkw0pϕ´ ~ςq, J´1= w0pϕ´ ~ςq˘L2 “ `Bϕkτςw0pϕq, J´1= τςw0pϕq˘L2 “ `Bϕkw0pϕq, J´1= w0pϕq˘L2
and, recalling (6.2), we deduce (6.8). Moreover, since i0pϕq is reversible, in order to prove that
iδpϕq is reversible as well, it is sufficient to show that Iδpϕq is even. This follows by (6.2), Lemma
3.23 and SJ´1 “ ´J´1S. Finally, the estimates (6.4)-(6.7) follow e.g. as in Lemma 5.3 in [2].
In the sequel we denote by σ “ σpν, τq constants, which may increase from lemma to lemma,
which represent "loss of derivatives".
In order to find an approximate inverse of the linearized operator di,αFpiδq, we introduce the
symplectic diffeomorphism Gδ : pφ, y, wq Ñ pθ, I, wq of the phase space Tν ˆ Rν ˆ H=S`,Σ,¨˝
θ
I
w
‚˛:“ Gδ
¨˝
φ
y
w
‚˛:“
¨˝
θ0pφq
Iδpφq ` rBφθ0pφqs´J y ` rpBθ rw0qpθ0pφqqsJ J´1= w
w0pφq ` w
‚˛ , (6.9)
where rw0pθq :“ w0pθ´10 pθqq. It is proved in Lemma 2 of [4] that Gδ is symplectic, because
the torus iδ is isotropic (Lemma 6.2). In the new coordinates, iδ is the trivial embedded torus
pφ, y, wq “ pφ, 0, 0q.
Lemma 6.3. The diffeomorphism Gδ in (6.9) is reversibility and momentum preserving, in the
sense that
~S ˝Gδ “ Gδ ˝ ~S , ~τς ˝Gδ “ Gδ ˝ ~τς , @ ς P R , (6.10)
where ~S and ~τς are defined respectively in (2.51), (2.52).
Proof. We prove the second identity in (6.10), which, in view of (6.9), (2.52) amounts to
θ0pφq ´ ~ς “ θ0pφ ´ ~ςq , @ς P R , (6.11)
Iδpφq ` rBφθ0pφqs´J y ` rpBθ rw0qpθ0pφqqsJ J´1= w (6.12)
“ Iδpφ´ ~ςq ` rBφθ0pφ´ ~ςqs´J y ` rpBθ rw0qpθ0pφ´ ~ςqqsJ J´1= τςw ,
τςw0pφq ` τςw “ w0pφ´ ~ςq ` τςw . (6.13)
Identities (6.11) and (6.13) follow because iδpϕq is a traveling torus (Lemma 6.2). For the same
reason Iδpφq “ Iδpφ ´ ~ςq and Bφθ0pφq “ Bφθ0pφ ´ ~ςq for any ς P R. Hence, for verifying (6.12)
it is sufficient to check that rpBθ rw0qpθ0pφqqsJ “ rpBθ rw0qpθ0pφ ´ ~ςqqsJτς (we have used that J´1=
and τς commute by Lemma 3.31), which in turn follows by
τς ˝ pBθ rw0qpθ0pφqq “ pBθ rw0qpθ0pφ´ ~ςqq , @ς P R , (6.14)
by taking the transpose and using that τJς “ τ´ς “ τ´1ς . We claim that (6.14) is implied by rw0
being a traveling wave, i.e.
τς rw0pθ, ¨q “ rw0pθ ´ ~ςq , @ς P R . (6.15)
Indeed, taking the differential of (6.15) with respect to θ, evaluating at θ “ θ0pϕq, and using
that θ0pϕq ´ ~ς “ θ0pϕ´ ~ςq one deduces (6.14). It remains to prove (6.15). By the definition ofrw0, and since w0 is a traveling wave, we haverw0pθ ´ ~ςq “ w0pθ´10 pθ ´ ~ςqq “ w0pθ´10 pθq ´ ~ςq “ τςw0pθ´10 pθqq “ τς rw0 ,
using also that θ´10 pθ´~ςq “ θ´10 pθq´~ς , which follows by inverting (6.11). The proof of the first
identity in (6.10) follows by (6.9), (2.51), the fact that iδ is reversible, Lemma 3.23 and since
J´1 and S anti-commute.
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Under the symplectic diffeomorphism Gδ, the Hamiltonian vector field XHα changes into
XKα “ pDGδq´1XHα ˝Gδ where Kα :“ Hα ˝Gδ . (6.16)
By (6.10) and (5.6) we deduce that Kα is reversible and momentum preserving, in the sense that
Kα ˝ ~S “ Kα , Kα ˝ ~τς “ Kα , @ ς P R . (6.17)
The Taylor expansion of Kα at the trivial torus pφ, 0, 0q is
Kαpφ, y, wq “ K00pφ, αq `K10pφ, αq ¨ y ` pK01pφ, αq, wqL2 ` 12K20pφqy ¨ y
` pK11pφqy, wqL2 ` 12 pK02pφqw, wqL2 `Kě3pφ, y, wq ,
(6.18)
where Kě3 collects all terms at least cubic in the variables py, wq. By (5.4) and (6.9), the only
Taylor coefficients that depend on α are K00 P R, K10 P Rν and K01 P H=S`,Σ, whereas the ν ˆ ν
symmetric matrix K20, K11 P LpRν ,H=S`,Σq and the linear self-adjoint operator K02, acting on
H=
S`,Σ
, are independent of it.
Differentiating the identities in (6.17) at pφ, 0, 0q, we have (recalling (2.51))
K00p´φq “ K00pφq , K10p´φq “ K10pφq , K20p´φq “ K20pφq ,
S ˝K01p´φq “ K01pφq , S ˝K11p´φq “ K11pφq , K02p´φq ˝ S “ S ˝K02pφq ,
(6.19)
and, recalling (2.52) and using that τJς “ τ´ς “ τ´1ς , for any ς P R,
K00pφ´ ~ςq “ K00pφq , K10pφ´ ~ςq “ K10pφq , K20pφ´ ~ςq “ K20pφq ,
K01pφ´ ~ςq “ τςK01pφq , K11pφ ´ ~ςq “ τςK11pφq , K02pφ´ ~ςq ˝ τς “ τς ˝K02pφq .
(6.20)
The Hamilton equations associated to (6.18) are$’’’&’’’%
9φ “ K10pφ, αq `K20pφqy ` rK11pφqsJw` ByKě3pφ, y, wq
9y “ ´BφK00pφ, αq ´ rBφK10pφ, αqsJy ´ rBφK01pφ, αqsJw
´Bφ
`
1
2
K20pφqy ¨ y ` pK11pφqy, wqL2 ` 12 pK02pφqw, wqL2 `Kě3pφ, y, wq
˘
9w “ J= pK01pφ, αq `K11pφqy `K02pφqw `∇wKě3pφ, y, wqq
, (6.21)
where BφKJ10 is the ν ˆ ν transposed matrix and BφKJ01,KJ11 : H=S`,Σ Ñ Rν are defined by the
duality relation pBφK01rpφs, wqL2 “ pφ¨rBφK01sJw for any pφ P Rν , w P H=S`,Σ. The transposeKJ11pφq
is defined similarly.
On an exact solution (that is Z “ 0), the terms K00,K01 in the Taylor expansion (6.18)
vanish and K10 “ ω. More precisely, arguing as in Lemma 5.4 in [2], we have
Lemma 6.4. There is σ :“ σpν, τq ą 0, such that, for all s ě s0,
}BφK00p¨, α0q}k0,υs ` }K10p¨, α0q ´ ω}k0,υs ` }K01p¨, α0q}k0,υs Às }Z}k0,υs`σ ` }Z}k0,υs0`σ }I0}
k0,υ
s`σ ,
}BαK00}k0,υs ` }BαK10 ´ Id}k0,υs ` }BαK01}k0,υs Às }I0}k0,υs`σ ,
}K20}k0,υs Às εp1` }I0}k0,υs`σ q ,
}K11y}k0,υs Às εp}y}k0,υs ` }y}k0,υs0 }I0}
k0,υ
s`σq ,
››KJ11w››k0,υs Às εp}w}k0,υs ` }w}k0,υs0 }I0}k0,υs`σ q .
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Under the linear change of variables
DGδpϕ, 0, 0q
¨˝pφpypw‚˛ :“
¨˝Bφθ0pϕq 0 0
BφIδpϕq rBφθ0pϕqs´J rpBθ rw0qpθ0pϕqqsJJ´1=
Bφw0pϕq 0 Id
‚˛¨˝pφpypw‚˛ ,
the linearized operator di,αFpiδq is approximately transformed into the one obtained when one
linearizes the Hamiltonian system (6.21) at pφ, y, wq “ pϕ, 0, 0q, differentiating also in α at α0
and changing Bt ù ω ¨ Bϕ, namely¨˚
˚˝pφpypwpα
‹˛‹‚ ÞÑ
¨˚
˝ ω ¨ Bϕpφ´ BφK10pϕqrpφs ´ BαK10pϕqrpαs ´K20pϕqpy ´ rK11pϕqsJpwω ¨ Bϕpy ` BφφK00pϕqrpφs ` BαBφK00pϕqrpαs ` rBφK10pϕqsJpy ` rBφK01pϕqsJpw
ω ¨ Bϕpw´ J= `BφK01pϕqrpφs ` BαK01pϕqrpαs `K11pϕqpy `K02pϕqpw˘
‹˛‚. (6.22)
In order to construct an “almost approximate" inverse of (6.22), we need that
Lω :“ Π=S`,Σ pω ¨ Bϕ ´ JK02pϕqq |H=
S`,Σ
(6.23)
is "almost invertible" (on traveling waves) up to remainders of size OpN´an´1q, where, for n P N0
Nn :“ Kpn , Kn :“ Kχ
n
0 , χ “ 3{2 . (6.24)
The pKnqně0 is the scale used in the nonlinear Nash-Moser iteration of Section 9 and pNnqně0
is the one in the reducibility scheme of Section 8. Let Hs
=
pTν`1q :“ HspTν`1q X H=
S`,Σ
.
(AI) Almost invertibility of Lω : There exist positive real numbers σ, µpbq, a, p, K0 and
a subset Λo Ă DCpυ, τq ˆ rκ1, κ2s such that, for all pω, κq P Λo, the operator Lω may be
decomposed as
Lω “ Lăω `Rω `RKω , (6.25)
where, for every traveling wave function g P Hs`σ
=
pTν`1,R2q and for every pω, κq P Λo, there
is a traveling wave solution h P Hs
=
pTν`1,R2q of Lăωh “ g satisfying, for all s0 ď s ď S,››pLăω q´1g››k0,υs ÀS υ´1` }g}k0,υs`σ ` }g}k0,υs0`σ }I0}k0,υs`µpbq`σ ˘ . (6.26)
In addition, if g is anti-reversible, then h is reversible. Moreover, for any s0 ď s ď S, for
any traveling wave h P H=
S`,Σ
, the operators Rω ,R
K
ω satisfy the estimates
}Rωh}k0,υs ÀS ευ´1N´an´1
` }h}k0,υs`σ ` }h}k0,υs0`σ }I0}k0,υs`µpbq`σ ˘ ,››RKωh››k0,υs0 ÀS K´bn ` }h}k0,υs0`b`σ ` }h}k0,υs0`σ }I0}s0`µpbq`σ`b ˘ , @ b ą 0 ,››RKωh››k0,υs ÀS }h}k0,υs`σ ` }h}k0,υs0`σ }I0}k0,υs`µpbq`σ .
This assumption shall be verified by Theorem 8.10 at each n-th step of the Nash-Moser nonlinear
iteration.
In order to find an almost approximate inverse of the linear operator in (6.22) (and so of
di,αFpiδq), it is sufficient to invert the operator
D
“pφ, py,pw, pα‰ :“
¨˝
ω ¨ Bϕpφ´ BαK10pϕqrpαs ´K20pϕqpy ´KJ11pϕqpw
ω ¨ Bϕpy ` BαBφK00pϕqrpαs
Lăωpw´ J= pBαK01pϕqrpαs `K11pϕqpyq ‚˛ (6.27)
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obtained neglecting in (6.22) the terms BφK10, BφφK00, BφK00, BφK01 (they vanish at an exact
solution by Lemma 6.4) and the small remainders Rω, R
K
ω appearing in (6.25). We look for an
inverse of D by solving the system
D
“pφ, py,pw, pα‰ “
¨˝
g1
g2
g3
‚˛ , (6.28)
where pg1, g2, g3q is an anti-reversible traveling wave variation (cfr. Definition 3.33), i.e.
g1pϕq “ g1p´ϕq, g2pϕq “ ´g2p´ϕq, Sg3pϕq “ ´g3p´ϕq , (6.29)
g1pϕq “ g1pϕ´ ~ςq, g2pϕq “ g2pϕ´ ~ςq, τςg3pϕq “ g3pϕ´ ~ςq, @ς P R . (6.30)
We first consider the second equation in (6.27)-(6.28), that is ω ¨ Bϕpy “ g2 ´ BαBφK00pϕqrpαs.
By (6.29) and (6.19), the right hand side of this equation is odd in ϕ. In particular it has zero
average and so py :“ pω ¨ Bϕq´1pg2 ´ BαBφK00pϕqrpαsq . (6.31)
Since g2pϕq “ g2pϕ´~ςq for any @ς P R by (6.30) and BαBφK00pϕqrpαs satisfies the same property
by (6.20), we deduce also that
pypϕ´ ~ςq “ pypϕq, @ς P R . (6.32)
Next we consider the third equation Lăωpw “ g3 ` J=pBαK01pϕqrpαs `K11pϕqpyq. The right hand
side of this equation is a traveling wave by (6.30), (6.20), (6.32) and since J= “ Π=S`,Σ J|H=
S`,Σ
commutes with τς (by Lemma 3.31). Thus, by assumption (AI), there is a traveling wave solution
pw :“ pLăω q´1`g3 ` J=pBαK01pϕqrpαs `K11pϕqpyq˘ . (6.33)
Finally, we solve the first equation in (6.28), which, inserting (6.31) and (6.33), becomes
ω ¨ Bϕpφ “ g1 `M1pϕqrpαs `M2pϕqg2 `M3pϕqg3 , (6.34)
where
M1pϕq :“ BαK10pϕq ´M2pϕqBαBφK00pϕq `M3pϕqJ=BαK01pϕq ,
M2pϕq :“ K20pϕqpω ¨ Bϕq´1 `KJ11pϕq pLăω q´1 J=K11pϕqpω ¨ Bϕq´1 ,
M3pϕq :“ KJ11pϕq pLăω q´1 .
In order to solve (6.34), we choose pα such that the average in ϕ of the right hand side is zero.
By Lemma 6.4 and (6.1), the ϕ-average of the matrix M1 satisfies xM1yϕ “ Id`Opευ´1q. Then,
for ευ´1 small enough, xM1yϕ is invertible and xM1y´1ϕ “ Id`Opευ´1q. Thus we define
pα :“ ´xM1y´1ϕ ` xg1yϕ ` xM2g2yϕ ` xM3g3yϕ ˘ , (6.35)
and the solution of equation (6.34)
pφ :“ pω ¨ Bϕq´1`g1 `M1pϕqrpαs `M2pϕqg2 `M3pϕqg3˘ . (6.36)
Finally the property pφpϕ ´ ~ςq “ pφpϕq for any ς P R follows by (6.20), (6.32) and the fact thatpw in (6.33) is a traveling wave. This proves that ppφ, py,pwq is a traveling wave variation, i.e. (6.30)
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holds. Moreover, using (6.29), (6.19), Lemma 3.23, the fact that J and S anti-commutes and
(AI), one checks that ppφ, py,pwq is reversible, i.e.
pφpϕq “ ´pφp´ϕq, pypϕq “ pyp´ϕq, Spwpϕq “ pwp´ϕq . (6.37)
In conclusion, we have obtained a solution ppφ, py,pw, pαq of the linear system (6.28), and, denoting
the norm }pφ, y, w, αq}k0,υs :“ max
 }pφ, y, wq}k0,υs , |α|k0,υ (, we have:
Proposition 6.5. Assume (6.1) (with µ “ µpbq ` σ) and (AI). Then, for all pω, κq P Λo, for
any anti-reversible traveling wave variation g “ pg1, g2, g3q (i.e. satisfying (6.29)-(6.30)), system
(6.28) has a solution D´1g :“ ppφ, py,pw, pαq, with ppφ, py,pw, pαq defined in (6.36),(6.31),(6.33),(6.35),
where ppφ, py,pwq is a reversible traveling wave variation, satisfying, for any s0 ď s ď S
}D´1g}k0,υs ÀS υ´1
`}g}k0,υs`σ ` }I0}k0,υs`µpbq`σ}g}k0,υs0`σ˘ . (6.38)
Proof. The estimate (6.38) follows by the explicit expression of the solution in (6.31), (6.33),
(6.35), (6.36), and Lemma 6.4, (6.26), (6.1).
Finally we prove that the operator
T0 :“ T0pi0q :“ pD rGδqpϕ, 0, 0q ˝ D´1 ˝ pDGδqpϕ, 0, 0q´1 (6.39)
is an almost approximate right inverse for di,αFpi0q, where rGδpφ, y, w, αq :“ pGδpφ, y, wq, αq is
the identity on the α-component.
Theorem 6.6. (Almost approximate inverse) Assume (AI). Then there is σ :“ σpτ, ν, k0q ą
0 such that, if (6.1) holds with µ “ µpbq ` σ, then, for all pω, κq P Λo and for any anti-reversible
traveling wave variation g :“ pg1, g2, g3q (i.e. satisfying (6.29)-(6.30)), the operator T0 defined
in (6.39) satisfies, for all s0 ď s ď S,
}T0g}k0,υs ÀS υ´1
`}g}k0,υs`σ ` }I0}k0,υs`µpbq`σ}g}k0,υs0`σ˘ . (6.40)
Moreover, the first three components of T0g form a reversible traveling wave variation (i.e. satisfy
(6.37) and (6.30)). Finally, T0 is an almost approximate right inverse of di,αFpi0q, namely
di,αFpi0q ˝T0 ´ Id “ Ppi0q ` Pωpi0q ` PKω pi0q ,
where, for any traveling wave variation g, for all s0 ď s ď S,
}Pg}k0,υs ÀS υ´1
´
}Fpi0, α0q}k0,υs0`σ}g}k0,υs`σ (6.41)
` `}Fpi0, α0q}k0,υs`σ ` }Fpi0, α0q}k0,υs0`σ}I0}k0,υs`µpbq`σ˘}g}k0,υs0`σ¯ ,
}Pωg}k0,υs ÀS ευ´2N´an´1
`}g}k0,υs`σ ` }I0}k0,υs`µpbq`σ}g}k0,υs0`σ˘ , (6.42)
}PKω g}k0,υs0 ÀS,b υ´1K´bn
´
}g}k0,υs0`σ`b ` }I0}
k0,υ
s0`µpbq`b`σ}g}
k0,υ
s0`σ
¯
, @ b ą 0 , (6.43)
}PKω g}k0,υs ÀS υ´1
`}g}k0,υs`σ ` }I0}k0,υs`µpbq`σ}g}k0,υs0`σ˘ . (6.44)
Proof. We claim that the first three components ofT0g form a reversible traveling wave variation.
Indeed, differentiating (6.10) it follows that DGδpϕ, 0, 0q, thus pDGδpϕ, 0, 0qq´1, is reversibility
and momentum preserving (cfr. (3.54)). In particular these operators map an (anti)-reversible,
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respectively traveling, waves variation into a (anti)-reversible traveling waves variation (cfr.
Lemma 3.34). Moreover, by Proposition 6.5, the operator D´1 maps an anti-reversible trav-
eling wave into a vector whose first three components form a reversible traveling wave. This
proves the claim.
We now prove that the operators P ,Pω and P
K
ω are defined on traveling waves. They are
computed e.g. in Theorem 5.6 of [2]. To define them, introduce first the linear operators
RZrpφ, py,pw, pαs :“
¨˚
˝ ´BφK10pϕ, α0qrpφsBφφK00pϕ, α0qrpφs ` rBφK10pϕ, α0qsJpy ` rBφK01pϕ, α0qsJpw
´ J=BφK01pϕ, α0qrpφs
‹˛‚
and
Rωrpφ, py,pw, pαs :“
¨˝
0
0
Rωrpws‚˛ , RKω rpφ, py,pw, pαs :“
¨˝
0
0
RKω rpws‚˛ . (6.45)
Next, we denote by Π the projection ppı, pαq ÞÑ pı, by uδpϕq “ pϕ, 0, 0q the trivial torus, and by E ,
Eω, E
K
ω the linear operators
E :“ di,αFpi0q ´ di,αFpiδq `D2Gδpuδq
“
DGδpuδq´1Fpiδ, α0q, DGδpuδq´1Πr ¨ s
‰
`DGδpuδqRZD rGδpuδq´1 ,
Eω :“ DGδpuδqRωD rGδpuδq´1 , EKω :“ DGδpuδqRKωD rGδpuδq´1 . (6.46)
It is then proved in Theorem 5.6 of [2] that P :“ E ˝T0, Pω :“ Eω ˝T0, PKω :“ EKω ˝T0. A direct
inspection of these formulas shows that P ,Pω and P
K
ω are defined on traveling wave variations.
In particular, note that the operators Rω, R
K
ω in (6.45) are defined only if pw is a traveling wave,
because the operators Rω,R
K
ω defined in (AI) act only on a traveling wave. However, note that,
if g is a traveling wave variation, the third component of D rGδpuδq´1T0g is a traveling wave and
therefore the operators Eω, E
K
ω in (6.46) are well defined.
The estimates (6.41)-(6.44) are proved as in Theorem 5.6 of [2], using Lemma 6.5.
7 The linearized operator in the normal subspace
We now write an explicit expression of the linear operator Lω defined in (6.23).
Lemma 7.1. The Hamiltonian operator Lω defined in (6.23), acting on the normal subspace
H=
S`,Σ
, has the form
Lω “ Π=S`,ΣpL´ εJRq|H=
S`,Σ
, (7.1)
where :
1. L is the Hamiltonian operator
L :“ ω ¨ Bϕ ´ JBu∇uHpTδpϕqq , (7.2)
where H is the water waves Hamiltonian in the Wahlén variables defined in (2.13), evaluated
at
Tδpφq :“ εApiδpφqq “ εA pθ0pφq, Iδpφq, w0pφqq “ εv⊺ pθ0pφq, Iδpφqq ` εw0pφq , (7.3)
the torus iδpϕq :“ pθ0pϕq, Iδpϕq, w0pϕqq is defined in Lemma 6.2 and Apθ, I, wq, v⊺pθ, Iq in
(2.50);
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2. Rpφq has the finite rank form
Rpφqrhs “
νÿ
j“1
ph, gjqL2 χj , @h P H=S`,Σ , (7.4)
for functions gj , χj P H=S`,Σ which satisfy, for some σ :“ σpτ, ν, k0q ą 0, for all j “ 1, . . . , ν,
for all s ě s0,
}gj}k0,υs ` }χj}k0,υs Às 1` }Iδ}k0,υs`σ ,
}digjrpıs}s ` }diχjrpıs}s Às }pı}s`σ ` }pı}s0`σ }Iδ}s`σ . (7.5)
The operator Lω is reversible and momentum preserving.
Proof. In view of (6.18), (6.16) and (5.4) we have
K02pφq “ Bw∇wKαpφ, 0, 0q “ Bw∇w pHα ˝Gδq pφ, 0, 0q
“ ΠL2= ΩW |H=
S`,Σ
` εBw∇w pP ˝Gδq pφ, 0, 0q , (7.6)
where ΩW is defined in (2.19) and Gδ in (6.9). Differentiating with respect to w the Hamiltonian
pP ˝Gδqpφ, y, wq “ P
`
θ0pφq, Iδpφq ` L1pφqy ` L2pφqw, w0pφq ` w
˘
,
where L1pφq :“ rBφθ0pφqs´J and L2pφq :“ rBφ rw0pθ0pφqqsJJ´1= (see (6.9)), we get
Bw∇wpP ˝Gδqpφ, 0, 0q “ Bw∇wP piδpφqq `Rpφq , (7.7)
where Rpφq :“ R1pφq `R2pφq `R3pφq and
R1 :“ L2pφqJB2IP piδpφqqL2pφq, R2 :“ L2pφqJBwBIP piδpφqq, R3 :“ BI∇wP piδpφqqL2pφq .
Each operator R1, R2, R3 has the finite rank form (7.4) because it is the composition of at least
one operator with finite rank Rν in the space variable (for more details see e.g. Lemma 6.1 in
[6]) and the estimates (7.5) follow by Lemma 6.1. By (7.6), (7.7), (5.3), (5.2), (5.1), we obtain
K02pφq “ ΠL
2
= Bu∇uHpApiδpφqqq|H=
S`,Σ
` εRpφq . (7.8)
In conclusion, by (7.8), Lemma 2.7, and since Tδpφq “ Apiδpφqq, we deduce that the operator
Lω in (6.23) has the form (7.1)-(7.2). Finally the operator Π
=
S`,ΣJK02pϕq is reversible and
momentum preserving, by (6.19), (6.20), Lemmata 3.23, 3.31, and the fact that J commutes
with τς and anti-commutes with S.
We remark that L in (7.2) is obtained by linearizing the water waves Hamiltonian system
(2.13), (2.14) in the Wahlén variables defined in (2.11) at the torus u “ pη, ζq “ Tδpϕq defined
in (7.3) and changing Bt ù ω ¨ Bϕ. This is equal to
L “ ω ¨ Bϕ ´W´1pdXqpWTδpϕqqW , (7.9)
where X is the water waves vector field on the right hand side of (1.3). The operator L acts on
(a dense subspace) of the phase space L20 ˆ 9L2.
In order to compute dX we use the "shape derivative" formula, see e.g. [26],
G1pηqrpηsψ :“ lim
ǫÑ0
1
ǫ
`
Gpη ` ǫpηqψ ´Gpηqψ˘ “ ´GpηqpBpηq ´ BxpV pηq , (7.10)
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where
Bpη, ψq :“ Gpηqψ ` ηxψx
1` η2x
, V pη, ψq :“ ψx ´Bpη, ψqηx . (7.11)
It turns out that pV,Bq “ pΦx,Φyq is the gradient of the generalized velocity potential defined
in (1.2), evaluated at the free surface y “ ηpxq.
Using (7.9), (1.3), (7.10), (7.11), the operator L is
L “ ω ¨ Bϕ `
˜
BxrV `GpηqB ´Gpηq
g ´ κBxcBx `B rVx `BGpηqB rV Bx ´BGpηq
¸
` γ
2
ˆ ´GpηqB´1x 0
B´1x GpηqB ´BGpηqB´1x ´ γ2 B´1x GpηqB´1x ´B´1x Gpηq
˙
,
(7.12)
where rV :“ V ´ γη , cpηq :“ p1 ` η2xq´ 32 , (7.13)
and the functions B :“ Bpη, ψq, V :“ V pη, ψq, c :“ cpηq in (7.12) are evaluated at the reversible
traveling wave pη, ψq :“WTδpϕq where Tδpϕq is defined in (7.3).
Remark 7.2. From now on we consider the operator L in (7.12) acting on (a dense subspace of)
the whole L2pTq ˆ L2pTq. In particular we extend the operator B´1x to act on the whole L2pTq
as in (3.20). In Sections 7.1-7.6 we are going to make several transformations, whose aim is to
conjugate L to a constant coefficients Fourier multiplier, up to a pseudodifferential operator of
order zero plus a remainder that satisfies tame estimates, both small in size, see L9 in (7.168).
Finally, in Section 7.7 we shall conjugate the restricted operator Lω in (7.1).
Notation. In (7.12) and hereafter any function a is identified with the corresponding mul-
tiplication operators h ÞÑ ah, and, where there is no parenthesis, composition of operators is
understood. For example, BxcBx means: h ÞÑ BxpcBxhq.
Lemma 7.3. The functions pη, ζq “ Tδpϕq and B, rV , c defined in (7.11), (7.13) are quasi-periodic
traveling waves. The functions pη, ζq “ Tδpϕq are pevenpϕ, xq, oddpϕ, xqq, B is oddpϕ, xq, rV
is evenpϕ, xq and c is evenpϕ, xq. The Hamiltonian operator L is reversible and momentum
preserving.
Proof. The function pη, ζq “ Tδpϕq is a quasi-periodic traveling wave and, using also Lemmata
3.32 and 3.26, we deduce that B, rV , c are quasi-periodic traveling waves. Since pη, ζq “ Tδpϕq is
reversible, we have that pη, ζq is pevenpϕ, xq, oddpϕ, xqq. Therefore, using also (2.6), we deduce
that B is oddpϕ, xq, rV is evenpϕ, xq and c is evenpϕ, xq. By Lemmata 3.22 and 3.27, the operator
L in (7.9) evaluated at the reversible quasi-periodic traveling wave WTδpϕq is reversible and
momentum preserving.
For the sequel we will always assume the following ansatz (satisfied by the approximate
solutions obtained along the nonlinear Nash-Moser iteration of Section 9): for some constants
µ0 :“ µ0pτ, νq ą 0, υ P p0, 1q, (cfr. Lemma 6.2)
}I0}k0,υs0`µ0 , }Iδ}
k0,υ
s0`µ0 ď 1 . (7.14)
In order to estimate the variation of the eigenvalues with respect to the approximate invariant
torus, we need also to estimate the variation with respect to the torus ipϕq in another low norm
} }s1 for all Sobolev indexes s1 such that
s1 ` σ0 ď s0 ` µ0 , for some σ0 :“ σ0pτ, νq ą 0 . (7.15)
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Thus, by (7.14), we have
}I0}k0,υs1`σ0 , }Iδ}
k0,υ
s1`σ0 ď 1 .
The constants µ0 and σ0 represent the loss of derivatives accumulated along the reduction pro-
cedure of the next sections. What is important is that they are independent of the Sobolev index
s. In the following sections we shall denote by σ :“ σpτ, ν, k0q ą 0, σN pq0q :“ σN pq0, τ, ν, k0q,
σM :“ σM pk0, τ, νq ą 0, ℵM pαq constants (which possibly increase from lemma to lemma) rep-
resenting losses of derivatives along the finitely many steps of the reduction procedure.
Remark 7.4. In the next sections µ0 :“ µ0pτ, ν,M, αq ą 0 will depend also on indexesM,α, whose
maximal values will be fixed depending only on τ and ν (and k0 which is however considered an
absolute constant along the paper). In particular M is fixed in (8.5), whereas the maximal value
of α depends on M , as explained in Remark 7.14.
As a consequence of Moser composition Lemma 3.2 and (6.4), the Sobolev norm of the
function u “ Tδpϕq defined in (7.3) satisfies for all s ě s0
}u}k0,υs “ }η}k0,υs ` }ζ}k0,υs ď εCpsq
`
1` }I0}k0,υs
˘
(7.16)
(the map A defined in (2.50) is smooth). Similarly, using (6.7),
}∆12u}s1 Às1 ε }i2 ´ i1}s1 , where ∆12u :“ upi2q ´ upi1q .
We finally recall that I0 “ I0pω, κq is defined for all pω, κq P Rν ˆrκ1, κ2s and that the functions
B, rV and c appearing in L in (7.12) are C8 in pϕ, xq, as u “ pη, ζq “ Tδpϕq is.
7.1 Quasi-periodic reparametrization of time
We conjugate the operator L in (7.12) by the change of variables induced by the quasi-periodic
reparametrization of time
ϑ :“ ϕ` ωppϕq ô ϕ “ ϑ` ωp˘pϑq , (7.17)
where ppϕq is the real Tν-periodic function defined in (7.87). Since ηpϕ, xq is a quasi-periodic
traveling wave, even in pϕ, xq (cfr. Lemma 7.3), it results that
ppϕ´ ~ςq “ ppϕq , @ς P R , p is oddpϕq . (7.18)
Moreover, by (7.87), (3.11), Lemma 3.2, (7.16) and (7.14) and Lemma 2.30 in [6], both p and p˘
satisfy, for some σ :“ σpτ, ν, k0q ą 0, the tame estimates, for s ě s0,
}p}k0,υs ` }p˘}k0,υs Às ε2υ´1
`
1` }I0}k0,υs`σ
˘
. (7.19)
Remark 7.5. We perform as a first step the time reparametrization (7.17) of L, with a function
ppϕq which will be fixed only later in Step 4 of Section 7.3, to avoid otherwise a technical difficulty
in the conjugation of the remainders obtained by the Egorov theorem in Step 1 of Section 7.3. We
need indeed to apply the Egorov Proposition 3.9 for conjugating the additional pseudodifferential
term in (7.12) due to vorticity.
Denoting by
pPhqpϕ, xq :“ hpϕ` ωppϕq, xq , pP´1hqpϑ, xq :“ hpϑ` ωp˘pϑq, xq ,
the induced diffeomorphism of functions hpϕ, xq P C2, we have
P´1 ˝ ω ¨ Bϕ ˝ P “ ρpϑqω ¨ Bϑ , ρpϑq :“ P´1p1` ω ¨ Bϕpq . (7.20)
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Therefore, for any ω P DCpυ, τq, we get
L0 :“ 1
ρ
P´1LP “ ω ¨ Bϑ ` 1
ρ
˜
Bx rV `GpηqB ´Gpηq
g ´ κBxcBx `B rVx `BGpηqB rV Bx ´BGpηq
¸
` 1
ρ
γ
2
ˆ ´GpηqB´1x 0
B´1x GpηqB ´BGpηqB´1x ´ γ2 B´1x GpηqB´1x ´B´1x Gpηq
˙
,
(7.21)
where rV ,B, c, V and Gpηq are evaluated at pηp, ψpq :“ P´1pη, ψq. For simplicity in the notation
we do not report in (7.21) the explicit dependence on p, writing for example (cfr. (7.13))
c “ `1` pP´1ηq2x˘´ 32 “ P´1`1` η2x˘´ 32 . (7.22)
Lemma 7.6. The maps P, P´1 are Dk0-pk0 ` 1q-tame, the maps P ´ Id and P´1 ´ Id are
Dk0-pk0 ` 2q-tame, with tame constants satisfying, for some σ :“ σpτ, ν, k0q ą 0 and for any
s0 ď s ď S,
MP˘1psq ÀS 1` }I0}k0,υs`σ , MP˘1´Idpsq ÀS ε2υ´1
`
1` }I0}k0,υs`σ
˘
. (7.23)
The function ρ defined in (7.20) satisfies
ρ is evenpϑq and ρpϑ´ ~ςq “ ρpϑq , @ς P R . (7.24)
The operator L0 is Hamiltonian, reversible and momentum preserving.
Proof. Estimates (7.23) follow by (7.19) and Lemma 2.30 in [6], writing pP ´ Idqh “ p ş1
0
Pτ pω ¨
Bϕhqdτ , where pPτhqpϕ, xq :“ hpϕ`τωppϕq, xq. We deduce (7.24) by (7.18) and (7.20). Denoting
L “ ω¨Bϕ`Apϕq the operator L in (7.12), then the operator L0 in (7.21) is L0 “ ω¨Bϑ`A`pϑq with
A`pϑq “ ρ´1pϑqApϑ ` p˘pϑqωq. It follows that A`pϕq is Hamiltonian, reversible and momentum
preserving as Apϕq (Lemma 7.3).
Remark 7.7. The map P is not reversibility and momentum preserving according to Definitions
3.17, respectively 3.24, but maps (anti)-reversible, respectively traveling, waves, into (anti)-
reversible, respectively traveling, waves. Note that the multiplication operator for the function
ρpϑq, which satisfies (7.24), is reversibility and momentum preserving according to Definitions
3.17 and 3.24.
7.2 Linearized good unknown of Alinhac
We conjugate the linear operator L0 in (7.21), where we rename ϑ with ϕ, by the multiplication
matrix operator
Z :“
ˆ
Id 0
B Id
˙
, Z´1 “
ˆ
Id 0
´B Id
˙
,
obtaining (in view of (3.46))
L1 :“ Z´1L0Z
“ ω ¨ Bϕ ` 1
ρ
˜
Bx rV ´Gpηq
g ` a´ κBxcBx rV Bx
¸
´ 1
ρ
γ
2
ˆ
GpηqB´1x 0
γ
2
B´1x GpηqB´1x B´1x Gpηq
˙
,
(7.25)
where a is the function
a :“ rV Bx ` ρ pω ¨ BϕBq . (7.26)
The matrix Z amounts to introduce, as in [26] and [6, 2], a linearized version of the “good
unknown of Alinhac".
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Lemma 7.8. The maps Z˘1 ´ Id are Dk0-tame with tame constants satisfying, for some σ :“
σpτ, ν, k0q ą 0, for all s ě s0,
MZ˘1´Idpsq , MpZ˘1´Idq˚psq Às ε
`
1` }I0}k0,υs`σ
˘
. (7.27)
The function a is a quasi-periodic traveling wave evenpϕ, xq. There is σ :“ σpτ, ν, k0q ą 0 such
that, for all s ě s0,
}a}k0,υs ` }rV }k0,υs ` }B}k0,υs Às ε`1` }I0}k0,υs`σ˘ , }1´ c}k0,υs Às ε2`1` }I0}k0,υs`σ˘ . (7.28)
Moreover, for any s1 as in (7.15),
}∆12a}s1 ` }∆12 rV }s1 ` }∆12B}s1 Às1 ε }i1 ´ i2}s1`σ , (7.29)
}∆12c}s1 Às1 ε2 }i1 ´ i2}s1`σ , (7.30)
}∆12pZ˘1qh}s1 , }∆12pZ˘1q˚h}s1 Às1 ε }i1 ´ i2}s1`σ }h}s1 . (7.31)
The operator L1 is Hamiltonian, reversible and momentum preserving.
Proof. The estimates (7.28) follow by the expressions of a, rV ,B, c in (7.26), (7.11), (7.13),
(reparametrized by P´1 as in (7.22)), Lemmata 3.2 and (7.23), (3.7), (3.33), (3.37) and (3.36).
The estimate (7.27) follows by (3.37), (3.22), (7.28) and since the adjoint Z˚ “
ˆ
Id B
0 Id
˙
. The
estimates (7.29)-(7.31) follow similarly. Since B is a oddpϕ, xq quasi-periodic traveling wave,
then the operators Z˘ are reversibility and momentum preserving.
7.3 Symmetrization and reduction of the highest order
The aim of this long section is to conjugate the Hamiltonian operator L1 in (7.25) to the Hamilto-
nian operator L5 in (7.89) whose coefficient m 3
2
of the highest order is constant. This is achieved
in several steps. All the transformations of this section are symplectic.
Recalling the expansion (3.32) of the Dirichlet-Neumann operator, we first write
L1 “ ω ¨ Bϕ ` 1
ρ
ˆ ´γ
2
Gp0qB´1x ´Gp0q
´κBxcBx ` g ´
`
γ
2
˘2 B´1x Gp0qB´1x ´γ2B´1x Gp0q
˙
` 1
ρ
˜
Bx rV 0
a rV Bx
¸
`R1 ,
(7.32)
where
R1 :“ ´1
ρ
ˆ γ
2
RGpηqB´1x RGpηq`
γ
2
˘2 B´1x RGpηqB´1x γ2 B´1x RGpηq
˙
(7.33)
is a small remainder in OPS´8.
Step 1: We first conjugate L1 with the symplectic change of variable (cfr. (3.42))
pEuqpϕ, xq :“
a
1` βxpϕ, xq pBuqpϕ, xq , pBuqpϕ, xq :“ u pϕ, x` βpϕ, xqq , (7.34)
induced by a family of ϕ-dependent diffeomorphisms of the torus y “ x`βpϕ, xq , where βpϕ, xq
is a small function to be determined, see (7.68). We denote the inverse diffeomorphism by
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x “ y ` β˘pϕ, yq. By direct computation we have that
E´1 rV BxE “  B´1`rV p1` βxq˘(By ` 12 B´1 rV βxxp1` βxq´1( , (7.35)
E´1Bx rV E “  B´1`rV p1` βxq˘(By ` tB´1prVx ` 12 rV βxxp1` βxq´1qu , (7.36)
E´1aE “ tB´1au , (7.37)
E´1BxcBxE “ B´1p1` βxq´ 12B B´1BxB B´1cB B´1BxB B´1p1` βxq 12B
“  B´1p1` βxq 12 ( By  B´1pcp1 ` βxqq( By  B´1p1` βxq 12 ( , (7.38)
E´1ω ¨ BϕE “ ω ¨ Bϕ `
 
B´1 pω ¨ Bϕβq
( By ` 12tB´1`pω ¨ Bϕβxqp1` βxq´1˘u . (7.39)
Then we write the Dirichlet-Neumann operator Gp0q in (1.7) as
Gp0q “ Gp0, hq “ BxHT phq , (7.40)
where H is the Hilbert transform in (3.19) and
T phq :“
#
tanhph|D|q “ Id`Opprhq if h ă `8 , rhpξq :“ ´ 21`e2h|ξ|χpξq P S´8 ,
Id if h “ 8 . (7.41)
We have the conjugation formula (see formula (7.42) in [2])
B´1Gp0qB “  B´1p1 ` βxq(Gp0q `R1 , (7.42)
where
R1 :“
 
B´1p1` βxq
( By `H `B´1OpprhqB ´Opprhq˘` `B´1HB ´H˘ pB´1T phqBq˘ . (7.43)
The operatorR1 is in OPS
´8 because both B´1OpprhqB´Opprhq and B´1HB´H are in OPS´8
and there is σ ą 0 such that, for any m P N, s ě s0, and α P N0,
}B´1HB ´H}k0,υ´m,s,α Àm,s,α,k0 }β}k0,υs`m`α`σ ,
}B´1OpprhqB ´Opprhq}k0,υ´m,s,α Àm,s,α,k0 }β}k0,υs`m`α`σ .
(7.44)
The first estimate is given in Lemmata 2.36 and 2.32 in [6], whereas the second one follows by
that fact that rh P S´8 (see (7.41)), Lemma 2.18 in [2] and Lemmata 2.34 and 2.32 in [6].
Therefore by (7.42) we obtain
E´1Gp0qE “ tB´1p1` βxq 12 uGp0q tB´1p1 ` βxq 12 u ` rR1 , (7.45)
where rR1 :“ tB´1p1` βxq´ 12 uR1 tB´1p1` βxq 12 u. (7.46)
Next we transform Gp0qB´1x . By (7.40) and using the identities HBxB´1x “ H and HT phq “
Gp0qB´1y on the periodic functions, we have that
E´1Gp0qB´1x E “ E´1BxHT phqB´1x E “ Gp0qB´1y `R2 , (7.47)
where
R2 :“ tB´1p1` βxq´ 12 u
“
HT phq, tB´1p1 ` βxq 12 u ´ 1
‰` tB´1p1` βxq´ 12 u ˝
˝ `pB´1HB ´HqpB´1T phqBq `H`B´1OpprhqB ´Opprhq˘˘ tB´1p1` βxq 12 u . (7.48)
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The operator R2 is in OPS
´8 by (7.44), (7.41) and because the commutator of H with any
smooth function a is in OPS´8, in particular (see Lemma 2.35 of [6]) there is σ ą 0 such that,
for any m P N, s ě s0, and α P N0,
}rHT phq, as}k0,υ´m,s,α Àm,s,α,k0 }a}k0,υs`m`α`σ . (7.49)
Finally we conjugate B´1x Gp0qB´1x . By the Egorov Proposition 3.9, we have that, for any N P N,
E´1B´1x E “
!
B´1
´ 1
1` βx
¯)
B´1y ` P p1q´2,N pϕ, x,Dq ` RN , (7.50)
where P
p1q
´2,N pϕ, x,Dq P OPS´2 is
P
p1q
´2,N pϕ, x,Dq :“ tB´1p1` βxq´
1
2 u
!“
p´1B´1y ,B´1p1` βxq
1
2
‰` Nÿ
j“1
p´1´jB´1´jy tB´1p1 ` βxq
1
2 u
)
with functions p´1´jpλ;ϕ, yq, j “ 0, . . . , N , satisfying (3.30) and RN is a regularizing operator
satisfying the estimate (3.31). So, using (7.50) and (7.47), we obtain
E´1B´1x Gp0qB´1x E “
`
E´1B´1x E
˘ `
E´1Gp0qB´1x E
˘ “ B´1y Gp0qB´1y ` P p2q´1,N ` R2,N , (7.51)
where
P
p2q
´1,N :“
´
´
!
B´1
´ βx
1` βx
¯)
B´1y ` P p1q´2,N pϕ, x,Dq
¯
Gp0qB´1y P OPS´1 (7.52)
and R2,N is the regularizing operator
R2,N :“ pE´1B´1x EqR2 ` RNGp0qB´1y . (7.53)
The smoothing order N P N will be chosen in Section 8 during the KAM iteration (see also
Remark 7.11).
In conclusion, by (7.35)-(7.39), (7.45), (7.47) and (7.51) we obtain
L2 :“ E´1L1E “ ω ¨ Bϕ`1
ρ
ˆ ´γ
2
Gp0qB´1y ´a2Gp0qa2
´κa2Bya3Bya2 ` g ´
`
γ
2
˘2 B´1y Gp0qB´1y ´γ2B´1y Gp0q
˙
` 1
ρ
˜
a1By ` a4 0
a5 ´
`
γ
2
˘2
P
p2q
´1,N a1By ` a6
¸
`RΨ2 `T2,N ,
(7.54)
where
a1pϕ, yq :“ B´1
`p1` βxqrV ` `ω ¨ Bϕβ˘˘ , (7.55)
a2pϕ, yq :“ B´1p
a
1` βxq , a3pϕ, yq :“ B´1
`
cp1` βxq
˘
, (7.56)
a4pϕ, yq :“ B´1
´ rV βxx ` pω ¨ Bϕβxq
2p1` βxq `
rVx¯ , a5pϕ, yq :“ B´1a , (7.57)
a6pϕ, yq :“ B´1
´ rV βxx ` pω ¨ Bϕβxq
2p1` βxq
¯
, (7.58)
the operator P
p2q
´1,N P OPS´1 is defined in (7.52) and
RΨ2 :“ ´
1
ρ
ˆ
γ
2
R2 rR1
0 γ
2
R2
˙
` E´1R1E , T2,N :“ ´1
ρ
´γ
2
¯2ˆ 0 0
R2,N 0
˙
, (7.59)
with rR1, R2, R2,N defined in (7.46), (7.48), (7.53) and R1 in (7.33).
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Step 2: We now conjugate the operator L2 in (7.54) with the multiplication matrix operator
Q :“
ˆ
q 0
0 q´1
˙
, Q´1 :“
ˆ
q´1 0
0 q
˙
,
where qpϕ, yq is a real function, close to 1, to be determined. The maps Q andQ´1 are symplectic
(cfr. (3.42)). We have that
L3 :“ Q´1L2Q “ ω ¨ Bϕ ` 1
ρ
ˆ
A B
C D
˙
`Q´1pRΨ2 `T2,N qQ , (7.60)
where
A :“ q´1`´ γ
2
Gp0qB´1y ` a1By ` a4
˘
q ` ρq´1pω ¨ Bϕqq , (7.61)
B :“ ´q´1a2Gp0qa2q´1 , (7.62)
C :“ q`´ κa2Bya3Bya2 ` g ´ `γ2 ˘2 B´1y Gp0qB´1y ` a5 ´ `γ2 ˘2 P p2q´1,N˘q , (7.63)
D :“ q`´ γ
2
B´1y Gp0q ` a1By ` a6
˘
q´1 ´ ρq´1pω ¨ Bϕqq . (7.64)
We choose the function q so that the coefficients of the highest order terms of the off-diagonal
operators B and C satisfy
q´2a22 “ q2a22a3 “ m 3
2
pϕq , (7.65)
with m 3
2
pϕq independent of x. This is achieved choosing
q :“
ˆ
1
a3
˙1{4
(7.66)
and, recalling (7.56), the function β so that
p1` βxpϕ, xqq3cpϕ, xq “ mpϕq , (7.67)
with mpϕq independent of x (the function c is defined in (7.22)). The solution of (7.67) is
mpϕq :“
´ 1
2π
ż
T
cpϕ, xq´1{3 dx
¯´3
, βpϕ, xq :“ B´1x
´´ mpϕq
cpϕ, xq
¯1{3
´ 1
¯
. (7.68)
In such a way, by (7.56), we obtain (7.65) with m 3
2
pϕq :“ampϕq. By (7.68) and (7.22) we have
m 3
2
pϕq “ P´1
´ 1
2π
ż
T
a
1` η2xpϕ, xqdx
¯´ 3
2
. (7.69)
Note that, since by (7.65) the function q´1a2 is independent of x, we have
B “ ´q´1a2Gp0qa2q´1 “ ´q´2a22Gp0q . (7.70)
Moreover we have the expansion
qa2Bya3Bya2q “ q2a22a3B2y ` pq2a22a3qyBy ` qa2pa3pqa2qyqy
(7.65)“ m 3
2
pϕqB2y ` a7, a7 :“ qa2pa3pqa2qyqy .
(7.71)
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In conclusion, the operator L3 in (7.60) is, in view of (7.61)-(7.64) and (7.70), (7.71),
L3 “ Q´1L2Q “ ω ¨ Bϕ`1
ρ
˜ ´γ
2
Gp0qB´1y ´m 3
2
pϕqGp0q
m 3
2
pϕq
´
´κB2y ` g ´
`
γ
2
˘2 B´1y Gp0qB´1y ¯ ´γ2 B´1y Gp0q
¸
` 1
ρ
˜
a1By ` a8 0
a9 ` P p3q´1,N a1By ` a10
¸
`RΨ3 `T3,N ,
(7.72)
where
a8 :“ a1q´1qy ` ρ q´1pω ¨ Bϕqq ` a4 , a9 :“ a5q2 ` gpq2 ´m 3
2
q ´ κa7 , (7.73)
a10 :“ ´a1q´1qy ´ ρ q´1pω ¨ Bϕqq ` a6 , (7.74)
P
p3q
´1,N :“ ´
`
γ
2
˘2 ´
qP
p2q
´1,Nq ` pq2 ´m 3
2
qGp0qB´2y ` qrGp0qB´2y , q ´ 1s
¯
P OPS´1 , (7.75)
and RΨ3 ,T3,N are the smoothing remainders
RΨ3 :“
1
ρ
ˆ´γ
2
q´1rHT phq, q ´ 1s 0
0 ´γ
2
qrHT phq, q´1 ´ 1s
˙
`Q´1RΨ2 Q P OPS´8 , (7.76)
T3,N :“ Q´1T2,NQ . (7.77)
Step 3: We now conjugate L3 in (7.72), where we rename the space variable y by x, by the
symplectic transformation (cfr. (3.42))
ĂM :“ ˆΛ 0
0 Λ´1
˙
, ĂM´1 :“ ˆΛ´1 0
0 Λ
˙
, (7.78)
where Λ P OPS´ 14 is the Fourier multiplier
Λ :“ 1?
g
π0 `MpDq , with inverse Λ´1 :“ ?gπ0 `MpDq´1 P OPS 14 , (7.79)
with π0 defined in (3.21) and MpDq in (2.21). We have the identity
Λ
`´ κB2x ` g ´ `γ2 ˘2B´1x Gp0qB´1x ˘Λ “ Λ´1Gp0qΛ´1 ` π0 “ ωpκ,Dq ` π0 , (7.80)
where ωpκ,Dq is defined in (2.23). In (7.79) and (7.80) we mean that the symbols ofMpDq,MpDq´1
and ωpκ,Dq are extended to 0 at j “ 0, multiplying them by the cut-off function χ defined in
(3.10). Thus we obtain
L4 :“ ĂM´1L3 ĂM “ ω ¨ Bϕ ` 1
ρ
ˆ ´γ
2
Gp0qB´1x ´m 3
2
pϕqωpκ,Dq
m 3
2
pϕqωpκ,Dq ´γ
2
Gp0qB´1x
˙
`
ˆ
0 0
π0 0
˙
` 1
ρ
˜
a1Bx ` P p41q0 0
P
p43q
´ 1
2
a1Bx ` P p44q0
¸
`RΨ4 `T4,N ,
(7.81)
where
P
p41q
0 :“ Λ´1ra1Bx,Λs ` Λ´1a8Λ P OPS0, (7.82)
P
p43q
´ 1
2
,N
:“ Λa9Λ` ΛP p3q´1,NΛ P OPS´
1
2 , (7.83)
P
p44q
0 :“ Λra1Bx,Λ´1s ` Λa10Λ´1 P OPS0 , (7.84)
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and RΨ4 ,T4,N are the smoothing remainders
RΨ4 :“
ˆ
0 0
pρ´1m 3
2
´ 1qπ0 0
˙
` ĂM´1RΨ3 ĂM P OPS´8 ,
T4,N :“ ĂM´1T3,N ĂM “ ´γ2
4ρ
ˆ
0 0
ΛqR2,NqΛ 0
˙
.
(7.85)
Step 4: We finally move in complex coordinates, conjugating the operator L4 in (7.81) via
the transformation C defined in (2.24). We use the transformation formula (3.15). We choose
the function ppϕq in (7.17) in order to obtain a constant coefficient at the highest order. More
precisely we choose the periodic function ppϕq such that
m 3
2
ρ
(7.69),(7.20)“ P´1
´´ 1
2π
ş
T
a
1` η2xpϕ, xqdx
¯´ 3
2
1` ω ¨ Bϕp
¯
“ m 3
2
(7.86)
is a real constant independent of ϕ. Thus, recalling (3.9), we define the periodic function
ppϕq :“ pω ¨ Bϕq´1ext
´ 1
m 3
2
´ 1
2π
ż
T
a
1` η2xpϕ, xqdx
¯´ 3
2 ´ 1
¯
(7.87)
and the real constant
m 3
2
:“ 1p2πqν
ż
Tν
´ 1
2π
ż
T
a
1` η2xpϕ, xqdx
¯´ 3
2
dϕ . (7.88)
Note that (7.86) holds for ω P DCpυ, τq. Moreover, by Lemmata 3.2, 7.3 and (7.16), p satisfies
(7.19) and it is odd in ϕ. Let
Π0 :“ ´i C´1
ˆ
0 0
π0 0
˙
C “ 1
2
ˆ
π0 π0
´π0 ´π0
˙
.
Lemma 7.9. Let N P N, q0 P N0. For all ω P DCpυ, τq, we have that
L5 :“
`
EQĂMC˘´1L1`EQĂMC˘
“ ω ¨ Bϕ ` im 3
2
Ωpκ,Dq `A1Bx ` iΠ0 `Rp0,dq5 `Rp0,oq5 `T5,N ,
(7.89)
where:
1. The operators E˘1 are Dk0-pk0 ` 1q-tame, the operators E˘1 ´ Id, pE˘1 ´ Idq˚ are Dk0-
pk0 ` 2q-tame and the operators Q˘1, Q˘1 ´ Id, pQ˘1 ´ Idq˚ are Dk0-tame with tame
constants satisfying, for some σ :“ σpτ, ν, k0q ą 0 and for all s0 ď s ď S,
ME˘1psq ÀS 1` }I0}k0,υs`σ , MQ˘1psq ÀS 1` }I0}k0,υs`σ , (7.90)
ME˘1´Idpsq `MpE˘1´Idq˚psq ÀS ε2p1` }I0}k0,υs`σq , (7.91)
MQ˘1´Idpsq `MpQ˘1´Idq˚psq ÀS ε2p1` }I0}k0,υs`σq ; (7.92)
2. the constant m 3
2
P R defined in (7.88) satisfies |m 3
2
´ 1|k0,υ À ε2;
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3. Ωpκ,Dq is the Fourier multiplier (see (2.25), (2.26))
Ωpκ,Dq “
ˆ
Ωpκ,Dq 0
0 ´Ωpκ,Dq
˙
, Ωpκ,Dq “ ωpκ,Dq ` i γ
2
B´1x Gp0q ; (7.93)
4. the matrix of functions A1 is
A1 :“
˜
a
pdq
1 0
0 a
pdq
1
¸
, (7.94)
for a real function a
pdq
1 pϕ, xq which is a quasi-periodic traveling wave, evenpϕ, xq, satisfying,
for some σ :“ σpk0, τ, νq ą 0 and for all s ě s0,
}apdq1 }k0,υs Às εp1` }I0}k0,υs`σq ; (7.95)
5. R
p0,dq
5 and R
p0,oq
5 are pseudodifferential operators in OPS
0 of the form
R
p0,dq
5 :“
ˆ
r
pdq
5
pϕ, x,Dq 0
0 r
pdq
5
pϕ, x,Dq
˙
, R
p0,oq
5 :“
ˆ
0 r
poq
5
pϕ, x,Dq
r
pdq
5
pϕ, x,Dq 0
˙
, (7.96)
reversibility and momentum preserving, satisfying, for some σN :“ σpτ, ν,Nq ą 0, for all
s ě s0, α P N0,
}Rp0,dq5 }k0,υ0,s,α ` }Rp0,oq5 }k0,υ0,s,α Às,N,α εp1` }I0}k0,υs`σN`2αq ; (7.97)
6. For any q P Nν0 with |q| ď q0, n1, n2 P N0 with n1 ` n2 ď N ´ pk0 ` q0q ` 52 , the
operator xDyn1BqϕT5,N pϕqxDyn2 is Dk0-tame with a tame constant satisfying, for some
σN pq0q :“ σN pq0, k0, τ, νq ą 0 and for any s0 ď s ď S,
MxDyn1BqϕT5,N pϕqxDyn2 psq ÀS,N,q0 ε
`
1` }I0}k0,υs`σN pq0q
˘
; (7.98)
7. Moreover, for any s1 as in (7.15), α P N0, q P Nν0 , with |q| ď q0, and n1, n2 P N0, with
n1 ` n2 ď N ´ q0 ` 32 ,
}∆12pAqh}s1 Às1 ε }i1 ´ i2}s1`σ }h}s1`σ , A P tE˘1, pE˘1q˚,Q˘1 “ pQ˘1q˚u , (7.99)
}∆12apdq1 }s1 Às1 ε }i1 ´ i2}s1`σ , |∆12m 32 | À ε
2 }i1 ´ i2}s1`σ , (7.100)
}∆12Rpdq5 }0,s1,α ` }∆12Rpoq5 }0,s1,α Às1,N,α ε }i1 ´ i2}s1`σN`2α , (7.101)››xDyn1 BqϕT5,N pϕq xDyn2››LpHs1 q Às1,N,q0 ε }i1 ´ i2}s1`σN pq0q . (7.102)
The real operator L5 is Hamiltonian, reversible and momentum preserving.
Proof. By the expression of L4 in (7.81), using (3.15), and (7.86), we obtain that L5 has the
form (7.89). The functions β and q, defined respectively in (7.68) and (7.66) with a3 defined in
(7.56), satisfy, by Lemmata 3.8, 3.2 and (7.28), for some σ :“ σpk0, τ, νq ą 0 and for all s ě s0,
}β}k0,υs Às ε2p1` }I0}k0,υs`σq , }q˘1 ´ 1}k0,υs Às ε2p1` }I0}k0,υs`σq . (7.103)
The estimates (7.90)-(7.92) follow by Lemmata 3.12, 3.13, 3.8, (7.103) and writing
pB ´ Idqh “ βBτ rhxs , Bτ rhspϕ, xq :“
ż 1
0
hxpϕ, x ` τβpϕ, xqqdτ , (7.104)
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B˚hpϕ, yq “ p1 ` β˘pϕ, yqqhpϕ, y ` β˘pϕ, yqq, and similar expressions for B´1 ´ Id, pB´1q˚. The
estimate for m 3
2
follows by (7.88), Lemma 3.2 and (7.16). The real function a
pdq
1 in (7.94) is
a
pdq
1 pϕ, xq :“ ρpϕq´1a1pϕ, xq ,
where ρ and a1 are defined respectively in (7.20) and (7.55). Recalling Lemmata 7.3 and 7.6,
the function a
pdq
1 is a quasi-periodic traveling wave, even in pϕ, xq. Moreover, (7.95) follows by
Lemma 3.2 and (7.16), (7.19), (7.28), (7.103). By direct computations, we have
r
pdq
5 pϕ, x,Dq :“
1
2ρ
´
P
p41q
0 ` P p44q0 ` iP p43q´ 1
2
,N
` γpρ m 3
2
´ 1qGp0qB´1x
¯
,
r
poq
5 pϕ, x,Dq :“
1
2ρ
´
P
p41q
0 ´ P p44q0 ` iP p43q´ 1
2
,N
¯
,
(7.105)
where P
p41q
0 , P
p43q
´ 1
2
,N
, P
p44q
0 are defined in (7.82), (7.83), (7.84) and ρ m 3
2
“ m 3
2
pϕq with m 3
2
pϕq de-
fined in (7.69) (cfr. (7.86)). Therefore, the estimate (7.97) follows by (7.73), (7.71), (7.55), (7.56),
(7.57), (7.58), (7.75), (7.52), (7.79), (2.21), applying Lemmata 3.5, 3.6, 3.8, 3.2, Proposition 3.9
and estimates (7.16), (7.19), (7.28), (7.103). The estimate (7.98), where
T5,N :“ C´1pRΨ4 `T4,N qC ,
follows by (7.85), (7.77), (7.76), (7.59), (7.53), (7.50), (7.48), (7.46), (7.43), Lemmata 3.12,
3.13, estimates (7.44), (7.49), Proposition 3.9 and (7.90), (7.103), Lemma 3.10 and Lemmata
2.34, 2.32 in [6]. The estimates (7.99), (7.100), (7.101), (7.102) are proved in the same fashion.
Since the transformations E , Q, ĂM are symplectic, the operator L4 is Hamiltonian. Hence the
operator L5 obtained conjugating with C is Hamiltonian according to (3.41). By Lemma 7.3, the
functions βpϕ, xq and qpϕ, xq, defined in (7.68), (7.66) (with a3 defined in (7.56)), are both quasi-
periodic traveling waves, respectively oddpϕ, xq and evenpϕ, xq. Therefore, the transformations
E and Q are momentum and reversibility preserving. Moreover, also ĂM and C are momentum
and reversibility preserving (writing the involution in complex variables as in (2.29)). Hence,
since L1 is momentum preserving and reversible (Lemma 7.8), the operator L5 is momentum
preserving and reversible as well, in particular the operators R
p0,dq
5 and R
p0,oq
5 in (7.96) (e.g.
check the definition in (7.105), see also Remark 3.20).
7.4 Symmetrization up to smoothing remainders
The goal of this section is to transform the operator L5 in (7.89) into the operator L6 in (7.108)
which is block diagonal up to a regularizing remainder. From this step we do not preserve any
further the Hamiltonian structure, but only the reversible and momentum preserving one (it is
now sufficient for proving Theorem 5.2).
Lemma 7.10. Fix M,N P N, q0 P N0. There exist real, reversibility and momentum preserving
operator matrices tXmuMm“1 of the form
Xm :“
ˆ
0 χmpϕ, x,Dq
χmpϕ, x,Dq 0
˙
, χmpϕ, x, ξq P S´ 12´m , (7.106)
such that, conjugating the operator L5 in (7.89) via the map
ΦM :“ eX1 ˝ ¨ ¨ ¨ ˝ eXM , (7.107)
63
we obtain the real, reversible and momentum preserving operator
L6 :“ LpMq6 :“ Φ´1M L5ΦM
“ ω ¨ Bϕ ` i m 3
2
Ωpκ,Dq `A1Bx ` iΠ0 `Rp0,dq6 `Rp´M,oq6 `T6,N ,
(7.108)
with a block-diagonal operator
R
p0,dq
6 :“ Rp0,dq6,M :“
˜
r
pdq
6 pϕ, x,Dq 0
0 r
pdq
6 pϕ, x,Dq
¸
P OPS0 ,
and a smoothing off diagonal remainder
R
p´M,oq
6 :“ Rp´M,oq6,M :“
˜
0 r
poq
6 pϕ, x,Dq
r
poq
6 pϕ, x,Dq 0
¸
P OPS´M (7.109)
both reversibility and momentum preserving, which satisfy for all α P N0, for some σN :“
σN pk0, τ, ν,Nq ą 0, ℵM pαq ą 0, for all s ě s0,
}Rp0,dq6 }k0,υ0,s,α ` }Rp´M,oq6 }k0,υ´M,s,α Às,M,N,α ε
`
1` }I0}k0,υs`σN`ℵM pαq
˘
. (7.110)
For any q P Nν0 with |q| ď q0, n1, n2 P N0 with n1 ` n2 ď N ´ pk0 ` q0q ` 52 , the opera-
tor xDyn1BqϕT6,N pϕqxDyn2 is Dk0 -tame with a tame constant satisfying, for some σN pq0q :“
σN pk0, τ, ν, q0q, for any s0 ď s ď S,
MxDyn1BqϕT6,N pϕqxDyn2 psq ÀS,M,N,q0 εp1` }I0}k0,υs`σN pq0q`ℵM p0qq . (7.111)
The conjugation map ΦM in (7.107) satisfies, for all s ě s0,
}Φ˘1M ´ Id}k0,υ0,s,0 ` }
`
Φ˘1M ´ Id
˘˚ }k0,υ0,s,0 Às,M,N εp1` }I0}k0,υs`σN`ℵM p0qq . (7.112)
Furthermore, for any s1 as in (7.15), α P N0, q P Nν0 , with |q| ď q0, and n1, n2 P N0, with
n1 ` n2 ď N ´ q0 ` 32 , we have
}∆12Rp0,dq6 }0,s1,α ` }∆12Rp´M,oq6 }´s1,M,α Às1,M,N,α ε }i1 ´ i2}s1`σN`ℵM pαq , (7.113)
} xDyn1 Bqϕ∆12T6,N xDyn2 }LpHs1 q Às1,M,N,q0 ε }i1 ´ i2}s1`σN pq0q`ℵM p0q , (7.114)
}∆12Φ˘1M }0,s1,0 ` }∆12pΦ˘1M q˚}0,s1,0 Às1,M,N ε }i1 ´ i2}s1`σN`ℵM p0q . (7.115)
Proof. The proof is inductive on the index M . The operator L
p0q
6 :“ L5 satisfy (7.110)-(7.111)
with ℵ0pαq :“ 2α, by Lemma 7.9. Suppose we have done already M steps obtaining an operator
L
pMq
6 as in (7.108) with a remainderΦ
´1
M T5,NΦM , instead of T6,N . We now show how to perform
the pM ` 1q-th step. Define the symbol
χM`1pϕ, x, ξq :“ ´
`
2i m 3
2
ωpκ, ξq˘´1rpoq6,M pϕ, x, ξqχpξq P S´ 32´M , (7.116)
where χ is the cut-off function defined in (3.10) and ωpκ, ξq is the symbol (cfr. (2.23))
ωpκ, ξq :“
d
Gp0; ξq
´
κξ2 ` g ` γ
2
4
Gp0; ξq
ξ2
¯
P S 32 , Gp0; ξq :“
$’&’%
χpξq|ξ| tanhph|ξ|q , h ă `8
χpξq|ξ| , h “ `8
, .
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Note that χM`1 in (7.116) is well defined because ωpκ, ξq is positive on the support of χpξq. We
conjugate the operator L
pMq
6 in (7.108) by the flow generated by XM`1 of the form (7.106) with
χM`1pϕ, x, ξq defined in (7.116). By (7.110) and Lemma 7.9-2, for any s ě s0 and α P N0,
}XM`1}k0,υ´ 1
2
´pM`1q,s,α Às,M,α ε
`
1` }I0}k0,υs`σN`ℵM pαq
˘
. (7.117)
Therefore, by Lemmata 3.7, 3.5 and the induction assumption (7.112) for ΦM , the conjugation
map ΦM`1 :“ ΦMeXM`1 is well defined and satisfies estimate (7.112) with M ` 1. By the Lie
expansion (3.16) we have
L
pM`1q
6 :“ e´XM`1 LpMq6 eXM`1 “ ω ¨ Bϕ ` im 3
2
Ωpκ,Dq `A1Bx ` iΠ0 `Rp0,dq6,M (7.118)
´ “XM`1, i m 3
2
Ωpκ,Dq‰`Rp´M,oq6,M `Φ´1M`1T5,NΦM`1
´
ż 1
0
e´τXM`1
“
XM`1 , ω ¨ Bϕ `Apdq1 Bx ` iΠ0 `Rp0,dq6,M
‰
eτXM`1 dτ (7.119)
´
ż 1
0
e´τXM`1
”
XM`1,R
p´M,oq
6,M
ı
eτXM`1 dτ (7.120)
`
ż 1
0
p1´ τqe´τXM`1
”
XM`1,
”
XM`1, i m 3
2
Ωpκ,Dq
ıı
eτXM`1 dτ . (7.121)
In view of (7.106), (7.93) and (7.109), we have that
´“XM`1, i m 3
2
Ωpκ,Dq‰`Rp´M,oq6,M “ ˆ 0 ZM`1ZM`1 0
˙
“: ZM`1, ,
where, denoting for brevity χM`1 :“ χM`1pϕ, x, ξq, it results
ZM`1 “ i m 3
2
pOppχM`1qωpκ,Dq ` ωpκ,DqOppχM`1qq
` m 3
2
γ
2
“
χM`1, B´1x Gp0q
‰`Opprpoq6,M q . (7.122)
By (3.23), Lemma 3.5 and since χM`1pϕ, x, ξq P S´ 32´M by (7.116), we have that
OppχM`1qωpκ,Dq ` ωpκ,DqOppχM`1q “ Op
`
2ωpκ, ξqχM`1pϕ, x, ξq
˘ ` rM`1, ,
where rM`1 is in OPS´M´1. By (7.116) and (7.122)
ZM`1 “ im 3
2
rM`1 ` m 3
2
γ
2
“
χM`1, B´1x Gp0q
‰`Opprpoq6,M p1´ χpξqqq P OPS´M´1 .
The remaining pseudodifferential operators in (7.119)-(7.121) have order OPS´M´
3
2 . Therefore
the operator L
pM`1q
6 in (7.118) has the form (7.108) at M ` 1 with
R
p0,dq
6,M`1 `Rp´pM`1q,oq6,M`1 :“ Rp0,dq6,M ` ZM`1 ` (7.119)` (7.120)` (7.121) (7.123)
and a remainder Φ´1M`1T5,NΦM`1. By Lemmata 3.5, 3.6, the induction assumption (7.110),
(7.117), (7.95), we conclude that R
p0,dq
6,M`1 and R
p´pM`1q,oq
6,M`1 satisfy (7.110) at order M ` 1 for
suitable constants ℵM`1pαq ą ℵM pαq. Moreover the operator Φ´1M`1T5,NΦM`1 satisfies (7.112)
(with M ` 1) by Lemmata 3.12, 3.13 and estimates (7.98), (7.112). Estimates (7.113), (7.114),
(7.115) follow similarly. By (7.116), (3.43), Lemmata 3.19, 3.29, and the induction assumption
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that R
p´M,oq
6,M is reversible and momentum preserving, we conclude that XM`1 is reversibility
and momentum preserving, and so are e˘XM`1 . By the induction assumption LpMq6 is reversible
and momentum preserving, and so L
pM`1q
6 is reversible and momentum preserving as well, in
particular the terms R
p0,dq
6,M`1 `Rp´pM`1q,oq6,M`1 in (7.123).
Remark 7.11. The number of regularizing iterations M P N will be fixed by the KAM reduction
scheme in Section 8, see (8.5). Note that it is independent of the Sobolev index s.
So far the operator L6 of Lemma 7.10 depends on two indexesM,N which provide respectively
the order of the regularizing off-diagonal remainder R
p´M,oq
6 and of the smoothing tame operator
T6,N . From now on we fix
N “M . (7.124)
7.5 Reduction of the order 1
The goal of this section is to transform the operator L6 in (7.108), with N “ M (cfr. (7.124)),
into the operator L8 in (7.146) whose coefficient in front of Bx is a constant. We first eliminate
the x-dependence and then the ϕ-dependence.
Space reduction. First we rewrite the operator L6 in (7.108), with N “M , as
L6 “ ω ¨ Bϕ `
ˆ
P6 0
0 P6
˙
` iΠ0 `Rp´M,oq6 `T6,M ,
having denoted
P6 :“ P6pϕ, x,Dq :“ im 3
2
Ωpκ,Dq ` apdq1 pϕ, xqBx ` rpdq6 pϕ, x,Dq . (7.125)
We conjugate L6 through the real operator
Φpϕq :“
ˆ
Φpϕq 0
0 Φpϕq
˙
(7.126)
where Φpϕq :“ Φτ pϕq|τ“1 is the time 1-flow of the PDE#
BτΦτ pϕq “ iApϕqΦτ pϕq ,
Φ0pϕq “ Id , Apϕq :“ bpϕ, xq|D|
1
2 , (7.127)
and bpϕ, xq is a real, smooth, odd pϕ, xq, periodic function chosen later, see (7.133), (7.135),
(7.141). Usual energy estimates imply that the flow Φτ pϕq of (7.127) is a bounded operator is
Hsx. The operator BkλBβϕΦ loses |D|
|β|`|k|
2 derivatives, which are compensated by xDy´m1 on the left
hand side and xDy´m2 on the right hand side, withm1,m2 P R satisfyingm1`m2 “ 12 p|β| ` |k|q,
according to the tame estimates in the Sobolev spaces Hsϕ,x of Proposition 2.37 in [2]. Moreover,
since bpϕ, xq is oddpϕ, xq, then bpϕ, xq|D| 12 is reversibility preserving as well as Φpϕq. Finally,
note that Φπ0 “ π0 “ Φ´1π0, which implies
Φ´1Π0Φ “ Π0Φ . (7.128)
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By the Lie expansion (3.16) we have
Φ´1P6Φ “ P6 ´ irA,P6s ´ 1
2
rA, rA,P6ss `
2M`2ÿ
n“3
p´iqn
n!
adnApϕqpP6q ` TM ,
TM :“ p´iq
2M`3
p2M ` 2q!
ż 1
0
p1´ τq2M`2Φ´τ pϕq ad2M`3Apϕq pP6qΦτ pϕqdτ ,
(7.129)
and, by (3.17),
Φ´1 ˝ ω ¨ Bϕ ˝ Φ “ ω ¨ Bϕ ` ipω ¨ BϕAqpϕq ´
2M`1ÿ
n“2
p´iqn
n!
adn´1Apϕqpω ¨ BϕApϕqq ` T 1M ,
T 1M :“ ´
p´iq2M`2
p2M ` 1q!
ż 1
0
p1 ´ τq2M`1Φ´τ pϕq ad2M`1Apϕq pω ¨ BϕApϕqqΦτ pϕqdτ .
(7.130)
Note that ad2M`3Apϕq pP6q and ad2M`1Apϕq pω ¨ BϕApϕqq are in OPS´M . The number M will be fixed in
(8.5). Note also that in the expansions (7.129), (7.130) the operators have decreasing order and
size. The terms of order 1 come from (7.129), in particular from P6´ irA,P6s. Recalling (7.125),
that Apϕq :“ bpϕ, xq|D| 12 , (3.26) and that (cfr. (4.1), (4.5))
Ωpκ, ξq “ ?κ|ξ| 32χpξq ` r0pκ, ξq , r0pκ, ξq P S0 , (7.131)
(the cut-off function χ is defined in (3.10)) we deduce that
rA,P6s “ i 32
?
κ m 3
2
bxBx `
`
1
2
papdq1 qxb´ apdq1 bx
˘|D| 12 `Opprb,0q, , (7.132)
where rb,0 P S0 is small with b. As a consequence, the first order term of P6 ´ irA,P6s is
papdq1 ` 32
?
κ m 3
2
bxqBx and we choose bpϕ, xq so that it is independent of x: we look for a solution
bpϕ, xq “ b1pϕ, xq ` b2pϕq (7.133)
of the equation
a
pdq
1 pϕ, xq ` 32m 32
?
κ bxpϕ, xq “ xapdq1 yx pϕq , xapdq1 yx pϕq :“
1
2π
ż
T
a
pdq
1 pϕ, xqdx . (7.134)
Therefore
b1pϕ, xq :“ ´ 23 m 3
2
?
κ
B´1x
`
a
pdq
1 pϕ, xq ´ xapdq1 yx pϕq
˘
. (7.135)
We now determine b2pϕq by imposing a condition at the order 1{2. We deduce by (7.129), (7.130),
(7.125), (7.132)-(7.134), that
L7 :“ Φ´1pϕq pω ¨ Bϕ ` P6qΦpϕq “ω ¨ Bϕ ` i m 3
2
Ωpκ,Dq ` xapdq1 yx pϕq Bx
` i apdq2 |D|
1
2 `Opprpdq7 q ` TM ` T 1M , ,
(7.136)
where a
pdq
2 pϕ, xq is the real function
a
pdq
2 :“´ 12 papdq1 qxb1 ` apdq1 pb1qx `
3
4
?
κ m 3
2
`pb1q2x ´ 12 pb1qxxb1˘` pω ¨ Bϕb1q
´ ` 1
2
papdq1 qx `
3
8
?
κ m 3
2
pb1qxx
˘
b2 ` pω ¨ Bϕb2q
(7.137)
67
and
Opprpdq7 q :“Opp´irb,0 ` rb,´ 1
2
` rpdq6 q ´
1
2
“
b|D| 12 , p1
2
papdq1 qxb´ apdq1 bxq|D|
1
2 `Opprb,0q
‰
`
M´1ÿ
n“3
p´iqn
n!
adnApϕqpP6q ´
Mÿ
n“2
p´iqn
n!
adn´1Apϕqpω ¨ BϕApϕqq P OPS0 ,
(7.138)
where rb,´ 1
2
P S´ 12 is small in b. In view of Section 7.6 we now determine the function b2pϕq so
that the space average of the function a
pdq
2 in (7.137) is independent of ϕ, i.e.
xapdq2 yxpϕq “ m 1
2
P R , @ϕ P Tν . (7.139)
Noting that the space average
@`
1
2
papdq1 qx` 38m 32
?
κpb1qxx
˘
b2pϕq
D
x
“ 0 and that @ω ¨Bϕb1Dϕ,x “ 0,
we get
m 1
2
:“ x´ 1
2
papdq1 qxb1 ` apdq1 pb1qx `
3
4
?
κ m 3
2
`pb1q2x ´ 12pb1qxxb1˘yϕ,x , (7.140)
b2pϕq :“ ´pω ¨ Bϕq´1ext
´@´ 1
2
papdq1 qxb1 ` apdq1 pb1qx`
` 3
4
m 3
2
?
κ
`pb1q2x ´ 12 pb1qxxb1˘` pω ¨ Bϕb1qDx ´ m 12¯ . (7.141)
Note that (7.139) holds for any ω P DCpυ, τq.
Time reduction. In order to remove the ϕ-dependence of the coefficient xapdq1 yx pϕq of the first
order term of the operator L7 in (7.136), we conjugate L7 with the map
pVuqpϕ, xq :“ upϕ, x` ̺pϕqq, , (7.142)
where ̺pϕq is a real periodic function to be chosen, see (7.145). Note that V is a particular case
of the transformation E in (7.34) for a function βpϕ, xq “ ̺pϕq, independent of x. We have that
V´1pω ¨ BϕqV “ ω ¨ Bϕ ` pω ¨ Bϕ̺qBx ,
whereas the Fourier multipliers are left unchanged and a pseudodifferential operator of symbol
apϕ, x, ξq transforms as
V´1Oppapϕ, x, ξqqV “ Oppapϕ, x ´ ̺pϕq, ξqq . (7.143)
We choose ̺pϕq such that
ω ¨ Bϕ̺pϕq ` xapdq1 yx pϕq “ m1 , m1 :“ xapdq1 yϕ,x P R , (7.144)
(where a
pdq
1 is fixed in Lemma 7.9), namely we define
̺pϕq :“ ´pω ¨ Bϕq´1ext
` xapdq1 yx ´ m1˘ . (7.145)
Note that (7.144) holds for any ω P DCpυ, τq.
We sum up these two transformations into the following lemma.
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Lemma 7.12. Let M P N, q0 P N0. Let bpϕ, xq “ b1pϕ, xq ` b2pϕq and ̺pϕq be the functions de-
fined respectively in (7.135), (7.141), (7.145). Then, conjugating L6 in (7.108) via the invertible,
real, reversibility preserving and momentum preserving maps Φ, V defined in (7.126)-(7.127) and
(7.142), we obtain, for any ω P DCpυ, τq, the real, reversible and momentum preserving operator
L8 :“ V´1Φ´1L6ΦV
“ ω ¨ Bϕ ` i m 3
2
Ωpκ,Dq ` m1Bx ` iApdq3 |D|
1
2 ` iΠ0 `Rp0,dq8 `T8,M ,
(7.146)
where:
1. the real constant m1 defined in (7.144) satisfies |m1|k0,υ À ε;
2. A
pdq
3 is a diagonal matrix of multiplication
A
pdq
3 :“
˜
a
pdq
3 0
0 a
pdq
3
¸
,
for a real function a
pdq
3 which is a quasi-periodic traveling wave, evenpϕ, xq, satisfying
xapdq3 yx pϕq “ m 12 P R , @ϕ P T
ν , (7.147)
where m 1
2
P R is the constant in (7.140), and for some σ “ σpτ, ν, k0q ą 0, for all s ě s0,
}apdq3 }k0,υs Às ευ´1p1` }I0}k0,υs`σq ; (7.148)
3. R
p0,dq
8 is a block-diagonal operator
R
p0,dq
8 “
˜
r
pdq
8 pϕ, x,Dq 0
0 r
pdq
8 pϕ, x,Dq
¸
P OPS0 ,
that satisfies for all α P N0, for some σM pαq :“ σM pk0, τ, ν, αq ą 0 and for all s ě s0,
}Rp0,dq8 }k0,υ0,s,α Às,M,α ευ´1p1` }I0}k0,υs`σM pαqq ; (7.149)
4. For any q P Nν0 with |q| ď q0, n1, n2 P N0 with n1 ` n2 ď M ´ 2pk0 ` q0q ` 52 , the
operator xDyn1BqϕT8,M pϕqxDyn2 is Dk0 -tame with a tame constant satisfying, for some
σM pq0q :“ σM pk0, τ, ν, q0q, for any s0 ď s ď S,
MxDyn1BqϕT8,M pϕqxDyn2 psq ÀS,M,q0 ευ´1p1` }I0}k0,υs`σM pq0qq ; (7.150)
5. The operators Φ˘1 ´ Id, pΦ˘1 ´ Idq˚ are Dk0- 1
2
pk0 ` 1q-tame and the operators V˘1 ´ Id,
pV˘1´ Idq˚ are Dk0-pk0` 2q-tame, with tame constants satisfying, for some σ ą 0 and for
all s0 ď s ď S,
MΦ˘1´Idpsq `MpΦ˘1´Idq˚psq ÀS ευ´1p1` }I0}k0,υs`σq , (7.151)
MV˘1´Idpsq `MpV˘1´Idq˚psq ÀS ευ´1p1` }I0}k0,υs`σq . (7.152)
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Furthermore, for any s1 as in (7.15), α P N0, q P Nν0 , with |q| ď q0, and n1, n2 P N0, with
n1 ` n2 ďM ´ 2q0 ` 12 , we have
}∆12apdq3 }s1 Às1 ευ´1 }i1 ´ i2}s1`σ , |∆12m1| À ε }i1 ´ i2}s0`σ , (7.153)
}∆12Rp0,dq8 }0,s1,α Às1,M,α ευ´1 }i1 ´ i2}s1`σM pαq , (7.154)
} xDyn1 Bqϕ∆12T8,M xDyn2 }LpHs1 q Às1,M,q0 ευ´1 }i1 ´ i2}s1`σM pq0q , (7.155)
}∆12pAqh}s1 Às1 ευ´1 }i1 ´ i2}s1`σ }h}s1`σ , A P tΦ˘1, pΦ˘1q˚,V˘1, pV˘1q˚u . (7.156)
Proof. The function bpϕ, xq “ b1pϕ, xq ` b2pϕq, with b1 and b2, defined in (7.135) and (7.141)
and the function ̺pϕq in (7.145), satisfy, by Lemma 3.8 and (7.95),
}b1}k0,υs Às εp1` }I0}k0,υs`σq , }b}k0,υs , }b2}k0,υs , }̺}k0,υs Às ευ´1p1` }I0}k0,υs`σq (7.157)
for some σ ą 0 and for all s ě s0. The estimate |m1|k0,υ À ε follows by (7.144) and (7.95). The
function
a
pdq
3 pϕ, xq :“ V´1papdq2 q “ apdq2 pϕ, x´ ̺pϕqq, ,
where a
pdq
2 is defined in (7.137), satisfies (7.147) by (7.139). Moreover, the estimate (7.148)
follows by Lemma 3.8 and (7.95), (7.157). The estimate (7.149) for (cfr. (7.143))
r
pdq
8 pϕ, x,Dq :“ V´1rpdq7 pϕ, x,DqV “ rpdq7 pϕ, x´ ̺pϕq, Dq
with r
pdq
7 defined in (7.138), follows by Lemmata 3.5, 3.6, 3.8 and (7.157), (7.110). The smoothing
term T8,M in (7.146) is, using also (7.128),
T8,M :“ V´1
`
Φ´1T6,MΦ` iΠ0pΦ´ Idq `Φ´1Rp´M,oq6 Φ
˘
V ` V´1
ˆ
TM ` T 1M 0
0 TM ` T 1M
˙
V
with TM and T
1
M defined in (7.129), (7.130). The estimate (7.150) follows by (7.125), Lemmata
3.12, 3.13, the tame estimates of Φ in Proposition 2.37 in [2], and estimates (7.95), (7.157),
(7.151), (7.111), noting that operators of the form BkλBqϕV˘1 lose |k|`|q| derivatives. The estimate
(7.151) follows by Lemma 2.38 in [2] and (7.157), whereas (7.152) follows by the equivalent
representation for V as in (7.104), Lemma 3.12 and (7.157). The estimates (7.153), (7.154),
(7.155), (7.156) are proved in the same fashion. By Lemma 7.9, the function a
pdq
1 is an evenpϕ, xq
quasi-periodic traveling wave, hence the function b1 in (7.135) is a oddpϕ, xq quasi-periodic
traveling wave, the function b2 in (7.141) is odd in ϕ and satisfies b2pϕ ´ ~ςq “ b2pϕq for all
ς P R, whereas the function ̺ in (7.145) is odd in ϕ and satisfies ̺pϕ´ ~ςq “ ̺pϕq for all ς P R.
By Lemmata 3.19, 3.29, and 3.25, the transformations Φ and V are reversibility and momentum
preserving. Then the operator L8 is reversible and momentum preserving. The function a
pdq
3 is
an evenpϕ, xq quasi-periodic traveling wave.
7.6 Reduction of the order 1/2
The goal of this section is to transform the operator L8 in (7.146) into the operator L9 in (7.168)
whose coefficient in front of |D|1{2 is a constant. We eliminate the x-dependence and, in view of
the property (7.147), we obtain that this transformation removes also the ϕ-dependence.
We first write the operator L8 in (7.146) as
L8 “ ω ¨ Bϕ `
ˆ
P8 0
0 P8
˙
` iΠ0 `T8,M ,
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where
P8 :“ im 3
2
Ωpκ,Dq ` m1Bx ` iapdq3 |D|
1
2 `Opprpdq8 q . (7.158)
We conjugate L8 through the real operator
Ψpϕq :“
ˆ
Ψpϕq 0
0 Ψpϕq
˙
, (7.159)
where Ψpϕq :“ Ψτ pϕq|τ“1 is the time-1 flow of#
BτΨτ pϕq “ BpϕqΨτ pϕq ,
Ψ0pϕq “ Id , Bpϕq :“ b3pϕ, xqH , (7.160)
the function b3pϕ, xq is a smooth, real, periodic function to be chosen later (see (7.165)) and H
is the Hilbert transform defined in (3.19). Note that Ψπ0 “ π0 “ Ψ´1π0, so that
Ψ´1Π0Ψ “Π0Ψ . (7.161)
By the Lie expansion in (3.16) we have
Ψ´1P8Ψ “ P8 ´ rB,P8s `
M`1ÿ
n“2
p´1qn
n!
adnBpϕqpP8q ` LM ,
LM :“ p´1q
M`2
pM ` 1q!
ż 1
0
p1´ τqM`1Ψ´τ pϕq adM`2BpϕqpP8qΨτ pϕqdτ ,
(7.162)
and, by (3.17),
Ψ´1 ˝ ω ¨ Bϕ ˝Ψ “ ω ¨ Bϕ ` pω ¨ BϕBpϕqq ´
Mÿ
n“2
p´1qn
n!
adn´1Bpϕqpω ¨ BϕBpϕqq ` L1M ,
L1M :“
p´1qM
M !
ż 1
0
p1´ τqMΨ´τ pϕq adMBpϕqpω ¨ BϕBpϕqqΨτ pϕqdτ .
(7.163)
The number M will be fixed in (8.5). The contributions at order 1{2 come from (7.162), in
particular from P8 ´ rB,P8s (recall (7.158)). Since B “ b3H (see (7.160)), by (3.26) and (7.131)
we have
P8 ´ rB,P8s “ i m 3
2
Ωpκ,Dq ` m1Bx ` i
`
a
pdq
3 ´ 32m 32
?
κpb3qx
˘ |D| 12 (7.164)
`Opprpdq8 ` rb3,´ 12 q ´ rB, m1Bx ` i a
pdq
3 |D|
1
2 `Opprpdq8 qs, ,
where Opprb3,´ 12 q P OPS´
1
2 is small with b3. Recalling that, by (7.147), the space average
xapdq3 yx pϕq “ m 12 for all ϕ P Tν , we choose the function b3pϕ, xq such that a
pdq
3 ´ 32m 32
?
κpb3qx “ m 1
2
,
namely
b3pϕ, xq :“ 23m 3
2
?
κ
B´1x papdq3 pϕ, xq ´ xapdq3 yx pϕqq , xapdq3 yx pϕq “ m 12 . (7.165)
We deduce by (7.162)-(7.163) and (7.164), (7.165) that
L9 :“ Ψ´1pϕqpω ¨ Bϕ ` P8qΨpϕq
“ ω ¨ Bϕ ` i m 3
2
Ωpκ,Dq ` m1Bx ` i m 1
2
|D| 12 `Opprpdq9 q ` LM ` L1M , ,
(7.166)
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where
Opprpdq9 q :“ Opprpdq8 ` rb3,´ 12 q ´ rBpϕq, m1Bx ` i a
pdq
3 |D|
1
2 `Opprpdq8 qs ` pω ¨ BϕBpϕqq
`
M´1ÿ
n“2
p´1qn
n!
adnBpϕqpP8q ´
Mÿ
n“2
p´1qn
n!
adn´1Bpϕqpω ¨ BϕBpϕqq P OPS0 .
(7.167)
Define the matrix Σ :“
ˆ
1 0
0 ´1
˙
. Summing up, we have obtained the following lemma.
Lemma 7.13. Let M P N, q0 P N0. Let b3 be the function defined in (7.165). Then, conjugating
the operator L8 in (7.146) via the invertible, real, reversibility and momentum preserving map Ψ
defined in (7.159), (7.160), we obtain, for any ω P DCpυ, τq, the real, reversible and momentum
preserving operator
L9 :“ Ψ´1L8Ψ “ ω ¨ Bϕ ` i m 3
2
Ωpκ,Dq ` m1Bx ` im 1
2
Σ|D| 12 ` iΠ0 `Rp0,dq9 `T9,M , , (7.168)
where
1. the constant m 1
2
defined in (7.140) satisfies |m 1
2
|k0,υ À ε2;
2. R
p0,dq
9 is a block-diagonal operator
R
p0,dq
9 “
˜
r
pdq
9 pϕ, x,Dq 0
0 r
pdq
9 pϕ, x,Dq
¸
P OPS0 ,
that satisfies, for some σM :“ σM pk0, τ, νq ą 0, and for all s ě s0,
}Rp0,dq9 }k0,υ0,s,1 Às,M ευ´1p1` }I0}k0,υs`σM q ; (7.169)
3. For any q P Nν0 with |q| ď q0, n1, n2 P N0 with n1 ` n2 ď M ´ 2pk0 ` q0q ` 52 , the
operator xDyn1BqϕT9,M pϕqxDyn2 is Dk0 -tame with a tame constant satisfying, for some
σM pq0q :“ σM pk0, τ, ν, q0q, for any s0 ď s ď S,
MxDyn1BqϕT9,M pϕqxDyn2 psq ÀS,M,q0 ευ´1p1` }I0}k0,υs`σM pq0qq ; (7.170)
4. The operators Ψ˘1 ´ Id, pΨ˘1 ´ Idq˚ are Dk0-tame, with tame constants satisfying, for
some σ :“ σpk0, τ, νq ą 0 and for all s ě s0,
MΨ˘1´Idpsq `MpΨ˘1´Idq˚psq Às ευ´1p1 ` }I0}k0,υs`σq . (7.171)
Furthermore, for any s1 as in (7.15), α P N0, q P Nν0 , with |q| ď q0, and n1, n2 P N0, with
n1 ` n2 ďM ´ 2q0 ` 12 , we have
}∆12Rp0,dq9 }0,s1,1 Às1,M ευ´1 }i1 ´ i2}s1`σM , |∆12m 12 | À ε
2 }i1 ´ i2}s0`σ , (7.172)
} xDyn1 Bqϕ∆12T9,M xDyn2 }LpHs1 q Às1,M,q0 ευ´1 }i1 ´ i2}s1`σM pq0q , (7.173)
}∆12pΨ˘1qh}s1 ` }∆12pΨ˘1q˚h}s1 Às1 ευ´1 }i1 ´ i2}s1`σ }h}s1`σ . (7.174)
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Proof. The function b3pϕ, xq defined in (7.165), satisfies, by (7.148) and the estimate of m 3
2
given
in Lemma 7.9-item-2, for some σ ą 0 and for all s ě s0,
}b3}k0,υs Às ευ´1p1 ` }I0}k0,υs`σq . (7.175)
The estimate for m 1
2
follows by (7.140), (3.7) and (7.95), (7.157). The estimate (7.169) follows
by (7.167), (7.158), Lemmata 3.5, 3.6, and (7.148), (7.149), (7.175). By (7.146), (7.158), (7.166),
and (7.161), the smoothing term T9,M in (7.168) is
T9,M :“ Ψ´1T8,MΨ` iΠ0pΨ´ Idq `
ˆ
LM ` L1M 0
0 LM ` L1M
˙
with LM and L
1
M introduced in (7.162), (7.163). The estimate (7.170) follows by Lemmata 3.12,
3.13, 3.7, (7.158), (7.148), (7.150), (7.175), (7.171). The estimate (7.171) follows by Lemma
3.13 and (7.175). The estimates (7.172), (7.173), (7.174) are proved in the same fashion. By
Lemma 7.12, the function a
pdq
3 is a evenpϕ, xq quasi-periodic traveling wave. Hence the function
b3 in (7.165) is a oddpϕ, xq quasi-periodic traveling wave. By Lemmata 3.19, 3.29, and 3.25,
the transformation Ψ is reversibility and momentum preserving, therefore the operator L9 is
reversible and momentum preserving.
Remark 7.14. In Proposition 7.18 we shall estimate }rBx,Rp0,dq9 s}k0,υ0,s,0 using (7.169) and (3.27).
In order to control }Rp0,dq9 }k0,υ0,s,1 we used the estimates (7.97) for finitely many α P N0, α ď αpMq,
depending on M . Furthermore in Proposition 7.18 we shall use (7.172)-(7.173) only for s1 “ s0.
7.7 Conclusion: partial reduction of Lω
By Sections 7.1-7.6, the linear operator L in (7.12) is semi-conjugated, for all ω P DCpυ, τq, to
the real, reversible and momentum preserving operator L9 defined in (7.168), namely
L9 “W´12 LW1 , (7.176)
where
W1 :“ PZEQĂMCΦMΦVΨ , W2 :“ PρZEQĂMCΦMΦVΨ . (7.177)
Moreover L9 is defined for all ω P Rν .
Now we deduce a similar conjugation result for the projected operator Lω in (6.23), i.e. (7.1),
which acts in the normal subspace H=
S`,Σ. We first introduce some notation.
We denote by Π⊺
S`,Σ
and Π=
S`,Σ
the projections on the subspaces H⊺
S`,Σ
and H=
S`,Σ
defined
in Section 2.3. In view of Remark 7.2, we denote, with a small abuse of notation, Π⊺
S
`
0
,Σ
:“
Π
⊺
S`,Σ
` π0, so that Π⊺
S
`
0
,Σ
` Π=
S`,Σ
“ Id on the whole L2 ˆ L2. We remind that S0 “ S Y t0u,
where S is the set defined in (2.48). We denote by ΠS0 :“ Π⊺S ` π0, where Π⊺S is defined below
(2.58) together with the definition of ΠK
S0
, so that we have ΠS0 `ΠKS0 “ Id.
Lemma 7.15. Let M ą 0. There is σM ą 0 (depending also on k0, τ, ν) such that, assuming
(7.14) with µ0 ě σM , the following holds: the maps W1, W2 defined in (7.177) have the form
Wi “ ĂMC `Ripεq , (7.178)
where, for any i “ 1, 2, for all s0 ď s ď S,
}Ripεqh}k0,υs ÀS,M ευ´1
`}h}k0,υs`σM ` }I0}k0,υs`σM }h}k0,υs0`σM ˘ . (7.179)
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Moreover, for ευ´1 ď δpSq small enough, the operators
WK1 :“ Π=S`,ΣW1ΠKS0 , WK2 :“ Π=S`,ΣW2ΠKS0 , (7.180)
are invertible and, for all s0 ď s ď S, i “ 1, 2,
}pWKi q˘1h}k0,υs ÀS,M }h}k0,υs`σM ` }I0}k0,υs`σM }h}k0,υs0`σM , (7.181)
}∆12pWKi q˘1h}s1 Às1,M ευ´1 }i1 ´ i2}s1`σM }h}s1`σM . (7.182)
The operatorsWK1 ,W
K
2 map (anti)-reversible, respectively traveling, waves, into (anti)-reversible,
respectively traveling, waves.
Proof. The formulae (7.178) and the estimates (7.179) follow by (7.177), Lemmata 3.12, 3.13, and
(3.36), (7.23), (7.27), (7.91), (7.92), (7.112), (7.151), (7.152), (7.171). The invertibility of each
WKi and the estimates (7.181) follow as in [2] and noting that Π
=
S`,Σ
ĂMCΠK
S0
“ Π=
S`,Σ
MCΠK
S0
are invertible on their ranges, with inverses pΠ=
S`,Σ
MCΠK
S0
q´1 “ ΠK
S0
pMCq´1Π=
S`,Σ
. Since
Z, E ,Q, ĂM,ΦM ,Φ,V ,Ψ are reversibility and momentum preserving and using Remark 7.7 and
Lemmata 3.23 and 3.31, we deduce that WK1 , W
K
2 map (anti)-reversible, respectively traveling,
waves, into (anti)-reversible, respectively traveling, waves.
Remark 7.16. The time reparametrization P and the multiplication for the function ρ (which is
independent of the space variable), commute with the projections Π=
S`,Σ and Π
K
S0
.
The operator Lω in (6.23) (i.e. (7.1)) is semi-conjugated to
LK :“ pWK2 q´1LωWK1 “ ΠKS0 L9ΠKS0 `Rf (7.183)
where Rf is, by (7.180), (7.176), (7.178) (recall that ĂM is defined in (7.78)-(7.79)), and (2.59),
Rf :“ pWK2 q´1Π=S`,ΣR2pεqΠS0L9ΠKS0 (7.184)
´ pWK2 q´1Π=S`,ΣLΠ⊺S`
0
,Σ
R1pεqΠKS0 ´ εpWK2 q´1Π=S`,ΣJRWK1 .
Lemma 7.17. The operator Rf in (7.184) has the finite rank form (7.4), (7.5). Moreover, let
q0 P N0 and M ě 2pk0 ` q0q ´ 32 . There exists ℵpM, q0q ą 0 (depending also on k0, τ , ν) such
that, for any n1, n2 P N0, with n1` n2 ďM ´ 2pk0 ` q0q ` 52 , and any q P Nν0 , with |q| ď q0, the
operator xDyn1 BqϕRf xDyn2 is Dk0-tame, with a tame constant satisfying
MxDyn1BqϕRf xDyn2 psq ÀS,M,q0 ευ´1p1 ` }I0}k0,υs`ℵpM,q0qq , @s0 ď s ď S , (7.185)
} xDyn1 Bqϕ∆12Rf xDyn2 }LpHs1 q Às1,M,q0 ευ´1 }i1 ´ i2}s1`ℵpM,q0q , (7.186)
for any s1 as in (7.15).
Proof. The first two terms in (7.184) have the finite rank form (7.4) because of the presence of
the finite dimensional projector ΠS0 , respectively Π
⊺
S
`
0
,Σ
. In the last term, the operator R has the
finite rank form (7.4). The estimate (7.185) follows by (7.184), (7.177), (7.180), (7.168), (7.4),
(3.7) and (7.179), (7.181), (7.169), (7.170), (7.5). The estimate (7.186) follows similarly.
Proposition 7.18. (Reduction of Lω up to smoothing operators) For all pω, κq P DCpυ, τqˆ
rκ1, κ2s, the operator Lω in (6.23) (i.e. (7.1)) is semi-conjugated via (7.183) to the real, reversible
and momentum preserving operator LK. For all pω, κq P Rν ˆ rκ1, κ2s, the extended operator de-
fined by the right hand side in (7.183) has the form
LK “ ω ¨ Bϕ1K ` iDK `RK, , (7.187)
where 1K denotes the identity map of HKS0 (cfr. (2.58)) and
74
1. DK is the diagonal operator
DK :“
ˆ
DK 0
0 ´DK
˙
, DK :“ diagjPSc
0
µj , S
c
0 :“ ZzpSY t0uq ,
with eigenvalues µj :“ m 3
2
Ωjpκq ` m1j ` m 1
2
|j| 12 P R , where the real constants m 3
2
, m1, m 1
2
,
defined respectively in (7.88), (7.144), (7.140), satisfy
|m 3
2
´ 1|k0,υ ` |m1|k0,υ ` |m 1
2
|k0,υ À ε ; (7.188)
In addition, for some σ ą 0,
|∆12m 3
2
| ` |∆12m1| ` |∆12m 1
2
| À ε }i1 ´ i2}s0`σ . (7.189)
2. The operator RK is real, reversible and momentum preserving. Moreover, for any q0 P N0,
M ą 2pk0 ` q0q ´ 32 , there is a constant ℵpM, q0q ą 0 (depending also on k0, τ , ν) such
that, assuming (7.14) with µ0 ě ℵpM, q0q, for any s0 ď s ď S, q P Nν0 , with |q| ď q0, the
operators BqϕRK, rBqϕRK, Bxs are Dk0-tame with tame constants satisfying
MBqϕRKpsq, MrBqϕRK,Bxspsq ÀS,M,q0 ευ´1p1 ` }I0}k0,υs`ℵpM,q0qq . (7.190)
Moreover, for any q P Nν0 , with |q| ď q0,
}Bqϕ∆12RK}LpHs0 q ` }Bqϕ∆12rRK, Bxs}LpHs0q ÀM ευ´1 }i1 ´ i2}s0`ℵpM,q0q . (7.191)
Proof. By (7.183) and (7.168) we deduce (7.187) with
RK :“ ΠKS0pRp0,dq9 `T9,M qΠKS0 `Rf .
The estimates (7.188)-(7.189) follow by Lemmata 7.9, 7.12, 7.13. The estimate (7.190) follows
by Lemmata 3.6, 3.13, (7.169) and (7.170), (7.185), choosing pn1, n2q “ p1, 0q, p0, 1q. The esti-
mate (7.191) follows similarly. The operator Lω in (6.23) is reversible and momentum preserving
(Lemma 7.1). By Sections 7.2-7.6, the maps Z, E ,Q, ĂM,ΦM ,Φ,V ,Ψ are reversibility and mo-
mentum preserving. Therefore, using also (7.18), (7.24) and Lemmata 3.23 and 3.31, we deduce
that the operator LK in (7.183) is reversible and momentum preserving. Since iDK is reversible
and momentum preserving, we deduce that RK is reversible and momentum preserving.
8 Almost-diagonalization and invertibility of Lω
In Proposition 7.18 we obtained the operator LK in (7.187) which is diagonal and constant
coefficient up to the bounded operator RKpϕq. In this section we complete the diagonalization
of LK implementing a KAM iterative scheme. As starting point, we consider the real, reversible
and momentum preserving operator, acting in HK
S0
,
L0 :“ L0piq :“ LK “ ω ¨ Bϕ1K ` iD0 `Rp0qK , (8.1)
defined for all pω, κq P Rν ˆ rκ1, κ2s, with diagonal part (with respect to the exponential basis)
D0 :“
ˆ
D0 0
0 ´D0
˙
, D0 :“ diagjPSc
0
µ
p0q
j , µ
p0q
j :“ m 3
2
Ωjpκq ` m1j ` m 1
2
|j| 12 , (8.2)
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where Sc0 “ ZzS0, S0 “ SY t0u, the real constants m 3
2
, m1, m 1
2
satisfy (7.188)-(7.189) and
R
p0q
K :“ RK :“
˜
R
p0,dq
K R
p0,oq
K
R
p0,oq
K R
p0,dq
K
¸
, R
p0,dq
K : H
K
S0
Ñ HKS0 , Rp0,oqK : HK´S0 Ñ HKS0 , (8.3)
which is a real, reversible, momentum preserving operator satisfying (7.190), (7.191). We denote
HK˘S0 “ thpxq “
ř
jR˘S0 hje
˘ijx P L2u. Note that
D0 : H
K
´S0 Ñ HK´S0 , D0 “ diagjP´Sc0 pµ
p0q
´j q . (8.4)
Proposition 7.18 implies that the operator R
p0q
K satisfies the tame estimates of Lemma 8.1 below
by fixing the constant M large enough (which means performing sufficiently many regularizing
steps in Section 7.4), namely
M :“ “2pk0 ` s0 ` bq ´ 32‰` 1 P N , (8.5)
where
b :“ ras ` 2 P N , a :“ 3τ1 ě 1 , τ1 :“ k0 ` pk0 ` 1qτ . (8.6)
These conditions imply the convergence of the iterative scheme (8.46)-(8.47), see Lemma 8.8.
We also set
µpbq :“ ℵpM, s0 ` bq , (8.7)
where the constant ℵpM, q0q is given in Proposition 7.18.
Lemma 8.1. (Smallness of R
p0q
K ) Assume (7.14) with µ0 ě µpbq. Then the operators Rp0qK ,
rRp0qK , Bxs, and Bs0ϕmRp0qK , rBs0ϕmRp0qK , Bxs, Bs0`bϕm Rp0qK , rBs0`bϕm Rp0qK , Bxs, m “ 1, . . . , ν, are Dk0-tame
and, defining
M0psq :“ max
 
M
R
p0q
K
psq, MrRp0qK ,Bxspsq, MBs0ϕmRp0qK psq, MrBs0ϕmRp0qK ,Bxspsq , m “ 1, . . . , ν
(
, (8.8)
M0ps, bq :“ max
 
MBs0`bϕm Rp0qK
psq, MrBs0`bϕm Rp0qK ,Bxspsq , m “ 1, . . . , ν
(
, (8.9)
we have, for all s0 ď s ď S,
M0ps, bq :“ max tM0psq,M0ps, bq u ď CpSq ε
υ
p1 ` }I0}k0,υs`µpbqq , M0ps0, bq ď CpSq
ε
υ
. (8.10)
Moreover, for all q P Nν0 , with |q| ď s0 ` b,
}Bqϕ∆12Rp0qK }LpHs0 q , }∆12rBqϕRp0qK , Bxs}LpHs0 q ď CpSqευ´1 }i1 ´ i2}s0`µpbq . (8.11)
Proof. Recalling (8.8), (8.9), the bounds (8.10)-(8.11) follow by (7.190), (8.5), (8.7), (7.191).
We perform the almost-reducibility of L0 along the scale
N´1 :“ 1 , Nn :“ Nχ
n
0 , @ n P N0 , χ :“ 3{2 . (8.12)
Theorem 8.2. (Almost-diagonalization of L0: KAM iteration) There exists τ2pτ, νq ą
τ1pτ, νq ` a (with τ1, a defined in (8.6)) such that, for all S ą s0, there is N0 :“ N0pS, bq P N
such that, if
N τ20 M0ps0, bqυ´1 ď 1 , (8.13)
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then, for all n P N0, n “ 0, 1, . . . , n:
pS1qn There exists a real, reversible and momentum preserving operator
Ln :“ ω ¨ Bϕ1K ` iDn `RpnqK ,
Dn :“
ˆ
Dn 0
0 ´Dn
˙
, Dn :“ diagjPSc
0
µ
pnq
j ,
(8.14)
defined for all pω, κq in Rν ˆ rκ1, κ2s, where µpnqj are k0-times differentiable real functions
µ
pnq
j pω, κq :“ µp0qj pω, κq ` rpnqj pω, κq , µp0qj “ m 3
2
Ωjpκq ` m1 j ` m 1
2
|j| 12 , (8.15)
satisfying r
p0q
j “ 0 and, for n ě 1,
|rpnqj |k0,υ ď CpS, bqευ´1 , |µpnqj ´ µpn´1qj |k0,υ ď CpS, bqευ´1N´an´2 , @j P Sc0 . (8.16)
The remainder
R
pnq
K :“
˜
R
pn,dq
K R
pn,oq
K
R
pn,oq
K R
pn,dq
K
¸
, R
pn,dq
K : H
K
S0
Ñ HKS0 , Rpn,oqK : HK´S0 Ñ HKS0 (8.17)
is Dk0-modulo-tame: more precisely, the operators R
pn,dq
K , R
pn,oq
K , xBϕybRpn,dqK , xBϕybRpn,oqK , are
Dk0-modulo-tame with modulo-tame constants
M7npsq :“M7
R
pnq
K
psq :“ maxtM7
R
pn,dq
K
psq,M7
R
pn,oq
K
psqu ,
M
7
nps, bq :“M7xBϕybRpnqK psq :“ maxtM
7
xBϕybRpn,dqK
psq,M7xBϕybRpn,oqK psqu ,
(8.18)
which satisfy, for some constant C˚ps0, bq ą 0, for all s0 ď s ď S,
M7npsq ď C˚ps0, bqM0ps, bqN´an´1 , M7nps, bq ď C˚ps0, bqM0ps, bqNn´1 . (8.19)
Define the sets Λυn “ Λυn piq by Λυ0 :“ DCp2υ, τq ˆ rκ1, κ2s and, for n ě 1,
Λυn :“
 
λ “ pω, κq P Λυn´1 :ˇˇ
ω ¨ ℓ` µpn´1qj ´ µpn´1qj1
ˇˇ ě υ x|j| 32 ´ |j1| 32 y xℓy´τ
@ |ℓ| ď Nn´1 , j, j1 R S0 , pℓ, j, j1q ‰ p0, j, jq, with ~ ¨ ℓ` j ´ j1 “ 0 ,ˇˇ
ω ¨ ℓ` µpn´1qj ` µpn´1qj1
ˇˇ ě υ ` |j| 32 ` |j1| 32 ˘ xℓy´τ
@ |ℓ| ď Nn´1 , j, j1 R S0 with ~ ¨ ℓ` j ` j1 “ 0
(
.
(8.20)
For n ě 1 there exists a real, reversibility and momentum preserving map, defined for all pω, κq P
Rν ˆ rκ1, κ2s, of the form
Φn´1 “ eXn´1 , Xn´1 :“
˜
X
pdq
n´1 X
poq
n´1
X
poq
n´1 X
pdq
n´1
¸
, X
pdq
n´1 : H
K
S0
Ñ HKS0 , X
poq
n´1 : H
K
´S0 Ñ HKS0 ,
such that, for all λ P Λυn , the following conjugation formula holds:
Ln “ Φ´1n´1Ln´1Φn´1 . (8.21)
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The operators Xn´1, xBϕybXn´1, are Dk0-modulo-tame with modulo tame constants satisfying,
for all s0 ď s ď S,
M
7
Xn´1
psq ď Cps0, bqυ´1N τ1n´1N´an´2M0ps, bq ,
M
7
xBϕybXn´1psq ď Cps0, bqυ
´1N τ1n´1Nn´2M0ps, bq .
(8.22)
pS2qn Let i1pω, κq, i2pω, κq such that RpnqK pi1q, RpnqK pi2q satisfy (8.10), (8.11). Then, for all
pω, κq P Λυ1n pi1q X Λυ2n pi2q with υ1, υ2 P rυ{2, 2υs,
}|∆12RpnqK |}LpHs0 q ÀS,b ευ´1N´an´1 }i1 ´ i2}s0`µpbq , (8.23)
}| xBϕyb∆12RpnqK |}LpHs0 q ÀS,b ευ´1Nn´1 }i1 ´ i2}s0`µpbq . (8.24)
Furthermore, for n ě 1, for all j P Sc0,
|∆12prpnqj ´ rpn´1qj q| ď C}|∆12RpnqK |}LpHs0 q , (8.25)
|∆12rpnqj | ď CpS, bqευ´1 }i1 ´ i2}s0`µpbq . (8.26)
pS3qn Let i1, i2 be like in pS2qn and 0 ă ρ ă υ{2. Then
ευ´1CpSqN τ`1n´1 }i1 ´ i2}s0`µpbq ď ρ ñ Λυn pi1q Ď Λυ´ρn pi2q . (8.27)
Theorem 8.2 implies also that the invertible operator
Un :“ Φ0 ˝ . . . ˝Φn´1 , n ě 1 , (8.28)
has almost diagonalized L0. We have indeed the following corollary.
Theorem 8.3. (Almost-diagonalization of L0) Assume (7.14) with µ0 ě µpbq. For all
S ą s0, there exist N0 “ N0pS, bq ą 0 and δ0 “ δ0pSq ą 0 such that, if the smallness condition
N τ20 ευ
´2 ď δ0 (8.29)
holds, where τ2 “ τ2pτ, νq is defined in Theorem 8.2, then, for all n P N and for all pω, κq P
R
ν ˆ rκ1, κ2s the operator Un in (8.28) is well-defined, the operators U˘1n ´ 1K are Dk0-modulo-
tame with modulo-tame constants satisfying, for all s0 ď s ď S,
M
7
U
˘1
n
´1Kpsq ÀS ευ
´2N τ10 p1 ` }I0}k0,υs`µpbqq , (8.30)
where τ1 is given by (8.6). Moreover Un, U
´1
n are real, reversibility and momentum preserving.
The operator Ln “ ω ¨ Bϕ1K ` iDn `RpnqK , defined in (8.14) with n “ n is real, reversible and
momentum preserving. The operator R
pnq
K is D
k0-modulo-tame with a modulo-tame constant
satisfying, for all s0 ď s ď S,
M
7
R
pnq
K
psq ÀS ευ´1N´an´1p1` }I0}k0,υs`µpbqq .
Moreover, for all pω, κq in Λυn “ Λυn piq “
Şn
n“0 Λ
υ
n , where the sets Λ
υ
n are defined in (8.20), the
conjugation formula Ln :“ U´1n L0Un holds.
Proof of Theorem 8.2
The proof of Theorem 8.2 is inductive. We first show that pS1qn-pS3qn hold when n “ 0.
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The step n “ 0. Proof of pS1q0. Properties (8.14)-(8.15), (8.17) for n “ 0 hold by (8.1),
(8.2), (8.3) with r
p0q
j “ 0. We now prove that also (8.19) for n “ 0 holds.
Lemma 8.4. We have M70psq,M70ps, bq Às0,b M0ps, bq.
Proof. Let R P tRp0,dqK , Rp0,oqK u. We prove that xBϕybR is Dk0 -modulo-tame. Using the inequality
xℓ´ ℓ1y2q0 xj ´ j1y2 Àq0 1`
ˇˇ
ℓ´ ℓ1 ˇˇ2q0 ` ˇˇj ´ j1 ˇˇ2 ` ˇˇℓ´ ℓ1 ˇˇ2q0 ˇˇj ´ j1 ˇˇ2 ,
it follows, recalling (3.35), (8.10), (the matrix elements of the commutator rBx, As are ipj ´
j1qAj1j pℓ ´ ℓ1q), that, for any j1 P Sc0, ℓ1 P Zν ,
υ2|k|
ÿ
ℓ,j
xℓ, jy2s xℓ´ ℓ1y2ps0`bq xj ´ j1y2 ˇˇBkλRj1j pℓ ´ ℓ1qˇˇ2
Àb M0ps0, bq2 xℓ1, j1y2s `M0ps, bq2 xℓ1, j1y2s0 .
(8.31)
Let s0 ď s ď S. Then, for any |k| ď k0, by Cauchy-Schwartz inequality, we have››| xBϕyb BkλR|h››2s ďÿ
ℓ,j
xℓ, jy2s
´ ÿ
ℓ1,j1
xℓ´ ℓ1yb ˇˇpBkλRqj1j pℓ´ ℓ1qˇˇ |hℓ1,j1 |¯2
ď
ÿ
ℓ,j
xℓ, jy2s
´ ÿ
ℓ1,j1
xℓ´ ℓ1ys0`b xj ´ j1y |pBkλRqj
1
j pℓ´ ℓ1q||hℓ1,j1 |
1
xℓ´ ℓ1ys0 xj ´ j1y
¯2
Às0
ÿ
ℓ,j
xℓ, jy2s
ÿ
ℓ1,j1
xℓ´ ℓ1y2ps0`bq xj ´ j1y2 |pBλRqj
1
j pℓ´ ℓ1q|2|hℓ1,j1 |2
(8.31)
Às0,b υ´2|k|
ÿ
ℓ1,j1
|hℓ1,j1 |2
`
M0ps0, bq2 xℓ1, j1y2s `M0ps, bq2 xℓ1, j1y2s0
˘
.
Therefore, we obtainM7xBϕybRpsq Às0,b M0ps, bq and thenM
7
0ps, bq Às0,b M0ps, bq. The inequality
M
7
0psq Às0 M0ps, bq follows similarly.
Proof of pS2q0. The proof of estimates (8.23), (8.24) at n “ 0 follows by (8.11), arguing
similarly to Lemma 8.4.
Proof of pS3q0. It is trivial since, by definition, Λυ0pi1q “ DCp2υ, τq ˆ rκ1, κ2s Ă Λυ´ρ0 pi2q.
The reducibility step. We now describe the generic inductive step, showing how to transform
Ln into Ln`1 by the conjugation with Φn. For sake of simplicity in the notation, we drop the
index n and we write ` instead of n ` 1, so that we write L :“ Ln, L` :“ Ln`1, RK :“ RpnqK ,
R
p`q
K :“ Rpn`1qK , N :“ Nn, etc. We conjugate L in (8.14) by a transformation of the form
Φ :“ eX , X :“
ˆ
Xpdq Xpoq
Xpoq Xpdq
˙
, Xpdq : HKS0 Ñ HKS0 , Xpoq : HK´S0 Ñ HKS0 , (8.32)
where X is a bounded linear operator, chosen below in (8.37), (8.38). By the Lie expansions
(3.16)-(3.17) we have
L` :“ Φ´1LΦ “ ω ¨ Bϕ1K ` iD` ppω ¨ BϕXq ´ irX,Ds `ΠNRKq `ΠKNRK (8.33)
´
ż 1
0
e´τXrX,RKseτX dτ ´
ż 1
0
p1´ τqe´τXrX, pω ¨ BϕXq ´ irX,DsseτX dτ
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where ΠN is defined in (3.39) and Π
K
N :“ Id´ΠN . We want to solve the homological equation
ω ¨ BϕX´ irX,Ds `ΠNRK “ rRKs (8.34)
where
rRKs :“
˜
rRpdqK s 0
0 rRpdqK s
¸
, rRpdqK s :“ diagjPSc0pR
pdq
K qjjp0q . (8.35)
By (8.14), (8.17) and (8.32), the homological equation (8.34) is equivalent to the two scalar
homological equations
ω ¨ BϕXpdq ´ ipXpdqD ´DXpdqq `ΠNRpdqK “ rRpdqK s
ω ¨ BϕXpoq ` ipXpoqD `DXpoqq `ΠNRpoqK “ 0 .
(8.36)
Recalling (8.14) and since D “ diagjP´Sc
0
pµ´jq, acting in HK´S0 (see (8.4)) the solutions of (8.36)
are, for all pω, κq P Λυn`1 (see (8.20) with n ù n` 1)
pXpdqqj1j pℓq :“
$’&’%´
pRpdqK qj
1
j pℓq
ipω ¨ ℓ` µj ´ µj1 q if
#
pℓ, j, j1q ‰ p0, j, jq, j, j1 P Sc0, xℓy ď N
ℓ ¨ ~` j ´ j1 “ 0
0 otherwise ,
(8.37)
pXpoqqj1j pℓq :“
$’&’%´
pRpoqK qj
1
j pℓq
ipω ¨ ℓ` µj ` µ´j1q if
#
@ ℓ P Zν j,´j1 P Sc0, xℓy ď N
ℓ ¨ ~` j ´ j1 “ 0
0 otherwise .
(8.38)
Note that, since ´j1 P Sc0, we can apply the bounds (8.20) for pω, κq P Λυn`1.
Lemma 8.5. (Homological equations) The real operator X defined in (8.32), (8.37), (8.38),
(which for all pω, κq P Λυn`1 solves the homological equation (8.20))) admits an extension to the
whole parameter space Rν ˆrκ1, κ2s. Such extended operator is Dk0 -modulo-tame with a modulo-
tame constant satisfying, for all s0 ď s ď S,
M
7
X
psq Àk0 N τ1υ´1M7psq , M7xBϕybXpsq Àk0 N
τ1υ´1M7ps, bq , (8.39)
where τ1 :“ τpk0 ` 1q ` k0. If υ{2 ď υ1, υ2 ď 2υ, then, for all pω, κq P Λυ1n`1pi1q X Λυ2n`1pi2q,
} |∆12X| }LpHs0 q À N2τυ´1p} |RKpi2q| }LpHs0 q }i1 ´ i2}s0`µpbq ` } |∆12RK| }LpHs0 qq , (8.40)
}| xBϕyb∆12X|}LpHs0 q À
N2τυ´1p}| xBϕybRKpi2q|}LpHs0 q }i1 ´ i2}s0`µpbq ` }| xBϕy
b
∆12RK|}LpHs0 qq . (8.41)
The operator X is reversibility and momentum preserving.
Proof. We prove that (8.39) holds for Xpdq. The proof for Xpoq holds analogously. First, we
extend the solution in (8.37) to all λ in Rν ˆ rκ1, κ2s by setting (without any further relabeling)
pXpdqqj1j pℓq “ i gℓ,j,j1pλqpRpdqK qj
1
j pℓq, where
gℓ,j,j1pλq :“ χpfpλqρ
´1q
fpλq , fpλq :“ ω ¨ ℓ` µj ´ µj1 , ρ :“ υ xℓy
´τ x|j| 32 ´ |j1| 32 y ,
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and χ is the cut-off function (3.10). By (8.15), (8.16), (7.188), (8.20), Lemma 4.4, (5.39), together
with (3.10), we deduce that, for any k1 P Nν0 , |k1| ď k0,
sup
|k1|ďk0
ˇˇBk1λ gℓ,j,j1 ˇˇ Àk0 xℓyτ1 υ´1´|k1| , τ1 “ τpk0 ` 1q ` k0 ,
and we deduce, for all 0 ď |k| ď k0,
|BkλpXpdqqj
1
j pℓq| Àk0
ÿ
k1`k2“k
|Bk1λ gℓ,j,j1pλq||Bk2λ pRpdqK qj
1
j pℓq|
Àk0 xℓyτ1 υ´1´|k|
ÿ
|k2|ď|k|
υ|k2||Bk2λ pRpdqK qj
1
j pℓq| . (8.42)
By (8.37) we have that pXpdqqj1j pℓq “ 0 for all xℓy ą N . Therefore, for all |k| ď k0, we have
}| xBϕyb BkλXpdq|h}2s ď
ÿ
ℓ,j
xℓ, jy2s
´ ÿ
xℓ´ℓ1yďN,j1
| xℓ´ ℓ1yb BkλpXpdqqj
1
j pℓ´ ℓ1q||hℓ1,j1 |
¯2
(8.42)
Àk0 N2τ1υ´2p1`|k|q
ÿ
|k2|ď|k|
υ2|k2|
ÿ
ℓ,j
xℓ, jy2s
´ ÿ
ℓ1,j1
| xℓ´ ℓ1yb Bk2λ pRpdqK qj
1
j pℓ ´ ℓ1q||hℓ1,j1 |
¯2
Àk0 N2τ1υ´2p1`|k|q
ÿ
|k2|ď|k|
υ2|k2|}| xBϕyb Bk2λ RpdqK ||h|}2s
(3.38),(8.18)
Àk0 N2τ1υ´2p1`|k|q
`
M7ps, bq2 }h}2s0 `M7ps0, bq2 }h}
2
s
˘
,
and, by Definition 3.14, we conclude that M7xBϕybXpdqpsq Àk0 N
τ1υ´1M7ps, bq. The analogous
estimates for xBϕybXpoq, Xpdq, Xpoq and (8.40), (8.41) follow similarly. By induction, the operator
RK is reversible and momentum preserving. Therefore, by (8.32), (8.37), (8.38) and Lemmata
3.18, 3.28, it follows that X is reversibility and momentum preserving.
By (8.33), (8.34), for all λ P Λυn`1, we have
L` “ Φ´1LΦ “ ω ¨ Bϕ1K ` iD` `Rp`qK , (8.43)
where
D` :“ D´ irRKs ,
R
p`q
K :“ ΠKNRK ´
ż 1
0
e´τXrX,RKseτX dτ `
ż 1
0
p1´ τqe´τXrX,ΠNRK ´ rRKsseτX dτ .
(8.44)
The right hand side of (8.43)-(8.44) define an extension of L` to the whole parameter space
Rν ˆ rκ1, κ2s, since RK and X are defined on Rν ˆ rκ1, κ2s.
The new operator L` in (8.43) has the same form of L in (8.14) with the non-diagonal
remainder R
p`q
K which is the sum of a term Π
K
NRK supported on high frequencies and a quadratic
function of X and RK. The new normal form D` is diagonal:
Lemma 8.6. (New diagonal part) For all pω, κq P Rν ˆ rκ1, κ2s, the new normal form is
iD` “ iD` rRKs “ i
ˆ
D` 0
0 ´D`
˙
, D` :“ diagjPSc
0
µ
p`q
j , µ
p`q
j :“ µj ` rj P R ,
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where each rj satisfies, on R
ν ˆ rκ1, κ2s,
|rj|k0,υ “ |µp`qj ´ µj |k0,υ ÀM7ps0q . (8.45)
Moreover, given tori i1pω, κq, i2pω, κq, we have |rjpi1q ´ rjpi2q| À }|∆12RK|}LpHs0 q.
Proof. Recalling (8.35), we have that rj :“ ´ipRpdqK qjjp0q, for all j P Sc0. By the reversibility of
R
pdq
K and (3.44) we deduce that rj P R. Recalling the definition of M7ps0q in (8.18) (with s “ s0)
and Definition 3.14, we have, for all 0 ď |k| ď k0, }|BkλRpdqK |h}s0 ď 2υ´|k|M7ps0q }h}s0 , and
therefore |BkλpRpdqK qjjp0q| À υ´|k|M7ps0q . Hence (8.45) follows. The last bound for |rjpi1q´rjpi2q|
follows analogously.
The iterative step. Let n P N0 and assume that the statements pS1qn-pS3qn are true. We now
prove pS1qn`1-pS3qn`1. For sake of simplicity in the notation (as in other parts of the paper) we
omit to write the dependence on k0, which is considered as a fixed constant.
Proof of pS1qn`1. The real operator Xn defined in Lemma 8.5 is defined for all pω, κq P
Rνˆrκ1, κ2s and, by (8.39), (8.19), satisfies the estimates (8.22) at the step n`1. The flow maps
Φ˘1n “ e˘Xn are well defined by Lemma 3.16. By (8.43), for all λ P Λυn`1, the conjugation formula
(8.21) holds at the step n`1. The operatorXn is reversibility and momentum preserving, and so
are the operators Φ˘1n “ e˘Xn . By Lemma 8.6, the operator Dn`1 is diagonal with eigenvalues
µ
pn`1q
j : R
ν ˆ rκ1, κ2s Ñ R, µpn`1qj “ µp0qj ` rpn`1qj with rpn`1qj :“ rpnqj ` rpnqj satisfying, using
also (8.19), (8.16) at the step n ` 1. The next lemma provides the estimates of the remainder
R
pn`1q
K “ Rp`qK defined in (8.44).
Lemma 8.7. The operators R
pn`1q
K and xBϕybRpn`1qK are Dk0-modulo-tame with modulo-tame
constants satisfying
M
7
n`1psq À N´bn M7nps, bq `N τ1n υ´1M7npsqM7nps0q , (8.46)
M
7
n`1ps, bq Àb M7nps, bq `N τ1n υ´1
`
M7nps, bqM7nps0q `M7nps0, bqM7npsq
˘
. (8.47)
Proof. The estimates (8.46), (8.47) follow by (8.44), Lemmata 3.15, , 3.16, (3.40) and (8.39),
(8.19), (8.6), (8.12), (8.13).
Lemma 8.8. Estimates (8.19) holds at the step n` 1.
Proof. It follows by (8.46), (8.47), (8.19) at the step n, (8.6), the smallness condition (8.13) with
N0 “ N0ps0, bq ą 0 large enough and taking τ2 ą τ1 ` a.
Finally R
pn`1q
K is real, reversible and momentum preserving as R
pnq
K , since Xn is real, re-
versibility and momentum preserving. This concludes the proof of pS1qn`1.
Proof of pS2qn`1. It follows by similar arguments and we omit it.
Proof of pS3qn`1. The proof follows as for pS4qν`1 of Theorem 7.3 in [6], using pS2qn and the
fact that the momentum condition in (8.20) implies |j ´ j1| À Nn.
Almost invertibility of Lω
By (7.183) and Theorem 8.3 (where L0 “ LK) we obtain
Lω “W2,nLnW´11,n , W1,n :“WK1 Un , W2,n :“WK2 Un , (8.48)
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where the operator Ln is defined in (8.14) with n “ n. By (7.181) and (8.30), we have, for some
σ :“ σpτ, ν, k0q ą 0, for any s0 ď s ď S,
}W˘11,nh}k0,υs , }W˘12,nh}k0,υs ÀS }h}k0,υs`σ ` }I0}k0,υs`µpbq`σ}h}k0,υs0`σ . (8.49)
In order to verify the almost invertibility assumption (AI) of Lω in Section 6, we decompose the
operator Ln in (8.14) (with n instead of n) as
Ln “ Dăn `QpnqK `RpnqK (8.50)
where
Dăn :“ ΠKnpω ¨ Bϕ1K ` iDnqΠKn `ΠKKn , Q
pnq
K :“ ΠKKnpω ¨ Bϕ1K ` iDnqΠKKn ´ΠKKn , (8.51)
and the smoothing operator ΠK on the traveling waves is defined in (3.6), and Π
K
K :“ Id´ΠK .
The constants Kn in (8.51) are Kn :“ Kχ
n
0 , χ “ 3{2 (cfr. (6.24)), and K0 will be fixed in (9.5).
Lemma 8.9. (First order Melnikov non-resonance conditions) For all λ “ pω, κq in
Λ
υ,I
n`1 :“
!
λ P Rν ˆ rκ1, κ2s : |ω ¨ ℓ` µpnqj | ě 2υ
|j| 32
xℓyτ , @ |ℓ| ď Kn, j P S
c
0 , j ` ~ ¨ ℓ “ 0
)
, (8.52)
on the subspace of the traveling waves τςgpϕq “ gpϕ ´ ~ςq, ς P R, such that gpϕ, ¨q P HKS0 , the
operator Dăn in (8.51) is invertible and there exists an extension of the inverse operator (that we
denote in the same way) to the whole Rν ˆ rκ1, κ2s satisfying the estimate
}pDăn q´1g}k0,υs Àk0 υ´1}g}k0,υs`τ1 , τ1 “ k0 ` τpk0 ` 1q . (8.53)
Moreover pDăn q´1g is a traveling wave.
Proof. The estimate (8.53) follows arguing as in Lemma 8.5.
Standard smoothing properties imply that the operator Q
pnq
K in (8.51) satisfies, for any trav-
eling wave h P HK
S0
, for all b ą 0,
}QpnqK h}k0,υs0 À K´bn }h}k0,υs0`b` 32 , }Q
pnq
K h}k0,υs À }h}k0,υs` 3
2
. (8.54)
By the decompositions (8.48), (8.50), Theorem 8.3 (note that (6.1) and Lemma 6.2 imply (7.14)),
Proposition 7.18, the fact that W1,n, W2,n map (anti)-reversible, respectively traveling, waves,
into (anti)-reversible, respectively traveling, waves (Lemma 7.15) and estimates (8.49), (8.53),
(8.54), (3.8) we deduce the following theorem.
Theorem 8.10. (Almost invertibility of Lω) Assume (6.1). Let a, b as in (8.6) and M as
in (8.5). Let S ą s0 and assume the smallness condition (8.29). Then the almost invertibility
assumption (AI) in Section 6 holds with Λ0 replaced by
Λυn`1 :“ Λυn`1piq :“ Λυn`1 X Λυ,In`1 , (8.55)
(see (8.20), (8.52)) and, with µpbq defined in (8.7),
Lăω :“W2,nDăn W´11,n , Rω :“W2,nRpnqK W´11,n , RKω :“W2,nQpnqK W´11,n .
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9 Proof of Theorem 5.2
Theorem 5.2 is a consequence of Theorem 9.2 below. We consider the finite dimensional subspaces
of traveling wave variations
En :“
 
Ipϕq “ pΘ, I, wqpϕq such that (3.53) holds : Θ “ ΠnΘ , I “ ΠnI , w “ Πnw
(
where Πnw :“ ΠKnw are defined as in (3.6) with Kn in (6.24), and we denote with the same
symbol Πngpϕq :“
ř
|ℓ|ďKn gℓe
iℓ¨ϕ. Note that the projector Πn maps (anti)-reversible traveling
variations into (anti)-reversible traveling variations.
In view of the Nash-Moser Theorem 9.2 we introduce the constants
a1 :“ maxt6σ1 ` 13, χpppτ ` 1q ` µpbq ` 2σ1q ` 1u , a2 :“ χ´1a1 ´ µpbq ´ 2σ1 , (9.1)
µ1 :“ 3pµpbq ` 2σ1q ` 1 , b1 :“ a1 ` 2µpbq ` 4σ1 ` 3` χ´1µ1 , χ “ 3{2 (9.2)
σ1 :“ maxtσ, 2s0 ` 2k0 ` 5u , S “ s0 ` b1 , (9.3)
where σ “ σpτ, ν, k0q ą 0 is defined by Theorem 6.6, 2s0`2k0`5 is the largest loss of regularity
in the estimates of the Hamiltonian vector field XP in Lemma 6.1, µpbq is defined in (8.7), and
b “ ras ` 2 is defined in (8.6). The exponent p in (6.24) is required to satisfy
pa ą 1
2
a1 ` 32σ1 . (9.4)
By (8.6), and the definition of a1 in (9.1), there exists p “ ppτ, ν, k0q such that (9.4) holds, for
example we fix
p :“ 3pµpbq ` 4σ1 ` 1q
a
.
Remark 9.1. The constant a1 is the exponent in (9.9). The constant a2 is the exponent in
the second bound in (9.7). The constant µ1 is the exponent in pP3qn. The conditions on the
constants µ1, b1, a1 to allow the convergence of the Nash-Moser scheme in Theorem 9.2 are
a1 ą 6σ1 ` 12 , b1 ą a1 ` 2µpbq ` 4σ1 ` χ´1µ1 , pa ą 12a1 ` 32σ1 ,
as well as µ1 ą 3pµpbq ` 2σ1q. In addition, we require a1 ě χpppτ ` 1q ` µpbq ` 2σ1q ` 1 so that
a2 ě ppτ ` 1q ` χ´1, which is used in the proof of Lemma 9.3.
Given a function W “ pI, βq where I is the periodic component of a torus as in (5.8) and
β P Rν , we denote }W }k0,υs :“ }I}k0,υs ` |β|k0,υ.
Theorem 9.2. (Nash-Moser) There exist δ0, C˚ ą 0 such that, if
Kτ30 ευ
´2 ă δ0 , τ3 :“ maxtpτ2, 2σ1 ` a1 ` 4u , K0 :“ υ´1 , υ :“ εa , 0 ă a ă p2` τ3q´1 , (9.5)
where τ2 “ τ2pτ, νq is given by Theorem 8.2, then, for all n ě 0:
pP1qn There exists a k0-times differentiable function ĂWn : Rνˆrκ1, κ2s Ñ En´1ˆRν , λ “ pω, κq ÞÑĂWnpλq :“ prIn, rαn ´ ωq, for n ě 1, and ĂW0 :“ 0, satisfying
}ĂWn}k0,υs0`µpbq`σ1 ď C˚ευ´1 . (9.6)
Let rUn :“ U0 `ĂWn, where U0 :“ pϕ, 0, 0, ωq. The difference rHn :“ rUn ´ rUn´1, for n ě 1,
satisfies
} rH1}k0,υs0`µpbq`σ1 ď C˚ευ´1 , } rHn}k0,υs0`µpbq`σ1 ď C˚ευ´1K´a2n´1 , @ n ě 2 . (9.7)
The torus embedding rın :“ pϕ, 0, 0q ` rIn is reversible and traveling, i.e. (5.7) holds.
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pP2qn We define
G0 :“ Ωˆ rκ1, κ2s , Gn`1 :“ Gn XΛυn`1prınq , @ n ě 0 , (9.8)
where Λυn`1prınq is defined in (8.55). Then, for all λ P Gn , setting K´1 :“ 1, we have
}FprUnq}k0,υs0 ď C˚εK´a1n´1 . (9.9)
pP3qn (High norms) For all λ P Gn, we have }ĂWn}k0,υs0`b1 ď C˚ευ´1Kµ1n´1.
Proof. The inductive proof follows exactly as in [6, 2]. Note that the almost invertibility property
proved in Theorem 8.10, as well as in Theorem 6.6, is formulated exactly as in [6, 2]. The
only novelty is to check that each approximate torus rın is reversible and traveling. Clearly
i0 :“ pϕ, 0, 0q satisfies (5.7). Supposing inductively that rın is reversible and traveling, we now
prove that the successive approximation rın`1 defined by the modified Nash-Moser scheme in
[6, 2] is a reversible and traveling wave as well. By (9.5), the smallness condition (8.29) holds for
ε small enough. Moreover (6.1) holds by (9.6). Therefore Theorem 8.10 holds and the almost
invertibility assumption (AI) of Section 6 holds for all λ P Λυn`1, see (8.55). Then Theorem 6.6
implies the existence of an almost approximate inverse Tn :“ Tnpλ,rınq of the linearized operator
di,αFprınq, which satisfies, for any anti-reversible traveling wave variation g, the tame estimate
(6.40). Moreover. the first three components of Tng form a reversible traveling wave variation.
For all λ P Gn`1 “ Gn X Λυn`1prınq (cfr. (9.8)) we define the successive approximation
Un`1 :“ rUn `Hn`1 , Hn`1 :“ ppIn`1, pαn`1q :“ ´ΠnTnΠnFprUnq P En ˆ Rν ,
where Πn is defined for any pI, αq, with I a traveling wave variation, by ΠnpI, αq :“ pΠnI, αq.
By Lemma 5.1 and since rın is a reversible traveling wave, we have that FprUnq “ Fprın, rαnq is an
anti-reversible traveling wave variation, i.e (6.29)-(6.30) hold. Thus the first three components
of TnΠnFprUnq form a reversible traveling wave variation, as well as ΠnTnΠnFprUnq. Finally one
extends Hn`1, defined for λ P Gn`1, to rHn`1 defined for all λ P Rν ˆ rκ1, κ2s, with an equivalent
} }k0,υs -norm. Set rUn`1 :“ rUn ` rHn`1.
The estimates (9.6)-(9.9) and pP3qn`1 follow exactly as in [6, 2].
Proof of Theorem 5.2. Let υ “ εa, with 0 ă a ă a0 :“ 1{p2 ` τ3q. Then, the smallness
condition in (9.5) holds for 0 ă ε ă ε0 small enough and Theorem 9.2 holds. By (9.7), the
sequence of functions ĂWn “ rUn ´ pϕ, 0, 0, ωq “ prIn, rαn ´ ωq converges to a function W8 : Rν ˆ
rκ1, κ2s Ñ Hs0ϕ ˆHs0ϕ ˆHs0 ˆ Rν , and we define
U8 :“ pi8, α8q :“ pϕ, 0, 0, ωq `W8 .
The torus i8 is reversible and traveling, i.e. (5.7) holds. By (9.6), (9.7), we also deduce
}U8 ´ U0}k0,υs0`µpbq`σ1 ď C˚ευ´1 , }U8 ´ rUn}k0,υs0`µpbq`σ1 ď Cευ´1K´a2n , @ n ě 1 . (9.10)
In particular (5.10)-(5.11) hold. By Theorem 9.2-pP2qn, we deduce that Fpλ;U8pλqq “ 0 for any
λ P
č
nPN0
Gn “ G0 X
č
ně1
Λυn prın´1q (8.55)“ G0 X ” č
ně1
Λυn prın´1qıX ” č
ně1
Λυ,In prın´1qı
where G0 :“ Ωˆ rκ1, κ2s. To conclude the proof of Theorem 5.2 it remains only to define the µ8j
in (5.12) and prove that the set Cυ8 in (5.14)-(5.16) is contained in Xně0Gn. We first define
G8 :“ G0 X
” č
ně1
Λ2υn pi8q
ı
X
” č
ně1
Λ2υ,In pi8q
ı
. (9.11)
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Lemma 9.3. G8 Ď Xně0Gn, where Gn are defined in (9.8).
Proof. We shall use the inclusion property (8.27), with S fixed in (9.3). By (9.10) we have
εp2υq´1CpSqN τ`10 }i8 ´ i0}s0`µpbq ď εp2υq´1CpSqKppτ`1q0 C˚ευ´1 ď υ ,
εp2υq´1CpSqN τ`1n´1 }i8 ´rın´1}s0`µpbq ď εp2υq´1CpSqKppτ`1qn´1 Cευ´1K´a2n´1 ď υ , @ n ě 2 ,
since τ3 ą ppτ ` 1q (by (9.5) and τ2 ą τ1 “ τpk0 ` 1q ` k0) and a2 ą ppτ ` 1q (see Remark
9.1). Therefore (8.27) implies Λ2υn pi8q Ă Λυn prın´1q, @ n ě 1. By similar arguments we deduce that
Λ2υ,In pi8q Ă Λυ,In prın´1q.
Then we define the µ8j in (5.12), where m
8
3
2
:“ m 3
2
pi8q, m81 “ m1pi8q, m81
2
“ m 1
2
pi8q, with
m 3
2
, m1, m 1
2
provided in Proposition 7.18. By (8.16), the sequence prpnqj pi8qqnPN, with rpnqj given
by Theorem 8.2-pS1qn (evaluated at i “ i8), is a Cauchy sequence in | ¨ |k0,υ. Then we define
r8j :“ limnÑ8 rpnqj pi8q, for any j P Sc0, which satisfies |r8j ´ rpnqj pi8q|k0,υ ď Cευ´1N´an´1 for any
n ě 0. Then, recalling rp0qj pi8q “ 0 and (7.188), the estimates (5.13) hold (here C “ CpSq with
S fixed in (9.3)). Finally one checks (see e.g. Lemma 8.7 in [6]) that the Cantor set Cυ8 in (5.14)-
(5.17) satisfies Cυ8 Ď G8, with G8 defined in (9.11), and Lemma 9.3 implies that Cυ8 Ď Xně0Gn.
This concludes the proof of Theorem 5.2.
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