We deal with the existence of self-dual normal basis for Galois extensions of a commutative ring. We consider commutative rings which are local, connected semi-local (under some suitable restrictions) or zero-dimensional. We show that for such kind of rings every Galois extension of odd degree has a self-dual normal basis. May, 2005 ICMC-USP 
INTRODUCTION
Let R be a commutative ring and S be a commutative R-algebra which is a finitely generated projective R-module. Let G be a finite group of R-algebra automorphisms of S. We say that S is a Galois extension of R with Galois group G if the map ψ : S ⊗ R S → S × · · · × S given by ψ(x ⊗ y) = (xσ(y)) σ∈G for x, y ∈ S, is an isomorphism of S-algebras. By degree of S over R we mean the order of the group G. It is clear from the definition that the order of G is just the rank of S over R. A self-dual normal basis for such a Galois extension S of R is a basis of S, as a free R-module, consisting of the elements σ(α), σ ∈ G, for a fixed element α ∈ S, which is orthonormal with respect to the non-singular symmetric bilinear form ϕ t : (x, y) → t(xy) = σ∈G σ(xy), x, y ∈ S (that is, the basis is its own dual with respect to this form).
The existence problem of self-dual normal basis is closely related to the structure of certain bilinear forms associated with the Galois extension S of R and the G-invariant bilinear space (S, ϕ t ). This problem was firstly considered by P. Conner and R. Perlis in [6] . They proved that any Galois field extension of odd degree of the rational number field Q has a self-dual normal basis. Later, E. Bayer and H. W. Lenstra ( [3] , [4] ) proved the same assertion for any ground field.
Our aim in this note is to obtain similar results in the context of commutative rings. More precisely we are interested in the following question: the assertion ( ) If S is a Galois extension of R with Galois group G of odd order then it has a self-dual normal basis. is true for any commutative ring R and any finite group G of odd order?
Of course this question is restricted to rings for which Galois extensions have normal basis. This question was already pointed out in [17] and it has been answered affirmatively in the case that G is either cyclic [11] or abelian [17] , provided that S possesses a normal basis.
We will prove that the above assertion ( ) is true for any finite group G of odd order and any commutative ring which is local, connected semi-local in which either 2 or the order of G is a unity or zero-dimensional.
Throughout this note by ring we mean an associative and not necessarily commutative ring with identity. For any ring R we will denote by R × the multiplicative group of its unities. For basic facts on Galois theory of commutative rings we refer, for instance, to [5] , [7] or [8] .
2. PREREQUISITES 2.1. A Generalized Primitive Element Theorem: semi-local case Theorem 2.1.1 below improves and extends Theorem 1.1 of [19] to the context of commutative semi-local rings which are connected and provides a useful tool to prove Lemma 2.2.2, which is crucial for our purposes. Theorem 2.1.1 allow us to use, in the context of connected semi-local rings, classical arguments due to W. Scharlau [21] in order to obtain Lemma 2.2.2. By a connected commutative ring we mean a commutative ring whose unique idempotents are 0 and 1.
In this subsection all rings considered are commutative. Let i : R → S be a ring extension. We say that S is a strongly separable extension of R if S is separable as Ralgebra and finitely generated and projective as R-module. If for any finite subset N ⊆ S there exists a subalgebra L of S which contains N and is a strongly separable extension of R, we say that S is a locally strongly separable extension of R. We say that a connected ring is separably closed if its unique connected strongly separable extension is itself. We will denote by Ω(R), up to isomorphism, the (connected) separable closure of a connected ring R, that is, Ω(R) is a locally strongly separable extension of R which is connected and separably closed. For more about the (connected) separable closure of a connected commutative ring we refer to [16] .
Given a ring extension R ⊆ S we say that S has a primitive element over R if there exists α ∈ S such that S = R [α] . The existence of primitive elements for strongly separable extensions holds for fields and, more generally, for some kind of commutative rings under certain restrictive conditions. For instance, any strongly separable extension S of a semilocal ring R has a primitive element over R if and only if R m ≥ rank R S, for every maximal ideal m of R (see [20] ). Theorem 2.1.1 provides a generalization of the primitive element theorem in the case of a connected semi-local ring.
We say that a polynomial f (X) ∈ R[X] is separable over R if f (X) is monic and 
Proof: Let m 1 , . . . , m n be all the maximal ideals of R. We will proceed by steps.
Step 1:
In this case S has a primitive element over R by ([20] , Theorem 2.4). So, there is α ∈ S such that S = R [α] . Consequently, there exists a separable and indecomposable polynomial f (X) ∈ R[X] such that f (α) = 0 and
By the assumption on the cardinality of the residual fields R mi , for each 1 ≤ i ≤ n there exists r i ∈ R such that f (r i ) ∈ m i . So, there exits r ∈ R such that f (r) ∈ R × , by chinese remainder theorem. Now, taking g(X) = f (X + r) we have g(0) ∈ R × . Clearly, g is separable and indecomposable and
Step 2: . Take p ∈ Z a odd prime integer such that p does not divide
for every 1 ≤ i ≤ n. So, g is separable over R ( [10] , Theorem 2.2) and over S, since
[X] by construction and consequently g(X) is indecomposable in S [X] . Then it follows that the S-algebra T =
S[X]
(g(X)) is strongly separable and also connected by ([10] , Corollary 2.10). Note that S → T and by Theorem III 3.3 of [7] we can assume that T ⊆ Ω(R).
Let N q i (p) denote the number of all separable and indecomposable polynomials of degree
. By Theorem 3.25 of [15] we have
, which are separable and indecomposable, for each 1 ≤ i ≤ n. On the other hand, there exists a unique maximal ideal Q iji of T over M iji and
Step 3:
Step 2, consider p ∈ Z a odd prime integer such that p does not divide 
On the other hand, take polynomials
Applying again chinese remainder theorem we obtain a separable and indecomposable
(h i1 (X)···h in i (X)) and, consequently,
Then T has a primitive element over R (Theorem 2.4 of [20] ) and so there exist
The following example due to Dedekind ( [23] , page 170) illustrates Theorem 2.1.1 in the case R m < rank R S, for some maximal ideal m of R, where the rank condition is non-trivial, that is, = 1.
, and O the integral closure in E of the ring Z of the rational integers. Note that 2O = Q 1 Q 2 Q 3 where Q j , 1 ≤ j ≤ 3, are the unique maximal ideals of O over 2Z. Take R = Z (2) the localization of Z at 2Z, m = 2R and (g(X)) is a connected strongly separable extension of R, T ⊃ S and rank R T = 5.rank R S. Furthermore, T has a primitive element over R since T mT
F2[X]
(h(X)) with h(X) a product of three distinct monic and indecomposable polynomials over F 2 , each one of degree 5.
Hermitian spaces
Let A be a ring with an involution − : A → A and E be a left A-module. A biadditive map s : E × E → A is called a sesquilinear form if s(ax, by) = as(x, y)b for all x, y ∈ E and a, b ∈ A. By a hermitian form over E we mean a sesquilinear form h : E × E → A such that h(x, y) = h(y, x) for all x, y ∈ E. By a hermitian space over A we mean a pair (E, h) where E is a finite generated projective left A-module and h is a non-singular hermitian form, that is, the A-linear map H :
The notion of isomorphism as well as of orthogonal sums of hermitian spaces is standard and we refer, for instance, to [3] for more details.
We denote by G(A) the Grothendieck group of the isomorphism classes of even hermitian spaces over A, with respect to the orthogonal sum. The Witt group W (A) is by definition the quotient of G(A) by the subgroup generated by all the hyperbolic hermitian spaces over A. We will denote by [E, h] the element in W (A) represented by the hermitian space (E, h).
Note that if A is commutative and the involution is trivial, then hermitian spaces over A are symmetric bilinear spaces. The tensor product of symmetric bilinear spaces endows the corresponding Witt group W (A) with an structure of commutative ring with identity element represented by (A, µ) where µ denotes the multiplication in A.
¿From now on assume that A is an R-algebra with an R-linear involution, where R is a commutative ring.
For any commutative ring extension i : R → S set A S = S ⊗ R A. The extension of scalars induces a canonical group homomorphism ι * : W (A) → W (A S ). And if, in particular, the commutative ring extension i : R → S is a Frobenius extension then the corresponding trace map t : S → R, and its A-linear extension τ induce group homomorphisms t * :
, where R V (resp. R E) denotes the R-module V (resp. E) via the homomorphism i : R → S. The tensor product of an even hermitian space over A with a symmetric bilinear space over R is again an even hermitian space over A. Thus W (A) (resp. W (A S ) is a W (R)-module (resp. W (S)-module). Furthermore, it is easy to verify that
We recall that a commutative ring extension i : R → S is Frobenius if S is finite generated projective as R-module (with respect to i) and there exists an R-linear map t : S → R (called trace map) such that the corresponding symmetric bilinear form ϕ t : S × S → R given by ϕ t (s, s ) = t(ss ), s, s ∈ S, is non-singular.
Lemma 2.2.1 Let R be a commutative ring and A be an R-algebra with an R-linear involution. Consider the ring extension
Proof: Let x = X + (f (X)) and t : S → R the trace map given by t(1) = 1 and t(x i ) = 0 for every 1 ≤ i ≤ n − 1, where n denotes the degree of f (X). Clearly S is a Frobenius extension of R (see [1] For any hermitian space (E, h) over A and any ring extension i : R → S we will denote by h S : E S × E S → A S the extension of h to E S . 
Proposition 2.2.3 Let R, S and A be as in Lemma 2.2.2. Assume that A is also a semi-local ring. Let (E, h) and (E , h ) be two even hermitian spaces over A, such that E and E are free left A-modules of rank 1. If (E S , h S ) (E S , h S ) then (E, h) (E , h ).

Proof: By assumption [E
S , h S ] = [E S , h S ] in W (A S ), so [E, h] = [E , h ] in W (A) by Lemma 2.2
.2. Thus there are hyperbolic hermitian spaces (N, g) and (N , g ) over
A such that (E, h) ⊥ (N, g) (E , h ) ⊥ (N , g ). Then E ⊕ N E ⊕ N
Galois extensions
The following lemma is well known (see for instance [12] and [22] ) and it will also used in the next section. We reproduce it here for the sake of completeness.
Given a commutative ring extension R → S, G a subgroup of Aut R (S) and α ∈ S, we will denote by G α the subgroup of all the elements σ ∈ G satisfying σ(α) = α.
Lemma 2.3.1 Let R be a connected commutative ring and S be a Galois extension of R with group G. Then there exists a primitive idempotent v ∈ S such that:
(i) S = 1≤i≤n Sσ i (v), where {σ 1 , . . . , σ n } ⊆ G is a transversal for G v in G, (ii) Sσ i (v) is a connected Galois extension of Rσ i (v) R, with group G σi(v) , for every 1 ≤ i ≤ n, (iii) G σ i (v) = σ i G v σ −1 i , for every 1 ≤ i ≤ n.
THE MAIN RESULTS
In this section we will prove the existence of self-dual normal basis for any Galois extension of odd degree of a commutative ring which is local, connected semi-local under some restrictions or zero-dimensional. We use "zero-dimensional" in the sense of Krull dimension. The methods used in this section are adapted to the semi-local setting from those used by Bayer-Fluckiger in [3] . The basic idea of the proof of Theorem 3.2 below is contained in that paper.
Let R be a commutative ring and S be a Galois extension of R with Galois group G. Clearly S is a Frobenius extension of R with trace map t : S → R given by t = σ∈G σ, since S is in particular finite generated and projective of constant rank as R-module and separable as R-algebra. Note also that the action of G on S induces an obvious structure of left RG-module on S. Indeed S is a projective left RG-module ([17] , Proposition 2.1).
Now take an element α ∈ S. We say that α generates a normal basis of S over R (or S has a normal basis over R) if B = {σ(α) | σ ∈ G} is a basis of S as free R-module. We say that S has a self-dual normal basis if such a basis B is orthonormal with respect to the non-singular symmetric bilinear form ϕ t : S × S → R associated to the trace map t given above.
Note that RG is a ring with a canonical R-linear involution − : RG → RG given by ρ = ρ −1 for all ρ ∈ G. Also, the symmetric bilinear space (S, ϕ t ) over R is associated to the hermitian space (S, H t ) over RG, with H t : S × S → RG given by H t (x, y) = ρ∈G ϕ t (ρ(x), y)ρ for all x, y ∈ S. Clearly an element α ∈ S generates a normal basis (resp. a self-dual normal basis) of S over R if and only if {α} is a basis (resp. a orthonormal basis with respect to H t ) of S over RG.
Finally denote by (RG, l) the hermitian space over RG with l : RG × RG → RG given by l(x, y) = xy, for all x, y ∈ RG. Proof: Immediate.
Theorem 3.2 Let R be a commutative and connected semi-local ring and S be a Galois extension of R with Galois group G. Assume that either 2 or the order of G is a unity in R. If the order of G is odd then S has a self-dual normal basis over R.
Proof: Since R is semi-local, there exists an element α ∈ S which generates a normal basis over R ( [5] , Theorem 4.2). So it is enough to prove the existence of an element
It follows from the definition that the Galois extension S ⊗ R S of S, with Galois group G acting on the second component, has a self-dual normal basis over S, so the hermitian spaces (S, H t ) and (RG, l) become isomorphic over S. ¿From now on we will divide the proof in two parts. Firstly we will assume that S is connected.
If 2 ∈ R × it is immediate that (S, H t ) and (RG, l) are even. In fact it suffices to take 1 2 H t (resp. Suppose now that |G| ∈ R × . In this case we observe that the element e = 1 |G| σ∈G σ is a primitive central idempotent of RG and we have the following decomposition RG = RGe ⊕ RGe with e = 1 − e. It is immediate that RGe R and A = RGe is an R-algebra with an R-linear involution given by − | A . Also, A is finitely generated as R-module, so A is semi-local ( [14] , Proposition 20.6). Since, as observed above, the hermitian spaces (S, H t ) and (RG, l) become isomorphic over S, there exists y ∈ (SG) × such that yy = w. Thus we have we = (ye)(ye) = (ye) 2 and we = (ye )(ye ).
The first relation implies the existence of an element y 1 ∈ R × such that (y 1 e) 2 = (ye) 2 . In fact, note that ye ∈ SGe S, so putting y = σ∈G y σ σ in SG (resp. w = σ∈G w σ σ in RG) then we have y 0 = σ∈G y σ ∈ S × , w 0 = σ∈G w σ ∈ R × and y On the other hand, since the order of G is odd it follows that every 1 = σ ∈ G is not conjugate to its inverse. That allow us to assure that there exists a subset U of G such that U ∩ U −1 = φ and G \ {1} = U ∪ U −1 . By taking s = 1 + σ∈U σ one can easily see that the hermitian spaces (A, le ) and (A, h) are even with the corresponding sesquilinear forms given by sle and sh respectively. By Proposition 2.2.3 (A, le ) and (A, h) are isomorphic, so there exists z ∈ A × such that we = zz. Putting x = y 1 e + z ∈ (RG) × we have xx = (y 1 e + z)(y 1 e + z) = (y 1 e)(y 1 e) + zz = we + we = w, hence the required again follows.
In this second part of the proof, we will consider the general case. We recall that in this case, by Lemma 2.3.1, there exists a primitive idempotent v ∈ S such that S = 1≤i≤n S i , where Since the order of G is odd it follows that the order of G 1 is also odd. Furthermore, R 1 is semi-local, so S 1 has a normal basis over R 1 . Clearly, we have either 2v ∈ R × 1 or |G 1 | ∈ R × , for each 1 ≤ i ≤ n. So it follows, by the first part of the proof, that there exists an element α ∈ S 1 which generates a self-dual normal basis of S 1 over R 1 with respect to ϕ 1 . It is easy to verify that α i = σ i (α) ∈ S i generates a self-dual normal basis of S i over R i with respect to ϕ i , for every 1 ≤ i ≤ n, as well as α generates a self-dual normal basis of S over R with respect to ϕ t .
Corollary 3.3 Every Galois extension of odd degree of a commutative local ring has a self-dual normal basis.
Proof: Immediate.
Corollary 3.4 Every Galois extension of odd degree of a commutative zero-dimensional ring has a self-dual normal basis.
Proof: Let R be a commutative zero-dimensional ring and S be a Galois extension of R with group G of odd order. By ( [20] , Theorem 3.2) there exists an element α ∈ S which generates a normal basis of S over R. Then, as in the proof of theorem 3.1, it is enough to find un element x ∈ RG × such that w = ϕ t (α, α) = xx.
It follows from for all σ ∈ G, such that xx = w. The proof is complete.
