Abstract. We present a multi-stage Roe-type numerical scheme for a model of two-phase flows arisen from the modeling of deflagration-todetonation transition in granular materials. The first stage in the construction of the scheme computes the volume fraction at every time step. The second stage deals with the nonconservative terms in the governing equations which produces states on both side of the contact wave at each node. In the third stage, a Roe matrix for the two-phase is used to apply on the states obtained from the second stage. This scheme is shown to capture stationary waves and preserves the positivity of the volume fractions. Finally, we present numerical tests which all indicate that the proposed scheme can give very good approximations to the exact solution.
Introduction
Numerical approximations for multi-phase flow models have shown great challenging problems for a quite long time. In this work, we aim to build a Roe-type scheme for the following model of two-phase flows (see [7] ), ( 
1.1)
∂ t (α g ρ g ) + ∂ x (α g ρ g u g ) = 0, ∂ t (α g ρ g u g ) + ∂ x (α g (ρ g u 2 g + p g )) = p g ∂ x α g , ∂ t (α s ρ s ) + ∂ x (α s ρ s u s ) = 0, ∂ t (α s ρ s u s ) + ∂ x (α s (ρ s u 2 s + p s )) = −p g ∂ x α g , ∂ t ρ s + ∂ x (ρ s u s ) = 0, x ∈ R, t > 0.
The model (1.1) is obtained from the one in [7] , which treats the modeling of deflagration-to-detonation transition in granular materials. Here, we assume that the flows are nonreactive and isentropic so that only the equations of conservation of mass and momentum are involved, and the exchange of mass between the two phases are ignored. The first and the third equation of (1.1) expresses the conservation of mass in each phase; the second and the four equation of (1.1) expresses the balance of momentum in each phase; the last equation of (1.1) is the so-called compaction dynamics equation. See also [4] , where an alternative form of the compaction dynamics equation is given. Throughout, the subscripts g and s are used to indicate the quantities in the gas phase and in the solid phase, respectively. Then, α k , ρ k , u k , p k , k = g, s, stand for the volume fraction, density, velocity, and pressure in the k-phase, k = g, s, respectively. The volume fractions are constraint by the relation (1.2) α s + α g = 1.
Roe matrices are widely used in approximating solutions of hyperbolic systems of conservation laws, and in particular, gas dynamics equations. The Roe schemes have been shown to have good accuracy, and could well capture shock waves. However, the model (1.1) has the form of nonconservative systems of balance laws (see [9] ). Nonconservative terms in such a system often cause lots of inconvenience for standard numerical approximations. Fortunately, the system (1.1) is hyperbolic, and so this motivates us to develop the Roe scheme technique for the nonconservative system (1.1).
In this paper, we perform several stages in building a Roe-type scheme for (1.1). First, we observe that the nonconservative terms caused by the change of the volume fractions only. By a decomposition approach, we show that the velocity in the solid phase remains constant across contact discontinuities, and that the volume fractions change only across contact discontinuities. An alternative form of the compaction dynamics equation is used where the nonconservative term u s ∂ x α g can be numerically treated by an upwind scheme technique. This stage gives us the volume fractions at each time step. Second, we deal with the nonconservative terms in the governing equations of (1.1) by using the contact waves at each node. This stage gives us the states on both sides of the contact wave at each node. Third, we set a Roe matrix for the decoupling system where the volume fractions are removed from the governing equations of (1.1). Then, we substitute the states U n j±1 by the states U n j±1,∓ on the other side of the contacts at x j±1/2 in that Roe matrix of the decoupling system. This completes the three-stage construction of the indirect Roe-type scheme for (1.1). We then prove that the composite scheme is well-balanced and preserves the positivity of the volume fractions. Finally, we provide numerical tests in which we compared the approximate solutions by this Roe-type scheme with the exact solution of the Riemann problem. All tests show very good approximations to the exact solutions.
There have been many works in the literature on numerical approximations of nonconservative systems of balanced laws. The reader is referred to [1, 11, 16, 20, 24, 25] for numerical schemes for multi-phase multi-pressure models. In [33, 34] , well-balanced numerical schemes for two-phase flow models were built by using stationary waves to track the source terms. Well-balanced numerical schemes for one-pressure models of two-phase flows were constructed in [30, 31] . Besides, numerical well-balanced schemes for a single conservation law with a source term are presented in [3, 5, 6, 13, 14] . In [18, 19] a well-balanced scheme for the model of fluid flows in a nozzle with variable cross-section was were built and studied. Numerical treatments of source terms for shallow water equations were constructed in [3, 8, 15, 23, 32] . The Riemann problem for models of a fluid in a nozzle with discontinuous cross-section was solved in [21, 28] . The Riemann problem for shallow water equations with discontinuous topography were solved in [22, 23] . The Riemann problem for a general system in nonconservative form was studied by [12] . The Riemann problem for twophase flow models were considered in [2, 26, 27] . In our recent work [27] , the Riemann problem is solved by using a phase decomposition approach. Twofluid models of two-phase flows were studied in [17, 29] . See also the references therein.
The organization of this paper is as follows. Section 2 is devoted to basic concepts of the system (1.1) such as characteristic fields, shock waves, rarefaction waves, and the Roe scheme for the case where the volume fractions are constant. In Section 3 we investigate contact waves: the jump relations that determine contact discontinuities, admissibility condition, and the computing algorithm. Section 4 deal with the construction of a Roe-type scheme for the system (1.1). In Section 5 we present numerical tests where the approximate solutions are compared with the exact solutions of the Riemann problem for (1.1). Finally, Section 6 is devoted to concluding remarks.
Preliminaries

Nonstrict hyperbolicity
Let us assume for simplicity that the flow is isentropic and ideal so that the equations of state are given by
The system (1.1) may be re-written as a system of balance laws in nonconservative form as
Notice that h k satisfies
The matrix A(U ) has five eigenvalues It is interesting that the eigenvalues λ 5 may coincide with either λ 1 or λ 2 on a certain hyper-surface of the phase domain, called the resonant surface. Due to the change of order of these eigenvalues, we set (2.5)
See Figure (1) . The system thus fails to be strictly hyperbolic on the resonant surface (2.6)
In each region G i , i = 1, 2, 3, the system is strictly hyperbolic.
Jump relations and the change of volume fraction
In this subsection, we will show that among elementary waves (shocks, rarefaction waves, and contact discontinuities), the volume fractions change only across the contact discontinuities associated with the fifth characteristic field.
This suggests us to use the contact waves to track the nonconservative terms on the right-hand side of (1.1).
First, consider rarefaction waves of the system (1.1). These waves are the continuous piecewise-smooth self-similar solutions of (1.1) associated with nonlinear characteristic fields, which have the form
Any rarefaction wave satisfies the following initial-value problem for ordinary differential equations
Thus, the integral curve of the first characteristic field is given by (2.8)
The last equation means that α g and α s = 1 − α g are constant through 1-rarefaction waves. Similar argument shows that α g and α s are constant across any rarefaction wave. Next, consider a discontinuity of (1.1) of the form
where U ± are the left-hand and right-hand states, and σ is the speed of discontinuity propagation. This discontinuity in particular satisfies the usual jump relations for the two conservative equations of mass conservation and compaction dynamics: 
The second equation of (2.11) implies that either M = 0 or [α s ] = 0. Since ρ s > 0, one obtains the following conclusion: across any discontinuity (2.9) of (1.1)
It is derived from (2.12) that if [α s ] = 0, then the volume fractions remain constant across the discontinuity. The governing equations of the system (1.1) is therefore reduced to the decoupling system of two independent sets of isentropic gas dynamics equations in both phases (2.13)
where
From (2.13), one obtains four Hugoniot curves H i (U 0 ), i = 1, 2, 3, 4 and also four corresponding shock curves S i (U 0 ), i = 1, 2, 3, 4. Thus, the volume fractions also remain constant across the i-shock waves i = 1, 2, 3, 4. The remaining Hugoniot curve for the 5fth characteristic field corresponds to the case [α s ] = 0 and u s ≡ constant.
Let us fix one state U 0 and look for any state U that can be connected with U 0 by a contact discontinuity. As shown in [27] , the state U satisfies the equations (2.15)
Observe that the results similar to (2.15) and (2.16) were obtained in [2, 10, 34] for an alternative model of two-phase flows, where the compaction dynamics is given under another form. The quantities in the gas phase can be found using (2.15). Then, the solid pressure is given by (2.16), and therefore the solid density can be calculated by using the equation of state (2.1).
Admissible contact waves and their computing algorithm
Admissibility criterion
For simplicity, in the rest of this section we will drop the subindex "g" for the quantities in the gas phase. It follows from (2.15) that the gas density is a root of the nonlinear algebraic equation
The domain of the function Φ(U 0 , ρ, α) is given by the constraint
Consider first the case u 0 − u s > 0. A straightforward calculation shows that
The values of Φ at the limits are given by
Thus, the function ρ → Φ(U 0 , ρ; α) admits a root if and only if the maximum value is non-negative:
. Similar argument can be made for u 0 − u s < 0. If we replace U 0 by U in (3.3), we can define a function α min (α, ρ, u; u s ) for each fixed u s by
The following results characterize the properties of roots of the equation (3.1).
Lemma 3.1. (i) The function Φ(U 0 , ρ, α) in (3.1) admits a zero if and only if a ≥ α min (U 0 ). In this case, Φ(U 0 , ρ, α) admits two distinct zeros, denoted by
where the equality holds only if α = α min (U 0 ).
(ii) Let ρ max (ρ 0 , u 0 ) be defined as (3.2). Then, it holds that
In addition, we have
(iv) For each fixed u s , the quantity α min (α, ρ, u; u s ) defined by (3.4) attains its strict maximum value α on the surface C. Moreover, we can express
where the function η is strictly increasing for 0 ≤ θ ≤ √ κγ, and strictly decreasing for θ > √ κγ, and that
This means that α min (α, ρ, u; u s ) is strictly decreasing as the point (ρ, u) is moving far away from the surface C.
Proof. The proof of (i)-(iii) are omitted, since it is similar to the one in [21] . We now prove (iv). It holds that
.
Simplifying the last expression yields
, where m := 1
This implies that
which means that the function η is strictly increasing for 0 ≤ θ < √ κγ, strictly decreasing for θ ≥ √ κγ, and attains its strict maximum at θ = √ κγ.
It follows from (3.6) that
The proof of Lemma 3.1 is complete.
In view of Lemma 3.1, given a state U 0 , there may be two states U on the other side of a contact discontinuity from U 0 . Thus, it is natural to impose an admissibility condition to select the meaningful solution. Following [21, 28, 27] , we impose the following admissibility criterion for contact discontinuities. (MC) Any contact wave does not cross the resonant surface C.
Thus, Lemma 3.1 and the (MC) criterion yield the following result that determines the admissible root of (3.1) and therefore the admissible contact satisfying the (MC) criterion.
(ii) If U 0 ∈ G 2 , then only the zero ρ = ϕ 2 (U 0 , α) is selected.
Computing algorithm
The function ρ → Φ(U 0 , α; ρ) in (3.1) helps us to determine the admissible contact wave. However, since this function is not convex, Newton's method for the nonlinear equation (3.1) may not converge. In this subsection we will present a numerical method to compute the admissible root among the two roots ϕ i (U 0 , α), i = 1, 2 defined in Lemma 3.1. Our purpose is to derive from (2.15) a nonlinear equation
where f is a strictly convex function, and determine a convenient starting point for which Newton's method converge to the admissible root. To deal with this, we move the last term of (3.1) to the right-hand side, take the square both sides, then multiply both sides of the resulted equation by 1/ρ, then move the right-hand side term to the left-hand side, and finally re-arrange terms to get (3.7)
The function Ψ in (3.7) is strictly convex. One can easily check this by taking a straightforward calculation that gives
Therefore, Newton's method could be suitable for the nonlinear equation (3.7). However, we still have to make sure that the starting point is selected such that the derivative of dΨ/dρ does not vanish during the computation. To deal with this, we first observe that
As seen in the previous subsection, we have
Thus, to compute the root ϕ 1 (U 0 , α), we can use Newton's method to (3.7) with any starting point less than ϕ 1 (U 0 , α). Precisely, it is derived from (3.8) that
for 0 < ρ < ϕ 1 (U 0 , α) and ρ * < ϕ 1 (U 0 , α), Newton's method starting at ρ * will generate a strictly increasing sequence that converges to ϕ 1 (U 0 , α). Similarly, to compute the root ϕ 2 (U 0 , α), we can use Newton's method with any starting point larger than ϕ 2 (U 0 , α). From (3.8) one has
for ρ > ϕ 2 (U 0 , α) and ρ * > ϕ 2 (U 0 , α), Newton's method starting at ρ * will generate a strictly decreasing sequence that converges to ϕ 2 (U 0 , α).
Algorithm for computing the admissible root
Based on the above argument, we can determine an algorithm for computing the admissible root of (3.7) and therefore the admissible contact satisfying (2.15) as follows.
Lemma 3.3 (Computing admissible contact)
. Let U 0 = (ρ g0 , u g0 , ρ s0 , u s0 , α g0 ) t be an arbitrarily fixed state. The admissible state U = (ρ g , u g , ρ s , u s , α g ) t that can be connected with U 0 by a contact discontinuity can be determined as follows. First, the gas density can be found using Newton's method for (3.7) in the following way:
• If U 0 ∈ G 1 ∪ G 3 , start Newton's method at ρ = ρ * given by (3.9); • Otherwise, start Newton's method at ρ = ρ * given by (3.10).
Then, the other quantities of the admissible contact are computed from the relations (2.15) and (2.16). If U 0 = U − is chosen to be the left-hand state of the contact, then the corresponding right-hand state is U + = U . If U 0 = U + is the right-hand state of the contact, then the corresponding left-hand state is U − = U . The states U ± will determine the values
on both sides of the contact discontinuity.
The points V ± in (3.11) will be used in the construction of the Roe-type scheme in the next section.
A well-balanced Roe-type scheme
Denote by ∆t the time step, and by ∆x the spacial mesh size, which satisfy the following C.F.L. stability condition
Roe's scheme for the decoupling system
A Roe matrix for the decoupling system (2.13) is given by
and the notations hold for the corresponding quantities in both phases. The Roe matrix (4.2) has four eigenvalues
The corresponding right-eigenvectors can be chosen as
The corresponding left-eigenvectors of the Roe matrix can be chosen as
It is easy to check that
Set the coefficients
The Roe numerical flux for the system (2.13) is given by
where V, F (V ) are given by (2.14). A Roe scheme for the decoupling system for (2.13) can be defined by
A three-stage construction of a Roe-type scheme
Let us regroup the system (1.1) into two groups: the equations determining the dynamics of volume fractions
and the governing equations in both phases (4.5)
In the following we will present a three-stage construction of a Roe-type scheme relying on this regrouping technique.
First stage: Computing volume fractions
Multiplying the second equation of (4.4) by α s , and then subtracting the result from the first equation of (4.4), one has
Canceling ρ s = 0 from the last equation, on gets
As seen Section 2 that the volume fraction α g could change only across the 5fth contact discontinuities while the solid velocity u s still remains constant. Thus, the nonconservative term u s ∂ x α g would be in fact regular at least at discrete level. Motivated by this observation, we take an upwind scheme technique for the equation (4.6) to compute the gas volume fraction:
Second stage: Dealing with nonconservative terms
First, we observe that when calculating V n+1 j , a 2-step scheme requires only the states on both sides of the nodes node x j±1/2 = (j ± 1/2)∆x, t = t n = n∆t, which are merely V n j+k , k = ±1, 0. So, we deal with the nonconservative terms in the governing equations (4.5) across each of this node as follows.
(i) Across the node x j+1/2 = (j + 1/2)∆x, t = t n = n∆t, the volume fraction change ∆α = α n j+1 − α n j absorbs the nonconservative terms in (4.5) into a 5-contact discontinuity that jumps from the state V n j+1 with the gas volume fraction α n j+1 into an admissible state with the gas volume fraction α n j denoted by V n j+1,− .
(ii) Across the node x j−1/2 = (j − 1/2)∆x, t = t n , the volume fraction change ∆α = α n j−1 − α n j absorbs the nonconservative terms in (4.5) by a 5-contact discontinuity that jumps from the state V n j−1 with the gas volume fraction α n j−1 into an admissible state with the gas volume fraction α Next, it is useful to make the scheme "robust", i.e., it can always work, even if the exact solution may not exist. This is the case if the process of computing the states V n j±1,∓ can always be done. So, the volume fraction α n g,j may be substituted by its "relaxed" value defined by
respectively, where α min is defined by (3.3). As seen by Lemma 3.1, part (iv), it holds that
and so the scheme is expected to approximate the exact solution, if the change
is not so large, at least around the surface C. In particular, if the volume fractions are continuous, a reasonable mesh-size refinement can assure that the change (4.10) is small enough, so that (4.9) holds. Nevertheless, the exact solution may not exist if the sudden change of volume fractions is so large, i.e., the condition (3.3) is violated. In such as a case, due to the "relaxation" (4.8), the scheme still works.
Third stage: Completing a Roe-type scheme
Since the gas volume fraction at the three states V n j and V n j±1,∓ coincide, it can be considered as a constant (at least) at discrete level and thus can be removed from the second group (4.5). This step transforms (4.5) into the decoupling system (2.12)-(2.13). Then, let G(U, V ) be the Roe numerical flux (4.3). Together with (4.7), we define a Roe-type scheme
The three-stage Roe-type scheme (4.11) possesses nice properties as in the following theorem. (ii) (Well-balanced scheme) The three-stage Roe-type scheme (4.11) captures exactly equilibrium states on both sides of any stationary contact discontinuity.
Proof. The proof of (i) is omitted, since it is similar to the one in Theorem 4.1, [33] . To prove (ii), let us be given a stationary contact discontinuity. Then, u s = 0. So from (4.7), we deduce that the volume fractions remain unchanged: 
Numerical tests
This section is devoted to numerical tests. Approximate solutions obtained by the multi-stage Roe-type scheme (4.11) are compared with the exact solutions of the Riemann problem for (1.1). Riemann data are taken in the form
The solution will be computed on the interval [−1, 1] of the x-space at the time t = 0.1.
Numerical Test 1: Stationary contact discontinuities
In this test, the equations of state are of the form (2.1), where we take the parameters as 2) with the initial data given in Table 1 . It is not difficult to check that in this case the Riemann solution is a stationary 5fth contact wave. The Figure 2 shows that the stationary contact wave is well captured.
Numerical test 2
In this test, we consider the parameters (5.2). The approximate solution will be computed at the time t = 0.1 on the interval [−1, 1] of the x-space with 10000 mesh points with C.F.L.=1/4. We consider the Riemann problem for (1.1)-(1.2) with the Riemann data given in Table 2 . The states that constitute the Riemann solutions are given in Table 3 . The Riemann solution begins with a 1-shock wave from U L to U 1 . This shock is followed by a 2-rarefaction wave from U 1 to U 2 , followed by a 3-shock wave from U 2 to U 3 , followed by a contact discontinuity from U 3 to U 4 and then followed by a 4-shock wave from U 4 to U R . The structure of the Riemann solution is shown in Figure 3 (upper-left corner) .
The approximate solution and the exact solution are computed and displayed in Figure 3 , where one can see that the approximate solution is very closed to the exact solution. This test indicates that the three-stage Roe-type scheme (4.11) can give a very desirable approximation to the exact solution.
Numerical test 3
In this test, we still take the parameters (5.2). The approximate solution is computed at the time t = 0.1 on the interval [−1, 1] of the x-space with 10000 mesh points with C.F.L.=1/4. We consider the Riemann problem for (1.1)-(1.2) with the Riemann data given in Table 4 . The states that constitute the Riemann solutions are given in Table 5 . First, the Riemann solution starts by a 1-shock wave from U L to U 1 . The solution continues with a 3-shock wave from U 1 to U 2 , followed by a contact wave from U 2 to U 3 , followed by a 2-rarefaction wave from U 3 to U 4 and then followed by a 4-shock wave from U 4 to U R . The Riemann solution has the structure as shown in Figure 4 (upper-left corner) .
The approximate solution by the three-stage Roe-type scheme (4.11) is compared with the exact solution in Figure 4 . This test shows that the scheme can give very good approximation to the exact solution.
Numerical test 4
In this test, the approximate solution will be computed at the time t = 0.1 on the interval [−1, 1] of the x-space with 5000 mesh points with C.F.L.=1/4. The adiabatic exponents γ k , k = g, s are taken to be the ones of the air and water at 100 o C, see [35] , for example. Precisely, the parameters are γ g = 1.4, γ s = 1.324, κ g = 1, κ s = 2.
We consider the Riemann problem for (1.1)-(1.2) with the initial data given in Table 6 . The exact solution of the Riemann problem is a 3-shock from U L to U 1 , followed by a 1-shock from U 1 to U 2 , a contact discontinuity from U 2 to U 3 , a 2-shock from U 3 to U 4 , and finally a 4-shock from U 4 to U R . The states that constitute the Riemann solutions are given in Table 7 . The structure of the Riemann solution is given by Figure 5 (upper-left corner) . The approximate solution by the three-stage Roe-type scheme (4.11) is compared with the exact solution in Figure 5 . Again, this test shows that the scheme can give desirable approximations to the exact solution.
Concluding remarks
Roe matrices are widely used in approximating solutions of hyperbolic systems of conservation laws, especially in gas dynamics equations. However, multi-phase flow models are often given as a system of balance laws in nonconservative form. Nonconservative terms in these models cause lots of inconvenience for standard numerical schemes. Although the two-phase flow model (1.1) is nonconservative, it is hyperbolic. We therefore develop in this paper the Roe-matrix technique to construct a numerical scheme (4.11) for the two-phase flow model (1.1). The technique consists of several stages, however, and the Roe-type scheme (4.11) is therefore "indirect" in some sense, where the Roe matrix is applied on intermediate states, rather than the "primary" states as in the original Roe scheme versions. The scheme is shown to be well-balanced, and provides us with good approximations to the exact solutions.
