We study the compression of arbitrary parametric families of n identically prepared finite-dimensional quantum states, in a setting that can be regarded as a quantum analogue of population coding. For a family with f free parameters, we propose an asymptotically faithful protocol that requires a memory of overall size ( f /2) log n. As an intermediate step, we solve the problem of the optimal compression of n identically prepared displaced thermal states. Moreover, we show that the amount of quantum memory used by our protocol can be made arbitrarily small compared to the overall memory cost. Finally, we show that our protocol achieve the ultimate bound predicted by quantum Shannon theory.
I. INTRODUCTION
Population coding [1] is the branch of computational neuroscience that studies how information is represented within the brain. Central questions in this area are how the population of neurons responds to external stimuli and what kind of information about the stimuli can be inferred from the characteristics of the population. Mathematically, the response of each neuron is described by a random variable, corresponding to the neuron's activity, and a population of n neurons is described by a parametric family of probability distributions, with the external stimulus playing the role of parameter. The brain response typically exhibits correlations, although the case of uncorrelated neurons, whose response is identical and independently distributed, has often been studied as a useful term of comparison.
In this paper we consider a quantum analogue of population coding, where the population of n neurons is replaced by a population of n quantum mechanical particles. The population is described by a parametric family of density matrices ρ (n) θ θ∈Θ , the parameter θ representing the external stimulus. We refer to this scenario as quantum population coding. The broad question here is how the information about the stimulus parameter θ is represented by the states of the quantum particles and how much overall information is contained in the state family. Starting from the simplest scenario, we will focus here on the case of identical and independently prepared particles, corresponding to density matrices of the product form ρ
In order to process the information contained in the quantum particles, it is often convenient to store it into a system of smaller size. This can be accomplished in two different ways: One way is to store the information in a classical computer by measuring the whole system and storing the measurement outcome. However, this storage is typically not faithful, as shown by the paper [2] for several examples of pure state families. Another method is to store the information in a quantum computer. In this case the problem is that quantum memories are a very limited resource. To address this problem, it is important to identify the ultimate limit to the compressibility of the given quantum population. The minimum amount of memory required for storage is also important as a measure of the information content of the population. The compression of identically prepared quantum systems problem has been analyzed for specific families of finite-dimensional systems, including pure qubit states [3] (see also [4] for a prototype experimental implementation), mixed qubit states [5] , phase-covariant qubit states [6] , and finitedimensional states [7] . However, no general theory has been discussed in this quantum setting. Recently, a classical analogue of this problem has been discussed in the paper [8] . The paper [8] derived the optimal compression rate for general probability distribution family by using the local asymptotic normality (LAN).
In this paper, we discuss the general theory for the compression of n-tensor product state in a quantum parametric state family. We consider two categories of state families: families of finite-dimensional states and displaced thermal families of infinite-dimensional states. These two categories of state families turn out to be connected by the quantum version of local asymptotic normality (Q-LAN) [9] , [10] , [11] , [12] , which reduces n-tensor product of a finite-dimensional state locally to a displaced thermal state. As the first step, we discuss this kind of compression for the thermal states family, which can be regarded as the quantum extension of the Gaussian distribution. In the next step, employing Q-LAN, we reduce the problem of compressing generic finite-dimensional states to the case of displaced thermal states. Unlike previous works, our protocol does not require any assumption on the symmetry of the state family. In addition, an intriguing feature of this protocol is that the ratio between the size of quantum memory and the size of classical memory can be made arbitrarily close to zero, although in general a non-zero quantum memory is necessary in order for the compression to be faithful.
The rest of the paper is structured as follows. In Section II we study the compression of displaced thermal states. In Section III we propose a protocol for the compression of identically prepared finite-dimensional states. Optimality of the protocols is proven later in Section IV. Finally, we conclude the paper by some discussions in Section V.
II. COMPRESSION OF DISPLACED THERMAL STATES.
In this section, we discuss the compression of n identical displaced thermal states, which are a type of states frequently encountered in quantum optics. Displaced thermal states can be regarded as coherent states subject to Gaussian additive noise. A generic coherent state, describing the state of a laser under ideal conditions, is parametrized as
where {|k } is the photon number basis. Gaussian additive noise is described by the quantum channel (completely positive trace preserving map)
where D µ = exp(µâ † −μâ) is the displacement operator and β ∈ [0, 1) is a suitable parameter. When applied to an input coherent state, the Gaussian additive noise outputs the displaced thermal state
with
Notice that, in the absence of noise (β = 0), the state ρ α,β is reduced to the pure coherent state |α α|.
We consider a generic family of n identically prepared displaced thermal states, denoted by {ρ ⊗n θ } θ=(α,β)∈Θ with Θ being the parameter space. A compression protocol consists of two components: the encoder, which compresses the input state into a memory, and the decoder, which recovers the state from the memory. A protocol is thus represented by a couple of quantum channels (completely positive trace-preserving linear maps) (E , D) characterizing the encoder and the decoder, respectively. We focus on faithful compression protocols, whose error vanishes in the large n limit. As a measure of error, we choose the supremum of the trace distance between the original state and
We consider the compression of ρ ⊗n α,β for 6 different families, corresponding to different structures of the parameter space. The results are summarized in Table I , where it can be observed that the compression protocol uses a quantum memory of ( f q /2) log n qubits and a classical memory of ( f c /2) log n classical bits, where f q and f c denote the number of "quantum" and "classical" parameters, respectively. For example, in the full model there are three real parameters: the thermal parameter β, the strength of the displacement |α|, and the phase T = arg α. The former is a classical parameter, specifying the probability distribution of the eigenvalues, while the later two are quantum parameters, determining the eigenstates of the density matrix. 
e iT known known (1/2 + δ) log n 0
To avoid the unphysical scenario of infinite energy, we will assume a cutoff on the parameters β and |α|, whereby β is contained in the interval ∈ [0, β max ) for some β max < 1 and |α| is contained in the interval [|α| min , |α| max ] for some |α| max < +∞. The expressions "unknown β" and "unknown |α|" are used to mean that the parameters β and |α| can take any value in the corresponding intervals.
A. Case 1: unknown α, unknown β.
We begin with Case 1, where the displacement α and the thermal parameter β are both unknown. An important property for n identical displaced thermal states is that they are unitarily equivalent to a product of thermal states where the displacement appears only on one mode, namely
where U BS is a unitary operator, which can be physically implemented through a suitable arrangement of beam splitters [13] , [14] . Using this property, we can construct a protocol that compresses the thermal modes and the coherent thermal mode. For the compression of thermal modes, we have the following lemma.
Lemma 1 (Compression of identically prepared thermal states). There exists a protocol
compressing n copies of a thermal state ρ β into 1/2 logn + O(log log n) classical bits with error
The proof of the above lemma can be found in appendix. We emphasize that no quantum memory is required to encode thermal states.
We can then construct the protocol for displaced thermal states with unknown β and known |α| as follows:
• Encoder. First perform the unitary channel
on the input state, where U BS is the unitary defined by Eq. (5). The state of the first mode then goes through a truncation in the photon number basis, described by the channel P
where The output state on the first mode is encoded in a quantum memory. Meanwhile, the thermal state encoder
n−1 (see Lemma 1) is called to compress the rest n − 1 modes and the outcome is encoded in a classical memory.
• Decoder. First use the thermal state decoder D (thm) n−1 to recover the (n − 1) thermal modes from the classical memory. The inverse of the unitary channel U BS
is performed on the output of D (thm)
n−1 and the quantum memory. Apparently, the protocol requires log |P (num) N | = log n + O(1) qubits. It requires an additional 1/2 log n + O(log log n) classical bits to encode the thermal states. On the other hand, it is not hard to see that the protocol has vanishing error, since we can bound the error as
Now we have split the error bound into two terms, contributed by the thermal state compression and the truncation. The former can be bounded using Lemma 1, while the latter can be bounded using the following lemma, whose proof can be found in appendix.
Lemma 2 (Photon number truncation of displaced thermal states.).
For large |α|, define the channel P α as
where
and k α is a number in S α . P α satisfies
for any 0 < β < 1.
Finally, using Eqs. (14), (6) and the fact that S √ nα is contained in [0, |α| 2 max n] for any α, we can bound the compression error as
B. Case 2: unknown α, known β.
For Case 2, β is known and we do not need to encode the thermal information. The compressor can be modified to save more memory, as in the following protocol:
• Encoder. First run the unitary U BS defined by Eq. (5) and then discard all but the first mode. The entire process is denoted as the channel
Here Tr −1 stands for tracing all but the first mode. The state of the first mode is further projected by P
The output state is then encoded into a quantum memory.
• Decoder. First add n − 1 modes in the thermal state ρ
to the received state and then perform the inverse of the unitary U BS . The whole process is described by the channel
The amount of required quantum memory is the same as Case 1 but no classical bit is required. The error of the compression protocol can be bounded as
having used Lemma 2 in the last step.
C. Case 3: known |α|, unknown β.
In Case 3, |α| is given, which can be used to reduce the amount of quantum memory.
• Encoder. First run the unitary
where U BS is the unitary defined by Eq. (5). and then modulate the state of the first mode by embedding it into a smaller subspace, using a projective channel dependent on |α|:
The output state on the first mode is encoded in a quantum memory. Meanwhile, perform the thermal state encoder E (thm) n−1 (see Lemma 1) on the rest n − 1 modes and encode the outcome in a classical memory.
• Decoder. n−1 and the quantum memory. On one hand, the number of encoding qubits is equal to the logarithm of the rank of P n,|α| , which is log(2|α| √ n log 2 n+ 1) = 1/2 log n + O(loglog n). In addition we need (1/2) logn + O(loglog n) classical bits. On the other hand, Lemma 2 and Lemma 1 guarantee that it has vanishing error as in the previous cases.
D. Case 4: known |α|, known β.
In Case 4, we can compress the state by combining the protocols in Case 2 and Case 3. The formulation of the protocol is straightforward and we omit it here for simplicity.
E. Case 5: known e
iT , unknown β.
In this case the displacement has a fixed phase T , and thus we need to truncate the state in the phase basis instead of the photon number basis. The lemma below is the key to the compression protocol. 
which form an orthonormal basis of the subspace spanned by {|0 , |1 , . . . , |N }. Define the channel P
The channel defined above has vanishing disturbance on ρ α,β when N/(M|α|) = o (1) . The error satisfies
for any 0 < β < 1. This result implies that ρ α,β can be encoded into log M qubits. We can choose, for instance, N = |α| 2+s and M = |α| 1+2s for any s > 0 so that the required memory is (1 + 2s) log|α| and the error is bounded
Proof of the above lemma can be found in appendix. Now, using the phase basis truncation proposed in Lemma 3, we can construct the following protocol for Case 5:
where U BS is the unitary defined by Eq. (5). and then modulate the state of the first mode by the channel
defined in Lemma 3 with N = n 1+s/2 and M = n 1/2+s (s > 0). The output state on the first mode is encoded in a quantum memory. Meanwhile, perform the thermal state encoder E (thm) n−1 (see Lemma 1) on the rest n − 1 modes and encode the outcome in a classical memory.
• Decoder. n−1 and the quantum memory. The memory cost is log M = (1/2 + s) logn qubits plus (1/2) logn + O(loglog n) bits. As for the error, using Lemma 1 and Lemma 3, we have
F. Case 6: known e iT , known β.
In Case 6 we can compress the state by combining the protocols for Case 2 and Case 5. Formulation of the protocol is straightforward and we omit it here for simplicity.
III. COMPRESSION OF IDENTICALLY PREPARED FINITE DIMENSIONAL SYSTEMS.
In this section, we focus on d(< ∞)-dimensional non-degenerate quantum systems, whose state can be regarded as generated by rotating a fixed state ρ 0 (µ) with spectrum µ, i.e.
is the exponential form of a SU(d) element, E j,k is a d × d matrix with entry ( j, k) equal to 1 and other entries equal to 0. Therefore, any qudit state can be parameterized as ρ θ , where θ = (µ, ξ) ∈ R We consider the compression of any non-degenerate family of n identically prepared qubit states, referring to a parametric family of states as {ρ
For simplicity of discussion, we assume
We denote by f c ( f q ) the number of classical (quantum) parameters of the (sub)family.
Recall that we focus on faithful compression where the error vanishes for large n. The main result of this section is summarized by the following theorem. 
A. The compression protocol
To compress states from the families, we adapt a series of quantum information techniques:
• Quantum local asymptotic normality (Q-LAN). The quantum version of local asymptotic normality has been derived in several different contexts [10] , [11] , [12] . Here we use the result in [12] , which states that n identical copies of a qudit state can be approximated by a classical-quantum Gaussian state in a sufficiently small neighborhood of a point θ 0 ∈ Θ for large n. Explicitly, for a fixed point θ 0 = (µ 0 , ξ 0 ) (0 < x < 1), we define the following neighborhood
, where |δθ| := ∑ i |δθ i |. For any n-fold qudit state ρ ⊗n θ in the neighborhood with
there is a classical-quantum Gaussian state
where N δµ,I µ 0 is the multivariate normal distribution with mean δµ and covariance matrix I µ 0 equal to the inverse of the quantum Fisher information of µ 0 and ρ α j,k ,β j,k is a displaced thermal state defined as
And we note that
There exists quantum channels T
where · 1 denotes the trace norm and κ(x) is a function of x which is strictly positive when x ∈ (7/9, 1).
• Displaced thermal state compressor. Since Q-LAN turns the problem into the compression of displaced thermal states, we employ the displaced thermal state compressor in Section II. To compress a displaced thermal state ρ α j,k ,β j,k defined by Eq. (33), we need a compressor
defined case by case as the following: 1) Both ξ R j,k and ξ I j,k are free parameters. In this case α j,k is completely unknown, and we have
where c + > 1 is a constant and |α j,k | max is given by Eq. (35). The memory cost is
2) Only one of ξ R j,k and ξ I j,k is a free parameter. In this case α j,k has a fixed phase, and we use the compressor defined in Lemma 3. Explicitly, denote by T the phase of α j,k , P j,k is the projector to the space
Here supp(P) denotes vectors supporting the operator P. Such a compressor costs no more than
qubits of memory. 3) Neither ξ R j,k nor ξ I j,k is a free parameter. In this trivial case ρ α j,k ,β j,k contains no information and can be discarded directly.
• Quantum state tomography. State tomography is an important technique of quantum information processing which is used to determine the density matrix of an unknown quantum state. Here we use the tomography protocol for d-dimensional quantum systems provided in [15] , which gives an estimate ρˆθ of a qudit state ρ θ with confidence
using n copies of the state.
• Quantum amplifier. A quantum amplifier [16] is a device that increases the intensity of quantum light while preserving its phase information. Here we use an amplifier A γ α,β for displaced thermal state, capable of amplifying a displaced thermal state ρ α,β to ρ γα,β approximately, where γ is the amplification ratio. The amplifier is defined explicitly as the following quantum channel
where a and b are the annihilation operators of the input mode and the ancillary mode B, respectively, and r α,β,γ > 0 is a parameter depending on γ, α and β. Our compression protocol runs as follows:
• Encode the input state into memories. At the beginning, we need to specify a parameter c + > 1. This specification affects the precision by a constant factor and the memory cost by O (1) . We break the encoding of ρ ⊗n θ into four steps: 1) Tomography. First a parameter η ∈ (7/9, 1) is chosen and n η log 2 n copies of ρ θ are taken out for tomography, which determines the neighborhood Θ n,η (θ 0 ) containing the state with confidence approaching one. To encode the outcome of the tomography, the parameter space Θ is discretized into a lattice of
points, each point corresponding to an outcome of tomography. The point that is closest to θ 0 is encoded in a classical memory.
2) Q-LAN. The channel T
(n/γ n ) θ 0 (36) is performed on the remaining n/γ n copies, transforming them into a Gaussian state G (n/γ n ),θ defined by Eq. (32) where
3) Amplification. Next, the Gaussian state is amplified to compensate the loss of input copies. The state
. The Gaussian distribution on the classical register is amplified by a shift of the classical basis {|u }:
The whole amplification progress is described by the channel A (n/γ n )→n θ 0 , whose action on any product state is
4) Gaussian state compression. Each quantum mode of the amplified Gaussian state is then modulated by the displaced thermal state compressor P j,k (38). The state of the classical mode is compressed by an operation P c selecting a disk of radius O( √ n 1−η ) containing its center. The output state is stored in a hybrid memory. The whole process is described by the channel
where the compressor on the classical mode is defined by
• Recover the original state. The state can be decompressed from the memory by sending the state of the hybrid memory through the channel S (n) θ 0 (37), which can be constructed by consulting the outcome of tomography.
B. Error analysis.
Here we bound the error of the protocol. Using the triangle inequality of trace distance, we split the overall error into terms by contribution
are the error terms of tomography, amplification, truncation, and Q-LAN, respectively. We first bound the error of tomography. The tomography on n η log 2 n copies of the qudit state yields an estimate ρˆθ of the true density matrix ρ θ , with confidence (Eq. (15) of [15] )
The sender then encodes the coordinate of the closest point θ 0 toθ on the lattice into a classical memory, a point so that θ − θ 0 ∞ ≤ 1 2n η/2 . Then, for any θ 0 and δθ = √ n(θ − θ 0 ), if ρ θ − ρˆθ 1 is small, we have
Now Eq. (55) can be rewritten as
Therefore, we have
Next we look at the error of amplification, which can be further split into two terms: the term of classical mode amplification and the term of quantum mode amplification. We first analyze the classical term, which comes from the shift of basis. This operation shifts the center of the normal distribution from √ γ n δµ to δµ, which coincides with that of G n,θ , while it also deforms the covariance matrix from I µ to I µ /γ n . As a result, we consider the difference of the following distributions: N δµ,I µ and N δµ,I µ /γ n . As they have the same center, we may translate them both to the origin. The error is:
Now we check the quantum term. On the quantum register, the amplifier acts independently on each mode as the displaced thermal state amplifier defined by Eq. (45). Explicit calculation shows that, when the input state is a displaced thermal state ρ α,β , the output state of the amplifier is
In principle, r α,β,γ can be optimized for each individual single-mode amplifier so that the error is minimal. To derive an elegant upper bound of the error we simply set
for every j < k so that the output states have the same displacement as the target states. We have
where the error of each quantum amplifier is
having used the facts
and
Therefore, we conclude that the amplification error scales at most as
Let us now consider the term for the Gaussian state compression, which can be expressed as
For the classical part, noticing that δµ ∞ ≤ n 1−η 2 , we have
= O e
where N δµ,I µ (u) denotes the probability distribution function. For each of the quantum modes, when ξ R j,k and ξ I j,k are both free, employing Lemma 2 we have 1 2
When only one of ξ R j,k and ξ I j,k is free, it is more involved to bound the error and we discuss two different cases.
. By Lemma 3, we have
On the other hand, when
|l l|. Using Lemma 2, we have
Substituting Eqs. (84), (85), (88), and (89) into Eq. (81), we have
Finally, we note that the error of the Q-LAN approximation, corresponding to the errors generated by the transformations between the input state and its Gaussian state approximation, is given by Eqs. (36) and (37) as
Summarizing the above bounds (64), (80), (90), (91) on each of the error terms, we conclude that the protocol generates an error which scales at most
C. Memory cost.
• The outcome of the tomography is encoded in a classical memory, costing
bits.
• The classical-quantum Gaussian state needs to be encoded into a hybrid memory. The classical part of the state requires a classical memory of log 2c + n
bits, while the quantum part, according to Eqs. (41) and (43), requires a quantum memory of at most
qubits.
• The leading order of the overall memory cost is
and since we can make s(1 − η) → 0, the memory cost can be made close to ( f /2) logn. From the above discussion we can see that the ratio between the quantum memory cost and the classical memory cost is
which can be made close to zero when η is set close to one. This result shows that the quantum memory cost can be made arbitrarily small compared to the classical memory cost.
IV. OPTIMALITY OF THE COMPRESSION
The optimality proof of the compression protocol requires us to quantify the capacity of ensembles of ρ ⊗n θ , i.e. to find an ensemble {p θ , ρ ⊗n θ } with large enough Holevo information [17] 
Since any protocol requires a memory of size log n enc ≈ log χ to encode the ensemble faithfully, we can get a good lower bound on n enc . We assume that the parameter space Θ allows for the Euclidean expansion of trace distance, namely that there exists a constant C such that
Now we define a mesh M on the parameter space Θ, on which points can be almost perfectly distinguished from each other:
where θ 0 ∈ Θ is a fixed point. The mesh M is so defined that
On the other hand, the number of points contained in the mesh satisfies
where T Θ > 0 is independent of n. We consider an ensemble of states with parameters uniformly distributed in M, defined as
We now show that the ensemble C n can be used to transmit log |M| bits of classical information almost perfectly. First of all, we notice that the states in C n are nearly perfectly distinguishable from each other. Define the following POVM elements distinguishing states asM
where M σ is the qudit tomography POVM element defined in Eq. (9) of [15] , which has the nice property that
The probability of error when this POVM is used to distinguish states in C n can be bounded as
A communication protocol for conveying the message θ ∈ M is to transmit the quantum state ρ ⊗n m and then to get the recovered messageθ using the POVM {M θ }. By Fano's inequality [18] , the Holevo information of the ensemble can be lower bounded as χ(C n ) ≥ I(Θ :Θ) (103) ≥ (1 − P e ) log |M| − h(P e )
= f c + f q 2 log n − ( f c + f q ) log log n + o (1) .
where S(ρ) denotes the von Neumann entropy, h(x) = −x log x (h(0) := 0), and
is the average error probability. Finally, using the bound for quantum compression [19] we conclude that the number of qubits required is lower bounded as n enc ≥ f c + f q 2 log n − ( f c + f q ) log log n + h(ε) + h(1 − ε) + O(ε logn).
For ε vanishing faster than the inverse of log n, the leading order of the compression cost is [( f c + f q )/2] log n, which justifies the optimality of our protocol.
V. CONCLUSION
In this work we have solved the problem of compressing identically prepared states of finite-dimensional quantum systems and identically prepared displaced thermal states. We showed that the size of the required memory is proportional to the number of free parameters of the state. Especially, we note that finite-dimensional states can be stored in an almost-classical memory. Our compression protocol can be applied to study a quantum version of the problem of population coding, in the simple scenario where the population consists of identical and independently prepared quantum particles. However, in a real microscopic system, particles typically have correlation. An interesting and challenging problem, left to future research, is the extension of our results to the study of correlated quantum manybody systems.
APPENDIX

A. Proof of Lemma 1.
We first define a series of t
For any non-negative integer m, we denote by i(m) the index of the interval containing m, i.e. m ∈ L i(m) .
To design the compression protocol, we first notice that the n-fold thermal state can be written in the form
where | m = |m 1 ⊗ · · · ⊗ |m n is the photon number basis of n modes and | m| := m 1 + · · · + m n . The compression protocol runs as follows:
• Encoder. The sender performs projective measurement in the photon number basis of n modes, which yields an n-dimensional vector m. The sender then computes i(| m|) and encodes it into a classical memory. The encoding channel can be represented as 
Therefore, we have proved Eq. (6).
B. Proof of Lemma 2.
For any input state ρ we have 
