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a b s t r a c t
In this study, an approach for designing an optimal control law, based on the variational
iteration method, is proposed. The idea consists of formulating the problem of optimal
control under a variational problem form by substituting the control variable by its
expression derived from the system model in the performance index. Then, the solution
of the variational problem obtained is achieved by satisfying the Euler–Lagrange equation,
which is in general nonlinear. Therefore, the variational iteration method is adopted to
solve the Euler–Lagrange equation obtained, and the optimal control law is easily deduced
by performing simple calculations. To illustrate the suggested design approach, a nonlinear
system is considered, and the result obtained is compared with the analytical solution to
show the effectiveness of the proposed design approach.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Optimal control problems often arise in system engineering. The objective of optimal control is to find, in open loop
control, optimal manipulated variable time profiles for a dynamic system that optimize a given performance index.
The determination of optimal control is a very tedious task, and open-ended due to the nonlinear nature of dynamic
systems. Considerable efforts are spent on developing efficient optimal control techniques [1]. Hence, several approaches
for solving optimal control problems are suggested in the literature. These can be divided into analytical methods, that were
used originally, and numerical methods. The analytical methods include ones based on dynamic programming (Bellman’s
principle of optimality), Pontryagin’s minimum (or maximum) principle and variational calculus, whereas the numerical
methods can be grouped into two categories: indirect and direct methods [2].
For analytical methods, dynamic programming (DP) is a method in very general use for treating a bunch of optimization
problems. This method is based on the principle of optimality first formulated by Bellman and often used in the analysis and
design of automatic control systems [3,4]. Therefore, by differentiating Bellman’s function a partial differential equation is
obtained,whichmust satisfy given boundary conditions. Bellman’s partial differential equation and the boundary conditions
represent necessary conditions for obtaining the minimum of the optimal control problem. Another very efficient approach
for solving optimal control problems is by using the Pontryagin minimum principle (PMP) [5,6]. This technique is built on
defining the Hamiltonian function by introducing adjoint variables [5]. The necessary condition for having optimal control is
optimization of the Hamiltonian functionwith respect to the control variable [5,6]. Then, the optimal control law is obtained
by solving the canonical differential equations, that is, the Hamilton equations that constitute the necessary conditions of
optimality according to the minimum principle [7,8]. Dynamic programming and the Pontryagin minimum principle are
more general and effective than classic variational calculus. The elementary terms of variational calculus are obtained from
Bellman’s partial differential equation. The variational calculus [7,9] deals with finding the optimum value of a functional
and generally consists in solving the well-known Euler–Lagrange equation [1,8] with imposed boundary conditions.
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Optimality conditions for analyticalmethods are in general not able to provide the optimumsince the resulting two-point
boundary value problem or Bellman partial differential equation are difficult to solve analytically. Computational methods
are therefore needed [2,10,11]. These methods can be split into two categories: the indirect methods (boundary condition
iteration and control vector iteration) and the direct methods (the sequential method and the simultaneous method).
In this paper, we address the optimal control of a nonlinear system. The aim is to suggest an optimal control design
approach based on the variational iteration method. This method was recently developed by He [12] and has been proved
to be reliable, accurate and effective in both the analytic and the numerical solution of differential equations [13]. However,
for control problems, the variational iteration method is still not applied. The only contribution in the field has been that
of Kucuk [14], where an active optimal control of the Korteweg–de Vries equation that minimizes a quadratic functional is
designed, based on the iteration variational method. In contrast to the direct control parameterization used by Kucuk [14],
a standard variational calculus method is adopted in this work to achieve nonlinear optimal control. The idea consists of
applying the variation iteration method to solve the Euler–Lagrange equation corresponding to the optimal control. Thus,
using the variational iteration method, an approximate analytical or numerical solution of the Euler–Lagrange equation can
be obtained even if the analytical solution is not available, as is shown by Tatari and Dehghan [15]. The design approach is
illustrated by an application example forwhich an analytical solution exists. The objective is to demonstrate the effectiveness
of the proposed approach.
The article is structured as follows. In Section 2, the optimal control problem addressed in this work is formulated.
Section 3 is dedicated to the variational problem and its solution based on the Euler–Lagrange equation. Section 4 is devoted
to the variational iterationmethod used to solve differential equations. Section 5 presents the proposed design approach for
solving optimal control problemswhile Section 6 gives an application example that illustrates the proposeddesign approach.
Finally, a conclusion ends the article.
2. The optimal control problem
An optimal control problem is stated as follows. Find the optimal control law u(t) : 0, tf  ⊂ ℜ → ℜ for minimizing the
performance index
J =
 tf
0
F(x(t), u(t), t) dt (1)
subject to
x˙(t) = f (x(t), u(t), t) (2)
x(0) = x0 (3)
and terminal constraints
x(tf ) = xf (4)
where x(t) ∈ ℜn is the state vector (n is the system order), u(t) ∈ ℜ is the control variable, tf is the fixed final time,
F : ℜn × ℜ× ℜ → ℜ is a scalar function and continuously differentiable, f : ℜn × ℜ× ℜ → ℜn is a smooth vector field,
x(0) is the known initial state and x(tf ) is the fixed final state.
The optimal control is denoted as u∗(t) and it is assumed that the state x(t) and the control u(t) are unconstrained,
i.e. there are no limitations (they are unbounded) on the magnitudes of the state and control variable.
There are several approaches that can solve optimal control problems [1]. These can be divided into analytical
methods [8], that were used originally, and numerical methods [2,11,16], preferred nowadays. In this work, the calculus
of variations [9] that will be discussed below is adopted to solve the formulated optimal control problem.
3. The variational problem
A variational problem is formulated as follows:
Jˆ

x∗(t)
 = min
x(t)
 tf
0
G

t, x(t), x˙(t)

dt (5)
or
x∗(t) = argmin
x(t)
 tf
0
G

t, x(t), x˙(t)

dt (6)
subject to the following constraints:
x(0) = x0 (7)
x(tf ) = xf (8)
where x(t) is a differentiable function of a real variable t to be found such that boundary conditions (7) and (8) are satisfied.
The solution x(t) is a stationary point of the dynamic optimization problem (5). G is a real-valued function with continuous
first partial derivatives.
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The necessary condition for the unique solution of the problem (6) is that it satisfy the Euler–Lagrange equation [1,8,9]
∂G (t, x(t), x˙(t))
∂x(t)
− d
dt

∂G (t, x(t), x˙(t))
∂ x˙(t)

= 0 (9)
with boundary conditions given by (7) and (8).
The Euler–Lagrange equation is generally nonlinear. Consequently, it is difficult to obtain analytically the solution of
the two-point boundary value problem (9) formulated, with the boundary conditions (7) and (8). Usually, the solution of
the two-point boundary value problem is carried out using numerical methods [2,17] but a solution with a high degree of
accuracy is difficult to achieve by some numerical methods, especially those that use an initial guess of the solution.
Recently, Tatari andDehghan [15] have shown that the variational iterationmethod constitute an efficient tool for solving
this kind of problem. The principle of the variational iteration method will be discussed in the next section.
4. Variational iteration method
The variational iteration method that was recently developed is used to solve both ordinary and partial differential
equations [12,13]. This method provides the solution of the differential equations in terms of a rapidly convergent infinite
series that may yield the exact solution in many cases.
Consider the ordinary differential equation
L x(t)+N x(t) = g(t) (10)
whereL andN are the linear and nonlinear operators respectively, and g(t) is the inhomogeneous term.
The variational iteration method presents a correction functional for Eq. (10) in the form [12,13]
x(N+1)(t) = x(N)(t)+
 t
0
λ(ξ)

Lx(N)(ξ)+N x˜(N)(ξ)− g(ξ)

dξ (11)
where λ(ξ) is the Lagrange multiplier, which can be identified using the stationary conditions, and x˜(N)(ξ) is considered as
a restricted variation, which means that δx˜(N)(ξ) = 0.
Imposing the variational to Eq. (11) gives
δx(N+1)(t) = δx(N)(t)+ δ
 t
0
λ(ξ)

Lx(N)(ξ)+N x˜(N)(ξ)− g(ξ)

dξ

(12)
and as the restricted variation δx˜(N)(ξ) = 0, the Eq. (12) reduces to
δx(N+1)(t) = δx(N)(t)+ δ
 t
0
λ(ξ)Lx(N)(ξ)

= δx(N)(t)+

λ(ξ)
 ξ
0
Lδx(N)(ξ)
ξ=t
ξ=0
−
 t
0
λ˙(ξ)
 ξ
0
Lδx(N)(ξ)dξ

dξ

. (13)
Then, on imposing the stationary conditions for (13), the optimal value of the Lagrange multiplier λ(ξ) can be easily
identified [12,13]. Once λ(ξ) is obtained, the solution of Eq. (10) can be readily derived by calculating the successive
approximations x(N)(t) (N = 1, . . . ,+∞) using the formula (11). Note that the approximate solution x(N)(t) of the solution
x(t) can be achieved using any selective function x(0)(t) [12,13,15]. Consequently, the solution is given as
x(t) = lim
N→∞ x
(N)(t). (14)
In practice, especially for nonlinear equations, it is difficult to calculate this limit. Consequently, an approximation
solution can be obtained by considering a large value for N and the solution is given as
x(t) ≈ x(N)(t). (15)
The value ofN depends on the domain [0, t]where onewants to achieve an acceptable accuracy. The use of the variational
iteration method to solve ordinary differential equations is illustrated in an application example section (Section 6).
5. The proposed design approach
The main idea of the proposed design approach is to transform the optimal control (1)–(4) to a variational problem (5),
with the same boundary conditions, then to solve the corresponding Euler–Lagrange equation using the variational iteration
method. The proposed design approach can be summarized as follows:
Step 1. From the system model (2), determine the expression for u(t) as a function of t, x(t) and x˙(t), i.e.
u(t) = φx(t), x˙(t), t. (16)
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Step 2. Substitute u(t) by its expression given by (16) in (1) to obtain the following variational problem:
Jˆ(x(t)) = min
x(t)
 tf
0
F

x(t), φ

x(t), x˙(t), t

, t

dt
= min
x(t)
 tf
0
G (t, x(t), x˙(t)) dt (17)
with the boundary conditions (3) and (4).
Step 3. Derive the Euler–Lagrange equation corresponding to (17), i.e.
∂G (t, x(t), x˙(t))
∂x(t)
− d
dt

∂G (t, x(t), x˙(t))
∂ x˙(t)

= 0. (18)
Step 4. Solve the nonlinear equation (18) using the variational iteration method to obtain the optimal trajectory x∗(t) and
calculate x˙∗(t).
Step 5. Substitute x∗(t) and x˙∗(t) by their expressions obtained in Step 4 in (16) to obtain the optimal control law
u∗(t) = φx∗(t), x˙∗(t), t.  (19)
These different steps will be illustrated in the following section.
6. An application example
To illustrate the proposed design approach, an example concerning the optimal control of a nonlinear system is
considered in this section. To show the effectiveness of the proposed design approach, the control law obtained following
this approach will be compared to the exact analytical solution.
Consider the following optimal control problem:
min
u(t)
 1
0

2− x(t)2 + u2(t) dt (20)
subject to:
x˙(t) = −0.25x(t)+ u(t) (21)
x

0
 = 0 (22)
x

1
 = 2. (23)
In solving this optimal control, the proposed design approach will be used to derive an approximate solution of the exact
optimal control law u(t). For the optimal control (20)–(23), the proposed design approach presented in Section 5 gives:
Step 1. From the model (21), it follows that
u(t) = x˙(t)+ 0.25x(t). (24)
Step 2. Substituting (24) into (20), yields
min
x(t)
 1
0

2− x(t)
2
+

x˙(t)+ 0.25x(t)2 dt (25)
and thus
G(t, x(t), x˙(t)) =

2− x(t)
2
+

x˙(t)+ 0.25x(t)2. (26)
Step 3. The corresponding Euler–Lagrange equation of (25) is given as
∂G(t, x(t), x˙(t))
∂x(t)
− d
dt

∂G(t, x(t), x˙(t))
∂ x˙(t)

= 0 (27)
and by performing calculations, one obtains
x¨(t)− x(t)+ 63
32
= 0. (28)
Step 4. The approximate solution of Eq. (28) will be achieved using the variational iteration method. Thus, according to (11)
we obtain
x(N+1)(t) = x(N)(t)+
 t
0
λ(ξ)

x¨(N)(ξ)− x(N)(ξ)+ 63
32

dξ . (29)
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The optimal value of λ(ξ) is obtained by taking the variation with respect to the variable x(N)(t); thus
δx(N+1)(t) = δx(N)(t)+ δ
 t
0
λ(ξ)

x¨(N)(ξ)− x(N)(ξ)+ 63
32

dξ
= δx(N)(t)+ λ(t) δx˙(N)(t)− λ˙(t) δx(N)(t)+
 t
0
λ¨(ξ) δx(N)(ξ)dξ
−
 t
0
λ(ξ) δx(N)(ξ) dξ + δ
 t
0
63
32
λ(ξ) dξ

= δx(N)(t)+ λ(t) δx˙(N)(t)− λ˙(t) δx(N)(t)
+
 t
0

λ¨(ξ)− λ(ξ) δx(N)(ξ) dξ + δ  t
0
63
32
λ(ξ) dξ

. (30)
Now, as
δ
 t
0
63
32
λ(ξ) dξ

= 0 (31)
we then have
δx(N+1)(t) =

1− λ˙(t)

δx(N)(t)+ λ(t) δx˙(N)(t)+
 t
0

λ¨(ξ)− λ(ξ) δx(N)(ξ) dξ (32)
and, therefore, the optimal Lagrange multiplier λ(ξ) is determined by solving the following ordinary differential
equation:
λ¨(ξ)− λ(ξ) = 0 (33)
λ(ξ)|ξ=t = 0 (34)
1− λ˙(ξ)|ξ=t = 0 (35)
and these equations yield
λ(ξ) = sinh(ξ − t) (36)
and the following iteration formula is obtained:
xN+1(t) = x(N)(t)+
 t
0
sinh(ξ − t)

x¨(N)(ξ)− x(N)(ξ)+ 63
32

dξ . (37)
Choosing the initial solution x(0)(t) = A e−t + B et and computing only one iteration, we obtain an acceptable
approximate solution x(1)(t), and by imposing the boundary conditions (22) and (23), one determines the values
of A and B. The values obtained are A = −1.305814705 and B = 1.305814705. Note that performing more than one
iteration gives the same result for t in the domain [0, 1], as is shown by Fig. 1.
The approximate solution of the Euler–Lagrange (28) obtained by the iteration variational method by performing
one iteration is
x(1)(t) = −1.305814705 e−t + 1.305814705 et − 1.96875 cosh(t)+ 1.96875. (38)
Step 5. On calculating the first derivative of x(1)(t) given by (38), and substituting x(1)(t) and its first derivative x˙(1)(t) by
their expressions in (24), the following optimal control law results:
u∗(t) = x˙(1)(t)+ 0.25

x(1)(t)
= 1.305814705 e−t + 1.305814705 et − 1.96875 sinh(t)
+ 0.25−1.305814705 e−t + 1.305814705 et − 1.96875 cosh(t)+ 1.96875.  (39)
Now, let us compare the solution obtained for the optimal problem via the proposed approach to the analytical solution.
The analytical solution of the Euler–Lagrange (28) with the boundary conditions (22) and (23) obtained using the computer
algebra system Maxima (http://maxima.sourceforge.net/) is
xa(t) = e
t+1 + 63 et − 63 e−t+2 − e−t+1 + 63 e2 − 63
32 (e2 − 1) (40)
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Fig. 1. Solution of the Euler–Lagrange equation by the variational iteration method for three values of N .
Fig. 2. Simulation results.
and according to (24), the exact analytical expression for the optimal control law u∗(t) is
u∗(t) = x˙a(t)+ 0.25xa(t)
= e
t+1 + 63 et + 63 e−t+2 + e−t+1
32 (e2 − 1) + 0.25

xa(t). (41)
Fig. 2 shows the approximate and the exact optimal trajectories of x∗(t) and u∗(t). Clearly, the approximate solution
x(1)(t) obtained is the same as the analytical solution xa(t), which demonstrates the effectiveness of the proposed design
approach.
7. Conclusion
In this paper, an approach for designing an optimal control for a nonlinear system is proposed. The main steps consist
of reformulating the optimal control problem as a variational problem and using the variational iteration method to solve
the Euler–Lagrange equation corresponding to the formulated variational problem. Once the solution is obtained, i.e. the
optimal trajectories, the control law can be deduced by performing simple calculations.
The proposed method, which is easy and simple to apply, uses the variational iteration method to solve the nonlinear
Euler–Lagrange equation using an iteration formula. Consequently, complex optimal control problems for which an
analytical or a numerical solution are difficult to achieve can be handled using this approach. It is worth mentioning that
the use of the variational iteration method allows one to achieve an approximate solution of the Euler–Lagrange equation
with a high degree of accuracy, and to obtain the optimal control law easily.
The proposed design approach has been illustrated through simulation, by considering the optimal control of a nonlinear
system. Comparison with the analytical solution has shown that the proposed design approach yields the same result.
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