In this work, a leakage-based variant of the Least Mean Mixed Norm (LMMN) algorithm, the leaky Least Mean Mixed Norm (LLMMN) algorithm, is derived. The proposed algorithm will help mitigate the weight drift problem experienced in the conventional Least Mean Square (LMS) and Least Mean Fourth (LMF) algorithms. The main aim of this work is to derive the LLMMN adaptive algorithm and conduct transient analysis using the energy conservation relation framework. Finally, a number of simulation results are carried out to corroborate the theoretical findings, and show improved performance obtained through the use of LLMMN over the conventional LMMN algorithm in a weight drift environment.
INTRODUCTION
Adaptive filters are widely used in our everyday lives in a variety of areas such as plant modeling or system identification, noise cancelation and adaptive equalization, to name a few. The theory, benefits and applications of adaptive filters have been widely described in the literature [1] .
The LMF algorithm is one such example. It has been shown in [2] - [3] that the LMF algorithm outperforms the LMS in non-Gaussian noise environments. Another prominent example of adaptive filter algorithms is the leaky Least Mean Square (leaky LMS) algorithm [4] . The leaky LMS algorithm was first introduced to mitigate the weight drift problem that occurs in LMS adaptive filters under certain conditions. Just like the LMS algorithm, the LMF algorithm also suffers from the weight drift problem under the same conditions. The LMMN algorithm [5] is found to provide a better performance in both Gaussian and Non-Gaussian environments than either LMS or the LMF and hence the LMMN algorithm will behave identically in such a scenario. Therefore, in this work, a new variant of the LMMN is derived which prevents the weight drift instability from occurring using the leakage technique.
In this work, the leaky LMMN algorithm is presented for the first time and its transient analysis is carried out using energy conservation arguments [1] . Moreover, conditions for the mean and mean square stability of the algorithm are derived.
THE LEAKY LEAST MEAN MIXED NORM ALGORITHM UPDATE RECURSION
The output of an FIR channel of length M in the presence of an additive noise can be written as follows [1] :
where u k is a stationary input process with zero mean and variance σ 2 u , {n k } is a stationary noise process with zero mean and variance σ 2 n , and w o corresponds to the unknown channel impulse response with M taps.
In the case of the LMMN algorithm, the cost function to be minimized is given by [5] 
with α being the mixing parameter and e k is the error between the output of the unknown system and the adaptive filter and is defined as
For the LLMMN, we modify the LMMN cost function and introduce a leakage paramter α in the same way as was done for the case of the leaky LMS [1] . Therefore, the cost function that we wish to minimize is given as
The corresponding update equation of the leaky LMMN is then
where μ is the step size. We can see from (5) that for α = 0, we get the conventional LMMN update equation.
PERFORMANCE ANALYSIS OF THE LEAKY LMMN ALGORITHM
In this section, the proposed leaky LMMN algorithm is analyzed in both the mean and the mean-square sense using the frame work of fundamental energy relation [1] . Consequently, all the assumptions applicable for long filters are employed. In addition, the following assumptions are used:
A1 The noise sequence n k is i.i.d. with zero odd order moments.
A2
The sequence n k is independent of u j ,w l for all j,l .
A3
The regressors u k are i.i.d Gaussian random variables with covariance matrix is
Here, we will derive the mean and mean square stability conditions as well as construct the learning curves of the Mean Square Deviation(MSD) and excess Mean Square Error(EMSE), to be defined later.
Mean Behavior
Defining the weight error vector, v k as follows:
results in the following update recursion:
Using the assumptions given above and taking the expectations of both sides, we get
Using (9) in (8), we get
where ζ is the EMSE defined as
To find the mean convergence condition on the step-size, we will use the approach used in [6] . Therefore, let ϑ ≤ ζ be the Cramer-Rao bound associated with estimating u k w o by u k w k , then from (10), we see that v k is convergent in the mean if the eigenvalues of
]} lie between −1 and 1. From this, we can find the range of step-size values for which the v k remains bounded in the mean sense which is given as
where λ max (R) is the largest eigenvalue of R.
Mean Square Behavior
In this section the performance of the leaky LMMN algorithm in the mean-square sense is analyzed. The assumption used is that the adaptive filter is long enough to justify the following:
A5 The norm of the input regressor (||u k || 2 ) can be assumed to be uncorrelated with e 6 k .
Error and Performance Measures
We are interested in studying the time-evolution and the steady-state values of E[|e In this case, for some symmetric positive definite weighting matrix A, to be specified later, the weighted a priori estimation errors is defined
For the special case when A = I, the weighted a priori estimation error defined above is reduced to standard a priori estimation error, that is,
It is easy to see that the estimation error, e k , and the a priori estimation error, e ak , are related via e k = e ak + n k . Thus, using A3 and (14), the EMSE can be set up as follows:
Time evolution of the weighted variance E[||v
In this section, the time evolution of the weighted variance
is derived for the leaky LMMN algorithm using the framework of fundamental weightedenergy conservation relation developed in [1] .Thus, by using (7) and (13), one can arrive at:
where 
Transient Analysis
When the input data is correlated, i.e., R is a non-diagonal matrix, different weighting matrices will appear on both sides of the equation. Therefore, we again resort to the technique given in [1] . At the end, we get
with D k , L k , F2, F1 given as
. . .
and
and p 0 ,p 1 ,. . .,p M −1 are the coefficients of the characteristic polynomial of R, given as
From this, we can see that that the evolution of E[||v k || 2 ] and E[e 2 ak ] can be described by the first and second entries of the state vector W k+1 , respectively. The resulting learning curve of the filter is then
Mean Square Stability
As can be seen from the block triangular structure of F k in (17), we find that one of the conditions for the mean-square stability of the leaky LMMN algorithm is the same as that for stable convergence in the mean. The mean convergence condition was found before and shown in (12). To find the second condition for the mean-square stability of the leaky LMMN to hold, we will use the same approach as was done for finding the mean convergence on the step size. Using that, we find that a sufficient condition for F k to be stable, and thus constitute the second condition for the mean square stability of the proposed algorithm is that the step size lies in the following range
where
where in (27) and (28),
Combining (12) and (26), we find that the condition for the algorithm to converge in the mean square sense is
, otherwise.
(31)
SIMULATION RESULTS
All the simulations reported here are based on a system identification setup where the regression vector u k is real-valued Gaussian, the filter vector length is five and δ = 0.5. The weight drift phenomenon is simulated in the same way as was done in [7] . For comparing the leaky LMMN with the LMMN in a weight drift environment, the filter vector chosen was [0.7071 − 0.7071] while the regressor vector is randomly chosen to be ±[0.5 − 0.5] with equal probability so that R is singular, a case often seen in fractionally spaced equalizers [4] of quantization bits for the adaptive filter coefficients and the regressor values are set to 10. The step size was taken to be 0.0156 for both algorithms and the product of the step size and the leakage factor was set at 0.002. We make a single run over 10 4 samples and have taken the infinite norms of the updated weight vectors in case of both the LMMN and the leaky LMMN.
As can be seen from the Fig. 1 , we see that in the case of LMMN, the parameter drift causes the adaptive filter weights to blow up while in the case of the leaky LMMN, the adaptive filter weights are bounded.
To compare the theoretical findings with the simulation result, white gaussian data was used with the step size and leakage factor were set at 0.01 and 0.001, respectively, while the number of trials and number of samples were set at 500 and 10 4 , respectively. A randomly generated normalized system weight vector with the number of taps set at 5 is chosen and the noise environment was chosen to be Gaussian with variance 0.1. Fig. 2 shows a good match between the theoretical and simulation results.
CONCLUSIONS
A new adaptive algorithm, called the leaky LMMN algorithm, is presented in this paper. Expressions were derived for the transient analysis of the algorithm as well as conditions for the mean and mean square stability of the algorithm. Monte Carlo simulations were conducted which agree well with the theoretical findings. Moreover, the advantage of the leaky LMMN over the conventional LMMN in a weight drift environment is also shown. Moreover, detailed simulation results will be shown in the final manuscript with real examples, e.g. the fractionally-spaced equalizer, and how the proposed algorithm will improve its performance. 
