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BIFURCATION AND HAUSDORFF DIMENSION IN FAMILIES OF
CHAOTICALLY DRIVEN MAPS WITH MULTIPLICATIVE FORCING
GERHARD KELLER AND ATSUYA OTANI
Abstract. We study bifurcations of invariant graphs in skew product dynamical systems
driven by hyperbolic surface maps T like Anosov surface diffeomorphisms or baker maps
and with one-dimensional concave fibre maps under multiplicative forcing when the forcing
is scaled by a parameter r = e−t. For a range of parameters two invariant graphs (a trivial
and a non-trivial one) coexist, and we use thermodynamic formalism to characterize the
parameter dependence of the Hausdorff and packing dimension of the set of points where both
graphs coincide. As a corollary we characterize the parameter dependence of the dimension
of the global attractor At: Hausdorff and packing dimension have a common value dim(At),
and there is a critical parameter γ−c determined by the SRB measure of T
−1 such that
dim(At) = 3 for t 6 γ−c and t 7→ dim(At) is strictly decreasing for t ∈ [γ−c , γmax).
1. The general setting and a review of main results
In this paper we study bifurcations in skew product dynamical systems driven by a basis dy-
namical system (Θ,B, T ), where (Θ,B) is a measurable space and T : Θ→ Θ a bi-measurable
map. We denote the set of T -invariant probability measures and its subset of ergodic mea-
sures by PT (Θ) and ET (Θ), respectively. For the sake of simplicity, we will use the notation
µ (ψ) :=
∫
Θ ψ dµ for µ ∈ PT (Θ) and ψ ∈ C(Θ;R). We also denote R> := [0,∞).
1.1. The skew product system. For each parameter t ∈ R we define a skew-product
transformation
Tt : Θ×R> → Θ×R>, Tt (θ, x) := (Tθ, ft (θ, x)) ,
with a fibre function
ft : Θ×R> → R>, ft(θ, x) := e−tg(θ)h(x)
where
. h ∈ C1(R>;R) is strictly concave with h(0) = 0, h′(x) > 0 for x > 0, h′(0) = 1, and
limx→∞
h(x)
x = 0,
. g : Θ→ (0,∞) is bounded and measurable.
For n > 2 we define iteratively fnt : Θ×R> → R> and Tt : Θ×R> → Θ×R>,
fnt (θ, x) := ft
(
Tn−1θ, fn−1t (θ, x)
)
and Tnt (θ, x) := Tt
(
Tn−1t (θ, x)
)
.
Remark 1. The following properties are easily verified:
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a) Tnt (θ, x) = (T
nθ, fnt (θ, x)) for (θ, x) ∈ Θ×R> and n ∈ N0.
b) ddxf
n
t (θ, x) > 0 and
d2
dx2
fnt (θ, x) < 0 for all (θ, x) ∈ Θ× (0,∞) and n ∈ N.
c) For each t ∈ R there is Mt > 0 such that ft(θ,Mt) < Mt for all θ ∈ Θ.
1.2. The maximal invariant function ϕt and its zero set Nt. A function ϕ : Θ→ R is
invariant (or more precisely Tt-invariant), if
Tt (θ, ϕ(θ)) = (Tθ, ϕ(Tθ)) or, equivalently, ft (θ, ϕ(θ)) = ϕ (Tθ) ,
for all θ ∈ Θ. The function ϕ ≡ 0 is always invariant. We call its graph Φbase = {(θ, 0) : θ ∈ Θ}
the baseline of the skew product system.
Since our fibre maps are monotone and strictly concave, this skew-product system possesses
at most two essentially different measurable invariant functions, among them the maximal
one, as the following lemma shows.
Lemma 1. a) For t ∈ R the maximal Tt-invariant function ϕt : Θ→ R>,
ϕt(θ) := lim
n→∞ψt,n(θ) = infn ψt,n(θ) , (1)
is well defined where ψt,n (θ) := f
n
t (T
−nθ,Mt). It is indeed maximal, i.e. for every Tt-
invariant function ϕ we have that 0 6 ϕ (θ) 6 ϕt (θ) for all θ ∈ Θ. Its graph is denoted by
Φt := {(θ, ϕt (θ)) : θ ∈ Θ}.
b) Let ϕ be a measurable Tt-invariant function. Then we have for every µ ∈ ET (Θ)
ϕ = 0 µ-a.e. or ϕ = ϕt µ-a.e. (2)
The proof of part a) of this lemma is identical to the one in [5, pp.144-145], while part b)
is contained in [5, Lemma 1]. Observe that in that reference the base system is an irrational
rotation on T1, but only the invertibility and the ergodicity of the invariant (Lebesgue)
measure are used for the proofs.
Depending on the stability properties of the fibre maps at x = 0 relative to a measure
µ ∈ ET (Θ), the maximal invariant function ϕt may be identical to zero, strictly positive, or -
and this is the most interesting case - it may have zeros without being identical to zero.
In this note we describe the measure theoretical and topological properties of the sets
Nt := {θ ∈ Θ : ϕt(θ) = 0} , (3)
quantify the size of these sets in terms of their dimension and study the dependence of the
dimension on the parameter t.
Remark 2. The following properties are immediate consequences of the definitions.
a) ϕt is measurable. In particular, Nt ∈ B.
b) Nt is invariant under T , i.e. T (Nt) = Nt = T
−1 (Nt).
c) For t < s we have ϕt (θ) > ϕs (θ) for all θ ∈ Θ, whence Nt ⊆ Ns. We say therefore that
the family (Nt)t∈R is a filtration.
Remark 3. The set At := {(θ, x) : 0 6 x 6 ϕt(θ)} is the global attractor of the map Tt. It is
bounded from above by the upper bounding graph Φt. As each ergodic Tt-invariant probability
measure is supported by an invariant graph [1, Theorem 1.8.4(iv)], Lemma 1 shows that it is
supported by Φt or by the baseline Φbase.
In view of the filtration property of the sets (Nt)t∈R it is natural to define, for each θ ∈ Θ,
a critical parameter tc(θ) by
tc(θ) := inf {t ∈ R : ϕt(θ) = 0} . (4)
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Because of Remark 2c) we have tc(θ) = sup{t ∈ R : ϕt(θ) > 0}, and for each t ∈ R
St := {θ ∈ Θ : tc(θ) = t} =
⋂
t′′>t
Nt′′ \
⋃
t′<t
Nt′ . (5)
As the baseline itself is a trivial invariant graph, these points can be understood as bifurcation
points of invariant graphs.
1.3. The plan of this note. In section 2.1 we characterize the sets Nt and St in terms of
Birkhoff averages
Γ(θ) := lim inf
n→∞
1
n
n∑
k=1
log g(T−kθ) (6)
which are closely related to the system’s fibre-wise lower backwards Lyapunov exponents at
the baseline. The main results are:
. {Γ < t} ⊆ Nt ⊆ {Γ 6 t} and St = {Γ = t}.
. µ(St \Nt) = 0 for each µ ∈ PT (Θ).
In section 2.2 we characterize the same sets for each µ ∈ ET (Θ) in terms of the averaged
quantity
γ(µ) :=
∫
log g dµ . (7)
By Birkhoff’s ergodic theorem, γ(µ) = Γ(θ) for µ-a.e. θ. The main observations are
. µ(Nt) = 1 if and only if γ(µ) 6 t and
. µ(St) = 1 if and only if γ(µ) = t.
Finally, in section 3, we determine the Hausdorff dimensions dimH and packing dimensions
dimP of the sets Nt and St for topologically mixing Anosov surface diffeomorphisms and baker
maps using thermodynamic formalism. Define
γmin := inf
µ∈PT (Θ)
γ (µ) and γmax := sup
µ∈PT (Θ)
γ (µ) . (8)
In the Anosov case the main result reads: suppose γmin < γmax and denote by γ
−
c := γ(µ
−
SRB)
the average exponent of the SRB meaure of T−1. There is a real analytic function D :
(γmin, γmax)→ [0, 1] such that D (γ−c ) = 1, D′′ (γ−c ) < 0,
D′ (t) =
{
> 0 for t ∈ (γmin, γ−c )
< 0 for t ∈ (γ−c , γmax) , and
. dimH (Nt) = dimH (St) = D (t) + 1 for t ∈ (γmin, γ−c ),
. dimH(Θ \Nt) = dimH(St) = dimP (Θ \Nt) = D(t) + 1 for t ∈ (γ−c , γmax), and
. dimP (Nt) = 2 > dimH(Nt) for t ∈ (γmin, γ−c ).
A number of proofs are deferred to section 4.
2. Characterization of the sets Nt and St in terms of Lyapunov exponents
2.1. The sets Nt and St via fibre-wise Lyapunov exponents. Recall that ϕt is defined
in (1) as a pullback limit. Therefore it is natural to characterize its zeros in terms of the
fibre-wise lower backwards Lyapunov exponents at the baseline
Γt(θ) := lim inf
n→∞
1
n
log
∣∣∣∣ ddxfnt (T−nθ, x)|x=0
∣∣∣∣ = Γ(θ)− t . (9)
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The following characterization of the set St in terms of Γ(θ) is an essential point of this note.
Under additional hyperbolicity assumptions it will be the key to a multifractal bifurcation
analysis of the family (ϕt)t∈R.
Theorem 1 (Nt and St via trajectory-wise Lyapunov exponents). Let t ∈ R and θ ∈ Θ.
a) If θ 6∈ Nt, then Γ(θ) > t, i.e. Γt(θ) > 0.
b) If θ ∈ Nt, then Γ(θ) 6 t, i.e. Γt(θ) 6 0.
c) Γ(θ) = tc(θ) and St = {θ ∈ Θ : Γ(θ) = t} = {θ ∈ Θ : Γt(θ) = 0}.
Although we have no proof, we do not believe that St ⊆ Nt. Instead we have the following
characterization of points in St \Nt.
Proposition 1 (Characterization of St \Nt). Let t ∈ R and θ ∈ Θ. Then θ ∈ St \Nt if and
only if
`i∑
k=1
ϕt(T
−kθ) + | logϕt(T−`iθ)| = o(`i) (10)
along some subsequence (`i)i>1.
The proofs of Theorem 1 and Proposition 1 are provided in section 4.1.
Corollary 1. µ(St \Nt) = 0 for each µ ∈ PT (Θ) and t ∈ R.
Proof. As St \Nt is T -invariant and as 0 6 ϕt 6Mt, Proposition 1 implies∫
St\Nt
ϕt dµ = lim
i→∞
∫
St\Nt
1
`i
`i∑
k=1
ϕt ◦ T−k dµ = 0 , (11)
and as ϕt > 0 on St \Nt, it follows that µ(St \Nt) = 0. 
2.2. The sets Nt and St via average Lyapunov exponents. With respect to any invariant
measure µ ∈ PT (Θ) we define the average fibre-wise Lyapunov exponent at the baseline by
γt (µ) :=
∫
log
∣∣∣∣ ddxft ( · , x)|x=0
∣∣∣∣ dµ = γ(µ)− t . (12)
We note that ∫
Γ(θ) dµ(θ) =
∫
log g dµ = γ(µ) (13)
follows from Birkhoff’s ergodic theorem, because | log g| is bounded by assumption.
Corollary 2 (Nt and St via average Lyapunov exponents). For µ ∈ PT (Θ) and t ∈ R we
have:
a) If µ(Nt) = 0, then γt(µ) > 0, i.e. γ(µ) > t.
b) If µ(Nt) = 1, then γt(µ) 6 0, i.e. γ(µ) 6 t.
For ergodic µ both implications are equivalences and, furthermore,
c) µ (St) = 1 for t = γ (µ), and µ (St) = 0 otherwise.
Proof. a) If θ ∈ Θ \ Nt for µ-a.e. θ, then Γt(θ) > 0 for µ-a.e. θ by Theorem 1a), and as
µ(St) = µ(St \ Nt) = 0 by Corollary 1, Γt(θ) > 0 for µ-a.e. θ by Theorem 1c). Hence
γt(µ) > 0. b) If θ ∈ Nt for µ-a.e. θ, then Γt(θ) 6 0 for µ-a.e. θ by Theorem 1b), so that
γt(µ) 6 0.
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If µ is ergodic, the cases a) and b) are exhaustive so that we have equivalences, and
claim c) follows from Theorem 1c), since Γ (θ) = γ (µ) for µ a.e. θ ∈ Θ due to Birkhoff’s
ergodic theorem. 
Let Γ(n)(θ) := 1n
∑n
k=1 log g(T
−kθ) so that Γ(θ) = lim infn→∞ Γ(n)(θ). Inspired by the
representation of St as {θ ∈ Θ : Γ(θ) = t} from Theorem 1c) we define the sets
S′t :=
{
θ ∈ Θ : lim
n→∞Γ
(n) (θ) = t
}
(14)
and
R′t :=
{
θ ∈ Θ : lim
k→∞
Γ(nk) (θ) = t for some (nk)k ⊂ N
}
. (15)
Observe that S′t ⊆ St ⊆ R′t. Both of these sets are very close to St in the following measure-
theoretic sense.
Corollary 3. For every µ ∈ ET (Θ) and t ∈ R we have µ (St \ S′t) = 0 and µ (R′t \ St) = 0.
Proof. From Theorem 1c), Corollary 2c) and Birkhoff’s ergodic theorem we conclude that
µ (St) = µ (S
′
t) = µ (R
′
t) = 1 for t = γ (µ) and that µ (St) = µ (S
′
t) = µ (R
′
t) = 0 for t 6= γ (µ).
Thus, the differences are always sets of measure zero. 
From now on let Θ be a compact metrizable space, T : Θ→ Θ a homeomorphism, g : Θ→
(0,∞) continuous, and B the Borel σ-algebra on Θ. Then ϕt is upper-semi-continuous as an
infimum of continuous functions. In particular, Nt is a Gδ-set.
Corollary 4. Under these topological assumptions:
a) Nt = ∅ for t < γmin.
b) ∅ 6= Nt and Nt 6= Θ for γmin 6 t < γmax.
c) µ (Nγmax) = 1 for all µ ∈ PT (Θ).
d) Nt = Θ for t > γmax.
Proof. The semi-uniform ergodic theorem [10, Theorem 1.9] yields γmin 6 Γ(θ) 6 γmax for
all θ ∈ Θ, whence a) and d) follow from Theorem 1. Corollary 2 shows that Nt = ∅ implies
t < γ(µ) for each µ ∈ PT (Θ), in particular t < γmin, and that Nt = Θ implies t > γmax. This
shows assertion b). Finally, let µ ∈ PT (Θ). As µ (Sγmax \Nγmax) = 0 by Corollary 1, we have
µ (Nγmax) = µ (Nγmax ∪ Sγmax) = µ
(⋂
t>γmax
Nt
)
= µ (Θ) = 1, where we used d) for the third
identity. This proves c). 
Remark 4. We do not know whether Nγmax = Θ.
3. Dimensions of the sets Nt and St for hyperbolic systems
Let Θ be a 2-dimensional compact Riemannian manifold, T : Θ→ Θ a topologically mixing
C2-Anosov diffeomorphism, and g : Θ → (0,∞) a Ho¨lder continuous function. Denote by
TθΘ = E
s (θ) ⊕ Eu (θ) the splitting of the tangent fibre over θ ∈ Θ into its stable and
unstable subspaces, see [2, 3] for details. In the following, the Hausdorff dimension dimH and
the packing dimension dimP are defined w.r.t. the associated Riemannian metric. We refer
to [4] for their definitions.
Remark 5. As a lower backward ergodic average, Γ : Θ → R is constant along unstable
manifolds. Therefore the sets St and S
′
t are unions of unstable manifolds, see Theorem 1.
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The map T−1 has a unique (and hence ergodic) Sinai-Ruelle-Bowen measure µ−SRB charac-
terized by
hT (µ
−
SRB) + µ
−
SRB (log ‖dT |Es ‖) = sup
µ∈PT (Θ)
(
hT (µ) + µ (log ‖dT |Es ‖)
)
= 0 , (16)
see [3, section 4B]. We define the critical parameter γ−c := γ(µ
−
SRB). It is the ”physical” or
”observable” critical parameter of the family (Tt)t∈R in the sense in which the SRB measure
is often called a physical or observable measure, see Remark 7 for more details.
Theorem 2. Suppose that γmin < γmax so that log g is not cohomologous to a constant. Then
dimH(Nt) = dimH(St) = D(t) + 1 for t ∈ (γmin, γ−c ] ,
dimH(Θ \Nt) = dimH(St) = dimP (Θ \Nt) = D(t) + 1 for t ∈ [γ−c , γmax)
with
D(t) := max
{
hT (µ)
µ (− log ‖dT |Es ‖) : µ ∈ PT (Θ) and µ (log g) = t
}
. (17)
Furthermore, D : (γmin, γmax)→ [0, 1] is a real analytic function with D (γ−c ) = 1, D′′ (γ−c ) <
0 and
D′ (t) =
{
> 0 for t ∈ (γmin, γ−c )
< 0 for t ∈ (γ−c , γmax) .
In addition, there is a unique equilibrium state µt ∈ ET (Θ) such that D(t) = hT (µt)µt(− log ‖dT |Es‖) ,
µt(St) = 1 and dimH(µt) = D(t) + 1.
Remark 6. In general one cannot expect that D is concave on (γmin, γmax), as is illustrated
by [2, Proposition 9.2.2].
Corollary 5. dimP (Nt) = 2 > dimH(Nt) for t ∈ (γmin, γ−c ).
Proof. As T : Θ → Θ is topologically transitive, the set Nt is a dense Gδ-set by Baire’s
category theorem, unless it is empty. Thus, dimP (Nt) = 2 = D(γ
−
c ) + 1 > dimH(Nt) for
t ∈ (γmin, γ−c ). 
Remark 7. The forward SRB measure µ+SRB, defined as in (16) but with − log ‖dT |Eu ‖
instead of log ‖dT |Es ‖, defines another critical parameter γ+c := γ(µ+SRB). The forward and
backward SRB measure coincide if and only if they are both absolutely continuous w.r.t. the
volume measure [3, section 4C]. Otherwise one can typically expect that γ+c 6= γ−c .
If γ−c < t < γ+c , then dimH(Θ \ Nt) = D(t) + 1 < 2. In particular, Nt ⊆ Θ has full
volume such that the global attractor At ⊆ Θ × R> has volume 0. At the same time, the
fibre-wise forward Lyapunov exponent at the base satisfies limn→∞ 1n log
∣∣ d
dxf
n
t (θ, x)|x=0
∣∣ =∫
log
∣∣ d
dxft(θ, x)|x=0
∣∣ dµ+SRB = γ+c − t > 0 for a.e. θ ∈ Θ w.r.t. the volume measure [3, section
4C].
If γ+c < t < γ
−
c , then dimH(Nt) = D(t) + 1 < 2. In particular, Nt ⊆ Θ has zero volume.
But now the fibre-wise forward Lyapunov exponent at the base is strictly negative so that
the concavity of the fibre maps implies that limn→∞ fnt (θ, x) = 0 for a.e. θ ∈ Θ w.r.t. the
volume measure and all x ∈ R>.
Theorem 3. Suppose that γmin < γmax so that log g is not cohomologous to a constant. Then
dimH(At) = dimP (At) = 3 for t ∈ (γmin, γ−c ] ,
dimH(At) = dimP (At) = D(t) + 2 for t ∈ [γ−c , γmax) .
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Figure 1. The function D(t) for a baker map with a = 0.45 and g(u, v) =
1.001 + cos(2piv).
Remark 8. Theorem 2 remains true also for Baker maps Ba : [0, 1]
2 → [0, 1]2 for a ∈ (0, 1),
Ba(u, v) :=
{(
u
a , av
)
for u < a(
u−a
1−a , a+ (1− a)v
)
for u > a . (18)
In this case µ−SRB = µ
+
SRB = m
2 (the Lebesgue measure on [0, 1)2) so that γ−c = γ+c =∫
log g dm2, and
log ‖dBa |Es ‖ = log
(
a1[0,a)×[0,1) + (1− a)1[a,1)×[0,1)
)
.
The reason that the same (indeed, even much simpler) arguments apply is essentially that
the discontinuity line is the boundary of a Markov partition. So there are no additional
difficulties passing from the symbolic to the (piecewise) smooth system, see also [9].
Remark 9. For a baker map with a = 0.45 and for g(u, v) = 1.001+cos(2piv) we determined
D(t) numerically, see Figure 3. The seeming discontinuities at γmin and γmax are numerical
artefacts due to the fact that only trajectories of length N = 21 were used to approximate
the equilibrium states µt.
In order to see that the limits of D(t) for t → γmin /max are indeed zero, it suffices to
show that all µ ∈ PT (Θ) which minimize or maximize µ(log g) have entropy hT (µ) = 0,
because then limt→γmin /max hT (µt) = 0 due to the upper semicontinuity of hT , and so also
limt→γmin /max D(t) = 0, because the Lyapunov exponents of all µt are uniformly bounded
away from zero. For t → γmax this yields a full proof, because it is easily seen that only the
point masses in the fixed points (0, 0) and (1, 1) maximize µ(log g), and so limt→γmax D(t) =
0. For t → γmin the situation is less clear. There is numerical evidence (no proof) that
the equidistribution on a 3-cycle minimizes µ(log g). If this is indeed the case, then also
limt→γmin D(t) = 0. See also [7] for more details.
4. Proofs
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4.1. Proofs from section 2. Let (ψt,n)n>0 and Mt > 0 be as defined in Lemma 1, and
denote gt := e
−tg.
Proof of Theorem 1. a) Let θ ∈ Θ such that Γt (θ) < 0. There are δ > 0 and integers
n1 < n2 < . . . such that
d
dx
f
nj
t
(
T−njθ, x
)
|x=0 =
nj∏
i=1
gt
(
T−iθ
)
6 e−δnj (19)
for all j ∈ N. As d2
dx2
f
nj
t (T
−njθ, x) < 0 for all x ∈ (0,∞) (cf. Remark 1), we have
ϕt (θ) 6 ψt,nj (θ) = f
nj
t
(
T−njθ,Mt
)
6 e−δnjMt
j→∞−→ 0 .
b) Let θ ∈ Θ such that Γt (θ) > 0. There are δ > 0 and C > 0 such that, for all n ∈ N0,
n∏
i=1
gt
(
T−iθ
)
> Ceδn . (20)
For a contradiction, suppose ϕt (θ) = 0. Let ε0 > 0 and n0 ∈ N such that
inf
x∈(0,ε0)
h (x)
x
> e−δ and ψt,n0 (θ) < ε0 . (21)
Let k (n) := max
{
k 6 n : fkt (T−nθ,Mt) > ε0
}
. As k(n) < n if n > n0, we have for
j ∈ {0, . . . , n− k (n)− 1}, i.e. for n− j ∈ {k (n) + 1, . . . , n},
f
n−k(n)−j
t
(
T−n+k(n)θ, ε0
)
6 fn−k(n)−jt
(
T−n+k(n)θ, fk(n)t
(
T−nθ,Mt
))
= fn−jt
(
T−nθ,Mt
)
< ε0 . (22)
Using now (22) with j = 0 and then (21) and (22) repeatedly, we obtain for n > n0
ψt,n (θ) = f
n
t (T
−nθ,Mt)
> fn−k(n)t
(
T−n+k(n)θ, ε0
)
= gt
(
T−1θ
)
h
(
f
n−k(n)−1
t
(
T−n+k(n)θ, ε0
))
> gt
(
T−1θ
)
e−δfn−k(n)−1t
(
T−n+k(n)θ, ε0
)
= gt
(
T−1θ
)
e−δgt
(
T−2θ
)
h
(
f
n−k(n)−2
t
(
T−n+k(n)θ, ε0
))
> gt
(
T−1θ
)
e−δgt
(
T−2θ
)
e−δfn−k(n)−2t
(
T−n+k(n)θ, ε0
)
...
>
n−k(n)∏
i=1
gt
(
T−iθ
) (e−δ)n−k(n)ε0 . (23)
With (20) and the first estimate of (21) we obtain from (23)
ψt,n (θ) > Ceδ(n−k(n))e−δ(n−k(n))ε0 = Cε0 ,
and therefore ϕt(θ) > Cε0. This contradicts the assumption.
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c) This is a direct consequence of a) and b).

Proof of Proposition 1.
Let θ ∈ Θ \Nt, i.e. ϕt(θ) > 0. By definition of the functions ψt,n we have
ψt,n(θ) = gt(T
−1θ)h(ψt,n−1(T−1θ))
so that
logψt,n(θ) = log gt(T
−1θ) +H(ψt,n−1(T−1θ)) + logψt,n−1(T−1θ) (24)
where H(x) := log(x−1h(x)). As h is concave and h′(0) = 1, H extends to a decreasing
function from [0,∞) to (−∞, 0] with H(0) = 0 and H ′(0) = 12h′′(0) < 0. Iterating this
identity ` times (1 6 ` 6 n) yields
logψt,n(θ) =
∑`
k=1
log gt(T
−kθ) +
∑`
k=1
H(ψt,n−k(T−kθ)) + logψt,n−`(T−`θ) . (25)
For fixed ` ∈ N we get in the limit n→∞
logϕt(θ) =
∑`
k=1
log gt(T
−kθ) +
∑`
k=1
H(ϕt(T
−kθ)) + logϕt(T−`θ) . (26)
Recall that θ ∈ Θ \Nt. Because of Theorem 1c), θ ∈ St if and only if
∑`i
k=1 log gt(T
−kθ) =
o(`i) along some subsequence (`i)i∈N. In view of (26) this is equivalent to
`i∑
k=1
|H(ϕt(T−kθ))|+ | logϕt(T−`iθ)| = o(`i) . (27)
As H ′(0) < 0, there is a constant C > 0 such that
C−1ϕt(T−kθ) 6 |H(ϕt(T−kθ))| 6 Cϕt(T−kθ) (k > 0) , (28)
so that (27) is equivalent to
`i∑
k=1
ϕt(T
−kθ) + | logϕt(T−`iθ)| = o(`i) . (29)

4.2. Proof of Theorem 2.
Remark 10. We refer to [3, 6, 8] for the following well-known facts about topologically
mixing Anosov diffeomorphisms:
. The entropy function hT (·) : PT (Θ)→ R> is upper semi-continuous, as T is expansive.
. For Ho¨lder-continuous functions φ, ψ : Θ→ R the function t 7→ P (tφ+ψ) is real analytic
and strictly convex, unless φ is cohomologous to a constant, where P (tφ+ψ) denotes the
topological pressure of T for the potential tφ+ ψ.
We shall prepare three Lemmas, before we prove the theorem. In this section we assume
that γmin < γmax. Recall that we defined D(t) as
D(t) = max
{
hT (µ)
µ(− log ‖dT |Es‖) : µ ∈ PT (Θ) and γ(µ) = t
}
. (30)
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Lemma 2. dimH(S
′
t) = D(t) + 1 for t ∈ (γmin, γmax). Furthermore, there is a real analytic
function q : (γmin, γmax)→ R such that for the unique equilibrium measure µt ∈ ET (Θ) of the
potential q(t) log gt −D(t) log ‖dT |Es‖ the following holds:
µt(St) = 1, D(t) =
hT (µt)
µt(− log ‖dT |Es‖) , and dimH(µt) = D(t) + 1. (31)
Proof. For θ ∈ Θ denote by V sloc(θ) the (suitably defined) local stable manifold of T through
θ. Then [2, Theorem 12.2.2] asserts that dimH(S
′
t) = dimH(S
′
t ∩ V sloc(θ)) + 1 for each θ ∈ S′t.
With the same argument as in [2, Example 7.2.5] one shows that dimH(S
′
t∩V sloc(θ)) coincides
with the u-dimension of S′t for the function u = − log ‖dT |Es‖, and [2, Theorem 10.1.4] asserts
that this u-dimension takes the value D(t). (For the application of this last theorem observe
that all Ho¨lder potentials have a unique equilibrium state.) The assertions on q(t) and µt
follow from [2, Theorems 10.1.4 and 10.3.1] together with Corollary 3, [2, Lemma 10.1.6] and
its proof. 
Lemma 3. D : (γmin, γmax) → [0, 1] is a real analytic function such that D(γ−c ) = 1,
D′′(γ−c ) < 0 and
D′(t) =
{
> 0 for t ∈ (γmin, γ−c )
< 0 for t ∈ (γ−c , γmax) .
Proof of Lemma 3. For this proof, we will extend the proof of [2, Theorem 10.3.1]: De-
note (u,Φ) := (− log ‖dT |Es‖, log g) and consider the real analytic function Q (δ, q, t) :=
P (q (Φ− t)− δu). In that proof it is shown that the equations{
Q (D (t) , q (t) , t) = 0
∂Q
∂q (D (t) , q (t) , t) = 0
(32)
determine a real analytic function (D, q) : (γmin, γmax) → R2. These equations are further
equivalent to {
hT (µt) + µt(q(t)Φ−D(t)u) = q(t)t
µt(Φ) = t
. (33)
Differentiating the first equality of (32) with respect to t and using the second one, we obtain
D′ (t) =
q (t)
∂Q
∂δ (D(t), q(t), t)
. (34)
Similarly, differentiating the second equality of (32) and using (34), we obtain
q′(t) =
1
∂2Q
∂q2
(D(t), q(t), t)
1− q(t) ∂2Q∂δ∂q (D(t), q(t), t)
∂Q
∂δ (D(t), q(t), t)
 . (35)
From the second equality of (33) it follows µt (S
′
t) = 1 by Birkhoff’s theorem, whence
µt (St) = 1 in view of Corollary 3. Moreover, from (33) we obtain
D(t) =
hT (µt)
µt(u)
. (36)
Furthermore, from (16) we have{
Q (1, 0, γ−c ) = P (−u) = hT
(
µ−SRB
)− µ−SRB (u) = 0
∂Q
∂q (1, 0, γ
−
c ) = µ
−
SRB (ϕ)− γ−c = 0
(37)
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so that (
1, 0, γ−c
)
=
(
D(γ−c ), q(γ
−
c ), γ
−
c
)
. (38)
In view of (34), we have also
D′
(
γ−c
)
= 0 . (39)
Finally, differentiating (34) we obtain
D′′(t) =
q′(t)
∂Q
∂δ
− q(t)
D′(t)∂
2Q
∂δ2
+ q′(t) ∂
2Q
∂δ∂q +
∂2Q
∂δ∂t(
∂Q
∂δ
)2 (40)
where all partial derivatives are evaluated at (D(t), q(t), t). Observing that ∂
2Q
∂δ∂t = 0 and
substituting (34) we obtain
D′′(t) =
1
∂Q
∂δ
(
q′(t)−D′(t)
(
D′(t)
∂2Q
∂δ2
+ q′(t)
∂2Q
∂δ∂q
))
(41)
with all partial derivatives again evaluated at (D(t), q(t), t). As we assume that γmin < γmax,
the map q 7→ Q(δ, q, t) is strictly convex (c.f. Remark 10). Hence, we obtain from (35) and
(41) together with (38) and (39),
q′
(
γ−c
)
=
1
∂2Q
∂q2
(
1, 0, γ−c
) > 0 and D′′ (γ−c ) = q′ (γ−c )∂Q
∂δ
(
1, 0, γ−c
) < 0 . (42)
Now consider the curve C : (γmin, γmax) → [0, 1] × R defined by C(t) = (D(t), q(t)). In
view of (38) and the first inequality of (42) this curve runs across the point (1, 0) in t = γ−c
from left to right. As sign (D′(t)) = − sign (q(t)) by (34), D′(t) can change its sign only when
q(t) = 0, i.e. only if t = γ−c and hence D(t) = 1. Therefore D′(t) > 0 for t < γ−c and D′(t) < 0
for t > γ−c . 
Recall that for ν ∈ P(Θ) the upper and lower point-wise dimensions at θ ∈ Θ are defined
by
dν(θ) := lim sup
r→0
log ν(B(θ, r))
log r
and dν(θ) := lim inf
r→0
log ν(B(θ, r))
log r
. (43)
If dν(θ) = dν(θ), we denote this with dν(θ).
To formulate the next lemma we define the sets
N>t := {θ ∈ Θ : Γ (θ) > t} and N6t :=
{
θ ∈ Θ : lim sup
n→∞
Γ(n) (θ) 6 t
}
. (44)
Lemma 4. Let t ∈ (γmin, γmax). There is νt ∈ P (Θ) (which is in general not T -invariant)
such that νt (S
′
t) = 1 with the following properties:
(1) dνt (θ) = D (t) + 1 for νt-a.e. θ ∈ Θ,
(2) dνt (θ) 6 D (t) + 1 for each θ ∈ S′t,
(3) dνt (θ) 6 D (t) + 1 for each θ ∈ R′t,
(4) dνt (θ) 6 D (t) + 1 for each θ ∈ N6t provided that t < γ−c , and
(5) dνt (θ) 6 D (t) + 1 for each θ ∈ N>t provided that t > γ−c .
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Proof of Lemma 4. We apply the very general result [2, Theorem 12.3.1] with slight modifi-
cations. Here is a dictionary between our notation and the notation from [2]:
Notation from [2] Our notation
Λ, f, M Θ, T, PT (Θ)
κ 1
P+( · ), P−( · ) 1, γ(·)
Φ+, Φ−, Ψ+, Ψ− 1, log g, 1, 1
α, β 1, t
K+α , K
−
β Θ, S
′
t
d+, d− 1, D(t)
q+, q− 1, q(t)
We note that the assumption α ∈ intP+(M) of [2, Theorem 12.3.1] is not satisfied in our
setting, as P+(M) = {1} = {α}. This assumption is only used to assure the existence of q+
with the properties claimed in [2, Lemma 12.3.3]; but these properties are trivially satisfied
in our case.
Now we can conclude immediately from [2, Theorem 12.3.1] and Lemma 2 that
νt(S
′
t) = νt(K
+
α ∩K−β ) = 1 , (45)
and
dνt (θ) = D (t) + 1 for νt-a.e. θ ∈ Θ , (46)
dνt (θ) 6 D (t) + 1 for each θ ∈ S′t , (47)
as
dimH(K
+
α ) + dimH(K
−
β )− dimH(Λ) = dimH(S′t) = D (t) + 1 . (48)
For the remaining proofs of assertions (3) to (5) we must modify some arguments from [2]
slightly:
To (3) : We modify the proof of [2, Lemma 12.3.6] as follows. Since inequality (12.15) does
no longer hold for all large n’s, but still for infinitely many n’s, several inequalities after the
estimate (12.17) hold only for r’s such that m (θ, r) defined in (12.12) satisfies (12.15) in place
of n. Choose a null sequence (rk)k of r’s in the above manner. Then we obtain the last two
inequalities in the proof of Lemma 12.3.6 where both limits superior are replaced by the limits
inferior.
To (4) : We modify the proof of [2, Lemma 12.3.6] again. Let t ∈ (γmin, γ−c ) such that
q(t) < 0. Then, for δ > 0 and χ(ω) ∈ N6t , there is a r(ω) ∈ N such that for n > r (ω)
q(t) ·
n∑
k=0
(
Φs
((
σ−
)k
ω−
)
− t
)
> −δn|q(t)|. (49)
Since we can obtain (12.17) from this estimate instead of (12.15), the proof is finished.
To (5) : Let t ∈ (γ−c , γmax) such that q(t) > 0. As in the proof of (4), for δ > 0 and χ (ω) ∈ N>t
there is a r (ω) ∈ N such that (49) holds for n > r(ω), and again we can obtain (12.17) from
this estimate instead of (12.15). 
Lemma 5. For t ∈ (γmin, γmax) we have dimH (S′t) = dimH (R′t) = dimP (S′t) = D (t) + 1.
Furthermore, dimH(N
6
t ) = D(t) + 1 for t ∈ (γmin, γ−c ] and dimP
(
N>t
)
= D (t) + 1 for
t ∈ [γ−c , γmax).
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Proof of Lemma 5. This follows from Lemma 4 with [2, Theorem 2.1.5] and [4, Proposition
2.3]. 
Remark 11. Roughly speaking, each of the sets S′t and R′t is locally the product of a D(t)-
dimensional subset of the local stable manifold and the complete local unstable manifold.
Proof of the Theorem 2. As S′t ⊆ St ⊆ R′t, we obtain dimH (St) = D (t)+1 for t ∈ (γmin, γmax)
from Lemma 5. For the remaining arguments observe also the monotonicity properties of
t 7→ D(t) from Lemma 3.
Let t ∈ (γmin, γ−c ]. Firstly, D(t) + 1 = limt′↗tD(t′) + 1 = limt′↗t dimH(St′) 6 dimH(Nt),
as St′ ⊆ Nt. Secondly, from Theorem 1 we have Nt ⊆ {Γ 6 t} ⊆ R′t∪N6t . Thus, dimH(Nt) 6
max{dimH(R′t),dimH(N6t )} = D(t) + 1, and it follows that dimH(Nt) = D(t) + 1.
Now, let t ∈ [γ−c , γmax). Firstly, D(t) + 1 = limt′′↘tD(t) + 1 = limt′′↘t dimH(St′′) 6
dimH(Θ \ Nt), as St′′ ⊆ Θ \ Nt. Secondly, from Theorem 1 we have Θ \ Nt ⊆ N>t . Thus,
dimH(Θ \Nt) 6 dimP (Θ \Nt) 6 dimP (N>t ) = D(t) + 1, and it follows that dimH(Θ \Nt) =
dimP (Θ \Nt) = D(t) + 1. 
4.3. Proof of Theorem 3.
Proof. To (2): Let t ∈ [γ−c , γmax). For t′ ∈ (t, γmax) and νt′ ∈ P(Θ) from Lemma 4 it
follows νt′
(⋃
k∈N{ϕt > 1/k}
)
= νt′(Θ \ Nt) > νt′(St′) = 1, whence there is a k ∈ N s.t.
νt′({ϕt > 1/k}) > 0. Denoting the restriction of νt′ to this set by ν˜t′ we obtain dimH({ϕt >
1/k}) > dimH(ν˜t′) > D(t′) + 1 by [2, Theorem 2.1.5], as dν˜t′ = dνt′ = D(t′) + 1 holds ν˜t′-a.e..
Therefore, dimH({ϕt > 1/k}) > limt′↘tD(t′) + 1 = D(t) + 1, and it follows from the first
product rule of [11, Theorem 3] that
dimH(At) > dimH ({ϕt > 1/k} × [0, 1/k]) > dimH({ϕt > 1/k}) + dimH([0, 1/k]) > D(t) + 2.
On the other hand, Theorem 2 in conjunction with the last product rule of [11, Theorem 3]
implies
dimP (At) 6 dimP (Θ \Nt × [0,Mt]) 6 dimP (Θ \Nt) + dimP ([0,Mt]) = D(t) + 2,
so that dimP (At) = dimH(At) = D(t) + 2.
To (1): Let t ∈ (γmin, γ−c ]. From (2) and Theorem 2 it follows dimP (At) > dimH(At) >
dimH(Aγ−c ) = D(γ−c ) + 1 = 3, which finishes the proof. 
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