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Abstract
Aim: To compare different statistical models in order to
estimate the association of alcohol consumption and
total mortality when time series data stem from different
regions. Data and Methods: Data on per capita con-
sumption in 15 European countries were combined with
standardized mortality rates covering different periods
between 1950 and 1995. An indicator of region-specific
drinking patterns was measured without reference to a
concrete time point, thus generating a hierarchical data
structure. Two groups of models were compared: pooled
cross-sectional time series models with different error
structures and hierarchical linear models (random coeffi-
cient models). Results: If historical time is not controlled
for in cross-sectional models, this might result in esti-
mating a negative association between alcohol con-
sumption and total mortality. Hierarchical linear models
or cross-sectional models controlling for historical time,
however, resulted in the expected positive association.
Only hierarchical linear models were able to adequately
estimate the moderating effect of drinking patterns on
the association between alcohol consumption and total
mortality. Conclusion: For pooled cross-sectional time
series data, control for the potential impact of historical
time is of utmost importance. Hierarchical linear models
constitute a superior alternative to analyze such complex
data sets, especially as time-independent characteristics
of regions can be implemented in the model.
Copyright © 2001 S. Karger AG, Basel
Introduction
The analysis of the association between alcohol con-
sumption and mortality (e.g. liver cirrhosis, homicides,
traffic accidents, suicides, heart disease mortality or all-
cause mortality) with time series of aggregate level data
has increasingly become an alternative to individual level
studies. One advantage of aggregate level data is that they
are usually easily obtainable from official sources and
therefore facilitate cross-cultural comparisons across a
wide range of countries. A recent prominent example is
the European Comparative Alcohol Study (ECAS; see
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February 2001 supplement of Addiction). The present
study describes models for the joint analysis of time series
data across different countries, called pooled cross-sec-
tional time series models. Pooled cross-sectional time
series have been used in the alcohol field, for example to
analyze the association between alcohol consumption and
suicide [1] or alcohol consumption and all-cause mortality
[2]. The models used in the literature, however, differed
substantially. The present paper uses as an example the
analysis of the association between alcohol consumption
and all-cause mortality in 14 EU states and Norway for
men aged 15 years or older, to further elucidate the differ-
ences across pooled cross-sectional time series models.
What is a pooled cross-sectional time series analysis?
Time series data, e.g. per capita alcohol consumption in a
country over time, are combined with cross-sectional
data, e.g. per capita consumption data at single time
points across different countries. The reasons for using
this method may be manifold. On the one hand, it may be
simply for statistical reasons as often single univariate
time series are too short for conventional time series tech-
niques [for time series analysis in the alcohol research
field, see 3], and pooling of series across sections (e.g.
countries, regions) may greatly increase sample size. On
the other hand, there may be an intrinsic interest in mod-
elling the differences in parameter estimates or in testing
their homogeneity across sections. For example, the wet-
ness of a culture may be associated with the strength and
the direction of the association between alcohol consump-
tion and suicides [4].
Of course, both reasons may apply at the same time.
For example, in the context of estimating the global bur-
den of disease from alcohol consumption it is assumed
that the burden from certain chronic diseases is related to
total volume of alcohol consumption only, and therefore
the association between consumption and disease should
depend on volume only, independent of culture-specific
drinking patterns [5]. Such a constant association across
sections would benefit from pooling data simply by
increasing the number of observations and therefore in-
creasing the reliability and stability of estimates. In addi-
tion, it could be tested whether such an assumption of a
constant association holds. To the contrary, for certain
outcomes it is assumed that drinking patterns (e.g. regu-
larity of drinking with meals, binge drinking, etc.) that
vary with cross-sections (countries) are relevant for assess-
ing the association with volume, and therefore differences
across sections should be part of the models [6].
The simplest model of a pooled time series design,
called the ‘constant coefficient model’ [7] or ‘population-
averaged model with independent errors’ [8], would stack
all observations across time points and cross-sections into
one data file and analyze the combined data by standard
regression techniques (e.g. OLS regression for an interval-
scaled dependent variable). Such a model would assume
that observations across time and cross-sections are com-
pletely independent of each other. This means that nei-
ther the ordering in time nor the grouping within cross-
sections must be obeyed and, hence, that there is no asso-
ciation between the time points within a cross-section or
between time points between cross-sections and that there
is no relationship between the cross-sections within a time
point or between time points. The constant coefficient
model often serves as a reference model only. It could be
written as follows:
Ynt = Xknt ßk + Ânt
where n = 1 .. N index of cross-sections, t = 1 .. T index of
time points, and k = 1 .. K index of explanatory vari-
ables.
Assumptions of the standard linear model may easily
be violated, however.
Examples:
(1) Zero expectation of errors for all cross-sections
E(Ânt) = 0 for all n, t
(2) Constant error variance for all cross-sections
V(Ânt) = Û2 for all n, t
(3) Uncorrelatedness of errors within and across cross-
sections
COV(Âit,Âjt) = 0 for any i, j, t.
Assumptions 1 and 2 in the present study would be
violated when, for example, mortality in a country is
always higher than the overall prediction across all coun-
tries and all time points. For such a country all errors
would be positive. Similarly, the error variances may vary
across countries (heteroscedasticity) due to the fact that
mortality is measured with different reliability in differ-
ent countries, for example. Typical for time series data,
errors may be correlated within a cross-section (autocorre-
lation), but also at the same time point across sections. An
example for such a pattern may be seen in the Nordic
countries where there are similar alcohol policies.
The present study compares several pooled cross-sec-
tional time series models for the association between per
capita alcohol consumption and all-cause mortality for
males aged 15 years and older. Models used can be distin-
guished by models that attempt to estimate a single ‘popu-
lation-averaged’ association between exposure (consump-
D
ow
nl
oa
de
d 
by
: 
Un
ive
rs
itä
t Z
ür
ich
,  
Ze
nt
ra
lb
ib
lio
th
ek
 Z
ür
ich
   
   
   
 
13
0.
60
.4
7.
22
 - 
7/
7/
20
16
 4
:0
3:
40
 P
M
Proportion of abstainers
130 Eur Addict Res 2001;7:128–137 Gmel/Rehm/Frick
Table 1. Patterns of drinking for analysis of European data (categories and scoring males only)
Pattern Scoring for the summary measure of pattern value Link to disease burden
in population
0 = !20% of abstainers
1 = 20% or more abstainers
The same per capita consumption will have more
detrimental effects in countries where drinking is
concentrated on fewer people
Heavy drinking occasions
Percentages of 4+
Daily drinking
Frequency of drinking
Adult drunkenness
Festive drinking
Different variables were included:
Percentage of males having 4 or more drinks as usual
quantity per drinking session
0 = proportion ! 10%
1 = proportion between 10 and 20%
2 = proportion between 20 and 30%
3 = proportion 30% and above
Daily drinking
0 = 20% and more consume alcohol daily
1 = !20% consume alcohol
Frequency of drinking
0 = 150% drink weekly
1 = 30–50% drink weekly
2 = !30% drink weekly
Adult drunkenness
0 = most male drinkers never get drunk at all
1 = most male drinkers get drunk some of the times they
are drinking
2 = most male drinkers often get drunk when they are drinking
3 = most male drinkers usually get drunk when they are drinking
Festive drinking
0 = fiesta drinking rarely or never occurs
1 = fiesta drinking sometimes occurs
2 = fiesta drinking commonly occurs (at least once a year whole
communities join in a celebration including drinking
over 2 or more days)
The more condensed the same amount of alcohol is
consumed the more detrimental the consequences
[32]
Drinking with meals 0 = drinking customary at 1 or more meals per day
1 = drinking customary often with meals
2 = drinking customary sometimes at meals (intermittently, or
on special occasions only) or rarely or never with meals 
Drinking with meals has been shown in epidemiology
to be less detrimental than drinking outside meals.
There is also biological evidence as alcohol consumed
with meals was found to reduce the high levels of
blood lipids that occur after eating [33]
Young men having
highest volume
0 = peak of distribution of alcohol consumption is above
age 30, e.g. highest consuming age group is older than 30
1 = peak of distribution of alcohol consumption is below age 30
Most harm indicators include time considerations
(years of life lost, age weighting in DALYs) [34]
Percent of young men getting
drunk at least once yearly
0 = !40% got drunk within the last month at least once
1 = 40% and more got drunk within the last month at least once
Same reasoning as for adult drunkenness (see above)
From ESPAD 1995 survey [13]
Unrecorded consumption 0 = unrecorded consumption estimated to be below 0.5 liters
per capita
1 = unrecorded consumption estimated to be between 0.5 and
1.5 liters per capita
2 = unrecorded consumption estimated to be above 1.5 liters
per capita
(note that the range in the countries included in the model did
not go beyond 2.5 liters of estimated unrecorded per capita
consumption)
The higher the unrecorded consumption the more
alcohol is consumed in reality. Thus, the same level
of recorded consumption is more detrimental, if there
is more unrecorded consumption
This variable was changed after the January 2001
conference and estimates of unrecorded consumption
are now included into the overall per capita estimates
[14, see Appendix 8.2]
Norms about alcohol-related
violence
The more violence under the influence is culturally
accepted the more burden will come from drinking
Problematic confounding with outcome was dropped
from final analysis
DALY = Disability adjusted life year.
This analysis is based on the data collected from the WHO key informants survey 2000 [14]. The scoring is based on the fact that optimal scoring of the full
survey (including non-European countries) basically lead to the same results as a simple additive scoring. Thus, for this survey a simple additive scoring was used.
Specific data on youth and young adults only available in Europe, are included as well.
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tion) and outcome (all-cause mortality) and models aimed
at modelling differences in associations across sections. In
addition, we will look at the potential effects of controlling
for confounding. Controlling for confounding is particu-
larly difficult in aggregate level studies, especially in
pooled cross-sectional time series studies as data of poten-
tial confounders must be available for all time points and
in all cross-sections. This usually limits the inclusion of
many potentially relevant confounders. In the present
study, time (measured in years) is used to partially control
for both confounding and omitted variable bias [for a sim-
ilar technique, see 1; for such an approach in the alcohol
field, see 9].
Methods
Data
Per capita consumption and data of all-cause mortality of 15 coun-
tries were obtained from the ECAS, and are extensively described in
the February 2001 supplement of Addiction [10]. Briefly, per capita
alcohol consumption, measured in liters of 100% alcohol per inhabit-
ant 15 years and older, was obtained from the Brewers Association of
Canada [11]. Age-specific data on all-cause mortality were obtained
from the World Health Organization (WHO) Mortality Database and
standardized to the WHO 1998 standard population [12].
Data on patterns of drinking were taken from a survey on rele-
vant drinking characteristics of key informants by the WHO in 2000
(see appendix 8.1 for a full copy of the questionnaire) as well as from
ECAS (estimates for unrecorded consumption) and from the ESPAD
study [13]. Table 1 gives an overview on pattern values; the rationale
for assessing them can be found in Rehm et al. [14]. Please note that
for the final comparative risk analysis on the burden of alcohol, a
simpler pattern value was used [for a detailed discussion on the
underlying reasons, see 14]. Key informants from more than 50
countries worldwide responded to the WHO questionnaire.
Population-Averaged Models
Related to the corresponding procedures in Stata [8] two sets of
models were run. The first set uses GEE estimation [15] and allows
different descriptions of the correlation matrix within cross-sections
subject to the constraint that the same correlation matrix applies to
all cross-sections. The following models were used, with Rt,s being the
t,s element of the correlation matrix, where t and s describe time
points (here, years):
(1) Independent structure, i.e. Rt,s = 1 for t = s and 0 otherwise.
This structure is equivalent to a model for which all observations are
pooled into one file and analyzed as if all data come from the same
underlying population.
(2) Autoregressive (AR) structure, i.e. for an autoregressive struc-
ture of order 1, Rt,s = 1 for t = s and ÚA t – s A otherwise. This structure
models an exponentially decaying correlation in time within a cross-
section, hence it assumes that the less observations are correlated the
more they are separated in time.
(3) Stationary structure, i.e. for stationarity of order 1, Rt,s = 1 for
t = s, Ú for A t – s A = 1, and 0 otherwise. This structure permits a corre-
lation only between two consecutive time points.
(4) Nonstationary structure, i.e. for nonstationarity of order g, 
Rt,s = 1 for t = s, Úts for g 1 = A t – s A 1 0. This structure permits
correlations for all observations separated by up to g time points. The
correlation may differ with the number of time points between two
observations, and with the location in time (i.e. a different correla-
tion between 1950 and 1951 and between 1974 and 1975). A com-
pletely unconstrained correlation matrix would be a nonstationary
structure with g = n –1 (number of time points).
The second set of models uses GLS estimation. Compared with
the GEE models this set relaxes the restrictions of sameness within
cross-section correlation matrices. Hence, it permits the estimation
of heteroscedastic variances across sections, and the estimation of
cross-sectional specific autoregression. The models are restricted to
autoregressive models of order 1.
Random Coefficient Models
The main difference between random coefficient models to popu-
lation-averaged models is that the association between the outcome
(mortality) and the independent variables (per capita consumption;
time as a control variable) is not fixed to be constant across sections.
The rationale of these models in the present context is described by
Rehm and Gmel [16] and others [17–20]. Briefly, intercept and
slopes are assumed to vary randomly across sections. In a two-level
analysis this variation can be predicted by variables at the level of the
cross-sections (e.g. per region). In the present study the variation in
the slopes of per capita consumption to predict mortality will be
explained by drinking patterns per country. Thus, it is assumed that
the association between per capita consumption and mortality is
moderated by drinking pattern. The corresponding model (without
control variables) can be described as follows:
Mortality rate tc = ß0c + ß1c alcohol tc + Â (1)
where t = index of time and c = index of countries.
The coefficients ß0c and ß1c symbolize now random variables
which vary across countries. Therefore, the simplest way to model
this random variation is given by the following equation:
ß0c = Á00 + Ì0c (2)
whereas Á00 = global intercept of mortality rate, Ì0c = region specific
variation of intercepts of mortality rates, and similarly:
ß1c Á10 + Ì1c
with Á10 = global slope of impact of alcohol (level 2 intercept of alco-
hol), and Ì1c = region-specific variation of alcohol impact.
Influences of country-specific drinking patterns on the slopes of
per capita consumption can then be modelled as:
ß1c = Á11 = patternc + Ì1c. (3)
Results
Descriptive Analysis
Table 2 gives an overview of the variables used in the
present study. It shows that there is a lot of variability in
the association, aggregated over the study period, between
alcohol consumption and mortality across countries. As
an example, Finland with the highest mortality rate has
one of the lowest per capita consumptions. On the other
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Table 2. Study period, averaged per capita consumption, averaged
mortality rates and pattern weights for countries in the study
Country Range of
observation
Mean
standardized
mortality rate
over the period
Mean per
capita
consumption
over the period
Pattern
weight
1951–1995 1,320.3 7.8 7
Austria 1956–1995 1,608.8 13.2 5
Belgium 1955–1995 1,582.1 11.2 8
Denmark 1952–1993 1,390.0 9.2 8
Finland 1953–1995 1,757.4 6.4 15
France 1951–1995 1,524.0 21.5 3
Greece 1962–1995 1,183.0 9.3 5
Ireland 1951–1994 1,625.2 8.0 12
Italy 1952–1993 1,454.2 15.7 3
Norway 1952–1995 1,291.6 4.5 13
Portugal 1956–1995 1,722.9 15.9 6
Spain 1952–1995 1,386.1 14.1 6
Sweden 1952–1995 1,294.5 6.5 11
United Kingdom 1951–1995 1,575.2 7.6 10
West Germany 1953–1990 1,613.1 11.6 6
Table 3. Population-averaged models, GEE estimations of parame-
ters for the per capita consumption effect on mortality
Model Crude
slope SE of slope
Adjusted for time
slope SE of slope
6.40 1.78 11.17 1.43
Autoregressive order 1 16.28 3.75 19.20 2.89
Autoregressive order 2 14.56 3.75 17.07 2.71
Nonstationary order 1 6.01 2.50 11.04 1.99
Nonstationary order 2 6.15 3.00 11.44 2.39
Stationary order 1 6.06 2.50 10.96 2.01
Stationary order 2 6.33 3.01 11.53 2.42
hand, France with the highest per capita consumption
(more than three times higher than Finland or Sweden) is
ranked in the middle of all countries as regards mortali-
ty.
As can be seen in figures 1 and 2, the development of
per capita consumption and standardized mortality of
men over the study period shows an increasing homo-
geneity of both variables with time. Whereas standard-
ized mortality is generally declining, the greater homo-
geneity of per capita consumption in the 1990s compared
with the 1950s and 1960s also comes from different
trends in per capita consumption: consumption tends to
decrease in former high-consumption countries and in-
creases or remains stable in low- and medium-consump-
tion countries.
Population-Averaged Models
The first set of models (table 3) estimates models with
a single (fixed) regression coefficient for alcohol consump-
tion to predict mortality. The models permit estimation
of the within-group correlation matrix.
The comparison of the different models shows that
adjusting for linear time trends results in estimates of the
impact of per capita consumption on mortality (regres-
sion slopes for alcohol consumption), which are higher (al-
most twice as high) than the crude estimates. The only
crude models that result in estimates similar to the
adjusted models are those with an autoregressive within-
group correlation structure. The difference between the
autoregressive correlation structures and the other corre-
lation structures (i.e. independence, stationary and non-
stationary) is that correlations are not assumed to be 0 for
a time lag exceeding a certain length (here restricted to 2
years). Hence, it appears that observations are correlated
even for longer time intervals. In addition, adjusting for
time in a linear function seems to cover most of this auto-
correlation structure.
The second set of models (table 4) relaxes the restric-
tion of homogeneous correlation matrices across sections,
but is more restrictive as regards the order of autocorrela-
tion. In addition, heteroscedastic models (i.e. varying
variances across sections) can be estimated. Of course, the
homoscedastic independence model and the homoscedas-
tic model for constant autoregression across sections
should result in approximately the same estimates as
before, besides differences due to estimation methods
(GEE versus GLS).
Firstly, an inspection of table 4 reveals that the as-
sumption of independence of observations without ad-
justing for (linear) time trends seems to result in underes-
timation of the effect of alcohol consumption on mortality
(see also the findings on random coefficient models be-
low). Secondly, it seems to be of minor importance wheth-
er the autoregression of disturbances is estimated to be
section-specific or assumed to be constant across sections
(= countries). Thirdly, heteroscedasticity affects only
crude models without adjusting for time trends. The
inclusion of a linear time trend seems to reduce heterosce-
dasticity.
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Fig. 1. Per capita alcohol consumption in the 15 study countries.
Fig. 2. Standardized mortality in the 15 study countries.
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Table 4. Population-averaged models, GLS estimations of parameters for the per capita consumption effect on
mortality
Model Crude
slope SE of slope
Adjusted for time
slope SE of slope
6.40 1.78 11.17 1.42
Independence, heteroscedastic 5.79 1.72 10.09 1.44
Autoregressive (AR), AR constant across sections 17.16 2.98 17.75 2.57
Autoregressive, AR constant across sections, heteroscedastic 12.25 2.74 18.32 2.64
Autoregressive, section-specific AR 15.09 2.96 15.23 2.45
Autoregressive, section-specific AR, heteroscedastic 11.37 3.13 15.98 2.56
Table 5. Random coefficient models for
the per capita consumption effect on
mortality, estimated with the assumptions
of independent errors and homoscedastic
variances
Model Crude
slope SE of slope
Adjusted for time
slope SE of slope
–14.62 12.18 28.04 5.82
Iterative GLS estimation with MLWin –14.53 11.45 26.11 4.44
Restricted ML estimation with HLM –14.62 11.45 26.36 4.49
Table 6. Two-level random coefficient
models1 for the alcohol consumption effect
on mortality, adjusted for time
Homoscedastic
level-1 variances
coefficient SE
Heteroscedastic
level-1 variances
coefficient SE
2,155.74 129.02 2,221.90 136.33
Level 2 intercept of time (Á20) –12.92 1.45 –13.63 1.52
Level 2 intercept of alcohol (Á10) 2.57 6.25 3.88 5.79
Level 2 slope of drinking patterns (Á11) 3.30 0.43 3.02 0.41
1 Models were estimated with HLM.
Random Coefficient Models
As summarized in table 5 the choice of different soft-
ware programs (Stata, HLM, Mlwin) and associated esti-
mation algorithms only marginally affects parameter esti-
mates [for a brief review of different estimation algo-
rithms, see 19]. Random coefficient models, however,
result in huge differences between the estimated crude
and adjusted effects of alcohol consumption on mortality.
It should be noted that for all coefficients random varia-
tion was highly significant (p ! 0.001) and therefore the
hypothesis of constant coefficients across sections could
be rejected for all parameters (i.e. intercept, slope of alco-
hol consumption, slope of time; results not shown).
The surprising finding of table 5 is that unadjusted ran-
dom coefficient models result in a negative though non-
significant association between alcohol consumption and
mortality, which is an apparent contradiction to all mod-
els estimated so far. The reason is that random coefficient
models do not estimate one single (fixed) coefficient for
alcohol consumption across all countries, but instead a
multitude of country-specific coefficients. Hence, the
coefficients in table 5 can be seen as the averages of coun-
try-specific estimates (with random variation around it,
see equation 2 in the method section). As described in fig-
ures 1 and 2, mortality is decreasing in all countries. How-
ever, alcohol consumption is, with a few exceptions,
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increasing over the whole period (i.e. either generally
increasing or increasing in the first two decades and then
remaining stable). Exceptions are Portugal, Italy, and
France displaying a decreasing per capita consumption.
Hence, with the exception of these three countries, the
unadjusted association between mortality and alcohol
consumption is negative in each country (results not
shown). That such a negative association has not been
found in the unadjusted population-averaged models cor-
responds to the well-known analysis-of-covariance prob-
lem, namely that the association between groups may be
inversely related to the association within groups. Where-
as the unadjusted association between alcohol consump-
tion and mortality within countries is negative for most
countries, it is positive between countries. For example,
the correlation between mean consumption and mean
mortality in table 2 is 0.26.
When the above-described trend in time was con-
trolled for in random coefficient models, estimates of the
alcohol consumption parameters were even higher than
for the adjusted population-averaged models (i.e. 126).
The advantage of random coefficient models is that not
only the association between consumption and mortality
can vary across countries, but also the association with the
control variable time. Thus, the adjustment of time can be
analyzed in a country-specific manner.
As a final step the effect of drinking patterns on the
regression slope of alcohol consumption was modelled (ta-
ble 6) with two models (i.e. with and without the assump-
tion of heteroscedasticity of level-1 variances).
The interpretation of coefficients for alcohol consump-
tion is now different from the other random coefficient
models. The effect of alcohol consumption is the joint
effect of the alcohol intercept plus the effect of the pattern
weight. Drinking patterns significantly predict the varia-
tion in the slopes of alcohol consumption, hence, the
effect of alcohol consumption on mortality (table 7).
To exemplify the meaning of these models including
cross-level interaction for the homoscedastic models: In a
country with a pattern weight of 5 it would be predicted
that an increase of 1 liter of 100% ethanol would result
in an increase in the standardized mortality rate of 19.05
(= 2.57 + (5 W3.30); note rounding errors), whereas in a
country with a pattern weight of 10 per 1 liter increase
would result in a much higher increase in the mortality
rate by 35.54 (= 2.57 + (10 W3.30); note rounding errors).
Again, heteroscedasticity only marginally affects the
parameter estimates. Permitting heteroscedasticity slight-
ly increases the effect of alcohol consumption in countries
with less detrimental drinking patterns (i.e. low values of
Table 7. Predicted effect of per capita consumption of 1 liter by pat-
tern weights, all other things being equal
Pattern weight
1 5 10 15
5.87 19.05 35.54 52.02
Heteroscedastic level-1 variance 6.90 18.97 34.06 49.15
the pattern variables) and reduces the effect in countries
with more detrimental drinking patterns.
Discussion
The aim of the present study has been to compare sev-
eral models for pooled cross-sectional time series analysis.
It should be noted that this comparison is far from being
comprehensive. All models allowing for cross-sectional
correlations, e.g. correlation of residuals between two
countries, have been omitted [for such an approach in the
alcohol field, see 2]. These models, however, need so-
called balanced panels, i.e. that each panel ( = cross-sec-
tion) has the same number of time points and covers the
same time period. Although such models would have been
possible in the present study by simply restricting all
series to a common time period (1962–1990; table 1), the
present study should be seen in the broader context of the
global burden of disease study [21]. The global burden of
disease study involves more countries, especially develop-
ing countries or countries with a shorter history (e.g. the
former Soviet Republics), for which too many missing
values across countries would not allow the analysis of
balanced panels or would need an unacceptable loss of
information due to listwise deletion of time points. Some
other models would have been theoretically feasible, but
did not converge, probably pointing to major problems of
time series analysis in the alcohol field: the shortness of
series and the lack of variability in observed values result-
ing in colinearity problems [3]. These theoretically feasi-
ble models will be discussed below together with the find-
ings from the present study.
One of the main findings of the present study is that
the inclusion of control variables may heavily affect
parameter estimates of the association between the out-
come and exposure under study. Concurrent historical
trends in both the outcome and the exposure may result in
biased estimates of the association when not sufficiently
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controlled for. In the present study mortality in general
declined.
Alcohol consumption, on the other hand, showed di-
verging trends (e.g. decreasing trends in high-consump-
tion countries and increasing or stable trends in low-con-
sumption countries). In the present study we used a linear
time trend to adjust for unknown confounding. Other
techniques such as the use of dummy variables instead of
a linear trend [1], quadratic or higher polynomial trends
[22], or differencing of series [23] may be valuable and
should be compared in future studies.
It is well known that time series may have autocorre-
lated residuals resulting in inefficient parameter estimates
and biased standard errors [24]. In the present study auto-
correlation affected parameter estimates in unadjusted
models (i.e. without the inclusion of time as a covariate),
but did less so in adjusted models. The reason in the
present study may be that the inclusion of time already
absorbed much of the autocorrelation as mortality was
declining fairly linear. We strongly recommend, however,
testing for autocorrelated disturbances in all time series
models.
We see the use of multi-level (random coefficient)
modelling as a further improvement in pooled cross-sec-
tional time series modelling. As has been demonstrated in
the present study, the assumption of a constant associa-
tion between mortality and alcohol consumption may
even result in parameter estimates with an inverse sign
(i.e. in the unadjusted models). It should be noted that
some pooled cross-sectional models such as the least
squares dummy variable (LSDV) model [for an example
in the alcohol field, see 1] are in fact sub-models. The
LSDV model includes separate intercepts for each cross-
section into the equation. Hence, it estimates parallel
regression lines for each county. Random coefficient
models further permit the slopes to vary across countries.
In addition, in multi-level models these variations may be
related to differences at the country level. In the present
study the variation in the association between per capita
alcohol consumption and all-cause mortality could be sig-
nificantly predicted by different drinking patterns across
countries: hypothesized unfavorable drinking pattern pre-
dicted a more detrimental impact of per capita consump-
tion on mortality compared to more favorable drinking
patterns, which were associated with a less detrimental
impact on mortality. There is software that can handle
autocorrelation and heteroscedasticity in multi-level
models [25, 26]. It should be noted, however, that in the
present study the inclusion of autocorrelated disturbances
failed to converge. The potential reason for the non-con-
vergence might be that the model was already well-speci-
fied with the inclusion of random coefficient time trends
and the additional inclusion of further parameters there-
fore might have resulted in colinearity problems. This
seems to be a general problem in analysis of aggregate data
in the alcohol field, where relatively low variability within
series is coupled with relatively short series [for data
requirements necessary for correct specification of series,
see 27].
It is, however, not likely that the omission of autocorre-
lated disturbances may have greatly distorted findings, as
in general, models for constant alcohol coefficients that
adjusted for time trends did not show a large variation in
parameter estimates.
Although estimates differed across models, a consis-
tent finding of the present study was that with adequate
control for historical time, all models found a positive
association between per capita alcohol consumption and
all-cause mortality and therefore confirmed similar stud-
ies at the aggregate level [2, 28; for the same data set using
different methodology, see 10]. Individual level studies
are less clear here, as the relationship between volume of
alcohol consumption and mortality is J-shaped for older
age categories [29], and the overall association between
alcohol consumption and mortality in a population de-
pends on the location of the nadir and the relative propor-
tion of age groups. The present study was also consistent
with individual level studies [30, 31] showing that pat-
terns of drinking moderate the association between mor-
tality and the volume of drinking in the predicted direc-
tion: the more detrimental the drinking patterns were the
higher was the impact of per capita consumption on mor-
tality. Such a moderating effect would be overseen in
cross-sectional time series analyses that do not take the
multi-level structure into account.
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