Abstract. We define a ( , ) analogue of Gamma function. As an application, we propose ( , )-Szász-Durrmeyer operators, estimate moments and establish some direct results.
Introduction
In the last two decades the quantum calculus is an active area of research among researchers. The quantum calculus find applications in a number of areas, including approximation theory. The relationship between approximation theory and -calculus encouraged the mathematicians to give -analogue of known results (see [3] ). This rapid development of -calculus has led to the discovery of new generalization of this theory. This produces some advantages like that the rate of convergence of -operators is more flexible and better than the classical one. Since the -calculus is based on one parameter, there is a possibility of extension of -calculus. In this direction Sahai-Yadav [14] established some extensions to post-quantum calculus in special functions. A question arises: can we modify the operators using ( , )-calculus such that our modified operator has better error estimation than the classical ones. For this purpose, we will define ( , )-Szász-Durrmeyer operators. Several well-known operators may extend to ( , )-analogues. Mursaleen et al introduced the ( , )-analogue of the Bernstein operators in [10] . There both point-wise convergence and asymptotic formula are considered. Other important class of discrete operators has been investigated by using ( , )-calculus. For example ( , )-Bernstein-Stancu operators appeared in [9] ( , ) BleimannButzer-Hahn and ( , )-Szász Mirakyan operators have been studied recently in [1, 11] . Very recently, in order to obtain an approximation process in the space of ( , )-Bernstein operators, the authors [5] defined Durrmeyer type modification of ( , )-Bernstein operators.
Motivated by all the above results we propose Durrmeyer type modification of the ( , )-Szász Mirakyan operators using an integral version of ( , )-Gamma function (as we know it is first in literature).
The paper is organized as follows: the next section contains some basic facts regarding( , )-calculus, we also introduce ( , )-analogue of Gamma function. The construction of the announced class of operators is presented in Section 3. Section 4 deals with the quantitative type estimate with a suitable modulus of continuity. The last section is devoted to weighted Korovin type theorems and we estimate the approximation of bounded functions by announced operators with the help of a Lipschitz-type maximal function.
Notations and Preliminaries
Following the definitions and notations of [14] :
The ( , )-binomial theorem is given by
, and , of the exponential function ↦ → are given as follows:
, ( ) , (− ) = 1 holds. We mention that these ( , )-analogues of the classical exponential functions are valid for 0 < < 1. Moreover , ( ) and , ( ) tend to as → 1
The formula of ( , )-integration by part is given by
Definition 2.1. For any ∈ N, we define a ( , )-Gamma function by
Proof. From (2.1) we have , (0) = 1 and from (2.2) we have
Also from (2.3) we can write
By Proposition 2.1 using ( , )-integration by parts for ( ) = and ( ) =
, (− ), we have
Thus, we have
An alternate form of ( , )-Gamma function without integral expression for nonnegative integer, is given in [12] by
( , )-Szász-Durrmeyer Operators and Moments
In order to introduce a ( , ) Durrmeyer variant for Szasz-Mirakyan operators, we present a construction due to Acar [1] . The ( , )-analogue of Szász operators for ∈ [0, ∞) and 0 < < 1 defined by in the following way
In case = 1, we get the -Szász operators [2] . If = = 1, we get at once the well known Szász operators.
The Szász operators defined by (3.1) are discrete operators. The integral modification of these operators was proposed in [7] . Different variants and -analogues in [3] and [6] . As an application of the ( , )
where , , ( ) is defined in (3.1). It may be remarked here that for = = 1 these operators reduce to the Szász-Durrmeyer operators.
Proof. Using Definition 2.1, Lemmas 2.1 and 3.1, we havẽ︀
and next using [ 
Remark 3.1. For 0 < < 1 we may writẽ︀
Quantitative Estimate

By
[0, ∞) we denote the class of all real valued continuous and bounded functions on [0, ∞). The norm ‖.‖ is defined by
For ∈ the Steklov mean is defined as
By simple computation, it is observed that
where the first and second order moduli of continuity are respectively defined by 
We are going to study the degree of approximation in terms of the first and second order moduli of continuity.
Proof. For 0 and ∈ N and using the Steklov mean ℎ defined by (4.1), we can write
First by Theorem 4.1 and property (i) of the Steklov mean we havẽ︀
Sincẽ︀ , , is a linear positive operator we get
By Lemma 3.2, we have 
Direct Estimates
Let us denote by We discuss below the weighted approximation theorem, where the approximation formula is valid for the positive real axis (see [4] ). Proof. Using Korovkin's theorem, it is sufficient to verify the following three conditions
Sincẽ︀ , , (1, ) = 1 the first condition of (5.1) is fulfilled for = 0. For ∈ N, we can write,
which implies that for = 1, 2 we have lim →∞ ‖̃︀ , , ( , ) − ‖ 2 = 0.
We give the following theorem to approximate all functions in 2 [0, ∞). 
Proof. For any fixed 0 > 0,
By Lemma 3.2 and the well known Korovkin theorem, the first term of the above inequality tends to zero for a sufficiently large . By Lemma 3.2, for any fixed 0 > 0, it is easily seen that sup 
