We establish integral formulas and sharp two-sided bounds for the Ricci curvature, mean curvature and second fundamental form on a Riemannian manifold with boundary. As applications, sharp gradient and Hessian estimates are derived for the Dirichlet and Neumann eigenfunctions.
Introduction
Let (M, g) be a d-dimensional complete connected Riemannian manifold with boundary ∂M, and let N be the inward unit normal vector field of ∂M. We also denote g(u, v) = u, v for two vector fields u, v. For V ∈ C 2 (M), let L = ∆ + ∇V and µ(dx) = e V (x) vol(dx), where vol is the volume measure. Then L is symmetric in L 2 (µ) under the Neumann condition (Nf | ∂M = 0) or the Dirichlet condition (f | ∂M = 0). We estimate the gradient and Hessian of the Dirichlet and Neumann eigenfunctions for L by using the following quantities:
• Bakry-Emery curvature on M: Ric V = Ric − Hess V , where Ric is the Ricci curvature.
• Second fundamental form of ∂M: I ∂ (u, v) = − ∇ u N, v , u, v ∈ T ∂M.
When M does not contain any trapped geodesic, i.e. any geodesic starting from a point in M will eventually go beyond M (it is the case when M is a domain in R d ), then there exists a constant c > 0 such that (1.2) µ ∂ (|∇φ| 2 ) ≥ cλ, (λ, φ) ∈ Eig N (∆).
So, as a general result, the order of λ in (1.1) is sharp. But, in general, (1.2) is not true, see [2] for counterexamples, which include semi-spheres and cylinders. This indicate that for boundary estimates of eigenfunctions, a smooth domain in R d may be essentially different from a Riemannian manifold with boundary.
However, for Neumann eigenfunctions the estimate (1.1) does not hold. According to [1] , when M is a bounded smooth domain in R d and L = ∆, there exists a constant C > 0 such that
where the order of λ in both estimates is sharp for the disc in R 2 . In this paper, we aim to derive sharp Hessian estimate for (λ, φ) ∈ Eig D (L), and extend (1.3) to general compact Riemannian manifolds with boundary which, in turn, to imply sharp Hessian estimates for (λ, φ) ∈ Eig N (L).
We first consider the Hessian estimate for Dirichlet eigenfunctions. We will see that the following result is a straightforward consequence of (1.1) and the integral formula (2.2) proved in the next section. Theorem 1.1 (Diriclet eigenfunctions). Let M be a d-dimensional connected compact Riemannian manifold with boundary ∂M. Let K 1 , K 2 , δ 1 , δ 2 ∈ R be constants such that
Consequently, there exists a constant C > 0 such that
In particular, if Ric V = 0 and H V = 0, then (1.5) holds for C = 0.
Proof. Since Lφ = −λφ, (1.4) follows from (2.2) in the next section. Next, by repeating the argument in [2] , we may prove (1.1) for Eig D (L) replacing Eig D (∆). So, (1.5) follows from (1.4).
By (1.4) and the sharpness of (1.1) as explained above, the order of λ in estimate (1.5) is sharp as well.
The situation for the Neumann problem is more complicated. We address the main result below but leave the proof to Section 3.
Moreover, there exists a constant C > 0 such that
If in particular Ric V = 0 and I ∂ = 0, (1.8) holds for C = 0.
By (1.6) and the sharpness of (1.3) for the disc in R 2 as explained in [1] , the order of λ in (1.8) is sharp as well.
In Section 2, we establish integral formulas and two-sided bounds for the above mentioned geometry quantities, which will be used in Section 3 to prove Theorem 1.2. In this section, we assume that M is a Riemannian manifold with boundary which is not necessarily compact nor connected. Let C ∞ 0 (M) be the set of smooth functions on M with compact support. We consider the following two classes of reference functions for the Neumann and Dirichlet problems respectively:
By Bochner-Weizenböck and integration by parts formulas, we have the following integral formulas for Ric V , I ∂ and H V .
Proof. By Bochner-Weizenböck formula,
Next, the integration by parts formula gives
Integrating (2.3) with respect to dµ and using (2.4), (2.5), we arrive at
(2.6) With this formula we are able to prove (2.1) and (2.2) as follows.
, we have Nf | ∂M = 0 and, by [3, the formula after (3.
2)],
Then (2.1) follows from (2.6).
be orthonormal vector fields in a neighborhood of a point x ∈ ∂M, such that ∇v i (x) = 0 and N, v i (x) = 0. Then
Combining this with ∇f
This, together with (2.7), yields
Combining with ∇f | ∂M = (Nf )N| ∂M leads to
Substituting into (2.6), we prove (2.2).
We now characterize bounds of Ric V , I ∂ and H V . For a symmetric 2-tensor Q, we write
Theorem 2.2. Let Q and Q ∂ be continuous symmetric 2-tensors on M and ∂M respectively, and let q ∈ C(∂M).
(1) Ric V ≥ Q and I ∂ ≥ Q ∂ if and only if
(2.9)
(2.10)
(2.11)
Proof. According to Theorem 2.1, we only need to prove the sufficiency in all assertions. According to (2.1) and (2.2), the inequalities (2.8) and (2.10) are equivalent to the following ones respectively:
By the following Lemma 3.2, the first implies Ric V ≥ Q and I ∂ ≥ Q ∂ , while the second yields Ric V ≥ Q and H V ≥ q. Thus, assertions (1) and (3) hold. Similarly, we can prove assertions (2) and (4). Lemma 2.3. Let Q, Q ∂ be continuous symmetric 2-tensors on T M and T ∂M respectively, and let h ∈ C(∂M).
(1) Q ≥ 0 and Q ∂ ≥ 0 if and only if
(2) Q ≥ 0 and h ≥ 0 if and only if
Proof. The necessity in these assertions are trivial. Below we prove the sufficiency.
, we have ∇f | ∂M = 0 so that each of (2.12) and (2.13) implies
According to [4, Lemma 2.2] for M \ ∂M replacing M, this implies Q ≥ 0 in M \ ∂M. By the continuity of Q, it holds on M.
(b) Q ∂ ≥ 0. Let x 0 ∈ ∂M and X 0 ∈ T x 0 ∂M with |X 0 | = 1, we aim to prove Q ∂ (X 0 , X 0 ) ≥ 0. To this end, we take the normal coordinates in a neighborhood O(x 0 ) of x 0 such that
(2) For some constant r 0 > 0,
Under this local coordinate system, letx = (
Then there exist symmetric matrix-valued continuous functions (q ij ) 1≤i,j≤d and (q ij ∂ ) 1≤i,j≤d−1 such that
(2.14)
Now, for any n ≥ 1 and x ∈ R d , let
So, by (2.12) and (2.14) we obtain
Multiplying by n d−4 and letting n → ∞, we arrive at
Combining this with the second equality in (2.14) and noting that 
where ∇ ∂M is the gradient on ∂M. So, applying (2.13) for f n replacing f we may find out a constant C > 0 such that for any n ≥ 1,
By letting n → ∞ we arrive at
which implies h ≥ 0 as g ∈ C ∞ 0 (∂M) is arbitrary.
Proof of Theorem 1.2
To prove Theorem 1.2, we present some lemmas.
Lemma 3.1. There exists a constant C > 0 such that
Proof. Let r 0 > 0 such that ρ ∂ is smooth on ∂ r 0 M := {ρ ∂ ≤ r 0 } and the Fermi coordinate system x = (θ, r) ∈ ∂M × [0, r 0 ] exists on M 0,r 0 := {ρ ∂ ≤ r 0 }. Under this coordinate system we have
) is strictly positive with α(·, 0) = 1, ∆ ∂M and ∇ ∂M are the Laplacian and gradient on the (d − 1)-dimensional Riemannian manifold ∂M respectively, and Z is a C 1 (hence, bounded) vector field on M. Using the integration by parts formula on ∂M, (3.1), and Lφ = −λφ, we obtain
By Lφ = −λφ, Nφ| ∂M = 0 and using integration by parts, we have
is a continuous second order differential operator on the compact set {ρ ∂ ≤ r 0 }. Combining this with M φ 2 dµ = 1, we derive
for some constant c 2 > 0. Combining with (3.2), µ(φ 2 ) = 1 and µ(|∇φ| 2 ) = λ, we arrive at
But by (1.6) we have
for some constant c 3 > 0, (3.5) implies the desired estimate for some constant C > 0.
Lemma 3.2. There exists a constant C > 0 such that
We first prove a priori estimate then make improvement. To this end, we introduce some notation.
For any r ≥ 0, let ∂ r M = {ρ ∂ = r} and µ r ∂ be the area measure on it induced by µ. For 0 < r 1 < r 2 , let 
Lemma 3.3. There exists a constant c > 0 such that
Proof. By the symmetry, we only prove the inequality for r ∈ [0, δ/2]. For r ∈ [0, δ/2], define
Then |∇γ(ρ ∂ )| ≤ 1 and
Let N be the inward normal unit vector field of ∂M r,δ . Then
So, by integration by parts, there exists a constant c > 0 such that for any (φ, λ) ∈ Eig(L), Combining (1.6) with Lemmas 3.1 and 3.3, we conclude that Let N 0,r be the inward unit normal vector field of ∂M 0,r = {ρ ∂ = 0} ∪ {ρ ∂ = r}. Noting that ∂ r φ| r=0 = Nφ| ∂M = 0, and Lφ = −λφ implies
where [∂ r , L] := ∂ r L − L∂ r is a continuous second order differential operator on the compact set {ρ ∂ ≤ δ}, by (3.6) and the integration by parts formula, we have 
