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Preface 
 
This publication is published as a result of the fourth biannual conference The 
Future of Information Sciences – INFuture 2013: Information Governance, 
organized by the Department of Information and Communication Sciences, 
Faculty of Humanities and Social Sciences, University of Zagreb and this time, 
under the high auspices of the President of the Republic of Croatia and with the 
support of the Mayor of the City of Zagreb. 
Information sciences, as an interdisciplinary field, have developed at the inter-
section of computer sciences, information processing, technology, philosophy 
and organization, respecting scientific findings, practical implementations, 
management logic, computer formalities, market and industry demands.   
Information governance, as part of information sciences, focuses on the right in-
formation in the right context, logically interconnected, stored, retrieved and 
implemented, but is also realised through the strategic aspect in the modern ar-
chival practice, bringing various benefits as well as risks.  
Results of the research in the section keynote papers address broad issues of 
global digital infrastructure for archival access supported by digital curation and 
semantic web, cloud computing environment and related recordkeeping and ar-
chiving benefits and risks as well as connection and influence between machine 
translation and translation studies. 
The section theory and methodology of information governance deals with the 
domain specific records management, international standard descriptions, best 
practices, human role in project management, digital records in an increasingly 
networked society, various domain-specific information systems. 
The topic knowledge management elaborates on classification system using 
public opinion, use of social services and their side effects and social lean 
thinking through social business environment. 
Various applications have been presented for e-society and e-government 
ranging from remote access to statistical microdata, electronic signatures, digital 
rights management in the mobile application market and music industry.  
The topic of language technologies is oriented to terminology extraction, use of 
machine translation systems and cross-language information retrieval. 
The topic of digital curation deals with crowdsourcing the digital cultural herit-
age in museums and galleries and digital curation and preservation of the online 
exhibits. 
In the section related to new challenges in interdisciplinary education, several 
researches have been presented relating to computer-based assistive technolo-
gies in education for students with disabilities, presentation of social sciences 
and humanities in media, map of various competences, lifespan of web refer-
ences, role of information technology in the social role of film, interactive ap-
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plication for Latin language learning, and aspect of e-learning and ICT educa-
tion for elderly. 
The presented topics reveal interest for applications used by broad population, 
for interdisciplinary education, strategic harmonization with the European poli-
cies, business ethics and national goals, for integration into multilingual society 
preserving the heritage properly, for knowledge organization and information 
management. We believe that the results of the research will help us find new 
ways of building information resources and e-services which would contribute 
to better information governance in the world overcrowded with information.  
 
Editorial Board 
 
  
 
 
 
 
KEYNOTE PAPERS 
  
 
 
Original scientific  paper 
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‘To the Tasks and the Skills’*:  
Considerations and Competencies for  
Designing Glocal Archival Access Systems 
 
Anne Gilliland 
Center for Information as Evidence 
Graduate School of Education and Information Studies 
University of California Los Angeles (UCLA), USA 
gilliland@gseis.ucla.edu 
 
Summary 
 
This paper lays out multiple roles that archives and their contents currently 
play within and across different jurisdictions and communities. It argues that 
digital curation and the Semantic Web respectively offer the archives field a 
model and a structure for developing a global digital infrastructure for archival 
access that also might fit within broader digital description and access activi-
ties. However, as currently expressed neither provides sufficient support for the 
complexities of designing archival access systems and services that can simul-
taneously address local, national and transnational considerations. The paper 
proposes a set of principles, with examples of approaches, that could be applied 
in designing archival infrastructure, identifying necessary tasks, and nurturing 
competencies that promote accountable and equitable ways of addressing di-
verse communities’ access needs and uses for archival resources in a glocal 
world. 
 
Key words: Archives, Digital Curation, Semantic Web 
 
Introduction 
Current discourses within and across the archival profession, information tech-
nology and management communities, and disciplinary scholarship locate the 
archival role in varying places along a wide-ranging spectrum. That spectrum 
encompasses not only the support of scholarship and more general historical 
uses, but also of bureaucratic recordkeeping, governance and regulation; ac-
countability, transparency and legitimation; long-term research data curation; 
                                                     
*  How long will it be 'till we've turned 
 To the tasks and the skills 
 That we'll have to have learned 
 If we're going to find our place in the future 
 And have something to offer 
 Where this planet's concerned?  
Jackson Browne, “How Long,” World in Motion, 1989. 
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cultural heritage management; empowerment and representation for marginal-
ized communities; and human rights concerns. This diversity of roles, and how 
they are reflected in the nature, scope and use of archival holdings, underscore 
the richness that the archival dimension brings to discussions about the ways in 
which information access infrastructure should be conceived and implemented 
within the archival field as well as when interfacing or integrating with other in-
formation domains.  
Such richness demands complexification, heterogeneity and hierarchy rather 
than the tendency towards simplification, homogeneity and “flat thinking” that 
often characterises how we approach the building of information access infra-
structures. It begs the question, can a wide-scale archival access infrastructure 
support complexity, heterogeneity and hierarchy in efficient and distributed 
ways? Moreover, these different archival roles can find themselves at odds with 
each other, especially within individual institutional missions and governance 
frameworks, and no single archives is likely to be able to address all roles to the 
same extent. How then might a more systematically-developed archival access 
infrastructure help to mitigate these limitations? 
Further adding to this complexity, in ways that are both generative and con-
founding, are the demands of and interaction effects between two aspects that 
archives have often been criticised for marginalizing or simply ignoring. The 
first of these are the needs, modalities and vocabularies of local grass-roots, 
identity- and issue-based, and activist communities that may feature as the sub-
jects or objects of archival materials, especially those created under oppressive 
and colonial regimes, but that rely upon those materials for political (e.g., re-
dress and reparations), social, cultural and personal purposes (Flinn 2011). How 
might existing archival access infrastructures be reoriented to address the very 
specific and immediate needs of overlooked, underempowered, oppressed or re-
covering communities?  
The second aspect is the relative lack of contemplation on the part of individual 
archives, national and regional archival systems, and archival endeavours in the 
developed world in general, of the new needs and considerations arising when 
disseminating metadata and digital content online to a diversity of cultures, po-
litical regimes and communities in less advanced stages of development around 
the globe.  How might archival description and access practices be re-thought 
to address the implications of how archival materials are being described, dis-
seminated and used in a globally networked world where user communities may 
be technologically or educationally disadvantaged; politically constrained; or 
invisible, widely distributed, or poorly understood because of distance, dias-
pora, or difference?  
There have been increasing calls from concerned communities, both local and 
those distributed around the globe, as well as from within the archival profes-
sion itself to engage in reconciliatory, culturally-sensitive and socially responsi-
ble ways to support these plural archival needs. These calls have taken many 
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forms, including Indigenous protocols for managing, disseminating and using 
archival materials (ATSILIRN 2012; First Archivist Circle 2007); professional 
statements of archival values (Society of American Archivists 2012); critiques 
by archival studies scholars (Jimerson 2009; Harris 2007); and challenges to 
existing professional education (Gilliland 2011). The concept of the Archival 
Multiverse in particular has been gathering momentum as a platform for plural-
izing how archivists approach their work and are professionally educated 
(PACG 2011). The Archival Multiverse, 
includes a recognition of different ways of knowing, evidence paradigms, 
forms of archives (such as Indigenous keeping places) and records, and 
transmission methods; and acceptance of differing constructs of owner-
ship, intellectual property, privacy, access, and rights in records, as well 
as what constitutes the secret and sacred material of different cultures in 
different space-times. Respectful, negotiated community partnerships, 
sharing of governance and decision-making about current and historical 
recordkeeping, and implementation of community-centric protocols such 
as those emerging from Indigenous communities are essential features of 
such approaches. As is the use of digital and social media technologies to 
support efforts to pluralize recordkeeping and the contents, uses, and de-
velopment of archives, as well as digital repatriation (Gilliland, Lau and 
McKemmish 2013).  
Somehow archival access systems must be able simultaneously to address both 
of local and global aspects. Tying the two strands together, we could ask the 
following: What might an archival access infrastructure look like that was ex-
plicitly designed to be reconciliatory, culturally-sensitive and socially responsi-
ble, especially one that was world-wide in conception and operation? The an-
swer, I would posit, lies in the development of a multi-level glocal archival ac-
cess infrastructure (Robertson n.d.; Robertson 1997). While national, sector, 
and institutional interests and perspectives often set the agenda in the past, to-
day there is a growing focus on simultaneously addressing local and global 
needs and perspectives, as well as on understanding the effects of interaction 
between the two, i.e., the phenomenon known as glocalization.  I have argued 
elsewhere that, 
Governments, business, research and socialization are increasingly con-
ducted on a transnational and trans-community basis using the web and 
cloud technologies. Indigenous, local, and colonial recordkeeping and 
memory systems and practices that developed out of particular national 
and cultural traditions and worldviews are simultaneously grappling with 
their tangled and often still traumatic histories, and interfacing and nego-
tiating with other traditions and worldviews in whole new digital ways. 
New and reconstituted nations are working to develop their national 
identities and strengthen their own bureaucratic, scholarly and profes-
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sional infrastructures internally, while seeking visibility and recognition 
on the world stage (Gilliland 2013 in press). 
These tendencies are directly relevant to the multiple archival roles and con-
cerns laid out above. 
Two current developments that are wider than the archival field hold out the 
potential to help in the development of such an archival access infrastructure-- 
digital curation offers the archival field a procedural and collaborative frame-
work within which these activities can be situated, and the Semantic Web offers 
a metadata infrastructure for sharing data and embedding exploitable relation-
ships via the Web between archival holdings and also other digital information 
resources around the globe. However, there are significant metadata and re-
trieval aspects that need to be more fully articulated and their feasibility investi-
gated in order to provide conceptual and practical support for the complexities 
of designing archival access systems and services that can simultaneously ad-
dress local, national and transnational considerations. This paper proposes some
  principles that might guide this reorientation of archival access systems and 
an overarching archival access infrastructure, and provides some examples of 
the tasks and skills or competencies that will be necessary to address them. 
 
Background 
Historically, archives, especially institutional archives, lacked imperatives and 
incentives to cooperate and functioned in relative isolation. They were isolated 
from each other, from the creators of the records that they would eventually ac-
quire, and from other institutional players in the information ecosystem such as 
libraries and museums. Moreover, archival traditions (i.e., the conceptual and 
practical bases upon which archivists were trained and repositories operated) 
differed in significant ways from region to region around the world, an aspect 
that remains under-accounted for in archival descriptive standards. Some key 
events from the early 1980s onwards began to challenge the reasoning and 
technical practices behind such isolation. The development of standardized ma-
chine-readable description such as the MARC Archival and Manuscripts Con-
trol (AMC) format in 1984 facilitated the emergence of shared repositories of 
archival descriptive information such as the Research Library Information Net-
work (RLIN), as well as the integration of those descriptions into institutional 
library OPACS. The development of Encoded Archival Description (EAD) in 
the mid-1990s provided a more “archival” infrastructure capable of providing 
serving as a backbone for web-access to online digitized archival materials. 
While these developments have certainly been capable of supporting global ac-
cess, they nevertheless emanated out of ideas and practices that were oriented 
around the interests of the parent institution as well as historical scholarship, the 
prevailing archival tradition, and dominant cultural constructions in the origi-
nating jurisdiction and thus did not meet emerging glocal concerns.  
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In the 1990s, new archival conceptualizations began to significantly challenge 
existing archival traditions. The articulation of the Australian records contin-
uum model in 1996 highlighted the societal and structural inadequacies of both 
the life cycle and exclusively custodial approaches to archiving in which archi-
vists were divorced from the processes of records creation and only became in-
volved with them after they were no longer being actively used by the creator 
(Upward, McKemmish and Reed 2011; Upward 2006 & 2007). In concert with 
this latter point, electronic records archivists in the same decade urged archi-
vists to intervene at the point of records creation to ensure the creation and pre-
servability of a reliable and authentic digital record. Although archival theory 
had always stressed the organic nature of records creation and use, these new 
conceptualizations underscored that creation, preservation, access and use are 
all closely inter-related and inter-dependent.  
This might all seem like old history today, given that archival descriptive 
metadata and digitized copies of archival material are being virtually collated in 
shared or federated regional and disciplinary repositories and information sys-
tems; that the metadata is being widely exposed for harvesting and searching; 
and that the assignment of linked open data by archivists is becoming more 
common. However, regardless of the size and scope of these initiatives, this 
trans-institutional and Web-oriented movement remains something of a patch-
work quilt of possibilities and projects that continues to represent and favour the 
perspectives and priorities of individual institutions and funders. Metadata 
standards and their origins can be similarly critiqued. As for information re-
trieval, the focus of so much work over the years in library and information sci-
ence, this aspect, and the particular challenges and opportunities that archival 
information retrieval might present, have barely received any attention at all. 
New considerations are pushing the field to think more strategically and collab-
oratively about archival access infrastructure, however. For example, Cloud 
storage and access have highlighted questions about jurisdiction, management 
and control over digital data, electronic records and cultural information re-
sources that have been collaboratively created and used over networks. Cooper-
ative and collective digitization initiatives have increased the amount of digital 
content available over the web to potential user communities around the world 
but, as already discussed, have raised questions about whether one size fits all in 
terms of how that content should be described or might be searched or dissemi-
nated. Digital repatriation offers ways for often unique materials to be in multi-
ple locations at once but also offers the prospect of developing multiple and 
community-sensitive local management, metadata and access regimes for the 
same content.  
 
Proposed principles 
The following are several proposed principles to help in the identification of 
tasks, competencies and actors necessary for the reorientation of archival access 
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systems. These principles reassert much of what has already been said in the 
critiques and debates discussed above, but are applied specifically to archival 
access: 
• Archival access systems cannot stand apart from other information infra-
structure: Archives are only one component in an organic world of in-
formation creation, management, use and reuse. Archival descriptive and 
retrieval mechanisms must be able to interface with the rest of that world, 
especially as understandings of what constitute archival as opposed to 
other kinds of information objects become increasingly blurred. 
• Archival access and other archival and recordkeeping functions are 
interdependent: Access as a function cannot be considered in isolation 
from the networked ways in which records and other archival materials 
are digitally created, managed and used. 
• Rich context is essential: The need for context becomes increasingly im-
portant as the volume of archival content online multiplies and becomes 
accessible at more and more granular levels, and as that content is read 
both “along” and “against” the grain by diverse users. Context needs to 
be further captured and exploited, whether by manual or automatic 
means, by archival institutions or crowd-sourced, or by professional or 
community experts. Context, however, should not be completely hard-
coded—to facilitate fluidity in interpretation across communities and 
over time, and to support a plurality of narratives and counter-narratives, 
mechanisms must be in place to facilitate the creation and maintenance of 
multiple simultaneous descriptions, as well as periodic re-description of 
the same content (in other words, just as archival materials take on differ-
ent meanings and are subject to different interpretations as they move 
through time, description should not be a one-time or one-agent activity). 
It should also be possible for users to contextualize and recontextualize 
archival content according to their own needs, perspectives and modes of 
expression (e.g., by developing or identifying alternative or counter-nar-
ratives) and contribute this contextualization back into the system. 
• Promoting and exploiting differing levels of granularity as well as exist-
ing hierarchical relationships between different metadata schemes and 
approaches will introduce heterogeneity into how archival content is de-
scribed and made available for retrieval while reducing metadata over-
head. Traditional archival description principles uphold the use of natural 
hierarchies that exist within archival collections and also the tenet that all 
content does not have to be described to the same level of detail. Given 
that different descriptive metadata schemes can today be applied that op-
erate at every level from the item (indeed even within-item) level all the 
way up to the most general description of an archival collection or aggre-
gation (in fact, to the level of the repository itself), the requirement for 
every archival institution to work at multiple levels is somewhat allevi-
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ated. Instead it should be possible to make strategic decisions about when 
there might be a compelling need to do rich descriptions, potentially ad-
dressing specific identified needs of particular communities (for example 
through the use of pluralized access points, complex authority files that 
address co-creator roles, and bilingual descriptions), and when a higher-
level approach might suffice.  
• Pluralism and complexity are defining, and arguably the most emancipa-
tory, characteristics of the Archival and indeed the wider Information 
Multiverse. In devising standards, best practices, regulations, and termi-
nology for international implementation, archival developers need to fo-
cus less on getting everyone to do things the same way, and more on how 
to inter-relate diverse community practices and ontologies. This will sup-
port more equitable, consultative, and culturally sensitive exchange of 
metadata and content across national, cultural, linguistic, and ideological 
boundaries, as well as among different institutional settings and techno-
logical environments.  
• Power differentials and inequities are at work in every aspect of infor-
mation creation, preservation, organization, access and use. The devel-
opment of access infrastructure, including archival descriptive metadata 
and information retrieval must directly acknowledge and address the neg-
ative consequences of such power dimensions, and actively support 
emancipatory practices. 
 
Applicability of the Curation Life Cycle Model and the Semantic Web 
With these principles in mind, we should first consider whether we already have 
models and structures upon which we can build that can engage in participative 
and consultative approaches and also capture the nuances, contingencies, un-
certainties and semantic and linguistic diversity, archaisms and semantic drift 
that are integral to working with archival content.  
The term “digital curation” has emerged in recent years as a transprofessional 
umbrella covering strategies, technological approaches and activities involved 
in creating, managing, preserving, disseminating, and using digital content 
(DigCCurr n.d.; Higgins 2011). The Digital Curation Center (DCC)’s Curation 
Life Cycle Model (see Figure 1) can be differentiated from the traditional ar-
chival life cycle approach by its emphasis on multiplicity, dynamism and 
awareness and engagement of all the parties that might be involved, from crea-
tion all the way to consumption. Although the model retains some of the linear-
ity that the Records Continuum Model rejects, access is clearly related to and 
interdependent upon the other processes depicted. Many different curatorial ac-
tivities, with many different associated agents, are occurring simultaneously 
Content is seen to be ever evolving in value, and being continuously trans-
formed through use into new content. Metadata (i.e., Description and Repre-
sentation Information) is explicitly identified as being central and integrally re-
INFuture2013: “Information Governance” 
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lated to both the content and the encircling processes. In conception, therefore, 
it would seem that this model is very congruent with the dynamism and multi-
agency aspects laid out in the principles above. Although many digital reposito-
ries conduct their digital curatorial activities with a single Designated Commu-
nity (to use OAIS parlance) in mind, what if we were to create an overlay for 
this model that, for each facet, delineated glocal, pluralized considerations? 
Such an overlay could be used as a tool to raise awareness when preparing fu-
ture archival professionals, and also by standards developers, archival institu-
tions, and archival professionals to identify policies, metadata practices and 
technological solutions that might enfranchise more communities and uses. 
 
Figure 1. 
 
Source: The Digital Curation Centre 
 
Although archives have been somewhat slower than many other information 
communities to implement RDF in their descriptive practices, the Semantic 
Web and its linked data approach does provide an infrastructure that supports 
bridging between different metadata schemes and disparate materials. However, 
vagueness, uncertainty and inconsistency have been among the criticisms lev-
eled at the effectiveness of the Semantic Web in delivering on its promise. In 
the archival world, and when thinking about the complexities of a glocal and 
pluralized approach, epistemic and ontological “messiness” is endemic, seman-
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tic drift is inevitable as historical materials move through time, much about ar-
chival materials may be unknown or incomplete, the same materials may be 
viewed from completely different perspectives, and hierarchy is a primary 
mechanism for establishing relationships. Can RDF sufficiently express or 
capture the contingencies and nuances arising from a glocal, pluralized fram-
ing? If nothing else, the test cases that archives are in a position to present to 
RDF developers may help to complexify an approach that has until recently 
been premised upon simplicity of expression and flatness of relationships. 
 
Conclusion: some possible approaches 
So how should we go about effecting this reorientation of archival conceptuali-
zations and practices? The following are some possible strategies that have been 
proposed in recent work: 
• Expanding the conception of provenance and associated ideas about au-
thorship, authority, and ownership. Co-creatorship and the closely related 
constructs of multiple simultaneous and parallel provenance are proposi-
tions that challenge how authorship is traditionally ascribed to archival 
materials and that seek to complexify how it is represented in prove-
nance-based archival description and archival authority files (Hurley 
2005a & b).  In both cases, “With their emphasis on a single creating en-
tity, they fail to acknowledge that multiple parties with different types of 
relationships to each other can be involved in the genesis of records, and 
be in different types of relationships to each other.  They argue, for ex-
ample, that subjects as well as creators of records should be acknowl-
edged as participants in that genesis, and that archivists have an ethical 
imperative to pursue descriptive mechanisms for representing both crea-
tor and co-creator worldviews and experiences, and supporting diverse 
user needs and concerns, within and relating to a given community of 
records” (Gilliland 2013 in press).  
• Focusing on archival information retrieval (IR). While archival retrieval 
has not received much attention from IR researchers, there are significant 
potential advances that have been identified as fertile aspects for research 
and development. Many of these are focused on XML-based retrieval and 
they include “helping users to find previously unknown and possibly 
‘smoking gun’–type documents; establishing the meaningful absence (as 
opposed to the presence) of documents; and exploiting multiple types and 
sources of metadata” in order to support different user needs and onto-
logical approaches (Furner and Gilliland 2014 forthcoming). 
• Pluralizing archival education and pedagogy. The Archival Education 
and Research Initiative (AERI)’s Pluralizing the Archival Curriculum 
Group have laid out an archival education framework “to promote a cri-
tique of professional and societal norms and include diverse perspectives 
on archival theory and practice” (PACG 2011). This framework lays out 
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eight objectives that are accompanied by suggested curricular and peda-
gogical strategies and cultural competencies designed to prepare archival 
professionals to work with a pluralized and glocal orientation. 
Finally, a new initiative is underway as an outcome of a recent symposium in 
human rights and archives to develop a framework similar to that of the PACG 
but addressing the development of metadata infrastructures capable of empow-
ering users seeking to use archives for human rights purposes.  
No single strategy, however, will be sufficient to fundamentally change how the 
archival field approaches the development of an access infrastructure that can 
meet glocal demands. It will take cooperation across archival institutions 
worldwide; consultation and equitable collaboration with diverse communities; 
fundamental shifts in how archival principles such as provenance and hierarchy 
in description are construed; partnerships with other information and memory 
institutions, input into the development of the Semantic Web; a strong commit-
ment to research and development, especially in the areas of user community 
and needs analysis, interface design, and information retrieval; and the fostering 
of glocal perspectives and skills in all of these areas through archival education. 
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Summary 
 
There is a rapid uptake of cloud computing in many places around the world. 
What are the implications for recordkeeping and archiving? Cloud computing 
offers attractive benefits including significant cost savings, efficiencies, flexibil-
ity and scalability, as well as opportunities for the innovative development and 
delivery of new records management and archival services. Recordkeeping and 
archiving in the cloud also carry significant risks associated with security, pri-
vacy, integrity, authenticity, accessibility and digital continuity, as well as is-
sues relating to commercial continuity and the lack of transparency of cloud 
services. This paper provides an overview of the current cloud computing envi-
ronment, different models and types of cloud services, and related recordkeep-
ing and archiving benefits and risks. It uses a case study approach to explore 
the strategies that two archival authorities in Australia are pursuing in their 
role as records management standard setters. They include risk assessment ap-
proaches and the development of checklists and other tools to guide the evalua-
tion and selection of cloud services, risk management, and contract negotiation. 
The paper also briefly references the European Union's Cloud for Europe initi-
ative. Finally it calls on recordkeeping and archiving communities to take a 
pro-active approach, as both consumers and potential service providers, to in-
fluencing the future of recordkeeping and archiving in the cloud. 
 
Key words: cloud computing, recordkeeping, archiving, risk management 
 
Introduction 
This paper explores the question: what are the implications for recordkeeping 
and archiving of the rapid uptake of cloud computing? It provides an overview 
of the current cloud computing environment, different models and types of 
cloud services, and related recordkeeping and archiving benefits and risks. It 
uses a case study approach to explore the cloud computing strategies that the 
National Archives of Australia and the Public Record Office of Victoria are 
pursuing in their role as records management standard setters. The case study is 
based on analysis of the policies, strategies and guidelines for government or-
ganizations developed by archival authorities to optimize the benefits and miti-
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gate the risks associated with records in the cloud.  National and state govern-
ment archival authorities in Australia have a dual role in relation to the regula-
tion of current recordkeeping for good governance and democratic accountabil-
ity, as well as preservation of government archives as part of Australia’s collec-
tive memory and cultural heritage. The case study focuses on their role in rela-
tion to the regulation and promotion of current recordkeeping.  However, the 
two roles are inter-related as best practice recordkeeping, particularly in today’s 
digital environments, is critical to the long-term preservation of archival records 
of continuing value. Over the past few years the National Archives of Australia 
and Public Record Office of Victoria have developed strategies relating to cloud 
computing which are based on risk assessment and management approaches. 
The paper goes on to present a categorization of risks, and a list of questions 
relating to cloud services for organizations planning to put their records in the 
cloud. It is based on an analysis of the policies, guidelines, checklists and other 
tools issued by these two archival authorities to guide the evaluation and selec-
tion of cloud services, risk assessment and management, contract negotiation 
and the monitoring of cloud services, Finally the paper references recent devel-
opments in the European Union, in particular the Cloud for Europe initiative. In 
conclusion, it calls on recordkeeping and archiving communities to take a pro-
active approach, as both consumers and potential service providers, to influence 
the future of recordkeeping and archiving in the cloud. 
Records are defined in this paper in accordance with AS/NZ ISO 30300 as:  
Information created, received and maintained as evidence and as an asset 
by an organization or a person, in pursuit of legal obligations or in the 
transaction of business (ISO 2012, p. 9). 
Archives are defined as records of continuing value. Digital records and ar-
chives take multiple forms, come in many formats and are captured in many 
places, including email systems, websites, blogs, wikis and other social media, 
business systems including databases, and multimedia systems, as well as Elec-
tronic Document and Records Management Systems. They are stored in per-
sonal and corporate devices and equipment (on desktops, laptops, tablets and 
mobile phones, organizational servers), in data stores and digital repositories, 
including archival digital repositories. In organizational settings, their storage 
and management might be in-house or outsourced to external service providers. 
Increasingly records may be managed and stored in the cloud. 
 
Cloud Computing 
The US National Institute of Standards and Technology (NIST) defines cloud 
computing as: 
a model for enabling ubiquitous, convenient, on-demand network access 
to a shared pool of configurable computing resources (e.g., networks, 
servers, storage, applications and services) that can be rapidly provi-
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sioned and released with minimal management effort or service provider 
interaction (Mell & Grance 2012, p. 2). 
Cloud computing offers attractive benefits including significant cost savings, ef-
ficiencies, flexibility and scalability, as well as opportunities for the innovative 
development and delivery of new services. It also carries significant risks asso-
ciated with the security, privacy, integrity, authenticity, accessibility and digital 
continuity of data and records in the cloud. There are also issues relating to 
commercial continuity and the lack of transparency of cloud services that im-
pact on recordkeeping and archiving. 
Public cloud computing offers a pay-as-you-go business model as an attractive 
alternative to large-scale capital investment in software, platforms and infra-
structure, and paying an in-house workforce to manage them. Software-as-a-
service (SaaS) delivers business applications hosted by a provider over the web. 
Platform-as-a-Service (PaaS) provides custom application development or de-
ployment environments in which applications can be built and run on service 
provider systems. Infrastructure-as-a-Service (IaaS) provides virtual infrastruc-
ture components such as servers, storage and network access. Computing re-
sources are accessible everywhere, anytime through diverse media and devices 
and thus support a mobile and flexible workforce. A cloud services provider 
pools and dynamically configures its computing resources to meet the needs of 
multiple clients, enabling rapid scaling of service to meet demand and opti-
mised use of resources. 
The rapid uptake of cloud computing is evidenced by the widespread personal 
and business use of public cloud services such as Microsoft drop boxes, Google 
drive, Apple’s iCloud, gmail, Facebook and other social media, as well as con-
tracted public, private and community cloud services customized to individual 
business needs. Public cloud services operate on a “multiple tenant” model over 
the public internet with facilities shared by multiple users. In a private cloud an 
organization has exclusive use of cloud infrastructure, and in a community 
cloud, several organizations from a community with common concerns (e.g. 
related to security, privacy, accountability or jurisdiction) share cloud infra-
structure (Mell & Grance 2012, p. 3). Private and community clouds may be 
managed internally or by a third-party and hosted internally or externally. If 
they are managed and hosted externally by a third party, private and community 
cloud services may share more of the benefits and be vulnerable to many of the 
risks associated with public cloud computing. A hybrid cloud is composed of 
two or more clouds (public, private or community) and may deliver the best of 
both worlds. Hybrid clouds and to a lesser extent community clouds potentially 
enable organisations to realise the benefits of a public cloud (multi-tenancy and 
pay-as-you-go), but with the added level of privacy, security, accountability and 
standards compliance usually associated with a private cloud.  
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Risks associated with the processing, storage and management of data, and 
more specifically records in the cloud, particularly the public cloud, include se-
curity, privacy, integrity, authenticity, accessibility and digital continuity, as 
well as issues relating to commercial continuity and the lack of transparency of 
cloud services. The degree of risk and possible consequences for data and rec-
ords vary for different models and types of services, with the highest risks and 
most serious consequences generally associated with software and platform ser-
vices in the public cloud, and relatively low risks associated with infrastructure 
services. However some of the risks associated with the location of data stores 
and servers, and trans border data flows are the same regardless of the model or 
type of service.  
The market-speak and images associated with cloud computing provide us with 
a somewhat misleading mental model which belies the physical reality of the 
vast server farms owned by Google (US, Finland, Russia and Germany, ex-
panding into Chile, Hong Kong, Taiwan and Singapore), Microsoft (US, Hong 
Kong, Singapore, Ireland, Brazil), Amazon (US, Dublin, Brazil, Japan), Face-
book  (US, Sweden), and Apple (USA). From another perspective “cloud” may 
be an apt term – as there are concerns about the extent to which the operations 
of service providers are “clouded” in secrecy. There has been a lack of transpar-
ency and accountability. For example, many large service providers have poli-
cies on non-disclosure of the location of data farms (apparently on security 
grounds, although server farms are hard to hide as apparently the largest ones 
are visible from space). More specifically exactly where data is stored, and 
whether it is being moved around and transferred across borders may not be 
disclosed to you (see for example Microsoft’s explanation at 
http://www.microsoft.com/online/legal/v2/en-
us/MOS_PTC_Geo_Boundaries.htm). The use of the terms public and private 
cloud computing, especially in marketing, can also be opaque as the model of-
fered may not always be what it purports to be: 
Be sure that the deployment model offered is what it appears to be and 
not a marketing ploy whereby a vendor offers differently priced packages 
of the same services. (PROV 2012, p. 16) 
 
Australian Responses 
In 2013, a whole of government policy embracing cloud computing was issued 
by the Australian Government Information Management Office (AGIMO 
2013). The policy was framed as part of the National Digital Economy Strategy 
and National Cloud Computing Strategy, and highlighted the potential contri-
bution of cloud computing to the national economy, and the leadership role the 
Australian Government should play in the adoption of cloud computing in all 
sectors. The policy aims to “help agencies adopt cloud computing to boost in-
novation and productivity”, and places on government agencies “an explicit ob-
ligation to consider cloud services when procuring their new ICT requirements” 
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(p. 3), taking into account best value for money and adequate management of 
associated risks. It also prescribes the migration of public web sites to public 
cloud services: 
The Australian Government will be a leader in the use of cloud services to 
achieve greater efficiency, generate greater value from ICT investment, deliver 
better services and support a more flexible [mobile] workforce. (AGIMO 2013, 
p. 3) 
In terms of future directions, in line with developments in other parts of the 
world, the policy points to the possible adoption of a more centralised approach 
in the form of an Australian Government community cloud, and the possible 
development of whole-of-government arrangements whereby cloud service pro-
viders would submit tenders to become preferred suppliers. In the tenders they 
would need to demonstrate that they could meet Australian Government re-
quirements. In the meantime, individual government agencies are directed to a 
range of documents that provide advice and recommendations relating to as-
sessing and managing the risks associated with cloud computing, particularly 
involving the security and privacy of data processed and stored offshore. These 
documents include the Protective Security Policy Framework, the Defence Sig-
nals Directorate’s paper on Cloud Security Considerations (Department of De-
fence 2011), and AGIMO’s guidelines relating to Privacy and Cloud Compu-
ting for Australian Government Agencies, and Negotiating the Cloud: Legal Is-
sues in Cloud Computing Agreements (AGIMO 2013, pp. 11-12). Following 
these recommendations and guidelines, personal data and security classified 
data should only be processed, stored and managed by cloud services located in 
Australia and under Australian jurisdiction – otherwise compliance with Aus-
tralian security requirements and privacy law cannot be guaranteed. 
AGIMO’s policy also points to the National Archives of Australia’s policy on 
Records Management in the Cloud (NAA 2011a) which was developed in the 
context of an Australasian Digital Recordkeeping Initiative (ADRI) advisory 
paper on identifying risks associated with cloud computing, assessing the level 
of risk for different records (for example secret, confidential, commercially sen-
sitive and personal records), how to perform due diligence when selecting a 
provider, establishing contractual arrangements, and monitoring their imple-
mentation (ADRI 2010).  The National Archives’ policy states that: 
Cloud computing poses both benefits and risks for Australian Govern-
ment agencies. Gains in cost and efficiency need to be weighed up 
against the risks associated with privacy, security and records manage-
ment. 
For records management, it is essential for agencies to consider: 
• where records will be stored – there may be risks to Australian Govern-
ment records when they are stored outside Australia 
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• the value and nature of the records – the higher the value of the records 
the more control there needs to be over their management to ensure their 
integrity, authenticity and reliability 
• the risks that may arise – different models of cloud service provision will 
present different risks to records 
• whether risks can be satisfactorily mitigated – this may depend on the 
ability to negotiate contracts and agreements that address the risks and 
meet legislative obligations (NAA 2011a, np). 
The National Archives policy specifies the need for informed risk assessments 
and NAA provides a Check List (NAA 2011b) for use in assessing risks, as-
sessing and selecting service providers and negotiating contracts. It also speci-
fies the obligations of government agencies to ensure that records in the cloud 
are: 
• governed by the Archives Act 1983  
• authentic, accurate and trusted  
• complete and unaltered  
• secure from unauthorised access, alteration and deletion  
• findable, readable and returnable 
• related to other relevant records (NAA 2011a, np). 
State government archival authorities around Australia have also issued policies 
and/or guidelines relating to cloud computing. The Public Record Office of 
Victoria is leading the way. On the basis of extensive research on the implica-
tions of cloud computing for recordkeeping (PROV 2012), the Office has issued 
an excellent Cloud Computing Guideline (PROV2013a) and a set of very useful 
Tools, including a risk assessment template and matrix for cloud computing en-
vironments, a contract checklist, a requirements checklist and a mapping of in-
tersecting requirements which affect decision making (PROV 2013b).  The 
Guideline states that the appropriate treatment of records in the cloud should 
shape decisions relating to: 
• The level of service required 
• The contract conditions imposed 
• The audit regime adopted 
• Restrictions on the physical location of the cloud servers 
• Restrictions on the selection of providers by country of registration 
• Restrictions on the kind of cloud environment selected (public, private or 
community) (PROV 2013a, p. 5). 
In developing strategies, policies and guidelines for the cloud, the archival au-
thorities frequently reference the suite of international, national and archival 
authority standards, policies, strategies and guidelines that are already in place 
relating to digital records and recordkeeping.  There is a hidden assumption that 
best practice digital recordkeeping is already implemented in government or-
ganizations, and that good quality records and metadata are already being cre-
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ated and managed in digital systems – that the organization’s recordkeeping and 
records are “cloud ready”. However as evidenced in reports by Audit Offices, 
Ombudsman’s Offices, Privacy Commissioners and other watchdogs in a num-
ber of Australian jurisdictions, there are many cases of poor quality record-
keeping in digital environments, in particular a lack of recordkeeping function-
ality in business systems and databases. 
 
The Recordkeeping Implications 
A close analysis of the issues papers, policies and guidelines published by the 
National Archives and Public Record Office of Victoria highlights a range of 
risks relating to processing, storing and managing records in the cloud (ADRI 
2010, NAA 2011, 2013a, 2013b, PROV 2012, 2013a, 2013b).  On the basis of 
the analysis, seven risk categories have been identified, and two checklists of 
questions have been developed to assist government organizations planning to 
put their records in the cloud, particularly the public cloud. They are presented 
in Table 1 below. One checklist of questions is designed to help an organisation 
to evaluate whether potential service providers can meet an organization’s re-
quirements relating to their records in the cloud. The other checklist of ques-
tions relate to the “cloud readiness” of an organization’s recordkeeping man-
agement frameworks and digital recordkeeping.  
 
Table 1. Recordkeeping Risks and Checklists 
RISK CATEGORIES CHECKLIST FOR SERVICE PROVIDER 
CHECKLIST FOR 
ORGANIZATON 
Location and Legal 
Jurisdiction 
 
Note: Risks in this cate-
gory are particularly rele-
vant to personal, security 
and confidential records 
Can the service provider disclose 
precise information about location 
and movement of data/records? 
Can the service provider negotiate 
a contract that guarantees compli-
ance with the laws in the client’s 
jurisdiction so that the client can 
meet legal obligations re privacy, 
security, FOI and legal disclo-
sure?  
 
 
Does the organization know what 
laws apply to data, information 
and records in the jurisdiction(s) in 
which its records will stored (e.g. 
evidence laws, disclosure laws, 
privacy laws, FOI laws, national 
security laws)? 
Would those laws apply to the or-
ganization’s records? 
Do the organization know whether 
those laws put it in breach of the 
laws in its own jurisdiction (e.g. 
privacy, disclosure, FOI, data se-
curity)?  
Does the organization know, for 
example, that the US Patriot Act 
applies to all data in storage facil-
ities and server farms operated by 
US companies, regardless of 
where in the world they are lo-
cated? 
Can the organization identify high 
risk records in terms of security, 
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privacy and confidentiality? 
Does the organization have poli-
cies and risk management strate-
gies relating to its use of social 
media in public clouds? 
Transparency 
Accountability  
Governance 
 
Note: relevant to all 
records. 
Are the operations of the service 
provider transparent?  
What governance, accountability, 
internal and external auditing and 
reporting arrangements are in 
place?  
Are third party sub-contractual 
agreements compliant with client 
requirements? 
Are there risk management strate-
gies in place to mitigate unau-
thorised actions on records, secu-
rity breaches, disasters resulting in 
loss or damage, the possibility of 
cyber criminals, terrorists, or spies 
hacking or scraping service pro-
vider systems? 
Does the organization have in 
place a policy and processes for 
contract negotiation and monitor-
ing compliance with contractual 
arrangements? 
  
 
Protection of Rights in 
Records 
 
Note: This category is 
particularly relevant to 
personal and confidential 
records, and records that 
might be subject to copy-
right and intellectual 
property rights. 
Who owns records in the cloud 
service?  
Is the privacy of data subjects 
protected as required by the law in 
the client’s country, including 
trans-border movement of data?   
How is third party access to client 
records managed, for example if 
required by a government watch-
dog organization in the jurisdic-
tion in which the records are 
stored? 
Can the service provider support 
disclosure and access according to 
the rights regime in the client 
agency’s jurisdiction? 
Can the organization specify its 
rights management requirements 
relating to records?  
Can the organization identify 
which records might include in-
formation that requires rights 
management? 
Recordkeeping Func-
tional Requirements 
 
Note: Typically, require-
ments specify that records 
are authentic, accurate, 
reliable, complete, dis-
coverable, accessible, re-
trievable, readable, and 
persistently linked to 
metadata relating to their 
content, structure, context, 
management and use. 
 
Do service provider systems have 
recordkeeping functionality to 
manage records and their 
metadata? 
Do systems create and manage 
metadata about service provider 
action on records to ensure their 
authenticity and integrity? 
Can systems ingest, migrate, con-
vert, refresh, destroy and extract 
records according to client speci-
fied standards? 
Do service provider systems pro-
tect records from unauthorised 
Can the organization specify 
recordkeeping functionality and 
metadata requirements for the dif-
ferent types of records to be 
moved to the cloud? 
Do in-house systems meet record-
keeping functional requirements? 
Are records in in-house systems 
and applications “cloud ready”?  
Are organizational systems capa-
ble of exporting and ingesting rec-
ords with their metadata into/from 
storage and management systems 
in the cloud? 
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This category is relevant 
to all records and their 
metadata. 
actions, e.g. illegal destruction, 
unauthorised access and use, 
hacking or scraping, and security 
breaches? 
Do they have best practice disas-
ter recovery functionality?  
Can the service provider guaran-
tee that no copies of client records 
are retained after termination of 
the contract? 
Can the service provider  
return all records and associated 
metadata in specified formats? 
Digital Continuity 
 
Note: particularly relevant 
to records of continuing 
value. 
Can service provider preserve 
authentic records over long peri-
ods of time? 
 
Can the organization specify its 
archival preservation require-
ments? 
Vendor Lock-in 
 
Note: relevant to all 
records.  
 
Does the service provider use 
proprietary systems and formats 
that potentially lock data into the 
service provider’s servers? 
 
Can the organization specify its 
requirements relating to proprie-
tary/open source software and 
formats? 
Commercial Continuity 
 
Note: relevant to all 
records. 
 
What contingency plans does the 
service provider have in the event 
that it goes out of business or is 
taken over by another company? 
Does the organization have ade-
quate due diligence strategies and 
procedures to check the commer-
cial viability of service providers 
and contingency planning? 
 
Cloud for Europe 
There has been growing concern in the European Union with the consequences 
of the fragmentation of the European public sector cloud computing market – 
namely that EU requirements relating to data ownership, integrity, preservation, 
data protection, privacy, transparency and accountability have little impact, ser-
vices are not well integrated, and public sector clients do not get the best value 
for money. 
[A EU Justice] Opinion examines issues associated with the sharing of 
resources with other parties, the lack of transparency of an outsourcing 
chain consisting of multiple processors and subcontractors, the unavaila-
bility of a common global data portability framework and uncertainty 
with regard to the admissibility of the transfer of personal data to cloud 
providers established outside of the EEA. Similarly, a lack of transpar-
ency in terms of the information a controller is able to provide to a data 
subject on how their personal data is processed is highlighted in the 
opinion as matter of serious concern (EU Justice 2012, p. 2) 
In response, as part of the Digital Agenda for Europe, the European Cloud Part-
nership (ECP) of public sector users and industry experts aims to shape the 
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market in Europe and stimulate a European cloud industry that can meet public 
sector requirements. 
The ECP aims at driving the first steps towards better public procurement 
of cloud services in Europe, based on common definitions of require-
ments and possibly eventually going as far as joint procurement across 
borders … 
Pooling public requirements could bring higher efficiency and common 
sectoral requirements (e.g. eHealth, social care, assisted living, eGovern-
ment services) would reduce costs and enable interoperability. The pri-
vate sector would also benefit from higher quality services, more compe-
tition, rapid standardisation and better interoperability and market op-
portunities for high-tech SMEs (European Commission 2013). 
The Partnership has put in place a range of consultation strategies to engage 
stakeholders in determining the requirements of the Cloud for Europe, present-
ing an opportunity for the pro-active engagement of archival institutions, 
recordkeeping standards setters and the recordkeeping and archiving commu-
nity in ensuring that requirements relating to records and archives in the cloud 
are fully addressed. 
 
Towards Archives 3.0 
Stančić, Rajh and Milošević (2012) introduce the concept of Archiving-as-a-
Service and the need to transition beyond “custody” from a “postcustody” to a 
“postcustody 2.0” paradigm as illustrated in Figure 1 (which reproduces Figure 
16 (p. 124) with the kind permission of the authors). 
They put forward four scenarios for archiving in the cloud: 
1. Service providers are responsible for control of archived content without 
much interference and additional control taken by creators and archival 
institutions; 
2. Creators invest much effort in additional control of non-standardized ser-
vices; 
3. Services are standardized through best practices and creators recognize 
the importance of choosing providers consistent to these practices; 
4. Archival community is actively involved in the new concept of archiving 
and influence providers’ practices. 
They conclude that the fourth “postcustody 2.0” scenario is “probably the best 
way to ensure long-term protection, preservation and usage of electronic content 
created and archived today” (p. 123), and urge the archival community to be 
proactive “in the formation of the new, preservation-aware cloud services” (p. 
124). The Australian case study discussed earlier in this paper is an example of 
a “postcustody 2.0” approach. In the Australian context, government archival 
institutions are engaged in regulating and advising government agencies. 
Through the standards they set for records in the cloud, they also hope to influ-
ence the development of whole-of-government preferred supplier procurement 
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arrangements, and the cloud services offered by providers. At this stage in the 
evolution of cloud services, no Australian government archival institutions 
would sanction the placement of records identified as being of continuing value 
in the cloud. However, it is possible to envisage future scenarios where archival 
records might be managed and stored in the cloud, for example the establish-
ment of an Australian government community cloud in line with developments 
in Europe, the UK and Canada, in this case serviced by providers compliant 
with the relevant laws in Australian jurisdictions.  
 
Figure 1. Changes of Archival Practice  
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Conclusion 
Somewhere beyond custody, in the archival multiverse, lies the vision of Ar-
chives 3.0, taking advantage of the benefits and opportunities of cloud compu-
ting to build community clouds, e.g. of national, state and community archives 
in the EU or Australia. In this scenario the policies, standards, strategies, guide-
lines and tools being developed by archival authorities like the National Ar-
chives of Australia and Public Record Office of Victoria contribute to the de-
velopment of broader requirements that embrace the recordkeeping and archiv-
ing needs of all those involved in the community cloud partnership.  To realize 
this vision, recordkeeping and archiving communities need to take a pro-active 
approach, as standards setters, clients, and potential service providers, to shap-
ing cloud services, and the future of recordkeeping and archiving in the cloud. 
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Summary  
 
Early, rule-based machine translation worked on the basis of contrastive lin-
guistic and translational considerations. The advent of corpus-based machine 
translation techniques from the 1980s on shifted this paradigm towards a more 
computationally oriented one. Lately, through the use of techniques like domain 
adaption or factored models, linguistic and translational considerations have 
made a comeback. Still, the exchange between the two disciplines of machine 
translation and translation studies is rare, though they have already benefitted 
from each other at least in one way: Translators nowadays regularly use tools 
like translation memories. Present-day machine translation can benefit from 
translation theory, too, as this paper attempts to argue, by incorporating theo-
retical and experimental insights into areas like factors that guide translation 
shifts. For this, it is necessary for both to share at least some common termino-
logical code and theoretical perspective. This paper will attempt to lay a basis 
for that by locating relevant concepts from machine translation within transla-
tion theory and vice versa, and investigating how the two fields could further 
benefit from each other. 
 
Key words: translation studies, machine translation, translation theory, transla-
tion shifts, translation factors, post-editing 
 
Introduction 
Early, rule-based Machine Translation (henceforth MT) worked on the basis of 
contrastive linguistic and translational considerations. Dictionaries were hand-
built and rules were manually created in order to transfer syntactic structures 
from one language into the other. The basis for transfer often was some kind of 
valency information or dependency structure, allowing syntactic complements 
to be shifted around and adapted for differences e.g. in word order or morphol-
ogy between languages. Examples of this are for instance EUROTRA (Johnson, 
King, and des Tombe 1985; Copeland et al. 1991) or the METAL system 
(Gebruers 1988); Hutchins and Somers present an overview of early MT sys-
tems (Hutchins and Somers 1992). Present-day MT, however, is mainly based 
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on a computationally oriented, statistical model of translation (Brown et al. 
1993), with techniques like sentence alignment (Gale and Church 1993), word 
alignment (Och and Ney 2003) or phrase alignment (Koehn, Och, and Marcu 
2003) – where phrases are not phrases in the strictly linguistic sense, but 
continuous stretches of words – as key techniques that research is performed on. 
However, as the following sections will show, MT has lately begun to re-inte-
grate linguistic as well as translational knowledge. Also, a new field is emerg-
ing in which human translators and machine translators meet: post-editing. 
Given these recent developments, this paper argues for an intensified exchange 
between the two fields of translations studies (TS) and MT. In the following, I 
present some initial considerations how MT could benefit from TS research 
done on text typology and post editing. However, before such an attempt is 
made, it is necessary to locate MT within the field of translation research, both 
to understand what the relation of MT to other TS fields is, as well as to create a 
basis for a common vocabulary for the two disciplines, which should facilitate 
exchange. 
 
What kind of translation is MT? 
Functional translation theory, in terms of (Nord 1997; Nord 2006), distinguishes 
two types of translations: documentary and instrumental translations.1 The 
documentary translation aims to reflect key features of the original, e.g. choice 
of words, syntactic structure, by mimicking them in the target language, leaving 
them more or less unchanged. This could, for instance, be a gloss as it is often 
given in linguistic literature for non-English examples. The instrumental trans-
lation, on the other hand, aims to function as a text that could have been pro-
duced as such in the target language as an original, too. This would e.g. be a 
translated manual or a newspaper report. Instrumental translation involves cases 
in which the original function of a text is kept (i.e. functionally equivalent 
translations) as well as those cases in which it is changed (functionally diver-
gent). Translations can be functionally divergent on purpose or simply because 
they cannot function in the same way in the target language. For instance, a re-
port on gay rights, which may serve a simple information purpose in the source 
language and culture, may have a very different effect in a target culture. 
We can assume that the main goal of MT is to produce a functionally equivalent 
translation, while we cannot rule out that functionally divergent translations 
may be produced using MT, as the product may receive a different functional 
interpretation in the target language. As for the status in terms of documentary 
vs. instrumental, high quality MT would certainly be aimed at creating fully in-
strumental translations. But the current performance of MT systems only allows 
for the product as being defined as documentary translations. This is, however, 
                                                     
1 There are, of course, competing distinctions like House’s distinction of overt and covert 
translation (House 1997), but they are comparable in their key characteristics (Nord 2006). 
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only valid at the textual level. While we can hope to at least get the gist of a 
machine-translated text, there may still be enough instances, single words, 
phrases or sentences, in there that are completely incomprehensible. 
This being a tentative initial analysis of the status of MT from the viewpoint of 
TS, it still is a first step to entrench aspects of MT in translation studies such 
that a common vocabulary and a common point of view is established – two 
important factors for intensified exchange. That this is not an easy task and will 
need further work in order to overcome philosophical problems as well as re-
sistance from within the TS community, has been argued e.g. by  Rozmyslowicz 
(in press). The author argues that the fact that MT has not yet been identified as 
a TS problem, “is not accidental but a symptom of certain theoretical and 
methodological predispositions” (ibid.). On the other hand, as has been said 
before, MT of the past decades has been more concerned with solving 
computational problems and, in my view, needs to become more open towards 
newer developments in TS. The following sections will briefly assess from what 
kinds of Ts concepts and research MT could benefit. 
 
Linguistic and translational knowledge in MT 
Recently, statistical MT has in many ways re-integrated linguistic knowledge, 
e.g. by using dependency treelets for transfer (Ding and Palmer 2005; Quirk, 
Menezes, and Cherry 2005), using factored translation models incorporating 
morphology, part-of-speech, etc. (Koehn and Hoang 2007), adding semantic 
roles (Wu and Fung 2009; Haugereid and Bond 2012), or creating hybrid sys-
tems using both rule-based and statistical knowledge (Žabokrtský, Ptáček, and 
Pajas 2008). In all these fields, not only linguistic, but also translation research 
can contribute to relevant knowledge of the field, for instance in the research on 
domains and their textual properties, as will be demonstrated later on. 
While these systems are using additional linguistic knowledge, few attempts 
have been made at including truly translational knowledge. Though training 
models based on domains of discourse (Koehn and Schroeder 2007; Bertoldi 
and Federico 2009) is not explicitly translational, it does match the affinity of 
many translation scholars to have a functional look at the text and what context 
it is embedded in. Domain here is not the only, but a very important factor, 
where text type is another (Reiß 1976). The notion of register from systemic 
functional linguistics (Halliday and Hasan 1989) can be seen as a crossing be-
tween domain and text type and has been made fruitful for translation analysis 
(Teich 2003; Neumann 2008; Hansen-Schirra, Neumann, and Steiner 2012). 
The definition of a register takes into account both the field of discourse (i.e. the 
topic or domain) as well as the mode (e.g. written, spoken); a third variable is 
the tenor, the relation between those involved in discourse. The type of register 
a text belongs to has a strong influence on its linguistic characteristics (Biber 
1995; Neumann 2008). In combination with translation direction, it is a decisive 
factor in guiding translation shifts. Figure 1 shows the proportions of shifts be-
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tween the grammatical functions subject and adverb of any kind per combina-
tion of translation direction (E2G = English to German, G2E = German to Eng-
lish) and register (ESSAY = political essay, INSTR = computer manuals). The 
bars read as follows: When, for G2E_INSTR, a subject is shifted, in more than 
4% of the cases it is shifted to some sort of adverb. We can see from this graph 
that this proportion is about three times higher in the opposite translation direc-
tion which in many cases is due to a typological contrast between English and 
German. English can fill the subject with inanimate entities which German can-
not do easily, often resulting in translation pairs such as the following: 
Tray 1 [...] holds up to 125 sheets [...] 
In Fach 1 [...] können bis zu 125 Blatt Papier eingelegt werden [...] 
`into tray 1 [...] can up to 125 sheets paper inserted be [...]` 
(E2G_INSTR_001) 
The English inanimate subject Tray 1 is rendered as locative adverb In Fach 1 
`into tray 1` in German. Such shifts are quite common and, as figure 1 shows, 
are more typical for the register INSTR in the translation direction English to 
German, which, from heuristic examination, can partially be attributed to the 
use of inanimate subjects as in the above example. 
 
Figure 1: Proportions for subject shifts, indicating how often a subject was 
shifted to any kind of adverb depending on register and translation direction 
 
 
The conclusions one might draw for MT are straightforward: Training language 
models according to translation direction and register should be beneficial for 
the performance of the systems, as shift types are heavily dependent on these 
two factors. A study in this direction was performed by Kurokawa et al. (2009). 
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Based on the English-French Hansard corpus, Kurokawa et al. compiled a 
training corpus in which originals and translations were clearly marked. Models 
were trained according to the translation direction. The authors report that they 
were able to reproduce equivalent BLEU scores using only a fifth of the training 
data when these were sorted according to translation direction, as opposed to 
training on models in which translation direction is being disregarded of. If we 
take a closer look, these training data are also from a single register, as the cor-
pus used only contains parliament speeches (written-to-be-spoken text type, po-
litical domain). In order to determine the combined effect of translation direc-
tion and in-register training of MT models, a broader study setup comparing 
various registers and translation directions would be necessary. 
 
Post-editing: Where humans and machines meet 
In addition to studying the products of translation, both MT scholars and trans-
lation scholars are becoming more and more interested in the process of post-
editing (O’Brien 2002; Tatsumi 2009; Groves and Schmidtke 2009; O’Brien 
2010; Carl et al. 2011), i.e. the process of humans correcting MT output. Post-
editing (PE) is a field in which the human translator and the machine meet – as 
well as the two disciplines MT and TS. It is the task of editing erroneous MT 
output with the goal of getting it either into a just about usable shape (often re-
ferred to as light or fast PE) or making it indistinguishable from proper transla-
tions (full PE). This task poses specific problems as compared to purely human 
translations, as the post editors have to deal with output that can be erroneous 
on multiple levels: morphology, syntax, semantics and last but not least prag-
matics. Also, the cognitive load is heightened with respect to focus: When post-
editing, translators have to focus on both the source text as well as the MT out-
put.  
These challenges are an opportunity at the same time: As many have noted, a 
monitored PE process can reveal much about the errors an MT system makes 
and can thus help improve the system. Also, contrasting PE and the “usual”, 
purely human translation helps in understanding more about either kind of pro-
cess. 
Research on post-editing can surely be said to be still in its infancy. So far, re-
search on post-editing focuses on such questions as the different post-editing 
strategies (Carl et al. 2011), on studying efficiency both with respect to time as 
well as quality (e.g. Groves and Schmidtke 2009; Specia 2011), on differences 
between post-edited and from-scratch translated texts (Čulo et al. in print), or on 
the question which additional skills are needed for post-editing (O’Brien 2002). 
PE is subject to a number of factors, e.g. to the familiarity of the translator with 
the mechanisms of MT, to their technical skills, and to their attitude towards 
MT. Besides these, the task description of PE is crucial: When do I discard a 
sentence and start from scratch, when do I use parts of it and correct it, and 
when is it good enough for my task description? One of the biggest problems is 
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the question what exactly light PE is: How do I decide whether a sentence is 
good enough to be understood, which errors can I disregard of etc. A major 
question, again, is: Which concepts from TS can be re-used and how can PE-
relevant concepts be entrenched in TS and in translator teaching? For instance, 
the pilot study by (Čulo et al. in print) reveals that certain PE strategies like 
non-backtracking behaviour (Carl et al. 2011) can lead to errors in consistency. 
In the example discussed by Čulo et al., the English word nurse, which is am-
biguous with regard to gender, appeared both in its German female as well as 
male form (Krankenschwester vs. Krankenpfleger) in the post-edited texts, 
where the correct interpretation would have been the male form; this mistake 
did not happen in from-scratch translations by humans. More careful task de-
scriptions with regard to which strategies a translator is familiar with should be 
pursued might help avoid such mistakes. This, again, being a tentative point of 
view given here, needs further study. Various ongoing post-editing research 
projects like one at the Faculty for Translation Studies, Linguistics and Cultural 
Studies at Mainz University are looking at such factors impacting on PE. 
 
Conclusion: The time is right! 
This paper has presented some, admittedly, quite preliminary considerations on 
where MT and TS can meet, both with respect to theoretical and practical is-
sues, and how both could profit from an intensified exchange. 
On a theoretical level, MT can be described in terms of functional theories on 
translation, and thus formalised as a type of translation which is very typical for 
a number of settings in which translators work – the goal of a functionally 
equivalent translation in mind. Given such a theoretical entrenchment of MT in 
TS, acceptance for MT could be raised within the translation community, also 
opening various collaboration opportunities in terms of research. On a practical 
level, MT could benefit from various studies performed in empirical TS on how 
factors like register or translation direction impact on linguistic properties and 
translation shifts. Using this knowledge, MT can optimise its strategies in 
training MT models, reducing the necessary size of data and in consequence the 
prerequisites for processing power. In terms of the emerging field of PE, the 
definition of the PE task based on translational concepts can help optimise the 
task setting, leading to even larger efficiency and quality gains than those al-
ready reported. 
Future work for this line of research on how MT and TS can further converge 
will consist of a broader overview and better formalised model on what kind of 
benefits can be expected and what the preconditions are for each case. Given the 
current developments in which exchange has already picked up (see references 
cited in this paper), the time for this has probably not been better for this en-
deavour than in quite a while.  
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Summary 
 
An increasing amount of students and scholars use web references as a prime 
source in their papers. The main concern is that those references have a short 
lifespan. 
In retrospect to that, the aim of this article is to show how many of the web ref-
erences, gathered in a corpus of 1947 web references within 362 graduate pa-
pers at the Department of Information Sciences at the Faculty of Humanities 
and Social Sciences in Zagreb in the period from 2003 to 2010, are no longer 
active, i.e. accessible. It was also substantial to know how many of the web ref-
erences have disappeared in the period between two researches. 
The main hypothesis is that there has been an increase in the number of inactive 
web references within the aforementioned corpus. It is expected that the highest 
number of inactive web references is present in the graduate papers that have 
been written during the first half of the analysed period, i.e. more time has 
passed since those references have been accessed. As well as the availability of 
the web references, certain bibliographic data were also analysed, where it is 
predicted that according to the type of web references web pages are more 
likely to be inactive than any other types such as scientific articles, etc. In re-
sponse to that, it is expected that the web sites of inactive web references are 
non-scientific in snature. The analysis of the presence of authors and publishers 
among inactive web references is also included.  
 
Key words: web reference, lifespan, information sciences, graduate papers 
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Introduction  
An increasing amount of students and scholars use web references as a prime 
source in their papers, so it has become necessary to analyse them, especially 
because those references have a short lifespan. The lack of constant availability 
of those references may be due to infrequent updating of the web sites on which 
the references are located, or simply because the topic in the reference is out-
dated and no longer useable. 
One of the reasons why the web references tend to disappear has to do with the 
absence of a universal definition of web references1; disparity in the division of 
types of web references2; inability to, accurately, estimate their lifespan3. Even 
though most web references disappear within two or three years since they have 
been placed online, not knowing the exact date of their removal from the Inter-
net complicates the calculation of the average lifespan.4 
In response to the aforementioned findings, a prior research of web references 
in graduate papers at the Department of Information Sciences at the Faculty of 
Humanities and Social Sciences in Zagreb (Bauer, Kirin, Turković, 2011) has 
led to a secondary research regarding the lifespan of the web references used in 
the initial corpus. 
The aim of this article is to point out a trend of ‘disappearing’ web references, 
which are used in scientific papers. The results show how many of the web ref-
erences are no longer active, whether they have been relocated or completely 
removed from the Internet since accessing the web references during the former 
research regarding the amount of used web references until the carrying out of 
the research this article is dealing with. 
The main hypothesis is that there has been an increase in the number of inactive 
web references within the aforementioned corpus since the conduction of the 
first research, especially because more than a year has passed. By observing the 
                                                     
1 Halpin, H. (2011), p. 154 and Spinellis, D. (2003), p. 72.: Is it URI (Uniform Resource 
Identifier) which is defined as a unique identifier of various sources on the Internet, or should one 
use one of his subsets such as URL (Uniform Resource Locator) for the location or URN 
(Uniform Resource Name) for the name of the source, or is a completely new system of 
identifying in order. 
2 Meyer zu Eissen, S.; Stein, B. (2004), p. 2 and Santini, M. (2007), p. 4: Most frequent is the 
classification according to the type of web references, as well as the origin. Since there is a 
number of classification schemes which allow a high level of flexibility in defining web 
references, one can have so called unsorted types of references, which can result in incredible 
sources. 
3 Research of Ashenfelder, M. (2011) and What is the Average Lifespan of a Web Site (2012): 
Even though most authors agree that the average lifespan of web references is between 44 and 75 
days, one most notice that that includes isolated, personal or business web pages, not to mention a 
big amount of malware pages which drastically reduce it.  
4 What is the Average Lifespan of a Web Site (2012). 
A. Bauer, Đ. Pečarić, The Lifespan of Web references 
43 
 
lifespan of the web references, one can see how fast the information becomes 
outdated, not to mention whether the information itself alters or if it simply re-
locates. The research included an analysis during a longer period from 2003 to 
2010, where one expects that the highest number of inactive web references can 
be found in the graduate papers that were written during the first half of the an-
alysed period, i.e. more time passed since those references had been accessed. It 
was also interesting to see whether the type of the web references, their location 
and the presence of authors and publishers influence their lifespan. Expectations 
include that web pages are more likely to be inactive than any other types such 
as scientific articles or records within electronic databases, that the references 
which are located in web sites of commercial, non-scientific nature have a 
shorter lifespan, and that most inactive web references have an author or pub-
lisher listed. 
Among other things, this research should provide answers in which domain can 
the web references that disappear most frequently be found, and also according 
to the criteria that the active web references meet, what can be done to insure 
their longevity? 
 
Methods 
The research was based on the analysis of data that was collected in the previ-
ous survey regarding the use of web references in graduate papers at the De-
partment of Information Sciences at the Faculty of Humanities and Social Sci-
ences in Zagreb conducted by the end of June in the year 2011. The corpus in-
cluded a set of 362 graduate papers, presented in the period between 2003 and 
2010, that were available online in the Digital Repository of the Faculty Li-
brary, from which 1947 web references were extracted. Since the graduate pa-
pers were written by the students from the Department of Information Sciences, 
disciplines included were: Archive and Documentation Science, Library Sci-
ence, Information Science and Museology.5 
While the main object of the preceding study was to find out the amount of web 
references students use in their graduate papers, the following research formed 
around discovering which of the used web references were no longer active. 
The aforementioned study was carried out by the end of January in the year 
2013 using the data that had been previously manually entered into a Microsoft 
Access database containing web references in graduate papers at the Depart-
ment of Information Sciences at the Faculty of Humanities and Social Sciences 
in Zagreb. 
The availability of the web references was determined according to the URL 
addresses that were used for the citation of references in the graduate papers. 
The results show the state of the availability of the used web references, which 
                                                     
5 see Bauer, A.; Kirin, M.; Turković, M. (2011), p. 70. 
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was followed by the analysis of results per access year (when the web refer-
ences were used), as well as the analysis of the type of web references, web 
sites and the presence of authors and publishers among inactive web references. 
The general assumption of the availability of the web references and the per 
year analysis includes the comparison of data recorded in June 2011 and Janu-
ary 2013, while the distinction according to bibliographic data deals with the 
data recorded in January 2013. 
 
The Lifespan of Web references 
For the purpose of this research, 362 graduate papers from the Department of 
Information Sciences at the Faculty of Humanities and Social Sciences in Za-
greb that included 6525 references, from which 1947 (29.8%) were web refer-
ences, were analysed.6  
Even though the type of web references was not identified for 36.7% of them, 
for the purpose of this research, it was not important whether they had adequate 
bibliographic data or not (further results lay out the assumptions regarding their 
type), but whether the URL address, which was listed in the papers, was still 
valid. 
In retrospect to that, the main goal was to find out how many of the analysed 
web references have become inactive once the first research (June 2011) was 
carried out, and how many more have become inactive until the conduction of 
the second research (January 2013).  
 
Figure 1. The overall percentage of active and inactive web references 
 
                                                     
6 A. Bauer, M. Kirin, M. Turković (2011), p. 70. 
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As seen in Figure 1, the results show that by the end of June 2011, 781 (40.1%) 
web references were unavailable, while by the end of January 2013, the number 
of inactive web references went up to 922 (47.3%). 
Considering that the lifespan of web references tends to shorten with time, one 
expects that there has been an increase in inactive web references by the time of 
the conduction of this research, and most of them are expected to have disap-
peared, i.e. been removed from the Internet.  
The hypothesis has been confirmed since the number of web references that be-
came inactive in between the two studies has gone up 7.2%, and most of the 922 
inactive web references disappeared or became unavailable, while just a few 
were either relocated, or in some way altered. 
 
Availability of Web references per Year of access 
The following included an analysis of the availability of the web references ac-
cording to the year in which they were accessed. Since not all of the web refer-
ences have a date of access listed, the year in which the papers, where the refer-
ences are used, were presented, i.e. published, is used as the access year.  
In the first research, among other findings, it was listed how many web refer-
ences were used in which year. On top of that, for this research it was also in-
cluded how many of them have been inactive by the end of June 2011 and by 
the end of January 2013, per year of the analysed period. 
 
 
Figure 2. The change of inactive web references (from 2011 to 2013) 
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As depicted in Figure 2, there were more inactive than active web references in 
the period from 2003 to 2006, respectively, there were more active than inactive 
web references in the period from 2007 to 2010. Regarding the change in their 
availability, a higher number of previously active web references in the period 
from 2007 to 2010 have become inactive by the end of January 2013. 
The premise was that the highest number of inactive web references is present 
in the first half of the analysed period. For instance, since the web references 
used in graduate papers in the year 2003 were accessed, until their availability 
was checked in the year 2013, ten years have passed, so one expects that most 
of them have disappeared.  
The given assumption has been confirmed, i.e. there are more inactive than ac-
tive web references from the first half of the analysed period, and also more 
web references that were active from the second half of the period became in-
active in between the two studies, which indicates the rapid growth of inactive 
sources. 
 
Inactive Web references according to the type of references 
The data which was gathered for the second research (January 2013) was further 
analysed according to the type of inactive web references. The assessment of 
the type was based on the visual attributes of the web site where the reference 
was found (in some cases it was evident if there had been an article or some 
other electronic document on the web site). Another way to assess the type of 
references was possible by examining the bibliographic data provided in the 
graduate papers, and the type was identified with certainty for those references 
that had been active during the first research (June 2011).  
If we categorise publication into monographs and periodicals, among 922 inac-
tive web references there are 585 (63.4%) monographs, apropos 326 (35.4%) 
periodicals, while 11 (1.2%) of inactive web references were unidentifiable. Ex-
actly 141 (15.3%) of inactive web references can be accurately identified by 
their type, since those are the ones that had been active by the end of the first 
research. 
 
Table 1: Categorized types of monographs and periodicals (January 2013) 
Monographs  Periodicals  
Type No. % Type No. % 
Web Pages 468 80.0 Articles on Web Pages 298 91.4 
Documents /Databases on Web 
Pages 55 9.4 Scientific Articles 21 6.4 
Legislation / Guidelines / 
Standards 41 7.0 
Entries / Articles in Dic-
tionaries 7 2.2 
E-books / Manuals 15 2.6 - -  
Lectures / Videos 6 1.0 - -  
Total 585  Total 326  
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The reason why there are so many monographs among inactive web references 
is that most of them are isolated web pages, which comprise 468, i.e. 80.0% of 
all monographs. On the other hand, articles on web pages comprise 298, i.e. 
91.4% of all periodicals. The representation of the remaining inactive web ref-
erences is shown in Table 1. 
The assumption regarding the relation between the lifespan and the type of web 
references indicates that the isolated web pages have a shorter lifespan than any 
type of articles or other documents.  
This was confirmed, as the majority of inactive web references are individual 
web pages, followed by the articles found on web pages. All other types are rep-
resented at a much lower rate. 
 
Analysis of inactive Web references with respect to the type of Web sites 
There was also a distinction regarding the types of web sites on which the inac-
tive web references were found. The majority of them are too diverse in order to 
be classified into one group. They make 432 (46.8%) of all inactive web refer-
ences, and most of them are commercial, non-scientific in nature. On the other 
hand, there are 263 (28.5%) web sites for the educational, cultural and scientific 
institutions while 223 (24.2%) web sites are considered to be undefined.  
Interesting findings include the presence of four domains that were on sale, 
which is why the previous reference cannot be found on the given location. It 
was also noted that some of the frequently visited web sites have inactive web 
references, such as the web site for the National and University Library in Za-
greb which included 32 inactive web references, the web site for Narodne 
novine (The Official Gazette) with 24 of them, and online encyclopaedia Wik-
ipedia with 7 inactive web references. However, the majority of those refer-
ences were relocated, but without a redirection from the former URL address 
which doesn’t make them easily accessible. 
 
It was expected that the majority of inactive web sites would be non-scientific, 
seldom visited by the users. The given hypothesis was partially confirmed since 
most of inactive web sites are commercial in their nature. However a vast num-
ber of web sites for educational, cultural and scientific institutions was not fore-
seen, as those web sites should be frequently updated and maintain the access to 
their references whether they are archived or not, since they are scientific in 
their nature. 
 
The Presence of Authors and Publishers among inactive Web references 
When it comes to the presence of authors and / or publishers among inactive 
web references, one expects that most of them do not have the aforementioned 
bibliographic data listed, which would be one of the reasons why they have a 
shorter lifespan.  
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As was anticipated, majority of the web references do not have an author, ex-
actly 657 (71.3%) of them, and even more do not have a publisher listed, that is 
848 (92.0%) of inactive web references. 
 
Possible Solutions 
There is a whole range of possible solutions to how to slow down the process of 
the disappearance of the scientific literature found online. Firstly, one can im-
prove the citing system by implementing stricter, more formal obligation, and 
also, during the process of placing the references online, one should be required 
to list all the necessary bibliographical data.7 As well as that, it is suggested to 
list more meta-data so that the search engines can index them more frequently 
and comprehensively.8  
Thus far, the least complicated would be to archive outdated sources, that is 
simply relocate the reference, at the same time making it just as accessible 
through a redirection (the user is led to another location for the reference).9 
Also, there is a need to evaluate the usability of formats in which the references 
are accessible, so as to prevent them becoming obsolete,10 just as one should 
take into consideration the design of the web site where the reference was 
found, such as its functionality and attendance rate.11 
The results of this research correspond with the given findings, as well as out-
line one other possibility such as (whenever possible) citing more URL ad-
dresses for the same reference, or at least listing more references for the same 
information, so that in case one of them is no longer available, the data itself 
does not lose its validity. 
Other possible solutions is adding extra identificator such as permalink for dy-
namic web sites or the digital object identifier (DOI) for the publications pub-
lished by publishing houses. Both of this solutions alow more stable linking of 
online document. Because, in the case of DOI the publisher only need to change 
metadata for the DOI when URL is changed; and in the case of permalink even 
if context is replaced by something new, wanted contexts is still available with 
the same permalink.  
 
  
                                                     
7 Maharana, B.; Nayak, K.; Sahu, N.K. (2006), p. 600. 
8 Spinellis, D. (2003), p. 74. 
9 Davis, R. M. (2010.), p. 2. 
10 Stanescu, A. (2005), p. 62. 
11 Shelstad, M. 3(2005), p. 209. 
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Conclusion 
The main hypothesis, regarding the increase in inactive web references, has 
been confirmed, including the rate in which the web references have become 
unavailable in the given period. As well as that, the assumptions having to do 
with the type of web references, where web pages prevail, and the lack of au-
thors and publishers among inactive web references, have also been confirmed. 
The only premise that has not been confirmed, in full, has to do with the type of 
web sites where the inactive web references were located, due to the fact that a 
high percentage of web sites were for the educational, cultural and scientific in-
stitutions.  
Based on the results of the research and along with the previously stated find-
ings, the reasons for shortening the lifespan of web references and the sugges-
tions on how to increase it, have been summed up. The largest emphasis has 
been placed on the problem of unavailability of relevant scientific sources by 
invoking the need for stricter citing systems and laying out more formal obliga-
tions while placing the sources online in order to elongate their lifespan. The 
other main concern had to do with the inability to accurately estimate the aver-
age lifespan because of inability to get a hold of the exact date of the disappear-
ance of a web reference. As a way of solving that, more frequent indexing is 
suggested. In correspondence to that, a more quality archiving system is pro-
posed as well as evaluating the state of the formats for the references and the 
functionality of the environment in which they are found. One more solution 
had to do with listing more URL addresses or other identifiers for the same ref-
erence. Other possible solutions is adding extra identificator such as permalink 
for dynamic web sites or the digital object identifier (DOI) for the publications 
published by publishing houses, because both of this solutions alow more stable 
linking of online document.  
To conclude, by getting insight into possible solutions on how to increase the 
lifespan of web references, and what are some of the reasons why they decay, 
one has a better understanding of what to do to insure their availability.  
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Summary 
 
The authors investigate the creation of a records management (RM)-and-ar-
chival system based on the General International Standard Archival Descrip-
tion standard (ISAD(G)) and domain specific language (DSL) with RM and ar-
chival functions already built-in. This should enable harmonised archival de-
scriptions and better communication between RM subject-experts and developer 
experts. This should also shift the focus onto solving the creators’ needs related 
to their instances of RM processes and the characteristics of their archival ma-
terial. The developed RM-and-archival system solution aims to streamline RM 
business processes and support them through the implementation of specific 
automation procedures, information technologies like barcode/RFID and addi-
tional controls. This RM-and-archival system supports the process of creating a 
records schedule, a procedure for registering archival material, the retrieval 
and usage process, storage management, ISAD(G) compliant archival descrip-
tion, disposal processes, inventory checks and the production of XML records 
with information about archival material. The authors conclude by announcing 
future work on aligning RM and archival DSL with the MoReq2010 set of ser-
vices. 
 
Key words: Archival Description, Domain specific language, ISAD (G), Rec-
ords Management and Information Governance 
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Introduction 
Public and private organisations have to manage large amounts of records that 
they receive and create while running their business processes. Record man-
agement (RM) practice in public organisations usually differs from RM practice 
in private organisations. Public institutions receive a large number of applica-
tions from citizens, private organisations and other public organisations des-
tined for long-term preservation. Public institutions usually have highly de-
manding workflows and case management procedures, large quantities of addi-
tional support documentation and a large number of different types of docu-
ments. Processes that circulate documents between working colleagues are not 
just support processes in the public sector; they have high significance for suc-
cessful case management in public institutions.1 In addition, public institutions 
are under the auspices of archival authorities and they have to manage their rec-
ords in a way that meets the regulatory environment, mandatory and voluntary 
practices and archival instructions.2 The design of records management practice 
and the selection of RM or DMS/ERMS (Document Management Sys-
tem/Electronic Records Management System) tools have become very im-
portant for public institutions.  
Successful RM practice should cover all records-related tasks from receiving 
them to archiving them according to previously developed rules. RM and ar-
chiving in the creators’ organisations is a domain that comprises registration, 
storage and arrangement, description, disposal and cooperation with the archival 
authority. These processes have their own logic and rules. The functions, con-
cepts, terms and business roles in these processes are carrying a specific RM 
and archival meaning. In order to build a tool that supports RM and archival 
business processes, it was presumed that it was necessary to build use cases of 
the processes and a model of the tool using a domain specific language (DSL). 
RM and archival DSL were built using terms and concepts gathered from pro-
fessional archival experience and further developed on specialised platform for 
DSL and system development (the Rhetos platform). This platform generated 
code, database schemes, a user interface and web services for RM-and-archival 
system in development. Using Rhetos boosted the development of the system, 
decreased the misuse of functions and created possibilities for the permanent 
updating of the newly-constructed DSL. The final result of this development 
was the RM-and-archive system for the public sector (at first as a prototype and 
later as a final product Centrix).  
  
 
                                                     
1 Brumec, Dobrović, Tomičić: The Model of the DMS in the Public Sector. Journal of Infor-
mation and Organizational Sciences, Vol.30, No.1, 2006, page 32 
2 ISO 15489-1:2001, p. 4-5. 
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Organisational and process-related transformation 
Documents and archival records are used and reused in the business processes 
of public institutions as a basic input of these processes, their result or their 
supporting material. Since records managers often lack certain descriptors for 
case- and business-oriented retrievals at the moment of registering or describing 
archival units, RM and archival system was built as a modular system that can 
communicate with main business registries via an intermediary. This is con-
sistent with the MoReq2011 concept that endorses the usage of main business 
applications and RM functionalities.  
The RM-and-archival system was developed upon a precise professional DSL 
and it was made as completely process-oriented software. The main processes 
used as the backbone during the development were receiving and registering 
technical units, filing or placement of technical units in storage, archival de-
scription, distribution and usage of material, preservation/disposal and collabo-
ration with the archival authority. The RM and archival processes were stream-
lined during the development of the tool, and their tasks were reengineered in 
order to support them with information technology. These streamlined pro-
cesses can be used as an instrument of organisational transformation in institu-
tions with insufficient RM practice. 
 
Defining the retention schedule, adding an archival description and the 
process of registering the technical units  
RM and archival material consist of various technical units, i.e. conventional 
units like binders or unconventional units like optical disks etc. Technical units 
are organised into RM/archival units according to the records schedule. The 
records schedule lists groups and items of records, their descriptions and infor-
mation on the retention period. It is linked with information on the level of ar-
chival description for a particular RM/archival unit, types of retention period 
start date3 and permanent preservation/disposal procedures. The retention 
schedule is a hierarchical classification scheme that governs RM/archival units 
with the technical units that belongs to them. If a retention schedule is linked to 
a case management tool, through a case classification number, with accurate 
metadata on the retention period start date for particular case, and if the tech-
nical units are linked to this case, the records schedule should trigger the auto-
mation of the retention procedure. The retention schedule could also be linked 
with the DMS/EDRM and govern archival storage procedures. 
 
  
                                                     
3 After finishing a case, at the end of the year in which the unit has been created etc. 
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Table 1: A records schedule extended with metadata for the automation of the 
retention procedure 
Ordinal 
number Title Description 
Description 
level RP 
RP start 
date 
Disposal 
procedure 
n.n. group  description of the group series - - - 
n.n.n. item description of the item subseries x years A destruction 
n.n.n. item description of the item subseries x years B preservation 
 
There is some additional metadata related to this kind of grouping of records. 
Conditions of access could be added to each item of the schedule. When this is 
combined with the user management service and ascribed to the workflows of 
the DMS or business registry/applications, it could help the system to govern 
the access function and related interfaces.4 Creators could also use this master 
data to create an information catalogue etc. Records schedules should be cus-
tomised by the creators’ records manager. After defining the records schedule, it 
is possible to perform the process of archival description and to define the list of 
RM/archival units. The list of RM/archival unit contains information on existing 
items in the records schedule. Items in the list represent real RM/archival units 
and items in the records schedule represent the set of potential units for one cre-
ator (and rules for their preservation). Besides providing detailed information 
for RM/archival units, archival description fills the gap between usually obso-
lete content-based retention schedules and the contemporary RM/archival units’ 
hierarchies needed for the function-(or process)-based management of records. 
The functional organisation of records represents the principle of provenance 
and links together archival holdings, functions and creators. Archival descrip-
tion metadata is gathered by the areas of description compatible with ISAD(G). 
By adding an ISAD(G)-based archival description, an RM-and-archival system 
gains an archival search tool. The process of archival description incorporated 
into the solution follows the multilevel description rule: metadata depends on 
the level of description, all descriptions are linked together, and the metadata is 
not repeated through different levels. Although it is intended that information 
on more general description units (fond, series) will be entered first and then 
specific units are described, records managers can always add additional infor-
mation to hierarchically super-ordinated units. Areas of description are: identity 
statement area, context area, content and structure area, conditions of access and 
use, allied materials area, notes area and description control area.5 The integra-
                                                     
4 Reference model for an open archival information system (OAIS), Recommended practice 
CCSDS 650.0-M-2, Magenta book, June 2012, p. 4-16 (part 4.1.1.7), http://public.ccsds.org/ 
publications/archive/650x0m2.pdf, accessed in March 2013 
5 The identity statement area in a Centrix RM-and-archival system comprises identifiers, super-
ordinated units, level of description, unit title, additional title and dates. The context area com-
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tion of the ISAD(G) attuned search tool into this system improves the creators’ 
archival management functionality, it bridges the domains of the records man-
ager and archivist and provides a tool for the real archival organisation of 
emerging material. This system links a records entrance point and archival point 
(links between technical units and cases from the case management tool). It also 
facilitates collaboration between creator and archival authority using XML 
schemes for export of data on archival holdings to the national archival system.  
The process of the registration of technical units in the prototyped and devel-
oped tool is designed to be flexible enough to enable an optimal workload for 
records managers. They can choose to register all the technical units if neces-
sary (e.g. if tasks are executed simultaneously and technical units linked to the 
same case are used by different employees). In the cases of simpler workflows, 
they can choose to register larger technical units – it depends on the creator’s 
actual RM practice. Registration of technical units starts when an office em-
ployee submits technical unit(s) into the archive. The records manager receives 
it, links it with the item of records schedule and enters metadata. Metadata cate-
gories are related to XML schemes of the ARHiNET – national archival infor-
mation system. The record manager enters the title of the technical unit, year of 
creation, type and quantity of technical unit, medium/media, preservation-re-
lated metadata and a note. Records manager selects an item of the records 
schedule the technical unit is related to. The system fills in the RP, RP start 
date, RP end date, submission to archival authority date, availability rules, 
identifiers and date of entry.6 The records manager links the technical unit with 
the item of the existing RM/archival units list. System then gathers and adds 
quantitative metadata from technical units to registration/archival unit’s level 
and this can be used in an XML export for ARHiNET. The final task of the 
registration process is to create a label for the technical unit. The label contains 
the required data but it can also carry a barcode and RFID tag if warehouse 
management is supported. 
                                                                                                                                  
prises the name of the creator and its administrative/biographical history, the archival history of 
the unit, and the source of acquisition/transfer. In the content and structure area is metadata for: 
scope and content; appraisal, destruction and scheduling information; foreseen additions to the 
unit; and system of arrangement. The conditions and access of use area lists information on con-
ditions of access, conditions of reproduction, language and scripts, physical characteristic and 
technical requirements, existing search aids/registration office aids. In the allied materials area, 
the record manager should provide users with information on the existence of originals (if the unit 
consists of copies), the existence of copies (if the unit has been reproduced), related units of de-
scription, and bibliographies/publications. The notes and description control area consist of a 
note, a record manager/archivist note, rules and conventions used for creating the description of 
the unit, and the date of the description/revision of the description. In addition, archival descrip-
tion functionality also provides users with a list of technical units that belong to a particular 
RM/archival unit. 
6 This basic set of metadata could be extended, which depends on archival material types and the 
creator’s RM requirements. Describing technical documentation, cartographic material, photo-
graphs, microfilm, AV material or electronic records requires specific metadata. 
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Filing process 
The filing process should have the basic characteristic and functionalities of a 
warehouse management system so it can be supported by imager or radio fre-
quency technology device. Records managers should define the hierarchical 
structure of the creator’s storage. When technical units are placed in some or-
ganisational unit’s storage or in the archive (with the status: archived), records 
manager pairs location information with the technical unit. Filling process could 
be enhanced by using barcode or RFID terminals for reading the barcode of the 
position and pairing it with the barcodes or tags of technical units, and by using 
sensors and RFID readers placed beside the entrance of the archive port, for 
controlling what enters or leaves the archive.7  
 
The distribution and usage of archival material 
When a user retrieves material and sends an order, the record manager finds 
technical units in the archival storage and takes them back to the shelf after us-
age. Records management/archive system should track the orders for archival 
material and their deadlines. System can be customised to synchronise users’ 
orders with taking archival material from the storage (with an RFID port reader 
and sensors that activate it) and with filing forms for confirmation of taking 
over the materials by users (with barcode readers). The distribution and usage 
function is supported by extended retrieval possibilities. This should be done 
because the typical user is likely to use the case-related descriptor before the ti-
tle of the technical unit that he requires. However, a typical record manager 
can’t have entered case-related descriptors because they were usually not 
known. This is why retrieval possibilities are extended by enabling communi-
cation between the RM system, case management system and business registry 
by the use of an intermediary agent. 
 
Permanent preservation/disposal process 
The records schedule and archival description areas for the particular 
RM/archival unit contain temporal and event-related metadata required for cal-
culating the retention period end dates (according to purpose-designed algo-
rithms). Some technical units are intended for long term preservation in the cre-
ator’s organisation and archival authority, and some are destined to be de-
stroyed after the retention period ends.  The disposal process starts with list-
ing the technical units that should be destroyed. The system tracks down tem-
poral metadata (date of decision, metadata on the start of the retention period, 
retention period), calculates the retention period end date and notifies the record 
manager. After that, the record manager asks the archival authority for approval 
                                                     
7 A good example of applying RFID/barcode technologies is an RM project realised in the Croa-
tian Agency for Medicinal Products and Medical Devices in 2013 (the project partners were 
Omega Software and Selmet). 
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for the destruction and updates information on what has been disposed of. For 
archival units that need to be preserved and transferred to the archival authority, 
the system prepares notifications for creator’s records manager and a list for the 
archival authority (with a temporal trigger for the period set up by the archival 
legislation).  
 
Collaboration with the archival authority 
Legislation requires creators to inform their archival authorities about their 
RM/archival holdings once a year. This could be done in Croatia directly by 
using ARHiNET (national archival system) or by submitting an XML document 
with metadata on RM/archival holdings. This document should provide the ar-
chival authority with information on RM/archival units under the creator’s care. 
The business process starts after the event trigger and includes the automatic 
creation and filing of an XML file,8 sending a cover letter and the XML file by 
the creator, content-related and technical validation of the XML file by the ar-
chival authority, and the upload of metadata to the ARHiNET.  
 
Business process model 1: The submission of data from the creator to archival 
authority 
 
A streamlined business process of submitting data for creator’s archival mate-
rial is shown in the model below. Validation in the creator’s organisation could 
be performed by RM/archival systems or XML editors. There are two possible 
improvements to the model. The first one is related to preventing the creation of 
invalid XML. The archival system in the creator’s organisation could enable the 
validation of XML at the moment of creation by executing encoding rules. The 
second improvement is related to building a gateway for transferring XML from 
the creators’ systems to ARHiNET directly.  
                                                     
8 An XML file is created according to instruction on the ARHiNET web site: http://arhinet.arhiv. 
hr/_Pages/PreuzmiXMLShemu.aspx, downloaded in April 2013. 
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The development of the RM-and-archive system for the public sector 
Record management is essential to all organizations. The ISO 15489 standard 
emphasizes that records represent evidence of a business transaction or decision 
and that they can be used in the pursuance of legal obligations. Despite signifi-
cant differences in business processes, this applies to both public and private 
organisations. To fulfil evidential requirements, it is important to assure that 
every record in an organization is kept as authentic, reliable, integral and usable. 
It is obvious that an RM database for evidence and ERMS for archival storage 
can be very helpful in record management practice. In addition to these expec-
tations, a state of the art system must satisfy even more challenges. Legal regu-
lations and professional standards in specific business domains must be met. 
They usually require a high level of business knowledge from the system ar-
chitect and developers. Also, each organization or company has its own specific 
record management needs so the system must be flexible and customizable in 
order to adapt to them. Due to rapid technological changes, ERMS must now be 
able to adjust to new trends in a reasonable time frame and within a reasonable 
cost. Standalone ERMS systems have existed on the market for some time, but 
customers in the first place focus on solutions that meet their core business re-
quirements and prefer record management functionalities built in line with 
business applications. The main question is how to produce such a system effi-
ciently? 
 
The key concepts of the development based on the use of RM and archival 
DSL 
The methods, tools and programing languages that are currently widely used in 
software development are still not immune to errors in the design phase and in 
performance. This makes IT solutions based on them difficult to develop and 
expensive to maintain. This is why engineers at Omega Software decided to 
take an approach based on the innovative use of domain-specific languages 
(DSL) for prototyping and building a RM and archive system. Domain specific 
language is a kind of language based on terms, keywords and rules originating 
from some problem-specific domain. DSLs standardize and simplify infor-
mation exchange between actors in specific domain. Probably the best known 
example of a DSL term is the H2O formula. This is a term written in chemical 
DSL. DSLs are not reserved for purely scientific domains though. They are 
widely used in applied professional and business areas. Experts in finances use 
keywords like invoice or payment. In the governmental domain, we can en-
counter case or file and in record management we use record, aggregation or 
class. These are all well-defined professional concepts with a clear and strict 
meaning and associated business rules, so they can also be used as concepts in 
programming languages. Languages based on concepts taken from specific do-
mains are called domain specific programming languages. This means that pro-
grammers have abstract concepts for describing the models they want to build. 
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These concepts are already integrated into business domains so they could be 
used for information exchange between the programmer and future software us-
ers. Hence domain specific languages mainly consist of understandable func-
tions and data types they could significantly simplify communication between 
development engineers and users. A cleverly designed programming language 
delivers one additional benefit: the main focus of the programmer is now shifted 
from how to do something to what to do precisely. Beside definition, the DSL 
concept brings certain functionality and business behaviour from the domain it 
pertains to, so strong expertise in business domain is no longer required for a 
software architect and developer. Concepts themselves carry behaviour compli-
ant with business rules. 
There are two prerequisites for the development of systems based on the above 
stated paradigm. Firstly, a domain specific programming language and its con-
cepts should be designed. Programmers will later use these concepts to describe 
the actual business data model with entities, metadata and business rules in DSL 
scripts. DSL scripts are plain text files that are easy to read and edit in any text 
editor. Secondly, the DSL execution platform should be implemented. The exe-
cution platform is a software component that reads DSL scripts written by the 
programmer and generates server application, database and web services used 
for communication with other systems and applications. In particular, the appli-
cation can be a web or mobile user interface for interaction with human users or 
another line of the business system. Communication between the application 
and server side web services happens through the REST (Representation State 
Transfer) or SOAP (Simple Object Access Protocol) interface. REST and SOAP 
are industrial standards for message exchange between IT systems and applica-
tions.9 By separating the business logic to a server application, the consistency 
of data and the execution of business rules are obtained. Any number of client 
applications can then use services that the server application provides, and none 
of them need to implement any additional business logic. All data validation 
procedures, security and authorization rules are also executed in the server ap-
plication. Omega Software has implemented its own execution platform called 
Rhetos. The Rhetos platform was constructed using several basic DSL princi-
ples. The main purpose of starting the project was the overall desire to improve 
the quality of the application design process, the solutions themselves and the 
achievement of long-term support (extension, adjustment to specific businesses, 
convergence with the general and specific norms of the domain etc.). Applica-
tions built on the Rhetos platform are not constrained to one particular domain 
or one particular domain specific language. Rhetos can be used for the creation 
and execution of domain specific languages for any domain and subdomain. 
This platform is extremely extensible, so programmers can add new concepts 
                                                     
9 For additional information about these industrial standards, please see: http://www.w3.org/TR/ 
soap/ and http://www.w3.org/TR/ws-arch/ (accessed June 2013). 
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tied to any business domain. The whole internal infrastructure (e.g. database 
management system) can be changed in Rhetos from the default to any other re-
quired by the customer. 
Rhetos platform is published as an open source platform. This enables users to 
fully grasp the content of the platform and to participate in design and changes. 
The open source Rhetos platform brings several meaningful benefits to imple-
menters and users. Most significant is reducing the price of development and 
facilitating community support. Furthermore, it increases security and user 
awareness of the organization and implementation of corrections and upgrades, 
without the need to consult the original implementer of the software solution. 
The next step in development will be standardization with MoReq2010, the lat-
est industrial standard for DMS/ERMS. This was written by a pan-European 
community interested in Information Governance across Europe. MoReq2010 
aims to provide a comprehensive but easily understood set of requirements for 
an RM system that is intended to be adaptable and applicable to divergent in-
formation and business activities, industry sectors and types of organization. 
MoReq2010 is the third version of the MoReq specification and it enables the 
certification of business applications with standardized RM functionalities, in 
addition to the certification of standalone ERMS systems. In the future, it is 
planned to implement the MoReq2010 services and concepts as a particular 
DSL that will be used for extending other additional business DSLs with har-
monized RM functionalities. This will also bring benefits to independent soft-
ware vendors, especially SMS companies. Although the MoReq2010 standard is 
written to be simple, implementing the MoReq2010 requirements is a complex 
and expensive task to do. The MoReq-based DSL will be a useful extension for 
providing business solutions with standardized record management functionali-
ties. 
 
Conclusion  
The new approach used for the development of an RM-and-archive system in-
cluded the creation of model and system by using RM/archival DSL for most 
domain-specific processes and by using the ISAD(G) international standard for 
the implementation of archival descriptions. During this development process, it 
was shown that using DSLs enables the creation of systems that already contain 
domain-related professional logic. The usage of ISAD(G) enables the creation 
of description of archival material according to immanent archival instructions. 
Finally, Moreq2010 compliant records management domain specific languages 
could be the basis for the creation of records management and archival systems 
that would fit a large variety of organisations. 
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Summary 
 
Key issues of ownership, jurisdiction, and privacy regarding Internet-based 
records have yet to be resolved, but technology will not stand still to wait for 
legal and regulatory systems to catch up. There exists a need for a shared reg-
ulatory and procedural framework that promotes consistency and balance in 
terms of policies and practices regarding the handling of digital objects. The 
InterPARES Trust Project will generate new knowledge on digital records 
maintained online and will create a new model statute specific to the Internet 
that will enable legislative reform work for the continued development of the 
current fleet of uniform statutes. 
 
Key words: Trust; Digital Records; Cloud Computing; Social Media; Privacy; 
Access; Secrecy; Digital Preservation; InterPARES 
 
Introduction 
Advances in the speed and connectivity of computer resources have allowed in-
dividuals to create, store and access vast amounts of records in the highly net-
worked, and some would argue easily hacked, environment of the Internet. Or-
ganizations such as banks, public utilities, hospitals and governments which are 
trusted to store the often personal and sensitive records of these individuals are 
also increasingly utilizing Internet storage and/or providing Internet access to 
records without fully understanding the implications. Where these records are 
being stored, how they are being managed, and how long these records will re-
main accessible is unclear. As Internet resources can, and often do, reside across 
juridical boundaries, who is liable for any security breaches and maleficence is 
unclear and most Internet storage providers’ service level agreements (SLAs) 
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exempt these providers from prosecution.1 The accumulation of massive 
amounts of data in order to provide a host of services, many of which are fo-
cused on marketing and obtaining competitive advantage, is increasingly cen-
tralizing personal information in ‘big data’ warehouses. These warehouses are 
ripe with valuable information and attractive targets to computer criminal activ-
ity. 
The issues that arise from such an increasingly networked world of data are 
clear: Can the records be trusted? Can records that derive from data stored 
online be considered trustworthy or even traceable? Are they complete? Are 
they authentic? Who created them, modified them, and access them? Where are 
they stored and under whose jurisdiction would legal disputes be heard? Who is 
securing the systems, and how can it be proven that the records remains safe 
and unaltered? 
 
Goals and Objectives 
The goal of the InterPARES Trust Project is to generate the theoretical and 
methodological framework that will support the development of integrated and 
consistent networks of policies, procedures, regulations, standards and legisla-
tion that can be applied to digital records that are created, stored and accessed 
using the Internet. These frameworks can increase and validate the public trust 
by providing evidence of good governance, a strong digital economy and a per-
sistent memory. To achieve this goal, the objectives of the research are to: 
1. discover how current policies and practices regarding the handling of 
digital records by institutions and professionals affect the public’s trust in 
them, in light of the exponential growth of and reliance on Internet ser-
vices; 
2. anticipate problems in maintaining any trust in digital records under the 
control of entities suffering a waning level of confidence from the public 
(including legal, law enforcement, financial, medical, broadcasting, 
"hacktivist," and governmental organizations and professionals); 
3. establish what significance national/cultural contexts have with regard to 
the level of trust digital records on the Internet enjoy; 
4. articulate model policies, procedures, and practices for creating, manag-
ing, accessing, and/or storing records on the Internet, especially in social 
media and cloud computing environments and through mobile technolo-
                                                     
1 As an example, the Amazon Web Services Customer Agreement states: "The service offerings 
are provided ‘As Is.’ We and our affiliates and Licensors make no representations or warranties of 
any kind, whether express, implied, statutory or otherwise regarding the service offerings or the 
third party content, including any warranty that the service offerings or third party content will be 
uninterrupted, error free or free of harmful components, or that any content, including your 
content or the third party content, will be secure or not otherwise lost or damaged.." This 
agreement can be found at http://aws.amazon.com/agreement/ 
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gies, and test them in a variety of contexts so that, from them, interna-
tional standards, guidelines and best practices can be developed; and, 
5. formulate proposals and models for law reform, and functional require-
ments for the systems in which Internet providers store and manage digi-
tal records. 
 
Theoretical Framework 
The theoretical framework used for this project is being adapted from archival 
and diplomatic theory, with particular emphasis on the concepts that are foun-
dational to trusting records.2 The research will use resource-based theory, which 
focuses on the importance of the technical, managerial and relational capabili-
ties of an organization for leveraging available resources to maximize competi-
tive advantage.3 Resource-based theory illustrates the performance differences 
between organizations by analysing the way in which they leverage the re-
sources available. Through utilizing resource-based theory, resources that are 
unique to cultures, societies and various types of organizations can be identified 
and articulated into a global model. 
Risk management concepts will also be incorporated in the framework by ana-
lyzing the question of trust in relation to the amount of security, risk and expo-
sure that an organization is willing to accept to achieve its goals. Current re-
search and practice in the field of risk management offer both an operational 
and a social perspective on trust. Operationally, risk management concepts4 
have been increasingly applied to archival science to expand the understanding 
of risk beyond the loss of the primary object, or record, to also encompass 
threats, vulnerabilities and mitigations. Of particular importance to the surviva-
bility of records is the threat of technological obsolescence that was investigated 
in prior phases of the InterPARES project.5 Socially, factors that contribute to 
the establishment or eventual erosion of trust are of interest to the study of risk 
management. The public is asked to trust governments and organizations while 
simultaneously being exposed to increasing evidence posted on the Internet de-
tailing corruption, scandal and large-scale environment disasters. 
Lastly, to design effective model policies that are applicable across a broad 
spectrum of organizations, cultures and societies, the project will draw upon de-
sign theory. As the policies developed will need to address challenges that arise 
from interaction with future technologies not yet imagined, the project will need 
to adopt an "argumentative process in the course of which an image of the 
                                                     
2 MacNeil, 2000; Duranti and Preston, 2008 
3 Alvarez and Barney,2002 
4 Such as IS0 31000 Risk Management – Principles and Guidelines on Implementation. 
5 Duranti and Preston, 2008 
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problem and of the solution emerges gradually among the participants, as a 
product of incessant judgment, subjected to critical argument."6 Thus the project 
will begin by taking into account design perspectives, not just in terms of how 
to utilize the theory, but through direct interactions with the developers of digi-
tal information technologies. A particular focus of will be on Human-Computer 
Interaction (HCI), as researchers and practitioners of this field design the inter-
faces that are used to create, store and access records over the Internet.  
 
Methodological Approach 
Research of this nature necessitates a multi-faceted, diversified, and dynamic 
approach: multi-faceted in order to deal with the polymorphism of digital rec-
ords produced and accessed using a myriad of digital devices; diversified in or-
der to accommodate the varied requirements produced by different social, cul-
tural, and organizational contexts; and dynamic in order to respond to the rapid 
pace of technological change, while accounting for current uses as well as fu-
ture uses and expectations.7 The project will employ a research methodology 
based on empirical observation (through case studies) generated through an eth-
nographic approach and surveys. To understand concepts like trust in the case 
studies, the project will use the general theory of social construction, building 
hypotheses upon a foundation of the findings from previous InterPARES re-
search.8 The project will focus on gathering, analysing, and interpreting data 
gathered from a diverse cross-section of organizations and institutions from 
across the globe in order to explore the nature of the trust relationships that exist 
between Internet connected parties, as well as the risks, weakness and fault-
lines that are inherent in the storage and management of the records that exist 
‘in the cloud.’  
The case studies and surveys conducted for this project will be carried out over 
a four year period beginning June 2013. At the conclusion of each study, the 
findings will be represented using activity and event models designed to provide 
an understanding of the situational realities and work processes that exist at 
each site both before and after changes suggested by the research team. Each 
modelling activity will be accompanied by diplomatic and archival analysis, 
digital forensic analysis, textual analysis, and visual analytics. Finally, compar-
ative analysis will be used to generate a theory of what constitutes trust in net-
worked environments that is capable of transcending juridical boundaries. 
 
 
                                                     
6 Ritter & Webber, 1973, p. 162 
7 Thibodeau, 2012 
8 http://www.interpares.org 
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Project Deliverables 
This project will generate new knowledge regarding digital records maintained 
on Internet connected resources and accessed through a myriad of digital de-
vices. Such knowledge, developed by an inter-disciplinary team of international 
scholars and professionals, will produce new methods for identifying and pro-
tecting the balance between privacy and access, secrecy and transparency, the 
right to know and the right to forget. These methods can be used as the founda-
tion for model legislation related to e-evidence, cybercrime, security and pri-
vacy. The research outcomes will be central to developing methods for the au-
thentication of identity on the Internet and for protection against on-line fraud. 
By enhancing identity management, network security is also increased. Finally, 
the results will provide a sound basis for developing policy models, procedures 
and standards to manage records on the Internet; education modules for profes-
sionals and academic curricula for graduate programs; functional requirements 
and specifications for securing online records systems; and analytic frameworks 
that can be used to evaluate business models emerging from and only possible 
in the evolving Internet environment. 
 
Collaborative, International Research Team 
The team of researchers working on this project comprise of universities and 
organizations, both public and private, from around the world with expertise in 
the disciplines of archival science, records management, diplomatics, law, pol-
icy studies, health informatics, journalism, information governance and assur-
ance, computer science, cyber-security, and digital forensics. As an interna-
tional, collaborative project, the teams are organized into five major groups: 
North American, Latin America, Europe, Asia and multinational organizations. 
Among the larger participating institutions are: National Archives of Mexico, 
National Archives of Brazil, British Library, European Commission Anti-Fraud 
Office, International Federation of Red Cross and Red Crescent Societies, In-
ternational Monetary Fund, International Records Management Trust, Israel 
State Archives, National Institute of Standards and Technology, NATO, 
Renmin University of China, Mid-Sweden University, University of British 
Columbia, Government of British Columbia, State Archives Belgium, 
UNESCO, University College London, and University of Washington. Croatia 
is strongly represented in the European group with a research team from the 
University of Zagreb – Department of Information and Communication Sci-
ences, Faculty of Humanities and Social Sciences (FHSS) and partners from the 
Croatian State Archives, the Faculty of Organisation and Informatics, the Na-
tional and University Library, the Croatian Information and Documentation Re-
ferral Agency of the Government of the Republic of Croatia, FINA, the Univer-
sity of Zagreb – University Computing Centre, and Teched Consulting Services, 
Ltd. 
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Conclusion 
The goal of the project is to generate the theoretical and methodological frame-
works that will support the development of an integrated network of policies, 
procedures, regulations standards and legislation that can be consistently ap-
plied across juridical boundaries in order to ensure public trust grounded on 
evidence of good governance, a strong digital economy, and a persistent digital 
memory. This project will focus on the relationship between organizations (both 
public and private) and their client groups (i.e. citizens, customers, students, 
etc.) and the degree of trust that clients can place on the records of these organi-
zations that are created, stored or access from the Internet, as well as the level to 
which organizations are concerned about establishing and maintaining a trust 
relationship with their clients. This focus on the trust relationship will develop 
new knowledge regarding records kept on social media and in the cloud and 
provide new methods for determining the appropriate balance between privacy 
and access, secrecy and transparency, the right to know and the right to be for-
gotten in globally connected networks. The research will propose changes to 
existing legislation and infrastructure, develop model policies, procedures, and 
practices to store and manage digital records over the Internet, and create func-
tional requirements for networked systems utilized by Internet providers.  
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Summary 
 
This case study of four SharePoint implementations within a single organization 
shows that applying sense-making framework Cynefin can help in good and bad 
times during project and may even anticipate surprising user-influenced ulti-
mate solutions. Role of records managers in these implementations is elabo-
rated and suggestions are made on how to improve their role in such projects 
and in organizations in general. 
 
Key words: SharePoint Governance, Electronic Records Management, ERM, 
Cynefin, Project Management 
 
Introduction  
In the constant search of the “best practice” a records manager may find him or 
herself swimming in the infinite sea of information on the new paradigms and 
the frameworks and tools to tame these paradigms. One may find that the “rec-
ords continuum” theory might be exactly the consoling answer to organizational 
chaotic electronic records management (ERM) while taking the agile approach 
to software development might just solve the impossibly complex arena of 
stakeholders wants and realistic budgetary possibilities. One particular article 
that has named ERM a “wicked” problem, thus provided comfort to those 
struggling and brought people issues into this arena up front (Childs and 
McLeod, 2013) has served as inspiration for this case study of four SharePoint 
implementations within a same organization. Whether SharePoint may appro-
priately address proper ERM is not the subject of this article but the different 
approaches to final solutions that may also evolve as an unplanned and unex-
pected result of same or similar implementations. In addition the role of records 
managers in the implementations will be highlighted.  
 
 
 
                                                     
* The views expressed herein are those of the author and do not necessarily reflect the 
views of the STL. 
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Projects Background 
The four SharePoint implementations were all coming from different organiza-
tional offices and were all requested by the users themselves. These were es-
sentially all related to improvement of records management and thus required 
organizational records managers involvement and guidance. Detailed descrip-
tion of projects’ nature is described in Table 1. along with information on 
whether a project team was assigned or not and finally the projects’ duration. 
As records in question did not belong to the primary category of this organiza-
tion’s records directly related to its primary function but belonged to other two 
categories (records generated in relation to the primary function or administra-
tive records category) SharePoint as organizational secondary ERM system was 
recommended while the long duration of projects can also be explained by the 
fact that these projects were not related to organization’s primary functional 
priorities. Only in Project A was there determination to successfully close the 
project within reasonable time as records originated from one of the most im-
portant organizational offices and records registration depended on the project’s 
success.  
 
Table 1.  
Project  Nature of Project Project Team  Project Duration 
A Improvement of records management 
and collaboration Yes 9 months 
B Creation of intranet presence; 
Improvement of records management 
and collaboration 
Yes/No 6+ months (on-going) 
C Improvement of records management 
and business processes No 6+ months (on-going) 
D Improvement of records management Yes 6+ months (on-going) 
 
Role of Records Managers in Projects 
It is worth mentioning that Project A was initiated after records management 
short-comings were identified during organization-wide records survey that re-
sulted in Content and Data Management Strategy1 recommending (among oth-
ers) targeted use of SharePoint for management of records with limited reten-
tion periods. Although records in Project A had longer or permanent retention 
periods the use of organizational primary ERM system for their management 
was not possible in due time, thus the SharePoint solution had to be tailored 
with export to another system in mind. In-place records management was cho-
sen and due consideration was given to records file naming. In the process or-
ganization-wide content type and taxonomy controls were developed of which 
many other SharePoint projects benefited. This undertaking has also added time 
                                                     
1 Special Tribunal for Lebanon. Content & Data Management Strategy: Ensuring the 
STL Legacy, June 2012 
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needed to complete the project. All other projects were requested specifically by 
the user offices and were coordinated by a SharePoint working group. Project 
Team for Project A consisted of users, information technology representatives 
and was led by records managers. During the implementation 65 different issues 
were identified. Table 2. shows the breakdown of whom the resolution of these 
issues was allocated: 
 
Table 2. Number of allocated project issues by stakeholder in Project A; Records managers (RM) 
Information Technology staff (IT) and users. 
 
Stakeholder Number of Issues 
RM 24 
IT 6 
RM and IT 4 
RM and user 18 
IT and user 1 
User 8 
 
As the technological administration of SharePoint content types (that include 
metadata definition) and taxonomy controls were assigned to records managers 
the number of issues assigned to them was very high. As the user decision was 
needed on a number of issues many of them had to be allocated to user and rec-
ords managers as well.  
Other projects also required attention of records managers although users were 
not always aware of the role they had in what they initially considered a purely 
an IT project.   
 
Retrospective application of Cynefin framework 
Cynefin framework was developed by Dave Snowden as a sense-making model 
as oppose to a usual (matrix) categorization model (CognitiveEdge, 2011). It is 
a model that draws from knowledge management and complexity science 
(Childs and McLeod, 2013) and helps decision makers to make sense of a range 
of business problems and situations (Kurt and Snowden, 2003).  
Child and McLeod (2013) as first in the field of records management use 
Cynefin to map people issues from their comprehensive AC+ erm project2. In 
doing this they find that “[the framework] provides a different lens through 
which to view, makes sense of and re-perceive the ERM challenge and offers a 
strategic approach to accelerating change”. As Cynefin may be applied to ana-
lyse various situations it is used to retrospectively map all SharePoint imple-
mentation projects in Figure 1. 
 
 
                                                     
2 http://www.northumbria.ac.uk/acerm (Access date: 30.08.2013) 
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Figure 1. 
 
 
 
Project A as it was initiated as a simple records management improvement pro-
cess may be placed in the simple domain as the solution was expected to be 
based on best practice as usually record management projects are. However 
when faced with the specific SharePoint environment the project issues resolu-
tions had to be based on good practice where solution was good enough to work 
but far from perfect, for example enforcing column mandatory values through 
coding or even on emergent practice example of which is deriving a complex 
workflow for automatic filenaming. Finally close to the end of the project 
adoption issues emerged due to lack of time on most users' side which brought 
the project in chaotic domain. The situation was resolved by office administra-
tor taking over all ERM responsibilities and performing records registration on 
behalf of all users. Such solution was never envisaged or planned, it was result 
of purely people factor – one’s attitude and self-initiative. The project has ended 
successfully with all stakeholders pleased with the final results and benefits. 
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Project B initially revolved around the creation of intranet presence however as 
the Intranet (SharePoint) working group was approving and overseeing the 
project records managers who are group’s members guided the users on how to 
improve overall records management using the benefits of organizational 
metadata and taxonomy controls acquired during Project A. Thus it was ex-
pected that Project B will be either complicated or complex considering the 
large project scope and lessons learned during Project A. Project super-users 
were appropriately trained by both IT and RM staff and were given site owner 
permissions to manage their site independently.  
Project C also started off as improvement of intranet presence however user 
recognized opportunity to improve both business processes and records man-
agement. As user possessed certain knowledge of programming he was able to 
run the project by himself requiring only limited IT and RM guidance and no 
direct assistance.  
Finally Project D is placed in simple domain as its scope is limited to a fraction 
of office’s records within single SharePoint library with no additional collabo-
ration or any other requirements. It is assumed that this project will remain in 
simple domain as best practice acquired during Project A should cover the lim-
ited scope of Project D. 
 
Conclusion 
The main purpose of this brief case study was to show that using the Cynefin 
framework was possible in four different scenarios. Using such frameworks in 
projects may be very useful as they may provide direction even in most grave 
situations during an ERM system implementation. Furthermore it was demon-
strated that people factor may be crucial for ultimate project solutions. Finally 
the underlying message is that records managers are in position to lead any 
ERM implementation, needless to say that it is their duty to greatly influence all 
ERM projects. Too often is their role undermined or non-existent while they 
may be in a perfect position to bridge the gap between users and IT in such 
projects by bringing in a strategic overview of information management needs 
and by gently relieving the overwhelming pressure on IT and ever so gently 
bringing user expectations to a reasonable level that would prevent unnecessary 
draining of organizational resources. Gaining project management skills or even 
software development skills (at least gaining insight into methodologies like 
Agile), applying frameworks and standards from other disciplines such as ITIL 
or perhaps rebranding themselves as recordkeeping informaticians (Upward et 
al, 2013) could surely strengthen the records managers role in organizations and 
ERM adoptions in particular.  
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Summary 
 
The Information system "shipAGENT" is conceptually a modular information 
system based on a client/server technology customized for user-friendly Win-
dows. This modern system is suitable for use both in small shipping agencies 
with only one office and in large shipping agencies with remote offices and 
business units. The program is written in English and is modularly constructed 
using a relational database, leaving the possibility of using all modules or only 
some of them. At the user's request, the program could be supplemented with 
additional modules according to their specific needs. 
 
Key words: shipping agent, information system, relational database. 
 
Introduction 
There is not much reference about a shipping agent in literature. Croatia is one 
of the few countries which have specific provisions on the conditions required 
to perform the activity of maritime agents in legislation1 (Croatian Maritime 
Code, Articles 687-696). In most countries it is regulated by civil or commercial 
laws. In the Croatian legislation, the concept of a shipping agent is primarily 
regulated by the provisions of Maritime Code and subsidiary by the provisions 
of Civil Obligations Act and regulations of Commercial Law. Croatian law does 
                                                     
1 The requirements for the conduct of a maritime agent are regulated in accordance with Articles 
687-696 of Maritime Code. 
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not contain provisions which regulate the procedural position of a shipping 
agent; hence his procedural position is determined by jurisprudence. Jurispru-
dence confirms that the shipping agent is not passively legitimized for services 
that he ordered on behalf of and for the account of the shipping company. "Re-
garding international regulations, this book2 covers primarily the UNCTAD's 
(The United Nations Conference on Trade and Development) minimum stand-
ards for shipping agents that are made by special intergovernmental assembly of 
the United Nations concerning the fight against maritime fraud. UNCTAD 
adopted these standards in March 1988, recommending their use. They are not 
obligatory but they can determine guidelines for state bodies. Croatia adopted 
these standards in Maritime Code and Regulations on Shipping Agents. Croa-
tian Association of Maritime Agents brought them to their acts: Statute and 
Rules of Conduct." (Borčić, 1999) 
Therefore, the verdicts from 1965, 1968 and 1969 issued by High Commercial 
Court of the Republic of Croatia are interesting from the point of taking such a 
legal position. A shipping agent3 is actively legitimized which means that he is 
allowed to represent his principal in court, pursuant to special authorization4. 
The classification of shipping agents was induced by the fact that there are more 
tasks performed by shipping agents in maritime business. 
 
The tasks performed by a shipping agent 
Shipping agencies delivering goods to ports of call require a shipping agent at 
port to coordinate various details concerning international regulations on navi-
gation. Therefore, agents should be familiar with all jurisdictions the shipper or 
co-signer visit in shipping; they should maintain certified paperwork and ar-
range all points of contact for the vessel. 
Each port has unique service distributor’s procedures and it would be difficult 
to maintain port operations without the help of a shipping agent. Therefore 
shipping agents are engaged to provide on-site services based on knowledge of 
port operations. They can arrange pilotage, tug lines and schedules, as well as 
provide customs mediation. In short, shipping agent coordinates everything 
what is needed while the ship is in port. Ships enter and leave the port 24 hours 
a day and shipping agent works with all engaged parties to ensure the function-
ing on schedule.  
 
                                                     
2 Borčić, Vojislav. Međunarodni i hrvatski propisi o pomorskom agentu. Rijeka 1999. 
3 Responsibilities of the shipping agent to the principal are: not presenting himself as an agent, not 
acting according to the instructions, non-performance, failing to notify the principal or keep his 
interest and avoiding responsibility. 
4 The maritime agent may sign a contract of employment of a ship for and on behalf of both con-
tracting parties on the basis of an express authorisation of the contracting parties. 
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Planning 
A shipping agent coordinates arrivals and departures of ships, suppliers' re-
quests and synchronizes pilot’s and master’s directions. Maintaining a formal 
schedule is also agent’s responsibility as well as providing of relevant infor-
mation. He creates a crew list and a passenger list and coordinates the personnel 
required on a vessel for scheduled loading and unloading. He is a contact person 
for certified signatures. 
 
Shipping operations 
A shipping agent should be accustomed to all shipping regulations for all ports. 
He should ensure compliance with international shipping regulations, safety and 
policies of the ship's owner. The agent should be knowledgeable in all applica-
ble publications which contain regulations and are certified by particular port of 
call authorities. He should keep copies of all documents, including records of 
complaints, insurance and inspection certificates. 
 
Communication 
A shipping agent is available during the hours slated for communication with 
the ship's owner. Besides being a contact for certified signatures he is also the 
main point of contact in port for all concerned, for the crew and port authorities. 
His communication duties include many relationships with various agencies in 
port, including business and public relations. All communications are recorded 
in a book for reference. It is possible to extend contact hours if required.5 
The shipping agent must be familiar with the International Maritime Dangerous 
Goods Code, or IMDG6, for the necessary retention and transportation of any 
hazardous materials (Croatian Maritime Code, Article 57).  
Maritime agency services are services relating in particular to the navigation, 
ships and their employment with special regard to: the assistance and clearance 
of ships, mediation in concluding contracts of employment of ships, their sales 
and purchase, building and ship repair, insurance of ships and cargo, safeguard 
of the ships’ interests, supply and manning of ships, care for crews and passen-
gers (Croatian Maritime Code, Article 688). 
Today’s world displaces one paradigm by the other (a new one) and that is 
where change, development and differentiation happen. Today’s companies 
need better and quicker ways of achieving results of quality managers 
(Nadrljanski, Batinica, 2010, p. 2). 
Shipping agents should be versatile and have multitasking skills. In many ways, 
the skills possessed by managers are the most valued resources of the organiza-
                                                     
5 Modern electronic systems allow communication 24/7. 
6 IMDG Code is a set of rules for monitoring maritime traffic. It entered into force in accordance 
with Article 57 of Maritime Code. 
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tion. Lack of managerial skills can defeat the most successful activities and in 
many cases can lead to the collapse of the organization (Nadrljanski M., 2010, 
p. 23). 
 
Shipping agent - definition and classification of rights and duties 
Shipping agent is a very significant aspect of Maritime Code, and is a relatively 
new legal and economic category (Contracts of Maritime Agencies, Articles 
687-696). There is a common saying that the importance of something is best 
explained by the history of its development and the struggle for survival (Kati-
čić, 1951). Throughout history, duties of a contemporary shipping agent were 
performed by a ship owner who was also the commander of a ship. Through 
navigation development, the functions of ship owners and masters have been 
separated. Ship owner starts managing navigation from the land, while master 
takes care of all the administrative formalities when entering or leaving port, 
procurement of cargo to be transported, and its loading and unloading. With 
further development of shipping and trade, these duties were assigned to a ship-
ping agent7. In navigational operations agents perform under the general or spe-
cial authorization in the name and for the account of the principal, and not on 
their own behalf and for their own account (Skorupan, 2006). 
 
Legal Terms 
In contemporary commercial and maritime practice, the contracting shipper 
never performs all obligations under the shipping contract personally. Most 
shippers are corporations which act only through their agents. It is essential that 
all contemporary shippers subcontract with other companies in order to perform 
specific aspects of shipping business or its part. Shipping agent is a legal or nat-
ural person registered in Shipping Agent Registry to conduct shipping agency 
activities, in accordance with the provisions of Maritime Code8 (Ordinance on 
Shipping Agent’s Performance, Rights and Duties, Article 5). 
Employee agent is a natural person holding the license of a shipping agent who 
on behalf and for the account of a shipping agent directly performs shipping 
                                                     
7 Duties regulated in Article 689, Croatian Maritime Code: Under a maritime agency agreement 
based on a general authorisation the maritime agent undertakes, for and on behalf of the principal, 
to perform all services or all services of a specific type in the field of his activity. A maritime 
agency agreement based on a general authorisation must be drawn in writing. An agreement that 
is not drawn up in writing shall have no legal effects. In case of doubt as to the limits of the gen-
eral authorisation it shall be deemed that it refers to the clearance activities. If a maritime agent 
deals exclusively with mediation or with the stipulation of contracts of employment of ships, in 
case of doubt as to the limits of the general authorisation, it shall be deemed that it refers to the 
mediation for stipulating such agreements, excepting bare boat charters, charters by demise and 
time charter for a whole ship. 
8 Maritime Code (Official Gazette 181/2004) was adopted on 8 December 2004, and entered into 
force on 29 December 2004. 
M. Nadrljanski, S. Frkić, G. Tafro, Basic Components of Information System for … 
79 
 
agency activities, particularly dispatching activities. To meet requirements of 
the Ordinance, he has to dispose of his own funds of at least 120,000 HRK, or 
other adequate guarantees in banks, financial institutions or other companies. 
These guarantees may be replaced by the appropriate national or international 
insurance. Guarantees or insurance must be available for the entire duration of 
his activity as a shipping agent. 
Maritime Code defines contract of maritime agency as a contract by which the 
maritime agent undertakes to perform maritime agency services and services of 
assistance, mediation and representation, for and on behalf of the principal, on 
the basis of a general or special authorization, whereas the principal undertakes 
to reimburse the maritime agent for the expenses and pay to him a remunera-
tion. It is specified which services can be classified into maritime agency ser-
vices. Maritime agents perform a very wide range of tasks, or may participate in 
mediation in concluding majority of transactions related to ships, and they have 
a significant role in assisting the commander of the ship, crew and passengers. 
He is a person who represents or intermediates in maritime business based on 
maritime agency agreement. The shipping agent is an institution within mari-
time law and maritime economy, as it is stated in literature (Borčić, 1992). 
A shipping agent has many duties: 
• handling ship formalities during the arrival and departure (he is among 
the first to arrive on the ship) 
• collecting data on cargo, crew and port requirements  
• procuring supplies, crew 
• taking care of medical services and other needs of the crew 
• supervising cargo  
• completing documentation upon leaving  
• taking care of the bill of lading, accounts, freight, customs and other 
documents 
• ordering towing and piloting 
• arranging ship repairs 
 
Information system used by a shipping agent - agency  
Successful operation of a maritime company and successful managing of a 
shipping agency are inconceivable without adequate data, information and 
knowledge. Therefore, data, information and knowledge can be comprehended 
as a kind of resource of a maritime agent.  
Interest in the problems of managing information resources is increasing rapidly 
in recent years. Until recently, maritime agents dealing with problems of data 
management used to have only a passive role at the level of the relationship 
with their clients. However, it was realized that we should develop new operat-
ing relationships between information system used by an agent and other parts 
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of maritime company - the relationships that will be a part of the company or-
ganization, which in turn, would improve achieving its objectives. 
Data and information are perceived as organizational resources that should be 
invested in, and which should be taken care of. The mentioned changes and im-
provements are gradual and require carefully planned and professionally de-
signed programs, which depend on the shipping agent’s intended use and con-
trol of information. 
Strategic planning of information resources is used for: 
1. Linking information technology and information systems with strategic 
business planning of maritime economy; 
2. Assisting in creation of control mechanisms for plan implementation pro-
cess; 
3. The creation of an information framework which will provide further 
analysis and design. This will allow coordination of specially developed 
database and information systems and ensure that the information they 
provide is consistent. 
A shipping agent has to act expeditiously in making decisions. The results of his 
actions could be disastrous or, on the other hand, lucrative for the financial sta-
tus of his principal. In order to be updated, he must have a constant and fast ac-
cess to any information needed. Using shipping software improves quality and 
saves time. It can help a shipping agent to prepare and organize ship and port 
documentation, generate reports, track company’s business in history and use 
communication services, such as an e-mail, fax, telex and video communication 
in a manner most suitable to his work requirements. 
 
The shipAGENT PRO system 
For this purpose there are programs used to automate maritime agent’s tasks. In 
this paper we are going to illustrate an information system called the 
shipAGENT9 (http://www.edss.ee/ShipAgentPro, access 2012). It is a modular 
information system developed by using modern tools for the development of in-
formation systems based on client / server technology and is performed using 
user-friendly Windows. The system is suitable for use both in a single agency 
office as well as in large shipping agencies with remote offices and business 
units. The program was created in Croatia, but it is written in English language. 
Since it is created modularly, using a relational database, it is possible to use all 
or only some of the modules. On clients’ requests, the program can be supple-
mented with additional modules according to their specific needs. ShipAGENT 
system is communication-oriented and it can be installed in one or more work-
                                                     
9 The ShipAGENT PRO system is a software package developed by InfoExpert d.o.o. 51000 Ri-
jeka, Lorenzov prolaz 13. (16 August 2011) 
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stations (PCs) via a local area network (LAN). In remote offices / business units 
it uses modem connection and telephone lines. 
 
Modules in the shipAGENT PRO system 
• Call – This is the basic module of the program that can be used inde-
pendently. It consists of all data related to the ship’s visit in a port of call 
from its notice of arrival to its departure. It contains a lot of data con-
cerning the ship itself, entering and leaving the port, Statement of Facts, 
the quantity and type of the loaded and unloaded cargo, expenses and in-
voices, manifest, bills of lading, and so on. The module can be used inde-
pendently but its true value is in combination with other modules. 
• Cargo – This is a module for monitoring announced and performed load-
ing and unloading. It includes the data of cargo operations, cargo types, 
cargo units, quantity, cargo codes and cargo description. The number of 
operations and cargo types per call is not limited. 
• Deposit – It monitors information about requested and security deposit: 
payer, the date of the requested deposit, the amount requested, the cur-
rency, the amount paid and method of payment, bank statement number 
and the date. 
• Facts – It is a module that tracks all data related to significant events on 
board and in port, necessary for the document Statement of Facts. It in-
cludes: the date and time of inception, the date and time of completion, 
the code and a description of events. 
• Invoices – This module tracks all expenses and bills of the ship, including 
agent’s expenses which are transferred into Disbursement Account. The 
data include: service provider, payer of services, types of services, the 
number and date of the document, quantity, the price in USD and HRK, 
Value added tax (VAT) and reclamation label. 
• Extra Invoice and Credit Note – It collects data and prints additional ac-
counts and various Credit Notes. 
• Manifest – This module is used for collecting all the data for the prepara-
tion and printing of cargo and freight manifests. 
• Bill of Lading (B / L) – It collects all the data for the preparation and 
printing of standard bill of lading. 
• Exchange Rate – It collects information about buying rate, middle rate 
and selling rate for all major currencies. 
The ship AGENT program applies a large number of different codebooks. The 
most important are: 
• Party – This is a separate database, integrated in the shipAGENT pro-
gram, and includes data of all business partners doing business with an 
agent. All of them are labelled with business role, meaning that one part-
ner can have multiple roles (owner, principal, shipper, receiver, for-
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warder, agent, service provider, P & I club, surveyor). It contains: part-
ner’s code, partner’s name, country, address, postcode, city, Post Office 
Box; Telephone: country code and city code, phone number 1 and 2, fax 
number 1 and 2, mobile phone number, e-mail address, contact person’s 
name and identification number. 
• Ship – This is a separate database, integrated in the shipAGENT program 
with the data of all the ships agent works with. It contains: ship’s code, 
ship’s name, flag, the owner, the port of registry, Call Sign, GT10, NT11, 
DWT12, LOA13, Draft, Type, Built, Capacity (Grain, Bale, TEU14) and 
IMO No15. 
• Other codebooks: Flag - according to ISO codebooks16 of countries, Port 
- according to the UN codebook of ports17, Cargo Type, Cargo, Ship 
Type, Berth, Service type, Currency – according to ISO letter and nu-
merical currency code list, Call type, Fact, Branch Office, Clause, Unit, 
Packing and other additional internal codebooks. They can be created and 
edited on request. 
 
Program functionality 
Data Entry 
Holding the cursor over the fields while entering data, you get a short instruc-
tion (mini help) on how to enter data. 
 
Browsing the database 
There is a possibility of looking for your business partner by his name (or part 
of it), country, type of partnership and the city. 
Ships can be found by their name (or part of it), flag, their type and the owner. 
                                                     
10 Gross tonnage – an index related to a ship's overall internal volume and calculated by measur-
ing a ship's volume from keel to funnel, to the outside of the hull framing. 
11 Net tonnage 
12 Deadweight tonnage – the amount of weight a ship can carry without riding dangerously low in 
the water. 
13 Length overall – the maximum length of a vessel's hull measured parallel to the waterline.  
14 Twenty-foot equivalent unit – a unit of cargo capacity often used to describe the capacity of a 
standardized intermodal container. 
15 International Maritime Organization numbers – unique identifiers for ships, for registered ship 
owners and management companies. 
16 International Organization for Standardization 
17 United Nations Code for Trade and Transport Locations (UN/LOCODE); http://www.unece. 
org/cefact/locode/service/location.html (access 2013) 
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Ports of call can be browsed by year, the business unit, dispatch number, the 
ship, and the principal. 
 
Reports and documents 
There are various lists which could be obtained from the database (for business 
partners, ships ...): conditions and movement of ships, invoice, manifest, bill of 
lading, statement of facts, deposits, financial statements (by party, debtors, fee 
report - with criteria, fee totals - cumulative or with details), statistics and 
graphs, fax and e-mail reports. 
 
The program is functional and widely applicable. The configuration necessary 
to work with the shipAGENT is not demanding: personal computer (PC) with 
16 MB RAM (recommended Pentium processor), Windows 95 or Windows NT 
operating system, modem for remote maintenance, connection to the local area 
network (for multiple units) and a printer. It is easy to learn how to use a pro-
gram for a person who has basic computer skills and is familiar with Windows 
and the Internet. 
Although the program is useful and greatly facilitates shipping agent’s tasks, his 
managerial abilities in overall business process should not be neglected. The 
main objective of managing a business process is not automation, but focus on 
the processes themselves and effective management. It does not necessarily im-
ply automation but optimization. Business processes are a key factor in the inte-
gration of the company organization, while the information technology is just 
supporting tool in business processes (Nadrljanski Đ, Nadrljanski M, 2010). 
 
Conclusion 
Duties and responsibilities of a shipping agent are regulated either by Maritime 
Code (in Croatia) or by civil and commercial laws, as it is elsewhere in the 
world. This fact emphasizes severity and complexity of tasks performed by a 
shipping agent. Agents should be versatile and have multitasking skills. In order 
to simplify and organize such demanding tasks, there are computer programs 
which can be used by single agency offices as well as large shipping agencies 
with remote offices and business units. The ShipAGENT is created modularly, 
using a relational database, so it is possible to use all or only some of the mod-
ules. It can be supplemented with additional modules according to specific 
needs of a client. It is functional, easy to use and does not require complex op-
erating system. 
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Summary 
 
Digital technologies are changing the way we see film as a mass medium 
turning it into one of the most important media of today, and, judging by the 
current trends, of tomorrow as well. Mostly made with digital equipment, the 
largest number of films that appear today are short, often non-narrative, even 
more often amateur. Paradoxically, it seems that the proclaimed 'death of film 
tape' could mark a new, more active 'life' for the film. 
 
Key words: social role of film, film as mass media, digital technology 
 
Introduction 
Digital technologies are changing the way we see film as a mass medium. 
According to some theoreticians, with the invention of radio, and television 
especially, the film has lost its function of a medium of mass communication. 
But is it really the case? Can we now, in the era of massive use of digital 
technologies and the expansion of new media declare the film to be forever lost 
to the mass media? We will try to prove the opposite: that the new technologies 
have turned the film into one of the most important media of today, and, judging 
by the current trends, of tomorrow as well. We will try to prove that film is one 
of the means of mass communication, and if the existing trends of increasing 
dominance of audio-visual content continue to develop, the film, or "cinematic 
way of seeing the world" could take more and more important role in the future. 
We will try to prove that, along the lines of changing technology, the social role 
of individual media is also changing, and the theory of mass communication 
should constantly review the new circumstances. Our aim is to investigate the 
reasons film is such an interesting medium today. 
 
Changes in the social role of film 
"Times have changed, but in a world that has become hypermediatized the so-
cial role of film, contrary to what is sometimes claimed, is not by any chance on 
a descending path. Nowadays we actually turn to film when we are trying to 
awaken the conscience and to measure big institutions. In this way the film 
helps  international organizations, as is the case with the International Human 
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Rights Film Festival, which was explicitly organized in response to the ineffec-
tiveness of the Council of the United Nations in that domain."1 Although it was 
created a little more than 100 years ago and has been continually evolving to 
this day (silent, sound, color, 3D), the social role of film has already trans-
formed considerably, to the extent that some theoreticians believe that we can 
no longer perceive film as a medium of mass communication, but only as a 
work of art.2 
Given the speed of its development, it took quite some time for film to become 
accepted as an art. In words of Rudolf Arnheim, film was animated image, 
somewhere between theatre and still photography.3 Domenico Tumiati4 argued 
that the future of film would not be artistic, because art is individuality, and film 
is a machine. At first, the film was perceived solely as entertainment for the (ig-
norant) masses, then it became important means of delivering information – not 
just about the world news, different countries and cultures, but also about the 
lifestyle and social values of other nations, easily accessible and understandable 
to everyone, only to emerge at last as an important art. The term "the seventh 
art" was coined in the year 1911 by one of the first film theoreticians and critics, 
Ricciotto Canudo, who put film on equal footing with the other arts – poetry, 
architecture, music, dance, painting and sculpture.5  
There are film theoreticians who claim that social role of film has changed and 
that it ceased to be a medium of mass communication, and Hrvoje Turković is 
among them. "Although there are people old enough to remember it, it is quite 
difficult to grasp that film once performed almost all programming functions of 
television. The reason is the slow but inevitable evolution of film, turning into a 
media system identical to other 'art' systems (literature, visual art, music and 
theatre). What has quietly but thoroughly changed was the change of the civi-
lizing role of film considered in its totality. What was the system the film aban-
doned? It was the system of the so called media of mass communication (also 
called the mass media –today paradigmatically represented by television, radio 
and newspapers),"6 says Turković and recalls that film formed as a mass me-
dium at the time of cheap cinema, when the picture show consisted of program 
of short films, which usually contained current information (newsreels, reports), 
as well as commercials, advertisement and educational films. "During this pe-
riod, the audience developed that habitually, regularly (daily, weekly) went to 
the cinema, following the key changes of programmes (sequels, new editions of 
                                                     
1 Lipovetsky, Gilles, Serroy, Jean, Globalni ekran, Novi Sad, Akademska knjiga, 2013., 333.  
2 Turković Hrvoje, Narav televizije, ogledi, Meandar, Zagreb, 2008.   
3 Arnheim, Rudolf, Film i stvarnost, Dušan, Stojanović ed., Teorija filma, Beograd, Nolit, 1978., 111. 
4 Stojanović, Dušan ur, Teorija filma, Beograd, Nolit, 1978., 13  
5 Ricciotto, Canudo, Estetika filma, Dušan Stojanović ed, Teorija filma, Beograd, Nolit, 1978., 54. 
6 Turković, Hrvoje, Narav televizije, ogledi, Zagreb, Meandar, 2008., 175. 
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journals, various 'innovations' in feature films etc.). In short, film had the exact 
same function that television and radio have today and the newspapers have had 
from the beginning. And why has film lost that function? There are many rea-
sons, but two are, it seems, the most prominent. The first reason is the time 
which elapses from recording to screening, and the other is that showing and 
viewing the film was an inconvenient act" states Turković7, adding that the film 
of the 'non mass' period has not ceased to be massively popular, but only ceased 
to be a means of mass communication as it was at the beginning.8 “Let me re-
peat: it is now marked by fragmentation and individuality (disciplinary, autho-
rial, stylistic), reduced relevance and permanent availability (movies are 
watched again after being shown in the cinema, on television, video, for teach-
ing purposes, for the purpose of theoretical analysis) and is characterized by 
certain optional nature, selective reception (we go to the cinema and watch 
movies occasionally, not because we have an inherent social obligation to do 
so). The social role of the film has changed," Turković says.9 But after the 
change diagnosed by Turković in the early 90s,10 today in the time of expansion 
of digital technologies and the impact of new media, which leads to the for-
mation of hybrid media, the social role of film is changing all over again. 
 
Film as a medium of mass communication 
According to the definition from the Film Lexicon, the film is, among other 
things, "a comprehensive and socio-experiential product".11 From the point of 
view of theory of mass communication, the above-mentioned social function of 
the film is particularly important. In fact, some film theories12 and many theo-
ries of mass communication13 recognize communication as one of the functions 
of film. "...film screening, like every other screening as a social phenomenon, 
belongs to a special category of social phenomena – the phenomenon of com-
munication".14 
Mass communication is one type of communication (in the most common divi-
sions the remaining types are interpersonal communication and intrapersonal 
                                                     
7 Ibid, 177. 
8 Ibid, 181. 
9 Ibid, 182. 
10 Altought the book Narav televizije (Turković Hrvoje, Zagreb, Meandar) was published in 2008. 
the text was written in 1992. 
11 Filmski leksikon, Leksikografski zavod Miroslav Krleža, Zagreb, 2003., 177. 
12 Turković Hrvoje, Teorija filma, Meandar, Zagreb, 1994. 
13 McQuail Denis, Mass Communication Theory, 6th edition, Sage, 2010. and Dominick Joseph 
R. The Dynamics Of Mass Communication, 2nd edition, Random House, 1987. 
14 Turković, Hrvoje, Teorija filma, Zagreb, Meandar, 1994.,59. 
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communication15) and it is defined as "the process by which a complex 
organization with the aid of one or more machines produces and transmits pub-
lic messages directed toward large, heterogeneous, and scattered audiences".16 
The mass media are indispensable as a channel that transmits messages in the 
system of mass communication. In addition, film has all the properties of a 
"mass communicator ": mass communication is produced by a complex and 
formal organization, there is a number of "gatekeepers" (a person or group of 
people responsible for the selection of content that will reach the audience), it 
needs significant financial support to function, it exists in order to generate 
profit and it is competitive.17 One does not necessarily has to agree with the last 
statement, because there are mass media the purpose of which is not to make 
profit. "The media can be local, national and international, private, public, gov-
ernmental or community, i.e. associative or third sector media as well as main-
stream and alternative ".18The film meets this definition as well, since numerous 
works of film art, experimental film especially, are made without any ambition 
to be profitable. In fact, almost every film, some rare exceptions excluded, is 
produced by a production company or, in Hollywood, by an influential film stu-
dio owned by a multinational corporation (complex and formal organization) , 
the "gatekeepers" are film agents, producers and directors who, based on vari-
ous criteria, select the projects to be implemented, and even the cheapest films 
are relatively expensive (among the cheapest is the Croatian film Show Must Go 
On by a young director Nevio Marasović produced with a modest amount of 
about 200,000 kuna19). Production companies are usually privately owned 
companies and their primary (though not necessarily the only) interest is profit-
making, and it is especially evident as far as competitiveness is concerned, not 
only in the struggle for audiences in theatres, but in the fight for public funds 
that are financing film projects (in Croatia, this fund is Croatian Audiovisual 
Center).To sum up, from the theoretical point of view, film can be viewed as a 
medium of mass communication. 
 
Information technology and film 
Even if we agree with the statement that film has lost its role as a mass medium 
due to its time delay and the impracticality of the act of screening (going to the 
                                                     
15 Brittner John R., Mass Communication An Introduction, 5th edition, Prentice Hall, Englewood 
Cliffs, 1989., 10. 
16 Dominick Joseph R., The Dynamics Of Mass Communication, 2nd edition, Random House, 
1987., 16. 
17 Ibid, 20. 
18 Preuško, Zrinjka, ed., Uvod u medije, Zagreb, Jesenski i Turk, 2011, 15. 
19 Saračević, Igor, Pulu otvara potpuno drugačiji hrvatski film, Tportal.hr, 7th, July, 2010. 
http://www.tportal.hr/showtime/film/75787/Pulu-otvara-potpuno-drugaciji-hrvatski-film.html 
(10th July 2013.) 
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cinema), it should be noted that Turković published this in 1992, the same year 
in which Croatia became a part of the global computer network, the Internet, 
when international communication connection which connected CARNet Inter-
net exchange point in Zagreb to Austria was established.20 So the statement 
might have been correct at the time – new digital technologies and, above all, 
massive use of the Internet has changed the role of film once again. "The tradi-
tion of the printed word, initially prevalent in the language of cultural inter-
faces21 is becoming less important, while the part played by cinematic elements 
is progressively getting stronger. This is consistent with a general trend in mod-
ern society towards presenting more and more information in the form of time-
based audio-visual moving image sequences, rather than in textual form," states 
Manovich22, noting that it is thanks to computer that film became a visual Espe-
ranto. 
Manovich takes one step further, noting that the film aesthetic strategies have 
become fundamental principles of computer software, while Gilles and Jean 
Lipovtsky Serroy note that in an era of omnipresent global screens – screens in 
shops, on airports, in restaurants, coffee shops, cars, airplanes; all screen sizes, 
mobile screen; the screen on you, the screen with you; a screen for all purposes, 
the screen to see everything, video screen, miniature screen, graphical screen, 
mobile screen, touchscreen23 – "the man of hypermodern society sees the world 
as a film; to him, the film provides glasses which he unconsciously uses to look 
at reality in which he lives. The film has become the thing that shapes the global 
view of various spheres of contemporary life".24 
The appearance of digital technology, computers, other screens, and, even more 
importantly, the Internet, has transformed the existing mass media and opened 
up space for emergence of hybrids and new media (web portals). As Roger 
Fidler writes, thanks to the technology, first and foremost, "mediamorphosis" 
happens – "transformation of communication media usually occurs due to com-
plex interweaving of the expressed needs, competitive and political pressures 
and social and technological innovations".25 Convergence and multimediality 
have paved the way for audio-visual information, business and leisure activities 
on the new platform, the Internet, which has become available to a substantial 
part of the world's population, not only on computers but also on mobile phones 
                                                     
20 http://www.carnet.hr/o_carnetu/o_nama/povijest_carneta  (1st July, 2013.) 
21 According to Manovich cultural interfaces are ways in which computers present cultural dana 
and enable interaction with it.  Manovich, Lev, Language of New Media, Cambridge, The MIT 
Press, 2001., 70.) 
22 Manovich, Lev, Language of New Media, Cambridge, The MIT Press, 2001., 78. 
23 Lipovetsky, Gilles, Serroy, Jean, Globalni ekran, Novi Sad, Akademska knjiga, 2013., 24.  
24 Ibid., 42. 
25 Fidler, Roger, Mediamorphosis, Beograd, Clio, 2004., 41. 
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and tablet devices. We are connected through the Internet constantly, at any 
place and any time, and the content consumed online, especially social networks 
and web portals, are increasingly focused on short audio-visual forms – seg-
ments of TV shows, music videos, commercials, advertising films, short video 
clips recorded either by professional directors, cameramen, journalists or by 
amateurs, readers who send their work to the newsroom or upload it themselves 
to social networks and video-sharing websites. It is mostly short and informa-
tive, entertaining or advertising film material, essentially very similar to materi-
als shown in theatres in the early days of film. Oftentimes it is a short recording 
of "real life", which basically does not differ much from the first movies made 
by Lumiere brothers, for example. "Members of the Lumiere family patented 
portable, we would say – compatible portable camera – already in the year 
1895, as amateur photographers/cameramen, recording all that was happening 
in the private and public life, and they also 'provoked' portraits of close friends 
and relatives. They reproduced life...".26 However, what "Workers Leaving the 
Lumiere Factory " once was, today is a funny amateur footage of children 
playing, such as "Charlie bit my finger again"27 – one of the most popular video 
clips on YouTube with more than half a million views28, which in aesthetic 
terms has much in common with the early film recordings – static camera, short 
form, the entire film consisting of one take and documenting a piece of "reality". 
Thanks to the sites like YouTube and Vimeo (which are not necessarily consid-
ered to be mass media because the materials published there mostly belong to 
private persons, not "complex organizations", as required by the mass media 
definition), whose video materials are integrated into portals, web editions of 
daily newspapers, magazines and television programs, the private, amateur 
footage became a part of the "official" media. In short, through their integration 
into "classical" mass media, the video clips from social networks have become 
institutionalized. Editors of mass media are selecting and integrating them into 
their web portals and magazines, eliminating a possible dispute over whether 
such audio-visual material could be considered a part of the media of mass 
communication. It certainly could, but this phenomenon has a dark side. "With 
its vanity and absurdity, the YouTube content has managed to overshadow even 
blogs. Nothing is too prosaic or narcissistic for those monkey-videographers. 
The site is an infinite gallery of amateur films that present the poor fools danc-
ing, singing, eating, washing up, buying, driving, cleaning, sleeping or just 
staring at their computers,"29 remarked Andrew Keen, highlighting, among 
other things, the problem of relationship between professionalism and amateur-
ism that will prove to be the key to understanding the development of the media. 
                                                     
26 Miltojević, Branislav, Podeljen ekran, Beograd, Filmski centar Srbije, 2011., 52.  
27 http://www.youtube.com/watch?v=_OBlgSz8sSM (1st July, 2013.) 
28 http://www.youtube.com/charts/videos_views?gl=US&t=a (1st July, 2013.) 
29 Keen, Andrew, Kult amatera, Zaprešić, Fraktura, 2010., 21. 
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While the average quality of works is up for discussion, the hyper production 
has had at least one positive effect: it has contributed to the return of the film as 
one of the most important media of today. "Omniscreen is not the films' tomb: 
more than ever, the film proves its imagination, diversity, vitality”.30 On 
YouTube, 10 million videos are viewed daily and 65,000 new ones are added, 
"never so many recorded sequences have been produced and displayed, never so 
many artistic and authorial videos have been made, never the audience have be-
come global so fast”.31 The short cinematic form that has had a special signifi-
cance in the formation of new role of the film as one of the dominant media is 
certainly the music video. Lev Manovich notes the emergence of new forms of 
film that developed in the 80s: they are non- narrative, shown on television or 
computer screen rather than in a movie theatre, and at the same time they are 
denying the film realism.32 He mainly has music videos in mind, because they 
have "since the eighties brought a new way of looking at things to film, a new 
and completely different way of showing and narrating".33 As far as music vid-
eos are concerned, a stylistic turning point was the music video for Michael 
Jackson's Thriller, directed by John Landis in 1983. With its enormous half a 
million dollar budget and integral 14-minute-long version Thriller "opened a 
new chapter in the history of music industry, establishing the concept of music 
videos shot in the form of short film".34 Meanwhile, video clips have moved 
online in significant numbers, to YouTube, Vevo and other video-sharing web-
sites which have, with their accessibility on multiple platforms, substituted the 
already weakened role of music television. Even the popular MTV stopped us-
ing the slogan "Music Television" in 2010. At the same time, the clips watched 
on YouTube most are music videos; nine out of ten most popular videos are 
music clips,35 which is the content lacking on Croatian national TV stations 
(CMC excluded). The majority of the music videos today are produced almost 
exclusively for the Internet broadcast and they¸ are typical hybrid media some-
where between television, film, music and the Internet. 
"Art (computer art), music (music video), game (videogame), commercials, 
chat, photos, knowledge – nothing can escape digitalized networks of the new 
screenocracy. Out entire lives, all our relations with the world and with others 
are more and more mediated by numerous interconnections through which 
screens never stop to converge, interact and link mutually".36 
                                                     
30 Lipovetsky, Gilles, Serroy, Jean, Globalni ekran, Novi Sad, Akademska knjiga, 2013., 26.  
31 Ibid, 32. 
32 Manovich, Lev, Language of New Media, Cambridge, The MIT Press, 2001., 310.  
33 Lipovetsky, Gilles, Serroy, Jean, Globalni ekran, Novi Sad, Akademska knjiga, 2013., 306. 
34 Miltojević, Branislav, Podeljen ekran, Beograd, Filmski centar Srbije, 2011., 99.  
35 http://www.youtube.com/charts/videos_views?gl=US&t=a (1st July, 2013.) 
36 Lipovetsky, Gilles, Serroy, Jean, Globalni ekran, Novi Sad, Akademska knjiga, 2013., 36.  
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Today, at times of constant exposure to various and omnipresent screens and 
constant online availability, only expected to further increase in the future, there 
are no more obstacles to practicality of watching a movie: it can now be 
watched anytime and anywhere, alone or in the company. Online, downloaded, 
streamed, and at all screens available: in theatres, on television, computer, tab-
let, mobile phone. "The smaller the audience visiting darkened auditoriums, the 
greater is the desire to record, there is more cinematic narcissism, but also the 
greater are the expectations of the visual, of hypervisualisation of the world and 
of oneself. We are not satisfied with watching the "big" movies any more, but 
we want to watch movies about the moments of our lives and what is happening 
right now. It is not a denial of film, but the expansion of the film spirit in the 
globalized film-vision. Omniscreen is not degrading the film, on the contrary: it 
contributes to the expansion of the film perspective, doubling the life of the 
moving image, creating a general and widespread film-mania".37 
 
Amateurism vs. professionalism 
One of the most important phenomena of strengthening the new media and dig-
ital technology proved to be the so-called democratization of the media and the 
strengthening of amateurism in various fields: in journalism,38 film, music, soft-
ware production. Andrew Keen warns that any phenomenon in which the audi-
ence has the final word is a very dangerous and harmful one,39 and the victims 
are not only professionals, because amateurs "diminish the value and take away 
their jobs", but all users of this "'free' content constantly reaching for our atten-
tion".40 He argues that information produced by amateurs is unreliable, unveri-
fied and that the democratized media are eventually forcing us to become critics 
and amateur editors, and regard everything we read with a dose of scepticism; 
we pay for "free" information with our most valuable resource – our time, Keen 
argues.41 His opinion is supported by Nicholas Carr, who explains the genesis of 
the “cult of the amateur” as a result of the combination of cheap and easy-to-op-
erate digital equipment and infinite storage capacity of data in digital form. 
"The major constraints in supply of creative works – high costs and narrow dis-
tribution channels – are disappearing. Because the most common cultural goods 
consist of words, images or sounds, all of which can be expressed in digital 
form, they are becoming as cheap to reproduce and distribute as any other in-
                                                     
37 Ibid, 39. 
38 Amateurism is very important in film criticism. Today 'collective grade' on Internet Movie 
Database is more important than opinion of professional film critic. "Millions of ordinary people 
are the new creators of taste" wrote Chris Anderson (Anderson, Chris, Dugi rep, Zagreb, Jesenski 
i Turk, 2008., 120.) 
39 Keen, Andrew, Kult amatera, Zaprešić, Fraktura, 2010., 39. 
40 Ibid, 61. 
41 Ibid 
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formation product. Many of them are also becoming easier to create, thanks to 
the software and online data storages and inexpensive production tools such as 
camcorders, microphones, digital cameras and scanners. Tasks that once re-
quired a lot of money and training, from film developing through video editing 
and graphic design to sound mixing can now be performed by amateurs in their 
dens, offices and schoolrooms. The proliferation of blogs, podcasts, video clips 
and mp3 files testifies to the new economics of cultural creation. And all the 
new digital products, whether fashioned by professionals or amateurs, can find 
their place in the online store. The virtual shelves of the Internet can expand to 
accommodate just about anything".42 
Understanding the new relationship between the amateurism and professional-
ism could be the key to understanding the future transformation of the mass 
media because, as explained by Gilles Lipovetsky and Jean Serroy, proliferation 
of media offers and expansion of computerized communication change the fact 
that more individuals have access to the media in hyperindividualistic way fol-
lowing their desires, moods and their individual schedules.43 "Global screen is 
perceived as an instrument adapted to the special needs of each individual: 
communication one-to-everyone is followed by all-to-all, mass-media is fol-
lowed by self-media".44 We should not be surprised, says Chris Anderson, if 
some of the most creative and influential works in the next few decades emerge 
from inspired hobbyists, rather than from traditional commercial sources.45 
There is no single answer to whether democratization of media does more good 
or harm, but it is certainly changing the paradigm. Perhaps the time has come to 
accept the changes and modify the definition of mass media. 
 
Conclusion 
Digital technology and the Internet have brought about yet another change in 
the way we understand film. The existing tendency of visual (over)saturation 
leads us to conclusion that film is an omnipresent medium, and therefore, due to 
its persuasiveness, perhaps the most influential. In times when the interest in 
print media is declining, the radio has lost its influence and the television, while 
still very relevant, is undergoing an advanced stage of digital convergence, and 
the same goes for printed media, publishing, music and news agencies, the In-
ternet has, as we have already stated, played a crucial role in the affirmation of 
film as one of the dominant mass medium of today. It was the Internet, com-
bined with digitalization, that has enabled the omnipresence of film content. 
                                                     
42 Carr Nicholas, The Big Switch: Rewiring the World, from Edison to Google, New York, W.W. 
Norton & Company, 2009. str. 150. 
43 Lipovetsky, Gilles, Serroy, Jean, Globalni ekran, Novi Sad, Akademska knjiga, 2013., 287.  
44 Ibid, 288. 
45 Anderson, Chris, Dugi rep, Zagreb, Jesenski i Turk, 2008., 76. 
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It is important to point out that what we consider to be a film is, in fact, a "total 
and interconnected combination of characteristics of all film works, film foot-
ages and film images of the whole so-called film corpus", states one of the defi-
nitions in the Film Lexicon. Most of the films today are made with digital 
equipment, so it should be kept in mind that perhaps the largest number of films 
that appear today are short, often non-narrative, even more often amateur... Par-
adoxically, it seems that the proclaimed 'death of film tape' could mark a new, 
more active 'life' for the film. 
Based on everything stated, film can be considered a mass medium. Perhaps a 
part of its power lies in the fact that since the very beginning the film has never 
discriminated against amateurism, while cinema clubs have played an important 
role in spreading the popularity of film and the preservation of film art. Thanks 
to accessible and cheap digital equipment films are recorded easily and quickly 
with cameras or mobile phones, edited on computers, distributed online, and 
since there is no discrimination of professionals against amateurs, everyone 
feels invited to participate in the production. There is no doubt that development 
of new technologies is what the future holds, together with improvement of the 
existing ones. The aim is, at least when film is in question, to achieve even 
more realistic representation (perhaps even without the mediation of the screen) 
and to come up with new profit-making models. 
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Summary 
 
Teaching controlled vocabularies and classifications at an introductory level 
can be challenging in terms of clarifying theoretical notions and motivating the 
students. In this light, approaches where students are presented with real life 
data that illustrates key concepts can be very useful. This case study investi-
gated the difference between subject description of a journal article when using 
uncontrolled vocabulary (free keywords) and controlled vocabulary (UDC no-
tions) as compared to author keywords, title keywords and UDC notions added 
by the subject specialist. The study was carried out before and after students 
attended an undergraduate introductory course to the field of controlled vocab-
ularies and classification systems with a special accent on using the Universal 
Decimal Classification (UDC).  The results confirmed two original hypotheses 
that UDC driven (post-course) tags will show a greater consistency and have 
higher agreement with the terms added by the subject specialist than free key-
word (pre-course) tags. Since the study was carried out in an educational set-
ting one of the goals of the study was to investigate the possible use of the study 
to illustrate the basic concept differences between uncontrolled and controlled 
vocabulary in the light of folksonomies and the use of UDC as a pre-coordi-
nated term list.  
 
Key words: folksonomies, UDC, controlled vocabulary, classification 
 
Introduction  
With the rise of digital environments, the use and implementation of controlled 
vocabulary is the ever more important part of everyday tasks performed by in-
formation specialists in the LIS field. Whether searching scientific databases, 
library catalogues or just Google, basic concepts of the use of controlled vocab-
ularies are always present when the retrieval of information is needed. Knowing 
the advantages and disadvantages of controlled vocabularies as well as proper 
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approaches to implementation is at the core of every knowledge organization 
and representation method.  
In recent years, a new wave of user participation in creating and describing 
online resources instigated a new approach in knowledge representation – folk-
sonomies. Folksonomies rely on the process of collaborative tagging, where 
many users add metadata in the form of keywords to shared content (Golder and 
Huberman, 2006), and the totality of these added tags on any different platform 
forms a folksonomy. From the KO aspect, folksonomies represent a "weak" 
method of knowledge representation because they don’t have means to express 
semantic relations as traditional methods of knowledge representation such as 
classifications, thesauri or ontologies have (Peters, 2009) so many authors ad-
vocate the use of folksonomies as a complementary method of knowledge or-
ganization by using power tags extracted from folksonomies along with con-
trolled vocabularies (Kwan and Chan, 2009; Mendes, Quiñonez-Skinner and 
Skaggs, 2009). In this notion, folksonomies are useful for providing user war-
rant, i.e. ensuring that the subject description matches the user vocabulary (Mai, 
2011). 
Considering the significant impact folksonomies had on the field of knowledge 
organization, they should be included in the syllabus of any course dealing with 
controlled vocabularies. One of the first attempts in exploring ways to integrate 
social tagging into teaching students controlled vocabulary was done by librari-
ans at Boston University's Alumni Medical Library (AML) teaching medical 
students how to use Medical Subject Headings (MeSH) (Maggio et al., 2009). 
They created in-class exercises to present MeSH and the concept of a controlled 
vocabulary in a familiar and relevant context for the course's Generation Y stu-
dent population and provided students the opportunity to actively participate in 
creating their education. The librarians found that this exercise – including the 
pre-class activity, intervention, and post-class evaluation – helped clarify the 
concept of MeSH, and that couching unfamiliar concepts in the context of pop-
ular technologies, can lead to more effective teaching (Maggio et al., 2009).  
 
Implementing a case study  
Following this initial approach, a small case study was implemented in the 
course "Classification Systems", offered to students of the Department of In-
formation and Communication Sciences at the Faculty of Humanities and Social 
Sciences, University of Zagreb, Croatia. The course is offered at the undergrad-
uate level, holding 6 ECTS credits and is intended as an introductory course to 
the field of controlled vocabularies and classification systems with a special ac-
cent on using the Universal Decimal Classification (UDC) as a practical imple-
mentation of a classification system widely used by Croatian libraries. The 
course is offered each year in the summer semester, and in the academic year 
2012/13 a total of 30 students enlisted in the course. There were two main rea-
sons this course was selected for the case study: (1) students enrolling in the 
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course are at the undergraduate level so they have no prior experience with 
controlled vocabularies in the form of course credits and (2) their age makes 
them likely Web 2.0 users so it was expected that the use of social tagging (a 
part of the Web 2.0 suite) could enable students to better understand the use and 
purpose of controlled vocabularies and classifications in the LIS field. 
This case study had 2 main goals, one strictly professional and the other educa-
tional. From the professional point of view we wanted to investigate whether 
using common pre-coordinated vocabulary (UDC notions) and familiarization 
with the proper use of controlled vocabulary during the course will have signifi-
cant impact on the description of the same resource. That meant measuring the 
term similarity of the pre- and post-course exercise in order to investigate and 
reflect the possible roles and aspects of folksonomies in the field of controlled 
vocabularies and UDC in particular. The second goal was aimed at exploring 
the possible use of these results to illustrate the basic concept differences be-
tween uncontrolled and controlled vocabulary in the light of folksonomies and 
the use of UDC to the students.  
 
Methodology and limitations 
Since the course is taught during a single semester, there were a total of 12 lec-
tures and exercises planned that addressed different topics within the course 
topic during the 15-week period. At the beginning of the semester, during the 
first exercise, as a part of the lecture on the role of abstracts and keywords, the 
students were presented with three journal articles from the field of Social Sci-
ences. The articles chosen for description were from a scientific journal, so they 
had abstract and author keywords assigned as well as UDC numbers added to 
them from a subject specialist, but were stripped from all of them. Students 
were given an assignment to write a short description about the topic of the arti-
cles and tag them. The exercise took place in an online environment of the 
Moodle based LMS used by the Faculty where an assignment was created, and 
the students were not aware that this exercise would be used for a case study. Of 
the three articles, from the study point of view, first two articles were consid-
ered only training exercises, with the results based on the third article planning 
on being used in the study itself. This was done to ensure that students under-
stood the assignment and were able to use the LMS properly to complete it. 
After that first exercise, the course was taught during a 12-week period covering 
the topics of controlled vocabularies, classification systems and the practical use 
of the UDC. During the last exercise session, a follow-up assignment with the 
same methodology was undertaken on the fore mentioned three articles. This 
time students were instructed to summarize and tag the articles again, but this 
time using the knowledge they acquired during the semester and using the UDC 
notions as tags. Two hypotheses were: 
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(1) UDC driven (post-course) tags will show a greater consistency than free 
keyword (pre-course) tags 
(2) UDC driven (post-course) tags will have higher agreement with the terms 
added by the subject specialist than free keyword (pre-course) tags 
 
Both hypotheses were based on the presumption that using common vocabulary 
(UDC notions) and familiarization with the proper use of controlled vocabulary 
during the course will have significant impact on the results and subject ap-
proach. After the assignment was completed, it was found that out of 30 stu-
dents, a total of 25 students completed both assignments so their tagging results 
of the required article was included in the further analysis. The idea of the study 
was not to be comprehensive, but to investigate and illustrate specific aspects of 
the relationship between controlled vocabularies, UDC and docsonomies within 
the educational setting. Since this study was carried out in a specific setting of 
an undergraduate course, the small sample of the students is a limitation of the 
study.  
 
Results and discussion 
First, the two tag sets were analyzed using descriptive statistics as presented in 
the Table 1. 
 
Table 1: Free tags vs. UDC notions  
  #  OF 
STUDENTS 
#  OF 
TAGS AVERAGE 
# OF 
DIFFERENT 
TAGS 
TOP 10 
TAGS 
FREE TAGS 25 146 5.84 66 (45%)   68 (47%) 
UDC 
NOTIONS 25 156 6.24 43 (27%) 101 (65%) 
 
In the pre-course exercise students assigned 146 tags, with an average of 5.8 
tags per student, while the in the post-course exercise students assigned 156 
UDC driven tags,  with a somewhat higher average of 6.2 tags per student.  
Further analysis wanted to examine the consistency vocabulary used in both ex-
ercises. It was hypothesised that the post-course tags will show a greater con-
sistency because students are using UDC notions and are familiarized with the 
proper use of controlled vocabulary. This was confirmed by the analysis where 
it was shown that the docsonomy (all tags of a concrete document, Peters et al., 
2011) for the article described with free tags generated 66 different tags (45%) 
while the one created post-course, using UDC notions had only 43 different tags 
(28%). The analysis of tag frequency distribution showed that the top ten tags 
(with the highest frequency) account for 46% (68) of total tags when students 
were using free tags, while that percentage has risen to 65% (101) when they 
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were using the UDC notions. When those values are presented on a graph, we 
can see that both distributions follow the power law (Figure 1). 
 
 
Figure 1: Tag frequency distributions compared 
 
The comparison graph reflects differences where the distribution of free tags 
produces a longer head and the UDC notion distribution creates a longer tail. 
Following these results, we can confirm that participants created a more con-
sistent folksonomy when using UDC notions, using fewer tags with higher fre-
quencies. This confirms our hypothesis that the post-course tags will show a 
greater consistency because students are using pre-coordinated list of UDC no-
tions and are familiarized with the proper use of controlled vocabulary, thus 
showing UDC driven descriptors more consistent and compact.  
Since the article chosen for description was from a scientific journal, it had au-
thor keywords assigned as well as UDC number added to it from a subject spe-
cialist. From the UDC number added to the article (004:37.018:007) UDC no-
tions associated with the number were extracted (9 terms). Added to these two 
sets, words from the title were also extracted (8 terms) to be used as a compari-
son set. The idea was to compare added free keywords (pre-course) and UDC 
notions (post-course) to see the overlap between those sets. As the user set, only 
tags with a frequency of 3 and higher were used to ensure basic tag validation 
(added at least by 3 students). Such criteria yielded 18 free tags and 16 UDC 
notions. The results are presented in Table 2.  
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Table 2: Term comparison between sets 
  
  
NO. OF INTERSECTING ELEMENTS 
AUTHOR 
KW (5) 
TITLE KW 
(8) 
SUBJECT 
SPECIALIST (9) 
FREE TAGS/UDC 
NOTIONS 
FREE TAGS  
(FREQ 3+) (18) 2/5 (40%) 4/8 (50%) 1/9 (11%) 3/16 
(19%) UDC NOTIONS  
(FREQ 3+) (16) 0/5 (0%) 1/8 (12%) 6/9 (67%) 
 
As we can see from the analysis, when students had to add free terms to de-
scribe the article, the highest overlap was between added terms and title key-
words (50%). There was also some overlap between free keywords and author 
keywords, and only one term was the same as that extracted from the UDC 
number added by the subject specialist. This illustrates several aspects of the 
free keyword driven crated docsonomy: (1) students presumed that the most 
important terms are already present in the title of the article so they included 
them in their description (can be viewed as a copy-paste method); (2) some 
overlap can be expected between fee keywords and author keywords, since both 
are uncontrolled and (3) there is a low agreement on terms between student free 
keywords and those assigned by a subject specialist.  
When the same analysis was carried out using the UDC driven set of terms 
added by the students, the results showed highest agreement with the terms 
added by the subject specialist, where 6 out of 9 terms were present in both sets. 
This was again in agreement with our second hypotheses that UDC driven 
(post-course) tags will have the highest agreement with the terms added by the 
subject specialist. This was underlined with a low agreement between UDC 
driven tags and author keywords and title keywords.  
The last analysis compared added free keywords (pre-course) and UDC notions 
(post-course) with a frequency higher than 3. It was shown that there were only 
three common terms that the students used both in pre- and post-course de-
scription. This showed how using pre-coordinated terms can yield very different 
results from using uncontrolled terms.  
 
Conclusion 
This case study investigated the difference between subject description of a 
journal article when using uncontrolled vocabulary (free keywords) and con-
trolled vocabulary (UDC notions). The study was carried out before and after 
students attended an undergraduate introductory course to the field of controlled 
vocabularies and classification systems with a special accent on using the Uni-
versal Decimal Classification (UDC).  The results confirmed two original hy-
potheses that UDC driven (post-course) tags will show a greater consistency 
and have higher agreement with the terms added by the subject specialist than 
free keyword (pre-course) tags. These results followed the line of some earlier 
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research (Špiranec and Ivanjko, 2013) showing that, from a knowledge organi-
zation aspect, users with more knowledge and expertise could create folk-
sonomies of a higher quality. 
Since the study was carried out in an educational setting one of the goals of the 
study was aimed at using these results to illustrate the basic concept differences 
between uncontrolled and controlled vocabulary in the light of folksonomies 
and the use of UDC to the students The methodology and results of this analysis 
can be used as an illustration of the advantages of using controlled vocabulary 
in describing resources. It was shown how implementing basic principles of 
subject analysis and using pre-coordinated terms can yield very different results 
from using uncontrolled terms. This study illustrated possible weaknesses of 
folksonomies and the need for complementing them by using controlled vocab-
ularies for enhancing the quality of subject access. This exercise was also useful 
for illustrating how UDC notions can be used as a pre-controlled vocabulary for 
subject description. Since teaching controlled vocabularies and classifications at 
an introductory level can be challenging in terms of clarifying theoretical no-
tions in the field on one hand, and motivating the students on the other, such 
approach where students are presented with real life data that illustrates key 
concepts can be very useful. 
Further studies in this direction should include larger sample, student evaluation 
of the approach as well as exploring other ways to implement a case study in the 
educational process. 
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Summary 
 
This paper presents a student project that used a unique service learning ap-
proach to the issue of cyberbullying among elementary school pupils. Students 
have prepared a combination of lectures (curriculum units) and workshops 
about cyberbullying that occurs on social networks. Main purpose of the project 
was to educate pupils about the harmful side of the social networks, violence, 
and pedophilia. However, students also showed children the variety of ways so-
cial networks can be used appropriately in school and how to protect them-
selves from bullies and predators on the web. 
 
Key words: cyberbullying, elementary school, communication, social net-
works, Facebook, privacy, protection, anonymity 
 
Introduction 
The topic of this project was chosen following a series of bullying incidents on 
social networks. The authors of this paper believe that children should be grad-
ually introduced to social networks and trained on how to use them safely and 
in the right way so they can profit from it (education, friendships, etc.). Children 
should be guided and warned of the dangerous of social networks such as pri-
vate information, theft and cyberbullying, but they should also be taught how to 
protect themselves and follow rules enforced by their parents and teachers. It 
needs to be emphasized that, according to Facebook terms, children younger 
than 13 should not have a Facebook account. Unfortunately, research already 
showed that children use Facebook in much earlier age (a survey of kids in U.K. 
revealed that a quarter of them have a presence on a social network--way below 
the age limit of 13). The Facebook usage in Croatia is not different from United 
Kingdom. Therefore, we decided to have children younger than 13 (5th grade) 
included in our project: not as an encouragement for children to use Facebook, 
but as a security guide for those of them who already have a "secret" account. 
Although both parents and teachers can decide to ban social media from their 
children until they are 13, such approach might be counterproductive to a 
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child’s development, since the ways that young pupils interact and make friends 
changed a lot during the last decade.   
Bullying has been recognized by parents and school officials as a serious prob-
lem for decades. But, this harmful behavior has transformed its methods and 
ways as our communication habits changed. E-mails, text messages and social 
profile sites are part of our digital era. As reports show, 90% of children are 
online on a daily basis [10]. 
Cyberbullying is often described as a new form of traditional bullying. It is "an 
aggressive, intentional act carried out by a group or individual using electronic 
forms of contact, repeatedly and over time against a victim who cannot easily 
defend him or herself" [1]. Or, put differently, it is: "the use of information and 
communication technologies to support deliberate, repeated and hostile behav-
ior by an individual or group, that is intended to harm others" [3].  
Although both bullying and cyberbullying can be defined as harmful behavior, 
there are some significant differences between these two. Essentially, cyber-
space has no physical boundaries. It means that cyberbullying can happen at any 
place, any time. A victim does no longer have a "safe-place", since cyberbully-
ing operates in the virtual space that can be accessed using the electronic de-
vices. 
The other aspect of cyberbullying is anonymity, causing victim to experience 
even more intense feelings of fear, frustration and powerlessness and encour-
aging bullies to be more aggressive. Another characteristic of cyberbullying is 
the potential global audience, unlike the traditional school environment. The 
distribution of text, photos or videos has never been easier and never harder to 
erase entirely once it’s published online.  
To summarize, bullying can manifest itself in at least three different ways [10]: 
physical bullying, harassment and relational bullying (destroying victim’s rela-
tionships). Cyberbullying has two main forms [10]: direct, where messages are 
transmitted from the bully to the victim, and indirect, in which case bully enlists 
others to bully the victim.  
Qing Li [7] quotes Williard’s methods of cyberbullying:  
a) flaming – sending angry, rude, vulgar messages directed at a person or 
persons privately or to an online group 
b) harassment – repeatedly sending a person offensive messages;  
c) cyberstalking – harassment that include threats of harm or is highly 
intimidating;  
d) denigration (put-downs) – sending or posting harmful, untrue, or cruel 
statements about a person to other people; 
e) masquerade – pretending to be someone else and sending or posting 
material that makes that person look bad or places that person in a poten-
tial danger;  
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f) outing and trickery – sending or posting material about a person that con-
tains sensitive, private, or embarrassing information, including forward-
ing private messages or images.  
g) exclusion – actions that specifically and intentionally exclude a person 
from an online group.  
Cyberbulling can affect academic and social life of victims causing school ab-
sence, eating disorders, substance abuse, depression and even suicide. 
 
Methodology 
The project presented in this paper Facebook: The Good, the Bad or the Ugly? 
was designed and implemented by three graduate students of Information and 
Communication Sciences study at the Faculty of Humanities and Social Sci-
ences (who are also authors of this paper) as part of the course Service Learning 
in Information Sciences.  
Service learning is a new teaching method rapidly spreading in higher education 
in United States and Europe [2, 4, 5, 6, 8, 9]. Following this method, students 
learn and develop their professional and interpersonal skills as well as critical 
thinking through active participation in structured cooperative activities that ad-
dress community needs. It also helps universities to contribute to their commu-
nities and instills democratic values, increasing the mutually beneficial interac-
tion between universities and the social community. 
The project Facebook: The Good, the Bad or the Ugly? used a unique service 
learning approach to the problem of cyberbullying. This service learning project 
stretched over a semester and took place in the elementary school Julije Klović 
in Zagreb.  
Each graduate student had the opportunity to apply what she learned to "the real 
world", but also to be a part of the project run by different participants (school 
teacher, students, faculty mentor and school pupils). 
The process of implementing a service learning component involved four sepa-
rate and distinct stages: (1) Preparation, (2) Action, (3) Reflection, and (4) 
Presentation, described in the following chapters.  
In the project’s preparation phase, students identified and analyzed the problem 
- social network violence and identified a community need - to teach school 
children about current social network violence issues. Students designed a de-
tailed plan of the project with the university and community members (school 
teachers and faculty mentor) to ensure collaboration between their University 
and elementary school Julije Klović in Zagreb.  
In the project’s action phase students performed all the activities specified in the 
written project application, while in the reflection phase they produced the re-
sults of their reflection: a reflective journal and e-portfolio. The project ended 
with the group multimedia presentation. 
In their 5 years study these students learned many theoretical concepts and ap-
plied them to the imaginary or simulated circumstances, but rarely managed to 
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apply the acquired knowledge to the real world. In this project they had time 
and will to rethink and implement their own research ideas and they seized the 
opportunity to transform them into "hands-on" experience, while observing the 
results and the project’s impact to the end beneficiaries.  
Finally, during their research on cyberbullying, students came across a great 
source of information for their project. The Brave phone and Child Protection 
Center Zagreb expressed their enthusiasm about the project and offered their 
partnership and support.  
The Brave phone ("Hrabri telefon") is an NGO registered in 1997 with the main 
aim to protect the children from abuse and neglect. Child protection center Za-
greb was founded in 2002 aiming to provide effective and systematic support 
for traumatized children and their families (i.e. abused and neglected children, 
families affected by the war, etc).  From the first contact with the Brave phone 
team, students experienced their support and engagement in the topic of cyber-
bullying. They shared students’ concern and will to educate children, parents 
and teachers. With the help of the Brave phone, students also established col-
laboration with the Child Protection Center Zagreb, which provided them with 
copies of their handbook on cyberbullying. This handbook was designed for 
children, parents, teachers and everybody who works with children and wants to 
protect and educate children and youth about the huge risks of the Internet mis-
use. 
 
Project’s preparation phase  
In the first stage of the project students worked on identifying a community 
need, collaborating with the community partner and acquiring new information 
and skills. 
Students have decided to prepare a combination of lectures (curriculum units) 
and workshops for elementary school pupils about cyberbullying [1] that occurs 
on social networks. The main purpose of the project was to educate pupils about 
the harmful side of social networks, violence, and pedophilia. However, they 
also wanted to show children how social networks can be used properly and 
how to protect themselves from bullies and predators on the web. 
After identifying the need (cyberbullying) and potential community partner (el-
ementary school), the students’ focus shifted onto analyzing how to integrate 
the service learning project into existing curriculum while meeting the educa-
tional requirements of the regular school curriculum as well as the pupils’ 
needs.  
Students drafted a 10-minutes long presentation at the beginning of the class. 
But, since the whole class lasts 45 minutes, they decided to devote most of the 
time to the workshops ideas. Regarding the workshop, students have selected a 
short animated movie as a motivational instrument for the entire school class.  
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In the next step, they planned the session of poster design with pupils as a type 
of artistic workshop, so that these posters can later be used as part of the school 
exhibition on the cyberbullying topic.  
Although students’ main objective was to develop curriculum units and work-
shops that would raise pupils’ and teachers’ awareness of the issue and effects 
of cyberbullying in the elementary school, they also wanted to explore opportu-
nities to acquire new skills, to think critically, to adopt new competencies and to 
test their roles in an environment which encourages risk-taking and rewards 
competence. The student communicated about the project via Moodle, e-mail 
and face-to-face meetings. 
 
Project’s action phase  
In the first phase of the project realization, a student team has chosen the team 
leader who was responsible for communication with the faculty mentor.  
The key goal emphasized in the action phase was to design an interesting 
presentation and a workshop on social networks and problem of cyberbullying 
for pupils, but students also planned to make a small exhibition on the topic and 
include pupils’ parents. Considering the different learning preferences of the 
teammates, the different knowledge level and different understanding of the is-
sue, students had to cope with the existing limitations. 
Project Facebook: The Good, the Bad or the Ugly? was carried out in two 5th 
grades and one 7th grade during informatics class at the elementary school Julije 
Klović in Zagreb.  
 
Introductory and motivational part 
As a part of a single lesson (45 minutes), students firstly held a small presenta-
tion about violence and potential danger of the online world followed by a 
workshop about cyberbullying.  
The class conducted by students included: (1) an Introduction, (2) the Lecture, 
and (3) the Workshop. The Introduction consisted of the following elements: (1) 
an introduction stating learning objectives and what the project was about, (2) 
background information establishing the importance of the chosen topic and ex-
plaining to pupils general terms like communication and Internet, (3) motiva-
tional video from Youtube titled: Znaš li s kim razgovaraš? Online zamka. ("Do 
you know who you’re speaking with? An online trap").1 This motivational 
video is a short animated movie made in collaboration between Center for 
missing and abused children in Osijek, video club Mursa and elementary school 
Mladost in Osijek. Drawings and animations were made by eighth grade pupils 
to warn their peers about the potential dangers of the online world, especially 
social networks. This powerful multimedia resource helped pupils to get ac-
quainted with the main topic of the project. 
                                                     
1 http://www.youtube.com/watch?v=HrDXuT2oGFY 
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The Lecture was delivered as a Power Point slide presentation for pupils and it 
was divided in three parts. Firstly, students presented the notion of social net-
works, Facebook and violence in general, addressing issues such as: what to do 
if you are cyberbullied and why pupils cyberbully. In the second part of the 
lecture they presented possibilities and ways of online protection and prevention 
of cyberbullying. Finally, they concluded the presentation indicating positive 
uses of social networks.  
 
Workshops  
The last part of the lesson consisted of workshop activities that actively in-
volved classroom pupils and targeted their multiple learning styles, requiring 
pupils to implement what they have learned from student lecture and to think 
about how the lesson applied to life outside of the classroom. 
Two sets of workshop activities were developed by students. One set was de-
signed to be used with fifth graders and the other set was designed for use with 
seventh graders. Specific goals for each group workshop were described in de-
tails in the student project plan, as well as all the activities that would take place 
in the group during the 45-minutes lesson.  
Fifth grade students were instructed to write positive and negative aspects of the 
social networks.  
In the first class of the fifth graders, pupils were given red and green cards. 
They had to write negative experiences and the misuses of social networks on 
the red cards, while on the green cards pupils had to list the good characteristics 
of the online communication. On the yellow cards students have written neutral 
terms like „anonymity" or „availability", relating them to the semantics of 
online communication, but they also taught pupils about meaning of such terms 
in both positive and negative context. Red, yellow and green cards were then 
shaped as a traffic light, showing negative, neutral and positive aspects of social 
networking.  
The other class of the fifth graders had a similar task, writing down positives 
and negatives, but this time they were given cards of several different colors. 
They were instructed to write down one good thing about the Facebook on the 
one card, while on the other they had to write down one bad thing about it. Stu-
dents made two posters out of these cards: one presenting "good" cards with the 
„like" button , and the other containing "bad" cards with the „dislike" but-
ton .  
Seventh graders had a bit more challenging task. They were divided in smaller 
groups of 3-5 pupils and given a task to invent a new Facebook group with a 
socially useful aim: useful for their class / school or their neighborhood or for 
some other shared interest. While some groups of seventh graders did an excel-
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lent job writing down all the steps of creating such virtual group and describing 
the possible issues that might occur, other groups were not so engaged. 
Results of these workshops were posters which the pupils designed themselves, 
expressing their reflections and comments about the given topic. Posters were 
put in the visible place (two in the corridor of school and one in the informatics 
classroom). 
Students have fulfilled the objectives of their project, connecting them with the 
basic objectives of their study (museology / information science). They have 
also enabled further communication about the topic of cyberbullying in the 
whole school, bringing it closer to other pupils who did not have a chance to 
participate in this project. 
 
Project’s reflection phase  
During the whole project (preparation and action phase), students were required 
to write a reflection journal in order to integrate their learning and service expe-
rience with the personal awareness and growth. 
Reflecting on the service learning process and the skills they mastered, they 
wrote that these projects represent innovation in education because they provide 
practical part of it that is usually neglected. The project had a positive effect on 
their personal development, fostering the sense of personal efficacy and leader-
ship, as well as the ability to work with teammates improving the communica-
tion skills and confidence. 
 
Evaluation 
In order to receive the feedback from their beneficiaries, students designed a 
survey that consisted of ten questions. Their goal was to find out the number of 
pupils with Facebook accounts and if their parents knew about these accounts, 
since children under the age of 13 are not allowed to open Facebook ac-
counts and can only do so if they or an adult have been untruthful about their 
date of birth. Students explored whether pupils were familiar with the topic of 
violence on social networks, whether they experienced violence themselves and 
if they need and like lectures and workshops such as ones they attended. A total 
of 49 pupils from two 5th grades and one 7th grade were surveyed. Pupils were 
asked to answer with "yes" or "no" to questions or rank their claims on a 1–5 
scale with 1 being the lowest value and 5 being the highest value. Most of the 
pupils were male.  
Furthermore, pupils were asked if they have a Facebook profile in the first place 
and if their parents know about it. Students discovered that as many as 68% of 
pupils have a Facebook account that their parents knew about (Figure1). 
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Figure 1. Percent of pupils that have a Facebook profile 
 
 
 
Figure 2. Percent of pupils with previous knowledge about cyberbullying 
 
Also, more than half of the children (55%) were familiar with the topic of vio-
lence on the social networks (Figure 2). 
Most of the children, 74%, did not experience any problems while using social 
networks. But, 20% has faced some form of violence, while 6% encountered se-
rious violence on the social networks (Figure 3). 
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Figure 3. Percent of pupils encountering violence on social networks 
 
Most of the children (53%) admitted that these types of lectures are needed in 
elementary schools (Figure 4).  
 
 
Figure 4. Pupils' attitudes towards lectures on topics such as violence  
on the social networks 
 
Finally, more than 50% of the pupils declared that they learned something new 
during the lecture and workshop on cyberbullying (Figure 5). The last survey 
question allowed them to add their own comments. They acknowledged that 
there is a lot of violence on social networks, but they rarely dare to talk about it.  
The survey results have shown that although children encounter violence on the 
social networks, they tend to be reluctant to talk about it.  
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Figure 5. Percent of pupils that stated they learned something new  
in this lecture and workshop 
 
Conclusion 
After the evaluation of their project, students have come to the following con-
clusions: all pupils (5th and 7th graders) that were part of the project use the In-
ternet and are mostly acquainted with terms that adults use in online communi-
cation. Most of the pupils use various social networks, especially Facebook. 
The majority of pupils are acquainted with the potential dangers of the Internet. 
Furthermore, students in this project have revealed an emergent issue in the el-
ementary school curriculum: pupils do not learn about the Internet until they 
become 7th graders, but they begin to use the Internet much earlier, without nec-
essary skills, knowledge and the quality supervision.  
Therefore, students have fulfilled the specified project goals: they have warned 
5th and 7th graders about possible danger of using social networks, introducing 
them to various ways of protection. They have also taught them about the posi-
tive use of social networks and encouraged them to participate in the design of 
posters and small projects. 
The service learning project Facebook: The Good, the Bad or the Ugly? has ad-
dressed a specific community need (violence on social networks) while giving 
students an opportunity for critical thinking through active participation in a 
structured activity. For some of the students, this project experience represented 
a first face-to-face encounter with pupils and the opportunity to teach in front of 
real pupils instead of their peers. Moreover, students have established a success-
ful collaboration with the community partners: the elementary school Julije 
Klović, Child Protection Center Zagreb and the Brave phone, as well as with 
their final beneficiaries - school pupils.  
This project brought many long-term contributions to society: it increased pub-
lic awareness about issues of cyberbullying and about adequate usage of social 
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networks; it promoted the Internet culture and its benefits to pupils, while the 
school community witnessed a unique approach to one of the important and 
contemporary issues in the elementary school.  
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Summary 
 
Information can be managed in different ways. This paper explains how to in-
crease effectiveness through information governance and to introduce continu-
ous business process improvement into any organization with help of lean 
thinking through social business environment.  
 
Key words: lean, continuous improvement, social business network, knowledge 
 
Introduction 
This paper is not focused on explaining what lean means or what the best lean 
practices are, but instead on how to introduce lean management in a unique way 
into any organization that wants to improve information and knowledge sharing 
between their employees. One of the important aspects in information manage-
ment is the idea management and this paper will explain why social collabora-
tion platforms are becoming inevitable today regardless whether an organization 
is focused on production or on services industry. 
 
New approach to software support for lean transformation 
Although there are experts who think that lean management does not have any-
thing to do with information technology, it can be proven that each principle 
(lean, continuous improvement, kaizen etc.) can be very well supported with IT 
if the IT system is completely in accordance with defined rules and practices. 
Not only this, but also well-designed and flexible IT system can bring a higher 
value for the customer than just following lean management best practices 
without IT support. Today, we can see lean initiatives not only in manufacturing 
industry, but also very often in service organizations and we can say without 
doubt that lean thinking can be applied to all business activities, especially in-
formation governance.  
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Through experience with customers, who either plan or already have imple-
mented lean, we discovered a lack of IT support in their continuous improve-
ment process. One possible solution to this challenge can be a simple idea man-
agement tool. There are many existing idea management tools that are not in 
accordance with lean principles nor applicable for every organizational process. 
Therefore, CROZ has developed a new approach in lean management; IT sup-
port which combines three key elements for a complete and rounded solution no 
matter on which platform it is delivered: 
• Social business collaboration platform  
• Lean management and continuous improvement principles  
• Business process management  
Social business collaboration platform features can help understand why 
choosing IT support should be the next step after recognizing the need for con-
tinuous improvement in an organization.  
Social networks started to grow globally after 2005 when Facebook opened to 
anyone over age 13 and Twitter was launched. In the years that followed, peo-
ple started using social networks as everyday communication platforms in pri-
vate life and business as well. In 2011, LinkedIn had more than 90 million pro-
fessional users. At the same time, IT companies that were dealing with enter-
prise systems recognized this trend and started releasing their enterprise social 
networks intended for internal employee’s collaboration in organisations (IBM 
Connections, Jive, Yammer etc.). In the last few years, companies are starting to 
realize many benefits of such platforms and tools aimed for improvement of 
their internal communication and information management.  
Idea management solution on top of social platform can be considered as a cen-
tral place where suggestions on continuous improvement are gathered and fur-
ther developed in business process management tool. 
 
How does social business collaboration platform fit into lean? 
Information governance means dealing with an effective and efficient use of in-
formation in organizations. Social business collaboration platform has the same 
purpose; to find and provide information in more effective and efficient way 
than through e-mail, usage of static document management systems, etc. First 
among the lean principles collaboration platform should support is “coaching 
people”. 
Lean considers that each lean manager who is an expert for his/her area needs to 
dedicate his/her time to teach and coach other people. Social business collabo-
ration platform can be very useful for knowledge distribution and easier infor-
mation access. Each time when a new employee is hired, manager does not have 
to waste time on starting from the scratch with the new employee. All the 
knowledge is kept on collaboration platform and does not disappear. 
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Prerequisite for making excellent products and provision of quality services is 
coaching people. According to lean it is better if manager acts as coach rather 
than director. This approach shows people that they are able to approach their 
teachers without fear of failure or denial. 
 
Associate knowledge with people, not documents 
Most organization keeps their knowledge in document management systems. 
The problem with knowledge in static documents is that it gets old very fast 
(knowledge changes dynamically). Thus, it does not represent a natural way of 
sharing because people in real world share information in real time, mostly 
through different updates, posts, blogs, wikis etc. 
If expertise in certain area is needed usually people do not search all possible 
documents on specific topic. Instead, an expert should be found first and his/her 
documents and blogs. Social business networks are focused primarily on people 
and their expertise because knowledge needs to be always fresh and relevant.  
 
Continuous improvement through idea management 
In further text, focus is given to Idea management and continuous improvement 
of business processes throughout information lifecycle: from idea creation, its 
transformation, up to idea implementation. Idea management that is imple-
mented in accordance with lean principles can also support better management 
of information in organization. 
 
Idea management in lean organisations 
In order to give their best ideas, employees need to be challenged and have op-
portunity to express what they want without fear of bad feedback. Respect for 
people does not have to be achieved only through awards and good manager-
employee relationship. There are many factors that can influence the level of se-
riousness and enthusiasm with which employees will get to work and under-
stand their role in an organization. As mentioned, one of the factors is to feel 
safe and brave enough to express their opinion and have motivation to improve 
their work. 
Lantech is a company researched by Womack and Jones [4] and can serve as a 
good example of challenges that company needs to overcome when imple-
menting lean thinking. One of the main challenges for the Company at the first 
stages was how to consolidate communication barriers between different de-
partments, especially the information flow. In this sense, collaboration and 
feedback from other employees/managers needs to be considered very im-
portant in the process of breaking down the barriers.  
In order to solve existing problems, they need to become visible first to all 
shareholders included in a specific business process whether these are employ-
ees, managers, board of directors, etc. Furthermore, visibility needs to be ena-
bled in order to fill social network with relevant content. Through visual man-
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agement of information this can be easily done and checked because many peo-
ple are included in the process. 
 
Sharing information in a social way 
Not giving people an alternative for sending e-mails basically means forcing 
them to do a wasteful work. Social business networks can enhance teamwork 
through applications such as Wiki, Blog, and Communities etc. (see Picture 1). 
This is especially useful for geographically dislocated teams. Social business 
platform should at least have the following functionalities in order to achieve 
quality information governance:  
• Possibility for teams to work on a project in different, customized and 
separated environments  
• Forums for discussions about business topics in non-formal way in order 
to motivate people to give their opinions and answers to others questions 
• Blogs for publishing new information, e.g. manager articles with com-
pany news and strategy, employees blogs on specific business domain, 
etc.  
• Files sharing and versioning for easier file distribution  
• Possibility for a whole team to work on one document (Wiki) 
• Idea management functionality to enable continuous improvement 
through employees idea sharing 
• Profiles with “wall” feature 
• Expert network that can be searched by many criteria in order to find 
information and experts easily 
 
Gathering ideas from employees for continuous improvement process 
Management usually gives a task to employees to share their ideas on a specific 
topic that is in their interest (not important if it is via e-mail, web form, in per-
son or written on a paper). Depending on whether the task is obligatory or -op-
tional, two scenarios will probably happen. If the task is obligatory people will 
do it only because they have to and it is very unlikely that quality and innova-
tive ideas will be gathered. If the task is optional, most employees will not even 
try to participate, because sending an e-mail or even worse, saying the idea in 
person to their manager frightens them. 
The approach should be different. Managers should not ask for ideas only on 
certain topics or when they think there is a problem that needs to be solved. 
People should have a chance to express their opinions about the things they per-
sonally consider important at the time. These ideas often will not have anything 
to do the with the business domain.  
The way ideas are given is also important. If the ideas are sent only to man-
ager’s e-mails, managers will have a lot of individual ideas. Between all these 
ideas (especially if the organization is big) there will be individuals with similar 
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ideas or perhaps with small differences that can decide if the idea is feasible or 
profitable for an organization or not. In the first scenario, these individuals do 
not know that they have given similar ideas and cannot work together to make a 
single excellent idea. The key is to enable people to work together and to see all 
proposed ideas in order to comment each other’s ideas and improve them.  
 
 
Picture 1. Commenting and feedback on the ideas provided 
(Source: LIKE MY IDEA tool) 
 
It is a waste of time if lean department leaders need to look through e-mails in 
order to read every single idea. In big organization, this is not even viable. Why 
not allow the whole organization to evaluate the ideas through a simple voting 
process instead? Lean department can decide on the number of votes necessary 
for an idea to reach the next step of approval and deal only with ideas that are 
already filtered and improved among employees. 
In the Toyota idea management system continuous improvement and innovation 
initiatives guarantee that team member’s ideas will be heard and acted upon. 
LIKE MY IDEA also implements the system of trust among employees.  
Continuous improvement process is possible because of following lean waste 
elimination: elimination of paperwork, no overloading of coordinator because 
only best ideas get to the evaluation process, electronic notifications and task 
assignments, escalation, visual management and metrics.  
If we simplify the process we can say that continuous improvement is con-
ducted through following449juYx0ni steps: empower the employees, measure 
and evaluate ideas and the last one is to improve or act upon the ideas.  
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Picture 2. LIKE MY IDEA metrics 
(Source: LIKE MY IDEA tool) 
 
 
Picture 3. First step in idea approval evaluation  
(Source: LIKE MY IDEA tool) 
 
There are many advantages of implementing such approach of communication 
on social business platform:  
• Employees are more willing to give ideas because of the less formal envi-
ronment, e.g. the ideas can be given in form of Blogs  
• Ideas are visible to everyone and others can give constructive comments 
on already proposed ideas, and these comments are not considered as 
criticism, but rather as a help to improve the idea 
• Each vote has very positive influence on the idea creator  
• Gamification can be used on social business platform in order to motivate 
employees to participate (employees collect badges for voting, proposing 
ideas or commenting) 
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Achieving flexibility with business process management platform  
Employees have the means to create ideas on social business network in a moti-
vating and informal environment. Ideas can be given both to general continuous 
improvement topics and also as a response to certain management challenges. If 
there is no need for all employees to participate in some topics, they can be 
closed for smaller groups or specific departments.  
 
 
Picture 4. Idea collection and evaluation process  
(Source: LIKE MY IDEA, http://www.likemyidea.com/like-my-idea/lmi-over-
view/) 
 
After idea is given, the voting process takes place. All employees who have the 
option to give idea also need to have the option to vote for the idea or comment 
it. When enough votes are collected, the idea is ready to be propagated for eval-
uation. Different criteria, scorecards and other methodologies can be used for 
idea evaluation. The way the idea will be evaluated depends on customer prac-
tices. Therefore, IT solution that supports lean thinking in any organization 
should be very flexible and adaptable to customer’s specific business process. 
There is no single implementation that can fit each customer’s need. That is the 
reason why business process management platform is inevitable in IT supported 
lean organization.  
Business process management platform enables very quick and flexible adop-
tion of approval/evaluation/implementation process. The process can have three 
simple steps for organizations with smaller lean departments or very complex 
procedure that is impossible to change dynamically without business process 
management tools.  
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Although the procedure can vary from customer to customer, one step should 
never be avoided. All parts or at least most of the parts of the approval process 
should have output in form of feedback from lean department that is sent back 
to social business network (e.g. in form of comments on idea). This step is very 
important because of psychological reasons. This way, employees can see that 
something is happening with their ideas (e.g. they could see that their idea is 
now in redesign phase or that it needs an additional input from the author). Alt-
hough this seems as a small step in the process, it has a big influence on em-
ployees’ motivation.  
 
Conclusion 
Through application of features and principles mentioned in this paper, idea 
management tool can grow into creative and intelligent community where em-
ployees will try to continuously improve their work and help others in doing so.  
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Summary 
  
This paper presents analysis of a survey conducted on marine agents and agen-
cies in Split. The purpose of this research was to evaluate organizational effec-
tiveness based on creativity of maritime agents and to determine if a creative 
attitude increases the level of organizational creativity in practice of maritime 
organizations in general. The research was empirical and survey was based on 
SOQ and factor analysis. The work of maritime agents is an important eco-
nomical factor in a maritime-oriented country such as Croatia.  
 
Key words: organizational creativity, maritime inspectors, maritime agency 
 
Introduction 
The purpose of this research was to evaluate organizational effectiveness based 
on creativity of maritime inspectors. A successful company is the one whose 
business is constantly growing and improving. A high challenge climate exists 
when the people are experiencing joy and meaningfulness in their job, and 
therefore, they invest much energy (Isaksen & Lauer, 1998). 
Creativity is a complex and multi-faceted phenomenon. A general framework 
that approaches the more comprehensive understanding of creativity has been 
the classic four P's (Person, Process, Product and Place). For example, the most 
comprehensive picture of the creative person can be drawn by considering not 
only the characteristics or traits of the person, but also the kind of environment 
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or context in which the person works, the kinds of mental operations used, as 
well as the nature of the desired outcomes or products (Isaksen & Aerts, 2011). 
Organizational effectiveness and functionality greatly depend on the creativity 
of the workforce.  
 
The survey for marine inspectors 
This survey was based on Situational Outlook Questionnaire (Isaksen et al., 
1999). 
1. Do you consider business as a challenge and personal involvement? Are 
you encouraged, emotionally involved and committed to work? 
2. How free are maritime inspectors to decide on the method of performing 
their tasks? Do they have time to consider things before acting? 
3. Is there dynamism in your work (plenty of events in organizational life)?  
4. Is there trust and openness in your work? Do people feel free to express 
their opinions and offer different viewpoints? 
5. Is there enough time to elaborate new ideas? Do you have time to ex-
plore and develop ideas which were not a part of the original task? 
6. Is there playfulness and humour? Is the atmosphere relaxed? Is easy-go-
ing communication considered acceptable? 
7. Are there any conflicts? To which extent do people engage themselves in 
interpersonal conflicts? 
8. Is there a support to new ideas and are there means for testing them? Do 
people listen to each other generously? 
9. Are there any debates? To which extent do people engage themselves in 
lively discussions on real interest issues? 
10. How much risk is acceptable? Is failure considered normal? 
 
Empirical research 
Based on factor analysis, the dimension "dynamism" was not included, and a 
questionnaire was reduced to nine dimensions. This instrument contains 50 
items, and is constructed to evaluate supporting of creativity and change of 
every particular context. The subject of this research is the measurement of 
business creativity and development of creative environment in the work of 
maritime inspectors. The problem of this research can be formulated by ques-
tions: How effective is marine inspector who fosters creative business environ-
ment? Can fostering of creative organizational environment in maritime organi-
zations result in increasing of organizational creativity in general? 
Answers to these questions are aimed at developing knowledge about variables 
that allow the operationalization of creative business environment as a factor in 
improving maritime agents’ effectiveness. 
The objectives are achieved through the following tasks: 
• determining inspectors’ attitudes and their latent structure towards crea-
tive organizational environment; 
M. Nadrljanski, V. Domitrović, S. Frkić, Creative Business Environment as a Factor in … 
129 
 
• determining the correlation between marine agents’ social status (sex, 
experience, position, level of education ...) and their attitudes towards the 
creative organizational environment; 
• discussion about the results and drawing conclusions relevant to improv-
ing the effectiveness of management by fostering creative organizational 
environment 
 
Research hypotheses 
Ha1: The level of business and organizational creativity of maritime agents 
contributes to the improvement of the overall creativity in maritime manage-
ment organizations, as well as to the improvement of creativity in maritime 
business. 
 
The type of the research 
The research is empirically based. A basic methodological approach used in the 
research was survey method1 in which data were collected and analyzed with 
appropriate statistical method, presented and discussed. This method was cho-
sen, as it proved to be quite suitable on the field for fact-finding with this type 
of variables. The method of theoretical analysis was used as a supplementary 
one. The contents of scientific debate and research dealing with these issues 
were also analyzed. 
 
Population and sample 
The sample was meant to be drawn from the population of all maritime agents 
in Split. The sample was identified by random drawing using the systematic 
sampling method (every Nth from the list), providing that the original sample 
totalled in xx companies (it was expected that 20 - 30% of companies would not 
provide valid survey material). There has been a final sample of yy companies 
with valid survey material. The survey was being conducted from September, 
2009 to January 2010. The confidence level of p <0.05 was estimated in the 
formed pattern. 
 
Variables 
The main data collection technique was the electronic survey and personal sur-
vey (by authors of the paper). Sections in the questionnaire were: 
• research unit and subject identification, 
• questions identifying creative environment in the organization, 
• questions on subjective preferences, satisfaction and attitude towards life 
 
                                                     
1 Answering questions about feelings, behaviour, etc. especially given the time variable (the 
change of a specific populations over time). 
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Data Processing 
Data were entered into the basic matrix and subjected to multiple controls (logic 
control, normality, regression analysis demands, item analysis). All variables 
were subjected to bivariate analysis. According to the prevailing nature of the 
data the selection of statistical methods was made that corresponds categorical 
data: 
• Non-parametric tests - Chi Square test, 
• Logistic regression, 
• Path-analysis. 
Depending on the nature of data, some other methods were applied (graphical 
representation of variables for exploratory insight etc.). 
 
Survey results 
Variable system reliability 
Before the data analysis, it is necessary to determine to what extent the unit of 
variables "affects" the underlying construct of the research, namely, the con-
struct of organizational effectiveness and the construct of creativity. Due to 
these checks, an item analysis was performed, using the reliability test by cal-
culating Cronbach's alpha. 
The high value of Cronbach's alpha (Cronbach's alpha: .966550) indicates the 
high reliability of the variables used for the underlying constructs of this re-
search. 
The average correlation between variables is low (r = 0.00), allowing discrimi-
nation to identify relations between individual variables. Detailed analysis of 
individual variables, their contribution to the reliability of the total variable 
sample, suggests the existence of variables which increase the level of Alpha (a 
total of 33 variables) when excluded from the variable sample. There are also 
variables whose exclusion from the total variable sample causes low Alpha 
level (77 variables). The first category of variables has a lower value for this 
cognitive content, while the second category has a high value. 
 
Characteristics of subjects 
Before analysing the survey results, it is necessary to determine the reliability of 
conclusions based on statistics that represent normal distribution of variables. If 
it proves that the appropriate distribution of data from at least ordinal measuring 
scale is normal (Gaussian curve2), then we can apply more powerful parametric 
tests. If this is not the case, it is necessary to apply less powerful parametric 
tests. The results of parametric tests applied to the data that do not satisfy the 
                                                     
2 Gaussian distribution or "normal distribution” is an important family of continuous probability 
distributions, applicable in many fields. Each member of the family may be defined by two pa-
rameters, mathematical expectation and variance (dispersion) σ2. 
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premise of normality, can be taken as a guide to further analysis, but not as a 
reliable basis for inference. 
 
Demographic analysis of subjects 
The requirement of normality is satisfied by the variable Work experience 
(RDIS8). Other variables do not meet this requirement and this must be taken 
into account when choosing statistical tests. The absence of normal distribution 
for most variables limits the reliability of conclusions about subjects’ uni-
formity of attitudes, as confirmed by coefficients of variation (except for varia-
ble STRSP6, where deviation of variability from average values is over 50%). 
The ratio of 40:60 in favour of the male subjects may be considered satisfactory 
for the social circumstances in Croatia. Data indicate that 90% are of urban 
origin and 70 % have high school education. Working experience shows that 
most subjects belong to the younger (51%) and middle (48%) generation. 
 
Attitudes towards professional development factors 
Dimensions of Professional Development 
When asked what dimension is considered more important for professional de-
velopment, there were three answers offered:  
1. subjective - ability, self-confidence, interests 
2. objective - working conditions, promotion, jobs and positions that vary 
in complexity, responsibility and organizational level  
3. they are equally important 
Respondents generally attributed equal importance to subjective and objective 
dimension (three quarters of the responses). Such a response can be interpreted 
as the lack of understanding of dimensions and their importance. Concerning 
respondents who gave priority to one of the two dimensions, the relatively 
higher proportion prefers subjective assumptions of professional development 
(15%) and a smaller proportion prefers priority to objective factors (9%). 
 
Characteristics of subjects relevant to successful professional development 
Subjects were asked about the most important qualities for a successful profes-
sional development. They had to circle three characteristics among:  
high IQ, nice physical appearance, male / female, social origin and status of 
their parents, friendliness, obedience and resentment, moral integrity and inde-
pendence, work, expertise, favouritism and initiative. 
The results revealed three priority characteristics for successful professional de-
velopment: 
1. High IQ – 37.4% 
2. Work – 44.9% 
3. Expertise – 49.2%. 
They were followed by moral integrity and independence (22.1%) and initiative 
(26.8%). The least important were features: male / female, social origin and 
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status of parents, and favouritism. Based on this ascertainment it can be con-
cluded that the majority of respondents prioritize characteristics subjective to 
change if the individual is motivated and unless cultural constraints prevent the 
implementation of the necessary changes in individual’s behaviour. 
 
Willingness to engage in improving of professional development 
On the question about willingness of intense commitment (to work, further 
training, travelling ...) in order to enhance their professional development, three 
quarters of respondents replied that they are quite ready and completely ready. 
These results lead to a conclusion that the activities of maritime inspectors are 
open to learning, which is essential in developing creative organizational envi-
ronment. 
 
Correlation analysis 
Correlation analysis indicates that the higher the education, the lower the will-
ingness in making effort to improve professional development (rsp = 0.147 with 
p<0.012). Furthermore, respondents who spent their childhood and youth in 
more urban environment, showed more willingness in additional efforts for pro-
fessional improvement (rsp = 0.122 with p<0.037). The same relation was ob-
served to be correlated positively on the levels of school education and the 
willingness to make additional efforts in professional improvement (rsp = 0.123 
with p<0.037). 
 
Respondents' satisfaction with the professional achievement and conditions  
Four questions were asked regarding their satisfaction with the achievement and 
conditions of professional development: a) about their own professional devel-
opment, b) about general social conditions for development, c) about attention 
paid to developing and motivating staff, d) about the possibility of acquiring 
new professional skills through different educational programs. 
Concerning satisfaction with their own professional development, 50% of sub-
jects showed the highest positive attitude (the average level of 3.93 with rela-
tively smallest CV3 = 22.13%), the other 25% showed satisfactory attitude and 
only 6.2% showed dissatisfaction. The opposite relation was indicated towards 
general social conditions for professional development of maritime experts (av-
erage level of 2.86 with relatively greatest CV = 39.51). In this case the propor-
tion of respondents who indicated dissatisfaction with social conditions was 
much higher (36.1%) than those who expressed satisfaction (28.7%). Respond-
ents' satisfaction with the situation in organization, especially with employers’ 
attitude towards developing and motivating staff, is in the central position on 
the satisfaction scale (the average level was 3.42 with a CV = 33.04%). It 
                                                     
3 Coefficient of variation. 
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should be noted that a significant percentage of subjects was undecided or dis-
satisfied (47.7%) with the evaluation of personnel management in their organi-
zations. The same can be stated for the level of respondents’ satisfaction with 
the possibility of acquiring new professional skills through different educational 
programmes (average level of 3.40 with CV = 33.52). However, the number of 
subjects who were satisfied with the possibility of further education was 51.4%. 
 
Correlation analysis 
High positive correlation was observed between the variables "Satisfaction with 
attention paid to developing and motivating staff” and "Satisfaction with the 
possibility of acquiring new professional skills through different educational 
programs”. A strong correlation between variables "Satisfaction with their own 
professional development” and "Satisfaction with attention paid to developing 
and motivating staff” was also observed. The respondents perceive the attention 
to development and motivation of maritime agents as an important factor in cre-
ating environment of satisfaction.  
 
Personality characteristics of respondents 
Respondents were asked ten questions with implicit introspective assessment of 
the personality traits: 
The highest ratings and level of mutual consent (CV) respondents indicated re-
sponding on two variables: "I find the tasks or activities that require autonomy 
and responsibility suitable for me” (81.6%); and "Demands that I impose on 
myself are within the limits of what I can do. (82%) 
Orientation on activities relying on the abilities and making efforts identified 
73.5% of respondents. 
About three quarters of respondents (75%) identified introvert attitude, ten-
dency of self-valuation (without comparing their effects and success with oth-
ers). Tendency towards increased effort in solving problems at work identified 
77.6% of respondents. Self-control in a situation when the job requires per-
forming of annoying, repulsive and boring tasks identified 68.9% of the re-
spondents, and more than one quarter did not identify with this feature (28%). 
Another situation of having self-control with the task of no interest for respond-
ent was identified by a high percentage of respondents (71%). But 27.8% of re-
spondents did not identify with that kind of self-control. 
Issues implying negative attitude towards the persistence of problem solving, 
contained in the variable "Dealing with one problem for some time is a waste of 
time” divided respondents into two approximately equal subsets: 49.9% of those 
who identify with the reluctance of long-term problem solving and 48.7% of 
those who identify positively with it. The same variable was set in the positive 
sense "I am attracted to demanding and long-term tasks”, and resulted with 
57.6% positive, and 45% negative identifications. Finally, the variable "I am in-
different when I do not fulfil my obligations” was identified negatively with 
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75.9%, indicating respondents’ refusal to identify with indifference to the com-
mitments. This issue also raised the largest discrepancy with relatively highest 
coefficient of variation (63.40%). 
 
Correlation of subjective characteristics 
Correlation analysis within subjective characteristics of the respondents shows 
the strongest positive correlation between variables "I do my best even if I am 
not interested in a subject” and "I work on problem solving, even though it re-
quires a greater effort”. Variable "I'm attracted to tasks or activities whose out-
come depends on my ability and effort” has a strong correlation with other vari-
ables of subjective characteristics of the respondents: 
• Concerning my success, I prefer satisfying my own internal criteria than 
comparing to others. 
• I work on problem solving, even though it requires a greater effort. 
• Demands that I impose on myself are within the limits of what I can do. 
Creativity analysis demanded grouping of subjects into categories according to 
values attributed to all views / claims calculated from the scale applied in the 
questionnaire. The variable CRELEV was obtained by calculating the sum of all 
values attributed to each subject related to creativity. However, this variable 
measures respondents’ attitudes to creativity within the organization where they 
work. This study analyses level of creativity of organization, so it was necessary 
to find an indicator of creativity based on the average score of all survey re-
spondents within the same organization. 
For that purpose, we calculated average values  of more respondents in the same 
organization (for organizations with one respondent, the individual values were 
retained). Variables CREORG and CREORG_rnk were obtained this way, the 
latter meant organization ranking as compared to the average value of the varia-
ble CREORG (where 100 is the average value of all organizations). 
Concerning the average level of creativity grade of all respondents was 0.396 
(median 0.428), we can conclude that in the sample of organizations in the re-
search, the organizational creativity is at the "zero" level, and that ideas and be-
haviours of creative organizational environment are at early stages. 
The analysis has led to the realization that there is a correlation between organi-
zations and the level of organizational creativity. This correlation is strong with 
the weak negative correlation. Lambda test suggests that organization makes 
more influence on organizational creativity than vice versa. This finding is sig-
nificant because it indicates an importance of a maritime inspector in creating a 
creative organizational climate. Such an atmosphere is not created by the spon-
taneous initiative of employees, but by initiative and interest of employers. Cre-
ative relationships are the key to success and, according to Nadrljanski Đ. and 
M. (2013, p.54), success is a resulting feature and has to be related to manage-
ment of interactions rather than management of actions. 
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We verified these expectations by testing connections between grouped varia-
bles of organizational creativity and subjective characteristics of respondents. 
Tests of connectivity of all the variables from the battery of subjective charac-
teristics of the respondents confirmed that only school education (SCED44) was 
significantly associated with block variable CREORG4r at the level of organi-
zational creativity. 
The test of the power connection points to its low level. Pearson's correlation 
coefficient5 shows a weak negative correlation between the observed variables. 
Lambda test of association between these variables confirms characterizing it as 
the dependent variable (the error of reasoning is reduced to 9.4% versus 0% if 
the variable SCED4 is put in that position). This finding suggests that school 
education is an important stimulus for creative behaviour. 
Relatively low level of respondents’ school education indicates the tendency in 
accepting creativity, but there is no required interest in management structures 
of activating such a tendency. More detailed insight into the connection be-
tween the group variable CREORG4r6 with dimensions of creativity, confirms 
above mentioned lack of initiative in creating and developing creative organi-
zational environment. 
Selecting variables contributing to the level of organizational creativity we can 
distinguish the variable formulated with a statement "Conspiracies, traps, strug-
gle for dominance and territory are common elements of life in the organiza-
tion," which describes the environment opposite to one postulated as a creative 
organizational environment. Only two variables belong to a subset of positive 
claims while others are negative.  
 
Conclusion 
Results of this study show that marine inspectors are mainly unsatisfied with 
current organizational practices and are therefore often oriented to modern ap-
proaches of improving effectiveness. Their tendency in accepting creative envi-
ronment is positively correlated to the level of effectiveness of management in 
general. Social and experiential qualities of maritime agents are part of their at-
titudes and determinations towards fostering a creative environment. Finally, 
personality traits proved to have a significant impact on their attitudes towards 
creativity. Concluding the scope of this research one has to consider its limita-
tions. There were certain limitations when determining the sample, as a number 
of agents and agencies did not respond to the survey material. To compensate 
                                                     
4 Educational level of Maritime Agents 
5 Pearson's correlation coefficient (r) is the linear relationship measuring between two variables in 
a sample. The value of r2 is typically taken as the percent of variation in one variable explained by 
the other variable. 
6 CREORG4r is short for creativity of the organization where maritime agent works. 
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for this limitation, we used the request triangulation in analysing the results. 
The results of this research confirm that the development of maritime organiza-
tions is inclined to learning, and their advantage over conventional Tayloristic 
organizations is creativity, openness and change. 
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Summary 
 
The data collected in National Statistical Offices (NSOs) present a valuable 
source for the research community. These data, when put to some secondary 
analyses, bring new benefits for society. The growing need for researchers’ 
easy access to publicly funded data is recognised in the European Statistical 
System (ESS). There are on-going efforts for establishment of pan-European 
network for Remote Access (RA) to Microdata in official statistics and there are 
several projects concerned with these issues coming along. In this research pa-
per the authors will explore the current state of establishment of infrastructure 
for researchers’ RA to statistical microdata in ESS and they will propose a 
model for development of infrastructure for researchers’ RA to statistical mi-
crodata in Croatia with the aim of integrating the Croatian system for RA to 
statistical microdata in the currently developing ESS’s infrastructure for the 
same purpose. 
 
Key words: European Statistical System (ESS), Statistical Microdata, Remote 
Access (RA) 
 
Introduction 
Through history it has been a common practice for European countries to pro-
vide public only with aggregated statistical information. These aggregated data, 
also known as macrodata, present results from publicly funded statistical sur-
veys. Data from which macrodata are produced, i.e. microdata, would reside in 
the premises, i.e. on the servers of organisations performing these surveys, or 
some partner archiving organisation responsible for safe preservation of statisti-
cal data. However, the prevailing trend and orientation of global politics is 
changing towards opening access to publicly funded data, collected in publicly 
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funded projects. Yet, another trend in information and communication technol-
ogies is towards turning closed organisations’ information systems into open 
systems, available on the Internet through a set of web services, i.e. orientation 
towards service oriented architecture (SOA) and service applications available 
for global society users. The same trend is introduced in statistical information 
systems management. The main objective in development of information sys-
tems in statistics is set to harmonisation of statistical processes, standardisation 
of procedures and establishment of cooperation between different countries 
through means of information and communication technologies and standard-
ised datasets. New systems, oriented towards opening access to raw data for the 
public, are on their way to become present in countries all over the world. These 
systems are considered necessary in order to have more transparent and effec-
tive society. This new approach will bring many changes and will have a big 
impact on everyday life in today’s knowledge-driven society. Special concerns 
in statistics area are the legal compliance of the new social system and safe im-
plementation of the needed services, especially due to the fact that different 
countries deploy different legislatives about statistical microdata confidentiality. 
Statistical microdata are an example of confidential datasets, so they will prob-
ably never be completely open for public use. However, they can be opened to 
some extent1 for researchers’ use. 
 
Data throughout statistical surveys  
To be able to provide statistical indicators about society and environment to the 
public, NSOs in countries collect microdata about statistical observation units 
(people, organisations, events, etc.). NSOs process those microdata about sta-
tistical observation units and produce aggregated data, i.e. statistical macrodata. 
Statistical macrodata are disseminated by various publication channels2. Statisti-
cal macrodata are publicly owned goods. The system presented by the model in 
the Picture 1 should be useful for explaining micro and macrodata-flows be-
tween public and NSO. The authors have illustrated the basic model of NSO, 
collecting microdata from public and in return providing public access to statis-
tical macrodata. Amongst collecting microdata through surveys from public, 
there are some other possible sources of microdata for NSOs, like administra-
tive registers, providing microdata input. Having that in mind the model pre-
sented in the Picture 1 should be perceived as a basic model of collecting statis-
tical microdata, presenting basic methods of collecting statistical microdata, i.e. 
statistical surveys. 
                                                     
1 Usually anonymised statistical microdata are opened for use to the research community. 
2 Usually by printed or web editions or by interactive database warehouses available on the web 
which enable browsing and analysing statistical macrodata. 
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Picture 1. National Statistical Office providing public access to macrodata 
(basic model of NSO) 
 
NSOs have legal right3 to collect confidential data about statistical survey units 
(persons, institutions, events, etc.) as they are objects (input data) for statistical 
surveys. 
 
Microdata Confidentiality 
Microdata are protected by legislatives which differ from country to country.4 
As stated in Data Without Boundaries (2012a) “ (...) highly-detailed and confi-
dential microdata (...) should be understood as data about individual statistical 
units that, due to the level of details provided, contain the risk of disclosure for 
the specific statistical unit. Therefore such data can only be accessed under 
technical, organizational and statistical restrictions.” Definitions of confidential 
                                                     
3 These rights can only be practiced as stated in legislatives covering statistical survey in question 
and only persons involved in the statistical survey have access to data in question. All staff 
members involved in data processing in NSOs and therefore having access to confidential data are 
legally obligated to secure and prevent data from being disclosed to other persons during and after 
the period of involvement in statistical processes, i.e. statistical surveys, and are especially 
forbidden to use statistical data for nonstatistical purposes of any kind.  
4 Data classification should be and it already is in place in many countries. 
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microdata records are not limited just on data presenting one statistical unit but 
“definitions of confidential microdata depend on national legislation, the design 
of the survey (sample size, included variables) and the means of access (e.g. 
Remote Access, Safe Centre, Download).”5 This means that small sets of rec-
ords can be considered too revealing and the possibility of disclosure of a single 
record in a recordset could be the reason for classifying the whole recordset as 
confidential.  
 
Researchers’ access to Microdata 
Research communities and governmental bodies are using statistical microdata 
as they are useful when put to some secondary use and made available to re-
searchers who are in turn able to produce new and meaningful representations 
for the society. In Data Without Boundaries (2012a) a clear conclusion is made 
that “only real Remote Access (RA) systems would meet the cumulative chal-
lenge of the high demand for confidential microdata, limited resources inside 
the NSIs (...) and researcher’s needs.” 
 
ESS projects for development of RA to Microdata  
As presented by the results in Data Without Boundaries (2012a) some European 
countries, namely Denmark, France, Slovenia, the Netherlands, Sweden and 
United Kingdom, offer researchers RA service to their official statistical micro-
data. Also, there is a Safe Centre in Eurostat6 in Luxemburg where researchers 
can remotely access microdata from some statistical surveys of several EU 
member countries. At this moment these procedures are very complex and time 
consuming and there is a need for establishing a more cooperative, inter-con-
nected and user-friendly system. Also, there are running projects, like ESSnet’s 
“Decentralised and Remote Access to Confidential Data in the ESS” - DARA, 
concerned with the establishment of European Safe Centre for Access to statis-
tical microdata in all Europe’s NSOs and partner organisations, as well as with 
connecting Safe Centres in countries with the servers in Luxemburg. The pro-
ject “Decentralised Access to EU microdata sets” ended in January 2010 and it 
produced a feasibility study for this establishment and was also a trigger for the 
DARA project. Eurostat is in the process of establishing “Secure Infrastructure 
for Confidential data access and sharing” (VIP-SICON) project to build a re-
mote access system based on Citrix and the software development for this pur-
pose has just begun, so at this moment it is still not evident how this system will 
operate. The Data Without Boundaries project is aimed at developing an easy 
and equal access rights and infrastructure to official microdata for researchers 
                                                     
5 Data Without Boundaries (2012a). 
6 Eurostat is the Statistical Office of the European Union, i.e. central statistical authority in the 
ESS. 
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for the European Research Area through coordination of existing infrastruc-
tures, Council of European Social Science Data Archives (CESSDA7) and the 
ESS.  
 
Available RA Centres in Europe 
A definition of Remote Access to microdata, as presented in Data Without 
Boundaries (2012a), is „any kind of terminal or desktop solution that uses a se-
cured connection to the servers of the respective data provider, whereby the user 
can see the real, highly detailed and confidential microdata.“ The first country 
to offer their researchers RA to microdata was Denmark in 2002, followed by 
UK and Slovenia in 2004 and Sweden in 2005. In 2006 the Netherlands joined 
this community and two more countries in 2009, namely France and again UK8 
introduced microdata RA, followed by Germany in 2011. Other countries still 
have to develop similar systems based on existing models with the aim of being 
compatible to others, as the movement towards cooperation in statistical area is 
evident and expected by authorities like EU Commission9 and Eurostat. 
 
Common and different RA areas in available centres 
Although, at this time, there is no case of two exactly the same RA centres in 
Europe – they all, according to the study performed and results presented in 
Data Without Boundaries (2012a), have some common areas in the way they 
are assembled and organised to work. Firstly, in all RA centres confidential data 
does not leave the research data centre. Users basically connect to RDC’s10 
server with thin clients11 or via regular PCs, which are only able to trigger 
execution of commands on the protected RDC’s server, where data is processed. 
Secondly, after being processed on RDC’s server, data are sent – not directly to 
the user’s PC but – to an RDC location. This location is usually user’s outbox 
folder in RDC where the data stays until examined by an NSO’s staff member. 
The data can be sent to a researcher only if approved to be safe for sending. All 
data transmitted to users are kept for some period in the archive of the RDC (3 
months or so). At all the RDC’s there is a process of accreditation before a re-
                                                     
7 CESSDA at the moment has 20 member countries in Europe. 
8 Different service then before in 2004. 
9 EU Commission, along with Eurostat, has a big impact on the development of official statistical 
systems in Europe. The two organisations are active in introducing standards and establishing 
harmonised statistical systems in Europe.  
10 RDC – Remote Data Centre. 
11 “A thin client is desktop computer that is only used to provide input and output to the user. The 
calculations are done on a server. According to that, thin clients are equipped with a limited 
operating system that allows only restricted use of functionalities (Data Without Boundaries 
(2012a)).” 
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searcher can get access. For this purpose passwords are used, given IP-ranges, 
smart cards with fingerprints, i.e. biometric technologies12, smart cards that cre-
ate one time password (OTP), hardware components13 or token with RSA Se-
cureID. Most of the RDCs use more than just one of these methods for accredi-
tation. All RDCs have sophisticated user account management and use Mi-
crosoft active directory for user management. The internet (or private govern-
ment network14 enables remote connection between researchers and data, with 
relatively standardised technologies for encryption of communication. Some of 
the applied encryption methods are SSTP, SSl-VPN, Cisco-tunnel, RDP (Mi-
crosoft) and ICA Basic encryption (Citrix). Surveillance is carried out during 
research activities (methods like monitoring sessions, logs, log-on and log-off 
information etc.). At RDC’s standard statistical software is usually made avail-
able free of charge (SAS, STATA, SPSS). Additional software is possible, but 
users have to cover the cost. 
 
Building an integrated RA Centre for Microdata in Europe 
Combined statistical microdata from various Data Centres available across Eu-
rope using RA services could be a precious source for researchers conducting 
comparisons and drawing important conclusions throughout the Europe, thus 
enabling better informed political decisions for society and economy. All this 
potential should not be neglected, especially in today’s knowledge-driven econ-
omy. Many people agree on the notion that the so called “online borders” be-
tween European countries should be removed, thus enabling cooperation and 
even global proactive involvement of society, using global microdata sets from 
different countries. It is obvious, however, that these changes should be intro-
duced with careful and reasonable consideration of possible benefits and possi-
ble threats for the society in the long term, and especially careful planning of 
new legal framework. Yet, at this moment researchers are facing complex pro-
cedures and have to be prepared to invest a lot of time and effort when in need 
of statistical microdata as they are available at the safe centre in Eurostat, Lux-
emburg with the exception of countries enabling this kind of remote access lo-
cally15 to their citizens, and yet another different set of rules is in place for the 
“noncitizens”. The process of getting the authorisation privileges is rather com-
plex and it takes some time before users can use the data. European Commis-
                                                     
12  Biometrics is being used currently in France. 
13 In France the so called SD-box-hardware certificate device. 
14 Private government network for researchers’ RA to statistical microdata is used in UK only at 
this moment. 
15 These countries are discussed in this paper, but they only provide access for their citizens, with 
an exception of Germany, which also provides remote access from US to the data in Germany, for 
a few US citizens involved in projects at IAB in Germany. 
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sion is on its way to simplify all these processes by implementing international 
e-signatures and international e-certificates on the Internet. It is presumable to 
expect their integration into governmental services for public over the Internet. 
There are some projects coming along at this moment with the aim of changing 
the state of RA to microdata in Europe. ESSnet projects deal with the problem 
of establishing an RA to microdata in Eurostat Safe Centre from local NSOs in 
European countries. DARA will deliver a running system connecting Safe Cen-
tres from countries in Europe to microdata at the Eurostat in Luxemburg. It al-
ready had two successful connections established from two countries in Europe 
until now. The project is planned to end in October 2013.  
 
Proposal of the model for microdata RA in Croatia 
The main statistical body of Croatia is Central Bureau of Statistics (CBS). Since 
Croatia became EU member in the July 2013 Croatia also took new obligations 
to fulfil requirements of the EU, Eurostat and other organisations involved in 
the ESS establishment. At the moment of writing this paper, Croatia is not a 
member of the CESSDA association. Following the global trend toward open 
government initiatives Croatian government has signed Open Government Part-
nership agreement in August 2011. Open Government Partnership, as stated in 
their web release, is a new multilateral initiative that aims to secure concrete 
commitments from governments to promote transparency, empower citizens, 
fight corruption, and harness new technologies to strengthen governance.16 Re-
cently signed G8 Open Data Charter17 states that “access to data allows 
individuals and organisations to develop new insights and innovations that can 
improve the lives of others and help to improve the flow of information within 
and between countries. (...) Today, people expect to be able to access infor-
mation and services electronically when and how they want. Increasingly, this is 
true of government data as well. (...) Open data can increase transparency about 
what government and business are doing.” Further in the Charter the G8 coun-
tries state that they will “establish an expectation that all government data be 
published openly by default (...) while recognising that there are legitimate rea-
sons why some data cannot be released; (...) release high-quality open data that 
are timely, comprehensive, and accurate. To the extent possible, data will be in 
their original, unmodified form and at the finest level of granularity available; 
(...) make sure that data are fully described, so that consumers have sufficient 
information to understand their strengths, weaknesses, analytical limitations, 
and security requirements, as well as how to process the data; and release data 
as early as possible.” Also, they recognise “statistics (National Statistics, Cen-
sus, infrastructure, wealth, skills)” as “areas of high value, both for improving 
our democracies and encouraging innovative re-use of data.”  
                                                     
16 Open Government Partnership, August 2011, http://www.opengovpartnership.org/about. 
17 G8 Open Data Charter, UK Cabinet Office, 2013. 
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Picture 2. National Statistical Office providing access to macrodata for public 
users and anonymised and filtered microdata for researchers’ RA and secondary 
analysis purposes 
 
Remote Access to statistical microdata is one way to accomplish these goals. 
Croatia is an example of country without RA service centre for microdata in 
statistics. It is reasonable to expect that Croatia will be involved in developing 
Safe Centres for RA to microdata in the country connecting them with other 
Safe Centres in the ESS in the near future. Having that in mind, in the Picture 2 
the authors are presenting a model for microdata RA Safe Centre for Croatia. In 
the proposed model shaded observation units present a researcher and a gov-
ernmental institution employee seeking access to microdata. As illustrated, 
these users are able to get access to statistical microdata after passing through 
security checking by Authentication Service Centre (ASC). Considering the 
complex procedures for data classification in official statistics, which vary from 
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one statistical domain to the other, it is reasonable to expect a considerable ef-
fort will be invested in preparing automated, i.e. computerised, procedures for 
data classification in RA systems in order to have a fully automated system in 
place. For RA to microdata special authentication services must be put in place. 
Croatia has already established a similar service, called AAI identity, at the 
Croatian Academic and Research Network (CARNet). AAI provides electronic 
identity authentication service for members of the research community. How-
ever, Open Data initiatives are aimed at opening publicly funded data to all 
public members, not just to the researchers and government officials. If those 
systems are to be introduced and made available through a set of online web 
services, it is reasonable to expect that in the end these systems will be very 
complex, especially in the security layers implemented and authentication ser-
vices used for various user profiles. Certainly, they could benefit from a 
planned introduction of NIAS18 in Croatia and this system should be developed 
with the aim of being compatible with various systems, hopefully it will be use-
ful for implementing in researchers’ authentication for statistical Microdata RA. 
It would be especially wise to think beyond the borders of Croatia.  In that sense 
Croatia, as a member of ESS, should join the combined network for establish-
ment of RA to statistical microdata in the ESS.  
 
Conclusion  
The full potential of statistical data is not derived by using aggregated data, i.e. 
macrodata. It should be possible to move beyond and to be able to connect, at 
least research community members, to safely protected statistical microdata 
using RA services and enabling easy access. Using that data, which possibly 
hold many undiscovered secrets and relationships, could introduce lots of bene-
fits for society and empower individuals and organisations. In the last ten years 
outstanding progress has emerged in some European countries, and different 
countries have developed and implemented different sets of network infra-
structure, protocols and ways of researchers’ RA to statistical microdata imple-
menting various ways of authentication of users and providing security for ac-
cessible statistical microdata. It is reasonable to expect future involvement of 
Croatia in this area as Croatia has just became a member of the EU and a full 
member of ESS. We have proposed the model for development of Safe Centre 
for RA to statistical microdata in Croatia, critically stressed the importance of 
harmonising applied procedures and careful introduction and development of 
system for microdata RA in Croatia with the aim of integrating this system into 
the ESS’s system for RA to statistical microdata. 
  
                                                     
18 NIAS – National Identification and Authentification System. 
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Summary 
 
The authors explain the context in which electronic records are being pre-
served. They explain the concept of authentic electronic records and proceed 
with the analysis of the technologies supporting trust in electronic records. 
They start by explaining the Public Key Infrastructure as the requirement for 
electronic signatures, digital certificates, the concept of non-repudiation, 
trusted archive service, timestamps and trusted digital timestamping.  Further, 
they analyse formats of electronic signatures – XMLDSig, XAdES, CAdES, 
PAdES – and their possible influence on the long-term preservation of validity 
of electronically signed records. The authors conclude that although strict re-
quirements of certain types of electronic signatures can ensure authenticity, in-
tegrity and non-repudiation of preserved records, they will still require preser-
vation action on the level of medium and files. 
 
Key words: electronic signature, digital certificate, non-repudiation, trusted ar-
chive service, timestamp, XMLDSig, XAdES, CAdES, PAdES 
 
Introduction 
Digital documents are being created in every segment of modern business. 
Those documents may or may not be part of a document management system. 
Increasingly they are not printed and signed but are digitally signed instead. At 
that moment they become records. They are used in the process of business and 
later, when they lose their immediate business value, are archived and may or 
                                                     
* The positions put forward in this article are solely those of the authors' and do not necessarily 
reflect the positions of FINA. 
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may not become part of a records management system and stored within a digi-
tal archive solution. If those records are to be preserved in the long-term their 
characteristics of authenticity, reliability, integrity and usability1 have to be pre-
served. 
"Authenticity is not a single concept, but involves different aspects that can be 
associated with an object: 
• A traceable path from the object's original to its current ownership. 
• Measures and techniques for safeguarding against and/or recognizing 
modifications. 
• Techniques for establishing the use of original materials. 
Usage and context define how these aspects are defined for individual classes of 
objects."2 Therefore, as Duranti says, "a document is authentic if it can be 
demonstrated that it is precisely as it was when first transmitted or set aside for 
preservation, and if its reliability, i.e., the trustworthiness it had at that moment, 
has been maintained intact."3 
This shows that the concept of long-term preservation of digital records with the 
abovementioned characteristics requires a complex digital solution. The aim of 
this paper is to give a context in which modern digital documents and records 
are being created, to explain the technologies required to support that process 
and to analyse their influence on long-term preservation of validity of electroni-
cally signed records. Therefore, the concepts of electronic signatures, digital 
certificates, non-repudiation, trusted archive service, timestamps and trusted 
digital timestamping will be explained. For better understanding of those con-
cepts, the concept of Public Key Infrastructure needs to be shortly explained. 
"Public Key Infrastructure (PKI) represents complex information infrastructure, 
which is used to manage electronic identities. Basis of PKI relies on asymmetric 
encryption. Asymmetric encryption actually relies on mathematically related 
key pair, one called the public key, and another called private key, generated to 
be used together. (...) The private key is kept secret and used only by its owner, 
while public key is made available to anyone who wants it."4 Modern systems 
can easily use the keys with length of 2048 characters which are impossible to 
break even by todays supercomputers. 
                                                     
1 As defined by ISO 15489: Information and documentation – Records management, 2001. 
2 Van Diessen, Raymond J. and van der Werf-Davelaar, Titia, Authenticity in a Digital 
Environment, IBM / Koninklijke Bibliotheek Long-Term Preservation Study Report Series, No. 2, 
IBM Netherlands, Amsterdam, December 2002, p. 3, http://www.kb.nl/sites/default/files/docs/2-
authenticity.pdf (22.2.2013) 
3 Duranti, Luciana, The Concept of Electronic Record, in: Duranti, Luciana, Eastwood, Terry and 
MacNeil Heather, Preservation of Integrity of Electronic Records, Kluwer Academic Publishers, 
Dordrecht, The Netherlands, 2002, p. 27. 
4 Jacobs, J., Clemmer, L., Dalton, M., Rogers, R., Posluns, J., SSCP Study Guide, Syngress 
Publishing, 2003, pp. 330-331. 
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Technologies and concepts supporting trust in electronic records 
Electronic signature 
There are two types of electronic signatures – basic (usually referred to just as 
"electronic signature") and advanced. The European Telecommunications 
Standards Institute (ETSI) defines electronic signature as "essentially the equiv-
alent of a hand-written signature, with data in electronic form being attached to 
other electronic subject data (invoice, payment slip, contract, etc.) as a means of 
authentication. Electronic signature is not just a 'picture' of the hand written sig-
nature. It is a digital signature that uses a cryptographic transformation of the 
data to allow the recipient of the data to prove the origin and integrity of the 
subject data."5 European legislation in the Directive 1999/93/EC states that an 
electronic signature needs to meet the following requirements in order to be-
come an advanced electronic signature6: 
a) it is uniquely linked to the signatory7; 
b) it is capable of identifying the signatory; 
c) it is created using means that the signatory can maintain under his sole 
control; and 
d) it is linked to the data to which it relates in such a manner that any subse-
quent change of the data is detectable. 
 
Digital certificates 
Digital certificates are digital records used for confirming the identity of a per-
son, an organisation or a machine. Digital certificate is valid during certain pe-
riod of time and contains several additional elements. The Directive 
1999/93/EC allows issuing of the so called qualified certificate which is based 
on the RFC 3039 standard and implements the concept of non-repudiation. The 
qualified certificate must in particular include8:  
a) an indication that the certificate is issued as a qualified certificate; 
b) the identification of the certification-service-provider and the State in 
which it is established; 
c) the name of the signatory or a pseudonym, which shall be identified as 
such; 
                                                     
5 Electronic signature, ETSI, 2012, http://www.etsi.org/index.php/technologies-clusters/ technolo-
gies/security/electronic-signature (9.7.2013) 
6 Directive 1999/93/EC of the European Parliament and of the Council of 13 December 1999 on a 
Community framework for electronic signatures, Official Journal L 013, 19 January 2000, pp. 12-
20, http://europa.eu/legislation_summaries/information_society/other_policies/l24118_en.htm (11. 
7.2013) 
7 "A person who holds a signature-creation device and acts either on his own behalf or on behalf 
of the natural or legal person or entity he represents." (Directive 1999/93/EC) 
8 Directive 1999/93/EC. 
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d) provision for a specific attribute of the signatory to be included if rele-
vant, depending on the purpose for which the certificate is intended; 
e) signature-verification data which correspond to signature-creation data 
under the control of the signatory; 
f) an indication of the beginning and end of the period of validity of the cer-
tificate; 
g) the identity code of the certificate; 
h) the advanced electronic signature of the certification-service-provider 
issuing it; 
i) limitations on the scope of use of the certificate, if applicable; and 
j) limits on the value of transactions for which the certificate can be used, if 
applicable. 
 
Certification authority and registration authority 
In the PKI infrastructure digital certificates are issued and revoked by the Certi-
fication Authority (CA). CA is organised as a hierarchy within which a Root 
CA is used as the highest entity, trusting itself, while all other, hierarchically 
lower entities trust the Root CA. The idea is that every identified entity receives 
digital signature, i.e. a certificate of its public key which, in turn, can be used 
for confirm its identity. The procedure is that CA uses its private key to sign the 
digital certificate of an entity, and the identity of that entity can be checked by 
using CA's public key. It is important to mention that, upon the request for certi-
fication by an entity, "a CA checks with a Registration Authority (RA)9 to ver-
ify information provided by the requestor of a digital certificate. If the RA veri-
fies the requestor's information, the CA can then issue a certificate."10 
 
Non-repudiation 
Non-repudiation is a characteristic of a record that prevents any signatory to 
deny the action taken or the content of a record. In the Croatian legislation non-
repudiation is associated with the advanced digital signature which is based 
upon qualified certificate. For a record to achieve and preserve characteristic of 
non-repudiation it is necessary to ensure: 
1. digital identity of signatories, 
2. real-time revocation of digital signature rights, 
                                                     
9 Registration authority, as a part of PKI infrastructure, is "an authority in a network that verifies 
user requests for a digital certificate and tells the certificate authority (CA) to issue it." Search 
Security, s.n. registration authority, January 2006, http://searchsecurity.techtarget.com/definition/ 
registration-authority (9.7.2013) 
10 Search Security, s.n. certificate authority (CA), June 2007, http://searchsecurity.techtarget.com/ 
definition/certificate-authority (9.7.2013) 
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3. time-stamping of digital signatures after checking the list of revoked 
certificates, which ensures the validity of electronic signature at the time 
of signing, and 
4. secure long-term preservation. 
 
Trusted archive service 
Dumortier and Eynde explain that a trusted archive service (TAS) "should 
maintain a set of applications (viewers as well as signature validation applica-
tions) together with the corresponding platforms (hardware, operating systems) 
or at least an emulator of such applications and/or environment in order to guar-
antee that the signature of the document can still be validated years later. To 
achieve this goal in the best possible way, the TAS must only accept documents 
in a format that can still be understood when the format will no longer be in use. 
Only open file formats that are vendor-independent qualify for long term ar-
chiving. (...) Every TAS must therefore publish a list of supported document 
formats. Such a list may be exhaustive or very restricted. Every time a docu-
ment is submitted, the TAS must check the format before accepting it for ar-
chiving."11 
 
Timestamp and trusted digital timestamping 
According to Wallace et al. a digital timestamp is an attestation generated by a 
Time Stamping Authority (TSA) – a trusted service – that a data item existed at 
a certain time.12 Ćosić and Bača explain that "time stamps are typically used for 
logging events, in which case each event in a log is marked with a time stamp. 
In file systems, time stamp may refer to the stored date/time of the file creation 
or modification.  Trusted time stamping is the process of securely keeping track 
of the creation and modification time of a document. (...) Trusted TSA can be 
used to prove the consistency and integrity of digital evidence in every stage of 
its existence."13 
 
Formats of electronic signatures 
In the analysis so far the technologies and concepts supporting trust in elec-
tronic records were explained. It was shown that the concept of electronic sig-
nature can be viewed as the basis for developing all other technologies. Further, 
                                                     
11 Dumortier, Jos and Eynde, Sofie Van den, Electronic Signatures and Trusted Archival Services, 
DAVID Project (2000-2003), p. 7, http://www.expertisecentrumdavid.be/davidproject/teksten/ 
DAVIDbijdragen/Tas.pdf (8.7.2013) 
12 Wallace, C., Pordesch, U. and Brandner R., Long-Term Archive Service Requirements, IETF 
Trust, 2007, p. 5, http://tools.ietf.org/pdf/rfc4810.pdf (9.7.2013) 
13 Ćosić, Jasmin and Bača, Miroslav, (Im)Proving Chain of Custody and Digital Evidence Integ-
rity with Time Stamp, MIPRO – Proceedings of the 33rd International Convention, 2010, pp. 
1227-1228, http://czb.foi.hr/upload/datoteke/10_400%281%29.pdf (9.7.2013) 
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the realisation of digital signatures will be explained through analysis of the 
most important formats of electronic signatures – XMLDSig, XAdES, CAdES 
and PAdES.   
 
XMLDSig 
XML (Extensible Markup Language) Signature is defined by the W3C Recom-
mendation14. In the literature it is referred to as XMLDSig, XML-DSig or 
XML-Sig. The W3C Recommendation states that "XML Signatures can be ap-
plied to any digital content (data object), including XML. An XML Signature 
may be applied to the content of one or more resources." One can differentiate 
between15: 
• detached signature – an XML signature used to sign a resource outside its 
containing XML document, i.e. the signature is over content external to 
the Signature element; 
• enveloped signature – signature is child; it is used to sign some part of its 
containing document, i.e. the signature is over content found within an 
Object element of the signature itself: 
• enveloping signature – signature is parent; it contains the signed data 
within itself, i.e. the signature is over the XML content that contains the 
signature as an element. The content provides the root XML document 
element. Obviously, enveloped signatures must take care not to include 
their own value in the calculation of the SignatureValue. 
"XML Signatures are applied to arbitrary digital content (data objects) via an 
indirection. Data objects are digested, the resulting value is placed in an element 
(with other information) and that element is then digested and cryptographically 
signed."16 
 
XAdES 
XAdES (XML Advanced Electronic Signature) "extends XMLDSig specifica-
tion into the domain of non-repudiation by defining XML formats for advanced 
electronic signatures that remain valid over long periods and are compliant with 
the European 'Directive 1999/93/EC of the European Parliament and of the 
Council of 13 December 1999 on a Community framework for electronic sig-
natures' and incorporate additional useful information in common uses cases. 
This includes evidence as to its validity even if the signer or verifying party 
                                                     
14 XML Signature Syntax and Processing (Second Edition), W3C Recommendation, The Internet 
Society & W3C, 10 June 2008, http://www.w3.org/TR/xmldsig-core/ (10.7.2013) 
15 XML Signature, Wikipedia, June 2013, http://en.wikipedia.org/wiki/XML_Signature (10.7. 
2013). 
   XML Signature Syntax and Processing (Second Edition), W3C Recommendation. 
16 XML Signature Syntax and Processing (Second Edition), W3C Recommendation. 
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later attempts to deny (repudiates) the validity of the signature. An advanced 
electronic signature aligned with the present document (i.e. XAdES  specifica-
tion) can, in consequence, be used for arbitration in case of a dispute between 
the signer and verifier, which may occur at some later time, even years later."17 
In relation to XMLDSig, XAdES specification adds six additional, mutually 
nested, forms (see Figure 1): 
1. XAdES (also referred to as XAdES-BES – basic electronic signature) –
basic form defining elements for authentication and protection of integ-
rity of records but not providing non-repudiation of its existence. 
2. XAdES-T (Timestamp) – addition of the timestamp ensures non-repudia-
tion. 
3. XAdES-C (Complete validation data) – builds up on the XAdES-T by 
adding references to the set of data supporting the validation of the elec-
tronic signature (i.e. the references to the certification path and its associ-
ated revocation status information). This form is useful for those situa-
tions where such information is archived by an external source, like a 
trusted service provider. 
4. XAdES-X (eXtended validation data) – builds up on XAdES-C by adding 
timestamps to protect against the risk that any keys used in the certificate 
chain or in the revocation status information may be compromised. 
5. XAdES-X-L (eXtended validation data incorporated for the Long term) – 
builds up on XAdES-X by adding the validation data (i.e. certificates and 
revocation values) for those situations where the validation data are not 
stored elsewhere for the long-term. 
6. XAdES-A (Archiving validation data) – builds up on XAdES-X-L by 
adding time-stamps for archiving signatures 
 
CAdES 
CAdES (CMS Advanced Electronic Signatures) is a set of extensions to CMS 
(Cryptographic Message Syntax) signed data. It "defines a number of electronic 
signature formats, including electronic signatures that can remain valid over 
long periods. This includes evidence as to its validity even if the signer or veri-
fying party later attempts to deny (repudiates) the validity of the electronic sig-
nature."18 Similar to XAdES, CAdES specification defines six profiles, each 
building up on the previous one: CAdES – basic form, CAdES-T (Timestamp), 
CAdES-C (Complete), CAdES-X (eXtended), CAdES-X-L (eXtended Long-
term) and CAdES-A (Archival). The difference between the two specifications 
                                                     
17 XML Advanced Electronic Signatures (XAdES), W3C Note 20 February 2003, ETSI, 2003, 
http://www.w3.org/TR/XAdES/ (10.7.2013) 
18 CMS Advanced Electronic Signatures (CAdES) Technical Specification, ETSI TS 101 733 
v1.7.4,  July 2008, p. 8, http://www.etsi.org/deliver/etsi_ts/101700_101799/101733/01.07.04_60/ 
ts_101733v010704p.pdf (10.7.2013) 
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is that while CAdES renders signature as binary data, XAdES provides an XML 
solution. 
 
 
   Figure 1: Structure of XAdES specification forms 
 
PAdES 
PAdES (PDF Advanced Electronic Signature) "articulates the same capabilities 
featured in CAdES and XAdES for PDF. (...) PAdES differs from CAdES and 
XAdES in that it applies only to PDF documents and defines requirements that 
PDF viewing and editing software must follow when using digital signatures in 
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PDF documents. As the standard for viewable documents, PDF also defines 
how a signature can be displayed as it might with an ink-on-paper signature at a 
particular position on a particular page, and how digital signatures can be inte-
grated with the form-filling features of PDF. This is a key factor that distin-
guishes it from CAdES and XAdES, which are more suited for applications that 
may not involve human-readable documents."19 PAdES specification is realised 
in 6 parts: 
Part 1 – PAdES Overview – a framework document for PAdES20 
Part 2 – PAdES Basic – Profile based on ISO 32000-1: specifies a PDF sig-
nature as specified in ISO 32000-1:2008 that enables greater interopera-
bility for PDF signatures by providing additional restrictions beyond 
those of ISO 32000-1.21 
Part 3 – PAdES Enhanced: incorporates the signature time-stamp attribute as 
optional making the signature effectively a CAdES-T form.22 
Part 4 – PAdES Long Term: uses an extension to ISO 32000-1 called Docu-
ment Security Store (DSS) to carry such validation data as necessary to 
validate a signature, optionally with Validation Related Information 
(VRI) which relates the validation data to a specific signature.23 
Part 5 – PAdES for XML Content: profile for usage of arbitrary signed (with 
XAdES signatures) XML document that is embedded within a PDF file, 
for providing integrity, authentication and non-repudiation services on the 
data objects that are signed with the XAdES signature.24  
Part 6 – Visual Representations of Electronic Signatures: specifies require-
ments and recommendations for the visual representations of advanced 
electronic signatures (AdES) in PDFs25. The signature appearance is cre-
ated by the signer and any identification included in the signature appear-
ance is not directly verifiable by the AdES signature. However, this in-
formation may be visually checked against the visual representation of 
the electronic signature (AdES) verification.26 
                                                     
19 The AdES family of standards: CAdES, XAdES, and PAdES. Implementation guidance for 
using electronic signatures in the European Union, White paper, Adobe Systems, 2009, p. 5, 
http://blogs.adobe.com/security/91014620_eusig_wp_ue.pdf (10.7.2013) 
20 PAdES. Part 1. 
21 PAdES. Part 2, p. 8. 
22 PAdES. Part 3, p. 7. 
23 PAdES. Part 4, p. 8. 
24 PAdES. Part 5, p. 9. 
25 PAdES. Part 6, p. 5. 
26 Ibid., p. 7. 
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ETSI is developing Part 7 of the PAdES specification: Baseline Profile which 
will address e-Invoicing. The profile will identify a common set of options that 
are appropriate for maximizing interoperability between PAdES signatures. At 
the moment of writing this paper, Part 7 was still in the form of early draft.  
 
 
Figure 2: Comparison of PAdES, CAdES, and XAdES27 
 
Conclusion 
The analysis of technologies and concepts supporting trust in electronic records 
as well as the formats of digital signatures showed important issues that should 
be addressed when long-term preservation of authentic electronic records is 
considered. Setting up a digital archive in accordance with the discussed Di-
rective 1999/93/EC and European Telecommunications Standards Institute's 
advance digital signature specifications can ensure authenticity, integrity and 
non-repudiation of preserved records signed by advance digital signatures 
because they enable possibility of checking the validation chain during the long-
term preservation. However, it is important to keep in mind that majority of so-
lutions explained in this article try to tackle only the problem of long-term 
preservation of electronic signatures, not the actual documents that are signed. 
                                                     
27 The AdES family of standards, p. 7. 
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Therefore, long-term preservation of electronically signed records will, in time, 
still require some kind of preservation action, e.g. emulation or migration. 
Ideally, establishing a trusted archive service based both on advance digital 
signature specifications and proactive approach to digital preservation should 
prove the best solution. 
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Summary 
 
Distribution of digital content is a key aspect of electronic commerce. Digital 
content industry is threatened by rampant digital piracy. Institutional collective 
management is slow to adapt to rapid technological change in the digital envi-
ronment. In the case of mobile software applications, smartphone and tablet 
operating systems with centralized application repository augment the ability of 
authors and rights holders to control the commercial exploitation of their 
works. However, digital rights management technologies used to prevent un-
authorized reproduction, distribution and use of protected works can also cre-
ate unwanted market effects limiting authors and users.  
 
Key words: Digital Rights Management, DRM, competition, intellectual prop-
erty, mobile applications, application marketplace 
 
Introduction 
Intellectual property rights, especially exclusive rights concerning economic 
exploitation of his work, stand against the widely accepted rules and regulations 
regarding competition and free market economic behaviour.1 Even after fifty 
years of development of the common European market the tension between 
these two well-established legal disciplines is a much debated issue without de-
finitive conclusions and universally accepted policies [Magnani, Monta-
gnani,84].  
In the decades past, there have been many legal and economic arguments con-
cerning the character and scope of application of competition rules on the sys-
tem of intellectual property in the common European market. In this paper, we 
will consider a current and important phenomenon – the question of the impact 
                                                     
1 See References 2-5. 
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of digital rights management (DRM) technology and its legal position on the 
development of the mobile application market. 
 
What is DRM? 
DRM, or Digital Rights Management stands for technical measures, material 
(hardware) or immaterial (software) products whose purpose is to allow the le-
gitimate user limited access to protected content in digital form. These technical 
measures (or technical protection measures, as defined by the articles 11 and 12 
of the 1996. WIPO Copyright Treaty) are meant to stop an unauthorized user 
from copying and distributing protected content in digital form. 
In theory there are many competing definitions as to what DRM actually con-
sists of. A few follow for the sake of better understanding of this complex issue: 
I) "Digital rights management (DRM) is a type of server software developed to 
enable secure distribution – and perhaps more importantly, to disable illegal 
distribution – of paid content over the Web" [Rump, 3]. 
While DRM technology can certainly be deployed via centralized server-client 
architecture, this is by no means its only modus operandi. DRM can be a 
standalone product or encryption software integrated with the protected content. 
II) "DRM covers the description, identification, trading, protecting, monitoring 
and tracking of all forms of usages over both tangible and intangible assets" 
This definition is perhaps too broad and does not focus on the main issue – that 
these technologies are rights management technologies – technologies dedicated 
to manage the use of protected content on behalf of the author, by the user. 
Furthermore, these technologies are digital in nature, and relate primarily to 
protected digital content [Rump, 4]. 
To conclude, DRM is an encompassing term for several different technologies 
used to enforce pre-defined limitations on how to access and use protected dig-
ital content. The technical protection measures we mentioned earlier are some-
times referred to as DRM technology, however some choose to differentiate 
between the two by defining technical protection measures as the technology 
used to control and restrict access as opposed to DRM as technology that relies 
on technology protection measures to implement these controls and re-
strictions.2  
While this technical distinction may be important in identifying actual protec-
tion technology, speaking from a legal discourse DRM has historically been 
regulated as a technical measures and rights management information by the 
WIPO Internet treaties (articles 11 and 12 of the WIPO Copyright Treaty and 
articles 18 and 19 of the WIPO Performances and Phonographs Treaties) and 
the European InfoSoc Directive (article 6 of the Directive 2001/29/EC of the 
                                                     
2 "Digital Rights Management and TPM", Office of the Privacy Commissioner of Canada, 2006., 
available at: http://www.priv.gc.ca/resource/fs-fi/02_05_d_32_e.asp 
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European Parliament and of the Council of 22 May 2001 on the harmonisation 
of certain aspects of copyright and related rights in the information society). 
Defined in this manner, technical protection measures would consist of using 
various methods of product activation and access control, such as Internet prod-
uct activation, using a registration key or a hardware device (dongle), as well as 
using various encryption methods to encrypt data on physical data storage de-
vices and mediums as well as using digital watermarks to identify intended re-
cipient or the document source. 
Before we analyze the current framework and assess its impact on the develop-
ment of the mobile application market, a couple of clarifications and assump-
tions need to be made.  
 
DRM, intellectual property and competition 
Current legal doctrine, to the best of our knowledge, broadly accepts the notion 
of influencing the application of intellectual property rights through competition 
principles. Increasingly, intellectual property rights are being curtailed by the 
application of competition principles [Korah, 432]. 
This notion is especially present in the common law legal doctrine, especially in 
the United Kingdom, United States [Korah, 433] and other common law legal 
systems, such as those of the former and current Commonwealth members. 
However, this idea is contested in the European continental legal systems, once 
again illustrating the divide between these two legal disciplines [Korah, 434]. 
DRM technology has, through broad international and national legislative ef-
forts, as mentioned earlier, become a legally recognized and regulated means of 
managing the use and distribution of protected content in the digital domain. 
Deploying mobile applications, in essence computer software developed by 
third parties for mobile phones, tablets and other portable computing devices, 
follows rather different rules then obtaining and licensing software for tradi-
tional desktops and laptops under well-established operating systems such as 
Microsoft Windows, Apple OS X or Linux. Mobile applications and mobile op-
erating systems, most notably Apple iOS, Google Android, Windows Phone and 
quite a few other legacy (Symbian, BlackBerry) and upcoming  operating sys-
tems (Mozilla Firefox OS, Ubuntu Mobile etc.) employ a fundamentally differ-
ent model of application distribution then their desktop counterparts.  
Where desktop users usually choose the method of application distribution, and 
intrinsically the application origin, the mobile users usually have only the op-
tion to download and install applications through the official market (such as 
Windows Market, Google Play or Apple App store).3 These markets employ a 
DRM (Digital Rights Management) solution to regulate the way users can ac-
                                                     
3 Some mobile operating systems, such as Android or legacy Symbian, allow users to install ap-
plications originating from third party marketplaces or other sources.  
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cess, install and use protected software, make in-application payments to access 
additional functions and receive periodical upgrades and offers. 
Using exclusively official market content (the only available option for Win-
dows Mobile or Apple iOS users) usually means a higher level of quality con-
trol and application security, having only one official channel of distribution 
also means conformity with the less beneficial traits of the DRM protected ap-
plication delivery system. Furthermore, the fact that an application has been ap-
proved to enter the market does not mean that it will remain accessible in the 
foreseeable future. Once approved, an application can be removed from market 
at any given time by the market service provider.4 Revocation of already pub-
lished applications and preventing certain applications or even types of applica-
tions to enter market is an issue of concern to parties other than developers and 
market service providers.5  
Finally, the ability of market service providers to revoke a potentially harmful 
application is instrumental in securing distributed applications.6 The growing 
mobile devices market has been experiencing a surge in the development of in-
creasingly sophisticated malware applications on an almost a daily basis.7 
 
The role of the DRM technology in the digital content market 
Fundamentally, DRM technology serves as an access control tool to protected 
content. It manages the right to control access to protected content according to 
the rights of the user. It prevents the unauthorized user from accessing protected 
content and prevents illegal reproduction and distribution of the protected con-
tent. Historically, DRM technology has appeared both as a standalone technical 
protection measure as well as a part of a broader hardware and software plat-
form (such as the Apple iTunes system). 
Concerning the management of protected digital content in contemporary trans-
national information economy, content enterprises usually adopt one of the two 
                                                     
4 Mobile application acceptance process for Apple's  App Store is based on a profile certificate 
check approach, which is a standard practice that ensures the integrity of software applications. 
Reasons for revoking an application from the market can vary from violation of a license agree-
ment to different security concerns due to lost encryption keys. Ability of market owners to re-
voke application is very important to ensure security of distributed applications. 
5 Removing a successful application from the App Store has attracted the attention of French gov-
ernment on at least one occasion. http://www.reuters.com/article/2013/04/11/apple-france-
appstore-idUSL5N0CY42J20130411 
6  Even the purportedly secure iOS ecosystem has been found to harbour at least one malware ap-
plication that slipped past the curators. http://www.wired.com/gadgetlab/2012/07/first-ios-
malware-found/ 
7 There are numerous reports regarding the mobile malware development in the security industry. 
One of the recent research papers analyzes the case of iOS malware corrupting an already in-
spected application via remote modification of code.  See reference 12. 
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strategies. The content company either develops its own digital distribution 
channel where it licenses access to its content (like Amazon or Sony), or it 
adopts an existing distribution channel developed by another company out of 
specific content business (i.e. the case of music and film studios cooperating 
with Apple or Google). 
It is important to note, however, although it does not in itself present the main 
topic of this paper, that DRM technology in and of itself presents a specific and 
important market. Not only do access control systems limit users in accessing 
and using the protected content in terms of interoperability, preventing the use 
of content licensed by one company through hardware and software of another, 
the technology itself presents a product [Magnani, Montagnani,84] and a market 
where rights holders have an intrinsic motive to adopt the most effective, af-
fordable and secure technological protection measures. Preventing a competitor 
in obtaining the most effective DRM technology can also present a present a vi-
olation of free competition. 
Since DRM is legally protected, and it's circumvention is prohibited by a widely 
accepted legal framework, it is an excellent example to study the effects of 
DRM technology on application market, and indirectly to assess the impact of 
legal protection of DRM on competition in this specific market. 
 
Fairplay/iTunes as an example of DRM protected distribution 
system 
As a content distribution system, iTunes allows users licensing and access to 
music (albums and individual songs), films, television series episodes, radio 
broadcasts, podcasts etc. Since digital distribution eliminates the need for mate-
rial data storage disks, effectively provides free shipping and abolishes other 
costs associated with material products, the licensing fees for digital content are 
usually lower. Individual songs or broadcasts can often be licensed for less than 
one dollar or euro, and allow users to license only content they're interested in 
(not the whole album, season of television series etc.).  
This licensing flexibility, combined with lower cost, has arguably been the main 
reason behind the massive success of iTunes allowing it to become the most 
popular digital distribution system in history.8 
Massive success of iTunes has also attracted the attention of national competi-
tion authorities.9 Some have concluded that Apple's use of DRM in creating a 
                                                     
8 Since April 2004., iTunes has grown from initial 200,000 digital content files to over 20 million 
individual digital content files including music, podcasts, films, music videos, audio books and 
over half a million computer programs for Apple OS X and iOS computer and mobile device op-
erating systems. In the same time period the number of individually registered users has reached 
almost 600 million users, almost 25% of all Internet users in 2013., according to Internet-
worldstats.com and CNN, available at: http://tech.fortune.cnn.com/2013/06/15/apple-algebra-
itunes-asymco/ 
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successful online distribution scheme did not represent a market violation, oth-
ers disagree. While we do not agree with the opinion of the French competition 
authority, its analysis of the Apple's practices yields interesting conclusions im-
portant for the development of the mobile application market. 
As we have mentioned earlier, digital distribution of content eliminates the need 
for material data carriers, packaging and physical distribution reducing the costs 
of distribution to a modest fraction of the original cost. Rights holders have ea-
gerly accepted iTunes as a new distribution channel, especially in the face of 
rampant digital piracy and declining sales of CDs, DVDs and other material 
media. While Apple has since all but abandoned its proprietary "Fair Play" 
DRM system, its introduction in 2003 has secured early support of the many of 
the world's largest rights holder companies and media corporations.  
The terms and conditions in the iTunes user's licence agreement have set the 
standards for the most DRM protected services. Among the most dangerous, 
from the aspect of consumer protection, is the provision allowing the service 
provider to limit or deny access to licenced content in the event of closing the 
iTunes service [Roth, 524]. Furthermore, the user is limited in copying licensed 
content and authorizing additional devices to access licensed content [Roth, 
524]. These terms are still valid for the remainder of the iTunes catalogue, and 
may relate to licensing of mobile applications from the App Store as well. 
How does Apple's behaviour, and indeed the whole iTunes/AppStore/iOS eco-
system affect competition? In order to answer that question the first condition is 
the need to recognize the relevant market.  
Since iOS is Apple's proprietary operating system exclusive to Apple's devices, 
it is obvious that accepting the use of iOS basically means using Apple's devices 
as well. If that is the case, why should using the AppStore as an exclusive 
source for purchase of additional software present a market violation? Is not 
Apple well within its right, as a competitor in an immensely competitive market 
(mobile reproduction devices, smartphones and tablets), to choose a business 
model that binds the hardware (devices) and software (iTunes, iOS, App Store) 
into a whole eco-system as a best chance of market success? The users can 
choose from a variety of competitors offering similar devices and services, and, 
as the French authority asserted in Virgin Mega case, Apple's market share con-
cerning multimedia playback devices (iPod) cannot even be considered a domi-
nant position? 
The answer is the market creating effect of DRM. Not only does DRM prevent 
unauthorized access, reproduction and distribution, it also has a market creating 
effect by preventing users from accessing and using licensed content in a man-
ner of their own choosing. Never before has licensing of content, music, movies 
                                                                                                                                  
9 The above mentioned Virgin Mega v. Apple case and the opinion of the Norvegian consumer 
rights ombudsman available at: http://forbrukerportalen.no/filearchive/Complaint%20against%20 
iTunes%20Music%20Store.pdf 
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or computer software implied a limitation on the actual type of device being 
used to access content. By limiting the users to their own hardware ecosystem, 
Apple has, effectively, created a new market. This is obvious in the case of mo-
bile applications where choosing Apple devices and their iOS system means ac-
cepting AppStore as the only legitimate source of new applications. It is less 
obvious in the case of licensing music or video content, nevertheless Apple's 
implementation of DRM and its restrictions preventing users from using li-
censed content on other devices meant a fragmentation of the existing market 
and the creation of a new niche market – the market of content for Apple de-
vices.  
This development in practice meant that unlike most of the competition in the 
traditional digital content market Apple managed to control the devices and 
download services monopolizing the market of Apple devices in terms of con-
tent distribution. Effectively, Apple has succeeded in using intellectual property 
protection (copyright on software, as well as patents on hardware and software) 
as a means to monopolize access to its devices. While it is understandable that 
competition regulators cannot foresee the future market development, the dis-
parity between the decisions of the European regulators in the cases of Mi-
crosoft and Apple illustrates how information technologies can have unexpected 
economic legal consequences. In hindsight, Microsoft's quasi-monopoly in the 
desktop and server operating system market has shown to be much less danger-
ous and competition, coming both from Apple and Google as well as from the 
Free Software/Open Source community has successfully developed competing 
products and business models. On the other hand, the company whose devices 
were just one of the many present in the mobile media player market which in 
itself at the time of the consideration was a minor market in the broader media 
appliance market turned out to represent a much more serious challenge to 
maintaining competition in several emerging markets (mobile phones and appli-
cations, digital publishing and media).10 
To conclude, it can be argued that Apple's behaviour and usage of DRM tech-
nology resembles the effects of a tie-in agreement – from the competition per-
spective, a well-understood practice of selling a product or a service as a man-
datory addition to a purchase of another product or service.  
The competition practice in the EU (Microsoft Corp v. Commission of the Eu-
ropean Communities, 2004) as well as the United States (Jefferson Parish Hos-
pital vs. Hyde, 466 US S2 (1984) has identified five conditions needed to judge 
a tie-in agreement a market violation. The five-step tie-in test [Schmidt, Hed-
wig, 183] may or may not still be viable in general terms and may be substituted 
in the future [Schmidt, Hedwig, 183], but until such time the current criteria 
consists of: existence of two, from the consumer's perspective unrelated prod-
                                                     
10 In 2012. Apple became the company with the highest market capitalisation in the US, worth 
over 600 billion USD. 
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ucts, the dominant position of the market player forcing the tied purchase, pre-
venting consumers from purchasing products separately, endangering the com-
petition and absence of legitimate, objective reasons for a tie-in agreement.  
From user perspective, Apple's ecosystem and the restrictions regarding the 
types and functionalities of applications allowed on its smartphones has from 
the start been received with attempts to circumvent or disable technical protec-
tion. This procedure, colloquially known as "jail-breaking" has been itself an 
object of official inquiry and judicial procedure, at least in the United States.11 
 
The mobile bazaar 
In the seminal 1996 essay "The Cathedral and the Bazaar", a decade before the 
appearance of earliest modern online mobile application stores, the veteran open 
source evangelist E. S. Raymond described the rise of two distinct models of 
application distribution, one governed by a single hierarchical entity (the cathe-
dral) and one open to parallel input from different, competing or cooperating 
sources (the bazaar) [Raymond, 3].  
Where Apple's model is obviously one of a cathedral, where the market service 
provider ultimately decides to accept or reject publishing software and where 
users have no legal recourse to challenge the market service provider's deci-
sions, Google's Google Play model is, in line with open source heritage the 
company draws from, a practical exercise of the bazaar model. 
Allowing users to choose between a curated Google Play market yet retaining 
the option to allow installation of applications originating from other, independ-
ent markets or directly from the World Wide Web or a data storage device, 
Google has adopted a model that fosters competition and openness. Even if an 
application does not qualify for distribution through Google Play market (be it 
for quality control reasons, security etc.) the user still has an option to install it 
through another independent market, directly from the manufacturer's website 
or by locating and installing it manually. 
The phenomenal success of the Android mobile operating system, which ac-
counts for more than three quarters of all smart mobile phones and more than a 
half of all tablet computers owes in no small part to the bazaar model adopted 
                                                     
11 In 2010., the US Court of Appeals for the 5th Circuit, No.08-10521 MGE UPS Systems INC v. 
GE Consumer and Industrial Inc etc. decided that "The owner’s technological measure must pro-
tect the copyrighted material against an infringement of a right that the Copyright Act protects, 
not from mere use or viewing", effectively establishing jail-breaking, at least in the case of the 
iPhone, a fair use.  In addition, in a previous statement by the federal Copyright Office with re-
gard to Apple's claim of copyright protection over the encryption software in the iPhone's boot-
loader the Copyright Office concluded: "While a copyright owner might try to restrict the pro-
grams that can be run on a particular operating system, copyright law is not the vehicle for impo-
sition of such restrictions." In other words, copyright and even legal protection of technical pro-
tection measures cannot be used to limit the users with regard to the way they use their devices. 
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by Google, and by example followed by the major manufacturers of Android 
mobile phones.12 
 
Conclusion 
Considering the success of mobile application eco-systems developed around 
the App Store/Marketplace model and the central role of DRM technology in all 
but one of the competing systems it is safe to conclude that DRM technology 
can exhibit a strong anti-competition effect.  
It is obvious that open systems allow more user freedom and foster competition. 
While absence of a closed curating system may present security risks and over-
all lower levels of quality control, market forces ensure that users can choose 
quality and advanced technical capabilities unavailable in the closed markets 
due to technical limitations imposed by the proprietary systems or prohibitive 
policies of the market service provider enforced by its DRM. 
However, this is not the case against adopting and further refining DRM tech-
nology. The technology itself is neutral and can be put to constructive use as 
well. Effective DRM technology can enable individual authors – artists, jour-
nalists, programmers – to develop and monetize their work online without the 
need for intermediaries like publishing houses or collective rights management 
societies. Even the closed off application markets of today with their anti-mar-
ket DRM implementation are often a more affordable and effective choice for 
today's authors. DRM and developing content management systems hold the 
promise to finally turn the tide of rights management from collective to individ-
ual – for the first time since the invention of the printing press. 
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Summary 
 
The question this paper addresses is whether more variety in meaning of capital 
could increase the value of capital as one of the factors of production. Method-
ology used is based on observation, and in this stage of research of this phe-
nomenon we believe that detailed observations are needed with aim to provide 
enough qualitative data for further development of qualitative methods. Based 
on a case study from the music industry, the authors have tried to determine 
whether the extensive use of technology, relationship, knowledge and emotions 
can be used as a resource for value production in today‘s economy? These four 
factors, under complex system analyses of their relationship, could provide 
enough variety to respond to increasing variety (diversity) developed in music 
industry environment. In the first part of the paper the on-going rise of im-
portance of intangible values and their relationship with tangible one is dis-
cussed. After that, value theories are observed and their relationship to infor-
mation science is being examined. In the last section, the authors will assert 
that increasing complexity, coupled (combined/conjoined) with faster changes 
in the music industry should directly be related to the development of new fac-
tors of production used to generate value which can be exchanged on the mar-
ket. The proposed changes will be tested on a case study. 
 
Key words: general system theory, capital mutation, information economy, 
music industry, law of requisite variety, value theories 
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Whereas at one time the decisive factor of 
production was the land, and later capital – 
today the decisive factor is increasingly man 
himself, that is, his knowledge.  
Pope John Paul II (1991). Centesimus Annus 
 
Introduction 
Recent theoretical considerations in the field of economy have elicited two, at 
first sight opposite thoughts. One is that managers are only responsible to de-
liver profits, while the other one focuses more on values, which are intangible 
and hard to measure. These two different thoughts come from two of the proba-
bly most important economists in the last century: John Maynard Keynes and 
Milton Friedman.  
In his book "The General Theory of Employment, Interest, and Money", Keynes 
says: 
"Thus if the animal spirits are dimmed and the spontaneous optimism 
falters, leaving us to depend on nothing but a mathematical expectation, 
enterprise will fade and die;—though fears of loss may have a basis no 
more reasonable than hopes of profit had before"1 
Such thoughts introduce a whole new field of research in social sciences, where 
everything cannot be mathematically measured. To ask what is an animal spirit, 
will probably be the same as asking how much does a hard drive with 5 years of 
family photos cost and how its owner would estimate its value. It has a value 
which probably cannot be expressed in mathematical terms, but only in rela-
tionship with something else. In his probably most cited sentence, "The Social 
Responsibility of Business is to Increase its Profits"2. Milton Friedman suggests 
that only responsibility of business activity is aimed toward making profit.  
As profit is tangible, with such a view management of business is only reduced 
to tangible aspects. 
One could say that if business increases its profit, it has a good animal spirit in 
business organization. Therefore, intangible and intangible aspects of business 
operations are not opposite, they are complementary phenomenon. To put them 
in such constellation could give us much broader and better framework for an-
alyzing, researching and measuring the success of companies. Hence, we have 
to analyze things which are tangible, and their relations, which are executed by 
humans and/or machines. As relations are intangible and things are tangible, 
                                                     
1 Keynes, John M., The General Theory of Employment, Interest and Money, London, Macmillan, 
1936, pp. 161-162. 
2 Friedman, Milton, The Social Responsibility of Business is to Increase its Profits, The New York 
Times Magazine, New York, 13 September 1970., http://www.colorado.edu/studentgroups/ 
libertarians/issues/friedman-soc-resp-business.html 
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and humans are subjective – we could look on them as a complex system with 
dynamical relationships.  
Currently the only existing measurement of the company value is what some-
body is willing to pay for the company. This process of evaluation is conducted 
on the free market. Buying shares of one of the Standard and Poors 500 (S&P 
500) companies, only 20% is measurable in tangible values, and another 80% is 
intangible.3 Such a transaction is based on intersubjectivity of a buyer and a 
seller.  
In order to provide a better picture, we made a brief analysis of the Forbes top 
ten most innovative companies today whose information can be found on the 
NASDAQ. 
 
Table 1. 
Company Market Cap (20.09.2013) 
Total 
Assets 
Assets 
Report Date
Ratio 
Assets / 
Market 
Cap 
Average 
Assets / 
Market Cap 
Actuall 
Difference 
in mlrd. 
USD 
In mlrd. In mlrd. 26,63% 767,406 
Salesforce.com 31,814 5,528 1.31.2013 17,38% 26,285 
Amazon.com 142,575 32,555 12.31.2012 22,83% 110,020 
Intuitive Surgical 14,691 4,059 12.31.2012 27,63% 10,632 
Apple 429,083 176,064 9.29.2012 41,03% 253,019 
Google 299,182 93,798 12.31.2012 31,35% 205,384 
Monsanto 56,973 20,224 8.31.2012 35,50% 36,749 
Celgene 61,082 11,734 12.31.2012 19,21% 49,348 
InfoSys 27,718 8,539 3.31.2013 30,81% 19,179 
FMC 
Technologies 13,539 5,902 12.31.2012 43,60%  7,636 
Starbucks 57,369 8,219 9.30.2012 14,33% 49,150 
Nidec, which is on the list, is excluded because it’s a holding company. 
Sources: http://www.nasdaq.com, data retrieved on 20.09.2013; http://www.forbes.com/special-
features/innovative-companies.html, data retrieved on 20.09.2013;   
 
This table indicates that in only ten companies the actual difference between 
their assets value and their market value is around 767 billion Euros. 
Shapiro and Varian4 defined term information delay as an important factor in 
the network economy. What they say is that information could increase or re-
                                                     
3 Ocean Tomo's Annual Study of Intangible Asset Market Value – 2010, Ocean Tomo Intellectual 
Capital Merchant Banc press release, Chicago; 4. 2011, http://www.oceantomo.com/products 
andservices/investments/intangible-market-value 
4 Shapiro, Carl, Varian, Hal R., Information Rules, Harvard Business School Press, Boston, 
Massachusetts; 1999, p. 4 (Chapter 1, Information Economy) 
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duce its value according to amount of delay in time. Smaller delay – higher 
value, bigger delay – smaller value.  
Using information of market value, as a measurement and evaluation tools of 
company activities, we are addressing one problem – delay of information, and 
value of this information, as a delay from the moment when some activity is 
done and that activity reflected in share price could be quite long. 
The Interplay of value, relationship, humans, machines and profit, could be per-
ceived as a starting point to produce something what is tangible and could be 
exchanged on the market, by the price which is nothing else but the information 
about the value that is exchanged. So, to produce something, along raw materi-
als, we have to use our thoughts as well, which are intangible. Therefore any-
thing that enters economy system of exchange already has both, tangible and 
intangible coded into it. The way how we manage such a complex system of 
dynamic relations could have direct impact on market value of business organi-
zation.  
The aim of the paper is to present potential interplays between information and 
economy. and specifically to determine whether the extensive use of technol-
ogy, relationship, knowledge and emotions can be used as a resource for value 
production in today‘s economy. 
 
Theoretical background 
"System analysis of a business enterprise encompasses men, machines, build-
ings, inflow of raw materials, outflow of finished products, monetary values, 
good will and other imponderables it may give definite answer and practical 
advice." – Ludwig Von Bertalanffy5.  
Not to leave Bertalanffy alone in system approach, we could cite Ronald 
Coase6, who is calling economists to look the economy as a whole system as an 
object of study, how one part is related to another, how they are interrelated and 
how they actually work together. Further on, he states that we have to develop 
sensible analysis of comparison of the additional production and rearrangement 
of activities with transaction costs.  
Rearrangement of activities leads to new relationships which could give new 
meanings, and meanings define new properties which are then analysed and 
applied in complex system of dynamic relationship that could lead to new fac-
tors of production. 
So it looks that they are talking about same thing. About "Whole". About a 
System. About a dynamic and complex relationship in that system. 
                                                     
5 Bertalanffy, Ludwig Von, General System Theory: Foundations, Development, Applications 
George Braziller Inc, New York; January 1984, 9th printing p. 196 
6 Coase, Ronald, Why Economics Will Change, Remarks at the University of Missouri, USA 
Columbia Missouri; April, 2002, http://www.coase.org/coaseremarks2002.htm 
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In his book Cybernetics, Norbert Wiener7 proposed the lesson that any organism 
is held together by possession of means for acquisition, use, retention and 
transmission of information and that the means of communication are the most 
important and most effective. As the book was written more than 50 years ago, 
it is interesting to see what today scientist think about such a role of information 
in today's economy. Wolfgang Hofkirchner in his recent paper8 is highlighting 
the importance of having a Unified Information Theory. Here he presents ex-
amples of concrete-universal concept as transformation driver in development 
of capitalism, which are "sometimes regarded as mutations into different eco-
nomic system". In the same example he states that such developments did not 
replace capitalist principles fully, but modified the essence of it, referencing to 
the latest notions such as informational capitalism. So, from the proposal of 
Professor Wiener in 1949 about importance of information for organization, 
which also may refer to business organizations, to the mutation of capital prin-
ciple – we could conclude that such a mutation is directly related to the devel-
opment of the information science.  
In what direction are such mutations appearing? For example, according to Ha-
mel9, instead of control we should build up a trust. It is much cheaper to build a 
trust, then a system for controlling employee’s activities. At the same time, 
building a trust is not a simple formula we could pull out from some classical 
economic books. It is heavily dependent on intangible part of complex system 
and involved/associated relationships discussed in this paper. Could you imag-
ine increase of profitability only by smiling and looking into the eyes of em-
ployees, with nothing to hide, driven by higher moral values and positive emo-
tions? It would not cost you anything but will increase profitability. 
Along with not investing money on the control equipment the quality of work-
ing atmosphere is being increased which then leads to better working results 
and lower costs. So company assets are decreased and liability is increased but 
we still have better results. It is completely opposite to classical capital formula 
where capital is assets minus liabilities.  
There are a lot of such activities in today's economy, and they certainly have the 
role in productivity, but somehow they are left outside of the neoclassical econ-
omist thoughts.  
                                                     
7 Wiener, Norbert, Cybernetics: Or Control and Communication in the Animal and the Machine, 
MIT Press, Cambridge Massachusetts; 1948, p. 187 
8 Hofkirchner, Wolfgang, Emergent Information Some System – Theoretical Considerations 
About An Integrative Information Concept, International Journal "Information Theories and 
Applications", Vol. 18, Number 1, Institute of Information Theories and Applications FOI 
ITHEA, Sofia Bulgaria; 2011 
9 Hamel, Gary, Moon Shots for Management, Harvard Business Review, Boston Massachusetts; 
February 2009 
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Those are things which are intangible, but they are not labour, nor land, so only 
what they could be is capital, according to classical factors of production10 .A 
kind of a new mutated capital, which heavily depends on information instead on 
tangible matter. Such a transition of meaning of capital resulted in change of 
properties of the capital. This transition happened through complex process of 
interaction with other entities in system, in different situations, over the time. 
What Bernard Lietaer 11says – for clapping hands we need two hands, one is not 
enough, and maybe these two hands could be tangible and intangible, going to-
gether regardless their possibility to quantify or not.  
To develop scope, or lens on how to look at intangible, which is having a role in 
the process of production of goods or services traded on the market, it is im-
portant to understand theories of how value is created. Three important theories 
can be used as a starting point. One is the theory of value chain by Michael 
Porter12 who explains how company produce value by executing the steps of ac-
tivities in order, where total added value is more than sum of the independent 
steps or activities. Again, we could refer to the Global System theory which ad-
dresses the concept of "Whole", which has more value than sum of its part. To 
adopt this theory in information age John Sviokla and Jeffry Rayport13 devel-
oped a concept called Virtual Value Chain, in which, along Porters value chain, 
an organization should add activities which should produce value out of using 
information. Again, the sum of total value is higher than the sum of independent 
steps. For those activities object is information, or bits, or something intangible 
that is gathered, organized, selected, synthesized and distributed. This theory 
aligns with proposed view that tangible and intangible should be perceived to-
gether. A third theory about value is the Stake Holders Theory, written by R. 
Edward Freeman14, which puts in the focus and other stakeholders in company 
system environment to produce value. Along resources based view and market 
based view this theory adds socio- political view. To produce maximum value, 
companies or their directors have to include all three views in organizing their 
operations and steering organization system. This theory focuses on relationship 
inside the system where one company operates by expanding the view outside 
of legal definition.  
                                                     
10 Samuelson, Paul A.; Nordhaus, William D., Economics, Tata McGraw Hill, 18th edition, New 
York; January 2006 
11 Ulanowicz, Robert E.; Goerner, Sally J.; Lietaer, Bernard; Gomez, Rocio, Quantifying 
sustainability: Resilience, efficiency and the return of information theory, Ecological Complexity, 
6, no. 1, Elsevier, Philadelphia, 11.29.2008 
12 Porter, Michael E., Competitive Advantage, The Free Press, 6.1.1998, p 36 
13 Rayport, Jeffrey F.; Sviokla, John J., Exploiting the Virtual Value Chain, Harvard Business 
Review, Boston Massachusetts; November 1995  
14 Freeman, R. Edward, Strategic Management: A stakeholder approach, Pitman, Boston; 1984 
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All three theories have addressed intangible part of doing business, and suggest 
how to produce more using tangibles. So, combining them may be perceived as 
a prerequisite for more successful business operations. 
 
Table 2. System view of theories 
Theory System view 
Value Chain Whole 
Virtual Value Chain Tangible and Intangible 
Stakeholders theory Dynamic Relationship 
 
Today's modern economies create their revenue or income based on services, (it 
was 68% in 2005, and industry was only 30%.15 Why is this important? Be-
cause, services are tangible only if sold, and their basic ingredient is infor-
mation. So actually, dependent on how information is processed, will result in 
profit and market value. 
If we look at the relationship of tangible and intangible as a system, and then 
use this system as a mean of production then, whatever we produce and enter 
the economic system has intangible and tangible in it.  
So it is important to look them as one, not as separate entities, and even more 
important, we have to focus on how it is produced and what are the relations in 
that process.  
In the next chapter, the described phenomenon and new perspectives in analyz-
ing intangible dimensions of value creation will be illustrated in the domain of 
music industry.  
 
Contemporary definitions of capital and the Music industry  
The Music industry was one of the first which moved from industrial age to 
digital or information age16 so it is attractive playground for empirical research.  
The theoretical frameworks discussed in the previous chapter suggest that it is 
not only necessary to concentrate on results, but that more analysis is needed 
regarding how something is done. Therefore, several questions need to be ad-
dressed:  
• How we use technology available to produce value?  
• How organization is driven by emotions? 
• How we use relationship to produce value?  
• How we apply knowledge in this process? 
Let us give a brief example. 
If we compare two companies, A and B, both owning a catalogue of 10,000 
songs in similar genre and with similar popularity, and company A is not inter-
                                                     
15 Memedovic, Olga; Lapadre, Lelio, Structural Change in the World Economy: Main Features 
and Trends, United Nations Industrial Development Organization, Vienna; 2010 
16 IFPI – Digital Music Report 2012, London, 2012, http://www.ifpi.org 
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ested in using technology to promote and sell them digitally, corporate culture is 
not driven by positive experience and emotional attachment to the music they 
have in catalogue, they are not interested in exploring value of relationship they 
have built over the years, and they are not acquiring new knowledge how to 
conduct the business in digital environment, while company B is doing oppo-
site, using technology, driven by positive experience and emotions, using rela-
tionship to the maximum and developing knowledge. It is not hard to answer to 
question which one will have higher market value. This is just a theoretical ex-
ample, and it is used as an explanation, not as a scientific proof. Therefore, it is 
reasonable to address the basic classical economic view on factors of produc-
tion, i.e. and they are Land, Labour and Capital10 
In his dictionary, The Economist17 is calling capital money or assets put in eco-
nomic use, and it is described as one of the four ingredients of economic activ-
ity, included in factors of production, such as land, labour, capital and enter-
prise, where enterprise is defined as animal spirit of entrepreneur who is able to 
mix factors of production to produce something valuable. In other sources cap-
ital is described as a stock of resources employed in the production of goods 
and services and that it has many meanings18. This variety of approaches and 
viewpoints in defining the concept of capital leads to the conclusion that more 
research is needed about the actual definition of the term, especially in the light 
of the fact that essence of capitalism mutated under the influence of information 
as means of production.  
The classical theoretical framework, where factors of production are determined 
as land, labour and capital may be questioned based on the following analogy: if 
land is space, labour is time and capital is energy, then we may assert that la-
bour as a factor of production is covering relationships between employer and 
employee, but creating the playground for such a relationship then could be 
called capital. 
For the purpose of this paper labour as factor of production has to be interpreted 
as an individual skill set, personal values systems, personality and time availa-
ble for organization or corporations to use to produce values. Capital is every-
thing else. If we take two organizations, whose employees interact with the aim 
to produce some products or services, if some of the employees left the com-
pany where they are employed, they could take their time with them, but two 
companies still have their relationship as capital as one of the factors of produc-
tion.  
To put it differently, everything what is not space (or land) where labour spend 
their hours (time), could be called capital. And capital could be called energy 
                                                     
17 Economics A-Z terms beginning with C, The Economist, London, retrieved 20. 08. 2013, 
http://www.economist.com/economics-a-to-z/c 
18 Capital and Interest, Encyclopedia Britanica (online edition), retrieved 20. 08. 2013, 
http://www.britannica.com/EBchecked/topic/93850/capital-and-interest 
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which is needed to produce value exchangeable on the free market. So every-
thing what is used along labour and land, to produce product or service, could 
be called capital. Following idea of researching process instead of its outputs, 
leads us to directions suggested by Ronald Coase19:  
"The fact of the matter is that economists commonly obtain their theories in the 
study of industrial organization (and probably elsewhere) as a result, not of ex-
amining what actually happened but by thinking about it."  
In other words, profit happens, results happen, but why and how it happens is 
more important and should be researched more in depth. In the case of concep-
tualizing the music industry system, we suggest to adhere to the classical eco-
nomic formula of factors of production, focusing on capital. The question is not 
what the results of using capital to produce value are, but how it is used in com-
plex system, what impacts have positive emotions in the organization, and how 
to use technology to achieve better results. Along technology and emotions, re-
lationship and knowledge should be researched as factors of production in to-
day's information dependent economy. 
So, how then do we have to look at music industry?  
Explaining how classical music industry works20 it is defined that the Music in-
dustrial system involves aesthetic and industrial production embedded in eco-
nomic production functions and intermediaries that support different phases. 
They also stated that production of music is more number of intersecting net-
works where ideas circulate among firms and individuals then linear activities. 
Furthermore, the authors stated that the music industry is dominated by only 4 
companies, and even in the time of the writing of this paper two of this four 
merged. So we have Music System which is dominated by only 3 companies. 
To address such a position in the system we would like again to cite Ludwig 
Von Bertalanffy 21and his book General System Theory; "if only few or compet-
ing pair are left, conflicts become devastating to the point of mutual destruc-
tion"  
Hence, the system is in a state of risk of devastation and destruction. Still, it can 
be rejuvenated; by mutated capital, build on information, resulting in "how" 
view, instead of "what" view to related production factors, i.e. capital.  
What we are witnessing is a major development in the music system or envi-
ronment of the music organization companies in the last 20 years. Good sum-
                                                     
19 Coase, Ronald, The Conduct of Economics: The Example of Fisher Body and General  
Motors Journal of Economics & Management Strategy, 2006, pp. 255-278 
20 Power, D.; Hallencreutz, D., Competitiveness, Local Production Systems and Global 
Commodity Chains in the Music Industry: Entering the US Market Regional Studies, 2007, pp. 
377-389 
21 Bertalanffy, Ludwig Von, General System Theory: Foundations, Development, Applications, 
George Braziller Inc. New York, January 1984, 9th printing, p. 48 
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mary of those developments are underlined by Knowles22, who described these 
changes as follows:  
• democratization of the tools for production,  
• democratization and diversification of the means for distribution,  
• the rise of social networking sites connecting producers and consumers 
and listeners with shared tastes,  
• the infinite catalogue and ‘The Long Tail’,  
• an exponential increase in the availability of ‘free music’ through illegal 
file sharing,  
• the arrival of large capacity of portable media devices. 
Basically, change in the environment of music system, gave us a lot of variety, 
and here Ron Ashby's "Law of requisite variety" applies23 , who claims that in 
order to control variety , variety is necessary. To answer such a development of 
the variety in music system, organization has to develop new set of business 
functions which will respond to such a variety. If the system keeps to be ruled 
by only 3 companies, regarding the General system theory, it is a matter of the 
day when it will be destructed. But if the new production factors are developed 
as a response to the increasing variety in surrounding music system, then music 
system could manage its existence much better. Their variety should come as an 
output from analyzing complex system of dynamic relations of tangible and in-
tangible, giving us – depending on how deep we are digging – almost unlimited 
source for system analysis and healthy infrastructure for value production.  
 
Case study 
"The primary way a researcher can investigate an educational organization, in-
stitution, or process is through the experience of the individual people, the "oth-
ers" who make up the organization or carry out the process."24 
To produce the value, we need the factors of production: labour, land and capi-
tal. But, meaning /understanding/subject/denotation of the capital mutated over 
the time. Could we use technology, relationship, knowledge and emotion as a 
substitute for financial and tangible capital? 
This is phenomena we would like to observe, with purpose of gaining 
knowledge for further research. At this stage only qualitative observing meth-
odology is used. 
                                                     
22 Knowles, Julian D., A Survey of Web 2.0 Music Trends and Some Implications for Tertiary 
Music Communities, In Proceedings National Council of Tertiary Music Schools Conference 
2007. Music in Australian Tertiary Institutions: Issues for the 21st Century, Queensland 
Conservatorium Griffith University, Brisbane, Australia, 2007 
23 Ashby, W. Ross, An Introduction To Cybernetics, Chapman & Hall Ltd, London, 1957, p. 206 
24 Irving Seidman; Interviewing as Qualitative Research; A Guide for Researchers in Education 
and the Social Sciences, Third Edition Teachers College, Columbia University New York and 
London 
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To find it out, we interviewed Eli Goldstein from Soul Clap (Boston, USA), 
musician, DJ and label owner. Soul Clap as a project in the last 7 years has been 
building quite extensive business operations, including music production, rec-
ord company and DJ-ing all around the globe. In 2012 they had approximately 
120 gigs. They have a major act on leading global festivals. 
We have to clearly underline limitations of such an observation because it’s 
based only on one interview. This is the subject of research of one of the au-
thors PhD thesis and more interviews will be done. This observation could be 
looked as an experiment or preliminary pilot study, which could be used as a 
base for further development of more robust scientific apparatus. 
As an introduction, the theory discussed above was presented to Eli. Usage of 
the technology, emotions, relationship and knowledge could be 
looked/considered as the factors of production and extensions of the meaning of 
capital used to produce the value. 
Here is the transcript of the interview25. 
Eli and his partner Charles along with DJ-ing back in 2006 started an online 
blog called Soul Clap, where they used to write about the music they liked, and 
in that way promote it to the people who share passion for the similar music 
taste. Soon after the blog they introduced a regular podcast, which was in the 
early beginning of the podcast days. (What is also important to state, and it is 
not from the interview but from the researcher observation, they used Ajax 
technology as soon as it came out on their website. This positioned them as 
somebody who understands technology well and knows how to use it. Web site 
was fast and very user orientated.) As Eli says, they had a good knowledge 
about the music and their passion for the original house music sound was a little 
bit different than what was considered to be, at that time, mainstream on the in-
dependent electronic music blogs around the globe. So, combining knowledge 
about music, emotionally driven to share it by using advanced technologies for 
that time such as AJAX and podcasting, they created website which was attrac-
tive to visitors. As visitors started to come back for more of what Soulclap had 
to offer, slowly fan base started to rise, and relations with fans and similar mu-
sic organization started to develop. As Eli stated, this relationship built through 
their web site was a foundation for promotion of their music production. Such a 
development of the fan base and popularity of the web site encouraged Eli and 
his partner to leave the business they had started with a third partner, which was 
also related to the music event promotion and mobile DJ-ing. Guided by posi-
tive feedback as high emotional driver they have decided to go to the studio and 
produce only the music, without being worried about business operations they 
use to run.  
                                                     
25 Original audio recording available on request 
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This situation had a huge impact on their positive emotions which they chan-
nelled to produce even better music, by using available technology. When they 
got enough material they started looking for a company which will release that 
music. Apparently, as they were active in Boston as a DJs, their friends were 
starting a record label Air Drop at that time, Eli and his partner decided to re-
lease music on their friends' label, since they have had a relationship with them 
before. At the same time their music production skills have developed and 
knowledge level rose, so combining deep knowledge about old disco records, 
they started to do re-edits (updated versions of the old tracks). Through their 
web site, and building relationship with other music organizations, they have 
developed a relationship with Wolf and Lamb as well, music organization from 
Brooklyn, New York. As both of them shared the same emotions for such a mu-
sical format and style (disco re-edits) they started to develop collaboration. Eli 
stated that in that phase Skype had a very big role for the development of this 
relationship, enabling them to build a relationship with no cost at all.  
In 2009 their re-edit was released on Wolf and Lamb. Also followed the pod-
casts for Wolf and Lamb website. So to make it all happen till here, they have 
only used technology, relationship, emotions and knowledge. It is also im-
portant to say that those four factors in their mutual interaction multiplied pro-
duced value. One lead to another. In 2009 Airdrop organized a small tour for 
Soul Clap in Europe, and this was actually their first exposition for global elec-
tronic dance music market. An outcome which really surprised Eli and Charles 
was that people in European clubs recognized music from the Wolf and Lamb 
podcasts they have done. They have been asked to play tracks from those pod-
casts and that kind of music which was not usually played in clubs in Europe, 
especially with the knowledge and style of DJ-ing they developed in US. Prob-
ably the first big appearance was in Berlin club Watergate, which is accepted as 
an electronic dance music institution globally. What makes this important is that 
they got booked using their existing relationship with DJ Heidi who was just at 
that time starting her own night in the same club. As their DJ set was well re-
ceived cause of deep knowledge of rare and forgotten records, re-edited just for 
purpose of playing it in their own DJ sets. 
They were immediately approached by few bigger booking agencies in Europe. 
This opened up the next step in their operations and put them in higher league 
of performers with higher income. When they got back to US they agreed upon 
doing all business using Skype with no costs. By then, their value system has 
developed, and it has involved two US companies and booking agency in Eu-
rope, and all of them were sharing technology, relationship, emotions and 
knowledge to create value for everybody involved. Eli stated that as all of these 
factors now used by bigger system are starting to multiply. In 2011 Soul Clap 
and Wolf and Lamb together done DJ Kicks compilation (one of the best-selling 
DJ mix compilations in the world) and again they put together knowledge(about 
music), relationship (with network of music organizations), emotions (passion 
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for the music) and technology (to promote with low cost). For the compilations 
they have selected the artists they were working with, what actually gave them 
additional value and expanded value system they operate in. After that compi-
lation in 2011 they had about 120 international gigs around the globe. 
Interviewer asked – is it important to keep all of these 4 factors in balance, to 
keep the system growing (if you do not develop one of the factors, could the 
whole system be affected) Eli answered positively and added that he experi-
enced that a lot of musicians were not able to keep up with growth just because 
of not developing it in a balanced way. To conclude, in the interview Eli was 
asked about approximate number of gigs in 2011 and 2012, and did Soul Clap 
along with using technology, relationship, emotion and knowledge do some 
major financial investment in their business operations. He completely agreed 
that building such an extensive business operations was done only by using 
those four factors without financial investment, and that they could even make 
more money out of gig as demand is bigger but also price per gig rises, but they 
are very aware of the risk of misbalancing those factors because of extensive 
touring. But the income they have generated opened up the new business op-
portunity which can grow even further.  
As a conclusion Eli says: "It is still business, we have to remember it is busi-
ness, but embracing intangibles along, such as passion, love and fun, and not 
focusing on business side so much." 
 
Conclusion 
At one hand we have situation where complexity of relationship between tangi-
ble and intangible in one system, could increase variety of the system, and by 
this, better respond to development of variety in environment where business is 
conducted. Also, regarding the conducted case study we open Pandora’s Box of 
what is new mutated capital as a part of factors of production, and how it could 
be used in the information age to produce value, products and services which 
are then exchanged on the free market for real money. We hope that phenomena 
researched in this paper, that money could be made without actually having 
money as a capital investment, is interesting enough for further research and 
constructive criticism. It is not that this phenomena is new, it has existed in the 
information age from the beginning, and as we know Google and Facebook 
started as a projects in student rooms as well. Writing this paper and conducting 
research we found a huge variety in the meaning of capital. And this is some-
thing what should be researched deeper, from both objective and subjective per-
spective. The aim was to propose new research framework, which takes into 
consideration four factors – technology, emotions, knowledge and relationship – 
which could be analysed as capital in the age of information, and how they 
work in complex system of today’s business. Authors understand that this is 
preliminary small scale research, and it has limitations because of only one in-
terview subject. Research should incite the development of precise tools of 
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measuring how such factors are actually used, including exploration, descrip-
tion, explanation and valuation scientific methods.  
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Summary  
 
The aim of this paper is to show the use of three corpus analysis tools – 
TermeX, Simple Concordance and Collocation Extract - in processing of medi-
cal corpus to obtain collocations. Each tool had its function and will be dealt 
with separately. TermeX tool was used for obtaining a list of most frequent 
nouns and the analysis of their frequency. Simple Concordance tool was used to 
get concordances and for manual extraction of collocations. Collocation Ex-
tract tool was used for extracting remaining collocations with a greater dis-
tance between a collocate and a node and for determining Log Likelihood and 
Mutual Information of these collocations. All the data were helpful in deter-
mining the most frequent collocations necessary to improve collocational com-
petence of users of medical English. 
 
Key words: corpus analysis tools, collocations, corpus linguistics, medical 
corpus 
 
Introduction  
This paper deals with the use of corpus analysis tools in medical corpus pro-
cessing in order to obtain collocations. Three tools were used: TermeX, Simple 
Concordance and Collocation Extract. Each tool will be described separately 
together with its role in extraction and processing of collocations. 
Firth’s explanation of relationship among words is considered the initial theo-
retical framework. According to Firth (1957), “a collocation is a mode of 
meaning and the lexical meaning of a word is realised through multiple mean-
ings on various levels" (Firth 1957:192). Other theoreticians define a colloca-
tion as an occurrence in which lexical units co-occur with one or more words 
(Halliday et al. 1964.:33; Ridout & Waldo-Clarke 1970.; Backlund 1973. 1976.; 
Seaton 1982.; Crystal 1985.:55; Cruse 1986.:40; Zhang 1993.:1). Collocations 
are very important in communication since their misuse can lead to misunder-
standing. There is a great need for the analysis of collocations since they repre-
sent a connection between a word on the one hand and a text, on the other hand. 
However, there are not many dictionaries of collocations, especially those 
dealing with English for Specific Purposes (ESP).  
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That is why this research wants to investigate collocations in medical English 
trying to find out ways of simplifying their extraction from the corpus. So far, 
there have not been any studies in the field of medical English and most lin-
guists were focused on the research of English for social sciences (e.g. Howarth 
1998). Some researchers have dealt with collocations in natural sciences 
(Thomas 1993, Baker, Francis and Tognini-Bonelli 1993, Pearson 1998). The 
analysis of collocations requires many authentic texts and that is why a corpus 
is important. The first corpus used in the statistical analysis of a text was made 
in 1961 and had only 135,000 words. Two most famous corpora are – Brown’s 
corpus for American English and LOB (Lancaster – Oslo – Bergen) for British 
English. A corpus is particularly important in the collocation analysis, since it 
helps in obtaining data that can be statistically processed and is much more reli-
able way of checking collocations than the one that relies on native speakers 
(Sinclair 1991, Partington 1998, Hunston 2002, Krishnamurthy 2000). Thanks 
to computer technologies it started to be easier to make a corpus. All these are 
general English corpora without specialised vocabulary. A few lexicologists 
made a research on specialised corpora like Myers (1989), Kretzenbacher 
(1990), Banks (1994), Salager-Meyer (1992), Williams (1996), Dubois (1997) 
and Biber, Conrad and Reppen (1998). It is very important to have a corpus to 
study collocations and determine their frequency. Sinclair (1991), a pioneer of a 
corpus research thinks that in making a corpus it is very important to establish 
core vocabulary and wants to show that lexical repetition is very frequent in sci-
entific terminology. Function/structure words are eliminated, thus leaving con-
tent/lexical words. The same principle was used in this research. The emphasis 
was made on upward collocations, i.e. those collocations where a is a collocate 
and b is a node (e.g. in a collocation ‘donate blood’, ‘donate’ is a collocate and 
‘blood’ is a node). Each of the tools that were used had its function and they 
were all leading to the same aim – finding the most frequent nouns and their 
verb collocations that will be used in checking collocational competence of us-
ers of medical English and creating glossary of collocations that might prove to 
be useful to all the users of medical English.  
The structure of the paper is as follows: first, the research programme is laid 
out. Then, methodology is explained which is followed by results and discus-
sion. In the end, the conclusion is given. 
 
Research questions 
In order to achieve the aims of the study, the following research questions were 
formulated: 
• What are the most frequent nouns in the corpus extracted by the corpus 
analysis tools? 
• How can corpus analysis tools be used for collocation extraction? 
• What is the Log Likelihood/Mutual Information of these collocations? 
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Methodology 
First, the corpus was made from the online version of Merck’s Manual of Medi-
cal Information (http://www.merckmanuals.com). The text of the book was 
turned into textual files that contain 1,065,181 words. There was a total of 
twenty five files that correspond to the chapters of the book: 1. Fundamentals; 
2. Drugs; 3. Heart and Blood Disorders; 4. Lung and Airway Disorders; 5. 
Bone, Joint and Muscle Disorders; 6. Brain, Spinal Cord and Nerve Disorders; 
7. Mental Health Disorders; 8. Mouth and Dental Disorders; 9. Digestive disor-
ders; 10. Liver and Gallbladder Disorders; 11. Kidney and Urinary Tract Disor-
ders; 12. Disorders of Nutrition and Metabolism; 13. Hormonal Disorders; 14. 
Blood Disorders; 15. Cancer; 16. Immune Disorders; 17. Infections; 18. Skin 
disorders; 19. Ear, Nose and Throat Disorders; 20. Eye Disorders; 21. Men’s 
Health Issues; 22. Women’s Health Issues; 23. Children’s Health Issues; 24. 
Accidents and Injuries and 25. Special subjects. Next, the files were sent to the 
Faculty of Electrical Engineering in Zagreb where they were processed by 
TermeX tool in order to get the most frequent nouns. Simple Concordance tool 
was downloaded for processing the corpus to obtain concordances and find 
collocations. The last step was the use of Collocation Extract tool in order to 
find remaining collocations and determine their Log Likelihood and Mutual In-
formation. 
 
Tools and results 
Three analysis tools are explained in more details to clarify their purpose. 
TermeX tool was used for extraction of the most frequent nouns in the medical 
corpus. Since it has limitations, i.e. it cannot extract verb collocations, Simple 
Concordance tool was used for this purpose. This tool is helpful for extracting 
concordance and finding adjacent collocations (the proximity is usually between 
one and three items). In order to find collocations in the range of 2 to 5 words, 
collocations extract was used and kit also established Mutual information and 
Log Likelihood. It is discussed below in more details. 
 
TermeX  
TermeX (http://takelab.fer.hr/TermeX/) (Seljan et al. 2009) is a tool for auto-
matic collocation extraction and terminology lexical construction. The potential 
collocations are ranked by the strength of lexical associations; fourteen different 
lexical association measures are provided, based on Pointwise Mutual Infor-
mation (PMI), Dice and Chi-square. The tool can extract collocations of up to 
length four. To this end, the standard bigram measures have been extended as 
proposed by Petrović et al. (2009). Moreover, TermeX tool enables the manual 
selection of candidate collocations to be included in terminology lexicon, the 
inspection of concordances of the extracted candidates, and efficient processing 
of multiple documents. However, its big disadvantage is that it does not extract 
verb collocations. 
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For this research, TermeX tool was used to provide most frequent nouns in the 
corpus and the number of their occurrences which can be seen in the Table 1. 
The Table 1. gives the list of ten most frequent nouns in the corpus1: 
 
Table 1. The list of ten most frequent nouns in the corpus 
Noun  Position  Number of occurrences 
Blood 17. 6675 
Symptoms 25. 4093 
Treatment 38. 3059 
Drugs 41. 2880 
Heart 43. 2764 
Disease 48. 2524 
Pain 53. 2288 
Infection 57. 2212 
Skin 59. 2134 
Body 61. 2008 
 
The first column shows the noun, the second its position in the corpus and the 
third how many times it appears in the corpus. From the Table 1 it can be seen 
that the first most frequent noun, ‘blood’, appears on the 17th place and it ap-
pears 6675 times in the corpus. It is followed by ‘symptoms’, which appears on 
the 25th place and occurs 4093 times in the corpus. This list proved to be im-
portant later when the verb collocations of these nouns were determined.  
 
Simple Concordance 
Simple Concordance tool (http://www.textworld.com/scp) enables making a list 
of concordances that make it easier to find collocations. Each file was processed 
separately for easier text processing. For each word considered, the tool shows a 
list of concordances from corpus, known as Key Words in Context (KWIC). 
Figure 1. gives an excerpt of concordances for the noun blood.  
 
 410       is also used to purify blood by removing harmful      
 410       or excessive numbers of blood cells or platelets in    
 410 . To be helpful for purifying blood, hemapheresis must       
 410  the undesirable substance or blood cell faster than the     
 411       that are used to purify blood are plasmapheresis and   
 411   , excess numbers of certain blood cells are removed.       
 411             (an excess of red blood cells), certain types of 
 411  leukemia (an excess of white blood cells), and              
 412    large fluid shifts between blood vessels and tissues that 
 412     and tissues that occur as blood is removed and returned  
 413 members or friends can donate blood specifically for one     
 413   the recipient's and donor's blood types and Rh factors are 
 413     , knowing who donated the blood is comforting, although  
 413 one from an unrelated person. Blood from a family member is  
 415  stem cells rather than whole blood. Prior to the donation   
 415   into the bloodstream. Whole blood is drawn from the donor, 
                                                     
1 The list of other nouns is given in Miščin 2012. 
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 415  a machine that separates the blood into its components      
 415   and returns the rest of the blood to the donor./DONATION   
 417     process of donating whole blood takes about 1 hour.      
 417     blood takes about 1 hour. Blood donors must be at least  
 417  in good health: their pulse, blood pressure, and            
 417           are measured, and a blood sample is tested to      
 418        a person from donating blood include hepatitis B or C 
 418      , poorly controlled high blood pressure, low blood      
 418      high blood pressure, low blood pressure, anemia, the    
 418    of hepatitis, and a recent blood transfusion./Generally,  
 419       are not allowed to give blood more than once every 56  
 419 practice of paying donors for blood has almost disappeared;  
 420   that would disqualify them./Blood Typing/Because           
 421    Typing/Because transfusing blood that does not match the  
 421     can be dangerous, donated blood is classified by type. A 
 421           by type. A person's blood type is determined by    
 421       proteins (Rh factor and blood group antigens A and B)  
 421  and B) on the surface of red blood cells./The four main     
 422    blood cells./The four main blood types are A, B, AB, and  
 422  and O, and for each type the blood is either Rh-positive or 
 422    , a person with O-negative blood has red blood cells that 
 422 with O-negative blood has red blood cells that lack both A   
 422   . A person with AB-positive blood has red blood cells that 
 422     AB-positive blood has red blood cells that have A and B  
 422       and the Rh factor. Some blood types are far more       
 422  than others. The most common blood types in the United      
 423 anyone can receive type O red blood cells; thus people with  
 423     ; thus people with type O blood are known as universal   
 423   donors. People with type AB blood can receive red blood    
 423 type AB blood can receive red blood cells from any blood     
 423      red blood cells from any blood type and are thus known  
 423  recipients. Recipients whose blood is Rh-negative must      
 423   is Rh-negative must receive blood from Rh-negative donors, 
 423  donors, but recipients whose blood is Rh-positive may       
 423    Rh-positive or Rh-negative blood./After a person is       
 424  is deemed eligible to donate blood, he sits in a reclining  
 424    the procedure is painless. Blood moves through the needle 
 424 bag. The actual collection of blood takes only about 10      
 
Figure 1. The example of the part of concordances for the noun 'blood' 
 
The collocations of the most frequent nouns were manually extracted. In that 
case, the most frequent combinations were two or three words away from the 
node, i.e., the central noun. Such an examination was necessary also to separate 
one-word nouns (e.g. blood) from the multi-word ones (e.g. blood cell, blood 
type, blood transfusion, etc.). 
 
Collocation extract 
The next tool is Collocation extract (http://collocation-extract.software. 
informer.com/3.0/), a tool for extracting collocations from a corpus. Collocation 
extract determines the lexical association word pairs based on the statistical 
measures of Log Likelihood (LL) and Mutual Information (MI). These 
measures help in determining collocation fixedness and measure the strength of 
lexical units and thus they help in distinguishing strong and weak collocations. 
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MI measures the statistical independence of words x and y by comparing their 
joint probability against the joint probability under the independence assump-
tion. The use of MI for collocation extraction was first proposed by Church and 
Hanks (1990). The higher the MI, the higher the probability that words are lexi-
cally associated one with another. Log Likelihood is the probability ratio of the 
occurrence of one collocational component in the presence of another one and 
the probability that the same collocational component will occur without the 
other one. Higher LL denotes that the probability that two collocational compo-
nents occur together is smaller. Collocation extract enables a user to determine 
the direction for searching collocations, the span, frequency, level of meaning 
and distance between two words. It was used for determining the connection 
between LL/MI and collocational competence, since it was expected that better 
knowledge of collocations was connected with higher LL/MI. 
To process the corpus with Collocation extract, we proceed as follows. First, a 
corpus is chosen that should be in a plain text format and is put in ‘File-Save 
File List’. Then, statistical methods are chosen, in this case, Log-Likelihood and 
Mutual Information. Next, the span is chosen, which can be from 2 to 5. The 
number denotes the number of words in which collocations are searched for. 
For instance, if ‘2’ is chosen, the tool will look for two-word collocations (bi-
grams) and this was the number chosen here. Then, the direction for searching 
collocations is chosen. Since the upward collocations were looked for, the left 
side was chosen. After that, the minimum frequency of collocations was chosen. 
The lowest frequency of collocations was chosen, i.e. 1. Then, the statistical 
significance at the level ‘p<.005’, ‘p>.05’ or ‘all occurrences’ is selected. The 
option ‘all occurrences’ was selected and the maximum number of collocations 
that were extracted. The given value of ‘500’ was kept. In searching two-word 
collocations the distance between two words has to be determined. If ‘2’ is se-
lected, two words are separated by one word. Since the ‘Simple Concordance’ 
tool had already extracted collocations with the distance of 3 or even 4, here, 
the option 1-6 was selected in order to determine other collocations with a 
greater distance between the members.2 Table 2. gives the example of a part of 
the file obtained by such an analysis for the noun ‘diagnosis’. 
As it can be seen from the Table 2., the collocate, i.e., the word before the re-
searched noun, is in the first column. Articles, adjectives, nouns and verbs occur 
as collocates, but verbs were the subject of this research. The second column 
denotes the number of collocate occurrence, while in the third one the re-
searched noun occurs, i.e. ‘diagnosis’. The fourth column mentions the number 
of its occurrence, which is 1712. After this, the frequency of occurrence of this 
collocation is shown (e.g. ‘confirm diagnosis’ occurs 133 times) and the last 
                                                     
2 More detailed instructions on the use of the tool are mentioned in 'Help'' of the tool itself. 
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column shows Log Likelihood. In this way, all the most frequent nouns were 
analysed and they were given in the table 3. 
 
Table 2. The result of the analysis of 'Collocation Extract' tool for the noun 'di-
agnosis' 
Word1 Freq1 Word2 Freq2 Freq12 ll 
symptoms 4052 diagnosis  1712 439 4144.5531 
the  63849 diagnosis 1712 597 2751.9236 
and  29840 diagnosis 1712 446 2419.0548 
confirm  185 diagnosis 1712 133 1850.5791 
make  549 diagnosis 1712 66 621.725 
confirms  31 diagnosis 1712 28 414.37192 
makes  227 diagnosis 1712 39 396.75928 
bases  23 diagnosis 1712 9 108.64861 
a  24886 diagnosis 1712 58 102.06458 
early   517 diagnosis 1712 15 97.100213 
definitive  19 diagnosis 1712 7 83.43613 
definite  6 diagnosis 1712 5 72.041094 
making  242 diagnosis 1712 10 71.815283 
establish  38 diagnosis 1712 6 59.819193 
confirming  6 diagnosis 1712 4 54.318792 
support   170 diagnosis 1712 7 50.208611 
suspect   133 diagnosis 1712 6 44.141423 
after  2315 diagnosis 1712 12 37.674508 
establishing  12 diagnosis 1712 3 32.97642 
considers  13 diagnosis 1712 3 32.428022 
specific  486 diagnosis 1712 6 28.695834 
suggest  98 diagnosis 1712 4 28.612737 
preliminary  3 diagnosis 1712 2 27.157059 
establishes  4 diagnosis 1712 2 25.431833 
precise  47 diagnosis 1712 3 24.189261 
prompt  65 diagnosis 1712 3 22.204354 
suspects  71 diagnosis 1712 3 21.667737 
accurate  71 diagnosis 1712 3 21.667737 
suggests  79 diagnosis 1712 3 21.020867 
the   63849 diagnosis 1712 8 19.74817 
initial   100 diagnosis 1712 3 19.600239 
screening  131 diagnosis 1712 3 17.985242 
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Table 3: The most frequent verb collocations in the corpus (occurring with the 
most frequent nouns) 
 
 
Table 33. shows the most frequent upward verb collocations in the corpus which 
occur with the most frequent nouns, the frequency of their occurrence, their Log 
Likelihood and Mutual Information. It can be seen that the most frequent collo-
cation is ‘relieve pain’, which occurs 108 times and also has quite a high Log 
Likelihood (248.33414), but not so high Mutual Information (8.4848646). The 
next one is 'provide relief', which occurs 48 times with also high Log Likeli-
                                                     
3 This is only a part of the table. The whole table can be seen in Miščin 2012. 
COLLOCATION TIMES IT APPEARS LL MI 
receive a kidney  3 17.098098 7.5688532 
aggravate the injury 1 8.2737904 12.467579 
replace the hip 2 12.301151 10.280053 
gain weight 18 210.23742 12.827786 
establish diagnosis 6 59.819193 10.171127 
tolerate pain 2 20.770593 6.3841196 
provide relief 48 258.07393 11.071733 
pose the risk 21 58.344398 9.9256855 
loosen the secretion 5 59.901538 9.9880785 
change the bandage 1 21.076902 16.327632 
develop a bedsore 2 16.973625 12.581677 
relieve pain 108 248.33414 8.4848646 
treat the infection 35 44.184953 38.331006 
regain consciousness 1 44.825846 12.10363 
induce vomiting 5 76.444688 10.512782 
produce pain 3 51.985936 5.5569562 
suppress inflammation 3 35.032721 9.0880331 
undergo dialysis 2 122.05025 12.285744 
detect a lump 1 14.268766 9.6039706 
impair memory 2 23.424866 9.8576507 
abort headaches 3 39.895228 9.8576507 
relieve nausea 4 30.481541 6.9119118 
tolerate a drug 1 10.62278 4.4610449 
catch a cold 1 16.128507 9.1082614 
detect a cancer 10 65.871482 5.9893827 
cleanse the wound 2 20.29615 12.683775 
transmit a disease 17 139.06414 7.4514984 
get/develop symptoms 11/47 22.681104/201.61944 
7.9952898/
9.9281756 
identify antibodies 1 24.756581 9.291458 
relieve anxiety 5 9.0133363 7.9225788 
precipitate the attack 1 13.334497 10.904165 
suppress a cough 4 70.689533 10.66052 
cause discomfort 16 55.418659 5.603248 
trigger diseases 1 11.883876 9.9288879 
E. Miscin, Use of Corpus Analysis Tools in Medical Corpus Processing 
195 
 
hood (258.07393) and low Mutual Information (11.071733). They are followed 
by ‘treat the infection’ (35 times) which has a lower LL (44.184953) and a bit 
higher MI (38.331006).  
 
Conclusion 
Processing of any corpus would be a difficult task without computer tools, es-
pecially when dealing with collocations. This paper showed the use of three dif-
ferent corpus analysis tools – TermeX, Simple Concordance, and Collocation 
Extract in processing of the medical corpus. TermeX was useful for making a 
list of the most frequent nouns and analysing a list of their frequencies. It was 
shown that the most frequent noun is blood which occurs 6675 times. Simple 
Concordance proved to be useful in making a list of concordances and finding 
collocations. Collocation Extract helped in extracting collocations occurring 
with the most frequent nouns. It was established that the most frequent colloca-
tions were ‘relieve pain’, ‘provide relief’ and ‘treat the infection’. The next step 
would be to test collocational competence of users of medical English and to 
establish the connection between the competence and Log Likelihood/Mutual 
Information. The aim of all these analyses was to analyse the results of auto-
matic extraction results. The future research would aim to consider collocations 
which would be the most useful for users of medical English and to make a dic-
tionary of medical English collocations. 
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Summary 
 
With the turn towards the digital age, a growing number of institutions in the 
GLAM (Galleries, Archives, Museums and Libraries) sector started to identify a 
need for digitising their different collections placing them online with goals to 
preserve and exhibit them in the digital environment. After the initial efforts to 
develop policies, methodologies and best practices in transferring the collec-
tions into the online environment, researchers and practitioners have started to 
investigate possibilities of communicating those digitised collections with the 
public and seizing the opportunities that arise from digitisation. One of the ap-
proaches that cultural heritage institutions started to explore in order to involve 
the general public in their activities on the Web is crowdsourcing - taking a job 
traditionally performed by a designated agent (usually an employee) and out-
sourcing it to an undefined community in the form of an open call. In the herit-
age sector this means inviting members of the public, (“the crowd”), to tag and 
classify, transcribe, organize, and otherwise add value to digital cultural herit-
age collection content. In this paper we provide an overview of approaches in 
using the collective intelligence in the cultural heritage domain. Key terms, 
concepts and corresponding case studies are discussed, providing the frame-
work for crowdsourcing projects within the heritage sector. 
 
Key words: crowdsourcing, heritage, Web 2.0, archives, libraries, museums  
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Harnessing collective intelligence in the heritage sector – defining the 
field 
When the notion of crowdsourcing is explored within the scientific literature 
related to the field, a number of related terms emerge. Crowdsourcing is often 
related with terms such as “collective intelligence”, “wisdom of the crowds” 
“human computation”, “social computing”, etc.  
Figure 1 presents an attempt to classify the landscape of various systems har-
nessing the collective intelligence where the relations between the main con-
cepts in the field are presented (Bederson and Quinn, 2011.)  
 
Figure 1: Collective intelligence landscape 
 
 
Authors identify three main notions that comprise the field of collective intelli-
gence: human computation, crowdsourcing and social computing. All three no-
tions fall in the field of collective intelligence, by having the same prerequisite 
for successful implementation – they all depend on a group of participants 
(Bederson and Quinn, 2011).  
Within this framework, the most interesting is the differentiation between hu-
man computation and crowdsourcing. The modern usage of the term human 
computation is largely credited to the title of the thesis from of Luis von Ahn 
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and the related papers (von Ahn, 2005; Law and von Ahn, 2009; von Ahn and 
Dabbish, 2008). In his thesis (von Ahn, 2005), von Ahn defines the term as 
“…a paradigm for utilizing human processing power to solve problems that 
computers cannot yet solve.” The main idea behind human computation is using 
the collective intelligence of users to solve problems that are hard or still impos-
sible to do by using computer programs or algorithms. One of the most common 
examples of a human computation system is ReCAPTCHA (recaptcha.net), 
used for transcribing scanned texts for which OCR is not very effective. It takes 
advantage of the need for CAPTCHAs, the distorted images of text that are used 
by websites to prevent access by automated programs (von Ahn et al., 2008). 
On the other hand, term crowdsourcing is derived from the word outsourcing 
where a job traditionally performed by a designated agent (usually an em-
ployee) is outsourced it to an undefined, generally large group of people in the 
form of an open call (Howe, 2008). As Bederson and Quinn (2009) summarize, 
the difference between crowdsourcing and human computation is that 
“…Whereas human computation replaces computers with humans, 
crowdsourcing replaces traditional human workers with members of the pub-
lic.” Owens (2012) also notes that crucial difference between those two per-
spectives (using slightly different terminology), considering human computa-
tion and the wisdom of crowds as opposing polls of crowdsourcing activity and 
provides  an overview of key differences between them (Table 1) 
 
Table 1: Key differences between human computation and wisdom of crowds 
 Human Computation Wisdom of Crowds 
Tools Sophisticated Simple 
Task Nature Highly structured Open ended 
Time Commitment Quick & Discrete Long & Ongoing 
Social Interaction Minimal Extensive Community Building 
Rules Technically Implemented Socially Negotiated 
 
When thinking of human computation, one should imagine the example of the 
ESP game (link) which Owens (2012) describes as “a sophisticated little tool 
that prompts us to engage in a highly structured task for a very brief period of 
time...with almost no time commitment...practically no social interaction...and 
the rules of the game are strictly moderated by the technical system.” On the 
other hand Wikipedia being the example of wisdom of the crowds: “While the 
tool is very simple the nature of our task is huge and open-ended...it’s open-
ended nature invites much more long-term commitment...an extensive commu-
nity building process...” (Owens, 2012). 
Following the rise of the Web 2.0, heritage institutions quickly realized the po-
tential of the fundamental ideas underlying Web 2.0 - successful network appli-
cations are systems for harnessing collective intelligence (O’Reilly and Batelle, 
2009). Many libraries, institutions or archives started using different Web 2.0 
tools, such as blogs or social networks or to extend and enhance their communi-
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cation with their users. According to ICOM, the museum “...acquires, con-
serves, researches, communicates and exhibits the tangible and intangible herit-
age of humanity and its environment for the purposes of education, study and 
enjoyment” (ICOM, 2013). That can be said for basically all institutions within 
the heritage sector so the idea of crowdsourcing fitted right in with the goals of 
researching and communicating heritage for different purposes and users. After 
the initial projects explored the field, some researchers found the term 
“crowdsourcing” isn’t really appropriate for many cultural heritage projects. 
Both the appropriateness of the term “crowd” or the term “sourcing” is ques-
tioned, because such projects in the heritage sector mostly don’t involve large 
and massive crowds and have very little to do with outsourcing labor. (Owens, 
2013). One of the terms that can offer new perspectives is “nichesourcing”, a 
“...specific type of crowdsourcing where complex tasks are distributed amongst 
a small crowd of amateur experts ... rather than the “faceless” crowd” (de Boer 
et al., 2012). As Owens (2012) argues, projects within the cultural heritage 
sector are mostly about just that: “...inviting participation from interested and 
engaged members of the public... [they] continue a long standing tradition of 
volunteerism and involvement of citizens in the creation and continued devel-
opment of public goods (Owens, 2013).  Following these arguments, we can see 
that the original Web 2.0 idea of harnessing collective intelligence found its ap-
plication in the cultural heritage but denoting a specific field of application.   
The initial idea offered a broad perspective with the idea that a large group of 
people can create a collective work whose value far exceeds that provided by 
any of the individual participants (O’Reilly and Batelle, 2009). This is closely 
related to the idea of social computing, and opened a door for different Web 2.0 
applications such as Facebook, Youtube or Wikipedia where the collective 
power of the users was harnessed in its full strength. Along with that the field of 
human computation investigated how using the collective intelligence of users 
can solve problems that are hard or still impossible to do by using computer 
programs or algorithms (von Ahn, 2005). This produced many great applica-
tions such as the ESP game or reCaptcha where it was clearly shown how many 
users can overcome serious computing problems, such as image labelling on the 
Web. The third incentive came in the coining of the idea of crowdsourcing – 
outsourcing a job usually carried out by employees to the public (Howe, 2008).  
One example being the annotation of large collections of digitized materials that 
require a lot more human effort than the institution employees can handle. Alt-
hough these goals can be accomplished by crowdsourcing, because of the need 
for specific knowledge on the subject matter often the “public” is not the right 
target if the quality of metadata gathered is vital. One approach can be found in 
the idea of “nichesourcing”, a further development of the crowdsourcing idea 
focused on solving different complex knowledge-intensive tasks and providing 
quality results by involving amateur experts instead of the general “faceless 
crowd” (de Boer et al., 2012).  
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Taking all these perspectives in consideration we can see that the field of har-
nessing collective intelligence in the cultural heritage sector is not only based 
on the idea to use the public, but to engage them to contribute, collaborate and 
co-create (Bonney et al., 2008). It is not only about getting things done (e.g. de-
scribe or transcribe certain materials) but to communicate the collection to the 
users by shifting their focus from consuming digital collections to collaborating 
in its development. This most commonly leads to a group of amateur experts 
that have joined the project because they care about the cause and have intrinsic 
motivations to participate. Both of these aspects underline the paradox of using 
the term “crowdsourcing” when describing cultural heritage projects since they, 
in most cases, include engaged amateurs (not the “crowd”) that are intrinsically 
motivated and don’t consider their work as labour (thus nothing is really „out-
sourced”). Since the term is already in use, there is a need for refinement and 
distinction when using the term “crowdsourcing” in the cultural heritage do-
main by including all the perspectives from human computation to nichesourc-
ing as parts of the field itself. 
 
Setting the framework for applying crowdsourcing in the cultural 
heritage domain 
Growing number of institutions in the GLAM (Galleries, Archives, Museums 
and Libraries) sector started to investigate possibilities of communicating their 
digitised collections with the public and seizing the opportunities that arise from 
digitisation by applying different crowdsourcing approaches. For that reason, it 
is important to classify the different types of crowdsourcing in the GLAM do-
main so potential new projects have an overview of opportunities and chal-
lenges in the domain. In this chapter we discuss the existing attempts to classify 
the field of crowdsourcing with special focus on the digital heritage sector.  
One of the attempts to provide a general overview of the field from the service 
perspective is “Crowdsourcing Industry Landscape”, an infographic presenting 
crowdsourcing taxonomy in order to provide a framework for the industry. The 
infographic is constantly revised, with the latest version reflecting the third gen-
eration of the taxonomy, categorising the field in six different areas:  
1. crowdfunding – financial contributions from online investors, sponsors or 
donors to found for-profit or non-profit initiatives or enterprises (e.g. 
kickstarter.com, gofundme.com) 
2. crowd creativity – tapping of creative talent pools to design and develop 
original art, media or content (e.g. istockphoto.com, minted.c 
3. distributed knowledge – development of knowledge assets or information 
resources from a distributed pool of contributors (e.g. GalaxyZoo, 
openbuildings.com) 
4. cloud labour – leveraging of a distributed virtual labour pool  available 
on-demand to fulfil a range of tasks from simple to complex(e.g. Ama-
zonMechanicalTurk, tagasauris.com) 
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5. open innovation – use of sources outside of the entity or group to gener-
ate, develop and implement ideas (e.g. challengepost.com, innocentive. 
com) 
6. tools – applications, platforms and tools that support collaboration, com-
munication and sharing among distributed groups of people (e.g. so-
cialvibe.com, bigdoor.com) 
When approaching these categories from a heritage perspective, the category of 
distributed knowledge stands out as a category where crowdsourcing digital 
cultural heritage fits right in. As we mentioned earlier, when defining the field, 
the idea is to engage motivated users to contribute, collaborate and co-create, 
which is closely related to the distributed knowledge category description and 
the projects listed there. Although these categories are mainly aimed at the in-
dustry and applications, this overview is a good place to start because it lists a 
large number of actual projects and ideas in the field and is very informative on 
the possible approaches when thinking about implementing crowdsourcing in 
the heritage sector. Since this categorisation is very broad there is a need to look 
at he attempts to classify the specific domain of crowdsourcing in the cultural 
heritage domain. Based on the approaches in the literature the field can be cate-
gorized through three aspects: 
1. participation – categorising crowdsourcing projects based on the level of 
user engagement  
2. activities – categorising crowdsourcing projects on the types of activities 
undertaken  
3. crowdsourcing initiatives – categorising crowdsourcing projects based on 
the tangible outcomes 
These aspects represent the three main questions every institution should an-
swer when considering crowdsourcing their collection, namely who are the in-
tended users, what activities should be implemented and what are the tangible 
outcomes.   
In the book The Participatory Museum  (Simone, chapter 5) author list four 
models based on public participation in cultural institutions: (1) contributory 
projects, where visitors are solicited to provide limited and specified objects, 
actions, or ideas to an institutionally controlled process; (2) collaborative pro-
jects,  where visitors are invited to serve as active partners in the creation of in-
stitutional projects that are originated and ultimately controlled by the institu-
tion; (3) co-creative projects, community members work together with institu-
tional staff members from the beginning to define the project’s goals and to 
generate the program or exhibit based on community interests and (4) hosted 
project in which the institution turns over a portion of its facilities and/or re-
sources to present programs developed and implemented by public groups or 
casual visitors.  
This classification looks at the field through different model of participation, 
providing a framework on how an institution could engage its users. As the au-
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thor puts it: “No one model is better than the others. Nor should they even be 
seen as progressive steps towards a model of “maximal participation”...The dif-
ferences among participatory project types are highly correlated with the 
amount of ownership, control of process, and creative output given to institu-
tional staff members and visitors.” As a starting point for every institution, a 
chart displaying the fundamental characteristics of each model is provided 
(Simone, 2010). 
Complementing the models of participation, a decision on crowdsourcing ac-
tivities is another important aspect of the process. Ridge (2011) looks at the 
types of various activities which can be applied to digitized objects. Although 
her work primarily deals with the context of things people can do with museums 
and games to improve museum collections, this categorisation can be applied to 
general crowdsourcing activities: 
• tagging – applying unstructured labels to individual objects 
• debunking – flagging content for review and/or researching and providing 
corrections 
• linking – linking objects with other objects, objects to subject authorities, 
objects to related media or websites; 
• categorising – applying structured labels to a group of objects, collecting 
sets of objects or guessing the label for or relationship between presented 
set of objects 
• stating preferences – choosing between two objects or voting on or 'lik-
ing' content 
• recording a personal story – contextualising details by providing subjec-
tive oral histories or eyewitness accounts  
• creative responses – writing an interesting fake history for a known object 
or purpose of a mystery objects. 
This overview briefly summarizes what types of crowdsourcing activities can 
be implemented when dealing with objects in the cultural heritage sector.  
 
Table 2: Types of crowdsourcing initiatives 
Crowdsourcing type Sort definition  
Correction and 
Transcription Task 
Inviting users to correct and/or transcribe outputs of digitisation 
processes. 
Contextualisation Adding contextual knowledge to objects, e.g. by telling stories or writing articles/wiki pages with contextual data.  
Complementing 
Collection 
Active pursuit of additional objects to be included in a 
(Web)exhibit or collection.  
Classification Gathering descriptive metadata related to objects in collection. Social tagging is a well-known example.  
Co-curation Using inspiration/expertise of non-professional curators to create (Web)exhibits.  
Crowdfunding Collective cooperation of people who pool their money and other resources together to support efforts initiated by others. 
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The final aspect of the decision on implementing crowdsourcing is looking at 
the field from the perspective of tangible outcomes, i.e. how can different 
crowdsourcing types contribute to the working practices and what can different 
initiatives offer as real outcomes. Oomen and Arroyo (2011) list the classifica-
tion of crowdsourcing activities based on their outcomes, a result of a study 
gathering examples of crowdsourcing initiatives around the globe (Table 2). 
 
Conclusion 
There are many advantages in implementing crowdsourcing services and pro-
jects within cultural heritage institutions. Users tagging, annotating and adding 
contextual knowledge results in easier managing of huge collections and 
demonstrates obvious benefits for galleries, archives, museums and libraries. 
Important added value for institutions is strengthening the relations with end us-
ers and consequently getting more precise insight in user’s needs. On the other 
side, persons involved in crowdsourcing also find value in contributing to cul-
tural heritage research and enrichment of their cultural identity. In this new way 
of partnership in digital environment it is necessary to continuously improve 
mechanisms of collaboration to achieve desired level of trustworthiness and 
quality of added content. Such collaboration of heritage professionals and in-
volved end-users will as a result bring data sets of different origins to exist in 
the same databases. However, in presenting of content through public web ser-
vices, origin of data will have to be clearly labeled so that user created data is 
easily differentiated from data created by heritage professionals. 
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Bringing Circus History into the Digital World 
 
Maureen Brunsdale 
Milner Library, Illinois State University 
Normal, IL  61790-8900, U.S.A. 
mbrunsdale@ilstu.edu 
 
Summary 
 
No library or museum in the world was curating a growing online exhibit of 
circus images when Milner Library at Illinois State University began such an 
exhibit in the spring of 2010. Images were first hosted locally and then nation-
ally, but each time the platform used was the Online Computer Library Center’s 
(OCLC) collection management software, CONTENTdm. To date, the collection 
has grown to include over 5000 digitized preserved images culled from both 
Kodachrome slides and black and white 35mm negatives. This paper will 
demonstrate how CONTENTdm enhances the digital curation and preservation 
of the online exhibit known as “Passion for Circus,” ensuring this truly inter-
disciplinary art form’s existence well into the future. 
 
Keywords: Digital curation, online exhibit, CONTENTdm, circus 
 
Introduction 
In 2008, Taschen Press released a magnificent book called Circus, 1870-1950. 
Weighing 15.5 pounds, this gigantic book was printed in English, French and 
German and was illustrated by more than 1,000 images. A reviewer for the New 
York Times Book Review commented, “This is a gee-whiz spectacle of a book, a 
three-ring extravaganza as bright as a pinball machine.” The book’s reception 
was equally vivid, garnering four more printings in the five years since it was 
first published. The central feature of the book are its many photographs, 
roughly one-third of which came from the photographs of Sverre O. Braathen, a 
significant portion of the Circus & Allied Arts Collection found within Special 
Collections at Milner Library, Illinois State University, Normal, Illinois.  
The publication of the first edition of this book coincided with an annual con-
vention of the Circus Historical Society, held in Normal. The coalescence of all 
these events gave the idea to digitize of the circus photography of Sverre O. 
Braathen the momentum it had never previously had. The software chosen to 
make this rich primary source material available on the internet was Online 
Computer Library Center’s (OCLC) product named CONTENTdm. This soft-
ware has ably preserved the images from a significant cultural and demographic 
entity, one that in many ways defines interdisciplinary studies. (Another sen-
tence, maybe, to that effect?...something like: From the study of the artistic 
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composition of the photographs, to the discovery of socioeconomic indicators 
revealed in them, to the analysis of gender roles in mid-twentieth century per-
formance arts, these digitized images offer rich insights from a spectrum of aca-
demic and cultural perspectives—or something.) 
 
How the software works – a user’s perspective 
OCLC’s digital collection management software, CONTENTdm, provides 
many benefits to the user. A look at “Passion for Circus” – the name for the 
aforementioned collection of photographs – highlights many of those benefits. 
If someone wanted to do some research on this collection, he or she might open 
a web browser and search for the collection title, Passion for Circus, using a 
search engine such as Google. That sort of scenario reveals the primary benefit 
of using CONTENTdm: the collection is easily retrieved—across many plat-
forms and search engines. The front page for “Passion for Circus” would be 
displayed, having the same look and feel as the rest of the webpages for Milner 
Library, maintaining the branding of our institutional web presence with the 
seal of Illinois State University displayed next to the name of our library, fol-
lowed by the title of this digitized collection. Under the red banner which helps 
to serve as the university brand, is a simple search box, wherein a user could 
search for images related to his or her research need. One of the Braathen im-
ages fills the middle of the screen, then toward the bottom of the page, the user 
can choose to search the collection by a variety of means: Circus, Performer, 
Stage Name, Location and Subject. The right-most side of the screen offers a 
link users can follow to get a Really Simple Syndication (RSS) feed, providing 
an alert when any new content is added to the collection. Finally, thumbnails of 
the most recently added images to the project are displayed at the bottom of the 
page. All of these components illustrate some of the benefits of using CON-
TENTdm. 
An example helps to illustrate the functionality. Recently, a researcher was 
looking for images of the air conditioning units which the Ringling Brothers & 
Barnum and Bailey Circus used in the middle of the last century. By typing “air 
conditioning” into the search statement box, 37 results were produced. Upon 
first glance, many – like the “Old King Cole Spectacle Entering the Big Top” - 
do not appear to relate to the concept.  
This gives the opportunity to display one of the greatest technical features of 
CONTENTdm: the ability to “zoom in” on the photo. Doing that while moving 
the mouse to highlight the top third of the image shows a flattened tube with the 
upside-down letters that read, “AIR COND.” These first few letters alert us to 
the fact that this flattened tube was part of the air conditioning apparatus used 
by that circus. 
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             Photo 1 
 
Source: http://digital.library.illinoisstate.edu/cdm/singleitem/collection/circus/id/535/rec/12 
 
But what year was this tube used? A look at the record which accompanies the 
image gives us the data we need to ascertain this vital piece of information - and 
so much more.  
 
Screen shot 1 
 
The record for the photo above detailing all the metadata for it. 
http://digital.library.illinoisstate.edu/cdm/singleitem/collection/circus/id/535/rec/12 
  
The date - August 17, 1941 – is provided along with the title of the image, the 
location where it was filmed (Madison, Wisconsin), the subject fields (air con-
ditioning, big top, circus performers, spectacles, wardrobe), and all the owner-
ship information can all be found in that record. Librarians call these things the 
metadata, but users likely refer to them as the details about each item. Regard-
less of what they are called, they are the priceless specifics which help define 
each image. They also provide the context for them. Finally, links provided at 
the bottom of the screen allow users to tag items, add commentary, and/or offer 
corrections if mistakes were made in identifying people or objects. 
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Additional Benefits 
Beyond ease of use and searchability across many platforms and search engines, 
CONTENTdm provides additional benefits. For instance, the software delivers 
the means for a library to digitally store and thus preserve unique and valuable 
images. It also is customizable on the back-end which in our case means that the 
initial search fields can be designed to reflect the unique vocabulary of the cir-
cus.  
Internet users are a diverse lot. Many enjoy using social media; CONTENTdm 
allows for image-sharing via Facebook, Twitter, Flickr and more. Those 
searching the web also sometimes desire to purchase or use for research images 
they find there. An exciting feature has just been released by OCLC and their 
partner, Atlas Systems which addresses this issue. Atlas Systems’ Aeon soft-
ware works with CONTENTdm to allow users to do two things: to request that 
materials to be pulled for them before physically arriving at a Special Collec-
tions depository, and it also enables people to not only identify which images 
they would like to have reproduced for publication or personal use, but also to 
pay for the reproduction services online via a credit card. The press release for 
this feature was disseminated in January, 2013. As yet, Milner Library has not 
implemented this service. 
 
Conclusion 
In the span of a few short years Milner Library has introduced the world to an 
online photo exhibit of circus images that documents American circus shows 
from several decades of the twentieth century. This has been accomplished by 
first digitizing the slides, negatives, and photographs from the Circus & Allied 
Arts Collection found within the Special Collections department, and then up-
loading them into OCLC’s online collection management software, CON-
TENTdm. Images from this collection can be found in wildly diverse websites, 
from camera and film fan sites, to sites whose supporters love Jeeps, to model 
builders who want detailed images of Caterpillar tractors from the 1940s. Just 
like the circus itself, the study of digitized circus images attracts diverse crowds 
from academics, to independent scholars, as well as circus fans. The digitization 
of this collection of photographs ensures that more people are able to access 
these wonderful images, in effect bringing a page from American cultural his-
tory to life once again. We look forward to expanding the offerings of images 
and services in the future so that the more people may be able to access these 
wonderful images from days gone by, in effect bringing a segment of American 
cultural history to life once again.  
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Summary 
 
Computers in education are an integral part of the teaching process, but the use 
of them mostly depends on the competence and willingness of individual teach-
ers, as well as the availability of adequate hardware and software. When it 
comes to learning a language, computer assisted language learning software 
mostly covers languages such as English, or German, while other, less popular 
languages still do not have a good software foundation. 
The interactive application for learning the Latin language is an example of 
software that seeks to facilitate students studying Latin within all grammar 
schools in Croatia. The Latin language, although very often called a dead lan-
guage, is still a part of the culture in general, and important in fields such as 
medicine, law, agriculture, etc. Results obtained by our research confirm that 
students are willing to use such software and that the increase in student moti-
vation and interest are proportional to the final test results. 
 
Key words: computer assisted language learning, the Latin language, interac-
tive software 
 
Introduction 
Computers significantly affect the concept of modern teaching, whether used by 
a teacher as a classroom tool, or independently by students. Teachers use com-
puters in classrooms for different purposes. The goal is always to improve stu-
dent learning and not only make the learning material easily available to stu-
dents. Computers are frequently used in order to accommodate different learn-
ing needs as well as to motive the learners in general. However, the use of com-
puters only is not enough to maintain student attention at a high level during a 
lesson. Students have embraced computers as an integral part of teaching and 
therefore expect it to be applied in interesting ways, very often through fun and 
playing games. 
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Since many teachers lack the competence or resources to create computer appli-
cations for learning, teachers mostly rely on the existing ones. The usefulness of 
applying computer assisted learning (CAL) is highlighted in the area of foreign 
language learning which requires constant practice and repetition. CAL enables 
students to make decisions on their own about the level of their knowledge, sig-
nificance of the subject matter and their learning pace (Parsons and Oja, 2010). 
Within the course Computer Assisted Teaching at the Faculty of Humanities and 
Social Sciences in Zagreb, we designed and created an interactive multimedia 
application for learning the Latin language. In order to evaluate its application, 
we conducted a research in two sections of second grade levels at the Fifth 
Grammar School in Zagreb. This paper presents the results of the abovemen-
tioned research.  
 
Literature review 
A group of Greek scientists (Haung et al., 2011) conducted a research about the 
usage of multimedia in learning modern Greek language via Internet. The goal 
was to investigate the effectiveness of this type of learning and to see if this way 
of learning would make the Greek language more popular among students from 
Chinese universities. According to the authors, the results indicated that multi-
media learning combined with classical tutoring, positively affected the learning 
environment. Most of the students (95%) were either completely or partially 
satisfied with the multimedia learning environment. However, 33% of the stu-
dents declared that human interaction is necessary due to pronunciation diffi-
culties and vocabulary exercises when working from home. Accordingly, we 
find that the application for learning the Latin language can also be utilized at 
its best via blended learning, i.e. the combination of traditional and computer 
assisted learning.  
An empirical quantitative research was conducted among college students 
learning the English language at Qingdao University in China (Liu, 2010). The 
aim was to investigate the effectiveness of learning the English language with 
multimedia at Chinese universities. He compared two groups of students: the 
experimental group which learned with multimedia learning materials only, and 
the control group which learned with classical teaching methods. Surprisingly, 
the difference in final test results between the two groups was rather small, 
showing how the different teaching methods affected the learning outcomes the 
same way. 
A research on the effectiveness of the usage of software for learning English 
vocabulary was conducted in Croatian elementary schools (Lauc et al., 2007). 
The research results showed that students were well engaged in the classroom 
where the multimedia interactive software was used, which was substantiated 
by better test results, compared with the control group. 
In the following chapters we present our research results regarding the devel-
opment and evaluation of the Latin language learning application. 
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Research 
In order to determine the effectiveness of applying the software in teaching and 
learning the Latin language, we examined the differences in knowledge acqui-
sition among students of two separate class sections of second grade level in 
The Fifth Grammar School in Zagreb. Computer-assisted instruction was con-
ducted with the experimental group using the multimedia interactive application 
for learning Latin, and traditional instruction was conducted with the control 
group. The validity of the main hypothesis, which claimed that the multimedia 
application helps students learn the material and evokes more enthusiasm 
among the students to learn Latin was tested. The research involved the total of 
62 second grade students and it was conducted by means of a blinded experi-
ment. None of the students from either of the two groups knew of the research 
being conducted. However, the students were familiar with the existence of the 
software, therefore it was not completely new to them. The proficiency level of 
students in Latin is estimated as equal in both groups according to their former 
test results and term grades. Both class sections follow the same curriculum and 
obtain equal test results on average. The study was conducted within a lesson, 
mainly concentrating on verb forms, where students were supposed to review 
the content learned so far. The lessons in both groups were substantially equiv-
alent, meaning that the covered content in the experimental group was identical 
to the content taught in the control group. In this experiment, the independent 
variable was the introduction of the application for learning Latin in the class-
room, and the dependent variable were the final test scores. 
 
Methodology 
The multimedia interactive application for learning the Latin language was used 
by the students in the experimental group. In order to determine the usefulness 
of the application by using quantitative indicators, a brief knowledge test was 
conducted at the end of the lesson, with both groups. The students' motivation 
and interest was tested by means of a survey. At the end of the research the 
subject teacher was interviewed to give the research review as well as a reflec-
tion on the experiment in general.  
The software was designed and developed by the authors of this paper within 
the course Computer Assisted Teaching at the Department of Information and 
Communication Sciences at the Faculty of Humanities and Social Sciences, the 
University of Zagreb. The application was designed in Adobe Flash, a tool for 
designing multimedia applications and other components that support user in-
teraction. While designing the application, we were trying to consider a fact that 
people are counting on computers to supply relevant, truthful, informative, 
clear, unambiguous and brief information (Blake, 2013). The application con-
sists of four units. The first unit contains the most important grammar rules 
which are linked with the relevant exercises throughout the software so that stu-
dents can quickly get help while answering the questions in the second unit. 
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This way, there is no need to browse books or notebooks for additional refer-
ence. In addition to grammar rules, almost every page contains vocabulary hints 
that describe the words used in the current window. The other two units contain 
questions about Latin civilization and Latin proverbs. All units are intercon-
nected in order to facilitate good navigation. An important feature of a multi-
media software is interactivity which enables every user to choose their own 
learning path in navigating through information (Skendžić and Kovačić, 2011). 
Interactivity is highly supported in this application for learning the Latin lan-
guage. 
The main task of this application is to help students master the Latin language 
curricula as taught in grammar schools in the entire country. The three main 
sections are the following: 1) exercises that involve many repetitions stretching 
through three sections of grammar exercises, 2) Latin civilization section and 3) 
a section with proverb exercises. As the main resources we used the subject 
teacher’s classroom materials as well as two textbooks (Salopek et al., 1985; 
Salopek et. al., 1986). 
The interactivity in the application is achieved by four types of questions: drag 
and drop, fill in the blank, true/false and multiple choice. The goal was to moti-
vate the students answer the questions which are formed in an unusual way. The 
answer checking system provides instant feedback on the correctness of the an-
swer, which is very important to help the learner control the process of learning 
by either moving forward of referring back. By the simplicity of the design and 
user friendly navigation, we ensured that students’ attention is not distracted by 
unnecessary details (as displayed in images 1 through 4). 
 
Image 1: Software interface – first frame 
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Image 2: Software interface – frame with grammar rules and navigation menu 
 
 
Image 3: Software interface – drag and drop type of question 
 
The hypothesis that students from the experimental group will be more success-
ful in acquiring knowledge than the students from the control group was tested 
with a short knowledge quiz at the end of lesson with both groups. As well as 
the learning content was identical in both groups, the knowledge test was also 
identical for both groups of students, i.e. for both class sections. The students 
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had to answer questions from the Latin grammar, more precisely verb forms. 
The maximum score a student could earn by the test was 19 points. 
 
 
Image 4: Software interface – fill in the blank and multiple choice questions 
 
Motivation and enthusiasm were examined via short questionnaire distributed to 
students at the end of the experimental lesson after the knowledge test. The sur-
vey aimed to confirm additional hypothesis that students from the experimental 
group will show higher enthusiasm and motivation for learning Latin by using 
the application than by classical teaching methods. The questionnaire contained 
four closed types of questions assessed with the Likert scale and one open type 
of question. 
Finally, an interview with the subject teacher was conducted. The aim was to 
review the entire research and to obtain feedback from the subject teacher as 
well. The teacher positively reflected on the usefulness of this software, empha-
sizing the importance of repetition during studying the language. The economy 
of time very often does not allow extensive repetition to happen in a classic 
classroom setting with no adequate technology available. Computer software 
this way fosters individuality in classroom teaching enabling repetition and 
learning at one’s own pace. 
 
Results 
The results of a short knowledge assessment indicate the difference in success 
between the experimental and the control group. The knowledge test contained 
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19 questions in verb forms. The results have confirmed the research hypothesis 
and proved that the experimental group has mastered the learning material more 
successfully than the control group. The average grade in the experimental 
group was 3.8 and the 3.3 in the control group which is shown in Table 1. 
 
Table 1: Results obtained by the knowledge assessment 
 
Table 2: Descriptive statistics of achieved scores 
 
Data in Table 2 shows the difference between the experimental and control 
group referring the achieved scores. Medium score (median) is 16 in the ex-
perimental group, 14 in the control group. Data shows that the most common 
achieved score (mode) is 18 in the experimental group, and 13 in the control 
group. Besides that, the minimum amount of scores (7) for the experimental 
group significantly differs from the minimum score (3) in the control group, 
while the maximum amount of scores is identical in both groups (19) which 
means that in the experimental group, as well as in the control group some of 
the students have achieved a 100%. The span between the minimum and maxi-
mum amount of scores is bigger in the control group (16) which results from 
difference in minimum scores, considering that the maximum amount of scores 
is equal. 
 
Table 3: Descriptive statistics of achieved grades 
 
Table 3 shows descriptive statistics of achieved grades. The difference between 
the experimental and control group is presented by median and mode values. 
Medium and most common achieved grade in the experimental group is 4, 
while in control group those values are 3. 
Grade 5 4 3 2 1 
Average grade 
Group Number of respondents Percentage (%) 
Experimental 32 28 44 9 16 3 3.8 
Control 30 16 27 40 7 10 3.3 
Group MEDIAN MODE MIN MAX RANGE 
Experimental 16 18 7 19 12 
Control 14 13 3 19 16 
Group MEDIAN MODE MIN MAX RANGE 
Experimental 4 4 1 5 4 
Control 3 3 1 5 4 
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Chart 1: GPA in experimental group Chart 2: GPA in control group 
  
As displayed in Chart 1 and Chart 2, 72% of students in the experimental group 
got an excellent or very good grade, while the overall percentage of excellent 
and very good grades in the control group was only 43%.  
Apart from the knowledge assessment, the results of the inquiry in students’ 
motivation and interest are also significant. The survey on the students’ motiva-
tion and interest brought positive results. 88% of the students said they liked 
using the application for learning Latin, and none of the participants have ex-
pressed that they disliked the application (see Chart 3). From these results it is 
evident that students are open to computer assisted methods of learning. 
Similar to the previous results, 84% of respondents agreed or strongly agreed to 
the statement that learning Latin is more interesting when using the multimedia 
interactive software. 12% of the respondents have not stated their position while 
3% of them disagreed with the statement (see Chart 4). 
The third statement aimed to investigate how many students wanted to have 
such materials for learning Latin for work at home. 72% of students agreed with 
the statement and would like to have access to these materials at home which is 
a good incentive for further work. In contrast, 18% of students would not like to 
use these materials outside of school. It is very likely that the result shows the 
percentage of students' attitude toward learning Latin in general. However, the 
fact that not all students have the ability to use computers in their homes should 
not be neglected. 
Furthermore, 66% of the students showed a distinct preference to this type of 
learning and showed interest for similar tools in other subjects, which can be 
expressed as the desire to learn, accomplish or stimulate (Vallerand et al., 
1992), while 21% have no opinion on the matter. 
In the 5th question (which was an open ended question), respondents were 
given the opportunity to describe their impressions in their own words, give 
suggestions or criticism. Through the answers to other questions, the majority of 
respondents expressed positive attitudes regarding the use of the application de-
16%
27%
40%
7%
10%
Control group
Excellent
Very good
Good
Sufficient
Insufficient
28%
44%
9%
16%
3%
Experimental 
group Excellent
Very good
Good
Sufficient
Insufficient
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scribing the application as interesting, useful, great, excellent, creative, fun and 
easy, noting that learning this way is easier, the material is accepted quicker and 
well-remembered. In addition, respondents state that learning this way is more 
creative and useful than by the usual method of learning Latin ex cathedra, and 
several of them have pointed out that it was the first Latin class that was fun. 
The survey analysis indicates that the students liked the computer assisted les-
son in great respect. The survey results showed that the interest and desire for 
these and similar systems is undoubtedly present. 
 
Chart 3: Students’ point of view about the usage of the application 
 
 
Chart 4: Students’ preference in learning Latin 
 
0% 0%
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48%
39%
Strongly
disagree
Disagree Neutral Agree Strongly agree
I liked using the application for learning the 
Latin language
0%
3%
12%
45%
39%
Strongly
disagree
Disagree Neutral Agree Strongly agree
I find learning Latin more interesting this way
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And last but not least, from a short interview with the subject teacher, we 
learned what it looked like from the teacher's perspective. The teacher con-
firmed that the results obtained by a short knowledge test were quite expected, 
both in the experimental group and in the control group, noting that the students 
in the experimental group were much more interested in the lesson, which was 
expected to result with better scores. Depending on the needs of the lesson, stu-
dents of The Fifth Grammar School in Zagreb often use the computer in their 
Latin class, mostly for presentations and seminars, while they haven't encoun-
tered specialized software applications for learning the Latin language so far 
(although it was only presented to them prior to the experiment). There is a 
large disparity between the availability of software present for learning lan-
guages such as English or German, and those for learning Latin due to their 
popularity and presence. According to the teacher, there is no doubt that the 
presence of these tools would increase the popularity of the Latin language 
among high school students. She especially emphasized the usefulness of the 
Latin language learning application for grammar repetition and practicing, as 
part of a lesson which is usually uninteresting and monotonous to students. Alt-
hough students repeat the learning material through oral and written exams, the 
teacher also gives great importance to repetition during new lessons. She sees a 
big potential of using the Latin language learning application. By means of dif-
ferent interactive exercises, repetition is done in an efficient and interesting 
way. At the end, the teacher claims that without no doubt will this type of 
learning system become a required part of every teaching in class. She considers 
that this language learning tool will help the popularization of Latin among stu-
dents. 
 
Conclusion 
The research has shown that the Latin language learning application has helped 
students with their learning and increased their motivation as well as their en-
thusiasm for learning the Latin language. Obtained results show that a good re-
lation is accomplished between learning and having fun, the two actions which 
students frequently experience with different emotions. On one side there is the 
computer, which they attribute to games, fun and friendships and on the other 
side there is studying which is mandatory and not always fun. The results point 
to the importance of motivation in the process of learning, as the students who 
were using the Latin language learning software have become more interested 
in the learning material and had better results than students who participated in 
classical teaching. Motivation is first of all reflected through active participation 
in lessons which is a postulate for easier language learning. 
Due to instant feedback on the correctness of the answers, the possibility to 
overview the grammar rules and the linkage of different segments within the 
application, using the Latin language learning application fosters easier and 
faster learning. Obtained results substantiate the claim that students are prepared 
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to use applications like this in general, so they give a good rationale for up-
grading the application and for further research involving more classroom time 
over multiple lessons. 
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Summary 
 
Media competences comprise a variety of skills related to media (computer lit-
eracy, film literacy, digital literacy, etc.), knowledge and skills to critically an-
alyze the media market and the ability to use media in acquiring knowledge. In 
today's world, where media competences are necessary for communication and 
collaboration, media education, being the focus of media action, should be 
given more space in the education of students of Maritime Studies. Since the 
media have become a powerful industry focused primarily on profit, power and 
influence, the duty of the competent and of all those involved in the education 
system is to develop the students’ critical awareness in order to protect them 
from the negative influences of media. 
 
Key words: media competences, media market, critical awareness, Maritime 
Studies. 
 
Introduction 
According to pass rates, the Faculty of Maritime Studies is among the weaker 
elements of the University of Split. One of the main reasons for the low pass 
rates is insufficient media competence. The current education system lacks pro-
cedures to teach students how to interpret the theory with regard to their area. It 
is important to know how to use ways of developing arguments, meta-theory 
and paradigms in empirical research, i.e. use them in contemporary public dis-
course relevant to the essence of what is being studied. 
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This paper analyzes the role and the importance of media competence in per-
sonal development and success in college. It summarizes the process of defining 
media competence and the main goal is to determine whether the students of the 
Faculty of Maritime Studies in Split have mastered the basics of media rela-
tions, namely the techniques and tools of media relations. 
Research results indicate the way in which students will develop self-awareness, 
critical self-assessment and willingness to participate and create a creative 
communication. In this way the students will use special techniques to develop 
their own personal role in media relations, the ability of placing their own be-
liefs, communication skills, information management, ability to work in a team 
and, of course, the ability to apply their knowledge in practice. 
Analysis of the survey conducted among a target group of students will deter-
mine their attitudes toward individual and mass media in general, interpret per-
sonal prejudices, thoughts and experiences with media sources during the 
course of study. 
 
The notion and the essence of competence 
Competence is one of the most controversial terms in the field of general and 
applied communicology. Competence implies a high level of qualification, i.e. 
the full integration of knowledge, skills and orientations that are accepted as 
values of the rules of conduct, which emphasize empathy, respect, teamwork, 
symmetrical and proactive communication. Contemporary education therefore 
involves acquiring certain levels of competences, which can be defined as gen-
eral, specific, specialized, methodological, social and personal. 
General competences determine the ability to analyse and synthesize the basic 
general knowledge in a certain profession. 
Specific competences are abilities related to a specific category of skills in the 
application of knowledge, such as the interpretation of experimental data. 
Skills can be defined as specific categories of conceptual, technical, communi-
cation, interpersonal, team, intuitive and other abilities, either innate, acquired 
by experience or achieved with instructive exercise, that improve with con-
sistent application in practice. They are defined with effective methods or ways 
in which a profession is exercised, and the basis for their effective application is 
provided by specific aspects of continuous knowledge. Different professions re-
quire different skill categories, but the conceptual and communication skills 
seem to be dominant. 
Specialized competences include cognitive abilities to acquire different 
knowledge content and its integration into a special expertise that belongs to a 
particular scientific or professional discipline. Specialized knowledge can be 
applied only if it is based or built on a broad basis of general knowledge. 
Social competence can be defined as the ability to establish relationships in 
communities that operate in the context of a profession, while personal compe-
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tences include the ability to mobilize the personality in the exercise of profes-
sional activities. 
Professional competences in a given area therefore include: 
• general, specific, specialized and methodological knowledge of a wide 
range of action and its effective application, intelligent implementation 
and wise use, 
• a wide range of skills for a wide range of tasks, 
• singular detailed skills required for work in a particular area, 
• the ability to approach things systematically or to understand the 
possibilities and limitations from all aspects, 
• working in multidisciplinary and multicultural teams, 
• the ability to take the initiative in solving problems and in developing 
new tasks in which a number of issues must be considered.  
Methodological competence is the ability to apply specialized knowledge in 
dealing with professional and scientific issues in research, with the aim of 
achieving high competence for the successful performance of complex tasks. 
 
The significance of media competence 
The word medium indicates different means of communication. A medium im-
plies the materialization of signs and the background of the materialization 
transmission. The medium gives a specific feature to the code, to its nature, 
structure and function, so it is often said that the medium is the message. Many 
scientific publications contain different definitions of the medium. Quoting 
some of them may help in perceiving the complexity and the importance of this 
phenomenon in education. 
"A medium is a technical and organizational infrastructure in communication. 
The media include all those instruments and devices that help publishing mate-
rial intended for the public." (Helbig, 2001) 
"The media are the agents of human senses. This implies the place of presenta-
tion, the public, as well as transport routes for the transmission of content of a 
certain capacity." (Schellmann, 2002) 
"The medium implies material, mechanical or energy (electrical, electromag-
netic, electronic, optoelectronic) links through which data is transmitted. Infor-
mational, mechanical and electrical means for data transmission are determined 
according to three basic phenomena: transmission, processing and storage." 
(Schellmann, 2002) 
The media have an influence on the formation of opinions among people and 
are very important for the formation of values and attitudes, especially among 
students. The media evolve cumulatively, i.e. they do not alternate in use – all 
the media that have been developed throughout history can still be found in use 
today.  
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Each medium has its own language. The language of the print media is the 
written word, the language of the radio is the sound, the language of film is au-
diovisual language and the language of the Internet is a sophisticated computer 
communication.  
It can be argued that the media are neither harmful nor useful and that they can 
be both. Although the media is usually seen as a useful source of entertainment 
and information, the public often deals with dangerous and harmful side of the 
media (excessive violence, pornography, stereotypes and sensationalism). Ac-
cording to Rotar (2005) both aspects influence social interaction and the for-
mation of people’s identities. 
The study and the evaluation of the human behaviour led by moral principles 
can be seen either as the default behaviour that individuals have developed, or 
as a kind of duty and responsibility that the society requires of its members. 
This can also be considered through aspects of media competence, especially its 
meaning. 
Modern technology means constant new opportunities in the media industry and 
constant new requirements for the education of media users. Electronic comput-
ers have been transformed from mass data processing devices to devices for in-
formation. This is a key moment that changes the very essence of the infor-
mation system (Nadrljanski, 2012). 
Apart from electronic computers, other forms of media – television receivers, 
digital cameras and camcorders, digital radio receivers, satellite programs, etc. – 
also require certain knowledge of technology and its use, which in turn requires 
the users to expand their existing knowledge and skills, i.e. develop media liter-
acy. Interactive television and online radio, cheaper, faster and more diverse 
versions of their relatives – radio and television – will bring new challenges and 
adapt to new needs of users, but require new knowledge. Mobile telephony, as 
an industry on the rise, increases the number of services every day and is be-
coming a more sophisticated way of human communication. The result is that 
nowadays there is more and more distance communication and it can be argued 
that the media have greatly influenced this change. 
Changes have occurred in the written media as well. The written word reduces 
the need of direct interpersonal relationships in the transmission of ideas. One 
of the disadvantages of text-based communication is that the participants of this 
type of communication cannot properly assess other people's feelings and 
moods based solely on text (Nadrljanski, 2010). The Internet and the mobile 
phone generation faces a language that is no longer the standard language, but 
short, coded language, with separate sections of text that seem to eliminate all 
previous ideas of text-based communication. What was formerly recognized as 
the main body of text has been transformed into independent message struc-
tures. 
Since it is only the text that defines reading and readers, and since text is no 
longer read but the message, it is possible to talk about recipients rather than 
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readers. Unusual symbols, abbreviations and funny signs are intended to pro-
vide full information and shorten time as much as possible. It can be argued that 
this is the absurdity of today’s society – people now have everything within 
their reach, but lack the time to explore and to manage it all. 
The technological aspect of media literacy is not the only one, as informatiza-
tion and computerization are only parts of media literacy. Apart from learning 
about all media, their history, production and economic principles of function-
ing, the modern concept of media literacy also includes some important issues 
such as the question of who owns and controls the media and what are the con-
sequences of media ownership (the concentration of social power, the filtering 
and the commercialization of content, etc.). 
The media have a great social responsibility when it comes to acting in the pub-
lic interest and the needs of individuals, promoting diversity and quality of pro-
gram. However, the question of whether the media act accordingly is somewhat 
questionable, if not controversial, and it is for that reason that the modern con-
cept of media competence must contain principles related to critical assessment. 
 
Achieving media competence 
The importance of media education is found in the definition proposed by the 
International Council for Film and Television in 1973 (Nadrljanski, 2010): 
"Media education should include studying, teaching and educating with the help 
of modern means of communication, which are becoming an integral part of a 
specific and autonomous area of the cognition process in educational theory and 
practice. Attention should be paid to the different ways of using them as auxilia-
ries in teaching and education, but also in other areas of cognition." 
"Media education" namely involves the acquisition of skills for critical consid-
eration of any kind of media (newspapers, radio, television, etc.). The aim is to 
reduce the distance between the media and the users, to understand how the 
media function and to become familiar with their contents, as well as their way 
of placing themselves in different perspectives in relation to systems in which 
they are being developed. 
The term "media education" was introduced in the 1960s in international circles 
dealing with problems of education, especially in circles related to UNESCO. In 
this period the predictions of experts focused on the apparent explosion of mass 
communication, especially on television. Many topics were discussed at the 
time, the most common of which will be mentioned here: the power of the new 
"magical" device in teaching literacy to the masses not included in the existing 
educational structures, the reluctance of teachers to embrace television as a le-
gitimate approach to knowledge and the need for a critical assessment of haz-
ards of media manipulation. 
In all these cases, it seemed necessary to gain specific knowledge that would 
enable an impartial consideration of the problem. "Media education" thus gave 
the ability to respond to multiple expectations. However, from a range of differ-
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ent issues a dominant one quickly emerged – the issue related to the method of 
accessing the reality through the media in order to gain knowledge and put it to 
good use, but in such a way that the student is taught how to distance himself 
enough from that reality. 
Len Masterman (1985) lists seven basic reasons for the necessity of media edu-
cation: 
• high consumption of media and the satiety it has caused 
• ideological character of the media, especially advertising 
• emergence of information management in enterprises (government of-
fices, political parties, ministries, etc.) 
• increased infiltration of the media in democratic processes (elections are 
primarily media events) 
• increased importance of visual communication and information in all ar-
eas of human life and work (except schools, which give priority to the 
printed material; communication systems are mainly visual) 
• expectations of young people to be educated so that they can understand 
the period they live in (what is the meaning of education and the growth 
of individual culture if technological means are so carefully avoided, as is 
the questioning of values in today’s life?) 
• national and international growth of privatization of all information tech-
nologies (when information becomes product, its role and its properties 
are changed). 
The motivation of students can be influenced from the outside and the inside. 
The exterior aspect of motivation is largely determined by the society, based on 
the known factors of motivation, such as employment, social and financial sta-
tus, the possibility of promotion, and others. Interior motivation and the moti-
vation during the studies will be greatly managed by curriculum, the quality of 
the educational process, working conditions and equipment (the media) and the 
conditions for a creative approach to work. 
Teaching and learning processes are influenced by many components, but basi-
cally they mostly depend on individual abilities of students. Objectively, it is 
possible to improve the processes with selection of program contents, new 
methods of teaching and learning and the introduction and use of modern media 
technology. 
Until recently university education has been considered as a level towards 
which students should not be encouraged. Changes in the European education 
system show that special attention is given to motivation. As one of the basic 
educational methods, encouragement has so far been reserved for primary and 
secondary schools, but today there are a number of researches and theorists who 
suggest that encouragement can and should be effectively used on a university 
level. 
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Methods of encouraging are being developed and its means are being adapted to 
the needs of students. The means can be divided into four areas: cognition, 
emotion, socialization and the active area. It is necessary to elaborate a number 
of means of encouragement in each area and university professors should be 
familiar with all of them. 
The use of information and communication technology may well become the 
latest teaching aid in all areas of education. The possibilities of multimedia 
presentations and access to computer networks, especially the Internet, provide 
immediate access to a vast and rapidly growing number of information from all 
over the world. The importance of educating students for the quality use of in-
formation from the Internet has the purpose of acquiring knowledge. Notions of 
critical literacy and information literacy are essential for understanding the 
functioning of an individual in the information space available over the Internet 
and the skills of critical thinking are the basis for critical and information liter-
acy. 
Dynamic changes in the contemporary society have necessarily stimulated the 
need to change the existing fundamental tasks of universities and other institu-
tions of higher education. The goal is to find a new paradigm that complies with 
the fundamental characteristics and requirements of the information society and 
also to find a new paradigm of a contemporary university library. 
Enhanced by rapid technological and educational development of the education 
system, changes in higher education are the result of global processes such as: 
• the democratization of education and a significant increase in the number 
of students 
• interdisciplinary approach 
• increasing diversity in age and in academic profiles of students 
• the orientation of society towards lifelong learning 
• collaboration between contemporary universities and the industry, where 
knowledge and information resources are the driving forces of companies 
• more emphasis on research by the academic staff and the development of 
the university as a centre of scientific research, especially in smaller 
communities 
• growth of information and communication technologies that enable a 
number of updated information to those who have the skills to access 
them and to use them. 
Faced with these challenges, the universities respond by re-evaluating their 
main goals and visions as institutions of higher education and their previous 
viewpoints on teaching and education, where the focus of attention is on learn-
ing and students. The tendency among universities is to convert from the tradi-
tionally structured organizations to so-called open universities, e-universities or 
consortia of higher education institutions, private sector and other institutions. 
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This emerging type of university is under the influence of the concept of virtual 
learning and uses the Resource Based Learning approach to education. 
With the birth of the concept of the hybrid library which is based on the aware-
ness of the importance of immediate access to information and information 
sources, not only in the library but also in classrooms, the entire campus and us-
ers’ homes, university libraries and other information services are transformed 
into an active factor in the process of teaching, education and research. Libraries 
assume a fundamental role in the process of distance learning, particularly in 
relation to the construction and maintenance of electronic archives. University 
libraries will play a key role in supporting and improving access to network re-
sources. 
Although electronic sources will become more important for the archives of 
these libraries, especially those related to distance learning obtained from pro-
fessional companies or created at the university, the management, development 
and protection of printed material will not lose its importance. Working within 
conditions of constant change, university libraries should accept excellence as 
the foundation of its development by building their own systems of improving 
quality and keeping the orientation to the end user with a constant individuali-
zation and differentiation of services. 
 
Research results 
A survey on media was conducted with students of the Faculty of Maritime 
Studies in Split who attended the course Communicology. The survey was con-
ducted on a sample of 47 students aged 21 to 22. This is how the surveyed stu-
dents relate to media: 
Students read magazines once a week on average, mostly for entertainment. 
Among daily newspapers "24 hours" is read the most, by 87%. Even in the daily 
news entertainment is the most interesting section; most students do not read 
politics. They do not buy newspapers and magazines every day. Only 5% of the 
surveyed students read professional journals on a regular basis, 64% read pro-
fessional journals occasionally and 31% do not read professional journals at all. 
The respondents watch television three hours a day on average. Entertainment is 
the most preferred television content (93%), while politics is the least preferred 
(4%). 38% of the surveyed students use Internet on a daily basis, while 14% do 
not use Internet at all. 
Interestingly, 63% of students believe that the media are unethical in most cases 
and 42% believe that political interest is related to the issue of ethical/unethical 
behaviour in media. 
When asked whether they think the media affect their cognitive abilities, i.e. 
whether they believe that the media lessen intellectual abilities, the power of 
critical thinking and emotional engagement, 35% replied yes, 28% no, while 
37% said that they are not sure. Additionally, 78% of the respondents believe 
that there is violence in media and over half of those respondents think that the 
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violence is manifested through deliberate misleading of the public by displaying 
modified and subsequently processed information. 
 
Conclusion 
The importance of developing critical thinking skills in the area of critical re-
ception and in the area of critical production should be pointed out. Emphasis 
should be put on the role that computer science teaching plays in supporting the 
development of critical thinking for quality use of information from the Inter-
net. It can be concluded that full effects can be expected only after careful cor-
relation of computer science and communicology with other courses at the Fac-
ulty of Maritime Studies in Split. However, the application of critical thinking 
skills to use information from the Internet is expected regardless of faculty 
courses. 
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Summary 
 
The aim of this paper is to accentuate the role of computer-based assistive tech-
nologies in the education process of students with disabilities. The paper pre-
sents preferred assistive technologies and types of educational problems that 
disabled students face. Impact of assistive technologies on independence in ed-
ucation and on quality of studying was also analyzed. Since the focus of this pa-
per lies on the usability of computer-based assistive technologies, as funda-
mental elements of the education of disabled students, the importance of their 
accessibility is being particularly emphasized. 
 
Key words: computer-based assistive technology, education, students with dis-
abilities, speech technology, communication, input technology, Barthel index 
 
Introduction 
Today, people use technology to function more completely and efficiently in 
their lives. However, for people with physical disabilities, it is very often im-
possible to function in a world designed for people without disabilities, so they 
take advantage of a variety of methods to gain access to information technology 
and computer-based assistive technologies for (wireless) communication, mo-
bility and daily living tasks. According to Raskind (2000), assistive technology 
can be defined as any item, piece of equipment or system that helps people by-
pass, work around or compensate for learning difficulties, which cannot be 
cured or outgrown. Learning disabilities are professionally diagnosed learning 
difficulties with reading, writing, speaking, listening, spelling, reasoning or 
math that are the result of a presumed central nervous system dysfunction. 
Nowadays, the computers are needful instruments for students with disabilities, 
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offering them a new perspective and a new way to live and learn. Many people 
with severe physical disability but normal speech (e.g. spinal injuries) use 
speech recognition as a mean to input text, as it can give faster input rates than 
adapted keyboards (Hawley et al., 2005). Because disabilities differ among stu-
dents, each student must be fitted with assistive technologies that are commen-
surate with their individual needs (Christmann and Christmann, 2003). For such 
users, the products which have existed on the market offer additional accessi-
bility to computers and are created for each type of disability (Isaila and 
Smeureanu, 2008). For example, assistive technology for visually impaired stu-
dents includes screen enlargers and text readers, speech recognition systems, 
text-to-speech synthesizer, assistive input technologies, such as optical charac-
ter recognition (OCR), word prediction programs, etc. Assistive products for 
persons with mobility disabilities include speech technology systems, wireless 
communication technologies, editing programs on screen using alternative 
electronic products, alternative keyboards, keyboard filters for editing or touch 
screens. Students with learning impairments can use word prediction and read-
ing comprehension programs or speech technologies. 
 
Speech technologies  
Speech technology is potentially of enormous benefit to students with unintelli-
gible speech (or no speech) and therefore has an important role in support for 
spoken communication. In order to be successful, speech technologies should 
effectively take into account the needs of user groups and have the ability to 
adapt to the needs of individuals. Communication aids range from simple de-
vices which play back a small number of messages stored as recorded speech, to 
very sophisticated devices allowing access to large annotated vocabularies with 
synthesized speech output (Hawley et al., 2005). Recent speech technology re-
search for Croatian language has concentrated upon speech synthesis (Boras 
and Lazić, 2006) and particularly on domain-specific evaluation of synthesized 
speech in order to increase the naturalness of artificial speech (Dunđer et al., 
2013).  
 
Text-to-speech synthesis 
Text-to-speech systems have a vast range of applications. First real use was in 
reading systems for visually impaired people, where a system would read some 
text and convert it into robotic-sounding speech. Today, sophisticated systems 
can help impaired users to navigate around a computer system (Taylor, 2009). 
Text-to-speech synthesis can also be applied in an automated dialogue system, 
which then allows users to conduct entire financial or similar transactions. 
Reading systems for reading news stories, weather reports and travel directions 
are also based on this technology. They convert text that is displayed on the 
computer monitor into speech, allowing students to gain independent access to 
assignments, books, and learning material. Teachers or students do, however, 
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need to pre-scan material before they can use it (Wade-Woolley, 2005). Such 
systems have also shown to be useful to individuals with cognitive disorders 
and communicative impairments, especially for practicing writing and reading 
(MacArthur et al., 2001). In addition, research has shown that the use of this 
technology can actually improve word-recognition and decoding skills 
(Torgesen and Barker, 1995). Specific synthesis tools, e.g. screen readers are 
used to transform a graphic user interface (GUI) into an audio interface by ver-
balizing and converting every object on the computer screen including text, 
graphics, control buttons and menus into a synthetic voice that is spoken aloud.  
 
Speech recognition 
Speech recognition is a complex process, in which a sound is converted into 
electric signal, processed and then transformed into text. It can help physically 
disabled students to control a computer via voice trough a microphone or to in-
put text. It is also useful for quickly writing down ideas (De La Paz, 1999), for 
practicing writing, spelling, reading comprehension and word-recognition (Hig-
gins and Raskind, 2000). The speed of speech recognition also gives it a poten-
tial advantage over other input methods commonly employed by physically dis-
abled students. But, it is also the case that many students prefer the non-speech 
alternative as they find speech recognition frustrating, due to less than perfect 
recognition or a nonintuitive way of composing text (Hawley et al., 2005). 
Speech recognition software works with most word processing systems, but a 
user has to train the computer to recognize voice patterns and pronunciations by 
reading specific text. The more a user uses a speech recognition system, the 
better it gets, eventually reaching sufficient accuracy. It can be particularly 
helpful to individuals whose oral language skills exceed their written produc-
tion. Although, speech recognition is most useful for students who are verbally 
fluent, with daily and supervised use it can also have a positive influence on the 
performance of less verbally fluent students (Wetzel, 1996). 
 
Wireless communication technologies 
Use of computers for communication and networking activities via the internet 
can expand the learning environment beyond the walls of the classroom and al-
lows students with disabilities, just like other students, to conveniently access 
and send information anytime and anywhere, without constraints of time or 
place (Hasselbring and Williams Glaser, 2000). Communication technologies 
become a valuable tool for learning if they offer disabled students opportunities 
to gather a wide variety of resources and information. Networked through the 
internet, such a collaborative learning environment enables students to practice 
communication skills without fear of being stigmatized because of their disabil-
ity and to exchange ideas, information and knowledge with others. Mobile de-
vices can complement and add value to the existing learning models (Moti-
walla, 2007). However, mobile technology is limited by screen size, computa-
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tional power, battery capacity, input interface and network bandwidth (El-Hus-
sein and Cronjé, 2010). Nevertheless, e.g. Bluetooth enables wireless data 
transmission and offers a connection with two or more devices over a short dis-
tance. This makes it ideal for a portable and free of charge learning environ-
ment, which allows students to actively participate in the class and answer in-
structor’s questions in an easier way.  
 
Assistive input technologies 
Assistive input technologies are designed to provide additional computer acces-
sibility to individuals who have physical or cognitive difficulties, impairments 
or disabilities and allow individuals to control their computers through means 
other than a standard keyboard or a pointing device, using alternative (on-
screen) keyboards, special pointing devices, sip-and-puff switches, wands and 
sticks, joysticks, trackballs, touch screens, eye or head movement and eye gaze 
systems, light-sensitive or pressure-sensitive systems, speech/voice-activated 
systems, word prediction tools etc. (Obiozor, 2010). 
 
Optical character recognition (OCR) 
Optical character recognition (OCR) systems, when combined with speech 
synthesis, might be used as reading machines. The OCR enables users to input 
hard copy text directly into a computer. Then the speech synthesizer reads the 
text back out loud. In this way, user can hear as well as see the text (Raskind, 
2000). OCR combined with speech synthesis can be particularly helpful to stu-
dents who have relatively few problems comprehending spoken language, but 
have great difficulty with decoding of text (Montali and Lewandowski, 1996). 
The OCR works with a scanner or similar devices, e.g. reading pens, which are 
primarily designed to read aloud single words, rather than full sentences (Hig-
gins and Raskind, 2005). The scanner reads printed material, converts it to a 
computer file and then shows it on a computer screen. OCR software recognizes 
text by analyzing the structure of the object that needs to be digitized, by divid-
ing it into structural elements and by distinguishing characters through compari-
son with a set of pattern images stored in a database and built-in dictionaries. 
This allows conversion of scanned input text from bitmap format to encoded 
text. However, errors are unavoidable in optical character recognition, and the 
noise induced by these errors presents a serious challenge to later-stage usage of 
data (Seljan et al., 2013). OCR systems are available as self-contained units or 
as systems which work together with computers. 
 
Touch screen technology 
Touch-sensitive screens are popular with young computer users and with indi-
viduals who have severe developmental or physical disabilities (Hasselbring 
and Williams Glaser, 2000). This technology allows users to simply touch the 
computer screen to perform a variety of tasks.  
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Word prediction 
Word prediction programs work together with word processors. These programs 
predict the word a person wants to enter into the computer (Mirenda and Tur-
oldo, 2006). The person types the first letter of a word, and the program, e.g. T-
9 (Text on 9 keys) predictive text technology offers a list of words beginning 
with that letter. If the desired word appears, it can be chosen from the list by 
pressing the number on the keyboard that is displayed next to that word or by 
pointing and clicking with the mouse. That word will automatically insert into 
the sentence. If the desired word does not appear on the list, the user continues 
to type the next letter until it does appear. After the user chooses a word, the 
computer predicts the next word in the sentence. Again, it offers a list of possi-
ble words, even before the first letter is typed. Predictions are based upon the 
sentence content and spelling, as well as the number of times a word is used 
(Raskind, 2000). Word prediction may be helpful to individuals who have 
problems with keyboarding, spelling or grammar. These programs may also as-
sist people who struggle to come up with the exact word they want to use in a 
sentence (Tumlin and Wolff Heller, 2004).  
 
Research and methods 
The main hypothesis of this paper is that students with disabilities at the Uni-
versity of Zagreb use computer-based assistive technologies for educational 
purposes on a daily basis. The idea of this research was to obtain a general 
overview of the students’ satisfaction with assistive technologies, but also to 
identify characteristics and problems in the process of education of this target 
group. The research was carried out among undergraduate, graduate and post-
graduate students with disabilities at the University of Zagreb. Conducting an 
online survey was chosen as the research method. The survey method comprises 
completing an anonymous online questionnaire with 23 open-ended and closed-
ended questions. The research was performed in June 2013 on a sample of 10 
students; therefore this research is based on ten complete questionnaires. Repre-
sentativeness of the research sample might not be ensured due to low sample 
size, but still, representativeness of a sample is not guaranteed by its size. Fur-
thermore, there are is no official and up-to-date data on the number and profiles 
of students with disabilities at the University of Zagreb. The questionnaires 
were analyzed quantitatively and qualitatively via content analysis, in order to 
decipher key problems mentioned among the participants. They were asked to 
undertake a questionnaire concerning how they consume and perceive com-
puter-based assistive technologies for educational purposes and especially fo-
cusing on earlier experience, usability of computer-based assistive technologies, 
and what technology they find most useful regarding their type of disability. 
Respondents were also asked to describe their type of disability using Barthel 
index, which assesses self-care, mobility and continence. Barthel index allows 
the standardization of treatment and follow-up records, and these scores have 
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been reported to have a direct relation with the degree of independence of a pa-
tient (Wolfe et al., 1991).  
In this research authors used a modified Barthel index scale ranging from:  
• severe disability - constant nursing care, attention, bedridden, incontinent, 
• moderately severe disability - unable to attend to own bodily needs with-
out assistance, and unable to walk unassisted, 
• moderate disability - requires some help, but able to walk unassisted,  
• slight disability - able to look after own affairs without assistance, but 
unable to carry out all previous activities,  
• no significant disability - able to carry out all usual activities, despite 
some symptoms. 
 
Results and discussion 
Table 1 shows research statistics and first results of the conducted online sur-
vey. Most respondents were male (90%) and were coming from different fields 
of study - Economics, History and Rehabilitation science were mostly repre-
sented. Average age was cca. 29 years and 50% of them were still undergradu-
ate students. Among the respondents were also three postgraduate students. 
70% of all respondents had moderately severe disability, 2 respondents had 
slight disability and only 1 no significant disability. All of the respondents had 
prior experience with computer-based assistive technology, while most of them 
use free technologies (40%) on a daily basis. 30% uses a combination of free 
and commercial tools, while one respondent uses only traditional non-electronic 
technologies. Why this respondent uses only traditional technologies is unclear, 
but this opens a new question about accessibility of computer-based assistive 
technologies for disabled students in the education process (price, effort, usa-
bility problems, additional training). 
Chart 1 shows that even 70% of all respondents had prior experience with 
speech technologies, mostly using text-to-speech systems in form of screen 
readers, and speech recognition. Half of respondents had also prior experience 
with wireless communication technologies, e.g. Bluetooth, which they mostly 
used for transferring data, homework assignments, for sharing and retrieving 
study-related information and for taking notes virtually on different electronic 
devices. 50% of the respondents have also experienced working with assistive 
input technologies, mostly OCR for digitizing learning material, on-screen key-
boards, but also word prediction tools for speeding up text input. 
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Table 1: Research statistics and results 
Respondents 
male 9 
female 1
total 10 
Average age of respondents 28,6 years 
Education level 
Undergraduate 5 
Graduate 2 
Postgraduate 3 
Field of study 
Economics 2 
History 2 
Rehabilitation science 2 
Accounting and audit 1 
Information and communication 
sciences 1 
Public administration and public 
finances 1 
Sociology 1 
Barthel index 
severe disability 0 
moderately severe disability 7 
moderate disability 0 
slight disability 2 
no significant disability 1 
Prior experience with 
computer-based assistive 
technology 
yes 10 
no 0 
Type of computer-based 
assistive technology you 
use 
free 4 
free and commercial 3 
commercial 2 
none (using traditional technologies) 1 
Source: Research conducted in June 2013.  
 
Chart 1: Prior experience with specific computer-based assistive technologies 
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Chart 2 shows how students with disabilities at the University of Zagreb per-
ceive different types of computer-based assistive technologies. The chart is 
based on Likert scale, ranging from 1 (strongly disagree) to 5 (strongly agree) 
and shows that text-to-speech synthesis (4.7) and optical character recognition 
(4.5) scored best. In other words, according to our target group those two tech-
nologies have more educational advantages than other mentioned technologies. 
Word prediction tools scored worst (3.0), indicating that students neither agree 
nor disagree with the claim that word prediction tools can help in the education 
process. 
 
Chart 2: Useful computer-based assistive technologies for students with disabil-
ities in their education process (average scores) 
 
 
Furthermore, respondents were mostly satisfied with the assistive technologies 
on the market and their usability, but pointed out that for the effective use, 
technical knowledge and specific skills are needed, as shown in chart 3. They 
also claimed having increased their level of independence in education (4.2) and 
quality of studying (4.2) by using computer-based assistive technologies. 
Eventually, respondents were asked to name a computer-based assistive tech-
nology that they found the most useful during their education process. 60% an-
swered optical character recognition (3 respondents) and wireless communica-
tion technologies (3 respondents), followed by speech technologies (40%) – 
1 2 3 4 5
text-to-speech synthesis (4.7)
speech recognition (4.3)
wireless comm. technologies (4.2)
optical character recognition (4.5)
touch screen technology (4.1)
word prediction tools (3.0)
Following technologies can help students with disabilities in 
their education process:
1: strongly disagree, 2: disagree, 3: neither agree nor disagree, 
4: agree, 5. strongly agree
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text-to-speech synthesis (2 respondents) and speech recognition (2 respondents). 
Touch screen and word prediction technologies were not mentioned. 
 
Chart 3: Computer-based assistive technologies currently on the market (aver-
age scores) 
 
 
Conclusion 
Assistive technology is a type of technology that is available for people with 
disabilities. Basically, anything that makes a task easier to perform is 
considered assistive technology, while computer-based assistive technologies 
are supported by a computer, or a similar electronic device. In this paper, a 
research in form of an online survey was conducted on a sample of ten students 
with disabilities at the University of Zagreb. Seven students out of ten had 
moderately severe disability according to Barthel index. The research gave 
valuable information on type of assistive technologies used by students in order 
to enable and enhance education. Furthermore, it was shown that all 
respondents had prior experiences with computer-based assistive technologies 
and 90% of them used those technologies on a daily basis. Therefore, the main 
hypothesis was confirmed. The authors showed relevant information on type of 
preferred assistive technologies in education: speech technologies and OCR, 
followed by wireless communication and touch screen technologies. Also most 
of the respondents favored non-commercial technologies and stated that 
computer-based technologies increased their level of independence in education 
and quality of studying. This underlines the huge importance of accessibility of 
computer-based assistive technologies for disabled students in their education 
process. Generally, a very positive attitude towards assistive technologies was 
1 2 3 4 5
 increased your quality of studying
(4.2)
increased your level of
independence in education (4.2)
require technical knowledge and
skills (3.6)
are easy to use (3.5)
on the market suit your needs (4.0)
Computer-based assistive technologies…
1: strongly disagree, 2: disagree, 3: neither agree nor disagree,
4: agree, 5. strongly agree
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noticed, i.e. most of the scores were between 4 (agree) and 5 (strongly agree). 
Further research on a larger target group is planned in order to uncover real 
problems in the usage of existing computer-based assistive technologies and to 
identify space for improvements or modifications. 
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Summary  
 
The mission of this project was to teach the elderly citizens the basic infor-
mation and communication technology (ICT) skills. Students of information and 
communication sciences (museum studies and heritage management and li-
brarianship) planned and realized this service learning project through inter-
active collaboration between Tin Ujević public library, Trešnjevka retirement 
home and Faculty of Humanities and Social Sciences in Zagreb. The education 
for the elderly, a social group that is least connected with the rest of the today's 
society through information technology, represents a very important issue for 
their social inclusion and staying in life's mainstream. The students taught the 
end beneficiaries the basics of information technology with the emphasis on so-
cial networks (Facebook and Skype). Out of 15 participants, the first level 
(basic computer skills) was successfully completed by 13 participants. Two 
participants had physical deficiencies (they could not coordinate the movements 
of their body with the visual input). The second level was completed by 9 par-
ticipants, while 6 participants were able to complete the third level (creating 
and managing the Facebook account). The last level (creating and managing 
the Skype account) was successfully completed by only two participants. 
 
Key words: education, Facebook, Skype, information and communication 
technology, the elderly 
 
Introduction  
In the today's society, the Internet is still unavailable to a large part of the el-
derly population, even though the research results show that information and 
communication technology (ICT) considerably improves their everyday activi-
ties and independence and supports their social inclusion1. 
The elderly are often marginalized in terms of their social influence, since they 
are less economically stable than the younger population and their health condi-
                                                     
1 Lewis S, Ariyachandra T. Seniors and online social network use. CONISAR 2010: 1-15. 
INFuture2013: “Information Governance” 
250 
 
tions are decreased. The situation of women, who usually outlive the men, is 
especially difficult, since most of them are in a worse socio-economic position2. 
Depression is another condition common in the elderly population due to the 
loss of spouse, friends and their physical abilities3. 
Society often forms stereotypes about the elderly, focusing on the negative 
characteristics of the third-age individuals, such as physical and intellectual dis-
ability. As a consequence, such a prejudice enables a certain type of social ex-
clusion. 
The basic goal of the project “Students for seniors: Basic ICT education for the 
elderly” was to teach the elderly the basics of information and communication 
technology in a comprehensible way. The project was designed and imple-
mented by four graduate students of Information and Communication Sciences 
study at the Faculty of Humanities and Social Sciences (who are also authors of 
this paper) as part of the course Service Learning in Information Sciences.  
The students in this project aimed to analyze if ICT education can enrich the 
lives of elderly and positively influence their social inclusion by expanding their 
personal social networks. (Social inclusion is defined as a condition where peo-
ple feel valued, their differences are respected, and their basic needs are met so 
they can live in dignity)4. 
There are various aspects of ICT education for elderly, such as browsing the 
Internet, sending e-mails, reading news, sending postcards, taking care of per-
sonal banking, etc.5 Students, who planned and realized the project, taught the 
elderly the basic information retrieval skills on the Internet, how to use e- mail 
and Skype and the basics of communication on social networks (more precisely, 
Facebook), since research results show that social networks can positively affect 
elderly people’s well-being, because they strengthen their mental and physical 
health, they feel safer and more secure6.  
                                                     
2 Laklija, M.; Rusac, S.; Žganec, N. Trendovi u skrbi za osobe starije životne dobi u Republici 
Hrvatskoj i u zemljama Europske Unije //Revija za socijalnu politiku, Vol.15 No.2 Lipanj 2008. 
Available from: http://hrcak.srce.hr/index.php?show=clanak&id_clanak_jezik=47998 [accessed 
2012-12-23]. 
3 Pečjak, V. Psihologija treće životne dobi,  Zagreb: Naklada Prosvjeta, 2001, page 248. 
4 Mental Health Foundation. What is social inclusion and why is it so important? Like minds, line 
mine 2007; 30. 
Fokkema T, Knipscheer K. Escape loneliness by going digital: A quantitative and qualitative 
evaluation of a Dutch experiment in using ECT to overcome loneliness among older adults. Aging 
& Mental Health 2007; 11(5): 496-504. 
5 Hernandez-Encuentra E, Pousada M, Gomez-Zuniga B. ICT and older people: beyond usability. 
Educational Gerontology 2009; 35: 226-245. 
6 Nahm E-S, Resnick B, Gaines J. Testing the reliability and validity of computer-mediated social 
support measures among older adults. CIN: Computers, Informatics, Nursing 2004; 22 (4): 211-
219. 
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Project partners 
The project “Students for seniors: Basic ICT education for the elderly” used a 
unique service learning approach to the ICT education for the elderly. It 
stretched over a semester and took place in the Tin Ujević public library and 
Trešnjevka retirement home.  
Tin Ujević public library is part of a large library system The Zagreb City Li-
braries. Their mission is to ensure that all the citizens of Zagreb have free and 
equal access to all types of information, wide spectre of knowledge, national 
and world’s heritage and diverse forms of cultural happenings, as well as to the 
basics of lifelong learning.  
Trešnjevka retirement home in Zagreb provides care for the elderly population. 
They organize various activities and classes to raise the quality of life of their 
residents.  
The library was chosen as a partner in this project because it is a public institu-
tion known for its accessibility, openness, and the initiative of the lifelong 
learning concept. The partnership with the library was established to attract all 
the home residents who wish to improve their ICT skills, but also to raise public 
awareness about a library as a place eager to satisfy the information, entertain-
ment and educational needs of all social groups.  
The retirement home was involved in the project with the intention to bring in 
and motivate as many members of the elderly population as possible, both the 
library users and those who do not necessarily recognize the advantage of the 
library services, so they could gain new ICT skills by participating in the pro-
ject. 
 
Project planning and realization 
The project “Students for seniors: Basic ICT education for the elderly” was 
based around four workshops, each lasting for three hours having the maximum 
of eight participants per workshop. The project was, among other reasons, cre-
ated as a support to the initiative of aging in an active, healthy way, which in-
cludes adapting oneself to the new circumstances, acquiring information and 
communications skills and lifelong education. 
Also, it was important for students to introduce the elderly to the positive as-
pects of the Internet and present them with the ways in which they can benefit 
from it, bringing them closer to all the advantages ICT has to offer, even if it is 
only for a brief time.   
Around 15 people, with different levels of knowledge partook in our infor-
mation literacy workshops. The group, consisting mostly of female members, 
                                                                                                                                  
Karahasanović A, Brandtzæg PB, Heim J, Lőders M, Vermeir L, Pierson J, Lievens B, Vanat-
tenhoven J, Jans G. Co-creation and user-generated content – elderly people’s user requirements. 
Computers in Human Behavior 2009; 25: 655-678. 
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was divided into beginner and the advanced users, who got a chance to reiterate 
what they had previously learned.  
Students worked hard to motivate the elderly users to enrol in the workshop and 
to complete it successfully, in order to raise their interest to continue improving 
their skills, breaking some social stereotypes mentioned in the introductory part 
of this paper. None of the users showed up for the first workshop; it took a lot 
of convincing and additional motivation from the students to raise the attend-
ance of their workshops. 
Another important issue students had to consider was the physical state of the 
elderly. Although many members of the elderly population in the retirement 
home were happy to have a chance to participate in the workshops, they were 
physically limited having severe disabilities which prevented them from partici-
pating (such as hearing loss, poor eyesight, arthritis, limb or full body paralysis 
due to a stroke, etc). Unfortunately, these members could not have been taken 
into consideration as the participants in the workshops. 
 
Project results 
A total of four workshops were held (on November 28th, December 5th, 12th 
and 19th of 2012). Workshops had 15 attendants, out of which the most were 
women (more specifically, there were 14 female participants and only one male 
attendant). 
The participants were encouraged to recognize the advantages information and 
communication technology has to offer, to learn how to implement the ICT in 
their daily routine, raising the quality of their life (using social networks or 
freely available online newspapers).  
Workshop topics were divided into 4 groups of ICT skills: 
1. Basic computer skills (starting  up  and  turning  off  the computer, under-
standing and executing essential functions of the mouse, the keyboard, 
windows, simple text messages on the screen and basic functions in a 
browser, managing browser windows and browsing to specified pages 
using search engines, freely available online newspapers) 
2. Email (starting up an email application, writing and receiving emails) 
3. Creating and managing Facebook profile  
4. Creating and managing Skype profile 
All participants in the workshops were expected to acquire all skills from the 4 
groups of ICT skills described above. The adoption of skills from the previous 
groups was a prerequisite for the following group. 
Restrictions have been such that, depending on the mental and physical abilities 
of attendants, their attention capabilities and the time limit of the workshop, 
participants progressed in different rhythms. Some of them were not able to 
work through all the levels. Out of 15 participants, the first level (basic com-
puter skills) was successfully completed by 13 participants. Two participants 
had physical deficiencies, shaking their hands and having poor eyesight, so they 
M. Lenić, A. Kustura, I. Jurković, N. Mikelić Preradović, Students for Seniors 
253 
 
could not coordinate the movements of their body (hands) with the visual input 
(display on the computer screen). The second level was completed by 9 partici-
pants. Attendants who were not able to complete this level were limited in time 
(they lost too much time mastering the computer basics).  
 
 
 
Figure 1. The performance of elderly using ICT technologies 
 
Furthermore, 6 participants were able to complete the third level. Those who 
were not able to successfully adopt skills related to creating and managing the 
Facebook profile had trouble understanding all the options that Facebook offers; 
these skills were too complex compared to the time they had left after mastering 
the first two levels.  
The last level (creating and managing the Skype account) was successfully 
completed by two participants. One of the reasons for such a low success rate 
was technical in nature (the majority of students did not have a camera installed 
on their home computer and therefore had no interest in this voice-over-IP ser-
vice and instant messaging client). The other reason was a time limit. These two 
students who completed the final level and became familiar with Skype in a 
short time had a high motivation to acquire these skills.  
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Discussion 
These workshops provided the basic grounding for the further use of the infor-
mation technology in the retirement home, motivating the end users to continue 
using their ICT knowledge and build upon it.  
The workshops were adapted to the needs of the elderly through an interactive 
teaching and learning process. Students were not lecturing, but rather guiding 
and pointing elderly in the right direction, being very patient and not rushing the 
learning process. It was crucial for elderly not to feel forced upon at any point 
of the workshop7. Beginners also needed help to overcome the fear of comput-
ers. The elderly were constantly encouraged and animated by our students to 
improve on the existing knowledge they have.  
Considering that the main preference of the elderly in their daily routine is to 
read newspapers, and since many of them cannot afford buying newspapers on a 
daily basis, having access and skills to online versions of their preferred jour-
nals and newspapers made our attendants feel less excluded from the contempo-
rary digital age and more informed about the local and global events. 
It is especially important to emphasize the huge role that the library played in 
the entire process, as a social centre where the elderly were able to expand their 
horizons, improve their social relations and meet new people with similar inter-
ests and hobbies using the Internet, as well as to communicate through social 
networks with their family, friends in different countries, etc. 
The mission of the student service learning project was achieved: the elderly 
participants have learned basic ICT skills, were acquainted with computer 
equipment, they learned how to browse the Internet and search for different in-
formation.  
Furthermore, this service learning project helped both university students and 
their faculty mentor to better understand the process of aging, the needs and in-
terests of the elderly in our local society, especially information and communi-
cation needs of the third-age population. 
Finally, since Trešnjevka retirement home owns ten laptops, the residents of the 
home (our end users) can continue to actively use the knowledge they acquired 
during the workshops. 
 
Service learning project and the long-term changes in the society 
This part of the paper will address all benefits of the project that were obtained 
by each of the actors. 
The improvement of the collaboration between two institutions, Trešnjevka re-
tirement home and Tin Ujević public library is one of the many positive out-
comes of this service learning project. After the workshops have finished, more 
                                                     
7 Maravić, J. Cjeloživotno učenje. // Časopis Edupoint 3, 17(2003). Available from: http://www. 
carnet.hr/casopis/17/clanci/5 [accessed 2013-01-07]. 
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elderly people came to the library on a daily basis, wanting to acquire new in-
formation and knowledge.  
The other positive after-effect of the project is that students, their mentor, re-
tirement home staff and library staff recognized the growing need for the con-
tinuous process of developing information literacy of the elderly, their intro-
duction to the world of computers, the Internet and social networks. 
Students have also concluded that the feeling of satisfaction for the exception-
ally positive feedback from the elderly participants (who commented on how 
they liked the workshops, how useful they found them and how they helped 
them to learn many useful things), is priceless.  
Creating a quality student- elderly relationship, developing and showing mutual 
respect, was another positive consequence of this project. During the work-
shops, the students have strived to develop a good relationship with the elderly, 
full of respect and patience.  
The elderly showed that they felt it and reciprocated. While the elderly partici-
pants were happy and pleased they gained new skills, the students felt that their 
work was not purposeless because of the positive feedback. As a result, the stu-
dents learned to teach, to be patient, to work in a group setting with the elderly 
and understand their learning pattern and the process of acquiring new 
knowledge. 
 
Conclusion 
The active and healthy aging includes adapting to the new circumstances, ac-
quiring information skills and lifelong learning so that the elderly population 
does not feel excluded from the trends of the modern society. Therefore, the 
basic aim of the student service learning project „Students for seniors: Basic 
ICT education for the elderly” was to propagate the above mentioned actions. 
Elderly users who participated in the workshop lived in institutional care 
(homes for the elderly) and generally had fewer options of socializing. For these 
people, the computer presented a way of communicating with friends and fam-
ily and become more active and involved in the society. 
Apart from helping the elderly, the project enabled the students to gain the 
knowledge and the experience needed to work with a specific age group, but it 
also improved their communication skills, as well as the public speaking and the 
presentation skills.  
The project was realized in the form of small, user-oriented workshops for the 
elderly. It was thoroughly planned over a course of semester taking into consid-
eration the specific age, physical ability and “limitations” of the end users in 
acquiring knowledge and keeping their focus during the workshop. The project 
proved to be useful for both the personal and professional development of our 
end users. The skills they acquired are applicable in their everyday life and 
might enrich their daily activities and fill their time.   
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The greatest challenge for students was to adapt the teaching approach and 
presentation of information to a group of people in which the majority of the 
members worked with this type of technology for the first time, and to explain 
the basic information and communication terminology in a way that is most ap-
propriate to them. The elderly have not only mastered information literacy, but 
have learned to use the computer for their everyday activities and to communi-
cate with their acquaintances through social networks. 
Finally, this service learning project proved that even the basic ICT education 
can enrich the lives of elderly and positively influence their social inclusion by 
expanding their personal social networks. 
 
References 
Fokkema T, Knipscheer K. Escape loneliness by going digital: A quantitative and qualitative 
evaluation of a Dutch experiment in using ECT to overcome loneliness among older adults. 
Aging & Mental Health 2007; 11(5): 496-504. 
Hernandez-Encuentra E, Pousada M, Gomez-Zuniga B. ICT and older people: beyond usability. 
Educational Gerontology 2009; 35: 226-245. 
Karahasanović A, Brandtzæg PB, Heim J, Lőders M, Vermeir L, Pierson J, Lievens B, Vanat-
tenhoven J, Jans G. Co-creation and user-generated content – elderly people’s user require-
ments. Computers in Human Behavior 2009; 25: 655-678. 
Laklija, M.; Rusac, S.; Žganec, N. Trendovi u skrbi za osobe starije životne dobi u Republici 
Hrvatskoj i u zemljama Europske Unije //Revija za socijalnu politiku, Vol.15 No.2 Lipanj 
2008. Available from: http://hrcak.srce.hr/index.php?show=clanak&id_clanak_jezik=47998 
[accessed 2012-12-23]. 
Lewis S, Ariyachandra T. Seniors and online social network use. CONISAR 2010: 1-15. 
Maravić, J. Cjeloživotno učenje. // Časopis Edupoint 3, 17(2003). Available from: http://www. 
carnet.hr/casopis/17/clanci/5 [accessed 2013-01-07]. 
Mental Health Foundation. What is social inclusion and why is it so important? Like minds, line 
mine 2007; 30. 
Nahm E-S, Resnick B, Gaines J. Testing the reliability and validity of computer-mediated social 
support measures among older adults. CIN: Computers, Informatics, Nursing 2004; 22 (4): 
211-219. 
Pečjak, V. Psihologija treće životne dobi,  Zagreb: Naklada Prosvjeta, 2001. 
Student paper 
257 
 
E-learning from the Perspective of Teachers  
at the University of Zagreb 
 
Anamaria Kudrna 
Department of Information and Communication Sciences,  
Faculty of Humanities and Social Sciences, University of Zagreb 
Ivana Lučića 3, Zagreb, Croatia 
akudrna@ffzg.hr 
 
Lana Ljevaković 
Department of Information and Communication Sciences,  
Faculty of Humanities and Social Sciences, University of Zagreb 
Ivana Lučića 3, Zagreb, Croatia 
lljevako@ffzg.hr 
 
Summary  
 
The purpose of this article is to investigate teachers’ attitude about e-learning; 
it attempts to investigate the current teachers’ opinions and awareness about e-
learning, their activities pertaining to e-learning, as well as their motivation 
and initiative, or lack of them. The target group were the teaching staff of the 
faculties of the University of Zagreb who were sent a link to the online survey. 
By looking at the results of the University Computing Centre’s annual survey, 
which was sent to University of Zagreb’s faculty administration, it was assumed 
that teachers show motivation and interest in using e-learning, however, they 
lack support from their respective faculties, as well as technological prerequi-
sites to implement e-learning in their teaching. Another assumption was that 
some faculties would have bigger and some smaller need for e-learning, de-
pending on their field of study. To test these hypotheses, a survey was sent to 
each of the University’s faculty with instructions to pass it along to members of 
their teaching staff. There were 315 participants in the survey, and data analy-
sis confirmed on of the authors’ hypotheses; it was concluded that the majority 
of participant teaching staff at the University, irrespective of their age, is moti-
vated and interested in the idea of e-learning, but lack the incentive and support 
to engage with it. 
 
Key words: e-learning, teacher motivation, external incentives, motivation, at-
titude, ambition, University of Zagreb, University Computing Centre, SRCE 
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Introduction 
The existence and importance of e-learning is becoming harder to ignore as we 
witness the rapid improvement of ICT and the widespread presence of internet, 
and due to this, e-learning is becoming an increasing and inevitable trend in ed-
ucation. According to the University of Zagreb’s Strategy on E-learning, it is 
not an alternative to standard education, but an integral part of it, an enhance-
ment even [4]. The University Computing Centre (SRCE), conducts an annual 
survey on the subject of e-learning at the University of Zagreb [1]. This survey 
was an important orientational mark in this research and showed that the next 
logical step in exploring the phenomenon of e-learning is to investigate teach-
ers’ attitude towards it. From the survey it can be concluded that there are four 
key elements which are of utmost importance to e-learning: technological 
framework, attitude and support of the faculty administration, teachers’ motiva-
tion, and active participation of the student body. Since the Centre’s survey fo-
cused on the attitudes of faculty administrations, analyzing the technological 
framework was outside of our interest domain, and investigation of the opinions 
of the student body was already conducted at the Faculty of Humanities and So-
cial Sciences, where most of the students expressed high interest in e-learning 
[3], the goal of this research was to explore attitudes and motivation of teachers, as 
well as some of their habits pertaining to implementation of e-resources and e-
learning. The research didn’t delve into the increase of teachers’ responsibilities 
caused by e-learning; the focus was on their inclination to implement e-learning 
and their attitude towards their faculties’ incentives for e-learning.  
 
Hypothesis 
The hypothesis of this research was drawn from the data collected by the Centre 
through their annual survey on e-learning at the University of Zagreb. One of 
the conclusions from that survey was that attitude of the faculty administration 
somewhat affects the attitude and motivation of teachers towards e-learning. 
This was also mentioned in notes that participants of the survey left: they gave a 
suggestion that it would be highly motivating if the University started to value 
participation in e-learning more. Therefore, the assumption of this hypothesis is 
that teachers lack incentive in implementation of e-learning into their courses. It 
was also assumed that teachers at technical and natural sciences faculties would 
be more prone to using e-learning than teachers in the social and humanistic 
field of study. 
 
Method 
The survey was created in Google Form [2] and was sent via e-mail to Vice 
Deans of Academic Affairs and representatives for e-learning from each faculty 
at the University of Zagreb. In some cases, it was also sent to each teacher per-
sonally. Structurally divided into four categories, the survey consists of twenty 
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questions. The first category helped the authors to create a demographic profile 
of the participant. The second group of questions investigates e-learning activi-
ties of teachers and their awareness of e-learning systems and incentives on the 
University level. The third group of questions focuses on their opinion about 
existing incentives for e-learning offered by their faculties. The fourth category 
pertains to the teachers’ ambition, motivation and attitude towards using e-
learning. The data was collected through the survey and organised in a spread-
sheet, after which it was sorted and filtered. It was also interpreted by calculat-
ing and observing correlations between certain groups of data. 
 
Results 
The survey was filled by 315 participants, 56% of which were women. The old-
est participant was 75, while the youngest was 23 years old. In Figure 1, the 
number of participants who use e-learning is analogous to the number of par-
ticipants who don’t use e-learning. This means that the tendency to use e-learn-
ing and participants’ age are not interdependent.  
 
 
Figure 1. Correlation between age and tendency to use e-learning 
 
The largest turnout was from the Faculty of Humanities and Social Sciences, 
whose staff comprise 21% of the participants of the survey. The survey was 
filled mostly by assistants, to be exact; 30%. Most of the participants; 99%, use 
the computer during their preparation for class, while 88% of participants also 
use the computer in teaching. 84% of participants answered that they know 
what systems for e-learning and learning management systems are, however, 
only slightly more than half of the participants; 53%, answered that they don’t 
use any kind of e-learning system in teaching. The majority of participants; 
85%, would consider it useful to track student online course activity on e-
learning systems. Participants who do use an e-learning system use Moodle the 
most – 45.1%. Most of the participants; 82%, answered that they are aware that 
the University Computing Centre annually invites participants to apply for the 
best e-learning course award. Furthermore, 74% of participants know that the 
University of Zagreb gives out awards in the same category. 77% of participants 
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answered that they were informed about e-learning by their faculty, however, 
most of the participants; 88%, never received any incentive from their faculty to 
use e-learning. In fact, 78% of participants claim that their faculties don’t re-
quire of them to use an e-learning system. Figures 2 and 3 show that there are 
certain correlations within groups of participants who were informed by their 
faculties and participants who are required to use e-learning to groups of par-
ticipants who answered that they use, or don’t use e-learning. The figures sug-
gest that more teachers use e-learning in the cases where they were informed 
about e-learning, and they also suggest that more teachers use e-learning in the 
cases where their faculty requires its implementation. 
 
 
Figure 2. Correlation between participants’ e-learning usage and their faculty’s 
initiative to inform them about e-learning 
 
 
Figure 3. Correlation between participants’ e-learning usage and their faculty’s 
requirement regarding implementation of e-learning 
 
Further; only 8% of the participants think that their faculty dedicates a lot of 
funds to the implementation of e-learning systems, while 32% think the amount 
of funds is small. 7% believe there are no funds allocated for implementation of 
e-learning at their faculty, and 7% don’t know whether there are any funds allo-
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cated towards e-learning. Most of the participant; 61%, don’t think that e-
learning should be added as one of the criteria for career advancement. To the 
question whether they were satisfied with the incentive for implementation of e-
learning that they get from their faculty, 22% answered with not satisfied at all, 
10% said they were completely satisfied, while 18% answered they didn’t know 
about such incentives. Participants were also asked to grade their motivation to 
be educated about e-learning. Their answers can be seen in Figure 4. 
 
 
Figure 4. Participants’ motivation to be educated about e-learning 
 
 
 
Figure 5. Correlation between participants' field of study  
and their e-learning usage 
 
Furthermore, most of the participants; 61% of them, said they would be willing 
to set aside three hours a week during the course of several months to learn 
about e-education. Next, Figure 5 shows fields of studies of participants who 
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answered that they use e-learning. From the most to least represented, the field 
of studies are as follows: humanities (HUM), social sciences (SOC), technical 
sciences (TECH), biotechnical sciences (BIOTECH), natural sciences (NAT), 
arts (ARTS), and biomedicine (BIOMED). Data shown in the figure refutes the 
authors’ hypothesis that teachers from technical and natural fields of study 
would be more prone to using e-learning than teachers in the social and human-
istic fields of study, since it proves the opposite. 
Furthermore, as shown in Figure 6, most of the participant teacher staff has a 
positive attitude about improving the quality of their courses by implementing 
e-learning. 
 
 
Figure 6. Participants' opinion on the effect of e-learning  
on the quality of classes 
 
Conclusion 
By analysing the data, it can be seen that there is no major difference in age 
between participants who answered that they use e-learning and participants 
who don’t use e-learning. This suggests that age isn’t a major factor in tendency 
to use e-learning. However, the hypothesis that teachers from technical and nat-
ural fields of study would be more prone to using e-learning was refuted. Most 
of the participants believe that e-learning leaves a positive effect on the quality 
of education. Greater number of participants also expressed that they would be 
motivated to further educate themselves on e-learning. The data also suggests 
that being informed by the faculty is a moderately influencing factor in e-
learning usage. Other data shows that there is correlation between the faculty’s 
policy on e-learning and teachers’ e-learning activity in the sense that faculty 
policy seems to encourage teachers to use e-learning. 
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