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We consider the problem o~ constructing optimal confidence bands ~or a simple 
linear regression over the whole real line. Optimality is de~ined as minimi-
zation o~ the average width o~ the band, weighted by a normalized !Unction. 
We present this weight ~unction as an indicator o~ experimental interest in 
the varying width of the band. A comparison between the commonly-seen hyper-
bolic bands and segmented-line bands helps motivate the discussion. 
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1. INTRODUCTION 
In both the physical and social sciences, experimental situations some-
times involve prediction of one variable fram another. A common model is the 
simple linear regression, Y = f3o + f31 x + E • Often experimenters express addi-
tional interest by soliciting the construction of a confidence region around 
the regression line. The classical region, first developed by Working and 
Hotelling (1929) and reformulated by Scheffe (see Miller, 1981, Ch. 3), con-
sists of hyperbolic bands which extend over all values of x E R . An alternative 
to these hyperbolic bands was proposed by Graybill and Bowden (1967). They 
constructed bands made up of segments of straight lines which, over certain 
regions in R, were shorter than the hyperbolic bands. 
Recent work in the topic has included discussions on the problem of cali-
bration and the use of discrimination intervals (Trout and Swallow, 1979; 
Hunter, 1981), sharpening the bands' confidence coefficient (Khorasani and 
Milliken, 1979; Zvara, 1979), and constructing confidence regions over restricted 
sets of the predictor variable (Casella and Strawderman, 198o; Uusipaika, 1983). 
A number of particularly interesting works have attempted to establish an 
optimality standard for confidence band construction. Bowden (1970) has shown 
that the choice of band form can be reduced to a choice of mathematical func-
tions in a generalized expression for a confidence region. Bohrer (1973) noted 
that the hyperbolic bands are optimal in the sense that they minimize average 
width over certain sets when no intercept is included in the model; Naiman (1983a) 
has worked on extending Bohrer's results. 
In much of this work, however, the choice of band form is left prespecified. 
To date there have been few substantive attempts at unifying the theory by taking 
prior experimental interest into account; for example, an experimenter interested 
• in making more precise confidence statements near x might consider the hyperbolic 
-2-
-bands, since they attain their minimum width at x = x. Cima and Hochberg (1976) 
• have made some headway in this direction. They consider a unifonn importance 
criterion for constructing simultaneous interval estimators over the set of 
• 
• 
nonnalized linear ccmbinations of the parameter vector. Along a slightly diff-
erent line, an early work by Hoel (1951) introduced the notion that prior 
interest can be consolidated into mathematical form. From this infonnation, 
optimal confidence bands can be constructed. Naiman (1983b) has indicated 
progress in developing this concept when the range of the predictor variable 
is initially restricted. 
Hoel's suggestion involved specifying a weight fUnction and minimizing 
the weighted area of the resulting band. The weight fUnction, ~(x), can be 
taken to represent prior experimental interest. If we denote the length of 
the band at t as .t(t), then this optimality criterion amounts to minimizing 
J c~(x)k.t(x)dx (1.1) 
subject to a 1 -a coverage probability constraint (developed in 
Section 2.2). Here, c is a normalizing constant that makes 
J c~(x)dx = 1 
' 
(1.2) 
and the constant k allows the shape :f'lmction, .t, to satisfy the 1 -a constraint. 
We say that the particular f'unction k.t(t), which minimizes (1.1.) subject to the 
1-a constraint is a ~-optimal band, after Naiman (1983b). In particular, Hoel 
(1951) considered this question of which ~ makes the hyperbolic band ~-optimal. 
In Section 3 we will extend Heel's work to the segmented-line bands of Graybill 
and Bowden (1967) • 
• 
• 
• 
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In Section 4 we will consider a general method for constructing minimal 1-a 
confidence bands which are, at least approximately, •-optimal. 
2. GENERAL THEORY 
2.1. Reduction to Standardized Form 
Let ~0 , ~1 , and s2 be the usual least squares estimators of ~0 , ~1 , and rr2. 
Also, suppose that the original predictor variables were centered so that their 
mean is zero. 2 A A Then, under the assumption E - N(O,cr ), ~O and ~l are statisti-
A 
"' cally independent. Denote u0 = ~O - ~O and u1 ~l - ~1• Then, the vector u 
has a bivariate Normal distribution: 
0 ])· 
The 1-a coverage probability constraint is then of the form 
(2.1) 
A confidence band as denoted by (2.1) is the set 
(2.2) 
J.. ~ 
Write!= [n- 2 t(~)- 2 ] and~'= cr-1[u0 /Il u1 /~],where~= r.if_/n is the 
second (sample) moment of the centered xis. Then lu0 + u1tl = crl~'!l, and 
a = vlfv0 gives t = a lffi2. With this, (2.2) becomes 
' 
(2.2') 
where k = k's ~cr is a constant, independent of u, with respect to the minimization. 
Also, from above, we have .t* related to L through t = a Jiii2. Since ~,.., N2 (2, ~), 
• 
• 
• 
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we see that the general setting can be reduced to this simpler, canonical case • 
The procedure could thus entail (i) specifYing T(x), (ii) calculating T*(a) 
= T(a Jm2), (iii) solving for ~*(a), and (iv) reporting l(t) = l*(t/ /ID2). 
We could scale t to t/Jm2, so that l(t) = l*(t). Note that, in terms of the 
original ~s, this is equivalent to standardizing the original scale, i.e., using 
~ 
(x-x)/(~(~-x)2/n)~. As such, without loss of generality, we will consider the 
problem from this perspective, i.e., minimizing (1.1) subject to 
(2. 3) 
where wj ,..., i.i.d. N(O, 1) (j = 0,1). 
2.2. Geometry of the Probability Constraint 
When manipulation of the 1-a constraint in (2.3) is involved, most authors 
make use of the relation 
, 
and then examine the distribution of SUPtlw0 + w1tl (cf. Casella and Strawderman, 
1980). Instead of using this construction, we will take a geo~etric approach. 
Consider the geometry of the solution set of[!: lw0 + w1tl s kt(t)}. For each 
value of tER, equality is attained at a pair of parallel lines equidistant from 
the origin. Inequality is attained in the infinite strip between these lines. 
The infinite intersection of these infinite strips over all t on the real line 
produces a convex set: Cl = (~: lw0 + w1tl s kl(t) Vt€R} (as in wynn and Bloom-
field, 1971). It is the probability content of a standard bivariate Normal den-
sity over Ct to which (2.3) corresponds. 
Consider the polar transform!' = [rcose rsin9]. As Figure l illustrates, 
-5-
the ray at angle 9 from the origin can be written as wl = w0tan9. Since the 
~ statement w0 + w1t = kl(t) specifies an infinite strip for a given t, the ray at 
angle 9 from the origin intersects the line w0 + w1 t = kl(t) at a right angle. 
The two lines' slopes are negative reciprocals of each other, so we get t = tane. 
~ 
• 
This point of intersection is, therefore, w0 = kl(tan9~ec2 9, w1 = kt(tan8)tan9/sec2 9. 
Thus the maximum length of a line segment in Ct at angle 9 is 
1 
(k2 t 2 (tan9) + k2 t 2 (tane)tan2 9)2 = 
sec2 e 
We will return to this relationship below. 
kt(tane)jcosel (2.4) 
We can restrict our attention in w-space by noting a few of the geometric 
characteristics of Ct. First, the relationship t = tane shows that considering 
only t > 0 restricts our attention to the rst and rrrrd quadrants. Similarly, 
t < 0 puts us in the rrnd and rvth quadrants. Also, since the infinite strips 
involved in the intersecting process which builds Ct are symmetric about the 
origin, we see that Cl is a balanced set- i.e., any line through the origin inter-
sects Cl at two points equidistant from the origin. Thus, in describing Cl' we 
can restrict our attention to only, say, the rst and rvth quadrants (t > 0 and 
t < 0, respectively). Further, if we restrict ourselves to symmetric band forms, 
i.e., 
t(t) = t(-t) (2.5) 
(or, in general, bands s.ymmetric about x), then the distances along rays out from 
the origin will be the same in the rst and rvth quadrants for any given value of 
It! (see Figure 1). The intersecting process in the rvth quadrant will, therefore, 
mimic that in the rst quadrant. As such, we need only consider the rst quadrant 
relationships in the construction of Ct when t is a symmetric band form • 
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In order to describe the probability content of Ct we integrate a standard 
4lt bivariate Normal over the rst quadrant representation of ct, multiply the result 
by four, and set it greater than or equal to 1-a. Hence any shape f'unction, t, 
• 
can be specified, and the value of k found using equality in (2.3) and the geo-
metrical approach outlined above. 
2.3. Incorporation of the Weight Function 
We now formally define a band which minimizes (1.1) subject to (2.3) as 
7-optimal. This is the problem Hoel (1951) ~~d Naiman (l983b) have investigated. 
Hoe1's work involved the classical hyperbolic bands, while Naiman considered 
bands over finite intervals (such as the uniform width bands first proposed by 
Gafarian [1964]). For now, we remain concerne1 with bands over the whole real 
line. 
Notice that equality in the constraint (2.3) leads to a useful lower bound 
for t( t). Certainly, from the fact that wo + wl t - N(O , l+t2 ), 
P[ lw0 + w1tl s kt(t) Vt] 
[ lwo+wltl kt(t) 
= 
p s 
(l+t2)i (l+t2 )2 
P [lwo+wltol kt(t0 ) s s (l+t~)i (l+t~)i for some to] 
= ~ (kl(t0 )/(l+t~)i) 
' 
(2. 6) 
where ~ is the standard Normal c.d.f. This is true for any t 0 on the real line. 
Since a necessary condition for (2.3) to hold is 
Vt 
' 
• we get, using (2.6), kL(t) ~ ~-1 (1-~), for all t. For notation's sake we take 
• 
• 
• 
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Vt (2.7) 
This lower bound is usefUl for constructing a bound on (1.1): 
(Z) I c~(t)kL(t)dt ~ za/2 
-= ' 
(2.8) 
using (1.2) and (2.7). 
Now, given L, the constraint (2.3) can be expressej as an integral expres-
sian, using the joint distribution of the random vector [r 9]' (Feller, 1968, 
p. 68): 
However, by only considering the rst quadrant for symmetric bands, we take only 
0 ~ 9 < rr/2. The variable r is positive, and bounded above by a function of e, 
and, implicitly kL(t); call this RL(e). Then, equality in (2.3) gives 
1 - 0: • (2. 3' ) 
Using the relationship x = tan9 reduces this to 
I= exp[ -~(arctan x)/2] 
---=------ dx = ra/2 
0 x2+1 
By considering symmetric band forms we can infer the ~etry of ~. 
(2. 9) 
Our 
concern then becomes one of minimizing the integral of c~(x)kL(x) over 0 < x < =, 
subject to (2.9). This is equivalent to minimizing their difference 
I= ( exp[-R~(arctan x)/2] ) c~(x)kL(x) - dx • 
0 x2+1 
(2.10) 
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From (2.8) and (2.9), this is bounded below by za;2 -ina. This difference is 
4lt non-negative whenever 2 za;2 ~ an, or a ~ o.465o68. Thus, for any a in this 
r~~ge, (2.10) attains a minimum at zero. Setting the integrand in (2.10) equal 
• 
• 
to zero yields 
c-r(x) = 
exp[-R~(arctan x)/2] 
k.t(x) (~+1) 
(2.11) 
Coupled with the provision that -r(x) = -r(-x) and l(x) = .t(-x), this gives a 
relationship between T and .t. ~nen R.e(arctan x) is directly proportional to 
k.t(x)- as it is, for example, with the currently-available band forms over the 
whole real line - (2.11) inversely relates the weight and band form functions. 
This is intuitively appealing, since a low value for •(x) indicates little prior 
interest in the band at that x. The result is a large value for the width at x • 
3. A COMPARISON OF EXISTING BAND FORMS 
It is of some pedagogic interest to determine the form of the weight fUnc-
tion against which the currently-available band forms are T-optimal. The formula-
tion in (2.11) provides an easy solution to this question. 
3.1. Hyperbolic Bands 
In our canonical setting, the bands of Working and Hotelling (1929) involve 
the hyperbola tw.H(x) = (l+~)i. The constant k satisfies P[X2 (2) ~ k2 ] = 1 -a. 
As Hoel points out (1951, sec. 4), the solution set, Cw.H, of w-vectors for this 
band form fUnction is a circle of radius k, centered at the origin. A circle 
has the property that any ray out from its center intersects the tangent to its 
boundary at a right angle. Thus the boundary of CWH is described by the inter-
sections of w1 = w0 tane and w0 + w1 tane = k.t(tane) (see Figure 2). This gives 
Rl(e) = k.tWH(tane)jcosel, or simply ktwN(tan9)cos9 for 0 ~ e < rr/2. Substituting 
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this into (2.11) gives, whenever a< o.465l, T(x) = (l+xZ)-3/ 2 • To satisfY 
~ (1.2) we get 
~ 
~ 
(3.1) 
This corresponds to the result Hoel cites in his section 5. 
This particular weight fUnction is a bell-shaped curve, symmetric about 
the origin, and slightly more leptokurtic then the standard Normal p.d.f. It 
is a member of an entire family of densities, each of the form f(x;m) = 
f(m)/[f(i)f(m-i)(~+l)m] (m :'i!: 1). This family is treated in SOme depth by 
Kendall and Stuart (1958, p. 59). 
3.2. Segmented-Line Bands 
As an alternative to the hyperbolic bands, Graybill and Bowden (1967) pro-
posed bands made up of segments of straight lines. They also attain minimum 
width at the mean of the x{s, and widen linearly as they go out. In our canoni-
cal setting, these bands follow the expression tGB(x) = l + lxl, with 
k = ~-1[(1 + (1-a)i)/2]. As in section 3.1, we question what form of weight 
function produces this band. 
Graybill and Bowden constructed their bands by starting with the probability 
A A A A 
statement P[~0 - k s ~0 s ~0 + k, ~l- k s ~l s ~l + k] = l- a, and_ then noting 
that this produced simultaneous, rectangular confidence intervals for the regres-
sion parameters. In our notation this is P[-k s wj s k, j = 0,1] = 1 - a. The 
corresponding solution set in w-space is, by construction, a square with sides 
of length 2k. See Figure 2. 
In this case, Rt(e) takes on a different expression depending on whether or 
not e s n/4. For e s rr/4, the intersection of w1 = w0 tane and w0 = k occurs for 
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w1 = k tane. When 9>n/4, intersecting w1 = w0 tane and w1 = k gives w0 = k cote. 
• The results yield 
if' e s; TT/4 
if' e > TT/4 
This is a more complicated f'orm f'or Rt(e), and we need to be carefUl in 
using it to reexpress (2.3'): 
results in (x = tane) 
• As in (2.11), when as; 0.465068, we can set 
exp[- i~(~+l)] 
k( lxl+l)(~+l) 
exp[ - i'k2 (~+1)/~J 
k( lxl+l)(~+l) 
1-a 
= 2 TT 
if I xl s; 1 
(3.2) 
if' lxl > 1 
For a= .05, k = 2.2365. To satisfY (1.2) we use numerical quadrature to f'ind 
c = 28.4756 (again, at a= .05). A comparison of' the weight fUnctions (3.1) and 
(3.2) is given in Figure 3. Notice that cTGB is greater- i.e., gives greater 
weight - than cTWH around x = O, drops below cTWH f'or x farther out, then crosses 
back above cTWH as lxl grows large. As expected, the inverse of' this occurs for 
the bands (see Graybill and Bowden, 1967, Figure 1, p. 407): ktGB is shorter than 
• klwa close to x, widens past k~ f'or intermediate x's,then crosses back inside 
of' kLwli f'or extreme x. 
• 
• 
• 
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4. MINThfAL 1-a CONFIDENCE BANDS 
One obvious setback with the exact approach outlined in section 2 is that 
once t is speci~ied, there can still be a great deal o~ computation involved 
in ~inding ct and Rt(e). However, i~ we could ~ind an upper bound on Rt(e), for 
all t, the resulting computations would simplify greatly. There is, of course, 
a trade-off here, since the bands would no longer have an exact con~idence coef-
ficient. Instead, they would have minimal confidence coe~ficient ~ 1 - a. 
4.1. Upper Bound for Rt(e) 
Returning to the line intersections in Figure 1, we see that the maximum 
distance of any ray out from the origin is the distance to the point of inter-
section. From (2.4), this gives Rt(e) ~ kL(tane)lcosej. 
ICX) exp[ - ik2 L2 (x )/ (~+ 1)] 
---------- dx ~ TTa 
0 ~+l 2 
This changes (2.9) to 
(4.1) 
As in (2.10), we will minimize the dif~erence between (4.1) and the integral of 
c-r(x)kt(x) over (o,CX)). This difference is still bounded below by za/2 - ina, 
so that ~or any a ~ o.465o68, we can take 
exp[ -h2L2 (x)/(~+l)] 
c-r(x) = 
kl(x)(~+l) ' 
(4. 2) 
subject to -r(x) = -r(-x) and t(x) = L(-x). As before, this gives an inverse 
relationship between -r and t. Notice, also, that when L(x) is the hyperbolic 
~ 
form LwH(x) = (1+~1, (4.2) and (2.11) are identical • 
• 
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4.2. Comparison of Minimal and Exact Formulations 
The obvious question of interest is, how do (4.2) and (2.11) compare, i.e., 
how much do we lose when sacrificing an exact confidence coefficient for computa-
tional ease? As noted above, the formulations are equivalent for the Working-
Retelling bands, so the comparison there is trivial. Another possible comparison 
is available with the Graybill-Bawden bands of Section 3.2; LGB(x) = 1 + lxl. 
Substituting this into (4.2) and simplifYing gives 
exp[ - k2 lxl/ (x2+1) 
(x2+1)( lxl+l) 
(4. 3) 
This form is enough to give us an impression of what weight fUnction makes the 
(minimal) segmented-line bands T-optimal. In order to make a better comparison 
between the minimal and exact formulations, we can normalize this expression 
• using (1.2). Numerical quadrature, again at a = .05, gives c = 2.2856. 
• 
As can be seen by comparing (4.3), properly normalized, with (3.2), there 
are values of x where the two formulations give drastically different values. 
Of course, there are some values for x where the two are rather close. (Some 
comparison values are given in Table 1. The two functions are presented in 
Figure 4. ) Indeed, the minimal approach seems to provide an adequate approxima-
tion to the exact prior weight function over many values of xeR. Still, there 
is enough of a discrepancy evidenced between the two to suggest that the sacri-
fices involved in attaining more computational simplicity with the minimal 
approach can become rather severe. 
5. DISCUSSION 
Equations (2.11) and (4.2) illustrate an inverse relationship between a 
-13-
weight fUnction, ~, and the band form, t, that is •-optimal against it. This 
~ concept is both intuitively appealing and easily conceptualized. For example, 
as •'s tails ~atten, t becomes flatter. 
~ 
~ 
Experimenters can utilize these results to report confidence bands which 
reflect their prior interest. As seen in section 3, any given band form can be 
specified for L(x), and the corresponding constant k can be determined for a 
given a. It can then be determined, either exactly with (2.11) or approximately 
with (4.2), wticb prior weight function m~~es this particular form •-optimal. 
In practice, this approach can be usefUl. An e~erimenter may have a good idea 
about the kind of band form he'd like to report. 3owever, he may have little 
insight into choosing a proper mathematical :orn :~or T. Given £, the weight 
function agaL~st which it is •-optimal can be ietermined. Then, the sensibility 
of such a choice can be evaluated. 
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e = arctan(t) 
• 
FIGURE 1: Line intersections in w-space • 
• 
• 
• 
• 
e=n/4 
FIGURE 2: Solution sets in w-space for the Working-Hotelling, CWH' 
and Graybill-Bawden, CGB' bands (I8 t quadrant only}; a;= .05 . 
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Figure 3. Weight functions for the Working-HoteUing (WH) 
and Graybill-Bawden (GB) confidence bands, a = .05 
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Table 1. Comparison values between 
exact and minimal formulations for 
CTGB (x). 
X Exact ll..inimal 
o.o 1.044 2. 286 
0.2 0.757 0. 700 
0.4 0.431 0.251 
0.6 0.195 0.116 
0.8 o. 071 o.o67 
LO 0.021 o.o47 
1.2 o. 034 0.036 
• 
2.0 0. OJ( 0.021 
3.0 0.020 0.013 
• 
