On monotonic solutions of an integral equation of Volterra type  by Caballero, J. et al.
Journal of Computational and Applied Mathematics 174 (2005) 119–133
www.elsevier.com/locate/cam
On monotonic solutions of an integral equation
of Volterra type
J. Caballero∗, J. Rocha, K. Sadarangani
Departamento de Matematicas, Universidad de Las Palmas de Gran Canaria, Campus de Tara Baja,
35017 Las Palmas de Gran Canaria, Spain
Received 18 July 2003
Abstract
Using a technique associated with measures of noncompactness we prove the existence of nondecreasing
solutions to integral equations of Volterra type in C[0; 1].
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1. Introduction
Integral equations arise naturally in applications of real world problems [1,2,5–8]. The theory of
integral equations has been well developed with the help of various tools from functional analysis,
topology and ;xed-point theory.
The aim of this paper is to investigate the existence of nondecreasing solutions of an integral
equation of Volterra type. Equations of such kind contain, among others, integral equations of con-
volution type. Our results will be established using a measure of noncompactness de;ned in [4].
2. Notation and auxiliary facts
Assume E is a real Banach space with norm ‖·‖ and zero element 0. Denote by B(x; r) the closed
ball centered at x and with radius r and by Br the ball B(0; r). If X is a nonempty subset of E we
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denote by FX , Conv X the closure and the closed convex closure of X , respectively. The symbols X
and X +Y denote the usual algebraic operations on sets. Finally, let us denote by ME the family of
nonempty bounded subsets of E and by NE its subfamily consisting of all relatively compact sets.
Denition 1 (BanGas and Goebel [3]): A function  :ME → [0;∞) is said to be a measure of non-
compactness in the space E if it satis;es the following conditions:
1. The family ker  = {X ∈ME : (X ) = 0} is nonempty and ker  ⊂ NE .
2. X ⊂ Y ⇒ (X )6 (Y ).
3. ( FX ) = (Conv X ) = (X ).
4. (X + (1− )Y )6 (X ) + (1− )(Y ) for ∈ [0; 1].
5. If {Xn}n is a sequence of closed sets from ME such that Xn+1 ⊂ Xn for n = 1; 2; : : : and if
limn→∞ (Xn) = 0 then the set X∞ =
⋂∞
n=1 Xn is nonempty.
The family ker  described above is called the kernel of the measure of noncompactness .
Further facts concerning measures of noncompactness and their properties may be found in [3].
Now, let us suppose that M is a nonempty subset of a Banach space E and the operator T :M → E
is continuous and transforms bounded sets onto bounded ones. We say that T satis;es the Darbo
condition (with constant k¿ 0) with respect to a measure of noncompactness  if for any bounded
subset X of M we have
(TX )6 k(X ):
If T satis;es the Darbo condition with k ¡ 1 then it is called a contraction with respect to .
For our purpose we will only need the following ;xed point theorem [3].
Theorem 1. Let Q be a nonempty, bounded, closed and convex subset of the Banach space E and
 a measure of noncompactness in E. Let F :Q → Q be a contraction with respect to . Then F
has a xed point in the set Q.
Remark 1. Under the assumptions of the above theorem it can be shown that the set Fix F of ;xed
points of F belonging to Q is a member of ker .
Let C[0; 1] denote the space of all real functions de;ned and continuous on the interval [0; 1].
For convenience, we write I = [0; 1] and C(I) = C[0; 1]. The space C(I) is furnished with standard
norm
‖x‖=max{|x(t)| : t ∈ I}:
Next, we recall the de;nition of a measure of noncompactness in C(I) which will be used in
Section 3. This measure was introduced and studied in [4].
Fix a nonempty and bounded subset X of C(I). For ¿ 0 and x∈X denote by w(x; ) the modulus
of continuity of x de;ned by
w(x; ) = sup{|x(t)− x(s)| : t; s∈ I; |t − s|6 }:
Furthermore put
w(X; ) = sup{w(x; ) : x∈X }
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and
w0(X ) = lim
→0w(X; ):
Next, let us de;ne the following quantities:
i(x) = sup{|x(s)− x(t)| − [x(s)− x(t)] : t; s∈ I; t6 s}
and
i(X ) = sup{i(x) : x∈X }:
Observe that i(X ) = 0 if and only if all functions belonging to X are nondecreasing on I .
Finally, let
(X ) = w0(X ) + i(X ): (1)
It can be shown [4] that the function  is a measure of noncompactness in the space C(I). Moreover,
the kernel ker  consists of all sets X belonging to MC(I) such that all functions from X are
equicontinuous and nondecreasing on the interval I .
3. Main result
In this section we consider the following nonlinear integral equation of Volterra type:
x(t) = a(t) + (Tx)(t)
∫ t
0
f((t; s))’(x(s)) ds; t ∈ I: (2)
The functions a(t); f(u); ’(u); (t; s) and (Tx)(t) are given while x=x(t) is an unknown function.
We will study this equation under the following assumptions:
(i) a∈C(I) and it is nondecreasing and nonnegative on the interval I .
(ii)  : I × I → R is continuous on I × I and the function t → (t; s) is nondecreasing for each
s∈ I .
(iii) f : Im→ R+ is a continuous and nondecreasing function on compact set Im.
(iv) ’ :R→ R is a continuous function such that ’ :R+ → R+.
(v) The operator T :C(I)→ C(I) is continuous and satis;es the Darbo condition for the measure
of noncompactness  (de;ned in (1)) with a constant Q. Moreover, T is a positive operator,
i.e. Tx¿ 0 if x¿ 0.
(vi) There exist nonnegative constants c and d such that
|(Tx)(t)|6 c + d‖x‖
for each x∈C(I) and t ∈ I .
(vii) There exists r0 ¿ 0 with ‖a‖+ (c+dr0) · ‖f‖ ·M’;r06 r0 and Q‖f‖M’;r0 ¡ 1, where M’;r0 =
max{|’(u)| : u∈ [− r0; r0]}.
Theorem 2. Under assumptions (i)–(vii) Eq. (2) has at least one solution x = x(t) which belongs
to the space C(I) and is nondecreasing on the interval I.
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Proof. Let us consider two operators A; B de;ned on the space C(I) by
(Ax)(t) = a(t) + (Tx)(t)
∫ t
0
f((t; s))’(x(s)) ds
and
(Bx)(t) =
∫ t
0
f((t; s))’(x(s)) ds:
Firstly, we prove that if x∈C(I) then Ax∈C(I). To do this it is suLcient to show that if x∈C(I)
then Bx∈C(I). Fix ¿ 0, let x∈C(I) and t1; t2 ∈ I such that t16 t2 and t2 − t16 . Then
|(Bx)(t2)− (Bx)(t1)| =
∣∣∣∣
∫ t2
0
f((t2; s))’(x(s)) ds−
∫ t1
0
f((t1; s))’(x(s)) ds
∣∣∣∣
6
∣∣∣∣
∫ t2
0
f((t2; s))’(x(s)) ds−
∫ t2
0
f((t1; s))’(x(s)) ds
∣∣∣∣
+
∣∣∣∣
∫ t2
0
f((t1; s))’(x(s)) ds−
∫ t1
0
f((t1; s))’(x(s)) ds
∣∣∣∣
6
∫ t2
0
|f((t2; s))− f((t1; s))| · |’(x(s))| ds
+
∫ t2
t1
|f((t1; s))| · |’(x(s))| ds:
Therefore, if we denote
wf◦(; ·) = sup{|f((t; s))− f((t′; s))| : t; t′; s∈ I and |t − t′|6 }
and
M’;‖x‖ =max{|’(u)| : u∈ [− ‖x‖; ‖x‖]}:
We obtain that
|(Bx)(t2)− (Bx)(t1)|6wf◦(; ·) ·M’;‖x‖ · t2 + ‖f‖ ·M’;‖x‖ · (t2 − t1)
6wf◦(; ·) ·M’;‖x‖ + ‖f‖ ·M’;‖x‖ · :
Now, in virtue of the uniform continuity of the function f ◦ on I × I we have that wf◦(; ·)→ 0
as  → 0. Thus Bx∈C(I), and consequently, Ax∈C(I).
Moreover, for each t ∈ I we have
|(Ax)(t)| =
∣∣∣∣a(t) + (Tx)(t)
∫ t
0
f((t; s))’(x(s)) ds
∣∣∣∣
6 ‖a‖+ (c + d‖x‖)
∫ t
0
|f((t; s))| · |’(x(s))| ds
6 ‖a‖+ (c + d‖x‖) · ‖f‖ ·M’;‖x‖:
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Hence,
‖Ax‖6 ‖a‖+ (c + d‖x‖) · ‖f‖ ·M’;‖x‖:
Thus, if ‖x‖6 r0 we obtain from assumption (vii) that
‖Ax‖6 ‖a‖+ (c + dr0) · ‖f‖ ·M’;r06 r0:
As a result the operator A transforms the ball Br0 = B(0; r0) into itself.
Next, we prove that A is continuous on Br0 . To do this, let {xn} be a sequence in Br0 such that
xn → x and we will prove that Axn → Ax.
In fact, for each t ∈ I we have
|(Axn)(t)− (Ax)(t)| =
∣∣∣∣(Txn)(t)
∫ t
0
f((t; s))’(xn(s)) ds− (Tx)(t)
∫ t
0
f((t; s))’(x(s)) ds
∣∣∣∣
6
∣∣∣∣(Txn)(t)
∫ t
0
f((t; s))’(xn(s)) ds− (Tx)(t)
∫ t
0
f((t; s))’(xn(s)) ds
∣∣∣∣
+
∣∣∣∣(Tx)(t)
∫ t
0
f((t; s))’(xn(s)) ds− (Tx)(t)
∫ t
0
f((t; s))’(x(s)) ds
∣∣∣∣
6 |(Txn)(t)− (Tx)(t)|
∫ t
0
|f((t; s))| · |’(xn(s))| ds
+ |(Tx)(t)|
∫ t
0
|f((t; s))| · |’(xn(s))− ’(x(s))| ds
6 ‖Txn − Tx‖ · ‖f‖ ·M’;r0 + (c + dr0) · ‖f‖
∫ t
0
|’(xn(s))− ’(x(s))| ds:
Now, in virtue of the uniform continuity of the function ’ on [− r0; r0], for ¿ 0 there exists "¿ 0
such that if u; u′ ∈ [− r0; r0] with |u− u′|6 " we have
|’(u)− ’(u′)|6 
2(c + dr0)‖f‖ :
Furthermore, for this "¿ 0 there exists n0 ∈N such that for all n¿ n0 we have that ‖xn − x‖6 ",
i.e. |xn(t)− x(t)|6 " for all t ∈ I , and consequently
|’(xn(s))− ’(x(s))|6 2(c + dr0)‖f‖
for all s∈ I .
Then, taking into account the previous inequalities, for ¿ 0 and n¿ n0 we have
‖Axn − Ax‖6 ‖Txn − x‖ · ‖f‖ ·M’;r0 + (c + dr0) · ‖f‖ ·

2(c + dr0)‖f‖
6 ‖Txn − x‖ · ‖f‖ ·M’;r0 +

2
: (3)
Also, since T is a continuous operator, there exists n1 ∈N such that for all n¿ n1 we have
‖Txn − Tx‖6 2‖f‖ ·M’;r0
:
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Finally, if we take n¿max{n0; n1} from (3) we obtain that
‖Axn − Ax‖6 2‖f‖ ·M’;r0
· ‖f‖ ·M’;r0 +

2
6

2
+

2
= :
This fact prove that A is continuous on Br0 .
Consider the operator A on the subset B+r0 of the ball Br0 de;ned by
B+r0 = {x∈Br0 : x(t)¿ 0 for t ∈ I}:
Obviously, the set B+r0 is nonempty, bounded, closed and convex. Let x∈B+r0 . Notice that in view of
our assumptions (i), (iii), (iv) and (v) if x(t)¿ 0 then (Ax)(t)¿ 0 for t ∈ I . Thus A transforms the
set B+r0 into itself. Moreover, A is continuous on B
+
r0 . Let X be a nonempty subset of B
+
r0 . Fix ¿ 0
and t1; t2 ∈ I with |t2 − t1|6 . Without loss of generality, we may assume that t16 t2. Then,
|(Ax)(t2)− (Ax)(t1)|
=
∣∣∣∣a(t2) + (Tx)(t2)
∫ t2
0
f((t2; s))’(x(s)) ds− a(t1)− (Tx)(t1)
∫ t1
0
f((t1; s))’(x(s)) ds
∣∣∣∣
6 |a(t2)− a(t1)|+
∣∣∣∣(Tx)(t2)
∫ t2
0
f((t2; s))’(x(s)) ds− (Tx)(t1)
∫ t2
0
f((t2; s))’(x(s)) ds
∣∣∣∣
+
∣∣∣∣(Tx)(t1)
∫ t2
0
f((t2; s))’(x(s)) ds− (Tx)(t1)
∫ t2
0
f((t1; s))’(x(s)) ds
∣∣∣∣
+
∣∣∣∣(Tx)(t1)
∫ t2
0
f((t1; s))’(x(s)) ds− (Tx)(t1)
∫ t1
0
f((t1; s))’(x(s)) ds
∣∣∣∣
6w(a; ) + |(Tx)(t2)− (Tx)(t1)|
∫ t2
0
|f((t2; s))| · |’(x(s))| ds
+ |(Tx)(t1)|
∫ t2
0
|f((t2; s))− f((t1; s))| · |’(x(s))| ds
+ |(Tx)(t1)|
∫ t2
t1
|f((t1; s))| · |’(x(s))| ds
6w(a; ) + w(Tx; ) · ‖f‖ ·M’;r0 · t2 + (c + dr0) · wf◦(; ·) ·M’;r0 · t2
+ (c + dr0) · ‖f‖ ·M’;r0 · (t2 − t1)
6w(a; ) + w(Tx; ) · ‖f‖ ·M’;r0 + (c + dr0) ·M’;r0 · (wf◦(; ·) +  · ‖f‖):
Hence,
w(Ax; )6w(a; ) + w(Tx; ) · ‖f‖ ·M’;r0 + (c + dr0) ·M’;r0 · (wf◦(; ·) +  · ‖f‖):
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Consequently,
w(AX; )6w(a; ) + w(TX; ) · ‖f‖ ·M’;r0 + (c + dr0)M’;r0(wf◦(; ·) +  · ‖f‖):
From the uniform continuity of the function f ◦ on the set I × I and the continuity of the function
a on I we have that wf◦(; ·)→ 0 and w(a; )→ 0 as  → 0. So, let  → 0 to obtain
w0(AX )6 ‖f‖ ·M’;r0 · w0(TX ): (4)
Let x∈X and t1; t2 ∈ I with t1 ¡t2. Then,
|(Ax)(t2)− (Ax)(t1)| − ((Ax)(t2)− (Ax)(t1))
=
∣∣∣∣a(t2) + (Tx)(t2)
∫ t2
0
f((t2; s))’(x(s)) ds− a(t1)− (Tx)(t1)
∫ t1
0
f((t1; s))’(x(s)) ds
∣∣∣∣
−
(
a(t2) + (Tx)(t2)
∫ t2
0
f((t2; s))’(x(s)) ds− a(t1)− (Tx)(t1)
∫ t1
0
f((t1; s))’(x(s)) ds
)
6 [|a(t2)− a(t1)| − (a(t2)− a(t1))]
+
∣∣∣∣(Tx)(t2)
∫ t2
0
f((t2; s))’(x(s)) ds− (Tx)(t1)
∫ t1
0
f((t1; s))’(x(s)) ds
∣∣∣∣
−
(
(Tx)(t2)
∫ t2
0
f((t2; s))’(x(s)) ds− (Tx)(t1)
∫ t1
0
f((t1; s))’(x(s)) ds
)
6
∣∣∣∣(Tx)(t2)
∫ t2
0
f((t2; s))’(x(s)) ds− (Tx)(t1)
∫ t2
0
f((t2; s))’(x(s)) ds
∣∣∣∣
+
∣∣∣∣(Tx)(t1)
∫ t2
0
f((t2; s))’(x(s)) ds− (Tx)(t1)
∫ t1
0
f((t1; s))’(x(s)) ds
∣∣∣∣
−
(
(Tx)(t2)
∫ t2
0
f((t2; s))’(x(s)) ds− (Tx)(t1)
∫ t2
0
f((t2; s))’(x(s)) ds
)
−
(
(Tx)(t1)
∫ t2
0
f((t2; s))’(x(s)) ds− (Tx)(t1)
∫ t1
0
f((t1; s))’(x(s)) ds
)
6 [|(Tx)(t2)− (Tx)(t1)| − ((Tx)(t2)− (Tx)(t1))]
∫ t2
0
f((t2; s))’(x(s)) ds
+(Tx)(t1)
[∣∣∣∣
∫ t2
0
f((t2; s))’(x(s)) ds−
∫ t1
0
f((t1; s))’(x(s)) ds
∣∣∣∣
−
(∫ t2
0
f((t2; s))’(x(s)) ds−
∫ t1
0
f((t1; s))’(x(s)) ds
)]
: (5)
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We next prove that
∫ t2
0 f((t2; s))’(x(s)) ds−
∫ t1
0 f((t1; s))’(x(s)) ds¿ 0. In fact notice∫ t2
0
f((t2; s))’(x(s)) ds−
∫ t1
0
f((t1; s))’(x(s)) ds
=
∫ t2
0
f((t2; s))’(x(s)) ds−
∫ t2
0
f((t1; s))’(x(s)) ds
+
∫ t2
0
f((t1; s))’(x(s)) ds−
∫ t1
0
f((t1; s))’(x(s)) ds
=
∫ t2
0
(f((t2; s))− f((t1; s))’(x(s)) ds+
∫ t2
t1
f((t1; s))’(x(s)) ds:
Since t → (t; s) is nondecreasing we have that (t2; s)¿(t1; s), moreover f is nondecreasing
(assumption (iii)) then f((t2; s))− f((t1; s))¿ 0. Also, x(s)¿ 0 thus ’(x(s))¿ 0, then∫ t2
0
(f((t2; s))− f((t1; s))’(x(s)) ds: (6)
On the other hand, f¿ 0 and ’(x(s))¿ 0 then∫ t2
t1
f((t1; s))’(x(s)) ds¿ 0: (7)
Finally, (6) and (7) imply∫ t2
0
f((t2; s))’(x(s)) ds−
∫ t1
0
f((t1; s))’(x(s)) ds¿ 0:
This together with (5) yields
|(Ax)(t2)− (Ax)(t1)| − ((Ax)(t2)− (Ax)(t1))
6 [|(Tx)(t2)− (Tx)(t1)| − ((Tx)(t2)− (Tx)(t1))]
∫ t2
0
f((t2; s))’(x(s)) ds
6 ‖f‖ ·M’;r0 · i(Tx):
Therefore,
i(Ax)6 ‖f‖ ·M’;r0 · i(Tx)
consequently,
i(AX )6 ‖f‖ ·M’;r0 · i(TX ): (8)
Finally, combining (4) and (8), we get
(AX ) = w0(AX ) + i(AX )6 ‖f‖ ·M’;r0 · (TX )6 ‖f‖ ·M’;r0 · Q · (X ):
Now, Theorem 1 (recall ‖f‖ ·M’;r0 · Q¡ 1) guarantees that there exists x∈B+r0 a solution of (2).
Also, such a solution is nondecreasing in view of Remark 1 and the de;nition of the measure of
noncompactness  given in Section 2.
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4. Some remarks
Remark 2. Under assumptions of our Theorem 2, it can be proved in the same way that the following
integral equation of type Urysohn
x(t) = a(t) + (Tx)(t)
∫ 1
0
f((t; s))’(x(s)) ds; t ∈ I
has at least one solution x = x(t) which belongs to the space C(I) and is nondecreasing on the
interval I .
Remark 3. Let ’(x) = x then this function satis;es assumption (iv) and our integral equation has
the form
x(t) = a(t) + (Tx)(t)
∫ t
0
f((t; s))x(s) ds;
which presents a composition operator in the kernel.
Remark 4. Put (t; s) = t − s. It is easy to see that this function veri;es assumption (ii) and our
integral equation has the form
x(t) = a(t) + (Tx)(t)
∫ t
0
f(t − s)’(x(s)) ds;
which has as a particular case the integral equations of convolution type.
Remark 5. In the sequel, we study the existence of positive solutions of the inequality
‖a‖+ (c + dr)‖f‖M’;r6 r;
which appears in assumption (vii), in a particular case. Suppose that M’;r = r3 with ¿ 0 (this is
the case when ’(x) = x3). We can consider the following cases
• If d= 0 and c¿ 0 then the above-mentioned inequality has the form
‖a‖+ c‖f‖r36 r:
Let  (r)=c‖f‖r3−r+‖a‖. As  (0)=‖a‖¿ 0 and limr→−∞  (r)=−∞ there exists r1 ∈ (−∞; 0)
such that  (r1)=0. Now, suppose that the other roots of  (r) are complex numbers and we denote
them by $+ i% and $− i%. Then
 (r) = c‖f‖(r − r1)((r − $)2 + %2)
and, consequently,  (r)¿ 0 for r ¿ 0. Thus, our inequality has no positive solutions.
Now, suppose that the three roots of  (r); {$1; $2; $3}, are reals with $1 ¡ 0. Then, from
 (r) = c‖f‖(r − $1)(r − $2)(r − $3)
= c‖f‖[r3 − ($1 + $2 + $3)r2 + ($1$2 + $1$3 + $2$3)r − $1$2$3]:
We deduce
c‖f‖($1 + $2 + $3) = 0
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or, equivalently,
$1 + $2 + $3 = 0:
As $1 ¡ 0 and  (r) has not null roots (since ‖a‖¿ 0) we get that $2 ¿ 0 or $3 ¿ 0. Consequently,
our inequality has a positive solution.
• If d¿ 0 let
 (r) = d‖f‖r4 + c‖f‖r3 − r + ‖a‖:
Suppose that the four roots of  (r) {$1; $2; $3; $4} are negative then by a simple application of
Cardano’s formula we get∑
i¡j
$i$j = 0:
As each summand in the last expression is positive this gives us a contradiction. Thus, our
inequality admits a positive solution.
Now, suppose that the four roots of  (r) are complex numbers and we denote them by $1 + i%1;
$1 − i%1; $2 + i%2 and $2 − i%2, then
 (r) = d‖f‖((r − $1)2 + %21)((r − $2)2 + %22)
and from this fact we deduce that ’(r)¿ 0 for r ¿ 0. Thus, our inequality has no positive
solutions.
Remark 6. Now, we are going to give some examples which show the relevance of the hypotheses
of Theorem 2.
Example 1. Let a(t)= 12 . Then this function veri;es assumption (i) and ‖a‖= 12 . Take (t; s)= t and
it is easy to prove that this function satis;es assumption (ii). Let f ≡ 1 and this function satis;es
assumption (iii) with ‖f‖= 1. Let ’ be the identity function and this function veri;es assumption
(iv) with M’;r = r. Let (Tx)(t) =−$; $¿ 0 and this operator does not satisfy assumption (v) (this
operator is not a positive operator). In this case, c = $; d= 0 and Q = 0.
Now, the ;rst inequality of assumption (vii) has the form
1
2 + $r6 $;
which admits r0=1=(2(1−$)) ($¡ 1) as positive solution. Moreover, as Q=0 the second inequality
of assumption (vii) is satis;ed. In this case, our integral equation has the form
x(t) =
1
2
− $
∫ t
0
x(s) ds:
As x(0) = 12 , if our integral equation has a nondecreasing solution x(t), this function would satisfy
x(t)¿ 12 for t ∈ [0; 1]. Particularly, x(1)¿ 12 .
On the other hand, from the form of our integral equation we get
x(1) =
1
2
− $
∫ 1
0
x(s) ds:
Since $
∫ 1
0 x(s) ds¿ 0, we obtain that x(1)6
1
2 which is a contradiction.
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Example 2. Take as a(t);  and f the same functions that in Example 1. Let ’(x)= x− 1 and this
function does not satisfy assumption (iv). Moreover, M’;r= r+1. Take (Tx)(t)= 12 and this operator
veri;es assumptions (v) and (vi) with c= 12 , d=0 and Q=0. The ;rst inequality of assumption (vii)
has the form
1
2 +
1
2(r + 1)6 r;
which admits r0 = 2 as positive solution. Also, as Q = 0 the second inequality of assumption (vii)
is satis;ed.
In this case, our integral equation has the form
x(t) =
1
2
+
1
2
∫ t
0
(x(s)− 1) ds:
As x(0)= 12 , if our integral equation has a nondecreasing solution x(t) from the form of our integral
equation we get
x(1) =
1
2
+
1
2
∫ 1
0
(x(s)− 1) ds6 1
2
+
1
2
(x(1)− 1)
and this gives us
x(1)6 12x(1):
Consequently, x(1)6 0 and as x(0) = 12 this is a contradiction.
Example 3. Let a(t)=1. Then ‖a‖=1 and this function satis;es assumption (i). Put ’(t; s)=1 and
(Tx)(t)= 12 . Assumptions (ii), (iv) and (v) are satis;ed with c=
1
2 ; d=0 and Q=0. Take f(u)=− 12
and this function does not satisfy (iii). Let ’ be the identity then M’;r = r and the inequality of
assumption (vii) has the form
1 + 12 · 12r6 r
and it admits r0 = 43 as positive solution.
In this case, the integral equation has the form
x(t) = 1− 1
4
∫ t
0
x(s) ds:
By using a similar reasoning that the used one in Example 1 we can see that our integral equation
has not a nondecreasing solutions.
Remark 7. Our integral equations have the form
x(t) = a(t) + (Tx)(t)
∫ t
0
f((t; s))’(x(s)) ds (9)
and they depend on functions a(t); f(u); (t; s) and ’(v), and the operator (Tx)(t). By I(a; T; f;
; ’) we denote the above-mentioned integral equation. I(a; T; f; ; ’) is said to be admissible if
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the elements appearing in (9) satisfy our hypotheses (i)–(vii). The following facts can be
easily proved:
(a) Suppose that a1; a2 ∈C(I) satisfy assumption (i) then it is satis;ed by a1 + (1 − )a2 for
∈ [0; 1].
(b) Suppose that 1; 2 : I × I→R satisfy assumption (ii), then such hypothesis is satis;ed by
1 + (1− )2 for ∈ [0; 1].
(c) Let f1; f2 be two functions de;ned on the same compact set D and suppose that satisfy
assumption (iii) then it is satis;ed by f1 + (1− )f2 for ∈ [0; 1].
(d) If ’1; ’2 are two functions de;ned on R and satisfy assumption (iv) then such assumption is
satis;ed by ’1 + (1− )’2 for ∈ [0; 1].
(e) Let T1; T2 be two operators de;ned on C(I) into itself. If these operators satisfy assumption (v)
and (vi) with constants Qi; ci and di for i=1; 2 then T1 + (1− )T2 for ∈ [0; 1] satisfy them
with constants Q1 + (1− )Q2; c1 + (1− )c2 and d1 + (1− )d2.
(f) Assumption (vii) presents problems in the following sense:
Suppose that I(a1; T1; f1; 1; ’1) and I(a2; T2; f2; 2; ’2) are admissible then we can ;nd ∈
[0; 1] such that I(a1+(1−)a2; T1+(1−)T2; f1+(1−)f2; 1+(1−)2; ’1+(1−)’2) is
not admissible. The following example proves this assertion. Suppose I(a1; T1; f1; 1; ’1) given
by: a1(t) = t; (T1x)(t) = 12 ; 1(t; s) = t, f1 : I → R de;ned by f1(u) = u and ’1 :R → R the
identity application. In this case, the ;rst inequality of assumption (vii) has the form
1 + 12r6 r;
which admits r0 = 2 as a positive solution. Moreover, as Q1 = 0 the second inequality of
assumption (vii) is satis;ed. Thus, I(a1; T1; f1; 1; ’1) is admissible.
Now, we consider I(a2; T2; f2; 2; ’2) given by a2(t) = 12 , (T2x)(t) =
1
3x(t); 1 =2; f1 =f2
and ’1 = ’2. In this case, the ;rst inequality of hypothesis (vii) has the following form:
1
2 +
1
3r
26 r;
which admits r0 = 1 as a positive solution. Moreover, in this case,
Q2‖f2‖M’2 ; r0 = Q2‖f2‖r0 = 13 · 1 · 1 = 13 ¡ 1:
Thus, I(a2; T2; f2; 2; ’2) is admissible.
In what follows, we prove that there exists ∈ (0; 1) such that I(a1 + (1 − )a2; T1 +
(1− )T2; f1 + (1− )f2; 1 + (1− )2; ’1 + (1− )’2) is not admissible. In this case,
‖a1 + (1− )a2‖= ‖t + (1− )12‖= +
1− 
2
= 12(+ 1):
Also
|(T1 + (1− )T2)(x)(t)|6 |(T1x)(t)|+ (1− )|(T2x)(t)|
6 (c1 + (1− )c2) + (d1 + (1− )d2)‖x‖
= ( 12 + (1− ) · 0) + ( · 0 + (1− )13)‖x‖
=

2
+ (1− )13‖x‖:
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As f1 = f2,
‖f1 + (1− )f2‖= ‖f1‖= ‖f2‖= 1:
Moreover, as ’1 = ’2 = I then
M’1+(1−)’2 ; r =MI; r = r
and the ;rst inequality appearing in assumption (vii) has the form
1
2
(+ 1) +
(

2
+
1− 
3
r
)
· 1 · r6 r
or, equivalently
2(1− )r2 + (3− 6)r + 3(+ 1)6 0:
Thus, the discriminant of the second order equation
2(1− )r2 + (3− 6)r + 3(+ 1) = 0
is 332−36+8. It is easy to check that there exists ∈ (0; 1) such that *¡ 0 and, consequently,
our inequality has no positive solution. Consequently, this fact proves that I(a1+(1−)a2; T1+
(1− )T2; f1 + (1− )f2; 1 + (1− )2; ’1 + (1− )’2) is not admissible.
In what follows, we give a suLcient condition for that a linear convex combination of two admissible
integral equations is admissible.
Theorem 3. Suppose I(a1; T1; f1; 1; ’1) and I(a2; T2; f2; 2; ’2) are admissible and Im1 = Im2
and there exists r0 ¿ 0 satisfying the inequality
max(‖a1‖; ‖a2‖) + (max(c1; c2) + max(d1; d2)r) ·max(‖f1‖; ‖f2‖) ·max(M’1 ; r ; M’2 ; r)6 r
and, moreover
max(Q1; Q2) ·max(‖f‖1; ‖f‖2) ·max(M’1 ; r ; M’2 ; r)¡ 1:
Then
I(1a1+(1−1)a2; 2T1 + (1−2)T2; 3f1 + (1−3)f2; 41 + (1−4)2; 5’1 + (1−5)’2)
is admissible for i ∈ [0; 1] (i = 1; 2; 3; 4; 5).
Proof. The hypotheses (i)–(vi) are obvious. Now, the inequality appearing in assumption (vii) has
the form
‖1a1 + (1− 1)a2‖+ (2c1 + (1− 2)c2 + (2d1 + (1− 2)d2) · r)
· ‖3f1 + (1− 3)f2‖ ·M5’1+(1−5)’2 ; r6 r:
As
‖1a1 + (1− 1)a2‖+ (2c1 + (1− 2)c2 + (2d1 + (1− 2)d2)r·)
· ‖3f1 + (1− 3)f2‖ ·M5’1+(1−5)’2 ; r6max(‖a1‖; ‖a2‖) + (max(c1; c2) + max(d1; d2)r)
·max(‖f1‖; ‖f2‖) ·max(M’1 ; r ; M’2 ; r):
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Taking into account our hypothesis we see that the inequality is satis;ed for certain r0 ¿ 0. Using an
analogous reasoning we get that the second inequality of assumption (vii) is satis;ed. This completes
the proof.
As particular case of Theorem 3 we have the following corollary.
Corollary 1. Suppose that I(a1; T1; f1; 1; ’1) and I(a2; T2; f2; 2; ’2) are admissible and satisfy the
hypotheses of Theorem 3 then I(a1+(1−)a2; T1+(1−)T2; f1+(1−)f2; 1+(1−)2; ’1+
(1− )’2) is admissible.
5. Examples
In this section we present examples where existence can be established using Theorem 2.
Example 4. Consider
x(t) = t3 + x(t)
∫ t
0
ln(1 +
√
t + s)
x2(s) + 1
ds:
Let a(t)= t3. This function satis;es assumption (i) and ‖a‖=1. In this case, (t; s)=√t + s and this
function satis;es assumption (ii). Let f : [0;
√
2]→ R+ be given by f(u)= ln(1+ u) and it satis;es
assumption (iii) and ‖f‖= ln(1 +√2). Let ’(v) = 1v2+1 and this function satis;es assumption (iv).
Moreover, as this function has an absolute maximum in v0 = 0, we have that M’;r = ’(0) = 1. Let
(Tx)(t) = x(t) and this operator satis;es (v) and (vi) with c = 0; d= 1 and Q = 1.
In this case the ;rst inequality of assumption (vii) has the form
1 + r ln(1 +
√
2)6 r
and it admits r0 = 1=(1− ln(1 +
√
2)) as a positive solution. Also,
Q‖f‖M’;r = ln(1 +
√
2)¡ ln e = 1:
Theorem 2 guarantees that our integral equation has a nondecreasing solution.
Example 5. Consider
x(t) =
√
(t) +
∫ t
0
et+
√
s
√
x(s) ds:
Let a(t)=
√
(t). This function satis;es assumption (i) and ‖a‖=1. Put (t; s)=t+√s and this function
satis;es assumption (ii). Let f : [0; 2]→ R+ be given by f(u) = eu and it satis;es assumption (iii)
with ‖f‖= e2. Let ’ :R→ R be the function given by
’(v) =
{
0 if v6 0;
√
v if v¿ 0:
Then this function satis;es (iv) and M’;r =
√
r. Let (Tx)(t) = 1 and this operator satis;es (v) and
(vi) with Q = 0; c = 1 and d= 0.
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In this case, the ;rst inequality of assumption (vii) has the form
1 + e2
√
r6 r
and it admits r0=100 as a positive solution. Moreover, as Q=0 the second inequality of assumption
(vii) if satis;ed. Theorem 2 guarantees that our integral equation has a nondecreasing solution.
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