An overview is given of iterative techniques for the solution of linear systems which occur during the simulation of electronic circuits. In developing a suitable method, several characteristics of electronic circuits have been used. The ordering of the unknowns is based on the observation that two types exist, namely currents and voltages. Furthermore, the linear systems are of a hierarchical structure which is quite di erent from what is found in discretized partial di erential equations. Methods have been developed which make use of the aforementioned characteristics, and which are very suitable for the solution of large linear systems.
Introduction
Modeling of complicated electronic circuits leads to large sparse matrices, that essentially describe the interconnections in the network, governed by the Kirchho laws for currents and voltages. In commercial software the resulting equations are commonly solved by sparse direct techniques. Currently, these systems are becoming so large that computer memory and CPU-time become a limiting factor and one way to relieve this is to seek for iterative and parallelizable techniques. So far, iterative techniques have not been very successful for a broad range of circuit simulation problems 7] . The numerical formulation of circuit simulation problems is di erent from the more frequently encountered situation of a discretised system of partial di erential equations. Electronic circuits consist of a xed number of components, and are usually described in a hierarchical way. This hierarchy of more or less natural components is exploited in the direct sparse solvers that are used to solve the linear systems. It seems appropriate to exploit this also in the design of preconditioners. Another characteristic of electronic circuits is that currents and voltages are involved. This leads to zeroes in the diagonal which makes preconditioning, without re-ordering, very di cult. Another consequence of the occurrence of two types of unknown is that the linear systems are inde nite. This may have repercussions on the behaviour of the iterative solution procedure, depending on how the preconditioning technique copes with the inde niteness. It can be shown that the inde niteness is strongly related to the topology of 
Partially successful approaches
In our group, many attempts have been made for the construction of preconditioners for electronic circuit simulation, following ideas and suggestions from literature. We will not report on all the variants that we have tested, but as a result none of the published preconditioners turned out to be successful. Some, however, had partial success, and in hindsight it appears that these more promising ones exploited some characteristic feature of circuit simulation, and we will see these features back in the next section. First, standard approaches were tested on 3 simple test circuits. As the following table shows, these preconditioning techniques were not very successful. method preconditioning twoport (13) Table 1 . Results of standard methods on small test problems. In brackets the number of unknowns. "NC" indicates non-convergence.
The partially successful approaches included: 1. Sparsi cation of the system matrix. This technique could, in combination with a proper re-ordering, be used to split o a lower block triangular matrix that could be interpreted as the dominating part of the system matrix. This splitting led to a block Gauss-Seidel iteration that converged quite well for some of our problems 5]. 2. Sparse approximate inverse 3]. This approach can be viewed as a sparsi cation of the unknown inverse of the system matrix. With some e ort it could be made efective for the problems that we used in our tests, but we could not come up with a strategy that can be used blindly for a new matrix. 3. ILU decomposition with drop tolerance ll. We used this technique in combination with the hierarchical structure of the matrix, that is we made incomplete decompositions of the matrices associated with components of the device, and the incomplete factors were used in the assembly process for the total matrix. This strategy followed strongly the process suggested 3 Novel preconditioning approaches
In this section, we will highlight some new preconditioners that have been successful for the range of circuit problems in our tests. Invariably, these preconditioners combine a number of the characteristic features summarized in the previous section. Testing has been rather extensive, for a broad range of electronic circuits.
3.1 Two by two pivots Schilders 8] suggested to exploit the idea of two by two pivots in a more re ned approach. Based on topological information, a re-ordering of the matrix was performed, coupling current unknowns with suitable voltage unknowns in two by two blocks. Following this re-ordering, a standard incomplete block Crout decomposition is performed, which is then used for the preconditioning. It can be shown that the resulting preconditioned systems are de nite, and that a large number of the eigenvalues are equal to unity. In addition, if the correct ordering is chosen, all eigenvalues of the preconditioned system can be shown to be real. The preconditioning technique was combined with CGS and biCGstab, and has also been formulated in a hierarchical way. In the following, we brie y review the results, more details can be found in 8 Since A is sparse, the coe cient matrix in the latter system is a full matrix, and it is di cult to design e cient methods except for special cases (e.g. the bi-harmonic operator). In null space methods we eliminate y in terms of x. This can be done by rst constructing a basis for the nullspace of B T : these are contained in the columns of a matrix C. Then: x = Bb y + C ;
where b y is such that B T Bb y = c (positive de nite system! Note that this only depends on the topology of the network). Thus, the following system has to be solved:
This is a sparse system, if we also have a sparse basis in C.
For systems of the above form, we developed the idea of using a Bunch-KaufmanParlett type algorithm, the main di erence being that we know the structure of the pivots a priori! We have the following theorem: Theorem 1. Let The foregoing preconditioning technique has been used successfully in conjunction with biCGstab (non-symmetric system!) for a variety of problems. The lower trapezoidal coupling between currents and voltages relieves the need for pivoting in a sparse direct solver.
3.2 ILU with drop tolerance Lengowski 4] took the idea of ordering the currents and voltages (see section 3.1) one step further. Instead of grouping related current-unknowns and voltageunknowns per node, she suggested to re-order the problem such that all currentunknowns come before the voltage-unknowns. For the re-ordered matrix, she followed the hierarchical ILU approach of 6], with drop tolerance ll, and the resulting preconditioner proved to be extremely succesful in combination with CGS: a few iterations (1 or 2!) usually su ce to obtain the solution in high accuracy. Usually, the total amount of ops is less than for sophisticated sparse direct techniques.
Parallel methods
Bomhof and Van der Vorst 1] pursued the idea of a sparse direct solution method, and they tried to remove bottlenecks with respect to parallel processing. The inherent device hierarchy together with a minimum degree ordering leads to a very sparse doubly bordered diagonal matrix. The elimination process can be carried out largely in parallel until the stage where the Schur complement becomes too small and too dense. At that stage the reduced matrix is still so large, that direct solution is expensive. The key idea is to sparsify the Schur complement and to use the LU decomposition of this as a preconditioner for GMRES. This leads to a rapidly converging process by which the Schur complement can be solved to high precision in only a few iterations. The surprising result of this highly parallel technique is a solver that is, at least for our test set, faster than the original direct method in terms of ops.
