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Abstract
In this note we prove that the positive solutions of some classes of rational difference equations
are globally asymptotically stable. Using a Berg’s result, we also find asymptotics of some solutions
of these equations.
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1. Introduction
In [7], Xianyi and Deming proved that the positive equilibrium of the difference equa-
tions
xn+1 = xnxn−1 + xn−2 + a
xn + xn−1xn−2 + a , n = 0,1,2, . . . (1)
and
xn+1 = xn−1 + xnxn−2 + a
xnxn−1 + xn−2 + a , n = 0,1,2, . . . (2)
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totically stable.
Note that x¯ = 1 is a unique positive equilibrium of Eqs. (1) and (2).
In order to prove the result, they investigate the oscillatory character of the positive
solutions of Eqs. (1) and (2) following the main ideas in [1]. They also claim that it is
extremely difficult to use the known methods to obtain the global asymptotic stability of
the positive equilibrium. Among others, in this paper we show that there is a known result
which implies the main result in [7], moreover, it provides a very short proof of the result.
It is also natural to consider the global asymptotic stability of the positive solutions of
the following four classes of rational difference equations:
xn+1 = xn + xn−1xn−2 + a
xn−1 + xnxn−2 + a , n = 0,1,2, . . . ; (3)
xn+1 = xnxn−1 + xn−2 + a
xn−1 + xnxn−2 + a , n = 0,1,2, . . . ; (4)
xn+1 = xn−1 + xnxn−2 + a
xn + xn−1xn−2 + a , n = 0,1,2, . . . ; (5)
and
xn+1 = xn + xn−1xn−2 + a
xn−2 + xnxn−1 + a , n = 0,1,2, . . . . (6)
We prove the following theorem:
Theorem 1. The positive equilibrium point x¯ = 1 of Eqs. (1)–(6) is globally asymptotically
stable.
To prove the theorem, we need a global convergence result from [6]. Among other
things, in [6] Kruse and Nesemann proved the following theorem:
Theorem A. Consider the difference equation
xn+k = f (xn+k−1, . . . , xn), n = 0,1, . . . , (7)
where k ∈ N, f : (0,∞)k → (0,∞) is a continuous function with some unique positive
equilibrium x¯. Suppose that there is an m ∈ N such that for all solutions (xn) of Eq. (7),
(xn − xn+m)
(
x¯2
xn
− xn+m
)
 0
with equality if and only if xn = x¯. Then x¯ is globally asymptotically stable.
Theorem A is a natural generalization of Theorem 4 in [1].
In [4] L. Berg has investigated the asymptotics of the following real nonlinear difference
equation of order m 1:
F(xn, . . . , xn+m) = 0, (8)
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a suitable pair of sequences φn and ψn with ψn > 0, then for arbitrary ε > 0 there exist a
solution xn of Eq. (8) and n0(ε) such that
ϕn − εψn  xn  ϕn + εψn (9)
for n  n0(ε). It is assumed that ψn = o(ϕn) as n → ∞, so that Eq. (9) implies xn =
ϕn + o(ϕn). The set of all sequences xn with Eq. (9) is called an asymptotic stripe X(ε),
i.e., yn ∈ X(ε) implies the existence of a real sequence Cn with yn = ϕn + Cnψn and
|Cn| ε for n n0(ε). Hints for the construction of the pair ϕn,ψn by given Eq. (8) can
be found in [2–4].
The main result in [4] (see also [5]), is the following:
Theorem B [4, Theorem 2.1]. Let F(w0,w1, . . . ,wm) be continuously differentiable when
wi = yn+i for i = 0,1, . . . ,m, and yn ∈ X(1). Let the partial derivatives of F satisfy
Fwi (yn, . . . , yn+m) ∼ Fwi (ϕn, . . . , ϕn+m)
as n → ∞ uniformly in Cj for |Cj | 1, n j  n + m, so far as Fwi ≡ 0. Assume that
there exists a sequence fn > 0 and constants A0,A1, . . . ,Am such that both
F(ϕn, . . . , ϕn+m) = o(fn) and ψn+iFwi (ϕn, . . . , ϕn+m) ∼ Aifn
for i = 0,1, . . . ,m as n → ∞, and let there exist an integer k with 0 k m such that
|A0| + · · · + |Ak−1| + |Ak+1| + · · · + |Am| < |Ak|.
Then for sufficiently great n there exists a solution xn of Eq. (8) with (9).
Using Theorem B, in Section 3 we find the asymptotics of some solutions of
Eqs. (1)–(6).
2. Proof of Theorem 1
In this section we prove Theorem 1. Before we do it, we want to point out that
Eqs. (1)–(6) can be treated as one equation! This observation will considerably shorten
the proof of Theorem 1. Namely, after shifting index n by 2, we obtain that Eqs. (1)–(6)
can be written in the following form:
xn+3 = xn+j + xn+ixn+k + a
xn+i + xn+j xn+k + a , n = 0,1,2, . . . ,
with i, j ∈ {0,1,2}, but different from each other and k = 3− i −j , i.e., (i, j, k) = (2,0,1)
for Eq. (1), (0,1,2) for Eq. (2), (1,2,0) for Eq. (3), (1,0,2) for Eq. (4), (2,1,0) for Eq. (5)
and (0,2,1) for Eq. (6).
Proof of Theorem 1. First note that the linearized equation of Eqs. (1)–(6) about the
positive equilibrium x¯ = 1 is
yn+1 = 0, n = 0,1, . . . ,
which implies that x¯ is locally asymptotically stable.
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Using the above unified difference equation, we obtain that, if (xn) is a solution of the
equation, then
xn+3 − xn+k = (a + xn+j (1 + xn+k))(1 − xn+k)
xn+i + xn+kxn+j + a ,
xn+3 − 1
xn+k
= (a + xn+i (1 + xn+k))(xn+k − 1)
(xn+i + xn+kxn+j + a)xn+k ,
hence
(xn+k − xn+3)
(
1
xn+k
− xn+3
)
 0
with equality if and only if xn+k = x¯. From this and by Theorem A, with m = 3 − k, the
result follows. 
Remark 1. We want to point out that the following equation which contains Eqs. (1)–(6),
can be treated similarly:
xn+1 = h(xn, . . . , xn−l ) + g(xn, . . . , xn−l )xn−k + f (xn, . . . , xn−l )
g(xn, . . . , xn−l ) + h(xn, . . . , xn−l )xn−k + f (xn, . . . , xn−l ) ,
n = 0,1,2, . . . . Here f,g,h : [0,∞)l+1 → [0,∞), and k, l ∈ N.
Note that a positive equilibrium x¯ of the equation satisfies the following relation
x¯
(
g(x¯, . . . , x¯) + h(x¯, . . . , x¯)x¯ + f (x¯, . . . , x¯))
= h(x¯, . . . , x¯) + g(x¯, . . . , x¯)x¯ + f (x¯, . . . , x¯),
which is equivalent to
(x¯ − 1)(h(x¯, . . . , x¯)(x¯ + 1) + f (x¯, . . . , x¯))= 0.
Hence x¯ = 1.
Since
(xn−k − xn+1)
(
1
xn−k
− xn+1
)
= (f (·) + h(·)(1 + xn−k))(xn−k − 1)
g(·) + xn−kh(·) + f (·)
(f (·) + g(·)(1 + xn−k))(1 − xn−k)
(g(·) + xn−kh(·) + f (·))xn−k  0
with equality if and only if xn−k = x¯ = 1, the stability follows by Theorem A, with
m = k + 1.
The following equation
xn+1 =
xnx
b
n−1 + xbn−2 + a
xnx
b
n−2 + xbn−1 + a
,
which was considered in [8], is a special case of above equation. Hence, the main result
in [8] is a direct consequence of this remark.
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In this section we find the asymptotics of some solutions of Eqs. (1)–(6). We use the
method described in [4], see also [3,5].
3.1. Asymptotics of nonoscillatory solutions
It is easy to prove that Eqs. (2), (3) and (6) have solutions which decreasingly tend to 1
as n → ∞, as Eqs. (1), (4) and (5) have solutions which increasingly tend to 1, but we
leave the proof of the result to the reader (see also [1,7]). In order to find the asymptotics,
we make the ansatz xn = 1 + p(a + 2)yn with yn = o(1), where p = 1 for Eqs. (2), (3)
and (6) and p = −1 for Eqs. (1), (4) and (5). Eqs. (1)–(6) become
yn+1
(
1 − yn−2 − yn−1 − yn + (a + 2)yn−1yn−2
)= yn−1(yn−2 − yn), (10)
yn+1
(
1 + yn−2 + yn−1 + yn + (a + 2)yn−1yn
)= yn(yn−2 − yn−1), (11)
yn+1
(
1 + yn−2 + yn−1 + yn + (a + 2)yn−2yn
)= yn−2(yn−1 − yn), (12)
yn+1
(
1 − yn−2 − yn−1 − yn + (a + 2)yn−2yn
)= yn(yn−2 − yn−1), (13)
yn+1
(
1 − yn−2 − yn−1 − yn + (a + 2)yn−2yn−1
)= yn−2(yn−1 − yn), (14)
yn+1
(
1 + yn−2 + yn−1 + yn + (a + 2)yn−1yn
)= yn−1(yn−2 − yn). (15)
The equation yn+1 = yn−1yn−2, is the approximation of Eqs. (10), (12), (14) and (15), and
the equation yn+1 = ynyn−2, is the approximation of Eqs. (11) and (13), up to terms of
smaller order. For Eqs. (10)–(15), we have that yn = e−ln is a positive solution of these
approximations, where l3 = l + 1 in case of Eqs. (10), (12), (14) and (15) and l3 = l2 + 1
in case of Eqs. (11) and (13). In all cases l is positive root of these two equations lying in
the interval (1,2), moreover, the numerical values for l are 1.3247 in the first and 1.46557
in the second case.
This motivates us to make the ansatz
yn = e−ln + ψn, (16)
with ψn = exp(−cln), c > 1, where l is the positive root of the equation l3 = l + 1 for
Eqs. (10), (12), (14) and (15), or the positive root of the equation l3 = l2 + 1 for Eqs. (11)
and (13). Now, we are going to apply Theorem B on Eqs. (10)–(15).
Equations (10) and (15). Here l3 = l + 1. For Eq. (10) consider the following function:
F1(s0, s1, s2, s3) = s3
(
1 − s0 − s1 − s2 + (a + 2)s0s1
)− s0s1 + s1s2.
The partial derivatives of the function are
(F1)s0 = −s3 + (a + 2)s1s3 − s1, (F1)s1 = −s3 + (a + 2)s0s3 − s0 + s2,
(F1)s2 = −s3 + s1, (F1)s3 = 1 − s0 − s1 − s2 + (a + 2)s0s1.
For Eq. (15) we consider
F2(s0, s1, s2, s3) = s3
(
1 + s0 + s1 + s2 + (a + 2)s1s2
)+ s1s2 − s0s1.
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(F2)s0 = s3 − s1, (F2)s1 = s3 + (a + 2)s2s3 + s2 − s0,
(F2)s2 = s3 + (a + 2)s1s3 + s1, (F2)s3 = 1 + s0 + s1 + s2 + (a + 2)s1s2.
For si = e−ln+i + e−cln+i , in both cases it follows that
Fj (s0, s1, s2, s3) = s3 + s1s2 − s0s1 + O(s0s3), j = 1,2. (17)
In the exponents of the terms s3 + s1s2 there appear the following factors of −ln:
l3, cl3, l + l2, l + cl2, cl + l2, cl + cl2, (18)
and in the exponents of the term s0s1 there appear the following factors of −ln:
1 + l, c + cl, c + l, 1 + cl. (19)
It is easy to see that 1 + l < c + l < 1 + cl < c + cl. Since l3 = l + 1, it follows that the
terms corresponding to the first two factors cancel. From the remaining factors the smallest
must be equal, so that c + l = l + l2 and therefore c = l2. Hence
Fj (s0, s1, s2, s3) = O
(
e−ln(1+cl)
)
, (20)
j = 1,2, since also the remainder of (17) has this order.
Further, for j = 1,2, we have
ψn(Fj )s0(s0, s1, s2, s3) ∼ −ψns1 ∼ e−l
n(c+l),
ψn+1(Fj )s1(s0, s1, s2, s3) ∼ −ψn+1s0 ∼ e−l
n(cl+1),
ψn+2(Fj )s2(s0, s1, s2, s3) ∼ ψn+2s1 ∼ e−l
n(cl2+1),
ψn+3(Fj )s3(s0, s1, s2, s3) ∼ ψn+3 ∼ e−l
n(cl3). (21)
Since
c + l = min{c + l, cl + 1, cl2 + 1, cl3}, (22)
we choose fn = e−ln(c+l). For such chosen fn we have
ψn+i (Fj )si (s0, s1, s2, s3) ∼ Aifn, (23)
where A0 = 1 and A1 = A2 = A3 = 0.
Also, we have
Fj (s0, s1, s2, s3) = O
(
e−ln(1+cl)
)= o(fn), j = 1,2. (24)
From all above mentioned the conditions of Theorem B are satisfied for m = 3, hence
for every ε > 0, Eq. (10) (as well as (15)) has a solution yn in the stripe ϕn − εψn  yn 
ϕn + εψn for sufficiently large n0 = n0(ε), with ϕn and ψn defined as above.
Equations (11) and (13). Here l3 = l2 + 1. For Eq. (11) we consider the function
F3(s0, s1, s2, s3) = s3
(
1 + s0 + s1 + s2 + (a + 2)s1s2
)+ s1s2 − s0s2.
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(F3)s0 = s3 − s2, (F3)s1 = s3 + (a + 2)s2s3 + s2,
(F3)s2 = s3 + s1s3(a + 2) + s1 − s0, (F3)s3 = 1 + s0 + s1 + s2 + (a + 2)s1s2.
For Eq. (13) we consider
F4(s0, s1, s2, s3) = s3
(
1 − s0 − s1 − s2 + (a + 2)s0s2
)+ s1s2 − s0s2.
Hence
(F4)s0 = −s3 + (a + 2)s2s3 − s2, (F4)s1 = −s3 + s2,
(F4)s2 = −s3 + s0s3(a + 2) + s1 − s0, (F4)s3 = 1 − s0 − s1 − s2 + (a + 2)s0s2.
For si = e−ln+i + e−cln+i , we obtain
Fj (s0, s1, s2, s3) = s3 + s1s2 − s0s2 + O(s0s3), j = 3,4. (25)
In the exponents of the terms s3 +s1s2 there appear factors of −ln in (18) and the exponents
of the term s0s2 there appear the following factors of −ln:
1 + l2, c + cl2, c + l2, 1 + cl2.
It is easy to see that 1+ l2 < c+ l2 < 1+cl2 < c+cl2. Since l3 = l2 +1, it follows that the
terms corresponding to the first two factors cancel. The smallest remaining factors must be
equal, so that c + l2 = l + l2, i.e., c = l. Hence, 1 + cl2 = 1 + l3 is the smallest number of
the remaining exponents. Thus
Fj (s0, s1, s2, s3) = O
(
e−ln(1+cl2)
)
,
for j = 3,4, since also the reminder of (25) has this order.
Hence
ψn(Fj )s0(s0, s1, s2, s3) ∼ −ψns2 ∼ e−l
n(c+l2),
ψn+1(Fj )s1(s0, s1, s2, s3) ∼ ψn+1s2 ∼ e−l
n(cl+l2),
ψn+2(Fj )s2(s0, s1, s2, s3) ∼ −ψn+2s0 ∼ e−l
n(cl2+1),
ψn+3(Fj )s3(s0, s1, s2, s3) ∼ ψn+3 ∼ e−l
n(cl3),
and A0 = 1, A1 = A2 = A3 = 0 for j = 3,4.
Since
c + l2 = min{c + l2, cl + l2, cl2 + 1, cl3},
we choose fn = e−ln(c+l2). Therefore
Fj (s0, s1, s2, s3) = O
(
e−ln(1+cl2)
)= o(fn), j = 3,4,
and
ψn+i (Fj )si (s0, s1, s2, s3) ∼ Aifn,
where A0 = 1 and A1 = A2 = A3 = 0.
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has a solution yn in the stripe ϕn − εψn  yn  ϕn + εψn for sufficiently large n0 = n0(ε),
with ϕn and ψn defined in as above.
Equations (12) and (14). Here l3 = l + 1. For Eq. (12) we consider the function
F5(s0, s1, s2, s3) = s3
(
1 + s0 + s1 + s2 + (a + 2)s0s2
)+ s0s2 − s0s1.
The partial derivatives of the function F5 are
(F5)s0 = s3 + (a + 2)s2s3 + s2 − s1, (F5)s1 = s3 − s0,
(F5)s2 = s3 + s0s3(a + 2) + s0, (F5)s3 = 1 + s0 + s1 + s2 + (a + 2)s0s2.
For Eq. (14) we consider the function
F6(s0, s1, s2, s3) = s3
(
1 − s0 − s1 − s2 + (a + 2)s0s1
)+ s0s2 − s0s1.
We have
(F6)s0 = −s3 + (a + 2)s1s3 + s2 − s1, (F6)s1 = −s3 + (a + 2)s0s3 − s0,
(F6)s2 = −s3 + s0, (F6)s3 = 1 − s0 − s1 − s2 + (a + 2)s0s1.
For si = e−ln+i + e−cln+i , in both cases we get
Fj (s0, s1, s2, s3) = s3 + s0s2 − s0s1 + O(s0s3), j = 5,6. (26)
In the exponents of the terms s3 + s0s2 there appear the following factors of −ln:
l3, cl3, 1 + l2, c + l2, 1 + cl2, c + cl2,
and in the exponents of the term s0s1 there appear the factors of −ln in (19).
Since l3 = l + 1 similarly as in above mentioned cases, we get c + l = 1 + l2 i.e., c =
l2 − l + 1, and 1 + cl = l3 − l2 + l + 1 is the smallest number of the remaining exponents.
Hence the functions Fj , j = 5,6, satisfy (20) with the new c, since also the reminder
of (26) has this order. The partial derivatives of Fj , j = 5,6, satisfy (21). In view of (22)
we choose fn = e−ln(c+l), which implies that (23) with A0 = 1 and A1 = A2 = A3 = 0,
and (24) hold, for j = 5,6. By Theorem B, for m = 3, the existence of a solution yn in the
stripe ϕn − εψn  yn  ϕn + εψn follows, as in the previous cases.
3.2. Asymptotics of oscillatory solutions of Eqs. (1)–(6)
The signs of the terms of a solution of Eqs. (10)–(15) depend on the initial conditions
y0, y1 and y2. It can easily be seen that the general nontrivial solution of these equations can
be written as vnyn where yn is the positive solution of one of the Eqs. (10)–(15) and vn for
n 0 one of the following eight 7-periodic sequences given in Tables 1 and 2 containing
all real solutions of vn+1 = vn−1vn−2, respectively vn+1 = vnvn−2, with |vn| = 1.
With some more effort it can be shown analogously as in Section 3.1 that Eqs. (10)–(15)
have also solutions which behave asymptotically like the solutions vnyn.
68 S. Stevic´ / J. Math. Anal. Appl. 316 (2006) 60–68Table 1
Values of the sequences v(i)n , i = 1,8, l3 = l + 1
v
(i)
n v
(i)
0 v
(i)
1 v
(i)
2 v
(i)
3 v
(i)
4 v
(i)
5 v
(i)
6 v
(i)
7 · · · ·
v
(1)
n 1 1 1 1 1 1 1 1 · · · ·
v
(2)
n −1 −1 −1 1 1 −1 1 −1 · · · ·
v
(3)
n −1 −1 1 1 −1 1 −1 −1 · · · ·
v
(4)
n −1 1 1 −1 1 −1 −1 −1 · · · ·
v
(5)
n 1 1 −1 1 −1 −1 −1 1 · · · ·
v
(6)
n 1 −1 1 −1 −1 −1 1 1 · · · ·
v
(7)
n −1 1 −1 −1 −1 1 1 −1 · · · ·
v
(8)
n 1 −1 −1 −1 1 1 −1 1 · · · ·
Table 2
Values of the sequences v(i)n , i = 1,8, l3 = l2 + 1
v
(i)
n v
(i)
0 v
(i)
1 v
(i)
2 v
(i)
3 v
(i)
4 v
(i)
5 v
(i)
6 v
(i)
7 · · · ·
v
(1)
n 1 1 1 1 1 1 1 1 · · · ·
v
(2)
n −1 −1 −1 1 −1 1 1 −1 · · · ·
v
(3)
n −1 −1 1 −1 1 1 −1 −1 · · · ·
v
(4)
n −1 1 −1 1 1 −1 −1 −1 · · · ·
v
(5)
n 1 −1 1 1 −1 −1 −1 1 · · · ·
v
(6)
n −1 1 1 −1 −1 −1 1 −1 · · · ·
v
(7)
n 1 1 −1 −1 −1 1 −1 1 · · · ·
v
(8)
n 1 −1 −1 −1 1 −1 1 1 · · · ·
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