We carried out synthetic observations of interstellar atomic hydrogen at 21 cm wavelength by utilizing the magneto-hydrodynamical numerical simulations of the inhomogeneous turbulent interstellar medium (ISM) (Inoue & Inutsuka 2012) . The cold neutral medium (CNM) shows significantly clumpy distribution with a small volume filling factor of 3.5%, whereas the warm neutral medium (WNM) distinctly different smooth distribution with a large filling factor of 96.5%. In projection on the sky, the CNM exhibits highly filamentary distribution with a sub-pc width, whereas the WNM shows smooth extended distribution. In the H I optical depth the CNM is dominant and the contribution of the WNM is negligibly small. The CNM has an area covering factor of 30% in projection, while the WNM has a covering factor of 70%. This causes that the emission-absorption measurements toward radio continuum compact sources tend to sample the WNM with a probability of 70%, yielding smaller H I optical depth and smaller H I column density than those of the bulk H I gas. The emission-absorption measurements, which are significantly affected by the small-scale large fluctuations of the CNM properties, are not suitable to characterize the bulk H I gas. Larger-beam emission measurements which are able to fully sample the H I gas will provide a better tool for that purpose, if a reliable proxy for hydrogen column density, possibly dust optical depth and gamma rays, is available. The present results provide a step toward precise measurements of the interstellar hydrogen with ∼ 10% accuracy. This will be crucial in the interstellar physics including identification of the proton-proton interaction in gamma-ray supernova remnants.
INTRODUCTION
The main constituent of the interstellar medium (ISM) is atomic hydrogen H I, and the secondary constituents, whose abundance is ten times less than H I, include molecular hydrogen H 2 and atomic helium He over the global volume of the Galactic disk. It is of primary importance to make precise measurement of H I in our understanding of the structure, kinematics and physical conditions of the interstellar medium and the formation of interstellar clouds and stars.
The 21 cm spin flip transition of H I offers a direct method to measure interstellar H I and has been used extensively over the last several decades since its discovery in 1951 (Ewen & Purcell 1951; Muller & Oort 1951) . When the H I 21 cm line is optically thin, the following equation is used to calculate the H I column density, N H i , from the 21 cm line intensity, W H i , N H i (cm −2 ) = 1.823×10 18 W H i (K km s −1 ).
As such, it has been commonly thought that 21 cm H I emission is optically thin. Direct support for the optically thin assumption for H I is obtained by the emission-absorption measurements toward radio continuum compact sources, which show that the H I peak optical depth is typically ∼0.1 (e.g., Dickey et al. 2003; Heiles & Troland 2003a,b) . High resolution H I observations with the Arecibo 305 m telescope have been used to make high sensitivity emissionabsorption measurements and revolutionized the knowledge on the H I gas physical conditions (Heiles & Troland 2003b) . In the meantime the question was raised that the 21 cm H I emission may be optically thick based on H I profiles with self-absorption (Braun 2012) . Because H I observations provide physical quantities averaged along a line of sight, it is in principle impossible to retrieve the original physical parameters of the H I gas in the three dimensions, making it difficult to test observationally the above H I properties for the large volume where H I is distributed.
The dust emission and extinction are also used often as a proxy for N H i under an assumption of constant gas to dust ratio. Previously, the scattering in the data for dust column density against W H i was large, making the method crude at best (see e.g., Chapter 21 of Draine 2011). Planck Collaboration (2014) opened a new possibility of precise measurement of dust optical depth by making extremely sensitive measurements of dust optical depth at sub-mm wavelengths, 350, 550 and 850 microns. These long wavelengths are in the RayleighJeans regime of the Planck function and, by combining with the IRAS data at 100 microns in the Wien regime, the sub-mm dust optical depth and dust temperature for an appropriate dust emissivity β were calculated with unprecedented accuracy to within 10%. Fukui et al. (2014 Fukui et al. ( , 2015 presented a method to use the Planck /IRAS dust optical depth at 353 GHz (τ 353 ) as a proxy of N H i by identifying the optically thin regime of 21 cm H I emission as a linear part of a scatter plot between W H i and τ 353 , where dispersion of the data points is smallest at the highest dust temperature. Fukui et al. (2014) presented results for high-latitude clouds with the Galactic Arecibo L-band Feed Array H I (GALFA-H I) survey data (Peek et al. 2011) taken with a 4 beam of the Arecibo telescope and Fukui et al. (2015) for the whole sky at |b| larger than 15
• with a 33 beam in the Leiden/Argentine/Bonn (LAB) survey (Kalberla et al. 2005) . The two papers concluded that, in the local interstellar volume within 200 pc of the sun, interstellar H I is dominated by cold and dense H I gas which is optically thick with a typical H I optical depth of ∼1, and that the average H I density is to be doubled approximately if the correction for the optical depth is applied. Fukui et al. (2015) argued that the opacity-corrected H I can explain the "dark gas", which is detected in γ-rays and interstellar extinction A V but not in the 2.6-mm CO or optically-thin 21-cm H I transitions (Grenier et al. 2005; Grenier et al. 2015 for a review), as an alternative to CO-free H 2 gas (Wolfire et al. 2010) . In order to understand the behavior of H I, it is crucial to measure the fraction of H 2 in H I gas. Since H 2 has no radio transition, ultraviolet (UV) absorption of the electronic transition provides a unique tool to directly measure H 2 . FUSE and Copernicus results are such datasets of H 2 (e.g., Gillmon et al. 2006 ). Since observations need background UV sources which are located at high b, the H 2 observations measure H 2 in the local interstellar medium close to the sun. We are able to use the H 2 data in modeling the local interstellar medium. In some cases H I can be measured as well in UV. Also, H I measurements at 21 cm in line absorption toward radio continuum sources provide H I column density (e.g., Heiles & Troland 2003a,b) .
There remain two issues which were not addressed in Fukui et al. (2014 Fukui et al. ( , 2015 . One is the contribution of the warm neutral medium (WNM). Pioneering studies by Field (1965) and Field et al. (1969) showed that the interstellar medium consists of the two phases, the CNM and the WNM, which are in pressure equilibrium. Because the dust grains are included in the both phases, the cold neutral medium (CNM) and WNM, the H I emission analyzed with the Planck /IRAS data should include the contribution of the WNM. The other is the possible effect of dust evolution found by Roy et al. (2013) which may require some modification of the linear relationship between N H i and τ 353 assumed by Fukui et al. (2014 Fukui et al. ( , 2015 . H I emission-absorption measurements were used to constrain H I parameters of the CNM and WNM (Dickey et al. 2003; Heiles & Troland 2003a,b) , where the WNM manifests itself as broad line wings of H I emission profiles.
There remains yet an uncertainty in deriving the WNM temperature in absorption, and only a lower limit for the spin temperature T s was obtained to be around 500 K, leaving the mass of the WNM uncertain, which may occupy ∼ 60% of total H I (Heiles & Troland 2003b) . In addition, the spatial distribution of the CNM and the WNM is not clearly understood yet while the CNM is suggested to occupy smaller volume than the WNM (Field & Saslaw 1965) .
Following Fukui et al. (2014 Fukui et al. ( , 2015 , Stanimirović et al. (2014) made H I emissionabsorption measurements toward radio continuum sources in Perseus with the Arecibo H I data and found that the absorption optical depth is not so large as suggested by Fukui et al. (2014 Fukui et al. ( , 2015 , raising a question on the optically thick H I emission. Their results are consistent with those by Heiles & Troland (2003a,b) . McKee et al. (2015) made a comparison of Fukui et al. (2015) with the H I model by Heiles et al. (1981) and discussed that the two results are consistent within ∼10 % in spite of their different H I optical depth. The reason for this agreement is not clarified. The method by Fukui et al. (2015) is based on a simple assumption of uniform interstellar medium and may need modification if realistic non-uniform physical properties of the interstellar medium are taken into account. The real H I observations are, however, limited because we are not able to assess the actual three dimensional physical conditions of the H I gas emitting/absorbing 21 cm line radiation.
A possible solution to overcome the difficulty and to test the above discrepancy is to utilize the results of hydrodynamical numerical simulations of the H I gas (Murray et al. , 2016 . Recently, three-dimensional hydrodynamical simulations modeled converging H I flows and achieved realistic density distributions and kinematics with high inhomogeneity and strong turbulence (Hennebelle et al. 2008; Heitsch et al. 2009; Banerjee et al. 2009; Vázquez-Semadeni et al. 2011; Inoue & Inutsuka 2012; Kim et al. 2014) . These simulations are supported by observations of nearby galaxies which show turbulent H I gas with density of 10-100 cm −3 and molecular clouds formed from H I gas (Blitz & Rosolowsky 2006; Fukui et al. 1999 Fukui et al. , 2008 Fukui et al. , 2009 Kawamura et al. 2009; Fukui & Kawamura 2010) .
In order to clarify the cause of the difference between the emission-absorption measurements of H I and the Planck /IRAS -based method of Fukui et al. (2014 Fukui et al. ( , 2015 and to have a better understanding of the CNM and the WNM, we examine synthetic H I line profiles by using the data of magneto-hydrodynamical (MHD) numerical simulations where the density, temperature, and velocity of the H I gas are available in three dimensions (Inoue & Inutsuka 2012) . These simulations deal with converging H I flows as a function of time over 10 Myrs. The gas is originally H I, while formation of H 2 molecules is incorporated by using the usual dust surface reaction. The results indicate two phases of H I, the CNM and the WNM, as well as time-dependent transient gas which behaves intermediately. In the following we call for convenience the gas with T s below 300 K the CNM and that with T s above 300 K the WNM.
In the present paper we focus on the spatial distribution of the H I gas derived from the synthetic observations and explore the astrophysical implications of the emission-absorption measurements on the H I properties. Another paper which compares the synthetic observations and Fukui et al. (2014 Fukui et al. ( , 2015 will be published separately. The paper is organized as follows; Section 2 gives the results of the simulations, Section 3 presents results of synthetic observations with discussion and Section 4 describes the spatial distribution of the H I optical depth and column density with discussion. In Section 5 we present the conclusions.
RESULTS OF SIMULATIONS

Simulation Data and Model Selection
We summarize the relevant physical parameters and symbols in Table 1 . We then give a brief explanation of the physical parameters and settings of the MHD simulations. More details are found in Inoue & Inutsuka (2012) . The simulations assume converging H I gas flows at 20 km s −1 which are initially in pressure equilibrium with the standard interstellar H I having pressure of pk
. The x-, y-and z-axes are taken as in Figure 2 of Inoue & Inutsuka (2012) and the flow direction is parallel to the x-axis. The H I gas flow is inhomogeneous and continuously enters into the box from the two opposite boundaries of a cube of (20 pc) 3 . In the interface of the converging flows turbulence is excited and the magnetic field is amplified. Formation of molecules such as H 2 formation on dust surfaces and CO formation via CH + 2 with the effects of self/dust UV shielding are taken into account and radiative and collisional heating and atomic and molecular cooling are incorporated. The simulation data are provided as the three dimensional data cube with 512 3 uniform pixels 1 and each pixel having a size of 0.04 pc in each axis with the physical parameters as listed in Table 2 . The simulations are made over a timescale of 10 Myrs, ten times the typical crossing timescale of the local H I gas in the solar neighborhood. The total gas mass in the numerical domain increases with time. In order to extract the colliding gas for the present analysis, we excluded the gas injected prior to the collision in the simulation box. The spatial distribution of the colliding gas is localized around the central part of the box in the x-axis and is significantly different in its intensity from Molecular fraction defined as Thermal pressure of gas,
(V x , V y , V z ) Velocity vector the injected gas. In order to eliminate the injected gas we set a lower limit of the synthetic H I intensity (see section 2.3) at 150 K km s −1 in the projected x-z plane. Figure 1 illustrates the boundary determined in that way by red contours in the three dimensional view at an epoch of 0.5 Myrs.
Figures 2(a)-(d) show the distributions of the synthetic data points in the (N H i + 2N H2 )-f H2 plane, where the integration was made for 10 pc along the y-axis. Data at the four time steps, 0.3, 0.5, 1 and 3 Myrs, are shown (see the physical parameters in Table 3 ). UV observations of f H2 toward extra-galactic sources (Gillmon et al. 2006) are shown by open circles in each panel and are summarized in Table 4 , where the number of observed sources for f H2 is limited to 19. We did not include Galactic OB stars which may be contaminated by localized gas (Rachford et al. 2002) , possibly causing unreliable f H2 values for the local ISM. The ranges of N H i and f H2 are consistent with those of the synthetic data points, whereas the UV measurements are limited to N H2 < 10 21 cm −2 . In order to choose the epoch of the model, we compared the measured distribution of f H2 with the model. Figure 4 shows a typical hydrogen column density distribution. The points of the UV measurements have total hydrogen column density less than 10 21 cm −2 , and the comparison was made substantially at N H i + 2N H2 less than 10 21 cm −2 . Figure 3 shows that f H2 increases by the H 2 formation reaction in time, while the N H i + 2N H2 distribution does not change significantly among the epochs (Figure 2) . By comparing Figures 3(a) -(d) with the histogram of the measured f H2 in Figure 3 (e), we found that the 0.5-Myr model shows the best presentation of the UV measurements in the average and dispersion of f H2 . We shall use the 0.5-Myr model for the present analysis. Figure 4 gives histograms of total column density N H i + 2N H2 in the model and N H i of the observations by Fukui et al. (2015) 2 . As seen in Table 3 the fraction of H 2 is negligibly small in the 0.5-Myr model.
H I distributions
Figures 5(a) and 5(b) shows histograms of density (n = n H i + 2n H2 ) and temperature (T k ) in the model. Figure 5 (c) shows a probability distribution function in the densitytemperature plane and indicates that temperature is roughly inversely proportional to density. We find that density and temperature have large ranges covering the CNM and WNM, whereas we do not see clear bimodal distribution corresponding to each of the CNM and WNM with a boundary at 300K in Figure 5 due to intermediate gas formed by the strong turbulent mixing in the model. Note that the typical ISM is affected by supernovae with every a few million years and duration of compression (or lifetime of a supernova shock) is about 1 million years. The ISM compressed by the converging flows in the 0.5-1.0 Myr seems to be the representative state of the dynamic ISM.
Three-dimensional distribution of the model is shown in Figure 1 . The CNM and the WNM have distinctly different spatial distributions. The CNM is highly clumpy with size scales of a few pc to sub-pc, whereas the WNM is diffuse and smooth. The volumes of the CNM and the WNM are 3.5% and 96.5%, respectively. The CNM is dense gas which quickly cools down, and the WNM has high temperature and high pressure. These physical properties produce the different spatial distributions. It is not appro- priate to characterize the two media by representative density or temperature because they range over two to three orders of magnitude as seen in Figure 5 . T k = 300 K as a boundary between the CNM and WNM is consistent with a typical T k ∼ 70 K of the CNM and a typical T k range of the WNM 500 K-5000 K (Heiles & Troland 2003b) . The masses of the CNM and WNM are 150 M and 244 M , respectively in the present model. The CNM and WNM are far from the dynamical equilibrium which was discussed in a classical picture of the ISM (Field 1965 ), but are highly transient and timedependent (cf. Figure 5( Figure 6 (a) gives a side view of the density profile of the model in the y-z plane integrated in the x-direction. In order to show typical line profiles, we chose three lines of sight P, Q and R which have similar total 21 cm line intensity Figure 6 show distributions of density and temperature for each pixel in the three lines of sight P, Q, and R. The CNM appears Table 3 . Physical parameters from the models at different time steps Note-Columns (2): mass of H I gas, (3): mass of H I given from H I integrated-intensity under the optically-thin assumption , (4): ratio of (2) to (3), (5): mass of H 2 gas, (6): mass fraction of H 2 gas, (7): ratio of CNM mass to (2), (8): ratio of WNM mass to (2), (9): volume filling factor of the CNM, (10) as a few spikes with a sub-pc size whose typical density is 10 2 to 10 3 cm −3 . The WNM is distributed with density less than 100 cm −3 and show smooth distribution.
The distributions of various H I physical parameters which are required in calculating line profiles are given in Figure 7 for the line of sight P. Figure 7 (i) shows n and T s , Figure 7 (ii) line of sight velocity V y , and Figure 7 (iii) the maximum opacity and the optical depth. The opacity is integrated in the line of sight to yield optical depth. The accumulated optical depth reaches ∼ 1 and is determined by a few CNM spikes in each line of sight as seen in Figure 7 (iii). The WNM has little contribution to the optical depth, which is a natural consequence of the T −1 s -dependence of opacity (see Equation (5)).
Calculations of H I Line Profiles
The simulated ISM is used to calculate synthetic H I profiles by using the line radiation transfer equation given as
where I(V ) the line intensity, κ(V ) opacity, (V ) emissivity, B(T ) the Planck function at 21 cm, ν 0 = 1.420405751 GHz, T bg = 2.7 K the brightness temperature of the background radiation field, c the light velocity and k B Boltzmann constant. The subscript j stands for the j-th cell along a line of sight. The emissivity and opacity κ of the 21 cm transition at a radial velocity V are calculated as follows;
where h and A = 2.8688754 × 10 −15 s −1 are the Planck constant and the Einstein A coefficient, respectively. The H I optical depth at a radial velocity V , τ H i (V ), obtained by integration in a line of sight is calculated as follows;
The number density of H atom in the lower state is given by 
3C 249.1 130.
• 39 +38.
• 55 9.5 × 10 18 2.51 × 10 −6 4.1 × 10 20 4.7 × 10 −2 ESO 141−G55 338.
• 18 −26.
• 71 2.1 × 10 19 6.38 × 10 −6 8.3 × 10 20 5.0 × 10 −2 H1821+643 94.
• 00 +27.
• 42 8.1 × 10 17 3.37 × 10 −6 5.1 × 10 20 3.2 × 10 −3 HE 1143−1810 281.
• 85 +41.
• 71 3.5 × 10 16 2.63 × 10 −6 4.2 × 10 20 1.7 × 10 −4 MRC 2251−178 46.
• 20 −61.
• 33 3.5 × 10 14 1.23 × 10 −6 2.3 × 10 20 3.0 × 10 −6 Mrk 9
158.
• 36 +28.
• 75 2.3 × 10 19 3.73 × 10 −6 5.5 × 10 20 8.4 × 10 −2 Mrk 335 108.
• 76 −41.
• 42 6.8 × 10 18 2.62 × 10 −6 4.2 × 10 20 3.2 × 10 −2 Mrk 509 35.
• 97 −29.
• 86 7.4 × 10 17 2.33 × 10 −6 3.8 × 10 20 3.9 × 10 −3 Mrk 1383 349.
• 22 +55.
• 12 2.2 × 10 14 1.55 × 10 −6 2.8 × 10 20 1.6 × 10 −6 Mrk 1513 63.
• 67 −29.
• 07 2.6 × 10 16 2.57 × 10 −6 4.1 × 10 20 1.3 × 10 −4 MS 0700.7+6338 152.
• 47 +25.
• 63 5.6 × 10 18 3.21 × 10 −6 4.9 × 10 20 2.3 × 10 −2 NGC 7469 83.
• 10 −45.
• 47 4.7 × 10 19 5.44 × 10 −6 7.4 × 10 20 1.3 × 10 −1 PG 0804+761
138.
• 28 +31.
• 03 4.6 × 10 18 2.58 × 10 −6 4.1 × 10 20 2.2 × 10 −2 PG 0844+349 188.
• 56 +37.
• 97 1.7 × 10 18 2.58 × 10 −6 4.1 × 10 20 8.2 × 10 −3 PG 1211+143 267.
• 55 +74.
• 32 2.4 × 10 18 1.82 × 10 −6 3.2 × 10 20 1.5 × 10 −2 PG 1302−102 308.
• 59 +52.
• 16 4.2 × 10 15 2.33 × 10 −6 3.8 × 10 20 2.2 × 10 −5 PKS 0558−504 257.
• 96 −28.
• 57 2.8 × 10 15 3.00 × 10 −6 4.7 × 10 20 1.2 × 10 −5 PKS 2155−304 17.
• 73 −52.
• 25 1.5 × 10 14 7.92 × 10 −7 1.7 × 10 20 1.8 × 10 −6 VII Zw 118 151.
• 36 +25.
• 99 6.9 × 10 18 3.24 × 10 −6 4.9 × 10 20 2.8 × 10 −2
Note-Columns (1): name of target, (2) and (3): position in the Galactic coordinates, (4): H 2 column density derived with the UV measurements (Gillmon et al. 2006 ), (5): dust optical depth at 353 GHz (Planck Collaboration 2014), (6): total column density obtained from τ 353 by taking into account a nonlinear relationship (Okamoto et al. 2017 ), (7): H 2 fraction given by
and that in the upper state is
for total H I density n H i . The line shape function
satisfies φ(V )dV = 1, where m p = 1.67262178× 10 −24 g is the mass of a proton and m e = 9.10938291 × 10 −28 g is that of an electron. The H I spin temperature T s is derived by applying a method of Kim et al. (2014) , which gives T s ∼ T k in a T k range from 20 to 3 × 10 3 K. For T k < 20 K, we simply adopt T s = T k . The ∼75% of the data pixels have T s /T k = 0.9-1.0 and the others T s /T k = 0.8-0.9.
Emission profiles
An H I line profile is calculated by integrating the line transfer Equations (2) and (3) Table 4 , and presents the same quantities as above.
along the y-axis seen by the observer over a distance of 10 pc, a half of the full span of the data cube, and the observed brightness temperature is given by
which is approximated for convenience as where T s is a harmonic mean spin temperature in a line of sight,
and T bg is subtracted as in real observations. Figure 8 (a) shows three emission line profiles; the black solid line is the emission of the whole H I gas, and the short-dashed-and long-dashedlines give the emission from the warm gas with T s higher than 300 K and 1000 K, respectively. T s > 1000 K is shown for reference. The profiles only from the warm gas are calculated by setting the emissivity of the cold gas equal to 0, while the opacity κ of the whole gas is fixed. It is seen that a T s value is not so critical in discriminating the CNM and WNM. Figure 8 (a)-P shows an H I emission profile calculated for the line of sight P in Figure 5 for 4 resolution, the same with the Arecibo telescope. The intensity integrated over velocity gives the total intensity of a 21 cm line emission profile W H i . The CNM has a narrow profile whose linewidth is ∼ 5 km s −1 , while the WNM shows a broad wing-like profile of ∼ 40 km s −1 velocity span. The profiles are consistent with the observed one in the solar neighborhood (see the H I profiles at high b, e.g., Kalberla et al. 2005; Fukui et al. 2014 Fukui et al. , 2015 . The model allows us to separate the contributions of the CNM and WNM, which is impossible in real observations. Figures 8(a)-Q and 8(a)-R show similar profiles in Q and R. Table 5 lists the derived physical parameters of the H I gas.
Emission-absorption profiles and H I column density
The emission-absorption method uses absorption on a radio continuum source and averaged emission profiles off the continuum source by assuming that the H I emission profiles are not significantly different between the two positions. An H I emission profile is a function of two unknowns, T s (V ) and τ H i (V ), for a single observed quantity T b (V ), and cannot be solved for T s (V ) and τ H i (V ). By observing a radio continuum source as a background source, a second equation which relates T s (V ) and τ H i (V ) is obtained, and the two equations are coupled to derive T s (V ) and τ H i (V ) (e.g., Draine 2011).
The off-source brightness temperature T b,off and on-source brightness temperature T b,on are given as follows;
and
Here T cont is the temperature of an assumed background compact continuum source. The absorption spectra obtained from the emissionabsorption measurements are given as,
(15) Figure 8 (b)-P shows T b,off (V ) in Equation (13) (solid line) and T b,on (V ) in Equation (14) (dashed line) toward a radio continuum compact source at P for 4 resolution and Figure  8 (c)-P shows 1 − exp −τ abs H i (V ) in Equation (15). The angular size of the radio continuum source is assumed to be equivalent to the pixel size 0. 9, which is nearly consistent with the typical size of the radio continuum sources 20 -30 . In the real emission-absorption measurements the off-source spectrum is taken with a larger beam than the size of the radio continuum compact source. Figures 8(a) -(c)-Q and 8(a)-(c)-R are the same profiles for the directions Q and R.
In real observations an average of profiles near the on source position is used as T b,off (e.g., Heiles & Troland 2003a) . In the synthetic observations we use the on-source emission profile by assuming a model background continuum source with a flux density of 1 Jy. As readily confirmed τ Figure 8 . (a) Synthetic-observed H I emission spectra toward the different three directions. The solid lines are the emission of the whole H I gas, and the short-dashed-and long-dashed-lines give the emission from the warm gas with T s higher than 300 K and 1000 K, respectively. The profiles only from the warm gas are calculated by setting the emissivity of the cold gas equal to 0, while the opacity κ of the whole gas is held fixed. (b) Synthetic-observed H I emission spectra. The solid lines show T b,off (Equation (13)) and the gray dashed lines show T b,on (Equation (14)). Here we assume a model background continuum source with a flux of 1 Jy. (c) Absorption spectra given by Equation (15).
highly filamentary and the WNM shows smooth distribution in the three parameters. (V )dV is dominated exclusively by the optically thick CNM (Figure 10(c) ). These properties are shown numerically in Table 5 . . This is due the absorption by the CNM. T s represents a density-weighted harmonic mean of T s in the line of sight expressed as follows;
Equation (16) reflects that τ H i (V )dV is the sum of the contribution of different T s components in the line of sight. T s is calculated for the CNM and WNM, respectively, as well as for the whole profile. We note that the velocity averaged T s in Fukui et al. (2014 Fukui et al. ( , 2015 corre- as expressed by Equation (1), whereas at T s lower than 100 K the H I optical depth becomes larger and W H i becomes weaker than the thin limit due to saturation. This is consistent with the optically thick H I derived from the Planck /IRASbased analysis by Fukui et al. (2015) . (V )dV , respectively. Because of the non-linear behavior of τ H i (V )dV , which is dominated by the CNM (Figure 11(b) ), τ H i (V )dV enhances the filamentary CNM distribution. The typical width of the filaments is less than 0.1 pc with their length of roughly 0.5 pc or more. It is conceivable that the small scale structures of τ H i (V )dV significantly affect high resolution observations, and we explore the resolution effects in H I observations below. (V )dV is distributed over a wide range from 2.5 × 10 −2 km s −1 to ∼ 25 km s −1 at a 5% level of the histogram, and from 6 × 10 −2 km s −1 to 16 km s −1 at a 20% level. We also note that the small τ is dominated by the compact CNM.
Observed values of τ H i
Pixel-sized resolution measurements are carried out in the emission-absorption measure- 
(1) (2) (3) (4) (5) (6)
Sample P (Figure 8(a) (Figure 8(a)-(c)-Q Note-Columns (2): velocity-integrated intensity, (3): column density of the model, (4): column density obtained under the optically-thin assumption (Equation (1)), (5): ratio of (3) to (4), (6): density-weighted harmonic mean of T s along the lines-of-sight (Eq. 16), (7): velocity-integrated model optical-depth. (Table 6 ) are overlaid by the red lines (the former is multiplied by a factor of 100). ments toward radio continuum compact sources, where τ abs H i (V )dV is often used as an observable quantity which characterizes H I gas property in the previous papers (e.g., Stanimirović et al. 2014 ). The effective resolution in the absorption measurements is given by the size of the radio continuum source and is typically 20 -30 (Heiles & Troland 2003a; Stanimirović et al. 2014) , nearly consistent with the present pixel size 0. 9. The number density of radio sources in the published measurements is small. In the Perseus region (Stanimirović et al. 2014; Lee et al. 2015) , the number of radio continuum sources is 27 for 500 square degrees, and the source density in Heiles & Troland (2003a) is similar to that (see Table 6 ). This indicates source density 0.05 deg −2 or 0.005 pc −2 at 200 pc in the sky, and corresponds to about 0.25 sources in the present H I distribution having ∼ 50 pc 2 . The fraction of the sky measured in the emission-absorption measurements is therefore as small as ∼ 4 × 10 −6 if a source diameter is assumed to be 30 or 0.03 pc at 200 pc.
The present synthetic observations show that the emission-absorption measurements toward the present model H I gas will obtain τ H i (V )dV whose probability distribution is given by Figure 13 . The measurements will find smaller τ H i (V )dV less than 4 km s −1 at a probability of 70% and less than 1 km s −1 at a probability of 40%. Conversely, it is possible that τ H i (V )dV higher than 10 km s −1 is obtained at a probability of 5% toward peaks of the CNM. So, the general trend observed in the emission-absorption measurements is "smaller τ H i (V )dV " of 10 −1 km s −1 -10 km s −1 with a large dispersion over two orders of magnitude at a 20% level in Figure 13 . It is a question how well the measured τ H i in the emissionabsorption measurements represents the H I gas property given the extremely small source number density. The usual assumption of uniform H I gas in the emission-absorption measurements is far from reality in the present model. It is also to be noted that T s (V ) and τ H i (V ) differs generally in between equations (13) and (14) contrary to the assumption of the emissionabsorption measurements.
In order to clarify the implications of the histogram of τ H i (V )dV , we plotted the emissionabsorption measurements by Heiles & Troland (2003a) in Figure 13 . The measurements show that the percentage of the observed τ H i (V )dV less than 4 is more than 80%, and that a small fraction of the data points less than 10% show large integrated H I optical depth more than 10. The trend is consistent with the model prediction. The number of the observed points (see the Heiles & Troland (2003a) data listed in Table 6 ) is, however, very small, ∼ 60, as compared with the data point of the model, causing larger fluctuations than the model histogram. Table 3 presents the 3D volume filling factor (Column 9) and the projected covering factor of the CNM (Column 10) for all the four epochs. The factors vary gently and show no significant difference among at 0.3 Myrs, 0.5 Myrs, and 1 Myr; for these three epochs the volume filling factor ranges from 3.4% to 5.0% and the covering factor from 29% to 36%. So, the present small covering factor is not limited to the chosen epoch, 0.5 Myr, and we consider the model adopted well approximates the general ISM properties in the solar neighborhood.
Observed value of N H i
N H i does not depend on T s while τ H i depends on T s . N H i is therefore a more robust measurable quantity than τ H i . In order to clarify the impact of the inhomogeneous H I distribution on the emission-absorption measurements, we used the N 
/N
thin H i less than 1.15; we note that in the present model a ratio of the total H I mass of the model relative to the optically thin limit is 1.3 (Table 3) . It is thus likely that the emission-absorption measurements underestimate the H I mass for the majority (70%) of the measurements. Figure 15 shows comparisons with the emissionabsorption measurements by Heiles & Troland (2003a) (Table 6 ) are overlaid by the red lines (the former is multiplied by a factor of 250).
is the cause of the difference. A possibility may be that the emission-absorption measurements tend to underestimate N H i . As noted by Heiles & Troland (2003a,b) , the fraction of the WNM is still uncertain in the emissionabsorption measurements. Absorption by the CNM also reduces N H i as shown by the present model (see Table 5 ). Correction may be needed to recover the contribution of the WNM in N H i . We note that τ H i (V )dV (Figure 13) is not affected by the WNM.
In summary, H I gas has highly complicated sub-pc spatial distribution of τ H i (V )dV according to the current MHD model. The fraction of the solid angle subtended by the radio continuum sources is small, less than 10 −5 , in the published emission-absorption measurements. The model predicts a large dispersion in N model H i /N thin H i reflecting the small scale structure of the CNM, which hampers to derive a representative value of N H i and the emissionabsorption measurements are not suited for determining the bulk properties of the H I gas.
Possible model dependence
In the present paper we used a model of the H I distribution which was obtained by the state-of-the-art hydrodynamical simulations including the chemical evolution, the magnetic field, and the heating/cooling (Inoue & Inutsuka 2012) . There are no other simulations at an equal level in the literature; e.g., in Hennebelle et al. (2008) turbulence is included but no magnetic field is incorporated. The simulations by Valdivia et al. (2016) only include all these processes, whereas their time step is coarser than the present one, and is not suited to the present purpose to fit the UV measurements of H 2 . By considering that the model adopted specific initial conditions, it is worthwhile to reexamine if the model is a reasonable realization of the H I gas in the solar neighborhood and how the initial conditions may affect the present results.
The present simulations assume that the magnetic field is parallel with the H I flow direction (the x-axis). The directivity of the initial magnetic field, however, does not dominate the gas motion in the 0.5-Myr model adopted, and it is unlikely that the results depend critically on the initial field direction. This is because of the strong randomization by the density inhomogeneities which causes random deformation of the shock fronts. In Figure 12 we see no strong effects of the initial field direction, except for a slight hint of elongation of the CNM along the x-axis. In addition, we analyzed the CNM in Figure 1 and identified 9048 CNM cloudlets as shown in Figure 16 (a) by using the decomposition algorithm described in the Appendix of Rosolowsky & Leroy (2006) . As a result we identified 1880 cloudlets which show significant elongation (see for details Appendix B), and measured an angle between the elongation of the CNM cloudlets and the x-axis. The histogram of the angle shown in Figure 16 (b) lends support for the random orientation of the cloudlets. We also tested several viewing directions in the synthetic observations and confirmed that there is no significant dependence on the directions. So, we conclude the present results of the synthetic observations are not significantly affected by the initial conditions.
The CNM cloudlets are a natural outcome of the turbulent, thermally bistable ISM. The present simulations study the shock propagation of the existing two-phase medium that is not thermally unstable. The shock makes the medium thermally unstable. Physical thermal conduction is involved in the simulations so that most unstable scale of the thermal instability is resolved. Even after the saturation of the thermal instability, the CNM cloudlets do not form broad large-scale structure because the CNM cloudlets fragment again due to corrugation instability (see Inoue et al. 2006; Stone et al. 2008) . Survival of sub-pc scale cloudlets is confirmed even after ∼ 70 Myr evolution in Figure  7 of .
The Resolution Issue
The original resolution of our simulations is 0.02 pc and the synthetic observations were made after smoothing by a factor of two into 0.04 pc, which was preferred in the present work in order to save the 3-d data size. The typical width of the CNM filaments is ∼0.1 pc, which is marginally resolved by the present grid 0.04 pc. This limited resolution is however not a problem in the above discussion on the covering factor, because the covering factor will not vary significantly as reasoned below; the mass spectrum of the CNM is expressed as dN/dM ∝ M −1.7 according to the simulations as shown by Inoue & Inutsuka (2012) and Hennebelle et al. (2008) . If we assume that the CNM follows this relation down to lower M and that the cross section of a CNM cloudlet S is proportional to M for a filamentary shape, the covering factor of CNM is then given by N S ∼ M 0.3 that shows small dependence on mass (or scale) of the CNM. This means spatial resolution better than sub-pc does not change significantly the covering factor and justifies the present pixel size. In this connection, we note on the resolution in Kim et al. (2014) used in the two 21-SPONGE papers (Murray et al. , 2016 was 2 pc for a total length of the simulation box 2 kpc. This grid size was chosen because these simulations were intended to be applied to a kpc scale H I distribution. A 2-pc resolution is however too coarse to resolve the sub-pc filaments of the CNM (see Figure 12 ) and is not be able to probe details of the emission-absorption measurements discussed in the present paper.
Recent Observations of H I Filaments/Fibers
The spatial distribution of the CNM has been a subject of H I observations since 1970s. Based on aperture synthesis of the H I absorption toward extended continuum sources, Greisen (1973a,b) claimed that the CNM was clumpy. Subsequent observations in absorption toward extended sources and double continuum sources provided some observational constraints on the CNM distribution (Payne et al. 1982; Dickey 1979) , whereas these studies were not able to constrain the covering factor of the CNM. Heiles (1997) made observations toward sharp gradients in optical depth on scales of milli-arcseconds and the results support the present conclusion about the compact structure of the CNM.
It is interesting to note that a few recent papers indicate the existence of CNM filaments similar to those presented in the present work. McClure-Griffiths et al. (2006) pointed out such filaments, and Clark et al. (2014) identified the H I filaments by the Rolling Hough Transformation at 16 resolution. They named the CNM filaments "fibers" which has column density of 5 × 10 18 cm −2 , where N H i of the extended WNM is 10 20 cm −2 . By unsharp masking Kalberla et al. (2016) identified CNM filaments whose N H i is 10
19.1 cm −2 in the local ISM. These CNM filaments/fibers are well aligned with the magnetic field. Inoue & Inutsuka (2016) supported the formation of the CNM filaments and their alignment with the magnetic field based on the MHD simulations. The filaments/fibers appear to have a small covering factor similar to the present CNM filaments (see Figures 3  and 4 of Clark et al. 2014 ). More quantitatively speaking, we note that the above N H i of fibers/filaments is crude at best, because the methods based on W H i alone is not sensitive enough to all N H i of the CNM; it is difficult to observationally extract W Figures 9(a) and 9(b) . The column density of the H I filament/fibers derived by these authors is in the order of ∼ 10 19 cm −2 , which is about an order of magnitude smaller than that of the present CNM clumps ∼ 10 20 cm −2 . Figure 10 (b) shows that 60% of the pixels of the CNM have N H i 3×10 20 cm −2 . Considering that the mass of the CNM is comparable to that of the WNM, it is unlikely that the filaments/fibers of that column density is dominant as the CNM. In order to test the methods, we applied the unsharp masking to the present W H i distribution in Figure 9(a) and identified filaments. The result shows that the column density of the filaments is about 20% of that derived as N CNM H i in the present CNM filaments. It is possible that the extraction of filaments from W H i is able to detect only part of the CNM and the H I column density in Kalberla et al. (2016) A precise measurement of the bulk H I mass is an important astrophysical issue. As an example, an application of the H I measurements is made toward the gamma-ray SNRs where the hadronic process may play a major role in gamma-ray production (e.g., Aharonian et al. 2006) . If the hadronic process, basically a proton-proton collision, is working to create gamma-rays in the SNRs, the gamma-ray distribution should resemble the ISM proton distribution for given fairly uniform distribution of cosmic-ray protons in the SNRs. It is a crucial test to identify the spatial correspondence between the gamma rays and the ISM as already shown in two gamma-ray SNRs, RXJ1713.7−3946 and HESSJ1731−347 by Fukui et al. (2012) and Fukuda et al. (2014) .
The emission-absorption measurements biased toward a very small volume is not suited to probe the bulk H I having complicated smallscale fluctuations which acts as the target protons in the hadronic interaction. Conversely, the Planck /IRAS -based method with a larger beam of 5 has a potential as a superior tool for measuring the ISM proton mass and distribution (Fukui et al. 2014 (Fukui et al. , 2015 as demonstrated by a recent work on a gamma ray SNR RXJ0852.0−4622 where the Planck /IRASbased method is successfully employed to calculate proton density with a high precision in the order of ∼10% (Fukui et al. 2017) . The Planck /IRAS -based method utilizes the data in emission and has an advantage to fully map the H I gas, which enables to estimate the total H I mass. This method is to be better confirmed by proving that the dust optical depth gives a reliable proxy of H I via comparison with independent ISM measure like A V and gammaray counts (e.g., Roy et al. 2013; Mizuno et al. 2016) . As one of such efforts, in the Perseus cloud, τ H i (V )dV is estimated for seven radio sources by the emission-absorption measurements (Stanimirović et al. 2014) and by the Planck /IRAS -based method (Okamoto et al. 2017) . The former gives smaller τ H i (V )dV from 2 km s −1 to 5 km s −1 , while the latter from 5 km s −1 to 16 km s −1 , with an average ratio of about 2 (Okamoto et al. 2017 ). This difference is not inconsistent with the highly filamentary CNM distribution while the number of sources is limited at present. Future extension of such a comparison to the other regions by achieving higher sensitivity toward radio compact sources will be important.
Further, it is required to better quantify the interstellar molecular hydrogen. X CO for converting the CO emission into hydrogen mass is an important factor to estimate the molecular hydrogen and it is generally thought that X CO may be uncertain by a factor of 2 in the conventional method (e.g., Bolatto et al. 2013) . The new method to derive X CO used by Fukui et al. (2014) and Okamoto et al. (2017) is based on the Planck /IRAS -data and presented successfully a precise X CO distribution in the MBM 53-55 and Perseus clouds. This method of estimating X CO is a promising one to provide N H2 with a high accuracy of 10%, comparable to the present estimate of N H i , indicating a potential of the Planck /IRAS -based method.
CONCLUSIONS
In order to gain an insight into the detailed physical conditions of the interstellar H I gas and their observed properties in the solar neighborhood, we carried out synthetic observations of the interstellar H I gas at 21 cm by using the MHD numerical simulations of the realistic inhomogeneous H I gas which is in the converging flows (Inoue & Inutsuka 2012) . The simulations incorporate the microscopic processes including the H 2 formation reactions, the magnetic field, and the heating/cooling. The simulated H I gas is highly turbulent and inhomogeneous and is far from equilibrium with a typical dynamical timescale in the order of Myr. The results were compared with the conventional emissionabsorption measurements. The main conclusions of the present study are summarized as follows;
1. The present analysis was made for the model at an evolutionary epoch of 0.5 Myrs, which was chosen from the simulation results covering a time span of 10 Myrs. The model reproduces the distribution of the H 2 fraction f H2 which is consistent with the ultraviolet measurements of H 2 . As shown by the previous works over the last five decades, the H I gas consists of the two components, the CNM (cold neutral medium) and the WNM (warm neutral medium). The CNM has spin temperature T s ranging from 10 K to 300 K and the WNM from 300 K to 10000 K. The density range of the CNM is from 10 cm −3 to 10 3 cm −3 and that of the WNM from 1 cm −3 to 100 cm −3 . The synthetic observations show that the CNM has a small volume filling factor of 3.5%, whereas the WNM is distributed with a volume filling factor of 96.5%, while the gas mass of each component is comparable. These filling factors are consistent with the peak density of the CNM larger than that of the WNM by a factor of ∼ 30.
The CNM distribution is highly clumpy and filamentary with a sub-pc size scale and the WNM distribution is smooth with much less small-scale structures. As a result, the CNM covering factor is small, ∼ 30%, in the sky. These represent general properties of the H I gas in the solar neighborhood.
2. H I line profiles were calculated by separating the CNM and WNM. The CNM is seen as a narrow feature of ∼ 5 km s −1 in half-power full linewidth and the WNM as a wing-like feature spanning over ∼ 40 km s −1 . These properties are consistent with the observed H I profiles, lending support for the chosen model. By setting background radiation, absorption line profiles toward radio continuum sources were also synthesized. The H I distributions in the sky were reproduced in the 21 cm line integrated intensity (W H i ), the H I column density (N H i ), and the velocity integrated optical depth (τ H i ), both for the CNM and WNM separately. Saturation of W H i due to high τ H i (V )dV greater than 2 km s −1 is significant in about half of the H I gas. This lends support for the optically thick H I presented by Fukui et al. (2015) . τ H i is dominated by the CNM. The contribution of the WNM in τ H i is negligibly small due to the T −1 s -dependence of the H I opacity. 3. The properties of the CNM distribution were compared with the observations in a histogram of τ H i (V )dV . It is notable that the fraction of τ H i less than 4 km s −1 corresponds to 80% of the observed pixels, indicating that the conventional emission-absorption measurements preferentially sample smaller τ H i of the WNM. This reflects the large covering factor of the WNM. In addition, the nonlinear dependence of τ H i as (density) 2 causes spatial variation of τ H i larger than that of N H i . The model explains the usual small H I optical depth obtained by the conventional emission-absorption measurements (Heiles & Troland 2003a,b) . Conversely, the fraction of τ (V )dV greater than 2 km s −1 is ∼ 50%, and the real H I optical depth is large enough to cause significant saturation in W H i for about half of the total H I mass.
4. The present model indicates that N H i is close to the optically thin limit within a factor of 1.3 at ∼ 70% of the observed pixels and within a factor of 1.15 at ∼ 50% of the pixels. Conversely, pixels with the actual N H i larger than the optically thin case by a factor of 1.3 occupies ∼ 30% of the pixels. It is usually considered that N H i is consistent with the optically thin limit, whereas the real H I mass of the model is 1.3 times larger than the optically thin approximation. The optically thin approximation thus leads to underestimate the H I mass by a factor of 1.3, which causes non-negligible errors in estimating interstellar protons.
A detailed comparison of the model
with N H i derived from the conventional emission-absorption measurements indicates that the observed N H i tends to be systematically smaller than N H i in the model by a factor of ∼ 1.2. It is not entirely clear how N H i was underestimated in the conventional method. A possibility may be the uncertainty in the contribution of the WNM whose real intensity is not as acuurate as in τ H i .
In summary, we studied the detailed properties of the interstellar H I gas in the solar neighborhood, and made it clear that the CNM has significant sub-pc structures with a small covering factor in the sky. We showed the observed quantities in the conventional emissionabsorption measurements toward radio continuum point sources are subject to an observational bias toward the WNM having a large covering factor. This bias leads to underestimate τ H i and N H i . Accordingly, the conventional H I mass is required to be revised upward by a factor of 1.3 in the present model. The present results provide a step forward toward more accurate determination of the interstellar proton mass. The mass is crucial for identifying the ISM target protons , for instance, in cosmicray proton reactions in the gamma-ray SNRs. The results are qualitatively consistent with the Planck /IRAS -based analysis of H I by Fukui et al. (2014 Fukui et al. ( , 2015 , while a more quantitative pursuit remains as future work, including a test of the nonlinear behavior of the sub-mm dust optical depth due to dust evolution and an extension to the whole sky.
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B. THE ELONGATION AXES OF THE CNM CLOUDLETS
The orientation of the elongated CNM cloudlets are determined by using a principal component analysis (PCA). This method were adopted to determine the position angle of molecular clouds (e.g., Koda et al. 2006; Rosolowsky & Leroy 2006) .
The density-weighted covariance matrix for a cloudlet is given as
where
2 , x i , y i and z i are coordinates in the numerical domain, n i is H I density of the i-th pixel in the cloudlet, andx,ȳ andz are the densityweighted mean position of the cloudlet. We define the elongation axis to lie along the eigenvector with the largest eigenvalue if | det C| > 10 −6 .
