In the domain of numerical computation, proper generalized decomposition (PGD), which consist in approximating the solution by a truncated sum of separable functions, is applied more and more in mechanics, and has shown its efficiency in terms of computation time and memory requirements. We propose to evaluate the PGD method to solve three-dimensional ( 
I. INTRODUCTION

I
N QUASI-STATIC field problems, the magnetic and electric fields are time and space dependent. To calculate these fields, Maxwell's equations are discretized in the space and time domains. The finite-element method is often used to approximate the fields in the space domain. In the time domain, a time-stepping scheme is often used. In the case of a fine space mesh and a small time step, the computation time of this model, the so-called full model in what follows, is sometimes prohibitive. To circumvent this issue, model-order reduction methods are proposed in the literature. These approaches consist of seeking a solution in a sub-space of the approximation space of the full model. Several approaches have been developed. We can distinguish a priori and a posteriori methods.
With the a posteriori approaches, the solution of the reduced model is sought in a sub-space of the approximation space of the full problem. The projection operator between these two spaces is determined from well-chosen solutions of the full model. The proper orthogonal decomposition or LanczosArnoldi approaches can be used to determine the discrete projection operator [1] - [4] . Applying the projection operator to the full model, a model of reduced size is constructed that can be solved very quickly. An approximated solution of the full model can be reconstructed by projecting the solution of the reduced model in the approximation space of the full model. In electromagnetics modeling, the a posteriori approaches have been successfully applied to solve the static and quasi-static problems [5] - [9] . With the a priori method, the sub-space of approximation is not known a priori and it is constructed using an iterative procedure. The solution is assumed to be written as a sum of separable functions. In this context, proper generalized decomposition (PGD) has been developed since the early 2000s in computational mechanics [10] , [11] . The PGD approach can be applied to solve systems of partial differential equations (PDEs) in the time domain. The solution is approximated by a sum of M separable functions S i (t)R i (x) in time and space. Each separable function S i (t)R i (x) is so-called mode. The function S i (t) satisfies an ordinary differential equation (ODE) which can be solved numerically using a time-stepping method. The function R i (x) is the solution of a stationary partial derivative equation which can be solved using the finite-element method. Each mode i is determined by an iterative process and depends on the previous modes. In computational electromagnetics, the PGD method has been applied to study a fuel cell polymeric membrane model [12] . In static electromagnetism, the behavior of a soft magnetic composite material has been modeled [13] . In magnetoquasi-statics, the skin effect in a rectangular slot using a one-dimensional model has been developed in [14] . The PGD has been also compared in [15] to the POD approach on a quasi-static example. It has been shown that the POD method is more efficient in terms of computation time to solve quasi-static problems supplied by lowfrequency-content sources. It has also been shown that the computation time with the PGD is almost independent of the number of time steps. The behavior of the two methods of reduction at high frequency, when the required number of time steps is large, has not been investigated yet. Moreover, in all the previous examples, the coupling with the external circuit, which is a key point to treat real applications, has not been addressed.
In this paper, we propose to study a three-dimensional (3-D) magnetoquasi-static field problem coupling with an external electric circuit using the PGD approach. We propose to evaluate the performances of the PGD model accounting for a circuit coupling. For a given device, the time step depends highly on the voltage supply. To study the influence of the time step on the computation time, two cases are investigated. In the first case, the voltage supply has a narrow frequency range. In the second case, the harmonic content of the voltage supply is rich on a wide frequency range, which requires the use of very small time step. The last case is often met in practice when the voltage source is a high-frequency power converter. First, the quasi-static field problem and the coupling with the electric circuit are introduced. Then, the application of the PGD to solve the quasi-static problem is explained. Finally, a comparison with the solution obtained from the standard approach, fully discretized in the time and space domains, is presented.
II. MAGNETOQUASI-STATIC PROBLEM
A. Problem Description
Let us consider a domain D with a boundary ( = B ∪ H and B ∩ H = 0) and a conducting domain D c , included in D, of boundary c with c = Jind ∪ E and Jind ∩ E = 0 (Fig. 1) . For sake of clarity, we will assume that the domain D contains only one stranded inductor, even though the approach remains valid with several stranded inductors.
In quasi-statics, Maxwell's equations can be written under the form
where B is the magnetic flux density, H is the magnetic field, E is the electric field, J ind is the eddy current density defined only in the conducting domain D c , and N and i are the unit current density vector and the current flowing through the stranded inductor. The electric and magnetic behavior laws are
where μ 0 is the magnetic permeability of the vacuum, μ r is the relative permeability of the material, and σ is the electric conductivity. The boundary conditions are given by
where n is the outward unit normal vector. A gauge condition needs to be added to impose the uniqueness of the solution in a non-conductive region (σ = 0). To solve the problem discretized using the finite-element method, an iterative solver is used providing an implicit gauge [16] .
To impose the voltage v at the terminals of the stranded inductor, the following relation must also be considered:
where R is the resistance and is the magnetic flux linkage associated with the stranded inductor. We aim to determine a solution to the previous problem on D × [0, T ] with T the length of the maximum time.
B. A * Formulation
To solve the previous problem, the A * formulation can be used. A modified magnetic vector potential A * (x, t) is defined in the whole domain from (1a) and (2a)
with 
To determine a solution to the problem on D × [0, T ], weak forms of (1b) and (6) can be used in combination with (3) and (7)
where A and i test functions belong to the same functional spaces as A * and i , respectively. Equations (8) and (9) are related by the expression of the magnetic flux linkage as a function of A *
III. PROPER GENERALIZED DECOMPOSITION
A. Separated Representation
To solve (8) and (9), a method based on the PGD approach can be used [10] , [11] , [15] . The magnetic vector potential is thus approximated by a separated representation of space and time functions, as in
where x ∈ D, t ∈ [0, T ], and M is the number of terms of the expansion. The aim is to find a separated representation of A * with M functions. The functions R n (x) and S n (t) belong to the space H(curl, D) and H(grad, [0, T ]), respectively. The test function A in the weak form (8) associated with the nth mode can be written such that
where R n (x) and S n (t) are the test functions defined in the same spaces of R n (x) and S n (t), respectively. The current is also decomposed into a sum of currents
To compute the functions R n (x), S n (t), and i n (t), an iterative enrichment method is used. The triplet (R n (x), S n (t), i n (t)), also called a mode, is calculated with respect to the previous triplets (
The number of modes in (11) and (13) is not known a priori by the user; it can be determined by assuming that the influence of the functions R n (x), S n (t), and i n (t) decreases as a function of n, the modes are added to the approximated solutions (11) and (13) until the components of the mode n,
with a criterion ε n fixed by the user.
B. Computation of (R n (x), S n (t), i n (t))
We assume that we have already calculated the triplets
To calculate the triplet (R n (x), S n (t), i n (t)), two sets of equation, which will be determined in the following from (8) and (9), are solved iteratively. First, we suppose that R n (x) is known. Then, the function R n (x) vanishes in (12) and the test function A is equal to R n (x)S n (t) . Equations (8) and (9) are solved to determine the functions S n (t) and i n (t). Replacing in (8) and (9) A by R n (x)S n (t) and A * by its expansion (11) truncated up to the mode n, we obtain the two following equations:
We can see that we have taken advantage of the separable form of the expression of the vector potential A * to obtain the two equations with terms written as a product of an integral on the space and an integral on the time interval. This aspect is the key point of the PGD approach. We can note that (15a) and (15b) are weak forms of the following ODE systems (where S n (t) and i n (t) are the test functions and S n (t) and i n (t) the unknowns):
Second, to calculate the function R n (x), we assume that the functions S n (t) and i n (t) are known. In this case, the function S n (t) vanishes in (12) and the test function A is equal to R n (x) S n (t). Replacing in (8) , A by R n (x) S n (t) and A * by its expansion (11) truncated up to the mode n, we obtain
Like in (15), we have taken advantage of the separable form of A * . The equation is also the weak form of a PDE, where R n (x) is the unknown and R n (x) is the test function that can be written as
with
The triplet (R n (x), S n (t), i n (t)) must satisfy (16) and (18) 
where Y denotes the components of the functions R n (x), S n (t), or i n (t) and ε fp dentoes a criterion fixed by the user. If the error between the two triplets is too high, the process is repeated. At the first iteration of this procedure, the functions S 0 n (t) and i 0 n (t) are initialized at S n−1 (t) and i n−1 (t), respectively.
The proof of convergence for separated solution representation methods has been given in [18] . Our developed approach does not belong to this class of problems. However, even though the proof is not given, our problem is similar to other ones, which have been solved with the PGD approach and for which no convergence proof has been given yet [19] . A lot of problems in engineering have been solved with the help of the PGD method showing in practice its efficiency but also its limits.
C. Complexity Analysis
The complexity of the PGD model is compared with this one of the full model solved using a classical time-stepping method. We note that n u is the number of unknowns in the space domain and n t is the number of time steps. The complexity of the full model is given by O(n t n α u ) with 1 ≤ α ≤ 2 depending on the method used to solve the linear equation system. The complexity varies linearly with n t .
For the PGD model, the number of unknowns associated with the functions R n (x) and S n (t) are n u and n t , respectively. The number of unknowns of the functions i n (t) is the same as the function S n (t). Then, the complexity of the PGD model can be given by O(M k fp (2n t +n α u )) with M the number of modes and k fp the maximum iteration number of the loop used to determine a mode of rank n (Section III-B). The variation with the time step number remains linear, however, the term 2n t is generally negligible versus the term n α u since the unknown number in the space domain n u are generally higher than the number of time steps n t . Consequently, the complexity of the PGD models can be approximated by O(M k fp n α u ) and depends only on the number of unknowns in the space domain, even for small time steps.
IV. ACADEMIC EXAMPLE
Two conducting plates submitted to a magnetic field created by a stranded inductor are considered. Due to its symmetry, only one eighth of the problem is modeled (Fig. 2) . The number of turns of the inductor is equal to 100 and its resistance 0.75 . The relative magnetic permeability of the conducting plate is fixed at 1 and its electric conductivity at 1 MS/m. The 3-D spatial mesh has 14 970 nodes and 80 199 tetrahedra. Two types of supply voltage are considered. In the first case, a periodic square voltage is imposed. In the second case, a pulse-width modulation (PWM) voltage is fixed. The problem has been solved using the modified vector potential A * formulation. The PGD method presented in Section III-C has been applied to obtain an approximated solution. To evaluate the efficiency of the PGD method, the same problem has been solved with a classic Finite Element model using an implicit Euler scheme. The results obtained from this numerical model will be considered as the reference results. 
A. Supply by a Periodic Square Voltage
The inductor is supplied by a periodic square voltage at a frequency equal to 10 kHz. The magnitude is fixed at 1 V during the half period and at 0 V during the other half of the period. The time interval of simulation is fixed at [0;875 μs] with a time step of 2.5 μs.
1) Global Quantities Versus the Number of Modes:
The global quantities obtained from the PGD method are compared with those computed from the full model. We assume that the full model gives results sufficiently accurate to be considered as a reference. Figs. 3 and 4 show the evolution of the current and of the Joule losses obtained from the PGD method on the interval [0, T ] for a different number of modes. We can see that at least four modes are required to obtain a current evolution close to the one given by the full model. With the Joule losses, we can see in Fig. 4 that at least five modes are required and that the first mode gives very different results We can show that the current converges up to the reference with a lower number of modes than the Joules losses. To have an error close to 0.1%, six modes are necessary to correctly express the solution using (11) for the current and eight modes for the Joules losses.
To evaluate the contribution of each mode to the current shape, Fig. 6 shows the evolution of the first four modes. We can observe that the contribution of the current i n (t) decreases when the rank of the mode n increases. The current i 1 (t) gives an estimation of the mean value of the current but we can see the strong discontinuities on the current that are not physical. The current modes i n (t) with n > 1 contribute to reducing these discontinuities of i (t).
In a similar way, it is possible to study the influence of the functions S n (t) related to the vector potential A * [see (11)]. Fig. 7 gives the evolutions of these functions for the first four modes. We can observe a transient state for all the functions S n (t). The influence of S 1 (t) is the most significant. We can also see that the contribution of S n (t) with n > 1 decreases rapidly. The assumption of a decreasing contribution Fig. 7 . Evolution of the functions S n (t) for the first four modes. of the mode with their rank is verified on the example studied.
2) Local Quantities Versus the Number of Modes: From (11) of the solution, it is possible to present a distribution of the magnetic flux density associated with each mode. Figs. 8 and 9 show the distributions of B i (x, t j ) = curlR i (x)S i (t j ) with i = 1, 2 at a given time t j in a cross section S B of the structure shown in Fig. 2 . The distribution of B 1 appears to be close to the one obtained from a magnetostatic problem when the stranded inductor is supplied and the conductivity in the plate is equal to zero. The distribution of B 2 is like a reaction magnetic flux density created by the eddy current density in the conducting plate. In the same way, the distribution of the eddy current density can be presented for each mode at a given time step. Figs. 10 and 11 show the distributions of J 1 and J 2 in the cross sections S J of the conducting plate shown in Fig. 2 . We can observe that the directions of these fields are opposite, with J 1 having the same direction as N(x)i (t j ) flowing through the stranded inductor. The distribution of J 2 is in the opposite direction, creating the reaction magnetic field B 2 (Fig. 9) .
In terms of the field distribution, Figs. 12 and 13 (respectively Figs. 14 and 15) show the distribution of B (respectively J) on S B (respectively S J ) obtained from a number of modes equal to 8 and 15, respectively. With eight modes, we can observe that we obtain a non-physical distribution of the magnetic flux density. The distribution has sufficient accuracy with 15 modes. For the eddy current density in the conducting plate, the distributions of J are close. To compare the distributions of the field obtained from the reduced model and the reference problem, Figs. 16 and 17 show the distribution of the difference of the magnetic flux density obtained from the full model and the reduced model with 8 and 15 modes. For both cases, the maximum of the error is not located where the magnetic flux density is the most important but in the conducting plate. The maximum values of the error distribution decrease when the number of modes is increasing. The maximum error has been reduced by a factor of 2.5 by adding seven modes to the approximated solution. 
3) Computation Time:
The computation time for the full model is 35 min. The reduced model with eight modes requires 4 min 30 s. In this case, the error given by (20) with respect to the evolution of the Joule losses is close to 0.1%. To study the global quantities of the problem, this number of mode is sufficient. If we are interested by the local value of the magnetic flux density, we have shown that, in this case, at least 15 modes are required. With 15 modes to approximate the solution, we obtain an error inferior to 0.01% with respect to the evolution of the Joule losses and a distribution of B close to that of the reference model. In this case, the computation time is 8 min, which is nonetheless quicker than the reference model. Fig. 18 shows a description of the supply of the stranded inductor. This is supplied by a 2-level PWM voltage source, Fig. 19 . Evolution of the current with the switching frequency f 1. and the carrier frequency is equal to 50 Hz. The quantity of interest is the current. According to the previous study, the number of modes to approximate the solution has been fixed at eight. Two switching frequencies are considered ( f 1 = 500 Hz and f 2 = 5 KHz) to verify the accuracy of the PGD model. The time interval of simulation is fixed at [0;0.04 s] corresponding to two periods of the carrier frequency. To account for the switching of the converter switches, the time step should be at least fifty times lower than the switching frequency. The time steps are equal to 40 μs for f 1 and to 4 μs for f 2. In this application, the number of time steps is much higher than in the previous application. Figs. 19 and 20 show the evolutions of the current obtained from the two switching frequencies. The wave shapes of the current are correct for both switching frequencies. For the case with the switching frequency f 2, we can observe a transient state at the beginning of the simulation due to the high frequency. For the switching frequencies f 1 and f 2, the number of time steps is 1000 and 10 000, respectively, and the computation times are 5 min 30 s and 10 min 40 s, respectively. We can see that even though we have increased the number of time steps by 10, the computation time has been multiplied by only a factor of 2. Moreover, the computation time is of the same order than the one in the previous application which was 4 min 30 s for a smaller number of time steps. It confirms the complexity analysis presented in Section III-C where it is shown that the time calculation does not depend for a given number of modes on the time step (if the time step number is small compared with the number of unknowns of the mesh). The PGD approach shows in that example its powerfulness when it comes to treating problem with very small time steps.
B. Supply by a PWM Voltage
V. INDUSTRIAL APPLICATION
To evaluate the efficiency of the PGD approach on a realistic application, a squirrel cage induction machine is considered (Fig. 21) [20] . The aim is to study the evolution of the global quantities versus the time when the machine is supplied at standstill. The spatial mesh has 93 300 nodes and 93 154 prismatic elements in one layer along the machine axis. Similar to the previous example, two types of supply voltage are considered. The machine is supplied first by sinusoidal voltages and then by a PWM voltage source inverter. Three external circuit equations [see (9) ] corresponding to the three phases are considered. To limit the number of modes, after each enrichment step, the set of the functions S n (t) and the currents are recalculated according to the method presented in [11] . The reference is the solution of the full problem solved with a classical finite-element model using an implicit Euler scheme.
A. Supply by Sinusoidal Voltages
The three phases of the stator are supplied by sinusoidal voltages at a frequency equal to 50 Hz. The time interval of simulation is fixed at [0;100 ms] with a time step of 0.5 ms. The evolution of the relative errors for the magnetic energy and Joule losses in the rotor bars as a function of the number of modes are shown in Fig. 22 . We can show that the magnetic energy converges toward the reference with a lower number of modes than the Joule losses in the rotor bars. With 15 modes, the error is <0.2% for the Joule losses and to 0.001% for the magnetic energy. Fig. 23 shows the evolution of the currents obtained from the full model and from the PGD model with 15 modes. The computation times are 17 and 3 min for the full and PGD models, respectively.
B. Supply by PWM Voltages
The three phases of the stator are supplied by 2-level PWM voltages, and the carrier frequency is equal to 50 Hz. The switching frequency is 1 kHz. The time interval of simulation is fixed at [0;40 ms] with a time step of 50 μs. The evolution of the relative errors for the magnetic energy and Joule losses as a function of the number of modes are shown in Fig. 24 . Due to the complex shape of the PWM voltages, the number of modes is higher than in the case of a sinusoidal supply to obtain a good agreement of the global values with the full model. Similar to the previous case, the magnetic energy converges up to the reference with a lower number of modes than the Joule losses in the rotor bars. With 30 modes, the error is close to 0.4% for the Joule losses and to 0.002% for the magnetic energy. supply, twice more modes are required with the PGD to obtain a solution close to the reference one. Indeed, the current wave shape is less smooth than in the case of a sinusoidal supply. We can notice that the speed up is not so significant as it was in the previous example when decreasing the time step. However, we can see that the PGD on this example enables to reduce the computation time compared with a time-stepping method.
VI. CONCLUSION
The PGD method has been developed with the vector potential formulation used to solve a 3-D magnetoquasi-static field problem coupling with external electric circuits. On the studied examples, the PGD model appears to be more efficient with respect to the computation cost than the reference model especially when the time step is small. In terms of accuracy, the global quantities can be approximated with a low number of modes and the computation time significantly reduced. If we are interested in local values for the field, a good approximation is obtained with a greater number of modes. Nevertheless, with the studied examples, the computation time still remains lower than that obtained from a full model.
