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Abstract
In visual surveillance systems, it is necessary to rec-
ognize the behavior of people handling objects such as a
phone, a cup, or a plastic bag. In this paper, to address
this problem, we propose a new framework for recognizing
object-related human actions by graph convolutional net-
works using human and object poses. In this framework,
we construct skeletal graphs of reliable human poses by se-
lectively sampling the informative frames in a video, which
include human joints with high confidence scores obtained
in pose estimation. The skeletal graphs generated from the
sampled frames represent human poses related to the ob-
ject position in both the spatial and temporal domains, and
these graphs are used as inputs to the graph convolutional
networks. Through experiments over an open benchmark
and our own data sets, we verify the validity of our frame-
work in that our method outperforms the state-of-the-art
method for skeleton-based action recognition.
1. Introduction
Human action recognition has attracted extensive atten-
tion in recent years, due to its many potential applications
in video surveillance, human-robot interaction, and so on.
Recognizing actions, however, is difficult, not only because
of the common challenges of the domain, such as viewpoint
changes and occlusions, but also because of the ambigui-
ties of some actions. Therefore, human action recognition
is still one of the most challenging tasks for computer vi-
sion. To tackle these challenges in human action recog-
nition, many approaches using various modalities like ap-
pearance, optical-flows, depth, and skeleton have been pro-
posed. Among them, pose-based representation using the
skeleton simplifies learning of the actions by extracting the
relevant high-level features. Moreover, the pose-based rep-
resentation suffers relatively little from the intra-class vari-
ances, as the action from actor to actor varies less than in
other representations [40]. The development of low-cost
depth sensors such as Microsoft Kinect and pose estimation
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Figure 1. Action recognition via object-related human poses. The
pose graph is constructed by using spatial human poses (black dots
and lines), spatial object poses (red dots and lines), and tempo-
ral connections (blue lines). In spatial and temporal domains, the
graph is used as the input to GCNs.
algorithms [3, 25, 27, 29] provides an easier way to obtain
skeletal information. It also contributes to the success of
data-driven methods of skeleton-based action recognition.
The applications of skeleton-based action recognition in
real-world scenarios are difficult due to two major prob-
lems. First, conventional studies [18, 23, 28, 39] for
skeleton-based action recognition usually use constrained
datasets, assuming that skeletal data are provided. Visual
information in real-world scenarios, however, is captured
in an unconstrained environment where human skeletons
are not given. Thus, body movement should be interpreted
through pose estimation algorithms to obtain skeletal data.
Pose estimation is a challenging task, however, due to the
rarity of appearance or missing or overlapping body parts.
Given that pose estimation results are not always accurate,
it becomes crucial to develop approaches dealing with in-
accurate poses. Second, most approaches focusing only
on human skeletons ignore contextual information like ob-
jects and scenes. Most meaningful actions in the real world,
though, involve more than one object or person [24]. There-
fore, previous methods cannot fully understand the real-
world actions.
Motivated by the aforementioned problems, we develop
a framework for object-related human action recognition
based on graph convolutional networks (OHA-GCN) as de-
picted in Figure 1. To understand the object-related human
ar
X
iv
:1
90
1.
06
88
2v
1 
 [c
s.C
V]
  2
1 J
an
 20
19
actions, our method builds the graph structure of both hu-
man and object poses. Human poses are extracted using the
pose estimation method [3], and object poses are obtained
by the pose heatmap and background subtraction. Using
the obtained human and object poses, we model: 1) the hu-
man pose graph, where the movement of human body is
considered; 2) the object-related human pose graph, where
the relationship between human and object poses is repre-
sented. Our framework employs the two graphs of human
poses and object-related human poses, generated in both the
spatial and temporal domains.
To make the graphs more structurally complete, we ex-
plore a strategy of selecting informative frames, which dis-
cards ambiguous frames. After dividing the entire video
into segments of equal length, we make a sequence of in-
formative frames by sampling one informative frame from
each segment. Using the confidence scores calculated by
the pose estimation algorithm, we can decide which human
poses have a more complete structure than the others. Then,
the two types of the graphs are constructed from the se-
quence of the informative frames for pose-based represen-
tation. Using the human pose graph and object-related hu-
man pose graph, OHA-GCN runs in the architecture of the
two stream to boost action recognition. The GCNs in each
stream of our framework apply convolution filters to each
graph. The nodes and their neighbors in each graph are ap-
plied to the convolutional filters. In experiments, our frame-
work is validated using an open benchmark and our own
data sets that includes an illegal rubbish dumping (IRD)
dataset, which compiles realistic data in unconstrained en-
vironments.
2. Related works
2.1. Graph convolutional neural networks
Recent advancements in deep neural networks have
led to the development of graph convolutional net-
works (GCNs) to understand the form of graph struc-
tures [2, 6, 7, 19, 22, 26]. GCNs generalize convolutional
neural networks (CNNs) from low-dimensional grids of im-
ages to high-dimensional domains represented by arbitrar-
ily structured graphs. These tasks are categorized into two
main categories: spectral perspective and spatial perspec-
tive methods. Spectral perspective methods convert graph
data into a spectrum and apply CNNs to the spectral do-
main [6, 7, 22]. Different from the spectral perspective
methods, spatial perspective methods directly use graph
convolutions to define parameterized filters [2, 26]. The
convolution operation in the spatial perspective resembles
the convolution operation on images. We propose a model
using GCNs for action recognition following the concepts
of the spatial perspective.
2.2. Action recognition
Video-based action recognition is a challenging task be-
cause the concepts of the actions are highly abstract and
consider both spatial and temporal dimensions. Conven-
tional deep-learning-based approaches for action recogni-
tion rely mainly on 3D CNNs and two-stream CNNs. The
methods based on the 3D CNNs propose a model that
directly applies 3D convolution filters to RGB video se-
quences [4, 14, 33]. 3D CNNs, however, have problems
in training due to the explosion of parameters, and their
performance is only marginally improved compared to the
traditional method [35]. Methods based on the two-stream
architecture of CNNs are proposed to solve these prob-
lems [8, 30, 36]. In these methods, two CNNs are applied
to process appearance and motion (optical flows) indepen-
dently. These methods outperform traditional methods us-
ing hand-crafted features [5, 20, 35]. But, the heavy com-
putation requirements for optical flows become a main lim-
itation of the methods. Our approach is based only on pose
information that can be extracted from RGB images. The
pose-based representation can reduce computation time and
simplify training for the recognition.
2.3. Skeleton-based action recognition
Some methods for action recognition are based on skele-
tal data because human poses are highly relevant to human
action. The methods can be categorized mainly into those
based on hand-crafted features and those based on deep-
learning features. The former methods design several fea-
tures for understanding human joint motions [9, 34, 37].
For example, the human skeleton is represented as a point
in the Lie group [34], encompassing rotations and transla-
tions between body parts. With the recent success of deep
learning, many methods for skeleton-based action recog-
nition have been proposed. Deep-learning-based methods
usually use well-established neural models like recurrent
neural networks (RNNs) [23, 28, 44] or CNNs [16, 18].
RNNs use their internal memory to process sequences of
input data, making them applicable to skeleton-based ac-
tion recognition. Zhang et al. [44] select geometric fea-
tures based on distances between human joints and use an
RNN-based model. CNN-based methods propose applying
the CNN directly by considering the skeleton sequence as
an image array. Qiuhong et al. [16] transform the skeleton
sequence into three clips and learn the spatio-temporal fea-
ture based on deep CNNs. Still, generalizing the CNNs and
RNNs to work on graph structures is challenging because
they cannot fully understand the graphs. Since human poses
are represented by a graph structure physically, the methods
based on the CNNs and RNNs are limited in their ability
to use the poses. Recently, the GCN-based methods have
been suggested to understand the human poses without loss
of graph information [32, 39]. Yan et al. [39] propose a
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Figure 2. The overall scheme of the proposed framework that includes pipeline modules of tracking and detection for extracting informative
human and object poses, pose estimation, graph construction of human and object-related human poses, and GCNs for recognition of
object-related human actions.
ST-GCN that applies the GCNs for skeleton-based action
recognition. This method can capture the motion informa-
tion in dynamic skeleton sequences by constructing spatio-
temporal graphs. However, ST-GCN does not consider how
to cope with inaccurate poses and cannot understand con-
textual information. By contrast, our method can build the
pose graphs with the contextual information using the reli-
able poses through the informative joint selection.
3. Object-related human action recognition
3.1. Overall scheme
The overall scheme of the proposed framework is de-
picted in Figure 2. Pose estimation and detection algorithm
are applied to patches extracted from RGB video through
a tracking algorithm. Then, we make a sequence of in-
formative frames by selecting frames containing relatively
accurate poses in the patches. Using a spatial-temporal
graph of human poses and object-related human poses from
the informative frames, the GCNs perform action recog-
nition in the architecture of the two stream. We revisit
the ST-GCN [39] in Section 3.2. We then present how
our method detects the objects handled by humans in Sec-
tion 3.3 and give detailed descriptions of the object-related
human action recognition (OHA-GCN) framework. Sec-
tion 3.4 and Section 3.5 explain how to construct graphs
of object-related human poses and apply the graphs on the
GCNs, respectively. Finally, we present the strategy of se-
lecting informative frames in Section 3.6.
3.2. ST-GCN [39]
ST-GCN uses a spatial temporal graph to form hierarchi-
cal representation of the human skeleton. The spatial tem-
poral graph consists of nodes and edges where each node
corresponds to a joint of the human body, and each edge
corresponds to the spatio-temporal connection of the node.
In one single frame, they formulate a spatial graph which
is represented by human body joints, and the spatial edge
of the graph becomes natural connection between human
body joints. Then, temporal edges are made by connecting
the corresponding joints in consecutive frames.
The skeletal graph with N joints in one single frame and
T frames of a video is represented by G = (V,E), where
V = {vti|t = 1, ..., T, i = 1, ..., N} is the node set. In
terms of spatial domain, the graph convolution is written as
fout(vti) =
∑
vtj∈B(vti)
1
Zti(vtj)
fin(vtj) ·w(lti(vtj)), (1)
where fin and fout are the input and output feature map,
respectively. B(vti) is the neighbor set of a node vti, where
the 1-distance neighbors of the target node vti are consid-
ered. w is the weight function which provides a weight
vector to compute inner product with the input feature map.
Because the number of the weight vectors is fixed, strate-
gies to partition B(vti) into a fixed number of subsets have
to be designed. lti is a function mapping each node in
neighborhood of vti to its subset label. To prevent the dif-
ferent subsets from unbalancing the output, the cardinality
of the subset Zti(vtj) is used as the normalizing term. In
ST-GCN, many partitioning strategies are introduced, such
as uni-labeling, distance partitioning, and spatial configura-
tion. Among them, spatial configuration has achieved best
performance, as it consider the gravity center of the human
body. This strategy divide the neighboring nodes of target
node into three subsets: 1) the target node itself; 2) cen-
tripetal subset: the nodes that are closer to the gravity cen-
ter; 3) otherwise centrifugal subset.
The implementation of the graph convolution [19] is
adopted for ST-GCN. A is the N × N adjacency matrix
where a graph structure is represented as matrix form by
indicating connections between nodes. To implement ST-
GCN with the spatial configuration partitioning, the Eq.( 1)
is transformed into
fout =
∑
j
Λ
− 12
j AjΛ
− 12
j finWj , (2)
where the input feature map fin is represented as a tensor
(N,T,C) dimensions, C being the number of input chan-
nels. Then, the adjacency matrix is divided into three ma-
trices: 1) A0, the self-connection of each node; 2) A1, the
connections of the centripetal subset; 3) A2, the connec-
tions of the centrifugal subset. Wj denotes the weight ma-
trix, where weight vectors of multiple output channels are
stacked. Λj whose element can be formulated as Λiij =∑
k(A
ik
j ) + α is the diagonal node degree matrix of Aj . α
is set to 0.001 to avoid empty rows in Aj .
3.3. Detection of objects handled by humans
ST-GCN can capture dynamics of human poses by learn-
ing both the spatial and temporal patterns of skeletal data.
ST-GCN has limitations, however, in understanding object-
related human actions because it focuses on only the hu-
man poses. For example, the object-related actions, such as
dumping, phoning, texting, and smoking require a specific
object that acts as a main cue for recognition. Inspired by
the issue, we create a new graph structure to form a hierar-
chical representation of the human and object poses. Before
constructing the graphs, it is essential to detect the objects a
human is handling.
An easy approach is to find objects that overlap with hu-
mans through the object detector, but this approach has sev-
eral problems. First, objects in the background that are not
related to humans, such as parked cars, are regarded as re-
lated objects. To solve this problem, we define a class of ob-
jects handled by humans and develop a new detector, but the
shapes of the objects handled by humans vary widely. The
objects handled by humans have a variety of shapes and are
small compared to humans. Hence, conventional detectors
cannot easily detect the objects handled by humans. Several
methods have been presented to use detection networks to
detect humans, objects, and their interaction [12, 10]. Still,
a pair consisting of a human and an object is required to
train the model on each action, and the training operates
independently for each frame, not for the whole video.
In this paper, we use a simple and efficient method to find
an object handled by a human through the temporal prop-
erty of a video. Since CCTV cameras are generally fixed
and limited to the motions of Pan-Tilt-Zoom, it is possible
to find a moving area effectively through background mod-
eling and camera motion compensation [17, 41, 43]. This
moving area includes the areas of both the human and the
object carried by the humans. Then, object area can then
be detected by subtracting the human area from the mov-
ing area regardless of the shape of the object. Fortunately, a
human area can be obtained by using Openpose, a 2D pose
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Figure 3. The procedure for detecting the object handled by a hu-
man. A moving area is obtained by background subtraction with
camera motion compensation and the human area is found by es-
timated joint and heatmap. Then, the object area is detected by
subtracting the human area from the moving area.
estimation algorithm providing the location of each joint.
The algorithm provides not only the location but also the
confidence scores of the joints and affinities between joints
as a heatmap, which can then be used as a human area.
Figure 3 shows the procedure for detecting an object han-
dled by a human. In order to detect the moving region,
we use the ViBE algorithm [1] which efficiently builds the
background model by storing a set of pixel values from the
past. Then, through the Openpose algorithm, we get each
coordinate of the joint and the joint heatmaps. We aggre-
gate the heatmap for all joints and all joint association into
a human region map, which is subtracted from the moving
area. The regions around each human hand are selected. Fi-
nally, we can construct a graph structure by connecting the
center position of this region with the joints of the closest
person.
3.4. Graph for object-related human poses
We use our detection algorithm and Openpose to obtain
the coordinates of the human joints and objects for creating
a graph structure of the human and object poses. For hu-
man skeletal data, the pose estimation algorithm produces
25 joints in a single frame. We then formulate a human pose
graph using all the human joints in a video sequence. In ad-
dition, the object position obtained in Section 3.3 is added
to the human pose graph for modeling our object-related
human pose graph. As a result, the object-related human
pose graph consists of 26 nodes that represent human and
object poses. We can model a spatial graph of the physical
connection between joints in the human body and position
of the object in a frame. The corresponding nodes in con-
secutive frames are then connected to formulate a temporal
graph.
To avoid confusion, we use notation similar to that used
in the ST-GCN. In our skeletal graph G = (V,E) for
object-related human poses, the node set is denoted as
V = {vti|t = 1, ..., T, i = 1, ..., N} with N joints in one
single frame. T is the number of informative frames sam-
pled from the video. The details of the informative frames
are explained in Section 3.6. The edge set is E = ES ∪ET ,
which depicts two subsets for spatial and temporal connec-
tion. The subset for spatial connection is
ES = {etij |vti, vtj are connected, (i, j) ∈ O}, (3)
where O is the set of the connections for natural human
body and the connections between an object and the human
body joints. The subset for temporal connection
ET = {eti|vti, v(t+1)i are connected} (4)
connects the same nodes which is temporally consecutive.
An example of our spatial-temporal skeleton graph is shown
in Figure 4.
We consider how to connect the object with the human
body. Many strategies of the connection are explored empir-
ically, but we discuss three strategies which are representa-
tive of many cases in our view. First, we use the relationship
between the whole joint and the object. This method, how-
ever, makes the graph-based network inefficient because the
graph includes redundant information. Thus, we build a
graph structure that is denoted as limbs, focusing on the spe-
cific body parts used for interactions. We also introduce a
strategy using only human hands, where most object-related
human actions occur. The three strategies are denoted as
follows: 1) Body: connections between all the human joints
and the object; 2) Limbs: connections between the human
joints belonging to arms or legs and the object; 3) Hands:
connections between the human joints of both hands and
the object. Detailed experiments with each strategy are de-
scribed in Section 4.2.1.
3.5. Two streamGCNswith human and object poses
Using only the human pose graph is limited to express
only human body motion, ignoring human-object interac-
tions. Based on the graph structure of both human and
object-related human poses, we propose a framework of
two-stream GCNs called OHA-GCN for object-related hu-
man action recognition. The OHA-GCN can boost the
recognition for object-related actions, as the human poses
and object-related human poses are jointly used. Human-
related objects do not, however, appear in every scene. In
this regard, the two-stream GCN is designed to use the
object-related human pose stream only if human-related ob-
jects are found. In the absence of the objects, OHA-GCN
uses only the human pose stream. If the object is prop-
erly detected, OHA-GCN recognizes actions through both
t
t+1
Object
Figure 4. For the construction of our skeletal graph, all of the dots
are used as nodes and all of the lines as edges. In each frame, nodes
and edges based on the natural human body are denoted as green.
Left: The graph structure of human poses in terms of both the
spatial and temporal domains. Blue lines represent the temporal
connections of corresponding nodes in consecutive frames. Right:
The example of the graph structure for object-related human poses
in each frame. A red dot denotes the position of a human-related
object. Red lines are the connections between all human body
joints and the object.
the human pose stream and the object-related human pose
stream.
The GCN in each stream takes the graph constructed in
Section 3.4 as input and produces a video-level prediction
for action recognition. The model of GCN is composed of
9 GCN layers. Each layer has 64, 64, 64, 128, 128, 128,
256, 256, and 256 channels, respectively. The global av-
erage pooling layer then follows and produces the feature
vector. The final outputs are produced by Softmax for ac-
tion prediction. Categorical cross-entropy loss is adopted
for training of the GCN. We adopt evenly averaging Soft-
max scores for final predictions through empirical evalua-
tion of different aggregation methods such as averaging and
maximum.
3.6. Informative frame selection strategy
The conventional skeleton-based action recognition
methods assume that accurate human skeletons are provided
by datasets. Real-world scenarios, however, do not provide
skeletal data, and the estimated skeletal data might be in-
accurate due to an unusual appearance or missing or over-
lapping body parts. Likewise, since our methods are based
only on RGB sequences, the pose estimation results may
be inaccurate. This issue motivates us to introduce a new
sampling strategy that selects informative frames. Our in-
formative frame selection strategy extracts a short sequence
of sampled frames from a video sequence. The sampled
frames preserve the joints enough to understand human
poses with high confidence score from the Openpose al-
gorithm. Based on confidence scores, we selectively dis-
card frames containing ambiguous human poses. Then our
method can select only those sequences with reliable human
pose information.
Initially, the entire video is divided into T segments
{S1, S2, ..., ST } at equal interval. We construct sequences
of T frames by sampling one frame from each segment.
Since consecutive frames have little variation and provide
redundant pose information, the sampled sequences can re-
duce the redundancy. Each segment has M frames, so t-th
segment St has frames {F 1t , F 2t , ..., FMt }, where Fmt is m-
th frame in the t-th segment.After applying the pose estima-
tion algorithm to each frame Fmt , we can obtain the confi-
dence score cmti of each human joint h
m
ti , where i = 1, ..., N
and N is the number of joints. Then, we select the frame
with the highest sum of confidence scores in the estimated
joints within a segment because the higher the sum is, the
more accurately the human joints are detected. Finally, the
sequence of the sampled frames is used directly to construct
the human pose graph on both the spatial and temporal do-
mains. The node set of our skeletal graph can be written
as
V = {vti|vti = hm∗ti , m∗ = arg max
m
N∑
i
cmti }. (5)
To demonstrate that our frame selection algorithm performs
better than the existing sampling strategy, we conduct an
ablation study in Section 4.2.1. As a result, OHA-GCN has
a relatively complete form of graph that includes reliable
joints.
4. Experiments
4.1. Datasets
The existing datasets [13, 28, 38] are not suitable for use
in evaluating our framework to recognize the object-related
actions in real-world scenes for two reasons. First, the exist-
ing datasets for skeleton-based action recognition were cap-
tured in constrained environments. These datasets acquired
from sensors are limited to indoor environments. Therefore,
the constrained datasets are insufficient for modeling realis-
tic scenes because these datasets cover only a few variations
in dynamic environments. Second, these datasets usually
include one actor in each image, which is not reflective of
the scenes from real-world surveillance. In our evaluation,
instead of using the existing datasets, we use two realis-
tic datasets captured in unconstrained real-world environ-
ments, which contain only raw video clips without skeleton
data. The two datasets are described below.
IRD dataset: As for our own dataset, we have con-
structed an illegal rubbish dumping (IRD) dataset that con-
tains videos from CCTV cameras. The dataset is used for
the purpose of the general surveillance, especially moni-
toring illegal dumping. The original videos are about 10
minutes long, and the resolution of the original video is
1280×720 pixels (HD). We made, however, several video
clips for annotations from the original videos by extract-
ing the region of the event. Each video clip, averaging 690
frames in length, is divided into two classes: 1) a garbage
dumping action and 2) a normal event. Humans tagged
the ground truth, such as the person, the object the person
carries, the start time of the action of dumping trash, and
the end time. Unlike other existing datasets for skeleton-
based action recognition, this dataset is not limited to indoor
environments and captured in unconstrained environments.
There is a wide variation of conditions in dynamic environ-
ments, including viewpoint changes, illumination variance,
and occlusions. Most of all, this dataset is suitable for eval-
uating our method for recognizing object-related human ac-
tions. We made a total of 1374 video clips and use 1193 of
them for training and 181 for validation.
ICVL-4 dataset: The ICVL dataset [15] includes dy-
namic sub-actions of multiple people at multiple locations
in the surveillance scenes. The actions are divided into 13
categories. The dataset contains 497 original videos, and
one actor who is one of the people appearing in the video
is marked by three sub-actions. For example, one person
in the surveillance scene is standing, walking, and smok-
ing. The original video is divided into several video clips
containing a single actor. We use only these specific classes
related to object-related actions, such as phoning, smoking,
texting, and dumping, which will be called ICVL-4 in this
paper. The reason we choose the specific classes is that we
have to verify the effectiveness of our method in recogniz-
ing object-related human actions. The evaluation using the
entire class is meaningless, as the proposed strategies are
the only major differences between previous skeleton-based
approach and OHA-GCN. Therefore, we only conduct ex-
periments with only the data from 4 classes, focusing on the
object-related actions. A training set of 805 video clips and
a validation set of 86 video clips are used for our experi-
ments.
Both the IRD and ICVL-4 datasets provide only RGB
video clips and action labels. As our approach for action
recognition is based on the skeleton, we use the pose estima-
tion algorithm [3] and our detection algorithm. Through the
algorithms, 25 human joints are extracted, and the position
of an object is obtained. There is a total of 26 nodes includ-
ing both human joints and an object. We make each video
clip as a (3, T, 26) tensor, where the first dimension of the
tensor represents 3 channels for the 2D coordinates (x, y)
and confidence scores. If more than two people exist in one
video clip, we select the person with the highest sum of
confidence scores as the actor for the recognition. T is the
length of the frames, and 26 is the number of nodes here.
Table 1. Ablation study of the proposed framework over the IRD and ICVL-4 datasets. The baseline of our approach is ST-GCN [39] which
is the state of the art for the skeleton-based action recognition using GCN.
Method IRD (%) ICVL-4 (%)
ST-GCN [39] (HP stream + uniform samples) 74.03 80.23
OHA-GCN (OHP-body stream + informative samples) 71.27 72.09
OHA-GCN (OHP-limbs stream + informative samples) 73.48 76.74
OHA-GCN (OHP-hands stream + uniform samples) 74.59 79.06
OHA-GCN (OHP-hands stream + informative samples) 76.24 81.40
OHA-GCN (HP stream + informative samples) 79.56 88.37
OHA-GCN (Two stream; HP + OHP-hands + informative samples) 80.11 91.86
HP: Human Pose, OHP: Object-related Human Pose
We use the top-1 accuracy, which is a conventional evalua-
tion method for both datasets.
4.2. Experimental result
4.2.1 Ablation study
In the ablation study, we first investigate the role of
the proposed strategy of selecting informative frames for
skeleton-based action recognition. Second, we examine the
strategy for how to connect the object to the human body in
OHA-GCN in formulating object-related pose graphs. Fi-
nally, we verify the effectiveness of the object-related hu-
man pose in recognizing object-related actions. We will
show improvement using the proposed components in our
framework compared with the state-of-the-art method, ST-
GCN [39], for skeleton-based action recognition.
Frame selection strategies. We compare the strategies
of selecting frames on the IRD and ICVL-4 datasets: the
proposed informative frame sampling and the existing uni-
form sampling. Informative samples are selected from the
informative frame selection strategy, and uniform samples
are obtained from the uniform sampling strategy used in
ST-GCN [39]. The uniform sampling selects T frames at
the same interval from a video. The comparisons between
uniform and informative samples are performed using the
human pose (HP) stream and the object-related human pose
with hands connection (OHP-hands) stream. Our results, as
observed in Table 1, show that the informative frame selec-
tion is a better strategy than uniform sampling. In particu-
lar, the informative frame selection in HP stream achieves a
5.5% (on IRD) and a 8% (on ICVL-4) improvement com-
pared to ST-GCN using uniform samples. We argue that the
improved performance comes from building more meaning-
ful graphs by ignoring redundant information and focusing
on accurate poses. Our methods use the informative frame
selection strategy for the following experiments.
Graph construction strategies. Approaches to con-
necting the object to the human body are explored empir-
ically. ‘OHP-body’ indicates connections between all the
human joints and the object; ‘OHP-limbs’ indicates connec-
tions between the human joints belonging to arms or legs
and the object; ‘OHP-hands’ denotes connections between
the human joints of both hands and the object. ‘OHP-body’
shows lower performance than ST-GCN because the graph
structure becomes complex and introduces redundant infor-
mation. It means that the more abstracted form the object-
related pose graph takes, the better its performance. As
shown in Table 1, ‘OHP-hands’ shows the best performance
among all the strategies. We believe this result is reasonably
good because object-related human actions usually occur in
human hands. Consequently, we use the connections be-
tween human hands and an object in other experiments.
HP stream and OHP stream. We also compare the hu-
man pose stream with the object-related human pose stream
in the Table 1. The method using the object-related poses
with the uniform sampling strategy (OHP-hands stream +
uniform samples) does not improve performance compared
to the human poses (HP stream) with the same strategy (ST-
GCN; HP stream + uniform samples). While, The usage
of object-related poses with the informative frame selec-
tion (OHP-hands stream + informative samples) achieves
a 2.2% (on IRD) and a 1.2% (on ICVL-4) improvements
compared to ST-GCN. The improvement is minimal, how-
ever, in the case of ‘HP stream + informative samples’.
This difference in the performances is the result of the fact
that the frame selection strategy is more informative to the
human pose graph than the object-related one. By combin-
ing the HP and OHP streams, the two-stream OHA-GCN
achieves the best performance of a 80.11% and a 91.86%
on the IRD and ICVL-4 datasets, respectively, which is a
significant improvement over the state-of-the-art, ST-GCN
for skeleton-based action recognition.
4.2.2 Comparison with CNN methods using images
Our method is compared with other CNN-based meth-
ods, evaluated on the ICVL-4 datasets. Baseline CNNs are
models of RGB modality, using only RGB images as input
for the network. In fact, this is not a fair comparison be-
cause our approach is based on pose modality while CNN
methods are based on RGB modality. Still, we want to show
Table 2. Accuracy and speed comparisons with the CNN-based
methods using RGB image inputs on the ICVL-4 dataset.
Method Acc.(%) Speed (ms)
CNN (LeNet [21]) 87.21 3.66
CNN (VGG16 [31]) 95.35 24.56
CNN (ResNet50 [11]) 96.51 17.26
ST-GCN [39] 80.23 0.1321
OHA-GCN (HP stream) 88.37 0.1306
OHA-GCN (OHP stream) 81.40 0.1319
OHA-GCN (Two Stream) 91.86 0.2447
HP: Human Pose, OHP: Object-related Human Pose
that even without the appearance information that is high di-
mensionality, our method can achieve a comparable perfor-
mance. We establish baseline models whose architectures
are LeNet [21], VGG16 [31], and ResNet50 [11], respec-
tively. As shown in Table 2, the accuracy of our method is
lower than some of CNN-based methods, as expected. This
result is explained by the difference in the modalities. RGB
modality has more information for actions while pose-based
representation is a compressed representation of the human
body. Still, we argue that our pose-based approach achieves
not only fairly high performance but also faster speed than
RGB-based models. To examine this argument, we per-
form speed comparisons with the RGB-based methods. The
test is performed on GTX TITAN X GPU, and other de-
tails of our implemented environments are described in Sec-
tion 4.3. Using the ICVL-4 datasets, we measure the aver-
age runtime that the networks take to process one frame.
Our method can operate at around 3571 frames per sec-
ond (FPS), much faster speed than the CNN-based meth-
ods. The LeNet works relatively quickly with light compu-
tation, but its accuracy is inferior to that of our method. The
ResNet achieves better results than our methods, but can-
not operate quickly due to heavy computation. Given these
speed/accuracy trade-offs, our method has more advantages
than other methods because it achieves the comparable re-
sults at high speed even without the RGB modality.
4.3. Applications
Not only do our methods show promising results, but
they also open up the possibility of many applications,
building a real-world surveillance system. As a number
of people appear throughout the original video in both
datasets, there are many actors and actions to be recog-
nized. To prevent multiple people from obstructing an ac-
tion of one actor in a video, we apply a tracking algorithm
to extract the regions where a single person exists. For the
tracking, we adopt the online tracking-by-detection method
based on the Hungarian matching algorithm [42] using pose
information. If more than two people overlap in one patch
obtained from tracking, we use the person whose joints have
the highest sum of confidence scores as an actor for action
recognition.
To examine the real-time performance of our proposed
method in the surveillance systems, we analyze the run-
time of the overall pipeline. Our method has been imple-
mented with Pytorch deep learning framework, and the run-
time is measured on GTX TITAN X GPU and Intel Core
i7-6700K 4.0Ghz. For applications in real-world surveil-
lance, we also use tracking algorithms whose runtime is
12.87 ms using only CPU. In our evaluation on the IRD
dataset, foreground detection [3] and object detection oper-
ate at up to 45.78 ms and 14.93 ms using only CPU, respec-
tively. The frame size in the original videos is 1920×1080,
but we resize it to 656×368 which is the size recommended
by OpenPose [3]. The pose estimation algorithm takes
74.62 ms using one GPU, 38.02 ms using two GPUs, and
20.92 ms using three GPUs. The overall pipeline, includ-
ing the runtime of OHA-GCN, takes around 94.78 ms (10.6
FPS) on average, which can be applied to real-time moni-
toring. The experimental results and runtime analysis imply
that our approach can be successfully implemented in real-
world scenarios, achieving real-time performance.
5. Conclusion
Our main contributions are summarized as follows. First,
we propose a new framework, object-related human action
recognition (OHA-GCN), which uses the graphs of human
poses and the object-related human poses to understand
object-related human actions. Second, to overcome the dif-
ficulties of skeleton-based action recognition in real-world
scenarios, we explore good strategies, including informa-
tive frame selection and construction of the object-related
human poses. Third, we introduce a new dataset of ille-
gal rubbish dumping (IRD), which compiles realistic data
in unconstrained environments. Fourth, our framework can
run in real time while achieving significantly better perfor-
mance than the state-of-the-art algorithm for skeleton-based
action recognition. It is noted that the proposed strategies
offer meaningful insights into how to incorporate contex-
tual information into human-object interaction recognition
in the future.
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