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Abstract:With the growing popularity of ad-hoc sensor networks, spatially distributed MIMO sys-
tems have drawn a lot of attention. This work considers a spatially distributed MIMO system with
randomly distributed transmit and receive antennas over spatial regions. We use the modal decom-
position of wave propagation to analyse the performance limits of such system, since the sampling
of the spatial regions populated with antennas is a form of mode excitation. Specifically, we de-
compose signals into orthogonal spatial modes and apply concepts of MIMO communications to
quantify the instantaneous capacity and the outage probability. Our analysis shows that analogous
to conventional point-to-point MIMO system, the instantaneous capacity of spatially distributed
MIMO system over Rayleigh fading channel is equivalent to a Gaussian random variable. After-
wards, we derive an accurate closed-form expression for the outage probability of proposed system
utilizing the definition of instantaneous capacity. Besides, in rich scattering environment, the spa-
tially distributed MIMO system provides best performance when the spatial regions are of same
size, and each region is equipped with equal number of antennas. Furthermore, to facilitate the
total transmit power allocation among the channels, we propose an algorithm which indicates a
significant performance improvement over conventional equal transmit power allocation scheme,
even at low SNR.
1. Introduction
Recently, there has been a great deal of interest in spatially distributed multiple-input multiple-
output (MIMO) systems where transmit and receive antennas are distributed randomly in spatial
regions [1–4]. Such systems can deliver all the attractive benefits of conventional MIMO in the
point-to-point wireless channel, but at a much larger scale. More precisely, spatially distributed
MIMO systems can provide large performance gains, since realistic capacity limits are best ex-
plained by considering the antennas over finite spatial diversity [5–10]. In a distributed setting,
antennas are typically much farther apart from each other as compared to conventional MIMO.
Thus, one of the key assumptions exploited by spatially distributed MIMO is that the channels be-
tween different pairs of antennas are independent. In consequence, analogous to the point-to-point
case, it seems appropriate to achieve capacity gains linear to the number of antennas contained in
transmit and receive regions. As a result, several works [11–15] studied the instantaneous capacity
and the outage probability of spatially distributed MIMO systems subject to antenna elements.
However, antenna elements are not the limiting factor in the performance analysis of multi-
antenna systems. They are simply one choice of implementation of a general spatial processing
underlying all wireless communication systems. It was demonstrated in [16] that the sampling
of the spatial regions populated with antennas is a form of mode excitation with each mode of
1
the transmit region coupling to a mode of the receive region via the scattering environment. This
work1 aims to analyse the instantaneous capacity and the outage probability of spatially distributed
MIMO systems from a mode-to-mode communication perspective.
This work considers a spatially distributed MIMO system between arbitrary shaped spatial re-
gions with each region containing antennas distributed at random regardless of the number of an-
tennas or array geometry. We develop a novel framework to represent communication between the
regions in terms of orthonormal basis functions encoded in wave modes. This modal representa-
tion describes the outgoing/ incoming signals in the transmit/ receive regions in terms of transmit/
receive modes in non-line of sight, rich scattering environments. This mathematical framework is
similarly used in [16] and [18–20], respectively, to evaluate the intrinsic capacity of continuous
space channels and the best-connected communication channels between arbitrary shaped regions.
In this work, we use the formalism of [16, 18–20] as the foundation to analyse the instantaneous
capacity and the outage probability of spatially distributed MIMO systems for narrowband signal
transmissions subject to Rayleigh fading.
Some specific contributions made in this work are:
1. It is well established in literature that the mutual information (MI), also known as instanta-
neous capacity, of conventional MIMO system over Rayleigh fading channel is known to be
equivalent to a Gaussian random variable [21–24]. As far as distributed MIMO system is
concerned, its instantaneous capacity has a similar formulation as the instantaneous capac-
ity of conventional MIMO system over the Rayleigh fading channel [25]. In this paper, we
first show that the instantaneous capacity of proposed distributed MIMO system for mode-
to-mode communication is also equivalent to a Gaussian random variable. Based on this
definition of instantaneous capacity, we then derive an accurate closed-form expression for
the outage probability of the proposed distributed MIMO system.
2. Analogous to conventional MIMO systems, the distributed MIMO systems provide best per-
formance with each spatial region containing equal number of randomly distributed antennas,
populating regions with different number of antennas simply adds redundancy to the system.
However, since the number of effective antennas is dependent on size of the region, to obtain
the best performance, we need to consider equal sized regions.
3. To facilitate the total transmit power allocation among the effective independent channels, we
look at a descending transmit power allocation algorithm. Our proposed algorithm depends
on how the total transmit power is distributed in a descending order among the channels. The
simulation results indicate that for a uniform descending order power allocation among the
independent channels, the proposed power allocation algorithm outperforms the conventional
equal power allocation scheme at both low and high average SNR. On the contrary, allocating
most of the transmit power to the most favorable channel, the proposed algorithm provides
better performance compared to the conventional scheme at low average SNR. In addition,
a desired spectral efficiency is attainable (at both low and high average SNR) with a higher
probability by employing the proposed algorithm than applying the equal power allocation
scheme. This outcome is feasible irrespective of how the total transmit power is allocated
in a descending order among the independent channels. However, for a desired spectral ef-
ficiency, allocating most of the transmit power to the most favorable channel provides large
performance gains compared to uniform descending order power allocation among channels.
1A preliminary version of this work has been accepted at ICSPCS 2016 [17]. However, this journal version has significant contribution to the
conception, framework and interpretation of the reported study.
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2. Communication Between Spatial Regions
We consider a spatially distributed MIMO transmission between arbitrary shaped spatial regions
where each region is populated with randomly distributed antennas. The system schematic is
shown in Fig. 1.
Transmit Region Receive Region
Fig. 1. Spatially distributed MIMO system schematic.
Assume that the transmit region, denoted by ΩT , is excited by some means that radiates sig-
nals into the surrounding complex scattering environment and after propagation via the complex
scattering environment the transmitted signals arrive at the receive region, denoted by ΩR. Denote
Φ(φˆ) as the source signal radiating in direction φˆ from the surface of the transmit region ΩT .
Let Ψ(ψˆ) denote the signal received from direction ψˆ to the receive region ΩR, generated by the
transmitted signals, given by
Ψ(ψˆ) = ∫
ΩT
g(φˆ, ψˆ)Φ(φˆ)ds(φˆ) (1)
where ds(φˆ) is a surface element of transmit region ΩT with unit normal φˆ and g(φˆ, ψˆ) is the
effective complex random scattering gain function of the scattering environment for signals radiat-
ing from the transmit region in direction φˆ and arriving at the receive region along ψˆ. The spatial
channel model for communication between the spatial regions in shown in Fig. 2 where all scatters
are considered external to regions ΩT and ΩR.
Note that the scattering gain function g(φˆ, ψˆ) describes the channel, given that the received
signal is generated at ψˆ ∈ ΩR due to the input function Φ(φˆ), φˆ ∈ ΩT . Furthermore, in the absence
of scatterer the scattering gain function is given by [26]
g(φˆ, ψˆ) = e−ik∥φˆ−ψˆ∥
4pi∥φˆ − ψˆ∥ (2)
which is the fundamental solution to the Helmholtz equation for a point source at φˆ [27, p. 198].
Here, k is the scalar wavenumber and i = √−1. However, scattering environments result into much
more complicated expression for the channel g(φˆ, ψˆ) than (2).
2.1. Basis Function Representation of Signals
To describe the arbitrary outgoing source function Φ(φˆ) in the transmit region ΩT , we choose a
complete orthonormal basis set of functions that is defined within ΩT , donated as {φ1(φˆ), φ2(φˆ), ...}
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Fig. 2. Spatial channel model with g(φˆ, ψˆ) representing the effective complex random scatter-
ing gain function of the scattering environment for signals radiating from the transmit region in
direction φˆ and arriving at the receive region along ψˆ.
with the basis set satisfying the orthonormality relation
∫
ΩT
φn(φˆ)φ∗n′(φˆ)ds(φˆ) = δ(n − n′). (3)
The source function Φ(φˆ) can, therefore, be represented by the basis set as follows
Φ(φˆ) =∑
n
snφn(φˆ) (4)
where sn are the series coefficients given by the projection of φn on Φ;
sn = ⟨Φ(φˆ), φn(φˆ)⟩ΩT . (5)
Similarly, to describe the arbitrary incoming receive function Ψ(ψˆ) in the receive region ΩR,
we choose a complete orthonormal basis set of functions that is defined within ΩR, namely,{ψ1(ψˆ), ψ2(ψˆ), ...} with the basis set satisfying the orthonormality relation
∫
ΩR
ψm(ψˆ)ψ∗m′(ψˆ)ds(ψˆ) = δ(m −m′). (6)
Henceforth, the receive function Ψ(ψˆ) can be represented by the basis set as follows
Ψ(ψˆ) =∑
m
ymψm(ψˆ) (7)
where ym are the series coefficients given by the projection of ψm on Ψ;
ym = ⟨Ψ(ψˆ), ψm(ψˆ)⟩ΩR . (8)
It should be noted that in the context of conventional MIMO systems, works of [28–31] sug-
gested similar mathematical structures. To determine the capacity of any spectrally shaped MIMO
channel, these works applied vector-coding schemes by decomposing the channel into infinite set
of parallel channels using a complete orthonormal basis set of continuous time, frequency and/or
space functions.
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Now, observe that the coefficient sn (5) corresponds to the transmitted signal encoded in the
nth mode of the expression (4). Similarly, ym (8) corresponds to the received signal encoded in
the mth mode of the expression (7). To compute the information content of the continuous spatial
channel, we need to develop the relationship between the transmit and receive modes. Consider
that the received signal from the direction ψˆ due to the transmitted signal sn encoded in the nth
transmit mode is given by
Ψn(ψˆ) = sn∫
ΩT
g(φˆ, ψˆ)φn(φˆ)ds(φˆ). (9)
The total received signal can, thus, be evaluated by taking the sum over all the transmit modes as
follows
Ψ(ψˆ) =∑
n
Ψn(ψˆ). (10)
Observe that from (8), (9) and (10), the relationship between the mth mode received signal ym
due to the transmitted signals encoded in the n modes is given by
ym = ∑
n
⟨Ψn(ψˆ), ψm(ψˆ)⟩ΩR= ∑
n
βnmsn (11)
where
βnm = ⟨⟨g(φˆ, ψˆ), φ∗n(φˆ)⟩ΩT , ψm(ψˆ)⟩ΩR= ∫
ΩR
∫
ΩT
g(φˆ, ψˆ)φn(φˆ)ψ∗m(ψˆ)ds(φˆ)ds(ψˆ). (12)
The variables βnm can be thought of as the coupling coefficients between the nth transmit mode in
region ΩT and the mth receive mode in region ΩR.
Note that (11) via the representations (4) and (7) is an exactly equivalent to (1). Instead of
expressing the value of the signal at a given point in ΩR directly, we have given the coefficients ym
for the basis functions ψm(ψˆ). It can be conceptually useful to think of (11) in matrix terms, in
which case we can rewrite it as⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
y1
y2
y3⋅⋅⋅
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
β11 β
2
1 ⋅ ⋅ ⋅
β12 β
2
2 ⋅ ⋅ ⋅
β13 β
2
3 ⋅ ⋅ ⋅⋅ ⋅ ⋅ ⋅ ⋅⋅ ⋅ ⋅ ⋅ ⋅⋅ ⋅ ⋅ ⋅ ⋅
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
s1
s2
s3⋅⋅⋅
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(13)
where it should be noted that these matrices will be infinite.
2.2. Communication Modes
So far, we have used basis sets in the regions ΩT and ΩR encoded in infinite number of modes.
We can reasonably ask whether there is a finite limit to the number of modes to be considered for
which the mathematical results become particularly simple and the physical interpretation becomes
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clearer. In fact, for any pair of regions, it is possible to determine such limits to the number of
modes, and we can view these as defining communications modes. In this section, we proceed to
derive these finite dimensional sets.
We start with utilizing the formalism of the previous section to derive a sum rule on the strengths
of the coupling coefficients. The work of [19] provided a sum rule on the strengths of the coupling
coefficients for a point source at any particular position considering scatter-free environment. In
contrast, the sum rule derived in this section is more general, since we consider random scattering.
The sum rule is derived by expansion of the complex scattering gain function g(φˆ, ψˆ) in the
orthonormal basis sets. Note that based on (12), the Fourier series expansion of g(φˆ, ψˆ) is given
by
g(φˆ, ψˆ) =∑
n
∑
m
βnmφ
∗
n(φˆ)ψm(ψˆ). (14)
Then we have
∣g(φˆ, ψˆ)∣2 = [∑
n
∑
m
βnmφ
∗
n(φˆ)ψm(ψˆ)] [∑
n
∑
m
(βnm)∗φn(φˆ)ψm(ψˆ)∗] . (15)
Now, integrating both sides of the above equation over the regions ΩT and ΩR and using the
orthonormality relations of (3) and (6) of the basis sets, we obtain
G(φˆ, ψˆ) =∑
n
∑
m
∣βnm∣2 (16)
where
G(φˆ, ψˆ) = ∫
ΩR
∫
ΩT
∣g(φˆ, ψˆ)∣2ds(φˆ)ds(ψˆ) (17)
represents the total connection strength over departure and arrival angles φ and ψ, respectively,
with normalization
∫
ΩR
∫
ΩT
G(φˆ, ψˆ)ds(φˆ)ds(ψˆ) = 1. (18)
Thus, the total connection strength G(φˆ, ψˆ) is computed by the evaluation of the complex
scattering gain function g(φˆ, ψˆ) over the spatial regions ΩT and ΩR. In effect, (16) indicates that
the sum of the modulus squared of the coupling coefficients depend only on the shapes of the
regions and the scattering environment, not on the choice of basis sets in each region. Rather, as
long as the basis sets are complete and orthonormal, this result is true independent of the basis
sets we choose in each region. Therefore, only the geometry of the regions and the scattering
environment will determine the possible limits to communication between the regions.
Furthermore, it is clear from (16) that there is some maximum value of ∣βnm∣2. Hence, there must
be some pair [φ1(φˆ), ψ1(ψˆ)] of source and receive functions that are most strongly coupled, i.e., a
pair for which the coupling coefficient ∣β11 ∣ has the largest squared modulus ∣β11 ∣2. We can now find
the second members [φ2(φˆ), ψ2(ψˆ)] of the basis sets, such that these functions are orthogonal to
the corresponding first members. The corresponding coupling coefficient ∣β22 ∣ will have the next-
largest squared modulus value. We can continue to proceed in this manner to find all the other
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members of the basis set, requiring that each successive member of each set be orthogonal to all
the previous members of that set.
Note that the integral on the right hand side of (17) is finite, stating that the total connection
strength G(φˆ, ψˆ) is bounded. Then according to (16), the total strength of coupling between the
regions is bounded. Further, since the members of the basis set are chosen in such a way that∣β11 ∣2 > ∣β22 ∣2 > ⋅ ⋅ ⋅ > ∣βnm∣2, the higher order modes will lead to vanishingly small basis function
components (vanishingly small ∣βnm∣). In effect, the number of basis function pairs must be finite
and ∣βnm∣ is negligible for all but a finite set of modes2.
2.3. Mode-to-Mode Communication
In this section, we utilize the findings of the previous sections to develop a framework for dis-
tributed MIMO systems from the mode-to-mode communication perspective.
Based on the discussion of the previous section, form a communication point of view, an infinite
number of modes are excited for each spatial region irrespective of the number or location of
the transmit/ receive antennas. However, there is a very little energy associated with the higher
order modes. In terms of practical systems, these weakly connected modes lead to weak receiving
waves that become insignificant when the presence of noise is considered. In effect, the infinite
dimensional representation (11) can be truncated to a finite set of appropriately chosen transmit
modes (cardinality N ) and receive modes (cardinality M ), such that
∣βnm∣ ≤ , for n > N , m >M and small . (19)
In consequence, consider that the transmitted signals are denoted by a N × 1 vector s where{sn}Nn=1 refers to the nth transmit mode signal. The total power of the transmitted signal s is
constrained to PT regardless of the number of transmit modes. In this work, we assume that the
total transmit power PT is assigned to the effective modes at the scatter-free transmit region in such
a way that
tr{Q} ≤ PT (20)
whereQ = E{ss†} is the covariance of s and non-negative define (Q ≥ 0). Here, E{⋅} represents
the expectation operator and s† is the complex conjugate transpose of s.
Furthermore, we consider that the transmitted signal bandwidth is narrow enough, thus, its
frequency response can be considered as flat. Then the signals received at the receive region is
given by
y =Hs + z (21)
where y is an M × 1 vector denoting the M receive mode signals {ym}Mm=1, z is an M × 1 noise
vector andH is the M ×N scattering channel matrix.
Note that the (m,n)th element of the channel matrixH is given by (12), such that
H =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
β11 β
2
1 . . . β
N
1
β12 β
2
2 . . . β
N
2⋮ ⋮ ⋱ ⋮
β1M β
2
M . . . β
N
M
⎤⎥⎥⎥⎥⎥⎥⎥⎦
(22)
2A detailed discussion of the this formulation is available in [19].
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The (m,n)th entry βnm of the matrix H represents the channel fading coefficient (gain) from the
nth transmit mode to mth receive mode.
In addition, this work considers additive Gaussian noise which is assumed to be white and has a
given spectral density function. Hence, the components of z are statistically independent complex
zero mean Gaussian random variables with covariance
E{zz†} = σ2IM (23)
where σ2 is the identical noise power per receive mode and IM is the M ×M identity matrix.
Therefore, the average signal to noise ratio (SNR) at each receive mode is defined as
ρ = PT
σ2
. (24)
Moreover, we consider non-line of sight propagation and a zero-mean uncorrelated scattering
environment (Rayleigh3).
Based on the formalism of this section, the following section evaluates the performance limits
of spatially distributed MIMO systems for narrowband signal transmissions.
3. Capacity Limits of Spatially Distributed MIMO Systems
Up to this point, we have developed a narrowband spatially distributed MIMO system between
arbitrarily shaped spatial regions. The proposed system takes a power constrained function as
its input and has a function as its output. The output is then corrupted by additive white Gaussian
noise. Now, we can proceed to use this formalism to evaluate the instantaneous capacity and outage
capacity probability of the system. Before proceeding to the main results presented in this work,
we first determine the number of independent channels available between the spatial regions.
3.1. Favourable Propagation Characteristics
Independent channels between transmit and receive region is one of the most important charac-
teristics of the favourable propagation in spatially distributed MIMO systems subject to Rayleigh
fading. Although there are infinitely many connections between the regions, finite number of inde-
pendent practical channels are available to carry information between transmit and receive regions.
In conventional MIMO systems the rank of the channel matrix determines the maximum num-
ber of independent parallel channels between the transmitter array and the receiver array. In the
literature [33], the idealistic model assumes that the channel matrix has independent elements cor-
responding to sufficiently spaced antennas. However, when realistic antenna configurations and
scattering environments are considered, the elements of the channel matrix become correlated, and
the number of possible independent parallel channels is reduced.
In corollary, in case of spatially distributed MIMO communications, the rank of the scattering
channel matrix H (22) would determine the maximum number of independent parallel channels
between the transmit and the receive regions. Therefore, number of independent parallel channels
K = rank(H) ≤ min{N,M} (25)
3Rayleigh fading model represents excellent approximation of practical scenarios as it describes the effect of heavily built-up urban environments
on radio signals [32].
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with the richness factor
ks = rank(H)
min{N,M} (26)
where ks ∈ (0,1] characterizes the scattering environment, such that
1. ks = 1 corresponds to a uncorrelated high rank channel model where the elements of the
channel matrix H are independent. Thus, characterizes a rich scattering environment.
2. ks < 1 corresponds to a correlated low rank channel model. Therefore, the scattering environ-
ment is not rich enough to support the full set of independent modal gains.
3.2. Capacity Limits
We are now in position to derive exact closed-form expressions for the instantaneous capacity and
outage probability of spatially distributed MIMO systems for mode-to-mode communications. We
start with evaluating the instantaneous capacity of spatially distributed MIMO systems for narrow-
band transmissions.
Instantaneous Capacity
The instantaneous capacity of the spatially distributed MIMO system can simply be characterized
in terms of the mutual information between the transmit and receive regions.
Hence, based on the characteristics of system model (21), we can define the instantaneous
capacity as [34]
Cins = I(s,y∣H)= log ∣IM + 1
σ2
HQH†∣
= log ∣IN + 1
σ2
QH†H ∣ (27)
where IM and σ2 are defined in (23) and Q is defined in (20). Further, IN is the N ×N identity
matrix. Note that (27) follows from the determinant identity ∣I +AB∣ = ∣I +BA∣.
However, the singular value decomposition (SVD) theorem or eigen channel based evaluation of
conventional MIMO instantaneous capacity is well established in literature [35–42]. Utilizing (27),
the following theorem provides the SVD theorem or eigen channel based instantaneous capacity
of spatially distributed MIMO systems.
Theorem 1. For a given constraint on the total transmit power PT , the instantaneous capacity of
any spatially distributed MIMO system for mode-to-mode communication over Rayleigh fading
channels is given by
Cins = K∑
k=1 log(1 + 1σ2Pkλk). (28)
where K = min{N,M} represents the number of independent channels with N and M denot-
ing the number of transmit and receive modes, σ2 is the identical additive white Gaussian noise
(AWGN) power per receive mode, Pk is the power of the kth channel such that ∑Kk=1Pk ≤ PT and
λk is the kth eigenvalue of the channel matrix.
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Proof of the theorem is given in Appendix 1.
It is clear from the theorem that analogous to conventional MIMO systems [21–24], for mode-
to-mode communications between spatial regions, the instantaneous capacity of any spatially dis-
tributed MIMO system over Rayleigh fading channel is equivalent to a Gaussian random variable.
Next, we proceed to quantify the outage capacity probability of narrowband spatially distributed
MIMO systems.
Outage Capacity Probability
By definition, the outage capacity probability, denoted by Pout is the probability of not achieving a
threshold capacity, outage capacity.
Thus, the outage probability for spectral efficiency R is defined as
Pout = Pr{I(s,y∣H) < R} (29)
where I(s,y∣H) = Cins is defined in Theorem 1. Now, based on this definition we provide the
following theorem to determine the outage probability of narrowband spatially distributed MIMO
systems.
Theorem 2. Considering narrowband signal transmissions between arbitrary shaped spatial re-
gions in terms of orthonormal basis functions encoded in wave modes to describe the outgoing/
incoming signals in transmit/ receive region, outage probability of any spatially distributed MIMO
system subject to Rayleigh fading is
Pout = K∏
k=1 (1 − e−2Rζk) , 2R ≥ 0 (30)
where R is the desired spectral efficiency and
ζk = 1
1 + λkPk/σ2 (31)
is the rate parameter of Rayleigh distribution. In addition,K, σ2, Pk and λk are defined in Theorem
1.
A comprehensive proof of the theorem is given in Appendix 2.
In the following section, we elucidate some physical insights of the derived theorems.
3.3. Discussion
Observe that Theorem 1 and Theorem 2 represent closed-form expressions for the instantaneous
capacity and the outage probability of narrowband spatially distributed MIMO systems. These ex-
pressions indicate that the available mutual information in the spatially distributed MIMO system,
as well as the distributed MIMO outage probability, is limited by the number of independent chan-
nels available between the transmit and the receive regions. Note that as discussed in Section 3.1,
the rank of the channel matrixH determines the effective number of independent parallel channels
between the transmit and receive regions. Further, the effective number of independent channels
K, as shown in (25), is dependent on the effective number of modes excited in the regions.
In this context, for any arbitrary antenna configuration (number of antennas and their loca-
tion), [7, 43, 44] developed a modal decomposition method that maps the transmitted signals to
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the transmit modes and the receive modes to received signals for circular (and/or spherical) trans-
mit and receive regions. The modal decomposition method showed that the effective number of
modes excited in the transmit and the receive regions are limited by the size of the regions. For
instance, if rT and rR denote the radius of the circular transmit and receive regions, respectively,
then the effective number of modes become N = 2N + 1 and M = 2M + 1, where N = ⌈epirT /λ⌉
and M = ⌈epirR/λ⌉. Here, λ represents the wavelength corresponding to the operating frequency.
Furthermore, for spherical transmit and receive regions, the effective number of modes are, respec-
tively, N = (N + 1)2 and M = (M + 1)2.
As discussed in Section 3.1, a rich scattering environment is capable of providing the maximum
number of independent links between transmitter modes to receiver modes. Therefore, the channel
matrixH of a rich environment has the greatest rank of min{2N +1,2M+1} for circular transmit
and receive regions (or min{(N + 1)2, (M + 1)2} for spherical regions). In effect, in a rich scat-
tering environment, the maximum outcomes from (28) and (30) are achieved when equal number
of transmit and receive modes are excited. In other words, the best performance requires equal
sized regions. However, if the scattering media is not rich, i.e., not enough reflectors/scatteres such
as trees, buildings etc., then the rank of H could be less than min{2N + 1,2M + 1} for circular
transmit and receive regions (or min{(N + 1)2, (M + 1)2} for spherical regions).
Furthermore, We can interpret the mode to mode communication between the transmit and
receive regions in the context of antenna elements. Consider that nT and nR antennas are located
inside the transmit and receive regions of radius of radius rT and rR, respectively. The work
of [45] showed that we can regard up to nT − N of transmit antennas and nR −M of receive
antennas as superfluous, that is, any number of antennas in the transmit (or receive) region beyond
the effective number of transmit (or receive) modes N (or M ), provide little or no additional
information, depending on how wisely the antennas are spaced. This guides how densely we
can usefully populate space with antennas. For small circular (or spherical) transmit and receive
regions, the effective number of transmit and receive modes is small, and the asymptotic analysis
and predictions about performance enhancements should be cautiously interpreted.
Based on the above discussion, it is evident that in a rich scattering environment, the narrowband
spatially distributed MIMO systems provide best performances with each spatial region contain-
ing equal number of randomly distributed antennas. Populating regions with different number of
antennas simply adds redundancy to the system. However, It remains an open problem to deter-
mine the best placement of a given number of transmit and receive antenna elements in circular
(or spherical) regions to maximize the performance limits or minimize other system-related cost
functions.
In addition, in conventional MIMO systems antennas can be easily synchronized, which is
critical to the performance of the systems. In case of the spatially distributed MIMO systems, it
is not practically feasible to synchronize significantly spaced antennas in the transmit (or receive)
region. However, for mathematical simplicity, we take the most liberal, permissive attitude towards
cooperation, i.e., synchronization and full coordination among the antennas in the transmit region
as well as among the antennas in the receive region.
4. Transmit Power Allocation
This section discusses the transmit power allocation schemes to distribute the total transmit power
among the independent channels between the circular (or spherical) transmit and receive regions.
We begin with considering that the channel matrix is deterministic, i.e. the receive region is aware
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of the realization of the channel, while the transmit region only knows the statistics of the channel.
In this context, the pioneering works of [34, 46] showed that in conventional MIMO systems,
when the receiver is aware of the realization of the channel, but the transmitter only knows the
statistics of the channel, it is optimal to uniformly distribute the total transmit power equally among
the available independent channels. Analogous to conventional MIMO systems, we study the equal
transmit power allocation scheme for spatially distributed MIMO systems as follows.
Equal Transmit Power Allocation:
In this case, the total transmit power PT is distributed equally among the K channels, hence,
power at each channel is
Pk = PT
K
. (32)
Therefore, using the definition of the average SNR per receive mode ρ (24), the instantaneous
capacity (28) can be written as
Cins = K∑
k=1 log(1 + ρK λk). (33)
Further, (31) yields
ζk = 1
1 + λkρ/K . (34)
Thus, the outage probability (30) becomes
Pout = K∏
k=1 (1 − e−2R/(1+λkρ/K)), 2R ≥ 0. (35)
However, it is well established in literature4 that when a signal is transmitted from a spatial
region, a finite number of independent channels (modes) are excited at the transmit region to carry
information to the receive region. Furthermore, for transmissions between circular regions, the
independent channels are represented by Bessel functions [43–45]. While, spherical Bessel func-
tions indicate the the channels for spherical regions [7, 45]. Thus, to determine the general power
policy for communication between circular (or spherical) regions, it is important to study the char-
acteristics of Bessel (and spherical Bessel) functions.
To do so, in Fig. 3, we depict the characteristics curves of Bessel functions and spherical
Bessel functions. It is clear from the figure that except for the 0th mode, Bessel (and spherical
Bessel) functions start small before increasing monotonically to their maximum. In addition, the
Bessel (and spherical Bessel) functions start more slowly as the mode index n increases. Hence,
intuitively, the most feasible transmit power allocation scheme for communication between circular
(or spherical) regions is to allocate the total transmit power among the independent channels in a
descending order.
Based on the above discussion, we propose the following descending transmit power allocation
scheme.
4The works of [16, 27] provided a detailed study of the modeling of spatial channels around the transmit and receive regions utilizing modal
decomposition techniques.
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Fig. 3. Characteristics curves of Bessel and Spherical Bessel functions for mode n = 0,1,3,8
where argument z is a function of frequency and radius of the regions.
Descending Transmit Power Allocation:
In this case, the total transmit power PT is distributed among the K channels in a descending
order such that
P1 > P2 > ⋅ ⋅ ⋅ ⋅ ⋅ > PK . (36)
Thus, power at each channel can be represented as
Pk = akPT (37)
where ak = (0,1) such that the following criterions are satisfied
1. a1 > a2 > ⋅ ⋅ ⋅ > aK .
2. ∑Kk=1 akPT ≤ PT .
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We propose Algorithm 1 to generate Pk. Here, it should be noted that in this algorithm, due
to the exponential property of the spread factor, i.e., ξk, for ξ → 1, the total transmit power PT is
distributed uniformly among the K channels in a descending order. Whereas, for ξ ≤ 0.5, most of
the power is contained in the most favorable (k = 1) channel.
Algorithm 1 Generate Pk
Input: Total transmit power PT , number of channels K and spread factor ξ ∈ (0,1).
Output: Descending transmit power allocation p = P1 > P2 > ⋯ > PK .
Ensure: ∑Kk=1Pk ≤ PT .
1: function GENERATEDTPA(PT ,K, ξ)
2: let a = (a1, a2 . . . , aK) be a randomly generated vector with ak ∈ (0,1)
3: sort a in descending order
4: Z ← 0
5: for k = 1 to K do
6: ak ← akξk
7: Z ← Z + ak
8: end for
9: p ← PTZ−1a
10: return p
11: end function
Hence, the instantaneous capacity (28) can be rewritten as
Cins = K∑
k=1 log(1 + akρλk) (38)
where ρ is the average SNR per receive mode defined in (24).
In addition, the outage probability (30) can be expressed as
Pout = K∏
k=1 (1 − e−2R/(1+akρλk)), 2R ≥ 0 (39)
where based on (31)
ζk = 1
1 + akρλk . (40)
Note that the proposed algorithm does not give an optimum solution. The optimum power
allocation policy would be to water-fill over the eigenvalues λk of the channel matrix. The optimum
solution is an interesting open problem.
In the next section, we show numerical comparison between the equal power and descending
power allocation schemes.
5. Numerical Analysis
In this section, we study the performance of spatially distributed MIMO systems numerically con-
sidering a simple Rayleigh fading channel with unit average gain. To do so, we consider circular
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transmit and receive regions of radius rT = aTλ and rR = aRλ, respectively where λ represents the
wavelength corresponding to the operating frequency and aT and aR are any positive real numbers.
It is evident from the discussion of Section 3.3 that in a rich scattering environment, populating
the transmit and the receive regions with different number of antennas (modes) simply adds redun-
dancy to the system. In addition, since the number of effective modes is limited by the size of the
regions, the spatially distributed MIMO systems provide best performance when the regions are of
same size. Hence, we consider circular transmit and receive regions of radius r = rT = rR = 1λ.
Then according to [43], the effective number of modes in transmit and receive region become
N = M = (2⌈epir/λ⌉ + 1) = 19. Further, we exploit Algorithm 1 for different values of spread
factor ξ.
In Fig. 4, the instantaneous capacity (28) is illustrated as a function of average SNR per receive
mode. The figure shows a comparison between the equal power and descending power allocation
schemes. It is evident from the figure that
• Considering spread factor ξ ≤ 0.5 (most of the transmit power is contained in the k = 1 chan-
nel), Fig. 4(a) and Fig. 4(b), the proposed descending power allocation algorithm provides
better performance compared to the equal power allocation scheme at low SNR. However,
since k = 1 channel contains most of the transmit power, channels represented with higher
values of k have too little power to use. Hence, it is not possible to detect the transmit-
ted signals effectively at high SNR. In such scenarios, the equal transmit power allocation
scheme performs better than the proposed scheme. A possible solution to this drawback of
the proposed scheme is water-filling over the eigen channels.
• With increasing values of spread factor ξ (total transmit power distributed uniformly among
the K channels in a descending order), Fig. 4(c) and Fig. 4(d), the proposed descending
power allocation scheme outperforms equal power allocation scheme at both low and high
SNR.
The outage probability performance (30) is demonstrated as a function of average SNR per
receive mode for different values of spectral efficiency in Fig. 5. This figure provides a comparison
between the equal power and descending power allocation schemes for different values of spread
factor ξ in Algorithm 1. The figure illustrates that for a desired spectral efficiency, our proposed
algorithm outperforms equal power allocation scheme at both low and high SNR. In addition, as
can be seen, the smaller values of spread factor ξ provide large performance gains. This finding
indicates that the probability of attaining a desired spectral efficiency at a low average SNR is
higher when most of the transmit power is contained in the k = 1 channel, rather than distributing
the power uniformly among the K channels in a descending order.
Note that there are two regimes of interest that one can look at for rayleigh fading channel: high
SNR and low SNR. While the performance of multi-antenna systems is well studied in high SNR
regime, the impact of fading and diversity on capacity is much more significant in low SNR than
high SNR. However, determining the performance limits is quite challenging at the low SNR. The
simulation results indicate that at low SNR, the proposed algorithm results in significant perfor-
mance improvement compared to the conventional equal transmit power allocation scheme.
6. Conclusion
This work presents a novel framework to represent any spatially distributed MIMO system between
arbitrary shaped spatial regions from a mode-to-mode communication perspective. We derive
15
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Fig. 4. Instantaneous capacity as a function of average SNR per receive mode considering different
values of spread factor ξ in Algorithm 1.
exact closed-form expressions for the outage probability and instantaneous capacity of spatially
distributed MIMO system subject to Rayleigh fading channels. We show that the mathematical
formulation to evaluate the performance limits of the proposed system is similar to that of point-
to-point MIMO system. Further, in a rich scattering environment, the spatially distributed MIMO
system provides best performance when the spatial regions are of same size. Our derived results
indicate that analogous to conventional MIMO system, the distributed MIMO system provides best
performance with each region containing equal number of randomly distributed antennas, populat-
ing regions with different number of antennas simply adds redundancy to the system. In addition,
to facilitate the total transmit power allocation among the channels, we look at a descending trans-
mit power allocation algorithm. Simulation results illustrate that the proposed algorithm, where
the total transmit power is distributed among the channels in a descending order outperforms the
conventional equal power allocation scheme, even at a low SNR. However, the proposed algorithm
does not give an optimum solution. An interesting open problem is the development of an optimal
power algorithm (e.g. water filling algorithm).
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Fig. 5. Outage probability as a function of average SNR per receive mode for different spectral
efficiency R (in bit/s/Hz). We consider different values of spread factor ξ in Algorithm 1.
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8. Appendices
Appendix 1: Proof of Theorem 1
Proof. Lets define [34]
Hˆ = {H†H M ≥ N
HH† M < N (41)
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where Hˆ is an K ×K random non-negative matrix with K = min{N,M} representing the number
of independent channels. In effect, the identity matrix andQ in (27) also become K ×K matrices.
However, by singular value decomposition (SVD) theorem, any matrix H ∈ CM×N in (27) can
be written as H = UDV †, where U ∈ CM×M and V ∈ CN×N are unitary, and D ∈ RM×N is
non-negative define and diagonal. Further, D = diag{√λ1,√λ2, . . .√λK ,0, ⋅ ⋅ 0}, where √λk,
k = {1,2, . . .K} are the singular values of the channel matrix.
Consider that
Qˆ = {V †QV M ≥ N
U †QU M < N (42)
and
Λ = {D†D M ≥ N
DD† M < N. (43)
Then we can rewrite (27) as
I(s,y∣H) = log ∣IK + 1
σ2
ΛQˆ∣ (44)
where tr(Qˆ) = tr(Q). Observe that to maximize (44), Qˆ has to be a diagonal matrix, Qˆ =
diag{P1, P2, ⋅ ⋅ ⋅PK} with optimal power distribution Pk such that
K∑
k=1Pk ≤ PT . (45)
If, however, λk is the (k, k)th element of Λ, then λk represents the kth eigenvalue of Hˆ (41).
Based on this mathematical formalism, the instantaneous capacity of the proposed spatially
distributed MIMO system (27) can be rewritten as (28)
Appendix 2: Proof of Theorem 2
Proof. Observed that based on Theorem 1, I(s,y∣H) in (29) can be rewritten as
I(s,y∣H) = Cins= K∑
k=1 log(1 + 1σ2Pkλk)= log [(1 + P1
σ2
λ1)(1 + P2
σ2
λ2) ⋅ ⋅ ⋅ (1 + PK
σ2
λK)]
= log( K∏
k=1(1 + Pkσ2 λk)) . (46)
In effect, (29) can be expressed as follows
Pout = Pr{ K∏
k=1(1 + Pkσ2 λk) < 2R}. (47)
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Lets denote wk = (1 + Pkσ2 λk). Now, since we consider Rayleigh fading, wks’ can be thought of
as exponentially distributed random variables with rate ζk where ζk is defined in (31). Hence, the
cdf of wk for k = 1,2, ⋅ ⋅ ⋅K is given by
Pr{wk < w} = 1 − e−wζk , w ≥ 0. (48)
Now, define a random variable W = ∏Kk=1wk. Considering the ζks’ are distinct, the cdf of W
can be given as
Pr{W < w} = K∏
k=1 (1 − e−wζk) , w ≥ 0. (49)
Thus, the outage probability can be expressed in terms of the cdf of W as
Pout = Pr{W < 2R}. (50)
Note that using (49) in (50) and replacing W = ∏Kk=1wk where wk = (1 + λkPk/σ2), we obtain
Theorem 2.
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