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Abstract. In this paper, the authors establish new characterizations of the recently
introduced Besov-type spaces B˙s,τp,q (Rn) and Triebel-Lizorkin-type spaces F˙
s,τ
p,q (Rn) with
p ∈ (0,∞], s ∈ R, τ ∈ [0,∞), and q ∈ (0,∞], as well as their preduals, the Besov-Hausdorff
spaces BH˙s,τp,q (Rn) and Triebel-Lizorkin-Hausdorff spaces FH˙
s,τ
p,q (Rn), in terms of the local
means, the Peetre maximal function of local means, and the tent space (the Lusin area
function) in both discrete and continuous types. As applications, the authors then obtain
interpretations as coorbits in the sense of H. Rauhut in [Studia Math. 180 (2007), 237-253]
and discretizations via the biorthogonal wavelet bases for the full range of parameters of
these function spaces. Even for some special cases of this setting such as F˙ s∞,q(R
n) for
s ∈ R, q ∈ (0,∞] (including BMO(Rn) when s = 0 and q = 2), the Q space Qα(R
n), the
Hardy-Hausdorff space HH−α(R
n) for α ∈ (0,min{n/2, 1}), the Morrey space Mup(R
n) for
1 < p ≤ u <∞, and the Triebel-Lizorkin-Morrey space E˙supq(R
n) for 0 < p ≤ u <∞, s ∈ R
and q ∈ (0,∞], some of these results are new.
Keywords Besov-type space, Triebel-Lizorkin-type space, Besov-Hausdorff space, Triebel-
Lizorkin-Hausdorff space, tent space, local means, Peetre maximal function, coorbit, wavelet
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1 Introduction
In the last few decades, function spaces have been one of the central topics in modern
harmonic analysis, and are widely used in various areas such as the potential theory, par-
tial differential equations, and the approximation theory. The Besov-type space B˙s,τp,q (Rn),
the Triebel-Lizorkin-type space F˙ s,τp,q (Rn), and their preduals, the Besov-Hausdorff space
BH˙s,τp,q (Rn) and Triebel-Lizorkin-Hausdorff space FH˙
s,τ
p,q (Rn) were recently introduced and
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investigated in [57, 58, 43, 61, 62]. These spaces establish the connection between the clas-
sical Besov-Triebel-Lizorkin spaces (see, for example, [47, 22, 49]), the Q spaces in [17], and
the Hardy-Hausdorff spaces in [15], which has been posed as an open question in [15]. It was
shown in [57, 58, 43] that these spaces unify and generalize many classical function spaces
including classical Besov and Triebel-Lizorkin spaces, Triebel-Lizorkin-Morrey spaces (see,
for example, [51, 42, 41, 43]), Q spaces, and Hardy-Hausdorff spaces (see also [54, 55]).
These spaces are usually defined through building blocks constructed out of a dyadic
decomposition of unity on the Fourier side. Several of the mentioned applications make it
necessary to use more general convolution kernels for the definition of the spaces, especially
the so-called local means of a function are of particular interest. By the pioneering work of
Bui, Paluszyn´ski and Taibleson [10, 11], and later by Rychkov [37, 38, 39], we know that
one rather uses kernels satisfying the Tauberian conditions (see (3.2) below), for character-
izing classical Besov-Triebel-Lizorkin spaces. This also applies to the setting of the spaces
B˙s,τp,q (Rn), F˙
s,τ
p,q (Rn), BH˙
s,τ
p,q (Rn) and FH˙
s,τ
p,q (Rn) considered here, which represents one of
the main results of the paper; see Theorems 3.2, 3.6, 3.12 and 3.15 below. To establish
these results we use a key estimate (see Lemma 3.5 below) which was obtained in [52] by a
variant of a method from Rychkov [38, 39] and originally from Stro¨mberg and Torchinsky
[46, Chapter 5]. In addition we make use of a certain involved decomposition of Rn into
proper sub-cubes in combination with some localized modifications of the approaches used
for Besov and Triebel-Lizorkin spaces. For the technically more difficult Hausdorff type
spaces BH˙s,τp,q (Rn) and FH˙
s,τ
p,q (Rn), we need to incorporate the geometrical properties of the
Hausdorff capacities (see [61] or Lemma 3.13 below) and make use of the well-known Aoki-
Rolewicz theorem in [6, 36]. Indeed, theses spaces are known to be quasi-Banach spaces; see
[61, 62]. In [59], equivalent (quasi-)norms of the above spaces were already established via
the discrete local means and the discrete Peetre maximal function of local means, which
closely follows the idea of Triebel [48] (see also [49]). However, these proofs rely on the
fact that the respective function is contained in the space under consideration. Thus, these
(quasi-)norms can not yet be considered as characterizations of the considered space.
Motivated by Ullrich [52], in this paper, we extend the discrete characterizations via
the local means and the Peetre maximal function by some further, technically convenient,
related characterizations and its continuous counterparts. In particular, we establish a
characterization via tent spaces (the Lusin area function). Recall that the tent space was
originally invented by Coifman, Meyer and Stein in [13] and has nowadays been proved to
be a useful tool in harmonic analysis and partial differential equations.
Despite the fact that Theorems 3.2, 3.6, 3.12 and 3.15 are of independent interest for the
theory of these spaces, our main reason for establishing these continuous characterizations
is the coorbit space theory for quasi-Banach spaces developed by Rauhut [34] (see also
Section 4 below), which is a continuation of the classical coorbit space theory developed by
Feichtinger and Gro¨chenig [19, 20, 21, 24, 25]. Similar to [52], but with the main advantage
that we also incorporate (quasi-)Banach spaces, we interpret the spaces B˙s,τp,q (Rn), F˙
s,τ
p,q (Rn),
BH˙s,τp,q (Rn) and FH˙
s,τ
p,q (Rn) as coorbits of certain spaces on the ax + b-group based on
Theorems 3.2, 3.6, 3.12 and 3.15 from Section 3 of this paper. Here, the main difficulty
lies in the fact that, in the (quasi-)Banach situation, a coorbit space is defined as a certain
retract of a Wiener-Amalgam space; see [34]. That is why we introduce four classes of
Peetre-type spaces, L˙s,τp,q,a(G), P˙
s,τ
p,q,a(G), LH˙
s,τ
p,q,a(G) and PH˙
s,τ
p,q,a(G), on the n-dimensional
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ax+ b-group G (see Definitions 5.1 and 5.3 below) in order to recover the spaces B˙s,τp,q (Rn),
F˙ s,τp,q (Rn), BH˙
s,τ
p,q (Rn) and FH˙
s,τ
p,q (Rn). As a first step we prove that the left and right
translations of G are bounded on these Peetre-type spaces; see Propositions 5.2 and 5.7
below. Especially for the Hausdorff-type spaces this strongly depends on the geometrical
properties of Hausdorff capacities; see Lemmas 5.1 and 5.6 below. Let us emphasize once
more that we particularly extend the results in [52] to the quasi-Banach case, namely, to
min{p, q} < 1.
By combining the interpretation as coorbit spaces in Section 5 with the abstract dis-
cretization results in [34] (see also Section 4 below), we finally obtain the characterizations
by biorthogonal wavelets in Section 6 for all admissible parameters of these spaces; see
Theorems 6.3 and 6.4 below. The main goal is to find sufficient conditions for admissible
wavelets. This reduces to the task of translating abstract conditions (4.4) on the used
atoms in Subsection 4.5 to this specific setting on the ax + b-group, which results in a
Wiener-Amalgam condition analyzed in Proposition 6.2. This condition can be ensured by
controlling the decay of the continuous wavelet transform; see Lemma 5.9 below. Compar-
ing with the wavelet characterizations of B˙s,τp,q (Rn) and F˙
s,τ
p,q (Rn) obtained in [62, Theorem
8.3], therein the parameter s ∈ (0,∞), in Theorem 6.3, the wavelet characterizations of
these spaces are established for all s ∈ R, while the wavelet characterizations for Besov-
Hausdorff spaces BH˙s,τp,q (Rn) and Triebel-Lizorkin-Hausdorff spaces FH˙
s,τ
p,q (Rn) in Theorem
6.4 are totally new.
We point out that even for some special cases of B˙s,τp,q (Rn), F˙
s,τ
p,q (Rn), BH˙
s,τ
p,q (Rn) and
FH˙s,τp,q (Rn), such as F˙ s∞,q(R
n) for s ∈ R and q ∈ (0,∞] (including BMO(Rn) when s = 0
and q = 2; see [29]), the Q space Qα(R
n), the Hardy-Hausdorff space HH−α(R
n) for
α ∈ (0,min{n/2, 1}) ([15, 17, 54, 55]), the Morrey spaceMup(R
n) for 1 < p ≤ u <∞ ([32]),
and the Triebel-Lizorkin-Morrey space E˙supq(R
n) for 0 < p ≤ u < ∞, s ∈ R and q ∈ (0,∞]
([51, 42, 41, 43]), some results of this paper are new.
We should mention that the Triebel-Lizorkin spaces F˙ s∞,q(R
n) when q ∈ (1,∞] were
first considered by Triebel [47] in 1983. In 1990, Frazier and Jawerth [22] found a more
appropriate definition of the spaces F˙ s∞,q(R
n) via certain Carleson measure characteriza-
tions, which had the advantage that it also works for all q ∈ (0,∞]. Moreover, recently,
it was proved in [60] that, for all s ∈ R, both the spaces B˙s,τp,q (Rn) and F˙
s,τ
p,q (Rn) coin-
cide with B˙
s+n(τ−1/p)
∞,∞ (Rn) if τ ∈ (1/p,∞) and q ∈ (0,∞), or τ ∈ [1/p,∞) and q = ∞. In
particular, when s+n(τ−1/p) > 0, the spaces B˙s,τp,q (Rn) and F˙
s,τ
p,q (Rn) coincide with Ho¨lder-
Zygmund spaces. Thus, Theorems 3.2, 3.6 and 6.3 also give new descriptions of these simple
spaces, which could be of interest on their own. Recall that the wavelet characterization of
BMO(Rn) is known for a long time, which was obtained by Meyer in [31, p. 154, Theorem
4]. We give, in Remark 6.5 below, a detailed comparison between [31, p. 154, Theorem 4]
and the wavelet characterization of BMO(Rn) obtained as a special case of Theorem 6.3(i)
by taking s = 0, p ∈ (0,∞), τ = 1/p and q = 2.
We finally remark that some of results of this paper may also hold for inhomogeneous
variants of B˙s,τp,q (Rn), F˙
s,τ
p,q (Rn), BH˙
s,τ
p,q (Rn) and FH˙
s,τ
p,q (Rn). Thanks to the recent work
on generalized coorbit space theory for quasi-Banach spaces [44] this can be done with a
similar method. However, to limit the length of this paper, we will not go further to the
details.
The paper is structured as follows. In Section 2 we recall some necessary notation
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and some basic function spaces and their properties. Section 3 is devoted to the spaces
B˙s,τp,q (Rn), F˙
s,τ
p,q (Rn), BH˙
s,τ
p,q (Rn) and FH˙
s,τ
p,q (Rn). We give their definitions and equivalent
characterizations via the local means. Section 4 deals with the main features from abstract
coorbit space theory for quasi-Banach spaces by recalling the main results from [34]. In
Section 5, we apply this abstract setting to Peetre-type spaces on the ax + b-group and
recover the spaces in Section 3 as coorbits of Peetre-type spaces. Finally, in Section 6, we
obtain characterizations with (bi)orthogonal wavelets based on the results in Section 5.
2 Preliminaries
In Subsection 2.1, we recall some necessary notation and, in Subsection 2.2, some basic
spaces of functions and their properties which are used throughout the whole paper.
2.1 Notation
For all multi-indices α := (α1, · · · , αn) ∈ (N ∪ {0})
n, let ‖α‖ℓ1 := |α1| + · · · + |αn|. Let
S(Rn) be the space of all Schwartz functions on Rn with the classical topology and S ′(Rn)
its topological dual space, namely, the set of all continuous linear functionals on S(Rn)
endowed with the weak ∗-topology. Following Triebel [47], we set
S∞(R
n) :=
{
ϕ ∈ S(Rn) :
∫
Rn
ϕ(x)xγ dx = 0 for all multi-indices γ ∈ (N ∪ {0})n
}
and consider S∞(R
n) as a subspace of S(Rn), including the topology. Use S ′∞(R
n) to denote
the topological dual space of S∞(R
n), namely, the set of all continuous linear functionals on
S∞(R
n). We also endow S ′∞(R
n) with the weak ∗-topology. Let P(Rn) be the set of all
polynomials on Rn. It is well known that S ′∞(R
n) = S ′(Rn)/P(Rn) as topological spaces;
see, for example, [62, Proposition 8.1]. Similarly, for any N ∈ N∪{0}, the space SN (R
n) is
defined to be the set of all Schwartz functions satisfying that
∫
Rn
ϕ(x)xγ dx = 0 for all multi-
indices ‖γ‖ℓ1 ≤ N and S
′
N (R
n) its topological dual space. We also let S−1(R
n) := S(Rn).
For any ϕ ∈ S(Rn), we use ϕ̂ or Fϕ to denote its Fourier transform, namely, for all ξ ∈ Rn,
ϕ̂(ξ) := Fϕ(ξ) :=
∫
Rn
e−iξxϕ(x) dx and let ϕj(x) := 2
jnϕ(2jx) for all j ∈ Z and x ∈ Rn.
Denote by F−1ϕ the inverse Fourier transform of ϕ. Let ϕ˜(x) := ϕ(−x) for all x ∈ Rn.
Throughout the whole paper, for all ϕ ∈ S(Rn) and distributions f such that ϕ∗f makes
sense, we let, for all t ∈ (0,∞), k ∈ Z, a ∈ (0,∞) and x ∈ Rn,
(ϕ∗t f)a(x) := sup
y∈Rn
|ϕt ∗ f(x+ y)|
(1 + |y|/t)a
and (ϕ∗kf)a(x) := sup
y∈Rn
|ϕk ∗ f(x+ y)|
(1 + 2k|y|)a
,
which are called the Peetre-type maximal functions. In view of the above notation, we see
that (ϕ∗kf)a(x) = (ϕ
∗
2−k
f)a(x). Since this difference is always made clear in the context, we
do not take care of this abuse of notation.
For all a, b ∈ R, let a ∨ b := max{a, b} and a ∧ b := min{a, b}. For j ∈ Z and k ∈ Zn,
denote by Qjk the dyadic cube 2
−j([0, 1)n + k), ℓ(Qjk) its side length, xQjk its lower left-
corner 2−jk and cQjk its center. Let Q := {Qjk : j ∈ Z, k ∈ Z
n}, Qj := {Q ∈ Q : ℓ(Q) =
2−j} and jQ := − log2 ℓ(Q) for all Q ∈ Q. When the dyadic cube Q appears as an index,
such as
∑
Q∈Q and {·}Q∈Q, it is understood that Q runs over all dyadic cubes in R
n.
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Throughout the whole paper, we denote by C a positive constant which is independent
of the main parameters, but it may vary from line to line, while C(α, β, · · · ) denotes a
positive constant depending on the parameters α, β, · · · . The symbol A . B means that
A ≤ CB. If A . B and B . A, then we write A ∼ B. If E is a subset of Rn, we denote
by χE the characteristic function of E. For all dyadic cubes Q ∈ Q and r > 0, let rQ be
the cube concentric with Q having the side length rℓ(Q). We also let N := {1, 2, · · · } and
Z+ := N ∪ {0}. For any a ∈ R, ⌊a⌋ denotes the maximal integer not larger than a.
2.2 Basic Spaces of Functions
In this subsection, we recall the notions of some basic spaces of functions and their proper-
ties.
For all p ∈ (0,∞], the space Lp(Rn) is defined to be the set of all complex-valued
measurable functions f (quasi-)normed by ‖f‖Lp(Rn) := {
∫
Rn
|f(x)|p dx}1/p with the usual
modification when p =∞.
Let q ∈ (0,∞] and τ ∈ [0,∞). The space ℓq(Lpτ (Rn,Z)) with p ∈ (0,∞] is defined to be
the set of all sequences G := {gj}j∈Z of measurable functions on R
n such that
‖G‖ℓq(Lpτ (Rn,Z)) := sup
P∈Q
1
|P |τ

∞∑
j=jP
[∫
P
|gj(x)|
p dx
]q/p
1/q
<∞.
Similarly, the space Lpτ (ℓq(Rn,Z)) with p ∈ (0,∞) is defined to be the set of all sequences
G := {gj}j∈Z of measurable functions on R
n such that
‖G‖Lpτ (ℓq(Rn,Z)) := sup
P∈Q
1
|P |τ

∫
P
 ∞∑
j=jP
|gj(x)|
q
p/q dx

1/p
<∞.
The following conclusions were obtained in [59, Lemma 2.3].
Lemma 2.1. Let q ∈ (0,∞], τ ∈ [0,∞) and δ ∈ (nτ,∞). Suppose that {gm}m∈Z is
a family of measurable functions on Rn. For all j ∈ Z+ and x ∈ R
n, let Gj(x) :=∑∞
m∈Z 2
−|m−j|δgm(x).
(i) If p ∈ (0,∞), then there exists a positive constant C, independent of {gm}m∈Z, such
that ‖{Gj}j∈Z‖ℓq(Lpτ (Rn,Z)) ≤ C‖{gm}m∈Z‖ℓq(Lpτ (Rn,Z)).
(ii) If p ∈ (0,∞], then there exists a positive constant C, independent of {gm}m∈Z, such
that ‖{Gj}j∈Z‖Lpτ (ℓq(Rn,Z)) ≤ C‖{gm}m∈Z‖Lpτ (ℓq(Rn,Z)).
Next we recall the Hausdorff-type counterparts of ℓq(Lpτ (Rn,Z)) and L
p
τ (ℓq(Rn,Z)). To
this end, for x ∈ Rn and r > 0, let B(x, r) := {y ∈ Rn : |x − y| < r}. For E ⊂ Rn and
d ∈ (0, n], the d-dimensional Hausdorff capacity of E is defined by
Hd(E) := inf
∑
j
rdj : E ⊂
⋃
j
B(xj , rj)
 , (2.1)
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where the infimum is taken over all countable coverings {B(xj , rj)}
∞
j=1 of open balls of E;
see, for example, [1, 56]. It is well known that Hd is monotone, countably subadditive and
vanishes at the empty set. Moreover, Hd in (2.1) when d = 0 also makes sense, and H0 has
the properties that for all non-empty sets E ⊂ Rn, H0(E) ≥ 1, and H0(E) = 1 if and only
if E is bounded and non-empty. For any function f : Rn → [0,∞], the Choquet integral of
f with respect to Hd is then defined by∫
Rn
f(x) dHd(x) :=
∫ ∞
0
Hd({x ∈ Rn : f(x) > λ}) dλ.
In what follows, we write Rn+1+ := R
n×(0,∞). For all p ∈ [1,∞], p′ denote the conjugate
number of p, namely, 1/p′ + 1/p = 1. For any measurable function ω on Rn+1+ and x ∈ R
n,
its nontangential maximal function Nω is defined by setting
Nω(x) := sup
|y−x|<t
|ω(y, t)|.
For p ∈ (1,∞) and τ ∈ [0,∞), the space ˜ℓq(Lpτ (Rn,Z)) with q ∈ [1,∞) is defined to be
the set of all sequences G := {gj}j∈Z of measurable functions on R
n such that
‖G‖ ˜ℓq(Lpτ (Rn,Z))
:= inf
ω
∑
j∈Z
(∫
Rn
|gj(x)|
p[ω(x, 2−j)]−p dx
)q/p
1/q
<∞,
and the space ˜Lpτ (ℓq(Rn,Z)) with q ∈ (1,∞) the set of all sequences G := {gj}j∈Z of
measurable functions on Rn such that
‖G‖ ˜Lpτ (ℓq(Rn,Z))
:= inf
ω

∫
Rn
∑
j∈Z
|gj(x)|
q[ω(x, 2−j)]−q
p/q dx

1/p
<∞,
where the both infimums are taken over all nonnegative Borel measurable functions ω on
Rn+1+ satisfying ∫
Rn
[Nω(x)](p∨q)
′
dHnτ(p∨q)
′
(x) ≤ 1 (2.2)
and with the restriction that for any j ∈ Z, ω(·, 2−j) is allowed to vanish only where gj
vanishes.
As an analogy of Lemma 2.1, we have the following conclusions, which is just [59, Lemma
3.1].
Lemma 2.2. Let p ∈ (1,∞), δ ∈ (0,∞) and {gm}m∈Z be a sequence of measurable functions
on Rn. For all j ∈ Z and x ∈ Rn, let Gj(x) :=
∑
m∈Z 2
−|m−j|δgm(x).
(i) If q ∈ [1,∞), τ ∈ [0, 1/(p ∨ q)′] and δ ∈ (nτ,∞), then there exists a positive constant
C, independent of {gm}m∈Z, such that ‖{Gj}j∈Z‖ ˜ℓq(Lpτ (Rn,Z))
≤ C‖{gm}m∈Z‖ ˜ℓq(Lpτ (Rn,Z))
.
(ii) If q ∈ (1,∞), τ ∈ [0, 1/(p ∨ q)′] and δ ∈ (nτ,∞), then there exists a positive constant
C, independent of {gm}m∈Z, such that ‖{Gj}j∈Z‖ ˜Lpτ (ℓq(Rn,Z))
≤ C‖{gm}m∈Z‖ ˜Lpτ (ℓq(Rn,Z))
.
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For any locally integrable function f on Rn and x ∈ Rn, the Hardy-Littlewood maximal
function Mf(x) of f is defined by Mf(x) := supQ∋x
1
|Q|
∫
Q |f(y)| dy, where the supremum
is taken over all cubes in Rn centered at x with sides parallel to the coordinate axes. It is
well known that M is bounded from Lp(Rn) to Lp(Rn) when p ∈ (1,∞]; see, for example,
[45]. Moreover, if p ∈ (1,∞) and q ∈ (1,∞], then there exists a positive constant C such
that for all sequences {fk}k∈Z of locally integrable functions on R
n,∥∥∥∥∥∥
{∑
k∈Z
[Mfk]
q
}1/q∥∥∥∥∥∥
Lp(Rn)
≤ C
∥∥∥∥∥∥
{∑
k∈Z
|fk|
q
}1/q∥∥∥∥∥∥
Lp(Rn)
. (2.3)
This is the well-known Fefferman-Stein vector-valued inequality; see [18] or [45, p. 56, (13)].
3 Continuous Characterizations
In this section, we use the methods from [52] to characterize the homogeneous Besov-type
space B˙s,τp,q (Rn), the Triebel-Lizorkin-type space F˙
s,τ
p,q (Rn) and their preduals, the Besov-
Hausdorff space BH˙s,τp,q (Rn) and the Triebel-Lizorkin-Hausdorff space FH˙
s,τ
p,q (Rn) via the
local means, the Peetre maximal functions of local means and the tent space associated
with local means (Lusin functions) in both discrete and continuous types. These char-
acterizations are further used in Section 5 to prove that the spaces B˙s,τp,q (Rn), F˙
s,τ
p,q (Rn),
BH˙s,τp,q (Rn) and FH˙
s,τ
p,q (Rn) are coorbits of certain spaces on the n-dimensional ax+b-group
G.
3.1 Continuous Characterizations of B˙s,τp,q (R
n) and F˙ s,τp,q (R
n)
Let ϕ ∈ S(Rn) be such that
supp ϕ̂ ⊂ {ξ ∈ Rn : 1/2 ≤ |ξ| ≤ 2} and |ϕ̂(ξ)| ≥ C > 0 if 3/5 ≤ |ξ| ≤ 5/3. (3.1)
Recall that the homogeneous Besov-type space B˙s,τp,q (Rn) and Triebel-Lizorkin-type space
F˙ s,τp,q (Rn) are defined as follows; see [57, 58].
Definition 3.1. Let s ∈ R, τ ∈ [0,∞), q ∈ (0, ∞] and ϕ ∈ S(Rn) satisfy (3.1).
(i) The Besov-type space B˙s,τp,q (Rn) with p ∈ (0,∞] is defined to be the set of all f ∈
S ′∞(R
n) such that ‖f‖B˙s,τp,q (Rn) := ‖{2
js(ϕj ∗ f)}j∈Z‖ℓq(Lpτ (Rn,Z)) <∞.
(ii) The Triebel-Lizorkin-type space F˙ s,τp,q (Rn) with p ∈ (0,∞) is defined to be the set of
all f ∈ S ′∞(R
n) such that ‖f‖F˙ s,τp,q (Rn) := ‖{2
js(ϕj ∗ f)}j∈Z‖Lpτ (ℓq(Rn,Z)) <∞.
Let ε ∈ (0,∞), R ∈ Z+ ∪ {−1} and Φ ∈ S(R
n) satisfy that
|Φ̂(ξ)| > 0 on {ξ ∈ Rn : ε/2 < |ξ| < 2ε} and Dα(Φ̂)(0) = 0 for all ‖α‖ℓ1 ≤ R. (3.2)
Recall that Φt ∗ f for t ∈ R are usually called the local means; see, for example, [49]. We
characterize the space F s,τp,q (Rn) as follows.
8 Yiyu Liang, Yoshihiro Sawano, Tino Ullrich, Dachun Yang and Wen Yuan
Theorem 3.2. Let s ∈ R, τ ∈ [0,∞), p ∈ (0,∞), q ∈ (0,∞], R ∈ Z+ ∪ {−1} and
a ∈ (n/(p∧ q),∞) such that s+nτ < R+1 and Φ be as in (3.2). Then the space F˙ s,τp,q (Rn)
is characterized by
F˙ s,τp,q (R
n) = {f ∈ S ′R(R
n) : ‖f |F˙ s,τp,q (R
n)‖i <∞}, i ∈ {1, · · · , 5},
where
‖f |F˙ s,τp,q (R
n)‖1 := sup
P∈Q
1
|P |τ

∫
P
[∫ ℓ(P )
0
t−sq|Φt ∗ f(x)|
q dt
t
]p/q
dx

1/p
,
‖f |F˙ s,τp,q (R
n)‖2 := sup
P∈Q
1
|P |τ

∫
P
[∫ ℓ(P )
0
t−sq|(Φ∗t f)a(x)|
q dt
t
]p/q
dx

1/p
,
‖f |F˙ s,τp,q (R
n)‖3 := sup
P∈Q
1
|P |τ

∫
P
[∫ ℓ(P )
0
t−sq
∫
|z|<t
|Φt ∗ f(x+ z)|
q dz
dt
tn+1
]p/q
dx

1/p
,
‖f |F˙ s,τp,q (R
n)‖4 := sup
P∈Q
1
|P |τ

∫
P
 ∞∑
k=jP
2skq|(Φ∗kf)a(x)|
q
p/q dx

1/p
and
‖f |F˙ s,τp,q (R
n)‖5 := sup
P∈Q
1
|P |τ

∫
P
 ∞∑
k=jP
2skq|Φk ∗ f(x)|
q
p/q dx

1/p
,
with the usual modification made when q =∞; moreover, when a ∈ (2n/(p ∧ q),∞),
F˙ s,τp,q (R
n) = {f ∈ S ′R(R
n) : ‖f |F˙ s,τp,q (R
n)‖6 <∞},
where
‖f |F˙ s,τp,q (R
n)‖6 := sup
P∈Q
1
|P |τ

∫
P
 ∞∑
j=jP
2jsq
[∫
Rn
2jn|Φj ∗ f(x+ y)|
r
(1 + 2j |y|)ar
dy
]q/rp/q dx

1/p
and r ∈ (0, p ∧ q) satisfying that ar > 2n. Furthermore, all ‖ · |F˙ s,τp,q (Rn)‖i, i ∈ {1, · · · , 6},
are equivalent (quasi-)norms in F˙ s,τp,q (Rn).
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We call the characterizations of the space F˙ s,τp,q (Rn) via the (quasi-)norm ‖ · |F˙
s,τ
p,q (Rn)‖i,
i ∈ {1, · · · , 5}, respectively, the characterizations by the continuous local means, by the
continuous Peetre maximal function of local means, by the tent space (Lusin area function)
associated with local means, by the discrete Peetre maximal function of local means and
by the discrete local means.
Before we prove the above theorem let us give the following remark.
Remark 3.3. Notice that Theorem 3.2, in the special case when p ∈ (0,∞) and τ = 1/p,
gives new interesting characterizations for the spaces F˙ s∞,q(R
n) introduced by Triebel [47]
and extended by Frazier and Jawerth [22] which can partly be seen as continuous type
Carleson measure characterizations. Discrete counterparts of the above characterizations
have been given by Rychkov [37]. Notice also that, for all p ∈ (0,∞), the spaces F˙
0,1/p
p,2 (R
n)
coincide with BMO(Rn).
To prove Theorem 3.2, we need the following conclusion, which was first observed in [59].
For completeness, we give some details here.
Lemma 3.4. Let s, τ , p and q be as in Definition 3.1. If f ∈ F˙ s,τp,q (Rn) or B˙
s,τ
p,q (Rn),
then there exists a canonical way to find a representative of f such that f ∈ S ′L(R
n), where
L := (−1) ∨ ⌊s+ n(τ − 1/p)⌋.
Proof. We only consider the space F˙ s,τp,q (Rn) by similarity. Let f ∈ F˙
s,τ
p,q (Rn) and ϕ ∈ S(Rn)
satisfy (3.1), Then by [23, Lemma (6.9)], there exists a function ψ ∈ S(Rn) satisfying (3.1)
such that
∑
j∈Z ϕ̂(2
jξ)ψ̂(2jξ) = 1 for all ξ ∈ Rn\{0}. By the Caldero´n reproducing formula
in [57, Lemma 2.1], we know that f =
∑
m∈Z ψ˜m ∗ ϕm ∗ f in S
′
∞(R
n), where and in what
follows, ψ˜(z) := ψ(−z) for all z ∈ Rn. From the arguments in [58, Lemma 4.2] (see also
[22, pp. 153-155] and [9, Proposition 3.8 and Corollary 3.9]), we deduce that there exists
a sequence {PN}N∈N of polynomials, with degree no more than L same as in Lemma 3.4
for all N ∈ N, such that g := limN→∞(
∑N
m=−N ψ˜m ∗ ϕm ∗ f + PN ) in S
′(Rn) and g is a
representative of the equivalence class f + P(Rn). We identify f with its representative g.
In this sense, f ∈ S ′L(R
n), which completes the proof of Lemma 3.4.
By [52, (2.66)] and the argument in the proof of [52, Theorem 2.8], we have the following
estimate, which is widely used in this paper.
Lemma 3.5. Let R ∈ Z+ ∪ {−1}, Φ ∈ S(R
n) satisfy (3.2) and f ∈ S ′R(R
n). For all
t ∈ [1, 2], a ≤ N , ℓ ∈ Z and x ∈ Rn,
(Φ∗2−ℓtf)a(x)
r ≤ C(r)
∞∑
k=0
2−kNr2(k+ℓ)n
∫
Rn
|(Φk+ℓ)t ∗ f(y)|
r
(1 + 2ℓ|x− y|)ar
dy, (3.3)
where r is an arbitrary fixed positive number and C(r) is a positive constant independent
of Φ, f , ℓ, x and t, but may depend on r.
Now we turn to the proof of Theorem 3.2.
Proof of Theorem 3.2. We prove Theorem 3.2 in four steps. First we show that for the
same Φ, ‖f |F˙ s,τp,q (Rn)‖i, i ∈ {1, 2, 4, 5}, are equivalent each other. Next we prove that
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‖f |F˙ s,τp,q (Rn)‖i, i ∈ {1, 2, 4, 5}, are independent of the choice of Φ and the conclusions of
Theorem 3.2 for i ∈ {1, 2, 4, 5} hold. Finally, for the same Φ, we show that ‖f |F˙ s,τp,q (Rn)‖2 ∼
‖f |F˙ s,τp,q (Rn)‖3 and ‖f |F˙
s,τ
p,q (Rn)‖5 ∼ ‖f |F˙
s,τ
p,q (Rn)‖6.
Step 1. In this step, for the same Φ, we prove the relations that
‖f |F˙ s,τp,q (R
n)‖1 ∼ ‖f |F˙
s,τ
p,q (R
n)‖2 ∼ ‖f |F˙
s,τ
p,q (R
n)‖4 ∼ ‖f |F˙
s,τ
p,q (R
n)‖5 (3.4)
for every f ∈ S ′R(R
n).
Notice that obviously, by the definitions, we see that ‖f |F˙ s,τp,q (Rn)‖1 ≤ ‖f |F˙
s,τ
p,q (Rn)‖2
and ‖f |F˙ s,τp,q (Rn)‖5 ≤ ‖f |F˙
s,τ
p,q (Rn)‖4. Next we show that ‖f |F˙
s,τ
p,q (Rn)‖2 . ‖f |F˙
s,τ
p,q (Rn)‖1.
We choose r ∈ (n/a, p ∧ q). Then by (3.3), we have
‖f |F˙ s,τp,q (R
n)‖2 ≤ sup
P∈Q
1
|P |τ

∫
P
 ∞∑
ℓ=jP
∫ 2−ℓ+1
2−ℓ
t−sq|(Φ∗t f)a(x)|
q dt
t
p/q dx

1/p
. sup
P∈Q
1
|P |τ

∫
P
 ∞∑
ℓ=jP
∫ 2
1
2ℓsq
[
∞∑
k=0
2−kNr2(k+ℓ)n
×
∫
Rn
|(Φk+ℓ)t ∗ f(y)|
r
(1 + 2ℓ|x− y|)ar
dy
]q/r dt
t
)p/q
dx

1/p
,
where the natural number N ∈ [a,∞) is determined later. From Minkowski’s inequality, it
follows that
‖f |F˙ s,τp,q (R
n)‖2 . sup
P∈Q
1
|P |τ

∫
P
 ∞∑
ℓ=jP
2ℓsq
[
∞∑
k=0
2−kNr2(k+ℓ)n
×
∫
Rn
[∫ 2
1 |(Φk+ℓ)t ∗ f(y)|
q dt
t
]r/q
(1 + 2ℓ|x− y|)ar
dy

q/r

p/q
dx

1/p
.
Fix any P ∈ Q. Notice that ℓ ≥ jP and
1 + 2ℓ|x− y| & 2ℓ2−jP ‖i‖ℓ1 (3.5)
for all x ∈ P and y ∈ P + iℓ(P ) with i ∈ Zn+ and ‖i‖ℓ1 ≥ 2. From these facts, we then infer
that, for all x ∈ P ,
∫
Rn
[∫ 2
1 |(Φk+ℓ)t ∗ f(y)|
q dt
t
]r/q
(1 + 2ℓ|x− y|)ar
dy
.
∫
3P
[∫ 2
1 |(Φk+ℓ)t ∗ f(y)|
q dt
t
]r/q
(1 + 2ℓ|x− y|)ar
dy +
∑
i∈Zn+, ‖i‖ℓ1≥2
∫
P+iℓ(P )
· · ·
New Characterizations of Besov-Triebel-Lizorkin-Hausdorff Spaces 11
. 2−ℓnM
([∫ 2
1
|(Φk+ℓ)t ∗ f |
q dt
t
]r/q
χ3P
)
(x) +
∑
i∈Zn+, ‖i‖ℓ1≥2
‖i‖−ar
ℓ1
2−ℓar2jP ar
×
∫
P+iℓ(P )
[∫ 2
1
|(Φk+ℓ)t ∗ f(y)|
q dt
t
]r/q
χP+iℓ(P )(y) dy
. 2−ℓnM
([∫ 2
1
|(Φk+ℓ)t ∗ f |
q dt
t
]r/q
χ3P
)
(x) +
∑
i∈Zn+, ‖i‖ℓ1≥2
‖i‖−ar
ℓ1
2−ℓar
×2jP (ar−n)M
([∫ 2
1
|(Φk+ℓ)t ∗ f |
q dt
t
]r/q
χP+iℓ(P )
)
(x+ iℓ(P )) =: I1 + I2. (3.6)
For the term I1, letting δ > 0 and N > δ ∨ (δ + n/r − s), from Ho¨lder’s inequality and
the Fefferman-Stein vector-valued inequality (2.3), we deduce that
sup
P∈Q
1
|P |τ

∫
P
 ∞∑
ℓ=jP
2ℓsq
(
∞∑
k=0
2−kNr2(k+ℓ)nI1
)q/rp/q dx

1/p
. sup
P∈Q
1
|P |τ

∫
P
 ∞∑
ℓ=jP
∞∑
k=0
2−k(N−δ)q+knq/r2−ksq
×
M
[∫ 2−k−ℓ+1
2−k−ℓ
t−sq|Φt ∗ f |
q dt
t
]r/q
χ3P
 (x)
q/r

p/q
dx

1/p
. sup
P∈Q
1
|P |τ

∫
3P
 ∞∑
ℓ=jP
∞∑
k=0
2−k(N−δ)q+knq/r2−ksq
×
∫ 2−k−ℓ+1
2−k−ℓ
t−sq|Φt ∗ f(x)|
q dt
t
]p/q
dx

1/p
. ‖f |F˙ s,τp,q (R
n)‖1. (3.7)
Similar to the estimate (3.7), for the term I2, by using ar > n, we also conclude that
sup
P∈Q
1
|P |τ

∫
P
 ∞∑
ℓ=jP
2ℓsq
(
∞∑
k=0
2−kNr2(k+ℓ)nI2
)q/rp/q dx

1/p
. ‖f |F˙ s,τp,q (R
n)‖1. (3.8)
Combining the estimate (3.7) and (3.8), we see that ‖f |F˙ s,τp,q (Rn)‖2 . ‖f |F˙
s,τ
p,q (Rn)‖1.
With slight modifications of the above argument, we also obtain
‖f |F˙ s,τp,q (R
n)‖2 . ‖f |F˙
s,τ
p,q (R
n)‖5 and ‖f |F˙
s,τ
p,q (R
n)‖4 . ‖f |F˙
s,τ
p,q (R
n)‖1,
which yields (3.4) and completes the proof of Step 1.
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Step 2. In this step, we first show that ‖f |F˙ s,τp,q (Rn)‖i, i ∈ {1, 2, 4, 5}, are independent
of the choice of Φ. To this end, we temporarily write ‖f |F˙ s,τp,q (Rn)‖4 in Theorem 3.2 by
‖f |F˙ s,τp,q (Rn)‖Φ4 . Let Ψ also satisfy (3.2) and we use ‖f |F˙
s,τ
p,q (Rn)‖Ψ4 to denote ‖f |F˙
s,τ
p,q (Rn)‖4
as in Theorem 3.2 via replacing Φ therein by Ψ. By Step 1 and the symmetry, we see that
it suffices to prove that ‖f |F˙ s,τp,q (Rn)‖Ψ4 . ‖f |F˙
s,τ
p,q (Rn)‖Φ4 .
Indeed, by [52, (2.89)], we know that for all ℓ ∈ Z,
2ℓs(Ψ∗ℓf)a .
ℓ∑
k=0
2(k−ℓ)(R+1−s)2ks(Φ∗kf)a +
∞∑
k=ℓ+1
2(ℓ−k)(K+1−a+s)2ks(Φ∗kf)a,
whereK ∈ N is sufficiently large. ChoosingK > a+|s|+nτ , by Lemma 2.1, we immediately
conclude that ‖f |F˙ s,τp,q (Rn)‖Ψ4 . ‖f |F˙
s,τ
p,q (Rn)‖Φ4 , which, combined with (3.4), further implies
that ‖f |F˙ s,τp,q (Rn)‖i, i ∈ {1, 2, 4, 5}, are independent of the choice of Φ.
Next we show that the conclusions of Theorem 3.2 for i ∈ {1, 2, 4, 5} hold. Notice that if ϕ
satisfies (3.1), then it also satisfies (3.2) for ε = 1. From this observation and the definition
of ‖f‖F˙ s,τp,q (Rn), together with the independence of ‖f |F˙
s,τ
p,q (Rn)‖5 of Φ, it further follows
that ‖f |F˙ s,τp,q (Rn)‖5 ∼ ‖f |F˙
s,τ
p,q (Rn)‖
ϕ
5 ∼ ‖f‖F˙ s,τp,q (Rn). To complete the proof of Step 2, since
S ′R(R
n) ⊂ S ′∞(R
n), we see that it suffices to show that if f ∈ F˙ s,τp,q (Rn), then f ∈ S ′R(R
n).
Indeed, by Lemma 3.4, we know that f ∈ S ′L(R
n) with L := (−1)∨ ⌊s+n(τ − 1/p)⌋, which
together with the fact L ≤ R, implies that f ∈ S ′R(R
n). Thus,
F˙ s,τp,q (R
n) = {f ∈ S ′R(R
n) : ‖f |F˙ s,τp,q (R
n)‖i <∞}, i ∈ {1, 2, 4, 5},
which completes the proof of Step 2.
Step 3. In this step, for a fixed Φ, we prove that ‖f |F˙ s,τp,q (Rn)‖2 ∼ ‖f |F˙
s,τ
p,q (Rn)‖3 for all
f ∈ S ′R(R
n). Since the inequality ‖f |F˙ s,τp,q (Rn)‖3 . ‖f |F˙
s,τ
p,q (Rn)‖2 is trivial, we only need
to show ‖f |F˙ s,τp,q (Rn)‖2 . ‖f |F˙
s,τ
p,q (Rn)‖3.
Notice that for all k ≥ 0 and ℓ ∈ Z, when t ∈ [1, 2] and |z| < 2−(k+ℓ)t,
1 + 2ℓ|x− y| ≤ 1 + 2ℓ(|x− (y + z)|+ |z|) . 1 + 2ℓ|x− (y + z)|.
By this and (3.3), we conclude that, for all t ∈ [1, 2], a ≤ N , ℓ ∈ Z and x ∈ Rn,
[
(Φ∗2−ℓtf)a(x)
]r
.
∞∑
k=0
2−kNr+2(k+ℓ)n
∫
Rn
∫
|z|<2−(k+ℓ)t
|(Φk+ℓ)t ∗ f(y)|
r
(1 + 2ℓ|x− y|)ar
dz dy
.
∞∑
k=0
2−kNr+2(k+ℓ)n
∫
Rn
∫
|z|<2−(k+ℓ)t
|(Φk+ℓ)t ∗ f(y + z)|
r
(1 + 2ℓ|x− y|)ar
dz dy.
Thus, from Minkowski’s inequality, we further deduce that∫ 2
1
[
(Φ∗2−ℓtf)a(x)
]q dt
t
.

∞∑
k=0
2−kNr+2(k+ℓ)n
∫
Rn
[∫ 2
1
∫
|z|<2−(k+ℓ)t |(Φk+ℓ)t ∗ f(y + z)|
q dz dtt
]r/q
(1 + 2ℓ|x− y|)ar
dy

q/r
, (3.9)
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which, together with
‖f |F˙ s,τp,q (R
n)‖2 . sup
P∈Q
1
|P |τ

∫
P
 ∞∑
ℓ=jP
2ℓsq
∫ 2
1
[(Φ∗2−ℓtf)a(x)]
q dt
t

p
q
dx

1
p
(3.10)
and Ho¨lder’s inequality, implies that
‖f |F˙ s,τp,q (R
n)‖2
. sup
P∈Q
1
|P |τ

∫
P
 ∞∑
ℓ=jP
2ℓsq+2ℓnq/r
∞∑
k=0
2−k(N−δ)q+2knq/r
×

∫
Rn
[∫ 2
1
∫
|z|<2−(k+ℓ)t |(Φk+ℓ)t ∗ f(y + z)|
q dz dtt
]r/q
(1 + 2ℓ|x− y|)ar
dy

q/r

p/q
dx

1/p
,
where δ ∈ (0, N).
By (3.5) and ar > n, we conclude that, for all x ∈ P ,
∫
Rn
[∫ 2
1
∫
|z|<2−(k+ℓ)t |(Φk+ℓ)t ∗ f(y + z)|
q dz dtt
]r/q
(1 + 2ℓ|x− y|)ar
dy
≤
∫
3P
[∫ 2
1
∫
|z|<2−(k+ℓ)t |(Φk+ℓ)t ∗ f(y + z)|
q dz dtt
]r/q
(1 + 2ℓ|x− y|)ar
dy +
∑
‖i‖ℓ1≥2,i∈Z
n
∫
P+iℓ(P )
· · ·
. 2−ℓnM
[∫ 2
1
∫
|z|<2−(k+ℓ)t
|(Φk+ℓ)t ∗ f(·+ z)|
q dz
dt
t
]r/q
χ3P
 (x)
+
∑
‖i‖ℓ1≥2, i∈Z
n
+
‖i‖−ar
ℓ1
2−(ℓ−jP )(ar−n)2−ℓn
×M
[∫ 2
1
∫
|z|<2−(k+ℓ)t
|(Φk+ℓ)t ∗ f(·+ z)|
q dz
dt
t
]r/q
χP+iℓ(P )
 (x+ iℓ(P )).
Then applying the Fefferman-Stein vector-valued inequality, by an argument similar to the
estimate of (3.7), we further see that ‖f |F˙ s,τp,q (Rn)‖2 . ‖f |F˙
s,τ
p,q (Rn)‖3, which completes the
proof of Step 3.
Step 4. Finally, in this step, we prove that ‖f |F˙ s,τp,q (Rn)‖5 ∼ ‖f |F˙
s,τ
p,q (Rn)‖6. To this end,
by [52, (2.48)], we know that for all ℓ ∈ Z and x ∈ Rn,
|Φℓ ∗ f(x)|
r .
∞∑
k=0
2−kNr2(k+ℓ)n
∫
Rn
|Φk+ℓ ∗ f(x+ y)|
r
(1 + 2ℓ|y|)Nr
dy,
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where N ∈ N is sufficiently large and determined later. Letting N > a− s, we have
2ℓsr|Φℓ ∗ f(x)|
r .
∞∑
i=ℓ
2−(i−ℓ)(N−a+s)r
∫
Rn
2in|Φi ∗ f(x+ y)|
r
(1 + 2i|y|)ar
dy,
which, combined with Lemma 2.1, further implies that ‖f |F˙ s,τp,q (Rn)‖5 . ‖f |F˙
s,τ
p,q (Rn)‖6.
Conversely, from a/2 > n/(p ∧ q) and ar/2 > n, we infer that, for all x ∈ Rn,∫
Rn
2jn|Φj ∗ f(x+ y)|
r
(1 + 2j |y|)ar
dy . sup
z∈Rn
|Φj ∗ f(x+ z)|
r
(1 + 2j|z|)ar/2
∫
Rn
2jn
(1 + 2j |y|)ar/2
dy ∼ (Φ∗jf)
r
a/2(x).
By this, Steps 2 and 3, we know that ‖f |F˙ s,τp,q (Rn)‖6 . ‖f |F˙
s,τ
p,q (Rn)‖5 immediately, which
completes the proof of Theorem 3.2.
The Besov-type spaces also have the characterizations as in Theorem 3.2, whose proofs
are similar to that of Theorem 3.2. We omit the details.
Theorem 3.6. Let s ∈ R, τ ∈ [0,∞), p, q ∈ (0,∞], R ∈ Z+∪{−1} and a ∈ (n/p,∞) such
that s+ nτ < R+ 1 and Φ be as in (3.2). Then the space B˙s,τp,q (Rn) is characterized by
B˙s,τp,q (R
n) = {f ∈ S ′R(R
n) : ‖f |B˙s,τp,q (R
n)‖i <∞}, i ∈ {1, · · · , 4},
where
‖f |B˙s,τp,q (R
n)‖1 := sup
P∈Q
1
|P |τ
{∫ ℓ(P )
0
t−sq
[∫
P
|Φt ∗ f(x)|
p dx
]q/p dt
t
}1/q
,
‖f |B˙s,τp,q (R
n)‖2 := sup
P∈Q
1
|P |τ
{∫ ℓ(P )
0
t−sq
[∫
P
|(Φ∗t f)a(x)|
p dx
]q/p dt
t
}1/q
,
‖f |B˙s,τp,q (R
n)‖3 := sup
P∈Q
1
|P |τ

∞∑
k=jP
2skq
[∫
P
|(Φ∗kf)a(x)|
p dx
]q/p
1/q
and
‖f |B˙s,τp,q (R
n)‖4 := sup
P∈Q
1
|P |τ

∞∑
k=jP
2skq
[∫
P
|Φk ∗ f(x)|
p dx
]q/p
1/q
,
with the usual modifications made when p =∞ or q =∞. Moreover, when a ∈ (2n/p,∞),
B˙s,τp,q (R
n) = {f ∈ S ′R(R
n) : ‖f |B˙s,τp,q (R
n)‖5 <∞},
where
‖f |B˙s,τp,q (R
n)‖5 := sup
P∈Q
1
|P |τ

∞∑
j=jP
2jsq
(∫
P
[∫
Rn
2jn|Φj ∗ f(x+ y)|
r
(1 + 2j |y|)ar
dy
]p/r
dx
)q/p
1/q
and r ∈ (0, p) satisfying that ar > 2n. Furthermore, all quantities ‖f |B˙s,τp,q (Rn)‖i, i ∈
{1, · · · , 5}, are equivalent (quasi-)norms in B˙s,τp,q (Rn).
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With slight modifications for the proofs of Theorems 3.2 and 3.6, we obtain the following
observation. We omit the details.
Remark 3.7. The conclusions of Theorems 3.2 and 3.6 are still true if, for all f ∈ S ′R(R
n)
and x ∈ Rn, we replace (Φ∗t f)a(x) by
(Φ˜∗t f)a(x) := sup
y∈Rn
t/2≤s≤t
|Φs ∗ f(x+ y)|
(1 + |y|/s)a
.
The most prominent example Φ of functions satisfying (3.2) is the classical local means;
see [49, Section 3.3] for examples. In particular, we have the following statements.
Corollary 3.8. Let k ∈ S(Rn) such that k̂(0) 6= 0 and Ψ := ∆Nk with N ∈ N and
2N > s+ nτ . Then,
(i) For p, q, s and τ as in Theorem 3.2 and Φ therein replaced by Ψ, the conclusions of
Theorem 3.2 are true.
(ii) For p, q, s and τ as in Theorem 3.6 and Φ therein replaced by Ψ, the conclusions of
Theorem 3.6 are true.
Corollary 3.9. Let ϕ0 ∈ S(R
n) be a non-increasing radial function satisfying ϕ0(0) 6= 0
and Dαϕ0(0) = 0 for 1 ≤ ‖α‖ℓ1 ≤ R with R + 1 > s + nτ . Define ϕ(·) := ϕ0(·) − ϕ0(2·)
and Ψ := F−1ϕ.
(i) For p, q, s and τ as in Theorem 3.2 and Φ therein replaced by Ψ, the conclusions of
Theorem 3.2 are true.
(ii) For p, q, s and τ as in Theorem 3.6 and Φ therein replaced by Ψ, the conclusions of
Theorem 3.6 are true.
3.2 Continuous Characterizations of BH˙s,τp,q (R
n) and FH˙s,τp,q (R
n)
In this subsection, we focus on the continuous local mean characterizations of homogeneous
Besov-Hausdorff spaces BH˙s,τp,q (Rn) and Triebel-Lizorkin-Hausdorff spaces FH˙
s,τ
p,q (Rn).
We begin with the notions of Besov-Hausdorff and Triebel-Lizorkin-Hausdorff spaces
introduced in [62].
Definition 3.10. Let s ∈ R, p ∈ (1,∞) and ϕ ∈ S(Rn) satisfy (3.1).
(i) The Besov-Hausdorff space BH˙s,τp,q (Rn) with q ∈ [1,∞) and τ ∈ [0, 1/(p ∨ q)′] is
defined to be the set of all f ∈ S ′∞(R
n) such that
‖f‖BH˙s,τp,q (Rn) := ‖{2
js(ϕj ∗ f)}j∈Z‖ ˜ℓq(Lpτ (Rn,Z))
<∞.
(ii) The Triebel-Lizorkin-Hausdorff space FH˙s,τp,q (Rn) with q∈(1,∞) and τ ∈ [0, 1/(p ∨ q)′]
is defined to be the set of all f ∈ S ′∞(R
n) such that
‖f‖FH˙s,τp,q (Rn) := ‖{2
js(ϕj ∗ f)}j∈Z‖ ˜Lpτ (ℓq(Rn,Z))
<∞.
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Recall that BH˙s,0p,q(Rn) = B˙sp,q(R
n), FH˙s,0p,q (Rn) = F˙ sp,q(R
n) and FH˙
−α,1/2−α
2,2 (R
n) =
HH1−α(R
n) (see [57]), where the Hardy-Hausdorff spaceHH1−α(R
n) was recently introduced
by Dafni and Xiao in [15] and proved to be the predual space of Qα(R
n) therein. More
applications of Qα(R
n) and HH1−α(R
n) were given by Dafni and Xiao in [16]. We also point
out that Adams and Xiao [2] and Dafni and Xiao [15] first used the Hausdorff capacity and
weights to introduce some new spaces of functions and, very recently, Adams and Xiao
[3, 4, 5] gave some new interesting applications of such spaces of functions.
Remark 3.11. (i) The Besov-Hausdorff space BH˙s,τp,q (Rn) and Triebel-Lizorkin-Hausdorff
space FH˙s,τp,q (Rn) are quasi-Banach spaces; see [57, 58, 62]. Indeed, by [62, Remarks 7.1
and 7.3], we know that, for all f1, f2 ∈ FH˙
s,τ
p,q (Rn),
‖f1 + f2‖FH˙s,τp,q (Rn) ≤ 2
(p∨q)′
[
‖f1‖FH˙s,τp,q (Rn) + ‖f2‖FH˙s,τp,q (Rn)
]
.
Recall that (p ∨ q)′ denotes the conjugate index of p ∨ q. An inequality similar to this is
also true for BH˙s,τp,q (Rn).
(ii) By the Aoki-Rolewicz theorem (see [6, 36]), there exists v ∈ (0, 1] such that∥∥∥∥∥∥
∑
j∈Z
fj
∥∥∥∥∥∥
v
BH˙s,τp,q (Rn)
.
∑
j∈Z
‖fj‖
v
BH˙s,τp,q (Rn)
for all {fj}j∈Z ⊂ BH˙
s,τ
p,q (R
n), (3.11)
and ∥∥∥∥∥∥
∑
j∈Z
fj
∥∥∥∥∥∥
v
F H˙s,τp,q (Rn)
.
∑
j∈Z
‖fj‖
v
F H˙s,τp,q (Rn)
for all {fj}j∈Z ⊂ FH˙
s,τ
p,q (R
n). (3.12)
Indeed, v := 1/(1 + (p ∨ q)′) does the job.
We now characterize FH˙s,τp,q (Rn) and BH˙
s,τ
p,q (Rn) via the local means as follows.
Theorem 3.12. Let s ∈ R, p, q ∈ (1,∞), τ ∈ [0, 1/(p ∨ q)′], R ∈ Z+ ∪ {−1} and a ∈
(n(1/(p ∧ q) + τ),∞) such that s + nτ < R + 1 and Φ be as in (3.2). Then the space
FH˙s,τp,q (Rn) is characterized by
FH˙s,τp,q (R
n) = {f ∈ S ′R(R
n) : ‖f |FH˙s,τp,q (R
n)‖i <∞}, i ∈ {1, · · · , 5},
where
‖f |FH˙s,τp,q (R
n)‖1 := inf
ω
∥∥∥∥∥
{∫ ∞
0
t−sq|Φt ∗ f(·)|
q[ω(·, t)]−q
dt
t
}1/q∥∥∥∥∥
Lp(Rn)
,
‖f |FH˙s,τp,q (R
n)‖2 := inf
ω
∥∥∥∥∥
{∫ ∞
0
t−sq[(Φ∗t f)a(·)]
q[ω(·, t)]−q
dt
t
}1/q∥∥∥∥∥
Lp(Rn)
,
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‖f |FH˙s,τp,q (R
n)‖3 := inf
ω
∥∥∥∥∥∥
{∫ ∞
0
t−sq
∫
|z|<t
|Φt ∗ f(·+ z)|
q[ω(·+ z, t)]−q dz
dt
tn+1
}1/q∥∥∥∥∥∥
Lp(Rn)
,
‖f |FH˙s,τp,q (R
n)‖4 := ‖{2
ksΦk ∗ f}k∈Z‖ ˜Lpτ (ℓq(Rn,Z))
and
‖f |FH˙s,τp,q (R
n)‖5 := ‖{2
ks(Φ∗kf)a}k∈Z‖ ˜Lpτ (ℓq(Rn,Z))
,
where the infimums are taken over all nonnegative Borel measurable functions ω on Rn+1+
satisfying (2.2); moreover, when a ∈ (2n(1/(p ∧ q) + τ),∞),
FH˙s,τp,q (R
n) = {f ∈ S ′R(R
n) : ‖f |F˙ s,τp,q (R
n)‖6 <∞},
where
‖f |FH˙s,τp,q (R
n)‖6 := inf
ω
∥∥∥∥∥∥∥
∑
j∈Z
2jsq
[∫
Rn
2jn|Φj ∗ f(·+ y)|
r
(1 + 2j |y|)ar
dy
] q
r
[ω(·, t)]−q

1
q
∥∥∥∥∥∥∥
Lp(Rn)
,
where ω runs over all nonnegative Borel measurable functions on Rn+1+ satisfying (2.2) and
r ∈ (0, p∧q) satisfying that (a−nτ)r > 2n. Furthermore, all ‖·|FH˙s,τp,q (Rn)‖i, i ∈ {1, · · · , 6},
are equivalent (quasi-)norm in FH˙s,τp,q (Rn).
To prove this theorem, we need the following two technical lemmas. The first one is [61,
Lemma 3.2], which reflects the geometrical properties of Hausdorff capacities.
Lemma 3.13. Let β ∈ [1,∞), λ ∈ (0,∞) and ω be a nonnegative Borel measurable function
on Rn+1+ . Then there exists a positive constant C, independent of β, ω and λ, such that
Hd({x ∈ Rn : Nβω(x) > λ}) ≤ Cβ
dHd({x ∈ Rn : Nω(x) > λ}), where Nβω(x) :=
sup|y−x|<βt ω(y, t) for all x ∈ R
n.
As a counterpart of Lemma 3.4, we have the following result, which was implicitly con-
tained in the proof of [59, Lemma 3.2]. For the convenience of the reader, we give some
details here.
Lemma 3.14. Let s, τ , p and q be as in Definition 3.10. If f ∈ FH˙s,τp,q (Rn) or BH˙
s,τ
p,q (Rn),
then there exists a canonical way to find a representative of f such that f ∈ S ′L(R
n), where
L := (−1) ∨ ⌊s− n(τ + 1/p)⌋.
Proof. We only consider the space FH˙s,τp,q (Rn) by similarity. Let f ∈ FH˙
s,τ
p,q (Rn) and ϕ ∈
S(Rn) satisfy (3.1), By the proof of Lemma 3.4, there exists a function ψ ∈ S(Rn) satisfying
(3.1) such that f =
∑
m∈Z ψ˜m ∗ϕm ∗ f in S
′
∞(R
n). From the arguments in [61, Lemma 3.4],
we deduce that there exists a sequence {PN}N∈N of polynomials, with degree not more than
L for all N ∈ N, such that g := limN→∞(
∑N
m=−N ψ˜m ∗ϕm ∗ f +PN ) exists in S
′(Rn) and g
is a representative of the equivalence class f +P(Rn). We identify f with its representative
g. In this sense, f ∈ S ′L(R
n), which completes the proof of Lemma 3.14.
18 Yiyu Liang, Yoshihiro Sawano, Tino Ullrich, Dachun Yang and Wen Yuan
Now we are ready to prove Theorem 3.12.
Proof of Theorem 3.12. We first prove that for all f ∈ S ′R(R
n),
‖f |FH˙s,τp,q (R
n)‖1 ∼ ‖f |FH˙
s,τ
p,q (R
n)‖2 ∼ ‖f |FH˙
s,τ
p,q (R
n)‖3
∼ ‖f |FH˙s,τp,q (R
n)‖4 ∼ ‖f |FH˙
s,τ
p,q (R
n)‖5.
By similarity, we only give the details for the first and second equivalences. We begin with
comparing the continuous local means and the continuous Peetre maximal function of the
local means.
Obviously, ‖f |FH˙s,τp,q (Rn)‖1 . ‖f |FH˙
s,τ
p,q (Rn)‖2. Next we show
‖f |FH˙s,τp,q (R
n)‖2 . ‖f |FH˙
s,τ
p,q (R
n)‖1.
Let ω˜ be a nonnegative function on Rn+1+ such that∥∥∥∥∥
{∫ ∞
0
t−sq|Φt ∗ f(·)|
q[ω˜(·, t)]−q
dt
t
}1/q∥∥∥∥∥
Lp(Rn)
. ‖f |FH˙s,τp,q (R
n)‖1.
Notice that
‖f |FH˙s,τp,q (R
n)‖2 ∼ inf
ω
∥∥∥∥∥∥
{∑
ℓ∈Z
2ℓsq
∫ 2
1
[
(Φ∗2−ℓtf)a(·)
]q
[ω(·, t)]−q
dt
t
}1/q∥∥∥∥∥∥
Lp(Rn)
.
Then by (3.3) and Minkowski’s inequality, we see that
‖f |FH˙s,τp,q (R
n)‖2 . inf
ω
∥∥∥∥∥
{∑
ℓ∈Z
2ℓsq
[
∞∑
k=0
2−kNr2(k+ℓ)n
×
∫
Rn
[∫ 2
1 |(Φk+ℓ)t ∗ f(y)|
q[ω(·, 2−ℓt)]−q dtt
] r
q
(1 + 2ℓ| · −y|)ar
dy

q
r

1/q
∥∥∥∥∥∥∥∥∥
Lp(Rn)
. (3.13)
Choosing δ ∈ (0, a− n/r), by Ho¨lder’s inequality, (3.12) and (3.13), we know that
‖f |FH˙s,τp,q (R
n)‖v2
.
∞∑
k=0
2−k(N−δ)v+knv/r inf
ω
∥∥∥∥∥
{∑
ℓ∈Z
2ℓ(s+n/r)q
(
∞∑
i=0
2−iar
×
∫
|·−y|∼2i−ℓ
[∫ 2
1
|(Φk+ℓ)t ∗ f(y)|
q[ω(·, 2−ℓt)]−q
dt
t
]r/q
dy
)q/r
1/q
∥∥∥∥∥∥∥
v
Lp(Rn)
.
∞∑
k=0
2−k(N−δ)v+knv/r
∞∑
i=0
2−i(a−δ)v inf
ω
∥∥∥∥∥
{∑
ℓ∈Z
2ℓ(s+n/r)q
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×
(∫
|·−y|∼2i−ℓ
[∫ 2
1
|(Φk+ℓ)t ∗ f(y)|
q[ω(·, 2−ℓt)]−q
dt
t
]r/q
dy
)q/r
1/q
∥∥∥∥∥∥∥
v
Lp(Rn)
,
where v is as in Remark 3.11(ii) and
| · −y| ∼ 2i−ℓ means that 2i−ℓ ≤ | · −y| < 2i−ℓ+1. (3.14)
For (x, s) ∈ Rn × (0,∞), let
ωk,i(x, s) := 2
−(i+k)nτ sup{ω˜(y, t) : |x− y| < 2i+1t, 2−k−1 ≤ s/t ≤ 2k+1}.
Then by Lemma 3.13, ωk,i(x, s) also satisfies (2.2) modulo a positive constant. Thus, by
choosing ω := ωk,i and the Fefferman-Stein vector-valued inequality (2.3), we have
‖f |FH˙s,τp,q (R
n)‖v2
.
∞∑
k=0
∞∑
i=0
2−k(N−δ)v+knv/r2−i(a−δ)v
∥∥∥∥∥
{∑
ℓ∈Z
2ℓ(s+n/r)q
×
(∫
|·−y|∼2i−ℓ
[∫ 2
1
|(Φk+ℓ)t ∗ f(y)|
q[ωk,i(·, 2
−ℓt)]−q
dt
t
]r/q
dy
)q/r
1/q
∥∥∥∥∥∥∥
v
Lp(Rn)
.
∞∑
k=0
∞∑
i=0
2−k(N−δ)v+knv/r2−i(a−δ)v+(k+i)nτv2inv/r
∥∥∥∥∥
{∑
ℓ∈Z
2ℓsq
×
[
M
([∫ 2
1
|(Φk+ℓ)t ∗ f |
q[ω˜(·, 2−k−ℓt)]−q
dt
t
]r/q)]q/r
1/q
∥∥∥∥∥∥∥
v
Lp(Rn)
. ‖f |FH˙s,τp,q (R
n)‖v1,
namely, ‖f |FH˙s,τp,q (Rn)‖2 . ‖f |FH˙
s,τ
p,q (Rn)‖1.
Now let us compare the characterization by the continuous Peetre maximal function
of the local means and the characterization by the tent space. By the definitions of
‖f |FH˙s,τp,q (Rn)‖2 and ‖f |FH˙
s,τ
p,q (Rn)‖3, we immediately obtain
‖f |FH˙s,τp,q (R
n)‖3 . ‖f |FH˙
s,τ
p,q (R
n)‖2.
Next we prove that ‖f |FH˙s,τp,q (Rn)‖2 . ‖f |FH˙
s,τ
p,q (Rn)‖3. By (3.9), we see that
‖f |FH˙s,τp,q (R
n)‖2
. inf
ω
∥∥∥∥∥
{∑
ℓ∈Z
2ℓsq
(
∞∑
k=0
2−kNr+2(k+ℓ)n
∞∑
i=0
2−iar
∫
|·−y|∼2i−ℓ
×
[∫ 2
1
∫
|z|<2−(k+ℓ)t
|(Φk+ℓ)t ∗ f(y + z)|
q[ω(·, 2−ℓt)]−q dz
dt
t
] r
q
dy

q
r

1
q
∥∥∥∥∥∥∥∥
Lp(Rn)
,
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where | · −y| ∼ 2i−ℓ means the same as in (3.14). Let
ωi,k(x, t) := 2
−(i+k+4)nτ sup
{
ω˜(y, s) : |x− y| ≤ 2i+1t, 2−k−2 ≤ t/s ≤ 2k+2
}
.
Applying Lemma 3.13 with β = 2k+i+4, we know that ωi,k satisfies (2.2) modulo a positive
constant. Choosing δ ∈ (0, a − n/r) and applying Ho¨lder’s inequality, by (3.12), we then
conclude that
‖f |FH˙s,τp,q (R
n)‖v2
.
∞∑
k=0
2−k(N−δ)v+2knv/r
∞∑
i=0
2−i(a−δ)v inf
ω
∥∥∥∥∥
{∑
ℓ∈Z
2ℓsq
(
22ℓn
∫
|·−y|∼2i−ℓ
×
[∫ 2
1
∫
|z|<2−(k+ℓ)t
|(Φk+ℓ)t ∗ f(y + z)|
q[ω(·, 2−ℓt)]−q dz
dt
t
]r/q
dy
q/r

1/q
∥∥∥∥∥∥∥∥
v
Lp(Rn)
.
∞∑
k=0
2−k(N−δ)v+knv/r
∞∑
i=0
2−i(a−δ)v2(i+k)nτv2inv/r
∥∥∥∥∥
{∑
ℓ∈Z
×
[
M
(∫ 2−(k+ℓ)+1
2−(k+ℓ)
∫
|z|<t
t−sq|Φt ∗ f(·+ z)|
q[ω˜(·+ z, t)]−q dz
dt
tn+1
)]q/r
1/q
∥∥∥∥∥∥∥
v
Lp(Rn)
,
where v is as in Remark 3.11(ii). From this and the Fefferman-Stein vector-valued maximal
inequality (2.3), we further deduce that ‖f |FH˙s,τp,q (Rn)‖2 . ‖f |FH˙
s,τ
p,q (Rn)‖3.
Finally we show that {f ∈ S ′R(R
n) : ‖f |FH˙s,τp,q (Rn)‖i < ∞} for i ∈ {1, · · · , 5} charac-
terizes the space FH˙s,τp,q (Rn). Indeed, similar to Step 2 of the proof of Theorem 3.2, with
Lemma 2.1 replaced by Lemma 2.2, we know that ‖f |FH˙s,τp,q (Rn)‖i, i ∈ {1, · · · , 5}, are
independent of the choice of Φ satisfying (3.2), which further implies that ‖f |FH˙s,τp,q (Rn)‖i
are equivalent to ‖f‖FH˙s,τp,q (Rn).
By R ≥ L and Lemma 3.14, we know that if f ∈ FH˙s,τp,q (Rn), then f ∈ S ′R(R
n), which,
together with the fact that S ′R(R
n) ⊂ S ′∞(R
n), implies the desired conclusion, and hence
completes the proof of Theorem 3.12.
Similar to Theorem 3.12, for the space BH˙s,τp,q (Rn), we also have the following character-
izations. We omit the details here.
Theorem 3.15. Let s ∈ R, p ∈ (1,∞), q ∈ [1,∞), τ ∈ [0, 1/(p ∨ q)′], R ∈ Z+ ∪ {−1}
and a ∈ (n(1/p + τ),∞) such that s + nτ < R + 1 and Φ be as in (3.2). Then the space
BH˙s,τp,q (Rn) is characterized by
BH˙s,τp,q (R
n) = {f ∈ S ′R(R
n) : ‖f |BH˙s,τp,q (R
n)‖i <∞}, i ∈ {1, · · · , 4},
where
‖f |BH˙s,τp,q (R
n)‖1 := inf
ω
{∫ ∞
0
t−sq‖Φt ∗ f(·)[ω(·, t)]
−1‖qLp(Rn)
dt
t
}1/q
,
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‖f |BH˙s,τp,q (R
n)‖2 := inf
ω
{∫ ∞
0
t−sq‖(Φ∗t f)a(·)[ω(·, t)]
−1‖qLp(Rn)
dt
t
}1/q
,
‖f |BH˙s,τp,q (R
n)‖3 := ‖{2
ksΦk ∗ f}k∈Z‖ ˜ℓq(Lpτ (Rn,Z))
and
‖f |BH˙s,τp,q (R
n)‖4 := ‖{2
ks(Φ∗kf)a}k∈Z‖ ˜ℓq(Lpτ (Rn,Z))
;
moreover, when a ∈ (2n/p+ nτ,∞),
BH˙s,τp,q (R
n) = {f ∈ S ′R(R
n) : ‖f |BH˙s,τp,q (R
n)‖5 <∞},
where
‖f |BH˙s,τp,q (R
n)‖5 := inf
ω
∑
j∈Z
2jsq
∥∥∥∥∥
[∫
Rn
2jn|Φj ∗ f(·+ y)|
r
(1 + 2j |y|)ar
dy
] 1
r
[ω(·, t)]−1
∥∥∥∥∥
q
Lp(Rn)

1
q
,
where ω runs over all nonnegative Borel measurable functions on Rn+1+ satisfying (2.2) and
r ∈ (0, p) satisfying that (a− nτ)r > 2n. Furthermore, all ‖ · |BH˙s,τp,q (Rn)‖i, i ∈ {1, · · · , 5},
are equivalent (quasi-)norm in BH˙s,τp,q (Rn).
With slight modifications for the proofs of Theorems 3.12 and 3.15, we obtain the fol-
lowing observation.
Remark 3.16. Theorems 3.12 and 3.15 are still true if we replace (Φ∗t f)a in Theorems
3.12 and 3.15 by (Φ˜∗t f)a, which is defined in Remark 3.7. The counterparts of Corollaries
3.8 and 3.9 keep valid also in the framework of Theorems 3.12 and 3.15.
4 The Coorbit Space Theory for Quasi-Banach Spaces
In this section we recall some basic results from [34]. This theory is the continuation to
quasi-Banach spaces of the classical coorbit space theory developed by Feichtinger and
Gro¨chenig [19, 20, 21, 25] in the eighties. The ingredients are a locally compact group G
with identity e, a Hilbert space H and an irreducible, unitary and continuous representation
π : G → L(H), which is at least integrable. One can associate a (quasi-)Banach space CoY
to any solid, translation-invariant (quasi-)Banach space Y of functions on the group G.
This approach provides a powerful discretization machinery for the space CoY , namely,
a universal approach to atomic decompositions and Banach frames. In connection with
smoothness spaces of Besov-Triebel-Lizorkin-Hausdorff type, we measure smoothness of a
function in decay properties of the continuous wavelet transform Wgf ; see (5.10) below.
We show in Section 5 that homogeneous Besov and Triebel-Lizorkin type spaces as well
as homogeneous Besov-Hausdorff and Triebel-Lizorkin-Hausdorff spaces are represented as
coorbits of properly chosen spaces Y on the ax+ b-group G.
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4.1 Function Spaces on G
Integration on G is always with respect to the left Haar measure dµ(x). The Haar module
on G is denoted by ∆. We define further LxF (y) := F (x
−1y) and RxF (y) := F (yx), for
all x, y ∈ G, the left and right translation operators, respectively. A quasi-Banach function
space Y on the group G is supposed to have the following properties:
(i) Y contains all characteristic functions χK of compact subsets K ⊂ G;
(ii) Y is invariant under the left and right translations Lx and Rx, which represent in
addition continuous operators on Y ;
(iii) Y is solid, namely, H ∈ Y and |F (x)| ≤ |H(x)| almost everywhere imply that F ∈ Y
and ‖F |Y ‖ ≤ ‖H|Y ‖.
By the Aoki-Rolewicz theorem, there exists p ∈ (0, 1] such that Y has an equivalent
p-norm (see [34, p. 239] for the definition), moreover, ‖
∑
j∈Z yj|Y ‖
p .
∑
j∈Z ‖yj|Y ‖
p for all
{yj}j∈Z ⊂ Y .
A continuous weight w is called sub-multiplicative if w(xy) ≤ w(x)w(y) for all x, y ∈ G.
The (quasi-)Banach space Lpw(G), p ∈ (0,∞], of functions F on the group G is defined via
the norm ‖F |Lpw(G)‖ := {
∫
G |F (x)w(x)|
p dµ(x)}1/p , where the usual modification is made
when p = ∞ . If w := 1 then we simply write Lpw(G) by Lp(G) . It is easy to show that
these spaces have left and right translation invariances if w is sub-multiplicative.
4.2 Wiener-Amalgam Spaces
We follow the notation in [34]. Let B be one of the spaces L1(G) or L∞(G). Choose one rel-
atively compact neighborhood Q of e ∈ G and define the control function K(F,Q,B)(x) :=
‖(LxχQ)F |B‖ for all x ∈ G, where F is locally contained in B, which means FχK ⊂ B
for any compact subset K of G and is denoted by F ∈ Bloc. Let now Y be some solid
quasi-Banach space of functions on G containing the characteristic function of any compact
subset of G. The Wiener-Amalgam space W (B,Y ) is then defined by
W (B,Y ) :=W (B,Y,Q) := {F ∈ Bloc : K(F,Q,B) ∈ Y }
with (quasi-)norm ‖F |W (B,Y,Q)‖ := ‖K(F,Q,B)|Y ‖, which has an equivalent p-norm
with p being the exponent of the quasi-norm of Y .
The following lemma is essentially Theorem 3.1 in the preprint version of [34].
Lemma 4.1. The following statements are equivalent:
(i) The spaces W (L∞(G), Y ) = W (L∞(G), Y,Q) is independent of the choice of the
neighborhood Q of e (with equivalent norms for different choices).
(ii) The space W (L∞(G), Y,Q) is right translation invariant.
4.3 Sequence Spaces
Definition 4.2. Let X := {xi}i∈I be some discrete set of points in G and V be a relatively
compact neighborhood of e ∈ G .
(i) X is called V -dense if G = ∪i∈IxiV .
(ii) X is called relatively separated if for all compact sets K ⊂ G, there exists a positive
constant CK such that supj∈I ♯{i ∈ I : xiK ∩xjK 6= ∅} ≤ CK , where and in what follows,
♯E denotes the cardinality of the set E.
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(iii) X is called V -well-spread (or simply well-spread) if it is both relatively separated
and V -dense.
Definition 4.3. For a family X := {xi}i∈I which is V -well-spread with respect to a rela-
tively compact neighborhood V of e ∈ G, the sequence space Y ♯ associated to Y is defined
as
Y ♯ :=
{
{λi}i∈I : ‖{λi}i∈I |Y
♯‖ :=
∥∥∥∥∥∑
i∈I
|λi|χxiV |Y
∥∥∥∥∥ <∞
}
.
4.4 Coorbit Spaces
Having a Hilbert space H and an integrable, irreducible, unitary and continuous represen-
tation π : G → L(H), then the general voice transform of f ∈ H with respect to a fixed
atom g ∈ H is defined as the function Vgf on the group G given by
Vgf(x) := 〈π(x)g, f〉 , x ∈ G, (4.1)
where the bracket denotes the inner product in H .
Definition 4.4. For a sub-multiplicative weight w(·) ≥ 1 on G, the space Aw ⊂ H of
admissible vectors is defined by Aw := {g ∈ H : Vgg ∈ L
1
w(G)} . If Aw 6= {0} and
g ∈ Aw \ {0}, further define H
1
w := {f ∈ H : ‖f |H
1
w‖ = ‖Vgf |L
1
w(G)‖ < ∞} . Finally,
denote by (H1w)
∼ the canonical anti-dual of H1w, namely, the space of all conjugate linear
functionals on H1w .
We see immediately that Aw ⊂ H
1
w ⊂ H. The voice transform (4.1) is extended to
Hw× (H
1
w)
∼ by the usual dual pairing. Notice that the space H1w is considered as the space
of test functions and (H1w)
∼ as reservoir or the space of distributions.
To treat also (quasi-)Banach spaces, we need the modification [34] of the classical coorbit
space theory. For p ∈ (0, 1] and a sub-multiplicative weight w, let us define the following
set of analyzing vectors
Bpw := {g ∈ H : Vgg ∈W (L
∞(G), Lpw(G))} . (4.2)
In the sequel, we admit only those parameters p and w such that Bpw contains non-zero
functions.
Before defining the coorbit space CoY , we need to define the weight wY which depends
on the space Y on G satisfying (i) - (iii) in Subsection 4.1. We define further
wY (x) := max{‖Lx‖, ‖Lx−1‖, ‖Rx‖,∆(x
−1)‖Rx−1‖}, x ∈ G , (4.3)
where the operator norms are considered from W (L∞(G), Y ) to W (L∞(G), Y ) . Finally,
we put
B(Y ) := BpwY ∩AwY , (4.4)
where p ∈ (0, 1] is such that Y has a p-norm.
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Definition 4.5. Let Y be a (quasi-)Banach space, with an equivalent p-norm, on G sat-
isfying (i)-(iii) in Subsection 4.1 and let the weight wY (x) be given by (4.3). Let further
g ∈ B(Y ). The space CoY , called the coorbit space of Y , is defined by
CoY := {f ∈ (H1w)
∼ : Vgf ∈W (L
∞(G), Y )} (4.5)
with ‖f |CoY ‖ := ‖Vgf |W (L
∞(G), Y )‖.
The following basic properties are proved for instance in Theorem 4.3 in the preprint
version of [34]. Notice that Theorem 4.6(i) is also included in [34, Theorem 4.4] (see also
[33, Theorem 4.5.13] for the case of Banach spaces).
Theorem 4.6. (i) The space CoY is a (quasi-)Banach space independent of the analyzing
vector g ∈ B(Y ).
(ii) The definition of the space CoY is independent of the reservoir in the following sense:
Assume that S ⊂ H1w is a non-trivial locally convex vector space which is invariant under π.
Assume further that there exists a non-zero vector g ∈ S ∩B(Y ) for which the reproducing
formula Vgf = Vgg ∗ Vgf holds true for all f ∈ S
∼. Then
CoY = {f ∈ (H1w)
∼ : Vgf ∈ Y } = {f ∈ S
∼ : Vgf ∈W (L
∞(G), Y )} .
4.5 Discretizations
This subsection states the main abstract discretization result. We are interested in atoms
of type {π(xi)g}i∈I , where {xi}i∈I ⊂ G represents a discrete subset, whereas g ∈ B(Y )
denotes a fixed admissible analyzing vector.
The following powerful result goes back to Gro¨chenig [24] and was further extended by
Rauhut [34], Rauhut and Ullrich [35, Theorem 3.14], and recently by Scha¨fer [44, Theorem
6.8] to the quasi-Banach situation.
Theorem 4.7. Suppose that the functions gr, γr ∈ B(Y ), r ∈ {1, ..., n}. Let X := {xi}i∈I
be a well-spread set such that
f =
n∑
r=1
∑
i∈I
〈π(xi)γr, f〉π(xi)gr (4.6)
for all f ∈ H . Then the expansion (4.6) extends to all f ∈ CoY . Moreover, f ∈ (H1w)
∼
belongs to CoY if and only if {〈π(xi)γr, f〉}i∈I belongs to Y
♯ for each r ∈ {1, ..., n} . For
f ∈ CoY , the expansion (4.6) always converges unconditionally in the weak ∗-topology
induced by (H1w)
∼. If, in addition, the finite sequences are dense in Y ♯, then (4.6) converges
unconditionally in the (quasi-)norm of CoY .
5 Coorbit Characterizations
In this section, we always let G := Rn ⋊R∗+ be the n-dimensional ax+ b-group. In Subsec-
tion 5.1, we first introduce four classes of Peetre-type spaces, L˙s,τp,q,a(G), P˙
s,τ
p,q,a(G), LH˙
s,τ
p,q,a(G)
and PH˙s,τp,q,a(G), on G, and show that the left and right translations of G are bounded on
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these Peetre-type spaces in Propositions 5.2 and 5.7. Combining these boundednesses
of translations with the coorbit theory of Rauhut [34] (see also Theorem 4.6), in Theo-
rems 5.11 and 5.12 of Subsection 5.2, we then prove that the spaces B˙s,τp,q (Rn), F˙
s,τ
p,q (Rn),
BH˙s,τp,q (Rn) and FH˙
s,τ
p,q (Rn) are, respectively, the coorbit spaces of the Peetre-type spaces
L˙
s+n/2−n/q,τ
p,q,a (G), P˙
s+n/2−n/q,τ
p,q,a (G), LH˙
s+n/2−n/q,τ
p,q,a (G) and PH˙
s+n/2−n/q,τ
p,q,a (G). Finally, in
Subsection 5.3, we introduce some sequence spaces corresponding to L˙s,τp,q,a(G), P˙
s,τ
p,q,a(G),
LH˙s,τp,q,a(G) and PH˙
s,τ
p,q,a(G), which are used in Section 6 to obtain the wavelet characteriza-
tions of the spaces B˙s,τp,q (Rn), F˙
s,τ
p,q (Rn), BH˙
s,τ
p,q (Rn) and FH˙
s,τ
p,q (Rn).
5.1 Peetre-Type Spaces on G
Recall that the group operation of G is given by
(x, t)(y, s) := (x+ ty, st) x, y ∈ Rn, s, t ∈ (0,∞).
The left Haar measure µ on G is given by dµ(x, t) := dx dt/tn+1 and the Haar module
is ∆(x, t) := t−n. Giving a function F on G, for any y := (y, r) ∈ G, the left and right
translations Ly := L(y,r) and Ry := R(y,r) are given by setting, for all (x, t) ∈ G,
L(y,r)F (x, t) = F ((y, r)
−1(x, t)) = F
(
x− y
r
,
t
r
)
and R(y,r)F (x, t) = F ((x, t)(y, r)) = F (x+ ty, rt) .
Definition 5.1. Let s ∈ R, τ ∈ [0,∞) and q ∈ (0, ∞].
(i) The space L˙s,τp,q,a(G) with p ∈ (0,∞] is defined to be the set of all functions F on G
such that
‖F |L˙s,τp,q,a(G)‖
:= sup
P∈Q
1
|P |τ

∫ ℓ(P )
0
t−sq
∫
P
 sup
y∈Rn
t/2≤r≤t
|F (x+ y, r)|
(1 + |y|/r)a

p
dx

q/p
dt
tn+1

1/q
<∞.
(ii) The space P˙ s,τp,q,a(G) with p ∈ (0,∞) is defined to be the set of all functions F on G
such that
‖F |P˙ s,τp,q,a(G)‖
:= sup
P∈Q
1
|P |τ

∫
P
∫ ℓ(P )
0
t−sq
 sup
y∈Rn
t/2≤r≤t
|F (x+ y, r)|
(1 + |y|/r)a

q
dt
tn+1

p/q
dx

1/p
<∞.
If we change dyadic cubes Q in Definition 5.3 into the set of all cubes in Rn whose sides
parallel to the coordinate axes, we obtain equivalent (quasi-)norms.
Next we show that the left and right translations are bounded on L˙s,τp,q,a(G) and P˙
s,τ
p,q,a(G).
In what follows, for a given (quasi)-Banach space X and a linear operator T from X to X,
we denote by ‖T‖X→X the operator norm of T .
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Proposition 5.2. Let s ∈ R, τ ∈ [0,∞) and q ∈ (0, ∞]. Then the left and right translations
are bounded on L˙s,τp,q,a(G) and P˙
s,τ
p,q,a(G). Moreover, the following estimates hold:
‖R(z, r)‖L˙s,τp,q,a(G)→L˙s,τp,q,a(G) ≤ Cr
s+n/q(1 ∨ r−a)(1 ∨ rnτ )(1 + |z|)a, (5.1)
‖R(z, r)‖P˙ s,τp,q,a(G)→P˙ s,τp,q,a(G) ≤ Cr
s+n/q(1 ∨ r−a)(1 ∨ rnτ )(1 + |z|)a, (5.2)
‖L(z, r)‖L˙s,τp,q,a(G)→L˙s,τp,q,a(G) ≤ Cr
n(1/p−1/q)−s−nτ (5.3)
and
‖L(z, r)‖P˙ s,τp,q,a(G)→P˙ s,τp,q,a(G) ≤ Cr
n(1/p−1/q)−s−nτ . (5.4)
Proof. By similarity, we only give the proofs for (5.1) and (5.4). For (5.1), notice that
sup
y∈Rn
t/2≤θ≤t
|F (x+ y + θz, θr)|
(1 + |y|/θ)a
≤ (1 ∨ r−a)(1 + |z|)a sup
y∈Rn
tr/2≤θ≤tr
|F (x+ y, θ)|
(1 + |y|/θ)a
. (5.5)
By (5.5) and changing variables, we then see that
‖R(z, r)F‖L˙s,τp,q,a(G)
≤ (1 ∨ r−a)(1 + |z|)a
× sup
P∈Q
1
|P |τ

∫ ℓ(P )
0
t−sq
∫
P
 sup
y∈Rn
tr/2≤θ≤tr
|F (x+ y, θ)|
(1 + |y|/θ)a

p
dx

q/p
dt
tn+1

1/q
. rs+n/q(1 ∨ r−a)(1 ∨ rnτ )(1 + |z|)a‖F |L˙s,τp,q,a(G)‖,
which implies (5.1).
Next we prove (5.4). Notice that
‖L(z,r)F |P˙
s,τ
p,q,a(G)‖
= sup
P∈Q
1
|P |τ

∫
P−z
∫ ℓ(P )
0
t−sq
 sup
y∈Rn
t/2≤θ≤t
|F (x+yr ,
θ
r )|
(1 + |y|θ )
a
q dt
tn+1
p/q dx

1/p
,
where and in what follows, P − z := {y− z : y ∈ P}. By changing variables, we know that
‖L(z,r)F |P˙
s,τ
p,q,a(G)‖
= sup
P∈Q
rn(1/p−1/q)−s
|P |τ

∫
P−z
r
∫ ℓ(P )/r
0
t−sq
 sup
y∈Rn
t/2≤θ≤t
|F (x+ y, θ)|
(1 + |y|θ )
a
q dt
tn+1
p/q dx

1/p
= rn(1/p−1/q)−s−nτ sup
P∈Q
1
|P−zr |
τ
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×

∫
P−z
r
∫ ℓ(P−zr )
0
t−sq
 sup
y∈Rn
t/2≤θ≤t
|F (x+ y, θ)|
(1 + |y|θ )
a
q dt
tn+1
p/q dx

1/p
. rn(1/p−1/q)−s−nτ‖F |P˙ s,τp,q,a(G)‖,
where P−zr := {
y−z
r : y ∈ P}. Thus, ‖L(z, r)‖P˙ s,τp,q,a(G)→P˙ s,τp,q,a(G) . r
n(1/p−1/q)−s−nτ , which
completes the proof of Proposition 5.2.
Definition 5.3. Let s ∈ R, p ∈ (1, ∞) and ω be a nonnegative function satisfying (2.2).
(i) The space LH˙s,τp,q,a(G) with q ∈ [1,∞) and τ ∈ [0, 1/(p ∨ q)′] is defined to be the set
of all functions F on G such that
‖F |LH˙s,τp,q,a(G)‖
:= inf
ω

∫ ∞
0
t−sq
∫
Rn
 sup
y∈Rn
t/2≤r≤t
|F (x+ y, r)|
(1 + |y|/r)a

p
[ω(x, t)]−p dx

q/p
dt
tn+1

1/q
<∞,
where the infimum is taken over all nonnegative Borel measurable functions ω on Rn+1+
satisfying (2.2).
(ii) The space PH˙s,τp,q,a(G) with q ∈ (1,∞) and τ ∈ [0, 1/(p ∨ q)′] is defined to be the set
of all functions F on G such that
‖F |PH˙s,τp,q,a(G)‖
:= inf
ω

∫
Rn
∫ ∞
0
t−sq
 sup
y∈Rn
t/2≤r≤t
|F (x+ y, r)|
(1 + |y|/r)a

q
[ω(x, t)]−q
dt
tn+1

p/q
dx

1/p
<∞,
where the infimum is taken over all nonnegative Borel measurable functions ω on Rn+1+
satisfying (2.2).
Similar to Remark 3.11, we have the following conclusions.
Remark 5.4. (i) The spaces LH˙s,τp,q,a(G) and PH˙
s,τ
p,q,a(G) are quasi-Banach spaces. Indeed,
for any F1, F2 ∈ LH˙
s,τ
p,q,a(G),
‖F1 + F2‖LH˙s,τp,q,a(G) ≤ 2
(p∨q)′
[
‖F1‖LH˙s,τp,q,a(G) + ‖F2‖LH˙s,τp,q,a(G)
]
.
An inequality similar to this is also true for PH˙s,τp,q,a(G).
(ii) By the Aoki-Rolewicz theorem, we know that when v := 1/(1 + (p ∨ q)′), then∥∥∥∥∥∥
∑
j∈Z
Fj
∥∥∥∥∥∥
v
LH˙s,τp,q,a(G)
.
∑
j∈Z
‖Fj‖
v
LH˙s,τp,q,a(G)
for all {Fj}j∈Z ⊂ LH˙
s,τ
p,q,a(G),
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and ∥∥∥∥∥∥
∑
j∈Z
Fj
∥∥∥∥∥∥
v
P H˙s,τp,q,a(G)
.
∑
j∈Z
‖Fj‖
v
P H˙s,τp,q,a(G)
for all {Fj}j∈Z ⊂ PH˙
s,τ
p,q,a(G).
Next we show that the left and the right translations are bounded on LH˙s,τp,q,a(G) and
PH˙s,τp,q,a(G). To this end, we need the following dilation property and the translation invari-
ance property of Hausdorff capacities.
Lemma 5.5. Let d ∈ (0, n]. Then, for all θ ∈ (0,∞) and E ⊂ Rn, Hd(θE) = θdHd(E),
where θE := {θx : x ∈ E}.
Proof. For all ǫ > 0, there exist balls {Bj}j∈N such that E ⊂ ∪jBj and∑
j
rdBj − ǫ ≤ H
d(E) ≤
∑
j
rdBj .
Then θE ⊂ ∪j(θBj) and θBj is a ball. Thus,
Hd(θE) ≤
∑
j
(θrBj)
d = θd
∑
j
rdBj ≤ θ
dHd(E) + θdǫ,
which implies that Hd(θE) ≤ θdHd(E).
Replacing θ and E, respectively, by θ−1 and θE in the above argument, we immediately
obtain the converse inequality, which completes the proof of Lemma 5.5.
We also have the following observation. Since the proof is trivial, we omit the details.
Lemma 5.6. For all d ∈ (0, n] and z ∈ Rn, Hd(E) = Hd(E + z), where E + z := {x+ z :
x ∈ E}.
Proposition 5.7. Let s, p, q, and τ be as in Definition 5.3. Then the left and right trans-
lations are bounded on LH˙s,τp,q,a(G) and PH˙
s,τ
p,q,a(G). Moreover, the following estimates hold:
‖R(z, r)‖LH˙s,τp,q,a(G)→LH˙s,τp,q,a(G) ≤ Cr
s+n/q(1 ∨ r−a)(1 ∨ r−nτ )(1 + |z|)a, (5.6)
‖R(z, r)‖PH˙s,τp,q,a(G)→PH˙s,τp,q,a(G) ≤ Cr
s+n/q(1 ∨ r−a)(1 ∨ r−nτ )(1 + |z|)a, (5.7)
‖L(z, r)‖LH˙s,τp,q,a(G)→LH˙s,τp,q,a(G) ≤ Cr
n(1/p−1/q)−s+nτ (5.8)
and
‖L(z, r)‖PH˙s,τp,q,a(G)→PH˙s,τp,q,a(G) ≤ Cr
n(1/p−1/q)−s+nτ . (5.9)
Proof. We also only prove (5.6) and (5.9) by similarity. For (5.6), let ω˜ be a nonnegative
function satisfying (2.2) and
∫ ∞
0
t−sq
∫
Rn
 sup
y∈Rn
t/2≤r≤t
|F (x+ y, r)|
(1 + |y|/r)a

p
[ω˜(x, t)]−p dx

q/p
dt
tn+1

1/q
. ‖F |LH˙s,τp,q,a(G)‖.
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Define ω(x, t) := (1 ∧ rnτ )ω˜(x, tr) for all (x, t) ∈ Rn+1+ . Then
Nω(x) = (1 ∧ rnτ ) sup
|x−y|<t/r
ω˜(y, t)
for all x ∈ Rn. By Lemma 3.13, we know that ω also satisfies (2.2), which, together with
(5.5), further implies that
‖R(z, r)F |LH˙s,τp,q,a(G)‖ . r
s+n/q(1 ∨ r−a)(1 ∨ r−nτ )(1 + |z|)a‖F |LH˙s,τp,q,a(G)‖.
From this, we deduce (5.6).
We now prove (5.9). Let ω˜ be a nonnegative function satisfying (2.2) and

∫
Rn
[∫ ∞
0
t−sq
(
sup
y∈Rn
|F (x+ y, t)|
(1 + |y|/t)a
)q
[ω˜(x, t)]−q
dt
tn+1
]p/q
dx

1/p
. ‖F |PH˙s,τp,q,a(G)‖.
Notice that
‖L(z,r)F |PH˙
s,τ
p,q,a(G)‖ = r
−s+n(1/p−1/q) inf
ω
{∫
Rn
[∫ ∞
0
t−sq
×
 sup
y∈Rn
t/2≤θ≤t
|F (x+ y, θ)|
(1 + |y|/θ)a
q [ω(rx+ z, rt)]−q dt
tn+1
p/q dx

1/p
.
Let ω(x, t) := r−nτ ω˜(x−zr ,
t
r ) for all (x, t) ∈ R
n+1
+ . Then ω(rx+ z, rt) = r
−nτ ω˜(x, t) and
Nω(x) = sup
|y−x|<t
ω(y, t) = r−nτ sup
|y−x|<t
ω˜
(
y − z
r
,
t
r
)
= r−nτNω˜
(
x− z
r
)
.
Thus, by Lemmas 5.5 and 5.6, we conclude that
∫
Rn
[Nω(x)](p∨q)
′
dHnτ(p∨q)
′
(x) = r−nτ(p∨q)
′
∫
Rn
[
Nω˜
(
x− z
r
)](p∨q)′
dHnτ(p∨q)
′
(x)
= r−nτ(p∨q)
′
∫
Rn
[Nω˜ (x)](p∨q)
′
dHnτ(p∨q)
′
(rx+ z)
≤
∫
Rn
[Nω˜ (x)](p∨q)
′
dHnτ(p∨q)
′
(x) ≤ 1.
Thus, ω satisfies (2.2), which further implies that
‖L(z,r)F |PH˙
s,τ
p,q,a(G)‖ . r
−s+n(1/p−1/q)+nτ‖F‖PH˙s,τp,q,a(G).
This finishes the proof of Proposition 5.7.
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5.2 Besov-Triebel-Lizorkin-Type Spaces as Coorbits
We put H := L2(Rn) and use the unitary representation over G π(x, t) := TxD
L2
t for
x ∈ Rn and t ∈ (0,∞), where Txf := f(· − x) and D
L2
t f = t
−n/2f(·/t). This representation
is unitary, continuous and square integrable on H but not irreducible. However, if we
restrict to radial functions g ∈ L2(Rn), then span{π(x, t)g : (x, t) ∈ G} is dense in L2(Rn).
The voice transform in this particular situation is given by the so-called continuous wavelet
transform Wgf , defined by
Wgf(x, t) := 〈TxD
L2
t g, f〉, x ∈ R
n, t ∈ (0,∞), (5.10)
where the bracket 〈·, ·〉 denotes the inner product in L2(Rn). We write Wgf in terms of a
convolution via
Wgf(x, t) = [(D
L2
t g(−·)) ∗ f¯ ](x) = t
d/2[(Dtg(−·)) ∗ f¯ ](x) (5.11)
for all x ∈ Rn and t ∈ (0,∞).
The next definition helps to control the decay of the continuous wavelet transform. Both,
the definition and the decay result are taken from [52, Appendix A].
Definition 5.8. Let L+ 1 ∈ Z+ and K ∈ (0,∞). The properties (D), (ML) and (SK) for
a function f ∈ L2(Rn) are, respectively, defined as follows:
(D) For every N ∈ N, there exists a positive constant C(N) such that
|f(x)| ≤
C(N)
(1 + |x|)N
.
(ML) All moments up to order L vanish, namely, for all α ∈ Z
n
+ such that ‖α‖ℓ1 ≤ L ,∫
Rn
xαf(x) dx = 0.
(SK) The function (1+|ξ|)
K |Dαf̂(ξ)| for all ξ ∈ Rn belongs to L1(Rn) for every multi-index
α ∈ Zn+.
Property (SK) is rather technical. Suppose that we have a function f ∈ C
K+n+1(Rn)
for some K ∈ N such that f itself and all its derivatives satisfy (D). The latter holds, for
instance, if f is compactly supported. Then this function satisfies (SK) by the elementary
properties of the Fourier transform. Conversely, if a function g ∈ L2(Rn) satisfies (SK)
for some K ∈ (0,∞), then we have g ∈ C⌊K⌋(Rn). However, in case of certain wavelet
functions ψ where the Fourier transform ψ̂ is given explicitly, we can verify (SK) directly.
Lemma 5.9. Let L ∈ Z+, K ∈ (0,∞), and g, f, f0 ∈ L
2(Rn).
(i) Let g satisfy (D) and (ML−1), and let f0 satisfy (D) and (SK). Then for every
N ∈ N, there exists a positive constant C(N) such that the estimate
|(Wgf0)(x, t)| ≤ C(N)
t(L∧K)+n/2
(1 + |x|)N
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holds true for all x ∈ Rn and t ∈ (0, 1) .
(ii) Let g, f satisfy (D), (ML−1) and (SK). For every N ∈ N, there exists a positive
constant C(N) such that the estimate
|(Wgf)(x, t)| ≤ C(N)
t(L∧K)+n/2
(1 + t)2(L∧K)+n
(
1 +
|x|
1 + t
)−N
holds true for all x ∈ Rn and t ∈ (0,∞) .
Recall that the abstract definitions of the spaces H1w, Aw and B
p
w are from Definition 4.4.
The following result is a direct consequence of the definition of S∞(R
n) and Lemma 5.9. It
states that for polynomial weights w, the spaces H1w, Aw and B
p
w contain a reasonable set
of functions, namely, the Schwartz class S∞(R
n).
Lemma 5.10. If the weight function w(x, t) ≥ 1 satisfies the condition that
w(x, t) . (1 + |x|)r(ts + t−s
′
), x ∈ Rn, t ∈ (0,∞) , (5.12)
for some nonnegative r, s, s′, then S∞(R
n) ⊂ (H1w ∩Aw ∩B
p
w) .
Relation (5.12) is a kind of the minimal condition which is needed in order to define
coorbit spaces in a reasonable way. Instead of (H1w)
∼, one may use S ′∞(R
n) as reservoir
and a radial g ∈ S∞(R
n) as admissible vector; see Definition 4.4. Considering (4.3), we
have to restrict to such function spaces Y on G satisfying (i), (ii), (iii) in Subsection 4.1,
where additionally
(iv) wY (x, t) . (1 + |x|)
r(ts + t−s
′
) for all x ∈ Rn and t ∈ (0,∞), and some nonnegative
r, s, s′.
We use the spaces defined in Subsection 5.1 as spaces Y and obtain the following main
results of this section.
Theorem 5.11. Let s ∈ R, τ ∈ [0,∞) and q ∈ (0,∞].
(i) If p ∈ (0,∞) and a ∈ (n/(p ∧ q),∞), then F˙ s,τp,q (Rn) = Co(P˙
s+n/2−n/q,τ
p,q,a (G)) holds
true in the sense of equivalent (quasi-)norms.
(ii) If p ∈ (0,∞] and a ∈ (n/p,∞), then B˙s,τp,q (Rn) = Co(L˙
s+n/2−n/q,τ
p,q,a (G)) holds true in
the sense of equivalent (quasi-)norms.
Proof. Observe that Q = [−1, 1]n×[1/2, 2] ⊂ G is a neighborhood of the identity e = (0, 1) ∈
G. A simple calculation shows that L˙
s+n/2−n/q,τ
p,q,a (G) = W (L∞(G), L˙
s+n/2−n/q,τ
p,q,a (G), Q) and
P˙
s+n/2−n/q,τ
p,q,a (G) = W (L∞(G), P˙
s+n/2−n/q,τ
p,q,a (G), Q) in the notions of Section 4. The results
(i) and (ii) are then a direct consequence of Definition 4.5, (5.11), Lemma 5.2, Theorems
3.2 and 3.6, by taking Remark 3.7 into account, and the abstract independence result in
Theorem 4.6. This finishes the proof of Theorem 5.11.
Theorem 5.12. Let s ∈ R and p ∈ (1,∞).
(i) If q ∈ [1,∞), τ ∈ [0, 1/(p ∨ q)′] and a ∈ (n(1/p + τ),∞), then BH˙s,τp,q (Rn) =
Co(LH˙
s+n/2−n/q,τ
p,q,a (G)) holds true in the sense of equivalent (quasi-)norms.
(ii) If q ∈ (1,∞), τ ∈ [0, 1/(p ∨ q)′] and a ∈ (n(1/(p ∧ q) + τ),∞), then FH˙s,τp,q (Rn) =
Co(PH˙
s+n/2−n/q,τ
p,q,a (G)) holds true in the sense of equivalent (quasi-)norms.
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Proof. Similar as in the proof of Theorem 5.11, we have
LH˙s+n/2−n/q,τp,q,a (G) =W (L
∞(G), LH˙s+n/2−n/q,τp,q,a (G), Q)
and PH˙
s+n/2−n/q,τ
p,q,a (G) = W (L∞(G), P H˙
s+n/2−n/q,τ
p,q,a (G), Q) . The results (i) and (ii) are
then a direct consequence of Definition 4.5, (5.11), Lemma 5.7, Theorems 3.12 and 3.15,
by taking Remark 3.16 into account, and the abstract independence result in Theorem 4.6.
This finishes the proof of Theorem 5.12.
5.3 Sequence spaces
In the sequel, we consider a compact neighborhood of the identity element in G given by
U := [−1/2, 1/2]n × [1/2, 1]. Accordingly, we consider the discrete set of points
{xj,k = (2
−jk, 2−j) : j ∈ Z, k ∈ Zn} .
This family is U -well-spread. Indeed, if we write
Ujk := [(k1 − 1/2)2
−j , (k1 + 1/2)2
−j ]× · · · × [(kd − 1/2)2
−j , (kd + 1/2)2
−j ] ,
we then have xj,k · U = Ujk× [2
−(j+1), 2−j ] . We write χj,k := χUjk . According to Definition
4.3, we obtain Y ♯ in this setting as follows.
Definition 5.13. Let Y be a function space on G as above. Put
Y ♯ :=
{λj,k}j∈Z,k∈Zn : ‖{λj,k}j,k|Y ♯‖ :=
∥∥∥∥∥∥
∑
j,k
|λj,k|χj,k ⊗ χ[2−(j+1),2−j ]|Y
∥∥∥∥∥∥ <∞
 .
For the Peetre-type spaces defined in Subsection 5.1, we have the following equivalent
representations.
Proposition 5.14. Let s ∈ R, τ ∈ [0,∞) and q ∈ (0,∞].
(i) If p ∈ (0,∞] and a ∈ (n/p,∞), then
∥∥∥{λj,k}j,k|(L˙s,τp,q,a(G))♯∥∥∥ ∼ sup
P∈Q
1
|P |τ

∞∑
ℓ=jP
2ℓ(s+n/q)q
[∫
P
(∑
k∈Zn
|λℓ,k|χℓ,k(x)
)p
dx
] q
p

1
q
.
(ii) If p ∈ (0,∞) and a ∈ (n/(p ∧ q),∞), then
∥∥∥{λj,k}j,k|(P˙ s,τp,q,a(G))♯∥∥∥ ∼ sup
P∈Q
1
|P |τ

∫
P
 ∞∑
ℓ=jP
∑
k∈Zn
2ℓ(s+n/q)q|λℓ,k|
qχℓ,k(x)

p
q
dx

1
p
.
To prove this proposition, we need the following estimate, which is [52, (4.30)].
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Lemma 5.15. There exist positive constants C1 and C2 such that, for all ℓ ∈ Z, k ∈ Z
n
and x ∈ Rn,
sup
y∈Rn
|χℓ,k(x+ w)|
(1 + 2ℓ|w|)ar
≤ C1
1
(1 + 2ℓ|x− k2−ℓ|)ar
≤ C2
(
χℓ,k ∗
2ℓn
(1 + 2ℓ| · |)ar
)
(x). (5.13)
The following lemma is used for later consideration, which is [58, Lemma 3.4].
Lemma 5.16. Let s ∈ R, τ ∈ [0,∞), p, q ∈ (0,∞] and λ > n. For a sequence t :=
{tjk}j∈Z, k∈Zn, define t
∗ := {t∗Q}Q∈Q by setting, for all cubes Q ∈ Q,
t∗Q :=
 ∑
R∈Q, ℓ(R)=ℓ(Q)
|tR|
r
(1 + ℓ(R)−1|xR − xQ|)λ
1/r .
Then
‖t‖a˙s,τp,q (Rn) ∼ ‖t
∗‖a˙s,τp,q (Rn). (5.14)
With the above tools, the proof of Proposition 5.14 is similar to that of [52, Theorem
4.8]. For completeness, we give some details here.
Proof of Proposition 5.14. We only prove (i). The proof for (ii) is even simpler and the
details are omitted. For all (x, t) ∈ Rn+1+ , let
F (x, t) :=
∑
j,k
|λj,k|χj,k(x)χ[2−(j+1),2−j ](t) .
Discretizing the integral over t by t ∼ 2−ℓ, we obtain∥∥∥F |(P˙ s,τp,q,a(G))♯∥∥∥
∼ sup
P∈Q
1
|P |τ
∥∥∥∥∥∥∥∥χP
 ∞∑
ℓ=jP
2ℓ(s+n/q)q
2−ℓ∫
2−(ℓ+1)
 sup
y∈Rn
t/2≤r≤t
|F (·+ y, r)|
(1 + |y|/r)a
q dt
t

1/q
∥∥∥∥∥∥∥∥
Lp(Rn)
. (5.15)
With t ∈ [2−(ℓ+1), 2−ℓ] and t/2 ≤ r ≤ t, we observe that, for all x ∈ Rn,
F (x, r) =
∑
k∈Zn
1∑
i=0
|λℓ+i,k|χℓ+i,k(x)χ[2−(ℓ+i+1),2−(ℓ+i)](r) (5.16)
and hence∥∥∥F |(P˙ s,τp,q,a(G))♯∥∥∥
. sup
P∈Q
1
|P |τ
∥∥∥∥∥∥∥χP
 ∞∑
ℓ=jP
2ℓ(s+n/q)q sup
y∈Rn
[∑
k∈Zn
|λℓ,k|χℓ,k(·+ y)
(1 + 2ℓ|y|)a
]q1/q
∥∥∥∥∥∥∥
Lp(Rn)
. (5.17)
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In order to include also the situation (p ∧ q) < 1, we choose r > 0 so that r < (1 ∧ p ∧ q)
and ar > n. Obviously, we then estimate (5.17) in the following way
∥∥∥F |(P˙ s,τp,q,a(G))♯∥∥∥ . sup
P∈Q
1
|P |τ
∥∥∥∥∥∥χP
 ∞∑
ℓ=jP
[∑
k∈Zn
2ℓ(s+n/q)r|λℓ,k|
r
× sup
y∈Rn
χℓ,k(·+ y)
(1 + 2ℓ|y|)ar
]q/r1/q
∥∥∥∥∥∥∥
Lp(Rn)
. (5.18)
We continue with the useful estimate (5.13). Since ar > n, the functions
gℓ(·) := 2
ℓn(1 + 2ℓ| · |)−ar
for all ℓ ∈ Z belong to L1(R) uniformly on ℓ. Applying Lemma 5.15 and putting (5.13) into
(5.18), we obtain∥∥∥F |(P˙ s,τp,q,a(G))♯∥∥∥r
. sup
P∈Q
1
|P |rτ
∥∥∥∥∥∥∥χP

∞∑
ℓ=jP
[
gℓ ∗
(∑
k∈Zn
2ℓ(s+n/q)r|λℓ,k|
rχℓ,k
)]q/r
r/q
∥∥∥∥∥∥∥
Lp/r(Rn)
.
If we use (5.14), we then have
∥∥∥F |(P˙ s,τp,q,a(G))♯∥∥∥ . sup
P∈Q
1
|P |τ
∥∥∥∥∥∥∥χP
 ∞∑
ℓ=jP
∑
k∈Zn
2ℓ(s+n/q)q|λℓ,k|
qχℓ,k
1/q
∥∥∥∥∥∥∥
Lp(Rn)
.
For the estimate from below, we go back to (5.15) and observe that, for all (x, t) ∈ Rn+1+ ,
sup
y∈Rn
|F (x+ y, t)|
(1 + 2ℓ|y|)a
≥ |F (x, t)| ,
which results in
∥∥∥F |(P˙ s,τp,q,a(G))♯∥∥∥ & sup
P∈Q
1
|P |τ
∥∥∥∥∥∥∥∥χP
 ∞∑
ℓ=jP
2ℓ(s+n/q)q
2−ℓ∫
2−(ℓ+1)
|F (·, t)|q
dt
t

1/q
∥∥∥∥∥∥∥∥
Lp(Rn)
.
A further application of (5.16) gives finally that
∥∥∥F |(P˙ s,τp,q,a(G))♯∥∥∥ & sup
P∈Q
1
|P |τ
∥∥∥∥∥∥∥χP
 ∞∑
ℓ=jP
∑
k∈Zn
2ℓ(s+n/q)q|λℓ,k|
qχℓ,k
1/q
∥∥∥∥∥∥∥
Lp(Rn)
,
which completes the proof of Proposition 5.14.
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Proposition 5.17. Let s ∈ R and p ∈ (1,∞).
(i) If q ∈ [1,∞), τ ∈ [0, 1/(p ∨ q)′] and a ∈ (n(1/(p ∧ q) + τ),∞), then∥∥∥{λj,k}j,k|(LH˙s,τp,q,a(G))♯∥∥∥
∼ inf
ω
∑
j∈Z
2j(s+n/q)q
[∫
Rn
(∑
k∈Zn
|λj,k|χj,k(x)
)p
[ω(x, 2−j)]−p dx
]q/p
1/q
,
where ω runs over all nonnegative measurable functions on Rn+1+ satisfying (2.2).
(ii) If q ∈ (1,∞), τ ∈ [0, 1/(p ∨ q)′] and a ∈ (n(1/(p ∧ q) + τ),∞), then∥∥∥{λj,k}j,k|(PH˙s,τp,q,a(G))♯∥∥∥
∼ inf
ω

∫
Rn
∑
j∈Z
2j(s+n/q)q
(∑
k∈Zn
|λj,k|χj,k(x)
)q
[ω(x, 2−j)]−q
p/q dx

1/p
,
where ω runs over all nonnegative measurable functions on Rn+1+ satisfying (2.2).
Proof. The proof of this proposition is similar to that of Proposition 5.14 except that we
use [62, Lemma 7.13] instead of (5.14), which completes the proof of Proposition 5.17.
Propositions 5.14 and 5.17 justify the next definition. Notice that we do not need the
parameter a ∈ (0,∞) anymore on the left-hand side.
Definition 5.18. For all admissible parameters (in particular for a ≫ 1), let f˙ s,τp,q :=
(P˙
s+n/2−n/q,τ
p,q,a (G))♯, b˙
s,τ
p,q := (L˙
s+n/2−n/q,τ
p,q,a (G))♯, bh˙
s,τ
p,q := (LH˙
s+n/2−n/q,τ
p,q,a (G))♯ and fh˙
s,τ
p,q :=
(PH˙
s+n/2−n/q,τ
p,q,a (G))♯ .
6 Wavelet characterizations
In this section, as an application of the coorbit interpretations in Theorems 5.11 and 5.12,
we obtain wavelet characterizations for the spaces B˙s,τp,q (Rn), F˙
s,τ
p,q (Rn), BH˙
s,τ
p,q (Rn) and
FH˙s,τp,q (Rn) for the full range of parameters extending the results in [62, Section 8.2] where
mainly positive smoothness is considered. We use biorthogonal wavelet bases on Rn (see,
for example, [12, 7]), namely, a system
〈ψ0(· − k), ψ˜0(· − ℓ)〉 = δk,ℓ and 〈ψ
1(2j · −k), ψ˜1(2ℓ · −m)〉 = δ(j,k),(ℓ,m), (6.1)
with k, ℓ, m, j ∈ Z, of scaling functions (ψ0, ψ˜0) and associated wavelets (ψ1, ψ˜1), where
δk,ℓ = 1 if k = ℓ else δk,ℓ = 0 and δ(j,k),(ℓ,m) = 1 if j = ℓ and k = m else δk,ℓ = 0. Notice
that the latter includes that, for every f ∈ L2(R),
f =
∑
j,k∈Z
〈f, ψ1(2j · −k)〉ψ˜1(2j · −k) =
∑
j,k∈Z
〈f, ψ˜1(2j · −k)〉ψ1(2j · −k)
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holds in L2(R). We now construct a basis in L2(Rn) by using the well-known tensor
product procedure. Consider the tensor products Ψc =
⊗n
j=1 ψ
cj and Ψ˜c =
⊗n
j=1 ψ˜
cj ,
c ∈ E := {0, 1}n \ {(0, ..., 0)}. The following result is well known for orthonormal wavelets
(see, for instance, [53, Section 5.1]), however straightforward to prove for biorthogonal
wavelets.
Lemma 6.1. For any given biorthogonal system (6.1), for all f ∈ L2(Rn),
f =
∑
c∈E
∑
j∈Z
∑
k∈Zn
〈f, 2
jn
2 Ψc(2j · −k)〉2
jn
2 Ψ˜c(2j · −k) (6.2)
with convergence in L2(Rn) .
Our aim is to specify, namely, state precise sufficient conditions on ψ0, ψ1, ψ˜1 and ψ˜0
such that the representation (6.2) extends to the spaces considered above. Our method is to
apply the abstract Theorem 4.7 to this specific situation. As the first step we check under
which conditions the functions Ψc, and Ψ˜c belong to the set B(Y ), where Y represents a
Peetre-type space from Subsection 5.1.
Proposition 6.2. Let L ∈ N, K ∈ (0,∞), and ψ0, ψ1 ∈ L2(R), where ψ0 satisfies (D)
and (SK), and ψ
1 satisfies (D), (SK) and (ML−1) . Let G be an ax + b-group and V :=
[−1, 1]n × (1/2, 1] ⊂ G a neighborhood of the identity e ∈ G. Suppose further that for
r1, r2 ∈ R, the weight w is given by w(x, t) := (1 + |x|)
v(tr2 + t−r1) for all (x, t) ∈ G . If
p ∈ (0, 1] and
L ∧K > (r1 + n/p− n/2) ∨ (r2 + v − n/2), (6.3)
then for all c ∈ E,∫
Rn
∞∫
0
[
sup
(y,s)∈(x,t)V
|〈π(y, s)Ψc,Ψc〉|w(x, t)
]p
dt
td+1
dx <∞ . (6.4)
Proof. By the assumptions on the wavelet system and c 6= 0, we see that Ψc satisfies (D),
(SK) and (ML−1). Lemma 5.9 implies that, for all N ∈ N, x ∈ R
n and t ∈ (0,∞),
|(WΨcΨ
c)(x, t)| .
t(L∧K)+n/2
(1 + t)2(L∧K)+n
(
1 +
|x|
1 + t
)−N
,
and hence
sup
(y,s)∈(x,t)V
|WΨcΨ
c(y, s)| = sup
|yi−xi|≤t
t/2≤s≤t
|WΨcΨ
c(y, s)| .
t(L∧K)+n/2
(1 + t)2(L∧K)+n
(
1 +
|x|
1 + t
)−N
.
Splitting the integral (6.4) into
∫ 1
0
∫
Rn
+
∫∞
1
∫
Rn
leads to the sufficient conditions (6.3) to
ensure their finiteness, which completes the proof of Proposition 6.2.
In what follows, we need the quantity
M(s, τ, p, q, p∗, a)
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:=
[
s+ n
(
τ +
1
p∗
−
1
p ∨ 1
)
+ a
]
∨
[
−s+ n
(
τ +
1
p∗
+
1
p
− 1
)
+ 2a
]
. (6.5)
From now on, (ψ0, ψ˜0) and (ψ1, ψ˜1) always denote a biorthogonal wavelet system satis-
fying (6.1). Our main results read as follows.
Theorem 6.3. Let s ∈ R, τ ∈ [0,∞) and q ∈ (0,∞].
(i) Let p ∈ (0,∞), ψ0 and ψ˜0 satisfy (D) and (SK), and ψ
1 and ψ˜1 satisfy (D), (SK)
and (ML−1), where (L∧K) > M (s, τ, p, q, 1 ∧ p ∧ q, n/(p ∧ q)) in view of (6.5), then every
f ∈ F˙ s,τp,q (Rn) admits the decomposition (6.2), where the sequence
λc := {λcj,k}j∈Z,k∈Zn with λ
c
j,k := 〈f, 2
jn
2 Ψc(2j · −k)〉, j ∈ Z, k ∈ Zn , (6.6)
belongs to the sequence space f˙ s,τp,q .
Conversely, an element f ∈ (H1wY )
∼, where Y := P˙
s+n/2−n/q,τ
p,q,a (G), belongs to F˙
s,τ
p,q (Rn)
if the sequence (6.6) belongs to f˙ s,τp,q .
(ii) If p ∈ (0,∞], ψ0 and ψ˜0 satisfy (D) and (SK), and ψ
1 and ψ˜1 satisfy (D), (SK)
and (ML−1), where (L ∧K) > M (s, τ, p, q, 1 ∧ p ∧ q, n/p) in view of (6.5), then every f ∈
B˙s,τp,q (Rn) admits the decomposition (6.2), where the sequence (6.6) belongs to the sequence
space b˙s,τp,q.
Conversely, an element f ∈ (H1wY )
∼, where Y := L˙
s+n/2−n/q,τ
p,q,a (G), belongs to B˙
s,τ
p,q (Rn)
if the sequence (6.6) belongs to b˙s,τp,q.
Theorem 6.4. Let s ∈ R, p ∈ (1,∞), q ∈ [1,∞), and τ ∈ [0, 1/(p ∨ q)′].
(i) Let ψ0 and ψ˜0 satisfy (D) and (SK), and ψ
1 and ψ˜1 satisfy (D), (SK) and (ML−1),
where (L ∧ K) > M (s, τ, p, q, 1/((p ∨ q)′ + 1), n (1/p + τ)) in view of (6.5). Then every
f ∈ BH˙s,τp,q (Rn) admits the decomposition (6.2), where the sequence (6.6) belongs to the
sequence space bh˙s,τp,q .
Conversely, an element f ∈(H1wY )
∼, where Y :=LH˙
s+n/2−n/q,τ
p,q,a (G), belongs to BH˙
s,τ
p,q (Rn)
if the sequence (6.6) belongs to bh˙s,τp,q .
(ii) Let q ∈ (1,∞), ψ0 and ψ˜0 satisfy (D) and (SK), and ψ
1 and ψ˜1 satisfy (D), (SK)
and (ML−1), where (L ∧ K) > M (s, τ, p, q, 1/((p ∨ q)
′ + 1), n (1/(p ∧ q) + τ)) in view of
(6.5). Then every f ∈ FH˙s,τp,q (Rn) admits the decomposition (6.2), where the sequence (6.6)
belongs to the sequence space fh˙s,τp,q.
Conversely, an element f ∈(H1wY )
∼, where Y :=PH˙
s+n/2−n/q,τ
p,q,a (G), belongs to FH˙
s,τ
p,q (Rn)
if the sequence (6.6) belongs to fh˙s,τp,q.
Proof. We prove both theorems simultaneously and start with the interpretations as coor-
bits in Theorems 5.11 and 5.12. Using Propositions 5.2 and 5.7, together with (4.3), we con-
clude that, when Y is one of the spaces P˙
s+n/2−n/q,τ
p,q,a (G), L˙
s+n/2−n/q,τ
p,q,a (G), LH˙
s+n/2−n/q,τ
p,q,a (G)
and PH˙
s+n/2−n/q,τ
p,q,a (G), the relation wY (x, t) ≤ (1+ |x|)
v(tr2+t−r1) holds true for all x ∈ Rn
and t ∈ (0,∞), where
r1 = max{s+ nτ + n(1/2 − 1/p),−s+ nτ + n(1/p − 1/2), s + a− n/2,−s− n/2 + a} ,
r2 = max{−s+ nτ + n(1/p − 1/2), s − n(1/p − 1/2) + nτ, s+ n/2,−s+ n/2 + a} ,
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and v = a. We then use the abstract result in Theorem 4.7, together with (6.2), (4.4) and
Proposition 6.2. Notice that the Aoki-Rolewicz-exponent p∗ = 1/((p ∨ q)′ + 1) in Theorem
6.4 and p∗ = (1∧p∧q) in Theorem 6.3, which is needed in (4.4) and Proposition 6.2, is given
in Remark 3.11(ii) and Remark 5.4(ii). Taking in addition the conditions on a ∈ (0,∞) in
Theorems 5.11 and 5.12 into account, we conclude the proofs of Theorems 6.3 and 6.4.
Remark 6.5. The wavelet decomposition characterization in terms of the Carleson mea-
sures for BMO(Rn) is already obtained (see [31, p. 154, Theorem 4]), namely, BMO(Rn) is
characterized by wavelets in terms of the space f˙
0,1/p
p,2 (R
n). The conditions on the wavelets
used therein are much weaker than ours; see Theorem 6.3(i). Indeed, using the equivalence
BMO(Rn) = F
0,1/p
p,2 (R
n), where p is close to infinity, we obtain the condition K,L ∈ (n,∞)
in Theorem 6.3. Thus, we need more smoothness and vanishing moments for the wavelets.
However, for spaces on the real line (namely, n = 1), the condition is close to the optimal
one in [31].
Remark 6.6. Comparing with the orthogonal wavelet characterizations of B˙s,τp,q (Rn) and
F˙ s,τp,q (Rn) obtained in [62, Theorem 8.2], therein the parameter s restricts to s ∈ (0,∞),
we establish the biorthogonal wavelet characterizations of these spaces for all s ∈ R in
Theorem 6.3. The wavelet characterizations for Besov-Hausdorff spaces BH˙s,τp,q (Rn) and
Triebel-Lizorkin-Hausdorff spaces FH˙s,τp,q (Rn) in Theorem 6.4 are totally new even for some
special cases such as Hardy-Hausdorff spaces.
Remark 6.7. Notice that we use more general biorthogonal wavelet bases instead of classi-
cal orthogonal wavelet bases as it is done for instance in [50, Chapter 3], in case of inhomo-
geneous classical Besov and Triebel-Lizorkin spaces, and also in [23, 26, 27, 28, 8, 9, 35]. We
refer to [14] for the spaces Qα(R
n), and to [40] for the Triebel-Lizorkin-Morrey spaces. For
some earlier results with biorthogonal wavelets on classical Besov-Triebel-Lizorkin spaces,
we refer to [30]. Notice also that the conditions on K and L in Theorems 6.3 and 6.4 are
not optimal. However, they represent precise sufficient conditions.
We conclude the paper with the following corollary, which characterizes the set of pa-
rameters, when the used wavelet system represents an unconditional basis. Notice that
by the abstract Theorem 4.7, we always have the unconditional convergence of (6.2) in
the weak ∗-topology induced by (H1wY )
∼. Since the coefficients in the expansion (6.2) are
always unique due to the biorthogonality relations (6.1), this can be seen as a sort of the
weak unconditional basis. For an unconditional basis (in the strong sense) we further need
the unconditional convergence of (6.2) in the (quasi-)norm of the respective space.
Corollary 6.8. Under the assumptions of Theorems 6.3 and 6.4, the used wavelet systems
represent an unconditional basis in the respective spaces if and only if τ = 0 and p, q ∈
(0,∞).
Proof. When τ = 0 and p, q ∈ (0,∞), this follows from the fact that the finite sequences
form a dense subspace in the respective sequence space. Let us disprove the unconditional
basis property for the space F˙ s,τp,q (Rn). For the other cases, the proof is similar. If τ ∈ (0,∞),
we use the distribution
f(·) :=
∞∑
j=1
2−j(nτ+s−n/p)Ψ˜c(2j · −(2, 2, · · · , 2)) (6.7)
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for some c ∈ E. Indeed, the right-hand side converges unconditionally in the topology
of (H1wY )
∼, where Y := P˙
s+n/2−n/q,τ
p,q,a (G), and defines an element from the reservoir space
(H1wY )
∼. By the biorthogonality relations (6.1), together with Proposition 5.14 and Defini-
tion 5.18, we see that the sequence (6.6) belongs to the respective sequence space f˙ s,τp,q (Rn).
Indeed, since τ ∈ (0,∞), we have
‖{λcj,k}j,k|f˙
s,τ
p,q ‖ ∼ sup
Q∈Q
1
|Q|τ

∫
Q
∞∑
ℓ=jQ
2−ℓpnτ+ℓnχℓ,(2,2,··· ,2)(x) dx

1/p
≤ sup
N∈Z
1
2−Nnτ
{
∞∑
ℓ=N
2−ℓpnτ
}1/p
≤ sup
N∈Z
2Nnτ2−Nnτ ∼ 1.
Hence, by Theorem 6.3, f belongs to the space F˙ s,τp,q (Rn) and (6.7) is its biorthogonal wavelet
expansion. By using the equivalent sequence space (quasi-)norm in Proposition 5.14(ii), we
see, by a similar computation, that (6.7) does not converge in the (quasi-)norm of F˙ s,τp,q (Rn),
which completes the proof of Corollary 6.8.
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