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Abstract
A d-dimensional invertible topological field theory is a functor from the symmet-
ric monoidal (∞, n)-category of d-bordisms (embedded into R∞ and equipped
with a tangential (X, ξ)-structure) which lands in the Picard subcategory of
the target symmetric monoidal (∞, n)-category. We classify these field theories
in terms of the cohomology of the (n − d)-connective cover of the Madsen-
Tillmann spectrum. This is accomplished by identifying the classifying space of
the (∞, n)-category of bordisms with Ω∞−nMTξ as an E∞-spaces. This gener-
alizes the celebrated result of Galatius-Madsen-Tillmann-Weiss [Gal+09] in the
case n = 1, and of Bökstedt-Madsen [BM14] in the n-uple case. We also obtain
results for the (∞, n)-category of d-bordisms embedding into a fixed ambient
manifold M , generalizing results of Randal-Williams [Ran11] in the case n = 1.
We give two applications: (1) We completely compute all extended and partially
extended invertible TFTs with target a certain category of n-vector spaces (for
n ≤ 4), and (2) we use this to give a negative answer to a question raised by
Gilmer and Masbaum in [GM13].
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1 Introduction
One of the original reasons that topological field theories (TFTs) were studied,
though now far from the only or most important reason, is that TFTs provide a
source of computable manifold invariants. Manifolds are inherently interesting
and being able to distinguish them is commensurately useful. Manifold invari-
ants can allow us to do this. One amusing invariant is the following Z/2Z-value
invariant of connected smooth 4-manifolds: It gives the value one precisely on
the smooth 4-sphere and otherwise the value zero. Together with its cousins,
these invariants distinguish all smooth 4-manifolds. Of course, this absurd tau-
tological invariant is useless without a way to compute it.
Topological field theories provide manifold invariants which are computable.
These invariants satisfy a locality property. Given a manifoldM we can imagine
dividing it along a codimension-one submanifold Y :
M ∼= M1 ∪Y M2.
A topological field theory Z assigns invariants Z(M1), Z(M2) to the two halves,
and from these we can recover the invariant Z(M) of the whole manifold. In the
simplest situation Z(M1) and Z(M2) would simply be numbers (say complex
numbers) and we would obtain Z(M) = Z(M1) · Z(M2) as the product. The
general situation is more complicated. In part this is motivated by physics,
the historical examples of quantum Chern-Simons theory, and by a desire for
the richest manifold invariants possible. In these cases the topological field
theory assigns to Y a vector space Z(Y ). Then Z(M2) ∈ Z(Y ) is a vector and
Z(M1) ∈ Z(Y )∗ is a covector. The invariant for M is obtained via pairing:
Z(M) = 〈Z(M1),Z(M2)〉.
Of course one also requires that these invariants satisfy an associativity property
whenever M is sliced along two parallel disjoint codimension-one submanifolds.
Symmetric monoidal categories provide a convenient algebraic framework in
which to encode these structures and requirements. The Atiyah-Segal axiomati-
zation [Ati89; Seg04] defines a topological field theory as a symmetric monoidal
functor:
Z : Cobd → Vect,
where the source is the symmetric monoidal category Cobd whose objects are
closed compact (d−1)-dimensional manifolds, morphisms are equivalences classes
of d-dimensional bordisms between these, the monoidal structure is given by the
disjoint union of manifolds, and where the target is the category of vectors spaces
with its standard tensor product monoidal structure.
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We will consider many variants of this notion. First we can replace Vect by
any symmetric monoidal category of our choosing. Second we can require that
our bordisms are equipped with a specified tangential structure. Fix a fibration
ξ : X → BO(d). An (X, ξ)-structure on a d-manifold M is a lift θ:
M
X
BO(d)
θ
ξ
τM
where τM is the classifying map of the tangent bundle of M . There is a sym-
metric monoidal category of Cob(X,ξ)d where all of our manifolds and bordisms
are equipped with (X, ξ)-structures.
In this work we will also be mainly concerned with extended topological field
theories, which were first introduced by Freed and Lawrence [Fre95; Law92] and
subsequently studied by Baez-Dolan, Lurie, and many others [BD95; Bar+15a;
DSS13; FV11; Kap10; KL01; Lur08; Sch11; Seg10; Tsu15]. A traditional
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Figure 1: A 2-categorical decom-
position of a torus.
topological field theory provides an invariant
that is computable because slicing a mani-
fold along codimension-one submanifolds al-
lows us to realize it as a composite of more el-
ementary bordisms. In high dimensions even
these elementary bordisms can be quite com-
plicated1. In an extended topological field
theory we are allowed to slice our manifold in
multiple directions (the pieces will be mani-
folds with corners).
Symmetric monoidal n-categories pro-
vide a convenient algebraic framework en-
coding our ability to slice our manifolds in
n-different directions. These directions cor-
respond to the n different ways of composing
morphisms in an n-category. As we increase
the number of directions in which we can slice, the elementary pieces into which
we decompose arbitrary manifolds become simpler and simpler. For example
Figure 1 shows a 2-categorical decomposition of the torus. Each piece in this
decomposition is topologically a disk.
In fact we will use the even more sophisticated framework of symmetric
monoidal (∞, n)-categories. This framework is at once both more general and
on better foundational grounds. There are several equivalent models for the
theory of (∞, n)-categories [BS11; BR13]. In this work we use a topological
variant of Barwick’s theory of n-fold complete Segal spaces (see [Lur08] and
1The simplest bordisms you can obtain by slicing along parallel submanifolds correspond
to arbitrary handle attachments in arbitrary (d − 1)-manifolds. For example in dimension
d = 4, every knot in a 3-manifold gives a distinct elementary bordism.
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Sect. 5.1.2). Thus, as far as this paper is concerned, an (∞, n)-category is
simply a particular kind of n-fold simplicial space, a functor (∆op)×n → Top.
Any space may be regarded as a constant simplicial space and hence as an
(∞, n)-category. Thus any topological operad may correspondingly be regarded
as an operad in (∞, n)-categories. For example the little cubes operads Ep or
E∞ can be regarded as operads in (∞, n)-categories. A Symmetric monoidal
(∞, n)-category is an (∞, n)-category which is an E∞-algebra, and symmetric
monoidal functor means E∞-homomorphism.
A d-dimensional extended topological field theory is a symmetric monoidal
functor:
Z : Bord(X,ξ)d;n → C
between symmetric monoidal (∞, n)-categories. Here C is an arbitrary target
symmetric monoidal (∞, n)-category, which means it is an E∞-algebra in certain
kinds of n-fold simplicial spaces. Bord(X,ξ)d;b is a specific concrete E∞-algebra in
n-fold simplicial spaces which we describe in detail in Section 5 (see also [Lur08;
CS15; Ngu14] for closely related treatments), and the extended field theory Z
is an E∞-map Z : Bord(X,ξ)d;n → C between E∞-n-fold simplicial spaces.
Philosophically Bord(X,ξ)d;n is the (∞, n)-category where:
• objects are compact (d− n)-manifolds embedded in R∞;
• 1-morphisms are compact (d − n + 1)-dimensional cobordisms embedded
in R∞;
• 2-morphisms are compact (d − n + 2)-dimensional cobordisms between
cobordisms embedded in R∞;
...
• There is a space of n-morphisms which is the moduli space of d-dimensional
cobordisms between cobordisms between cobordisms, etc. embedded in
R∞;
Moreover all our manifolds are equipped with (X, ξ)-structures.
The main theorem of this paper gives a way to classify a certain subclass
of the topological field theories using methods from stable homotopy theory.
This builds on the context of the past decade, which has seen several significant
advances in our methods and ability to classify topological field theories. In low
dimensions d and low category number n ≤ 2 (and non ∞-categorically) one
method is to use Morse theory, Cerf theory, and their generalizations to directly
obtain a generators and relations presentation of the bordism n-category, see for
example: [Abr96; Saw95; Sch11; Bar+15b; Bar+14; Bar+15a; Pst14; Juh14].
This gives a complete classification for arbitrary targets, but so far only works
with classical n-categories ((n, n)-categories, not (∞, n)-categories).
Another method was developed by Hopkins and Lurie, re-envisioning the
Baez-Dolan cobordism hypothesis. See [BD95; Lur08; Fre13; Ber11]. This clas-
sification is valid for all (∞, n)-category targets and works in all dimensions.
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However it only applies in the fully-local case where d = n. Moreover at the
time of writing, a complete proof of the cobordism hypothesis has not yet ap-
peared in the literature.
In this paper we consider a subclass of the topological field theories, the so-
called invertible topological field theories, which we describe in the next section.
This subclass can be regarded as topological field theories satisfying a certain
property or equivalently as topological field theories taking values in a partic-
ular class of symmetric monoidal (∞, n)-categories (the Picard ∞-categories).
The main theorem of this paper is valid for all category number n and in all
dimensions, and completely reduces the classification of invertible TFTs to ap-
proachable computations in stable homotopy.
1.1 Invertible topological field theories
A topologicial field theory is invertible if it sends every k-morphism of Bord(X,ξ)d;n
(1 ≤ k ≤ n) to an invertible morphism in the target, and moreover if every object
is sent to a ⊗-invertible object. This means that the TFT, with target C, factors
through the maximal ∞-Picard subcategory of C. An ∞-Picard category is a
symmetric monoidal (∞, n)-category E in which all objects and morphisms are
invertible. This can be defined in a model independent way as a symmetric
monoidal (∞, n)-category E in which the shear map
(⊗,proj1) : E × E → E × E
is an equivalence. In this second definition it is clear that every object is ⊗-
invertible, but in fact it also implies that every 1-morphism, 2-morphism, etc.
is invertible.
All (∞, n)-categories satisfy a condition called completeness (see Def. 5.4).
When their morphisms are invertible, this forces the underlying n-fold simplicial
space to be levelwise equivalent to a constant n-fold simplicial space2. It follows
that a symmetric monoidal (∞, n)-category is Picard precisely if it is essentially
constant (all the multisimplicial maps are weak equivalences, see Section 5.1.2)
and group-like. In particular Picard (∞, n)-categories are a model for connective
spectra.
The inclusion of the constant E∞-n-fold simplicial spaces into all symmetric
monoidal E∞-categories has a homotopical left adjoint given by the fat geomet-
ric realization (taken in each simplicial direction separately). When n ≥ 1, the
E∞-space ||Bord(X,ξ)d;n || is automatically group-like and hence Picard. It then
follows (see for example the discussion in [Lur08, Sect 2.5] or [Fre12, Sect 7])
that extended topological field theories valued in the Picard ∞-category E are
in natural bijection with
pi0 MapE∞(||Bord(X,ξ)d;n ||, E),
that is homotopy classes of E∞-maps from ||Bord(X,ξ)d;n || to E. Equivalently this
is the E-cohomology of the spectrum corresponding to ||Bord(X,ξ)d;n ||.
2Hence E is actuality a symmetric monoidal (∞, 0)-category.
7
Our main theorem, which is described in detail in the next section, identifies
||Bord(X,ξ)d;n || as an infinite loop space. Hence it reduces the classification of
invertible topological field theories, in all dimensions d and category number n
(and all tangential structure (X, ξ)) to computing the E-cohomology of a certain
spectrum. In many cases this gives a complete solution to the classification of
invertible field theories. This is important in part because invertible TFTs occur
often ‘in nature’:
• Many bordism invariants such as characteristic numbers or the signa-
ture can be expressed as invertible topological field theories (which con-
sequently gives rise to local formulas for these invariants). We will see
some examples shortly and in Section 7.4. One example of such a the-
ory is classical Dijkgraff-Witten theory. This theory, which in dimen-
sion d is parametrized by a finite group G and a characteristic class
ω ∈ Hd(BG;C×), assigns data to oriented manifolds equipped with prin-
cipal G-bundles. It assigns trivial 1-dimensional vector spaces to each
(d − 1)-manifold and to a closed oriented d-manifold M with principal
G-bundle P it assigns
〈[M ], ω(P )〉
the ω-characteristic number of P .
• An invertible Spin theory based on the Arf invariant appears in Gunning-
ham’s work [Gun12] on Spin Hurewicz numbers.
• Invertible field theories govern and control anomalies in more general quan-
tum field theories. See for example the work of Freed [Fre14a].
• There are also recent real-world applications of invertible topological field
theories to condensed matter physics. Specifically the low energy behav-
ior of gapped systems experiencing short-range entanglement are well-
modeled by invertible topological field theories, see for example [Fre14b;
KT15; FH16].
• One approach to Quantum Chern-Simons theory describes it as an invert-
ible 4-dimensional theory coupled together with a 3-dimensional boundary
theory. See for instance [Fre+10; Wal06]
• Invertible field theories are also one of the key ingredients in the study
of what are called ‘relative field theories’ by Freed-Teleman [FT14] and
‘twisted field theories’ by Stolz-Teichner [ST11].
• The author has recently shown that any extended TFT with category
number n ≥ 2 in which the value Z(T d−1) of the (d−1)-torus in invertible,
is automatically an invertible TFT [Sch15].
Invertible topological field theories are completely governed by the cohomol-
ogy of ||Bord(X,ξ)d;n ||, and as such they could be regarded as significantly simpler
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than general TFTs. Despite this fact, invertible topological field theories demon-
strate a rich mathematical structure, which is revealed through our classification
result. For example let us return briefly to the classical 1-categorical notion of
topological field theory, valued in the category of vector spaces. Such theories
associate a vector space Z(M) to each closed (d − 1)-manifold M . In order
for Z to be invertible, each of these vector spaces must be one-dimensional (if
this is the case, then Z automatically assigns invertible linear maps to every
d-dimensional bordism as well).
Example 1.1. As an illuminating concrete case, consider oriented topological
field theories in dimension d = 2 (category number n = 1). It is well-known
such TFTs with values in the 1-category of vector spaces Vect1 are in bijection
with commutative Frobenius algebras over C [Saw95; Abr96; Koc04]. An in-
vertible topological field theory will be a commutative Frobenius algebra whose
underlying vector space is one-dimensional. Any one-dimensional C-algebra is
canonically identified with C, as an algebra. The comultiplication will be a map
C → C ⊗ C ∼= C, hence just a complex number. The counit is similarly mul-
tiplication by a complex number. To satisfy the Frobenius equations, however,
these numbers must be inverses of each other.
Hence given any invertible complex number µ there exists a 1-dimensional
commutative Frobenius algebra as specified in Figure 2.
unit (u) multiplication (µ) comultiplication (∆) counit (λ)
1 ∈ C multiplication in C µ−1 µ
Figure 2: A one-dimensional commutative Frobenius algebras
This can be compared to the fully local (d = 2, n = 2) case. For that we
need a target 2-category. In [KV94] Kapranov and Voevodsky introduced a
symmetric monoidal 2-category Vect2 of 2-vector spaces. It can be described as
follows. The objects consist of natural numbers. The category of morphisms
from m to n is the category of m× n matrices of vector spaces and matrices of
linear maps. The horizontal composition is given by the usual matrix multipli-
cation, but where one replaces the addition and multiplication of numbers with
the direct sum and tensor product of vector spaces. Alternatively Vect2 can
be regarded as a full sub-2-category of the Morita 2-category Alg of algebras,
bimodules, and maps. It is the full subcategory on the objects of the form ⊕nC.
Vect2 is a de-looping of Vect1 in the sense that the 1-category of endomor-
phisms of the unit object of Vect2 is Vect1. The Picard sub-2-category of Vect2,
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is a delooping of the Picard subcatgory of Vect1, namely the connected deloop-
ing. It is a 2-category which up to isomorphism has one object, one 1-morphism,
and C× many 2-morphisms. It is a 2-groupoid model of K(C×, 2).
Kapranov and Voevodsky’s construction can be repeated with Vect2 in place
of Vect1. This yields a 3-category Vect3 of 3-vector spaces whose Picard subcat-
egory models K(C×, 3). Repeating again yields a 4-category Vect4 of 4-vector
spaces whose Picard subcategory models K(C×, 4), etc.
Example 1.2. Given an invertible complex number λ ∈ C×, there exists a fully
local ((d;n) = (2; 2)) invertible topological field theory valued in Vect2, known
as the Euler field theory. This filed theory is trivial on the first two layers of
Bord
SO(2)
2;2 ; it assigns to all 0- and 1-manifolds the respective unit object or
identity morphism. Each 2-dimensional bordism Σ will have a source Y0 which
is itself a 1-dimensional bordism. See the following illustrating example:
Σ
Y0
The value of this field theory on Σ is λe(Σ,Y ), where
e(Σ, Y ) = χ(Σ)− χ(Y )
is the relative Euler characteristic.
If we restrict a fully-local 2-dimensional TFT valued in Vect2 to the closed
1-manifolds and the 2-dimensional bordism between these, then we get a tra-
ditional 1-categorical TFT valued in vector spaces. Thus it makes sense to ask
how the TFTs in Examples 1.1 and 1.2 compare? In Example 1.1 the value of
the 2-dimensional TQFT on the closed surface Σg of genus g is µ1−g, while the
Euler theory of Example 1.2 takes value
λχ(Σg) = λ2−2g = (λ2)1−g.
In fact the Euler theory associated to λ restricts to the commutative Frobenius
algebra associated to µ = λ2. In particular the 2- and 1-dimensional part of
the theory cannot distinguish between the Euler theories of λ and −λ. The
restriction map is at least 2-to-1.
Using our main theorem, together with some computations of the cohomol-
ogy of ||BordSO(d)d;n || which we carry out in Section 7.4, we classify all the invert-
ible field theories in a range of dimensions, as well as compute the associated
restrictions maps.
Theorem 7.6. For 1 ≤ n ≤ d ≤ 4 consider the symmetric monoidal functors
Z : Bord
SO(d)
d;n → Vectn
landing in the Picard subcategory of Vectn, that is the invertible topological quan-
tum field theories. Let TQFTinvertd;n denote the set of natural isomorphism classes
of such functors. These are are classified as follows:
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1. When d = 1 or d = 3 (all allowed n) there is a unique such field theory up
to natural isomorphism: the constant functor with value the unit object of
Vectn.
2. When d = 2 and n = 1 or n = 2 such field theories are determined by a
single invertible complex number. The restriction map
TQFTinvert2;2 → TQFTinvert2;1
squares this number.
3. When d = 4, then such field theories are determined by a pair of invertible
complex numbers. The restriction maps
TQFTinvert4;3 → TQFTinvert4;2 → TQFTinvert4;1
are isomorphisms (bijections). The restriction map TQFTinvert4;4 → TQFTinvert4;3
is given as follows:
TQFTinvert4;4 → TQFTinvert4;3
(λ1, λ2) 7→ (λ21,
λ32
λ1
)
Remark 1.3. This final restriction map is 6-to-1. If ζ is any sixth root of unity,
then the fully local (4; 4)-TQFTs corresponding to (λ1, λ2) and to (ζ3λ1, ζλ2)
have the same restriction to (4; 3)-TQFTs.
The fully-local TFT associated to (λ1, λ2) assigns to an oriented closed 4-
manifold W the value λe(W )1 λ
p1(W )
2 , where e(W ) is the Euler characteristic and
p1(W ) is the 1st-Pontryagin number.
As a second application, we can use our classification result to answer an
open problem posed by Gilmer and Masbaum in [GM13], which we now recall.
In connection to studying anomalous 3-dimensional TFTs, Walker [Wal91] con-
sidered a certain central extension of the the 3-dimensional oriented bordism
category. This is a new bordism category whose objects are ‘extended surfaces’
and whose morphisms are 3-dimensional ‘extended bordisms’ (here ‘extended’
is meant in Walker’s terminology, not to be confused with our previous use and
meaning of extended TFT). Briefly each surface Σ is equipped with a choice of a
bounding manifold Σ˜. That is ∂Σ˜ ∼= Σ A morphism from (Σ0, Σ˜0) to (Σ1, Σ˜1) is
a 3-dimensional bordism M from Σ0 to Σ1 together with a choice of 4-manifold
W with ∂W = Σ˜0∪Σ0M∪Σ1 Σ˜1. Two suchW0 andW1 are considered equivalent
if W0∪∂W0W1 is null-cobordant. Thus for a givenM there are a Z-torsor worth
of equivalence classes of possible W ’s (distinguished by their signature).
If we fix a surface Σ, then for each diffeomorphism of Σ we get a bordism
from Σ to itself. It is given by twisting the boundary parametrization of the
cylinder bordism Σ×I by the given diffeomorphism. This bordism only depends
on the diffeomorphism up to isotopy, and thus in in the bordism category we
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have a copy of the mapping class group Γ(Σ) of the surfacce. If we lift Σ to
an extended surface and look at its automorphism group in the above category,
then this fits into a central extension of groups:
1→ Z→ Γ˜(Σ)→ Γ(Σ)→ 1
For large genus H2(Γ;Z) ∼= Z and Walker computed that this central extension
corresponds to 4 times the generating extension, see also [MR95]. In [Gil04]
Gilmer identified an index 2 subcategory of Walker’s category. This subcategory
then induces the central extension of the mapping class group corresponding to
twice the generator of H2(Γ;Z). Gilmer and Masbaum ask whether it is possible
to find an index four subcategory of Walker’s category which would realize the
fundamental central extension of the mapping class group [GM13, Rmk. 7.5].
Using our classification of topological field theories we can answer the Gilmer-
Masbaum question negatively. See Section 7.5 for full details.
Theorem 1.4. There is no Z-central extension of the bordism category CobSO(3)3
which induces the fundamental central extension of the mapping class group (cor-
responding to a generator of H2(Γg;Z) ∼= Z, g ≥ 3). In particular there is no
index 4 symmetric monoidal subcategory of Walker’s ‘extended bordism’ category
realizing this fundamental central extension.
1.2 Results
Our main theorem identifies the homotopy type of ||Bord(X,ξ)d;n || as an E∞-space:
Theorem 6.14. Fix numbers d and n and a fibration ξ : X → BO(d), as
in Section 6.7, and let Bord(X,ξ)d;n be the corresponding symmetric monoidal
(∞, n)-category of bordisms. There is a weak equivalence of E∞-spaces between
||Bord(X,ξ)d;n || and Ω∞−nMTξ, where MTξ is the Madsen-Tillmann spectrum
MTξ = X−ξ
∗γd .
The case n = 1 is a well-known theorem of Galatius-Madsen-Tillmann-Weiss
[Gal+09], which lead to a solution of the Mumford conjecture. This celebrated
result has received much attention. The original argument of GMTW only shows
this equivalence at the space level, not as E∞-spaces. For the case d = 2, the
equivalence as infinite loop spaces can be deduced when combined with [MT01].
For general d, an identification as infinite loop spaces appears in [Ngu15], using
Segal’s Γ-space approach for infinite loop spaces.
Several variants of the n = 1 case have appeared subsequently, each one im-
proving, streamlining, and simplifying the original proof [Aya08; GR10; Ran11].
A similar result was obtained in [BM14] for a different multisimplicial space
corresponding to an ‘n-uple’ category. The key difference is that the bordism
(∞, n)-category we consider here satisfies an additional globularity condition
(condition (A2) in [Lur08, Def. 2.1.37]). This is the source of most of the work
in Section 6. A proof of the cobordism hypothesis would also establish the case
n = d, see [Lur08, Sect 2.5] and [Fre12, Sect 7].
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We also obtain a non-symmetric monoidal variant extending results of Randal-
Williams [Ran11]. Fix a finite dimensional manifoldM , possibly with boundary.
Then we consider the (∞, n)-category Bord(X,ξ)d;n (M) consisting of bordisms em-
bedded into M × Rn and disjoint from the boundary. We have:
Theorem (Thm 6.2, Cor. 6.3). If M is tame (see Def. 6.1) then we have a
weak equivalence
||Bord(X,ξ)d;n (M)|| ' Γ(M,∂M ;Thf.w.M (ξ∗Mγ⊥d ))
where Thf.w.M (ξ
∗
Mγ
⊥
d )) is a bundle associated to the the tangent bundle of M with
fiber Th(ξ∗γ⊥d ) a Thom space over X (see Section 3.3). The right-hand side
denotes sections which restrict to the base-point section on ∂M .
In the case M = Dp, we get a weak equivalence
||Bord(X,ξ)d;n (Dp)|| ' ΩpTh(ξ∗γ⊥d )
This is an equivalence of Ep-spaces.
In the above ‘tame’ is a technical condition which, for example, is satisfied by
any manifold which has a finite handle decomposition.
Durring this work we have endeavored to incorporate as many improvements
and simplifications to the proof of the GMTW theorem as possible. Some im-
provement which are unique to our treatment are the following:
• The construction of the bordism category involves variants on a topologi-
cal space, ψd(M), of embedded submanifolds. As a set ψd(M) consists of
all those closed subsets W ⊆M which are smoothly embedded manifolds,
disjoint from the boundary of M . The topology on ψd(M) has been no-
toriously delicate to construct. For example in [GR10, Sect. 2.1] it takes
slightly more than a page to define.
Our construction of the topology on the space of embedded manifolds is
done via the theory of plots, see Section 2.3. This allows for a much shorter
definition for which it is immediate to see that the various deformations
carried out in Section 6 are continuous. We show that our topology agrees
with the topology constructed in [GR10] in Theorem A.3 in an Appendix.
Note, however, that the proof of our main theorem doesn’t rely this com-
parison.
• In the course of the proof of the GMTW theorem one is lead to compare
the space ψd(Dp × Rn) and the p-fold loop space Ωpψd(Rp+1). A choice
of Segal’s ‘scanning map’ gives a comparison map:
ψd(D
p × Rn)→ Ωpψd(Rp+1).
Moreover both ψd(Dp × Rn) and Ωpψd(Rp+1) are naturally Ep-spaces,
the latter with its usual Ep-space structure, and former because ψd(−)
is covariant for closed codimension-one embeddings. However, while the
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scanning map is a weak equivalence it is not compatible with the Ep-
algebra structure. It is not an Ep-algebra homomorphism3.
In section 4 we show how to overcome this to get the desired Ep-equivalence.
We introduce a larger space Ψd(Dp × Rn) where a point includes a sub-
manifold and what we call a scanning function. This is additional data
used to construct an alternative scanning map. We end up with a zig-zag
ψd(D
p × Rn) ∼← Ψd(Dp × Rn) ∼→ Ωpψd(Rp+n)
of Ep-algebra homomorphisms which are weak equivalences. See Thm. 4.9.
• Our proof most closely resembles the one in [GR10] (but see also [Aya08]
and [BM14]). In these proofs the authors rely on a technical result of
Graeme Segal [Seg78, A.1] about étale maps of simiplicial spaces. The
simplical space corresponding to the bordism category has parameters
from the space R of real numbers. In order to apply Segal’s lemma, the
authors must replaces their simplicial space with a new simplicial space
in which the standard topology on R is replaced with the discrete topol-
ogy. This drastically changes the underlying (∞, 1)-category, and so one
must prove that this nevertheless doesn’t effect the homotopy type of the
geometric realization.
We give a different argument (see Section 6.5) which is more elementary
and avoids using Segal’s lemma. We avoid changing the topology of the
simplicial spaces involved, which gives a more direct comparison, decreas-
ing the number of zig-zags of weak equivalences. This yields a somewhat
streamlined comparison.
1.3 Overview
In section 2 we introduce the method of plots which allows us to define many
interesting topological spaces. Briefly for a set we can specify a collection of
set-theoretic maps, called plots, from test topological spaces to the set. This
specifies a topology, the finest making the plots continuous. This is used to
define a topology on the set of closed subsets of a fixed topological space, and
also on the set ψd(M) of submanifolds of M .
In section 3 we review Segal’s method of scanning, and the relationship
between ψd(Rn) and Thom spaces. Then in section 4 we modify the scanning
map to show that ψd(Dp × Rn) ' Ωpψd(Rp+n) as Ep-algebras.
In section 5 we review n-fold Segal spaces (the model of (∞, n)-categories
which we employ) and write down precisely the n-fold simplicial space Bord(X,ξ)d;n
which is the bordism (∞, n)-category. In section 6 we prove our main the-
orem, which identifies the weak homotopy type of the geometric realization
||Bord(X,ξ)d;n ||.
3This is perhaps one reason that the GMTW theorem was originally only proven at the
space level and not as infinite loop spaces.
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Section 7 is devoted to applications. We focus on the oriented case (X =
BSO(d)). We compute the cohomology of certain connected covers ofMTSO(d)
in low dimensions. We then use this to prove Theorem 7.6, classifying invertible
TFTs in low dimensions, and Theorem 1.4, which answers an open question
posed by Gilmer and Masbaum [GM13, Rmk. 7.5].
We also include three appendices. Appendix A gives a comparison between
our topology on the space ψd(M) of embedded manifolds and the topology
constructed by Galatius–Randal-Williams in [GR10, Sect. 2.1]. We show in
Theorem A.3 that these two topologies coincide. In Appendix B, show that
with our topology ψd(D∞) is a disjoint union of classifying spaces BDiff(W )
taken over diffeomorphism classes of compact closed d-manifolds W . This jus-
tifies regarding it as a moduli space of d-manifolds. Finally in Appendix C we
comute a few low-dimensional homotopy groups of MTSO(d) for d ≤ 4. These
homotopy groups and more were computed in [BDS15], but since knowledge of
these groups is used in section 7 this appendix is provided for the sake of the
reader.
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2 The Space of Embedded Manifolds
2.1 Topological Spaces via Plots
Topological spaces come to us in many ways. Typically we begin with simple
familiar spaces, such as vector spaces or other simple manifolds, and we get
new spaces by either gluing together those that we know (e.g. CW-complexes,
manifolds) or by passing to subspaces (e.g. the Hawaiian earrings, cantor sets,
the topologist’s sine curve, etc.). Here we will describe another method, the
method of plots.
The idea is to start with a collection of ‘test objects’, which are known
topological spaces, together with a collection of set-theoretic maps from these
into a given set X. These maps, which we call plots, then induce a maximal
topology on X in which they are continuous.
Definition 2.1. Let X be a set. A collection of plots for X is a collection
of pairs J = {(J, p)} consisting of topological spaces J and set-theoretic maps
p : J → X, which we call plots. The collection J determines a topology τJ on
X, the plot topology. A subset U ⊆ X is open in τJ if and only if p−1(U) ⊆ J is
open for all plots; τJ is the finest topology on X making all the plots continuous.
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Generally we will impose further properties on our collections of plots. For
example in [Vog71] a quasi-topological space is defined to be a set with a collec-
tion of plots such that the spaces J range over the compact Hausdorff spaces,
and such that the collection of plots:
• contains the constant maps J → {x} → X;
• is closed under precomposition with continuous maps, i.e. if f : J ′ → J is
continuous and p : J → X is a plot, then pf is a plot;
• if J is the disjoint union of two closed sets J = J1 ∪ J2, then p : J → X
is a plot if and only if p|J1 and p|J2 are plots; and
• if f : J → J ′ is surjective, then p : J ′ → X is a plot if and only if pf is a
plot.
We will primarily be concerned with the situation in which the source of each
plot is a smooth manifold. Given a topological space Y , there is a canonical
collection of plots PY given by taking the plots to be all continuous maps from
U into Y , with U a smooth manifold. The identity map of sets gives a canonical
continuous map (Y, τPY ) → Y . This is a homeomorphism if and only if Y is
∆-generated. See [Dug; Vog71] for general properties of ∆-generated spaces.
Similarly a diffeology [Igl13] on X is a collection of plots D where the J range
over open subsets of Rn (for all n), such that the collection of plots:
• contains the constant maps J → {x} → X;
• is closed under precomposition with smooth maps: if f : V → U is smooth
and p : U → X is a plot, then pf : V → X is a plot;
• If U = ∪iUi is a union of open sets, then p : U → X is a plot if and only
if each Ui → X is a plot.
Spaces equipped with a diffeology are called diffeological spaces and are one of
many possible notions of ‘generalized smooth space’. The resulting topology τD
was studied in [CSW13].
Example 2.2 ([CSW13, example 3.2]). Given a smooth manifold M , the stan-
dard diffeology on M is the collection of plots consisting of all smooth maps
U →M . The resulting plot topology is the standard topology on M .
Example 2.3. Let M and N be smooth manifolds of the same dimension such
that M ⊆ N . Let Emb(M,N) be the set of (open) smooth embeddings. Then
we equip Emb(M,N) with a diffeology as follows: a map p : U → Emb(M,N)
is a plot if the adjoint map p˜ : U ×M → N is a smooth map such that for each
u ∈ U ,
p˜(u,−) : M → N
is an (open) embedding.
If a space is defined by a collection of plots, then it is easy to detect con-
tinuous maps out of it; in some cases we can detect some continuous maps into
it.
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Lemma 2.4. Let (X,P) and (X ′,P ′) be a sets with collections of plots P in-
dexed on the same spaces J , and let Z be a topological space.
1. A map f : X → Z is continuous for the plot topology on X if and only if
for each plot p : J → X, the composite fp : J → Z is continuous.
2. The plots p : J → X are continuous for the plot topology; if a set-theoretic
map f : X → X ′ sends plots to plots (i.e. for each plot (p : J → X) ∈ P
we have (fp : J → X ′) ∈ P ′), then it is continuous.
Note that in general there will also be continuous maps from X to X ′ which do
not send plots to plots.
2.2 The space of closed subsets
Let Y be a topological space and let cl(Y ) denote the set of closed subsets of
Y . We will define a collection of plots (and hence a topology) on the set cl(Y ).
The source of our plots will be always be the real line R.
Given f : R→ cl(Y ) a set-theoretical map consider the graph
Γ(f) = {(r, y) ∈ R× Y | y ∈ f(r) ⊆ Y }.
We will declare that a map p : R→ cl(Y ) is a plot if the graph Γ(p) is a closed
subset of R×Y . Regard cl(Y ) as a topological space with the plot topology for
this collection of plots.
Lemma 2.5. If Y be a locally compact Hausdorff space then every continuous
map p : R→ cl(Y ) is a plot.
Proof. First we consider some open subsets of cl(Y ). Let K ⊆ Y be a compact
subset and consider
M(K) = {A ∈ cl(Y ) | A ∩K = ∅}.
Let p : R→ cl(Y ) be a plot, thus Γ(p) ⊆ R×Y is closed. Since Y is Hausdorff K
is closed and hence Γ(p)∩R×K is a closed subset of R×K. Since K is compact,
the projection R ×K → R is proper, and hence the image of Γ(p) ∩ R ×K in
R, which is precisely the complement of p−1(M(K)), remains closed. It follows
that M(K) is open in cl(Y ).
Now suppose that g : R → cl(Y ) is continuous. We wish to show that
Γ(g) is closed. Let (r, y) ∈ R × Y be a limit point of Γ(g). We wish to show
that (r, y) ∈ Γ(g). Suppose the contrary, that (r, y) 6∈ Γ(g). This means that
y 6∈ g(r) ⊆ Y . Since g(r) is closed and Y is locally compact Hausdorff, we
can separate g(r) and y by a compact neighborhood. Specifically there exists a
compact subset K ⊆ Y such that K ∩ g(r) = ∅ and an open subset V ⊆ Y such
that y ∈ V ⊆ K. Note that by construction r ∈ g−1(M(K)).
Next for each n ∈ N we may consider the open subset B 1
n
(r)×V , which is an
open neighborhood of (r, y). Since (r, y) was assumed to be a limit point of Γ(g),
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there exists (rn, yn) ∈ Γ(g) with (rn, yn) ∈ B 1
n
(r)×V . Thus, since yn ∈ V ⊆ K,
we have rn ∈ (g−1(M(K)))c. By construction rn → r converges, and since g
is continuous, (g−1(M(K)))c is closed, and each rn ∈ (g−1(M(K)))c, it follows
that r ∈ (g−1(M(K)))c as well, a contradiction.
By checking on plots we can see that the following maps are continuous:
Lemma 2.6. Let K ⊂ Y be a closed subset, then the map:
(−) ∩K : cl(Y )→ cl(Y )
Z 7→ Z ∩K
is continuous.
Lemma 2.7. Let f : Y → Y ′ be a proper map. Then the map
f∗ : cl(Y )→ cl(Y ′)
Z 7→ f(Z)
is continuous.
Proof. Since f : Y → Y ′ is proper we have that id × f : R × Y → R × Y ′ is a
closed map, and hence f∗ ◦ p is a plot for any plot p : R→ cl(Y ).
The topology on cl(Y ) is far from Hausdorff.
Lemma 2.8. Let Z1, Z2 ∈ cl(Y ). If Z1 ⊆ Z2, then Z2 ∈ {Z1} is contained in
the closure of Z2.
Proof. Consider the plot p : R→ cl(Y ) defined as
p(t) =
{
Z1 if t < 0
Z2 if t ≥ 0
We want to show that Z2 is a limit point of Z1. Let M ⊂ cl(Y ) be an open
subset containing Z2. Then p−1(M) is an open subset of R containing 0 ∈ R.
Hence it also contains a small neighborhood (a, b) ⊆ p−1(M) with a < 0 < b. In
particular p(a/2) = Z1 ∈M . This Z1 is contained in every open neighborhood
of Z2, and hence Z2 ∈ {Z1}.
In particular the empty set ∅ ∈ cl(Y ) is a point on cl(Y ) which is dense in
cl(Y ). It is a generic point.
Example 2.9 (closed set classifier). Consider the one point space pt. Then
cl(pt) = {∅, {pt}} consists of two points. By Lemma 2.5 a continous map
R → cl(pt) is the same as a closed subset of R ∼= R × pt. That closed sub-
set is the inverse image of {pt}, and hence {pt} is a closed subset of cl(pt).
Likewise, {∅} is open. As we just observed the closure of ∅ is all of cl(pt),
and this completely determines the topology of cl(pt). It is the closed subset
classifier. For any topological space Y , a continuous map f : Y → cl(pt) is
precisely the data of a closed subset A ⊆ Y , and A = f−1({pt}) under this
correspondence.
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Corollary 2.10. If Y is compact, then the set {∅} ⊆ cl(Y ) is open.
Proof. If Y is compact, then p : Y → pt is proper. The set {∅} ⊆ cl(Y ) is the
inverse image of {∅} ⊆ cl(pt) under p∗ and so by Lemma 2.7 it suffices to prove
the corollary in the case Y = pt, but this was done in Example 2.9.
2.3 The space of embedded manifolds
Let M be a smooth manifold (possibly with boundary and corners). We will
refer toM as the ambient manifold. Let ψd(M) denote the set of subsetsW ⊆M
which are smooth d-dimensional submanifolds of M without boundary which
are also disjoint from ∂M and which are closed as subsets of M . We will make
this a topological space by using plots.
As in the previous section, given a set theoretic map f : X → ψd(M) we let
the graph denote the set
Γ(f) = {(x,w) ∈ X ×M | w ∈ f(x) ⊆M}.
Definition 2.11. Let U be a smooth manifold A set theoretic map p : U →
ψd(M) is a plot (or a smooth map) if Γ(p) ⊆ U ×M is a smooth submanifold
and the projection pi : Γ(p)→ U is a submersion.
One may verify that this collection of plots satisfies the axioms of a diffeology,
but we will not need this fact. We will regard ψd(M) as a topological space
with the plot topology.
By checking on plots we immediately see that ψd(−) has two functorial
properties:
• If M ⊆M ′ is an open embedding, then we have a pullback functor
ψd(M
′)→ ψd(M)
sending W ⊂M ′ to W ∩M ⊆M .
• If M ⊆ M ′ is a closed embedding, then we have a pushforward functor
ψd(M)→ ψd(M ′) which simply regards W ⊆M as a subset of M ′.
In this way ψd(−) can be thought of as both a presheaf and a co-presheaf. Both
of these properties will be important.
More generally we have:
Lemma 2.12. Let M and M ′ be smooth manifolds of the same dimension. Let
fy : M ⊆M ′, y ∈ Y be a smooth family of smooth open embeddings parametrized
by a manifold Y . Then the map Y ×ψd(M ′)→ ψd(M) defined by sending (y,W )
to f−1y (W ) is continuous. Similarly if gy : M ⊆ N is a smooth family of smooth
closed embeddings, than Y × ψd(M) → ψd(N) defined by sending (y,W ) to
fy(W ) is continuous.
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Proof. We can check this on plots. We will consider the case of open embeddings,
the case for closed embeddings is analogous. A plot U → Y × ψd(M ′) consists
of two pieces of data. First we have a smooth map U → Y and hence a smooth
family of maps f : U × M → M ′ such that for each fixed u ∈ U the map
f(u,−) : M →M ′ is an open embedding. Second we have a smooth embedded
submanifold W ⊆ U ×M ′ of dimension d+ dimU , such that the projection to
U is a submersion.
From this we consider the smooth map
F : U ×M → U ×M ′
(u,m) 7→ (u, f(u,m))
This is a open smooth embedding and hence F−1(W ) ⊆ U ×M is a smoothly
embedded submanifold. The projection map F−1(W )→ U is still a submersion
and this defines a plot of ψd(M). Since the map in consideration sends plots to
plots it is continuous.
2.4 Embedded manifolds with tangential/normal struc-
ture
We will be interested in spaces of manifolds which are not just embedded into
a fixed ambient manifold M , but also equipped with topological structures on
the tangent/normal bundle. Fix a dimension d. Let Grd(TM) denote the
natural fiber bundle over M whose fiber over m is the Grassmannian of d-
planes Grd(TmM) in the tangent space of M at m. If W ⊆M is an embedded
submanifold of dimension d, then we have a canonical Gauss map
τW : W → Grd(TM)
taking w in W to the tangent space TwW ⊆ TwM .
Suppose that ρ : Y → Grd(TM) is a fibration. Then we define a (Y, ρ)-
structure θ on W to be a lift:
W
Y
Grd(TM)
θ ρ
τW
of the Gauss map, i.e. a dashed arrow making the triangle commute.
We will also define (Y, ρ)-structures for smooth families. Suppose that U is
a smooth manifold of dimension k and that W ⊆ U ×M is a smooth manifold
of dimension k+ d such that the projection pi : W → U is a submersion. In this
case ker(dpi) is a smooth vector bundle overW of dimension d which is naturally
embedded into TM . We have an induced Gauss map:
τW/U : W → Grd(TM)
w 7→ ker(dpi)w
20
An (Y, ρ)-structure θ on the U -family W is a lift:
W
Y
Grd(TM)
θ ρ
τW/U
Let ψd(M ;Y, ρ) denote the set of d-dimension smooth submanifolds of M
equipped with (Y, ρ)-structures. The above maps define the plots for ψd(M ;Y, ρ),
making it into a diffeological space as in the previous section. We regard it as
a topological space with the plot topology.
Now in general we will want to regard ψd(M ;Y, ρ) as a functor of M , but
this is not possible for arbitrary (Y, ρ). They must also be defined functorially
in M . The following is one way to achieve this.
Throughout we fix dimensions d, as before, and m which is the dimension of
the ambient manifold. Let X be a space with a GLm-action, and let ξ : X →
Grd(Rm) = GLm/GLd × GLm−d be a map which is GLm-equivariant and a
fiber bundle. Then for each choice of ambient manifold M we may consider the
associated bundle:
Fr(TM)×GLm X → Grd(TM)→M
which is a fiber bundle over Grd(TM). Here Fr(TM) is the frame bundle of
TM . We set XM = Fr(TM) ×GLm X and ξM : XM → Grd(TM) to be the
induced map.
Thus given such an (X, ξ), we obtain a for each M a structure (XM , ξM ) for
d-manifolds embedding in M . Hence we can consider the space ψd(M ;XM , ξM )
of manifolds embedded inM equipped with an (XM , ξM )-structure. To simplify
notation we will write this as:
ψ
(X,ξ)
d (M) = ψd(M ;XM , ξM ).
We retain the previous functoriality for the spaces of embedded manifolds:
• If M ⊆M ′ is an open embedding (or more generally a submersion), then
we have a pullback functor:
ψ
(X,ξ)
d (M
′)→ ψ(X,ξ)d (M).
• If M ⊆M ′ is a closed embedding, then we have a pushforward functor:
ψ
(X,ξ)
d (M)→ ψ(X,ξ)d (M ′).
Example 2.13 (tangential structures). Suppose that B is a space equipped with
a d-dimensional vector bundle E. Let γd be the canonical d-plane bundle over
Grd(Rm). Then we let
X = Fr(γd)×GLd Fr(E) = (GLm × Fr(E))/GLd ×GLm−d
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with its natural map ξ : X → Grd(Rm). Then the corresponding structure
on a manifold W ⊆ M consists of a map f : W → B and a vector bundle
isomorphism τW ∼= f∗(E).
Some special cases are orientations (B = BSO(d)), spin structures (B =
BSpin(d)), tangental framings (B = pt with trivial bundle), G-principle bundles
(B = BO(d)×BG with the bundle induced from BO(d)), etc. Note that these
structures are defined for all m.
Example 2.14 (normal structures). Suppose that B is a space equipped with an
(m − d)-dimensional vector bundle E. Let γ⊥d be the canonical (d −m)-plane
bundle on Grd(Rm). Then similarly to above we let
X = Fr(γ⊥d )×GLm−d Fr(E) = (GLm × Fr(E))/GLd ×GLm−d
with its natural map ξ : X → Grd(Rm). Then the corresponding structure
on a manifold W ⊆ M consists of a map f : W → B and a vector bundle
isomorphism νW ∼= f∗(E), where νW is the normal bundle of the embedding
W ⊂M .
3 Scanning
3.1 Segal’s method of scanning
As in previous sections we fix a dimension m for our ambient manifolds, and a
dimension d for our embedded manifolds. Let (X, ξ) be a space with a GLm-
action and equivariant fiber bundle ξ : X → Grd(Rm), as in Section 2.4. As in
that section this induces a bundle ξM : XM → Grd(TM) for any m-manifold
M , and hence we have a space ψ(X,ξ)d (M) of manifolds embedded inM equipped
with (XM , ξM )-structures. In this section we will review what is known about
this space.
First we consider the closely related space ψd(Rm;X, ξ) of d-manifolds man-
ifolds embedded into Rm equipped with an (X, ξ)-structure. This space has a
natural GLm-action and hence for any m-manifold manifold M we may form
the associated bundle:
Fr(TM)×GLm ψd(Rm;X, ξ)→M.
The fiber over m ∈ M is identified with ψ(X,ξ)d (TmM) the space of manifolds
embedded in TmM equipped with (X, ξ)-structures. We will denote this bundle
ψ
(X,ξ),fib
d (TM).
Each fiber is equipped with a canonical basepoint corresponding to the
empty manifold embedded in TmM , and this gives rise to a canonical section of
ψ
(X,ξ),fib
d (TM), which we call the zero section. We let Γ(M,∂M ;ψ
(X,ξ),fib
d (TM))
denote the space of sections of ψ(X,ξ),fibd (TM) which restrict to the zero section
on ∂M .
Remark 3.1. The space of sections of the bundle ψ(X,ξ),fibd (TM) is the first
derivative of the functor ψ(X,ξ)d (−) in the Goodwillie-Weiss manifold calculus.
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Segal’s method of ‘Scanning’ will allow us to compare ψ(X,ξ)d (M) and the
space of sections Γ(M,∂M ;ψ(X,ξ),fibd (TM)), and by a result of Oscar Randal-
Williams [Ran11] this comparison map is a weak equivalence when M is open
(has no compact components).
The situation is slightly easier when M is without boundary, and we treat
that case first.
Definition 3.2. Suppose that M is a manifold without boundary. Then a
scanning exponential for M is a smooth map
e : TM →M
whose restriction to the zero section is the identity map and such that the
restriction
e|TmM = em : TmM →M
embeds TmM as an open neighborhood of m ∈M .
A choice of scanning exponential induces the scanning map
ψ
(X,ξ)
d (M)×M → ψ(X,ξ),fibd (TM)
(W,m) 7→ e−1m (W ) ⊆ TmM
which we regard as a map
se : ψ
(X,ξ)
d (M)→ Γ(M ;ψ(X,ξ),fibd (TM)).
When M has boundary the set up is more complicated. First if m ∈ ∂M it
is not possible to embed TmM as an open subset of M with the origin centered
at m. Moreover we want the scanning map to give rise to a section which
restricts to the zero section on ∂M . These issues can be resolved by adopting
the following definition.
Definition 3.3. Suppose that M is a manifold, possibly with boundary. Then
a scanning exponential for M is a smooth map
e : TM →M
satisfying the following requirements:
1. the restriction of e to the zero section is the identity map on M ;
2. for each m ∈ M \ ∂M on the interior, e embeds TmM as an open neigh-
borhood of m;
3. For each open neighborhood of the boundary U ⊇ ∂M there exists a open
set V , with ∂M ⊆ V ⊆ U such that e(TmM) ⊆ U for each m ∈ V .
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In other words we require our scanning exponential to degenerate near the
boundary of M . The embedding of TmM becomes smaller and smaller as m
approaches the boundary.
Given a scanning exponential, e, the induced scanning map is defined by the
assignment
ψ
(X,ξ)
d (M)×M → ψ(X,ξ),fibd (TM)
(W,m) 7→
{
e−1m (W ) ⊆ TmM if m /∈ ∂M
∅ ⊆ TmM if m ∈ ∂M.
Lemma 3.4. The above defined scanning map is continous.
Proof. The domain is a space whose topology can be defined using plots, and
hence it is enough to show that plots are mapped to continous maps. Moreover
we already know the map is continuous on ψ(X,ξ)d (M)× (M \ ∂M).
A plot parametrized by the smooth manifold Z consists of two parts. First
there is a smooth map f : Z → M . In addition we have a submanifold W ⊆
Z ×M such that the projection pi : W → Z is a submersion and W is equipped
with a pi-fiberwise (X, ξ)-structure.
The subspaces Z×∂M and W are disjoint closed subsets and so there exists
an open neighborhood U of Z × ∂M disjoint from W . Now it follows from
Definition 3.3 property (3) that there exists an open neighborhood V ⊆ Z of
f−1(∂M) such that for any z ∈ V , the image e(Tf(z)M) of scanning exponential
is contained in U .
In particular this means that for an z ∈ (V \ f−1(∂M)), we have that
Wz = pi
−1(z) is disjoint from e(Tf(z)M), and hence the scanning map (composed
with the given plot) restricts to the zero section on (V \ f−1(∂M)). Since the
above scanning map simple extends by the zero section on f−1(∂M), it follows
that this is continous.
Since this is true for all plots, it follows that the above scanning map itself
is continuous.
Theorem 3.5 ([Ran11]). IfM has no compact components, then for each choice
of scanning exponential, the scanning map induces a weak homotopy equivalence
of spaces:
ψ
(X,ξ)
d (M)→ Γ(M,∂M ;ψ(X,ξ),fibd (TM)).
An important special case of the above is when M = Dp ×Rk (k > 0) in which
case we have a weak homotopy equivalence of spaces:
ψ
(X,ξ)
d (D
p × Rk) ' Ωpψd(Rp+k;X, ξ).
Note, however that this weak equivalence is not necessarily compatible with the
natural Ep-algebra structures present on both spaces, see Section 4.
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3.2 Fiberwise Thom spaces
Fix E → X a vector bundle. If x ∈ X let Ex denote the fiber of E at x.
The fiberwise one-point compactification E∞ of E is defined as follows. The
underlying set is E∞ = E unionsq X, the set E with an additional copy of X. We
will denote points x ∈ X in the additional copy of X by ∞x, and it should
be thought of as the ‘point at infinity in the fiber Ex’. We topologize E∞ as
follows: a subset V ⊆ E unionsq X is open if V ∩ E is open in E and if in addition
for each ∞x ∈ V , the intersection V ∩ Ex is compact. When X = pt is the one
point space, then E∞ is the usual one point compactification.
Suppose that we are given a map pi : X →M to another space M . We will
want to view X as defining a family of spaces parametrizes by M . The space
associated to m ∈ M is Xm = pi−1(m). The vector bundle E restricts to a
vector bundle over Xm for which we can form the Thom space. The fiberwise
Thom space assembles these into a family of spaces over M .
Definition 3.6. In the notation above, the fiberwise Thom space Thf.w.M (E) is
defined to be the quotient of E∞ be the relation ∞x ∼ ∞x′ whenever pi(x) =
pi(x′) ∈M .
When M = pt, then we recover the usual Thom space.
3.3 The space of embedded manifolds and Thom spaces
Let (X, ξ) be a space with a GLm-action and equivariant fiber bundle ξ : X →
Grd(Rm), as above and in Section 2.4. Let γd be the tautological d-plane bundle
on Grd(Rm) and let γ⊥d denote the complementary bundle (of dimension m−d).
The fiber of γ⊥d over the d-plane L ⊂ Rm is the quotient vector space (γ⊥d )L ∼=
Rm/L.
The pullback ξ∗γ⊥d is a vector bundle over X and we may form the Thom
space Th(ξ∗γ⊥d ). There is a pointed map
L : Th(ξ∗γ⊥d )→ ψd(Rm;X, ξ)
defined as follows. The base point {∞} of Th(ξ∗γ⊥d ) is mapped to the base
point of ψd(Rm;X, ξ), the empty d-manifold embedded in Rm. A point of
Th(ξ∗γ⊥d ) which is not the base point consists of a point x ∈ X, and a vector
v ∈ ξ∗(γ⊥d )x ∼= (γ⊥d )ξ(x) ∼= Rm/ξ(x). This data specifies an affine subspace of
Rn
L(x,v) = q
−1
x (v)
where qx : Rm → Rm/ξ(x) is the quotient map by the subspace ξ(x). This is
the d-dimensional hyperplane of Rm which is parallel to ξ(x), but offset by v.
We regard it as a d-dimensional embedded submanifold of Rn. The gauss map
for this embedded submanifold L(x,v) is the constant map to Grd(Rm) taking
value ξ(x). We equip L(x,v) with an (X, ξ) structure consisting of the constant
map to X with value x. The map Th(ξ∗γ⊥d )→ ψd(Rm;X, ξ) is given be sending
(x, v) to the submanifold L(x,v) with this (X, ξ)-structure. A simple inspection
on plots shows that this map is continuous. In fact it is a weak equivalence.
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Theorem 3.7 ([Aya08, pp. Lm. 3.8.1][GR10, Th. 3.22] ). The map
L : Th(ξ∗γ⊥d )→ ψd(Rm;X, ξ)
is a GLm-equivariant weak homotopy equivalence.
For each m-manifold M , the map L induces a map of associated bundles,
which by the above theorem is also a weak equivalence:
L : Thf.w.M (ξ
∗
Mγ
⊥
d )→ ψ(X,ξ),fibd (TM)
where ξM : XM → Grd(TM) is the associated map (recallXM = Fr(TM)×GLm
X), γ⊥d is the complementary bundle on Grd(TM) to the tautological d-plane
bundle γd, and ξ∗γ⊥d is the pullback bundle to XM .
Combining this with Theorem 3.5 we have:
Corollary 3.8 ([Ran11]). If M has no compact components, then we have weak
homotopy equivalences:
ψ
(X,ξ)
d (M)
∼−→ Γ(M,∂M ;ψ(X,ξ),fibd (TM))
∼←− Γ(M,∂M ;Thf.w.M (ξ∗Mγ⊥d ))
In particular, if M = Dp × Rk (k > 0), then we have weak homotopy equiva-
lences:
ψ
(X,ξ)
d (D
p × Rk) ∼−→ Ωpψd(Rp+k;X, ξ) ∼←− ΩpTh(ξ∗γ⊥d )
where Th(ξ∗γ⊥d ) is the Thom space of the bundle ξ
∗γ⊥d over X.
4 Ep-operads and algebras
The Ep-operad is the operad of little p-cubes [May72]. The kth space Ep(k) of
this operad is the space of embeddings∐
k
Dp → Dp
where Dp = {(xi) ∈ Rn | |xi| ≤ 1} is the unit cube, and such that restricted
to each component the embedding is rectilinear. This means that it is given by
the formula
(xi) 7→ (aixi + bi)
for real constants ai and bi, with ai > 0. Thus the set of embeddings can be
viewed as a subset of R2pk, and we view it as a topological space using the
subspace topology.
An Ep-algebra (in Top) is a (pointed) space equipped with an action of the
Ep-operad. This means that we have a space X and for each k we have a
Σk-equivariant composition:
Ep(k)×Xk → X.
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See [May72] for details.
If F is a functor from p-manifolds to spaces which is co-variant for closed
embeddings and a contravaraint sheaf for open embeddings, then under mild
conditions the value on the unit p-cube, F(Dp), is naturally an Ep-algebra. We
will consider two important examples.
Example 4.1 (p-fold loop spaces). Fix a pointed topological space (Z, ∗) then
the relative mapping space functor F(M) = Map((M,∂M), (Z, ∗)) sends M to
the space of maps which restrict to the constant base-point map on ∂M . We
have F(Dp) = ΩPZ, the p-fold loop space of Z.
If M → M ′ is a closed embedding (of manifolds of the same dimension),
then we get a map
F(M)→ F(M ′)
by extending M → Z to M ′ → Z by the constant map to the basepoint. This
defines a continuous covariant functor for the category of manifolds and closed
embeddings. The space ΩpZ is naturally an Ep-algebra.
Example 4.2 (Spaces of Embedded Manifolds). Fix a dimension m and a tan-
gential structure ξ : X → Grd(Rp+m). For any m-dimensional manifold M , we
have a continous functor on p-manifolds ψ(X,ξ)d (− ×M). Again the space of
embedded submanifolds ψd(Dp ×M) is an Ep-algebra.
Taking the product with the standard interval D1 = [−1, 1] gives us a way
to regard n-cubes as (n + 1)-cubes, and this induces a homomorphism from
the En operad to the En+1 operad. The colimit is the E∞ operad. It consists
of componentwise rectilinear embeddings of infinite dimensional cubes with are
trivial in all but finitely many variables. Infinite loop spaces are the prototypical
example of E∞ algebras.
We saw in Section 3.1 that for any choice of scanning exponential, the in-
duced scanning map
ψ
(X,ξ)
d (D
p × Rm)→ Ωpψd(Rp+m;X, ξ)
is a weak equivalence (provided m > 0). As we saw in Examples 4.1 and 4.2,
both spaces are Ep-algebras and it is natural to speculate that the they are
weakly equivalent as Ep-algebras. To the author’s knowledge this has not been
shown in the literature for finite p.
One difficulty is that there is no choice of scanning exponential which is
compatible with the action of the Ep-operad. To remedy this we will enlarge
ψ
(X,ξ)
d (D
p×Rm) with additional data which will determine a new scanning map.
4.1 Scanning functions and an Ep-equivalence
Definition 4.3. A scanning function on Dp is a p-tuple (ε(i)) of smooth func-
tions ε(i) : Dp → R≥0 such that ε(i)|∂Dp agrees with the zero function to all
order. That is the ∞-jet (j∞ε(i))|∂Dp restricted to ∂Dp agrees with the ∞-jet
of the p-tuple of constant zero functions.
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Fix an embedded manifoldW ⊆ Dp×Rm which is disjoint from ∂(Dp×Rm).
We will say that a scanning function ε is compatible with W if ε(i)(x) > 0 for
all x ∈W and all 1 ≤ i ≤ p.
Let Ψ(X,ξ)d (D
p × Rm) be defined as the space of all pairs (W, ε) consisting
of an embedded manifold W ∈ ψ(X,ξ)d (Dp × Rm) and a compatible scanning
function ε.
Remark 4.4. There are several variations one can imagine for the notion of
scanning function. The one we are using has the advantage that both (1) we
can extend the domain of any scanning function ε(i) to all of Rp by extending by
the p-tuple of zero functions outside ofDp, and (2) there exist scanning functions
such εi(x) > 0 whenever x is on the interior of Dp. Such scanning functions are
compatible with all embedded manifolds W disjoint from the boundary.
Example 4.5. Let (x1, . . . , xp) be standard coordinates on Rp. Define a function
g(x1, . . . , xp) =
p∏
i=1
(1− x2i )
There is a scanning function ε = {ε(i) with ε(1)(x) = ε(2)(x) = · · · = ε(p)(x)
equal to the following function:
ε(i)(x1) = e
− 1
g(x) .
This scanning function is non-zero on the interior of Dp and hence is compatible
with all closed embedded manifolds disjoint from ∂Dp × Rm.
The space Ψ(X,ξ)d (D
p×Rm) is naturally an Ep-algebra, which we can see as
follows. The action on the space of manifolds is as it is on ψ(X,ξ)d (D
p × Rm).
We need only describe what happens on the scanning functions. Suppose that∐
kD
p → Dp is an embedding such that each disk is embedded rectilinearly.
Suppose also that we are given k-many scanning functions (ε(i)j ) on D
p (1 ≤
j ≤ k and 1 ≤ i ≤ p). Then we get a new scanning function (ε(i)) on Dp as
follows. Outside of the image of
∐
kD
p, each ε(i) ≡ 0 is identically zero for all
1 ≤ i ≤ p. Inside the jth embedded Dp the scanning function agrees with (ε(i)j )
composed with the inverse of the rectilinear embedding.
The forgetful map u : Ψ(X,ξ)d (D
p × Rm) → ψ(X,ξ)d (Dp × Rm) is a map of
Ep-algebras by construction.
Lemma 4.6. The forgetful map u : Ψ(X,ξ)d (D
p×Rm)→ ψ(X,ξ)d (Dp×Rm) is an
acyclic Serre fibration and hence a weak equivalence of Ep-algebras.
Proof. We will show that for any commutative square, as below, we can solve
the indicated lifting problem:
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∂Dk
Dk
Ψ
(X,ξ)
d (D
p × Rm)
ψ
(X,ξ)
d (D
p × Rm)
u
The data of such a lift consists of an assignment for each x ∈ Dk of a compatible
scanning function εx such that εx agrees with the specified lift on the boundary.
We will view Dk = ∂Dk × [0, 1]/ ∼ where (x, 1) ∼ (x′, 1) for any x, x′. Let
ε be the family of scanning functions on ∂Dk specified by the initial lift. Let ε˜
be any scanning function which is compatible with all embedded manifolds (i.e.
ε˜(i)(y) > 0 for any interior point y ∈ Dp and for all 1 ≤ i ≤ p), for example the
scanning function in Example 4.5. Then the desired family of scanning functions
is given by:
ε(x,t) = t · ε˜+ (1− t) · εx.
For all t > 0, ε(x,t) is compatible with all embedded manifolds, and hence this
does define a lift.
4.2 A scanning map for Ψ(X,ξ)d (D
p × Rm)
We will now describe a map
s : Ψ
(X,ξ)
d (D
p × Rm)→ Ωpψd(Rp+m;X, ξ)
which is a variation on the scanning map in Section 3.1. Given a point z =
(z1, . . . , zp) ∈ Dp and a p-tuple of positive real numbers ε = (ε1, . . . , εp) we
have an embedding:
φx,ε : Rp+m ↪→ Rp+m
In the ith-coordianate φx,ε is given by
(x1, . . . , xp, xp+1, . . . , xp+m) 7→
{
zi + εi arctan(xi) if 1 ≤ i ≤ p
xi if p+ 1 ≤ i ≤ p+m
.
In other words φx,ε is a diffeomorphism between Rp+m and the open box cen-
tered at x with sides of length 2εi on the ith-coordinate direction (and infinite
in the Rm-directions).
Given an embedded manifold W ⊆ Dp × Rm, we regard it as a manifold
embedded in Rp×m using the standard closed embedding of Dp ⊆ Rp as the
unit cube. Then s is adjoint to the map:
s˜ : Ψ
(X,ξ)
d (D
p × Rm)×Dp → ψd(Rp+m;X, ξ)
(((W, θ), ε, x)) 7→
{
φ−1x,ε(x)(W, θ) if ε
(i)(x) > 0 for all1 ≤ i ≤ p
∅ otherwise
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Lemma 4.7. The map s˜ and its adjoint s : Ψ(X,ξ)d (D
p×Rm)→ Ωpψd(Rp+m;X, ξ)
are continuous maps.
Proof. The proof is the same as for Lemma 3.4.
Lemma 4.8. The map s : Ψ(X,ξ)d (D
p × Rm) → Ωpψd(Rp+m;X, ξ) is a weak
homotopy equivalence.
Proof. Let ε0 be the scanning function from Example 4.5. This scanning func-
tion is non-zero on the interior of Dp and hence defines a section of the forgetful
map
u : Ψ
(X,ξ)
d (D
p × Rm)→ ψ(X,ξ)d (Dp × Rm)
where under this section an embedded manifold W is sent to (W, ε0).
The composite
ψ
(X,ξ)
d (D
p × Rm)→ Ψ(X,ξ)d (Dp × Rm)
s→ Ωpψd(Rp+m;X, ξ)
is adjoint to the map
ψ
(X,ξ)
d (D
p × Rm)×Dp → ψd(Rp+m;X, ξ)
((W, θ), x) 7→
{
φ−1x,ε0(x)(W, θ) x 6∈ ∂Dp × Rm
∅ x ∈ ∂Dp × Rm
But this map is the scanning map from Section 3.1 associated to the scanning
exponential
e : T (Dp × Rm) = Rp+m × (Dp × Rm)→ Dp × Rm
(y, x) 7→
{
φx,ε0(x)(y) if x 6∈ ∂Dp × Rm
x if x ∈ ∂Dp × Rm
The section of the forgetful map is a weak equivalence by Lemma 4.6, and the
composite map, being the scanning map from Section 3.1, is a weak equivalence
by Theorem 3.5. It follows from the two-out-of-three property that s is a weak
equivalence.
Theorem 4.9. We have natural weak equivalences of Ep-algebras:
ψ
(X,ξ)
d (D
p × Rm)
Ψ
(X,ξ)
d (D
p × Rm)
Ωpψd(Rp+m;X, ξ)
ΩpTh(ξ∗γ⊥d )
u
∼
s
∼
L
∼
Proof. The left-most map is a weak equivalence of Ep-algebras by Lemma 4.6.
The right most map is a weak equivalence of Ep-algebras by Theorem 3.7. The
30
middle map was shown to be a weak equivalence in the previous lemma, and so
all that remains is to show that it is an Ep-algebra map.
The map s is an Ep-algebra map by design. For suppose we are given a
rectilinear embedding unionsqkDp → Dp and a k-tuple of elements of {(Wk, θk, εk)} of
elements of Ψ(X,ξ)d (D
p×Rm). The Ep-composition is a new element (W, θ, ε) in
Ψ
(X,ξ)
d (D
p×Rm). The scanning function ε is the constant function zero outside
the images of the k-little disks embedded in Dp. Hence (W, θ, ε) is mapped via s
to a p-fold loop in ψd(Rp+m;X, ξ) which is the constant base-point valued loop
outside the images of the k-little disks embedded in Dp. Inside the images, the
scanning functions εk are shifted and scaled in precisely the same way and the
corresponding p-fold loops. Hence s is an Ep-homomorphism.
5 The Bordism n-category
5.1 n-Fold Segal spaces
5.1.1 Segal Spaces
Segal spaces are a homotopical weakening of the notion of nerve of a category.
The category of simplicial sets is often used as the model of space the context
of Segal spaces, but here we will use a variant using actual topological space.
Specifically, Top will mean the category of ∆-generated topological spaces. With
the weak homotopy equivalences this forms a combinatorial Cartesian simplicial
Quillen model category with fibrations the Serre fibrations [Dug]. All homotopy
pull-backs will refer to this model structure.
The spine Sn of the simplex ∆[n] is a sub-simplicial set consisting of the
union of all the consecutive 1-simplices. There is the natural inclusion of sim-
plicial sets
sn : Sn = ∆
{0,1} ∪∆{1} ∆{1,2} ∪∆{2} · · · ∪∆{n−1} ∆{n−1,n} → ∆[n],
which corepresents the nth Segal map:
sn : Zn → Z(Sn) = Z1 ×Z0 Z1 ×Z0 · · · ×Z0 Z1.
Here Z is a simplical space (or any simplicial object in a complete category).
Recall that a simplicial set is isomorphic to the nerve of a category if and
only if each Segal map is a bijection for n ≥ 1. Moreover the full subcategory
of simplical sets satisfying this property is equivalent to the category of small
categories and functors.
Also recall that given a pull-back diagram of spaces we can form both the
fiber product X ×Y Z, and the homotopy fiber product X ×hY Z. There is a
map
X ×Y Z → X ×hY Z,
which is well defined up to homotopy. So for example in a simplicial space X
(i.e. a functor X :∆op → Top) the Segal maps induce composite maps:
Xn → X1 ×X0 · · · ×X0 X1 → X1 ×hX0 · · · ×hX0 X1.
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Definition 5.1. A Segal Space is a simplicial space X :∆op → Top such that:
• Segal Condition. For each n > 0 the Segal map induces a weak homo-
topy equivalence
sn : Xn
'−→ X1 ×hX0 X1 ×hX0 · · · ×hX0 X1 ×hX0 X1︸ ︷︷ ︸
n factors
.
The Segal condition guarantees that we have a notion of composition which is
coherent up to higher homotopy.
Lemma 5.2. Segal spaces enjoy the following closure properties:
1. If X is a Segal space and Y is a simplicial space which is levelwise weakly
equivalent to X (meaning there is a finite zig-zag of levelwise weak equiv-
alences of simplicial spaces connecting X and Y ), then Y is also a Segal
space.
2. If X, Y , and Z are Segal spaces and X → Y , Z → Y are any maps, then
X ×hY Z is a Segal spaces, where the later denotes the levelwise homotopy
fiber product of simplicial spaces.
Definition 5.3. A map X → Y of Segal spaces is a weak equivalence if it is
a levelwise weak equivalence, equivalently if X0 → Y0 and X1 → Y1 are weak
equivalences of spaces.
There is a good theory of (∞, 1)-categories based off of Segal spaces, but this
requires considering Segal spaces which satisfy a further axiom. This additional
axiom, called completeness (or univalence).
Let K be the simplicial set given by the pushout square:
∆{0,2} unionsq∆{1,3}
∆0 unionsq∆0
∆[3]
K
y
The space of maps from K into a simplcial space X is given by a fiber product
Maps(K,X) = (X0 ×X0)×X1×X1 X3.
The derived space of maps is given by Mapsh(K,X) = (X0 ×X0)×hX1×X1 X3.
Definition 5.4. A Segal space X is called complete (also called univalent) if
the canonical map (induced by K → pt)
X0 → Mapsh(K,X)
is a weak homotopy equivalence.
As before if X is sufficiently fibrant then we may use Maps instead of Mapsh.
We will not need to consider complete Segal spaces, but we include the definition
since it is crucial for a general theory of (∞, 1)-categories based on Segal spaces.
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5.1.2 n-Fold Segal Spaces
An n-fold simplicial space is a functor (∆op)n → Top, and these form a category
sTopn (we will drop the subscript in the case n = 1). We will denote the objects
of (∆)n as products:
∆[k1] ∆[k2]  · · ·∆[kn]
or more briefly [k1]  [k2]  · · ·  [kn]. This notation extends to an assembly
functor:
(−) · · · (−) : (sTop)×n → sTopn
which is the unique functor sending ([k1], . . . , [kn]) to [k1] · · · [kn], and which
commutes with colimits separately in each variable. The value of an n-fold
simplicial space X on [k1] · · · [kn] will be denoted Xk1,...,kn .
An n-fold simplicial space X will be called essentially constant if the canon-
ical map
X0,...,0 → Xk1,...,kn
is a weak equivalence for all [k1]  · · ·  [kn] ∈ (∆)n. By convention a 0-fold
simplicial space is simply a space and is always regarded as essentially constant.
By adjunction we can equivalently regard an n-fold simplicial space as a
simplicial object in (n − 1)-fold simplicial spaces. This can be done in each
coordinate, but we will make to following convention which avoids ambiguity.
If X is an n-fold simplicial space then Xi will denote the (n− 1)-fold simplicial
space determined by:
Xi : [k1] · · · [kn−1] 7→ Xi,k1,...,kn−1 .
Definition 5.5. An n-fold Segal Space is an n-fold simplicial space X (i.e. a
functor X :∆op → Fun((∆op)×n−1,Top)) such that
• Local. Xn is is an (n− 1)-fold Segal space for each n ≥ 0;
• Globularity. The Segal space X0 is essentially constant;
• Segal Condition. For each n > 0 the Segal map induces a levelwise
weak homotopy equivalence
sn : Xn
'−→ X1 ×hX0 X1 ×hX0 · · · ×hX0 X1 ×hX0 X1︸ ︷︷ ︸
n factors
.
Here these homotopy fiber products of (n− 1)-fold Segal spaces are taken
levelwise.
If we replace homotopy fiber products in the the Segal condition with ordinary
fiber products, then we will say that X satisfies the strict Segal condition.
Lemma 5.6. n-Fold Segal spaces enjoy the following closure properties:
33
1. If X is an n-fold Segal space and Y is an n-fold simplicial space which
is levelwise weakly equivalent to X (meaning there is a finite zig-zag of
levelwise weak equivalences of simplicial spaces connecting X and Y ), then
Y is also an n-fold Segal space.
2. If X, Y , and Z are n-fold Segal spaces and X → Y , Z → Y are any maps,
then X×hY Z is an n-fold Segal space where the later denotes the levelwise
homotopy fiber product of simplicial spaces.
5.2 Notation for Bordism n-categories
The goal of this section is to carefully define the higher bordism categories as
an n-fold Segal space. There are quite a few variations on the bordism category
that we will need to consider simultaneously. For example we will want to vary
the category number of our bordism n-category; our bordisms will be equipped
with embeddings into an ambient manifold, which we will want to vary; we will
want to consider unstable bordism categories which are not symmetric monoidal
(i.e. E∞), but which retain an Ep-monoidal structure; and our bordism will be
equipped with tangential structures as in section 2.4.
To keep track of all of these variations we will need to develop a consistent
notation. There will be several variables and it is the goal of this section to
define and explain the meaning of all these variables, the parameters used to
specify the higher bordism categories. Let us begin:
• The category number of our higher bordism category will be denoted n.
Specifically this means that we will be considering an (∞, n)-category of
bordisms.
• The maximal dimension of the bordisms in our higher bordism category
will be denoted by d. Hence the minimal dimension of the bordisms in-
volved will be (d− n).
• We will have an ambient manifold M (of dimenions dimM = m) into
which our bordisms will be embedded. More specifically they will be
embedded into the product of M and a Euclidean space of appropriate
dimension. The manifold M is allowed to be non-compact and to have
boundary. If M is non-compact then the embedded submanifolds can be
‘deformed off to infinity’ in the non-compact directions ofM , and ifM has
boundary, then we require our embedded manifolds to always be disjoint
from this boundary, as in section 2.3.
The Ep monoidal structure arises when M = Dp × N is a product with
the p-disk.
• Our bordisms will be equipped with tangential structures, such as fram-
ings, orientations, spin structures, etc. The type of tangential structure is
specified by a GLm+n-equivariant fibration ξ : X → Grd(Rm+n), and the
corresponding tangential/normal structure is called an (X, ξ)-structure.
See Section 2.4 for details.
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These conventions are neatly summarized in the Table 1:
variable meaning
n category number
d maximal dimension of our bordisms
M ambient manifold
(X, ξ) fibration defining tangential structures
Table 1: Summary of the parameters specifying the higher bordism category.
Our principal object of study will be the n-fold multisimplicial space
Bord
(X,ξ)
d;n (M)
This is the (∞, n)-category of d-dimensional (X, ξ)-bordisms with embeddings
intoM . It is a particular n-fold fold Segal space, which we will define in complete
precision in the next section, but we can think of as an (∞, n)-category, where
philosophically it has:
• objects which are (d− n)-manifolds embedded into M ;
• 1-morphisms which are (d − n + 1)-dimensional bordisms embedded into
M × I;
• 2-morphisms which are (d−n+2)-dimensional bordisms between bordisms
embedded into M × I2;
• ...
• n-morphisms which are d-dimensional bordisms between bordisms be-
tween ... embedded into M × In.
Moreover everything is equipped with an (X, ξ)-structure.
5.3 Bordism n-categories
Now we turn to the precise definition of the n-fold multisimplicial space Bord(X,ξ)d;n (M)
as a functor:
Bord
(X,ξ)
d;n (M) : (∆
op)n → Top.
The objects of (∆op)n will be denoted [m] where m = (m1, . . . ,mn) is an
n-tuple of natural numbers. Thus to define Bord(X,ξ)d;n (M) we must specify a
collection of spaces Bord(X,ξ)d;n (M)[m] together with face and degeneracy maps.
To aid in this we will need some further notation. Let
R[k] = {(ti)i=ki=0 | ti ≤ ti+1} ⊆ Rk+1
denote the space of order preserving maps from the poset [k] ∈∆ to (R, <). An
element t ∈ R[k] consists of a (k + 1)-tuple of real numbers t = (t0, t1, . . . , tk)
satisfying ti ≤ ti+1 for 0 ≤ i < k.
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A point in the space Bord(X,ξ)d;n (M)[m] includes an element t
i ∈ R[mi] for each
1 ≤ i ≤ n. These numbers specify various hyperplanes in Rn, and the space
Bord
(X,ξ)
d;n (M)[m] is built as a subspace of ψ
(X,ξ)
d (M×Rn) of submanifolds which
satisfy certain cylindricality conditions with respect to these hyperplanes.
Definition 5.7. Let Mi, i = 1, 2 be manifolds of dimension ki. Let U ⊆M1 be
an open set. Then W ⊆M1×M1 in ψd(M1×M2) is cylindrical over U if there
exists a manifold W0 ∈ ψd−k1(M2) such that
W ∩ U ×M2 = U ×W0 ∈ ψd(U ×M2)
as elements of ψd(U ×M2). If Z ⊆ M1 is any subset, then we will say that W
is cylindrical near Z ⊆M1 if there exists an open neighborhood U of Z so that
W is cylindrical over U .
The above definition supposes a splitting of the ambient manifoldM = M1×M2.
In the case of the bordism category, the relevant ambient manifold is M × Rn
which may be split in many different ways. Indeed, to define Bord(X,ξ)d;n (M) we
will have to use the above definitions for several different splittings. We will
always be careful to specify which manifold M1 the subspace Z is contained in,
thereby implicitly specifying the splitting M × Rn ∼= M1 ×M2.
We are now ready to define the bordism category.
Definition 5.8. Fix natural numbers n, d, an ambient manifold M , and a
GLm+n-equivariant fibration (X, ξ), as in Table 1. Then the functor
Bord
(X,ξ)
d;n (M) : (∆
op)n → Top
is defined by assigning to [m] ∈ (∆op)n the space consisting of tuples ((ti)ni=1, (W, θ))
where ti ∈ R[mi] for each 1 ≤ i ≤ n and (W, θ) ∈ ψ(X,ξ)d (M × Rn) is an embed-
ded submanifold of M ×Rn with (X, ξ)-structure. These are required to satisfy
the following condition:
• Globular. For all 1 ≤ i ≤ n, and 0 ≤ j ≤ mi, W is cylindrical near
{tij} × R{i+1,...,n} ⊆ R{i,i+1,...,n};
The topology on the space Bord(X,ξ)d;n (M)[m] is defined, just as before, by
specifying a collection of smooth plots. Such a plot, parametrized by a smooth
manifold U , consists of a smooth function
(ti)ni=1 : U →
n∏
i=1
R[mi]
and a smooth plot p : U → ψ(X,ξ)d (M × Rn) such that the globular conditions
are satisfied for each u ∈ U .
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Figure 3: A point in the [1, 2]-space of Bord2(D1).
6 Realizations of Bordism n-categories
6.1 The main theorem
Fix natural numbers n, d, an ambient manifold M , and a GLm+n-equivariant
fibration (X, ξ), as in Table 1. These parameters specify a bordism n-category,
realized as a multisimplicial space:
Bord
(X,ξ)
d;n (M) : (∆
op)n → Top.
The goal of this section is to identify the geometric realization of this multi-
simplicial space. We will be able to do this under the assumption that the
ambient manifold M is tame in the sense defined below. This rules out certain
pathological M like the surface of infinite genus.
Definition 6.1. A manifold M is tame if there exists a compact subspace K ⊆
M and a continuous 1-parameter family of embeddings ϕt : M → M starting
with the identity and ending with an embedding whose image is contained within
K.
We will prove:
Theorem 6.2. If M is tame, then for each i ≤ n, there is a natural levelwise
weak homotopy equivalence of (n− i)-fold simplicial spaces:
BiBord
(X,ξ)
d;n (M)
'→ Bord(X,ξ)d;n−i(M × Ri)
where the classifying space functor is applied to the final i-many simplicial di-
rections {n− i+ 1, n− i+ 2, . . . , n}.
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Of course Theorem 6.2 follows immediately from the special case i = 1, and we
will focus on that case. When n = 1 we obtain the topological category con-
sidered by Randal-Williams [Ran11], which is a generalization of the categories
considered by Galatius-Madsen-Tillmann-Weiss [Gal+09] and Ayala [Aya08]. In
this version the manifolds are embedded into M instead of R∞.
Corollary 6.3. If n ≥ 1, the classifying space BnBord(X,ξ)d;n (Dp) is weakly equiv-
alent to ΩpTh(ξ∗γ⊥d ) as an Ep-algebra.
Proof. By Theorem 6.2 BnBord(X,ξ)d;n (D
p) is weakly equivalent to Bord(X,ξ)d;0 (D
p×
Rn) = ψ(X,ξ)d (Dp × Rn) as ab Ep-algebra and the later is weakly equivalent to
ΩpTh(ξ∗γ⊥d ) as an Ep-algebra by Theorem 4.9.
6.2 Overview of proof of Theorem 6.2 and Variations on
the Bordism n-Category
We will prove Theorem 6.2 in the special case i = 1. The general case follows
from this by induction. Thus we wish to relate Bord(X,ξ)d;n (M) and Bord
(X,ξ)
d;n−1(M×
R), and to do so we need a map comparing them. The latter object is only a
(n− 1)-fold multisimplicial space, but we can regard it as a n-fold multisimpli-
cial space which is constant in the final simplicial direction. Regarded in this
way there is a natural map:
Bord
(X,ξ)
d;n (M)→ Bord(X,ξ)d;n−1(M × R)
of n-fold multisimplicial spaces. A point in the left-hand space consists of a tuple
((ti)ni=1, (W, θ)), whereW ⊆M×R{1,...,n} is an embedded manifold. Similarly a
point in the right-hand space consists of a smaller tuple ((ti)n−1i=1 , (W, θ)), where
W ⊆ M × R{n} × R{1,...,n−1} is an embedded manifold. Using the obvious
identifications of these ambient spaces (into which the W are embedded) the
above map is given simply by forgetting the final tuple of coordinates (tn).
Upon taking classifying spaces (which will always mean the fat geometric
realization in the final (nth) simplicial coordinate) we get maps
B(Bord
(X,ξ)
d;n (M)→ B(Bord(X,ξ)d;n−1(M × R))
'→ Bord(X,ξ)d;n−1(M × R)
and we will call the composite u : B(Bord(X,ξ)d;n (M)) → Bord(X,ξ)d;n−1(M × R).
Theorem 6.2 is established once we can show that u is a weak equivalence of
(n− 1)-fold multisimplicial spaces.
Although we will show that this map is a weak equivalence, our proof will
not be direct. Instead we will introduce six additional variations of the bordism
higher category which arrange into the large commutative diagram in Figure 4.
We will describe these variations momentarily.
To obtain our desired result we will then show that each of these maps
becomes a weak equivalence upon passing to geometric realizations. The most
difficult map with respect to this measure is the one labeled by ? , which is not
a levelwise weak equivalence.
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Figure 4: Many variations of the bordism higher category.
Theorem 6.2 will be proven in three stages. First we will show that all the
arrows labeled by 1 are levelwise weak equivalences of multisimplicial spaces.
This follows easily by applying deformations to the spaces of bordisms of the
sort considered in the next Section 6.3. A slightly different set of deformations
will similarly allow us to also show that the arrow labeled by 2 is a levelwise
weak equivalence. The final step, to show that each of the horizontal arrows
labeled by 3 are weak equivalences after passing to geometric realization, is
more difficult and requires a new argument. This argument is based on the
observation that each of the sources of these maps are (levelwise) the nerves of
certain topological posets. The desired result is proven in Lemma 6.9 below.
This is the key place where the tameness of M appears.
Now let us describe the variants that appear above in Figure 4. As usual we
have fixed natural numbers n, d, an ambient manifold M , and an equivariant
fibration (X, ξ), as in Table 1. We will consider five functors
Bord
(X,ξ)
d;n (M) : (∆
op)n → Top
IBord
(X,ξ)
d;n (M) : (∆
op)n → Top
IIBord
(X,ξ)
d;n (M) : (∆
op)n → Top
IIBord
(X,ξ)
d;n (M) : (∆
op)n → Top
IV Bord
(X,ξ)
d;n (M) : (∆
op)n → Top
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and three functors
V Bord
(X,ξ)
d;n−1(M × R) : (∆op)n−1 → Top
V IBord
(X,ξ)
d;n−1(M × R) : (∆op)n−1 → Top
Bord
(X,ξ)
d;n−1(M × R) : (∆op)n−1 → Top
The first and last of these, Bord(X,ξ)d;n (M) and Bord
(X,ξ)
d;n−1(M ×R), are described
in Definition 5.8. We recall this definition now for the convenience of the reader.
The multisimplicial space Bord(X,ξ)d;n (M) assigns to [m] ∈ (∆op)n the space
consisting of tuples ((ti)ni=1, (W, θ)) where t
i ∈ R[mi] for each 1 ≤ i ≤ n and
(W, θ) ∈ ψ(X,ξ)d (M ×Rn) is a submanifold with (X, ξ)-structure θ. These tuples
are required to satisfy the Globularity conditions of Definition 5.8:
• Globular. For all 1 ≤ i ≤ n, and 0 ≤ j ≤ mi, W is cylindrical near
{tij} × R{i+1,...,n} ⊆ R{i,i+1,...,n};
See Defintion 5.7 for the meaning of cylindrical.
The four additional functors IBord
(X,ξ)
d;n (M), IIBord
(X,ξ)
d;n (M), IIIBord
(X,ξ)
d;n (M),
and IV Bord
(X,ξ)
d;n (M) are defined in precisely the same way, except that the glob-
ularity condition is modified in each case:
• Globular (equivalent to the original condition for Bord(X,ξ)d;n (M))
– For all 1 ≤ i < n, and 0 ≤ j ≤ mi, W is cylindrical near
{tij} × R{i+1,...,n} ⊆ R{i,i+1,...,n};
– For all 0 ≤ j ≤ mn, W is cylindrical near {tnj } ⊆ R{n}
• Globular-I
– For all 1 ≤ i < n, and 0 ≤ j ≤ mi, W is cylindrical near
{tij} × R{i+1,...,n} ⊆ R{i,i+1,...,n};
– For all 0 ≤ j ≤ mn, tnj is a regular value of the projectionW → R{n}.
• Globular-II
– For all 1 ≤ i < n, and 0 ≤ j ≤ mi, W is cylindrical near
{tij} × R{i+1,...,n−1} ⊆ R{i,i+1,...,n−1};
– For all 1 ≤ i < n, and 0 ≤ j ≤ mi, W is cylindrical near
{tij} × R{i+1,...,n−1} × (∞, tn0 ] ⊆ R{i,i+1,...,n};
– For all 0 ≤ j ≤ mn, tnj is a regular value of the projectionW → R{n}.
• Globular-III
– For all 1 ≤ i < n, and 0 ≤ j ≤ mi, W is cylindrical near
{tij} × R{i+1,...,n−1} ⊆ R{i,i+1,...,n−1};
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– For all 1 ≤ i < n, and 0 ≤ j ≤ mi, there exists an L ∈ R such that
W is cylindrical near
{tij} × R{i+1,...,n−1} × (∞, L] ⊆ R{i,i+1,...,n};
– For all 0 ≤ j ≤ mn, tnj is a regular value of the projectionW → R{n}.
• Globular-IV
– For all 1 ≤ i < n, and 0 ≤ j ≤ mi, W is cylindrical near
{tij} × R{i+1,...,n−1} ⊆ R{i,i+1,...,n−1};
– For all 0 ≤ j ≤ mn, tnj is a regular value of the projectionW → R{n}.
The multisimplicial spaces V Bord
(X,ξ)
d;n−1(M × R), V IBord(X,ξ)d;n−1(M × R), and
Bord
(X,ξ)
d;n−1(M × R) are also quite similar. They assigns spaces to each [m] ∈
(∆op)n−1 and these spaces consist of tuples ((ti)n−1i=1 , (W, θ)) where t
i ∈ R[mi]
for each 1 ≤ i ≤ n − 1 and (W, θ) ∈ ψ(X,ξ)d (M × R × Rn−1) is a submanifold
with (X, ξ)-structure. These can be compared to the previous spaces using the
natural identification M ×R×Rn−1 ∼= M ×Rn, which identifies the additional
R factor with the additional R{n} coordinate.
These spaces are required to satisfy the the following globularity conditions:
• Globular-V
– For all 1 ≤ i < n, and 0 ≤ j ≤ mi, W is cylindrical near
{tij} × R{i+1,...,n} ⊆ R{i,i+1,...,n};
• Globular-V I
– For all 1 ≤ i < n, and 0 ≤ j ≤ mi, W is cylindrical near
{tij} × R{i+1,...,n−1} ⊆ R{i,i+1,...,n−1};
– For all 1 ≤ i < n, and 0 ≤ j ≤ mi, there exists an L ∈ R such that
W is cylindrical near
{tij} × R{i+1,...,n−1} × (∞, L] ⊆ R{i,i+1,...,n};
• Globular (the original condition for Bord(X,ξ)d;n−1(M × R))
– For all 1 ≤ i < n, and 0 ≤ j ≤ mi, W is cylindrical near
{tij} × R{i+1,...,n−1} ⊆ R{i,i+1,...,n−1};
These conditions are identical to Globular-I, Globular-III, and Globular-IV ,
respectively, except that the condition that tnj be a regular value of the projection
from W to R{n} has been dropped.
6.3 Examples of continuous deformations
In what is coming, we will want to manipulate these spaces of embedded man-
ifolds in various ways. Using the yoga of plots this will be very easy. We have
already seen in Section 2.3 that ψ(X,ξ)d (−) is contravariant for open embeddings
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and covariant for closed embeddings. In some cases we have additional functo-
riality. For example:
Lemma 6.4. Suppose that c is a condition for embedded manifolds in N defining
the subspace ψd(N ; c). Let i : U ×M → N be smooth and set iu = i(u,−) :
M → N . Suppose that iu tW for every W ∈ ψd(N ; c) and u ∈ U . Then
i∗ : U × ψd(N ; c)→ ψd(M)
(u,W ) 7→ i−1u (W )
is continuous.
This latter kind of deformation can be used to ‘straighten’ our embedded
manifolds, as we will now show. Let a ∈ R and consider the following two
spaces:
ψd(R×M ; (a,t)) = {W ∈ ψd(R×M) | a is a regular value of the projection W → R}
ψd(R×M ; (a,⊥)) = {W ∈ ψd(R×M) |W is cylindrical near a}.
The condition that a is a regular value of the projection W → R is the same
as requiring the transversality condition W t {a} ×M . This is clearly satisfied
for manifolds which are cylindrical near {a} and so ψd(R × M ; (a,⊥, )) ⊆
ψd(R×M ; (a,t)) includes as a subset.
Lemma 6.5. The inclusion map i : ψd(R×M ; (a,⊥))→ ψd(R×M ; (a,t)) is
a homotopy equivalence.
Proof. We will construct the homotopy equivalence using the previous lemma.
Our treatment is based on [GR10, Lem. 3.4]. We will first construct our potential
inverse homotopy equivalence. Choose once and for all a smooth function λ :
R→ R with λ(s) = 0 for |s| ≤ 1, λ(s) = s for |s| ≥ 2, and λ′(s) > 0 for |s| > 1.
Also fix  > 0, and set
q : R×M → R×M
(s,m) 7→
(
λ(
s− a

) + a,m
)
.
This is a smooth map, and the requirement that a is a regular value for W ∈
ψd(R×M ; (a,t)) ensures that W t q. Thus
q∗ : ψd(R×M ; (a,t))→ ψd(R×M ; (a,⊥))
W 7→ q−1 (W ).
is continuous. Note that the image of q is contained in those W which are
cylindrical over the interval (a− , a+ ).
Next we will show that the composites i ◦ q∗ and q∗ ◦ i are homotopic to
identity maps. For t ∈ [0, 1] we set
ϕt : R×M → R×M
(s,m) 7→
(
(1− t)s+ tλ(s− a

),m
)
.
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This gives a smooth map ϕ : [0, 1]×R×M → R×M . Again the fact that a is
a regular value for each W ∈ ψd(R ×M ; (a,t)) ensures that the conditions of
Lemma 6.4 are met (in fact for t < 1, the map ϕt is a diffeomorphism). Thus
we have a continuous homotopy
ϕ∗ : I × ψd(R×M ; (a,t))→ ψd(R×M ; (a,t)).
We have ϕ0 = idR×M and ϕ1 = q, and so ϕ∗ gives the desired homotopy
between i ◦ q∗ and the identity on ψd(R×M ; (a,t)).
Finally we note that ϕ∗t preserves the property of being cyclindrical near {a},
and hence ϕ∗ also restricts to give a homotopy between q ◦ i and the identity
on ψd(R×M ; (a,⊥)).
Similar deformations will occur later.
In some situations we can also pull-back and deform by functions which are
not smooth. We will now give an example of this phenomenon. Let a ∈ R and
consider the following two spaces:
ψd(R×M ; (a,⊥)) = {W ∈ ψd(R×M) |W is cylindrical near a}
ψd(R×M ; ([a,∞),⊥)) = {W ∈ ψd(R×M) |W is cylindrical near [a,∞)}.
The first we have already considered. The later space consists of those W ∈
ψd(R×M) which are not only cylindrical near a ∈ R but also over the inverval
(a,+∞) ⊆ R.
Let α : R→ R be the following function:
α(s) =
{
a s ≥ a
s s ≤ a
and let p = (α, idM ) : R×M → R×M . Then α is continuous but not smooth.
Nevertheless it induces a continuous map
p∗ : ψd(R×M ; (a,⊥))→ ψd(R×M ; ([a,∞),⊥))
W 7→ p−1(W ).
This is because for each smooth plot γ : X → ψd(R×M ; (a,⊥)), which consists
of manifolds which are cylindrical near a, the result of applying p∗ is again a
smooth plot. Thus, even though p itself is not smooth, it induces a continuous
map between these spaces of smoothly embedded manifolds.
Lemma 6.6. The map p∗ extends to a strong deformation retraction of ψd(R×
M ; (a,⊥)) onto ψd(R×M ; ([a,∞),⊥)).
Proof. The desired homotopy is given by replacing α : R→ R in the definition
of p by the family of maps αt for t ∈ [0, 1]:
αt(s) =
{
(1− t)s+ ta s ≥ a
s s ≤ a
We have α0 = id and α1 = α, our original map. This induces a continuous homo-
topy for the same reasons that p induces a continuous map, and direct inspection
shows that it restricts to the constant homotopy on ψd(R×M ; ([a,∞),⊥)).
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6.4 Showing that the arrows (1) and (2) are levelwise
equivalences
Lemma 6.7. The three arrows labeled with 1 in Figure 4:
Bord
(X,ξ)
d;n (M)→ IBord(X,ξ)d;n (M) (1)
IIBord
(X,ξ)
d;n (M)→ IIIBord(X,ξ)d;n (M) (2)
IIBord
(X,ξ)
d;n (M)→ IV Bord(X,ξ)d;n (M) (3)
are levelwise weak equivalences.
Proof. Fix [m] ∈ (∆op)n. Consider first the map (1). The difference between
these two spaces of manifolds is that in Bord(X,ξ)d;n (M) the embedded manifold is
required to be cylindrical near {tnj } ⊆ R{n} while in IBord(X,ξ)d;n (M) the manifold
is only required to be transverse to the hyperplane M ×Rn−1 × {tnj }. We need
to ‘straighten’ the manifold near each tnj hyperplane.
This is exactly the situation that we considered in Lemma 6.5 and (1) can
be shown to be an equivalence by precisely the same argument, applied at each
tnj . The only care that must be taken is that, in the notation of the proof of
Lemma 6.5,  is sufficiently small (see the proof of Lemma 6.5). Taking
 <
1
3
min
j
{|tnj−1 − tnj |}
is sufficient.
For the other two arrows (2) and (3) the difference between the bordism cat-
egories is that the embedded manifold in IIBord
(X,ξ)
d;n (M) is required to be cylin-
drical near {tij}×R{i+1,...,n−1}× (−∞, tn0 ] ⊆ R{i,...,n} while in IIIBord(X,ξ)d;n (M)
it is only required to be cylindrical near {tij}×R{i+1,...,n−1}× (−∞, L] for some
L and in IV Bord
(X,ξ)
d;n (M) there is no corresponding cylindricality condition.
We will procede in two stages. First we use the same method as above to
straighten the embedded manifold near {tn0}, again applying the same argument
as in Lemma 6.5. The result is that we may assume that the embedded manifolds
are cylindrical near {tn0} ⊆ R{n}. Since this deformation only occurs in the R{n}
coordinate it does not change the cylindricality near {tij} × R{i+1,...,n−1}. As a
consequence we have that W is now cylindrical near {tij}×R{i+1,...,n−1}×{tn0}.
For the next stage, we use an argument that is nearly identical to the proof of
Lemma 6.6. Effectively we will deform the embedded manifold W to satisfy the
conditions for IIBord
(X,ξ)
d;n (M) by ‘sliding’ the bordism to infinity below t
n
0 in the
R{n} coordinate. This is in fact a deformation retraction onto IIBord(X,ξ)d;n (M).
Specifically we will precompose the R{n} coordinate by the family of maps:
αt(s) =
{
s s ≥ tn0
(1− t) · s+ t · tn0 s ≤ tn0 .
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As in Lemma 6.6 this yields the desired deformation retraction.
Lemma 6.8. The arrow labeled with 2 in Figure 4:
V Bord
(X,ξ)
d;n−1(M × R)→ V IBord(X,ξ)d;n−1(M × R) (4)
is a levelwise weak equivalence.
Proof. The difference between V Bord
(X,ξ)
d;n−1(M×R) and V IBord(X,ξ)d;n−1(M×R) is in
the cylindricality condition satisfied by the embedded manifolds. In the former
the manifold is cylindrical near {tij} × R{i+1,...,n} ⊆ R{i,i+1,...,n} while in the lat-
ter it is only required to be cylindrical near {tij} × R{i+1,...,n−1} ⊆ R{i,i+1,...,n−1}
and near {tij} × R{i+1,...,n−1} × (∞, L] ⊆ R{i,i+1,...,n} for some L.
We will show that this map of multisimplicial spaces is a levelwise homotopy
equivalence by exhibiting it as part of a specific deformation retraction. In words
the idea is to slide the embedded bordism in the additional R direction to extend
the cylindricality condition from near {tij} ×R{i+1,...,n−1} × (∞, L] to one near
all of {tij} × R{i+1,...,n−1} × R. In the course of this deformation some of the
manifold W may ‘disappear at ∞’.
Mathematically this will be accomplished by precomposing our manifold by
a family of self-embeddings of M ×R×Rn−1. One complication is that L is not
fixed, and thus we must choose a family of embeddings which will be compatible
with all possible L.
Thus we fix i and proceed as follows. First we fix a smooth bump function
ρ : R→ [0, 1] satisfying:
ρ(s) =
{
0 s ≤ 0
1 s ≥ 1
In addition we will need a family of embeddings from R into R parametrized by
a parameter a. For concreteness we will use:
fa(s) =
s− a−√(s− a)2 + 4
2
+ a
The important features of this family of functions are that
1. for each a it is a diffeomorphism onto its image (−∞, a) ⊆ R,
2. for s << a, fa(s) is asymptotic to the identity function, and
3. for s >> a, fa is asymptotic to the constant function with value a.
In particular the limit of fa as a→ +∞ exists and is the identity function.
Using this we can now construct a family of self-embeddings ϕt of M ×R×
Rn−1 parametrized by t ∈ [0, 1]. In fact this family only depends on and changes
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the additional R-coordinate and the ith coordinate of Rn−1; it is the identity on
the remaining variables. On R× R{i} it is given as follows (for t ∈ [0, 1)):
αt : R× R{i} → R× R{i}
(s, y) 7→ (
∑
j
ρ(
1
1− t |y − t
i
j |)s+ (1− ρ(
1
1− t |y − t
i
j |))fcotpit(s), y)
When t = 0 we have that α0 = id is the identity map. For positive t αt leaves the
R{i} coordinate, y, unchanged and applies a diffeomorphism to the additional
R direction. This diffeomorphism depends on both the time variable t and on
the R{i} coordinate y. When y is sufficiently far away from the tij values, then
the diffeomorphism is simply the identity morphism of R. When y is near to tij ,
then the diffeomorphism is essentially the function fa with t = 0 corresponding
to a = +∞ and t = 1 corresponding to a = −∞. Moreover as t increases
the condition of being ‘near to tij ’ becomes increasingly stringent, so that the
diffeomorphism of R is the identity for more and more values of y.
These conditions plus the fact thatW is cylindrical near {tij} × R{i+1,...,n−1} ⊆ R{i,i+1,...,n−1}
and near {tij} × R{i+1,...,n−1} × (∞, L] ⊆ R{i,i+1,...,n} for some L ensure that for
any fixed W eventually there exists a tW < 1 after which W remains fixed
W = ϕ−1t (W ) for t ≥ tW . Thus this deformation extends to a deformation
well-defined even at t = 1. Since this deformation also preserves the subspace
V Bord
(X,ξ)
d;n−1(M × R) it gives the desired deformation retraction.
6.5 Showing that the arrows labeled (3) are equivalences
after geometric realization
To complete the proof of Theorem 6.2 we must show that the three arrows
in Figure 4 labeled with 3 are weak homotopy equivalences after geometric
realization, which is the statement of the following lemma.
Lemma 6.9. The three maps induced by Figure 4:
B(IBord
(X,ξ)
d;n (M))→ V Bord(X,ξ)d;n−1(M × R) (5)
B(IIIBord
(X,ξ)
d;n (M))→ V IBord(X,ξ)d;n−1(M × R) (6)
B(IV Bord
(X,ξ)
d;n (M))→ Bord(X,ξ)d;n−1(M × R) (7)
are levelwise weak equivalences.
Recall that here the (fat) geometric realization has been preformed on the extra
simplicial direction present on the source of the maps in Figure 4.
The argument in each case (5), (6), and (7) is the same and for simplicity
we will focus on the final case (7). A key observation is that if we fix [m] ∈
(∆op)n−1, and consider the induced simplicial space:
IV Bord
(X,ξ)
d;n (M)[m],•
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This simplicial space is the nerve of a topological poset. Specifically it is the
nerve of a topological poset which is a subposet of
(R,≤)× Bord(X,ξ)d;n−1(M × R)[m]
where the partial order is induced from the standard order on R. The topologi-
cal poset IV Bord
(X,ξ)
d;n (M)[m] consists of those pairs (λ, ((t
i)n−1i=1 , (W, θ))) which
satisfy the condition that λ is a regular value of the projection of W onto the
additional R-direction.
The strategy underlying the proof of Lemma 6.9 (the final step in the proof
Theorem 6.2) relies on exploiting the description in terms of topological posets.
We begin with a easy lemma.
6.5.1 A lemma about topological posets
Let P0 be a topological space and let T be a totally ordered set with the order
topology. In our examples we have T = R with the standard topology. We may
regard P0 as a topological poset in which no elements are comparable. In this
case the nerve of P0 is a constant simplicial space. Let (P,≤) ⊆ P0 × T be
a sub-topological poset, which means it is a subset endowed with the induced
pre-order and the subspace topology. Let u : P → P0 be the projection, which
we will regard as a map from the nerve of P to the constant simplicial space P0.
The fat geometric realization (a.k.a. classifying space) functor will be denoted
|| − ||.
Lemma 6.10. Let u : (P,≤)→ P0 be as in the situation above. Assume that u
admits a section s : P0 → (P,≤) as a map of topological posets. Then after fat
geometric realization
||u|| : ||P || → ||P0|| ∼= P0 × ||pt|| ' P0
the map ||u|| is a weak homotopy equivalence.
Proof. The composite ||u|| ◦ ||s|| = ||us|| = id||P0||, and thus it suffices to show
that that ||s|| ◦ ||u|| = ||su|| is homotopic to the identity map on ||P ||. The fat
geometric realization of the nerve sends functors between topological posets to
maps and natural transformations to homotopies between these maps. We will
construct a zig-zag of natural transformations between the endofunctors su and
the identity on (P,≤).
First define closed subsets of P as follows:
P≤ = {w ∈ P | w ≤ su(w)}
P≥ = {w ∈ P | w ≥ su(w)}
These sets are well-define because by construction for each fixed w0 ∈ P0, the
fiber u−1(w0) is a (possibly empty) totally ordered set. Next define continuous
functors (P,≤)→ (P,≤) as follows:
F≤(w) =
{
su(w) w ∈ P≤
w w ∈ P≥
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F≥(w) =
{
w w ∈ P≤
su(w) w ∈ P≥
The composite F≥F≤ = su and we have (unique) natural transformations
su = F≥F≤ → F≤ ← idP .
Thus the result follows.
6.5.2 The proof of Lemma 6.9
Fix [m] ∈ (∆op)n−1. Our aim is to show that the map (7)
B(IV Bord
(X,ξ)
d;n (M)[m],•)→ Bord(X,ξ)d;n−1(M × R)[m]
is a weak homotopy equivalence. This would follow from Lemma 6.10 if there
were a section of the map
u : IV Bord
(X,ξ)
d;n (M)[m] → Bord(X,ξ)d;n−1(M × R)[m],
where both IV Bord
(X,ξ)
d;n (M)[m] and Bord
(X,ξ)
d;n−1(M ×R)[m] are viewed as a topo-
logical posets. Unfortunately no such section presents itself.
However for each λ ∈ R we may define the subspace Vλ ⊆ Bord(X,ξ)d;n−1(M ×
R)[m] which consists of all those tuples ((ti)n−1i=1 , (W, θ)) such that λ is a regular
value of the projection of W onto the extra R direction. Let Pλ = u−1(Vλ) and
uλ : P
λ = u−1(Vλ) → Vλ be the restriction. Then uλ does admit a section.
This section takes the tuple ((ti)n−1i=1 , (W, θ)) to the pair(
λ, ((ti)n−1i=1 , (W, θ))
)
,
and hence
Buλ : BP
λ → Vλ
is a weak equivalence (by Lemma 6.10). The same holds for the restrictions to
any finite number of intersections of the Vλ (the section adds, say, the least of
the λ’s). The union of the Vλ is all of Bord
(X,ξ)
d;n−1(M × R)[m]. If the Vλ formed
an open cover then we would be done by the gluing lemma for weak homotopy
equivalences [Die08, Thm. 6.7.11]. However the Vλ are not open unless n = 1
and M is compact, assumptions we do not want to make.4
It is important to understand why the Vλ fail to be an open cover. Given
W ⊆M × R× Rn−1, let p be the projection onto the first R factor. Define
c(W ) = {w ∈W | w is a critical point of the projectionp : W → R},
the critical locus. The subset c(W ) is a closed subset of M × R × Rn−1, but
the projection p(c(W )) ⊆ R to the first R coordinate is not necessarily closed
4The case n = 1 and M compact is enough to recover the original theorem of Galatius-
Madsen-Tillmann-Weiss. If we were only interested in their original result, we could stop
here.
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since this projection is not proper. If this set fails to be closed at λ ∈ R, then
we can form a 1-dimensional family γ which simply translates the manifold W
in the R-direction. This is a plot, but γ−1(Vλ) will fail to be open, and hence
Vλ is not open.
Example 6.11. Let W ⊆ R2 be the curve y = sin xx . Then W is an embedded
manifold. The map p is projection to the x-axis, and the image of the critical
set c(W ) in the x-axis converges to the origin, but does not contain the origin.
However we can consider a modified version of the poset IV Bord
(X,ξ)
d;n (M)[m].
We define a topological space Q0 ⊆ Bord(X,ξ)d;n−1(M × R)[m] × cl(R) as:
Q0 = {(W , A) | A 6= R, p(c(W )) ⊆ A ⊆ R}.
Here W = ((ti)ni=1, (W, θ)) ∈ Bord(X,ξ)d;n−1(M × R)[m], and cl(Y ) denotes the
previously introduced topological space whose points are closed subsets of Y
(see Section 2.2). Thus Q0 enhances the data of Bord
(X,ξ)
d;n−1(M ×R)[m] with the
additional choice of a proper closed subset A ( R which contains the critical
values of the projection of W into the first R-coordinate.
We also define the topological poset (Q,≤), analogously to the poset (P,≤),
to be the subset of (R,≤)×Q0 consisting of those (a,W , A) such that the value
a ∈ R is a regular value of the projection p : W → R to the first R-coordinate.
For λ ∈ R we define subsets Uλ ⊆ Q0:
Uλ = {(W , A) | λ 6∈ A}
These subsets are pulled back from open subsets M({λ}) of cl(R) (see the proof
of Lemma 2.5) and hence are open in Q0. Since the closed subsets A are proper
subsets (A 6= R) each (W , A) is contained in some Uλ, and hence they form an
open cover of Q0. Moreover the restriction of (Q,≤) to each Uλ (and each finite
intersections of these) admits a section just as before in the case of (P,≤) and
Vλ. However now, since the Uλ form an open cover of Q0, the gluing lemma for
weak homotopy equivalences [Die08, Thm. 6.7.11] and Lemma 6.10 both apply
and show that the map
||uQ|| : ||Q|| → Q0
is a weak homotopy equivalence.
Moreover, we have a commuting square:
||IV Bord(X,ξ)d;n (M)[m]||
Bord
(X,ξ)
d;n−1(M × R)[m]
||Q||
Q0
||u||
j
||uQ|| '
j
where the horizontal maps forget the closed subset A. We will show, provided
M is tame, that there exists another commuting square:
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||IV Bord(X,ξ)d;n (M)[m]||
Bord
(X,ξ)
d;n−1(M × R)[m]
||Q||
Q0
||uP ||
vK
||uQ|| '
vK
such that the horizontal composites j ◦ vK are homotopic to the identity map
of ||IV Bord(X,ξ)d;n (M)[m]||, respectively Bord(X,ξ)d;n−1(M ×R)[m]. It then follows, by
the fact that weak equivalences form a saturated class5 that ||u|| is also a weak
equivalence.
To construct the maps vK we need to use the fact that M is tame, which
we recall means that there exists a compact subset K ⊆ M and a smooth 1-
parameter family of embeddings ψMt : M →M with ψM0 = idM and ψM1 (M) ⊆
K ⊆ M . In addition we choose smooth 1-parameter families of embeddings
ψit : R→ R, 1 ≤ i ≤ n− 1 such that:
• ψi0 = idR
• ψi1(R) ⊆ [ti0 − 1, timi + 1]
• ψit(s) = s for ti0 − 12 ≤ s ≤ timi + 12
These combine to give a 1-parameter family of embeddings
ϕt = (ψ
M
t , id, (ψ
i
t)
n−1
i=1 ) : M × R× Rn−1 →M × R× Rn−1.
Set
L =
n−1∏
i=1
[ti0 − 1, timi + 1] ⊆ Rn−1
Then ϕ1(M × R× Rn−1) ⊆ K × R× L.
Viewing Q0 ⊆ Bord(X,ξ)d;n−1(M × R)[m] × cl(R) as a subspace of the product,
we may write the map vK = (ϕ∗1, aK) in two parts. The first part is simply
the pullback along the embedding ϕ1. The second map is more subtle and is
defined by:
aK : Bord
(X,ξ)
d;n−1(M × R)[m] → cl(R)
W = ((ti)ni=1, (W, θ)) 7→ p(c(W ) ∩K × R× L)
takes a submanifold, considers its critical locus c(W ) ⊆M×R×Rn−1, intersects
this with K × R × L, and finally projects the result to the R-coordinate. This
is well-defined because the projection p : K × R × L → R is proper and hence
sends closed sets to closed sets. Moreover Sard’s theorem states that c(W ) has
5Saturated in this context means that every map which becomes an isomorphism in the
homotopy category was already a weak equivalence. We will have shown that in the homotopy
category, [||u||] is a retract of the isomorphism [||uQ||], and hence also an isomorphism.
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Lebesgue measure zero, and hence aK(W ) 6= R is necessarily a proper closed
subset. Since
p(c(ϕ−11 (W ))) ⊆ p(c(W ) ∩K × R× L) = aK(W )
it follows that vK = (ϕ∗1, aK) does indeed land in Q0.
If λ ∈ R is a regular value of the projection p : W → R, then λ is also a
regular value of the projection p : ϕ−1t (W ) → R and hence the map vK also
induces a map of topological posets:
vK : IV Bord
(X,ξ)
d;n (M)[m] → Q.
Finally the composite j◦vK coincides with the map ϕ∗1, which by construction
is homotopic to the identity by the homotopy ϕ∗t . This completes the proof of
Lemma 6.9 and hence also Theorem 6.2.
6.6 Madsen-Tillmann spectra
Let ξp : Xp → Grd(Rp) be a sequence of GLp-equivariant fibrations together
with GLp-equivariant connecting maps fp : Xp → Xp+1 making the following
diagram commute
Xp
Grd(Rp)
Xp+1
Grd(Rp+1)
ξp
fp
ξp+1
where Grd(Rp) → Grd(Rp+1) is induced by the standard inclusion of Rp into
Rp+1. We have a canonical isomorphism
f∗p ξ
∗
p+1γ
⊥
d
∼= ξ∗pγ⊥d ⊕ ε
of vector bundles over Xp, where ε denotes trivial bundle of rank one. Hence
we have induced maps of Thom spaces:
ΣTh(ξ∗pγ
⊥
d )→ Th(ξ∗p+1γ⊥d ).
Definition 6.12. Let ξ = {(Xp, ξp)} denote a collection of Xp with connecting
maps, as above. Then the Madsen-Tillmann spectrum is the Thom spectrum
MTξ whose pth space is
(MTξ)p = Th(ξ
∗
pγ
⊥
d )
and with the above defined connecting maps.
Example 6.13 (orientations). Wemay takeXp to be the Grassmanian of oriented
d-planes in Rp. In this case we write MTSO(d) for the corresponding Madsen-
Tillmann spectrum.
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The Madsen-Tillmann spectrum MTξ is (−d)-connective. As a homology
theory we have MTξk(Y ) is represented by (c.f. [htt].)
1. A closed (d+ k)-dimensional manifold M embedded into Rp+k, with nor-
mal bundle νM ;
2. A map g : M → Xp for some p;
3. An isomorphism νM ∼= g∗ξ∗pγ⊥d ; and
4. a continuous map M → Y .
This data is taken up to cobordism in the obvious way together with stablizing
the map g along the connecting maps Xp → Xp+1, and the embedding along
the inclusion Rp+k ⊆ Rp+1+k. This permits us in many cases to calculate the
negative homotopy groups of MTξ. See Section 7.2 and Appendix C.
6.7 The symmetric monoidal bordism category
Let ξ = {(Xp, ξp)} be as in the previous section. The for each d and n we get a
corresponding family of n-fold Segal spaces Bord(Xp+n,ξp+n)d;n (D
p). The pth term
in this sequence is a Ep-algebra and we have natural connecting maps:
Bord
(Xp+n,ξp+n)
d;n (D
p)→ Bord(Xp+1+n,ξp+1+n)d;n (Dp+1)
which are Ep-algebra maps.
The colimit, which we will denote Bordξd;n, is an E∞ n-fold Segal space and
hence is an example of a symmetric monoidal (∞, n)-category. The following is
a direct consequence of Theorem 4.9 and Theorem 6.2:
Theorem 6.14. If n ≥ 1 then there is a natural equivalence of E∞-algebras
between the geometric realization BnBordξd;n and Ω
∞−nMTξ.
7 Examples and applications
In this final section we will give several applications of the classification of
invertible topological field theories. We will classify certain simple oriented
topological field theories with dimensions and category numbers d, n ≤ 4. Our
computations will also lead to a negative answer to an open question raised by
Gilmer-Masbaum [GM13, Rmk. 7.5].
7.1 Covers of Madsen-Tillmann spectra
Let BordSO(d)d;n denote the oriented d-dimensional symmetric monoidal (∞, n)-
category. As we have seen we have a natural identification of infinite loop
spaces:
||BordSO(d)d;n || ' Ω∞−nMTSO(d) = Ω∞ΣnMTSO(d) ' Ω∞Σnp≥−nMTSO(d)
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where p≥kE is the Postnikov cover of the spectrum E. We have piip≥kE = 0 for
i < k and there is a map p≥kE → E inducing an isomorphism on pii for i ≥ k.
The categories BordSO(d)d;n are related for different values of n and d. For
example the n-category BordSO(d)d;n sits inside the (n + 1)-category Bord
SO(d)
d;n+1
as the n-category of endomorphisms of the empty (d − n − 1)-manifold. Said
differently, we can use the symmetric monoidal structure to view BordSO(d)d;n as
an (n+ 1)-category (with one object). To notate this we will add a ‘B’ in front
to indicate this sort of categorical delooping. Then there is an inclusion map
BBord
SO(d)
d;n → BordSO(d)d;n+1
Upon passing to geometric realizations this corresponds to the map
Ω∞Σnp≥−nMTSO(d) '
Ω∞ΣnMTSO(d)→ Ω∞+1Σn+1MTSO(d)
' Ω∞Σnp≥−n−1MTSO(d)
induced from p≥−nMTSO(d)→ p≥−n−1MTSO(d). Similarly the d-dimensional
n-category BordSO(d)d;n also sits inside the (d + 1)-dimensional (n + 1)-category
Bord
SO(d+1)
d+1;n+1 as the objects through to the n-morphisms. Upon passing to geo-
metric realizations we get the following map of infinite loop spaces:
Ω∞ΣnMTSO(d)→ Ω∞Σn+1MTSO(d+ 1).
Interpreted in the above way and letting d and n range over 1, 2, 3, 4 we
obtain a grid of higher categories and maps between them.
B3Bord
SO(4)
4;1 B
2Bord
SO(4)
4;2 BBord
SO(4)
4;3 Bord
SO(4)
4;4
B2Bord
SO(3)
3;1 BBord
SO(3)
3;2 Bord
SO(3)
3;3
BBord
SO(2)
2;1 Bord
SO(2)
2;2
Bord
SO(1)
1;1
Passing to geometric realizations gives a corresponding grid of infinite loop
spaces and maps as depicted in Figure 5. We will show the indicated maps
are weak homotopy equivalences in Cor. 7.2 below.
7.2 Low dimensional homotopy groups of Madsen-Tillmann
Spectra
Some of the maps in figure 5 are equivalences of infinite loop spaces. Which
ones are equivalences can be seen by computing the low dimensional homotopy
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Ω∞p≥3Σ4MTSO(4) Ω∞p≥2Σ4MTSO(4) Ω∞p≥1Σ4MTSO(4) Ω∞Σ4MTSO(4)
Ω∞p≥2Σ3MTSO(3) Ω∞p≥1Σ3MTSO(3) Ω∞Σ3MTSO(3)
Ω∞p≥1Σ2MTSO(2) Ω∞Σ2MTSO(2)
Ω∞ΣMTSO(1)
∼ ∼
∼
Figure 5: A grid of maps of infinite loop spaces.
groups of the corresponding spectra. The description at the end of Section 6.6
identifies the homotopy groups of MTSO(d) with the vector field cobordism
groups which have been computed in low degrees [BDS15]. For k < d they
agree with classical oriented bordism groups:
pikΣ
dMTSO(d) ∼= Ωork , k < d.
When k = d, d+ 1, and d+ 2, these groups have also been computed [BDS15].
For the reader’s benefit we compute the groups pidΣdMTSO(d) for d ≤ 4 in
Appendix C. This group is given as the quotient of the monoid of diffeomorphism
classes of closed compact oriented manifolds Y be the equivalence relation that
[Y ] ' 0 whenever there exists a compact oriented (d + 1)-manifold W with
∂W ∼= Y equipped with a non-vanishing vector field restricting to the inward
pointing vector field on Y . For now it suffices to simply quote the result of
[BDS15] which identifies this group:
Theorem 7.1 ([BDS15]). We have:
pi0MTSO(d) ∼=

Z⊕ Ωord if d ≡ 0 mod 4
Z/2⊕ Ωord if d ≡ 1 mod 4
Z⊕ Ωord if d ≡ 2 mod 4
Ωord if d ≡ 3 mod 4
If q : pi0MTSO(d) → Ωord is the natural quotient map then these splittings are
given by:
• ( 12 (χ+ σ), q) when d ≡ 0 mod 4;
• ( 12χ, q) when d ≡ 2 mod 4;
• (kR, q) when d ≡ 1 mod 4;
where χ and σ are the Euler characteristic and signature, respectively, and kR
is the mod 2 reduction of the real form of Kervaire’s semi-characteristic:
kR(M) =
(d−1)/4∑
i=0
dimRH
2i(M ;R) mod 2.
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Here is a table summarizing the above statements about the homotopy
groups of pikΣdMTSO(d) for d up to 4:
d\k 0 1 2 3 4
1 Z Z/2Z · · ·
2 Z 0 Z · ·
3 Z 0 0 0 ·
4 Z 0 0 0 Z⊕ Z
(8)
in fact ΣMTSO(1) ' S0, and the first row corresponds to the stable stems.
Corollary 7.2. The arrows in Figure 5 which are indicated to be equivalences
are in fact equivalences.
Corollary 7.3. For d = 2, 3, 4 there exists a fiber sequence of spectra
p≥1ΣdMTSO(d)→ ΣdMTSO(d)→ HZ
Thus in Figure 5 there are seven distinct infinite loop spaces corresponding to
Ω∞ΣdMTSO(d) for d = 1, . . . , 4 and Ω∞p≥1ΣdMTSO(d) for d = 2, 3, 4 . The
special case d = 1 is well known: Ω∞ΣMTSO(1) ' Q(S0) is the infinite loop
space underlying the sphere spectrum.
7.3 Cohomology of (covers of) Madsen-Tillmann spectra
In this section we will review how to compute the infinite loop maps from
the remaining six non-trivial infintie loop spaces to Eilenberg-MacLane spaces
K(A,n). The spectrum ΣdMTSO(d) is a Thom spectrum for the virtual vector
bundle εd − γd of virtual dimension zero over the space BO(d). Hence both
the spectrum ΣdMTSO(d) and p≥1ΣdMTSO(d) are connective spectra. If E
is any spectrum this implies that infinite loop maps from Ω∞ΣdMTSO(d) and
Ω∞p≥1ΣdMTSO(d) to Ω∞E are the same as maps of spectra from ΣdMTSO(d)
and p≥1ΣdMTSO(d) to E.
When E = HZ we get the following results.
Theorem 7.4. The integral cohomology of the spectra ΣdMTSO(d) and p≥1ΣdMTSO(d)
for d = 2, 3, 4 in degrees k = 0, . . . 5, together with generating elements, is listed
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in the following table:
* 0 1 2 3 4 5
HZ∗(Σ4MTSO(4)) Z 0 0 Z/2Z Z⊕ Z 0
u W3u eu, p1u
HZ∗(Σ3MTSO(3)) Z 0 0 Z/2Z Z 0
u W3u p1u
HZ∗(Σ2MTSO(2)) Z 0 Z 0 Z 0
u cu c2u
HZ∗(p≥1Σ4MTSO(4)) 0 0 0 0 Z⊕ Z 0
ψ, σ
HZ∗(p≥1Σ3MTSO(3)) 0 0 0 0 Z 0
ρ
HZ∗(p≥1Σ2MTSO(2)) 0 0 Z 0 Z 0
τ ρ
For HZ∗(ΣdMTSO(d)) these are isomorphisms as H∗(BSO(d);Z)-modules, as
explained below.
Moreover, the following restriction maps preserve generators with the same
names and have the indicated effect on the remaining generators:
HZ∗(Σ4MTSO(4))
HZ∗(Σ3MTSO(3))
HZ∗(Σ2MTSO(2))
HZ∗(p≥1Σ4MTSO(4))
HZ∗(p≥1Σ3MTSO(3))
HZ∗(p≥1Σ2MTSO(2))
p1u
−c2u
cu
6ρ 2ρ
σ
2τ
eu
0
p1u
2ψ − σ
3σ
ψ
ρ
Proof. We will prove Thm 7.4 over the course of this section. First we observe
that since the spectra ΣdMTSO(d) are Thom spectra, for any SO-oriented
cohomology theory E, such as HZ and HFp, we have a Thom isomorphism:
E∗(ΣdMTSO(d)) ∼= E∗(BSO(d)) · u
where u is the E-theory Thom class of the virtual vector bundle εd − γd. Since
the virtual dimension of εd−γd is zero, the Thom class u is degree zero and the
Thom isomorphism in this case does not shift degree.
The first three cases of Thm 7.4 now follow from the next proposition.
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Proposition 7.5 (See for example [Bro82]). The integral cohomology of BSO(d)
for d = 2, 3, 4 is given as a graded ring by:
H∗(BSO(4);Z) ∼= Z[W3, e, p1]/(2W3)
H∗(BSO(3);Z) ∼= Z[W3, p1]/(2W3)
H∗(BSO(2);Z) ∼= Z[c]
where |c| = 2, |W3| = 3, and |p1| = |e| = 4. Under this isomorphism the natural
restriction maps preserve generators with the same name, send e to zero, and
send p1 to −c2.
The boundary map induced by the short exact sequence Z → Z → Z/2 gives
rise the integral Bockstein:
β : H∗(X;Z/2Z)→ H∗+1(X;Z).
In the above description the class W3 = β(w2) where wi ∈ Hi(BSO(d);Z/2Z)
is the ith Steifel-Whitney class.
From the computation of homotopy groups listed in the table in Eq. (8) we
observe that p≥1Σ3MTSO(3) and p≥1Σ4MTSO(4) are each 3-connected. By
the Hurewicz theorem it follows that
HZk(p≥1Σ3MTSO(3)) = HZk(p≥1Σ4MTSO(4)) = 0
for k ≤ 3, and that HZ4(p≥1Σ4MTSO(4)) ∼= pi4p≥1Σ4MTSO(4) ∼= Z⊕Z. The
universal coefficient theorem then implies that HZ4(p≥1Σ4MTSO(4)) ∼= Z⊕Z,
the Z-linear dual of homology. The generators of these two Z’s are classes ψ and
σ which induce invariants of the vector field bordism groups pi4(Σ4MTSO(4)).
By Theorem 7.1 and the well-know identification of Ω4 ∼= Z by the signature,
we have that the invariant corresponding to σ is the signature sign, and to ψ is
1
2 (χ+ sign), half the sum of the signature and Euler characteristic.
It follows, from the above discussion and from the Hirzebruch signature
theorem that the natural map
Z⊕ Z ∼= HZ4(Σ4MTSO(4))→ HZ4(p≥1Σ4MTSO(4)) ∼= Z⊕ Z
sends the generator p1u to 3σ and the generator eu to 2ψ − σ, as claimed.
To access the remaining cohomology of the connected cover p≥1ΣdMTSO(d)
we will utilize the fiber sequence of spectra from Cor. 7.3:
p≥1ΣdMTSO(d)→ ΣdMTSO(d)→ HZ.
It induces a long exact sequence in HZ-cohomology. The computation of the
integral cohomology of HZ is a classical exercise. The relevant groups are listed
below.
k 0 1 2 3 4 5 6
(HZ)k(HZ) Z 0 0 Z/2Z 0 Z/6Z 0
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This immediately implies that HZ5(p≥1ΣdMTSO(d)) ∼= 0 (for d = 2, 3, 4), and
yields a short exact sequence:
0→ Z→ HZ2(p≥1Σ2MTSO(2))→ Z/2Z→ 0. (9)
By table 8 the first non-trivial homotopy group of p≥1Σ2MTSO(2) is pi2 which
is Z. It follows, again from the Hurewicz theorem and the universal coeffi-
cent theorem, that HZ2(p≥1Σ2MTSO(2)) ∼= Z, generated by a class τ . This
determines the above short exact sequence and implies that the generator c of
HZ2(Σ2MTSO(2)) is mapped to 2τ , twice the generator ofHZ2(p≥1Σ2MTSO(2)).
The remaining portions of the long exact sequence in HZ-cohomology fit
into the following commutative diagram whose rows are short exact sequences:
0 Zeu⊕ Zp1u Zψ ⊕ Zσ Z/6Z 0
0 Zp1u HZ4(p≥1Σ3MTSO(3)) Z/6Z 0
0 Z(−c2) HZ4(p≥1Σ2MTSO(2)) Z/6Z 0
3
2 =
∼= 1 =
From the five-lemma the arrow marked with a 1 is an isomorphism. The
vertical arrow marked with a 2 sends the generator eu to zero and p1u to p1u.
As we have seen above, the arrow marked with 3 sends p1u to 3σ and eu to
2ψ − σ. Thus since eu maps to zero in HZ4(p≥1Σ3MTSO(3)), it follows that
2ψ and σ have the same image in HZ4(p≥1Σ3MTSO(3)). Moreover the image
of p1u agrees with the image of 3σ which then agrees with the image of 6ψ in
HZ4(p≥1Σ3MTSO(3)). In summary, the short exact sequence
0→ Z→ HZ4(p≥1Σ3MTSO(3))→ Z/6Z→ 0
is one in which the image of p1u is a multiple of 6 times another element ρ. The
only possibility for this extension is that
HZ4(p≥1Σ3MTSO(3)) ∼= Z
generated by the element ρ. Furthermore the image of ψ is also ρ and the image
of σ is 2ρ. This concludes the proof of Theorem 7.4.
7.4 Application: The classification of invertible TFTs in
low dimensions
We will now use the above cohomology calculations to prove Theorem 7.6 and
classify certain invertible topological field theories in dimensions less than or
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equal to four. Recall from the introduction the higher categories Vectn of n-
vector spaces. These were obtained by iterating Kapranov and Voevodsky’s
construction of the 2-category Vect2 of 2-vector spaces [KV94]. A key property
of this symmetric monoidal n-category is that the Picard subcategory is a model
for K(C×, n).
Theorem 7.6. For 1 ≤ n ≤ d ≤ 4 consider the symmetric monoidal functors
Z : Bord
SO(d)
d;n → Vectn
landing in the Picard subcategory of Vectn, that is the invertible topological quan-
tum field theories. Let TQFTinvertd;n denote the set of natural isomorphism classes
of such functors. These are are classified as follows:
1. When d = 1 or d = 3 (all allowed n) there is a unique such field theory up
to natural isomorphism: the constant functor with value the unit object of
Vectn.
2. When d = 2 and n = 1 or n = 2 such field theories are determined by a
single invertible complex number. The restriction map
TQFTinvert2;2 → TQFTinvert2;1
squares this number.
3. When d = 4, then such field theories are determined by a pair of invertible
complex numbers. The restriction maps
TQFTinvert4;3 → TQFTinvert4;2 → TQFTinvert4;1
are isomorphisms (bijections). The restriction map TQFTinvert4;4 → TQFTinvert4;3
is given as follows:
TQFTinvert4;4 → TQFTinvert4;3
(λ1, λ2) 7→ (λ21,
λ32
λ1
)
Remark 7.7. This final restriction map is 6-to-1. If ζ is any sixth root of unity,
then the fully local (4; 4)-TQFTs corresponding to (λ1, λ2) and to (ζ3λ1, ζλ2)
have the same restriction to (4; 3)-TQFTs.
Proof of Theorem 7.6. By our previous discussions we can identify TQFTinvertd;n
with the spectrum cohomology group
TQFTinvertd;n
∼= Hd(p≥d−nΣdMTSO(d);C×).
These groups and the corresponding restriction maps are easily computed from
Thm 7.4 and the long exact cohomology sequence coming from the short exact
sequence
Z→ C→ C×.
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For example in the case d = n = 4 the relevant portion of the long exact
sequence splits apart and gives a short exact sequence:
0→H4(ΣdMTSO(d);Z)→ H4(ΣdMTSO(d);C)→ H4(ΣdMTSO(d);C×)→ 0
∼= Z〈p1〉 ⊕ Z〈e〉 ∼= C〈p1〉 ⊕ C〈e〉
From which it follows that H4(ΣdMTSO(d);C×) ∼= C× ⊕ C×. The computa-
tions of the other groups and the effect of the restriction maps follow straight-
forwardly from Thm 7.4. We leave the details to the reader.
7.5 Application: A solution to a question of Gilmer and
Masbaum
We now turn to our second application, which answers a question posed by
Gilmer and Masbaum in [GM13]. Gilmer and Masbaum’s question concerns a
certain modification of the 3-dimensional bordism category used in the process
of anomaly cancelation in 3-dimensional topological field theories. Let’s first
recall the context surrounding Gilmer and Masbaum’s question.
The Reshetikhin-Turaev construction aims to produce a 3-dimensional topo-
logical field theory from a modular tensor category. Modular tensor categories
can be constructed from representations of quantum groups, representations of
loop groups, and by other means. However there is often a problem in that the
resulting 3-dimensional oriented field theory is anomalous. It only respects the
gluing law of cobordisms up to a projective factor. Said differently, rather than
a representation of the bordism category, the Reshetikhin-Turaev construction
produces a projective representation. See for example [BK01] and [Tur16] for
in-depth treatments of the Reshetikhin-Turaev construction.
To get a more satisfactory situation, what is commonly done is that the
bordism category is replaced with a what can be regarded as a ‘central extension’
of the bordism category. This is another symmetric monoidal category which
comes with a forgetful functor:
p : B˜ord
SO(3)
3;1 → BordSO(3)3;1 .
The Reshetikhin-Turaev construction then produces an honest, non-projective
representation:
Z : B˜ordSO(3)3;1 → Vect
which lifts the previous projective version of the Reshetikhin-Turaev TQFT.
Now the precise choice of the central extension B˜ord
SO(3)
3;1 differs somewhat
from author to author. However they all share the common feature that for a
fixed closed oriented 3-manifold M the fiber of the projection p over M , has
the structure of a torsor over an abelian group A. In [Tur16] the abelian group
is A = k∗, the units in the underling ground field of the target category of the
TFT. This would be C× in the case we are considering here.
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However in this section we will instead limit ourselves to the case A = Z,
and we will be interested in divisibility phenomena. One early example of an Z-
central extension due to Atiyah [Ati90] uses what he called ‘2-framings’. These
tangential structures are equivalent to ‘p1-structures’, which can be defined as
follows. Fix once an for all a fibration
BSO(3)〈p1〉 → BSO(3) p1→ K(Z, 4).
realizing BSO(3)〈p1〉 as the homotopy fiber of a map p1 representing the integral
first Pontryagin class. A p1-structure θ for a 3-manifold M is a lift of the
classifying map of the tangent bundle of M to BSO(3)〈p1〉. The obstruction to
finding such a lift is the 4-dimensional class p1(M) = 0, which vanishes for all
3-manifolds M . So a lift always exists and for closed oriented M the homotopy
classes of such lifts form a Z-torsor. In this case we set
B˜ord
SO(3)
3;1 = Bord
BSO(3)〈p1〉
3;1 .
A different central extension, not corresponding to a tangential structure,
was considered by Walker. We described this in the introduction, but will de-
scribe it again for the reader’s benefit. In Walker’s category the objects are
‘extended surfaces’ and the morphisms are 3-dimensional ‘extended bordisms’
(this is Walker’s terminology, not to be confused with extended (higher categor-
ical) TFTs). In fact Walker implicitly describes two equivalent versions of this
bordism category:
1. ‘extended surfaces’ are surfaces Σ is equipped with a choice of a bounding
manifold Σ˜. That is ∂Σ˜ ∼= Σ. A morphism from (Σ0, Σ˜0) to (Σ1, Σ˜1)
is a 3-dimensional bordism M from Σ0 to Σ1 together with a choice of
4-manifold W with ∂W = Σ˜0 ∪Σ0 M ∪Σ1 Σ˜1. Two such W0 and W1
are considered equivalent if W0 ∪∂W0 W1 is null-cobordant. Thus for a
given M there are a Z-torsor worth of equivalence classes of possible W ’s
(distinguished by their signature).
2. ‘extended surfaces’ are surfaces Σ equipped with a Lagrangian L ⊆ H1(Σ;R)
in the first cohomology of Σ. Morphisms are pairs consisting of a 3-
dimension bordisms M and an integer. The composition composes the
bordisms in the obvious way. The integers are added with a correction
term that depends on Wall’s non-additivity function (or equivalently on
the Maslov index of the involved Lagrangians).
We refer the reader to Walker’s text [Wal91] for full details. There is a map from
the first version to the second. It sends bounding 3-manifold Σ˜ to ker(H1(Σ;R)→
H1(Σ˜;R)), which is a Lagrangian subspace and it sends a bounding 4-manifold
to the signature of that four manifold, an integer. This map is an equivalence
of categories.
Each central extension of the bordism category gives rise to a central exten-
sion of the mapping class group for all genera. This arrises as follows. If we fix
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a surface Σ, then for each diffeomorphism f of Σ we get a bordism from Σ to
itself, given by twisting the boundary parametrization of the cylinder bordism
Σ × I by the given diffeomorphism. This bordism only depends on the diffeo-
morphism up to isotopy. This realizes a copy of the mapping class group Γ(Σ)
inside the oriented bordism category. If we lift Σ to an extended surface and
look at its automorphism group Γ˜(Σ) in one of the above categories. This fits
into a central extension of groups:
1→ Z→ Γ˜(Σ)→ Γ(Σ)→ 1
For large genus H2(Γ;Z) ∼= Z and this gives one mechanism to compare the
various central extensions of the bordism categories. For example, Atiyah’s ex-
tension of the bordism category induces a central extension of the mapping class
group corresponding to twelve times the generator [Ati90]. Walker’s extension
of the bordism category gives a mapping class group extension corresponding
to four times the generator [Wal91; MR95]. In [Gil04] Gilmer identified an
index two subcategory of Walker’s category. This subcategory induces the cen-
tral extension of the mapping class group corresponding to twice the generator
of H2(Γ;Z). A related central extension appears in [BK01, p. 5.7], though
Bakalov-Kirillov only consider invertible 3-dimensional bordisms (equivalently
isotopy classes of diffeomorphisms of surfaces) and not general 3-dimensional
bordisms. Their central extension also corresponds to twice the generator of
H2(Γ;Z).
In [GM13, Rmk. 7.5] Gilmer and Masbaum ask whether it is possible to
find an index four subcategory of Walker’s category which would realize the
fundamental central extension of the mapping class group? We will now describe
how our computations of invertible topological field theories can be used to give
a negative answer to Gilmer and Masbaum’s question. Indeed we will show
that there is no central extension of the bordism category corresponding to
the generator of the mapping class group. In particular there is no index four
subcategory of Walker’s category.
The connection with invertible field theories arises from the simple observa-
tion that each central extension of the oriented bordism category can be rein-
terpreted as an oriented topological field theory valued in a higher category of
Z-torsors. More specifically let TorZ denote the symmetric monoidal category
of Z-torsors. Let TorZ-Cat◦ denote the 2-category of inhabited TorZ-enriched
categories, functors, and transformations. Inhabited simply means that the cat-
egory is non-empty. Any two inhabited TorZ-enriched categories are equivalent.
In fact any enriched functor between inhabited TorZ-enriched categories is an
equivalence, and any two enriched functors are naturally isomorphic. It follows
that TorZ-Cat◦ is a model for K(Z, 2).
Any central extension of the oriented bordism category gives rise to a neces-
sarily invertible oriented topological field theory valued in TorZ-Cat◦ ' K(Z, 2).
For example to each closed oriented 3-manifold M we can associate a Z-torsor:
the fiber p−1(M). Since we aim to answer Gilmer and Masbaum’s question
which concerns Walker’s extension of the bordism category we will describe the
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associated invertible topological field theory explicitly in that case. We will use
the first variant of Walker’s extension of the bordism category in which the sur-
faces and 3-dimensional bordism are equipped with bounding manifolds. This
extension corresponds to the following TFT valued in TorZ-Cat◦:
• To an oriented surface Σ we associate the following TorZ-enriched category
Z(Σ):
– The objects of Z(Σ) are oriented 3-manifolds Σ˜ with identifications
∂(Σ˜) ∼= Σ. That is they are bounding 3-manifolds for Σ.
– The morphism from Σ˜ to Σ˜′ in Z(Σ) are equivalence classes of 4-
manifolds W with ∂W ∼= Σ˜ ∪Σ Σ˜′. Two such 4-manifolds W0 and
W1 are equivalent if W0∪∂W0W1 is null-bordant, equivalently if they
have the same signature. Composition is given by the obvious gluing.
• If we are given a 3-dimensional bordism M from Σ0 to Σ1, then we get an
induced functor Z(M) : Z(Σ0)→ Z(Σ1). This functor sends the object Σ˜
of Z(Σ0) to Σ˜∪ΣM . That is Z(M) is the functor induced by composition
with M .
Remark 7.8. The functor Z actually extends ‘upward’ to a functor
Z : BordSO(4)4;2 → K(Z, 2)
and downward to a functor
Z : BordSO(4)4;3 → K(Z, 3).
To summarize, we get a map: central extensionsof the 3Dbordism category
→
{
topological field theories
Z : BordSO(3)3;1 → K(Z, 2)
}
∼= HZ4(p≥2Σ3MTSO(3)) ∼= Z.
As we computed in Section 7.3, this last group is isomorphic to the integers and
is generated by a class ρ. Moreover under this construction Atiyah’s extension
corresponds to the characteristic class p1 and Walker’s extension corresponds
to the signature class σ. Our cohomology calculations show that p1 = 6ρ and
σ = 2ρ. Gilmer’s index two subcategory necessarily corresponds to the class
ρ, but since ρ is the generator (and not twice another class) there can be no
index four subcategory of Walker’s category. This proves Theorem 1.4 from the
introduction.
A Comparison with others spaces of embedded
manifolds
In this appendix we will compare the topology on the space ψd(Rm) of embedded
manifolds constructed in Section 2.3 with the topology constructed by Galatius–
Randal-Williams [GR10]. We will denote that topology τGRW to distinguish it
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from the plot topology which we denote τplot. The topology τGRW was also
considered in [BM14], where it was shown to be metrizable.
Compactly generated spaces are a common tool among algebraic topologist.
Given a topological space X we get a new topological space k(X) whose open
sets are precisely those U ⊆ X such that for all compact Hausdorff spaces K
and continuous maps p : K → X, the set p−1(U) ⊆ K is open. The topology
on k(X) may be finer and the identity map gives a continuous map k(X)→ X.
We say X is compactly generated if this is a homeomorphism.
Less well-known but similar in spirit are the ∆-generated spaces. These use
the disks Dk instead of the compact Hausdorff spaces K. Given a topological
space X we get a new topological space d(X) whose open sets are precisely
those U ⊆ X such that for all k and all continuous p : Dk → X, the subset
p−1(U) ⊆ Dk is open. A space is ∆-generated if the canonical comparison
map d(X)→ X is a homeomorphism. In fact, being ∆-generated is the same as
being R-generated, see [CSW13], and so to define d(X) is is sufficient to consider
instead all continuous curves p : R → X. The category of ∆-generated spaces
has may desirable properties, even beyond the category of compactly generated
spaces, see [Dug].
In section Section 2.3 we provide a diffeology for the space ψd(Rm), that is
a collection of smooth plots U → ψd(Rm) parametrized by finite dimensional
smooth manifolds. Topologies induced by diffeologies have been studied before,
for example in [CSW13] where they are called the D-topology. In this context
we have the following:
Proposition A.1 ([CSW13, Th. 3.7, Pr. 3.10]). Let (X,P) be a diffeological
space and τP the corresponding diffeology. Then the topological space (X, τP) is
∆-generated and the topology is determined by the smooth curves in the following
sense. A subset A ⊆ X is open in τP if and only if p−1(A) is open for each
smooth plot p : R→ X (with source R).
We also have:
Proposition A.2 ([CSW13, Pr. 3.11]). Every locally path-connected first count-
able topological space is ∆-generated.
We will show:
Theorem A.3. The identity map is a homeomorphism of topological spaces
(ψd(M), τplot) ∼= (ψd(M), τGRW) between ψd(M) equipped with the plot topol-
ogy and the same set equipped with the topology introduced by Galatius-Randal-
Williams [GR10].
The key lemma which will establish Theorem A.3 is the following:
Lemma A.4. Let γ : R→ (ψd(M), τGRW) be a continuous path. Then for each
t ∈ R and each choice of convergent sequence ti → t, there exists a convergent
subsequence tj → t and a smooth plot p : R → (ψd(M), τplot) such that p( 1j ) =
γ(tj) and p(0) = γ(t).
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Proof of Theorem A.3, given Lemma A.4: The topology τGRW was shown to
metrizable in [BM14]. In particular it is first countable. A quick inspec-
tion of either [BM14] or [GR10] shows that is also locally path connected,
and consequently by Prop. A.2, the τGRW topology is ∆-generated. It fol-
lows that the closed sets of τGRW are determined by the continuous paths
γ : R → (ψd(M), τGRW), as in Prop. A.2. It will be sufficient to show these
are same closed sets determined by the smooth plots.
Let A ⊆ (ψd(M), τplot) be a closed subset in the smooth plot topology. It
suffices to show for all curves γ : R → ψd(M) which are continuous in the
τGRW-topology, that γ−1(A) ⊆ R is closed. To that end suppose that t ∈ R is
a limit point of γ−1(A), and hence there exists a convergent sequence ti → t
with ti ∈ γ−1(A). By Lemma A.4 there exists a subsequence {tj} and a smooth
plot p : R → ψd(M) such that p( 1j ) = γ(tj) and p(0) = γ(t). In particular
1
j ∈ p−1(A). Now since p is a smooth plot, we have that p−1(A) ⊆ R is
closed, and hence p(0) = γ(t) ∈ A as well. It follows that γ−1(A) is closed, as
desired.
Galatius–Randal-Williams prove many useful facts about their topology, but
we will only need to use two.
Lemma A.5 ([GR10]). Let W ∈ ψd(Rm), and let fix a tubular neighborhood,
that is a open neighborhood N ⊆ νW of the zero section of the normal bundle
of W and an embedding N ⊆ Rn identifying W with the zero section W ⊆ N .
Consider the space Γc(N) of compactly supported sections of N as a topological
space with the strong C∞ topology (see [GR10, Sect 2.1]). Then for all compact
subsets K ⊂ Rm and all open U ⊆ Γc(N) the following subset of ψd(Rm) is
open in τGRW:
MK,U =
{
W ′ ∈ ψd(Rm) | there exists an open neighborhood V ⊇ K,W ′ ∩ V differs from W ∩ V by an element of U ⊆ Γc(N)
}
The strong C∞ topology is well studied. We do not need to know much
about the strong C∞ topology on Γc(νW ) except that it is locally convex vector
space and the topology is induced by a countable directed family of seminorms
{ρk} with ρk ≤ ρk+1.
The second result of Galatius–Randal-Williams that we will use is their
smooth approximation lemma. We only state a special restricted case for curves:
Lemma A.6 ([GR10]). Let γ : R → ψd(M) be a continuous path with respect
to the topology τGRW. Let V ⊆ R ×M be open and S such that V ⊆ int(S).
Then there exists a homotopy F : [0, 1] × R → ψd(Rm) starting at γ, which is
smooth on (0, 1]× V ⊆ [0, 1]×R×Rm and is constant outside S. Furthermore,
if γ is already smooth on an open set A ⊆ V , then the homotopy can be assumed
smooth on [0, 1]×A and constant on [0, 1]×Z for any closed subset Z ⊆ A.
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Remark A.7. The result stated in Galatius–Randal-Williams does not mention
being able to keep the homotopy constant on the closed set Z, but this is an
easy extension of their proof.
Proof of Lemma A.4. Let γ : R → ψd(M) be a path which is continuous in
the topology τGRW, and let ti → t be a convergent sequence in R. We wish
to show that there exists a convergent subsequence t′j → t and a smooth plot
p : R→ ψd(M) such that p( 1j ) = γ(sj) and p(0) = γ(t).
Without loss of generality we may assume that the ti are distinct and strictly
decreasing. That is ti > ti+1 > t. Moreover we can replace γ with a continuous
path which is delayed around each ti (i.e. is a constant path in a neighborhood
around each ti). Thus we may assume that there are sequences ai, bi with
· · · < ai+1 < ti+1 < bi+1 < ai < ti < bi < · · ·
such that the restriction of γ to [ai, bi] is the constant path with value γ(ti).
Let W = γ(t). Fix a tubular neighborhood N ⊆M of W as in Lemma A.5.
We may assume N is convex. Fix a metric g on νW . Next we choose a nested
sequence of compact subsets Cj ⊆ Kj ⊆ Lj ⊆ W , and smooth bump functions
ϕi : M → [0, 1] with ϕi|Ki ≡ 1 and ϕi|W\Li ≡ 0 such that int(Cj) 6= ∅,Cj ⊆
int(Kj), Lj ⊆ Cj+1, and
∪jCj = ∪jKj = ∪jLj = W.
and moreover we choose j such that B(j , g) ∩ νW |Lj ⊆ N where B(j , g) is
the closed disk bundle of radius j in the metric g. The restriction of this disk
bundle to Lj is a compact subset of M . For future reference we let:
Lj = B(j , g) ∩ νW |Lj
Kj = B(j , g) ∩ νW |Kj
Cj = B(j , g) ∩ νW |Cj
We will inductively choose the subsequence t′j as follows. For each j we
consider the open subset Uj = Γc(N) ∩B( 12jj ; ρj) ⊆ Γc(νW ) which is the inter-
section of N and the open ball of radius 12jj around the zero section in the j
th
seminorm ρj . By Lemma A.5 the subset
MLj ,Uj =
{
W ′ ∈ ψd(Rm) | there exists an open neighborhood V ⊇ Lj ,W ′ ∩ V differs from W ∩ V by an element of Uj ⊆ Γc(N)
}
is an open neighborhood of W = γ(t). Hence γ−1(MLj ,Uj ) is an open neighbor-
hood of t ∈ R. It follows that there exists some i such that ti < t′j−1 such that
for all s with t ≤ s ≤ bi, γ(s) ∈MLj ,Uj . Set t′j = ti, a′j = ai, and b′j = bi.
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Next we reparametrize γ by precomposing with a homeomorphism of R which
sends:
0 7→ t
1
j
7→ t′j
j + 23
j(j + 1)
7→ a′j
j + 13
j(j + 1)
7→ b′j+1
We will still use γ to denote this reparametrized path.
We now define a new continous path γ˜ : R→ ψd(M). It satisfies:
γ˜(t) =

W = γ(0) t ≤ 0
γ( 1j )
j+ 23
j(j+1) ≤ t ≤
(j−1)+ 13
(j−1)j
γ(1) t ≥ 1
It remains to define γ˜ on the intervals:[
j + 13
j(j + 1)
,
j + 23
j(j + 1)
]
On this interval γ˜(t) agrees with γ(t) outside of Lj . By our choice of subsequence
t′j we know that in a neighborhood of Lj , γ(t) is given by the graph of a section
s(t) of Γc(N) over W . The same is true for γ˜(t). In the same neighborhood of
Lj , γ˜(t) is the graph of the section s˜(t) ∈ Γ(N) defined as
s˜(t) = (1−ϕj) ·s(t)+ϕj |W (s( 1
j + 1
)+φ
 t− j+ 13j(j+1)
j+ 23
j(j+1) −
j+ 13
j(j+1)
 · (s(1
j
)−s( 1
1 + j
)))
where φ : R → [0, 1] is any fixed smooth map which is 0 on {t | t ≤ 0} and
1 on {t | t ≥ 1}, and ϕj is the smooth bump function chosen earlier which is
identically one on Kj and zero on the compliment of Lj .
Thus near Kj , in the interval in question, γ˜ is smooth and traces out a
straight line path from γ( 1j ) to γ(
1
j+1 ). Out side of Kj it interpolates continu-
ously back to γ(t). We have that γ˜ is smooth on the union⋃
j
M ×
[
j + 1 + 23
(j + 1)(j + 2)
,
j + 13
j(j + 1)
] ∪
⋃
j
Kj ×
[
j + 13
j(j + 1)
,
j + 23
j(j + 1)
]
and is also clearly smooth on (−∞, 0)×M and (1,∞)×M . In fact γ˜ is smooth
at t = 0 as well. This can be seen by computing the derivatives (˜γ) with respect
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to t, which must vanish at all orders. For t < 1j and in Kj we have have
(s˜)(p)(t) = φ(p)
 t− j+ 13j(j+1)
j+ 23
j(j+1) −
j+ 13
j(j+1)
 · 3pjp(j + 1)p · (s(1
j
)− s( 1
1 + j
))
which converges to zero as j →∞ in any of the seminorms ρj .
Now we apply the smooth approximation Lemma A.6 with V = S = M ×R.
A is the interior of the union of (−∞, 0]×M and⋃
j
M ×
[
(j + 1) + 23
(j + 1)(j + 2)
,
j + 13
j(j + 1)
] ∪
⋃
j
Kj ×
[
0,
j + 23
j(j + 1)
]
while Z is the union of (−∞, 0]×M and⋃
j
M ×
[
(j + 1) + 56
(j + 1)(j + 2)
,
j + 16
j(j + 1)
] ∪
⋃
j
Cj ×
[
0,
j + 23
j(j + 1)
]
The result is a smooth plot p : R → ψd(M) which agrees with γ˜ on Z. In
particular
p(
1
j
) = γ˜(
1
j
) = γ(tj)
as desired.
B Embedded manifolds and BDiff(M)
The purpose of this section is to advertise the plot-theoretic approach to the
topology on the space of embeddings by providing a simple proof that the space
of embeddings is a union of classifying spaces:
ψd(D
∞) = colim
p
ψd(D
p) '
∐
[M ]
BDiff(M)
is a disjoint union, taken over the diffeomorphism types of compact d-manifolds
M , of the classifying space of the diffeomorphism group of M . Recall that
ψd(D
p) is the space of closed embedded d-manifolds W ⊆ Dp which are disjoint
from ∂Dp. In particular W is a compact d-manifold. The colimit ψd(D∞) is
similar with manifolds embedded into D∞.
Fix a compact d-manifold M and let ψMd (D
p) be the subset of ψd(Dp) con-
sisting of those embedded manifolds W which are diffeomorphic to M (the
diffeomorphism is not specified).
Lemma B.1. The space ψd(Dp) decomposes as a disjoint union over the set of
diffeomorphism types [M ] of compact d-manifolds M :
ψd(D
p) =
∐
[M ]
ψMd (D
p).
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Proof. By Prop. A.1 the topology of any diffeological space, such as ψd(Dp),
is determined by the curves, that is the plots index by R. So we will only
consider those. Recall that a plot R→ ψd(Dp) consists of an embedded (d+1)-
manifold W ⊆ R×Dp, disjoint from the boundary, and such that the projection
W → R is a submersion. Since the projection R × Dp → R is proper (since
Dp is compact) and W ⊆ R × Dp is closed, it follows that W → R is also
proper. Then by Ehresmann’s fibration theorem W → R is a locally trivial
fiber bundle, and hence trivial since R is connected and contractible. It follows
thatW ∼= M×R (as a space over R) for some compact d-manifoldM and hence
the plot is entirely contained in ψMd (D
p). It follows that the sets ψMd (D
p) are
both closed and open.
From the proof we also see that the plots for ψMd (D
p) have a nice description.
A plot R → ψMd (Dp) consists of an embedded manifold W ⊆ R ×Dp, disjoint
from the boundary such that there exists a diffeomorphism W ∼= R×M , com-
muting with the projection to R. This suggests introducing a new space:
Definition B.2. Let Emb(M,Dp) denote the set of embeddings M ↪→ Dp
which are disjoint from ∂Dp, topologized by the following set of plots. A plot
R→ Emb(M,Dp) is an embedding
φ : R×M → R×Dp
commuting with the projection to R and disjoint from the boundary.
There is a map Emb(M,Dp) → ψMd (Dp) which sends an embedding to its
image φ(M) ⊆ Dp. This clearly sends plots to plots and hence is continuous.
The fiber is easily seen to be the diffeomorphism group Diff(M) with plots
R→ Diff(M) given by diffeomorphisms R×M ∼= R×M commuting with the
projection to R.
Lemma B.3. The map Emb(M,Dp) → ψMd (Dp) realizes Emb(M,Dp) as a
Diff(M)-principle bundle over ψMd (D
p).
Proof. We need to show that Emb(M,Dp) is locally isomorphic to a trivial
Diff(M)-principle bundle. Fix an embedding M ⊆ Dp. We will also let M
denote the image M ∈ ψMd (Dp). Let νM be the normal bundle of M and fix a
tubular neighborhood of N . We let N ⊆ Dp denote the tubular neighborhood
image of νN . The compliment N c ⊆ Dp is a compact subset. Consider the map:
ψMd (D
p)→ cl(N c)W 7→W ∩N c
This map sends plots to plots and hence is continuous. Moreover, since N c is
compact Lemma 2.10 tells us that {∅} ⊆ cl(N c) is open. It follows that
UN = {W ∈ ψMd (Dp) |W ⊆ N} = ((−) ∩N c)−1(∅)
is an open subset of ψMd (D
p).
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Let pi : N →M be the projection to the zero section. There is an embedding
Γ(νM ) → UN which takes a section of the normal bundle of M to its graph
viewed as a submanifold of N . Its image consists of those W ∈ UN such that
pi|W : W → M is a diffeomorphism. We will now show that this is an open
subset of UN . Consider the map
ρ : UN → cl(M)
W 7→ pi({w ∈W | w is a critical point for pi|W })
which sends W to the image in M of the critical points of pi|W . The set of
critical points is a closed subset of W . Since W is compact there exists a λ
such that W is contained in the image of the λ-disk bundle of νM (for some
chosen metric). It follows that pi|W : W →M is proper and hence the map ρ is
well-defined. It also clearly sends plots to plots and so is continuous. Since M
is compact {∅} ⊆ cl(M) is open by Lemma 2.10, and hence its inverse image
VN = {W ∈ UN | pi|W : W →M is a diffeomorphism} ∼= Γ(νM )
is an open subset of ψMd (D
p).
The restriction of Emb(M,Dp) over VN consists of those embeddings φ :
M ↪→ N ⊆ Dp such that
M
φ→ N pi→M
is a diffeomorphism. We have a canonical isomorphism:
Emb(M,Dp)|VN ∼= Diff(M)× VN
(φ : M → N) 7→ (pi ◦ φ, φ(M) ⊆ N)
which is clearly compatible with the action of Diff(M) on Emb(M,Dp). This
shows that Emb(M,Dp) is a locally trivial principle Diff(M)-bundle over
ψMd (D
p).
Lemma B.4. The colimit Emb(M,D∞) is contractible.
Proof. A standard contraction works in this case. Let φ0 = (φ
(k)
0 )
∞
k=1 be the
coordinates of an element Emb(M,D∞) = colimpEmb(M,Dp). Thus there
exists N such that φ(k)0 ≡ 0 is the constant zero function whenever k > N .
We will build a continous contraction onto φ0. For an arbitrary element
φ : M → D∞, we will let (φ(k))∞k=1 denote its coordinates. We consider the
family of embeddings R∞ → R∞ which on coordinates is given by
ei 7→ tei + (1− t)ei
This is an injection for each t and hence postcomposing with this gives a path
from the embedding (φ(1), φ(2), . . . ) to the embedding (0, φ(1), φ(2), . . . ). A sim-
ilar path allows us to change the first coordinate to the coordinate function φ(1)0 .
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Then we shift again to get (φ(1)0 , 0, φ
(1), φ(2), . . . ), and then change the second
coordiante to φ(2)0 . In this way we obtain a sequence of paths:
(φ(1), φ(2), . . . )
(0, φ(1), φ(2), . . . )
(φ
(1)
0 , φ
(1), φ(2), . . . )
(φ
(1)
0 , 0, φ
(1), φ(2), . . . )
(φ
(1)
0 , φ
(2)
0 , φ
(1), φ(2), . . . )
(φ
(1)
0 , φ
(2)
0 , 0, φ
(1), φ(2), . . . )
(φ
(1)
0 , φ
(2)
0 , φ
(3)
0 , , φ
(1), φ(2), . . . )
· · ·
After the N th iteration we have arrived at an embedding of the form
(φ
(1)
0 , φ
(2)
0 , . . . , φ
(N)
0 , φ
(1), φ(2), . . . )
At this point we run a linear homotopy shrinking all coordiantes in degrees
k > N to zero to obtain the embedding:
(φ
(1)
0 , φ
(2)
0 , . . . , φ
(N)
0 , 0, 0, . . . ) = φ0
as desired.
Corollary B.5. ψMd (D
p) ' BDiff(M) is a model for the classifying space of
the diffeomorphism group Diff(M).
C Low degree homotopy groups of MTSO(d)
For k = 0 we have that pi0MTSO(d) is given by the quotient of the monoid of
diffeomorphism classes of oriented d-manifolds modulo the relation that [M ] ∼ 0
whenever there exists an oriented (d+ 1)-manifold W with ∂W = M and with
a non-vanishing vector field on W which restricts to the inward pointing vector
field on M . The Euler class is the obstruction to finding a non-vanishing vector
field which restricts to the inward pointing one on the boundary, and so we
can restate the relation as: [M ] ∼ 0 whenever there exists an oriented (d + 1)-
manifold W with ∂W = M and such that each component of W has zero Euler
characteristic.
In dimension d = 1 we see that the Euler characteristic of S1 × I is zero
and so 2 · [S1] ∼ 0, which the Euler characteristing of a genus g surface with k
disks removed is 2 − 2g − k, which can only vanish if k is even (and then only
rarely). It follows that pi0MTSO(1) = Z/2, which of course also follows from
the description MTSO(1) ' Σ−1S.
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Now consider dimension d = 2. Let Hg be the solid genus g handle body.
The boundary is ∂Hg = Σg is the surface of genus g and χ(Hg) = 1− g. From
this we have:
χ(Hg \ unionsqkD3) = 1− g + k
which will vanish when k = g − 1. Thus in pi0MTSO(2) we obtain the relation
[Σg] = (1 − g) · [S2]. Moreover since the Euler characteristic of any connected
oriented 3-manifold is zero, it follows that if M is an oriented connected 3-
manifold bounding k copies of S2, then χ(M) = k. Which means k · [S2] ∼ 0
if and only if k = 0. Hence pi0MTSO(2) ∼= Z, and this isomorphism sends an
oriented surface to its Euler characteristic divided by two.
When d = 3 we will see that pi0MTSO(3) = 0. Fix an oriented 3-manifold
M . Then, since Ωor3 = 0, there exists some connected oriented 4-manifold W
with ∂W = M . If χ(W ) = 0, then W witnesses the relation [M ] ∼ 0 and we are
done. Otherwise we replace W with a connect sum. Taking the connect sum
with CP2 raises the Euler characteristic by one without changing the boundary,
and hence if χ(M) = k is negative, we take the connect sum of W with CP2
|k|-times. We have:
χ(W#CP2# · · ·#CP2︸ ︷︷ ︸
|k|-times
) = 0.
On the other hand taking the connect sum with T 4#CP2 lowers the Euler
characteristic by one, and so if k is positive, we have:
χ(W#T 4#CP2# · · ·#T 4#CP2︸ ︷︷ ︸
k-times
) = 0.
In both case we obtain a manifold witnessing [M ] ∼ 0.
The case d = 4 is more interesting because there are oriented 4-manifolds
which do not bound oriented 5-manifolds. The group Ωor4 ∼= Z and is given by
the signature. We have a surjective homomorphism:
pi0MTSO(4)→ Ωor4 ∼= Z
The kernel consists of those 4-manifolds which do bound oriented 5-manifolds,
modulo those which bound connected oriented 5-manifolds with zero Euler
characteristic. Observe that if W is a 5-manifold bounding a 4-manifold M ,
then χ(W ) = 12χ(M), so for example D
5 is a 5-manifold with ∂D5 = S4 and
χ(D5) = +1, while D3 ×Σg is a 5-manifold with ∂(D3 ×Σg) = S2 ×Σg (which
has zero signature) and χ(D3 ×Σg) = 2− 2g. Note also that if W1 and W2 are
5-manifolds, then χ(W1#W2) = χ(W1) + χ(W2).
Now suppose that W is a connected oriented 5-manifold bounding the 4-
manifold M . If k = 12χ(M) ≤ 0 is non-positive, then W \ unionsqkD5 has vanishing
Euler characteristic and bounds M ∪ unionsqkS4, which gives [M ] ∼ (−k) · [S4]. For
example:
[S2 × Σg] ∼ (2− 2g) · [S4].
If k = 12χ(M) > 0 is positive, then taking the connect sum with copies ofD
3×Σg
and possibly a copy of D5 we get a manifold with zero Euler characteristic whose
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boundary is the union of M and copies of S2 × Σg and possibly a copy of S2.
This gives a linear relation which shows that
[M ] ∼ 1
2
χ(M) · [S4].
Thus we have shown that there is a short exact sequence (which is necessarily
split)
0→ Z→ pi0MTSO(4)→ Z = Ωor4 → 0
On the kernel of the signature map σ : pi0MTSO(4)→ Z ∼= Ωor4 , the identifica-
tion ker(σ) ∼= Z is given by half the Euler characteristic 12χ, but that doesn’t
give a well-defined splitting in general since the Euler characteristic of oriented
4-manifolds can sometimes be odd (For example χ(CP2) = 3).
In fact by Poincare duality we have that
χ(M) =
{
even if σ(M) is even
odd if σ(M) is odd
.
and so the quantity χ(M) + σ(M) is always even. An explicit splitting is given
by the isomorphism
pi0MTSO(4) ∼= Z⊕ Z
M 7→ (1
2
(χ(M) + σ(M)), σ(M)).
The same sort of arguments work in higher dimensions and the observed
phenomena depend of d mod 4.
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