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Abstract 
In this paper is presented a retinal image quality evaluation algorithm that classifies images into gradable and ungradable 
categories. The algorithm is based on the information of four retinal image quality indicators: colour, focus, contrast and 
illumination. Beyond being the base of the overall retinal image quality classification, these four indicators also provide 
important information to a fundus camera operator who can use it to better adjust the image capture process. The overall 
algorithm performance was evaluated through comparison against human-made classification revealing a sensitivity of 
97.41% and a specificity of 99.49% in a dataset with 2032 retinal images, collated from a range of different sources, 
including DRIVE, Messidor, ROC and STARE datasets. 
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1. Introduction 
Automated evaluation of digital retinal images has the potential to reduce the manual grading workload and 
thus increase the cost-effectiveness of screening initiatives. Unfortunately, as revealed by several studies     
[1–7], a rather high percentage of the images (from 4.85% to 17.3%) suffers from quality impairment causing 
problems to the manual or automatic diagnosis processes. The work presented in this paper addresses this 
problem by proposing a computationally efficient algorithm for automated assessment of retinal image 
quality, which can be used in real-time to guide retinal image capture in the field.  
The paper is structured as follows: section 2 includes a brief description of the published work on this 
subject; section 3 consists of a description of the datasets used and the proposed algorithm; section 4 presents 
the results obtained on the chosen datasets; section 5 analyses the results and discusses their value and section 
6 addresses the most important points of the work and draws some conclusions. 
2. Related Work 
Several different approaches can be found in the literature, which can be grouped into three distinct 
classes, as will be discussed next. 
The first class, generic image quality criteria, aims to classify image quality while avoiding eye structure 
segmentation, usually a complex and time consuming processing task. In 1999, Lee et al. [8] proposed a 
method based on the resemblance between a template histogram and the histogram of the retinal image to be 
classified. In 2001, Lalonde et al. [9] proposed a new method based on the distribution of edge magnitudes in 
the image and on intensity distribution, which tries to evaluate image focus and illumination. In 2009, 
Bartling et al. [10] focused their quality assessment algorithm on image sharpness and illumination, achieving 
good agreement between computed and human quality scores. In the same year, Davis et al. [11] proposed a 
method which relies on image colour, luminance and contrast indicators obtaining 100% of sensitivity and 
96% of specificity in identifying ungradable images in a dataset with 200 images. The advantage of these 
methods based on generic image quality measures is their typically reduced computational complexity which 
however comes at a cost of modest image gradability evaluation performance.  
The second class of methods is based on structural image information and requires segmentation of 
anatomical landmarks. In 2003, Usher et al. [12] developed a quality assessment method based on the clarity 
and area of the detected eye vasculature, achieving a sensitivity of 84.3% and a specificity of 95.0% in a 
dataset of 1746 images [1, 13, 14]. In 2005, Lowell et al. [15] followed an approach which analyses the blood 
vessels within an automatically identified circular area around the macula [16]. Niemeijer et al. [16] proposed 
a method based on an Image Structure Clustering (ISC) to obtain a set of clusters (each one represents pixels 
on identical image structures) using a multiscale filterbank. They reported an area under Receiver Operating 
Characteristic (ROC) of 0.9968 using a total of 2000 images. Fleming et al. [1] assessed retinal image quality 
by analysing field definition and the detected vasculature within a region centred on the fovea, achieving 
99.1% sensitivity and 89.4% specificity in the classification of ungradable retinal images on a dataset of 1039 
images. In 2008, Giancardo et al. [17] proposed a method focussed on eye vasculature, reporting an accuracy 
of 100% on the identification of “Good” images, 83% on “Fair” images, 0% on “Poor” images and 11% on 
“Outlier” images in a dataset with a total of 84 retinal images. In 2011, Hunter et al. [13] proposed a retinal 
image quality assessment focussed on contrast and quantity of visible blood vessels within 1 Optical Disc 
Distance (ODD) of the fovea, and on contrast between fovea region and background retina, achieving a 
sensitivity of 100% and a specificity of 93% in a dataset with 200 retinal images. Even though these structure 
based approaches have been shown to be useful for automatic image quality assessment, anatomical 
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landmarks segmentation is complex and error prone, which is a major drawback specially so in the case of 
poor quality images. 
These two types of approach (generic image quality indicators and structure related parameters) were 
combined in 2010 by Paulus et al. [18], where eye anatomical landmarks are identified following an approach 
similar to ISC [16] and generic image quality indicators like sharpness, homogeneity and contrast are also 
taken into consideration. The authors reported achieving 96.9% sensitivity and 80.0% specificity in a dataset 
composed by 301 images.  
3. Description 
In this section we describe the materials and methods used during the development and testing of the 
proposed solution. 
3.1. Materials 
In this work we used some public retinal image datasets such as DRIVE (stands for Digital Retinal Images 
for Vessel Extraction) [19] which includes 40 retinal images from diabetic retinopathy screening program in 
The Netherlands (45 degree field of view - FOV - and resolution of 768 by 584 pixels), Messidor [20] with 
1200 gradable retinal images from 3 ophthalmologic departments in France (45 degree FOV, and resolution 
between 1444 by 960 and 2304 by 1536 pixels), ROC (stands for Retinopathy Online Challenge) [21] with 
100 retinal images from a diabetic retinopathy screening program, and STARE (stands for Structured 
Analysis of the Retina) [22] with 81 retinal images with 35 degree FOV and a resolution of 605 by 700 pixels 
[23]. We also used a proprietary dataset of 848 non-mydriatic, 45 degree FOV, 768 by 584 pixels images, 
manually graded as ungradable retinal images from an ongoing Diabetic Retinopathy (DR) screening 
initiative in the centre region of Portugal. 
3.2. Algorithm 
The retinal image quality assessment algorithm proposed here begins with a pre-processing phase, after 
which four image features are evaluated: colour, focus, contrast and illumination. The selection of these image 
characteristics was based on the Atherosclerotic Risk in Communities (ARIC) study [24] performed by the 
University of Wisconsin Madison. The overall retinal image quality classification as “gradable” or 
“ungradable” (Fig. 1 shows examples) is then performed using pattern classification methods which operate 
on the aforementioned image features. 
 
a)  b)  
Fig. 1. (a) “Ungradable” retinal image. (b) “Gradable” retinal image.  
3.2.1. Pre-processing 
The pre-processing phase removes useless image information by the application of a masking and a 
cropping operation. Regarding image masking, a threshold value is used (obtained through a statistical study 
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of 361 images from DRIVE, STARE and the proprietary dataset) and the pre-mask is processed using two 
morphological openings. The cropping step reduces retinal image size and thus contributes to a reduction of 
the processing time. The cropping algorithm is inspired by [25] in which the image mask is used to find a 
bounding box around retinal image region of interest. 
3.2.2. Features Computation 
3.2.2.1. Colour Assessment Algorithm 
The algorithm classifies the retinal images as “bright”, “dark” or “normal”, as Fig. 2 exemplifies. To 
perform this classification, the image is colour indexed using histogram backprojection [26] using three 
different colourmaps. A “bright” colourmap obtained from the bright retinal images from the proprietary 
dataset, and “dark” and “normal” colourmaps computed respectively from 7 dark images from the proprietary 
dataset and 232 normal retinal images from Messidor and ROC datasets. 
 
a)  b)  c)  
Fig. 2. (a) “Bright” retinal image. (b) “Dark” retinal image. (c) “Normal” retinal image. 
For each retinal image being analysed, each one of these colourmaps is used to perform colour indexing, 
yielding three different index images (ܤ,ܦ and ܱ) from which three different colour measures (CM) are 
computed as in equations (1)-(3). 
 ܥܯͳ ൌ  ͳ݊ σ ܤ݅݊݅ൌͳ ǡܤ݅ ݅ݏݐ݄݁݅ݐ݄ ݌݅ݔ݈݁  (1) 
 ܥܯʹ ൌ  ͳ݊ σ ܦ݅݊݅ൌͳ  (2) 
 ܥܯ͵ ൌ  ͳ݊ σ ܱ݅݊݅ൌͳ  (3) 
3.2.2.2. Focus Assessment Algorithm 
Retinal images are classified according to the degree of focus as either “blurred”, “borderline” or 
“focused” as Fig. 3 shows. 
 
a)  b)  c)  
Fig. 3. (a) “Blurred” retinal image. (b) “Borderline” retinal image. (c) “Focused” retinal image.  
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The classification relies on three focus measures (FM) obtained by a multi-focus level application of a 
Sobel operator to the grey scaled retinal image [27]. These measures are computed according to equations  
(4)-(6). 
 ܨܯͳ ൌ  ͳ݊ σ ܱ݅݊݅ൌͳ ǡ ܱ݅ ݅ݏݐ݄݁݅ݐ݄ ݌݅ݔ݈݁  (4) 
 ܨܯʹ ൌ ܨܯͳെ  ͳ݊ σ ܮͳ݅݊݅ൌͳ   (5) 
 ܨܯ͵ ൌ  ͳ݊ σ ܮͳ݅݊݅ൌͳ െ 
ͳ
݊ σ ܮʹ݅݊݅ൌͳ  (6) 
Where ܱis the gradient map of the original grey scaled image obtained through the Sobel operator, ܮͳ and 
ܮʹ are the gradient maps of the low-pass filtered versions of the original grey scaled image obtained using, 
respectively, 3x3 and 5x5 moving average filters. This focus measurement method exploits the fact that a 
focused retinal image is more affected by the low-pass filtering steps than a blurred one.  
3.2.2.3. Contrast Assessment Algorithm 
As Fig. 4 shows, retinal image contrast is classified as “low” or “high”. Although several approaches were 
found in the literature, our implementation uses a novel approach to measure contrast based on histogram 
backprojection. 
a)  b)  
Fig. 4. (a) Retinal image with “low” contrast. (b) Retinal image with “high” contrast.  
A colourmap was defined based on a statistical study of 170 highly contrasted retinal images (from 
DRIVE, STARE, ROC and Messidor datasets). Inspired on histogram analysis [8, 28] and on the definition of 
contrast change given by Ginsburg [29], who defined contrast as 100% when the image spans the full range of 
displayed grey levels and only 50% when the same image is linearly compressed to span only on half of the 
range [30], four contrast measures (CtM) relying on a 16 bins histogram analysis are computed according to 
equations (7)-(10), where ܲ݅  is the percentage of pixels within the ݅ݐ݄  bin.  
 ܥݐܯͳ ൌ σ ሺȁܲ݅ െ ͲǤͲ͸ʹͷȁሻͳ͸݅ൌͳ  (7) 
 ܥݐܯʹ ൌ σ ൬൜Ͳǡ ݂݂݅ͳ ൐ ܲ݅ ൐ Ͳͳǡ ݂݂݅ܲ݅ ൌ Ͳ ൠ൰
ͳ͸݅ൌͳ  (8) 
 ܥݐܯ͵ ൌ σ ሺȁܮͳ݅ െ ͲǤͲ͸ʹͷȁሻͳ͸݅ൌͳ  (9) 
 ܥݐܯͶ ൌ σ ൬൜Ͳǡ ݂݂݅ͳ ൐ ܮͳ݅ ൐ Ͳͳǡ ݂݂݅ܮͳ݅ ൌ Ͳ ൠ൰
ͳ͸݅ൌͳ  (10) 
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In the previous expressions, ܲ  is the original indexed image (derived by backprojection using the 
colourmap discussed above) and ܮͳ is the low-pass filtered version of it obtained using a 3x3 moving average 
filter. This smoothing step is necessary to remove outlier regions (of small size) in the retinal image 
foreground having high contrast, such as lesion areas, which can mislead the final classification algorithm. 
3.2.2.4. Illumination Assessment Algorithm 
As Fig. 5 exemplifies, retinal image illumination is classified as “uneven” or “even”, relying on colour 
indexing using an illumination colourmap defined by replacing dark blue with black in the “Jet” colourmap 
provided by MATLAB®.  
 
a)  b)  
Fig. 5. (a) “Uneven” illuminated retinal image. (b) “Even” illuminated retinal image.  
This colour arrangement has advantages, since the most and less significant colours of retinal images are 
spread along a wide interval. This fact allows using simple statistic measures (mean [25] and variance) to 
infer relevant illumination information gathered by four illumination measures (IM) computed as in equations 
(11)-(14), where ܱstands for the original image after indexing by the colourmap.  
 ܫܯͳ ൌ  ͳ݊ σ ܱ݅݊݅ൌͳ ǡ ܱ݅ ݅ݏݐ݄݁݅ݐ݄ ݌݅ݔ݈݁ (11) 
 ܫܯʹ ൌ ݒܽݎሼ׊݅ǣ ܱ݅ ݏǤ ݐǤ ܱ݅ ൏ ܫܯͳሽ (12) 
 ܫܯ͵ ൌ ݒܽݎሼ׊݅ǣ ܱ݅ ݏǤ ݐǤ ܱ݅ ൐ ܫܯͳሽ (13) 
 ܫܯͶ ൌ ݒܽݎሼ׊݅ǣ ܱ݅ ሽ (14) 
3.2.3. Image Quality Classification 
The final retinal image classification as “ungradable” or “gradable” relies on the classification of each 
image feature under analysis (colour, focus, contrast and illumination), as Fig. 6 shows.  
For each image feature assessment, the classifier training and testing steps were performed using datasets 
ratified by a human grader from the Association for Innovation and Biomedical Research on Light and Image 
(AIBILI) and “built” from the ones described in section 3.1. For the overall retinal image quality 
classification, classifier training and testing phases were performed using the proprietary dataset and a 
shortened version of the Messidor dataset. A 4-fold cross validation procedure was followed with 75% of the 
dataset used for training and keeping the remaining 25% of the dataset for the testing phase. 
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Fig. 6. Retinal image quality assessment algorithm flowchart. 
4. Results 
In this section we present the classification performance for the image assessment algorithms and also for 
the overall retinal image quality assessment algorithm. Moreover, since the algorithms behaviour should be 
image size independent, a statistical study of the fourteen measures variation was carried out. The study was 
based on the processing of 20 retinal images of each class and on three sets of measurements: one for the 
original images, one related to halved area versions of the original images, and another for doubled area 
versions of the original images. The results of this study revealed that the four algorithms are robust to 
variations in image resolution. 
4.1. Colour Classification Performance 
With a dataset composed of 100 “bright”, 100 “dark” and 300 “normal” retinal images (from ROC, 
Messidor and the proprietary dataset), the best performance was achieved by a Feed-Forward 
Backpropagation Neural Network with 10 neurons in the hidden layer. A statistical study composed of 10 
classifier training + testing cycles was carried out in order to evaluate performance variations due to the 
randomized weight initialization. Table 1 shows the results. 
Table 1. Colour classifier performance. 
 “Bright” “Dark” “Normal” 
Sensitivity 99.00 ± 0.00 (%) 98.80 ± 0.42 (%) 100.00 ± 0.00 (%) 
Specificity 100.00 ± 0.00 (%) 100.00 ± 0.00 (%) 98.90 ± 0.21 (%) 
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Treating the classes “bright” and “dark” as the negative cases and “normal” as the positive case of retinal 
image colour quality, we obtained an area under Receiver Operating Characteristic curve (AUC) of   
AUCColour = 0.9993. 
4.2. Focus Classification Performance 
With a dataset composed of 120 “blurred”, 120 “borderline” and 200 “focused” retinal images (from 
DRIVE, STARE, ROC, Messidor and the proprietary dataset), the best performance was achieved by a    
Feed-Forward Backpropagation Neural Network with 50 neurons in the hidden layer. In Table 2 we show the 
results of the statistical study discussed in section 4.1. 
Table 2. Focus classifier performance. 
 “Blurred” “Borderline” “Focused” 
Sensitivity 97.25 ± 0.79 (%) 98.58 ± 1.11 (%) 99.60 ± 0.32 (%) 
Specificity 99.78 ± 0.26 (%) 98.72 ± 0.45 (%) 99.58 ± 0.44 (%) 
 
Treating the class “blurred” as the negative case and classes “borderline” and “focused” as the positive 
cases of retinal image focus quality, we obtained an area under ROC curve of AUCFocus = 0.9867. 
4.3. Contrast Classification Performance 
With a dataset composed of  85 “low” and 170 “high” contrast retinal images (from DRIVE, STARE, ROC 
and Messidor datasets), the best performance was achieved by a Feed-Forward Backpropagation Neural 
Network with 3 neurons in the hidden layer. In Table 3 we present the results of the statistical study discussed 
in section 4.1. 
Table 3. Contrast classifier performance. 
 “Low” “High” 
Sensitivity 94.94 ± 0.79 (%) 97.71 ± 0.19 (%) 
Specificity 97.71 ± 0.19 (%) 94.94 ± 0.79 (%) 
 
Treating the class “low” as the negative case and “high” as the positive case of retinal image contrast 
quality, we obtained an area under ROC curve of AUCContrast = 0.9783. 
4.4. Illumination Classification Performance 
With a dataset composed  of  200 “uneven” and 200 “even” illuminated retinal images (from DRIVE, 
STARE, ROC and Messidor datasets), the best performance was achieved by a Feed-Forward 
Backpropagation Neural Network with 4 neurons in the hidden layer. In Table 4 we show the results of the 
statistical study discussed in section 4.1. 
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Table 4.  Illumination classifier performance. 
 “Uneven” “Even” 
Sensitivity 99.25 ± 0.54 (%) 99.50 ± 0.33 (%) 
Specificity 99.50 ± 0.33 (%) 99.25 ± 0.54 (%) 
 
Treating the class “uneven” as the negative case and “even” as the positive case of retinal image 
illumination quality, we obtained an area under ROC curve of AUCIllumination = 0.9984. 
4.5. Image Quality Classification Performance 
The final quality classifier was evaluated with a dataset composed of 848 “ungradable” images from the 
proprietary dataset and 1184 “gradable” images from the Messidor dataset. Using the described dataset, the 
best performance was achieved by a Feed-Forward Backpropagation Neural Network with 8 neurons in the 
hidden layer. In Table 5 we present the results of the statistical study discussed in section 4.1. 
Table 5. Quality classification performance. 
 “Ungradable” “Gradable” 
Sensitivity 97.41 ± 0.00 (%) 99.49 ± 0.00 (%) 
Specificity 99.49 ± 0.00 (%) 97.41 ± 0.00 (%) 
 
Once again, treating the class “ungradable” as the negative case and “gradable” as the positive case of 
overall retinal image quality, we obtained an area under ROC curve of AUCQuality = 0.9970. 
5. Discussion 
The statistical study performed to analyse measurements variation with different image sizes shows that 
the fourteen measures are robust to variations of the area of the original image, even when it is halved or 
doubled. The focus assessment algorithm is the most sensitive to image size variations, which can be easily 
understood as intrinsic image changes (becomes more focused when the area is halved and more blurred when 
it is doubled) occurs due to its resizing.  
Regarding the performance of the five implemented classifiers, the results presented in section 4 show that 
all of them are almost optimal with sensitivities and specificities close to 100%. Moreover, the results show 
that the classification is not significantly affected by the randomized initialization of the neural networks 
weights. 
6. Conclusions 
The proposed retinal image quality assessment algorithm relies on the quality classification of generic 
image features, namely colour, focus, contrast and illumination. Although each one of the four implemented 
algorithms evaluates the corresponding image feature through a generic point of view, they also take 
advantage from the consistent appearance of retinal images. Notable is the new application given to histogram 
backprojection, on which three of the four assessment algorithms rely.  
As section 4 shows, these four algorithms are quite robust and allow a classification performance close to 
optimal, with areas under ROC curve of AUCColour = 0.9993, AUCFocus = 0.9867, AUCContrast = 0.9783 and 
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AUCIllumination = 0.9984. Based on these accurate classifications, the final classifier evaluates overall retinal 
image quality achieving high sensitivity (97.41%) and specificity (99.49%), corresponding to an AUC of 
0.9970. It is noteworthy that these results were obtained in datasets with a considerable number of images 
from a wide variety of sources, which demonstrates the algorithm reliability and robustness. 
With this work, we show that generic image characteristics are good candidates for the foundation of a 
retinal image quality assessment algorithm. This is due not only to the reliable overall quality classification, 
but also to the additional information given by the four algorithms that indicates which image features are 
impairing the most a given retinal image. This is important information for a fundus camera operator as it can 
guide him during the retinal image capture, helping making the necessary adjustments and corrections to 
maximize the final image quality. Furthermore, since retinal photography technicians’ experience may vary, a 
real-time automated retinal image quality assessment is also preferable as it provides consistent objective 
quality indicators [31]. Further work is ongoing addressing the quality evaluation of retinal images with 
different characteristics (such as including Age-related Macular Degeneration - AMD - typical lesions). 
Concurrently the present version of the algorithm is being integrated into a real-time retinal image capture and 
analysis platform, which is expected to report information about retinal image colour, focus, contrast, 
illumination and overall quality and to warn the fundus camera operator in case of “ungradable” image.  
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