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AXIS PROJECTION

I. INTRODUCTION
The time-frequency representation is a very important tool for a wide range of applications. Combined with the SLIDE (subspace-based line detection) algorithm [ 11, a method for the estimation of line parameters, it builds a powerful and very precise method for the estimation of time-varying velocities of moving objects in video sequences. This topic has recently been addressed in [2] - [4] . Therein, the dimensionality of video sequences is reduced by x-and y-axis projection, and a modified version of the SLIDE algorithm is appIied together with time frequency-tools. In that way the velocity of one or even of multiple moving objects can be estimated. So far only artificial sequences or simple real sequences with a small amount of noise have been investigated. Therefore a comprehensive testing of this method to real data containing a larger amount of noise was necessary.
Real sequences, however, contain noise originating from the camera sensor as well as from background motion. In this case velocity estimation becomes inaccurate if one applies only the SLIDE algorithm and time-frequency tools. Additional methods have to be employed in order to improve the estimation by enhancing motion trajectories and suppressing noise.
In Since working with digital data (pixels and frames), let 5, y and t be defined as elements of Nof. In the sequel, only the projection onto the z-axis will be investigated in more detail for motion analysis in the 2-direction. Note that same assumptions hold for the motion analysis in y-direction and can be applied likewise. For more details canceming the SLIDE dgorithm, we refer the reader to [ 13. for the shifting and multiplication step described later. Thus the derivation can be approximated as:
X denotes the discrete approximation of the partial derivative with respect to time, 5 and t specify the sample position. It is assumed that the object size is small enough for the object to be present as a whole in the sequence, that its texture is rather uniform and that its contrast to the background is high enough. Then, the partial derivative with respect to time will contain a positive as well as a negative response of the trajectory. If it is additionally assumed that the object's shape and its texture do not vary significantly, both responses will describe a similar trajectory. For later use of this feature, the positive and negative signal part will be distinguished as
B. Temporal Signal Enhancement
Since the noise reduction will be based on the correlation of the negative and positive derivative part, the intensity of the trajectory has to be adjusted in weak and strong parts of the signal independently. Therefore, a non-linear threshold function is introduced. In strong and clear parts, noise can then directly be suppressed since the trajectory can easily be separated from the noise. In weak parts only a small amount of noise will be suppressed, yet the intensity of the whole signal will be adjusted. However, it is assumed that the correlation between noise in both parts is sufficiently less strong than the correlation between trajectories. Therefore, noise can be reduced by a combination of both parts. The function defines a non-linear fading-out (see Figure l) , with 7 specifying the threshold value, and X the rapidness of the fading-out process. In this context X = 12 is a reasonable value. For each point in time, T is calculated as:
where U , ' is the temporal standard deviation and o+ the standard deviation of the whole sequence. The temporal standard deviation at the time instant t is given by
= ma(,;,
-a+),
the standard deviation of X + for the whole video sequence is given by p t is the temporal mean at the time instant t, it is Since the threshold function expects its input parameter to be 2 0 and 5 1, the signals are scaled such that theb maximum value is equal to one.
C. Correlation
In this step, the temporally enhanced positive and negative part, X(' and X ) -, are correlated with respect to the x-axis.
As mentioned before, it i s assumed that the motion trajectory is present in both parts. By 
D. Combination
Based on X x , X f -is aligned to maxima of the correlation at each time instant. It is then element-wise multiplicated with + X' . This step can be denoted as:
with the set fit, containing local maxima -along the axis of Ax, at the instant t -that are in the range of U and greater than a given threshold:
is local maximum along Ax-axis n Ax 1 X& > r X + p X , (16)
1 u x and p x are defined according to Equations (9) and
(1 I), respectively, but €or fi. By introducing U, random correlations between the signals that occur at a point Ax > U or Ax < -U are ignored.
E. Shifriing and Multiplication
After the alignment step noise generally is reduced, but noise particles might still be present in the signal. Since noise particles are usually just very few pixels large, a further signal enhancement step by shifting and multiplication of the signal itself is introduced. In this way, noise particles are reduced even further. Since the Sobel operator has been used as approximation for the derivation, it can be assumed that the trajectory is smoothed and thus wider than one pixel. Therefore, the trajectory will be preserved even during this shifting and multiplication step which is denoted as: 
F: Morphological Operators
In order to reduce the motion trajectory to a one pixel thick line, morphological operators are applied to the resulting signal from Equation (17). First a binary closure (denoted as close), then a thinning operation (denoted as thin) are performed until convergence. The final enhanced signal can be introduced as follows:
IV, EXAMPLE
The sample video sequence illustrated in Figure 2 shows a person moving from left to right, stopping (frame 50) and moving backwards to the left. Background motion originates from trees waving in the background. Figure 3(a) depicts the derived z-axis projection of the sequence. Due to the sunlight, the contrast of the walker to the background is much stronger between frames 30 and 80 and hence his motion trajectory is stronger as well. The intensity of the noise between pixel position 50-100 is partly as strong as weak parts of the motion trajectory. In Figures 3(b) and 3(c) the steps of the temporal thresholding and the combination of the derivative parts are illustrated, The combination is based on the outcome of the correlation of both parts, which is given in Figure 4 . In the enhanced result (Figure 3(d) ), some noise particles are still present, yet overall the method proofs to suppress noise and to preserve the trajectory well, even for its weak parts. 
