Abstract-An optimal admission control (AC) policy is proposed for a CDMA multiple antenna system, which can maximize the system throughput while simultaneously guaranteeing all quality-of-service (QoS) requirements in both physical and network layers. While previous research can only ensure the QoS requirements for appropriately chosen automatic-retransmissionrequest (ARQ) parameters, the proposed AC policy aims to ensure the QoS requirements for arbitrary ARQ parameters, which saves system resources. Numerical examples show that the proposed AC policy can achieve a significant performance gain in terms of network layer performance as well as system throughput.
I. INTRODUCTION In current third generation (3G) systems such as high speed uplink packet access (HSUPA), a threshold-based admission control (AC) policy is employed, which admits a user request if the load reported is below the AC threshold. Although the AC decision can be improved upon by taking advantage of resource allocation information [1] , and it is simple to implement, this threshold-based AC policy cannot guarantee long-term QoS requirements in the network layer [2] , such as blocking probability.
Recently there are several admission control (AC) policies proposed in the literature, which can guarantee QoS constraints in both physical and network layers [2] - [3] . To employ the powerful error-control capability, a suboptimal packet admission control (PAC) problem is studied in [4] , which includes the impact of an automatic-retransmission-request (ARQ) scheme. To the best of our knowledge, [4] is the first paper in the literature which addresses the cross-layer AC design by including ARQ schemes. However, the solution in [4] depends on an approximate power control feasibility condition (PCFC) and as a result is only a suboptimal solution. Furthermore, in [4] , ARQ parameters, such as the number of allowed retransmissions and target packet-error-rate (PER), should be chosen appropriately to meet the QoS requirements, which adds to system complexity. To overcome this problem, an optimal AC policy for arbitrary ARQ parameters is desired.
In our companion paper [7] , the optimal AC problem is studied for multiple antenna systems, in which an outage probability constraint as well as all the other QoS constraints are incorporated into the semi-Markov decision process. For simplicity, however, error-control schemes are ignored in [7] . In this paper, by considering the impact of ARQ schemes, we further investigate optimal and suboptimal AC policies with QoS constraints. The proposed AC policies can guarantee the QoS for arbitrary ARQ parameters and maximize the overall system throughput. A truncated ARQ scheme is employed in this paper, which retransmits an error packet until correctly received or a maximum number of retransmissions is reached.
We remark that the proposed work in this paper differs from the existing algorithms in [4] in the following aspects: a) a separate reduced-outage-probability (ROP) algorithm is necessary in [4] , while the proposed AC policies in this paper do not require any ROP algorithm, saving system resources; b) In [4] , ARQ is employed to reduce outage, while in our proposed AC policy, with a guaranteed outage probability constraint, ARQ is employed to increase user capacity, which results in improved network layer performance; c) In [4] , the AC policy is derived to optimize network layer performance only, while in this paper we aim to optimize average throughput which represents the overall system performance across different layers.
The proposed AC policy can be derived offline and then stored in a lookup table. Whenever an arrival or departure occurs, an optimal action can be obtained by table lookup, resulting in low enough complexity for admission control at the packet level. Similar to call/connection level admission control, in a packet-switched system a packet admission control policy decides if an incoming packet can be accepted or blocked in order to meet quality-of-service (QoS) requirements. In a packet-switched network, blocking a packet instead of blocking the whole user connection can be more spectrally efficient. In this paper, we consider the packet level AC problem.
The rest of this paper is organized as follows. The signal model and problem formulation are presented in Section II. Section III investigates the physical layer performance and provides an analytical expression for outage probability. Optimal CAC policies are proposed in Section IV. Numerical results are presented in Section V.
II. SIGNAL MODEL

A. Signal model in the physical layer
A single-cell uplink CDMA beamforming system is considered which has M antennas at the BS. A spatial matched filter receiver is employed, and the system can support J classes of packets. Different classes of packets are characterized by different QoS requirements. Let K denote the total number of packets in the system.
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packet k, where k = 1, .., K, can be written as [8] 
where W and R k denote the bandwidth and data rate for packet k, respectively, and the ratio
represents the processing gain; p k = P k G 2 k denotes the received power, in which P k and G k denote the transmitted power and link gain, respectively; η 0 denotes the one-sided power spectral density of background additive white Gaussian noise (AWGN); φ 2 ik denotes the fraction of packet i's signal passed by the beamforming weights for desired packet k , which can be expressed as φ The QoS requirement in the physical layer can be represented by outage probability, defined as the probability that a target SIR, or equivalently, a target packet-error-rate (PER) cannot be satisfied. We discuss two types of long-run outage probability constraints: worst-state-outage-probability (WSOP) and average-outage-probability (AOP). The WSOP constraint ensures that at any time instant and any system state the outage probability constraint cannot be violated, while the AOP constraint is more aggressive, which only ensures a longrun average outage probability constraint.
B. Signal model in the network layer
The arrival process of the aggregate connections is modeled by a Poisson process with rate λ j for each class j, where j = 1, .., J.
When an incoming packet arrives, the pre-determined AC policy decides if this packet can be accepted, buffered or blocked. If a packet is deemed to be accepted, this packet will generate its first transmission round. Then the receiver will send back an acknowledgement (ACK) signal to the transmitter. A positive ACK indicates that the packet is correctly received while a negative ACK indicates an incorrect transmission.
If a positive ACK is received or the maximum number of re-transmissions, denoted by L j for class j, is reached, the packet releases the server and departs. Otherwise the packet will be retransmitted. Therefore, the service time of a packet in class j can comprise at most L j +1 transmission rounds. Each transmission round, including the actual transmission time of the packet and the waiting time of an ACK signal (positive or negative), is assumed to have an exponential distribution with mean duration 1 µj for class j packets. However, in this paper, a sub-optimal solution is also provided for a generally distributed duration.
If the packet is not accepted by the AC policy, it will be stored in a queue buffer provided that the queue buffer is not full, otherwise the packet will be blocked. Whenever a packet in the system releases the server, the packet queued in the buffer can be made active, i.e., transmitted immediately. The buffer size for class j is denoted by B j .
We note that there are two types of buffers in the system: queue buffers and server buffers. Queue buffers accommodate queued incoming packets, while server buffers accommodate transmitted packets in the server in case any packet in the server requires retransmission. For simplicity, we assume that the size of the server buffers is large enough such that all the packets in the server can be stored. In the following, the term 'buffer' refers to the queue buffer.
The QoS requirements in the network layer can be represented by blocking probability and connection delay [5] , which is the waiting time in the queue buffer. By Little's theorem, the connection delay can also be represented equivalently by the average queue length [5] .
C. Problem formulation
The average system throughput, defined as the number of correctly received packets per second, can be evaluated by [10] 
where P j b , P av out and P ER j denote the blocking probability, the average outage probability, and the packet-error-rate for class j, respectively.
By including the impacts of an truncated ARQ scheme with maximum number of retransmissions L j , we aim to design an optimal packet-admission-control (PAC) policy by including error-control schemes such as ARQ. The optimal AC policy is capable of maximizing the overall system throughput, while simultaneously guaranteeing QoS requirements in terms of outage probabilities, blocking probability and connection delay.
To solve the above optimization problem, we first analyze the outage probability for a given number of packets in the system, which is then passed to the network layer to decide the AC policy by formulating a constrained Markov decision process.
III. OUTAGE PROBABILITY FOR A GIVEN SYSTEM STATE IN
THE PRESENCE OF ARQ The system state s can be represented by
where k j,i denotes the number of active packets in class j which is under the i th transmission round, or equivalently, under the (i − 1) th retransmission; n j q denotes the queue length, i.e., the number of packets in the queue buffer of class j. The number of class j packets can be obtained as n
, and the total number in the system is obtained as
In this section, we derive the outage probability for a given system state s by including the impact of ARQ.
A. Derivation of target SIR
From [4] , we know that ARQ affects the outage probability by reducing the target SIR requirement in the physical layer. In the following, we derive the target SIR which can achieve a target PER requirement, denoted by ρ j for class j packets.
We define two kinds of packet-error-rates (PERs): overall PER and instantaneous PER. Overall PER, denoted by P ER j overall , is defined as the probability that a class j packet is incorrectly received after its maximum number of This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2008 proceedings.
retransmissions is reached, i.e., an error occurs in each of the L j + 1 transmission rounds, where L j denotes the maximum number of retransmissions. Instantaneous PER, denoted as P ER j in (l), is defined as the probability that an error occurs in a single transmission round l of a class j packet.
Under the assumption that each retransmission round is independent from the others, the achieved overall PER can be expressed as [10] P ER j overall
where ρ j denotes the target PER for class j. To ensure the above inequality, we require
In general, given the above target instantaneous PER, it is not an easy task to derive the target signal-to-interference ratio (SIR). Fortunately, there are approximations in the literature. For example, the instantaneous PER for packet length N p bits can be approximately expressed in terms of instantaneous SIR as [10] P ER
for SIR j ≥ γ 0 dB, where SIR j is the achieved SIR, given in (1); a, g, and γ 0 are constants depending on the chosen modulation and coding scheme. In the above expression, the interference is assumed to be additive white Gaussian noise, which is reasonable in a system with a large number of interferers.
Combining (5) and (6), we have
where ln(.) denotes natural logarithm, and the right hand side of the above inequality is the target SIR, denoted by
B. Approximate outage probability
From Perron-Frobenius theorem, the outage probability for a state s, defined as the probability that the target SIR γ j , given in (8) , cannot be satisfied, can be derived as [9] 
where Prob{A} denotes the probability of event A, υ(.) denotes the maximum eigenvalue, Q s is a K-dimensional diagonal matrix with the i th non-zero element as γiRi W , i = 1, .., K, and F s is a K by K matrix in which the element at the i th row and the j th column can be expressed as
ii for i = j, and F ij = 0 for i = j. Equation (9) provides an exact expression for the outage probability, which can only be evaluated numerically. In the following, we derive an approximate outage probability. Owing to the properties of nonnegative matrices, the eigenvalue υ(Q k F k ) can be estimated by [8] ,
n l s for j > 1, and t j = 0 for j = 1. As shown in [9] , by using the central limit theorem, random variable υ(Q k F k ) has an approximately Gaussian distribution. Therefore, the outage probability in (9) becomes
where
and V ar(υ) denote the expectation and variance of random variable υ(Q k F k ), which can be obtained as follows:
where E[F ij ] and V ar [F ij ] denote the expectation and variance of F ij , which can be evaluated numerically. Table I presents these numerical values for a uniform circle array, which are derived in [9] . The accuracy of the above outage probability approximation is discussed in [9] . In this paper, to highlight the optimal PAC design in the presence of ARQ, we use the above approximate outage probability for simplicity. However, the proposed PAC policies can be applied straightforwardly to any other outage probability expressions.
IV. SMDP AND GSMP-BASED AC POLICIES
Based on the outage analysis in the physical layer, we next derive an optimal SMDP-based AC policy as well as a lowcomplexity generalized semi-Markov process (GSMP)-based AC policy by including a truncated ARQ scheme.
A. SMDP-based AC policy
In the system under consideration, the duration of each packet may include several transmission rounds due to ARQ retransmissions, and as a result, the time duration until the next system state may not be exponentially distributed. Therefore, the SMDP formulation approach discussed in [2] [3], which assumes an exponentially distributed duration, cannot be applied here.
As shown in [4] , if the decision epoch is chosen as the arrival and departure of each transmission round instead of the arrival/departure of each packet, the time duration until the next state remains exponentially distributed. In this case, the AC problem can be formulated as a SMDP, and linear programming approach provides an optimal solution.
SMDP components
The components of a semi-Markov decision process, such as state space, action space, dynamic statistics, policy, performance criterion and average cost function, are now briefly described.
The state space can be formulated as S = {s, where P out (s) ≤ δ w , and n
where P out (s) is given in (10), and δ w , n j q and B j denote the target WSOP, the queue length and the buffer size, respectively.
At each state s, an action a ∈ A s is chosen that determines how the admission control will perform at the next decision moment [4] , where A s is the admissible action space for state s.
The state dynamics of a SMDP are completely specified by stating the transition probabilities of the embedded chain p sy (a) and the expected holding time τ s (a): p sy (a) is defined as the probability that the state at the next decision epoch is y if action a is selected at the current state s, while τ s (a) is the expected time until the next decision epoch after action a is chosen in the present state s. The detailed derivations and expressions of A s , τ s (a) and p sy (a) can be found in [4] .
A policy R defines a mapping rule from state space S to action space A. In this paper, we take the average cost as the performance criterion. For any policy R with an initial state s 0 , the average cost can be expressed as [6] 
c(s(t), a(t))dt (12) where E[.] denotes expectation, and c(s(t), a(t)) is the expected cost function which represents the expected cost until the next decision epoch when a(t) is chosen at the current system state s(t).
When the average cost in (12) represents blocking probability, connection delay, outage probability or throughput, respectively, the corresponding expected cost functions, denoted by c , a), c out (s, a) and c thr (s, a) , respectively, can be derived as [5] 
where a j denotes the action for class j traffic, and P out (s) is given in (10) . Function ζ(x) is equal to 1 for x > 0, and 0 otherwise. The detailed derivation can be found in [7] . 
where ψ j , δ av and Ξ j denote the target blocking probability, target average outage probability and target connection delay, respectively. In the above LP formulation, τ s (a)z sa represents the steadystate probability that the system is at state s and an action a is chosen. The first constraint is the balance equation, and the second constraint ensures the sum of all the steady-state probabilities to be one. The latter three constraints represent the QoS requirements in terms of blocking probability, averageoutage-probability, and connection delay respectively.
B. GSMP-based AC policy
In the above SMDP formulation, in order to maintain the Markov properties required by SMDP, the decision epoch is chosen as the arrival and departure for each transmission round. For large J and number of retransmissions L j , the above SMDP formulation leads to a computation problem of excessive size [4] .
To reduce the complexity, the decision epoch can be chosen as the time instances that a packet arrives or departs. Based on these decision epoches, the classical Markov assumptions are not maintained, and the AC problem can be formulated as a generalized semi-Markov process (GSMP) [2] . While an optimal solution for this GSMP problem is hard to obtain, the linear programming approach in (17) provides a sub-optimal solution [2] . In this section, we briefly discuss the suboptimal GSMP-based PAC policy.
With GSMP formulation, the duration of the class j packets may have a general distribution, with mean The detailed derivations for action space A s and dynamic statistics τ s (a) and p sy (a) can be found in the literature, e.g., [5] . For the reason of comparisons, here we use the same performance criterion and average cost criterion as in SMDP case which is discussed in Section IV-A. The suboptimal AC policy can be obtained by solving the general LP problem in (17) with GSMP components S, A s , τ s (a) and p sy (a).
By formulating the AC problem as a GSMP, the dimension of the state space is reduced from 2J + J j=1 L j to 2J and as a result the computation complexity can be dramatically reduced. Although the GSMP approach only provides a suboptimal AC policy, in a low instantaneous PER region, the GSMP-based solution is very close to the SMDP-based AC policy. Intuitively, when the PER is very low, retransmission occurs only occasionally, and the duration of a packet would be very close to an exponential distribution. In this case, the LP approach would provide a nearly optimal solution to the above GSMP.
We remark that unlike the SMDP-based AC policy in which the transmission round is assumed to have an exponential distribution, the GSMP-based AC policy discussed in the subsection can be applied to a system with a generally distributed transmission round.
V. NUMERICAL EXAMPLES
In the following examples, a two-class system is considered. The data rates are set to R 1 = 144 kbps and R 2 = 384 kbps. The arrival and departure rates for class 1 and class 2 packets are denoted by λ 1 = 0.5, λ 2 = 0.25, µ 1 = 0.3, and µ 2 = 0.2, respectively. The blocking probability constraints are given as Ψ 1 = 0.05 and Ψ 2 = 0.05, respectively, unless specified otherwise, and the connection delay constraints for class 1 and class 2 packets are set to 1.67 and 3.5 seconds, respectively. The average outage probability constraint is set to δ av = 0.05 and the worst-state outage probability is δ w = 0.5. Two antennas are employed at the BS, i.e., M = 2. The total bandwidth is 3.84 MHz. Without loss of generality, we consider a QPSK and convolutionally coded modulation scheme with coding rate 1 2 and a packet length N p = 1080. Under this scheme, the parameters of a, g and γ 0 in Equation (6) can be obtained from [10] .
We investigate the long-run average performance in terms of blocking probability, average outage probability, delay and overall system throughput. The average-outage-probability is derived by averaging the state outage probability for a long term, where the state outage probability is derived by using the approximation in (10) .
A. Performance of the proposed AC policies
We first investigate the performance for a SMDP-based AC policy, in which L 1 = 0, L 2 = 1, ρ 1 = ρ 2 , and no buffer is employed. Figure 1 compares the performance for the system with ARQ and the system without ARQ when the SMDP formulation is employed. In both cases, the QoS requirements in terms of blocking probability and average outage probability, denoted by P j b and P av out , j = 1, 2, respectively, can be satisfied. The connection delay is zero since no buffer is allowed. It is observed that the performance can be significantly improved by allowing retransmissions. Figure 2 compares the performance between SMDP and GSMP AC policies, in which L 1 = 0, L 1 = 1, and no buffer is employed. Figure 2 demonstrates that for a small number of retransmissions, SMDP and GSMP-based AC policies have similar performance. Although performance comparison for large L j is not presented here since a SMDP-based AC policy would involve excessive computation, it is expected that for low PER, these two AC policies would still have similar performance. For a high PER, however, the packet duration is far from exponentially distributed, and thus linear programming cannot provide an optimal solution to a GSMP and its performance would be inferior to that of SMDP. Now we study the performance for a GSMP-based AC policy in which ρ 1 = ρ 2 , L 1 = L 2 , and B 1 = B 2 = 1. We investigate the performance for L j = 0, 1 and 2, respectively. The results for large L j can be extended straightforwardly. Table II compares the overall blocking probability, denoted by P b , for difference L j . We observe that for a small target PER region, which is reasonable in a practical system, the blocking probability can be dramatically reduced with an increased L j . Figure 3 shows the delay, the outage probability and the throughput for different L j . The delay presented here is the overall delay which is the sum of the connection delay and the mean transmission delay. It is observed that although ARQ increases the transmission delay as well as the overall This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the WCNC 2008 proceedings. delay, this delay degradation can be very small in a small PER region due to the only occasionally occurred retransmissions. From this figure, it is also observed that outage probability and throughput can be improved by increasing L j . However, when L j is increased beyond a certain level, e.g., L j = 1 in the investigated system, the throughput improvement is very small. Figure 4 compares the performance between our proposed PAC policy and the existing PAC policy in [4] in which L j = 1, B j = 0, j = 1, 2, and GSMP formulation is employed. Although the average outage probability for the proposed PAC policy is inferior to the PAC policy in [4] , it is observed that our proposed PAC algorithm is able to achieve a lower blocking probability and a higher throughput. This inferior average outage probability is due to the fact that for the proposed policy only a require outage probability is ensured and no excessive outage probability reduction is desired, while in [4] , the PAC policy allows excess outage probability reduction, which wastes system resources. Therefore, in our proposed PAC, the resources can be more efficiently utilized to maximize the overall system throughput. Another advantage of our proposed PAC is that we can guarantee all QoS requirements for an arbitrary choice of ARQ parameters, while the PAC in [4] can only ensure the QoS requirements under certain ARQ parameters.
B. Comparison with the existing PAC policy
VI. CONCLUSIONS
In this paper, we propose a cross-layer optimal packet admission control policy with QoS constraints in both physical and network layers. While the previous research on PAC policy needs to adjust ARQ parameters to guarantee the QoS requirements, our proposed PAC policy is able to ensure all QoS requirements for any ARQ parameters. The proposed PAC policy provides a more flexible way to handle the QoS, and as a result, is capable of achieving an improved system throughput. A possible future direction would be the joint optimization of the AC policy and ARQ parameters in order to further improve the system performance.
