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$\mathcal{G}_{j},$ $j=0,1,2,$ $\ldots$ $\mathcal{G}0\equiv \mathcal{K}_{n}(A, r_{0})$ ,
$\mathcal{G}_{j+1}\equiv(I-\omega j+1A)(\mathcal{G}_{j}\cap\tilde{R}_{0}^{\perp})$ $\mathcal{K}_{n}(A, r_{0})$ $A$ $r0\equiv b-Ax0$ $n$
Krylov $n\cross s$ $\omega j$
IDRstab $\mathcal{G}_{k}$ $r_{k}$ $\mathcal{G}_{k+\ell}$ $r_{k+\ell}$ $k$
$\ell$ “1 ” 1 $\mathcal{G}_{k}$
$\mathcal{G}_{k}$ “IDR step” IDR step $\mathcal{G}_{k}$ 4
$\mathcal{G}_{k+\ell}$ “polynomial step” 2
2.1 IDR step
1 $r_{k}\in \mathcal{G}_{k}$ $x_{k}$ , $n\cross s$ $AU_{k}$
$AU_{k}$ $\mathcal{G}_{k}$
$\Pi_{i}^{(j)}$
$\Pi_{i}^{(j)}\equiv I-A^{i}U_{k}^{(j-1)}\sigma_{j}^{-1}\tilde{R}_{0}^{*}A^{j-i},$ $\sigma_{j}\equiv\tilde{R}_{0}^{*}A^{j}U_{k}^{(j-1)},$ $i=0,1,$ $\ldots,j,$ $j=1,2,$ $\ldots,$ $l$
$\tilde{R}_{t}^{*}\Pi_{j}^{(j)}=O$ $\Pi_{i+1}^{(j)}A=A\Pi_{i}^{(j)}$
IDR step $\Pi_{1}^{(j)}$ $\ell$ $\ell$ “
” $j$ $(j=1,2, \ldots, \ell)$ $(j)$ ” $j-1$
$r_{k}^{(j-1)}$ $x_{k}^{(j-)}$ , $A^{i}r_{k}^{(j-1)},$ $i=1,2,$ $\ldots,j-1$
$A^{i}U_{k}^{(j-1)},$ $i=0,1,2,$ $\ldots,j$ $x_{k}^{(0)}\equiv x_{k},$ $r_{k}^{(0)}\equiv r_{k},$ $U_{k}^{(0)}\equiv$
$i$






$\mathcal{K}_{s}(\Pi_{i}^{(j)}A, \Pi_{i}^{(j)}A^{i}r_{k}^{(j)})$ $A^{j-1}r_{k}^{(j)}$ $A$
$A^{j}r_{k}^{(j)}$ $A^{i}U_{k}^{(j)},$ $i=0,1,$ $\ldots,j$ 1 $\Pi_{i}^{(j)}$
$A^{i}U_{k}^{(j)}e_{1}\equiv\Pi_{i}^{(j)}A^{i}r_{k}^{(j)}=A^{i}r_{k}^{(j)}-A^{i}U_{k}^{(j-1)_{\beta_{1}^{(j)}}^{\neg}},$ $\beta_{1}^{(j)}\neg\equiv\sigma_{j}^{-1}\rho_{1}^{\prec j)},$ $\rho_{1}^{\prec j)}\equiv\tilde{R}_{0}^{*}A^{j}r_{k}^{(j)}$ (3)
$q<s$ $A^{j}U_{k}^{(j)}e_{q}$ $A$ $A^{j+1}U_{k}^{(j)}e_{q}=$
$c_{q}^{(j)}\equiv A(A^{j}U_{k}^{(j)}e_{q})$ $A^{i}U_{k}^{(j)},$ $i=0,1,$ $\ldots,j$ $q+1$ $\Pi_{i}^{(j)}$
$A^{i}U_{k}^{(j)}e_{q+1}=\Pi_{i}^{(j)}A^{i+1}U_{k}^{(j)}e_{q}=A^{i+1}U_{k}^{(j)}e_{q}-A^{i}U_{k}^{(j-1)}\vec{\beta}_{q+1}^{(j)},\vec{\beta}_{q+1}^{(j)}\equiv\sigma_{j}^{-1}\rho_{q+1}^{4j)},$ $\rho_{q+1}^{\prec j)}\equiv\tilde{R}_{0}^{*}c_{q}^{(j)}$ (4)
$j$ $A^{i}r_{k}^{(j)}\in \mathcal{G}_{k}\cap\tilde{R}_{C}^{\perp},$ $i=0,1,$ $\ldots,j-1$
$A^{i}U_{k}^{(j)}e_{q}\in \mathcal{G}_{k}\cap\tilde{R}_{0}^{\perp},$ $q=1,2,$ $\ldots,$ $s,$ $i=1,2,$ $\ldots,j$
2.2 polynomial step
IDR step $p$ $r_{k}^{(\ell)}$ $x_{k}^{(\ell)}$ , $A^{i}r_{k}^{(\ell)},$ $i=1,2,$ $\ldots,$ $l$
$+2$ $n\cross s$ $A^{i}U_{k}^{(\ell)},$ $i=0,1,$ $\ldots,$ $\ell+1$ polynomial step $r_{k}^{(l)}$
$AU_{k}^{(\text{ }}$
$r_{k+\ell}=r_{k}^{(\ell)}-\gamma_{1,k}Ar_{k}^{(l)}-\cdots-\gamma_{\ell,k}A^{\ell}r_{k}^{(\ell)},$ $AU_{k+\ell}=AU_{k}^{(\ell)}-\gamma_{1,k}A^{2}U_{k}^{(\ell)}-\cdots-\gamma_{\ell,k}A^{\ell+1}U_{k}^{(\ell)}$ .
$\gamma_{1,k},$ $\gamma_{2,k},$ $\ldots,$ $\gamma_{\ell,k}$
$\Vert r_{k+\ell}\Vert_{2}$ $r_{k+\ell}\in \mathcal{G}_{k+l}$
$AU_{k+\ell}e_{i}\in \mathcal{G}_{k+\ell},$ $i=1,2,$ $\ldots,$ $s$ [12]. $x_{k}^{(\ell)}$ $U_{k}^{(\ell)}$
$r_{k}^{(\ell)},$ $AU_{k}^{(\ell)}$







$x_{m+1}=x_{m}+u_{m},$ $r_{m+1}=r_{m}-Au_{m},$ $m=0,1,2,$ $\ldots$ . (5)
$u_{m}$ $Au_{m}$ $u_{m}$ $A$
$A$ $\Vert r_{m+1}\Vert_{2}$
$\Vert b-Ax_{m+1}\Vert_{2}$
IDRstab (1) $AU_{k}^{(j-1)}$ $U_{k}^{(j-1)}$ (5) $A$
$\Pi_{1}^{(j-1)}$ $AU_{k}^{(j-1)}\vec{\alpha}^{(j)}$
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$\downarrow A$ $\downarrow A$
$r_{k}^{(0)}$ 4
1: IDR step 1




$J.\ulcorner 1$ $\downarrow_{A}\cdot 1$




$\downarrow A$ $\downarrow A$
$\downarrow A$
$A^{2}U_{k}^{(2)}e_{1}$ $A^{2}U_{k}^{(2)}e_{2}$ . .. $A^{2}U_{k}^{(2)}e_{s}$
$\downarrow A$
$A^{2}r_{k}^{(2)}$
2: IDR step 2
(5)
$r_{k}^{(j)}=r_{k}^{(j-1)}-A(U_{k}^{(j-1)}\vec{\alpha}^{(j)}),$ $j=1,2,$ $\ldots,$ $\ell$ . (6)
(6) $U_{k}^{(j-1)}\vec{\alpha}^{(j)}$ $A$ polynomial step
$r_{k+l}$
$r_{k+p}=r_{k}^{(p)}-A(\gamma_{1,k}r_{k}^{(p)}-\gamma_{2,k}Ar_{k}^{(l)}-\cdots-\gamma_{\ell,k}A^{p-1}r_{k}^{(\ell)})$. (7)




IDRstab $s$ $\ell$ AXPY
AXPY
$A^{*}\tilde{R}_{0}$ [1] IDR step $\sigma j,\vec{\alpha}^{(j)}$ ,
$\rho_{1}^{4)}$ $\rho_{q+1}^{\prec j)}(q<s)$ $(A^{*}\tilde{R}_{0})^{*}A^{j-1}U_{k}^{(j-1)},$ $\sigma_{j}^{-1}((A^{*}\tilde{R}_{4})^{*}A^{j-2}r_{k}^{(j-1)})$ ,
$(A^{*}\tilde{R}_{0})^{*}A^{j-1}r_{k}^{(j)},$ $(A^{*}\tilde{R}_{0})^{*}A^{j}U_{k}^{(j)}e_{q}$ IDR step
$i$ $(j=1,2, \ldots, \ell)$ $A^{j}U_{k}^{0-1)}$
IDR step 1 $U_{k}^{(1)}$ $\Pi_{0}^{(1)}$ $U_{k}^{(1)}$
$A$ $AU_{k}^{(1)}$ $AU_{k}^{(0)}\equiv AU_{k}$ (1)
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1. Quasi-Minimal Residual [18]
1. Set $s_{0}=r_{0},$ $y_{0}=x_{0},\hat{u}_{0}=\hat{v}_{0}=0,$ $\tau_{0}=\Vert r_{0}\Vert_{2}$ and $m=1$ .
2. While $\Vert s_{m}\Vert_{2}>tol$
3. Compute $p_{m}=x_{m}-x_{m-1}$ and $Ap_{m}$
4. $\hat{v}_{m}=\hat{v}_{m-1}+p_{m},\hat{u}_{m}=\hat{u}_{m-1}+Ap_{m}$






2 $i=1,2,$ $\ldots,j-2$ (1) $A^{j-2}r_{k}^{(j)}$
$A$ $A^{j-1}r_{k}^{(j)}$ $i=0,1,$ $\ldots,j-1$ (3) (4)
$\ell$ $A^{\ell-1}r_{k}^{(\ell)}$ $A$ $A^{\ell}r_{k}^{(p)}$
(2) (6) IDR step $i$
$A^{j+1}U_{k}^{(j)}$ polynomial step $AU_{k}^{(\ell)}$
$AU_{k+\ell}$ 1 $\ell(s^{2}+3s)+\frac{1}{2}(\ell-1)-s$
AXPY 42
1-2 IDR step $\ell=2$ [12]
$\blacksquare$ $A$
IDRstab $r_{k}^{(j)}$ $\Pi_{1}^{(j)}$ 1-2 (6)
IDRstab “
1” IDRstab 1 IDRstab
4 QMR IDRstab QMR
$BiCG$ IDRstab
IDRstab 1
QMR IDRstab 1 IDRstab QMR
41 QMR
[18] QMR 1 $\{r_{m}\}$ $\{x_{m}\}$
$x_{m}$
$p_{m}$ $Ap_{m}$ 1 4-6
$s_{m}$ $y_{m}$ $\Vert s_{m}\Vert_{2}$
QMR [18].








1 IDRstab 1 IDR step polynomial step




IDRstab 1 QMR “ 2”
2 MATLAB $q\leq s$
$W=[w_{1}, \ldots, w_{s}]$ $[w_{1}, \ldots, w_{q}]$ $w_{q}$ $W_{(:,1:q)},$ $W_{(:,q)}$
$[W0;\cdots$ ; $W_{j]}\equiv[W_{0}^{T}, \ldots, W_{j}^{T}]^{T}$ 2 $i=0,1,$ $\ldots,j$
$U_{i},$ $V_{i},$ $r_{i}$ $u_{i}$ U, V, r, u $U=[U0;\cdots;U_{j}],$ $V=$
$[V_{0;}\ldots;V_{j}],$ $r=[r0;\cdots;r_{j}],$ $u=[u_{0};\ldots;uj]$
2 3 (6), (7)
$\vec{\tau},$ $\overline{T}$, mT QMR
1 IDRstab 1
2 QMR
[12] 2 6-7 25-26
$U_{0},$ $A^{j}U_{k}^{(j)}$
42
IDRstab 1, 2 1 1
(MVs), (AXPYs), $n$ (DOTs)
IDR step
1 IDRstab 1 1 $\ell+1$
AXPY $\ell(s^{2}+3s)+\frac{1}{2}(P-1)-s$
AXPY 2








1. Select an initial guess $x$ and an $(n\cross s)$ matrix $\tilde{R}_{\mathbb{C}}$ .
2. Compute $r_{0}=b-$ Ax, $r=[r_{0}]$
% Generate an initial $(n\cross s)$ matrix $U=[U_{0}]$
4. For $q=1,$ $\ldots,$ $s$
5. if $q=1,$ $u_{0}=r_{0}$ , else, $u_{0}=Au_{0}$
6. $\vec{\mu}=(U_{0(:,1:q-1)})^{*}u_{0},$ $u_{0}=u_{0}-U_{0(:,1:q-1)}\vec{\mu}$
7. $u_{0}=u_{0}/\Vert u_{0}\Vert_{2},$ $U_{0(:,q)}=u_{0}$
8. End for
9. While $\Vert s\Vert_{2}>tol$
10. For $j=1,$ $\ldots,$ $\ell$
% The $IDR$ step
11. $\sigma=(A^{*}\tilde{R}))^{*}U_{j-1}$
12. if $j=1,\vec{\alpha}=\sigma^{-1}(\tilde{R}_{0}^{*}r_{0})$ , else, $\vec{\alpha}=\sigma^{-}((A’ R)^{*}rj-2)$
13. $r_{0}=r_{0}-A(U_{0}\tilde{\alpha})$




21. if $j>1,$ $r=[r;ArJ-2]$
22. For $q=1,$ $\ldots,$ $s$
23. if $q=$ l, u $=r$, else, $u=[u_{1};\ldots;uj]$
24. $\vec{\beta}=\sigma^{-1}((A^{*}\tilde{R}_{0})^{*}u_{j-1}),$ $u=u-U\vec{\beta^{\ovalbox{\tt\small REJECT}}},$ $u=[u;Au_{i-1}]$
$25$ . $\vec{\mu}=(V_{j(:,1:q-1)})^{*}uJ,$ $u=u-V_{(:,1:q-1)}\vec{\mu}$






31. $\vec{\gamma}=[\gamma_{1};\ldots ; \gamma_{\ell}]=\arg\min_{\vec{\gamma}}\Vert r_{0}-[r_{1}, \ldots, r_{\ell}]\vec{\gamma}\Vert_{2}$
32. $r_{0}=r_{0}-A([r_{0}, \ldots, r\ell-1]$ $)$
$\hat{v}=\hat{v}+[r_{0}, \ldots, r_{\ell-1}]\gamma\neg,\hat{u}=\hat{u}+A([r_{0}, \ldots, r_{\ell-1}]\vec{\gamma})$








HP PC(Intel Core $i72.67GHz$ CPU) Intel $C++11$ . 1.048
[12] Matrix-Market
SHERMAN5 3312,20793
$=(1,1, \ldots, 1)^{T}$ $b=A\overline{x}$ $0$ ,
$tol=10^{-12}\Vert b\Vert_{2}$ $(0,1)$
$(s, l)$ (4, 2), (4, 4), (8, 2), (4, 8), (8, 8)
5.1
3-4 $(s, \ell)=(4,2),$ $(8,8)$ 2 $(\Vert r_{k}\Vert_{2}/\Vert b\Vert_{2}, \Vert s_{k}\Vert_{2}/\Vert b\Vert_{2})$








$(s, \ell)=(4,2),$ $(4,4),$ $(8,2)$ 1 IDRstab
1 IDRstab
1 AXPY $(s, \ell)=(4$ ,
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