Sparse Representation Classification Beyond L1 Minimization and the
  Subspace Assumption by Shen, Cencheng et al.
1Sparse Representation Classification Beyond `1
Minimization and the Subspace Assumption
Cencheng Shen, Li Chen, Yuexiao Dong, Carey E. Priebe
Abstract—The sparse representation classifier (SRC) has been utilized in various classification problems, which makes use of `1
minimization and is shown to work well for image recognition problems that satisfy a subspace assumption. In this paper we propose a
new implementation of SRC via screening, establish its equivalence to the original SRC under regularity conditions, and prove its
classification consistency under a latent subspace model. The results are demonstrated via simulations and real data experiments,
where the new algorithm achieves comparable numerical performance but significantly faster.
Index Terms—feature screening, marginal regression, principal angle, stochastic block model
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1 INTRODUCTION
Sparse coding has become widely recognized as a useful
tool in machine learning, thanks to the theoretical advance-
ment in regularized regression and `1 minimization [1], [2],
[3], [4], [5], [6], [7], [8], as well as numerous classification
and clustering applications in computer vision and pattern
recognition [9], [10], [11], [12], [13], [14].
In this paper, we concentrate on the sparse represen-
tation classification (SRC), which is proposed by [9] and
exhibits state-of-the-art performance for robust face recog-
nition. It is straightforward to implement, is shown to work
well for data satisfying the subspace assumption (e.g. face
recognition, motion segmentation, and activity recognition),
is a robust classifier against data contamination, and is
extend-able to block-wise SRC and structured data sets [15],
[16], [17]. Given a number of face images X = [x1, . . . , xn]
with the corresponding class labels Y = [y1, . . . , yn], the
task is to classify a new testing observation x. SRC identifies
a small subset X̂ in the training data that bests represent the
testing image, calculates the least square regression coeffi-
cients, and computes the regression residual for classifica-
tion. Comparing to nearest-neighbor and nearest-subspace
classifiers, SRC exhibits better finite-sample performance on
face recognition and is argued to be robust against occlusion
and contamination on images.
Other steps being standard, the most crucial part is to
extract the appropriate sparse representation for the test-
ing observation: A perfect representation is generally not
possible when the feature size (number of pixels) exceeds
the sample size, while an approximate representation is
often non-unique. Among all possible perfect or approxi-
mate representations, the most sparse representation (i.e.,
a subset of data of the minimal cardinality) often wins the
bias-variance trade-off and yields a better performance by
the statistic principle of parsimony. A sparse representation
is traditionally achieved by imposing the `0 constraint to
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linear regression. As `0 minimization is NP hard and unfea-
sible for large samples, `1 minimization becomes the best
practical choice due to its computational advantage, which
has a rich theoretical literation on exact sparsity recovery
under various conditions [3], [18], [5], [6], [7], [8]. Towards
this direction, it is argued in [9] that SRC is able to find the
most appropriate representation and ensures successful face
recognition under the subspace assumption: if data of the
same class lie in the same subspace while data of different
classes lie in different subspaces, then the subset of training
data identified by `1 minimization shall only consist of
observations from the correct class. Moreover, [13] derives a
theoretical condition for perfect variable selection under `1
minimization and existence of perfect representation.
However, the intrinsic mechanism of SRC is not well-
understood yet, and a number of literature have pointed out
that neither `1 minimization nor the subspace assumption
are indispensable for SRC to perform well [19], [20], [21],
[22]. Indeed, SRC shall succeed when the training data of
correct class dominate the representation in the regression
coefficients, rather than recovering the most sparse repre-
sentation by `1 minimization, nor achieving perfect variable
selection under the subspace assumption.
The prospects and the challenges motivated us to further
investigate the algorithm and the underlying theoretical
properties. In this paper we first propose a new imple-
mentation of SRC via screening, which is much faster than
via `1 minimization, achieves comparable numerical perfor-
mance, and enables a clear path towards the classification
consistency. We analyze the difference of the two algorithms,
establish their equivalence under regularity conditions, and
come up with a latent subspace mixture model that enables
the consistency of SRC, which is further extended to a con-
tamination model and a network model. Our results make
SRC more appealing in terms of theoretical foundation,
computational complexity and general applicability, which
are supported by numerical simulations and a variety of real
data experiments on images and network graphs.
The remaining of the paper is organized as follows: in
Section 2 we introduce necessary notations and review the
SRC framework. The main results are in Section 3, where we
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2propose the new SRC procedure and establish its theoretical
properties. The numerical experiments are in Section 4,
followed by proofs in Section 5.
2 PRELIMINARY
Notations
Let X = [x1, x2, . . . , xn] ∈ Rm×n be the training data
matrix, Y = [y1, y2, . . . , yn] ∈ [K]n be the class label vector,
where m is the number of dimensions (feature size), n is
the number of observations (sample size), and K is the
number of classes and [K] = [1, . . . ,K]. A common statisti-
cal framework is to assume that (x, y), (x1, y1), · · · , (xn, yn)
are independent realizations from a same distribution FXY ,
where (x, y) ∈ Rm × [K] is the testing pair and y is the true
but unobserved label. A classifier gn(x,Dn) is a function
that estimates the unknown label y ∈ [K] based on the
training pairs Dn = {(x1, y1), · · · , (xn, yn)} and the testing
observation x. For brevity, we always denote the classifier
as gn(x), and the classifier is correct when gn(x) = y.
Throughout the paper, we assume all observations are of
unit norm (‖xi‖2 = 1), because SRC scales all observations
to unit norm by default.
The sparse representation selects a subset of the training
data that best represents the testing observation. Suppose
s is the sparsity level (the number of training observa-
tions selected), we denote the subset of training data as
X̂ = [x(1), x(2), . . . , x(s)] ∈ Rm×s. Once X̂ is determined,
βˆ is the s× 1 least square regression coefficients between X̂
and x, and the regression residual equals ‖x − X̂ βˆ‖2. For
each k ∈ [K] and a given X̂ , we define
X̂k = {x(i) ∈ X̂ , i = 1, . . . , s | y(i) = k}
X̂−k = {x(i) ∈ X̂ , i = 1, . . . , s | y(i) 6= k}.
Namely, X̂k is the subset of X̂ that contains all observations
from class k, and X̂−k = X̂ − X̂k. We further denote βˆk
as the regression coefficients of βˆ corresponding to X̂k, and
βˆ−k as the regression coefficients corresponding to X̂−k, i.e.,
X̂kβˆk + X̂−kβˆ−k = X̂ βˆ.
The original SRC makes use of the class-wise regression
residual ‖x− X̂kβˆk‖2 in Algorithm 1.
Sparse Representation Classification by `1
SRC consists of three steps: subset selection, least square
regression, and the classification step. Algorithm 1 describes
the original algorithm: Equation 1 identifies the sparse
representation, and solves the least square regression co-
efficients βˆ at the same time. Then Equation 3 assigns
the class by minimizing the class-wise regression residual.
Computation-wise, the `1 minimization step takes at least
O(mns), while the classification step is much cheaper and
takes O(msK).
The `1 minimization step is the only computational
expensive part of SRC, which has been argued as the crucial
step to ensure its success. Computation-wise, there exists
various iterative implementations of similar complexity,
such as `1 homotopy method [1], [2], [4], orthogonal match-
ing pursuit (OMP) [23], [24], augmented Lagrangian method
Algorithm 1 Sparse representation classification by `1 min-
imization
Input: The training data matrix X , the known label
vector Y , and the testing observation x.
`1 Minimization: For each testing observation x, find X̂
and βˆ that solves the `1 minimization problem:
βˆ = arg min ‖β‖1 subject to ‖x− X̂β‖2 ≤ . (1)
Classification: Assign the testing observation by mini-
mizing the class-wise residual, i.e.,
g`1n (x) = arg min
k∈[K]
‖x− X̂kβˆk‖2, (2)
break ties deterministically.
Output: The estimated class label g`1n (x).
[12], among many others. We use the homotopy algorithm
for subsequent analysis and numerical comparison without
delving into the algorithmic details.
Note that model selection of s is inherent to the `1 mini-
mization problem, i.e., one need to either specify a tolerance
noise level  or a maximum sparsity level in order for the
iterative algorithm to stop, unless there exists X̂ to achieve
perfect recovery which is rare in practice. The choice does
not affect the theorems, but can impact the actual numerical
performance and thus a separate topic for investigation [25],
[26]. In this paper we always set the maximal sparsity level
in `1 minimization as min{n/log(n),m}, which is also used
by the new SRC algorithm via screening and achieves good
empirical performance for both algorithms.
3 MAIN RESULTS
In this section, we first present the new SRC algorithm via
screening, which differs from the original SRC algorithm
mostly in the subset selection step and slightly in the classi-
fication step. Then we investigate the theoretical properties
of the classification step by class dominance, prove the
classification consistency under the latent subspace mixture
model, followed by further generalizations.
3.1 SRC via Screening
The new SRC algorithm is shown in Algorithm 2, which
replaces the `1 minimization step by screening, and mini-
mizes the class-wise residual in angle in the classification
step. Algorithm 2 has a better computation complexity
because the screening procedure is non-iterative in nature,
which simply chooses s observations out of X that are most
correlated with the testing observation x as X̂ , and merely
requires O(mn+ nlog(n)) instead of O(mns) for `1.
Indeed, the screening procedure has recently gained
popularity as a fast alternative of regularized regression
for high-dimensional data analysis. The speed advantage
makes it a suitable candidate for efficient data extraction,
and is shown to be equivalent to `1 and `0 minimization
under various regularity conditions [27], [28], [29], [30], [31],
3[32]. In particular, it is argued that the maximal sparsity level
s = max{n/log(n),m} works well for screening [27], thus
the default choice in both SRC algorithms.
Algorithm 2 Sparse representation classification by screen-
ing
Input: The training data matrix X , the known label
vector Y , and the testing observation x.
Screening: Calculate Ω = {xT1 x, xT2 x, · · · , xTnx} (T
is the transpose), and sort the elements by decreas-
ing order. Take X̂ = {x(1), x(2), . . . , x(s)} with s =
min{n/log(n),m}, where xT(i)x is the ith largest element
in Ω.
Regression: Solve the ordinary least square problem
between X̂ and x. Namely, compute β = X̂−1x where
X̂−1 is the Moore-Penrose inverse.
Classification: Assign the testing observation by
gscrn (x) = arg min
k∈[K]
θ(x, X̂kβˆk), (3)
where θ denotes the principal angle. Break ties deter-
ministically.
Output: The estimated class label gscrn (x).
3.2 Class Dominance in the Regression Vector
Next we analyze the classification step of SRC, and define
the notion of class dominance for given sparse representa-
tion X̂ and the regression vector βˆ. The definition captures
when SRC can achieve correct classification and establishes
the equivalence of the two slightly different classifiers under
regularity conditions.
Definition (Class Dominance in Magnitude). Given the se-
lected training data X̂ and the testing observation x. We say class
y dominates the sparse representation in magnitude if and only if
‖X̂−yβˆ−y‖2 < ‖X̂−kβˆ−k‖2 for all classes k 6= y.
Definition (Class Dominance in Angle). Given the selected
training data X̂ and the testing observation x. We say class
y dominates the sparse representation in angle if and only if
θ(x, X̂yβˆy) < θ(x, X̂kβˆk) for all classes k 6= y.
It follows that
Lemma 1. Given X̂ and x, g`1n (x) = y if and only if class
dominance in magnitude holds for class y; and gscrn (x) = y if
and only if class dominance in angle holds for class y.
Lemma 2. Given X̂ and x, g`1n (x) = y implies gscrn (x) = y
when any of the following condition holds:
• K = 2 and X̂ is of full rank;
• Data of different classes are orthogonal to each other, i.e.,
θ(X̂yβˆy, X̂kβˆk) = 0 for all k 6= y;
• For all k 6= y it holds that ‖X̂yβˆy‖2 − ‖X̂kβˆk‖2 >
‖X̂−kβˆ−k‖2 − ‖X̂−yβˆ−y‖2.
The above lemmas state that when the screening step
and the `1 minimization step both yield the same subset X̂ ,
the new SRC is the same as the old SRC, if the number of
classes are two, or each class is orthogonal to each other, or
the data of the correct class are significantly larger than data
of all other classes in the representation. The three scenarios
are prevalent in classification: binary classification problems
are still common; random vectors in high-dimensional are
orthogonal to each other with probability increasing to 1 as
dimensionality increases [33]; and it is often the case the
sparse representation are mostly from data of the correct
class.
3.3 Consistency Under Latent Subspace Mixture Model
In this subsection we formalize the probabilistic setting of
classification based on [34], and investigate the consistency
of SRC. Suppose
(X,Y ), (X1, Y1), . . . , (Xn, Yn)
i.i.d.∼ FXY
denote the random variables of the sample realizations
(x, y), (x1, y1), . . . , (xn, yn). The prior probability of each
class k is denoted by ρk ∈ [0, 1] with
K∑
k=1
ρk = 1,
and the probability of error is defined by
L(gn) = Prob(gn(X) 6= Y ).
The classifier that minimizes the probability of error is called
the Bayes classifier, whose error rate is optimal and denoted
by L∗. The sequence of classifiers gn is consistent for a
certain distribution FXY if and only if
L(gn)→ L∗ as n→∞.
Based on the probabilistic setting and the previous sub-
section on class dominance, if the derived sparse represen-
tation by screening is dominated by the correct class Y with
probability 1, then the consistency of SRC is guaranteed. It is
clear that SRC cannot be universally consistent, i.e., there ex-
ists some distribution FXY such that SRC is not consistent.
A simple example is a two-dimensional data space where all
the data lie on the same line passing through the origin, then
SRC can not distinguish between them (as the normalized
data are essentially a single point), whereas a simple linear
discriminant without normalization is consistent. To that
end, we propose the following model such that SRC can
perform well:
Definition (Latent Subspace Mixture Model). We say
(X,Y ) ∼ FXY ∈ (Rm× [K]) follows a latent subspace mixture
model if and only if there exists a lower-dimensional continuously
supported latent variable U ∈ Rd (d ≤ m), and m × d matrices
Wk ∈ R(m×d) for each k ∈ [K] such that
X|Y = WY U.
Namely, there exists a low-dimensional latent variable
U , but what is observed is a high-dimensional X associated
with a class-dependent and unseen transformation. The
latent subspace mixture model well reflects the original
subspace assumption: data of the same class lie in the same
subspace, while data of different classes lie in different
4subspaces. The subspace location is determined by Wk and
the model does not require a perfect linear recovery. Similar
models have been used in a number of probabilistic high-
dimensional analysis, e.g., probabilistic principal compo-
nent analysis in [35].
Definition (The Principal Angle Condition). Under the latent
subspace mixture model, denote W = [W1|W2| · · · |WK ] ∈
R(m×Kd) as the concatenation of all possible Wk, and W|Wk
denotes the concatenation without Wk. We say W satisfies the
principal angle condition if and only if
Wk 6∈ span(W|Wk)
for each k ∈ [K].
Essentially, the condition states that the subspace of each
class cannot be spanned by subspaces from other classes,
nor any linear combination of other subspaces. The principal
angle condition and the latent subspace mixture model
allow data of the same class to be arbitrarily close in angle,
while data of different classes to always differ in angle,
which yields the theoretical consistency of SRC.
Theorem 1. Under the latent subspace mixture model and the
principal angle condition, the SRC classifier by screening is
consistent with L∗ being zero, i.e.,
L(gscrn )→ L∗ = 0 (4)
as n→∞.
When regularity conditions are imposed on the data
such that screening is equivalent to `1 minimization in
sparse representation and class dominance in angle equals
class dominance in magnitude, the above theorem essen-
tially establishes the consistency of the original SRC by `1
minimization.
3.4 Robustness against Contamination
In block contamination, certain pixels / dimensions of the
data are contaminated or un-observed, thus treated as zero.
Under the latent subspace mixture model, we characterize
the contamination scenario by imposing the contamination
on the transformation matrix Wk, i.e., some entries of Wk
are 0.
Definition (Latent Subspace Mixture Model with Contami-
nation). Under the latent subspace mixture model, for each class
k define Vk as the contamination vector of size 1×m:
Vk(j) = 1 when jth dimension is not contaminated,
Vk(j) = 0 when jth dimension is contaminated.
Then the contaminated random variable X is
X|Y = diag(VY )WY U,
where diag(Vk) is a diagonal matrix of size m × m and
diag(Vk)(j, j) = Vk(j).
Based on previous theorem, we immediately have SRC
consistency under contamination by properly adjusting the
principal angle condition onW .
Corollary 1. Under the contamination model, SRC by screen-
ing is consistent when W = [diag(V1)W1| · · · |diag(VK)WK ]
satisfies the principal angle condition.
3.5 Consistency Under Stochastic Block-Model
SRC is shown as a robust vertex classifier in [14], exhibiting
superior performance than other classifiers for both simu-
lated and real networks. Here we prove SRC consistency
for the stochastic block model [36], [37], [38], which is a
popular network model commonly used for classification
and clustering. Although the results are extend-able to
undirected, weighted, and other similar graph models, for
ease of presentation we concentrate on the directed and
unweighted SBM.
Definition (Directed and Unweighted Stochastic Block
Model (SBM)). Given the class membership Y , a directed
stochastic block model generates an n×n binary adjacency matrix
X via a class connectivity matrix V ∈ [0, 1]K×K by Bernoulli
distribution B(·):
X (i, j) = B(V (yi, yj)).
From the definition, the adjacency matrix produced by
SBM is a high-dimensional object that is characterized by a
low-dimensional class connectivity matrix. It is thus similar
to the latent subspace mixture model, and can be thought of
as a special case where U is a vector of ones.
Theorem 2. Denote ρ ∈ [0, 1]K as the prior probability of
each class, SRC by screening is consistent for vertex classification
under SBM when
ρ ◦ V (Y, :)V (Y, :)T
‖ρ ◦ V (Y, :)‖1/21
>
ρ ◦ V (Y, :)V (Y ′, :)T
‖ρ ◦ V (Y ′, :)‖1/21
(5)
holds for Y ′ 6= Y , where ◦ denotes the entry-wise product.
The condition also guarantees data of the same class
to be more similar in angle than data of different classes,
thus inherently the same as the principal angle condition
for latent subspace mixture model.
4 NUMERICAL EXPERIMENTS
In this section we apply the SRC screening algorithm to
various simulations and experiments. The evaluation crite-
rion is the leave-one-out error: within each data set, one
observation is hold out for testing and the remaining are
used for training, do the classification, and repeat until
each observation in the given data is hold-out once. The
simulations show that SRC is consistent under both latent
subspace mixture model and stochastic block model, and
robust against contamination. The phenomenon is the same
for real data experiments on both the network data and
image data. Overall, we observe that SRC by screening
performs very similar to the original SRC algorithm, but
achieves so with better running time.
4.1 Latent Subspace Mixture Simulation
The model parameters are set as: m = 5, d = 2, K = 3 with
ρ1 = ρ3 = 0.3, ρ2 = 0.4. The Wk matrices are:
W1 =
3 11 1
1 1
 W2 =
1 13 1
1 1
 W3 =
1 11 1
3 1
 ,
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Fig. 1: SRC errors under Latent Subspace Mixture Model.
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Fig. 2: SRC Errors under Stochastic Block Model.
which satisfies the principal angle condition in Theorem 1.
We generate sample data (X ,Y) for n = 30, 60, . . . , 300,
compute the leave-one-out error, then repeat for 100 Monte-
Carlo replicates and plot average errors in Figure 1. The left
panel has no contamination, while the right panel has 20%
of the features contaminated to 0 in X . In both panels, SRC
by screening and SRC by `1 have similar errors.
4.2 Stochastic Block Model Simulation
Next we generate the adjacency matrix by the stochastic
block model. We still take K = 3 with ρ1 = ρ3 = 0.3, ρ2 =
0.4, generate sample data (X ,Y) for n = 30, 60, . . . , 300,
compute the leave-one-out error, then repeat for 100 Monte-
Carlo replicates and plot the average errors in Figure 2. The
class connectivity matrix V equals
V =
0.3 0.1 0.10.1 0.3 0.1
0.1 0.1 0.3
 ,
which satisfies the condition in Theorem 2 and shares a
similar performance as the previous simulation under the
latent subspace mixture model.
4.3 Face and Object Images
Next we experiment on two image data sets where SRC
excels at. The Extended Yale B database has 2414 face
images of 38 individuals under various poses and lighting
conditions [39], [40], which are re-sized to 32 × 32. Thus
m = 1024, n = 2414, and K = 38. The Columbia Object
Image Library (Coil20) [41] consists of 400 object images of
(a)
(b)
Fig. 3: Images with Contamination
20 objects under various angles, and each image is also of
size 32× 32. In this case m = 1024, n = 400, and K = 20.
The leave-one-out errors are reported in the first two
columns of Table 1, and the running times are reported in
Table 2. Both SRC methods achieve excellent classification
accuracy, and SRC by screening enjoys a superior running
time.
Next we verify the robustness of new SRC against con-
tamination. Figure 3 shows some examples of the image
data, pre and post contamination. As the contamination rate
increases from 0 to 50% of the pixels, the error rate increases
significantly. SRC by screening enjoys the same robustness
against contamination as the original SRC method, as shown
in top two panels of Figure 4.
4.4 Network Connectivity
In this section we apply SRC to vertex classification of
network graphs. The first graph is collected from Wikipedia
article hyperlinks [42]. A total of 1382 English documents
based on the 2-neighborhood of the English article “alge-
braic geometry” are collected, and the adjacency matrix is
formed via the documents’ hyperlinks. This is a directed,
unweighted, and sparse graph without self-loop, where the
graph density is 1.98% (number of edges divided by the
maximal number of possible edges). There are five classes
based on article contents (119 articles in category class,
372 articles about people, 270 articles about locations, 191
articles on date, and 430 articles are real math). Thus we
have m = n = 1382 and K = 5.
The second graph we consider is the electric neural
connectome of Caenorhabditis elegans (C.elegans) [43], [44],
6TABLE 1: Leave-one-out Error Comparison
Data Yale Images Coil Images Wikipedia Graph C-elegans Network
SRC by Screening 1.66% 0.01% 32.27% 42.29%
SRC by `1 0.62% 0.56% 29.31% 48.62%
TABLE 2: Running Time Comparison (in seconds)
Data Yale Images Coil Images Wikipedia Graph C-elegans Network
SRC by Screening 72.7 25.1 32.3 0.3
SRC by `1 1101.5 345.9 573.7 9.1
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Fig. 4: SRC for Contaminated Real Data
[45]. The hermaphrodite C.elegans somatic nervous system
has over two hundred neurons, classified into 3 classes:
motor neurons, interneurons, and sensory neurons. The
adjacency matrix is also undirected, unweighted, and sparse
with density 1.32%. This is a relatively small data set where
m = n = 253 and K = 3.
The leave-one-out errors are reported in the last two
columns of Table 1, the running times are reported in
Table 2, and the contaminated classification performance are
shown in the bottom panels of Figure 4. The interpretation
and performance curve are very similar to those of the
image data, where SRC by screening is much faster without
losing performance.
5 PROOFS
Lemma 1
Proof. Given the selected subset X̂ , the sparse representation
of the testing observation can be decomposed as
x = X̂ βˆ + 
= X̂kβˆk + X̂−kβˆ−k + ,
for any class k, where  is the regression residual orthogonal
to both X̂kβˆk and X̂−kβˆ−k.
For original SRC, g`1n (x) = y if and only if
‖x− X̂yβˆy‖ < ‖x− X̂kβˆk‖ for all k 6= y
⇔‖X̂−yβˆ−y + ‖ < ‖X̂−kβˆ−k + ‖ for all k 6= y
⇔‖X̂−yβˆ−y‖ < ‖X̂−kβˆ−k‖ for all k 6= y,
where the last line follows because  is always orthogonal
to the sparse representation. For SRC with screening, it is
immediate that gscrn (x) = y if and only if θ(x, X̂yβˆy) <
θ(x, X̂kβˆk) for all k 6= y.
Lemma 2
Proof. As x = X̂yβˆy + X̂−yβˆ−y + , it follows that
cos θ(x, X̂yβˆy) = |xT X̂yβˆy|/(‖x‖2‖X̂yβˆy‖2)
= |(‖X̂yβˆy‖22 + (X̂−yβˆ−y)T X̂yβˆy|/‖X̂yβˆy‖2
= ‖X̂yβˆy‖2 + (X̂−yβˆ−y)T X̂yβˆy/‖X̂yβˆy‖2
= ‖X̂yβˆy‖2 + ‖X̂−yβˆ−y‖2 · cos θ(X̂yβˆy, X̂−yβˆ−y),
where 0 ≤ cos θ(X̂yβˆy, X̂−yβˆ−y) ≤ 1. When X̂ is of full
rank, the ≤ 1 inequality becomes strict, in which case
cos θ(x, X̂yβˆy) < cos θ(x, X̂−yβˆ−y)⇔ ‖X̂−yβˆ−y‖ < ‖X̂yβˆy‖.
When K = 2, ‖X̂−yβˆ−y‖ is the representation of the
other class, thus class dominance in angle is automatically
equivalent to class dominance in magnitude. When data
of one class is always orthogonal to data of another class,
cos θ(X̂kβˆk, X̂−kβˆ−k) = 0 for any k. It follows that
cos θ(x, X̂kβˆk) = ‖X̂kβˆk‖ = ‖x‖ − ‖X̂−kβˆ−k‖,
and class dominance in angle is equivalent to class domi-
nance in magnitude. When the third condition holds, class
dominance in magnitude leads to
‖X̂yβˆy‖2 > ‖X̂kβˆk‖2 and ‖X̂−yβˆ−y‖2 < ‖X̂−kβˆ−k‖2
for all k 6= y, and it follows that cos θ(x, X̂yβˆy) >
cos θ(x, X̂−yβˆ−y) and class dominance in angle holds.
Theorem 1
Proof. Recall that x is the fixed testing observation of class
y with the underlying random variable pair being (X,Y ).
Denote (X ′, Y ) as an independent and identical copy of
(X,Y ) of the same class. Define Z−Y = [X1, X2, . . . , Xs]
as a collection of random variable Xi with Yi 6= Y , and
7C as a linear vector of size s. By Lemma 1, for SRC to be
consistent it suffices to prove that with probability converg-
ing to 1, X ′ is included in the sparse representation and
cos θ(X,X ′) > max{Z−Y ,C} cos θ(X,Z−Y C). Let us con-
sider two cases: X = Z−Y C for some C , and X 6= Z−Y C
for all C .
Under the latent subspace mixture model, we have X =
WY U , and Xi = WYiUi with Yi 6= Y . Basic linear algebra
yields that for nonzero u,
WY u 6=
s∑
i=1
WYiuiC, ∀C
⇔WY 6∈ span(WY1 ,WY2 , . . . ,WYs).
Therefore, when the principal angle condition is satisfied,
X 6= Z−Y C for any C with probability 1. It follows that
max
{Z−Y ,C}
cos θ(X,Z−Y C) = β < 1 (6)
cos θ(X,X ′) = (UTWTY )(WY U
′
)/(‖WY u‖‖WY U ′‖) ∈ [0, 1].
As sample size n increases, the above arguments and order
statistics immediately yield the following lemma, which
denotes the nearest-neighbor of X in angle by X(1) and
states that they are asymptotically of the same class with
the angle difference goes to 0.
Lemma 3. Under the same setting as Theorem 1, as n → ∞ it
holds that
θ(X,X(1))→ 0
Y(1) → Y,
where (X(1), Y(1)) denotes the observation pair that is closest to
X in angle among the training data (X1, X2, . . . , Xn).
A proof is straightforward: as sample size increases and
data of the same class increases in number, the closest train-
ing observation to X within the same class will converge
to 0 in angle, while the closest training observation to X
from a different class will be bounded below by a non-zero
constant as shown in Equation 6. Thus the closest training
observation will come from the same class.
Moreover, X(1) always enters the sparse representation
as by definition it enters the X̂ the first during screening. It
follows that as sample size increases,
θ(X, X̂Y βˆY ) ≤ θ(X,X(1)) < θ(X, X̂kβˆk)
holds in probability for k 6= Y . Therefore, under the latent
subspace mixture model and the principal angle condition,
SRC by screening is consistent.
Note that the first inequality above is what ensures SRC
to usually perform better than 1-nearest-neighbor in angle:
although 1-nearest-neighbor in angle can be consistent un-
der the same set-up, the more data of the same class enter
the sparse representation, the larger the angle difference,
and the better the finite-sample performance. On the other
hand, if the sparsity level s is too large and too many
observations of the incorrect class are included, θ(X, X̂kβˆk)
can be very close to 0 and thus deteriorating the finite-
sample performance.
Theorem 2
Proof. It suffices to prove Lemma 3 under SBM, and every
other step follows as in Theorem 1.
Denote x as the testing adjacency vector of size 1 × n,
and x1 as a training adjacency vector of size 1× n. Then
cos θ(x, x1) =
∑n
j=1 B(V (y, Yj)V (y1, Yj))√∑n
j=1 B(V (y, Yj))
∑n
j=1 B(V (y1, Yj))
n→∞→ E(V (y, Y )V (y1, Y ))
E(V (y, Y ))E(V (y1, Y ))
=
∑K
k=1 ρkV (y, k)V (y1, k)√∑K
k=1 ρkV (y, k)
∑K
k=1 ρkV (y1, k)
=
ρ ◦ V (y, :)V (y1, :)T√‖ρ ◦ V (y, :)‖1‖ρ ◦ V (y1, :)‖1
It follows that when Equation 5 holds, cos θ(X,X ′) >
cos θ(X,X1) always holds asymptotically for Y = Y ′ 6= Y1.
Thus Lemma 3 holds under SBM.
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