A time discretization method consists in dividing the interval [0,T] into smaller subintervals, applying the Ito-Taylor formula (to be described later) on each subinterval, keeping a given number of terms, and piecing out these approximations to get an approximate solution. We then expect these approximations will converge to the true solution when the subintervals become finer and finer.
To describe the Ito-Taylor formula, we introduce the following operators on functions h : [0, T] The "main term" is a sum over a finite set r of multi-indices, which has the following property : if a = (ai, ~ ~ ~ al) E r, then -a : = (a2, ... , al) E r. On the other hand, r' is the set {a : a ~ r, -a E r} . This structure comes from the fact that each term is obtained by applying (1.5) to a preceding term. Now a so called discretization scheme is obtained by discarding the remainder in (1.8). Since Xtn is not known in the recursive computation, we replace it by its approximation Y~, (Throughout this paper we will omit its explicit dependence on partition 7r to simplify notation), and then we get the following approximation scheme, starting at Yo = x (1.9) Yt = Ytn + L f 0 3 B 1 ( t n , Y t n ) I 0 3 B 1 , t n , t 
Applying (3.5) repeatedly, we obtain |M03B1| ~ C ( 0 3 C 9 ) ( t -t n ) k + 1 (3.6) = | IE 0 3 A 3 u ' ( t n , X t n -1 Y n -1 t n ) ( Y t n -X t n -1 Y n -1 t n ) 
