Homeomorphism of solutions to backward SDEs and applications  by Qiao, Huijie & Zhang, Xicheng
Stochastic Processes and their Applications 117 (2007) 399–408
www.elsevier.com/locate/spa
Homeomorphism of solutions to backward SDEs and
applicationsI
Huijie Qiao, Xicheng Zhang∗
Department of Mathematics, Huazhong University of Science and Technology, Wuhan, Hubei 430074, PR China
Received 12 July 2005; received in revised form 25 July 2006; accepted 15 September 2006
Available online 10 October 2006
Abstract
In this paper we study the homeomorphic properties of the solutions to one dimensional backward
stochastic differential equations under suitable assumptions, where the terminal values depend on a real
parameter. Then, we apply them to the solutions for a class of second order quasilinear parabolic partial
differential equations.
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1. Introduction and main results
Let {Wt , t > 0} be a one dimensional standard Brownian motion defined on some probability
space (Ω ,F, P), Ft the natural and P-completed σ -filtration associated to Wt . For fixed T > 0,
consider the following one dimensional backward stochastic differential equation (BSDE):
Y ξt = ξ +
∫ T
t
f (s, Y ξs , Z
ξ
s )ds −
∫ T
t
Z ξs dWs, t ∈ [0, T ], (1)
where the terminal condition ξ ∈ L2(Ω ,FT , P), and f (s, ω, y, z) : [0, T ] × Ω × R× R 7→ R
satisfies that
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(H1f ) for all y, z ∈ R the process t 7→ f (t, y, z) is Ft -adapted,
∫ T
0 | f (s, 0, 0)|ds ∈
L2(Ω ,FT , P), and for some C f > 0 and all (s, ω) ∈ [0, T ] × Ω , y, y′, z, z′ ∈ R
| f (s, ω, y, z)− f (s, ω, y′, z′)| 6 C f (|y − y′| + |z − z′|). (2)
Solving such an equation is to find a pair of Ft -adapted processes (Yt , Z t ) such that Eq.
(1) holds. In this nonlinear case, applying the representation theorem of martingales with
respect to Brownian motions, the existence and uniqueness for Eq. (1) were first established
by Pardoux–Peng [4]. Since then, the theory for BSDEs achieved fruitful results, which has
also been proved to be an efficient tool such as in mathematical finances and stochastic optimal
controls (cf. [1,7], etc.).
In this paper, we consider the following problem: if the terminal condition ξ is replaced
by a family of FT -measurable random variables ξ(x) depending on a parameter x ∈ R and
such that x 7→ ξ(x, ω) a.s. are homeomorphisms on R, could the corresponding solution
to Eq. (1) x 7→ Y ξ(x)t be homeomorphisms on R? When all the things are non-random,
this problem is of course affirmative. In the case of forward stochastic differential equations,
stochastic homeomorphisms flows are well known and were studied in [10,2,8,9,11,12], etc. In
particular, in his book [8], Protter studied the more general stochastic flows of SDEs driven
by semimartingales. The situation for BSDEs seems to be different. However, notice that the
comparison theorem for Eq. (1) has been established in [6,1,7,3]; the main point for us is only
to prove the onto property of x 7→ Y ξ(x)t . We are mainly devoted to proving the following two
results.
Theorem 1.1. In addition to (H1f ), we also assume that
(H2f ) the random variable
∫ T
0 | f (s, 0, 0)|ds is bounded by C0;
(H1ξ ) for almost all ω, x 7→ ξ(x, ω) is increasing (or decreasing) and a homeomorphism on R;
(H2ξ ) for any R > 0, there are δR,CR > 0 such that E|ξ(x) − ξ(y)|2 6 CR |x − y|1+δR for all|x |, |y| 6 R;
(H3ξ ) for some R0 > 0 and ε > 0, inf|x |>R0 ξ(x, ω)/g(x) > ε a.s., where g(x) is a real
continuous function on R satisfying limx→±∞ g(x) = ±∞ (or limx→±∞ g(x) = ∓∞).
Then, for almost all ω ∈ Ω , the map R 3 x 7→ Y ξ(x)t (ω) ∈ R is a homeomorphism for every
t ∈ [0, T ].
The proof of onto property for this theorem is based on an extended comparison theorem for
BSDE given in Section 2, which is used to compare from above and below the solutions of the
BSDE with the Backward Ordinary Differential Equation.
Theorem 1.2. In addition to (H1f ), (H
1
ξ ) and (H
2
ξ ), we assume that
(H2′f ) for some C1 > 0 and ε1 > 0, it holds that
y · f (s, ω, y, z) > −C1|z|2, for all (s, ω) ∈ [0, T ] × Ω and |y| 6 ε1, z ∈ R;
(H3′ξ ) for some α <
1−2C1
2 ∧ 0, lim inf|x |→∞ E|ξ(x)|4α = 0.
Then, for almost all ω ∈ Ω , the map R 3 x 7→ Y ξ(x)t (ω) ∈ R is a homeomorphism for every
t ∈ [0, T ].
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The proof of onto property for this theorem is based on Yamada–Ogura’s argument [10]. An
elementary function satisfying (H1f ) and (H
2′
f ) is f (y, z) = y + arctan y · (1+ sin z). Moreover,
it is clear that (H3ξ ) implies (H
3′
ξ ). These two theorems will be proved in Section 2.
A simple financial meaning for these results is explained as follows: if one investor wants
to get sufficiently high return at a future time, then he or she must invest enough money at the
present time.
In Section 3, we apply Theorem 1.2 to the following backward stochastic differential equation
coupled with a forward stochastic differential equation:
X t,xs = x +
∫ s
t
b(X t,xr )dr +
∫ s
t
σ(X t,xr )dWr , s ∈ [t, T ],
Y t,xs = h(X t,xT )+
∫ T
s
f (r, X t,xr , Y
t,x
r , Z
t,x
r )dr −
∫ T
s
Z t,xr dWr , s ∈ [t, T ],
(3)
where b, σ, h : R 7→ R and f : [0, T ] × R× R× R 7→ R are Borel measurable functions. This
type equation was proved in Pardoux–Peng [5] to be related to some second order quasilinear
parabolic partial differential equations under some regularity assumptions on the above nonlinear
functions. Our another aim in the present paper is to obtain the homeomorphic property for
x 7→ Y t,xs , and furthermore, get the homeomorphic property for the solutions to some second
order parabolic partial differential equations.
Throughout the paper, C with or without indices will denote different positive constants
(depending on the indices) whose values are not important.
2. Proofs of Theorems 1.1 and 1.2
Before proving our main results, let us first prove a slight extension for the comparison
theorem of BSDEs. Here the method is borrowed from El-Karoui–Peng–Quenez [1].
Theorem 2.1. Suppose that
(i) f 1 satisfies (H1f ) with Lipschitz constant C f 1 , and f
1(s, ω, y, z) > f 2(s, ω, y, z) for all
(s, ω) ∈ [0, T ] × Ω and y, z ∈ R;
(ii) V 1t and V
2
t are Ft -adapted and finite variation processes with d(V 1−V 2)+t 6 dβt for some
determined and increasing function βt , where d(V 1−V 2)+t denotes the positive variational;
(iii) ξ1, ξ2, V 1T , V
2
T ∈ L2(Ω ,FT , P), ξ1 − ξ2 + V 1T − V 2T > ε a.s. for some ε > 0.
Let Y 1t and Y
2
t be the solutions to the following BSDEs:
Y 1t = ξ1 + V 1t +
∫ T
t
f 1(s, Y 1s , Z
1
s )ds −
∫ T
t
Z1s dWs, t ∈ [0, T ],
Y 2t = ξ2 + V 2t +
∫ T
t
f 2(s, Y 2s , Z
2
s )ds −
∫ T
t
Z2s dWs, t ∈ [0, T ].
Then we have for any t ∈ [0, T ]
Y 1t − Y 2t > e−C f 1T ε − eC f 1TβT , a.s.
In particular, if V 1t = V 2t and ξ1 > ξ2 a.s., then for all t ∈ [0, T ]
Y 1t > Y
2
t , a.s.
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Proof. Put
ξˆ = ξ1 − ξ2, Yˆt = Y 1t − Y 2t , Vˆt = V 1t − V 2t , Zˆ t = Z1t − Z2t ,
fˆt = f 1(t, Y 2t , Z2t )− f 2(t, Y 2t , Z2t ),
and
at := [ f 1(t, Y 1t , Z1t )− f 1(t, Y 2t , Z1t )]/(Y 1t − Y 2t )1{Y 1t 6=Y 2t }
bt := [ f 1(t, Y 2t , Z1t )− f 1(t, Y 2t , Z2t )]/(Z1t − Z2t )1{Z1t 6=Z2t }.
Then for fixed r ∈ [0, t]
Yˆt = ξˆ + Vˆt +
∫ T
t
[as Yˆs + bs Zˆs + fˆs]ds −
∫ T
t
ZˆsdWs
= Yˆr + Vˆt − Vˆr −
∫ t
r
[as Yˆs + bs Zˆs + fˆs]ds +
∫ t
r
ZˆsdWs .
Noting that
|at | 6 C f 1 , |bt | 6 C f 1 ,
we may define
Qt := exp
[∫ t
0
bsdWs − 12
∫ t
0
|bs |2ds +
∫ t
0
asds
]
,
and it is clear that for any 0 6 r < t 6 T
e−C f 1 (t−r) 6 E[QtQ−1r |Fr ] 6 eC f 1 (t−r).
By Itoˆ’s formula, we have
Qr Yˆr = QT YˆT −
∫ T
r
QsdVˆs −
∫ T
r
Qs(bs Yˆs + Zˆs)dWs +
∫ T
r
Qs fˆsds.
Taking expectation with respect to Fr , we obtain
Qr Yˆr = E[QT YˆT |Fr ] +
∫ T
r
E[Qs fˆs |Fr ]ds − E
[∫ T
r
QsdVˆs |Fr
]
.
Therefore, by (i) (ii) and (iii) we have
Yˆr = E[QT Q−1r YˆT |Fr ] +
∫ T
r
E[QsQ−1r fˆs |Fr ]ds − E
[∫ T
r
QsQ−1r dVˆs |Fr
]
> εE[QT Q−1r |Fr ] − E
[∫ T
r
QsQ−1r dβs |Fr
]
> e−C f 1T ε − eC f 1TβT , a.s.
The proof is thus complete. 
For simplicity of notation, we write Y xt := Y ξ(x)t in the following. Let us first prove a useful
lemma.
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Lemma 2.2. Assume (H1f ) and (H
2
ξ ) hold. Then for any R > 0 we have
E
[
sup
t∈[0,T ]
|Y xt − Y yt |2
]
6 CR |x − y|1+δR , |x |, |y| 6 R.
In particular, {Y xt : (t, x) ∈ [0, T ] × R} admits a bicontinuous modification. If in addition (H1ξ )
holds, then
P{ω : Y xt (ω) < Y yt (ω),∀x < y, t ∈ [0, T ]} = 1.
Proof. Set Y¯t := Y xt − Y yt and Z¯ t := Z xt − Z yt . By Itoˆ’s formula, we have
|Y¯t |2 = |Y¯T |2 + 2
∫ T
t
Y¯s[ f (s, Y xs , Z xs )− f (s, Y ys , Z ys )]ds
− 2
∫ T
t
Y¯s Z¯sdWs +
∫ T
t
|Z¯s |2ds.
Taking expectation and using (H1f ) and Young’s inequality, we deduce that
E|Y¯t |2 + 12
∫ T
t
E|Z¯s |2ds 6 E|Y¯T |2 + C
∫ T
t
E|Y¯s |2ds.
It then follows from Gronwall’s inequality and (H2ξ ) that for any t ∈ [0, T ]
E|Y¯t |2 + 12
∫ T
t
E|Z¯s |2ds 6 CE|Y¯T |2 6 C |x − y|1+δR . (4)
Hence, by Burkho¨lder’s inequality we have
E
[
sup
t∈[0,T ]
|Y¯t |2
]
6 4E|Y¯T |2 + 4T
∫ T
0
E| f (s, Y xs , Z xs )− f (s, Y ys , Z ys )|2ds
+ 4E
[
sup
t∈[0,T ]
∣∣∣∣∫ T
t
Z¯sdWs
∣∣∣∣2
]
6 4E|Y¯T |2 + C
∫ T
0
E|Y¯s |2ds + C
∫ T
0
E|Z¯s |2ds
6 C |x − y|1+δR .
The proof is finished. 
We now give the proof of Theorem 1.1.
Proof of Theorem 1.1. By (H1ξ ), Theorem 2.1 and Lemma 2.2, we know that x 7→ Y xt (ω) are
continuous injective for all t ∈ [0, T ], a.s. Next we prove the onto property of x 7→ Y xt (ω). Let
{Yˆ xt , Zˆ xt } and {Y˜ xt , Z˜ xt } be respectively the solutions to equations:
Yˆ xt = ξ(x)+
∫ T
t
[
| f (s, 0, 0)| + C f (|Yˆ xs | + |Zˆ xs |)
]
ds −
∫ T
t
Zˆ xs dWs,
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and
Y˜ xt = ξ(x)−
∫ T
t
[
| f (s, 0, 0)| + C f (|Y˜ xs | + |Z˜ xs |)
]
ds −
∫ T
t
Z˜ xs dWs,
where C f is the Lipschitz constant of f .
Once again applying the comparison theorem of BSDE, we obtain
Y xt 6 Yˆ xt , ∀x ∈ R,∀t ∈ [0, T ], a.s., (5)
Y˜ xt 6 Y xt , ∀x ∈ R,∀t ∈ [0, T ] a.s. (6)
For 0 < ε0 < ε, choosing M > R0 sufficiently large such that
|g(x)| > C0T e
2C0T
ε − ε0 , for all |x | > M,
where C0 is the constant in (H2f ).
Then by (H3ξ ) we have
ξ(x)+ C0T e2C0T 6 g(x)ε0, ∀x < −M a.s.
ξ(x)− C0T e2C0T > g(x)ε0, ∀x > M a.s.
Set X±t (x) := g(x)ε0 · exp{±C f (T − t)}. Then
X±t (x) = g(x)ε0 ± C f
∫ T
t
X±s (x)ds.
By (H2f ) and Theorem 2.1 we have
Yˆ xt 6 X+t (x) = g(x)ε0 · exp{C f (T − t)}, ∀x < −M,∀t ∈ [0, T ] a.s., (7)
g(x)ε0 · exp{−C f (T − t)} = X−t (x) 6 Y˜ xt , ∀x > M,∀t ∈ [0, T ] a.s. (8)
Thus, we finally get from (5) to (8) and (H3ξ )
lim
x↑+∞ Y
x
t = +∞, limx↓−∞ Y
x
t = −∞, ∀t ∈ [0, T ] a.s.,
which completes the proof of surjection of mapping x 7→ Y xt (ω). 
The following lemma plays a crucial role for proving Theorem 1.2.
Lemma 2.3. Under the assumptions (H1f ), (H
2′
f ) and (H
3′
ξ ), it holds that
lim inf|x |→∞ E
(
sup
06t6T
|Y xt |4α
)
= 0,
where α is given in (H3′ξ ).
Proof. In the following proof, by drawing the sequence if necessary, without any loss of
generality we may assume that for all x ∈ R
E|ξ(x)|4α < +∞.
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For any ε > 0, by Itoˆ’s formula we have
(|Y xt |2 + ε)α = (|ξ(x)|2 + ε)α + 2α
∫ T
t
(|Y xs |2 + ε)α−1Y xs f (s, Y xs , Z xs )ds
− 2α
∫ T
t
(|Y xs |2 + ε)α−1Y xs Z xs dWs
− 2α(α − 1)
∫ T
t
(|Y xs |2 + ε)α−2|Y xs |2|Z xs |2ds
−α
∫ T
t
(|Y xs |2 + ε)α−1|Z xs |2ds. (9)
Let us first prove the a priori estimate
sup
t∈[0,T ]
E(|Y xt |2)2α < +∞. (10)
It is clear that (H1′f ) and (H2′f ) implies f (s, 0, 0) = 0, which together with (H1f ) then gives
| f (s, y, z)| 6 C f (|y| + |z|).
Thus, by (H2′f ) we have for ε < ε1,
(|Y xt |2 + ε)α 6 (|ξ(x)|2 + ε)α − 2α
∫ T
t
(|Y xs |2 + ε)α−1Y xs Z xs dWs
− 2αC1
∫ T
t
(|Y xs |2 + ε)α−11{|Y xs |6ε1}|Z xs |2ds
+ 2|α|C f ε2(α−1)1
∫ T
t
1{|Y xs |>ε1}|Y xs |(|Y xs | + |Z xr |)ds
− 2α(α − 1)
∫ T
t
(|Y xs |2 + ε)α−2|Y xs |2|Z xs |2ds
−α
∫ T
t
(|Y xs |2 + ε)α−1|Z xs |2ds.
Taking expectation and letting ε ↓ 0, we have by 2ab 6 a2 + b2 and monotonic convergence
theorem:
E|Y xt |2α 6 E|ξ(x)|2α + |α|C f ε2(α−1)1
∫ T
t
E(3|Y xs |2 + |Z xs |2)ds
− (2αC1 + 2α2 − α)
∫ T
t
E(|Y xs |2(α−1)1{|Y xs |6ε1}|Z xs |2)ds.
Replacing α by 2α in the above estimates, by (4αC1 + 8α2 − 2α) > 0 and (4), we obtain (10).
Now since α < (1− 2C1)/2 ∧ 0, we can choose δ > 0 such that
(4α(C1 + δC f )+ 8α2 − 2α) > 0.
Thus starting from (9) and using ab 6 δa2 + b2/(4δ), we also have
E|Y xt |4α + (4α(C1 + δC f )+ 8α2 − 2α)
∫ T
t
E(|Y xs |2(2α−1)|Z xs |2)ds
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6 E|ξ(x)|4α + 4|α|C f (1+ 1/(4δ))
∫ T
t
E|Y xs |4αds.
Hence, Gronwall’s inequality gives for any t ∈ [0, T ]
E|Y xt |4α 6 CE|ξ(x)|4α∫ T
t
E(|Y xs |2(2α−1)|Z xs |2)ds 6 CE|ξ(x)|4α.
Similar to the above calculations, from (9) we may derive that
|Y xt |2α 6 |ξ(x)|2α + C
∫ T
t
|Y xs |2αds − 2α
∫ T
t
|Y xs |2α−2Y xs Z xs dWs .
Therefore, by Doob’s maximal inequality
E
(
sup
06t6T
|Y xt |4α
)
6 CE|ξ(x)|4α + C
∫ T
0
E|Y xs |4αds
+CE
[
sup
t∈[0,T ]
∣∣∣∣∫ T
t
|Y xs |2α−2 Y xs Z xs dWs
∣∣∣∣2
]
6 CE|ξ(x)|4α + C
∫ T
0
E(|Y xs |4α−2|Z xs |2)ds
6 CE|ξ(x)|4α,
which yields the result by (H3′ξ ). 
Proof of Theorem 1.2. By (H1ξ ), Theorem 2.1 and Lemma 2.2, the mappings x 7→ Y xt (ω) are
continuous injective for all t ∈ [0, T ], a.s. With the help of Lemma 2.3, the proof of surjection
of x 7→ Y xt (ω) is just a repeat of [10, p.13] and we therefore omit the details. 
3. Applications
In this section we consider Eq. (3) and work on the framework of Pardoux–Peng [5], assuming
that
(C1f ) for every s ∈ [0, T ], (x, y, z) 7→ f (s, x, y, z) is of class C3, the first order partial
derivatives in y and z are bounded on [0, T ] ×R×R×R, as well as their derivatives of
order one and two with respect to x, y, z;
(C2f ) for every s ∈ [0, T ], the function x 7→ f (s, x, 0, 0) has polynomial growth at infinity
together with all partial derivatives up to order three;
(C3f ) for every s ∈ [0, T ] and y, z ∈ R, the function x 7→ f (s, x, y, z) is increasing (or
decreasing) in x ;
(C4f ) for some C1 > 0 and ε1 > 0, it holds that y · f (s, x, y, z) > −C1|z|2 for all t ∈ [0, T ]
and |y| 6 ε1, x, z ∈ R;
(C1σ,b) σ, b ∈ C3b(R) have all bounded derivatives up to order three;
(C2σ,b) there are constants c1 > 0 such that
|b(x)| + |σ(x)| 6 c1|x |;
(C1h) h is of class C
3 with polygonal growth derivatives up to order three;
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(C2h) x 7→ h(x) is increasing (or decreasing) and a homeomorphism on R;
(C3h) there are constants c2, β > 0 such that
|h(x)| > c2|x |β .
Consider the following quasilinear parabolic differential equations:{
∂u
∂t
(t, x)+ Lu(t, x)+ f (t, x, u(t, x), (∂xu · σ)(t, x)) = 0
u(T, x) = h(x),
(11)
where u : [0, T ] × R 7→ R, and L = 12σ 2(x) ∂
2
∂x2 + b(x) ∂∂x .
Pardoux–Peng [5] proved the following result:
Theorem 3.1. Under the assumptions (C1f ), (C
2
f ), (C
1
σ,b) and (C
1
h), for any t ∈ [0, T ], let
{(Y t,xs , Z t,xs ), s ∈ [t, T ]} be the solution to Eq. (3), and define
u(t, x) := Y t,xt ,
then u ∈ C1,2([0, T ] × R) is the unique solution to Eq. (11).
We need the following lemma.
Lemma 3.2. Assume that (C1σ,b) and (C
2
σ,b) hold. Then, for any α < 0 there is a constant C > 0
such that
E|X t,xs |2α 6 C |x |2α, t ∈ [0, T ], s ∈ [t, T ], |x | > 1.
Proof. By Itoˆ’s formula, we have for any ε > 0
(ε + |X t,xs |2)α = (ε + |x |2)α + 2α
∫ s
t
(ε + |X t,xr |2)α−1X t,xr σ(X t,xr )dWr
+ 2α
∫ s
t
(ε + |X t,xr |2)α−1X t,xr b(X t,xr )dr
+
∫ s
t
[α(ε + |X t,xr |2)α−1
+ 2α(α − 1)(ε + |X t,xr |2)α−2|X t,xr |2]|σ(X t,xr )|2dr.
Taking expectation and by (C2σ,b), we have
E(ε + |X t,xs |2)α 6 (ε + |x |2)α + Cα
∫ s
t
E(ε + |X t,xr |2)αdr.
Therefore, by Gronwall’s inequality and Fatou’s lemma we obtain for any x 6= 0
E|X t,xs |2α 6 lim inf
ε↓0 E(ε + |X
t,x
s |2)α 6 Cα lim inf
ε↓0 (ε + |x |
2)α = Cα|x |2α.
The proof is complete. 
Applying the well known comparison theorem about the forward stochastic differential equation
(cf. [10]), and the above lemma as well as Theorems 2.1, 1.2 and 3.1, we can prove that
Proposition 3.3. Under the beginning assumptions of this section, for any t ∈ [0, T ], the
mappings x 7→ Y t,xs (ω) are homeomorphisms on R for all s ∈ [t, T ] a.s. In particular, the
unique solution to Eq. (11) x 7→ u(t, x) is a homeomorphism on R.
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