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Abstract
We present easily verifiable sufficient conditions of time-independence and commutativity for
local and nonlocal symmetries for a large class of homogeneous (1+1)-dimensional evolution sys-
tems. In contrast with the majority of known results, the verification of our conditions does
not require the existence of master symmetry or hereditary recursion operator for the system
in question. We also give simple sufficient conditions for the existence of infinite sets of time-
independent symmetries for homogeneous (1+1)-dimensional evolution systems within slightly
modified master symmetry approach.
1 Introduction
Nearly all known today integrable systems are homogeneous with respect to some scaling. For such
systems no generality is lost in assuming the homogeneity of symmetries, master symmetries, recursion
operators, etc., and this considerably simplifies their finding and study, see e.g. [1]–[10].
In the present paper we combine this well-known idea with our new results on the structure of
time-dependent (cf. e.g. [6, 11, 12, 13, 14] for the time-independent case) formal symmetries for a
natural generalization of the systems, considered in [11, 12, 15], namely, for (1+1)-dimensional non-
degenerate weakly diagonalizable (NWD) evolution systems with constraints. This enables us to find
simple sufficient conditions for the commutativity and time-independence of higher order symmetries
and for the existence of infinite number of such symmetries for homogeneous NWD systems with con-
straints. Note that the majority of known [8, 10, 12] and recently found, see e.g. [7, 16, 17], integrable
evolution systems in (1+1) dimensions fit into this class. Moreover, our results, unlike the majority
of already known ones, are valid for the systems with time-dependent coefficients as well, cf. e.g. [18],
and are not restricted to scalar equations.
Let us stress that the proofs and the application of our results involve just an easy verification
of some weight-related conditions and do not rely on the existence of a master symmetry or e.g.
(hereditary) recursion operator. Hence, the results of present paper, except for those on existence of
infinitely many symmetries, can be applied to non-integrable systems as well. On the other hand,
the simplicity of use makes our results particularly helpful in the study of new integrable systems, for
which only a few higher order symmetries and (sometimes) a ‘candidate’ for the master symmetry are
known, but no recursion operator is yet found. Indeed, we show that the check of a small number
of conditions for the low order symmetries can replace tedious checks, cf. [19], that time-independent
symmetries of sufficiently high order commute, that a ‘candidate’ for master symmetry is a nontrivial
master symmetry and that its action yields the symmetries being well-defined (cf. [10] for recursion
operators and local symmetries) functions of local variables x, t,u,u1, . . . and of nonlocal variables ωγ,
defined below.
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Note that, unlike [4, 5, 19], in order to prove the existence of infinitely many symmetries we do
not make a priori extra assumptions, say, about the existence of “negative” master symmetries τ j,
j < 0 [19]: all we need is a suitable ‘candidate’ τ for the master symmetry and a higher order time-
independent symmetry. We also show that in order to verify the commutativity of all higher order
time-independent homogeneous symmetries at once it suffices to check only a small number of condi-
tions for the time-independent symmetries of order lower than two. Moreover, checks of this kind are
almost entirely algorithmic, so computer algebra software can be readily applied to perform them.
The paper is organized as follows. In Section 2 we give some definitions and facts, being the
straightforward extension of those from [11, 12, 15] to the case of explicitly time-dependent evolu-
tion systems with constraints. In Section 3 we present the sufficient conditions of well-definiteness of
the symmetries generated by means of master symmetry for the general evolution systems with con-
straints. In Section 4 we define nondegenerate weakly diagonalizable (NWD) systems with constraints
and present some results on structure of their formal symmetries. In Section 5 we find the sufficient
conditions for commutativity and time-independence of higher order symmetries and for the existence
of infinite hierarchies of time-independent higher order symmetries for homogeneous NWD systems
with constraints.
2 Basic definitions and structures
Let us consider a system of evolution equations with constraints (cf. [15])
∂u/∂t = F(x, t,u, . . . ,un′, ~ω) (1)
for the vector function u = (u1, . . . , us)T . Here uj = ∂
ju/∂xj ,u0 ≡ u and F = (F 1, . . . , F s)T ;
~ω = (ω1, . . . , ωc)
T ; T denotes the matrix transposition. The nonlocal variables ωα are defined here by
means of the relations [15, 20]
∂ωα/∂x = Xα(x, t,u,u1, . . . ,uh, ~ω), (2)
∂ωα/∂t = Tα(x, t,u,u1, . . . ,uh, ~ω). (3)
We shall denote by Ω the set of nonlocal variables ωγ , γ = 1, . . . , c.
Let Aj,k(Ω) be the algebra of all locally analytic scalar functions of x, t,u,u1, . . . ,uj , ω1, . . . , ωk
with respect to the standard multiplication, A ≡ A(Ω) =
⋃c
k=1
⋃
∞
j=0Aj,k(Ω), and let Aloc = {f ∈ A |
∂f/∂~ω = 0} be the subalgebra of local functions in A. Note that we do not exclude the case c =∞.
The operators of total x- and t-derivatives on A have the form
D ≡ Dx =
∂
∂x
+
∞∑
i=0
ui+1
∂
∂ui
+
c∑
α=1
Xα
∂
∂ωα
,
Dt =
∂
∂t
+
∞∑
i=0
Di(F)
∂
∂ui
+
c∑
α=1
Tα
∂
∂ωα
.
Following [15, 20], we require that [Dx, Dt] = 0 or, equivalently, Dt(Xα) = Dx(Tα) for α = 1, . . . , c.
We shall denote by ImD the image of A under D. Throughout this paper except for Section 3 we
make a blanket assumption that the kernel of D in A consists solely of functions of t.
Consider the set Matp(A)[[D−1]] of formal series in powers of D of the form H =
∑q
j=−∞ hjD
j,
where hj are p × p matrices with entries from A, cf. e.g. [11, 12]. We shall write for short A[[D−1]]
instead of Mat1(A)[[D
−1]].
The greatest m ∈ Z such that hm 6= 0 is called the degree of H ∈ Matp(A)[[D−1]] and is denoted as
m = degH. We assume that deg 0 = −∞, cf. e.g. [1]. The formal series H of degree m is called non-
degenerate [12], if det hm 6= 0. For H =
∑m
j=−∞ hjD
j ∈ A[[D−1]], hm 6= 0, its residue and logarithmic
residue are defined as resH = h−1 and res lnH = hm−1/hm [11, 12].
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The set Matp(A)[[D−1]] is an algebra under the multiplication law, given by the “generalized Leibniz
rule”, cf. [1],
aDi ◦ bDj = a
∞∑
q=0
i(i− 1) · · · (i− q + 1)
q!
Dq(b)Di+j−q
for monomials aDi, bDj , a, b ∈ Matp(A), and extended by linearity to the whole Matp(A)[[D−1]]. The
commutator [A,B] = A ◦B−B ◦A makes Matp(A)[[D−1]] into a Lie algebra. Below we omit ◦ if this
is not confusing.
G ∈ As is called, see e.g. [1, 2, 3], a symmetry for (1)–(3), if
∂G/∂t + [F,G] = 0, (4)
where [·, ·] is the Lie bracket [K,H] = H′[K] − K′[H]. The directional derivative of any (smooth)
function f ∈ Aq along H ∈ As is defined here as f ′[H] = (df(x, t,u + ǫH,u1 + ǫDx(H), . . .)/dǫ)ǫ=0.
Extending the technique of [15] to the case of time-dependent systems (1)–(3), we can easily show
that for any f ∈ A we have f ′ ∈ A[[D−1]].
For any f ∈ Aq we shall define its formal order as ford f = deg f ′. This naturally generalizes the
notion of order for local functions, cf. e.g. [1, 12].
Let SF (A) be the set of all symmetries G ∈ A
s for (1)–(3), S
(k)
F (A) = {G ∈ SF (A) | fordG ≤ k},
AnnF (A) = {G ∈ SF (A) | ∂G/∂t = 0}. In general, for A 6= Aloc neither As nor SF (A) are closed
under the Lie bracket, but if [P,Q] ∈ As for some P,Q ∈ SF (A), then we have [P,Q] ∈ SF (A).
A formal series R =
∑r
j=−∞ ηjD
j ∈ Mats(A)[[D−1]] is called [1, 11, 15] the formal symmetry of
rank m for (1) (or, rather, for (1)–(3)), provided
deg(Dt(R)− [F
′,R]) ≤ degF′ + degR−m. (5)
The derivative Dt(R) is defined here as Dt(R) =
∑r
j=−∞Dt(ηj)D
j.
The set FS
(q)
F (A) of all formal symmetries of rank not lower than q of system (1)–(3) is a Lie
algebra, because for the formal symmetries P and Q of ranks p and q we have [P,Q] ∈ FS(r)F (A) for
r = min(p, q), cf. [12].
Eq.(4) is well known to be nothing but the compatibility condition for (1) and ∂u/∂τ = G.
Provided G ∈ As, we have ∂(∂u/∂τ)∂t = Dt(G) and ∂(∂u/∂t)∂τ = F′[G]. Hence Eq.(4) may be
rewritten as Dt(G) = F
′[G].
Let F′ ≡
n∑
i=−∞
φiD
i and n0 =
{
1− j, ifφi = φi(x, t), i = n− j, . . . , n,
2 otherwise.
Since Dt(G) = F
′[G] implies Dt(G
′)− [F′,G′]− F′′[G] = 0, and degF′′[G] ≤ degF′ + n0 − 2, we
readily see that G′ ∈ FS(fordG−n0+2)F (A).
3 Action of master symmetries on time-independent sym-
metries
As we have already mentioned above, for P,Q ∈ As in general [P,Q] 6∈ As. In particular, when we re-
peatedly commute a master symmetry τ ∈ As with some time-independent symmetry Q ∈ AnnF (A),
it is by no means obvious that Qi = ad
i
τ
(Q) = [τ ,Qi−1] belong to As, except for the case A = Aloc.
In some cases we can make the conditions [τ ,Qi] ∈ A
s or [P,Q] ∈ As hold by introducing new
nonlocal variables ω˜κ and thus replacing A by a larger algebra A˜. But in order that [P,Q] ∈ As for
P,Q ∈ As it obviously suffices to require that ω′µ[P] ∈ A for those ωµ on which Q actually depends
and ω′ν [Q] ∈ A for those ων on which P actually depends, cf. Ch. 6 in [20].
Moreover, we have
3
Proposition 1 Let τ ,Q ∈ As, ω′γ[Q] ∈ A and ω
′
γ [τ ] ∈ A for γ = 1, . . . , c. Then Ql = ad
l
τ
(Q) ∈ As
for all l = 1, 2, . . ..
Proof. Let us use induction. To prove that [τ ,Ql] ∈ As, if Ql = [τ ,Ql−1] ∈ As, it suffices to prove
that ω′ν([τ ,Ql−1]) ∈ A for all ων which τ depends on and that ω
′
δ[τ ] ∈ A for all ωδ which [τ ,Ql−1]
depends on. As ω′ν([τ ,Ql−1]) = (ω
′
ν [Ql−1])
′[τ ] − (ω′ν [τ ])
′[Ql−1], it suffices that ω
′
γ[τ ] ∈ A for all ωγ,
which [τ ,Ql−1] and ω
′
ν [Ql−1] depend on, and ω
′
κ[Ql−1] ∈ A for all ωκ which τ and ω
′
ν [τ ] depend on,
in order that [τ ,Ql] ∈ As. 
It appears that nearly all known master symmetries of integrable systems (1)–(3) satisfy the con-
ditions of Proposition 1 for a suitably chosen set Ω of nonlocal variables ωγ, so their action indeed
yields the symmetries from As. For instance, if ∂F/∂~ω = 0 and A = A(ΩUAC,F ), then by virtue of the
results of [20] Proposition 1 holds true for any τ ,Q ∈ SF (A). Here ΩUAC,F is the set of all nonlocal
variables ωγ associated with the universal abelian covering (see [20] for its definition) over (1). Let
us stress that Proposition 1 is valid for any τ and Q meeting the relevant requirements, no matter
whether τ is a master symmetry and Q is a symmetry for (1)–(3).
Note that Proposition 1 is obviously valid for more general systems of PDEs with constraints than
(1)–(3), if we suitably redefine for them the Lie bracket, the directional derivative and the algebra A.
4 The structure of formal symmetries for NWD systems
Consider a particular class of evolution systems with constraints (1)–(3) such that n ≡ fordF ≥ 2
and the leading coefficient Φ of the formal series F′ (i.e., F′ ≡ ΦDn+ . . .) has s distinct eigenvalues λi
and can be diagonalized by means of a matrix Γ = Γ(x, t,u, . . . ,un′, ~ω), i.e., the matrix Λ = ΓΦΓ
−1 is
diagonal, cf. [11, 12]. For these systems there exists a unique formal series T = Γ + Γ
∑
∞
j=1 ΓjD
−j ∈
Mats(A)[[D−1]] such that all coefficients of the formal series V = TF′T−1 + (Dt(T))T−1 are diagonal
matrices and the diagonal entries of matrices Γj,j = 1, 2, . . ., are equal to zero. The proof is essentially
the same as for Proposition 3.1 from [11]. We shall call the systems with constraints (1)–(3) having
the above properties and such that det Φ 6= 0 nondegenerate weakly diagonalizable (NWD). Note that
when u is scalar, i.e., s = 1, any system (1)–(3) with n ≡ fordF ≥ 2 obviously is an NWD system
with constraints, having T = 1 and V = F′.
Below in this section (1)–(3) will be an NWD system with constraints.
Eq.(5) yields [11, 12] deg(Dt(R˜)− [V, R˜]) ≤ degV + deg R˜ −m, where R˜ = TRT−1, whence we
find (cf. [6, 12, 13]) that any R ∈ FS(n+1)F (A) can be represented in the form
R = T−1
(
r∑
j=r−n+1
cj(t)V
j/n
)
T+
1
n
T−1
(
D−1
(
c˙r(t)Λ
−1/n
−rcr(t)Dt(Λ−1/n)
))
V
r−n+1
n T+N, degN < r − n+ 1.
(6)
Likewise, for R ∈ FS(m)F (A) with m = 2, . . . , n we have
R = T−1
(
r∑
j=r−m+2
cj(t)V
j/n
)
T+N, degN < r −m+ 2. (7)
Here r = degR, N = bDν+· · · ∈ Mats(A)[[D−1]] is some formal series, ν = r−n in (6) and ν = r−m+1
in (7); cj(t) and ΓbΓ
−1 are diagonal s× s matrices; for V ≡ diag(V1, . . . ,Vs), Vi ∈ A[[D
−1]], we set
Vj/n = diag(V
j/n
1 , . . . ,V
j/n
s ) [11]; dot stands for the partial derivative w.r.t. t.
In this section we assume that any function h˜+ a(t), where a(t) is an arbitrary function of t, can
be taken for D−1(h), if h = D(h˜) and h, h˜ ∈ A.
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For m = 2, . . . , n + 1 Eqs. (6), (7) represent a general solution of (5) for any NWD system with
constraints (1)–(3). Hence, if at least one entry of the matrix (c˙r(t)Λ
−1/n− rcr(t)Dt(Λ−1/n)) does not
belong to ImD, then (1)–(3) has no formal symmetries from FS
(n+1)
F (A) with a given cr(t).
For any P ≡ T−1cp(t)Vp/nT+ · · · and Q ≡ T−1dq(t)Vq/nT+ · · · we have
[P,Q] = T−1(1/n)(pcp(t)d˙q(t)− qdq(t)c˙p(t))V
p+q−n
n T+ K (8)
by virtue of (6), provided P,Q ∈ FS(n+1)F (A). Here K ∈ Mats(A)[[D
−1]] is some formal series,
degK < p + q − n.
Let P,Q ∈ As,R ≡ [P,Q]. ThenR′ = Q′′[P]−P′′[Q]−[P′,Q′]. If P,Q ∈ SF (A), then (5) and (6)
for R = P′ and R = Q′ imply degP′′[Q] ≤ p+n0−2 < p+q−n and degQ′′[P] ≤ q+n0−2 < p+q−n
for p, q > n+ n0 − 2, p ≡ fordP, q ≡ fordQ. This result and (8) for P = P′, Q = Q′ yield
[P,Q]′ = −T−1(1/n)(pcp(t)d˙q(t)− qdq(t)c˙p(t))V
p+q−n
n T+ K˜, (9)
where K˜ ∈ Mats(A)[[D−1]] is some formal series, deg K˜ < p+ q − n.
So, if P,Q ∈ SF (A), p, q > n+n0− 2, then fordR ≤ p+ q− n. If R ∈ As, then R ∈ S
(p+q−n)
F (A),
and R ∈ S(p+q−n−1)F (A), if pcp(t)d˙q(t) = qdq(t)c˙p(t).
Let (1)–(3) have a nondegenerate formal symmetry R ∈ Mats(A)[[D−1]], r ≡ degR 6= 0, of rank
q > n. ThenDt(ρ
a
j ) ∈ ImD, i.e., ρ
a
j are conserved densities, for a = 1, . . . , s and j = −1, 0, . . . , q−n−2,
where ρa0 = res ln((TRT
−1)1/r)aa and ρ
a
j = res((TRT
−1)j/r)aa for j 6= 0, cf. [11]. For n0 < 2 we have
ρaj ∈ ImD for all a = 1, . . . , s and j = −1, 0, . . . ,−n0.
Proposition 2 Let an NWD system with constraints (1)–(3) have a nondegenerate formal sym-
metry R ∈ Mats(A)[[D−1]], r ≡ degR 6= 0, q ≡ rankR > n; let for a = 1, . . . , s there exist
ma ∈ {−1, 1, 2, . . ., min(n − 2, q − n − 2)} such that ma 6= 0, ρama 6∈ ImD and ρ
a
j ∈ ImD for
j = −1, 1 . . . , ma − 1, j 6= 0. Then for each P ∈ FS
(m+n+2)
F (A), m = maxa
ma, there exists a constant
s× s diagonal matrix c such that P = T−1cRp/rT+ · · ·, p ≡ degP.
Proof. Since R ∈ FS(n+1)F (A), by (6) we have R = T
−1h(t)Vr/nT+ · · ·. For any P ∈ FS(n+1)F (A) we
can (cf. [6, 14] and (6)) represent P˜ ≡ TPT−1 as
P˜ =
p∑
j=p−n+1
cj(t)R˜
j/r +
1
n
(
D−1
(
c˙p(t)(h(t))
n/rρ−1
))
R˜
p−n+1
r + N˜. (10)
Here N˜ ≡
p−n∑
j=−∞
b˜jD
j ∈ Mats(A)[[D−1]], cj(t), h(t), b˜p−n are diagonal s×smatrices, ρ−1 ≡ diag(ρ1−1, . . . ,
ρs
−1), R˜ = TRT
−1; the fractional powers R˜j/r are defined so that their first r coefficients are diagonal,
cf. [11, 12].
For P ∈ FS(d)F (A) we have deg(Dt(P˜) − [V, P˜]) ≤ n + p − d, and thus deg(Dt(P˜i) − [V, P˜i]) ≤
n + p + i − min(q, d) for P˜i ≡ P˜R˜i/r. Hence, for −p − 2 < i < min(q, d) − n − p − 1 we have
res(Dt(P˜i)− [V, P˜i]) = 0.
Let us plug (10) into this equality for −p − 2 < i < min(q, d, 2n)− n − p− 1 and break it into s
scalar equations. Since res([V, P˜i])aa ∈ ImD by Adler’s formula, see e.g. [12], and Dt(ρaj+i) ∈ ImD
by assumption, we easily find that for any P ∈ FS(m+n+2)F (A) we have (c˙p(t))aaρ
a
ma = 0 modulo the
terms from ImD for all a = 1, . . . , s. So, c˙p(t) = 0, and the result follows. 
Corollary 1 Under the assumptions of Proposition 2, for any G ∈ SF (A), k ≡ fordG ≥ m+n+n0,
we have G′ = T−1cRk/rT+ · · ·, where c is a constant s× s diagonal matrix.
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5 Symmetries of homogeneous NWD systems
Let (1)–(3) possess a scaling symmetry D = αtF+xu1+βu, where β = diag(β1, . . . , βs) is a diagonal
matrix, α, βj = const, and let the determining equations (2), (3) for ωγ, γ = 1, . . . , c, be homogeneous
with respect to D. Then we shall call the evolution system with constraints (1)–(3) homogeneous
w.r.t. D, cf. e.g. [7, 8, 10, 20]. If a formal vector field G∂/∂u is homogeneous of weight κ w.r.t. D,
then we shall say for short that G ∈ As itself is homogeneous of weight κ and write wt(G) = κ.
For homogeneous systems (1)–(3) there usually exists a basis in SF (A) made of homogeneous sym-
metries, and hence the requirement of homogeneity of P,Q and τ below is by no means restrictive.
So, the phrase like “for all (homogeneous) H ∈ M the condition P is true” below means that there
exists a basis in M such that all its elements are homogeneous w.r.t. D, and for all of them the
condition P holds true. We have an obvious
Lemma 1 Let (1)–(3) be a homogeneous system with constraints, and homogeneous P,Q ∈ SF (A)
be such that [P,Q] ∈ M, where M is a subspace of As. Suppose that wt(G) 6= wt([P,Q]) =
wt(P) + wt(Q) for all (homogeneous) G ∈ S(p+q)F (A)∩M, p ≡ fordP, q ≡ fordQ. Then [P,Q] = 0.
This result, as well as other results below, allows to prove the commutativity for large families of
symmetries at once. Examples below show that we can usually choose the subspaces like M large
enough so that the condition [P,Q] ∈M can be verified for all symmetries in the family without ac-
tually computing [P,Q]. On the other hand, by proper choice of these subspaces we can considerably
reduce the number of weight-related conditions to be verified, and thus make the application of our
results truly efficient.
Below in this section we assume that (1)–(3) is a homogeneous NWD system with constraints and
P,Q ∈ SF (A) are its homogeneous symmetries, p ≡ fordP, q ≡ fordQ. Note that if p, q > n+n0−2,
then by (9) we should verify the conditions of Lemma 1 only for G ∈ S(p+q−n)F (A) ∩ M (for G ∈
S
(p+q−n−1)
F (A) ∩M, if in addition pcp(t)d˙q(t)− qdq(t)c˙p(t) = 0).
5.1 Commutativity and time dependence of symmetries
Corollary 2 Let α 6= 0, ∂Φ/∂t = 0 and ∂Xγ/∂t = ∂Tγ/∂t = 0, γ = 1, . . . , c. Let homoge-
neous P,Q ∈ AnnF (A) be such that [P,Q] ∈ L, where L is a subspace of A
s. Let p, q ≥ bF ≡
min(max(n0, 0), n+ n0 − 1), where p ≡ fordP, q ≡ fordQ. Suppose that wt(G) 6= (p+ q)α/n for all
(homogeneous) G ∈ S(n0−1)F (A) ∩ AnnF (A) ∩ L. Then [P,Q] = 0.
Proof. If P,Q ∈ AnnF (A), [P,Q] ∈ As, p, q ≥ bF , then, using (6), (7) and (9), we find that
[P,Q] ∈ N ≡ S(p+q−1)F (A)∩AnnF (A). Eqs. (6) or (7) forR = G
′ imply wt(G) = kα/n 6= wt([P,Q]) =
(p + q)α/n for all homogeneous G ∈ N with k ≡ fordG ≥ n0. Hence, under our assumptions
wt(G) 6= (p+ q)α/n for all homogeneous G ∈ N ∩ L ≡M, and thus by Lemma 1 [P,Q] = 0. 
For instance, for the integrable [21] equation ut = D
2(u
−1/2
1 ) + u
3/2
1 ≡ K with n0 = 2 and α = 3/2
the space S
(1)
K (Aloc) ∩ AnnK(Aloc) is spanned by 1 and u1, and wt(1),wt(u1) ≤ 1 < α(p + q)/n =
(p + q)/2 for p, q ≥ bK = 2. Hence, by Corollary 2 all (homogeneous) time-independent local gener-
alized symmetries of formal order p > 1 for this equation commute.
Likewise, using Corollary 2, we can easily show that for any λ-homogeneous integrable evolution
equation with λ ≥ 0 from [8] all its x, t-independent homogeneous local generalized symmetries of
formal order k > 0 commute.
If n0 ≤ 0 and, in addition to the conditions of Corollary 2 for P and Q, the commutator
[P,Q] ∈ SF (Aloc), [P,Q] is x, t-independent and wt([P,Q]) 6= 0, then [P,Q] = 0. The weight-related
conditions are automatically satisfied, as the only x, t-independent symmetries in S
(n0−1)
F (Aloc) are
constant ones, and their weight is zero. In particular, for any homogeneous (with α 6= 0) NWD
system of the form ut = Φ(x)un + Ψ(x, t)un−1 + f(x, t,u, . . . ,un−2), where Φ, Ψ are s × s matrices,
all homogeneous x, t-independent local generalized symmetries of formal order k > 0 commute.
Let R ∈ FS(2)F (A) be a nondegenerate formal symmetry for (1)–(3), r ≡ degR 6= 0. Then
by (7) R = Γ−1h(t)Λr/nΓDr + · · ·, where h(t) ≡ diag(h1(t), . . . , hs(t)) is a s × s diagonal matrix.
Assume that h(t) is homogeneous w.r.t. D and ζR ≡ (α/n + wt(h(t))/r) 6= 0. Let ZF,R(A) =
{G ∈ SF (A) | k ≡ fordG ≥ n0; there exists a diagonal matrix c(t), wt(c(t)) = 0, such thatG
′ =
Γ−1c(t)(h(t))k/rΛk/nΓDk + · · ·}. We set here (h(t))k/r ≡ diag((h1(t))k/r, . . . , (hs(t))k/r). Let also
StF,R(A) = {G ∈ ZF,R(A) | c(t) is a constant matrix}, and N
(j)
F,R(A) be the set of symmetries
G ∈ SF (A) such that k ≡ fordG ≥ n0, k ≤ j, and G′ = Γ−1c(t)(h(t))k/rΛk/nΓDk + · · ·, where c(t) is
an s×s diagonal matrix, different for different G and k, and the entries of c(t) are linear combinations
of functions of t, say, ψb(t), such that for all b we have wt(ψb(t)) < ζR(j−k) for ζR > 0 and wt(ψb(t)) >
ζR(j − k) for ζR < 0. For any homogeneous G ∈ N
(j)
F,R(A) we have wt(G) < jζR for ζR > 0 and
wt(G) > jζR for ζR < 0, so wt(H) 6= wt(P) for any homogeneous P ∈ ZF,R(A) and H ∈ N
(fordP)
F,R (A).
Let P,Q ∈ SF (A) be homogeneous, and [P,Q] ∈ L1 ∪ L2, where L1 is a subspace of N
(j)
F,R(A)
for some j and R, and L2 is a subspace of S
(d)
F (A) for some d. Assume that R satisfies the above
conditions, wt([P,Q]) ≥ jζR for ζR > 0 and wt([P,Q]) ≤ jζR for ζR < 0, and wt(H) 6= wt([P,Q])
for all (homogeneous) H ∈ L2/(L2 ∩ N
(j)
F,R(A)). Then by Lemma 1 [P,Q] = 0.
Suppose that, in addition to the above conditions for [P,Q], we have d < 0, wt([P,Q]) > 0 for
ζR > 0 and wt([P,Q]) < 0 for ζR < 0, and [P,Q] belongs to SF (Aloc) and can be represented (as
function of t and x) as a polynomial in variables χ(t) and ξ(x) such that wt(χ(t)) < 0 and wt(ξ(x)) < 0
for ζR > 0, and wt(χ(t)) > 0 and wt(ξ(x)) > 0 for ζR < 0. Then [P,Q] = 0, and there is no further
weight-related conditions to verify. Indeed, S
(d)
F (Aloc) for any d < 0 is spanned by the symmetries of
the form G = G(x, t), and for any homogeneous symmetry H = H(x, t) being a polynomial in χ(t)
and ξ(x) we obviously have wt(H) 6= wt([P,Q]).
Note that under the assumptions of Proposition 2 all G ∈ SF (A) with fordG ≥ m + n + n0
belong to StF,R(A) by Corollary 1. Suppose that R satisfies the conditions, given above. Let
d = min(m+ n+ n0 − 1, p+ q). Then for any P,Q ∈ SF (A) such that [P,Q] ∈ As we have [P,Q] ∈
N
(p+q)
F,R (A)∪S
(d)
F (A). Then [P,Q] = 0 for homogeneous P,Q ∈ ZF,R(A), once wt(H) 6= wt([P,Q]) for
all (homogeneous) H ∈ S(d)F (A)/(S
(d)
F (A) ∩ N
(p+q)
F,R (A)). If p, q > n + n0 − 2, then by (9) we can take
d = min(m+n+n0−1, p+q−n) (or d = min(m+n+n0−1, p+q−n−1), if pcp(t)d˙q(t)−qdq(t)c˙p(t) = 0).
If ∂F/∂t = ∂Xγ/∂t = ∂Tγ/∂t = 0, γ = 1, . . . , c, then F ∈ SF (A), and ∂P/∂t = [P,F] ∈ S
(p)
F (A)
for P ∈ SF (A). So, takingQ = F and imposing the extra condition d ≤ p in three previous paragraphs
yields valid results.
We also have the following
Proposition 3 Let α 6= 0 and ∂F/∂t = 0, ∂Xγ/∂t = ∂Tγ/∂t = 0, γ = 1, . . . , c; let homogeneous
P ∈ SF (A) be such that p ≡ fordP ≥ n0, ford ∂P/∂t < p and [P,F] ∈ L, where L is a subspace of As.
Suppose that wt(G) 6= (p+n)α/n for all (homogeneous) G ∈ S(p−1)F (A)∩L such that G 6∈ N
(p+n)
F,F′ (A).
Then [P,F] = 0, and thus ∂P/∂t = 0 and P ∈ AnnF (A).
Proof. As ford ∂P/∂t < p, we have ∂P/∂t = [P,F] ∈ S(p−1)F (A) ∩ L ≡ M. The conditions
ford ∂P/∂t < p and p ≥ n0 by virtue of (6) or (7) for R = P′ readily imply wt(P) = pα/n. Hence
wt([P,F]) = (p+ n)α/n, and thus by Lemma 1 [P,F] = 0. 
Let α > 0, ∂F/∂t = 0, ∂Xγ/∂t = ∂Tγ/∂t = 0, γ = 1, . . . , c, and homogeneous P,Q ∈ StF,F′(A),
p, q ≥ n0, be polynomials in t. If we take the space of symmetries from SF (A) polynomial in time t,
for L˜, and set L1 = N
(p+q)
F,F′ (A)∩ L˜, L2 = S
(n0−1)
F (A)∩ L˜, d = n0− 1, then [P,Q] ∈ L1 ∪L2 ≡M, and
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thus the weight-related conditions of Lemma 1, Corollary 2, Proposition 3, etc., are to be checked only
for (homogeneous) G ∈ L2. Furthermore, if n0 ≤ 0, then S
(n0−1)
F (Aloc) contains only the symmetries
G = G(x, t), and so any homogeneous local generalized symmetry K of formal order k > 0 being
polynomial in t and x and such that ∂2K/∂uk∂t = 0 is in fact time-independent, and any two such
symmetries commute. This result applies e.g. to any homogeneous NWD system with α > 0 having
the form ut = Φ(x)un +Ψ(x)un−1 + f(x,u, . . . ,un−2), where Φ, Ψ are s× s matrices.
5.2 Master symmetries of homogeneous NWD systems
Corollary 3 Let α 6= 0, ∂Φ/∂t = 0 and ∂Xγ/∂t = ∂Tγ/∂t = 0, γ = 1, . . . , c. Suppose that there exist
a homogeneous Q ∈ AnnF (A) and a homogeneous τ ∈ As such that ∂τ /∂t = 0, ∂[τ ,F]/∂t = 0, K =
τ+t[τ ,F] ∈ SF (A), q ≡ fordQ > n+n0−2, b ≡ ford[τ ,F] > max(ford τ , n), the formal series ([τ ,F])
′
is nondegenerate, [[τ ,F],Q] ∈ L, where L is a subspace of As, [τ ,Q] ∈ As. Let wt(H) 6= (b+ q)α/n
for all (homogeneous)H ∈ L∩S(n0−1)F (A)∩AnnF (A). Then Q1 = [τ ,Q] ∈ AnnF (A), and fordQ1 > q.
Proof. From (4) withG = K it clear that [τ ,F] ∈ AnnF (A), so by Corollary 2 [[τ ,F],Q] = 0, whence,
using [F,Q] = 0 and the Jacobi identity, we find that [F, [τ ,Q]] = 0, so [τ ,Q] ∈ AnnF (A). By (9)
the nondegeneracy of ([τ ,F])′ readily implies ford[τ ,Q] = ford[K,Q] = b+ q − n > q. 
Theorem 1 Let the conditions of Corollary 3 be satisfied, adj[τ,F](Q) ∈ Lj, where Lj are some sub-
spaces of As, Qj ≡ ad
j
τ
(Q) ∈ As, and wt(H) 6= ((b − n)j + q + n)α/n for all (homogeneous) H ∈
Lj ∩ S
(n0−1)
F (A)∩AnnF (A), j = 2, . . . , i. Then Qj ∈ AnnF (A) and fordQj > fordQj−1, j = 1, . . . , i.
The proof of the theorem consists in replacing in Corollary 3 the symmetry Q by Qj = ad
j
τ
(Q)
and repeated use of this corollary for j = 2, . . . , i. Note that we can easily verify that adj
τ
(Q) ∈ As,
using Proposition 1.
Thus, Proposition 1, Corollary 3 and Theorem 1 enable us to ensure that τ indeed is a nontrivial
master symmetry, producing a sequence of symmetries of infinitely growing formal orders, without
assuming a priori the existence of hereditary recursion operator [5] or e.g. of “negative” master sym-
metries τ j, j < 0 [19]. So, our results provide a useful complement to the known general results on
master symmetries, cf. e.g. [3, 4, 5, 19].
It is important to stress that in general the symmetries Qi are not obliged to commute pairwise.
The check of their commutativity and picking out the commutative subset in the sequence of Qi can
be performed using either the results of present paper or other methods, see e.g. [1, 4, 5, 19].
We often can take [τ ,F] or F for Q, and then in order to use Theorem 1 it suffices to know only
a suitable ‘candidate’ τ for the master symmetry.
For instance, integrable Harry Dym equation ut = u
3u3 ≡ H , see e.g. [1, 14], satisfies the con-
ditions of Proposition 1 and of Theorem 1 for all i = 2, 3, . . . with α = 3, b = 5, A = A(ΩUAC,H),
τ = u3D3(uω1) ≡ τ 0 + u
3u3ω1, τ 0 ∈ Aloc, Q = [τ , u
3u3] = 3u
5u5 + · · · ∈ AnnH(A). In particular, the
nonlocal variable ω1 in τ is defined by means of the relations ∂ω1/∂t = −uu2 − u21/2, ∂ω1/∂x = u
−1
(informally, ω1 = D
−1(u−1)). Thus, by Theorem 1 Qj = ad
j
τ
(Q) ∈ AnnH(A), j = 1, 2, . . ., together
with Q−1 ≡ u
3u3 ∈ AnnH(Aloc) and Q0 ≡ Q form the infinite hierarchy of time-independent sym-
metries for the Harry Dym equation. The commutativity of Qj , j = −1, 0, 1, . . ., readily follows from
Corollary 2. Note that it is possible to show that Qj , j = 0, 1, . . ., are in fact local generalized symme-
tries of Harry Dym equation and coincide with the members of hierarchy generated by means of the
recursion operator R = u3D3◦u◦D−1◦u−2 from the seed symmetry u3u3 up to the constant multiples.
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