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Converging, albeit inconsistent, empirical evidence 
suggests that the morphological structure of a word 
influences its pronunciation. We investigated this 
issue using Ultrasound Tongue Imaging in the 
context of an experimental cognitive psychology 
paradigm. Scottish speakers were trained on 
apparently homophonous monomorphemic and 
bimorphemic novel words (e.g. zord, zorred), and 
tested on speech production tasks. Monomorphemic 
items were realised acoustically with shorter 
durations than bimorphemic items; however, this 
difference was not statistically significant. 
Progressive coarticulatory effects were also 
observed in the monomorphemic condition for some 
speakers. A dynamic analysis of the articulatory data 
revealed that the observed differences in the 
pronunciations of the two types of items could be 
due to factors other than morphological structure. 
Our results, albeit inconclusive, make a significant 
contribution to the literature in this research domain 
insofar as the presence or absence of morphological 
effects on pronunciation has important implications 
for extant theories of speech production. 
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1. INTRODUCTION 
English speakers can effortlessly attach the past 
tense morpheme –ed to the newly learned verb 
unfriend to convey the meaning of having removed 
someone from their social network. This ability of 
speakers to generalise familiar linguistic units to 
novel words is fundamental for language learning 
and effective communication. Thus, morphology is 
known to play an important role in speech 
production, yet little is known about the specific 
speech production processes that are influenced by 
morphological aspects of a language.  
 Some of the most prominent theories of speech 
production assume, for example, that the 
morphological complexity of a word affects the time 
taken to prepare a verbal response [17]. However, 
whether it also affects its pronunciation is currently 
under debate [9, 16, 18, 20, 22, 24, 25]. In particular, 
the past tense morpheme /d/ or /t/ (e.g. rapped) is 
found to be longer in duration than non-morphemic 
/d/ or /t/ (e.g. rapt) in English [18], and inter-
gestural timing for bimorphemic words is shown to 
be more variable than for apparently homophonous 
monomorphemic words in Korean [9]. On the 
assumption that each productively used morpheme 
constitutes a separate lexical entry [6], so that 
productively affixed forms consist of multiple 
lexical entries, these results can be accounted for by 
Articulatory Phonology [7], which posits that timing 
relations are more stable between gestures belonging 
to a single lexical item than across different lexical 
items. In contrast, the above results cannot be 
explained by theories in which the output of 
phonology has no information concerning word-
internal morphological structure [10], or theories 
which pose that phonetic encoding does not have 
access to morphological information [17]. 
  However, a serious limitation of previous studies 
is that they typically fail to control for important 
lexical and/or orthographic variables that are known 
to affect pronunciation systematically. For example, 
rapped is less frequent and has more letters than 
rapt. Both word frequency and orthographic length 
are thought to influence acoustic duration, so that 
low frequency and longer words tend to be produced 
with longer durations [4, 19, 26]. As such, 
morphological and lexical/orthographic effects on 
pronunciation have often been confounded in the 
literature. The present study overcomes these 
methodological shortcomings by using an innovative 
word-learning paradigm from cognitive psychology 
[13] in combination with Ultrasound Tongue 
Imaging (UTI) [27] to determine whether there are 
morphological effects on pronunciation. The use of 
novel words in our study permits exquisite control of 
the experimental stimuli, in a way that could never 
be achieved using existing words [21]. Similarly, the 
use of ultrasound is critical insofar as effects that are 
difficult to detect acoustically may nevertheless be 
present in articulation [15]. 
 In the present study, five speakers of Scottish 
English produced segmentally identical novel words 
with different morphological structure (e.g. zord and 
zorred). Thus, lexical and orthographic variables 
such as word frequency and orthographic length 
were controlled for in our experimental paradigm. 
We measured the acoustic signal resulting from their 
productions, and tracked their tongue movements 
with UTI. We hypothesize that if morphological 
structure influences pronunciation, the 
monomorphemic items (e.g. zord) will be realised 
acoustically with shorter durations than the 
corresponding bimorphemic items (e.g. zorred) [18]. 
We also expect that there will be more prominent 
coarticulatory effects in the monomorphemic items 
than in the bimorphemic items [9]. We test these 
hypotheses using synchronised acoustic and 
articulatory (ultrasound) data. 
2. METHOD 
2.1. Participants 
Five monolingual native speakers of Scottish 
English, aged 18-27 years (3F, 2M), with no history 
of visual, hearing, reading or speech impairments, 
were paid £30 to participate in the study.  
2.2. Materials and design 
The experimental stimuli consisted of 16 novel 
words: 8 novel nouns (dard, gord, lerd, mord, sard, 
tord, vard, zord) and 8 novel verbs (to dar, to gor, to 
ler, to mor, to sar, to tor, to var, to zor), which were 
associated respectively with 8 unfamiliar objects 
taken from [21], and 8 unfamiliar definitions of 
actions. Participants were trained aurally on these 
associations and never saw the written form of the 
novel words. For example, they heard a recording of 
zord or to zor produced by a female speaker of 
Scottish English while the corresponding unfamiliar 
object or definition of an action was visually 
presented on the computer screen. The associations 
of nouns and verbs with their corresponding objects 
and definitions of actions were randomized across 
participants. Participants were trained on the two 
types of items in separate blocks. The order of 
training block was counterbalanced across 
participants.  
 Training occurred over the course of two days to 
ensure long-term memory integration of the newly 
learnt words [13]. During training, participants were 
asked to complete orally the sentence It’s a __ again 
with the name of the newly learnt object that 
appeared on the screen (e.g. zord), and the sentence 
Yesterday, Tessa __ again with the newly learnt verb 
that corresponded to the definition that appeared on 
the screen. Hence, in the latter case, participants 
were elicited to produce the past tense form of the 
learnt verb (e.g. if a participant had learnt that to zor 
is to fake a smile she/he was expected to produce 
Yesterday, Tessa zorred again).  
 On the third consecutive day, participants were 
tested on the newly learnt words in a similar way: 
they were asked to complete orally the 
phrases/sentences A __. It’s a __.  It’s a __ again, 
with the name of the visually presented object, and 
the phrases/sentences To __. Yesterday, Tessa __. 
Yesterday, Tessa __ again, with the appropriate form 
of the verb that corresponded to the visually 
presented definition. The two types of items were 
tested in separate blocks, in the same order in which 
each participant had learnt them during training. 
Participants produced six repetitions of each item, 
making a total of 96 recordings per person. 
  
2.3. Apparatus and procedure 
 
During training (Days 1 and 2), stimulus 
presentation was controlled by DMDX software 
[14]. In each training session, each experimental 
item was presented 15 times. It was also produced 
by each participant 12 times, and half of these times 
participants received aural feedback (i.e. they heard 
the correct answer) after producing their response. 
All participants achieved 100% accuracy by the end 
of Day 1. The same training procedure was used on 
Day 2.  
 During testing (Day 3), stimulus presentation was 
controlled by Articulate Assistant Advanced (AAA) 
software, version 2.15 [3]. The same software was 
used to collect time-synchronized articulatory and 
audio data. Tongue movement data were captured 
using a high-speed Sonix RP ultrasound system (to 
nearest integer, Frame Rate = 121 fps, Scanlines = 
63, Pixels per Scanline = 412, Field of Vision = 
135°, Pixel offset = 51, Depth = 80 mm). The 
ultrasonic probe was placed under the participant’s 
chin and stabilized with a headset [1]. The audio 
data were captured using a lavalier Audio-Technica 
AT803 condenser microphone connected to a 
synchronisation unit [2]. At the beginning of each 
experimental session, participants were recorded 
swallowing water, in order to image the hard palate, 
and biting on a piece of plastic, in order to image the 




2.4.1. Acoustic data 
 
This analysis included data from five speakers (1, 2, 
3, 5, and 6) in the sentence-final (It’s a zord vs. 
Yesterday, Tessa zorred) and pre-vocalic (It’s a zord 
again vs. Yesterday, Tessa zorred again) contexts. 
In particular, we measured the acoustic duration of 
the monomorphemic and bimorphemic items based 
on the segmentation criteria established in the 
ANDOSL database [11]. Each item’s onset was 
labeled on the basis of these criteria (onsets of stop 
consonants were labeled at the beginning of the 
closure). The end point of each item’s duration was 
labeled at the release of the final stop. 
2.4.2. Articulatory data: dynamic approach 
The ultrasound data from five speakers (1, 2, 3, 5, 
and 6) were analysed using TRACTUS (Temporally 
Resolved Articulatory Configuration Tracking of 
UltraSound) [8]. This method analyses the distance-
intensity data in ultrasound images, and reduces the 
information in the image to a set of principal 
components (PCs), which account for the greatest 
amount of variance in the set. For each speaker, we 
applied the Principal Component Analysis (PCA) to 
the set of ultrasonic frames corresponding to the 
acoustic duration of each experimental item (e.g. all 
frames in zord and zorred). We then extracted a set 
of PCs corresponding to 80% of the variance. The 
PCs were subsequently used in a Linear 
Discriminant Analysis (LDA). We trained the LDA 
to distinguish between monomorphemic and 
bimorphemic items based on a random sample 
corresponding to 10% of the data, with equal 
number of frames from both conditions. The 
classifier was then used to predict the response 
category (monomorphemic vs. bimorphemic items) 
in the remaining 90% of the data. The procedure was 
repeated 1000 times for each speaker to obtain a 
distribution of classification success, defined as the 
percentage of correctly identified frames.  
  The success of the classification algorithm was 
evaluated against baseline data from the carrier 
sentence. We applied the same classification 
analysis to ultrasonic frames corresponding to the 
word again, which occurred in the carrier sentence 
in both conditions. If there is a morphological effect 
contributing to a different pronunciation in the items 
zord and zorred, we would expect the classification 
to perform significantly better in the experimental 
items than in the word again.  
2.4.3. Articulatory data: static approach 
In this analysis, we compared the tongue shapes in 
the two conditions of interest (monomorphemic vs. 
bimorphemic) for each speaker separately. The 
ultrasound image for Speaker 1 was not sufficiently 
clear for this type of analysis; hence, her data were 
excluded. For each item, the tongue contour was 
manually traced at the onset of the final-/d/ (see 
Figure 1). We focused on the onset of the final stop 
closure hypothesizing that progressive coarticulation 
from the /r/ in the stem might operate differently in 
the two conditions. In particular, we reasoned that it 
would be greater in monomorphemic forms 
compared to bimorphemic ones. Hence, we expected 
the tautomorphemic /d/ to be more /r/-like in shape 
at the onset of the stop closure than the suffix /d/ in 
the bimorphemic form. This specific choice of 
acoustic closure to represent the /d/ was also 
influenced by the fact that it could be identified 
consistently in the acoustic form.  
 For each speaker (2, 3, 5, and 6), the tongue 
contours of all repetitions of all items were 
superimposed in a single workspace, enabling the 
creation of average tongue shapes and the 
comparison of the two conditions using the AAA 
difference function [3]. Average tongue shapes in 
the two conditions were then statistically compared 
using Smoothing Splines (SS) ANOVA [12]. 
 
Figure 1: Traced tongue contour at the onset of the final-
/d/ closure in zord for Speaker 5. 
 
3. RESULTS 
3.1. Acoustic data 
 
Dysfluent utterances or erroneous responses (2.2% 
of the data) were discarded. We analysed the 
duration of the experimental items using linear 
mixed effects modelling [5]. The preferred model 
included duration (log-transformed) as the 
dependent variable, and as fixed effects the 
interaction between morphological structure and 
context, as well as the effect of repetition order. 
Intercepts for participants and items were included 
as random effects, and so were by-participant 
random slopes for the interaction between 
morphological structure and context, and the effect 
of repetition order (logItem_duration ~ 
Morph_Structure * Context + rep_order + (1 + 
Morph_Structure * Context + rep_order | 
Participant) + (1 | Item)). Outliers with a 
standardized residual greater than 2.5 standard 
deviations from zero were removed from the fitted 
model (1.7% of the data). The results indicated that 
the items in the prevocalic context were uttered with 
significantly shorter durations (t = –4.504, p < .01) 
than the items in the sentence-final context. 
Monomorphemic items were uttered with shorter 
durations compared to bimorphemic items, both in 
the sentence-final (545 vs. 554 ms) and prevocalic 
(431 vs. 442 ms) contexts, however, the effect of 
morphological structure was not significant (t < 1). 
3.2. Articulatory data: dynamic approach 
For each participant, we compared the distribution 
of classification success in the experimental items 
vs. the word again using one-sample t-tests. The 
results showed that the classification success was 
lower for the experimental items compared to the 
word again, i.e. the word again pronounced in the 
two conditions of interest (monomorphemic vs. 
bimorphemic) was more distinguishable than the 
experimental items (e.g. zord vs. zorred). This was 
the case for 4 out of 5 participants. One participant 
(5) showed better discrimination of the experimental 
items compared to the word again in the two 
conditions. The results from this analysis are 
presented in Table 1. 
 
Table 1: Results of t-tests comparing the success of the 
classification algorithm to predict condition on the basis 
of monomorphemic vs. bimorphemic items and the word 
again in the two conditions. 
 Items again     t p 
Speaker 1 94.31% 94.44% 5.74 <.001 
Speaker 2 82.03% 86.91% 171.35 <.001 
Speaker 3 84.77%   92.10% 364.63 <.001 
Speaker 5 79.38% 74.59% -176.63 <.001 
Speaker 6 86.92% 90.84%            1940.27 <.001 
3.3. Articulatory data: static approach    
The results from the SS-ANOVA showed a 
significant difference between the two conditions for 
two of the speakers (3 and 6). However, for the other 
two speakers (2 and 5), no significant differences 
were observed. Example data are illustrated in 
Figure 2. This figure shows the mean tongue 
contours in the two conditions for Speakers 3 and 5, 
rotated to the occlusal plane [23]. For Speaker 3 (left 
panel), the tongue dorsum is more retracted in the 
monomorphemic condition compared to the 
bimorphemic one. For Speaker 5 (right panel), the 
tongue shapes in the two conditions do not differ 
significantly from each other. 
 
Figure 2: Results of SS-ANOVA for Speakers 3 and 5. 
Non-overlapping confidence intervals indicate a 
significant difference between the two conditions. 
 
	    
4. DISCUSSION AND CONCLUSIONS 
The role of morphology in speech production is 
important, yet the available empirical evidence on 
whether and how the morphological structure of a 
word may influence its pronunciation is inconsistent 
in the literature. In the present study, we used UTI in 
the context of a word-learning cognitive psychology 
paradigm to investigate whether there are 
morphological effects on pronunciation. Based on 
results from previous studies [9, 18], we 
hypothesized that monomorphemic items would be 
shorter in duration, and more coarticulated than 
bimorphemic items.  
 The acoustic analyses showed a non-significant 
durational difference in the expected direction, that 
is, monomorphemic items were acoustically shorter 
than bimorphemic items. Moreover, the static 
articulatory analysis was suggestive of progressive 
coarticulatory effects in the monomorphemic 
condition, yet this was the case for half of the 
speakers only, indicating significant inter-speaker 
variability. Last, the dynamic articulatory analysis 
indicated that for all speakers except one, the 
monomorphemic and bimorphemic items were less 
distinguishable than the word again in the two 
conditions. Consequently, although there seems to 
be a difference between monomorphemic and 
bimorphemic forms, this difference may be due to 
factors other than morphological structure. As such, 
the results from both acoustic and articulatory 
analyses are currently inconclusive. 
 It is worth pointing out that the finding that the 
neutral word again was more distinguishable in the 
two conditions compared to the monomorphemic 
and bimorphemic items (e.g. zord vs. zorred) is 
unexpected. However, given that the two types of 
items were presented in separate blocks, it could 
well be the case that prosodic differences in the two 
blocks due to fatigue, for example, exerted a strong 
influence on the pronunciations of most speakers. 
Thus, morphological effects may have been 
confounded with an effect of block order. 
  To sum up, the present results do not allow us to 
conclude that morphology influences pronunciation, 
which contrasts the conclusions reached in other 
studies [9, 18, 24]. However, the present data come 
from a very small sample of speakers, hence further 
study of the putative acoustic and articulatory 
differences in the two conditions, using the methods 
described in this paper, is well worthwhile. A 
convincing null result in relation to our research 
question would have as important theoretical 
implications as observing morphological effects on 
pronunciation [7, 10, 17]. 
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