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Vocabulary and sentence-level grammar skills are the bedrock on which fluent L2 reading 
skills rest. The importance of vocabulary knowledge in particular is self-evident—texts 
consist of words—but the actual contribution that individual differences in vocabulary 
knowledge make to L2 reading outcomes seems to vary. Greater vocabulary knowledge, 
as reflected in the basic dimension of size, correlates strongly with better reading 
outcomes (Laufer, 1992; Qian, 1999, 2002), but there are also studies that show little, or 
no, link between the two (Yamashita, 2013). The inconsistency is due to differences in 
target population, task, setting and other study-specific factors. It may also reflect the 
difficulty of the text relative to the readers’ proficiency level. This study examines the 
relationship between L2 reading outcomes and reader based vocabulary and grammar 
knowledge as it is moderated (Hayes, 2013) by the text based features of lexical difficulty 
and syntactic complexity. By examining the potential interaction between reader 
knowledge and text demands, the study provides a more refined picture of the factors 
affecting reading outcomes, with a specific focus on vocabulary size, alone and in 
combination with sentence-level grammatical knowledge. The latter is also a potential 
moderating factor on the link between vocabulary knowledge and reading outcomes. 
 Participants were EFL students (n = 71) in the second year of their English major at 
an Indonesian university, with a range of English proficiency levels. The participants’ 
vocabulary knowledge was measured using the Timed Yes/No vocabulary test 
(Harrington, 2006), a measure of vocabulary size and processing skill. Grammar 
knowledge was established using a test of sentence-level grammatical knowledge. Text 
based syntactic complexity was established using the TextEvaluator readability formula 
(ETS, 2013), and lexical difficulty was defined by the lexical frequency of occurrence as 
assessed using VocabProfile software (Cobb, 2010). Each participant completed four 
reading texts, each reflecting a unique combination of two levels (high vs. low) of syntactic 
complexity and lexical frequency. 
 The first research question established the predictive power of individual differences 
in the participants’ vocabulary size and grammatical knowledge for reading outcomes: 
(RQ1) Do individual differences in linguistic knowledge (vocabulary size and grammatical 
knowledge) predict L2 reading outcomes? What is the relative contribution of each? Then, 
the role that differences in text based lexical and syntactic complexity play in reading 
outcomes was characterised: (RQ2) Are textual features (lexical frequency and syntactic 
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complexity) stable predictors of reading outcomes? What is the relative contribution of 
each?  Lastly, the relationship between reader knowledge and text features in predicting 
L2 reading outcomes was analysed, with a specific focus on potential moderating effects 
of text features: (RQ3) Do reader knowledge and text-feature factors interact to predict 
reading outcomes?  
 Findings for RQ1 showed vocabulary knowledge was a stronger predictor than 
grammatical knowledge. This replicates previous studies showing the importance of 
vocabulary knowledge in explaining variation in L2 reading (Brisbois, 1995; Zhang, 2012; 
Yamashita, 1999) and is at odds with other studies (Shiotsu & Weir, 2007; Shiotsu, 2010). 
Findings for RQ2 showed that lexical difficulty, as indexed by lexical frequency, accounted 
for more variation in reader outcomes than syntactic complexity. This finding supports 
previous findings (Brown, 2013; Eslami, 2014; Twessi, 1998). For RQ3 there was a mean 
interaction effect between lexical frequency and reader vocabulary knowledge such that 
the relationship between vocabulary and L2 reading for high lexical frequency texts was 
stronger than for low lexical frequency texts, but the effect was not statistically significant. 
There was no effect for differences in text syntactic complexity. The results also showed 
that text lexical frequency significantly moderated the relationship between reader 
grammatical knowledge and L2 reading, such that the relationship between grammatical 
knowledge and L2 reading for high lexical frequency texts was significantly greater than for 
low lexical frequency texts. Given the absence of significant interaction between 
vocabulary knowledge and lexical frequency, the sample was split into high and low 
vocabulary size groups (30% each) to see if more distinct proficiency differences would 
yield significant differences for lexical frequency effects. The subgroup analysis did not 
yield different results, though it did show that the grammatical knowledge–lexical 
frequency interaction evident in the complete sample was only evident in the low 
vocabulary size group.  
 The findings are consistent with Perfetti’s (1985) verbal efficiency theory and 
Kintsch’s (1998) construction-integration theory and their account of lower-level processing 
in L2 reading comprehension. The thesis demonstrates the importance of looking at 
learner knowledge in relation to text demands in understanding the relationship between 
learner knowledge and L2 reading outcomes. Pedagogical implications relate to a better 
understanding of how learner level and text difficulty affect performance. For the 
Indonesian EFL participants examined here, it also indicates that vocabulary development 
should be a central focus in the development of English L2 reading skills.  
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Chapter 1  
Introduction 
1.1 Background of the study 
It is widely acknowledged that reading comprehension is a critical skill in L2 academic contexts 
(Anderson, 1984; Grabe, 2009; Richards & Renandya, 2002; Stanovich, 1986). This is certainly the 
case in Indonesian higher education, where reading is the primary focus of English language 
teaching at the secondary and tertiary level (Cahyono & Widiati, 2006). The emphasis is on 
developing reading competence and also providing students with opportunities to gain an insight 
into English-speaking cultures (Masduqi, 2014).  
However, while the focus in the Indonesian context has been on developing reading skill, 
learning outcomes in English reading are low at both the secondary (Murtiningsih, 2014, p. 3) and 
tertiary levels (Kweldju, 2002a; Nurweni & Read, 1999; Sahiruddin, 2008). There are a range of 
potential factors responsible for the current state of affairs. These include learner attitudes to 
reading and English more generally (Sadtono et al., 1997), motivation (Kweldju, 1996), text genres 
(Rukmini, 2004), teaching methods (Cahyono & Widiati, 2006) and L1 reading and literacy 
practices (Rusfandi, 2013). However, arguably the single most important factor in successful L2 
reading outcomes is the linguistic knowledge the reader brings to the reading process (Anderson, 
1984; Stanovich, 1986). As Grabe (1991, p. 280) asserts, “fluent readers need a sound knowledge of 
language structure and a large recognition of vocabulary”.  
Indonesian learners’ shortcomings in English vocabulary and grammar skills are a 
significant source of reading difficulty (Sahiruddin, 2008). This thesis examines the contribution 
that individual differences in English vocabulary and grammatical skill make to L2 reading 
outcomes in Indonesian university students. L2 vocabulary and grammar knowledge, as predictors 
of academic English reading outcomes, are examined in reading texts in which the lexical and 
syntactic difficulty of the target texts is systematically manipulated. By examining the interaction of 
individual L2 linguistic knowledge and target text demands, a more fine-grained understanding is 
possible of the respective contributions that vocabulary skill and grammatical knowledge make to 
successful L2 reading.  
1.2 The importance of lower-level processes in L2 reading 
Reading is a complex process that starts with words on a page and ends up with the reader having a 
“situation model” of the world as evoked by the text (Kintsch, 1998). Of particular importance are 
the lower-level processes involved in understanding word forms and meanings and then integrating 
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these words with other words at phrase, clause, and sentence levels. The outcome from this level is 
integrated into higher-level conceptual and discourse levels. Fluency at the word and sentence level 
is a requirement for overall fluent reading outcomes (Laberge & Samuels, 1974; Perfetti, 2007). 
The role of linguistic knowledge, particularly vocabulary and grammatical knowledge, in 
facilitating reading comprehension is widely recognised in the L2 reading literature. A recent meta-
analysis of 56 studies examining key components in L2 reading outcomes (Jeon & Yamashita, 
2014) found that vocabulary and grammatical knowledge were the two strongest predictors of L2 
reading outcomes.  
But while importance of these elements in L2 reading outcomes is widely recognised, the 
specific roles played by the respective factors remain open to debate (Nassaji, 2014). The size (or 
breadth) of the individual’s vocabulary stock has been identified as a particularly important aspect 
of the vocabulary knowledge needed for L2 reading (Nation, 2006). Although it is generally agreed 
that vocabulary size is an important predictor in fluent reading, studies that have directly examined 
the relationship between the reader’s vocabulary size and reading outcomes reported varying 
findings as to the magnitude and even the existence of a direct correlation between differences in 
vocabulary size and variability in reading. The lack of an observed correlation between size and L2 
reading outcomes has been attributed to the validity of the testing instruments used to measure 
vocabulary size (Yamashita, 2013) or reading proficiency (Sahiruddin, 2008). The vocabulary size–
reading outcome relationship might also be affected (moderated) by other factors, including 
syntactic complexity and propositional difficulty (Sahiruddin, 2008). Finally, the relationship might 
be sensitive to learner proficiency levels in the sample examined (van Gelderen, 2004, 2007).  
As a result, it may be possible that two readers who have a similar vocabulary size may 
experience more or less difficulty in understanding as a function of their respective grammatical 
skill. Texts that make similar demands in terms of vocabulary knowledge may make greater or 
lesser demands in terms of grammatical or propositional difficulty. In this case, the narrow focus on 
only the relationship between vocabulary knowledge and reading outcomes will oversimplify, and 
even misrepresent, the role that vocabulary knowledge plays in successful L2 reading. The focus of 
this study is on how learner vocabulary and grammatical knowledge affect L2 reading outcomes in 
texts that systematically vary in lexical and syntactic complexity.  
Research to date that has examined the role of vocabulary and/or grammatical knowledge in 
L2 reading outcomes has either focused on vocabulary or grammatical knowledge (single 
component study) as a predictor of L2 reading outcomes (Lopez, 2008; Qian, 1999, 2002). Some 
researchers have also investigated the role of vocabulary knowledge in combination with 
grammatical knowledge. On the whole, this research is also inconclusive. Some studies have found 
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that vocabulary knowledge is better than grammatical knowledge in predicting L2 reading 
outcomes (Aryadoust & Baghaei, 2016; Zhang, 2012), while others reported that grammatical 
knowledge contributed more to L2 reading outcomes than lexical knowledge (Shiotsu, 2010; 
Shiotsu & Weir, 2007).  
1.2.1 Text complexity as a variable  
The main focus here is on how individual differences in learner vocabulary and grammatical 
knowledge affect L2 reading outcomes. It is argued that examining the effect of these lower-level 
vocabulary and syntactic processing factors on L2 reading outcomes, by focusing separately only 
on the contribution of the reader’s knowledge, results in an incomplete picture of the role these 
factors ultimately play, as the impact of reader knowledge on L2 reading outcomes may be affected 
by (that is, vary in response to) varying levels of text complexity. To do this, it is necessary to 
control for text difficulty, both in terms of the syntactic and lexical demands made by the text. Text 
complexity is operationalised and systematically varied using text analysis tools developed for 
reading instruction research. This research is most readily associated with the development of 
various readability indices (Flesch, 1951; Nelson, Perfetti, Liben, & Liben, 2012).  
Text complexity research focuses on identifying the linguistic features responsible for varying 
degrees of text difficulty. Syntactic complexity and lexical complexity, in particular, have been 
established as key contributors to overall text complexity. The relative contributions to reading 
difficulty of the two types have been examined in a number of studies. Both have been established 
as predictors of reading outcomes, with some suggesting that lexical complexity is a better predictor 
than syntactic complexity of reading outcomes in both L1 settings, (Arya, Hiebert, & Pearson, 
2011) and L2 contexts (Karami & Salahshoor, 2014).  
1.3 Context of the study 
This investigation of the role of both reader and textual features in L2 reading outcomes was 
conducted in Indonesia. English is the first main foreign language taught as a compulsory subject in 
school since Indonesia’s independence in 1945 (Dardjowidjojo, 2003). Indonesian students spend 
approximately 160 minutes per week in secondary schools (grades 7, 8, and 9) and 180 minutes per 
week in high school (grades 10, 11, and 12) in their English learning.  
Of the four language skills (speaking, reading, listening, and writing), reading is the main 
focus of English language teaching at tertiary level in Indonesia (Cahyono & Widiati, 2006; 
Masduqi, 2014). Reading is usually taught through intensive reading, which is normally done in a 
classroom context. Students are required to read certain types of texts in classroom and then 
students, either in groups or as individuals, are asked to answer reading questions. However, the 
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lack of interest in reading either L1 or L2 texts is the main barrier to L2 reading development 
(Kweldju, 1996). One of the reasons is that students find the texts quite difficult to read, particularly 
when they contain unfamiliar vocabulary and unfamiliar topics. Indonesian English-language 
teaching has not been able to solve the problem of insufficient vocabulary (Kweldju, 2002a); 
Indonesian teaching is still more concerned with grammatical accuracy rather than vocabulary 
development. 
The participants of this study were second-year university students enrolled in the English 
department. An examination of these interrelated factors among certain groups of learners in the L2 
Indonesian context is expected to explain the nature of L2 reading development in general and in 
particular in the Indonesian educational context.  
1.4 Purpose of the study 
The purpose of the present study is to investigate the interaction between reader knowledge, 
particularly vocabulary and grammatical knowledge, and textual features—lexical frequency and 
syntactic complexity—in determining the contribution of learner vocabulary knowledge (size) and 
grammatical knowledge to L2 reading outcomes of Indonesian EFL learners in a tertiary English 
program. 
The primary goal is to investigate the effect of reader vocabulary and grammatical 
knowledge on reading outcomes. This is motivated by research establishing that readers’ 
vocabulary and grammatical knowledge are two driving factors in reading comprehension in L2 
contexts, albeit the evidence is still inconclusive especially in terms of which one of the two 
variables plays a stronger role in L2 reading outcomes. It is argued that confirming or disconfirming 
the role of vocabulary and grammatical knowledge in L2 reading outcomes might provide a richer 
understanding of the nature of the relationship between linguistic knowledge and L2 reading 
outcomes (Koda, 2005) in an Indonesian EFL setting.  
The nature of this relationship is examined across texts that vary by lexical frequency levels 
(low vs. high) and syntactic complexity levels (low vs. high). A subsidiary question addressed as 
the result of the larger research question is the reliability of these text complexity measures in 
predicting reading outcomes. The manner in which vocabulary size and grammatical knowledge 
interact with lexical frequency and syntactic complexity will provide a more fine-grained picture of 
the reader-text-reading outcomes relationship. For example, previous research that showed a lack of 
correlation between vocabulary and reading outcomes (Sahiruddin, 2008; Zhang, 2012) may be 
facilitated by the condition that words or syntactic structures used in the text were too difficult for 
the sample of the study. The role of textual features particularly lexical frequency and syntactic 
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complexity may also help resolve inconclusive findings about the relative importance of 
grammatical knowledge and vocabulary knowledge in affecting L2 reading outcomes (Aryadoust & 
Baghaei, 2016; Brisbois, 1995; Nassaji, 2003; Shiotsu, 2010; Shiotsu & Weir, 2007 Zhang, 2012).  
1.5 Significance of the study 
The results of this study are beneficial for three reasons. At the level of theory, the results will 
contribute to a better understanding of how L2 reading outcomes are a result of the interaction 
between reader knowledge and text variability. It is also relevant to the robustness of text 
complexity measures as predictors of actual reading difficulty for the L2 readers in the sample 
studied.  
The results may provide insights into the nature of L2 reading in Indonesian EFL contexts. 
In particular, they will allow a better understanding of the role of vocabulary and grammatical 
knowledge in reader success in this setting. On a pedagogical level, the results will provide valuable 
information and insights for reading teachers and material developers in Indonesia to enhance 
teaching pedagogy, particularly with regards to improving the teaching of reading, and to improve 
learning or instructional materials. In its investigation of readers’ vocabulary and grammatical 
knowledge and their roles in text comprehension the study will provide a clearer indication of the 
vocabulary size and grammatical knowledge levels of Indonesian university students. Moreover, the 
study’s investigation of textual features can provide a basis for the design of reading materials and 
teaching methodology in academic settings in Indonesia. The nature of teaching English in the 
Indonesian educational system, which prioritises teaching grammar over vocabulary, will also be 
indirectly examined in this study in relation to reading development. This is motivated by the fact 
that L2 reading competence in Indonesian EFL contexts is considered to be failing (Murtiningsih, 
2014). In essence, this study is expected to promote either a vocabulary or grammatical focus in L2 
teaching and reading practices. 
1.6 Research questions and hypotheses 
The objects of this study are EFL learners at an Indonesian university and the study will specifically 
answer the following three research questions: 
1. Do individual differences in linguistic knowledge (vocabulary size and grammatical 
knowledge) predict L2 reading outcomes? What is the relative contribution of each? 
2. Are textual features (lexical frequency and syntactic complexity) stable predictors of reading 
outcomes? What is the relative contribution of each? 
3. Do the linguistic knowledge and text-feature factors interact in predicting reading 
outcomes? And if so, what patterns are evident?  
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These hypotheses are described in more detail in Chapter 3. 
1.7 Terms used in the context of the present study 
In order to avoid misunderstanding, it is important to define main concepts or terms used in this 
study before proceeding further. These terms include vocabulary knowledge, grammatical 
knowledge, lexical frequency, syntactic complexity, and reading outcomes, as described below. 
1.7.1 Vocabulary knowledge 
In this study, vocabulary knowledge was conceptualised in terms of vocabulary size knowledge. In 
reading research, vocabulary size reflects the number of known words, and it is argued that a 
vocabulary size of 8,000–9,000 word families or 98–99% of text coverage is required to understand 
the text (Laufer, 1989, 1992; Nation, 2006; Nation & Waring, 1997; Schmitt et al., 2011). 
Vocabulary size in this study is measured by the Timed Yes/No test where the items were taken 
from the Vocabulary Level Test Nation (Nation, 2001; Schmitt, 2000). The notion of vocabulary 
size in relation to other constructs in vocabulary knowledge is further explained in the literature 
review section. 
1.7.2 Grammatical knowledge 
Grammatical knowledge, often interchangeably known as syntactic knowledge, refers to the 
knowledge of the formedness (or ill-formedness) of a sentence or subparts of a sentence such as a 
clause or phrase (Shiotsu & Weir, 2007, p. 106). It includes knowledge of sentence structures and 
of acceptable sequences and forms of words in terms of syntax. In this study, grammatical 
knowledge is assessed in terms of knowledge of important structural and grammatical elements of 
standard written English. This knowledge is measured via the TOEFL multiple-choice based 
sentence completion task and grammatical error correction task. 
1.7.3 Syntactic complexity 
Syntactic complexity is an indicator of text complexity (Flesch, 1951; Nelson et al., 2012; Sheehan, 
2013). Syntactic complexity in reading research is often assessed through sentence length (words 
per sentence) (Davidson & Green, 1988). It is assumed that the longer the sentence is, the more 
complex the sentence. However, shorter sentences do not always make a text easier to comprehend 
as they tend to have fewer contextual clues or links between ideas, requiring readers to make more 
inferences (Hiebert, 2012, p. 19). Other syntactic measures are the mean number of clauses per T-
unit (Ellis, 2009, p. 495) and mean length of T-unit (Ortega, 2003) and these two measures are often 
used in examining syntactic complexity in oral production (Bardovi-Harlig, 1992). In addition to T-
unit based analysis, sentence-based analysis is argued to be superior in analysing adult written text, 
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and thus the current study adopts the TextEvaluator readability formula to assess syntactic 
complexity via the average number of clauses per sentence (Sheehan, Kostin, Futagi, & Flor, 2010). 
In this study, syntactic complexity is defined in terms of the average number of clauses per sentence 
and is measured using the online TextEvaluator readability formula. 
1.7.4 Lexical frequency 
Lexical frequency in this study is operationalised through the notion of word frequency levels 
measuring high lexical frequency and low lexical frequency in the text. High lexical frequency is 
regarded as easy vocabulary and low lexical frequency is considered to be difficult vocabulary. 
Vocabulary studies reveal that words in high-frequency bands are easier and faster to recognise than 
low-frequency words (Harrington, 2006; Harrington & Carey, 2009; Mochida & Harrington, 2006; 
Nation, 2001; Yap, Balota, Sibley, & Ratcliff, 2012). The notion of a frequency–difficulty link has 
also been established (Milton, 2007). In Indonesian context, the frequency was also found to affect 
learning in Indonesia (Nurweni & Read, 1996; Sahiruddin, 2008). The benefit of frequency has 
been used as a benchmark in assessing vocabulary size, such as in the Vocabulary Level Test 
(Nation, 1990) and the Yes/No test (Meara & Buxton, 1998), demonstrating that word frequency 
levels can reliably discriminate learners’ vocabulary breadth levels. In addition to the validity of 
lexical frequency in accounting for reader vocabulary size, lexical frequency has also been widely 
used to assess the vocabulary size (lexical complexity) of texts. Texts with a high lexical frequency 
level indicate that the text’s words are easy, while texts with low lexical frequency level indicate 
difficult texts. In the context of this study, assessment of lexical complexity via text vocabulary 
breadth is assessed using the online VocabProfile software, which is widely used to calculate the 
level of frequency of a text (Heatley & Nation, 2002). The texts’ lexical frequency analysis was 
calculated via www.lextutor.ca (Cobb, 2010). 
1.7.5 Reading outcomes 
Reading outcomes are a mental representation of the overall textual meaning, and are influenced by 
reader knowledge and textual features. To get the best L2 reading outcomes, readers should have 
adequate linguistic knowledge to understand textual linguistic features so that the propositions in 
the text can be comprehended (text-base model) and such micro- and macro-propositions can be 
integrated with readers’ existing knowledge to generate a coherent mental representation of the text 
(Kintsch, 1998). L2 reading outcomes in this study were measured by the accuracy scores from 
post-reading comprehension tests. Reading comprehension was assessed based on reading sections 
taken from TOEFL tests (Davy & Davy, 2002). Reading comprehension in this study was measured 
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from a reading test consisting of four texts with varying syntactic complexity and lexical frequency 
level.  
1.7.6 Interaction 
Interaction, or interaction effect in statistical terms, refers to the combined effects of two or more 
predictor variables on an outcome, and in conceptual terms is known as moderation (Field, 2014, p. 
395). A moderation is broadly defined as the presence of a variable that affects the direction and/or 
strength of the relationship between an independent and a dependent variable (Baron & Kenny, 
1986). A moderation occurs when the relationship between the two variables changes as a function 
of a third variable (a moderator variable). In statistical model, the outcome variable is predicted by 
the predictor variables, the proposed moderator variable, and the interaction of the two variables. If 
the interaction is significant then moderation is present. In the context of this study, it is assumed 
that the contribution of reader knowledge on L2 reading outcomes may be facilitated or moderated 
by textual features. 
1.8 Structure of the thesis 
This dissertation consists of six chapters. Chapter 1 provides an overview of the proposed study by 
introducing the contribution that reader knowledge (vocabulary and grammatical) and textual 
features (lexical and syntactic) make to L2 reading outcomes. The theoretical framework and 
empirical studies that motivate the research questions are introduced. The chapter ends with a 
description of the purpose and significance of the study, followed by the research questions. 
Chapter 2 describes the theoretical frameworks guiding this study, including reading models in the 
L2 reading process, the role of vocabulary and grammatical knowledge, and syntactic complexity 
and lexical frequency in the EFL reading comprehension process. Studies that are relevant to EFL 
reading in Indonesia are reviewed, and the setting of those studies, describing aspects of English 
reading instruction in Indonesia, are also reviewed to show their relevance to this thesis. Chapter 3 
details the methodology used in the study, including the selection of instruments, the experimental 
design, data collection procedures, and data analysis. Chapter 4 presents the findings and discusses 
them in terms of the three research questions. The results cover the impact of readers’ vocabulary 
and grammatical knowledge on L2 reading outcomes. The role of textual features, namely syntactic 
complexity and lexical frequency, in L2 reading outcomes is also presented, followed by the 
interaction between readers’ vocabulary knowledge, grammatical knowledge, syntactic complexity, 
and lexical frequency levels. Chapter 5 synthesises the results and relates them to the theoretical 
frameworks and empirical research motivating the study. Finally, Chapter 6 concludes the 
dissertation with a discussion of the theoretical and pedagogical implications of the results. The 
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limitations of the study are also identified and the chapter concludes with suggestions for directions 
for future research. 
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Chapter 2  
Review of Related Literature 
The aim of this thesis is to investigate the role of lower-level linguistic knowledge on L2 English 
reading outcomes by Indonesian university students. The focus is on recognition of vocabulary 
knowledge and sentence-level grammatical skill, two bedrock components of fluent reading. This 
chapter will first describe these elements and the role they play in reading. The two knowledge 
bases are situated in models of lower-level lexical processing that in turn are part of an overall 
model of text comprehension. The chapter will then narrow the focus to the research that has 
examined the contribution these elements make to L2 English reading. Although both vocabulary 
knowledge and grammatical skill are universally recognised as playing a critical role in reading, it 
will become apparent that the specific nature of the relationship eludes easy characterisation. In 
particular, research that has investigated the link between vocabulary and grammatical knowledge 
and L2 English reading outcomes presents mixed findings as to the importance of individual 
differences in these two knowledge bases as predictors of differences in reading skill. The mixed 
findings are due in part to a focus in the research on the relationship between reader knowledge and 
reading outcomes, while ignoring the possible contribution that variability in text demands may 
make to the observed relationship between reader knowledge and reading skill. Two important 
textual features that make a text more or less demanding are the degree of syntactic complexity and 
lexical difficulty. These features are characteristics of the text itself and independent of the 
knowledge the reader brings to it. All things being equal, a reader with a larger vocabulary should 
do better on more lexically demanding texts, but it is unclear whether this relationship is the same 
across texts that differ in syntactic complexity, and whether, in turn, this relationship shows the 
same pattern for a reader with a smaller vocabulary. For any given study the absence of correlation 
between learner knowledge (e.g., vocabulary size) and reading outcomes may be due either to the 
state of the reader’s knowledge or the demands of the text, or some combination of the two. A main 
focus in this thesis is on the relationship between reader knowledge and reading outcomes, as well 
as interaction between this relationship and text demands. Text demands have been operationalised 
and quantified in the L1 readability research. This research is briefly reviewed here and then 
described in more detail in the following Methods chapter. Finally, the context of the research is 
described and the specific issues arising in the Indonesian university setting are identified.  
2.1 Models of reading 
Reading is a complex behaviour. For over half a century reading researchers have proposed models 
that foreground certain aspects and background others. The bottom-up model was one of the earliest 
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models. Influenced by behaviorist theory in the 1950s, reading in the bottom-up perspective was 
purely a linear process in which readers decoded a text letter-by-letter, word-by-word, linking the 
words into phrases and sentences, and discourse level (Gough, 1972). This mechanical processing 
translates information in the text piece-by-piece with little interference from the reader’s 
background knowledge in comprehending the text. The role played by vocabulary in this model is 
essential for comprehension and the role of grammar is ignored. The role of vocabulary in L2 
reading becomes more crucial in understanding an L2 text since it is a bottleneck for L2 readers. 
Thus, the role of grammar in this model has not been acknowledged.  
In the late 1960s and 1970s, top-down models appeared. These approaches emphasised 
comprehension processes, particularly the role of cognitive processing and background knowledge 
on reading comprehension (Goodman, 1967; Smith, 1988). Reading is here regarded as information 
processing on the assumption that readers start approaching the text with existing knowledge or 
background knowledge and then work down to the text. According to Stanovich (1980) reading is 
regarded as hypothesis testing because the readers actively expect that the written text contain the 
same idea as what he/she thought. Some reading researchers also call this framework a 
psycholinguistic guessing game, arguing that reading is seen as a game of guessing, sampling, 
predicting, and verifying top-down hypotheses (Goodman, 1967; Smith, 1994). This framework 
emphasises that the source of meaning construction is the stored knowledge in a reader’s own mind, 
and word recognition processes and other textual processes received limited attention and in text 
comprehension. Therefore, this model holds that sources of individual differences in (L1) reading 
comprehension lie in individual differences in background knowledge the reader has in relation to a 
text being read.  
Currently there is the general recognition that complete reading models need to incorporate 
both bottom-up and top-down elements; that is, they need to be interactive. Reading is assumed to 
involve the interaction between the elements of bottom-up and top-down processes required to 
support each other in text comprehension. It is assumed that word recognition and syntactic parsing 
processes (bottom-up) in the reading process need to be fast and automatic to support the top-down 
comprehension process, particularly the use of background knowledge in prediction involving 
inference processes in text comprehension. In addition, the context of information and background 
knowledge should also be strong in order to support the lower-level process, and predictions and 
inferencing about the text meaning improve as the word-level process is more efficient (Grabe, 
2009, p. 89). Reader vocabulary and grammatical knowledge are the most fundamental lower-level 
elements and serve as a bottleneck to higher-level reading comprehension processes. Inability to 
recognise words and their meanings in a text, in turn, affects the reader’s ability to integrate words 
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into phrases and clauses in a sentence, and eventually leads to reading failure. Reading outcomes 
are the result of interaction between reader knowledge, particularly linguistic knowledge, and text 
features (reader-text interaction) (Anderson, 2000; Kintsch, 1998).  
2.2 Word recognition and syntactic parsing in reading 
Laberge and Samuels (1974) noted that reading, like other higher-order cognitive skills, is 
constrained by the fact that humans are limited-capacity processors. Any complex cognitive activity 
involves a number of mental resources that can be simultaneously activated in a limited working 
memory (Daneman, 1991; Daneman & Carpenter, 1980; Harrington & Sawyer, 1992; Laberge & 
Samuels, 1974). Lower-level and higher-level processes both compete for memory resources in this 
account. When recognising individual words consumes considerable attention, individuals have 
little remaining capacity for attending to the meanings of words, phrases, and sentences in running 
text. However, when individuals can identify words fluently or automatically and coordinate these 
words into phrases without paying much attention to this process, the capacity is freed for higher-
order processing. This higher processing includes understanding text information, monitoring 
comprehension, and integrating information from texts with a reader’s knowledge and other 
sources. Efficient word knowledge is retrieved or accessed, allowing memory capacity to be 
dedicated to the more demanding reading comprehension processes, such as comprehension-level 
processes.  
Word recognition and syntactic parsing are also assumed to be components of reading that 
can potentially be automated, so that the reader’s cognitive resources can be allocated to much more 
demanding operations in reading; that is, comprehension operations which involve both integrating 
textual information and the reader’s knowledge about the text (Adams, 1990; Perfetti, 1985; 
Segalowitz, 2005, 2010).  
Perfetti’s verbal efficiency model (Perfetti, 1985, 1988) follows in this tradition. Reading is 
considered a cognitive skill involving lower-level processes and higher-level comprehension 
processes under conditions of a limited attention resource or working memory capacity. It is 
assumed lower-level processes (mainly word-level processes) should be relatively automated so that 
efficient word recognition skills allow cognitive resources to be used for other comprehension 
processes (discourse level processes) that require more cognitive demands. Efficient word 
recognition skills are central to the model. Word recognition skills receive a more fine-grained 
analysis in Perfetti’s account. Efficient word recognition is the result of high quality orthographic, 
phonological, and semantic representations, collectively termed lexical quality (Perfetti, 2001, 
2007; Perfetti & Hart, 2002). Word recognition is divided into two stages. The first is the pre-
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lexical stage during which the reading process is autonomous or context-free (Perfetti, 1991, p. 34; 
1992).  
Empirical evidence supports the autonomy of word recognition processes (Kintsch & Mross, 
1985; Lucas, 1984; Swinney, 1979). Swinney (1979) found that word meaning is not preselected by 
contexts (approximately 750–1,000 milliseconds for non-biasing context and strong biasing 
context). Similarly, Lucas (1984), in a study of processing ambiguous words, demonstrated that 
lexical access is an automatic process unaffected by context. Kintsch and Mross (1985), likewise, 
found lexical access was not affected by the thematic context of discourse.  
The second stage is the post-lexical stage, which involves the role of context in encoding the 
contextually appropriate meanings during the creation of propositions (Hudson, 2007, p. 50). These 
word integration processes are a continuous component of the reading process by which new 
propositions are integrated with previous propositions held in memory (Perfetti, 1988, p. iii). 
Efficient word integration processes (sentence processing) require high levels of grammatical 
knowledge. These processes feed into higher-level comprehension processes, such as making 
inferences and summarising the overall meaning of a text. Lack of efficiency in these lower-level 
processes will have a significant effect on the higher-level processes and text comprehension more 
generally. 
2.3 Construction-integration model 
The construction–integration (CI) model was first developed by Kintsch (1998). It is a widely 
recognised model of discourse comprehension that is used as the comprehension framework for this 
thesis. The model posits that reading comprehension is a discourse comprehension process that 
involves a text-based construction model and a situational inferencing model in creating a coherent 
mental representation of the text. In text-based processing, propositional analyses via sentence 
analysis are regarded as the key building block for meaning development in comprehension. A 
proposition is an idea unit in every sentence in a text, and within this point of view word 
recognition and syntactic parsing is fundamental in understanding propositions in a text. The result 
of an idea from text-based processing should be integrated with the reader’s knowledge about 
reality as discussed in the text to reach the complete meaning of the text. Kintsch’s model proposes 
that there are four important components in reading: word recognition, syntactic parsing, 
proposition formation, and inferencing. The situation model itself is retrieved from long-term 
memory (background and domain knowledge) (Kintsch, 1998; Kintsch & Rawson, 2005). 
Kintsch (1988) described three reading process cycles to create a coherent mental 
representation of the text. The first level consists of a surface representation of the text in which a 
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sequence of propositions (the smallest units of meaning within individual sentences and clauses) is 
constructed directly from words and phrases in the text. This is where the importance of lower-level 
processing is represented in this model. It is essential that readers have adequate linguistic 
knowledge, particularly vocabulary and grammatical knowledge, so as to unpack the proposition or 
concept at the sentence level. At the second level, the propositions generated are connected with 
previous and subsequent propositions in a network, representing the local meaning relationships 
(microstructure), and with more important concepts in the network, representing the more global 
relationships in the text (macrostructure). Together, the microstructure and macrostructure form the 
text-base. The text-base involves deeper processing than the surface representation because it links 
more information in the text and indicates relative importance. These first two levels are the 
construction phase of the CI model. The final level is an integration process in which the 
constructed text-base is integrated with the reader’s prior knowledge to form a coherent mental 
representation of the text (termed the situation model). The situation model is a more elaborated 
level; it involves deeper processing than the text-base because it incorporates information from 
long-term memory.  
In this model the role of vocabulary is crucial to unpack the meanings of words in a text. As 
well, grammatical knowledge is essential in this model since the basic unit of analysis— the 
proposition—is conveyed through grammatical patterns. Meaning structures used in text 
comprehension (proposition units) cannot be generated without the syntactic parsing of clauses and 
sentences, such as by isolating the main verb (predicate), subject, object position, and other 
structural categories as argued by Kintsch (1998).  
Overall, this model describes reading in terms of both outcome and process. The reading 
outcome is a mental representation of the text (the situation) that allows the reader to answer 
reading questions, summarise the text and so forth. This mental representation is an outcome of a 
comprehension process that takes place as the reader progresses through the text, and is dependent 
on both the characteristics of the reader and the features of the text.  
2.4 Reading outcome as interaction between reader characteristics and text features 
Kintsch (1998) and Anderson (2000) asserted that reading outcome or comprehension is a result of 
the interaction between reader characteristics and text features. The term reader characteristics is 
used to describe entailing abilities, skills, knowledge, and experience of the reader used to 
comprehend the text. These reader characteristics include cognitive (attention, memory, and 
reasoning), linguistic (in this study referring to vocabulary knowledge and grammatical 
knowledge), and non-linguistic knowledge such as knowledge of the world (Snow & Sweet, 2003). 
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Reader characteristics are important sources of individual differences in text comprehension as 
good readers typically have a wider range of abilities and skills when compared to poor readers 
(Kintsch, 1994). It is important to note that this study uses the term reader knowledge rather than 
reader characteristics to specifically refer to linguistic knowledge in terms of vocabulary and 
grammatical knowledge. 
A number of studies have investigated reader knowledge factors (Anderson, 1984; Jeon and 
Yamashita, 2014; Barrot, 2013; Jeon & Yamashita, 2014; Laufer, 1992; Nassaji, 2003). These 
studies found L2 linguistic knowledge, including primarily vocabulary and grammatical knowledge 
that readers brought to a reading text or task, has significant effects on L2 reading. However, less 
research has explored the role of variability in text features in affecting this relationship in the L1 or 
L2. Meanwhile, how reader knowledge relates to text features in predicting L2 reading outcomes 
has been largely neglected in L2 reading research. The research reported in this dissertation 
examines the interaction between reader knowledge and text features and their impact on L2 
reading outcomes.  
2.5 L2 linguistic knowledge and reading outcomes 
The present study adopts the interactive reading model as a primary theoretical reading model with 
an assumption that L2 reading consists of cognitive processes involving the interaction between 
lower-level processes (word and sentence-level processes) and higher-level processes 
(comprehension processes, such as extracting text meaning based on readers’ domain knowledge) 
(Grabe, 2009, p. 14; Koda, 2005, p. 4). The lower-level linguistic processes in reading include word 
recognition, word integration or syntactic parsing and this has been widely argued to be a 
requirement for readers to be able to allocate their cognitive resources and attention to higher-level 
comprehension processes (Anderson, 2000; Grabe, 2009; Koda, 2005; Stanovich, 2000). 
Meanwhile, higher-level comprehension processes include remembering the text, making inferences 
from the text, and integrating information from the text with existing knowledge of the reader 
(Kintsch, 1998). These comprehension processes are associated with a deeper level of 
comprehension crucial to successful text comprehension.  
The ability to retrieve information from the reading text is not an easy task for second-
language learners. As distinct from L1 native readers, the notion of the L2 reader involves L1 
reading ability that has been well developed and at the same time requires L2 linguistic knowledge 
to comprehend an L2 text. The difficulty of L2 text understanding has long been identified by 
Anderson (1984), and it motivated him to explore the main factors impacting poor L2 reading 
regarding either a reading problem as manifested in L1 reading ability or a language problem as 
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reflected in L2 linguistic knowledge. Anderson postulates that L1 reading ability (at a certain level) 
transfers to L2 reading since both share a common underlying cognitive ability (the linguistic 
interdependence hypothesis), and also proposes a linguistic threshold hypothesis suggesting that 
there is a certain threshold level of L2 linguistic knowledge before L1 reading can transfer to L2 
reading. The latter entails that a high level of L2 linguistic knowledge is required before an L2 
reader can comprehend an L2 text. In this respect, Anderson concludes that “it appears that L2 
reading is both a language problem and a reading problem, but with firmer evidence that it is a 
language problem or insufficiency of L2 linguistic knowledge especially for low levels of foreign 
language competence” (p. 24). Therefore, L2 reading was found to be more attributable to a 
reader’s L2 linguistic knowledge. Although the construct of L2 reading involves L1 reading ability 
and L2 linguistic knowledge, this current research focuses more on the contribution of the L2 
linguistic dimension on L2 reading. 
In the context of Indonesian English-language teaching and learning, Indonesia still suffers 
from a low reading performance at secondary school (Murtiningsih, 2014) and at tertiary level 
(Kweldju, 2002a; Nurweni & Read, 1999; Sahiruddin, 2008). In response to this low reading 
performance in Indonesia, it may be proposed that it is an insufficiency of L2 linguistic knowledge 
that makes L2 readers fail to comprehend the text. Learners in Indonesia may still not reach an L2 
linguistic-knowledge threshold that allows them to easily comprehend an L2 text. The role of L2 
linguistic knowledge in predicting the variance of L2 reading outcomes is more specifically 
discussed through the models of reading comprehension in the following section. 
2.6 Lower-level linguistic skill and L2 reading  
The attention now turns to the role of lower-level processes in L2 reading comprehension. Recently, 
Jeon and Yamashita (2014) reported a meta-analysis of 59 L2 reading studies exploring L2 reading 
correlates. The factors explored were reader knowledge factors such as orthographic knowledge, 
phonological awareness, metacognition, morphological knowledge, listening, decoding skill, 
vocabulary knowledge, and grammatical knowledge. The study revealed that grammatical and 
vocabulary knowledge were the best predictors of L2 reading outcomes. The study mentioned 
above indicate that reader knowledge of grammar and vocabulary may best reflect L2 linguistic 
knowledge or L2 proficiency that in turn has a large contribution to L2 reading outcomes. The 
studies discussed below review the role of each aspect of reader L2 linguistic knowledge in L2 
reading outcomes. 
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2.6.1 Vocabulary size and L2 reading  
Vocabulary knowledge generally refers to the knowledge of word form, meaning, and its use 
(Nation, 2001). In more detail, word form involves spoken, written, and word parts, while word 
meaning covers form and meaning, concept and referents, and association. Meanwhile, word use 
reflects grammatical functions, collocations, and constraints on use, such as register and frequency 
(p. 40). Knowing words and their properties is definitely important to understand word-by-word 
meaning in a reading text. Recently, Perfetti (2007) proposed the lexical quality hypothesis in 
explaining vocabulary knowledge in terms of knowledge of word constituents: knowledge of its 
orthographic system, phonological encoding, and semantic information. Knowledge of words and 
their constituents allows readers to efficiently use word information to understand a text at word 
level, sentence level, and discourse level.  
In vocabulary-reading studies, vocabulary knowledge has been conceptualised in terms of 
vocabulary size (also known as breadth: the number of known words) and vocabulary depth (how 
well those words are known) (Anderson & Freebody, 1981; Schmitt, 2014). Although the two terms 
vocabulary size and vocabulary breadth are often used interchangeably in many studies, the term 
vocabulary size is used in this dissertation. Vocabulary size is operationalised as knowledge of the 
form–meaning connection and is assessed by counting known lexical items in the vocabulary size 
test. Meanwhile, vocabulary depth has been conceptualised as greater lexical organisation (Meara, 
1996). In addition to lexical organisation, vocabulary depth can also be conceptualised in terms of 
vocabulary speed or fluency (Schmitt, 2014). In addition, Read (2004) posits that the “precision of 
meaning” and “comprehensive word knowledge” are also regarded as part of the depth dimension. 
Although vocabulary size and depth have been debated, especially in terms of their different 
constructs, empirical evidence typically shows a strong correlation between the two aspects, with 
some scholars concluding that there is no conceptual difference between size and depth (Vermeer, 
2001).  
Vocabulary size is the focus in this study. In addition, speed of recognition has also been 
proposed as a key element of word recognition skill. Harrington (in press, 2017), in his account of 
lexical facility, proposed that fluent performance requires both adequate vocabulary size and the 
ability to access this knowledge efficiently and appropriately in real-time use, and this serves as a 
bottleneck on fluent performance in both spoken and written language.  
Vocabulary size, in particular, has been shown to be very important (Laufer, 1989, 1992; 
Laufer & Ravenhorst-Kalovski, 2010; Meara, 2005; Nation & Waring, 1997). One of the concerns 
in this research tradition is that there is an argument about the vocabulary threshold (size) level 
needed to engage in various domains of L2 use. In this case, vocabulary size is linked to text 
  18 
coverage (percentage of words known in the text) and their contribution to L2 reading outcomes. 
Nation (2006) argues that 8,000–9,000 word families and 98% lexical coverage are prerequisites for 
written text comprehension. Laufer and Ravenhorst-Kalovski (2010) supports Nation’s (2006) 
finding that the optimum threshold for lexical size and coverage is about 8,000–9,000 word families 
with 98% lexical coverage for independent text comprehension, and a minimum threshold of 
vocabulary breadth of 4,000-5,000 word families with 95% lexical coverage to read and understand 
the text with help and guidance. Recently, Schmitt et al. (2011) studied 661 students from eight 
countries answering an extended vocabulary checklist test and a reading comprehension test, 
finding that 98–99% lexical coverage was required for comprehension of independent reading texts. 
They suggest that 98% coverage may provide an acceptable level of comprehension (at a score of 
60% or higher). 
Harrington’s lexical facility account brings the size and speed dimensions together. Works 
related to vocabulary size and vocabulary speed can be seen in Harrington (2006) and Harrington 
and Carey (2009) with correlation ranged from r = -.45 to -.50. Using the Vocabulary Receptive 
Speed Test in computerised VLT format, Laufer and Nation (2001) found vocabulary size was 
observed to highly correlate with vocabulary speed, with a correlation of r = .67 at the 10,000 level 
and r = .50 at the 5,000 level. These results provide support for the idea that learners who know 
more words are likely to come up with the meanings of words more quickly than learners with 
smaller vocabularies. The current study takes into account both vocabulary size and vocabulary 
speed in exploring the effect of vocabulary on L2 reading outcomes.  
In L2 settings, the effect of vocabulary knowledge (as measured by general vocabulary, 
vocabulary size, and speed) on reading outcomes has been mixed. For some contexts, vocabulary 
knowledge was found highly positively correlated and predictive of L2 reading (Jeon & Yamashita, 
2014; Laufer, 1992; Laufer & Ravenhorst-Kalovski, 2010; Li & Kirby, 2014; Moinzadeh & 
Moslehpour, 2012; Nassaji, 2003; Qian, 1999, 2002; Sahiruddin, 2012; Shiotsu & Weir, 2007; 
Stæhr, 2008). Others have found vocabulary knowledge having zero to moderate correlation with 
L2 reading (Al-Nujaidi, 2003; Fujita, 2010; Gelderen et al., 2004; Gelderen, Schoonen, Stoel, 
Glopper, & Hulstijn, 2007; Harrington & Roche, 2014; Haynes & Carr, 1990; Sahiruddin, 2008a; 
Yamashita, 2013; Zhang, 2012).  
In line with the positive effect of vocabulary on reading outcomes using a general vocabulary 
knowledge test, Nassaji (2003) reported a correlation of r = .59 between a general vocabulary test 
and a Denny Reading test for advanced L2 Farsi university learners. Shiotsu and Weir (2007) also 
found general vocabulary knowledge as measured by gap-filling was correlated with reading test at 
r = .60 for 107 ESL university students studying in the United Kingdom. Jeon and Yamashita 
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(2014), in their meta-analysis of L2 reading correlates from 59 studies, observed that general 
vocabulary knowledge was correlated with reading comprehension across group proficiency levels 
(r = .79). Vocabulary knowledge as defined in terms of word recognition (the ability to retrieve 
word meanings) in L2 in a Japanese program was also correlated with reading comprehension at r = 
.54 to r = .66 (Koda, 1992). 
Similar positive effects of vocabulary size have been found in studies using vocabulary level 
tests. Laufer (1992) reported correlations between vocabulary breadth and comprehension ranging 
from .50 to .75 for 92 university students whose L1s were Arabic and Hebrew. Qian (1999) found a 
correlation of .78, and Laufer and Ravenhorst-Kalovski (2010) found a correlation of .80 between 
vocabulary size and reading, accounting for 64% of the reading variance for 745 university students 
studying in Israel whose native language was Hebrew. Qian (2002) found a high correlation of r = 
.74 between vocabulary size performance and reading comprehension (TOEFL reading test) for 217 
ESL Taiwanese university learners. Stæhr (2008), with 88 Danish learners of English in the ninth 
grade, found that vocabulary size had a high correlation to reading comprehension (r = .83), 
accounting for 72% of the reading variance. A strong correlation value (r = .60) was also found in 
Sahiruddin’s (2012) study examining the vocabulary size performance (VLT test) and TOEFL 
reading test for 60 L2 university learners in Indonesia. Moinzadeh and Moslehpour (2012), with 
112 Iranian university students majoring in English, also presented a similar correlation value of r = 
.83 for a vocabulary level test and TOEFL reading comprehension.  
All the above studies examined vocabulary in terms of accuracy of performance. In the 
context of word processing speed (or lexical fluency), Gelderen et al. (2004) studied learners in 
grades 8 to 10 in the Netherlands and found that word knowledge as assessed from word 
recognition speed was reported to have a high correlation to reading comprehension tests (the 
national high school reading examination) ranging from -.47 to -.55, signifying that better 
comprehension is related to faster reaction times or lexical processing speed. However, this finding 
was only evident in grade 8 but not in grades 9 and 10. In addition to this, Segalowitz et al. (1998) 
found that L2 university students who had better word identification automaticity skills were more 
fluent readers overall.  
However, some studies have found less correlation between vocabulary knowledge and 
reading. For general vocabulary knowledge, Zhang (2012), with 190 adult EFL Chinese students 
doing master’s level study, found that vocabulary size was weakly related to reading at r = .28. A 
low correlation was also evident in Haynes and Carr’s (1990) investigation of L2 university learners 
in Taiwan, demonstrating that vocabulary gap-filling was correlated with reading tests at r = .37. 
Sahiruddin (2008b) found that vocabulary breadth knowledge did not correlate with reading 
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comprehension at r = .04 for 81 Indonesian EFL university students. Similarly, Yamashita (2013), 
with Japanese ESL university learners, also found an absence of correlation between word 
identification as assessed by sight word reading judgement test and reading comprehension (r = -
.13). She argued that a lack of correlation was because the word identification test used was too 
easy for learners. Harington & Roche (2014) examined both size knowledge and processing speed 
on reading performance among 174 university EFL learners in Oman and found a weak correlation 
of .11 (advanced word test) and .16 (basic word test). Word processing speed data were also weakly 
correlated at .15 (advanced word test) and .26 (basic word test). 
There are several possible explanations for the mixed results of the role of vocabulary size 
and reading comprehension in L2 settings, evident from the foregoing. First, the explanation might 
be that readers’ vocabulary knowledge had not reached a certain level of lexical threshold of 8,000–
9,000 word families or 98–99% of text coverage (Nation, 2006; Schmitt, 2011). Second, it may be 
that vocabulary knowledge tests used in the study did not tap real vocabulary knowledge because 
the instrument used was too easy (Yamashita, 2013). Third, learners may not have reached the 
automaticity threshold so that the readers could not efficiently and effectively recognise word 
meanings while reading (Segalowitz, 2005; Segalowitz & Segalowitz, 1993). In this case, it has also 
been consistently observed that L2 word identification automaticity has been associated with L1 or 
L2 skilled readers and is also related to reading speed (particularly 320 wpm in L1 and 225 wpm in 
L2 contexts) and reading comprehension level (Favreau & Segalowitz, 1982; Favreau & 
Segalowitz, 1983). 
2.6.2 Grammatical knowledge and L2 reading 
In addition to vocabulary knowledge, grammatical knowledge also contributes to L1 and L2 reading 
outcomes (Bernhardt, 2011; Grabe, 2009). In reading research, different terminologies are used to 
refer to grammatical knowledge, including syntactic awareness, syntactic knowledge, 
syntactic/sentence processing, and syntactic parsing (Jeon & Yamashita, 2014, p. 165). In this 
study, grammatical knowledge is defined as the knowledge of formedness (or ill-formedness) of a 
sentence or subparts of a sentence such as a clause or phrase (Shiotsu & Weir, 2007, p. 106). It is 
knowledge of sentence structures and of acceptable syntactic sequences and forms of words. This 
knowledge enables readers to analyse and integrate syntactic information at the phrase, clause, and 
sentence level within texts. Horrocks (1987) states that syntax is concerned with the principles 
according to which words can be combined to form larger meaningful units and those larger units 
can be combined to form sentences (p. 24). Shiotsu (2010) also defines grammatical knowledge as 
“knowledge of sentence structures and that of acceptable sequences and forms of words in terms of 
syntax” (p. 61). Grammatical knowledge in this study is defined as the ability to identify correct 
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sentence structures. Grammatical knowledge was measured using TOEFL multiple-choice based 
sentence completion tasks and grammatical error correction tasks from the grammatical structure 
section of outdated TOEFL tests. The task took 40 minutes. 
Vocabulary and grammatical knowledge appear to be two of the most prominent components 
in L2 reading (Grabe, 1991, p. 379). Anderson (2000) notes the importance of grammatical 
knowledge in L2 reading, stating that the ability to parse a sentence into its correct syntactic 
structure appears to be an important element in understanding texts. However, the role of grammar 
in L2 reading has not been much explored (Nassaji, 2011; Shiotsu & Weir, 2007; Zhang, 2012).  
Theoretically, grammatical knowledge as defined to be the ability to parse sentences into their 
correct syntactic structure in a text appears to be an important element in understanding 
text (Anderson, 2000; Kintsch, 1998). In addition, grammatical knowledge has been claimed to be 
important in L2 reading as it helps to build coherence and establish “propositional meanings” 
(Fender, 2001; Kintsch, 1998) and monitor reading comprehension (Grabe, 2005). 
Meanwhile, research on the role of grammatical knowledge alone in L2 reading has been 
scarce (Nassaji, 2007; Shiotsu & Weir, 2007). For instance, Lopez (2008) found that grammatical 
knowledge is moderately correlated with reading outcome (r = .47 to .55) for 186 Spanish 
university students. Nassaji (2003) found a moderate relationship between grammatical knowledge 
and L2 reading for L2 learners with L1 Persian (r = .44). Lack of correlation between grammatical 
knowledge and reading was noticed in Zhang’s (2012) study; implicit grammar with .174 –. 336 
and explicit grammar with .057 – .181. Other studies also reveal a significant contribution of 
grammatical knowledge to L2 reading when combined with vocabulary knowledge, as discussed 
below.  
2.6.3 Studies comparing vocabulary and grammatical knowledge in L2 reading outcomes 
Studies in L2 settings concerning the relative significance of vocabulary and grammatical 
knowledge on L2 reading remain inconclusive due to different findings. Strother and Ulijn (1987) 
posited that poor L2 reading was not due to grammatical knowledge limitations, but inadequate 
knowledge of content words. Similar findings come from Brisbois (1995) who found that 
vocabulary accounted for 27% of L2 reading variance, while grammar measured only 3% of the 
variance for adult French EFL learners. In her further subgroup analysis by L2 reading proficiency 
level, Brisbois found that vocabulary consistently showed a larger contribution to L2 reading than 
grammatical knowledge. For lower-level readers, the contribution of vocabulary and grammar was 
9.3% and 1.1% respectively, while for higher-level readers the contribution was 7.6% for 
vocabulary and 1.4% for grammatical knowledge.  
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With Spanish EFL learners, Mecartty (2000) also pointed out that vocabulary knowledge 
explained a much larger proportion of variance in reading than did grammatical knowledge. 
Yamashita (1999) found L2 vocabulary knowledge as measured by the Vocabulary Level Test 
surpassed L2 grammatical knowledge (TOEFL structure test) in explaining L2 reading variance. 
The contribution of vocabulary was 34% and grammatical knowledge was 7% on the L2 reading 
variance. Nassaji (2003) also found that vocabulary knowledge as assessed by 100 multiple-choice 
questions of best-meaning selection showed a stronger contribution to L2 reading (r = .59) when 
compared to grammatical knowledge (r = .44) of 60 graduate students of Advanced Farsi EFL 
learners. Zhang (2012) also found that vocabulary was more important (β = .423, p = .036) than 
grammatical knowledge in L2 reading (β = .660, p = .078) by Chinese EFL advanced learners.  
However, Jeon and Yamashita (2014) found that grammatical knowledge had a slightly 
higher correlation (.85) with reading than L2 vocabulary (.79). But due to a weak difference, they 
conclude, “grammar and vocabulary knowledge are equally important correlates of L2 reading” (p. 
187). Shiotsu and Weir (2007, p. 104) criticise previous studies which claim vocabulary as the best 
predictor over grammatical knowledge and claim that “the role of vocabulary appears somewhat 
overstated while that of grammar understated”, which is in line with study by Alderson (1993) that 
grammar tests do explain substantial percentage of variance in reading test. Shiotsu (2010) found 
that grammatical knowledge was a better predictor of L2 reading than vocabulary knowledge. 
Shiotsu and Weir (2007), using structural equation model analysis of scores from multiple-choice 
vocabulary and grammar tests, found that grammatical knowledge showed a stronger role in reading 
over vocabulary. But they noted that the high correlation between these two variables found in 
study 2 and 3 at r = .84 raises a question regarding the (in) divisibility of the two competencies (p. 
122). 
The findings concerning the strength of vocabulary knowledge and grammatical skill as 
predictors of L2 reading outcomes, considered separately or jointly, are mixed. Possible reasons for 
the divergence of findings may have been due to different reading texts with various complexity 
levels as well as different L2 knowledge bases for the participants in the particular studies. 
The current study explores the impact of vocabulary and grammatical knowledge on L2 
reading outcomes in an Indonesian EFL setting, and how text features in terms of lexical frequency 
and syntactic complexity affect that relationship. The role of text features on L2 reading outcomes 
is discussed in the following section. 
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2.7 Textual features and reading 
It is difficult to understand the relationship between reader knowledge and reading outcomes if the 
demands of the text(s) being used are ignored (Kintsch, 1998). Two key textual features that make a 
text more or less demanding are the degree of syntactic complexity and lexical difficulty. These 
features are independent of the knowledge the reader brings to the text and rather are characteristics 
of the text itself. Studies about these text features are mainly drawn from readability studies in 
which the level of difficulty of a text is measured using a readability formula and becomes a basis 
to predict reading outcomes. Quantitative analysis of text features using a readability formula has 
been considered to be a reliable indicator or a correlate of potential reading difficulty (Koda, 2005, 
p. 109).  
As a terminological aside, the term text complexity has been interchangeably used with text 
difficulty or text readability, though text readability is mostly used in measurement formulas. In this 
view, text complexity refers to the advanced language expressions that affect how easy or difficult 
it is to understand either in spoken or written forms (Skehan, 2009). Text complexity has been 
generally based on linguistic features at the word and sentence level (Chall & Dale, 1995). Text 
complexity in this study refers to the difficulty of words and sentence structures in the texts 
affecting the ease of reading comprehension. Every text has a level of complexity or readability that 
affects the way the reader interacts with it. This study looks at how text dimensions or textual 
features are moderating factors in the relation between vocabulary and grammatical knowledge and 
reading comprehension.  
The importance of text complexity for reading teachers and researchers is evident in a 
research report by American College Testing (ACT) reporting the testing of US high school 
students for their readiness to study at college or university level (ACT, 2006), which found that the 
level of text complexity discriminated between the low and high achievers.  
Text complexity has been operationalised in a number of ways. Over 50 readability formulas 
have appeared. All include two language components: lexical difficulty and syntactic complexity. 
They include early and widely used readability approaches, including the Flesch Reading Ease 
Index (Flesch, 1948), Flesh-Kincaid Grade Level (GL) Score (Flesch, 1951), the Dale-Chall 
Readability Formula (Chall & Dale, 1995), and the Fry Index (Fry, 1968, 1977). Some additional 
readability formulas have also been proposed including the Gunning FOG formula (Gunning, 
1952), the Powers, Summer, Kearl Readability test, the Bormuth formula (Dubay, 2004), the Lexile 
Framework for Reading (Stenner, Horabin, Smith, & Smith, 1988), the Coh-Metrix (Graesser, 
McNamara, & Louwerse, 2011; Graesser et al., 2004) and the SourceRater/TextEvaluator 
readability formula (Sheehan, Kostin, Futagi, & Flor, 2010). TextEvaluator was found to have 
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better prediction rates in predicting reading performance than other readability formulas, such as 
The Reading Maturity Metric by Pearson, the ATOS formula by Renaissance Learning, the REAP 
System by Carnegie Mellon University, The Degrees of Reading Power Score by Questar 
Assessment, Inc., and The Lexile by Metametrics (Nelson, Perfetti, Liben, & Liben, 2012). The 
present study used the TextEvaluator readability formula to assess the level of text complexity, 
specifically regarding syntactic complexity level. 
A number of L2 studies have validated the role of text features in L2 reading outcomes using 
readability formulas, such as the Flesch-Kincaid Grade Level, Flesch reading ease, and others. 
Many recent L2 studies have incorporated traditional readability formulas in estimating text 
(Brown, 1998; Greenfield, 1999; Greenfield, 2004; Hamsik, 1984; Kasule, 2011; Sunggingwati, 
2009; Taguchi, 1997; Taguchi & Gorsuch, 2002). 
With respect to the significant contribution of reader vocabulary and grammatical knowledge, 
the text features being scrutinised in this study also represent the same linguistic elements, namely 
syntactic complexity and lexical frequency level (specifically text vocabulary size aspect). 
2.7.1 Text lexical frequency and L2 reading outcomes 
The role of lexical frequency in vocabulary learning and assessment has been established to be 
associated with vocabulary knowledge using lexical decision tasks (Balota & Chumbley, 1984; Yap 
et al., 2012) and also an index of lexical complexity (Rayner & Duffy, 1986). Words occurring 
more frequently in language tend to be recognised faster than less frequent words, for instance as 
reflected in shorter response times in lexical decision tasks and shorter eye-fixation latency in eye-
movement tasks. Lexical frequency approaches to L2 vocabulary learning are based on the 
assumption that the more frequently used words will be the more easily learned (Palmer, 1917, as 
cited in Milton, 2007). In other words, a typical learner's lexical knowledge is high for the frequent 
words and lower for the less frequent words. Moreover, the percentage of words known at each 
frequency level allows an extrapolation to be made and a calculation of overall lexical knowledge in 
the items being tested. Thus, a lexical profile has been argued to reflect learners' lexical knowledge. 
The central place of frequency with specific reference to vocabulary (Milton, 2009) and in 
language learning in general has been recognised recently (Ellis, 2002) about frequency-difficulty 
link. Lexical frequency is found to be by far the most robust predictor of language performance 
(Brysbaert et al., 2011; Murray & Forster, 2004). High-frequency words are processed faster than 
low-frequency words, and this phenomenon is often known as the word frequency effect (FE) and is 
one of the most investigated phenomena in psycholinguistics. In addition, word frequency becomes 
one of the core parameters in a number of computational models of lexical processing including 
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models of eye movement control in reading (Reichle, Polllatsek, & Rayner, 2006) and models of 
lexical decision tasks (Balota, Yap, Cortese, & Watson, 2008; Ratcliff, Gomez, & McKoon, 2004).  
In recent years, the frequency model has been tested in a number of studies revealing that L2 
learners’ knowledge of words is greatest at the highest frequency levels and declines at subsequent 
levels (Brown, 2012; Milton, 2007). For example, Milton (2009, p. 242) suggested that “the 
frequency effect is so powerful that word difficulty features [such as a degree of cognates and word 
length] commonly accepted as influential in determining whether or not a word will be learned, fail 
to significantly impact on this effect”. Supporting this, Brown (2013) found that low-frequency 
words were found largely to be unknown for L2 readers and that the most frequent vocabulary 
items were largely unproblematic for L2 learners in a Japanese context. (p. 1052). In sum, word 
frequency as an index of vocabulary knowledge has widely been acknowledged.  
Previous research found that the more students read texts with very few low-frequency words, 
the greater their chances of understanding unfamiliar concepts within the text (Nagy & Scott, 2000; 
Stanovich, 2000). Rare words or low-frequency words were claimed to be difficult to recognise. For 
instance, one unrecognised rare word can cause comprehension of the entire sentence to break down 
(McNamara et al., 2010 ). As well, too many unfamiliar or low-frequency words within science 
texts can inhibit a reader’s ability to learn concepts through reading (Stahl, 1999). The presence of 
too many low-frequency or rare words may make a text inaccessible to readers. Therefore, it is 
expected that more frequent words and simpler sentences should speed processing and facilitate 
fluent reading, leaving more cognitive resources available for comprehending a text. It has even 
been argued that lexical familiarity has a direct relationship to readers’ knowledge about a topic and 
has a significant impact on comprehension (Kintsch, 1998; Smagorinsky, 2001; Snow & Sweet, 
2003; Stahl, 1999).  
The role of lexical modification was observed by Kameenui et al.’s (1982) study examining 
the effect of language simplification (lexical simplification from easy to difficult or vice versa) on 
L1 reading comprehension by 60 fourth to sixth graders. Word substitution (6 words per text with 
overall 66 words) was based on Thorndike/Lorge’s word frequency list (1944). The results showed 
that the substitution of difficult words in a text made the text more difficult to understand for two 
groups and, conversely, substitution of easy words made the text easier to comprehend.  
Given the explanation above, it is evident that the role of lexical difficulty as indexed by 
lexical frequency in L1 and L2 settings has not been much explored. Studies about the essential 
effect of lexical frequency in texts have been conducted more in L1 children contexts where they 
are still developing their word recognition ability (Arya et al., 2011; Kameenui, Carnine, & Freschi, 
1982). On the other hand, in L2 settings the role of lexical difficulty alone in reading has not been 
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reviewed (Twessi, 1998). Although the role of lexical frequency received empirical support from 
Twessi (1998), the study did not control for language proficiency. Lexical simplification was found 
to bring the highest reading performance in the sample studies (p. 198).  
In short, words that occur frequently in a language tend to be learned before words that occur 
less frequently, and L2 learners’ scores on the various levels of the tests decreased from high-
frequency levels to the lower-frequency levels, particularly for productive knowledge (Laufer & 
Nation, 1999). The present study assesses the impact of vocabulary aspects either of a reader’s 
vocabulary knowledge and textual feature vocabulary from the construct of word frequency (or later 
used as lexical frequency). Vocabulary level test items used to assess a reader’s vocabulary were 
mainly based on word frequency levels. At the same time, the difficulty of a text’s vocabulary was 
also assessed in terms of word frequency level, indicating high-frequency words as easy words and 
low-frequency words as difficult words in the text. It is argued here that a reader’s vocabulary 
knowledge and text lexical frequency will interact to predict reading comprehension.  
2.7.2 Text syntactic complexity and L2 reading outcomes 
In addition to text lexical frequency examined in this study, another text feature being observed is 
syntactic complexity. Syntactic complexity refers to the complexity of expressions used to convey 
ideas (Carroll, 2008, p. 288). In reading research, it is often assessed through sentence length 
calculated by the number of words divided by the number of sentences in a given text (words per 
sentence) (Davidson & Green, 1988). It is assumed that the longer the sentence is, the more 
complex the sentence. However, shorter sentences do not always make text easier to understand. 
Short sentences tend to have fewer contextual clues and fewer links between ideas, requiring 
readers to make more inferences (Hiebert, 2012, p. 19). Other syntactic measures are the mean 
number of clauses per T-unit (Ellis, 2009, p. 495) and mean length of T-unit (Ortega, 2003), and 
these two measures are often used in examining syntactic complexity in oral production (Bardovi-
Harlig, 1992). In addition to T-unit based analysis, sentence-based analysis is argued to be superior 
to that based on clauses in analysing adult written texts. 
A sentence functions as a semantic and syntactic unit; semantically it is the smallest group of 
words that expresses a complete thought or idea, and syntactically it is the largest independent unit 
of language structure. Historically, a sentence was considered difficult to comprehend or process 
when it contains transformational-generative grammar rules (Chomsky, 1957, 1965), but in the 
early 1970s it was found that transformational rules did not account for processing difficulty 
because these rules could not be applied until the end of a sentence (Fodor et al., 1974). These rules 
are not compatible with the notion of incrementality in sentence processing, in a way that language 
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comprehenders interpret sentences word-by-word until the end (Just & Carpenter, 1980; Marslen-
Wilson, 1975). These findings were mainly based on online reading tasks like self-paced reading 
and eye-tracking studies, as well as event-related brain potential (ERP) studies. 
Beyond the concerns about difficult processing in certain parts of sentences, there is evidence 
that syntactic processing is incremental, very rapid, and highly automatic (Frazier, 2013). Syntactic 
processing proceeds as soon as a syntactic category for an input word is available, particularly a 
word class and its meaning. It is a systematic process incorporating each word into a connected 
phrase marker and later combining phrases into a sentence analysis (semantic meaning analysis). In 
L2 settings, it is also evident that bilingual learners interpret sentences incrementally, attempting to 
interpret each word of the input immediately as it is encountered, and revision is required for 
incorrect analysis in order to arrive at successful interpretation (Juffs & Harrington, 1995, 1996; 
Roberts & Felser, 2011). 
The notion of a sentence-driven concept (lower-level processing in reading processes) is 
related to syntactic complexity as one of the text complexity variables used in this study. The 
complexity of syntactic parsing of sentence structures in every part of the text is assumed to 
determine the complexity of the text. The level of sentence complexity in the reading texts 
determines the reading performance to some degree. This study adopted this model in order to 
explain the role of grammatical knowledge and text syntactic complexity factors in L2 reading 
outcomes. The syntactic complexity level of the texts in this study was measured using average 
length of clause per sentence as assessed via an online readability formula. The more subordinating 
clauses in sentence results in a sentence being more difficult to understand. The current study 
adopted the TextEvaluator readability formula to assess syntactic complexity via an average 
number of clauses per sentence (Sheehan et al., 2010). It is essential to note that some studies, in 
assessing the effect of text features on reading, employ text modification.  
Empirically, syntactic complexity as defined within sentence length construct was found to 
have a weak contributory effect. For example, syntactic complexity was found to be insignificant at 
influencing grade 7 readers’ reading comprehension since they could comprehend short and long 
texts equally (Davison, Wilson, & Herman, 1986). Davidson and Green (1988) also posited that 
syntactic complexity does not drive text difficulty and by itself is not a complex element in 
comprehension.  
However, Berman (1984), in his modification study with Hebrew-speaking college L2 
learners, found that changing the syntactic structure of the text (but not the vocabulary) from a 
difficult to a simple syntactic structure, resulted in consistent improvement. Yano et al. (1994) also 
found evidence of syntactic modification effects on reading by Japanese college EFL learners. 
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Others found that syntactic simplification had no significant effect on comprehension in L1 and L2 
contexts (Strother & Ulijn, 1987; Ulijin & Strother, 1990). However, the experimental groups were 
classified as advanced L2 level so, the researchers assumed that syntactic simplification or syntactic 
complexity may have an effect on limited proficiency language users (Ulijin & Strother, 1990). Oh 
(2001) also examined the effect of linguistic simplification (of lexical plus syntactic features) and 
elaboration (adding more information in the texts to be more comprehensible) by 180 Korean high 
school students finding that, for the high-proficiency group, simplified texts scored the highest 
reading performance, followed by elaborative texts, and the lowest scores were for authentic texts. 
Meanwhile, for low-proficiency learners, elaborative texts scored the highest, followed by 
simplified and then authentic texts. But, students at both group proficiency levels did not differ 
significantly at simplified and elaborative texts. Overall, modified texts scored better at reading 
comprehension than authentic texts.  
Recently, other research has examined the role of syntactic modification alone and its effect 
on reading comprehension. For instance, Eslami (2014) conducted an experimental study on 
syntactic modification within three designs; original text, syntactically simplified text, and 
syntactically expanded text (more difficult) with 257 undergraduate student subjects in Iran: 78 took 
original texts, 88 took simplified texts, and 91 took expanded texts. The results revealed that high-
proficiency learners did not perform significantly differently on the three text versions, mid-
proficiency learners showed significant differences, and the low-proficiency group showed 
significant differences at the original, reduced, and expanded texts.  
The studies above about the impact of text syntactic complexity and lexical complexity on L2 
reading have been mixed. These inconclusive findings are like those of previous studies on the role 
of reader characteristics (vocabulary knowledge and grammatical knowledge) on L2 reading. 
Therefore, examining the role of reader vocabulary and grammatical knowledge in conjunction with 
text vocabulary and grammar for L2 reading may be warranted in order to provide a better picture 
of the nature of L2 reading outcomes and how reading outcomes are a result of interaction between 
reader knowledge and text features. This study argues that individual differences in reading 
comprehension in this model can be attributed to individual differences in grammatical knowledge 
in the reader’s knowledge and also in the text’s syntactic features. The more complex the sentence, 
the more difficult it is to comprehend because when readers’ sentence comprehension is slow their 
processing efficiency is hampered, which ultimately lowers their reading performance. This study 
adopted this model as a way to explain syntactic complexity factors in L2 reading.  
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2.7.3 Studies comparing the role of lexical frequency and syntactic complexity in L2 reading  
There has not been much research exploring the relationship between both lexical difficulty and 
syntactic complexity on L2 reading outcomes. One of the studies, from Twessi (1998), researched 
200 Omani learners of English. In his design, five groups read one of five versions of a text 
followed by 25 multiple-choice questions (covering only factual information). The five texts were 
the following: authentic, fully-simplified (at lexical and syntactic levels), semi-simplified (half the 
amount of parts simplified), lexically simplified (frequency based), and syntactically simplified. 
Supporting the role of lexical complexity, this study found that students achieved the highest 
reading performance on the lexically simplified text (6% of reading variance), followed by the 
syntactically simplified text (5%), the semi-simplified text (5%), the fully-simplified text (3%), and 
lastly the authentic text. The study found that lexical simplification contributed more to L2 reading 
outcomes than syntactic simplification.  
Similarly, Arya et al. (2011) researched 142 L1 third-graders in California finding that 
syntactic complexity (referring to embedded structure and complex construction or mean number of 
clauses) did not play a significant role in four texts used in their study and they argued that certain 
lengthy sentences sometimes were easier to understand than a series of short sentences. Lexical 
difficulty played a stronger role in reading outcomes. Barrot (2013), comparing the effect of both 
lexical difficulty and syntactic complexity on reading by 60 primary students in Manila, also found 
that syntactic complexity (measured from mean length of T-units, average number of words in T-
units, total number of T-units containing an independent clause and one or more dependent clauses) 
in the most comprehensible texts did not significantly affect reading comprehension, but lexical 
difficulty was the greatest determining factor for reading comprehension. In short, longer sentences 
are often easier to understand than shorter ones. Differing numbers of T-units in words (MLT-W) 
and sentences (MLT-M) did not show any differences. 
In another study, Karami and Salahshoor (2014) investigated the extent to which syntactic 
complexity (T-units) and lexical difficulty (by lexical frequency index) affected academic reading 
comprehension (IELTS) by 50 Iranian university students enrolled in an English teaching program. 
It revealed that both lexical difficulty and syntactic complexity can significantly predict academic 
reading comprehension, β = .39 for lexical difficulty and β = .37 for syntactic complexity.  
The above studies show that lexical difficulty is more influential in affecting the difficulty or 
easiness of reading comprehension when compared to syntactic complexity effects for L2 learners 
in different settings. It is the difficulty of words that make it difficult for L2 learners to comprehend 
a text and it seems that syntactic complexity is less significant than lexical complexity. However, 
the studies discussed above did not assess learners’ vocabulary knowledge and grammatical 
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knowledge and merely focussed on the impact of textual features on L2 reading outcomes. Less is 
known in L2 settings about the interaction effect of reader characteristics and text features on 
individual differences in L2 reading comprehension. This study assesses both reader knowledge and 
text features and the roles they have on L2 reading outcomes.  
Lexical frequency is used in this study to signify word difficulty. High frequency means easy 
words and low frequency indicates difficult words. Word frequency is claimed here to be an 
important source of variation in text comprehension. High word frequency texts are more beneficial 
for readers with smaller vocabulary knowledge as the text is more familiar and less inference 
dependent. Meanwhile, low-frequency texts are more beneficial for readers with large vocabulary 
knowledge as the text consists of words requiring inference skills in understanding low-frequency 
word meanings in the text. On the other hand, considering the relation between a reader’s 
grammatical knowledge and a text’s syntactic complexity, a text with lower syntactic complexity 
might be more advantageous for readers with limited grammatical knowledge and, in contrast, a 
text with higher syntactic complexity might be more beneficial for readers with adequate 
grammatical knowledge. This grammatical knowledge is essential in unpacking the proposition or 
ideas at a sentence level as a prerequisite to capturing the textual meaning at a discourse level.  
In addition, most research conducted so far has investigated L2 reading outcomes from reader 
knowledge factors (Jeon & Yamashita, 2014) while fewer studies work on exploring the role of text 
features on L2 reading in many L2 settings. It is argued here that examining L2 reading outcomes 
from only one side, either of reader knowledge or text features, provides an incomplete picture of 
the nature of L2 reading development. How reader knowledge relates to text features in predicting 
L2 reading outcomes is currently an unexplored area for L2 reading research. The current study 
looks at the relative contribution of reader knowledge and text features in predicting L2 reading 
outcomes. Finally, it is expected that the role of individual differences in reader vocabulary and 
grammatical knowledge in L2 reading outcomes may be affected or moderated by textual features 
including lexical frequency and syntactic complexity. 
2.8 English reading instruction in Indonesia 
English has been taught as a compulsory subject in schools since Indonesia’s independence in 1945 
(Dardjowidjojo, 2003). It is a foreign language since English is not used in any social function in 
Indonesia. Although English is a compulsory subject, the time allotted to learn and teach English is 
not sufficient to reach basic communicative competence. Lamb and Coleman (2008) posited that 
English was not treated as a priority subject in the same way as general subjects. For example, at 
secondary school the time allotted for English used to be only 90 minutes (2 x 45 minutes) weekly.  
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A recent report from the World Bank (2011; see also Qoyyimah, 2015, p. 27) reveals that the 
allotted time for English is now similar to other subjects required in Indonesia curriculum. For 
instance, Indonesian students now spend approximately 160 minutes per week in secondary schools 
(grades 7, 8, and 9) and 180 minutes per week in high school (grades 10, 11, and 12) in their 
English learning. Since 2000, English learning has also been taught in several primary schools as a 
local choice. At the tertiary level, non-English-department students are required to take a subject 
called English for Academic Purposes or English for Specific Purposes (Cahyono & Widiati, 2006). 
English for Specific Purposes was scheduled once or twice a week with the allotted time per 
meeting of about 90 minutes. Additionally, at university level, many compulsory textbooks in the 
classroom are written in English. 
Of the four language skills (speaking, listening, reading, and writing), reading is the main 
focus of English language teaching at tertiary level in Indonesia (Masduqi, 2014). Reading has been 
one of the most important missions of English language teaching and learning in an EFL context, 
particularly the ability to read and learn from English textbooks or references (Richards & 
Renandya, 2002). High school graduates or university students are expected to be able to 
comprehend increasingly complex texts to widen their knowledge in today’s growing and 
increasingly diverse world.  
However, generally, language teaching and learning in Indonesia is still considered a failure, 
including in reading comprehension (Sadtono, 2005). Reading comprehension is a challenging skill 
in L2 contexts. It has been evident that although reading comprehension has always been the focus 
in the English curriculum in Indonesia, the country still suffers from a low reading rate 
(Murtiningsih, 2014, p. 3) and low reading performance in Indonesian university students (Kweldju, 
2002a; Nurweni & Read, 1999; Sahiruddin, 2008b).  
There are several factors that contribute to low reading skills in Indonesian education 
contexts, such as lack of word knowledge (Kweldju, 1997, 2002b; Murtiningsih, 2014; Sahiruddin, 
2008a), inadequate topic familiarity and linguistic problems (Kweldju, 1996a), genre unfamiliarity 
(Rukmini, 2004), low reading habits (Iftanti, 2012), and lack of questioning skills (Sunggingwati, 
2009). Of these, it is argued that word knowledge is the most determinant factor resulting in 
Indonesian learners having a low reading ability. In a context of reading instruction in Indonesia, 
reading courses are usually taught through intensive reading, normally done in a classroom context. 
Students are required to read certain types of texts in class and then either in a group or 
individually, students are asked to answer reading questions. In English study programs, L2 learners 
are usually given extensive reading courses providing students with opportunities for reading 
outside class so as to develop their own vocabulary and reading skills. However, the lack of interest 
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in reading either of L1 or L2 texts is the main barrier to L2 reading development (Kweldju, 1996b). 
She argued that one of the reasons is that students find the texts difficult, particularly unfamiliar 
vocabulary and unfamiliar topics.  
Indonesian students have been found to have limited English vocabulary (Kweldju, 1997; 
Nurweni & Read, 1999), and their limited vocabulary also relates to their poor comprehension of 
the text (Sahiruddin, 2008b). For example, in Nurweni and Read’s (1999) study, Indonesian 
students from Sumatra knew only 1,200 word families, a figure that falls far short of the 3,000-
5,000 widely considered the threshold level for independent reading of non-simplified texts (Laufer, 
1989, 1992). The limited vocabulary has also been found not only in undergraduate program 
students with an average 2,800 word families but also in postgraduate students with an average 
2,861 word families (Kweldju, 2000). This lack of vocabulary has been correlated with the fact that 
Indonesian students have been found to have limited English proficiency resulting in poor reading 
performance (Sahiruddin, 2008b).  
Indonesian English-language teaching has neglected to solve the problem of insufficient 
vocabulary (Kweldju, 2002a). To make matters worse, Indonesian teaching is still more concerned 
with grammatical accuracy rather than vocabulary development. It is argued here that language 
teaching emphasising vocabulary development should be a priority in the Indonesian education 
system. In addition, explicitly paying attention to lexical fluency development in English instruction 
is still outside the objectives of current L2 teaching practice in Indonesia. This research adds to the 
growing body of research in lexical knowledge development in L2 reading, especially about the role 
of vocabulary breadth, grammatical knowledge, text lexical frequency, and syntactic complexity in 
L2 reading comprehension in Indonesia.  
Recent studies have found that extensive reading should be more promoted in Indonesian 
reading instruction programs so that students can pick up a greater number of new words and 
eventually develop their reading competence (Cahyono & Widiati, 2006; Kweldju, 1997; 
Renandya, 2007). In addition, Nation (2014) proposed some instructional strategies to improve 
vocabulary learning up to a minimum vocabulary size of 9,000 words, providing coverage of over 
98% of the running words in a wide range of texts (Nation, 2006). Repetition of word learning and 
amount of input about 300,000 tokens (the total number of words) was encouraged to be introduced 
through graded reading books or texts. 
In line with the previous studies reported above, it is hypothesised that a reader’s vocabulary 
size is more important in predicting L2 reading than grammatical knowledge, and that text 
vocabulary size (lexical frequency) will also contribute more to L2 reading than syntactic 
complexity. With respect to the reader–text relationship, this study assumes that the relationship 
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between a reader’s linguistic knowledge and reading outcomes might be affected or moderated by 
the variability of text features.  
Concerning theoretical considerations involved in exploring plausible interactions between 
reader knowledge and text features in predicting reading outcomes, the notion of interaction in 
statistical models needs to be clearly understood. Interaction or interaction effect, in statistical 
terms, refers to the combined effects of two or more predictor variables on an outcome and, of 
interest here, in conceptual terms is known as moderation (Field, 2014, p. 395). Moderation occurs 
when there is an independent variable that affects the relationship between two variables. It may be 
that text features moderate the effect of readers’ L2 linguistic knowledge, particularly vocabulary 
and grammatical knowledge, on reading outcomes.  
2.9 Summary of the chapter 
This chapter examined the importance of lower-level linguistic processes in reading. It discussed 
the nature of L2 reading outcomes as a result of interactions between reader knowledge and text 
features, and it reviewed the theoretical frameworks used to explain L2 reading outcomes.  
The current study scrutinises the impact of both reader knowledge (in terms of vocabulary 
knowledge and grammatical knowledge), and text features (lexical frequency and syntactic 
complexity) on L2 reading outcomes. The role of both reader and text features in predicting L2 
reading provides an additional insight for L2 reading researchers about the nature of L2 reading 
development. Detailed research questions and hypotheses are presented in the next chapter. 
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Chapter 3  
Research Methodology 
The previous chapter identified the need to explore the contribution of reader linguistic knowledge 
and textual features to L2 reading outcomes, and the effect of textual features on this relationship. 
This chapter presents the design of the study that is used to investigate this issue. Presented here are 
the study’s working hypotheses, the setting of the study, and details about participants, research 
instruments, data collection procedures, and data analysis. 
3.1 Introduction 
This study examines how individual differences in L2 linguistic knowledge, operationalised as 
vocabulary size and grammatical knowledge, interact with textual features in the form of syntactic 
complexity and lexical frequency in predicting reading comprehension outcomes. 
The study aims to answer the following research questions: 
1. Do individual differences in linguistic knowledge (vocabulary size and grammatical 
knowledge) predict L2 reading outcomes? What is the relative contribution of each? 
2. Are textual features (lexical frequency and syntactic complexity) predictors of reading 
outcomes? What is the relative contribution of each? 
3. Do the linguistic knowledge and text-feature factors interact in predicting reading 
outcomes? And if so, what patterns are evident?  
Working hypotheses are as follows. 
Working hypothesis # 1 
1. Individual difference in text comprehension will be more evident in differences in participant 
vocabulary knowledge than grammatical knowledge.  
Working hypothesis # 2 
2. Given WH #1, it is also predicted that lexical frequency is relatively more important in 
predicting text comprehension. The vocabulary size–reading relationship will not be affected 
by variation in the syntactic complexity of the text. Participants will show better reading scores 
at high–frequency texts across syntactic complexity levels than those of texts with low–
frequency words across syntactic complexity levels. Reading scores were predicted to be 
highest on low syntactic complexity – high lexical frequency texts, followed by high syntactic 
complexity – high lexical frequency texts, then low syntactic complexity – low lexical 
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frequency texts, and finally high syntactic complexity – low lexical frequency texts. This is 
schematised as follows.  
- Participants will have the highest reading score at low syntactic complexity–high lexical 
frequency. 
- Participants will show the lowest reading scores at high syntactic complexity–low lexical 
frequency. 
- Participants will have significantly better reading scores for high syntactic complexity–high 
lexical frequency texts than texts with low syntactic complexity–low lexical frequency. 
Working hypothesis # 3 
3. In terms of interaction or moderation effects of reader knowledge and textual features on L2 
reading outcomes: (1) the interaction effect will be evident between vocabulary size and lexical 
frequency in predicting reading, suggesting that the relationship between vocabulary size and 
L2 reading will be affected by a variation of text lexical frequency; (2) the interaction between 
reader vocabulary size and syntactic complexity will not be observed, showing that the 
vocabulary size–reading relationship is not affected by a text’s syntactic complexity levels; (3) 
the interaction between reader grammatical knowledge and text syntactic complexity will be 
evident such that the relationship between grammatical knowledge and reading will be affected 
by text syntactic complexity levels, and; (4) there will be no interaction between grammatical 
knowledge and lexical frequency, revealing that the grammatical knowledge–reading 
relationship is not affected by texts’ lexical frequency levels. More proficient participants 
(based on vocabulary size) will outperform the less proficient across texts. 
In order to better control for the effect of proficiency, the sample was divided into two 
groups based on vocabulary proficiency levels, particularly by the highest 30% and the lowest 30% 
extreme scores of vocabulary performance. The use of vocabulary grouping is to specifically 
examine the degree to which the effect of text feature demands as a moderator toward vocabulary-
reading relationship is different from overall sample (overall vocabulary knowledge). This study 
found that the effect of text features particularly lexical frequency was not significant as a 
moderator variable in affecting the relationship between vocabulary and reading. The split of 
vocabulary scores into two groups was intended to scrutinize the effect of textual feature demands 
for both high vocabulary and low vocabulary group. 
It was predicted that the same pattern of reading performance holds for the groups as 
mentioned above in working hypothesis 2, with the large group consistently outperform the small 
vocabulary group in reading performance across various texts. First, reading scores for low 
syntactic complexity–high lexical frequency indicate similar highest scores between the large 
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vocabulary group and the small vocabulary group. Second, reading scores for low syntactic 
complexity–low lexical frequency are lower than texts with low syntactic complexity–high lexical 
frequency, and the large vocabulary group outperforms the small vocabulary group. Third, reading 
scores for high syntactic complexity–high lexical frequency indicate a second high score, and the 
large vocabulary group outperforms the small vocabulary group. Finally, reading scores for high 
syntactic complexity–low lexical frequency score the lowest across texts, and the large vocabulary 
group outperforms the small vocabulary group. 
A number of parametric statistical tests were used in this study. They are a correlation, t-test, 
one-way ANOVA, two-factorial design ANOVA, and multiple regression analyses. Prior to using 
the tests the data were examined to ensure that all the assumptions for the particular test were met. 
3.2 Setting of the study 
The study was conducted at Brawijaya University, a state university in East Java, Indonesia. 
Students in the English Study Program participated in the data collection, which took place from 
December 2014 to January 2015. The English program is a four-year undergraduate program 
offered in the Faculty of Cultural Studies, along with other programs including Japanese, French, 
and Chinese. As previously mentioned, English was the first main foreign language taught as a 
compulsory subject in school when Indonesia became independent in 1945 (Dardjowidjojo, 2003).  
3.3 Participants in the study 
The participants in this study were students enrolled in the English Study Program. They were 
recruited in their English program as volunteer participants. Participation was voluntary and 
completed the Yes/No vocabulary size test, the grammatical knowledge test, and reading tests. 
There were 50 female and 21 male participants aged between 17 and 22 years of age (M = 18.9, SD 
= 0.9). At the time of the study, the students had completed an average of six years of formal 
instruction in English as a foreign language. Participants were from the second year of their English 
major at an Indonesian university, with intermediate or pre-advanced level proficiency as measured 
by the Test of English for International Communication (TOEIC) scores (M = 526, SD = 187) with 
a 95% confidence interval of [496,556]. A TOEIC score of 526 is equivalent to the 437–477 range 
in TOEFL, or the 4.0–4.5 band score range in IELTS, according to the Vancouver English Center 
conversion table (see https://secure.vec.bc.ca/toefl-equivalency-table.cfm, accessed on February 5, 
2015). 
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3.4 Data collection 
The data collection was conducted after ethical clearance was granted by the University of 
Queensland, School of Languages and Cultures Research Ethics Committee, and permission from 
the Dean of the Faculty of Cultural Studies of Brawijaya University (see Appendix 1). Once 
permission was obtained, the researcher visited and met the dean of faculty and the head of study 
program to inform them about the study. The data were collected between December 2014 and 
January 2015. The collection site was the English Study Program, Department of Languages and 
Culture, Faculty of Culture Studies, Brawijaya University. A consent form written in English for 
each participant (Appendix 2) was collected by the researcher before the data collection was started. 
At that stage, the researcher collaborated with the English teachers to distribute the invitation letter 
to prospective volunteer participants and then to collect the follow-up consent forms from the 
participants. In addition, the researcher recruited one staff member to assist in administering the 
tests in a department computer laboratory (the computer-based vocabulary knowledge test, the 
paper-based grammatical knowledge test and the online reading test). The data were collected 
outside of class time and no course credit was given.  
3.5 Materials 
Four data collection instruments were used in this study. Vocabulary knowledge was tested using 
the computerised Timed Yes/No receptive vocabulary test, and reading skill was tested using an 
online computerised reading test. Grammatical knowledge test was tested using paper-based test. 
Overall English proficiency was assessed by accessing (with permission) the students’ Test of 
English for International Communication (TOEIC) on the faculty database. These instruments will 
be described in turn. 
3.5.1 Vocabulary test 
Vocabulary knowledge was assessed using the Timed Yes/No test (Harrington, 2006; Harrington & 
Carey, 2009; Roche & Harrington, 2013), a computer-based test consisting of a mix of word and 
non-word prompts presented individually. The learner simply indicates via a keystroke whether the 
presented item is known. The LanguageMap program was used for data collection. The program is 
a web-based test developed at the University of Queensland. (See https://www.languagemap.com 
for more details.) Word items are sampled from a range of frequency-of-occurrence bands (2k, 3k, 
5k, 10k), thus including words occurring with very high frequency and those occurring far less 
commonly. The non-word items consist of phonologically possible words generated by substituting 
or exchanging one or two letters of existing words and screened by native readers for English 
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reliability (Harrington, 2006; Meara & Buxton, 1987). The Timed Yes/No test consists of 100 items 
comprised of 72 words and 28 non-words. The 72 words consist of 18 words each at four levels of 
frequency of occurrence. Order of item presentation in the list was randomised. The Yes/No test 
took ten minutes to complete. 
The words were obtained from word lists drawn from the Vocabulary Level Test (Nation, 
2001). The lists of words and non-words are included in Appendix 3. The performance of the Timed 
Yes/No test was measured by item accuracy and speed of response time (RT). The test yields a 
measure of size expressed in an accuracy score. This was calculated by taking the number of word 
items correctly identified minus the number of non-words incorrectly identified, thus providing a 
means to correct the score for guessing or cfg (Huibregtse, Admiraal, & Meara, 2002; Sanchez & 
Schmitt, 2012). The speed of response for individual items was measured from the time the item 
appeared on the screen until the student initiated the key press. Each item remained on the screen for 
three seconds (3,000 milliseconds), after which it was timed out if there was no response. Timed out 
responses were treated as incorrect. However, this study only reported accuracy scores not reaction 
times. Preliminary study showed that reaction times did not predict reading performance. Reaction 
times data were collected but there were a lot of variability and it did not predict reading outcomes, 
so it was eliminated from the analysis. 
The accuracy response alternatives in the Yes/No test are set out in Figure 3.1. “Yes” 
responses to real words (hits) reflect the individual’s vocabulary knowledge, while the rate of “Yes” 
responses to pseudowords (false alarms) measures the individual’s tendency to guess when they 
thought that the pseudowords might be real words in English. Although both hits and correct 
rejections of non-words are correct responses, the number of hits, adjusted by the false alarm rate, is 
of primary interest. 
 
Figure 3.1 The item-response matrix for the Yes/No test, (Mochida & Harrington, 2006) 
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Test scores for the Timed Yes/No test were calculated for hits at each level (2k, 3k, 5k, 10k) 
and for an overall corrected score. This study used the cfg scoring method that has been used in 
many studies (Anderson & Freebody, 1983; Meara & Buxton, 1987; Meara, 1989; Cameron, 2002; 
Harrington, 2006; Mochida & Harrington, 2006). The corrected scores were calculated by 
subtracting the false alarm (FA) from the hits. In this case, participants increase their test scores 
with hits and at the same time are penalised for false alarms. In the case of a high hit rate, cfg yields 
a comparatively high score, especially when the high hit rate coincides with a fairly low false alarm 
rate. Because this method takes into account false alarm performance, it may underestimate actual 
vocabulary size. 
3.5.2 Grammar test 
Grammatical knowledge (paper-based test) was measured using a retired copy of the TOEFL 
structure and written expression test involving multiple-choice based sentence completion tasks and 
grammatical error correction tasks (Educational Testing Service, 2014; see Appendix 4). The 
TOEFL grammar test has been validated as a test assessing grammatical knowledge (see Shiotsu & 
Weir, 2007) and much research has led to the adoption of the TOEFL sentence structure test to 
assess grammatical knowledge (Shiotsu, 2010; Shiotsu & Weir, 2007; Yamashita, 1999; Zhang, 
2012). This test measures test takers’ knowledge of appropriate grammatical elements of standard 
written English. The participants were required to complete the forty questions in twenty-five 
minutes. There are two sections assessed; the first section consists of fifteen sentences in which part 
of sentence has been replaced with a blank and participants are required to choose the best correct 
answer that can complete the sentence from four multiple-choice questions, and the second section 
consists of twenty-five sentences with four words or group of words underlined, and in this task 
participants are required to choose the underlined words or groups of words that are not correct. The 
maximum score is 100.  
3.5.3 Reading comprehension test 
Reading comprehension was assessed using material adapted and selected from the reading sections 
of published TOEFL tests (Davy & Davy, 2002; Duffy & Mahnke, 1998). These passages were 
selected from various topics out of fourteen passages taken from published TOEFL reading tests 
(See Appendix 5). A total of four texts of approximately 250 to 300 words in length were used in 
this study. The four text topics were about people’s reaction to modern-day television 
(“Television”), the nature of aging and its processes (“Aging”), the development of American 
literature (“Literature”), and a woman named Susan who decided to move to New York from her 
small town (“Susan”).  
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Table 3.1 
Text types and topics 
Text types Topics 
Low syntactic complexity–high lexical frequency Television 
Low syntactic complexity–low lexical frequency Aging 
High syntactic complexity–low lexical frequency Literature 
High syntactic complexity–high lexical frequency Susan 
 
The four texts were systematically varied by lexical frequency and syntactic complexity as 
follows: low syntactic complexity–high lexical frequency; low syntactic complexity–low lexical 
frequency; high syntactic complexity–low lexical frequency, and; high syntactic complexity–high 
lexical frequency. This is described below. 
After reading each text the participant answered five multiple-choice questions. These 
targeted the content of the texts and elicited both explicit (direct recall) and implicit (inferential 
questions) information. The use of five multiple-choice questions for each passage was also found 
in Reed and Kershaw-Herrera (2016). An example of a factual item for the text is: “According to 
the passage, today’s culture …,” while an example of an inferential item for the text is: “It can be 
inferred from the passage by Walt Whitman that … .” The reading test was presented via an online 
test accessed from www.fib.ub.ac.id/indotest. The task was group administered and untimed. Scores 
were calculated as the number of items answered correctly. 
3.5.4 Text syntactic complexity and lexical frequency 
A central focus in this study is the effect of textual features, in terms of syntactic complexity and 
lexical frequency, on the relationship between reader knowledge and reading outcomes. Four texts 
were used, each with a different topic, as described in Section 3.5.3. The full texts are included in 
Appendix 5. To assess this effect the reading texts were systematically varied by the level of 
syntactic complexity and lexical frequency as described above. The degree of syntactic complexity 
(high versus low) in the texts used was calculated using an online readability tool, TextEvaluator 
(previously known as SourceRater, 2010) designed by the Education Testing Service (2013). 
Syntactic complexity is measured by the average number of clauses per sentence and the average 
number of words per sentence using a Text-Evaluator readability formula (see Table 3.1).  
Table 3.1 displays the syntactic complexity score from TextEvaluator demonstrating that the 
levels of syntactic complexity show similar patterns: texts 1 and 2 are of lower syntactic 
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complexity, and texts 3 and 4 are of higher syntactic complexity. Higher syntactic complexity texts 
are assumed to be more demanding than lower syntactic complexity texts, due in part to the fact that 
they contain more text propositions.  
 
Table 3.2 
Indices of syntactic complexity and lexical frequency in the text 
Texts TE’s syntactic complexity BNC_VocabProfile (1K-2K) 
Text 1 50 89 
Text 2 58 84 
Text 3 75 82 
Text 4 65 88 
Notes: TE: TextEvaluator readability; BNC: British National Corpus  
 
Based on the TextEvaluator readability formula (ETS, 2013), texts 1 and 2 showed lower 
syntactic complexity with scores ranging from 50 to 58. Meanwhile, texts 3 and 4 showed higher 
syntactic complexity scores of 65 and 75, reflecting the fact that texts 3 and 4 involved more 
clauses in their sentence level when compared to texts 1 and 2.  
Lexical frequency (high lexical frequency vs. low lexical frequency) was measured via an 
online software program called VocabProfile at www.lextutor.ca (Cobb, 2010), which is widely 
used (Heatley & Nation, 2002). VocabProfile bases its textual lexical profiling on the British 
National Corpus. Other options are Range (Heatley & Nation, 2002) and AntWordProfiler 
(Anthony, 2014). 
In terms of lexical frequency levels, the VocabProfile tool revealed that texts with high-
frequency words across syntactic complexity levels showed lower percentages of low-frequency 
words (text 1 with 11% low-frequency words and text 4 with 12% low-frequency words) than texts 
with low-frequency words which exhibit a higher proportion of low-frequency words (text 2 with 
16% and text 3 with 18% low-frequency words). The low-frequency proportion was based on the 
percentage of words from the 3,000 to 10,000 word frequency levels. For ease of analysis of the 
reading test, four reading texts were coded as follows: text 1 for low syntactic complexity–high 
lexical frequency, text 2 for low syntactic complexity–low lexical frequency, text 3 for high 
syntactic complexity–low lexical frequency and text 4 for high syntactic complexity–high lexical 
frequency. The lexical profile results in Table 3.1 show that text 1 and text 4 have higher-frequency 
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words while texts 2 and 3 have lower-frequency words. High-frequency words signify easier words 
and low-frequency words signify more difficult words.  
From vocabulary profile via British National Corpus (BNC) (www.lextutor.ca), proper 
nouns (e.g., New York, New England, Susan, etc.) were treated as off-list. They are not treated as 
either high or low frequency words. However, readers are assumed to be familiar with such proper 
nouns. 
In sum, the overall scores from the readability formula above were used to determine the 
baseline levels of syntactic complexity and lexical frequency. For syntactic complexity, readability 
scores higher than 60 were categorised as high syntactic complexity, and the ones below were 
classified as low syntactic complexity. In the case of lexical frequency, VocabProfile scores below 
85 were classified as low lexical frequency, and texts with higher VocabProfile scores were 
categorised as high lexical frequency.  
3.6 Procedures for data collection  
The participants were tested individually in a computer laboratory. Vocabulary size knowledge and 
reading skill were tested using online software tools while grammatical knowledge was assessed via 
paper-based test. The Timed Yes/No test was administered first, followed by the reading test and 
the grammatical knowledge test. The online test began with a trial sample provided by the 
researcher. The Yes/No test took ten minutes to complete. Afterward, the computerised reading test 
was administered. It took 100 minutes to complete. The paper-based grammatical knowledge test 
took 25 minutes to complete.  
The reading test was an online computerised test. The online format was easy to administer 
and each reading text was short enough to appear on one screen. Previous studies found that reading 
outcomes are not much affected by the method of presentation of reading materials whether in the 
forms of screen or paper (Ackerman & Goldsmith, 2011). Online screen reading has been shown to 
result in better reading outcomes possibly because students prefer e-reading when compared to 
paper reading (Noyes & Garland, 2008). Jabr (2013) makes a similar argument, noting that students 
tend to prefer reading on a screen rather than paper.  
In the reading test, participants were required to read four passages, one per screen, with the 
constraint that once they read the passages and clicked the next or question buttons, they could not 
get back to the previous screen or previous text. Since the readers could not go back to previous 
screen, the test involved memory attention in answering the tasks; so, the comprehension questions 
were only limited to five multiple-choice questions eliciting literal and inferential answers. The 
without-text condition for answering the reading questions is preferred here for several reasons. 
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Do individual differences in 
linguistic knowledge (vocabulary 
size and grammatical knowledge) 
predict L2 reading outcomes? What 






Do differences in text features 
(lexical frequency and syntactic 
complexity) affect reading 







Do the linguistic knowledge and text 
feature factors interact in predicting 
reading outcomes? And if so, what 
patterns are evident? 
Vocabulary, Grammar, Syntactic 
complexity, & Lexical frequency 
Reading test
Linear regression
Hayes's (2013) PROCESS 
interaction model
Previous research with fifteen-year-old students (grades 8 and 9) in Germany found that the 
without-text condition was more sensitive and purer in assessing online comprehension (Schroeder, 
2011). In addition, rereading a text did not significantly affect students’ reading performance as 
compared with reading it only one time (Callender & McDaniel, 2009; Reed & Petscher, 2012). 
Similar tasks in which the readers could not look back at the text in paper-based tests were used by 
Duffy and Kabance (1982), Urquhart and Weir (1998, p. 306), Arya et al. (2011), Crossley, Yang, 
and McNamara (2014), Reed et al (2016), and Taguchi, Takayasu-Maass, and Gorsuch (2004, p. 
90).  
3.7 Data analyses 
Figure 3.2 sets out the statistical tests used to address the three research questions. All data were 











Figure 3.2 A summary of data analysis  
3.7.1 Research question 1 
To answer research question 1, a Pearson product moment correlation analysis was conducted to 
assess the strength of association between the overall vocabulary and grammatical knowledge on 
overall reading performance. Prior to the main analysis, the testing instruments were tested for 
reliability. Tests of normality, outliers, linearity, and homoscedasticity were also conducted to meet 
the assumptions of the regression analysis. The regression analysis assessed the effects of the 
participants’ vocabulary knowledge and grammatical knowledge on reading performance. This 
study did not find multicollinearity since the variance inflation factor (VIF) showed a low score of 
1.000 for all independent variables. 
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The analysis began by reporting the effect of reader vocabulary knowledge on second-
language reading outcomes. Then, the results on the effect of grammatical knowledge on second-
language reading outcomes were described. Finally, the analysis of the effect of both vocabulary 
and grammatical knowledge on second-language reading was calculated using multiple hierarchical 
regression models. The use of multiple regressions in this study instead of structural equation 
modelling (SEM) as some previous studies reported is due to small number of sample. Although it 
is still on debate, the minimum sample required for SEM is 100 samples (Boomsma, 1982, 1985 as 
cited in Wolf et al., 2013). Previous studies examining the contribution of L2 linguistic knowledge 
to reading  (e.g., Shiotsu and Weir, 2007; Zhang, 2012) involve participants above 100. 
3.7.2 Research question 2 
In addressing research question 2 about the role of syntactic complexity and lexical frequency on 
L2 reading performance, a factorial ANOVA design was used. A syntactic complexity measure 
drawn from the TextEvaluator readability formula, and lexical frequency scores from the 
VocabProfile tool, were treated as independent variables and reading performance as the dependent 
variable. Different from the first research question, this follow up analysis treated individual text 
separately (four texts). This design was used to test for a main effect of text complexity and lexical 
frequency on reading performance. The interaction of the two independent variables on reading 
performance was examined.  
The analysis was started by reporting descriptive statistics of reading outcomes of four texts 
with varying syntactic complexity and lexical frequency levels. Then, the analysis of factorial 
design on the effect of both lexical frequency and syntactic complexity on second-language reading 
was reported. Finally, the analysis of the effect of both lexical frequency and syntactic complexity 
on second-language reading was calculated using multiple hierarchical regression models. 
3.7.3 Research question 3 
In order to examine the interaction between reader knowledge and textual features in predicting L2 
reading outcomes, this study was carried out in two stages. First, linear regressions were performed 
to determine the degree of reader knowledge contribution (vocabulary size and grammatical 
knowledge) for texts with varying syntactic complexity and lexical frequency.  
Having established the variance accounted for by reader knowledge for texts with various 
textual features, the second stage of analysis was to test the interaction between reader-knowledge 
variables and text-feature variables in predicting reading outcomes, based on Hayes’ (2013) 
regression-based model. Statistically, since interaction or interaction effect refers to the combined 
effects of two or more predictor variables on an outcome (Field, 2014, p. 395), to test the interaction 
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between two predictor variables, a new interaction variable was created by multiplying scores of 
two predictor variables. Conceptually, this interaction effect was known as a moderating effect 
because one independent variable (the moderator variable) influences the relationship between 
independent and dependent variables. In this respect, reader knowledge was regarded as an 
independent variable, textual features were a moderator variable, and reading scores were a 
dependent variable. So, this study looked at the degree to which text feature variables (lexical 
frequency and syntactic complexity) affected the relationship between reader linguistic knowledge 
(vocabulary size and grammatical knowledge) and L2 reading outcomes.  
In order to estimate and test interaction effects, Hayes' (2013) PROCESS tool software 
attached to SPSS was used In addition, one of the characteristics in the interaction statistical model 
is grand mean centring, and this process was automatically computed in this tool (Field, 2014). In 
order to find out the nature of the interaction, simple slope analysis (Aiken & West, 1991) 
generated from PROCESS was reported. The essence of simple slope analysis involves looking at 
the regression equations for the predictor and outcome and low and high levels of a moderator. 
Simple slope analysis in PROCESS uses one standard deviation above (+1 SD) and below the mean 
value (-1 SD) of the moderator. This study used slope analysis to detect the size of the interaction 
between the variables examined.  
The interaction between reader-knowledge variables and text-feature variables in predicting 
reading outcome was the primary focus of this study. The interaction components include the 
following: vocabulary knowledge x lexical frequency, vocabulary size x syntactic complexity, 
grammatical knowledge x syntactic complexity, and grammatical knowledge x lexical frequency, as 
well as the reading score as a dependent variable.  
In order to examine more closely how reader knowledge and textual features predict reading 
outcomes between different group proficiency levels (L2 general proficiency levels and vocabulary 
proficiency levels), this study extended the analysis from full sample into subgroup analysis 
particularly looking at the possible interaction patterns between reader knowledge and textual 
features on reading outcomes. The interaction analysis was not computed for this section because 
the interaction analysis for the full sample previously conducted had automatically analysed 
subgroup proficiency levels (e.g., the low achieving group vs. the high achieving group). The 
subgroup analysis was conducted by analysing only the extreme top scores and extreme low scores 
(two groups). The subgroup analysis was based on students’ vocabulary test performance. A one-
way ANOVA was computed to see the mean differences between two groups for an aspect of test 
performance. 
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A pilot study was conducted to investigate the extent to which the lexical familiarity with all 
four texts used in the current study are different as perceived by students at first- and second-year 
university levels in Indonesia. Detailed information of the pilot study is presented below. 
3.8 Pilot study: Procedures and results 
A pilot study was undertaken to determine the extent to which texts that contain higher frequency 
words are perceived as easy texts, and texts with lower frequency words are perceived by students 
as difficult texts across syntactic complexity levels. The pilot study with 65 participants enrolled in 
an English Education program at Brawijaya University was performed in October of 2014. All the 
participants were first-year students, and all had at least six years learning English at schools.  
Information collection in the pilot study followed Allen’s (2009) intuitive approach to determine the 
level of text complexity from students’ perceptions, particularly the level of lexical difficulty for 
texts used in this study. The level of lexical difficulty was determined from the number of unknown 
words in the texts. The finding helped in validating the level of lexical difficulty within texts as 
measured using online software.  
 The assumption of this pilot study was that as vocabulary knowledge is considered a 
bottleneck in L2 reading (Grabe, 2009; Koda, 2005), eliciting students’ perceptions of text 
difficulty in terms of lexis is appropriate. It was predicted here that texts containing a large number 
of difficult words were considered more complex than texts with many familiar words (high-
frequency words). Participants were randomly presented with a text package containing four 
passages containing texts with low syntactic complexity–high lexical frequency, low syntactic 
complexity–low lexical frequency, high syntactic complexity–low lexical frequency, and high 
syntactic complexity level–high lexical frequency.  
The instructions of the pilot study instructed students to circle unknown words in the texts (a 
checklist method). The results are presented in Table 3.3 below. 
 
Table 3.3 
Descriptive information about the pilot study  
n = 65 Unknown words (types*) Percentage of total words 
Low syntactic text–high lexical frequency (text 1) 15 (total 146) (10%) 
Low syntactic text–low lexical frequency (text 2) 29 (total 139) (20%) 
High syntactic text–low lexical frequency (text 3) 33 (total 178) (18%) 
High syntactic text–high lexical frequency (text 4) 21 (total 186) (11%) 
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Note: *Type: different words in text 
 
Table 3.3 shows the number of unknown words and the percentage of unknown words within the 
texts by Indonesian EFL participants. The pilot study showed that students perceived that low 
syntactic text–high lexical frequency (text 1) contained less difficult words (15 words or 10% of 
text types) when compared to texts with low syntactic–low lexical frequency (text 2) covering 20% 
unknown words). Similar patterns were also observed for text 3 and text 4. Students perceived text 
3 with high syntactic level–low lexical frequency to have more difficult words (18% or 33 
unfamiliar words), while students found that text 4 with high syntactic–high lexical frequency 
contained a small number of difficult words (21 words or 11% of text types). This finding suggested 
that texts with low lexical frequency were perceived by students to contain more difficult or 
unfamiliar words, thus establishing the role of lexical frequency levels in eliciting the lexical 
difficulty levels of the text used in this study.  
 In sum, texts 1 and 4 were perceived to have more high-frequency words than texts 2 and 3. 
This suggested that texts 2 and 3 were considered more difficult lexically than texts 1 and 4. These 
findings were similar to the main study findings (see Chapter 4). 
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Chapter 4  
Results of the Study 
This chapter presents the quantitative analyses for the relationship between reader knowledge, 
operationalised as vocabulary size and grammatical knowledge, and textual features represented in 
syntactic complexity and lexical frequency. The focus is on reading comprehension by EFL 
university students in Indonesia. Three research questions are investigated.  
The first question addresses the relative contribution of the reader’s vocabulary size and 
grammatical knowledge to reading outcomes. It was predicted that both elements would have a 
visible and informative effect on text comprehension, with vocabulary size assumed to be greater in 
predicting L2 reading outcomes than grammatical knowledge. The second research question asks if 
the text-based features lexical frequency and syntactic complexity also serve as stable predictors of 
reading outcomes, and the relative contribution of each. Text comprehension performance was 
examined on a set of four texts that were systematically varied by syntactic complexity (high versus 
low) and lexical frequency (high versus low). Consistent with RQ1, it was predicted that text 
comprehension would be more greatly affected by lexical frequency than by syntactic complexity 
for the participants in the study.  
The first two questions lay the foundation for the third, which addresses the relationship 
between the reader knowledge and text features. The third research question investigates whether 
there is an interaction between linguistic knowledge and textual features such that the predictive 
power of reader knowledge on reading outcomes will be moderated or influenced by differences in 
text demands. It was predicted that the interaction between vocabulary knowledge and the lexical 
demands of the text was expected to be evident, such that individual differences in vocabulary size 
would account for greater variance on texts making greater lexical demands (that is, containing 
more low-frequency words), than on texts make lower lexical demands (containing more high-
frequency words. A similar interaction was predicted for grammatical knowledge and syntactic 
complexity, with individual differences in grammatical knowledge accounting for greater variance 
in reading outcomes on texts of greater syntactic complexity compared to texts of lesser syntactic 
complexity. The interaction between vocabulary size and syntactic complexity was not expected to 
be established, and the same pattern was expected to be observed between grammatical knowledge 
and lexical frequency.  If the study revealed a lack of significant interaction between reader 
knowledge and textual features in explaining reading performance, subgroup analysis as a post hoc 
analysis would be conducted to get a stronger interaction effect. 
  50 
In addition, an analysis for the top and bottom 30% of participants in the sample studied was 
also carried out, specifically focusing on the contribution of reader knowledge and textual features 
on reading. Based on vocabulary proficiency levels, it was predicted that the patterns of 
contribution between reader linguistic knowledge and textual features on L2 reading outcomes for 
the full sample would be evident in subgroup analysis. 
Tests of instrument reliability and statistical test assumptions are reported before the results 
are discussed. In answering the first research question, effects of vocabulary size and grammatical 
knowledge on L2 reading outcomes were analysed using correlation and regression analyses with 
the two kinds of reader knowledge predictor variables and the reading test results as the criterion. 
The second research question is addressed using a factorial ANOVA design to establish the relative 
importance of syntactic complexity and lexical frequency on L2 text comprehension. Multiple 
hierarchical regression analyses were also computed. 
The third research question evaluates the potential interaction between reader knowledge 
and textual features in predicting L2 reading outcomes. This is done using a regression-based 
interaction analysis (Hayes, 2013). As discussed in Chapter 3, the interaction effect is described in 
terms of a moderation effect in which the textual features influence, or moderate, the relationship 
between reader knowledge reading outcomes. An alpha level of p < .05 is used for all statistical 
tests. 
4.1 The effect of reader knowledge on L2 reading outcomes 
The first research question of this study examined the effect of reader knowledge in terms of 
vocabulary size and grammatical knowledge on L2 reading outcomes. The results of the study are 
presented at the following sections. 
4.1.1 Learner vocabulary knowledge as a predictor of L2 reading comprehension 
Vocabulary knowledge examined in this study is defined as vocabulary size. It is measured by 
accuracy scores on the Timed Yes/No receptive vocabulary recognition test. The test uses words 
drawn from frequency bands and pseudowords to estimate user vocabulary size (see Section 3.6.1). 
Reading comprehension was assessed by four passages containing twenty multiple-choice questions 
(see Section 3.6.3). 
The reliability of the accuracy scores on the Timed Yes/No test was .84 overall. Reliability 
for the word and non-word items was calculated separately, as the two sets are assumed to represent 
different dimensions of knowledge (DeVellis, 2003; see also Harrington & Carey, 2009, p. 618). 
For the word results, the coefficient estimate was .89, while pseudoword performance was .79. 
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Reliability coefficients of .8 –.9 are considered strong, so the overall word knowledge tests here 
showed high reliability (Brown, 1990).  
Table 4.1 presents overall accuracy by frequency levels (2,000, 3,000, 5,000, 10,000) for the 
Yes/No test completed by the groups of participants. The descriptive statistics below report mean 
and standard deviation for hits (proportion of “yes” responses to words), the false alarm rate 
(proportion of “yes” responses to pseudo-words), and corrected scores (corrected for guessing) for 
the whole group. 
 
Table 4.1 
Descriptive statistics for mean accuracy of the Yes/No test (N=71) 
Frequency levels 
Accuracy 
95% Confidence interval 
of scores mean 
M SD Lower bound Upper bound 
2K 98 4.1 97 99 
3K 78 16.1 74 82 
5K 67 17.6 62 71 
10K 28 14.5 25 32 
Average % of hits 68 13.07 64 71 
False alarm 21 11.2 18 23 
Corrected score (cfg) 66 10.7 64 69 
 
Table 4.1 shows that participants’ performances at the first 2K level was near 100%. 
Performance decreased slightly at the subsequent frequency level with fewer than 70 observed at 
the 5K levels. The performance fell off sharply at the 10K level to under 30%. The low vocabulary 
performance at the 10K level indicates that the participants in this study knew few items below the 
10K level. The overall mean accuracy of the Yes/No test in this group was around 65. The mean 
false alarm rate on the Yes/No test was 21% overall, suggesting that some test takers showed 
guessing behaviour when answering the Yes/No tests. The data from Table 4.1 are presented in a 
visual form in Figure 4.1 to make explicit the differences between frequency levels. As noted, there 
was a large difference for the 2K and 5K with a range of almost 30%, and between 2K and 10K 
level of 70%. 
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Figure 4.1.  Mean accuracy on the Yes/No test by frequency level  
 
The differences in frequency levels were assessed using repeated measures ANOVA 
(within-subject design) to measure whether the differences were significant. The assumptions for 
the technique were first tested. An examination of boxplots indicated no extreme outliers. The 
skewness (0.12, SE = 0.20) and kurtosis (-0.46, SE = 0.40) levels were well within the range of 
normally distributed data (Field, 2009, p. 139). Mauchly’s test of sphericity also indicated that the 
assumption of sphericity had not been violated (p = .109). The omnibus ANOVA test was 
statistically significant, F (4, 280) = 585.42, p = .000, ηp2 = .893. Pairwise comparisons revealed 
that all levels were significantly different at p < .001.  The significant differences between the 
frequency levels supports the construct validity of the frequency-based approach to measuring 
vocabulary knowledge (Beglar, 2010). 
The reading test was an adapted TOEFL multiple-choice test in which each text was 
accompanied by five multiple-choice questions. The reliability for the reading test was .93 for item 
reliability and .51 for person reliability as analysed using a Rasch analysis (see Appendix 4). The 
reliability is above the minimum acceptable value of reliability of coefficient (Field, 2009). The 
reading texts and questions were adapted from published tests and thus were assumed to have been 
validated by the test developers. However, it is evident that the reading tests used were not highly 
reliable for the participants in this study.  
The reliability of overall reading test (20 items) was .93 for item reliability and .51 for person 
reliability. The reliability for individual text was .187 for text “Television”, .267 for text “Aging”, 
.269 for text “Literature”, and .161 for text “Susan”. 
The reading test was scored by calculating the correct scores of twenty questions from 
performance on four reading texts. The reading test scores approximated a normal distribution as 
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skewness was Z = .483/.145= 3.33 > 2.58. The descriptive statistics revealed that the participants’ 
mean reading performance in this study was 38.7 (SD = 25). The relatively low mean and large 
standard deviation indicates the reading texts used in this study were challenging for the L2 
participants. 
The relationship between vocabulary size and reading score was calculated using Pearson’s 
product moment correlation. The data were first examined to see if they met the three assumptions 
for using the Pearson product moment correlation. These assumptions are a distribution that 
approximates normality, a linear relationship between the two variables, and homoscedasticity. The 
Yes/No test data were within the range of normality with skewness of -0.12 (SE = 0.20), Z = -.12/. 
20 = -.6 < 1.96 and kurtosis of -0.46 (SE = 0.40), Z = .46/. 40 = 1.15 < 1.96. Vocabulary size was 
positively correlated with L2 reading comprehension, r = .63, p < .001 (two-tailed). 
4.1.2 Grammatical knowledge and L2 reading outcomes 
Grammatical knowledge was measured by a test of English grammar using sentence completion and 
grammatical judgement tasks in a multiple-choice response format. The grammar test results were 
normally distributed at skewness of .542 (SE = .28), Z = .542/. 28 = 1.94 < 1.96 and kurtosis of -
.023 (SE =. 56), Z = .023/. 56 = .04 < 1.96 since the data were within the ranges of normal kurtosis 
and skewness as the values that were not greater than 1.96 or 2.58 (Field, 2009, p. 139). The 
reliability of the test) is toward the lower end of acceptability, Cronbach’s alpha = .75.  
The mean score of grammatical knowledge was M = 47%, SD = 4 .8%, indicating that the 
grammar test was quite challenging for the participants. The lowest score on the grammar test was 
37% and the highest was 61%. The effect of grammatical knowledge on L2 reading was computed 
using a Pearson product moment correlation analysis. Grammatical knowledge significantly 
correlated with L2 reading outcomes, r = .56, p < .001.  
4.1.3 The effect of vocabulary knowledge and grammatical knowledge on reading outcomes 
Also of interest is the relative contribution that vocabulary size and grammatical knowledge make 
in predicting L2 reading outcomes when considered in combination. A multiple regression model 
was calculated with reading scores as the criterion variable and vocabulary size and grammatical 
knowledge as the predictor variables entered sequentially. As vocabulary knowledge has a higher 
correlation with reading it was entered first before grammatical knowledge (Brisbois, 1995; 
Mecartty, 2000).  
The study found that when vocabulary was entered first before grammatical knowledge, 
vocabulary explained about 40% of the additional variance in reading comprehension (R2 = .401, β = 
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.470, t = 6.802, p < .001), and grammatical knowledge accounted for 8% of the reading variance (R2 
= .077, β = .321, t = 3.156 p < .005). Vocabulary size accounted for much more variance in L2 reading 
than grammatical knowledge. Meanwhile, when grammatical knowledge was entered before 
vocabulary size, grammatical knowledge explained about 31% of the additional variance in reading 
comprehension (R2 = .315, β = .321, t = 5.627, p < .001). After accounting for the effect of 
grammatical knowledge, vocabulary still uniquely explained about 16% of the additional variance in 
reading comprehension (R2 = .163, β = .470, t = 4.612, p < .001). Overall, from two analyses and as 
is evident here, the beta coefficient for vocabulary as a predictor for reading is higher than grammar 
as a predictor. 
4.1.4 Summary of the analysis for research question 1 
The findings for research question 1 revealed that reader vocabulary and grammatical knowledge 
predicted L2 reading scores. Vocabulary accounted for 40% when entered first before grammatical 
knowledge, and that grammatical knowledge explained 31% of reading variance when entered 
before vocabulary. Vocabulary knowledge was found to have higher beta in predicting reading 
outcomes than that of grammatical knowledge.  
4.2 The impact of textual features on L2 reading outcomes 
The second research question also investigates the role of vocabulary knowledge and grammar in 
reading comprehension, but this time in terms of features of the text. Of interest here is not what the 
reader brings to the text, but the nature of the text itself. The effect of text lexical frequency and 
syntactic complexity on reading outcomes is analysed. Lexical frequency is operationalised by the 
proportion of high- and low-frequency words in the respective text types and low and high syntactic 
complexity as fixed by text complexity metrics used in readability research. The four texts used 
represent a unique combination of all the 2 types by 2 levels:  
Text 1. Low syntactic complexity + High lexical frequency - LSC–HLF 
Text 2. Low syntactic complexity + Low lexical frequency - LSC–LLF 
Text 3. High syntactic complexity + High lexical frequency - HSC–LLF 
Text 4. High syntactic complexity + High lexical frequency - HSC–HLF 
See Chapter 3 for details as to how the texts were developed.  
4.2.1 The effect of lexical frequency on L2 reading outcomes 
Lexical difficulty was operationalised in terms of the relative frequency of occurrence of the words 
occurring in the texts. Texts with more low-frequency words are assumed to be more difficult to 
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read and understand (Nation, 2006). Lexical frequency in the four reading texts used in this study 
was calculated using the online VocabProfile software program, which is based on the British 
National Corpus (Cobb, 2010). Lexical frequency scores used here represent the percentage of high-
frequency words in the text regardless of the level of syntactic complexity; texts with high scores 
contain more high-frequency words, and texts with lower scores contain more low-frequency words 
(see Section 3.6.4 for more detail). The threshold for low-frequency words was words beyond 2,000 
word levels (3,000–10,000 word frequency levels). Table 4.2 presents text lexical frequency scores 
and mean reading scores.  
 
Table 4.2 
High (H) versus Low (L) lexical frequency levels in the four reading texts 
Texts     Frequency level Lexical frequency profile Mean reading score 
Text 1    HLF 89 62 (SD =2.5) 
Text 2   LLF 84 26 (SD = 2.4) 
Text 3   LLF 82 24 (SD = 2.1) 
Text 4   HLF 88 43 (SD = 2.6) 
Note. HLF: high lexical frequency; LLF: low lexical frequency 
 
The table shows that texts with high lexical frequency contained 88–89% of high-frequency 
words while texts with low lexical frequency consisted of 82–84% of high-frequency words.  There 
were 17 low-frequency words in high lexical frequency text and 35 low-frequency words in low 
lexical frequency texts. The texts ranged from 250 words to 300 words in overall length. See 3.5.3 
for more detail. 
Table 4.2 also shows that texts with higher lexical frequency influenced L2 reading outcomes 
as reflected in higher reading scores, as in Text 1 and Text 4 (Combined M = 53, SD = 24). On the 
other hand, a larger proportion of low lexical frequency items resulted in less accurate reading 
comprehension, as in Text 2 and Text 3 (M = 25, SD = 19).  
4.2.2 The role of syntactic complexity in L2 reading outcomes 
In addition to lexical frequency the effect of text syntactic complexity on reading outcomes was 
also analysed separately. Syntactic complexity was measured through the average clause per 
sentence based on the TextEvaluator readability formula (ETS, 2013). This readability formula 
generated syntactic complexity scores for the four reading texts used in this study (see Chapter 3, 
Section 3.6.4). Similar to lexical frequency analysis, syntactic complexity scores were calculated 
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for each text. Table 4.3 presents the scores for syntactic complexity levels and mean reading 
performance for the texts.  
 
Table 4.3 
Scores of syntactic complexity and mean reading accuracy for individual text 
Texts Complexity level Syntactic complexity Mean reading score 
Text 1 LSC 50 62 (SD = 2.5) 
Text 2 LSC 58 26 (SD = 2.4) 
Text 3 HSC 75 24 (SD = 2.1) 
Text 4 HSC 65 43 (SD = 2.6) 
Note. LSC: low syntactic complexity; HSC: high syntactic complexity 
 
The above table shows that the reading outcomes for lower syntactic complexity texts 
exhibited better performance for Text 1 than Text 2, though the two combined were lower (M = 33, 
SD = 22) than higher syntactic levels in Text 3 and Text 4 (M = 44, SD = 27)  
Syntactic complexity also contributed to variation in L2 reading.  
4.2.3 The joint contribution of lexical frequency and syntactic complexity to L2 reading 
outcomes 
Having examined the effect of lexical frequency and syntactic complexity on reading as 
independent factors, this section will consider their impact in combination. Four combinations of 
the two factors are set out in the four texts in Table 4.4.  
 
Table 4.4 
Indices of syntactic complexity and lexical frequency in the text 
Texts Textual features Lexical frequency Syntactic complexity 
Text 1 LSC–HLF 89 50 
Text 2 LSC–LLF 84 58 
Text 3 HSC–LLF 82 75 
Text 4 HSC–HLF 88 65 
Note. LSC–HLF: low syntactic complexity–high lexical frequency; LSC–LLF: low syntactic complexity–
low lexical frequency; HSC–LLF: high syntactic complexity–low lexical frequency; HSC–HLF: high 
syntactic complexity–high lexical frequency 
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The reading comprehension scores for the four texts are presented in Table 4.5, which 
combines the single factor scores reported above.  
 
Table 4.5 
Mean reading accuracy across text conditions 
Text types  Mean reading accuracy 95% Confidence Interval for Mean 
M SD Lower bound Upper bound 
Text 1/LSC–HLF 62 2.5 57 68 
Text 2/LSC–LLF 26 2.4 21 31 
Text 3/HSC–LLF 24 2.1 20 28 
Text 4/HSC–HLF 43 2.6 38 48 
Note. LSC–HLF: low syntactic complexity–high lexical frequency; LSC–LLF: low syntactic complexity–low lexical 
frequency;  HSC–LLF: high syntactic complexity–low lexical frequency; HSC–HLF: high syntactic complexity–
high lexical frequency 
 
Scores were highest on Text 1 (LSC–HLF), which had the least difficult syntax and lexis, 
and lowest on Text 3 (HSC–LLF), which had the most difficult. The two “mixed” texts in which 
factor difficulty was crossed differed noticeably, with Text 2 (LSC–LLF), the easy syntax/difficult 
lexis combination, being much more difficult than Text 4 (HSC–HLF) which combined difficult 
syntax/easy lexis. Overall, scores were higher on texts with high lexical frequency, regardless of 
syntactic difficulty, as evident in comparisons of Texts 1 and 4 versus Texts 2 and 3. This 
relationship is presented visually in Figure 4.2.  
 
 





LSC-HLF HSC-HLF LSC-LLF HSC-LLF
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The role of syntactic complexity in L2 reading was not evident for texts with low lexical frequency. 
However, the effect of syntactic complexity was significant for texts with high lexical frequency. 
Specifically, texts with high syntactic complexity–high lexical frequency levels were more difficult 
than texts with low syntactic complexity–high lexical frequency. This indicates that syntactic 
complexity added processing difficulties in comprehending texts at sentence level although readers 
did succeed at comprehending texts at word level (high frequency words).  
The effect of syntactic complexity and lexical frequency factors on L2 reading was also 
assessed in a 2 x 2 ANOVA design with both syntactic complexity and lexical frequency as 
independent variables. Test of equality of error variances using the Levine analysis revealed no 
significant difference between two variances of independent variables, p = .097.  
The omnibus test of the main effect of the syntactic complexity level is statistically 
significant, F (1,280) = 20.165, p = .000, ηp2 = .067, indicating the texts’ means were not equal. 
The main effect for lexical frequency was also statistically significant, F (1,280) =133.103, p = 
.000, ηp2 = .322. The effect sizes indicate lexical frequency played a relatively more important role 
in reading outcomes than that of syntactic complexity. In addition, it was also interesting to note 
that there was a significant interaction between syntactic complexity levels and lexical frequency 
levels, F (1,280) =12.681, p = .000, ηp2 = .043, as suggested by Figure 4.1. Differences in syntactic 
complexity were found to be important for high lexical frequency texts but not for those with low 
lexical frequency. Overall, lexical frequency played a greater role than syntactic complexity in L2 
reading comprehension outcomes. 
To determine the predictive value of both syntactic complexity and lexical frequency on 
reading comprehension, hierarchical regression analysis was used (Table 4.6). Lexical frequency 
was entered first as it indicated stronger correlation and higher contribution to L2 reading followed 
by syntactic complexity.  
 
  
  59 
Table 4.6 
Summary of hierarchical regression analyis of reading score as criterion variable and lexical 










β Sig F 
change 
71 a .566 .320 21.18 .320 132.97 -5.06 .44 .566 .000 
 b .570 .324 21.15 .004 1.68 -0.25 .19 -.089 .196 
a = lexical frequency as 1st predictor variable 
b = syntactic complexity as 2nd predictor variable 
B = raw or unstandarized coefficients 
β/Beta= standardized coefficients 
 
The results of the regression indicate that lexical frequency was more predictive of reading 
comprehension (32%), after accounting for the effect of syntactic complexity, β = .503, p = .000. 
However, after accounting for the effect of lexical frequency syntactic complexity did not show any 
significant contribution (1%) to reading outcomes, β = -.089, p = .196. Overall, lexical frequency 
shows more predictive capacity to reading than that of syntactic complexity. 
In sum, an analysis of individual differences in text comprehension was associated more 
with lexical difficulty than syntactic complexity for L2 learners in Indonesia. This study confirmed 
the hypothesis that the role of lexical difficulty as represented by lexical frequency level would be 
slightly more dominant in affecting text comprehension in the L2 setting of this study, although the 
syntactic complexity factor also affected text comprehension. It is evident that for L2 learners in 
this study, reading problems were all about the insufficiency of vocabulary knowledge used in the 
texts rather than other text linguistic factors such as grammar elements in the texts.  
4.2.4 A summary of the analysis for research question 2 
The effect of text lexical frequency on text comprehension was much stronger than syntactic 
complexity for the participants in the study. High lexical frequency was associated with higher 
scores at both levels of syntactic complexity, while syntactic complexity only made a difference in 
the comparison of high-frequency texts. This supports previous research that shows that differences 
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in lexical frequency (vocabulary) play a greater role in text comprehension than syntactic 
complexity (grammar) (Barrot, 2013).  
4.3 The interaction of reader knowledge and textual features in predicting L2 reading 
The previous section examined separately the role of reader vocabulary size and grammatical 
knowledge on L2 reading (research question 1) and the impact of textual features in terms of 
syntactic complexity and lexical frequency on L2 reading (research question 2). It has established 
that, for the participants here, reader vocabulary knowledge was more important than grammatical 
knowledge in predicting L2 reading, and that text lexical frequency played a stronger role than 
syntactic complexity in explaining variation in L2 reading comprehension. The research so far has 
looked at the two dimensions independently. The next phase of the analysis examined how reader 
knowledge interacts with text features to affect reading outcomes. 
A better understanding of how the two dimensions relate to each other will provide insights 
into how reader knowledge affects reading outcomes as a function of text demands. As discussed in 
Chapter 2, evidence for the relationship between vocabulary and L2 reading has been mixed, as it 
has been for the relationship between grammatical knowledge and L2 reading. Some research has 
found a strong effect of vocabulary on L2 reading (Laufer, 1997; Nassaji, 2003; Nation, 2006; Qian, 
2002), while other studies found little or no effect vocabulary knowledge differences on L2 reading 
outcomes (Sahiruddin, 2008; van Gelderen, 2004, 2007; Yamashita, 2013; Zhang, 2012). Evidence 
for a potential interaction effect between reader knowledge and textual features in predicting L2 
reading results may give insight to the mixed findings.  
Two questions are addressed: 
a) Does the amount of variance that vocabulary size accounts for in reading score differ as lexical 
frequency and syntactic complexity levels are varied?  In other words, does the simple 
correlation between vocabulary size and reading outcomes in a specific text obscure the true 
nature of the relationship between the two?  
b) Using the same logic for grammar, does the reading score variance explained by individual 
differences in reader grammatical knowledge also differ for texts with varying syntactic 
complexity and lexical frequency levels? 
Two analyses were carried out to assess the possible interaction of reader knowledge factors 
and textual feature factors in predicting L2 reading performance The first examined the degree to 
which lexical frequency levels and syntactic complexity affect the relationship between vocabulary 
size and L2 reading, and the second examined the effect of syntactic complexity and lexical 
frequency levels on the relationship between grammatical knowledge and L2 reading.  
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The interaction between reader knowledge and textual features was analysed using the 
moderation linear regression model in Hayes’s (2013) PROCESS tool, as well as simple linear 
regression models. See Section 3.7.3 for details about the method of interaction analysis. The 
potential contribution of textual features in moderating the strength of the relationship between 
reader knowledge and L2 reading as an indicator of interaction of reader knowledge and textual 
features in L2 reading will potentially provide a more complete picture of L2 reading performance 
as it is affected by reader knowledge and textual features.  
4.3.1 The effect of vocabulary size on L2 reading texts with varying lexical frequencies and 
syntactic complexity levels  
This section reports on the relationship between overall vocabulary size and reading outcomes with 
varying syntactic complexity and lexical frequency levels. Descriptive statistics are reported in 
Section 4.2.3, Table 4.5.  
Table 4.7 
A summary of simple linear regression analyses for vocabulary size in predicting overall reading 
performance on texts with varying lexical frequency and syntactic complexity levels 
Vocabulary Textual features R2 F change t SEB β Sig F 
LSC–HLF . 273 25.96 5.09 . 208 .52 .000 
LSC–LLF . 162 13.38 3.65 . 206 .40 .000 
HSC–LLF . 169 15.27 3.90 . 172 .43 .000 
HSC–HLF . 242 22.06 4.70 . 217 .49 .000 
 
Table 4.7 reports the simple linear regression analyses done on each of the four texts, with 
reader vocabulary knowledge as the predictor and reading score as the criterion variable. The table 
shows that the contribution of vocabulary size was stronger for texts with low syntactic 
complexity–high lexical frequency than texts with low syntactic complexity–low lexical frequency 
levels. Similarly, the role of vocabulary size was slightly stronger for texts with high syntactic 
complexity–high lexical frequency than texts with high syntactic complexity–low lexical frequency 
level. The overall strength for vocabulary size reflects the findings reported above in Table 4.6. 
The following examines the interaction between reader knowledge and textual features in 
predicting L2 reading outcomes. The potential interaction effect between learner knowledge and 
text demands is conceptually operationalised as a moderation effect (Field, 2014; Hayes, 2013). As 
discussed in Chapter 3, L2 reading is predicted from reader knowledge (vocabulary size and 
grammatical knowledge) and the proposed moderators (lexical frequency and syntactic complexity), 
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and the interaction of the two variables. The interaction of two variables is simply the scores of 
reader knowledge and textual features multiplied together. If the interaction is significant, then 
moderation is evident. This study employed Hayes’ (2013) PROCESS tool, based on a linear 
regression model, to calculate the moderation effect between reader knowledge and textual features. 
More specifically, the model compares the slope of regression plane for predictor variable (reader 
knowledge) at the low and high value of textual feature variables. Hayes (2013) determined -1 SD 
as low and +1 SD as high value of the moderator since he centred an independent (X) and 
moderator (M) variable, the mean = 0. 
4.3.1.1 The interaction between vocabulary size and lexical frequency in predicting L2 
reading 
The analysis of the potential interaction between vocabulary size text features in influencing L2 
reading outcomes is framed in Hayes’ (2013) interaction model and calculated using the PROCESS 
tool. The interaction effect was modelled by comparing the slope of regression plane for 
independent variable lexical frequency. The interaction model analysis reported in Table 4.8 
revealed that the interaction between vocabulary size and lexical frequency was not significant, 




Linear model of reading outcomes for with lexical frequency level and reader vocabulary size as 
predictor variables 
Note. R2 = 46. 95% confidence intervals for b are in square brackets; b: unstandardised beta. 
 
Model & Variables b SEB t p 
Constant 38.73 
[36.502, 40.962] 
1.13 34.18 .000 
Lexical frequency  5.06 
4.307, 5.822] 
0.38 13.16 .000 
Vocabulary size  0.88 
[0.667, 1.086] 
0.11 8.26 .000 
Lexical frequency x vocabulary size 0.58 
[-0.182, 0.134] 
0.04 1.50 .135 
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The direct effects of vocabulary knowledge and lexical frequency on reading outcomes as 
shown in the table above were all significant.  However, the effect of lexical frequency in a text did 
not significantly change the relationship between vocabulary and reading.  Figure 4.3 presents 
simple slopes of vocabulary size plotted on reading performance at low and high levels of lexical 
frequency. The data were generated by PROCESS and coded as low and high as recommended by 
Field (2014, p. 405). 
There is a significant positive relationship between vocabulary and reading comprehension, 
both when lexical frequency is high (b = 1.043, p = .000), and when it is low (b = 0.710, p = .000), 
though the effect was slightly weaker in the latter. Individual differences in vocabulary knowledge 
have a marginally greater effect in high lexical frequency texts. These simple slopes can be seen in 
Figure 4.3 below.  
 
Figure 4.3. A visual representation (simple slopes) of the moderation or interaction effect of 
vocabulary size on reading comprehension by levels of lexical frequency in the text 
Another way to understand the variance in a simple term, simple linear regression was 
conducted for the effect of vocabulary on reading with varying lexical frequency levels. Vocabulary 
size accounted for about 5% more variance in performance on high lexical frequency texts (R2 = 
.215, β = 463, t = 6.188, p < .001) than on the low-frequency ones (R2= .169, β = 411, t = 5.337, p < 
.001). However, as reported above, no significant interaction was evident. Thus, for participants in 
this study, the relationship between vocabulary and L2 reading is not moderated by the lexical 
difficulty of the text. 
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Overall, high lexical frequency was more useful for participants with a low level of 
vocabulary knowledge whereas low lexical frequency was more useful for participants with a high 
level of vocabulary knowledge. The participants with a larger vocabulary size performed slightly 
better in the more difficult, low-frequency texts than those with smaller vocabulary sizes. Although 
the difference was not statistically significant, it is consistent with the proposal that the relationship 
between reader vocabulary size and reading differs as a function of text difficulty. 
4.3.1.2 The interaction between vocabulary size and syntactic complexity in predicting L2 
reading 
The test for a possible interaction between vocabulary size and syntactic complexity yielded the 
same results as the preceding lexical frequency analysis. See Table 4.9. Both syntactic complexity 
and vocabulary size had the direct effects on reading outcomes but that the relationship between 
vocabulary size and reading was not affected by syntactic complexity. 
 
Table 4.9 
Linear model of reading outcomes for with syntactic complexity level and reader vocabulary size as 
predictor variables 
 b SEB t p 
Constant 38.73 
[36.256, 41.208] 
1.25 30.78 .000 
Syntactic complexity  -1.23 
[-1.473, -0.995] 
0.12 -10.16 .000 
Vocabulary size  0. 88 
[0.631, 1.122] 
0.13 7.01 .000 




0.01 -0.34 .349 
Note. Model R2 = 33. 95% confidence intervals for b are in square brackets; b: unstandardised beta. 
 
A simple slopes model assessing the effect of vocabulary knowledge on reading of syntactic 
complexity showed a similar relationship for the high syntactic complexity level (b = 0.770, p = 
.000) and the low level (b = 0.983, p = .000). The simple slope analysis is presented in Figure 4.4. 
The figure shows the main effects of each variable on reading outcomes and also the absence of an 
interaction between vocabulary and syntactic complexity.  
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Figure 4.4.  A visual representation (simple slopes) of the interaction effect of vocabulary 
knowledge on reading comprehension at two levels of syntactic complexity 
 
A simple linear regression analysis revealed that vocabulary size accounted for slightly more 
variance on the high syntactic complexity texts than on the low. Vocabulary size accounted for 16% 
of reading score differences on the high complexity texts (R2 = .164, β = 412, t = 5.354, p < .001), 
and 12% on the low (R2 = .116, β = .349, t = 4.412, p < .001).  
The reading outcomes across the two levels of syntactic complexity were similar for the low 
and high vocabulary group. There was an effect for syntactic complexity levels but no interaction. 
There is no evidence here that the relationship between reader vocabulary size and reading for the 
participants here affected differences in syntactic complexity. 
4.3.2 The effect of grammatical knowledge on L2 reading texts with varying lexical 
frequencies and syntactic complexity levels  
In addition to reader vocabulary size, the study was also interested in potential effects of text 
demand on the relationship between reader grammatical knowledge and reading outcomes. Table 
4.10 describes the effect of grammatical knowledge on L2 reading as an impact of syntactic 
complexity levels and lexical frequency levels. 
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Table 4.10 
A summary of simple linear regression analysis for grammatical knowledge in predicting overall 
reading performance and texts with varying syntactic complexity levels and lexical frequency levels 
Grammar Model R2 F change t SEB β Sig F change 
 LSC–HLF .261 24.43 4.94 .468 .51 .000 
 LSC–LLF .152 12.41 3.52 .462 .39 .001 
 HSC–LLF .030 2.10 1.45 .418 .17 .151 
 HSC–HLF .264 24.75 4.97 .478 .51 .000 
  
The table shows a more complex relationship between syntactic complexity and reading 
performance than was evident for the lexical frequency text comparisons above. Individual 
differences in reader grammatical knowledge accounted for 26% of the variance in both the low 
syntactic complexity–high lexical frequency and high syntactic complexity–high lexical frequency 
texts. In contrast, a comparison of performance across the two syntactic complexity levels for the 
low lexical frequency texts shows a distinct difference. Grammatical knowledge differences 
accounted for 15% of the reading score variance in the low syntactic complexity–low lexical 
frequency texts but only 3% in high syntactic complexity–low lexical frequency texts. It appears 
that ability to use grammatical knowledge is affected by the lexical demands of the text. 
The following section presents the results of the interaction effect between grammatical 
knowledge and textual features, more specifically examining the degree to which textual features 
(syntactic complexity and lexical frequency) influence or moderate the relationship between 
grammatical knowledge and L2 reading. 
4.3.2.1 The interaction between grammatical knowledge and syntactic complexity in 
affecting L2 reading 
The regression based interaction analysis demonstrated the absence of interaction between 
grammatical knowledge and syntactic complexity indicating that the relationship between 
grammatical knowledge and reading was not affected by syntactic complexity. See Table 4.11. 
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Table 4.11 
Linear model of reading outcomes for with syntactic complexity level and reader grammatical 
knowledge as predictor variables 
Model b SEB t p 
Constant 38.73 
[35.938, 41.525] 
1.42 27.29 .000 
Syntactic complexity  -10.88 
[16.474, -5.300] 
2.84 -3.84 .000 
Grammatical knowledge  1.73 
[1.131, 2.329] 
0.30 5.68 .000 




0.60 -0.78 .432 
Note. Model R2 = 15. 95% confidence intervals for b are in square brackets; b: unstandardised beta. 
 
The effect of syntactic complexity and grammatical knowledge on reading were both 
significant, but there was no interaction. This is presented schematically in the simple slope analysis 
presented in Figure 4.5. 
The contribution of grammatical knowledge and L2 reading for texts with lower syntactic 
complexity accounted for 11% of L2 reading variance (R2 = 110, β = .340, t = 4.284, p < .001), 
while texts with higher syntactic complexity accounted for 10% (R2 = 100, β = 326, t = 4.076, p < 
.001).  
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Figure 4.5.A visual representation (simple slopes) of the interaction effect of grammatical 
knowledge on reading comprehension by levels of syntactic complexity 
 
Figure 4.5 reveals that at the low level of syntactic complexity, there is a positive 
relationship between vocabulary and L2 reading (reading comprehension increases as a function of 
increasing grammatical knowledge). At the high level of syntactic complexity, a similar relationship 
between vocabulary and reading was noticed as indicated by the end of regression planes slope that 
is at the same angle. Thus, no interaction was found between grammatical knowledge and syntactic 
complexity, reflecting that the relationship between grammatical knowledge and L2 reading did not 
depend on the levels of syntactic complexity. On the other hand, the role of grammatical knowledge 
in influencing L2 reading texts with high and low lexical frequency was very pronounced. 
4.3.2.2 The interaction between grammatical knowledge and lexical frequency and its effect 
on L2 reading 
The interaction analysis for the effect of lexical frequency on differences in grammatical showed a 
significant effect for the predictor variables as well as an interaction between the two, the latter 




Linear model of reading outcomes for with lexical frequency level and reader grammatical 
knowledge as predictor variables 
 b SEB t p 
Constant 38.73 
[36.467, 40.997] 
1.15 33.65 .000 
Lexical frequency  5.06 
[4.285, 5.842] 
0.39 12.80 .000 
Grammatical knowledge  1.73 
[1.272, 2.189] 
0.23 7.42 .000 




0.08 2.91 .003 
Note. R2 = 44. 95% confidence intervals for b are in square brackets; b: unstandardised beta. 
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The simple slopes analysis presented in in Figure 4.6 shows that grammatical knowledge 
played a greater role in the high lexical frequency comparison  (b = .2.41, p = .000) than in the low-
frequency comparison (b = .1.05, p = .006).  This was also reflected in simple linear regression that 
showed that grammatical knowledge differences accounted for 22% of the reading variance for 
high-frequency texts and 8% for the low-frequency texts.  
 
Figure 4.6. A visual representation (simple slopes) of the interaction effect of grammatical 
knowledge on reading comprehension at two levels of lexical frequency 
 
The differences in reader grammatical knowledge were more evident in the high lexical 
frequency texts, suggesting that the use of grammatical knowledge is affected by the lexical 
demands of the text. This is discussed further in Chapter 5.  
4.3.3 Summary of research question 3 findings 
In sum, there was no interaction between reader vocabulary size and text demands, whether 
reflected in differences in lexical frequency or syntactic complexity. The results for reader 
grammatical knowledge differed somewhat. Like the vocabulary size results there was no 
interaction between grammatical knowledge and text syntactic complexity, but there was one for 
text lexical frequency. These results will be interpreted in Chapter 5.  
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4.3.4 The effect of vocabulary knowledge, grammatical knowledge, syntactic complexity, and 
lexical frequency on L2 reading by group levels 
A follow-up subgroup analysis was carried out to see if the pattern of results obtained for the entire 
sample was also evident when the more extreme ends of the reader knowledge continuum were 
isolated and compared. The participants with the top and bottom 30% of the vocabulary sizes scores 
were put into a subgroup set for further analysis. A single subgroup analysis was carried out based 
on vocabulary size differences.  
Subgroup analysis on the contribution of reader knowledge and textual features and the 
interaction they had was based on participants’ L2 vocabulary size test performance. A subgroup 
data set was developed consisting of those who scored above 75 (n = 17), the large vocabulary 
group (M = 79, SD = 4.2), and those who scored under 60 (n = 22), the small vocabulary group (M 
= 53, SD = 6.9). Descriptive statistics for vocabulary mean accuracy for each frequency level by 
group are presented in Table 4.13. 
 
Table 4.13 
Mean accuracy of hits for the Yes/No tests by groups’ vocabulary levels 
Frequency levels Group Levels Accuracy 
M SD 
2K Large 99 1.4 
 Small 96 5.4 
3K Large 95 4.3 
 Small 60 12.3 
5K Large 85 8.3 
 Small 47 12.8 
10K Large 43 13.5 
 Small 15 8.1 
Corrected scores (cfg) Large 79 4.3 
 Small 53 7.1 
 
The accuracy means discriminated between two vocabulary proficiency groups and across 
the word frequency levels within groups, although the high standard deviation, particularly for the 
small vocabulary group indicated large individual variability in the responses by level. Accuracy 
scores for the small vocabulary group range approached 100% correct for the 2K level and showed 
floor performance at under 20% at the 10K level. Meanwhile, the large vocabulary group performed 
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near the ceiling at the 2K, 3K, and 5K levels, with a decline in performance at the 10K level at 
40%. However the overall corrected score standard deviations were not extreme. 
The mean differences between the groups were tested using an independent t-test. Normality 
assumptions were met but Levene’s test for equality of variance was significant so equality of 
variances was not assumed in the analysis. The difference between the means was significant at t = 
26.74, p < .001, d = 4.56, establishing that the large vocabulary group had a much larger vocabulary 
than the small group. A more fine-grained group comparison by frequency levels is available in 
Appendix 7. 




Descriptive statistics for independent and dependent variables by groups 
 Large vocabulary group 
 n = 17 
Small vocabulary group 
n = 22 
Variables M SD M SD 
VK 79 4.2 53 6.8 
GK 49 4.6 44 2.7 
LSC–HLF 78 17 54 16 
LSC–LLF 35 18 17 17 
HSC–LLF 35 21 18 17 
HSC–HLF 62 23 36 17 
Overall reading 53 26 31 22 
Note: VK: vocabulary knowledge; GK: grammatical knowledge; LSC: low syntactic complexity; HSC: high 
syntactic complexity; HLF: high lexical frequency; LLF: low lexical frequency 
 
The table above indicates that the large vocabulary group significantly outperformed the 
small vocabulary group. The results for the four text types confirmed the patterns evident in the 
complete group sample. Low lexical frequency texts were more difficult than high frequency texts 
for both groups. More detailed information about the effect of vocabulary size on L2 reading by 
large and small vocabulary size groups is reported in the regression analysis shown in Table 4.15. 
Entire group results from Table 4.6 are included for comparison. The contribution of vocabulary 
size on reading was different for the two groups. The effect of size differences was higher for the 
large vocabulary group than for the small vocabulary group. Vocabulary accounted for 49% of the 
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L2 reading variance for the large vocabulary group and it explained 28% of the reading variance for 
the small vocabulary group. Thus, vocabulary size levels affected the nature of the correlation 
between vocabulary size and L2 reading for overall reading performance. The results here provide 
an additional insight into the role of vocabulary size level on L2 reading, since the overall group 
analysis showed that vocabulary size explained 40% of the L2 reading variance.  
 
Table 4.15 
A summary of linear regression analysis for vocabulary size in predicting reading performance by 
vocabulary groups 
Vocabulary Model R2 F change t SEB β Sig F  
Overall reading Large vocab. . 491 14.46 3.80 .445 .70 . 000 
 Small vocab. .275 6.08 2.46 .417 .52 .025 
 Entire group .401 46.26 6.80 .129 .63 .000 
LSC–HLF Large vocab. . 077 1.24 1.12 . 981 .28 . 282 
 Small vocab. .280 6.20 2.49 .516 .53 .024 
 Entire group . 273 25.96 5.09 . 208 .52 . 000 
LSC–LLF Large vocab. . 050 .79 -.89 1.05 -.22 .387 
 Small vocab. .209 4.23 2.06 .590 .46 .056 
 Entire group . 162 13.38 3.65 . 206 .40 . 000 
HSC–LLF Large vocab. . 647 27.52 5.24 .772 .81 . 000 
 Small vocab. .090 1.59 1.26 .614 .30 .225 
 Entire group . 169 15.27 3.90 . 172 .43 . 000 
HSC–HLF Large vocab. . 227 4.39 2.09 1.22 .48 .053 
 Small vocab. .109 1.96 1.40 .599 .33 .180 
 Entire group . 242 22.06 4.70 . 217 .49 . 000 
 
In texts with low syntactic complexity and high lexical frequency (LSC–HLF), the effect of 
vocabulary knowledge on reading performance for the large vocabulary group (8%) was not as 
large as for the small vocabulary group (28%). In contrast, the relationship between vocabulary 
knowledge and reading performance on the high syntactic complexity–low lexical frequency (HSC–
LLF) text was stronger for the large vocabulary group (65%) than for the small vocabulary group 
(9%). Compared to the entire group analysis, vocabulary size has a greater effect on reading scores 
for texts with low syntactic complexity–high lexical frequency (27%) than texts with high syntactic 
complexity-low lexical frequency (16%). The role of vocabulary was stronger for the small 
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vocabulary group (21%) for texts with low syntactic complexity–low lexical frequency (LSC–LLF) 
than for the large vocabulary group (5%). However, the role of vocabulary was stronger for the 
large group (23%) than for the small group (11%) for texts with high syntactic complexity–high 
lexical frequency (HSC–HLF).  This result also adds new information on full sample analysis that 
shows the role of vocabulary size in L2 reading was 16% for texts with low syntactic complexity-
low lexical frequency and 24% for texts with high syntactic complexity–high lexical frequency.  
 To understand more closely the relationship between vocabulary and reading 
comprehension for different text demand types, linear regression analyses were conducted by 
vocabulary group with vocabulary size as the predictor and the various lexical frequency and 
syntactic complexity scores as dependent variables. See Table 4.16. 
 
Table 4.16 
A summary of regression analysis for vocabulary size in predicting reading performance and texts 
with varying lexical frequency and syntactic complexity levels by vocabulary groups 
Vocabulary Model R2 F change t SEB β Sig F    
HLF High vocab. .130 4.80 2.19 .834 .361 .036 
 Low vocab. .035 1.52 1.23 .424 .187 .224 
LLF High vocab. .114 4.10 2.06 .769 .337 .051 
 Low vocab. 127 7.23 2.69 .939 .383 .010 
LSC High vocab. .000 .005 .070 1.14 .012 .945 
 Low vocab. .059 2.65 1.63 .522 .244 .111 
HSC High vocab. .291 13.16 3.63 .911 .540 .001 
 Low vocab. .053 2.36 1.53 .397 .231 .131 
  
The data above demonstrates that the role of vocabulary size in reading for texts with high 
lexical frequency was stronger for the large vocabulary group (13%) than the small vocabulary 
group (4%). Meanwhile, the effect of vocabulary size on reading texts with low lexical frequency 
was almost the same between large and small vocabulary groups, accounting for 11–12% of the 
reading variance. In concordance with the results of the overall group sample analysis showing a 
stronger impact of vocabulary on texts with high lexical frequency than low lexical frequency, the 
results of subgroup analyses here provided additional information indicating that the role of 
vocabulary in reading texts with high lexical frequency texts was dominated by large the 
vocabulary group as those participants were likely to get more benefits from their word knowledge 
in comprehending texts when compared to small vocabulary group. 
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 The contribution of vocabulary size to reading performance in low syntactic complexity 
texts was not significant for either group.  However, the effect of vocabulary size was more evident 
for high syntactic complexity texts, revealing a stronger vocabulary effect for the large vocabulary 
group (29%) than for the small vocabulary group (5%). These results of subgroup analyses 
supported the entire group analysis with respect to the higher effect of vocabulary on reading texts 
with high syntactic complexity, but refined that insight by showing it may only hold for readers 
with larger vocabulary.  
 Separate interaction model analyses were carried out for the two groups for the four possible 
interaction types. These are summarised in Table 4.17. As with the entire group, the only significant 
interaction was between learner grammatical knowledge and lexical frequency, although here it was 
only evident in the smaller vocabulary group.  
 
Table 4.17 
Summary of interactions between reader knowledge and textual features by group vocabulary 
proficiency levels 
Interaction variables 
Higher groups Lower groups 
β Sig. β Sig. 
Vocabulary size*Lexical frequency .083 .915 .871 .146 
Vocabulary size*Syntactic complexity .406 .600 -.049 .935 
Grammatical knowledge*Syntactic complexity -.526 .498 -.117 .844 
Grammatical knowledge*Lexical frequency -.724 .352 -1.359 .021 
Note.  =  β: unstandardised beta. 
 
In sum, subgroup analyses essentially replicated the findings from the entire group analysis, 
but also yielded tentative qualifications to those findings. These are that the overall effect of 
vocabulary size on overall reading, high lexical frequency texts, and high syntactic complexity was 
relatively larger for the large vocabulary group than the small. Vocabulary size had a lesser effect in 
reading texts with low lexical frequency for both small and large vocabulary groups, and a similar 
non-significant role of vocabulary was also observed for texts with low syntactic complexity. An 
interaction effect for reader vocabulary and text lexical frequency was not observed, supporting the 
entire group analysis. Finally lexical frequency moderated the relationship between grammatical 
knowledge and L2 reading for the small vocabulary group only. 
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4.3.5 Summary of analyses for research question 3 
Overall, the entire group analysis showed that vocabulary size differences were more important for 
texts with high lexical frequency. The contribution of vocabulary size was stronger for high 
syntactic complexity than low syntactic complexity. However, the relationship between vocabulary 
size and L2 reading was not affected or moderated by either lexical frequency or syntactic 
complexity levels.  
In contrast to vocabulary size, the effect of reader grammatical knowledge was similar for 
low syntactic complexity and high syntactic complexity texts. However, the impact of grammatical 
knowledge on the comprehension of texts with high lexical frequency and low lexical frequency 
was different.  
A subgroup analysis by L2 vocabulary proficiency levels indicated that the effect of 
vocabulary size on L2 reading was stronger for large-vocabulary participants than for small-
vocabulary participants. Finally, the interaction between grammatical knowledge and lexical 
frequency in explaining the variation in L2 reading comprehension was also evident in subgroup 
analysis but only observed for the small vocabulary group. 
4.4 Summary of the chapter 
This study showed how individual differences in reader vocabulary size and grammatical 
knowledge are can be systematically related to reading outcomes. The relative importance of 
vocabulary size was evident, as it explained much more variance overall in the reading scores than 
grammatical knowledge. Participants with larger vocabulary knowledge comprehended texts better 
across a range of syntactic complexity levels and lexical difficulty levels. Text lexical frequency 
had a greater effect on reading scores than syntactic complexity.  
The findings showed that vocabulary size had the greatest effect in texts combining low 
syntactic complexity and high lexical frequency, and the lowest on texts with high syntactic 
complexity and low lexical frequency. Text lexical frequency did influence the strength of the 
relationship between vocabulary knowledge and reading but it was not statistically significant to 
indicate an interaction in either the whole group or subgroup analysis. Syntactic complexity 
differences did not affect the relationship between vocabulary and reading outcomes. A sole 
significant interaction was evident in the relationship between grammatical knowledge and reading 
when it was moderated by the relative lexical frequency demands of the text. 
A follow up subgroup analysis found that the role of vocabulary knowledge was stronger for 
the large vocabulary group than the small vocabulary group in the high lexical frequency and high 
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syntactic complexity texts. As with the entire group analysis, the only interaction evident was 
between grammatical knowledge and lexical frequency levels, and only with readers in the small 
vocabulary group. 
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Chapter 5  
Discussions of the Findings 
The main goal of the study has been to examine the relationship between reader knowledge 
(vocabulary size and grammatical knowledge) and textual features (syntactic complexity and lexical 
frequency) on second-language reading outcomes by Indonesian learners of English as a foreign 
language. This chapter discusses the findings on the relative contribution of vocabulary size and 
grammatical knowledge to reading, the impact of text lexical difficulty and syntactic complexity on 
reading, and finally the potential effect of textual features in moderating the strength of the 
relationship between reader knowledge and reading outcomes.  
5.1 The contribution of vocabulary and grammatical knowledge in L2 reading outcomes 
This first research question concerns the degree to which individual differences in vocabulary size 
and grammatical knowledge predict reading outcomes by L2 readers. Both components have been 
shown to play an important role but the contribution of each, both separately and in combination, is 
a source of debate. The importance of the two in accounting for individual differences in reading 
varies by study, method and learner group.  
The results reported in Chapter 4 showed that vocabulary size and grammatical knowledge 
were significant and unique predictors of L2 reading comprehension, but vocabulary size was more 
influential than grammatical knowledge in explaining variation in reading comprehension scores 
across all texts in the study. Readers with a larger vocabulary had a higher probability of providing 
correct responses to reading comprehension test questions when compared to readers with a limited 
vocabulary, regardless of their grammatical knowledge level.  
This finding is consistent with similar previous studies (Brisbois, 1995; Haynes & Carr, 
1990; Laufer, 1992; Mecartty, 2000; Nassaji, 2003; Yamashita, 1999; Zhang, 2012). In this study, 
when vocabulary size was entered first before grammatical knowledge, vocabulary knowledge 
contributed 40%, and grammatical knowledge accounted for 8% of the reading variance. The 
contribution of vocabulary and grammatical knowledge was higher than Brisbois’ (1995) study, 
where values of 27% and 3% respectively were reported for adult French EFL learners. In a 
Japanese EFL setting Yamashita (1999) also found that vocabulary made a relatively greater 
contribution to reading outcomes than grammatical knowledge, accounting for 34% and 7% 
respectively. Laufer (1992) reported that vocabulary accounted for 26% of the reading variance in 
her study. 
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Using the Vocabulary Levels Test (Schmitt et al., 2001) and TOEFL grammar test, both 
similar to the current study, Zhang (2012) found that vocabulary was the most important variable in 
a study of advanced Chinese EFL learners. Furthermore, his study found that grammatical 
knowledge accounted for no additional reading variance once vocabulary knowledge was entered in 
the model. Van Gelderen (2004, 2007) also found that grammatical knowledge did not have a 
significant effect after vocabulary and other variables were controlled for with Dutch-speaking EFL 
learners. In sum, vocabulary knowledge was more important than grammatical knowledge in 
predicting reading outcomes for the Indonesian EFL learners in this study. 
However, this finding is at odds with other research. Shiotsu (2010) found that grammatical 
knowledge made a greater contribution to reading outcomes (as indicated by a large beta) than 
vocabulary knowledge for both lower and higher ability subgroups with EFL learners in Japan. 
However, it was also evident that the two were arguably “indivisible”, showing a strong correlation 
(r = .84). In another study, Shiotsu and Weir (2007) reported that grammatical knowledge made a 
greater contribution than vocabulary knowledge in reading outcomes for lower proficiency Japanese 
EFL learners. In their meta-analysis of 56 studies in L2 settings Jeon and Yamashita (2014) 
reported a slightly stronger role for grammatical knowledge in reading outcomes, that is, .85 for 
grammar and .79 for vocabulary. The small difference between the two correlation coefficients led 
them to conclude that grammatical knowledge and vocabulary were of similar importance. As for 
the indivisibility of the vocabulary and grammar constructs, Anderson and Kremmel (2013) state 
“the two categories of the construct are by nature overlapping, with blurred boundaries” (p. 536).   
The issue of vocabulary involvement in grammar test was also a concern of this study since some 
items in grammar test assess vocabulary knowledge such as word form and use (item 14). 
Therefore, this study acknowledged the overlapping constructs between vocabulary and 
grammatical knowledge. 
There are several possible explanations for the divergence of findings. One may be the 
reading texts used in the studies. As this study showed, the level of text difficulty can affect the 
relative contribution that vocabulary and grammatical knowledge make to reading comprehension. 
This may be why previous research found different results although they used similar vocabulary 
and grammar tests (Shiotsu & Weir, 2007; Shiotsu, 2010; Zhang, 2012). A second possible 
explanation may be that the grammar test used in this study was too demanding and only tested 
selected grammatical structures. Zhang (2012) suggests differences may arise because of 
proficiency differences. Shiotsu and Weir  (2017) found that grammatical knowledge was more 
important for lower proficiency learners, while others have found vocabulary to be more important 
for higher proficiency learners (Nassaji, 2003; Zhang, 2012). Although the proficiency level of the 
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Indonesian students here was similar to that of Shiotsu’s (2010) and Shiotsu and Weir’s (2007), that 
is, low to intermediate, vocabulary knowledge was the more important factor.  
 The strong relationship between vocabulary size and reading outcomes (r = .63) found here 
was similar to that reported in Laufer’s (1992) and Nassaji’s (2003) studies, which reported a 
correlation of .59, but lower than the .78 reported in Qian’s (1999) study for students of mixed L1s, 
and .80 for Laufer and Ravenhorst-Kalovski (2010) work with Hebrew L1 learners. Other previous 
studies also reported higher correlations, including .83 for 88 Danish learners of English in the ninth 
grade (Stæhr, 2008), and 112 Iranian university students majoring in English (Moinzadeh & 
Moslehpour, 2012). Alternatively other studies have reported lower correlations of     -.13 to .28 
across different L2 backgrounds (Harrington & Roche, 2014; Haynes & Carr, 1990; Sahiruddin, 
2008; Yamashita, 2013; Zhang, 2012). 
A strong correlation between a reader’s vocabulary size and text comprehension is not 
surprising. Extensive research has shown that a minimum breadth of vocabulary knowledge (that is, 
size) is required to read texts successfully (Laufer, 1989, 1992; Laufer and Ravenhorst-Kalovski, 
2010; Meara, 2005; Nation & Waring, 1997).  The evidence presented here that learners with larger 
vocabulary size had higher reading comprehension scores supports the finding by Schmitt et al. 
(2011) of a consistent linear relationship where comprehension gradually increased with increasing 
vocabulary knowledge and vocabulary coverage. A recent study by Li and Kirbi (2015) also 
supported the evidence that vocabulary size significantly predicted a multiple-choice reading 
comprehension for grade 8 Chinese EFL learners.  
Second, the greater effect of vocabulary size over grammatical knowledge in reading may 
relate to the fluency or automaticity in word-level processes. Learners may have reached the 
automaticity threshold so that they can efficiently and effectively recognise word meanings while 
reading (Perfetti, 1985, 2007; Segalowitz, 2005; Segalowitz & Segalowitz, 1993). Segalowitz and 
colleagues found that skilled L2 readers showed more fluency in word-level processes during 
reading and had a better reading performance than less skilled readers.  In verbal efficiency theory 
(Perfetti, 1985, 2007), readers who have a high vocabulary knowledge are more likely to show 
automaticity in the word identification process and so can transfer much of their attention to higher-
level comprehension processes, resulting in greater comprehension.  
Third, understanding word meanings is a prerequisite to applying the knowledge of sentence 
structure/grammatical knowledge in interpreting the meaning of the sentences and propositions in 
the text (Fender, 2001, 2003; Kintsch, 1998, 2005; Perfetti & Stafura, 2014). The ability to 
recognise words in a text is fundamental for further word integration process during reading. 
Inability to identify word meanings and structure impede the ability to comprehend phrase and 
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sentence meaning as well as proposition in a text. Thus, semantic processing is a key to sentence 
comprehension and discourse comprehension in general (Perfetti & Stafura, 2014). Perfetti and 
colleagues posit that the success of word-to-text integration requires high-quality word knowledge 
combining both form and meaning, a construct widely known as the Lexical Quality Hypothesis 
(Perfetti, 2007; Perfetti & Hart, 2002). This knowledge is highly variable across individuals 
(Perfetti & Stafura, 2014). 
Readers with high lexical quality are able to recognise words and integrate them with other 
words in the process of retrieving context-appropriate meanings, which in turn allows them to 
construct sentence propositions. Readers with low lexical quality will demonstrate “sluggish” or 
slow word integration process during text comprehension and not always be successful in 
integrating a given word with the understanding of the text (Yang, Perfetti, & Schmalhofer, 2005). 
Grammatical knowledge was also observed to have an effect on the study participants’ 
reading, though its effect was less pronounced. Grammatical knowledge is essential in text 
comprehension as it drives syntactic parsing, an important element in establishing the propositional 
meanings of a text (Anderson, 2000; Fender, 2001; Kintsch, 1998). Grammatical knowledge 
accounted for 8% of the overall reading variance here. This is lower value than 22–31% found in a 
Spanish context (Lopez, 2008), but higher than in Zhang’s (2012), who found no significant unique 
contribution to reading comprehension (β = .660, p = .078) after controlling vocabulary knowledge. 
However, Zhang’s (2012) study operationalised vocabulary knowledge in terms of both vocabulary 
size and depth.  
Some possible explanations can be offered as to why the predictive power of grammatical 
knowledge on reading outcomes is smaller than that of vocabulary size in this study. First, it may 
reflect the participants’ difficulty in recognizing the words in the text. This potential interaction has 
been examined in this study (see Section 5.3). Second, it may be related to the task used to tap into 
students’ grammatical knowledge. The grammatical task used in this study may have been too 
difficult for the participants, as reflected in their low performance in a grammar test (M = 47, SD = 
4.8). A grammatical task with a greater range of task difficulty might provide a more sensitive 
measure. This should be addressed in future research. 
 In sum, the findings were consistent with the discourse comprehension framework used in 
this study, in which a coherent mental representation of the text much depends on a reader’s ability 
to successfully deal with lower level processes (word level processes) prior to their subsequent 
higher processes in comprehending a text. Having a large vocabulary and better knowledge of word 
forms and meanings not only frees up capacity for comprehension but also assists in driving 
meaning of new words and integrating words within an existing text representation. Readers with 
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less vocabulary have a limited ability to understand a variety of texts since their vocabulary size and 
depth is inadequate for building text-based information needed for higher order comprehension 
processes. 
 However, this study acknowledge that vocabulary knowledge often correlates strongly with 
general L2 proficiency, it might be possible that it is general proficiency, not vocabulary knowledge 
per se, that affects reading comprehension. Using TOEIC score as general proficiency, this study 
found a correlation of .678 to reading comprehension, while vocabulary and grammatical 
knowledge showed a correlation .634 and .561 respectively. 
5.2 The nature of the role of textual features in L2 reading outcomes 
The second research question asked whether textual lexical difficulty and syntactic complexity also 
predict reading outcomes. These are independent of the linguistic knowledge the reader brings to 
the text. Lexical difficulty and syntactic complexity features have been shown to reliably affect the 
accessibility of the text to the reader (Linderholm et al., 2001). The current study established that 
lexical frequency, as an index of lexical difficulty, played a greater role in explaining the variation 
of reading scores (r  = .57) when compared with text syntactic complexity (r = .44). More 
specifically, hierarchical regression revealed that lexical frequency was more predictive of reading 
comprehension, after accounting for the effect of syntactic complexity, β = .503, p = .000. 
However, after accounting for the effect of lexical frequency syntactic complexity did not show any 
significant contribution to reading outcomes, β = -.089, p = .196. Texts with a greater number of 
low-frequency words were more demanding than texts with more high-frequency ones.  
The findings can be interpreted in terms of the established link between frequency and 
difficulty; high-frequency words are more familiar to learners than low-frequency words (Brown, 
2012; Ellis, 2002; Milton, 2007), and provide further support for lexical frequency as a robust 
predictor of language performance (Brysbaert et al., 2011; Murray & Forster, 2004). This study also 
demonstrates the construct validity of lexical frequency as an index of text difficulty (Read, 2000).  
The difference between high-frequency and low-frequency texts in terms of word frequency 
levels was only about 5–6%. While the difference is small, even a small increase in the number of 
difficult words may have had a significant effect on performance on the low-frequency texts 
(Brown, 2013).   
This finding supports previous research about the importance of understanding words in the 
text or lexical coverage (Laufer, 1989, 1992; Hu & Nation, 2000; Schmitt, et al., 2011).  For 
instance, Schmitt et al.’s (2011) study with 661 L2 advanced learners from Turkey, China, Spain, 
Israel, Great Britain, Japan, and Sweden found that in order to get 60% comprehension, learners 
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were required to understand 95% of vocabulary coverage. A 98– 99% coverage was required to 
reach 70% comprehension, and 75% comprehension was associated with recognising all of the 
words in the text. High lexical coverage (98 –100%) is critical, but insufficient, for complete 
reading comprehension. 
 In addition to the impact of lexical frequency on reading, variation in reading test scores was 
also explained by the syntactic complexity of the text. Syntactic complexity, as measured by clauses 
per sentence using the TextEvaluator readability formula (ETS, 2013), showed a medium 
correlation with L2 reading at r = .44. Overall, texts with low syntactic complexity were less 
difficult when compared to texts with high syntactic complexity.  However, after accounting for the 
effect of lexical frequency syntactic complexity did not show any significant contribution (1%) to 
reading outcomes, β = -.089, p = .196. 
  This finding was similar to those reported in previous studies in Hebrew (Berman, 1984) 
and Japanese L1 (Yano et al., 1994) settings. In a text modification study Japanese EFL learners 
were found to better comprehend texts with lower syntactic complexity than those with higher 
complexity (Yano et al., 1994). The lower contribution of syntactic complexity in this study may be 
due to the participants’ poor performance on the grammatical knowledge test.  
However, other research has shown that syntactic complexity is not an issue in reading 
outcomes, particularly for high-proficiency learners (Eslami, 2014; Oh, 2001; Strother & Ulijn, 
1987; Ulijin & Strother, 1990). Eslami (2014) in a text modification study found that high-
proficiency learners were unaffected by modifications in text syntactic complexity while low and 
mid-proficiency learners were affected, as reflected in higher scores on syntactically simplified 
texts. The participants in this student appear to be comparable to Eslami’s (2014) mid-proficiency 
learners, as they also found the simpler syntactic texts easier.  
In summary, both lexical frequency and syntactic complexity had an effect on the study 
participants’ reading outcomes. The lexical difficulty of the text explained 32% of the reading 
variance, while syntactic complexity accounted for 1%. The extent to which these textual features 
influence the relationship between readers’ linguistic knowledge and reading outcomes is discussed 
in the following section. 
5.3 The interaction of reader knowledge and textual features in L2 reading outcomes 
The third research question explores the degree to which reader knowledge and textual features 
interact with each other to predict reading outcomes. More specifically, this study investigates how 
the potential effect of vocabulary and grammatical knowledge on reading outcomes is moderated by 
textual demands.  It assumes that success or failure in comprehending a given reading text depends 
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importantly on the knowledge—vocabulary and grammatical—that the learner brings to the task, 
but that the relative importance of that knowledge will depend on text demands arising out of the 
lexical difficulty and syntactic complexity of the text.  
The potential interaction effect between learner knowledge and text demands is conceptually 
operationalised as a moderation effect (Field, 2014; Hayes, 2013). A moderation is defined as the 
presence of a variable that affects the direction and/or strength of the relationship between an 
independent and a dependent variable (Baron & Kenny, 1986). In statistical terms reading outcomes 
were predicted from reader knowledge (vocabulary size and grammatical knowledge) and the 
proposed moderators or textual features (lexical difficulty and syntactic complexity), and the 
interaction of the two variables. This was discussed in greater depth in Chapter 3. The interaction of 
two variables is simply the scores of reader knowledge and textual features multiplied together. If 
the interaction is significant, then moderation is evident. This study employed Hayes’ (2013) 
PROCESS tool that is based on a linear regression model to calculate the interaction (moderation) 
effect between reader knowledge and textual features. More specifically, the model compares the 
slope of regression plane for the predictor variable (reader knowledge) at low and high values of the 
textual feature variable. 
This study explores the claim that textual features can moderate the relationship between 
reader knowledge and reading outcomes. The interaction of reader knowledge and textual features 
in affecting reading has received only limited attention in research. This thesis is prompted by the 
mixed research findings that have either shown a strong role for vocabulary (e.g., Jeon & 
Yamashita, 2014; Laufer, 1992; Laufer & Ravenhorst-Kalovski, 2010) or shown only a small 
correlation (Gelderen, Schoonen, Stoel, Glopper, & Hulstijn, 2007; Yamashita, 2013; Zhang, 2012). 
Similarly, research on the relationship between grammatical knowledge and reading is also 
inconclusive (Lopez, 2008; Nassaji, 2003; Zhang, 2012). 
The potential moderating effect of lexical frequency and syntactic complexity was evaluated 
in four interaction analyses. The analyses examined the effect on reading scores of the relationship 
between reader vocabulary knowledge and text lexical frequency; reader vocabulary knowledge and 
text syntactic complexity; reader grammatical knowledge and text lexical frequency; and reader 
grammatical knowledge and text syntactic complexity.  
The first analysis failed to yield a significant interaction. Lexical frequency levels did not 
moderate the relationship between vocabulary knowledge and reading comprehension. Non-
significant interaction between vocabulary knowledge and lexical frequency levels can be 
visualised in the following figure. This figure and the three that follow are reproduced from Chapter 
4.  
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The figure shows that the effect of reader vocabulary knowledge on reading comprehension is 
independent of lexical frequency. As a result, the slope of each line linking vocabulary knowledge 
to reading is parallel. Learners with a high vocabulary knowledge do better on both high- and low-
frequency texts relative to their counterparts with less vocabulary knowledge. Less vocabulary 
knowledge limits the ability to identify words in the texts, particularly low-frequency words, and 
this, in turn, leads to lower reading performance.    
 
Figure 5.1. A visual representation (simple slopes) of the moderation or interaction effect of 
vocabulary size on reading comprehension by levels of lexical frequency in the text 
 
The large vocabulary size group consistently showed better text comprehension scores than 
those with a limited vocabulary. This replicates the findings for RQ1 as to the importance of 
vocabulary size (see discussion above). Learners with a high vocabulary knowledge had a slightly 
greater advantage for the low lexical frequency condition, as evident in the slight trend upward of 
the line, but this potential interaction was not statistically significant.  
The lack of a significant interaction between vocabulary knowledge and lexical frequency 
may be attributed in part to a small sample size and a small range of scores between high lexical 
frequency and low lexical frequency (5% difference). Significant interaction may potentially be 
found for a study with large samples, wider ranges between scores for high lexical frequency and 
low lexical frequency, and also including vocabulary depth measures in addition to vocabulary size 
alone.  
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 A similar pattern was observed for the effect of vocabulary size on reading scores when text 
syntactic complexity is manipulated. This is presented in Figure 5.2.  Again, there was no evidence 
that syntactic complexity moderates the relationship between reader vocabulary size and reading 
outcomes. Simple slopes of regression for the effect of vocabulary on reading outcomes at low and 
high levels of syntactic complexity are parallel.  
 
Figure 5.2. A visual representation (simple slopes) of the interaction effect of vocabulary 
knowledge on reading comprehension at two levels of syntactic complexity 
 
This figure indicates that high vocabulary readers always outperformed low vocabulary 
readers regardless of the text’s syntactic complexity. Texts with low syntactic complexity resulted 
in relatively higher reading performance than those with high syntactic complexity, regardless of 
reader vocabulary size levels. The consistent effect of vocabulary knowledge on comprehending 
simple and complex sentence structures reflects the role of vocabulary in facilitating the processing 
of syntactic construction, establishing connections between words in phrase, and integrating words 
into sentence-level meaning, as well as forming a more integrated representation of the text 
(Kintsch & van Dijk, 1978; Perfetti & Saftura, 2014). The less vocabulary and the higher the 
syntactic complexity the poorer the comprehension. 
This study also found no interaction between grammatical knowledge and syntactic 
complexity levels in predicting variation in reading outcomes.  The slope analysis is seen in Figure 
5.3. The absence of an interaction between grammatical knowledge and syntactic complexity in 
predicting reading performance may be due to low performance in the grammar test, and the similar 
small effect of syntactic complexity on L2 reading outcomes.  
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Figure 5.3. A visual representation (simple slopes) of the interaction effect of grammatical 
knowledge on reading comprehension by levels of syntactic complexity 
 
The final interaction model to be considered was between grammatical knowledge and lexical 
frequency. Here the pattern was different, as there was a significant interaction effect, indicating 
that the relationship between grammatical knowledge and reading outcomes was moderated by text 
lexical frequency. The slope analysis is presented in Figure 5.4. Reader grammatical knowledge 
accounted for 22% of the variance in high lexical frequency texts and 8% in low lexical frequency 
texts.  
The figure shows the lines are not parallel. The change in the slopes of the line linking 
grammar to reading at low lexical frequency gets larger and more divergent when compared to high 
lexical frequency texts between readers with high grammatical knowledge and readers with low 
grammatical knowledge.  
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Figure 5.4 A visual representation (simple slopes) of the interaction effect of grammatical 
knowledge on reading comprehension at two levels of lexical frequency 
 
Significant interaction between grammar and lexical frequency suggests that the ability to 
integrate word into other words at phrase and sentence level may depend on the ability to recognise 
words efficiently (Perfetti & Stafura, 2014). Readers with low grammatical knowledge may only be 
able to activate their grammatical knowledge for texts with easy vocabulary but not for texts with 
difficult vocabulary.   
Overall, the interaction analysis shows that vocabulary knowledge accounts for more reading 
score variance in high lexical frequency texts but that the interaction is not significant. The same 
pattern is observed for grammatical knowledge and syntactic complexity. The only significant 
interaction evident was in the relationship between grammatical knowledge and reading outcomes, 
which was moderated by differences in text lexical frequency.  
5.4 The interaction of reader knowledge and textual features in L2 reading outcomes by 
group vocabulary proficiency levels 
The research has established that overall, vocabulary size accounted for over 40% of the reading 
variance, and that it plays a more important role for texts with high frequency words (22%) than for 
texts with low-frequency words (17%). It also accounted for more variance in texts with high 
syntactic complexity (17%) than low syntactic complexity (12%). However, while these absolute 
values suggest an interaction between vocabulary size and the two types of text demands, the 
differences were not statistically significant.  
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 The lack of a statistically significant result may be due to a clear difference in vocabulary 
scores across the entire sample of students, with within group variability obscuring potential 
vocabulary size differences. In an attempt to more clearly delineate differences in vocabulary size, 
the combined group was split into the top 30% vocabulary scores (n = 17) and bottom 30% scores 
(n = 22). The grammar scores did not have a large enough range to warrant splitting.  
In this subgroup analysis, vocabulary size accounted for 49% of the reading score variance 
for the large vocabulary learners and 27% for the small vocabulary learners. This finding is 
consistent with Zhang’s (2012) study that found vocabulary size to be a strong predictor for reading 
comprehension for advanced EFL Chinese learners. However, this result is different from previous 
studies by van Gelderen et al. (2004, 2007) in which the role of vocabulary in reading was only 
evident for less proficient learners, with the effect disappearing in more proficient learners. Similar 
to van Gelderen et al.’s study, Hannon (2012), found that vocabulary did not contribute to reading 
comprehension for L1 readers. The different L2 results may be due to the target group and setting, 
ESL learners in the Netherlands versus EFL learners in Indonesia, or the nature of the proficiency 
measure, general proficiency measure used in van Gelderen et al. (2004, 2007) and vocabulary 
knowledge alone in this research. The TOEIC scores for the learners in this study indicated that 
they were of a somewhat lower proficiency than the ESL learners in the Dutch study. 
  The results here essentially support the entire group analysis and again demonstrate the 
importance of vocabulary size in predicting variability in reading scores. The large vocabulary 
group performed better on both the high- and low-frequency texts. Vocabulary size in the large 
vocabulary group accounted for 11% of reading score variance in the high lexical frequency texts 
and 13% in the low. The same figures for the small vocabulary groups were 3% and 13%, 
respectively. This finding indicates that readers with a smaller vocabulary size were slightly more 
affected by lexical difficulty (low lexical frequency) when compared to larger vocabulary size 
readers (Brown, 2013). However, this potential interaction effect was not statistically significant, 
indicating that performance on the lexical frequency text types mirrors that of the complete sample 
analysis. 
 The large vocabulary group also performed better on the high and low syntactic complexity 
texts. The vocabulary size scores in the large vocabulary group accounted for 29% of reading score 
variance in the high syntactic complexity texts. Vocabulary size scores made no difference to the 
reading score variance in the low syntactic complexity texts for this group. The same figures for the 
small vocabulary groups were 5% and 6%, respectively. Again, the potential interaction between 
vocabulary sizes, particularly as suggested by the difference in group performance in the low 
syntactic complexity texts, was not statistically significant. 
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The superior performance by the large vocabulary group on the high syntactic complexity 
texts may be explained by the readers having sufficient word knowledge to be able to devote more 
resources to the higher level linguistic processes responsible for deriving sentence meaning and 
forming inferences across sentences to create a coherent mental representation of a text (Bell & 
Perfetti, 1994; Kintch, 1998; Perfetti, 1985, 1992; Perfetti & Hogaboam, 1975).   
 Overall, the interaction model showed no interaction between vocabulary size and lexical 
frequency or syntactic complexity, indicating that the relationship between reader vocabulary size 
and reading scores is not affected by lexical frequency or syntactic complexity. As in the entire 
group analysis only one interaction was evident—that between reader grammatical knowledge and 
lexical frequency—and it was only evident for the small vocabulary group.  
The fact that the interaction between lexical frequency and grammatical knowledge is only 
evident for the small vocabulary learners may be interpreted in terms of a ‘short-circuit hypothesis’ 
(Clarke, 1979) or ‘language threshold hypothesis’ (Anderson, 1984). There may be a certain 
threshold level of vocabulary knowledge that learners should acquire before they are able to 
activate their grammatical knowledge in assessing then comprehending sentences and discourse in 
the text.  
 In sum, the subgroup analysis revealed that the role of vocabulary size was stronger for the 
large vocabulary group than the small vocabulary group. There were no interactions evident, except 
that between reader grammatical knowledge and lexical frequency, and this was only for the small 
vocabulary group. 
The next chapter concludes the thesis by considering the limitations of the current study and 
implications for future research and reading pedagogy.
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Chapter 6  
Conclusions 
This study investigated the potential interaction between reader knowledge (vocabulary and 
grammatical knowledge) and textual features (syntactic complexity and lexical frequency) in 
explaining the variation in second-language reading outcomes among Indonesian learners of 
English as a foreign language (EFL). This chapter summarises the major findings, discusses the 
pedagogical implications, identifies the limitations, and describes the directions for future research. 
6.1 Summary of major findings 
There are several points that can be drawn from the findings of this study. First, reader vocabulary 
size knowledge demonstrated a more significant contribution than grammatical knowledge in 
explaining L2 reading variance. Second, the lexical frequency of a text was found to play a greater 
role in influencing L2 reading outcomes than syntactic complexity.  
Third, although it is evident that the strength of the effect of vocabulary size varied from high 
lexical frequency to low lexical frequency texts, the interaction between reader vocabulary 
knowledge and text lexical frequency was not significant in facilitating L2 reading outcomes, 
showing that the relationship between vocabulary size and L2 reading outcomes was not affected by 
text lexical frequency levels. Also, no interaction was evident between reader vocabulary size and 
syntactic complexity of the text. A significant interaction was only evident between grammatical 
knowledge and lexical frequency in predicting L2 reading outcomes. Higher proficiency students 
did relatively better than low in reading performance across texts at the different syntactic levels 
and lexical frequency levels. Subgroup analysis showed that the interaction between grammatical 
knowledge and lexical frequency in predicting L2 reading is only evident for low proficiency 
students (small vocabulary readers) in the study. 
Fourth, the effect of vocabulary size on L2 reading also differed for large vocabulary readers 
and small vocabulary readers. Vocabulary size accounted for more variance in the reading test for 
readers with a large vocabulary than those with a small vocabulary.  
Fifth, the role of vocabulary in reading performance for texts with high lexical frequency was 
more evident for the large vocabulary group than the small vocabulary group, and, in the case of 
texts with high syntactic complexity, the role of vocabulary knowledge was also observed to be 
more important for the large vocabulary group than the small vocabulary group.  
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 The findings give insight into the interplay of reader knowledge and textual features in 
predicting L2 reading outcomes. The relationship between reader vocabulary knowledge and text 
lexical frequency influences variability in reading outcomes. This specific finding explains why a 
certain type of text may be less or more challenging for readers at particular knowledge levels. It 
established that more skilled vocabulary readers are less challenged by texts of greater lexical 
difficulty, as defined by the proportion of high- and low-frequency words. The fact that the level of 
lexical frequency affected the relationship between grammatical knowledge and L2 reading 
outcomes may indicate that the ability to access information about a word and its meaning in a text 
may play a role in sentence-level processing, and in turn for higher order comprehension. This 
ultimately supports the importance of lower-level processing skills in L2 reading comprehension. 
The results of this study provide a foundation for further research on the effect of learner 
vocabulary on L2 reading outcomes. Further studies exploring the interaction of reader 
characteristics and textual features including more variables, such as topic familiarity and text 
genre, are needed to improve our understanding of the mechanisms involved in the development of 
second-language reading skills in various settings.  Undoubtedly, one of those mechanisms is 
working memory capacity, which was not included in the study. Working memory capacity has 
been widely recognised as an important constraint on L1 and L2 reading performance (Daneman & 
Carpenter, 1980; Hannon, 2013; Harrington & Sawyer, 1992; Walter, 2004). Students with a high 
working memory capacity possess more resources to store and manipulate currently processed 
information, allowing them to more accurately make inferences and integrate text information with 
existing knowledge in order to create a coherent mental representation of the text (Hannon, 2013; 
Singer & Ritchot, 1996). Individual differences in working memory may have played a role in the 
outcomes.  In the online reading test used for this study, the test-takers could not look back at the 
text while answering the reading test items. This meant that all developing text understanding had 
to be retained before answering the comprehension questions, potentially increasing the effect of 
the lexical and syntactic manipulations. It is likely that participants in the large vocabulary group 
had a greater working memory capacity available, in part due to the lesser resource demands that 
their word recognition processes would make, compared to their small vocabulary counterparts. 
More work in this area is needed. 
The research in this study shows that overall vocabulary knowledge was more than important 
grammatical knowledge for the participants. This supports the findings of previous research 
(Brisbois, 1995; Haynes & Carr, 1990; Mecartty, 2000; Nassaji, 2003; Yamashita, 1999; Zhang, 
2012), and is in contrast to the results in Shiotsu and Weir (2007) and Shiotsu (2010) who found 
grammar to be more important. Regarding the effect of textual features on L2 reading, this study 
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demonstrated that text lexical difficulty plays a more crucial role in L2 reading comprehension over 
syntactic complexity. This result supports previous studies (Arya et al., 2011; Barrot, 2013; Eslami, 
2014; Oh, 2001; Ulijin & Strother, 1990).  However, it is also evident that the lexical difficulty 
demands of the text can affect the contribution that the learner’s grammatical knowledge makes to 
reading outcomes in some instances. 
6.2 Pedagogical implications 
There are several potentially important implications from the current study for teaching.  First, the 
findings of the study overall imply the need to carefully select the reading materials used in the 
classroom. The reading texts should not be too easy since simple text does not convey much 
information to the readers. On the other hand, texts should not be too difficult as it discourages 
readers and makes them frustrated. Reading teachers or material designers should focus on the level 
of lexical difficulty and syntactic complexity that match the learners’ level. 
The significant role played by text lexical frequency means that reading teachers or material 
designers should focus on building students’ vocabulary and familiarising them with words in the 
text in order to develop their L2 reading skills. Moreover, the results of this study also suggest that 
the selection of texts to read will be more comprehensible when text vocabulary difficulty level is 
matched to or reflects student vocabulary knowledge. Thus, it is essential for teachers to select 
appropriate (just right) texts that are neither too easy nor too difficult for the students. Students who 
are given materials that are too easy are not challenged and growth is hampered (Chall & Conard, 
1991). However, the level text of difficulty may be used differently for different purposes. For 
instance, relatively easy texts covering around 98%-99% coverage may be used for extensive 
reading purpose, and more demanding texts comprising of 95% coverage can be used for intensive 
reading.  In contrast, students who are given materials that are too difficult fail to make progress 
(Gambrell, Wilson, & Gantt, 1981), are frequently off task and may become so frustrated that they 
simply give up as they can no longer use their reading strategies for difficult texts (Kletzien, 1991). 
The students should be taught using challenging texts so that they learn more, especially in terms of 
vocabulary, structure and idea (Morgan, Wilcox, & Eldredge, 2000; O’Connor et al., 2002; 
O’Connor, Swanson, & Geraghty, 2010). Theoretically, Vygotsky (1978) developed the concept of 
the Zone of Proximal Development (ZPD) which urged educators or teachers not to use materials 
beyond learners’ “language ceiling”. Rather, texts should be in the ZPD, where assigned texts are 
slightly above the difficulty level that students can handle.  
Second, the finding that vocabulary knowledge is relatively more important than grammatical 
knowledge argues for the importance of the development of vocabulary in L2 reading classroom 
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settings. Understanding and developing second-language reading may be improved by familiarising 
students with new words within the text. The development of vocabulary should become a priority 
in language learning, particularly for the development of L2 reading skills, since vocabulary is the 
building block of comprehension (Yap et al., 2012). The need for vocabulary development is also 
based on the theory of lexical coverage and vocabulary size levels in text comprehension (Laufer, 
1992; Nation, 2006; Nation & Waring, 1997; Schmitt et al., 2011). In this context, vocabulary 
knowledge is what differentiates proficient readers and less proficient readers. For this reason, 
classroom techniques should aim to promote learners’ vocabulary growth. Exposure to a wide range 
of vocabulary is required to develop second-language reading skill (Nation, 2014). 
Third, this study revealed the importance of developing grammatical knowledge in L2 
settings. Low performance in grammatical knowledge in this study was one of the possible reasons 
why grammatical knowledge and syntactic complexity did not make a great contribution to L2 
reading outcomes.  
 
6.3 Implications for L2 reading development in Indonesia and beyond 
The findings give rise to a number of implications for reading pedagogy in Indonesia and beyond. 
The first is the importance of vocabulary knowledge in reading outcomes. This suggests that 
reading teachers and material designers should focus on building and familiarising students with 
words in the text to develop their second-language reading skill. The results also suggest that the 
selection of texts to read will be more comprehensible when text vocabulary difficulty level is 
matched or reflect student vocabulary knowledge. The methods used in this study for establishing 
lexical difficulty and syntactic complexity provide a potential means for identifying these texts. 
The demonstrated effect of text lexical difficulty also underscores the importance of selecting 
reading texts containing words that fit students’ level of reading development (being not too easy or 
not too difficult). Texts that are linguistically too difficult for students have been attributed to the 
students’ lack of interest in reading and poor reading habits (Iftanti, 2012; Kweldju, 1996b). The 
findings certainly support Nation’s (2014) promotion of instructional strategies to improve 
vocabulary learning to a minimal vocabulary size of 9,000 words, providing coverage of over 98% 
of the words in a wide range of texts (Nation, 2006). Repetition of word learning and amount of 
input about 300,000 tokens (the total number of words) was encouraged to be introduced through 
graded reading books or texts. 
The need for further attention to reading development through intensive and extensive reading 
programs should also be a priority in Indonesia (Cahyono & Widiati, 2006, Kweldju, 1997; 
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Renandya, 2007). In extensive reading instruction, students could learn and pick up a large quantity 
of new vocabulary  and ultimately develop their reading competence. This research adds to the 
growing body of research in vocabulary knowledge development in second-language reading, 
especially regarding the role of vocabulary size and text lexical frequency in reading in Indonesia. 
Furthermore, the evidence that students’ application of grammatical knowledge to reading texts is 
dependent upon knowledge of words in the texts also demonstrates the need for vocabulary 
development in Indonesia.  
6.4 Limitations  
This study has several limitations. First, the study examined EFL reader characteristics—
vocabulary size and their grammatical knowledge—as well as text syntactic complexity and lexical 
frequency in reading comprehension. However, the reader characteristics and textual features 
examined here are only two of the variables affecting reading outcomes, as reading scholars suggest 
that there are many other factors which may influence the relationship between reader knowledge 
and L2 reading, such as topic familiarity, working memory, and L1 reading skills.  
Second, reading tasks in this study used only multiple-choice questions as a means of 
assessing text comprehension. Providing another test format, such as gap filling, may result in 
different reading test scores and may tap into more comprehension abilities. For instance, multiple-
choice questions are limited in assessing readers’ deeper comprehension skills. Overall, item 
question type in the measurement of reading skill is an important element in eliciting learners’ 
reading ability. 
Third, there was a small range of scores for text lexical coverage between high lexical 
frequency and low lexical frequency texts, with a 5% text coverage difference. Although the 
difference is small, the difference is in text coverage. Texts with a lower proportion of high-
frequency words (95% coverage) are much harder to understand than those with a higher proportion 
of high-frequency words (98% or 99% coverage). Texts with a larger number of low-frequency 
words are much harder to understand than those with fewer low-frequency words. Using reading 
texts with a wider range of scores between various lexical frequency levels may bring additional 
insight into the frequency-difficulty relationship, particularly with the presence of text lexical 
frequency as a moderating variable for the relationship between vocabulary knowledge and L2 
reading outcomes. 
Another limitation is the small sample size. Larger samples with a wider range of 
proficiency levels may result in a clearer picture of the interaction between reader knowledge and 
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textual features in predicting variation in L2 reading performance. This was particularly the case for 
the subgroup analysis. 
 Finally, the reading test was administered through an online program that did not let readers 
look at the texts while answering reading questions. Different methods of presenting reading 
materials (i.e., offline paper-based text) may yield different reading outcomes. It would be 
interesting to see if the findings of the study can be replicated using paper-based reading tests with 
different instruments in a different L2 setting. 
6.5 Directions for future research 
Future research can address the limitations set out above. First, more sensitive grammar measures 
can be used that may better elicit learners’ grammatical knowledge, since the participants’ 
performance in the grammar test used in this study showed it was too difficult for them. Second, the 
selection of texts that have a wider range of syntactic complexity and lexical frequency is also 
needed. This will help future researchers to more accurately isolate different and significant impacts 
of lexical frequency and syntactic complexity on L2 reading outcomes.  
Third, further studies may consider the use of multiple tasks, such as gap-filling and 
summary reports, to assess comprehension and knowledge. These could reveal a deeper level of text 
comprehension by tapping into learners’ knowledge in a different way. In addition, think-aloud 
methodology in reading tests can be employed in future research to capture real-time cognitive 
processing while reading. 
Fourth, future studies may use grammatical test that contains familiar words to test takers so 
that grammar test can really elicit grammatical knowledge. The use of grammatical test that contain 
difficult words for test takers may not tap test takers’ knowledge of sentence structure but word 
knowledge. In this case, careful selection of test should be conducted. Teacher judgement about 
grammar test might be useful.  
Another suggestion for future research is controlling topic familiarity. The use of an 
instrument that assesses learners’ background knowledge about the topic of a reading text could 
help future researchers control the effect of topic familiarity on L2 reading outcomes. By 
controlling topic familiarity, future research may have a better insight into the effect of reader 
linguistic knowledge and textual features as well as the interaction between the two dimensions in 
predicting L2 reading outcomes.  
Future research could also examine the relationship and interaction of reader knowledge and 
textual features in predicting reading across a wider range of samples with varying proficiency 
levels. The participants of this study were second-year university students majoring in English at 
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one Indonesian university. Results from students at different universities or in higher degree 
programs might provide further insights into the relationship between reader characteristics and 
textual features in predicting L2 text comprehension. Moreover, because text demands are a central 
issue the role of individual differences in working memory capacity may play an important role. 
Measuring participants’ working memory and assessing how it relates to vocabulary and grammar 
processing in reading may add to the evidence found in this study, particularly with regard lack of 
grammar and syntactic contribution in L2 reading outcomes. Finally, the interaction of syntactic 
complexity and lexical difficulty in listening also needs to be investigated to see how it compares 
with written text comprehension. 
Another interesting thing to examine in the future study is to explore the extent to which 
textual feature demands moderate the contribution of vocabulary aspect involving both vocabulary 
breadth and depth to L2 reading comprehension.  
The role of text types may also be of interest for future study in moderating the relationship 
between vocabulary breadth and reading comprehension in L2 setting. Current study (see Zhang 
and Yang, 2016) found the role of text types in moderating the relationship between vocabulary 
knowledge particularly vocabulary depth and L2 reading.  
6.6 In closing 
This study reveals that reader vocabulary knowledge plays a more important role in L2 reading than 
grammatical knowledge for the participants in the study. The findings also demonstrate that it is 
lexical difficulty as indexed by lexical frequency that makes the texts more difficult, rather than 
syntactic complexity. The interaction analysis exhibits that text lexical frequency influences the 
strength of the relationship between reader vocabulary and L2 reading outcomes, but statistically 
there is no interaction. Learners with a larger vocabulary size demonstrated better reading outcomes 
for texts with varying lexical frequency and syntactic complexity levels. This study also found that 
the vocabulary–reading connection is unaffected by syntactic complexity. Finally, although 
syntactic complexity did not influence the relationship between grammatical knowledge and L2 
reading outcomes, this study showed that text lexical frequency moderated the relationship between 
grammatical knowledge and L2 reading. Subgroup analysis supported the finding of the interaction 
between reader grammatical knowledge and text lexical frequency in predicting L2 reading, 
particularly for the group with a small vocabulary size. Therefore, the results of the study support 
Perfetti’s (1985) verbal efficiency theory and Kintsch’s (1998) construction-integration theory 
about the role of lower-level processing in L2 reading comprehension.  
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The most important contribution of this thesis to the L2 reading literature is the demonstration 
of the essential effect of learner knowledge and textual feature dimensions in predicting L2 reading 
performance, an area that was previously neglected in research. This study highlights that L2 reading 
outcomes are affected by both learner knowledge and textual features, but that the effect of individual 
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Appendix 2 
A Sample of the Consent Form for Research Participation  
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Appendix 3 
Items of the Yes/No test 
 
No 2K 3K 5K 10K Pseudo-words 
1 operation belt novelty batch zwords 
2 sport notion apron connoisseur abests 
3 victory palm blend acquiesce accures 
4 salary chill devise bask antaxe 
5 temperature bench abolish crease balloms 
6 education charity shoote dregs begger 
7 journey injure revenue jumble cafees 
8 scale proclaim tile revelry clamly 
9 climb scarce loop seclusion darking 
10 examine encounter compliment puddle fingo 
11 connect seal collapse felicity fruid 
12 limit dim precede predicament greety 
13 deliver vein fragrant nurture miggle 
14 improve prospect wholesome skid moques 
15 original annual gloomy whiz occept 
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Appendix 5 
Reading Test 
Instruction: Answer the questions below each text carefully. 
Text 1 
Everyone loves television - or do they? as channels grow and programs increase like rabbits, it seems 
that more and more people are turning off their televisions because they “would rather be out doing 
something.” The reason for this mass turn-off seems to be the quality – or lack of quality – of the 
programming. Many people complain that most television programs are boring, repetitively violent 
or just plain silly. Even those who have cable television, which give access to 200 channels or more, 
are becoming disappointed with what is on offer. Any alternative, it would seem, is better than being 
subjected to non-stop pop music and endless advertising, or sitting through some average program or 
film which provides as much entertainment as watching paint dry. One of the problems with TV 
watching is that it is completely seated. How long can anyone sit in in front of the tube before they 
begin to get bored? Today’s “body-beautiful” culture is another influencing factor. Who can afford 
to sit doing nothing on the couch while their body-aware friends are working on their muscles in the 
gym, jogging or having a game of tennis with their colleagues? Maybe the couch potato is a dying 
breed after all. 
1. According to the passage, television ... 
a. is increasingly popular 
b. has more and more channels 
c. is increasingly violent 
d. gets better and better 
2. It seems that many people … 
a. would rather do anything than watch TV 
b. would rather watch TV than do anything else 
c. prefer TV to sport and other activities 
d. like to watch TV all day 
3. According to the passage, today’s culture … 
a. is based entirely on television. 
b. is very conscious of physical appearance. 
c. breeds couch potatoes. 
d. is completely sedentary. 
4. From your reading of the passage, which of these statements about TV is not true? 
a. some programs are violent. 
b. there is a lot of pop music on TV. 
c. many people are bored by TV. 
d. programs are getting better and better. 
5. In general, the writer of the passage thinks that … 
a. people are too conscious of their bodies. 
b. too many people complain about TV. 
c. it is better to exercise than watch TV. 
d. watching paint dry is interesting. 
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Text 2 
There are many theories of aging, but virtually all fall into the category of being hypotheses with a 
minimum of supporting evidence. One viewpoint is that aging occur as the body’s organ systems less 
efficient. Thus failures in the immune system, hormonal system, and nervous system could all 
produce characteristics that we associate with aging. Following a different vein, many current 
researchers are looking for the evidence at the cellular and subcellular level. It has been shown that 
cells such as human fibroblasts (generalized tissue cells) grown in culture divide only a limited 
number of times and then die. (Only cancer cells seem immortal in this respect.) Fibroblast cells from 
an embryo divide more times than those taken from an adult. Thus, some researchers believe that 
aging occurs at the cellular level and is part of the cell’s genetic makeup. Any event that hinders the 
cell’s genetic machinery such as mutation, damaging chemicals in the cell’s environment, or loss of 
genetic material, could cause cells to lose their ability to divide and thus bring on aging. Other theories 
of aging look at different processes. 
Chronological aging refers to the passage of time since birth and is usually measured in years. While 
chronological age can be useful in estimating the average status of a large group of people, it is a poor 
indicator of an individual person’s status because there is a tremendous amount of variation from one 
individual to the next in regard to the rate at which biological age changes occur. For example, on the 
average, aging results in people losing much of their ability to perform strenuous activities, yet some 
elderly individuals are excellent marathon runners. 
Another type of aging is cosmetic aging, which consists of changes in outward appearance with 
advancing age. This includes changes in the body and changes in other aspects of a person’s 
appearance, such as the style of hair and clothing, the type of eyeglasses, and the use of hearing aid.  
 
6. The authors believe that the theories of aging are: 
a. Well-supported hypotheses 
b. Poorly supported hypotheses 
c. Proven theories 
d. Interesting ideas 
7. The author of the article points out that cancer cells 
a. Divide infinitely 
b. Divide and then die 
c. Divide more in adults than in embryos 
d. Bring on aging 
8. It can be inferred from the passage that fibroblast cells 
a. Divide fewer times at later stages in human life 
b. Are not a focus in cellular research on aging 
c. Are similar to cancer cells in rate of division 
d. Disfunction in the aging process of the body’s immune system 
9. As explained in the passage, the theory of aging which examines the cellular level would NOT 
assign which of the following as a cause of aging? 
a. Mutation 
b. Failure of the body’s organ system 
c. Loss of genetic material 
d. Chemical damage from the environment 
10. According to the passage, chronological aging is not a good indicator of an individual’s status 
regarding aging because 
a. Elderly people are often athletic 
b. There is individual variation in the rate of biological aging 
c. Strenuous activities are not good measures of age 
d. It is difficult to get accurate records of birth dates 
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Text 3 
This rapid transcontinental settlement and these new urban industrial circumstances of the last half 
of the 19th century were accompanied by the development of a national literature of great abundance 
and variety.  New themes, new forms, new subjects, new authors, new audiences all emerged in the 
literature of this half century. As a result, at the onset of the World War I, the spirit and substance of 
American literature had evolved remarkably, just as its center of production had shifted from Boston 
to New York in the late 1880s and the sources of its energy to Chicago and the Midwest. No longer 
was it produced, at least in its popular forms, in the main by solemn, typically moralistic men from 
New England and the Old South; no longer were polite, well-dressed, grammatically correct, middle-
class young people the only central characters in its narratives; no longer were these narratives to be 
set in exotic places and remote times; no longer, indeed, were fiction, poetry, drama, and formal 
history the chief acceptable forms of literary expression; no longer, finally, was literature read 
primarily by young, middle class women. In sum, American literature in these years fulfilled 
considerable measure the condition Walt Whitman called for in 1867 in describing Leaves of Grass: 
it treats, he said of his own major work, each state and region as peers” and expands from them, and 
includes the world … connecting an American citizen with the citizens of all nations.” At the same 
time, these years saw the emergence of what has been designated “the literature of argument,” 
powerful works in sociology, philosophy, psychology, many of them impelled by the spirit of 
exposure and reform. Just as America learned to play a role in this half century as an autonomous 
international political, economic, and military power, so did its literature establish itself as a producer 
of major works. 
11. The main idea of this passage is … 
a. that the new American literature was less provincial than the old  
b. that world war is caused a dramatic change in America 
c. that centres of culture shifted from east to west 
d. that most people were wary of the new literature 
12. It can be inferred from line 1-3 that the previous passage probably discussed … 
a. the importance of tradition to writers 
b. new developments in industrialization and population shifts 
c. the fashions and values of 19th century America 
d. the limitation of American literature to this time 
13. It can be inferred from the passage Walt Whitman that … 
a. disliked urban life 
b. was disapproving of the new literature 
c. wrote leaves of grass 
d. was an international diplomat 
14. All of the following can be inferred from the passage about the new literature EXCEPT 
a. it was not highly regarded internationally 
b. it introduced new American themes, characters, and settings 
c. it broke with many literary traditions of the past 
d. it spoke to the issue of reform and change 
15. This passage would probably be read in which of the following academic courses? 
a. European history 
b. American literature 
c. Current events 
d. International affairs 
Text 4 
It was not that Susan detested city life. She herself had decided to migrate to New York from the 
small town in the Midwest where she had devoted the first eighteen years of her life. But after twelve 
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years of struggling her way to and from work on the subway, trying to avoid panhandler and lunatics 
in the streets, and walking everywhere in such a way as to project the impression that she was an 
expert in self-defense, she had had enough. She flourished in her job as a defense lawyer, but she 
knew that her professional expertise would be just as useful – if not as satisfactorily-compensated-  
in a smaller place. As far as friends went, somehow she had never succeeded to make very many here 
in the Big Apple. Something about most of the people she met struck her as hard, competitive and 
unyielding; they, in turn, seemed to find her sentimental and “soft”, in spite of her professional 
successes. Her best New York chum had recently moved to the west coast with her husband and 
children, leaving Susan no one to share her day-to-day impressions and aggravation with. Weighing 
it all in the balance, the only thing to do was to ditcher apartment, relinquish her job and find 
somewhere to start afresh. In fact, her apartment was already on the agent’s lists, and she was about 
to take a two-week vacation in order to explore some small towns in New England that she had been 
hearing good comments about. 
16. Susan knew that as a lawyer in a small town she … 
a. would not be very useful. 
b. could not work as a defense lawyer. 
c. would make less money. 
d. would have a hard time finding work. 




d. competitiveness  
18.  The passage gives the impression that Susan is … 
a. rather unbalanced 
b. narrow-minded and critical. 
c. unfriendly. 
d. sensitive to her surroundings. 
19. Susan and her best friend liked to talk about … 
a. everyday events 
b. politics. 
c. family problems. 
d. their weight. 
20. We know from the passage that Susan … 
a. has studied self-defense. 
b. knows how to survive in the city. 
c. has never liked New York. 
d. is extremely ambitious in her profession. 
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Appendix 6 
The reliability of the reading test using Rasch analysis 
Rasch analysis was used to study the reliability of the reading comprehension test in this study. 
Data from the reading measures were analysed with a one-parameter logistic Rasch analysis using 
the software Ministep Version 3.92.1, a Winsteps version via 
http://www.winsteps.com/ministep.htm (Linacre, 2012).  Unlike classical statistics, Rasch analysis 
considers patterns of responses across individuals, providing information at a level of specificity in 
results unattainable with approaches based on classical statistics used in the development of reading 
measures. In a complex iterative process, a Rasch analysis concurrently estimates the difficulty of 
individual test items and the ability level of each individual test taker. The result includes an 
estimation of the difficulty (measure) of each item, the standard error of measure associated with 
each item’s estimated difficulty, and the degree to which each item “fits the measurement model 
(referred to as the “mean square outfit”). In addition, a Rasch analysis can provide information 
about the average estimated ability of students who selected each of the possible answer choices. 
All of this information must be considered when evaluating the technical adequacy of the measure, 
as presented below. 
A. Person and item reliability 
Rasch analysis reports both the person and item reliability. The person reliability is equivalent to 
the traditional test reliability. Low values indicate a narrow range of person measures, or a small 
number of items. Thus, testing persons with more extreme abilities (high and low) or lengthening 
the measure would increase the person reliability.  Winstep or Ministep’s item reliability has no 
traditional equivalent. Low item reliability values indicate a narrow range of item measures or a 
small sample. A larger sample of persons would increase item reliability. Low item reliability 
means that the sample size is too small to precisely locate items on the latent variable (reading 
ability).  This study found that person reliability was moderate (.51) and item reliability was very 
high (.93). The low person reliability score might be due to the small number of items on the 
reading test (20 items) and a function of the small sample (n = 71). Item reliability was generally 
higher than person reliability as also shown in this study. 
B.  Item estimated difficulty (item map) 
Rasch analysis, which examines each item’s reliability, provides a more precise treatment of 
reliability than classical statistics, which examine the issue from a global test level. The most 
reliable estimation of a test-taker’s ability can be gained from tests comprised of items that 
represent the fullest range of difficulty possible for the population for which the test is intended. 
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Therefore, in order to evaluate the technical adequacy of reading measure in this study, this study 
looked for items representing a range of difficulties. In Rasch analysis, this information is gathered 
from examining each item’s measure. Easy items will have measures represented with negative 
numbers; difficult items will have measures with positive numbers. A measure of zero indicates an 
item that a person of average ability would be expected to have a 50% chance of getting correct. In 
this case, a full range of measures is sought here as analysed via item difficulty mapping (see Figure 
1).  
The Rasch model also produces information about the items that are relatively more difficult 
and easier for test-takers. Investigation of the class-specific item parameters leads to understanding 
of the differences in the cognitive strategies and mechanisms involves in test performance. In 
addition to item fit statistics, Figure 1 depicts variable map that provide pictorial information 
regarding item fit. The reading map displays visual picture of the calibration for the student and 
item fit. Specifically, it shows the variation in students’ responses and the distribution of items on 
the latent variable, reading performance. On the reading test used in this study, all of the items 
demonstrate a full range of difficulty that ranged from easy items (1, 2, 3, 4, 5, 10,14, 11, 16, 17, 
18, and 19) to difficult items (6, 7, 8, 9, 12, 13, 15, and 20). 
MEASURE    PERSON - MAP – ITEM 
          <more>|<rare> 
 
4             +  9 
                | 
                | 
  | 
3            + 
  |T 
| 
                | 
2             +  8 
                | 
| 
|  15 
| 
                     X   | S 
                     T | 
1                   X  + 
                |  20 
        XXXXX | 
                 |  12 
       XXXXXXX  |  13     7 
                    S | 
   XXXXXXXX   |  6 
0             +M 5 
        XXXXXX   |  17 
                 | 
        XXXXXX   |  11     14 
XXXXXXXX M | 
                     X   |  10     16 
       XXXXXXX  | 
-1            +  18     19 
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       XXXXXXX  |  1      3 
                          S | S 
    XXXXXXXX  |  4 
                 | 
         XXXXX   |  2 
                 | 
-2            + 
                  X T | 
| 
                 |T 
                 | 
-3            + 
                  <less>|<freq> 
Note. EACH "#" IS 2: EACH "." IS 1 
M: Mean of person or item distribution; S: One standard deviation from the person or item 
mean; T: Two standard deviations from the person or item mean; X: one person or item; #: 
several persons or items, e.g., EACH "#" = 4.  
Figure 1. Item difficulty hierarchy and person distribution in class for student reading performance 
 
The figure above shows in detail that item 1 to item 20 stand for the 20 reading 
comprehension item of the test; ‘#’ represent persons. Items on the top are more difficult and those 
falling towards the bottom are easier. The difficulty estimate of each item can be read from numbers 
printed vertically on the left of the graph. Figure 1 shows the distribution of items for reading test 
performance, where item 9 has the highest logit score and item 2 has the lowest. Wilson (2005) 
argues that the central idea in mapping items to a construct is to examine whether there is a 
qualitative order of levels inherent in the construct that demonstrate a continuum from more to less. 
Examining these psychological realms, along with items’ logit score, can help to access the validity 
of the construct under study.   
First, the reading test item with the highest logit score in the Rasch model is item 9 at 4.04. 
This item may have been the most challenging for the learners in this study to answer because it 
required them to find unstated detail in the text. In order to answer this question, the readers in this 
study needed to comprehend the text thoroughly, since they could not look at back at the text. On 
the other end of the scale, the item with the lowest logit score is item 2 showing stated detail of 
information in a text. 
The item with the second highest logit score is item 8 (making inferences) at 1.95. This item 
may be more difficult than others because it requires students to make an inference from the text 
while at the same time they could not look back at the text in online system test developed in this 
study. Also, this item has a high outfit value (1.29) and almost under-fits the model in a sense that 
the item produced responses that indicated unpredictability. The remaining reading item difficulty is 
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between low and medium levels of difficulty.  The students in this case are able to evenly 
discriminate among items.  
 
Figure 2. Class specific item parameter profile 
 
Figure 2 shows the class specific item parameters for the latent class in this study. The 
horizontal axis shows the 20 items and the vertical axis shows the logit difficulty scale. Points lower 
on the scale indicate that the item was relatively easier for the class and points higher on the scale 
indicate that the item was harder for the class. The figure demonstrates that items have different 
difficulty parameters. The first 10 items were drawn from texts with low syntactic complexity with 
varying lexical frequency levels showed range of item difficulty levels, starting from the easy items  
1, 2, 3, 4, 5, and10 and progressing to the more difficult items 6,7, 8, and 9. On the other hand, the 
second 10 remaining items that were designed to represent high syntactic complexity texts with 
varying lexical frequency levels also carry various item difficulty covering easy items at 10, 11, 14, 
16, 17, 18, and 19 and difficult items 112, 13, 15, and 20.  
B. The standard error of measure 
Rasch analysis also provides information about the standard error of measure associated with the 
estimation of each item’s measure. Generally, the smaller the standard error of measure, the more 
reliable the estimation is. I sought small standard errors of measure for all items on reading test 
used in this study (see Table 1). The Rasch model exhibits a small standard of error ranging from 
.26 - .41 except for item 9 (1.01). 
C. The mean square outfit to evaluate goodness of fit 
An additional piece of information used to evaluate technical adequacy in a Rasch model is the 
mean square outfit associated with each item. Values in the range of 0.50 to 1.50 are considered 
acceptable fit (Linacre, 2007). Mean square outfits falling outside this acceptable range indicate the 
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0.50 are considered less worrying than items with mean square outfits higher than 1.50 because 
items falling into the former category perform more consistently (e.g., every test-taker regardless of 
ability get the item correct or incorrect) compared to items in the latter category that function more 
inconsistently (e.g., test-taker who performs poorly on all other items, always get the item correct) 
(Linacre, 2002). In many cases, distractor analysis provides useful information to further evaluate 
the technical adequacy of each item (see Table 1). This study found that in terms of mean square 
outfit value all items from 1 to 20 were within acceptable model fit selection criteria (0.50 – 1.50). 
This study did not find under-fit and over-fit items as reflected from their mean square values. 
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Table 1  
Item statistics, entry order, and item fit values for reading test 




1 46 71 -1.21 0.26 0.97 0.94 
2 53 71 -1.74 0.29 0.90 0.77 
3 44 71 -1.07 0.26 0.97 0.94 
4 49 71 -1.43 0.27 0.98 0.99 
5 28 71 -0.02 0.26 1.00 1.02 
6 26 71 0.12 0.26 1.06 1.14 
7 22 71 0.40 0.27 0.86 0.78 
8 7 71 1.95 0.41 0.85 0.51 
9 1 71 4.04 1.01 1.03 1.18 
10 39 71 -0.74 0.26 1.03 1.05 
11 34 71 -0.44 0.26 1.03 1.06 
12 20 71 0.54 0.28 1.03 1.21 
13 21 71 0.46 0.28 1.17 1.29 
14 34 71 -0.44 0.26 0.99 0.97 
15 9 71 1.63 0.37 1.10 1.29 
16 38 71 -0.71 0.26 1.00 0.98 
17 30 71 -0.18 0.26 1.00 0.98 
18 42 71 -0.97 0.26 0.97 1.01 
19 42 71 -0.97 0.26 0.98 1.03 
20 17 71 0.79 0.29 1.03 1.08 
  
 In general, on the reading test used in this study, person reliability was moderate and item 
reliability was very high. All of the items demonstrate a full range of difficulty, ranging from easy 
to difficult. Meanwhile, in terms of mean square outfit value all items from 1 to 20 had mean square 
outfit values that were within acceptable model fit selection criteria (0.50–1.50) along with a small 
standard of error.  
D. Discussion 
The findings in this study suggest that multiple-choice reading comprehension measure have 
acceptable levels of reliability for the purpose of this study, although it would have been preferable 
to have even higher alternate form of person reliability coefficients. It appears likely that reliability 
are reduced by two factors: (a) sample sizes which were not large due to challenges in participant 
recruitment, and (b) some reading texts might have had a floor effect, with very little variation in 
scores for students particularly at texts with complexity levels. Future research should address both 
limitations. Linacre (2012) states that understanding of the reproducibility (= reliability) measure is 
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very important, that 0.5 is the minimum meaningful reliability, and that 0.8 is the lowest reliability 
for serious decision making. Surely “high reliability” does not mean “good quality” since reliability 
coefficient is sample-dependent. A “test” does not have reliability, and all we have is the reliability 
for this sample on this test administration. Since reliability coefficient have a ceiling of 1.0, they 
become insensitive when the measurement error is small. 
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Appendix 7 
Group comparison for vocabulary mean performance 
Yes/No vocabulary test results were also analysed in a two-way analysis of variance (ANOVA) 
design with group as a between-subject factor (large vocabulary group x small vocabulary group) 
and frequency levels as the repeated measures factor (2K x 3K x 5K x 10K). Mauchly’s sphericity 
test was used to assess the sphericity assumption about the equality of variance within variables, 
revealing that the assumption was not violated at p = . 109. Since the value of the Greenhouse-
Geisser correction was lower than .75 (.689), the Greenhouse-Geisser correction was reported in 
this study. There were significant differences by group, p = .000, ηp2 = .823, and b level, p = .000, 
ηp2 = .929. There was also a significant group x level interaction, p = .000, ηp2 = .521. 
Theoretically, it has been argued that Partial Eta-Squared (ηp2) effect size in ANOVA was 0.01 
(small), 0.06 (medium), and 0.14 (large) (Brown, 2008; Miles & Shevlin, 2001). Taking this into 
account, the overall corrected scores of the Yes/No test performances significantly discriminated 
the performance of the two groups. 
Pairwise comparisons for each frequency level revealed that there was a significant 
difference between the large vocabulary group and the small vocabulary group at the 2K level p < 
.001, ηp2 = .148. At the 3K level, the main effect of vocabulary group was also significant at p < 
.001, ηp2 = .740. All groups’ performances at this level were found to be significant at p < .001 
based on pairwise comparison analysis. Similarly, at the 5 level, there was a significant difference 
between the two groups, p<. 001, ηp2=. 770. The same pattern of significant difference was also 
found at the lowest 10K level at p < .001, ηp2 = .689. Pairwise comparisons based on Bonferroni 
adjustment also revealed significant differences at all performance levels between the two groups at 
p < .001. Moreover, overall vocabulary knowledge between two groups was statistically significant 
at p < .001, ηp2 = .861, suggesting that these two group classifications were well justified and could 
be used for further analysis. This vocabulary proficiency level performance was later used to 
identify how reader knowledge and textual features, which become one of the issues in this study, 
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Appendix 8 
Boxplots and scatterplots of independent and dependent variables 
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B. Boxplots and scatterplots between grammar and reading outcomes 
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