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Abstract
One of the most important non-dimensional parameters used in ice-accretion modeling and scaling studies is the freezing fraction defined by the heat-balance analysis of Messinger. For fifty years this parameter has been used to indicate how rapidly freezing takes place when super-cooled water strikes a solid body. The value ranges from 0 (no freezing) to 1 (water freezes immediately on impact), and the magnitude has been shown to play a major role in determining the physical appearance of the accreted ice. Because of its importance to ice shape, this parameter and the physics underlying the expressions used to calculate it have been questioned from time to time. Until now, there has been no strong evidence either validating or casting doubt on the current expressions. This paper presents experimental measurements of the leading-edge thickness of a number of ice shapes for a variety of test conditions with nominal freezing fractions from 0.3 to 1.0. From these thickness measurements, experimental freezing fractions were calculated and compared with values found from the Messinger analysis as applied by Ruff. Within the experimental uncertainty of measuring the leading-edge thickness, agreement of the experimental and analytical freezing fraction was very good. It is also shown that values of analytical freezing fraction were entirely consistent with observed ice shapes at and near rime conditions: At an analytical freezing fraction of unity, experimental ice shapes displayed the classic rime shape, while for conditions producing analytical freezing fractions slightly lower than unity, glaze features started to appear.
Nomenclature

A c
Accumulation parameter, dimensionless 
Introduction
One of the most important non-dimensional parameters used in ice-accretion modeling and scaling studies is the freezing fraction, n. Since Messinger 1 introduced the term in his surface heat balance analysis fifty years ago, this parameter has been shown to have a strong effect on the shape of ice accretions. 2, 3 It is important that analytical expressions used to calculate it include all significant physical processes.
Messinger defined the freezing fraction as the fraction of water flux entering a control volume that freezes within the control volume. Along the stagnation line of a cylinder or airfoil water reaches the surface only by impingement. The portion that freezes is represented by the accumulated ice thickness. Thus, the nondimensional leading-edge ice thickness, ∆, is:
Here, d is the cylinder diameter or twice the leadingedge radius for an airfoil. For the NACA 0012, the leading-edge radius is 0.0158c, where c is the chord. A c is the accumulation parameter
and β 0 is the collection efficiency of water droplets at the stagnation line. The Langmuir and Blodgett 4 method for calculating β 0 will be presented below. In this paper we shall use n e to refer to freezing fractions calculated from experimental ice shapes using equation (1) and n a for analytical freezing fractions calculated from the equations given below.
For scaling studies, only the stagnation value of the freezing fraction is matched between scale and reference conditions. It is assumed that if a match is achieved there, the freezing fraction will match everywhere over the bodies of interest. The value of this stagnation freezing fraction as determined from analysis must be able to pass two tests. (i) It must lead to values consistent with the experimental ice thickness at the stagnation line (from eq. (1)), and (ii) it must also lead to values consistent with the ice shape at and near the leading edge. Test (ii) means that for an analytical freezing fraction of 1, ice shapes must be rime, and if n a is calculated to be less than 1, ice shapes must show glaze features at the stagnation line. If either of the requirements (i) or (ii) is not met, the analysis must be deficient.
In 1988 Bilanin 5 analyzed Ruff 2 ice tracings and calculated experimental freezing fractions using equation (1) . Only for high freezing fractions did he find reasonable agreement between n e and the Messinger-analysis freezing fraction, n a , and he concluded that at low n the currently-used expression may not adequately account for water-film effects. However, the value of n e found by equation (1) is strongly dependent on the uncertainties inherent in recording and measuring small ice thicknesses and also somewhat affected by how accurately the LWC is known for the icing tests. These potential problems were not addressed by Bilanin who worked with a limited data set. This paper presents experimental measurements of the leading-edge thickness of a number of ice shapes recorded in the NASA Glenn Icing Research Tunnel (IRT) over a range of freezing fractions from 0.3 to 1.0. From the thickness measurements, n e was found from equation (1) and compared with the value of n a found using the method of Ruff, which was based on the Messinger surface heat-balance analysis.
Analysis Stagnation Collection Efficiency
Each of the parameters of importance to this study, including freezing fraction, will be used in the form presented by Ruff 2 and subsequently applied by Anderson 3 in recent scaling studies.
The stagnation collection efficiency, β 0 , in equation (1) was calculated from the expression given by Langmuir 
where the modified inertia parameter, K 0 , is:
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Here λ/λ Stokes is the droplet range parameter, defined as the ratio of actual droplet range to that if Stokes drag law for solid-spheres applied. It is a function only of the droplet Reynolds number, Re δ and was tabulated by Langmuir and Blodgett. The following fit to the Langmuir and Blodgett tabulation was used in this study: 
where the droplet Reynolds number is
Analytical Stagnation Freezing Fraction
The freezing fraction, from Messinger's surface energy balance, can be written in the form, 
This expression does not include heat lost from the surface due to water runback or to conduction into the model surface. The latter component of the heat balance is not likely to be important except when accretion first starts or soon after. The individual terms in this expression are φ, the water energy transfer parameter; θ, the air energy transfer parameter; and b, the relative heat factor, introduced by Tribus, et. al. 6 These parameters are defined as 
Equation (10) gives the form of θ employed by Ruff, which includes compressibility effects. Charpin and Fasso 7 and others have used a simpler form that ignores compressibility, but for icing conditions there is little difference in the values resulting from the two. Equation (10) was used in this study.
The second term in equation (10) accounts for evaporation. The gas-phase mass-transfer coefficient, h G , can be found from
where the Prandtl number is
and the Schmidt number is given by
The convective heat-transfer coefficient, h c , was determined from the Nusselt number:
The evaluation for Nu at the stagnation line of a cylinder with laminar flow was reported by Kreith: The air properties used in equation (16) These correlations are remarkably close to the expression for cylinders in equation (18), supporting the approach used here of applying cylinder expressions to airfoils with the airfoil leading-edge radius substituted for cylinder radius. Equation (16) was used in the present study.
IRT and Test Description
The icing test results used in this investigation were performed in the NASA Glenn IRT. The IRT is a closed-loop, refrigerated, sea level tunnel with a test section of 1.8 by 2.7 m. The IRT has 10 spray bars. The cloud from these spray bars is calibrated periodically; for the tests reported here the calibration completed in the summer of 2000 10 was used.
The models used for these tests were NACA 0012 61-cm-span aluminum airfoil sections with chords of 80.0, 53.3, 35.6 and 26.7 cm. They were mounted vertically between splitter plates at the center of the IRT test section as shown typically in figure 1. Guide lines for locating ice-tracing templates were marked at the leading edge of each model at tunnel center, ±2.5 cm and ±5 cm from the center. All tests were run at 0° AOA.
In preparing for a test, the temperature and airspeed in the test section and the air and water pressures on the spray manifolds were set. When these conditions stabilized at the set points, the spray nozzle valves were opened to initiate the spray. The IRT spray system reaches steady state in a few seconds, eliminating the need to shield the models during spray stabilization. At the completion of the spray duration, the nozzle valves closed and the tunnel fan was brought to a full stop. Personnel then entered the test section to record the ice shape through tracings and photographs.
For tracings, a heated ice knife cut from 0.16-to 0.32-cm-thick stainless-steel sheet was inserted into the leading edge of the ice to melt a thin horizontal slit down to the model surface. A cardboard template cut out to conform with the shape of the model near the leading edge was placed into this gap and a cross section of the ice shape traced onto the template with a pencil. Tracings were taken at two locations: the vertical center of the tunnel (91 cm from the floor) and at 2.5 cm above the center. The tracings were digitized and the x-y coordinates for each ice shape recorded. The coordinates were normalized by the model chord when preparing presentation plots.
Ice shapes used in this study were obtained in scaling studies made in March 2001 and March and October 2002. Each of those test series included SLD and Appendix-C test conditions, and the 2001 scaling results have been reported previously. 11, 12 To limit the analysis, only the Appendix-C subset of those tests was used for the present work. Three rime tests were eliminated from that subset because the recorded ice shapes had been obtained at conditions for which erosion had been seen in the past. What remained were forty sets of ice shapes at conditions producing a range of analytical freezing fractions from 0.28 to 1.
The leading-edge ice thickness for each ice shape was determined by examining the x-y coordinate data near the y = 0 location. Because the tests were performed at 0° AOA and the origin of the coordinate system was at the leading edge of the clean model, the absolute value of x at y = 0 would ideally represent the ice thickness at the stagnation line. However, slight misalignments of the model with the flow sometimes displaced the actual stagnation line slightly above or below y = 0. Therefore, the local minimum (for glaze ice) or maximum (for rime) absolute value of x near y = 0 was selected as the ice thickness. Ice shape differences between the two tracing locations typically did not appear to be significant, but differences in ice thickness at the leading edge were usually measurable.
Uncertainty Analysis
Tunnel and cloud conditions were recorded every 1, 3 or 5 sec (depending on spray duration) over the length of the spray. Reported conditions are the time averages of these data histories. Estimates of the uncertainty in the reported average conditions were made by considering fluctuations of the values over time, possible instrument errors, uncertainties in tunnel calibration of MVD and LWC and differences in measurements from one location to another in the test section. 
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distributed over the turning vanes just upstream of the spray bars. These values were then averaged at each time interval to determine a temperature-time history. Including inherent uncertainty in the thermocouples themselves, it was estimated that the total uncertainty in temperature was on the order of ±0.5°C.
Test-section velocity was determined from the average total and average static pressures from 2 pitot-static probes, one located on the north wall and one on the south wall of the tunnel at the entrance to the test section. The maximum computed difference in velocities indicated by the two probes was ±0.25%. Pressures also fluctuated modestly with time such that the variation in velocity over the spray duration was less than 3%.
The most significant contribution to LWC uncertainty is the calibration process, and scatter in the calibration data suggests this uncertainty was about ±12%.
Most of the uncertainty in drop-size measurement came from interpreting results from the instruments used in calibration. The net uncertainty in MVD was estimated at ±12%. This uncertainty applies only to the particular instruments used (OAP and FSSP probes) in the IRT calibration and do not suggest a reference to an absolute value, which is unknown.
These estimated uncertainties in the test conditions produced approximate uncertainties of ±2% in β 0 , ±12% in A c and ±15% in n.
Results and Discussion
Leading-Edge Thickness
The measured leading-edge thickness values, corresponding freezing fractions using equation (1) and the conditions for each test are listed in Table I in chronological order. Thickness values and n e for both midspan (CL) and 2.5 cm above mid-span (CL + 2.5 cm) are given.
The absolute difference between the CL+2.5-cm and the CL thickness for each test varied from 0 to 0.14 cm. Also included in the table are the values of β 0 , A c and n a computed using equations (2) to (17).
Sample ice tracings are reproduced in figure 2 . The mid-span (CL) shape is shown with a shaded crosssection while the 2.5-cm-above mid-span (CL+2.5 cm) is represented with a solid line. The spray conditions for figure 2 (a) produced a glaze accretion with an n a of 0.28. While the tracings for the two locations looked very much alike, the leading-edge thicknesses for the two differed by 18.8%. For low freezing fractions the features of the main ice shape tended to be somewhat random in nature; therefore, the leading-edge location and thickness were often difficult to define. Furthermore, because the ice thickness was small for low freezing fractions, any inherent inaccuracies in the tracing process would have tended to produce larger percentage differences from tracing to tracing than would occur at higher freezing fractions. For the tests of Table I, when n a was less than 0.3 the CL+2.5-cm thickness varied from -15.8 to 30.2% of the CL value. The highest relative difference occurred for a test using the smallest model, for which the inherent inaccuracies of manually tracing the ice were the greatest. Figure 2 (b) gives the ice shapes recorded for a glaze accretion with a freezing fraction of 0.52. The leadingedge features were better defined than for the shapes shown in figure 2 (a) , and it was relatively easy to pick out the leading edge thickness from the ice-shape coordinates. Here the ice tracings for the two locations yielded thickness values that differed by 10.2%. Table I for Test Conditions. Rime shapes (n a = 1.0) reproduce the collectionefficiency curve around the airfoil because all water impinging at a given location will freeze there. Typical rime shapes used in this study are given in figures 2 (c). The relatively smooth leading edge with a well-defined maximum makes it easy to establish the ice thickness from a table of the ice coordinates. The two tracings compared in the figure had ice thicknesses that differed by only 2.8%.
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Rime tests can be used to help validate tunnel LWC calibrations. The temperature used for the test of figure 2 (c) was calculated as the maximum for which fully rime ice would form for the specified model size, and test conditions. If the true LWC had been significantly higher than indicated from the calibration, evidence of glaze ice at the leading edge would have been seen. On the other hand, if the true LWC was lower than the calibrated value fully rime accretions would be seen for higher temperatures. Thus, for a given set of test conditions, if there is confidence in the temperature, velocity and droplet MVD, a series of tests in which the temperature is incrementally increased in small steps above the calculated maximum value for rime should either validate or identify problems with the LWC cali- bration. For temperatures higher than the maximum temperature for rime, n a will be less than unity. Therefore, glaze features should occur at the leading edge for there to be consistency between the analytical freezing fraction and experimental ice shapes. Results of tests with temperatures incremented above the maximum for rime will be presented later.
Comparison of Analytical and Experimental Freezing Fraction
The experimentally-derived freezing fractions are plotted against the Messinger analytical values in figure 3 . Open symbols were measured from the ice tracings at mid-span (CL) and the solid from the tracings 2.5 cm above mid-span (CL+2.5 cm). The solid line represents perfect agreement of the two freezing fractions and the shaded band indicates the limits for ±10% agreement. A linear fit to the data is also shown as a dashed line.
As noted above, there can be significant uncertainty in the ice thickness values found from tracings at low freezing fractions. The data scatter in figure 3 at the lowest freezing fraction tested was a consequence of this uncertainty. The linear fit to the data fell within the ±10% agreement band, although on average n e values tended to about 5% lower than the n a . The value of n e found from equation (1) is inversely proportional to the value of LWC through the accumulation parameter (eq. (2)). Because the accuracy for the LWC is estimated to be about ±12%, this agreement is as good as can be expected.
While n a = 1 suggests fully rime ice, n e is susceptible to the uncertainties in both the LWC calibration and the tracing technique and can therefore be greater or less than unity. n e values for experimental rime shapes in this study were within ±10% of 1.
Unlike the results of reference 5, the experimentallydetermined freezing fractions for this study showed no systematic deviation from the analytical values at low freezing fractions. This consistently good agreement between n e and n a over a range of conditions including both fully rime and fairly warm glaze argues against the contention that the Messinger freezing fraction formulation neglects any important surface-water effects.
Ice Shapes for Freezing Fractions Near 1
For the conditions of 10-12-02, run 11, a static temperature of -25°C was the maximum that would produce an analytical freezing fraction of 1. Four additional tests were made with temperatures of -22 to -18°C with corresponding n a of 0.91 to 0.78 to determine the effect of freezing fraction on ice shape for conditions not quite fully rime. The results are shown in figure 4. The shape for fully rime ice is shaded in each portion of the figure and the near-rime shape is given as a solid line for comparison. The rime shape conformed approximately to the leading-edge contour of the model, as seen previously for somewhat different rime conditions in figure 2 (c).
When the analytical freezing fraction was reduced from 1 to 0.91 ( fig. 4 (a) ), a narrow strip of ice at the leading edge changed from the characteristic white appearance of rime to a slightly transparent form. At the same time the smooth, convex shape of typical rime within this narrow strip was replaced with a slight valley that can be seen in the figure. The remainder of the ice aft of this narrow strip at the leading edge maintained the rime appearance. Further reductions in freezing fraction to 0.87 ( fig. 4 (b) ), 0.83 ( fig. 4 (c) ) and 0.78 ( fig. 4  (d) ) caused the leading-edge depression to deepen slightly without changing the rime appearance aft of the leading edge.
These results show that the use of the Messinger analysis leads to a calculated freezing fraction of 1 when ice shapes are indeed fully rime and less than 1 when glaze features begin to show at the leading edge. Thus, the results of figures 3 and 4 together show that freezing fractions calculated according to equations (3) Table I for Test Conditions.
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satisfy both tests (i) and (ii) of the Introduction.
Effect of Modifications to the Freezing Fraction Calculations Next the effect of modifying the freezing fraction calculations will be shown. First, the comparison of experimental and analytical freezing fractions will be repeated with model chord substituted for d in equations (1), (2), (15) and (17). Note that the same value of n e is obtained from equation (1) whether c or d is used because both non-dimensional ice thickness and A c are inversely proportional to model size. Figure 5 (a) gives the results of this exercise. The n a based on c were lower than those using d. Consequently, the mean n e was just over 10% higher than n a . The differences between n e and n a might still be explained by the LWC calibration uncertainty, so the general trend of the n e vs n a comparison does not indicate a problem. However for all three of the rime cases in Table I , replacing d with c resulted in n a decreasing to a value significantly below unity even though the experimental shapes obtained were fully rime. For example, n a for the conditions of figure 2(c), went from 1 to 0.82 and the rime reference conditions for fig. 4 now produced n a = 0.89. Therefore, the value of n a used in figure 5 cannot be correct if the LWC calibration is reasonably accurate. Again, the values of n e were in reasonable agreement with this new value of n a as seen in figure 5 (b) . However, once again when test conditions produced rime shapes, this analysis produced freezing fractions below 1. For example, the conditions of figure 2 (c) gave n a = 0.89 and those of the rime reference shape for figure 4 resulted in n a = 0.84. Thus, both the analyses used for figures 5a) and (b) failed test (ii) of the Introduction.
The low value of n a at rime could be an indication of the inaccuracy of the tunnel LWC calibration. Suppose, for example, that the true tunnel LWC for the tests of Table I was 20% lower than the values reported there and used in the calculation of n a . Repeating the analysis of figure 5 (b) with all LWC's reduced to 80% of the values in Table I , the values of n a increased about 15% such that rime conditions were now represented by an analytical freezing fraction of 1 or nearly 1. However, at the same time the n e were increased by about 25%, resulting in a much poorer comparison between the two freezing fractions, as can be seen in figure 5 (c) . Furthermore, n e values for the conditions that produced rime shapes became roughly 15 -20% greater than 1. This inconsistency between n a and n e indicates that the problems seen in figure 5 The results in figure 5 show how leading-edge thickness measurements and the n e derived from them can be used to check both the soundness of the freezing fraction analysis and infer the reliability of the tunnel LWC calibration.
These observations may not be valid for very short icing sprays. For such situations, convection and conduction heat transfer to and along the model surface may need to be included in the analytical expression for freezing fraction. Some analysis is needed to estimate how far into the icing spray such terms might be significant.
For scaling studies, scale and reference values of freezing fraction are matched to establish scale temperature or LWC. As long as the same analytical expressions are used for both reference and scale, some variation in the freezing fraction analysis is possible with little effect on the calculated scale conditions. For applications such as ice-accretion prediction codes, it is more important to insure the correct analytical expressions.
At freezing fractions of 0.3 and less, variations in recorded leading-edge thickness from one span-wise location to another of as much as 30% were observed. At higher freezing fractions the variations were typically less than 8%. Much of the difference noted in ice thickness was an indication of the error inherent in manual tracing of ice. To some extent, the random nature of ice accretion is also revealed by these tracings. Currently used tracing methods need to be improved for better analysis, although these methods are adequate for routine ice-shape comparisons and scaling studies.
For this work, the Messinger analysis for freezing fraction as described by Ruff was applied using twice the leading-edge airfoil radius as the relevant length for the various parameters. Results using chord produced analytical freezing fractions as low as 0.82 for conditions that gave fully rime ice shapes. This inconsistency suggested that the use of chord for the relevant length is not correct. A convective heat-transfer film coefficient represented by Nu ∝ Re 0.5 was used in the analysis. Analytical freezing fractions determined using an alternate form, Nu ∝ Re 0.8 , also resulted in freezing fractions of less than 1 at rime conditions. For the Appendix-C conditions at which this study was performed, the IRT LWC calibration was consistent with experimental ice shapes and freezing fractions.
