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Abstract
Let K be a number field whose ring of integers is a principal ideal domain and let E be a
cyclic Galois extension of K . We prove that every integer of E with zero trace is a difference
of two conjugates of an integer of E if and only if there is an integer of E with trace 1.
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1. Introduction
Let E be a number field, that is a finite extension of the field of rational numbers
Q, and let K be a subfield of E. Then, the conjugates over K of an element θ of E
are the numbers τ(θ), where τ runs through the set G(E/K) of the distinct K-em-
beddings of E into the complex field, and the trace of θ for the extension E/K is the
sum TrE/K(θ) = Tr(θ) = ∑τ∈G(E/K) τ (θ). Recall also that the number dE/K = d
of the elements of the finite set G(E/K) is called the degree of E/K . The extension
E/K is said to be Galois if there is θ ∈ E such that K(θ) = E and τ(θ) ∈ E for all
τ ∈ G(E/K); in this case the set G(E/K) has a group structure and is called the
Galois group of E/K . A Galois extension is said to be cyclic if its Galois group is
cyclic. Let ZE (respectively Z) be the ring of the integers of the field E (respectively
the field Q),
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E/K =  = {θ ∈ ZE, Tr(θ) = 0}
and
DE/K = D = {α − τ(α), α ∈ ZE, τ ∈ G(E/K), τ(α) ∈ ZE}.
Then, ZE is a ZK -module, D ⊂  and Tr(ZE) ⊂ ZK . Furthermore, if ZK is a
principal ideal domain, then there is an integer tE/K = t of K such that Tr(ZE) =
tZK , and Tr(ZE) = ZK if and only if t is a unit of ZK .
The additive Hilbert’s Theorem 90 [4] asserts, when the extension E/K is cyclic,
that every element θ of E satisfying Tr(θ) = 0, can be written θ = α − σ(α), where
α ∈ E and σ is a generator of the group G(E/K). In [6], the author asked: For
which cyclic extensions E/K , can we write every integer of E with zero trace as
a difference of two conjugates over K of an integer of E? Theorem 1 of [6] shows
when the degree of the cyclic extension E/K is inert in ZK , that  ⊂ D if and only
if the integer t is a unit of the ring ZK . The first aim of this paper is to show:
Theorem 1. Let E/K be a cyclic extension of degree greater than 1. Assume that
the ring ZK is a principal ideal domain. Then, the set D (respectively the set ) is a
free ZK -module of rank d − 1, t ⊂ D, and  ⊂ D if and only if t is a unit of ZK .
We prove Theorem 1 in the last section. In the next one, we give some properties
of the set E/K , where the extension E/K is not necessarily Galois, and we show
for the case K = Q:
Theorem 2. Let E be the discriminant of the number field E. Then, the ratio δE =
E
t2
is an invariant of the set E/Q and δE ∈ td−2Z.
In fact the question above would certainly follow from one of Smyth [2]: he asked
whether an algebraic integer β which is a difference of two conjugates over a number
field, say K , of an algebraic number is a difference of two conjugates over K of an
algebraic integer. The set of numbers which are differences of two conjugates of an
algebraic number has been studied by Dubickas and Smyth [1]. In [7], the author
gave a positive answer to Smyth’s question when the degree of β over K is 3, and
showed that one can suppose that the extension K(β)/K is cyclic without loss of
generality. Recently [3], Dubickas gave a complete and positive answer to Smyth’s
question.
2. On the zero trace integers of a number field
With the notation above, assume that the degree of the extension E/K is greater
than 1, and the ringZK is a principal ideal domain. Then, there is a subset {e1, e2, . . . ,
ed} of ZE such that every integer of E is uniquely representable in the form k1e1 +
k2e2 + · · · + kded , where ki ∈ ZK for all i ∈ {1, . . . , d}; in this case we say that the
set {e1, e2, . . . , ed} is a ZK -basis of ZE (when K = Q, the set {e1, e2, . . . , ed} is
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also called an integral basis of E) and the ring ZE is a free ZK -module of rank d .
Moreover (see [4]), every submodule of ZE is free of rank  d , and we have
Proposition 1. The set  is a free ZK -module of rank d − 1.
Proof. Since the restriction of the function Tr toZE is aZK -module homomorphism
and Tr(ZE) ⊂ ZK , the set ker(Tr) =  (respectively the set Tr(ZE)) is a submodule
of ZE (respectively of ZK ) and the factor module ZE/ of ZE is isomorphic to
Tr(ZE). It follows that there is tE/K = t ∈ ZK (unique up to a product by a unit of
ZK ) such that Tr(ZE) = tZ and rank() = rank(ZE) − rank(tZK) = d − 1, since
Tr(ZE) /= {0}. 
Proposition 2. Let {β1, . . . , βd−1} be a ZK -basis of  and let βd ∈ ZE be such that
Tr(βd) = t . Then, {β1, . . . , βd−1, βd} is a ZK -basis of ZE .
Proof. Let θ ∈ ZE and let kd be the unique integer of K such that Tr(θ) = tkd .
Then, Tr(θ − kdβd) = 0, θ − kded ∈  and θ − kdβd can be written in a unique
way θ − kdβd = ∑1id−1 kiβi , where ki ∈ ZK for all i ∈ {2, . . . , d}. It follows
that θ is uniquely representable in the form
∑
1id kiβi and {β1, . . . , βd−1, βd} is
a ZK -basis of ZE . 
Consider now for a (d − 1)-tuple b1, b2, . . . , bd−1 ∈ , the matrices
Mi(b1, . . . , bd−1) =


τ1(b1) · · · τi−1(b1) τi+1(b1) · · · τd(b1)
τ1(b2) · · · τi−1(b2) τi+1(b2) · · · τd(b2)
...
...
...
...
τ1(bd−1) · · · τi−1(bd−1) τi+1(bd−1) · · · τd(bd−1)

,
where i ∈ {1, . . . , d}. From the relations τi(bj ) = −∑1k /=id τk(bj ), where j ∈{1, . . . , d − 1}, we obtain the determinant equations
det Mi(b1, . . . , bd−1) = − det Mi+1(b1, . . . , bd−1) (1)
for all i ∈ {1, . . . , d − 1}, since the elements of the ith column of Mi(b1, . . . , bd−1)
are τi+1(b1), τi+1(b2), . . . , τi+1(bd−1) when i ∈ {1, . . . , d − 1} and τd−1(b1),
τd−1(b2), . . . , τd−1(bd−1) when i = d . Hence, the number
DisE/K(b1, . . . , bd−1) = Dis(b1, . . . , bd−1) = (det Mi(b1, . . . , bd−1))2
is independent of any rearrangement of the set G(E/K), and is well defined.
In what follows we will write [aij ] to denote the d × d matrix having aij in its
ith row and j th column, and [aij ]t to denote the transposition matrix of [aij ]. Recall
that the discriminant discE/K(e1, e2, . . . , ed) = disc(e1, e2, . . . , ed) for the exten-
sion E/K of a d-tuple of elements e1, e2, . . . , ed ∈ ZE , is the integer of K defined
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by the relation disc(e1, e2, . . . , ed) = (det[τi(ej )])2, or equivalently by the relation
disc(e1, e2, . . . , ed) = det[Tr(eiej )] (see [5]). In particular, if the set {e1, e2, . . . , ed}
is aZK -basis ofZE , then disc(e1, e2, . . . , ed) /= 0 and the discriminant of the d-tuple
e′1, e′2, . . . , e′d , where e′i =
∑
1jd kij ej and kij ∈ ZK , satisfies
disc(e′1, e′2, . . . , e′d) = (det[kij ])2 disc(e1, e2, . . . , ed).
Proposition 3. Let {β1, . . . , βd−1} be a ZK -basis of  and let βd ∈ ZE be such that
Tr(βd) = t . Then, disc(β1, . . . , βd−1, βd) = t2 Dis(β1, . . . , βd−1).
Proof. The development of the determinant of the matrix [τi(βj )] following the last
column, yields
disc(β1, . . . , βd−1, βd) =

 ∑
1id
(−1)i+1τi(βd) det(Mi(β1, . . . , βd−1)t)


2
.
By the relation (1), we have
∑
1id
(−1)i+1τi(βd) det(Mi(β1, . . . , βd−1))= Tr(βd) det(M1(β1, . . . , βd−1)).
Thus, disc(β1, . . . , βd−1, βd) = (Tr(βd) det(M1(β1, . . . , βd−1)))2 and
disc(β1, . . . , βd−1, βd) = t2 Dis(β1, . . . , βd−1). 
Assume now K = Q. Then, the discriminant E =  of an integral basis of E is
an invariant of the ring ZE and is called the discriminant of the field E. Theorem 2
is a corollary of the next result:
Proposition 4. Let β1, . . . , βd−1 be a Z-basis of . Then, the number
δE = δ = Dis(β1, . . . , βd−1),
is an invariant of the set  and satisfies the following relations t2δ = , δ ∈ td−2Z
and |δ| = min |Dis(b1, . . . , bd−1)|, where (b1, . . . , bd−1) runs through the set d−1
and Dis(b1, . . . , bd−1) /= 0.
Proof. Let {β1, . . . , βd−1} be a Z-basis of . Then, by Propositions 2 and 3 there
is an integer βd of E such that Tr(βd) = t , {β1, . . . , βd−1, βd} is an integral basis
of E and disc(β1, . . . , βd−1, βd) = t2 Dis(β1, . . . , βd−1). Hence, the number δ =
Dis(β1, . . . , βd−1) = disc(β1,...,βd−1,βd )t2 = t2 , is independent of the set {β1, . . . , βd−1}
and satisfies δ
td−2 ∈ Z, since  = det[Tr(βiβj )] and Tr(βiβj ) ∈ tZ for all i and j ∈{1, . . . , d}. Let now {b1, . . . , bd−1} be a subset of  such that Dis(b1, . . . , bd−1) /=
0. Then, each bi can be written bi = ∑1jd−1 kijβj , where kij ∈ Z; if we apply τl ,
where l ∈ {1, . . . , d − 1} to the relations bi = ∑1jd−1 kijβj , we obtain the equa-
tion [τj (bi)]t = [kji][τj (βi)]t. It follows by the last relation that Dis(b1, . . . , bd−1) =
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(det[kji])2 Dis(β1, . . . , βd−1) and |Dis(b1, . . . , bd−1)|  |Dis(β1, . . . , βd−1)|, since
det[kji] is a rational integer. 
3. Proof of Theorem 1
With the notation above, let σ be a generator of the cyclic group G(E/K). By
Proposition 1,  is a free ZK -module of rank d − 1. Let β ∈ D. Then, there is γ ∈
ZE and m ∈ {1, . . . , d} such that β = γ − σm(γ ); thus β = α − σ(α), where α =∑
0im−1 σ i(γ ) ∈ ZE , and D = {α − σ(α), α ∈ ZE}. It follows that the difference
of two elements of D belongs to D, and D is a ZK -module. Furthermore, D is free
of rank  d − 1, because it is a submodule of . To prove the inequality rank(D) 
d − 1 it is sufficient to show the relation t ⊂ D, since the set t is also a free ZK -
module of rank d − 1. Let β ∈  and let tθ = ∑0kd−2
(∑
0ik σ
i(β)
)
σk(e),
where e ∈ ZE and satisfies Tr(e) = t . Then, tθ ∈ ZE , tσ (θ) = ∑1kd−1(∑
1ik σ
i(β)
)
σk(e) and t (θ − σ(θ)) = β Tr(e) = tβ. Hence, tβ = tθ − σ(tθ),
tβ ∈ D and t ⊂ D.
From the last relation, we obtain also that  ⊂ D, when t is a unit. Indeed, if
β ∈ , then β = t (t−1β), t−1β ∈ ZE and Tr(t−1β) = t−1 Tr(β) = 0; thus t−1β ∈
, β ∈ t and  ⊂ t ⊂ D. Conversely, suppose  ⊂ D and let {β1, . . . , βd−1} be
a ZK -basis of . Then, there exist α1, . . . , αd−1 ∈ ZE such that βi = αi − σ(αi)
for all i ∈ {1, . . . , d − 1}. Set α0 = 1 and let Ri be the ith row of the matrix [aij ],
where aij = σ i−1(αj−1). Replacing in the matrix [aij ] successively for each i ∈
{1, . . . , d − 1} the row Ri by the difference Ri − Ri+1, we obtain
det[aij ] = det


0 β1 · · · βd−1
0 σ(β1) · · · σ(βd−1)
...
...
...
...
0 σd−2(β1) · · · σd−2(βd−1)
1 σd−1(β1) · · · σd−1(βd−1)


and
disc(1, α1, α2, . . . , αd−1) = Dis(β1, β2, . . . , βd−1), (2)
since disc(1, α1, α2, . . . , αd−1) = (det[aij ])2 and
Dis(β1, . . . , βd−1) = det


β1 β2 · · · βd−1
σ(β1) σ (β2) · · · σ(βd−1)
...
...
...
...
σ d−2(β1) σ d−2(β2) · · · σd−2(βd−1)


2
.
Now by Propositions 2 and 3, there is βd ∈ ZE such that Tr(βd) = t ,
{β1, . . . , βd−1, βd} is aZK -basis ofZE and disc(β1, . . . , βd−1, βd) = t2 Dis(β1, . . . ,
180 T. Zaι¨mi / Linear Algebra and its Applications 390 (2004) 175–181
βd−1). Furthermore, since each αi , where i ∈ {0, . . . , d − 1}, can be written αi =∑
1jd kijβj , where kij ∈ ZK , we have disc(1, α1, . . . , αd−1) = (det[kij ])2
disc(β1, . . . , βd−1, βd) and
disc(1, α1, . . . , αd−1) = t2(det[kij ])2 Dis(β1, . . . , βd−1). (3)
Finally by the relations (2) and (3), we obtain t (t (det[kij ])2) = 1 and t is a unit
of ZK , since Dis(β1, . . . , βd−1) /= 0 and det[kij ] ∈ ZK . 
Example. Let us now determine the sets DE/Q and E/Q, where E = Q(√m) is
a quadratic field (m is a squarefree rational integer). Suppose m ≡ 1 mod 4. Then,
every element β of E is of the form k0 + k1√m where k0 and k1 ∈ Q and Tr(β) = 0
if and only if k0 = 0; thus the minimal polynomial of β overQ is x2 − k21m and β ∈
ZE only when k1 ∈ Z, since m is squarefree. Hence,  = {k1√m, k1 ∈ Z}, {√m} is
a basis of and δ = m. Let e = 1+
√
m
2 ∈ E, then e ∈ ZE − Z, since it is a root of the
polynomial x2 − x + 1−m4 ∈ Z[x] and m is squarefree. Thus, Tr(e) = 1, t = 1,  =
δ = m, D =  and { 1+
√
m
2 ,
√
m
}
is an integral basis of E. The same computation
yields when m ≡ 2, 3 mod 4,  = {k1√m, k1 ∈ Z}, {√m} is a basis of  and δ = m.
Let e ∈ ZE with Tr(e) = t (t = 1 or t = 2). Then, {e,√m} is an integral basis of
E and there exist two rational integers k0 and k1 such that 1 = k0e + k1√m. It fol-
lows that 2 = Tr(k0e) = k0t , k0 = 2t , e = t 1−k1
√
m
2 and
(1−k21m)t2
4 ∈ Z. From the last
relation we deduce that t = 2, as k21 ≡ 0, 1 mod 4; thus  = 4δ = 4m, {1,
√
m} is an
integral basis of E and D = 2.
From this example an immediate question arises: Can we find a cyclic extension
L/Q such that tL/Q = ∓1 andQ(√m) ⊂ L, where m ≡ 2, 3 mod 4? If a such exten-
sion exists, then Q(√m)/Q ⊂ DL/Q, since Q(√m)/Q ⊂ L/Q and L/Q = DL/Q,
and every integer of Q(
√
m) with zero trace is a difference of two conjugates of an
integer of L. The following result shows that a such extension does not exist.
Proposition 5. Let K, E and L be three number fields, where K ⊂ E ⊂ L. Assume
that the ring ZK is principal. Then, the ratio
tL/K
tE/K
is an integer of K .
Proof. Let α ∈ ZL satisfying TrL/K(α) = tL/K . Then, from the relation TrL/K(α) =
TrE/K(TrL/E(α)) [5], we obtain that the trace for the extension E/K of the integer
TrL/E(α) of E is tL/K ; thus tE/K divides tL/K in ZK and the ratio
tL/K
tE/K
is an integer
of the field K . 
Remark 1. With the notation and the hypothesis of Theorem 1, it is clear that t ⊂
D ⊂ , and D =  only when t is a unit. The next example shows that the relation
t = D is not always true (this relation is true in the example above). Set K = Q and
E = Q(θ), where θ3 − 3θ − 1 = 0. Then, d = 3, θ ∈ , disc(1, θ, θ2) = 92 and the
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extension E/K is cyclic. Furthermore, by Theorem 3 of [6], θ /∈ D, because the 3-
adic valuation of disc(1, θ, θ2) is 4. It follows by Theorem 1 that t /= ±1 and t = ±3,
since t is a divisor of Tr(1) = 3 (if E is number field with degree d and discriminant
, then t is a divisor of gcd(d,); the relation ±t = gcd(d,) is not true for cubic
fields). Assume that D = 3 and let β be a non-zero element of the set . Then, β −
σ(β) = 3α, where α ∈ , and 36 divides disc(1, β, β2) = 36(ασ(α)σ 2(α))2. The
last assertion leads immediately to a contradiction since θ ∈  and disc(1, θ, θ2) =
34.
Remark 2. LetQ
(
ei
2
n
)
be the nth cyclotomic field. Then, the extensionQ
(
ei
2
n
)
/Q
is cyclic if and only if n ∈ {2, 4, pk, 2pk}, where p is an odd prime and k is a positive
rational integer. It is clear that t = ±1 when n is a prime, because the minimal
polynomial of ei
2
n over Q is xn−1 + xn−2 + · · · + 1 and Tr(ei 2n ) = −1. For n = 4,
we have Q
(
ei
2
n
) = Q(√−1) and t = 2 by the example above. Suppose now n =
pk and k  2, then Q
(
e
i 2
pk
) = Q(ei
2
2pk
)
. Using the fact that
{
1, ei
2
pk ,
(
e
i 2
pk
)2
, . . . ,
(
e
i 2
pk
)pk−1(p−1)−1} is an integral basis of Q(ei
2
pk
) [5], we obtain by Newton’s for-
mulas Tr
((
e
i 2
pk
)pk−1) = −pk−1 and pk−1 divides Tr((ei
2
pk
)l) for all l ∈ {0, 1, . . . ,
pk(p − 1) − 1}; thus t = pk−1.
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