The maximization of generalized modularity performs well on networks in which the members of all communities are statistically indistinguishable from each other. However, there is no theory defining the maximization performance in more realistic networks where edges are heterogeneously distributed within and between communities. We establish the asymptotic theoretical bounds on the resolution parameter of generalized modularity using the random graph properties. From this new perspective on random graph model, we find the resolution limit of modularity maximization can be explained in a surprisingly simple and straightforward way. Given a network produced by the stochastic block models, the communities for which the resolution parameter is larger than their densities are likely to be spread among multiple clusters; while communities for which the resolution parameter is smaller than their background inter-community edge density get merged into one large component. Therefore, no suitable resolution parameter exits when the intra-community edge density in a subgraph is lower than the inter-community edge density in some other subgraph. For such networks, we propose a progressive agglomerative heuristic algorithm to detect statistically significant communities at multiple scales.
I. INTRODUCTION
In complex networks, community structures are widely observed. Detecting such community structures can be viewed as partitioning of the network into sub-modules in which the nodes are more densely connected to each other than to the nodes in the rest of the network. Modularity maximization [1] is one of the state-of-the-art methods for community detection. It aims at discovering the partition of the network which maximizes modularity, the well-known quality measure of network community structure. Modularity measures the difference between the observed fraction of edges within a community and this fraction expected in a random graph with the same number of nodes and the same degree sequence. Therefore, a high modularity usually indicates a proper partition of the network.
Modularity maximization, however, suffers from the so-called resolution limit problem [2, 3] which is this method's tendency to merge small communities into large ones. Moreover, often community structures exist at multiple scales in complex networks [4] [5] [6] in which some subsets of nodes have edge density higher than that of the community in which these subsets are nested. In such cases, the maximum of standard modularity is reached when small communities are combined into inappropriate large groups. Some variants of the modularity function have been proposed to either resolve this problem [7] or to enable detection of communities at different scales. A popular choice for the latter is the generalized modularity of Reichardt and Bornholdt [8] , which scales the discovered community sizes according to a simple resolution parameter. The resolution parameter is not fixed * Corresponding author: szymab@rpi.edu in the definition of the generalized modularity. Hence, many works [9] [10] [11] try different values of the resolution parameter to find proper community structures in the real networks. When the resolution parameter is set as one, the generalized modularity reduces to the traditional modularity.
Besides the maximization of modularity and its generalized version, an alternative approach to detect communities is the statistical inference to fit the generative model to the observed network data. Such approach assumes the observed network is produced by a random graph model with a pre-defined partition of the network as the model parameter. In general, the statistical inference aims at recovering the partition which maximizes the likelihood of the random graph model generating the observed network data.
One widely used generative model for community structure is the stochastic block model [12] where nodes are organized as blocks and edges are placed between nodes independently at random, with a probability depending on the block assignments of the endpoints. Specifically, the standard stochastic block model assumes the number of edges between every pair of nodes follows the Bernoulli distribution. The edges between each pair of communities have the same Bernoulli mean in the standard stochastic block model. The planted partition model is a special case of the stochastic block model in which, between each pair of nodes, the number of inter-community edges is randomly distributed with one mean, and the number of intra-community edges have the same distribution with another mean. Since the standard stochastic block model considers nodes in the same block statistically indistinguishable from each other, the most likely block assignment often groups the nodes of similar degrees in a block, resulting in lower and higher-degree blocks, rather than the traditional com-munity structures. While the standard stochastic block model assumes the number of edges between every pair of nodes follows Bernoulli distribution, reference [12] introduces an extended model called degree-corrected stochastic block model which assumes the number of edges between every pair of nodes follows the Poisson distribution. The node degrees are also used as parameters of the model making the expected node degree in the model equivalent to the observed node degree. Since the nodes in the same community in a real applications tend to have broad degree distributions, this simple yet effective modification improves the performance of the models for statistical inference of group structure in the real-world networks. The planted partition model can be extended to the degree-corrected version by defining the node degrees in a similar way.
Newman [13] shows that the maximization of the generalized modularity is equivalent to the maximumlikelihood estimation (MLE) of the degree-corrected planted partition model [12] on the same graph. This result indicates that the partition of the network which most likely generates the observed network also maximizes the generalized modularity with a particular resolution parameter. Since the planted partition model assumes all the communities have the similar statistical properties, the maximization of the generalized modularity is optimal if the communities in a network are statistically similar. Yet, there is no asymptotic bound defining generalized modularity maximization's performance in more realistic networks with heterogeneous communities, such as the networks generated by stochastic block model. As illustrated by Figure 1 , our work aims at answering the important question about the performance of the generalized modularity on the networks generated by the stochastic block model.
Based on the equivalence between the maximization of the generalized modularity and the recovery of planted partition model by maximum-likelihood estimation (MLE) [13] , we establish here an asymptotic theoretical upper and lower bounds on the resolution parameter of generalized modularity. This result bridges the gap between the literature on the resolutions limits of modularity-based community detection [2, 14] and the random graph models. Specifically, given a resolution parameter within the established range, we show that communities with different densities can still be detected by maximizing the generalized modularity, regardless whether the equivalence between generalized modularity maximization and the MLE of stochastic block model holds or not. When the resolution parameter of the generalized modularity is larger than the upper bound we developed, some well-formed communities are likely to be spread among multiple clusters to increase the generalized modularity; but when the resolution parameter of generalized modularity is smaller than the lower bound we developed, some communities are inappropriately merged into one large component.
The experimental results of modularity maximization
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Planted Partition Model Generalized Modularity   FIG. 1 . The maximum-likelihood estimation of planted partition model and the maximization of generalized modularity with corresponding resolution parameter recovers the equivalent communities [13] . Our paper answers the important question about the performance of generalized modularity on the networks generated by the stochastic block model. on synthetic network agree with our findings that the generalized modularity performs best with resolution parameter well within the interval defined by the derived theoretical bounds. Experimentally, and without any explanation why, the authors of [9] [10] [11] established that the suitable values of the resolution parameter occur in the widest interval in which the generalized modularity maximization produces the consistent partitions. Our work connects the literature on resolutions bounds for community detection [2, 14] with the multi-scale community discovery which is often conducted as in an ad-hoc procedure [9, 10, 15] .
Our findings shed light on the adaptation of the generalized modularity to networks in which there is no universal resolution parameter to detect all communities. Resolution limits of the generalized modularity are equivalent to the non-overlapping lower and upper bounds of the resolution parameter in the different subgraphs of the networks. Therefore, either some well-formed communities splits into multiple clusters or some communities are inappropriately merged into one large component. The issue is analogous to finding mountains that are located at different plateaus; using a single altitude either would miss the lower mountains, or would treat the higher peaks as one mountain.
To address the above mentioned problem, we propose a progressive agglomerative heuristic algorithm that systematically increases the resolution parameter. The algorithm recursively splits the resulting clusters of the previous level to detect smaller communities. As the recursion proceeds, the algorithm gradually increases the resolution parameter for high-resolution community detection in local subgraphs of the network. The algorithm proceeds until the final partition is no longer statistically significant. Compared with the algorithm using a uniform resolution parameter, our approach avoids getting trapped by the resolution limit and does not require multiple re-estimation of the resolution parameter [13] which can be computationally prohibitively costly for large networks.
II. COMMUNITY DETECTION
Modularity is perhaps the most widely accepted quality metric to measure the community structures quality in complex networks. We begin by reviewing the derivation of the generalized modularity by Reichardt and Bornholdt [8] from the planted partition model, which is a special case of the stochastic block model. Then, we show that the resolution parameter of the generalized modularity is bounded by the density parameters of the stochastic block model.
A. Stochastic Block Model
The standard stochastic block model is a generative model of the graph in which nodes are organized as blocks and edges are placed between nodes independently at random, with a probability determined by the block assignments of the endpoints. Hence, the nodes in the same block are statistically indistinguishable from each other. The standard stochastic block model assumes the number of edges between nodes i and j is independently distributed Bernoulli with mean ω gi,gj , where for any node l, g l denotes the block assignment of node l. The stochastic block model is fully specified by the block assignment g i for each node i and the edge probability ω rs for all pairs of blocks (r, s). Since the standard stochastic block model considers nodes in the same block statistically indistinguishable, the most likely block assignment often groups the nodes of similar degrees in a block, resulting in lower and higher-degree blocks, rather than the traditional community structures. Reference [12] extends the standard stochastic block model by incorporating the node degrees. This simple yet effective modification improves the performance of the models for statistical inference of group structure in the real-world networks, by allowing nodes in a community to have broad range of degrees. To simplify technical derivations, authors in [12] replace the Bernoulli distribution by the Poisson one. Compared to many community detection algorithms proposed in an ad-hoc manner, the statistical inference from stochastic block model is a more systematic approach which discovers modular structures with theoretical guarantees [16] ; thus, it has gained significant attention in recent years.
Formally, let A be the adjacency matrix whose component A ij denotes the number of edges between nodes i and j in an unweighted undirected multigraph. In a network with self-loop edges (edges connecting a node to itself), a node i with k self-loop edges is represented by the diagonal adjacency matrix element A ii = 2k. Multiedges and self-loop edges are practical in certain networks such as the web network where a web page may contain multiple hyperlinks pointing to other pages and to itself. Such edges are less common in social networks. However, most social networks are very sparse, so the impact of multi-graphs and self-loop edges can be neglected.
Suppose the number of edges between two different nodes i and j follows the Poisson distribution with mean η ij and the number of self-loop edges at node l follows the Poisson distribution with mean
(1) Note that η ij is defined as the number of edges here and not as customary probability because multi-edges are allowed in our model.
In an unweighted undirect network, after ignoring all terms independent of the η ij s, the log-likelihood above simplifies to
Note that we do not parameterize η ij so far. The degree-corrected stochastic block model [12] assumes η ij = ω gi,gj θ i θ j where for any node l, θ l is a parameter associated with this node and g l is its block assignment. Given a partition of the network, i.e. its block assignments {g i }, the posterior maximum likelihood estimates of θ i and ω rs arê
where k i is the degree of node i, κ r is the sum of the degrees of all nodes in a block r, and m rs is the total number of edges between blocks r and s, or twice the number of edges in r if r = s. Formally,
where i ∈ r denotes all nodes in the blocks r. For simplicity, we define m c as the number of edges with both endpoints in community c, so m cc = 2m c , and m is defined as the total number of edges in the entire network. Given the MLEs of θ k and ω gigj , the expected number of edges between nodes i and j can be written as
Therefore, maximizing the log-likelihood in Eq. (2) is equivalent to maximizing log P (A|{η ij }) = rs m rs log m rs κ r κ s .
This criterion turns to have an information-theoretic interpretation when it is presented in the alternative form
which is equal to the Kullback-Leibler divergence [17] between the probability of observing an edge (i, j) pointing from block r toward s, i.e. P [i ∈ r, j ∈ s] = m rs /2m, and the corresponding probability in a random graph with the same degree sequence, i.e. P [i ∈ r, j ∈ s] = (κ r /2m)(κ s /2m). The degree-corrected planted partition model [13] is a special case of the degree-corrected stochastic block model in which the expected number of edges η ij in a graph has the form
Hence, the degree-corrected stochastic block model reduces to the degree-corrected planted partition model when the parameters ω rr = ω 1 for all r and ω rs = ω 0 for all pairs r, s such that r = s.
B. Generalized Modularity
Newman [13] shows the maximization of the generalized modularity is equivalent to the maximum-likelihood estimation (MLE) of the degree-corrected planted partition model [12] on the same graph. In other words, the partition of the network which best fits the degreecorrected planted partition model to the network data also maximize the generalized modularity given the corresponding resolution parameter.
The degree-corrected stochastic block model [12, 13] incorporates the heterogeneous node degrees in the real networks. Reference [13] assumes the number of edges between nodes i and j follows the Poisson distribution with mean η ij = ω gi,gj kikj 2m where m is the total number of edges in the network. The denominator 2m is only optional, but it is convenient for technical derivation as shown below. This definition is actually equivalent to the definition in Eq. (5) but the parameter ω rs here has a different meaning. To distinguish this definition from the original definition of expected number of edges in [12] , in the rest of this paper, we call ω rs the density of the edges between blocks r, s. When r = s, ω rs corresponds to the intra-community edge density; otherwise, ω rs is called the inter-community edge density. Accordingly, the (r, s)-th element of the density matrix Ω is ω rs . Besides, we assume that a group of nodes in the same block of the stochastic block model represents a single community. Following this line of reasoning, the degree-corrected planted partition model [13] defines the expected number of edges between two nodes, i and j, as
Hence, the density matrix Ω of this degree-corrected planted partition model only involves two possible values, i.e., Ω = {ω 1 , ω 0 }.
Substituting Eq. (9) into Eq. (2), the log-likelihood for the degree-corrected planted partition model, after a small amount of manipulation, becomes
where {i, j} ∈ r denotes all the pairs of nodes i and j in the same block r, B and C are constants that depend on Ω = {w 1 , w 0 } but not on the block assignment g = {g i }, specifically, (11) and the resolution parameter γ in Eq. (10) is a resolution parameter defined as
Note that the log-likelihood here is exact for undirected unweighted multigraphs; it has a slightly different form than the derivation in [13] where constant term D is ignored as it is independent from the parameters Ω and g. Since B, C and D are constants given the value of Ω, the maximum likelihood estimation of g is then equivalent to maximizing the generalized modularity
which is given as a function of γ. Since maximizing the log-likelihood in Eq. (10) is equivalent to maximizing the generalized modularity with resolution parameter defined in Eq. (12), it shows an exact equivalence between maximization of the generalized modularity that includes a specific resolution parameter and the degree-corrected planted partition model. It is worth noting that the resolution parameter γ must satisfy Eq. (12) to guarantee the equivalence between the generalized modularity maximization and the maximum likelihood estimation of degree-corrected planted partition model. This is a drawback because the correct value of resolution parameter in Eq. (12) is unknown before we can estimate ω 1 and ω 0 . Given a network generated by the degree-corrected planted partition model, however, one needs the ground truth communities to calculate ω 1 and ω 0 . That being said, one must make an initial guess of the γ value so that the generalized modularity maximization algorithm can detect communities with it. But this initial guess of γ may not satisfy Eq. (12) .
Reference [13] proposes an iterative algorithm to find the optimal value of γ which maximizes the log-likelihood of Eq. (10) . It makes an initial guess of the γ value to detect communities by maximizing the generalized modularity. Given these detected communities, the γ value gets updated by Eq. (12) using the maximum likelihood estimates of ω 1 and ω 0 which are equal tô
where m r is the number of edges with both endpoints in the community r, i.e. m r = 1 2 m r,r as defined by Eq. (4) and κ r is the sum of degrees of the nodes in the community r. The iterative algorithm repeats the following two steps until the γ value becomes stable:
• Given the current γ, find the block assignment which maximizes the generalized modularity Q(γ), i.e., g new = arg max g Q(γ).
• Given the current block assignment g, calculate the maximum likelihood estimates of ω 1 and ω 0 using Eq. (14) and update the γ value by Eq. (12) accordingly.
C. Asymptotic bounds on resolution parameter
The generalized modularity of Eq. (13) can be also written in an alternative way as
where m r is the number of edges with both endpoints inside the community r, κ r is the sum of the degrees of nodes in community r, and m is the total number of edges in the network. Merging two communities, r and s, results in the following equalities: the total number of edges inside the merged community m r∪s = m r + m s + m r,s and the sum of degrees of the nodes inside the merged community κ r∪s = κ r + κ s . Hence, given the formalization of the generalized modularity in Eq. (15), the optimization algorithm is able to detect two well-formed communities r and s if the change of generalized modularity from merging r and s is negative, leading to the inequality
which can be rewritten in the alternative way as
Otherwise, when the ∆Q(γ) ≥ 0, communities r and s are merged to increase Q(γ). Clearly, one can always increase γ so that Eq. (17) holds for any small κ r and κ s . But, a large γ may result in inappropriate split of some communities. To see this point, consider a community t comprised of two sets of nodes t and t = t−t with sums of degrees κ and κ respectively, and m edges between nodes in t and t . To avoid splitting community t into t and t , the inequality
must hold. Given Eq. (17) and Eq. (18), we have
A simple and straightforward explanation of the resolution limit found by Fortunato et al. [11] is that in realistic networks the above inequality may not hold. Indeed, it is likely that in a large network there exist communities r and s with small κ r and κ s and community t with large sum of node degrees (κ + κ ), such that the inequality above does not hold because κrκs mrs < κ κ m , giving rise to resolution limit anomaly.
Newman [13] recently has shown that the maximization of generalized modularity on planted partition networks is optimal, because it is equivalent to the maximum-likelihood estimation of the degree-corrected planted partition model as long as the correct resolution parameter is chosen.
Here we consider the extended planted partition model which allows the density matrix Ω to have different values on the diagonal -each community has its own density ω r as the r-th element on diagonal of Ω, while keeping the background inter-community density ω 0 , the same as defined in degree-corrected planted partition model in Eq. (9) . The definition of the expected number of edges between nodes i and j in this case becomes
Given the nodes' degrees k i and k j , kikj 2m is the expected number of edges between nodes i and j in the graph ensembles generated by the configuration model [19] . Thus, the density ω r can be treated as the relative ratio of the expected number of edges in the extended planted partition model to the corresponding values in configuration model. Given the definition in Eq. (20) , the corresponding density matrix of T communities is
where diag T ({ω r }) represents the diagonal matrix of size T × T with the intra-community edge densities w 1 , w 2 , . . . , w T on the diagonal, J T and I T are correspondingly a matrix with all elements equal to 1 and the identity matrix of size T × T . The log-likelihood of this extended planted partition model is log P (A|Ω, g) = 1 2 {i,j}∈r
where the expressions of C and D here are the same as mentioned above in Eq. 11, but the γ parameter is replaced by a set of community-specific parameters γ r and the β r defined as
When all communities has the same edge density ω r , the log-likelihood of the extended model has the same form as the degree-corrected planted partition model defined by Eq. (10).
The maximum likelihood estimates of the intracommunity and inter-community edge densities arê
where m r is the number of the edges with both endpoints in the community r, κ r is the sum of degrees of the nodes in community r.
For the extended planted partition model with degree correction, the number of edges between different communities r and s can be approximated by its expectation
and for a community t with density parameter ω t , the number of edges between its two subsets of nodes t and t is m ≈ i∈t ,j∈t
Using the approximations above, the inequality in Eq. (19) holds if
Suppose there are T communities with the density parameters monotonically ordered by their indices, the value of the resolution parameter γ should satisfy
so that all T communities can be detected. This result connects the resolution limit of generalized modularity with the random graph models. Eq. (28) indicates that the suitable γ value should be as small as possible to avoid splitting of any well-defined community. However, it should not be smaller than the background inter-community density ω 0 , otherwise, when γ is larger than the density parameter of some loose community t, this community t is likely to be split. For graphs that are likely generated by the extended planted partition model and for which the resolution bounds of Eq. (28) are satisified, the generalized modularity is still a good quality measure for community detection, especially when ω r ω 0 for every community r, as it leaves a sufficient interval for selecting γ which will prevent the resolution limit from arising. Motivated by the above observation, we evaluate the performance of generalized modularity in a network generated by the extended planted partition model. The network comprises of ten communities, each has ten nodes and a density ω r illustrated by the red vertical lines. The background inter-community density ω 0 is chosen as 0.17, a value much smaller than any community densities. The performance of community detection is measured by the normalized mutual information (NMI) metric [31] , that compares the detected partition c with the ground truth q using the equation
where c = {c r } is the set of communities found by the community detection algorithm and q = {q r } is the set of ground truth communities. Each community c r or q r is defined as a group of nodes. I(c, q) is the Mutual Information (MI) between two partitions and H(x) is the entropy of a partition x defined by Eq. (42). As Fig. 2(b) shows, the generalized modularity performs well with resolution parameter in the interval γ ∈ [1.8, 4.2], generally matching the derived theoretical bound ω 0 < γ < ω 1 . As γ approaches either side of the bound, the resolution parameter is either higher or lower than desired. Since the asymptotic bounds here are derived by approximating the number of edges by the corresponding expectation in the random graph model (Eq. (25), (26)), as γ is getting closer and closer to either ω 0 or ω 1 , the asymptotic results are getting further and further away from the true values, causing the NMI score to drop. This scenario is illustrated in Fig. 2(a) where every community r is placed at the height corresponding to its density ω r . When the resolution parameter is between the asymptotic bounds, the communities above can be successfully detected. However, when the resolution parameter is larger than the density of some communities, those communities are at risk to be split into smaller parts. The asymptotic bounds also agree with the empirical observation made without any theoretical justification by the authors of [9] [10] [11] , that the most suitable values of the resolution parameter γ occurs in the most stable plateaus in experiments. In addition, our results explain why [13] found that the statistical inference of the resolution parameter converges quickly to the desired value in small networks. It is because, once the resolution parameter falls into the range of ω 0 < γ < ω 1 , if feasible, the community detection results become stable and the inference algorithm immediately yields the final resolution parameter after this stage.
For a range of empirical networks of n nodes and m edges, including the Karate club network [33] , the dolphin social network [25] , the network of interactions between fictional characters in the novel Les Miserables [27] and the network of games between American college football teams in the year 2000 [27] , we compute the , matching the derived theoretical bound ω0 < γ < ω1. When γ approaches either side of the bound, the resolution scale is either higher or lower than desired. (a) Network structure and community density represented by the heights, the node color represents ground truth communities and inter-communities edges are in black dashed lines; (b) the NMI scores and the number of detected communities in relation to the resolution parameter.
maximum-likelihood estimates of the background edge density w 0 and the lowest intra-community edge density w 1 , fitting an extended planted partition model given the number of communities q and the optimal value of γ obtained by the statistical inference of [13] . We compute the modularity maximization results with a total of 100 different resolution parameters in the range [0.2, 3w 1 /2] and compare these results with the communities produced with γ from this range. The subrange which produces an NMI score higher than 90% is shown in Table I . As shown in Fig. 3 , although these empirical networks are not generated by the extended planted partition model, the stable intervals of resolution parameter lie inside the asymptotic lower and upper bounds. The maximum-likelihood estimates of w0 and w1 and the interval of the resolution parameter that detects communities with NMI score larger than 90% in a range of empirical networks of n nodes and m edges. The number of communities q used for each network is the ground truth value generally accepted in the previous literature. The optimal γ were published in [13] FIG. 3 . The alignment between the communities detected by generalized modularity maximization and the optimal γ values listed in [13] . Although the empirical networks are not generated by the extend planted partition model, maximizing the generalized modularity is optimal when the resolution parameter takes values that lie in the interval [ω0, ω1]. This phenomenon is also captured purely experimentally and without any theoretical justification in [9] [10] [11] .
D. Plateaus problem
The planted partition model and its extension introduced here are all special cases of the stochastic block model. The derived asymptotic resolution bounds can be extended to the networks generated by the degreecorrected stochastic block model. Following the notations in [13] , the number of edges between nodes i and j in the degree-corrected stochastic block model follows the Poisson distribution with the mean defined as
where for node l, g l is the block assignment of this node, k l is its degree and m is the total number of edges in the The plateaus problem is analogous to finding mountains that are located at different plateaus; using a single altitude either would miss the lower mountains, or would treat the higher peeks as one mountain. Specifically, when using resolution parameter γ l , the left two high peeks P1 and P2 are considered one "mountain" -two well-formed dense communities get merged because their inter-community edge density (illustrated by valley V1) is higher than γ l . If we adopt a higher resolution parameter γ h , the low peek P4 on the right gets ignored -a loose community gets split into multiple smaller clusters. Notably, this issue cannot be avoided as long as the valley V1 of the left two peeks P1, P2 is higher than the height of the right-most peek P4.
network. The number of edges between two communities r and s in this case is approximated by m rs ≈ i∈r,j∈s
where ω rs denotes the (r, s)-th element of the density matrix. The number of edges between two subsets of nodes t and t = t − t inside a community t is approximated by
where ω tt is the t-th diagonal element in the density matrix. Using the same resolution inequality of Eq. (19), these approximations lead to the range max r =s ω rs < γ < min r ω rr (33) within which a uniform γ value avoids the resolution limit trap. In a network generated by the degree-corrected stochastic block model with ω rs > ω tt for some r = s and t, Eq. (33) indicates that a uniform resolution parameter is not sufficient for the recovery of communities r, s and t. Resolution limits of the generalized modularity can be explained by the relations between the values of the density parameters of stochastic block models. Given two disjoint subgraphs A and B such that the inter-community edge density ωa0 in subgraph A is larger than the intra-community edge density of some community in subgraph B, no suitable resolution parameter γ exists because Split Error and Merge Error cannot be resolved at the same time. Split Error occurs when the resolution parameter γ h is larger than the intercommunity edge density of a subgraph A, because the community b1 with the intra-community density smaller than γ h will be spread among multiple clusters; Merge Error occurs when the resolution parameter γ l is smaller than ωa0 so the communities in subgraph A will be merged into one community.
The classical example of resolution limit trap is presented in [3] where an undirected unweighted network contains three communities: two cliques and one ER random graph, and every two communities are connected by one single edge. Suppose each clique includes 6 nodes and the ER random graph contains 100 nodes and 956 edges. Given the three communities, the posterior estimation of the density matrix Ω of a stochastic block model, i.e., 
where the first row and column corresponds to the random graph while the remaining rows and columns correspond to the two cliques respectively. There is no suitable resolution parameter γ to detect three communities in this case because the density parameter for the edges between two cliques 1.93 is larger than the density parameter for the edges inside random graph 1.03. When applying generalized modularity maximization, adopting a resolution parameter larger than 1.93, makes it likely that two cliques will be detected, but the random graph will get split into smaller communities. On the other hand, a resolution parameter within [1.03, 1.93] preserves the random graph as one complete community, but the two clique gets merged into one community. The issue is analogous to finding mountains that are located at different plateaus as shown in Fig. 4 ; using a single altitude either would miss the lower mountains, or would treat the higher peeks as one mountain. Specifically, when using resolution parameter γ l , the left two high peeks in Fig. 4 are considered one "mountain" -two well-formed dense communities get merged. If we adopt a resolution parameter γ h , the low peek on the right gets ignored -a loose community gets split into multiple smaller clusters. Notably, this issue cannot be avoided as long as the valley of the left two peeks is higher than the height of the right-most peek. More formally, given the density matrix of a degreecorrected stochastic block model and a set of communities S = {r}, the sub-matrix Ω S,S formed by the rows and columns in r ∈ S corresponds to a subgraph in the networks. Suppose subgraphs A and B have the intercommunities density parameter ω wa0 and ω w b0 respectively. In Fig. 5 , using γ h causes Split Error which splits some community with ω b1 < γ h in B while using γ l causes Merge Error which merges all communities in subgraph A.
This problem is more common in large networks than in small ones, as large networks are more likely to have inhomogeneous subgraphs in different regions. For this reason, a uniform resolution limit parameter is not sufficient to resolve communities located at different "plateaus". Motivated by this "plateaus" phenomenon, we propose a multi-scale community detection algorithm which gradually increases the resolution parameter to detect community in local subgraphs.
E. Multi-scale community detection with statistical significance
We propose an agglomerative heuristic algorithm which recursively divides the network into subgraphs to detect communities at different scales. At each level of recursion, the algorithm applies a resolution parameter γ < 1 in attempt to avoid inappropriately splitting of loose communities. But it is likely to merge inappropriately small well-formed communities into large ones. Therefore, the discovered subgraphs are then passed to the next level of recursion to further detect communities with higher edge density parameter. This idea is illustrated in Fig. 4 where the peeks located at a higher plateaus need a high altitude γ h for each to have its own community.
The remaining challenge is to determine when to terminate the recursion. As the network breaks into smaller subgraphs recursively, the algorithm should stop when there is actually only one community in each subgraph. Indeed, one can always increase the resolution parameter to detect higher resolution communities in this subgraph. But it does not mean the current subgraph always contains community structures. For instance, a Erdos-Renyi random graph [20] can be partitioned into communities as long as the resolution parameter is high enough. However, we do not claim that Erdos-Renyi graph has community structures.
To ensure the detected communities are meaningful, we apply a hypothesis testing framework to ensure the significance of the partition. The null model H 0 here is defined as a simplified version of the degree-corrected planted partition model in which only one community exists, and the more general, nesting alternative H 1 is defined as the degree-corrected planted partition model whose log-likelihood is represented by Eq. (10) given the current partition g.
The null model H 0 here is a special case of the degreecorrected planted partition model [13] . The number of edges between nodes i and j follows the Poisson distribution with mean
where ω is a model parameter independent of the block assignments. Hence, we can consider this model as the degree-corrected planted partition model with only one community and the ω is the corresponding density parameter. The log-likelihood of this null model can be simplified from Eq. (2) to the following
Taking the first-order derivative of the log-likelihood above over ω, it is easy to obtain the maximum likelihood estimateω = 1, hence the posterior log-likelihood can be written as
where D is the constant term given in Eq. (11), which actually can be cancelled eventually in the test statistic as shown below. It is worth noting that the null model defined here is similar to the configuration model [26] , but they are not exactly equivalent. The configuration model [19] is a random graph model which assumes the edges are placed randomly between the nodes, while the degree of every node after such randomization is equal to the corresponding value in the original network. The network generation process in the configuration model can be understood as follows: The degrees of the vertices are represented as the number of half-links or stubs. These stubs are randomly paired with each other to create the edges. Hence, the configuration model produces an ensemble of graphs with the exact degree sequence as in the original network. The number of edges between nodes i and j averaged over the ensemble of graphs generated in this way is equal to kikj 2m where m is again the total number of edges in the original network and k l is the degree of node l. In the null model defined here, when the ω parameter takes the MLE valuê ω = 1, the expected number of edges between nodes i and j is also kikj 2m . But this null model allows multiedges and self-edges (edges connecting a node to itself). The expected degree of the node i in the null model is
In general, the alternative model H 1 splitting a network into multiple communities should fit better to the observed network than the null model does because the alternative model involves many more model parameters. The log-likelihood of the degree-corrected planted partition model, log P pp , is supposed to be higher than the log-likelihood of the null model, log P null as defined in Eq. (10) . Therefore, we use the log-likelihood ratio statistic (LLR) [22] as a test statistic to measure their difference. Given a partition of the network g, the LLR is written as
whereΩ is the posterior most-likely density parameters estimated from the given partition g. The log-likelihood ratio statistic is equal to twice the difference between the log-likelihood of two models, log P pp and log P null . It is worth noting that the partition g is detected by the generalized modularity maximization and used to compute log P pp (A;Ω g , g) in our case. A low resolution parameter γ value is used for the generalized modularity maximization here because it is likely to result in a small number of communities, limiting the number of parameters in the alternative model H 1 . Hence, it prevents the H 1 model from overfitting. Most importantly, this choice avoids the multiple re-estimation of γ, which is computationally expensive because it needs to maximize the generalized modularity over the same network many times with different γ values [13] . In practice, we choose a γ value slightly smaller than 1 in the experiments.
Plugging the specific expression of the log-likelihoods of these two competing models, Eq. (10) and Eq. (37), into Eq. (38) yields the test statistic in a simple form
where the constants B and C are defined in Eq. (11) but the parameters ω 1 and ω 0 take their MLE values, and Q(γ, g) is the generalized modularity of the partition g with a resolution parameterγ defined by posterior maximum likelihood estimate,ω 0 andω 1 are the density parameters obtained by the posterior maximum likelihood estimation given partition g. Withγ and g, it takes O(m) time to compute Q(γ, g) where m is the total number of edges in the network. Given the modularity Q(γ, g), the LLR test statistic can be computed in constant time.
In general, the alternative model H 1 splitting a network into multiple communities should perform at least as well as the null model, because the alternative model involves many more model parameters, i.e. the density matrix Ω. H 1 is accepted when the fit is significantly better, i.e. Λ g is large enough. Such significance is measured by the p-value of Λ g defined as
where Λ null is the corresponding log-likelihood value under the null hypothesis, which can be computed numerically by sampling a series of null networks generated by the null model. If the p-value is smaller than the significance level, the null hypothesis is rejected and the algorithm does hypothesis testing on the resulting communities; Otherwise, the algorithm returns the current subgraph as one single community and stops the current recursion branch. The hypothesis testing procedure is summarized below:
• Maximize the generalized modularity with a predefined γ < 1 to obtain partition g.
• Estimate the density parametersΩ = {ω 0 ,ω 1 } of degree-corrected planted partition model by Eq. (14) and the corresponding resolution parameterγ by Eq. (12) . Then compute the generalized modularity Q(γ, g) so the log-likelihood ratio test Λ g can be obtained.
• Generate a series of null networks via the null model. Compute Λ null for each null network, output the fraction of Λ null s which are larger than Λ g as the p-value.
• If the p-value is smaller than the significance level, reject H 0 and continue partitioning the subgraph. Otherwise, accept H 0 and return the current subgraph as a community.
It is worth noting that, according to the Wilks' theorem [32] , when the sample size, i.e. the number of sampled null networks, approaches infinity, the log-likelihood ratio test statistic as defined in the form of Eq. (38) is asymptotically chi-squared distributed when the H 0 hold true. We can actually avoid enumerating a large set of null networks to calculate the p-value. Instead, given Λ g , the p-value can be directly approximated using the chisquared distribution. However, in practice, the quality of g also influence the test statistic Λ g . We observed that modularity maximization over a larger network often detects better g than over smaller ones, resulting in large test statistic Λ g . Therefore, we find it more computationally efficient to terminate the current recursion branch when Λ g < τ * n sub where τ is a constant value and n sub is the number of nodes in the currently considered subgraph. The accurate calculation of p-value by sampling null networks can still be used for relatively small network when needed.
F. Experiments
To evaluate the performance of the proposed multiscale community detection algorithm, we compare it with the state-of-art greedy modularity maximization algorithm, Fast Greedy [18] , on several real and synthetic networks. For the networks with pre-defined ground truth communities, the quality of the detected communities are evaluated by the Normalized Mutual Information (NMI) and Adjusted Rand Index (ARI) metrics which requires ground truth communities. Besides, we also measure the distribution of the community sizes which usually reflects the resolution limits problem because modularity maximization either combines smaller well-formed communities into bigger ones or splits larger well-formed communities into smaller ones. The definition of the two quality metrics mentioned above are given below.
Normalized Mutual Information (NMI) [31] is defined as
where c = {c r } is the set of communities found by the community detection algorithm and q = {q r } is the set of ground truth communities. Each community c r or q r is defined as a group of nodes. The Mutual Information between two partitions, I(c, q), is defined as I(c, q) = H(c) + H(q) − H(c, q) where the entropy H(x) of a partition x = {x i } is
Here p(x r ) = |xr| n is equal to the probability of selecting a node in the r-th community in a network with n nodes. The cross-entropy between two partitions c, q is defined as
Adjusted Rand Index (ARI) [23] compares all pairs of nodes that are assigned to the same or different communities in c and q as defined below
.
(44)
Synthetic Networks
One of the standard sources of community structures for the evaluation of community detection algorithms is the LFR benchmark [24] which generates networks based on a set of pre-defined ground truth communities. In so generated networks, both the degree and community size distributions follow the power law. The main benefit of using LFR benchmark is that the ground truth communities are known. The generated networks vary with the following three parameters: γ which is an exponent of the node degree in the power law distribution, β which is an exponent of the community size in the power law distribution, and µ which is the density parameter that defines the fraction of all edges which have both endpoints inside the same community.
In our experiments, the networks generated by the LFR benchmarks have the average node degree of 9.3 and the numbers of nodes ranging from 6,000 to 11,000. The exponents γ and β are set to 3.0 and 2.0 respectively and the density parameter µ is equal to 0.25. We evaluate the modularity maximization performance using the Fast Greedy algorithm [18] . The results are measured by the NMI and ARI metrics as shown in Table II . The number of communities as a function of their sizes is plotted in Fig. 6 . One notable difference between the community detection results is that the modularity maximization merges smaller communities into larger ones so there is fewer small communities in the results than in the ground truth. This is the main reason why modularity maximization does not perform as well as the proposed multi-scale community detection which recursively divides a large community into small ones until the probability that it contains communities becomes statistically insignificant.
Real Networks
The American college football network [21] consists of 115 nodes representing college football teams playing in a league with 11 conferences. Every edge in the American college football network denotes the positive number of games played by two teams in the year 2000 season. According to [21] , each of the 11 college football conferences active at the time gets identified as one community
Histogram of detected community sizes using the state-of-the-art modularity maximization algorithm, Fast Greedy [18] , and the proposed multi-scale modularity maximization approach. This approach detects fewer small communities and more large communities compared to the ground truth due to the resolution limit problem. In contrast, the multi-scale approach detects the numbers of communities of over wider range of sizes. (a) LFR benchmark network with 7000 nodes (b) LFR benchmark network with 11,000 nodes.
because teams within a conference play more frequently with each other than with teams from other conferences. There are 8 independent teams (not members of any conference), each forming a single community. Fig. 7 illustrates the steps of significance testing of the communities at two different levels. The generalized modularity with a predefined resolution parameter γ = 0.9 is maximized to obtain partitions. As shown in Fig. 7(b) , at the first level, the networks is partitioned into 6 communities covered by the rectangles -some correspond to the well-formed ones because their community densities are larger than the resolution bound; the others, however, consist of multiple well-formed but smaller communities, each represented by an unique color. Then, the algorithm does hypothesis testing given the partition at the first level -it estimates the corresponding posterior maximum-likelihood estimates of density parameterŝ Ω and evaluate the log-likelihood ratio test Λ g . Then, the algorithm generates a series of null networks via the configuration model, given the degree sequence of the network. Since the p-value is smaller than the significance level 0.01 chosen here, which is typically used for such tests, we reject the null hypothesis H 0 and continue partitioning the each of the 6 communities. At the second level, each individual community is treated as a subgraph, and the same generalized modularity maximization procedure is repeated on each of them again. The second community at the bottom right corner has a high community density, thus, the null hypothesis gets accepted with high p-value of 0.2792, in case (i) and similarly in case (ii). However, in case (iii), as shown in Fig. 7(a)(iii) , the p-value 0.0007 is much smaller than the significance level of 0.01 used here. Therefore, the multiscale community detection algorithm rejects H 0 and further splits that ill-formed community into two smaller ones. The modularity maximization conducted by Fast Greedy obtains 6 communities similar to the ones cov- ered by the six rectangles in Fig. 7 (c) and it obtains a NMI score of 0.5572. The proposed multi-scale community detection algorithm finds 13 communities, achieving the NMI scores of 0.8728.
III. CONCLUSIONS
Since the degree-corrected planted partition model equivalent to the generalized modularity is much simpler than the degree-corrected stochastic block model, its performance on realistic large networks is inevitably limited. Although one can infer the block assignments of stochastic block model to obtain communities, this inference is actually much more complicated than maximizing generalized modularity. First, the stochastic block model requires selection of the number of communities, and selecting a large number of blocks always leads to a high likelihood of generating the observed network. Second, the agglomerative heuristic algorithm which iteratively merges neighboring blocks to maximize modularity only need to consider the adjacent blocks as candidates [18] , while the merging operation in stochastic block model involves many more (not necessarily adjacent) blocks as candidates [29] in each step.
The real networks are not necessarily generated by any random graph model -all the assumptions about network generation here are only approximations of the real community structures. But we show that although the densities of connections in communities differ from one to the other, as long as they are much larger than the background density of connections across communities, the degree-corrected planted partition model is still a good approximation that avoids the resolution limit problem, when a resolution parameter is chosen from the theoretical range given in Eq. (28) . In other words, the generalized modularity with a reasonable resolution parameter works well when the networks formation is similar to the extended planted partition model as detailed in this paper. We also show that, there is more complicated problem described as "plateaus" problem where no single resolution parameter exist satisfying all bounds. We propose a multi-scale community deteciton algorithm which requires minimal modification to the original modularity maximization method, thus preserving the fast speed and robustness of modularity maximization. Future works include applying more capable models as nested hypothesis in the significance testing framework and extending the multi-scale community detection algorithm to weighted and directed networks. 
