Since 2006, the labor market in China continued to increase a lot. Based on the analysis of main factors which affecting the labor market, this paper uses BP neural networks based on BFGS to forecast the labor market in China. First of all, dealing with the initial data, try the best to meet the requirements of BP neural network. And then, it is required to accumulate an appropriate BP neural network model, by using the actual data to verify this model. After that, comparing it with traditional statistical models, proving that the prediction model of BP neural network based on BFGS has a higher precision and practicability.
Introduction
Since the reform and opening up for 20 years, China's economy has maintained a high rate annual growth. It is not only unique in transition countries, but is rare all around the world. Unfortunately, since 1998, the rate of employment goes decline, the employment situation is becoming depressing increasingly. However, around 1988, China appeared the new growth of labor supply, at the same time, the national economy entered a period of adjustment, with the deepening of reform, and many institutions began to save labor and surplus staff, which resulting the current new employment pressure. Therefore, a reasonable perdition of employment decisions becomes the foundation of a stable economic development and important policy for social responsibilities. Thus, the forecast of the size of the tertiary industry has been paid attention to the academia.
Feed-forward neural network occupies a very important point in the theory of neural network research and modeling of nonlinear systems. The present researches are focus on learning algorithm, error function, the network structure and the convergence and stability of the network weights. It is obvious that the optimization theory can give a lot of weight learning algorithm, including the steepest descent method, which is widely used in recent years. As well as Gauss Newton algorithm and its derivation of Levernberg-Marquardt weight learning algorithm. Many reviews improved the feed-forward neural network based on Gauss Newton method, and achieved good results.
BP neural network of Quasi Newton method
The content of labor market is very important to the economic development, if the current labor market has few young people, then it is needed to re-allocation of resources. For example, change the family planning policy to obtain more workers, or migrant workers from abroad, or eliminate those aged. In order to avoid the countries in trouble or facing difficulties, it is believed that future the labor market can be regarded as an inevitable trend to the national future, because outstanding workforces can much national prosperity. Otherwise, labor quality greatly reduced then the country must decline. In recent years, along with the economic development, the overall situation of China's labor market improved a lot. It not only digest the city economic restructuring of employment pressure, but realize the total employment continued to increase, and the unemployment rate remained at a relatively low level. At the same time, because of the role of market mechanism in the allocation of labor resources participate obvious, the integration degree between cities, urban, rural and regional labor market increased gradually. Therefore, an accurate prediction of population of employment not only can provide the basis for the market, but discover problems in time before the problems take place. This paper applies the BP neural network of quasi Newton method to predict the situation of employment in China. The BP neural network used in this paper has 3 layers, they are output layer, hidden layer and output layer. Each layer has a number of neurons can be different, there are connections between the first neurons layer and the next neurons layer, and the nonlinear of each neuron transfer is a simple type S function. Therefore, the most common function form is
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c n w n b n , and the answer is: Table 2 shows that the predictions in most area are exceptionally accurate, only the error of Tibet, Qinghai, and Ningxia is relatively large. This is fully indicates that the employment market in Tibet, Qinghai and Ningxia is extremely immature and goes to an uncertain trend. Because of the advantage of BP neural network based on the quasi Newton method is its nonlinear approximation, therefore, the employment market in Tibet, Qinghai and Ningxia is not match to its nonlinear approximation, and there is no rules of the employment in these three provinces can be followed at all. On the other hand, the employment in other provinces can be well predicted by using the BP neural network.
The empirical analysis

System performance analysis
As shown in Figure 2 , the optimal solution of neural network iterative is obtained after 27 times. When iterative to the twenty-first step, it obtained the best check value, where as shown in the circle. When the system iteration to the 27th step, the training value, testing value and calibration value converge to the optimal value, it is prove that the BP neural network can predict the employment efficiently.
Figure 2: neural network iteration map
As shown in Figure 3 , the system after six times check, the convergence of the gradient evident goes to the optimal value. Figure 3 also shows that the BP neural network has good convergence of gradient prediction for the employment in china.
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Figure 3: network stability analysis map
As shown in Figure 4 , the fitting values of the neural network can fit the data well, where allow the data distributed in the fitting line on both sides evenly. At the same time, the check value and test value of fitting degree is exceedingly high. It is clearly that in table 4, the neural network can show the effect of good nonlinear approximation, the data can be distributed evenly in the fitting line on both sides.
Figure 4: Network training map
Conclusion
The prediction model of BP neural network based on BFGS uses the self-learning scheme; modify the weight value during the training process, so that the actual output vector of network is close to the expected output value. Through an example analysis of weight matrix in neural network, revised the weights and threshold with the target vector in the whole network. Finally get the predictive value, the error of the predicted value and the target vector is in an acceptable range. Therefore, it is going to draw a conclusion that is the prediction model of employment by using BP neural network can make an accurate evaluation to the employment industry. It also can be inferred that BP neural network based on BFGS has a great potential development to the future employment in China.
