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Various stability types, analogous to those in the theory of ordinary differential 
equations, are defined for some classes of integrodifferential systems of equations 
with infinite delays. Then, on the basis of a variation of constants formula and 
some results in functional analysis and Laplace transform theory, some necessary 
conditions and necessary and sufficient conditions are established in order that 
the trivial solution of a class of systems may be classified as one of the stability 
types considered in the definitions. 
Various stability types in the theory of differential equations have suggested 
the introduction of some analogous stability types for other systems of functional 
equations. On the other hand, the indication of some necessary conditions, 
sufficient conditions, or both sufficient and necessary conditions is needed to 
determine a certain stability type. There is quite a large number of papers on 
the subject. We mention only those by Corduneanu [2-71, Miller [15-171, 
Barbu and Grossman [l], Halanay [lo], and Luca [13, 141. For integrodifferen- 
tial systems of the form 
i%(t) = Ax(t) + jt B(t - Y) X(Y) dr, t :3 7 -3 0, (1.1) 
0 
where A is a given constant matrix of order II, B(t) is a given matrix function 
of order n, defined on the positive half-axis t > 0, denoted by R, , T is a given 
number in R, and x(t) is the unknown vector-valued function. Miller [16-171 
defined various stability types with respect to the initial values, analogous to 
those in the theory of differential equations, and indicated conditions ensuring a 
certain stability type. Similar problems have been studied in [16] for integro- 
differential systems of the form 
&(t) = Ax(t) + j’ B(t - 6) x(f) d(, 
-cc 
t > T, (1.2) 
where -4 and B are as above, and 7 is a given real number. 
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The results concerning stability, contained in [l&17], are based on a variation 
of constants formula established in [9] and on a condition on the operator’s 
symbol 
namely, 
(9-x) (t) = Ax(t) + 1” B(t - T) X(T) 47, 
0 
det(sl - A - B(s)) # 0, for Res 3 0, 
where B(s) is the Laplace transform of B(t). 
Lately, systems with an infinity of delays (see [2]) of the form 
have been considered, where 
(Ax) (t) = f A,x(t - tj) + s,’ B(t - T) dc(~) d7, teR,. (1.4) 
J=o 
In relation (1.4) {Ai);=, is a given series of constant n-order matrices, {tj>~=, 
is a given series of real numbers (bounded or not) and B is a given matrix 
function of order 12. 
We mention that both operator A, defined by formula (1.4), and operator F 
act in functional spaces for which the elements are defined on R, and have their 
range in the n-vectors set. In papers [2-71 various stability types of solution were 
studied. The results are based on a variation of constants formula, on some 
functional analysis results, as well as on some results of Laplace transform 
theory. In the present paper we wish to extend, naturally, to systems of form 
(1.3), the definitions of various types of stability introduced by R. K. Miller [16], 
and point to necessary conditions, sufficient conditions, and necessary and 
sufficient conditions such that such a system should have one of the mentioned 
stability types. The main results are contained in Section 3. To present them, we 
make precise in the next section the meaning of the notations and notions used. 
2. PRELIMINARIES 
In the following we use the notations: N, the set of natural numbers; R, the 
real line; J, an interval of the real line (bounded or not); V, the set of complex 
numbers. If z E %?, then 1 z 1 = (a, 5) l/s, where f is the conjugate of a; UP = 
ix I x = (Xl , x2 ,***, x,), x8 E R, i = G), 11 x II = (x.I”_, x:)‘/~; UP” = {M 1 M = 
(mi3)1~.i,j~n , mu E V for 1 < i,j < n}; if M E FPa, then 11 M 11 = (xtjEl I mii l2)1/2; 
I and 0 are the unity matrix and the null matrix of UP, respectively; C(R+ , W)= 
{g I g: R, - R”, I g tc = s”pR+ It &> II -=c + a~>; Co(R+ , ‘W = {g 1 E W, v R”), 
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lim,,, /j g(t)lj = O};L,(R+ , Iw”) = {U 1 U: R, - [w”, 1 u IL, = (jr // u(t)llP dt)lin < 
+cq 1 <p < t-co} and L,(R+, W) =(uju: R++IW”, luIL, = 
ess supt,s+ j/ u(t)11 < + a};L’,OC(R+ , W”) = (U / U: R+ - (w”, (1~ 11 u(t)llP dt)‘lP < 
+ co, for fixedp with 1 < p < CO, for every compact J from R+},L’,OC(R+ , W) = 
{U / u:R++ R", ess SuptoJjj @)iI < + cc for every compact J from R,}; d == 
L,((-a, t], R”) = {u 1 u: (-co, t] - W, 1 u I, = Jf;, II u(~)ll dr < +a, Vt E Rj. 
With analogous meaning we shall use L,(R- , Iw”), L,(R, [Wn), Lp(R- , Iw”), 
L’,OC(R, W) (1 <p < co), C(R- , UP), C(R, Iw”), C,(R- , Iw”), C,,(R, W). 
The spacesL,(R+ , lF@), L,(R, W’), L’,oc(Ri , W’), L’,OC(R, [w”‘), C(R+, @), 
C(R, UP’), Co&, R”), C,,(& ‘J@) are defined in the same way, where by !’ . !I 
we mean the norm of UP’. If f~ L,(R+ , R), g = (g, ,..., gn) EL~(R+-, [w”), 
M = (m,,) E&CR+ , R”‘), with mzj E R for 1 < i, j < n, then f(s) == 
Jz f (t) exp(--st) 4 g”(s) = (Jds),..., %(s)), and a(4 = (%(s))Ic~.K~ , for 
Res > 0, are the Laplace transforms off, g, and M, respectively. 
We mention here that the integrals are considered in Lebesgue’s sense. 
Let us consider now systems of the form 
(L.O.) k(t) = (Ax) (t), t E R,; 
(L.N.) j(t) = (AY) (4 + f (4, t E R, > 
where we assume everywhere that the following conditions are satisfied by 
operator A defined in (1.4): 
(2.1) 
4 >, 0, VjEN; (2.2) 
B EL,@+ , R"'), (2.3) 
and that f is a given function in a conveniently chosen functional space. 
Condition (2.2) means that operator A is a causal operator. Let us also note 
that if we assume that operator A acts in L,(R+ , EP2), then from (1.4) and (2.1)- 
(2.3) it results that Ax E L,(R+ , I?P) and therefore its Laplace transform (z) (s) 
exists and is given by the formula 
(A$ (s) = d(s) Z(S), Res > 0, 
where the matrix function 
d(s) = f Ai exp(-tjs) + Irn B(t) exp(-ts) dt, Res 3 0, (2.4) 
PO 0 
is called the symbol of the operator A which has an important role in 
the following. 
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For further considerations, some results established in [2, 7, 131 should be 
mentioned. 
LEMMA 2.1 (see [2]). If conditions (2.1)-(2.3) are sutzkjed, then there exists a 
matrix function X(t), dejined on R, with range in IWnP, satisfying the conditions 
i?(t) = (AX)(t), a.e. on R, , (2.5) 
x(0+) = 1, X(t) = 0, for t < 0. (2.6) 
Moreover, such a matrix can be constructed as the only solution of the integral 
equation 
X(t) = I + s’ (AX) (T) dT, for t E R, , (2.7) 
0 
X(t) = 0, for t < 0. cw 
LEMMA 2.2 (see [7]). If 
(a) operator A satisfies hypotheses (2.1)-(2.3) and 
(b) the symbol d(s), defined by formula (2.4), is such that 
det(sl - d(s)) # 0, for Res 3 0, (2.9) 
then matrix X(t), from Lemma 2.1 satisfies the condition 
X E L,(R, W”), forallq with 1 <q<oo. (2.10) 
LEMMA 2.3 (see [2] or [13]). W e assume that the following conditions are 
satisfied: 
(i) the operator A satisfies hypotheses (2.1)-(2.3) and (2.9); 
(ii) f ELp(R+ , IF?); 
(iii) h EL~(R- , W). 
Then the unique solution of (L.N.), dJi d e ne on R, and satisfying the initial 
conditions 
Y(Of) =YO, r(t) = h(t)> for t E R- , (2.11) 
is given by the formula 
r(t) = x(t) y” + W h) + St -W - t) f (5) d[, 
0 
(2.12) 
where X(t) is the matrix from Lemma 2.1 and operator Y is de$ned by the formula 
Y(t, h) = (Yh) (t) = 2 so X(t - r - tj) A,h(r) dr, tER+. (2.13) 
j=o -t, 
STABILITY OF INTEGRODIFFERENTIAL SYSTEMS 327 
Formula (2.12), with Y defined by relation (2.13), is called the variation of 
constants formula for system (L.N.) with initial values (2.11). Solution (2.12) is 
also denoted by y(t; ys,f, h). 
After these preliminaries, we can establish the main results of the paper. 
3. MAIN RESULTS 
Let us consider systems (L.O.) and (L.N.) and suppose that conditions 
(2.1)-(2.3) are satisfied. Let y(t;ys,f, h) be the solution of system (L.N.) with 
initial conditions (2.11), which is given, at least locally, by formulas (2.12) and 
(2.13). Let us now consider the problem 
where h~Ik. 
2(t) = (Ax) (t), t > to -3 0, (3.1) 
zi(t,+) = x0 E R”, (3.2) 
z(t) = h(t), t < t, , (3.3) 
It is obvious that the function z(t) = 0, t E R, is the solution of problem 
(3.1)-(3.3) corresponding to the initial conditions z” = 0, h(t) = 0, which we 
call the trivial solution of system (3.1). 
To state the results, we shall give some definitions analogous to those con- 
sidered by Miller [16]. 
DEFINITION 3.1. The trivial solution of system (3.1) is called stable with 
respect to the initial values, if for any given point (to , go, h) E R, ;( EP N 6, 
for any given number E > 0, there exists a number 8(~, to) > 0, such that the 
solution of problem (3.1)-(3.3), which we denote by z(t; t, , z”, h), is defined 
for all t 2 to and satisfies the inequality 
whenever 
(3.4) 
(35) 
DEFINITION 3.2. The trivial solution of system (3.1) is called uniformly 
stable (U.S.) with respect to the initial values if it is stable and 6 can be chosen 
independent of to. 
DEFINITION 3.3. The trivial solution of system (3.1) is called asymptotically 
stable with respect to initial values if it is stable and if, given any (to, so, h), 
one has 
Ii-i 11 z(t; to , 9, h)ll = 0. 
409/67/z-6 
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DEFINITION 3.4. The trivial solution of system (3.1) is called uniformly 
asymptotically stable (u.a.s.) with respect to (to, 9, h) if it is U.S. and if there 
exists a number 6, > 0, such that for any given .C > 0 there exists T(r) such that 
uniformly for all t > to , all to > 0, and all Zo E IFP, h E & such that 
II z” II and I h It, < 6 * (3.7) 
In the following we shall deal with U.S. and u.a.s. of the trivial solution of 
system (3.1). The main results are contained in the following theorem: 
THEOREM 3.1. Assume that conditions (2.1)-(2.3) are satisfied and let X(t) 
be the matrix whose existence is ensured by Lemma 2.1. Then 
(i) the trivial solution of system (3.1) is U.S. with respect o initial values if 
and only if the functions 
II JWII 9 p(t) = j-m I/ ltx(t - 6) B(Z + 4 d5 (1 du, 0 0 
W) = eysyp II W, S>ll , 
(3.8) 
are dejined and uniformly bounded on R, , where K(t, 5) is a matrix that will be 
defined later; 
(ii) the trivial solution of system (3.1) is u.a.s. with respect o initial values 
if and only if is U.S. and functions (3.8) tend to zero, as t + co. 
Proof. Let z(t; to , 9, h) be the solution of problem (3.1)-(3.3). From (3.1), 
we obtain 
*(t + to; to , z", h) 
= go AAt + to - 4; to, z”, h) + (‘” B(t + to - 5) ~(5; to, 9, h) d[ 
= i. Aj2(t + t0 - t,; to, 9, h) + f” B(t + to - E) +f; to , z”, h) d5 
0 
+J;; B(t + to - 6) .45; to , z”, h) dE 
= i. A,z(t + to - ti; to ,+‘, h) + lot W - 5) 4-t + to; to , x0, h) d5 
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Hence the vector function u(t) = ~(t; t, , Zo, h) = x(t + t,; t, , 90, h) satisfies 
the equation 
c(t) = (Au) (t) + f(t), for t 3; 0, (3.9) 
and initial values 
where 
u(Oi) = ZO, 
u(t) = h(t), tER-, 
(3.10) 
f(t) = I’” B(t $ to - c-1 49 dt, (3.11) 
i.e., u(t) is the solution of system (L.N.), corresponding to initial values (3.10). By 
Lemma 2.3 this problem has a unique solution on any compact interval of R_ 
and can be represented in the form 
u(t) = x(t) x0 + (Yh) (t) -t j’X(t - 5)f(E) d5, t > 0, (3.12) 
0 
where 1.1~ is the operator defined by formula (2.13) and f is defined by formula 
(3.11). 
The fact that (3.13) represents the solution of the problem follows from the 
hypotheses and subsequent reasonings. 
In the following we shall apply some reasonings analogous to those used by 
Miller [16, 171. 
Let us prove the first part of the theorem. Assume that the trivial solution of 
system (3.1) is U.S. Then inequality (3.4) is satisfied whenever z” and h satisfy 
(3.5). 
Taking E = D = const > 0, to = 0, h = 0 for t < 0, h EL~(R_ , W) for 
t --> 0 and such that 1 h It, .< S(D), form (3.4), (3.5) (3.11), (2.13), and (3.12). 
we obtain 
jl s(t) x0 I] < D, t -’ 0, (3.13) 
whenever 
/: x0 11 < S(D). (3.14) 
Or, from (3.13) and (3.14), by the principle of uniform boundedness [19. 
p. 1161 it follows that 
i.e., 
Ii -r(t)11 < Dl , t 2 0; (3.15) 
I Lx- IL, < 4. (3.16) 
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Let us take E = D, h as before, .z” = 0 and arbitrarily fixed to E R, . Then 
from (3.11) and (3.12), we obtain 
= If” (f X(t - 63 J% + 7) ds) wo - 7) 4. 
0 0 
By (3.4), (3.5), and (3.17) we can write 
X(t - ~5) B(t + rl) d5) Wo - rl) 4 /I < D, (3.18) 
Vh E d such that 
s t0 II 43 8 < W), h(t) = 0 for t E RF. (3.19) 0 
Using the same arguments as in the previous case, from (3.18) and (3.19), we 
obtain 
whence, making to -+ + co, it follows that 
dt) -G Q , tER,. (3.21) 
Finally, let E = D, x0 = 0, to = 0, h E&(R- , !P), and h z 0 on R+ such 
that 
I h lo < W). (3.22) 
Then, from (3.11) and (3.12) we obtain 
u(t) = (Yh) (t). (3.23) 
By (3.4), (3.5), (3.22), and (3.23) we can write 
Il(W @II < D, t E R, + I h lo < W% 
i.e., 
(3.24) 
Now we define the functions xi(t) as follows: 
Xdt> iI l, for t E [-tj , 01, 
n 0, L elsewhere. 
(3.25) 
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Then (3.24) can be written as 
;I f J‘O x,(&y X(t - 
,-o --u 
t, - 6) A$([) dt ji 5; D, (3.26) 
V’k with the previous conditions, 
Denote 
K,(t, S) 2 f x,(t) X(t - t, - 5) A, > (ER-. (3.27) 
,=” 
Taking into account (3.16), (3.25), and (3.27), we obtain 
By (3.28) and (2.1), by virtue of the comparizon criterion, it follows that the 
series x,“:, x3([) X(t - tj - () A, is uniformly and absolutely convergent. 
Let 
qt, s) = f x3(5) X(t - t, - 5) A, , EER-, (3.29) 
,=o 
be the sum of this series. From (3.28) and (3.29) it follows that 
Denote 
(3.30) 
“‘7?CtY 6) 2 i Xj(f) x(t - tj - 5) Ajh(Q = K,(t, 4) h(t), E E R- . (3.31) 
,=O 
It is obvious that U,(t, 6) are measurable functions with respect to f on R- , for 
each t E R, . Moreover, from the fact that K,(t, 6) converges to K(t, t), a.e. 
on R- , it follows that U,(t, 5) converges to K(t, [) h(t), as n --f ,a, a.e. on Rm , 
for any t E R, . Let us now note that the functions C.,(t, [) are summable on Rp , 
for every t E R, , and that 
I: cJ,(t, t)ll G D, I: &f)ll , V[ER_ and VtER+. (3.32) 
&\pplying the dominated convergence theorem (see [ll]) and taking into 
account (3.29), inequality (3.26) can be written as 
with 1 h 1, <I S(D). 
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Using the argument contained in [8, pp. 314, 536-5491 or in [18, pp. 275- 
2761, from (3.33) we obtain 
ess sup /I K(t, ()[I < Da = const, 
5ER_ 
tER+, (3.34) 
which implies that the function #(t) defined by (3.8) is bounded on R, . With 
these, the necessity of conditions from part (i) of Theorem 3.1 is completely 
proved. The sufficiency of those conditions follows easily. 
Indeed, assume that functions (3.8) are bounded on R, , a.e.: 
II W)ll 9 dth 4(t) d Q tER,> 
where D is a positive constant. 
Let (to , z”, h) E R, x Iw” x L,(R- , IF!“). Then, from (3.11), (3.34), and 
(3.12), we obtain 
II z(t + to; to 3 +‘t Yll d 4 x0 II + I h lo + I h ItJ < D(ll~“II + 2 I h It,), 
and if 
II fl II < d3D, I h It, < d3D, (3.35) 
it follows that 
II z(t + to; to , 9, Ql < E, Vt,eR+, VZOE UP’, (3.36) 
and for any h E d for which (3.35) is satisfied. 
Therefore the trivial solution of system (3.1) is U.S. with respect to initial 
values. For the proof of the second part of the theorem it is sufficient to prove 
that if the functions X(t), q(t), and #(t) tend to 0 as t + 00, then there exists 
6, > 0, such that for V)E > 0, we can find a number T(E) > 0, such that inequality 
(3.6) is satisfied uniformly for all t >, t,, , to 3 0, Zo E I?, and h EC? which 
satisfy 
lIzoIl ami I h It, < 6,) 
and conversely. Reasoning as in the first part of the theorem, let us take to = 0, 
hz0 for t<O, heL~(R+,W), and assume that the trivial solution of 
system (3.1) is u.a.s. From (3.12) and Definition 3.2, we obtain 
whenever 
II -qt + qa 9 II ,< E, (3.37) 
Il~ll d&t 
which implies 
STABILITY OF INTEGRODIFFERENTIAL SYSTEMS 333 
Then taking h as in the previous case, z0 = 0 and arbitrarily fixed to in R, , by 
reasonings analogous to the previous ones, we obtain 
which implies 
Finally, taking Zo = 0, to = 0, h EL~(R- , 6P), h G 0 on R, such that 
I h lo d 61 > and reasoning as in the U.S. case, we obtain 
whence 
iii-$ #(t) = 0. 
The necessity of conditions (ii) follows by the same reasoning used for the proof 
of necessity of conditions (i). With this, Theorem 3.1 is completely proved. 
Consider now the initial value problem: 
where 
d(t) = (if@ (t) + j-’ B(t - E) ~(5) dt, t >, to (3.38) 
-cc 
‘U(t,+) = 210, (3.39) 
w(t) = h(t), t ‘=I to, (3.40) 
@WV) (t) = f Ap(t - q), 
ho 
and assume that conditions (2.1)-(2.3) are satisfied. 
For this problem we introduce the same stability types of the trivial solution 
as those considered in Definitions 3.1-3.4. 
Let us note that this system is “autonomous” in the sense that if w(t; to , u”, h) 
is a solution of system (3.38)-(3.40), then o(t - to; 0, d, h) is a solution of 
system (3.38) corresponding to initial values (0, w”, PO), where hto = h(t - to). 
Indeed, because 
dw(t - to; ,w”, h) = d4t - to; to ,w”, h) 
dt 42 - to) 
= (au) (t - to) + (-to B(t - to - 5) w(t) dc$, -m 
t 2 to 3 
putting t - to = 7, we obtain that ~(7; 0, ~0, h%) satisfies (3.39) for 7 = 0 and 
(3.40) for 71 < 0, i.e. w(t - to; 0, w”, PO) has the required properties. Thanks to 
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these properties we can always assume that in (3.38)-(3.40) we have t, = 0 and 
therefore U.S. and simple stability of the trivial solution of this problem are 
equivalent. 
THEOREM 3.2. Assume that hypotheses (2.1)-(2.3) are salisjed and let X(t) 
be the matrix whose existence is ensured by Lemma 2.1. Then the following condi- 
tions are equivalent : 
(a) the trivial solution of system (3.1) is U.S., 
(b) the trivial solution of system (3.38) is U.S., 
(c) X(t) is bounded on R, and Vh EL~(R- , W), Vv” E IW, the solution of 
system (3.38) is bounded on R, . 
Proof. First we prove that (a) 3 (b). If the trivial solution of system (3.1) 
is U.S., then by Theorem 3.1 it follows that functions (3.8) are uniformly bounded 
on R,. Let v(t; to, v”, h) be the solution of problem (3.38)-(3.40). Then, 
denoting v(t; v’J, h) 2 v(t - to; 0, v”, h%), we can write 
ti(t; v”, h) 
= i. A& - tj; v”, h) + lotB(t - 14) ~(6 v”, h) dt + t B(t - 5) h(f) de 
= (A4 (G + lrn W!) h(t - 5) df = (4 (4 + f (4, t b 0, (3.41) 
where 
f(t) = Lrn WE) W - 5) dt. (3.42) 
Moreover, we have 
v(O+ ; v”, h) = v” 
v(t; v”, h) = h(t), t < 0. 
(3.43) 
Consequently v(t; vo, h) is a solution of system L.N., corresponding to initial 
values of form (2.1 l), and therefore can be represented by formula (2.12); i.e., 
v(c v”, h) = X(t) v” + (Yh) 0) + jot X(t - E) f (6) d5, t 2 0, (3.44) 
wheref(t) is given by formula (3.42). Then 
jt -W - 5)f(4> d5 = j” X(t - 0 ( jfm B(5) h(l - 7) 4) dk 
0 0 
zzz j” -V - 5) (km B(5 + 4 Y-4 d’) de (3.45) 
0 
= jm ( jt X(t - tf) B(E +4 df) h(--7) dT. 0 0 
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From (3.44) (3.49, Th eorem 3.1, and the assumption that proposition (a) 
is true, we obtain 
lj v(t; z:O, h)JJ < D )I d’ jj + 20 1 h I, , t 1:. 0. 
Thus 
I/ v(t; 210, h)lJ < E, t > 0, if 1~ u” !I and 1 h lo < l /30 = 6(e), 
i.e., the trivial solution of system (3.38) is U.S. 
Let us prove that (b) 3 (c). If proposition (b) is true then there exists 6( 1) x 0, 
such that 
‘1 r(t; YO, h)li < 1, t 3 0, if i1 zl” 11 and I h I,, ::- 6(l). 
From (3.44) it can be noted that v(t; z lo, h) is an additive and homogeneous 
function with respect to h and therefore we can write 
Ii 4t; zl”, h)(l < C = const, if 11~~1~ and I h I0 s 1, (3.46) 
where C = l/S(l). 
Let h = 0 on (-00, 01. From (3.44) and (3.49, we obtain 
I/ X(t) zJ” II < c, tER+, VZ?O E R” with ,, Z’Oil < 1. 
By the principle of uniform boundedness it follows that 
II -V>ll < c, tER+. (3.47) 
Let h eL,(R- , W) and v” E W. Then, from (3.44), (3.45), and (3.47) we obtain 
‘1 z(t; Z’O, h)lj 
-‘S c(ll O” II + f II Aj II I h lo + I h lo I B IL,; 
3=0 
i.e., for each h and VO chosen previously, the solution of system (3.38), corres- 
ponding to these initial values, is bounded on R, 
Finally, let us prove that (c) 3 (a). Hypothesis (c) implies that X EL,(R+ , 
lP2). Then, from (3.44) we obtain that for every fixed t E R, , the operator 
Fth = 1” x(t - E) (sm B(5 + T> h(+ d7) dt 
0 0 
= v(t; TJO, h) - X(t) no - (Yh) (t> 
= Lrn (lt X(t - E) W + 7) d5) 4-d dT 
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is such that 
i.e., 4 is uniformly bounded on R, . Then, because & is an additive and homo- 
geneous map of L,(R- , UP), with the norm v(t), by the principle of uniform 
boundedness it follows that p(t) is bounded on R, . 
From (3.44) and (3.29) we can write 
(Yh) (t) = v(t; VO, h) - x(t) vo - J‘I at - of(t) dt = j” ~(6 I) h(f) d[. 
0 --m 
Taking into account the previous results we conclude that 
II Yth II = II WI = ij j-” WC 5) 45) dt 11 G C + C II v” II + p)(t) I h lo < Cl; --m 
i.e., for each t, the operator Y,h from L,(R- , W) in Iw” is uniformly 
bounded. Then by the principle uniform boundedness we conclude that 
ess supBER- II K(t, f)]/ is bounded on R, . Thus we proved that the functions 
X(t), p)(t), and #(t) are uniformly bounded on R, , and, by Theorem 3.1, the 
trivial solution of system (3.1) is U.S. Q.E.D. 
By using analogous reasonings we can prove the following theorem 
THEOREM 3.3. Let conditions (2.1)-(2.3) b e satisjed. Assume that the trivial 
solution of system (3.1) is U.S. Then the following statements are equivalent: 
(i) The trivial solution of system (3.1) is u.a.s., 
(ii) given c > 0, there exists T(r) > 0, such that the soZution v(t; vo, h) of 
system (3.38) satis$es the inequality: I/ v(t + T(r); v”, h)Ij < l , uniformly for 
t~O,Vh~b,Vv”~IWnwith~h~,<l,and~~vo(j~l. 
Remark 3.1. If tj = 0, V,;EN, Aj =0, Vj> 1, Theorems 3.1 and 3.2 
become those obtained by Miller [16-171. 
Remark 3.2. Other results concerning the equivalence of some statements 
are contained in Corduneanu’s paper [3, Theorem I]. 
The restrictions of Theorems 3.1-3.3 are imposed on matrix X(t) and on the 
solutions. So we should like to establish some conditions for tj , Ai , and B such 
that matrix X(t) and the solutions satisfy the previous restrictions. To this end 
we shall prove the following theorem. 
THEOREM 3.4. Let conditions (2.1)-(2.3) be satisfied and suppose the trivial 
solution of system (3.1) is U.S. Then 
det(s1 - d(s)) # 0, Res > 0. (3.48) 
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Proof. Let us suppose that there exists s,, with Res, > 0, such that 
det(s,J - &‘(~a)) = 0. (3.49) 
Then the linear and homogeneous system 
(SJ - Jqs,)) w = 0 (3.50) 
has nontrivial solutions. Let w = w” be a nontrivial solution of this system. 
It is obvious that c@, where c is any constant, is also a solution of this system. 
Let us consider the vector-valued function 
w(t) = exp(s,t) ej”, (3.51) 
which is a differentiable function on R, and moreover, 
zqt) - f A,w(t - tj) - St B(t - [) w(5) d[ 
I=0 --41 
== sow(t) - f A, exp[sO(t - tj)] a0 - J’ B(t - E) exp(sot) WO dt. 
j=O -x 
= sow - f’ A, exp(-sotj) v(t) - Jt B(T) exp ~a(t - 7) 0’ dT 
3=0 --I: 
= 
[ 
SOI - f Aj exp(--s,+j) + &SO) v(t) = (SOI - cd(~o)) o(t). 
i=O I 
Taking into account (3.50) and (3.51), we obtain 
f(t) - f Ajv(t - t,) - 5” B(t - 5) ~(0 de = 0, tER; (3.52) 
3=0 --oo 
i.e., function (3.51) is a solution of system (3.38), corresponding to initial values 
w(0) = WO, 
w(t) = exp(s,t) u” = h(t), t <o. 
Taking ~0 in (3.51) such that Ij no (/ < Res, , we obtain 
exp[(Res,) t] 11 PO I! < (Res,) &- = 1, 
e. 
i.e., 1 h lo -(, 1. 
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A simple application of Theorem 3.2 ensures that the solution e(t), with ~0 
chosen as before, is bounded on R, . But from (3.51) we find that 
which is in contradiction with the conclusion of Theorem 3.2. This contra- 
diction leads to the conclusion that there is no so with Res, > 0 such that 
(3.50) is true. Q.E.D. 
Remark 3.3. From the previous proofs it follows that restriction (3.48) is a 
necessary condition for the U.S. of the trivial solution of system (3.1). We mention 
that one does not know, even for a simple system, whether this condition is 
sufficient. This fact was remarked by Miller [17]. 
However, for the problem 
.i;(t> = AMt) + gl(49) + jot B(t - 4 MS) + g&N)} ds + d(t), 
z(O) = ql , 
whereg,~Cr,gj(0)=g~(O)=0,j=1,2,f~X(X=L~(0,~), I,<P<co 
or X = X0(0, co)), B EQ(O, co), if the equation 
det(sI- A - B*(s)) = 0 
has one simple root sr with Res, > 0, Miller [18] proved a stability result, but 
for a special class of initial values. 
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