Abstract. In a special case our unitary group takes the form G = { geGL(p + 2,C)\'gRg= r}. with Pr Q T a subgroup of "translations". The series is analytically continued by studying the Eisenstein series arising when the above integral is transformed into an integral over r \ D. In the case p = 1 our results have an application to some recent work of Shintani, where the Euler product attached to an eigenfunction of the Hecke operators is obtained, up to some simple factors, as a series of the above type.
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Abstract. In a special case our unitary group takes the form G = { geGL(p + 2,C)\'gRg= r}.
Here IS 0 0 R= \0 0 1 \0 -1 0 is a skew-Hermitian matrix with entries in an imaginary quadratic number field K. We suppose that -iR has signature (p + 1,1). This group acts naturally on the symmetric domain D = { w e Cp, z e C|lm(z) > -\'wSwf.
If T = G n SL(p + 2, 0K ) with 0K the ring of integers in K. then an automorphic form /(h>, z) with respect to T has an expansion T.rg,.(w) ■ e1'"'rz. The functions gr(w) are theta functions. Given another automorphic form g(w, z) with an expansion T.,hs(w) ■ e2""" we define a Dirichlet series H,.(gr, h,.)r~\ Here (gr, hr) is a certain positive definite inner product on the space of theta functions. The series is obtained as an integral of Rankin type:
[ fg(lm(z)+ \i'wSwY dwdwdzdz JPr\D with Pr Q T a subgroup of "translations". The series is analytically continued by studying the Eisenstein series arising when the above integral is transformed into an integral over r \ D. In the case p = 1 our results have an application to some recent work of Shintani, where the Euler product attached to an eigenfunction of the Hecke operators is obtained, up to some simple factors, as a series of the above type.
1. Introduction. The principal result of this paper is the analytic continuation of a certain type of Dirichlet series. The series are constructed by means of the Rankin convolution of automorphic forms on unitary groups. We shall restrict mainly to the case of unitary groups of signature (2,1), remarking on the general case in §10. In the case of signature (2,1), a construction such as ours has appeared in a paper of Shintani, and we shall discuss his results at the end of the introduction. To describe our results, let K be a totally imaginary quadratic extension of a totally real number field F. (Such a Kis called a CM-field.) Suppose [F: Q] = n and A is a collection of n distinct embeddings of K into C, no two of which are complex conjugates of one another. (Such a A is called a CM-type.) Suppose Sei satisfies S" = -S and -iS*1 > 0 for all ju e A. Here p denotes the nontrivial element of Gal(K/F), which we also denote by '-', a symbol which further denotes complex conjugation when applied to elements of C. Let Here / denotes the transpose. We consider GQ as the Q-rational points of a Q-rational algebraic group G. We can identify the real points GR of this group with the product Tl^fi^, where G,= {g<=GL(3,C)\'gR»g = R>i}.
Here R1* g GL(3,C) is the matrix obtained by embedding the components of R into C via p. Thus G^ is a unitary group of signature (2,1). For elements g g Gq and u g A we have g* g Gu, and we consider GQ as embedded in G R by this means. Here we multiply two «-tuples of numbers by multiplying their corresponding entries. For more details see [7] . Given a tuple k = (k )/¡e¡i of nonnegative integers we define a factor of automorphy (1.4) Ä8.i)k-IKHft + Ify + JJ1* License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
Then j(gh, 0)k = j(g, h(0))k ■ j(h, ¡)k for g, h g Gr and 3 g D. (In general, given tuples of numbers x = (x^)^^^ and t = (t)l)ll£A we define x' = n^A*^ whenever this makes sense.) Choosing an arithmetic subgroup T of GQ, say for example r = GQ n SL (3, 6\) , where 6\ is the ring of integers in K, we can define an automorphic form of weight k with respect to T to be a holomorphic function /:
D -» C such that
for all 7 g r. Although our domain is not a tube domain, such a function has a Fourier-Jacobi expansion of the form (1.6) fU)= £ gr(w)e2"«^>. Here r"(5(/c + m) + s) = n^e^r^/c^ + m^) + s) with the usual T-function, / is a lattice associated to J, (gr, hr) is a certain positive definite inner product, and the sum is taken over J modulo a group of units U. Then our main result (Theorem 7.1) states that the function D(s, f, g) possesses an analytic continuation to a meromorphic function on the whole s-plane. Moreover, when multiplied by a suitable product of L-functions and T-factors it becomes an entire function of s. Our methods do not give a functional equation in a transparent form, except in a special case (see §8). We now discuss the paper of Shintani referred to earlier [10] . This work is concerned with automorphic forms on SU(2,1). Let / be such a form which is an eigenfunction of all the Hecke operators. Shintani attaches an Euler product L(s, f) to /and shows that L(s, f) is equal, up to some simple factors, to D(s, f, g A with an automorphic form g, dependent on /. Thus our main result implies the analytic continuability of L(s, /). This has also been obtained by Y. Flicker by a different method [2] .
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Notation. The notation of the introduction will be retained in the text. For a symmetric (or Hermitian) matrix P the notation P > 0 signifies that P is positive definite. Also, for a ring R with unit we denote by R* the group of invertible elements of R. For positive integers m and n let R"' be the ring of m X « matrices with entries in R. Write R"' = R? and Rm = /?'",. The n X n identity matrix is denoted by 1", or simply 1 when there is no fear of confusion. We let GL(«, R) or GL"(-R) denote (ÄJ^.We use the standard symbols Z, Q, R, and C to denote the ring of integers, rational numbers, real numbers, and complex numbers, respectively. Finally, for z g C we write e(z) = e2"'\ 2. Automorphic forms and Fourier-Jacobi expansions. By a lattice A £ K3 we mean a Z-submodule of finite, maximal Z-rank. For such a lattice define For an element y g Gq define /|^y as the function f(y(í)) -j(y, i)~k-The automorphic form / is called a cusp form if the constant term in the Fourier-Jacobi expansion of f\ky is zero for every y g Gq. It is worth noting that/is necessarily a cusp form unless all the components of k are equal. This follows easily from setting r = 0 in (2.8). Also,/is zero unless yk = 1 for all y g Zr.
3. Estimates for Fourier-Jacobi coefficients. Let/(tv, z) = Egr(w)e(tr(r • z)) be as in §2, i.e. an automorphic form of weight k with respect to Y. In this section we establish estimates for the functions / and gr which will be needed in the next section. Write From formula 1.17 of [7] we have
We now recall the main theorem of reduction theory, suitably specialized to our case (see Borel [1] ). Thus, for subsets A £ R", B £ C", and an «-tuple of positive numbers e = (£)l)(ie4 define a subset T(e, A, B) c D by (3.3) T(e, A,B)= ( (w, z) G D\q(w, z) > e, Re(z) e A, w g B).
Here and henceforth a condition such as x > g for «-tuples x = (x^) and y = ( y^) means x > vM for each a g A. Reduction theory (Theorem 1.10 of [1] ). There exist compact subsets A £ R" and B £ C", an «-tuple of positive numbers e, and a finite subset P of GQ so that z) = rUg(i(u,ß)). □ geP Thus we can find a fundamental domain for T contained in the set U^Pg(T(e, A, B)). Proof. Let T(e, A, B) and P £ GQ be as in the reduction theory above. By assumption/| ay is a cusp form for every y g P. It follows from the Fourier-Jacobi expansion of f\ky that (f\ky) • q(i)k/1 is bounded on T(e, A, B). But
by ( (2) If fis not a cusp form, (3.5) |g,(vf)| < Crk ■ e(-tr(r\wSw)) for 0 < r G J and with a constant C independent of r and w.
Proof. The proof of (1) follows from the formula (3.6)
for (w, iy) g D, with y g R". For, if / is a cusp form, then by Proposition 3.1 \f(w, x + iy)\ < Cq(w, iy)~k/1. Substituting this in (3.6) we obtain \gr(w)\ < Cq(w, iy)~k/2e(-i ■ tr(r • y)).
Choosing^ = -kiwSw + \/r yields the inequality (3.4).
For the case in which / is not a cusp form, we need the following lemma. there is a constant M > 0, independent of y and 3, so that (3.7) \aw + bz + cf > M-min(l, i^)1).
Here! = (1,...,1).
Proof. To simplify notation let us fix u g A and drop it as a subscript or superscript. Thus for now a denotes a , b denotes b^, etc. Assume b i= 0. Then iaS'1 ■ ä = 2 ■ lm(cb).
Using this, the right-hand side of (3.8) may be written
Using this in (3.11) and (3.8) we obtain (3.14) \b(aw + bz + c)\>\b\2 -(lm(z) + UwSw) = \b\2 ■ 4(3).
This inequality should be read with the subscript (or superscript) a in place. Since /»^Owe obtain This combined with (3.15) completes the proof of the lemma.
Returning to the proof of Proposition 3.2, suppose/is not a cusp form. It follows from the remark at the end of §2 that k^ = k^ for any two u, \p g A. Let 3 g D. Choose P and T(e, A, B) as in the reduction theory above. It follows that there are a g P and yeTso that a"1Y(3)G T(e,A,B).
Let a' = a ^(3). Note that any automorphic form (cusp form or not) is bounded on
T(e, A, B). Let us say \f\ka\ < L on T(e, A, B) for each a g P. Then
by Lemma 3.3. Substituting this inequality into (3.6) we obtain |gr(w)| < e(~i ■ tr(rv)) ■ L/Mmax(l, q(0)~k).
Again choose y = -{iwSw + \/r. Since 0 < r g / and all the entries of k are equal, it follows that r* is bounded below by a positive constant independent of r. Then
with a constant C independent of r and w. Postponing questions of convergence, £*(3, s) is a "group-theoretic" Eisenstein series. In a more general context Langlands [3] has studied Eisenstein series and obtained their analytic continuation and functional equation. In the next two sections we shall derive the necessary analytic information in a different, more explicit manner. 
We shall characterize the bottom rows of elements of T = TA for this choice of A.
Lemma 5.1. The lattice A has the following properties:
(1) A is an 0¡¿-module, Since P > 0 it is a standard fact that the right-hand side of (6.12) converges for Re(s) sufficiently large. Let A' be a coset of a lattice in F6. We generalize the series (6.12) by defining (6.14) Gx(0,s;X)= £ (r<p'm)X(mP'm)-s-X/2.
m<=R{X)/Ux
Here Ux £ 0F is the group of units which stabilize the coset X. We shall now obtain the analytic continuation of this series. (see (6.14)). All of the above steps are justified for Re(i) sufficiently large since the series of (6.21) is absolutely convergent in that range. Thus we obtain the series Gx(0, s; X) in terms of the integral of (6.18). To obtain the analytic continuation of Gx(¡,s; X) write where R is a set of representatives for { + 1}L/TT00 \ {±1}T. Substituting this in (6.18) we obtain dudv (6.23) We omit the proof of this lemma, which is routine.
Lemma 6.6. Let B be a nonnegative number and r = (a^^a h#A 0 < rM < 1. Then
with a constant C > 0 depending on B and 0F but not on r.
Proof. Let ax,... ,an be a Z-basis of 0F consisting of totally positive elements a,.
Let ( ) Therefore we can estimate T(s)Gx(¡, s, X) by the inequality (6.26). For this we need to estimate 0x(t, 3; X)\y in 3. By Proposition 6.3 it is enough to estimate any element /(t, 3) =/(t; 3, a, h, Y) of 7(<p, 3) (see (6.16)). Thus, let a = a(¡) and ß = ß(i) be the minimal and maximal eigenvalues of P, respectively. Since rtp = -rP and \rP'm\ < \rP'r\1/2. \mP'm\1/2 we have and apply (6.34) to the first factor and (6.35) to the second factor. Then for v > e we obtain from (6.33)
with B = \X + 3. Applying Lemmas 6.5 and 6.6 and the estimate (6.24) we obtain (forj g S)
where a' = min(l, atrea) and C3, Bx, and B2 are positive constants independent of 3. Now, for any positive definite Hermitian matrix H with eigenvalues 0 < 8X < ... < 8m we have 8X + ■ ■ ■ + 8m = tr H and 8X ■ ■ ■ 8m = det H. Therefore 8m < tr H and 8X > det(H) ■ ti(H)1-'". Thus the right-hand side of (6.37) is majorized by (6.38) C3k/>VpX(trP)^-^^minfl, £^etFp. Moreover, a detailed analysis shows
for y = (achd) g T0 (8) To understand the meaning of the T-factors and L-factors in 2(s) we return to the paper of Shintani [10] . In the introduction to that paper the results are stated for the special case of the unitary group given above. Thus if / is an automorphic form which is a simultaneous eigenfunction of the We do not lose much generality by these assumptions, and anyway, the general case may be handled in much the same manner. By a congruence subgroup of T we mean a subgroup containing {yGr|(y-l)A£Ar-A} for some integer N. Write . Using Proposition 5.3 one sees easily that the Eisenstein series arising in the integrand is substantially the same as the Eisenstein series considered in §6. Thus it can be analytically continued and once again we obtain an analytic continuation of D(s, f, g). Note. The sense of Lemma 9.1 is that the Dirichlet series arising from automorphic forms on congruence subgroups are no more general than those coming from automorphic forms on TX(N). Part (4) of Lemma 9.2 shows that we may even restrict our attention to the spaces Sk(N, x)-This is in close analogy with the case of elliptic modular forms on congruence subgroups of SL(2, Z).
10. The case of general unitary groups. In this concluding section we make some brief remarks on the case of unitary groups of more general signature than previously considered. In this case we take GQ as the unitary group of the matrix R Is 0 0 0 0 \p 0 -1" 0 Here S g GL(ç, K) satisfies 'S" = -S and -iS" > 0 for each fteA. Thus the real points of Gq can be identified with n copies of a unitary group of signature (p + q, p). This groups acts on a Hermitian symmetric domain D = Tl^^Dâ nalogous to (1.3). (For more details see [7] .) The material in § §1, 2, 3 and 4 can be duplicated in this more general setting. However, Proposition 5.3 of §5 does not generalize as stated. To state a theorem in the general case denote by x(g) the bottom p rows of an element g G GL(2/> + q, K). Define an element x g (0K)^p + q to be primitive if x = x(g) for some g G GL(2/> + q, &K). Let r=GQnSL(2p + q,0K).
Then we have The proposition asserts that under left multiplication by GL(p, 6K) and right multiplication by V, the set (10.1) has finitely many double cosets. This follows from the well-known finiteness of the double coset space Aq \ GQ/r, with NQ defined as in (2.2). Proposition 5.3 essentially asserts that in the case/? = q = 1, we may take m = 1. Without proof we state that this continues to hold whenever q = 0 or 1, and that in general m > 1 if q > 1.
In §6 we obtained the analytic continuation of Eisenstein series defined as sums of a factor of automorphy over a set such as (10.1) (see (6.1)). This method seems only to work in the case p = 1 (rank one unitary groups). Restricting to this case but allowing q > 1 we can generalize Theorem 7.1. Unfortunately, we do not obtain the analytic continuation of D(s, f, g), but rather of ¿Z"Lxc¡D(s, /, g,), where/ = / ° a~l and g, = g° ajl, with ax,...,am as in Proposition 10.1, and the c, are certain numerical constants independent of/, g and s. This unsatisfying situation is imposed on us by Proposition 10.1, and is the reason we restricted to the case p = q = 1 throughout the rest of this paper. It would be interesting to refine Proposition 10.1 by obtaining an explicit characterization of those elements x g (0K)^p+q which are the bottom p rows of an element of Y. As already stated the conditions x<b'x = 0 and x primitive are not in general sufficient. One may hope to remedy this by imposing some congruence conditions on x and T, but this will not work in general.
Note added in proof. The author has recently learned of some recent work of Piatetski-Shapiro and Rallis in which they obtain new integral representations and analytic continuations of some L-functions attached to classical groups, including unitary groups.
