Abstract. We study the Heterogeneous Multiscale Method (HMM) applied to mechanical systems with solution-dependent high frequencies. Using the example of a stiff spring double pendulum, we formulate a symmetric HMM. It is shown that, for our approach, a correct initialization of the microscale simulation depends crucially on the adiabatic invariance of the actions of the system. Moreover, this almost-invariance property guarantees the existence of an underlying effective DAE system, which we derive. As we explain, the class of systems under consideration can still be transformed into a setting where an effective system is explicitly available. The analysis is done using canonical transformations proposed by K. Lorenz and Ch. Lubich. It provides general insights into the numerical behavior and into the development of integrators for the systems under consideration. Finally, we show numerically how other integrators, namely FLAVORS and the impulse method, fail to resolve the correct dynamics.
Introduction
The framework of Heterogeneous Multiscale Methods (HMM) was originally proposed in E & Engquist (2003) for the efficient computation of multiple time-scale problems and was surveyed in E et al. (2007) . A common strategy for the construction of HMM-style integrators is to use analytical insight into the shape of an underlying effective system and set up HMM suitably.
In Ariel et al. (2009) , the authors consider systems of the formż = ε −1 f (z)+g(z). It is assumed that there exists a transformation that decomposes this system into slow, fast, and dissipative variables in a way that the slow variables are approximated by the solution of an effectively closed system (being independent of the fast and dissipative parts), which allows for an application of HMM in original coordinates to resolve this slow dynamics. The proposed algorithm first identifies slow variables by numerical means and then uses HMM to approximate the effective behavior of the system. Averaging is done in transformed coordinates. In the present work, for the class of problems under consideration, we deduce the existence of an effective system in original coordinates for certain slow variables from the special structure of the original system. This is accomplished by a series of canonical transformations proposed in Lorenz (2006) , Hairer et al. (2006) , which also decompose the system into slow and fast parts. Under further assumptions on the frequencies of the system, the analysis behind the transformations yields almostinvariance of the actions, which are slow variables. The present work takes particular advantage of this invariance property. Together with a suitable way of projecting, this allows to do averaging, where necessary, in original coordinates. Initializing the micro simulation properly in order to get sufficiently accurate approximationsF (Z) is a important element of HMM (see the references above and Section 3.3). In the following, it will become clear that, in the case of Hamiltonian systems with solution-dependent frequencies, initializing the micro simulation has to be done most carefully.
Usual error analysis compares the HMM approximation Z HMM to the effective solution Z. It turns out that HMM is stable if the macro solver is so, and one gets fairly general estimates of the form
where k is the order of the macro solver, and e(HMM) is the error in estimating the forcesF (Z), the latter depending on the chosen technique of averaging, see E (2003) , E & Engquist (2003) , , Sanz-Serna (2009) . A corresponding result will be shown in Section 3.7.
Throughout the whole article, upper-case variables exclusively refer to underlying effective systems such as (2). Using angles q 0 = (q 01 , q 02 ) T and elongations q 1 = (q 11 , q 12 ) T , we perform the canonical transformation x = χ(q), y = χ (q) −T p, where
(l 1 + q 11 ) sin q 01 −(l 1 + q 11 ) cos q 01 (l 2 + q 12 ) sin q 02 + (l 1 + q 11 ) sin q 01 −(l 2 + q 12 ) cos q 02 − (l 1 + q 11 ) cos q 01
to find a Hamiltonian in the new coordinates of the form
with symmetric positive definite matrices M (q) = χ (q) T χ (q) and A = diag(α 2 1 , α 2 2 ).
In the positions, the dynamics of system (5) seems to be a superposition of averaged motions, varying slowly, and fast oscillations, which are small in terms of ε (see upper half of Figure 3 for the corresponding dynamics in angle-elongation coordinates), whereas the dynamics in the impulses differs by a term of size O(1), see a similar observation in Calvo & Sanz-Serna (2010) . In addition, as ε → 0, we observe convergence behavior for the dynamics of the positions (see lower half of Figure  3 ). Together, this suggests the existence of an underlying effective system. Because of the oscillatory energy V (x) in (4), the system exhibits an oscillatory force which influences its behavior, in contrast to a pendulum with rods of fixed lengths, see Figure 4 . Therefore, the influence of this force must be studied and taken into account by the numerical integrator.
2 Highly-oscillatory Hamiltonian systems with solution-dependent frequencies
General setting
We consider systems of the general form (see, for example, Hairer et al. (2006) , Chapter XIV.3) 
Enlarged dynamics for 4 ≤ t ≤ 5. All solutions are integrated using Störmer-Verlet with small step size h = ε · 10 −4 . with a symmetric positive definite mass matrix M (q), a potential U (q) and a positive definite stiffness matrix A(q 0 ), all depending smoothly on the positions q = (q 0 , q 1 ) ∈ R d × R m , and bounded energy; hence q 1 = O(ε). Accordingly, we decompose p = (p 0 , p 1 ) ∈ R d × R m . We apply a series of canonical transformations proposed in Lorenz (2006) , Hairer et al. (2006) , summarized as q = ψ(q), p = ψ (q) −Tp , that take the Hamiltonian into a form that permits a precise analysis and gives rise to an application of HMM (see Hairer et al. (2006) , Chapter XIV.3 for a detailed description of the transformations; a comprehensive outline is also given in the appendix, which we will refer to in later sections occasionally):
• Assuming certain conditions on the frequencies, there exists an effective system, which will be formulated later.
• This system can be taken back into an effective system in cartesian coordinates with only partially known force terms. Thus, the scenario for setting up an HMM-style integration is given.
• Under the same assumptions on the frequencies, we get to know adiabatic invariants which the application of the HMM is crucially based on. The Hamiltonian system in the new variables takes the forṁ
where the symmetric positive definite matrix M 0 (q 0 ) is the upper left (d × d)-block of the mass matrix in (7), and U (q 0 ) is the potential in (7), both evaluated at (q 0 , 0),
is the diagonal matrix of the solution-dependent frequencies, which results from diagonalizing the mass matrix of the fast variables (see appendix), and f 0 , f 1 , g 0 , g 1 are functions of complicated form, but small with respect to ε in case of separated frequencies (see Hairer et al. (2006) for a detailed derivation of system (8), and see (9), (10)). Without loss of generality, we assume ω j (t) := ω j (q 0 (t)) ≥ 1 to ensure that the system remains highly-oscillatory, choosing ε appropriately. The condition of bounded energy is now (after rescaling positions and momenta, see appendix) given
If the frequencies remain separated, i.e.,
for j = k, with a positive δ independent of ε, the functions f i and g i are small with respect to ε (see again Hairer et al. (2006) , Chapter XIV.3):
In case of separated frequencies, the dynamics ofp 0 andq 0 in system (8) are coupled to the highlyoscillatory componentsp 1 andq 1 only via the small terms f 0 and g 0 and the oscillatory forces
which depend on the actions
for j = 1, . . . , m, and on changes of the solution-dependent frequencies. In that case, using (8), we get |İ j (t)| ≤ C, t ≤ const, independent of ε, i.e., I j are slow variables in the sense of Ariel et al. (2009) . Therefore, we find the slow systeṁ
To solve this system after transformation into cartesian coordinates numerically, in general, one would have to evaluate the transformed actions. Unfortunately, we lack a cartesian counterpart of I j (t) and computing these quantities using techniques of averaging does not seem possible. However, in the case of adiabatic invariances of the actions, there is a way to circumvent this difficulty (at least partly), as we shall explain in the following.
A crucial contribution in finding an appropriate effective system and applying the HMM are the adiabatic invariances of the actions:
These invariances hold true if (9) and the non-resonance condition on the frequencies
for all j, k, l, are satisfied (see Hairer et al. (2006) for a proof). Assuming (13), we consider (12) as the effective system, replacing I j (t) by its initial values I j (0), for j = 1, . . . , m. We emphasize that the dynamics of the effective system depends crucially on the values of I j (0) and, therefore, on the initialization of the overall HMM integration, especially, onp 1 (0) andq 1 (0) (see (11)).
Remark 1. In case of the stiff spring double pendulum, the invariance of actions property need not be fulfilled. For example, consider the choice of parameters l 1 = 1, l 2 = 3/4, α 1 = 1, ε = 10 −3 , and initialization
Choosing α 2 = 1 preserves the actions up to O(ε) (although the frequencies are occasionally resonant), but setting α 2 = 0.7 leads to almost-crossings of the frequencies and there occur jumps of order independent of ε in the actions, see Figure 5 . A second example given by the parameters l i = 1, α i = 1, ε = 10 −4 , and initialization
illustrates that the violation of condition (14) can lead to jumps as well, see Figure 6 . In the latter two cases, the effective system ceases to exist. T with α 2 = 1 (above) and α 2 = 0.7 (below). Right: The actions I i are invariant up to O(ε) for α 2 = 1 (above) and cease to be so for α 2 = 0.7 (below). Throughout the whole article, frequencies plus actions plots are obtained using Störmer-Verlet applied to (5) with step size h = ε · 10 −3 (see also Figures 6 and 10).
Remark 2. We emphasize that because of the frequencies depending on the solutions, there are oscillatory forces in (12). These forces depend on changes of the solution-dependent frequencies, which constitutes a crucial difference (for instance in the micro initialization) as compared to systems with constant frequencies, see below.
Remark 3. In case of adiabatic invariances (13), initial values p 1 (0) = O(ε 1/2 ) and q 1 (0) = O(ε 3/2 ) will lead top 1 (0) = O(ε) andq 1 (0) = O(ε) (see the transformation of rescaling the positions and momenta in the appendix) and thus yield I j (t) = O(ε). In particular, the effective system reduces to the system (12) without the last term in the first equation, i.e. without oscillatory forces, which is the rod double pendulum. 
The actions exhibit jumps in case of resonance.
We use effective dynamicsQ 1 =P 1 = 0 to transform the system back via ψ into the coordinates of (7) (in this case, almost all transformations become trivial, see appendix). This choice can be justified by averaging the fast variables (given by equation (3.15) of Hairer et al. (2006) , Chapter XIV.3) and also by the results of Ariel et al. (2012) . The dynamicsQ 1 = 0 is additionally motivated by the bounded energy conditionq = O(ε 1/2 ) and the limit ε → 0 (recall the transformation of rescaling the positions and the momenta given in the appendix). In the coordinates of (7), the effective variables P 0 and Q 0 still fulfill system (12), the effective dynamics of the fast variables is given by
(see appendix for a definition of C, G and the incorporated transformations), and the corresponding Hamiltonian reads as
The last term is the effective oscillatory energy, which can be seen as driving the slow motion of an ordinary double pendulum.
The Hamiltonian (16) can be interpreted as a family of Hamiltonians depending on the parameters I j (0). Every set of initial values p 0 , p 1 , q 0 , and q 1 of the system corresponding to the Hamiltonian (7) determines the values of these parameters. We will see in the next section that this observation causes problems in initializing the micro simulation of a HHM because we have to get the "same" Hamiltonian within the family.
Effective system of the stiff spring double pendulum
In the case of the stiff spring double pendulum, transforming (16) into cartesian coordinates using the transformation (see (6))
T , where Q 1 and P 1 are given as in (15). In doing so, the potential U (Q 0 ) is transformed to U (X), the smooth potential energy of the Hamiltonian (4), whereas the effective oscillatory energy of (16) is transformed to V (X, I), the corresponding effective oscillatory energy in cartesian coordinates, which depends on the parameters I = (I 1 , I 2 ). The kinetic energy is expected to be the kinetic energy of the ordinary double pendulum with rods instead of springs. In fact, using
T P 0 as in (15), and
00 M 01 C(Q 0 ) (see again the appendix for a definition of C, G), and, thus,
Eventually, this yields the effective cartesian Hamiltonian
where the kinetic and potential energies from (4) exactly reoccur and V (X, I) is the effective oscillatory energy depending on the actions I = (I 1 , I 2 ), which are almost-invariant in the adiabatic case (9), (14). The constraint Q 1 = 0 reads as
which leads to the constrained effective Hamiltonian systeṁ
with effective oscillatory force F (X, I) = −∇ X V (X, I), where Λ = (Λ 1 , Λ 2 ) T consists of Lagrange multipliers. However, V (X, I) and F (X, I) are not explicitly known in advance without using the transformations and it is therefore natural to apply HMM to integrate (17).
Remark 4. According to Remark 3, initializations (x 0 , y 0 ) with g(x 0 ) = O(ε 3/2 ) and g (x 0 )y 0 = O(ε 1/2 ) will lead to vanishing oscillatory forces up to O(ε). Together with F (X, 0) = 0, the corresponding constrained effective Hamiltonian system for such initial values is given by the constrained Hamiltonian system of the double pendulum (with rods instead of springs):
Remark 5. In haček variables, the solutions of (8) and the system corresponding to (16) and, thus, the cartesian solutions of (5) and (17), in the positions, differ only by a term of size O(ε). In contrast, the impulses in cartesian coordinates differ by terms of size O(1) due to the oscillations of the solution of (5) orthogonal to the configuration manifold {q | g(q) = 0}. However, if we project the impulses onto the corresponding tangent space, they differ by an O(ε) term only, see Figure7 . Figure 7: Comparison of the underlying effective system (17) with fast dynamics of (5) for different choices of ε. The initialization is
T with l i = α i = 1. The dynamics is computed by Störmer-Verlet with step size h = 10 −4 applied to the system corresponding to (16) and h = ε · 10 −4 applied to (5), respectively. Right: The difference in the impulses is of size O(ε) only after projection onto the tangent space.
Remark 6. We emphasize that, given the system (12) after transformation of (5), the problem can be solved using adiabatic integrators as outlined in Cohen et al. (2006) , Hairer et al. (2006) . Furthermore, given invariance of the actions, one could solve the system corresponding to (16) using a standard ODE solver with ε-independent step size.
3 HMM for the stiff spring double pendulum
Macro integration
As a macro integrator, we use the classical RATTLE algorithm (symmetric, symplectic, order 2; see Hairer et al. (2006) , Chapter VII.1.4), but with estimated force terms: given X n , Y n satisfying g(X n ) = 0, g n Y n = 0, compute
where we abbreviate f n = f (X n ) andF n , g n , Λ n , N n analogously. The force f n stems from the potential energy U (X n ) and is therefore simply evaluated at X n , whereas the bar onF n (I) indicates that the oscillatory force is approximated by averaging over the force f ε in (5), see below for a precise description. The quantities Λ n and N n denote discrete Lagrange multipliers.
Side note: HMM for systems with constant frequencies
Applications of HMM to the accelerated inverted pendulum have been proposed in Calvo & SanzSerna (2010) , Sanz-Serna (2009), and Sharp et al. (2005) . In Calvo & Sanz-Serna (2010) , Sanz-Serna (2009), using the technique of modulated Fourier expansions, an appropriate effective system has been derived as a starting point of an HMM algorithm with simple micro initialization (zero impulses, current positions X n ).
Next, consider a spring double pendulum with just one stiff spring; without loss of generality, α 1 = α · ε in the Hamiltonian function (4). Following the analysis given above, one deduces that there is just one frequency, which is constant, and therefore, an oscillatory force in the system corresponding to (17) does not occur. In particular, the underlying slow system does not depend on the actions I j . This yields an equally simple micro initialization (zero impulses, current positions X n ), as is justified by the proof of the theorem below, see Section 3.7.
In contrast to these examples, the stiff spring double pendulum as introduced in Section 1.2 exhibits two varying frequencies, which both depend on the solutions. This yields an oscillatory force term F (X, I) depending on the actions, see (17). Therefore, as we explain in the next section, the micro simulation has to be done more carefully using the invariance of the actions.
Micro simulation: Initializing
Having obtained values X n , Y n , at time-step t n , a micro simulation plus filtering is carried out yielding an approximationF n (I) to the effective oscillatory force F (X(t n ), I). The micro simulation (carried out by means of a standard numerical integrator) resolves the differential equation (5) on a small interval, which can be chosen without loss of generality around t = 0, for instance [−η, η], due to the autonomy of system (5). We obtain force values
, where x m n ≈ x n (t m ) with time steps t m = hm, for m = −M, . . . , M , and x n (s), y n (s) is the solution of (5) with initialization
We shall omit the macro subscript n for the moment. The choice y(0) = 0 is motivated by the following observations: The terms f 0 and g 0 in (8) can be neglected (use the nonlinear variation-ofconstants formula in Hairer et al. (1993) , Thm. I.14.5), hence, due to the invariance of actions (13), the dynamics (8) decouples intop 0 ,q 0 andp 1 ,q 1 . Up to an error of order ε, the fast variablesp 1 ,q 1 satisfy (see (11),(13))
for all s ≤ const., in particular,p 1 (0) = 0 is a viable choice that doesn't affectp 0 andq 0 , as long aš q 1 (0) = O(ε 1/2 ) is adjusted properly according to (19) when propagating the 0-variables , i.e.,
Nevertheless, this yields an exact dynamics whose underlying effective dynamics is the very dynamics propagated by the HMM macro solver. Indeed, the error analysis in Section 3.7 reveals that the averaged forcesF n (I) are independent of the choice ofp 0 (0) up to small terms. Now,p 1 (0) = 0, p 0 (0) = 0 implies y(0) = 0 and vice versa.
As for the yet unexplained initialization X mic n , consider the idea x(0) = X n . This implies that the oscillatory forceF n (I) vanishes, and we are stuck on the manifold described by g(X) = 0, ending up with the system with fixed rods. Therefore, to prevent this loss of energy, one has to take account of the invariance of actions in the following way (see Figure 8 for a schematic description): At the very beginning of the overall integration, compute I j (0) from given HMM initializations x(0) and
see above. Then, in each macro step, proceed as follows:
T from X n via the transformations χ and ψ. As X n satisfies g(X n ) = 0, we automatically haveQ n 1 = 0.
• Transforming back, recover X mic n from newly computedQ n 0 and initially computedQ 0 1 as in (21) and, thus, obtain adjusted position values.
Updating X n amounts to re-enhancing the positions in each component and, thus, recovering the "lost" oscillatory energy information. 0) using the transformations , see (6), and , see appendix, in case the parameters I j (0) are no t given. The choiceP 1 = 0 then requires to seť
above. Then, in each macro step, proceed as follows:
T from X n via the transformations and . As X n satisfies g(X n ) = 0, we automatically haveQ n 1 = 0.
• Transforming back, recover X mic n from newly computedQ n 0 and initially computedQ 0 1 as i (21) and thus obtain adjusted position values. pdating X n amounts to re-enhancing the positions in each component and, thus, recovering th ost" oscillatory energy information. 
some . Separable Hamiltonian systems with zero momenta initialization yield even positio lutions, thus, choosing y(0) = 0 in the micro-initialization makes the solution x(s) of (5) an eve nction. Therefore, together with the symmetry of the filter kernel, it su ces to average over th terval [0, ⌘] . Thus, we abbreviate
and define the oscillatory forces via filterin
th an axially symmetric integrand. LetF n (I) (see the RATTLE-scheme (18)) be the average rce approximating the above integral by a quadrature-formula using the approximations of th lution x n given by the micro-integration.
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Figure 8: Re-enhancing the positions.
Averaging
Finally, we use an even filter kernel K : [−1, 1] → R which has the properties
for some β. Separable Hamiltonian systems with zero momenta initialization yield even position solutions, thus, choosing y(0) = 0 in the micro initialization makes the solution x(s) of (5) an even function. Therefore, together with the symmetry of the filter kernel, it suffices to average over the interval [0, η] . Thus, we abbreviate
and define the oscillatory forces via filtering byF *
with an axially symmetric integrand. LetF n (I) (see the RATTLE-scheme (18)) be the averaged force approximating the above integral by a quadrature formula using the approximations of the solution x n given by the micro simulation.
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HMM algorithm
The above considerations are summarized in the following algorithmic description:
1. Initial conditions, action parameters: Given X 0 = x(T 0 ), Y 0 = y(T 0 ), set n = 0. Compute I j (0) andQ 0 1 according to (21).
Force estimation:
(a) Micro simulation: Initialize x n (0) = X 0 , y n (0) = Y 0 and find the functions x n (s), y n (s) in the window [−η, η] by integrating the exact system (5).
(b) Averaging: Compute (numerically)
3. Macro step (I): From X n , Y n , andF n (I), compute X n+1 , Y n+1/2 using RATTLE.
4. Force estimation: From X n+1 , computeF n+1 (I) as in 2. on [0, η], but with micro initialization x n (0) = X mic n , see the discussion in Section 3.3.
Macro step (II):
From X n+1 , Y n+1/2 , andF n+1 (I), compute Y n+1 using RATTLE.
6. While T n + H ≤ T end , set T n+1 = T n + H, n = n + 1, then repeat 3. -5.
Side note on symplecticity
As for the problem of symplecticity, an inner derivation of the micro solution has to be taken into account when differentiating the averaged forces with respect to the micro initial values, making the derivative possibly unsymmetric. For this reason, symplecticity may not be given, in general. More precisely, in order to study symplecticity, we assume micro simulations to be done exactly. Furthermore, we choose initializations with vanishing actions, thus, X mic n = X n in step 4 of the algorithm, and we use the trapezoidal rule to approximate the integral in step 2(b). Together, this yieldsF
where x n (s) depends on the initial value X n only (but not on Y n ), and the prime on the sum indicates that the first and last terms are taken with the factor 1/2. Differentiating with respect to X n gives
The matrix ∂ ∂Xn x n (s) solves the variational equation
and is in general not symmetric, see Figure 9 . Hence, an HMM constructed as above may not be symplectic.
Besides that, symplecticity would not be a crucial feature of our algorithm because we are not interested in long-time integration. This is due to the fact that, for longer times, in general, one cannot expect the actions to remain invariant and, thus, one may not be able to provide suitable micro initializations over longer times. Step size vs. error (maximum norm) at time η = 20 · ε for the integration of problem (24) using Störmer-Verlet with step sizes h = 2 −i /5 · ε, i = 1 . . . 9, with parameters l i = α i = 1, ε = 10 −3 . As a reference, problem (24) is approximated by the Störmer-Verlet method with step size h = ε · 10 −4 . In both cases, the solution x n (s) is approximated by Störmer-Verlet applied to (5) with corresponding step sizes and initialization
, no symmetry for decreasing step size.
Global error
Besides an error due to the chosen macro integrator, the error from the above HMM algorithm for the stiff spring double pendulum decomposes into an error due to filtering, an error due to quadrature and an error due to micro simulation.
In order to get a convergence result of the general form (3), we have to make use of the projectors
in contrast to Calvo & Sanz-Serna (2010) . We prove the following global error estimate for the preceding HMM:
Theorem 3.1. If the kernel K ∈ C β (−1, 1) satisfies the conditions (22), we find for the global error of the HMM consisting of a RATTLE algorithm with estimated forces and step size H as a macro solver, Störmer-Verlet with step size h on the interval [0, η], η ≥ ε, as a micro solver, and the trapezoidal rule as a quadrature formula applied to system (17) the estimates
with
where the error ρ is composed of
Corollary 3.2. With the choices
the error components behave as
where P n = P(X(t n )) and
is the projection of the difference between exact averaged and filtered oscillatory forces. This yields a perturbed one-step method of the form
Using the discrete Gronwall lemma and the fact that the classical RATTLE scheme if of order 2, we get
for the global error after n macro steps, with ρ defined as above.
In order to estimate ρ n , we split it up according to the different sources of error, i. e.
where the individual terms originate errors due to micro simulation, due to quadrature, and due to filtering, respectively, andF • n (I) is computed in the same way asF n (I), but using the exact solution x n (s) rather than the approximations x m n .
Before we estimate the different errors, we consider an arbitrary force f (x) generated by a potential U (x) in cartesian coordinates, i.e. f (x) = −∇ x U (x). Applying a canonical transformation x = χ(q) and defining U (q) = U (χ(q)) give the relation of the corresponding forces
In case of the transformation χ of (6), a straightforward computation reveals that
where I 2 is the (2 × 2)-identity.
In the remainder of the proof, we omit all macro indices n and dependencies on t n .
As for the error due to micro simulation carried out by Störmer-Verlet, consider the difference of the sumsF
The Lipschitz constant L ε of f ε is of order O(ε −2 ). A standard error analysis for the global error of the micro integrator reveals that
where we make use of the fact that y(s) = O(1) due to boundedness of energy. If η depends only linearly on ε and h = O(εH), we end up withF (I) −F • (I) = O(ε −1 H 2 ). However, with the help of the projector, we can estimate the error due to micro simulation as follows: Using
with terms σ m 1 = O(ηL ε h 2 ) + σ m 2 and σ m 2 = O(η). Since in case of the spring double pendulum, the matrix A in (7) is constant, we have f ε,0 (q) = 0. Therefore, due to (27) and (28), the first two terms in (30) vanish. Eventually, we can estimate
As for the quadrature error, we abbreviate k(s) = K η (s)f ε (x(s)). For simplicity reasons, assume an even β ≥ 2. Using the Euler-Maclaurin formula, one obtains
where B n is the n-th Bernoulli number, for some ξ ∈ (−η, η). The sum vanishes due to the kernel properties (22). We find K
, and thus, applying the Leibniz rule to k (β) (s), one has
As for the error due to filtering, using (27), we find
Because of (28) and f ε,0 (q) = 0, we just have to estimate the difference
where N (s) is the upper right (2 × 2)-block of the product χ (Q) T χ (q(s)) −T and F 0 is the first two components of the forces F (Q, I), which only depend on Q 0 (and I). Obviously, there exist µ j with
which can be obtained explicitly by lengthy, but elementary computations.
We emphasize that according to condition (20), the initial valuesq 1j (0), and thus, together witȟ p 0j (0) = 0, alsoq 1j (s) are of size O(ε 1/2 ). Hence,q 1 (s) = O(ε) (see appendix).
Using the transformation χ, we find
Although the entries of N (s) are small in terms of ε, the fact that f ε,1 (q(s)) = O(ε −1 ) forces us to carefully compute the dominant terms of N (s): Together with q 0j (s) =q 0j (s) + e T j G(q 0 (s))q 1 (s) (see appendix), Taylor expansions give
where the matrix G is evaluated at Q 0 (t n ). As done in Section 3.3, we make use of the nonlinear variation-of-constants formula to neglect the terms f 0 and g 0 in system (8). Thus, we can concludě
due to p(0) = 0 and s ∈ [0, η]. Eventually, we arrive at
Inserting into (32) and transforming, together with an analogous result for cos q 0j (s), yield
, where all matrices are evaluated at Q 0 (t n ). Taking into account the results about ρ micro and ρ quad , we sensibly assume
due to the transformation ψ (see appendix), where again all matrices are evaluated at Q 0 (t n ). Expanding the integrand leads to
where the µ j turn out to be exactly the ones in (31) and ν j , ν ∈ R 2 with ν j = O(ε 1/2 ). It remains to show that
whereas the last three integrals together with the coefficients vanish up to small terms of the same size. For that purpose, we derive an explicit expression for the exact solutionq 1 of (8).
Skipping the terms f 1 and g 1 in (8) produces an error of size O(ηε 1/2 ) on [0, η], which is compensated by the form of the integrands or ν j = O(ε 1/2 ) in (33). Using the definition Φ(s) = diag(ϕ 1 (s), ϕ 2 (s), −ϕ 1 (s), −ϕ 2 (s)), ϕ j (s) = ω j (s), and the diagonalization
we find
Inserting this expression into the integrals of (33), we find
Integration by parts and the kernel conditions (22) yield (34). Similarly, we get
, the latter being due both to cos a · cos b = 1 2 cos(a + b) + 1 2 cos(a − b) and condition (9). We end up with the desired estimate for the error due to filtering.
Numerical experiments
To avoid numerical problems computing the approximations Λ n of the Lagrange multiplier by a Newton-like method, we project the averaged forcesF n (I) onto the tangent space at X n of the configuration manifold given by g(X) = 0, i.e., we replace the forceF n (I) in (18) by the projected force P(X n )F n (I).
We integrate the stiff spring double pendulum with parameters l i = α i = 1 for different choices of ε. For the macro and micro integrations, we take the RATTLE method with estimated force terms and the Störmer-Verlet method, respectively. As a filter kernel, the exponential weight function
is used, with the constant C chosen to ensure 1 −1 K(s) ds = 1, see , which is an even C ∞ function on (−1, 1). As a quadrature rule, we apply the trapezoidal rule.
In accordance with the above error analysis, our choice of filter kernel makes the choices of microscale step size and length of interval
The chosen initializations are
see also lower half of Figure 3 , and
As for the frequencies, we find
where s = sin(q 01 − q 02 ). In both cases, the actions are almost constant, and, therefore, the effective system exists, see, e.g., Figure 10 for the choice ε = 10 −3 . (14) is occasionally not fulfilled).
As a reference, the effective system corresponding to the Hamiltonian (16) is approximated by the Störmer-Verlet method with step size h = 2.5 · 10 −6 , the results being translated back into cartesian coordinates. Figure 11 shows the maximal error (maximum norm, maximum over all discrete times) in both positions and impulses for different choices of macroscale step size H and different choices of ε. The plots reveal that the method is of order 2 for sufficiently small ε, but the O(ε) term in the error estimate can become dominant for large ε. The above analysis shows that the integrator has to take into account the adiabatic invariance of the actions. In Tao et al. (2010) , the multiple time-step integrator FLAVORS is proposed. Integrating the stiff spring double pendulum using FLAVORS composed of two symplectic Euler methods of step size τ and δ − τ , respectively, with initialization (36) and ε = 10 −4 , we observe a violation of the invariance condition, see Figure 12 . As time-step sizes, we choose τ = ε/100, δ = 10 −3 (see the notation in Tao et al. (2010) ). The left plot of Figure 13 shows the maximal error of the positions for different choices step size δ with initial values (36) and
T . For the second initialization, we get I j = 0, j = 1, 2. Whereas in the first case no convergence is observed, order 1 behavior of the errors is found in case of vanishing actions I j = 0. The error plots give a hint that the failing of FLAVORS is not due to inappropriate choices of ε, δ, and τ , but due to the very construction of FLAVORS itself. Moreover, using the parameters and initializations p = (0, 0, 0, 0)
T , q = (π/4, 0, 0, 5ε) T as in Figure  4 , the results resemble the dynamics of the rod double pendulum rather than the spring double pendulum, i.e., position inconsistencies in the initializations are simply disregarded, see the right plot of Figure 13 and the dynamics of the angles in Figure 4 . The observed behavior does not depend perceptibly on the choice of ε, τ and δ as long as we have Tao et al. (2010) ). We would like to refer the reader to an in-depth analysis of FLAVORS given in a future work (currently in preparation).
Using the initialization
we test the impulse method, see Hairer et al. (2006) , Chapters VIII.4.1, XIII.1.3, and XIV.2.3. Again, we observe that the invariances of the actions are not preserved, see Figure 14 . We choose ε = 10 −4 and H = 1/80 as time-step size. In Hairer et al. (2006) , Chapter XIV.2.3, the case of Hamiltonian systems with time-dependent frequencies is analyzed. There, it is shown that the invariances are not preserved by the integrator in general, a drawback that is compensated by the forms of the exact and effective systems, see Hairer et al. (2006) , Chapter XIV.2.1. In the case of solution-dependent frequencies, this compensation is no longer at hand, thus, the stiff spring double pendulum is not correctly integrated. Figure 15 shows the maximal error of the positions for step sizes H = 1/10, 1/20, . . . , 1/80 revealing no satisfactory convergence behavior. An analytical study of this integrator and of an appropriate mollification of the impulse method is in progress, and thus, part of future work.
Conclusion
We have presented an application of the general idea of HMM to highly-oscillatory Hamiltonian systems with solution-dependent frequencies. The strength of our HMM approach lies in the fact that the integration is feasible in original coordinates without preliminary transformations of the system being integrated, problems with micro initialization aside. Moreover, the proposed HMM algorithm, in case of the spring double pendulum, exhibits desirable convergence properties. We have worked out that, for this class, an application of HMM along these general lines sensitively depends on the initialization of the micro simulation. More precisely, initial values of the fast components are crucial and are not at hand during macro integration. This has been illustrated by an example as simple as the stiff spring double pendulum. We have suggested to overcome this difficulty using certain invariances of the system which are only available after some canonical transformations. It is this very idea that shows the weakness of our HMM approach as compared to standard ODE solvers applied to the corresponding transformed averaged system. The analysis done in the present work provides insights into the numerical behavior or into the development of integrators for the systems under consideration. Finally, we have pointed out numerically how FLAVORS and the impulse method fall short of correctly integrating the stiff spring double pendulum due to their disregard of the invariance of actions and of the effective oscillatory forces. and initial values (37) integrated over [0, 10] ; double logarithmic plot.
