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ABSTRACT
When visiting an aquarium, people may be disturbed or, at least, disappointed by the amount and diversity of available infor-
mation. Moreover, one can find it very difficult to match the information of notices on the wall to the reality of the fishes.
Therefore, we propose a virtual guide, an autonomous teaching assistant embodied in the real world using augmented reality
techniques, for helping people in their visit of aquariums. This virtual guide will interact with the real world using multiple
modalities (e.g. speech, facial expression, ...). Thus, it should be aware of the aquarium’s state and content, and use perceived
information and prior knowledge to inform the visitor in a structured fashion. Due to the high mobility and unpredictable
behaviour of the fishes, our guide requires an adequate perception system. This camera-based system has to keep track of the
fishes and their behavior. It is based on the focalisation of visual attention that allows to select interesting information in the
field of view. This is achieved by extracting a number of focuses of attention (FOA) using a saliency map and a multi-level
memory system, which is filled (or updated) with the extracted information. It allows our system to detect and track targets in
the aquarium. This article describes how we use the saliency map and memory system, along with their interactions, to set up
the first part of our perception system.
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1 INTRODUCTION
When visiting an aquarium, matching notices on the
wall with the content of the aquarium can be very dif-
ficult. Even if one can find the appropriate notice for a
specific fish, when looking back to the aquarium, this
fish may have moved or be hidden. The attractive-
ness and pedagological goal of the aquarium may suffer
from these problems.
To solve such a problem, we propose to use a virtual
guide to help people during their visit of an aquarium.
This guide will be embodied in the real world using
augmented reality techniques 1 and will interact with its
environment (see figure 1). It will use several modali-
ties to deliver information concerning the aquarium and
its contents to the visitor like speech and facial expres-
sions.
The guide’s discourse will have to be structured
based on both prior static knowledge concerning the
aquarium (and the fishes it contains) and dynamic
knowledge of the activity inside the aquarium. To build
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1 Projection on a transparent screen
Figure 1: The virtual guide embodied in the real world
to help people during their visit.
such a discourse, our guide will have to extract infor-
mation related to its current concerns. As an example,
while the guide is talking about a shark, it may be more
interesting to find information about other shark or the
shark’s behavior. On the opposite, if its talk is about
to end and another fish, that hasn’t been described yet,
appears, the guide may use this opportunity to start
talking about another topic. The above situations show
the need for a specific perception system that can be
controled by our guide while providing information
about unexpected events.
We plan to build such a perception system using the
focalisation of visual attention in a hybrid model. This
model will take into account the two main influences
of visual attention (see section 2). Using such an ap-
proach, our perception system may show the control
and reactivity compromise our guide requires.
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This article describes the first part of the perception
system that is able to detect and track targets using
the focalisation of attention to select interesting infor-
mation out of video streams. This is achieved using a
simplified classic attention model [30, 18, 14] based
on the use of a saliency map in addition to a memory
system. The saliency map is used to extract focuses of
attention (FOA) according to the encoded importance
of visual features. Those FOAs are then used as an
input for a multi-level memory system, which is used
to store information about targets over time and track
them. Here we show how our model works and may be
used in the planned guide ’s perception system based
on a hybrid visual attention model.
This document is organized as follow: the first sec-
tion of this article will describe a few domains our
model is connected to, which includes the focalisation
of visual attention, as well as target tracking models.
The second section describes our work in details while
the third shows some results concerning target track-
ing using the proposed approach on aquarium static 2
videos. In the last section, we will consider what re-
mains to be done for the virtual guide application and
the perception model in particular.
2 RELATED WORK
A classic model of visual attention is proposed by Koch
and Ullman in 1985 [18]. Their architecture describes
the attentional process based on two steps: a parallel
process followed by a sequential one. The first step
is based on features maps computed over the entire
field of view and combined in a subsequent saliency
map (see figure 2). Then a Winner-Take-All (WTA)
algorithm is used to extract the most salient locations
in a sequential manner. An inhibition of return (IOR)
mecanism is set up to avoid multiple selections of the
same location. They considered a small number of ba-
sic features that have been found to be used in the hu-
man visual system like: colors, orientations and con-
trast. In 1998, Itti et al. [14] proposed a similar model
of bottom-up (BU) visual attention that showed good
results at simulating human focalisation of visual at-
tention. They used center-surround feature computa-
tion and a new combination strategy. Later, they pro-
posed a new combination strategy [12] to improve their
saliency map model. The proposed strategy is designed
to enhance locations that differ from their surround-
ing. Other BU perception models were proposed: Ter-
zopoulos et al. [28] proposed a simulation of virtual
fishes and their environment. They used peripheral vi-
sion through a number of concentric virtual cameras
to model the focus of attention. In [8], Courty and
Marchand proposed to use simplified saliency maps
2 Camera’s position is fixed
Figure 2: Itti et al. saliency map model. Features are
extracted and combined across different scales in a
center-surround manner. The obtained feature maps
are linearly combined to build the saliency map.
to model visual attention and improve the realism of
their virtual actor. This was done by making the ac-
tor look towards salient location (in 3D space). In such
BU models, salient locations are areas that correspond
to the most active features considered. This allows a
non-negligable reactivity during the perception process.
Those classic models describe the focalisation of vi-
sual attention in a bottom-up manner and are closely
related to Treisman’s Feature Integration Theory [30]
and Wolfe’s Guided Search [33]. However, Wolfe’s
model proposed top-down (TD) cueing of the feature
maps that used prior knowledge in active search tasks.
For example,when looking for a red object, a color fea-
ture map can be biased to account only for red color,
improving the saliency of red objects in the field of
view. In 2002, Itti and Navalpakkam [22] proposed a
new visual attention model based on Itti’s earlier work
[14, 15, 13] integrating TD influence and a memory sys-
tem. This influence biased the saliency map through the
modulation by a so-called “attention map” which was
built using prior knowledge contained in memory and
concerning the search task as well as recently known
information (from a working memory). In 2005 [23],
they improved their model with the noticable addition
of recognition. Olivia et al. [25] also used the notion of
saliency map (defined as a probability of feature pres-
ence) and its modulation to build an attention model re-
flecting both BU and TD path. These hybrid approachs
take advantages from BU models while enabling active
search tasks which requires the control of visual atten-
tion.
Hayhoe et al. [11] also showed the presence of con-
trol in visual attention as well as different memory level
ranging from short term (working) memory to an “un-
limited” long term one. Several perception systems
used memory systems. Kuffner and Latombe [20] used
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it to store information about perceived objects (position,
last time seen, ...) and then used it in an inhibition of re-
turn mecanism, which was based on objects rather than
classic spatial locations. Noser et al. [24] used the no-
tion of visual memory and synthetic vision to model
the perception of a digital actor which used this mem-
ory to find a path through its environment in an obstacle
avoidance problem.
Work have also been done concerning target tracking,
mainly for video based surveillance systems [6], robots
vision [7] and augmented reality registration [17]. A
classic approach is to extract feature points (e.g. mark-
ers or corners) and track those points over time [29, 31]
based on trajectory and movement asumptions to help
reducing matching possibilities. These approachs are
known as Feature Based Tracking. Burghardt et al.
used this approach to detect and track animal faces in
wildlife footages [3]. Chetverikov and Verestoy [5]
used a similar approach to track dense feature point
sets. Feature tracking was also used by Coifman et al.
[6] to detect and track moving vehicles making mul-
tiple assumptions like fixed cameras and car’s straight
trajectory. Other authors used an active contours ap-
proach [27] to track 3D objects’ pose in 2D space. An-
other approach is to try to match an area of a frame
with a known model [19, 4, 7] (e.g. color distribution
[2]). This approach is known as Model Based Track-
ing (or Region Based Tracking [21]). Ramanan and
Forsyth used such an approach in 2003 [26] to detect
and track a human based on a model of its body parts,
using bayesian network inference. There was also re-
cent attemps to build a tracking system based on the
focalisation of attention [10] to help oceanographic re-
searcher to annotate underwater video sequences.
3 OUR WORK
The proposed model is inspired from biological and
psychological studies about visual attention [30, 11],
work in computer vision concerning saliency maps [14]
and the focalisation of visual attention in general.
3.1 Bottom-up Focalisation of Visual At-
tention
As we said in the introduction of this document, we
want to build a perception system for a virtual guide.
This perception system must be able to provide unex-
pected information as well as requested one. We are
looking at creating a tracking system based on visual
attention to allow the future guide perception behavior
(using an hybrid visual attention model integrating both
low-level and high-level influences). Here we only de-
scribe a “Bottom-Up” approach that is used to detect
and track targets in the aquarium.
Saliency Map Our tracking system is inspired from
work by Itti et al. [14] on saliency maps (SM). They
built a SM model (see figure 2), based on biologically
Input Image Filter Graph Saliency Map
Figure 3: Saliency map creation process: an input im-
age (on the left) is passed throught a filter graph (in
the middle) representing the creation process and the
saliency map is outputed (on the right)
inspired features maps, that showed good results at pre-
dicting focus of attention localisation when facing nat-
ural and noisy images. Their system was able to pre-
dict most of the salient locations a human visual system
would have looked at. The saliency map is responsi-
ble of encoding the interest of image areas according to
considered features (intensity, colors, orientations,...).
In [32], we used a simplified saliency map model us-
ing biologically inspired features to predict salient lo-
cations in a visual attention system designed for under-
standing road situations. In this model, we proposed
a loop where saliency was used to modify entries of a
bayesian network and the output of this network was
used to modify the saliency map creation process. We
wanted the saliency computation system designed for
this work to be modular in order to allow modifications
of the saliency map creation process (to model the top-
down influence through features biasing).
This system is based on the notion of filter. A filter
is an object that handles image processing operations.
Each filter may have a set of parameters that allows us
to control its behavior as well as a number of inputs
and outputs. Filters may be connected to each other in
a directed acyclic graph (DAG) to describe the entire
saliency map creation process (see figure 4 and 3). At
the top of this graph, there is the input image for which
we want to compute saliency and the output node cor-
respond to the computed saliency map.
Different kinds of filters are available like back-
ground substraction operator, color filtering (Red,
Green, Blue, Yellow) or multiscale pyramid creation.
Other filters are combination operators that allow
different combination strategies between feature maps
like maximum combination (where the maximum
value of each input map is kept in the resulting map) or
weighted combination.
Using this modular scheme, we are able to build
the desired saliency map by describing the filtering se-
quence as a graph. Resulting map is computed in a
backward manner, meaning that each filter requests its
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Figure 4: Example of a directed acyclic graph (DAG)
that represent one saliency map creation process
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Figure 5: Extraction of focuses of attention with inhibi-
tion of return (IOR). The algorithm output a requested
number of points by repeating an, extraction and inhi-
bition process.
inputs from its parents in the graph. Then, only required
computation is done.
For now, we use a simplified version of saliency maps
in order to allow for real-time computations. Hence we
only use a limited amount of features (colors, motion,
maybe orientations) that are linearly combined into the
resulting saliency map. Our modular architecture al-
lows us to experiment multiple saliency map models.
Focalisation Once the saliency map (SM) is computed,
it can be used to extract multiple focuses of attention.
A focus of attention (FOA) is an area of the field of
view corresponding to the most salient location in the
saliency map. This focus of attention is defined by a po-
sition and a size in the saliency map coordinate system
(in pixels). FOAs are extracted from the saliency map
by using a Winner-Take-All (WTA) style algorithm. We
tryied different extraction algorithms. Since we want to
extract multiple FOAs, we set up an “inhibition of re-
turn” mecanism (like in [14, 9]) to ensure that the same
location is not selected multiple times (see figure 5).
3.2 Memory System
The bottom-up attention system described above
doesn’t store information over time. Therefore it is not
Map
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Targets and bounding boxes
SalientPoints
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SalientGroups
Figure 6: Overview of the different memory levels and
the objects they handle.
sufficient to set up the requested tracking system. To
allow to store perception information from the saliency
map over time, we propose a memory system that will
enable tracking.
This memory system is composed of two main lev-
els.The first level, which can be considered as a short
term (or working) memory, stores information about fo-
cuses of attention, while the second one, which can be
considered as a medium term memory, uses information
from the short term memory to detect and track targets
over time (see figure 6).
First Level The first memory level is based on salient
points which are built from the extracted focuses of at-
tention. A salient point associates multiple informa-
tions to a location on the saliency map (FOA). As an
example, it may contain information about intermedi-
ate saliency values. These salient points are the base
elements of our memory system and are used to fill its
first level.
For each of this points presented to the memory in-
put, we try to match an existing one (already stored
in this memory level) by using an euclidian distance
computed in image space (feature space computation
are also planned). If the computed distance is less
than a specified threshold (FOA size in the case of im-
age space distance) then points are considered to match
each other.
To enhance this simple matching process, we use
Kalman’s filtering techniques to predict positions of ex-
isting points in memory and distance is computed using
the predicted point’s position.
If a point is matched correctly with an existing one,
we update existing information with the newly per-
ceived point. This update procedure means correcting
the Kalman’s filter parameters to take into account the
perceived trajectory modifications as well as updating
lifetime properties of the point in memory
Here, each point has a timestamp, indicating its last
update time, and other time properties: maximum life-
time, active time and time spent in memory.
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Maximum lifetime is used to determine wether a
point has to be removed from memory or not. As this
level is “short term”, we use a small lifetime value (gen-
erally < 3 seconds). The active time parameter serves
as an up-to-date marker that allows us to know if the
point has been updated recently (this value is smaller
than the maximum lifetime of a point since we consider
that the point is up-to-date only a few instants after be-
ing updated). The last parameter is a focalisation one
that enables us to consider only points that have been in
memory for a sufficiently long time.
If the point isn’t matched with an existing one, then
it is added in memory. There’s a limitation concerning
the number of points that can be present simultaneously
in the memory. This limitation allows us to add a new
level of focalisation by considering only points that are
perceived multiple times (this also avoids some possible
noise from the saliency map).
Once we have updated our memory with new per-
ceived FOAs, active points (recently perceived) that
have been there for sufficient time are grouped to take
into account spatial “similarities”. Thus, considering
the salient point sizes, we build groups according to
their distance in the image 3. This allows us to reduce
the computation time required to process those points.
Grouping is also inspired by the human visual system
where groups are built during perception (e.g. based on
features or spatial similarities).
Those groups will serve as an input for the second
memory level (medium term memory).
Second Level At this level, we manipulate groups of
salient points and targets.
A target describes an area of the processed image that
may be considered as an object. It stores information
about this area as a bounding box defined by its size
and position.
For each group, extracted from the previous memory
level, we check if an associated target exists. If such
a target is found, then it is updated directly from the
group without any further test. If there is no associated
target, then a new target is created.
Each target uses a Kalman’s filter to predict both its
size and position from one frame to the next. When up-
dating a target, lifetime and Kalman’s filter parameters
are modified according to the perceived information.
To extract the bounding box’s size and position from
the salient group, we use a blob extraction algorithm
based on thresholding that allows us to extract size lim-
its of a segmented image area. If we can’t find bound-
ing box information using this segmentation algorithm
(due to bad segmentation or thresholding problem for
example), we use the salient group information to ex-
tract an approximation of the expected bounding box.
3 We also plan to consider feature space to check for similarities be-
tween points
This is done by computing minimum and maximum co-
ordinates, using the points in the associated group, and
using this information as the bouding box. If the target
has been updated before, this won’t affect the Kalman’s
filter too much thanks to the previously perceived infor-
mation.
Lifetime management is the same as for the preced-
ing memory level except that the targets have no indi-
cation of time spent in memory. Moreover, this level
doesn’t have any capacity limitation. This was not nec-
essary since focalisation is done at the preceding mem-
ory level.
This memory system and the interactions between the
different levels set up a new focalisation mecanism on
top of the saliency map we used to extract focus of at-
tention. Our system is then able to focalize on targets
that are already known for a long time while allow-
ing unexpected targets perception, due to the use of the
saliency map. This is the first part of our perception
system where targets will be used by our guide to build
a representation of the real world. Then it will use this
representation to build an explanation and interact with
the visitors.
4 EXPERIMENTS
We implemented our system using the OpenCV [1]
computer vision library that provides low-level image
processing functions as well as higher level algorithms
for computer vision applications.
To test the system, we used a video of a tropical
aquarium recorded at a 320x240 pixels resolution, shot
with a digital video camera. The video was played in a
different thread in our tracking system at 25 FPS, which
is the expected frame rate from the camera system we
envisage. Our system grabs frames while the video is
still being played at the same frame rate. This is why
we use the number of processed frames as a time mea-
surement in our results.
We used a saliency map based on simple features:
motion, intensity and colors. To extract the motion
mask, we used the algorithm from KaewTraKulPong
and Bowden [16] which is implemented in the OpenCV
[1] library. Other features are extracted as follow:
• Intensity is extracted directly out of color corrected
images by computing mean of all channels:
I(x,y) = R(x,y)+G(x,y)+B(x,y)3
• Colors are extracted using Itti’s [14] formulaes:
R = r− g+b2 G = g− r+b2
B = b− r+g2 Y = r+g2 − |r−g|2
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Figure 7: Tracking sequence with corresponding
saliency maps (from top to bottom). The left column
shows tracking output with yellow rectangle to repre-
sent currently tracked targets and light blue ones for
lost targets that still being in memory. The right col-
umn show the corresponding saliency maps with the
current focuses of attention as red circle, salient point
in memory as cross (green for active one and blue for
those we’re forgetting) and salient groups as filled yel-
low rectangles.
Figure 8: Tracking results. “Target 4” is a false positive
due to some illumination artifacts.
Simple feature maps (intensity and colors) are com-
bined into a global map using a maximum combination
operator:
Global(x,y) = maxi∈F(Fi(x,y)).
Then the motion map is used as a modulation
parameter to obtain the final saliency map:
SM(x,y) = Global(x,y)•Motion(x,y)
There was no need of a training phase and our system
was able to detect and track targets at a rate of about
5 FPS, which is acceptable for our real-time purpose
since no real optimisation has be done yet.
Figure 7 shows the tracking process over a few num-
ber of consecutive processed frames. We can see that
our system is able to detect and track multiple targets
at the same time (this may be partially controled by the
number and size of extracted focuses of attention). Tar-
gets may also be lost for a certain number of frames.
When lost, a target can be recovered if updated by a new
salient point thanks to our memory system that keeps
track of targets during a certain amount of time.
Focuses of attention, salient points and groups can
be seen on figure 9. Groups help our system when a
previously merged target (two overlapping objects) is
splited. The apparition of two groups instead of the
previous one allows us to create a new target to track
the newly discovered object.
We can also notice the presence of a false target de-
tection (see figure 8) that passed successfully through
our memory system. This target is detected due to some
illumination artifacts that persisted. This accounts for
the need of a control system. Recognition, or trajecto-
ries information for example, can be used to disable this
kind of targets and enhance the perception system.
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Figure 9: Saliency map. FOAs are the red circles,
salient points are represented as crosses (active ones
are in green) and salient groups as yellow filled rectan-
gles.
Figure 10: Evolution of the number of targets (verti-
cal axis) over time (horizontal axis), time is defined in
number of processed frames
We also measured the number of targets that are
tracked at once. As showed in figure 10, this number
is limited even though our second memory level has no
capacity limitation. This is due to the capacity of the
first memory level that keeps our system from account-
ing for every single salient location detected. We can
also see the memory “initialisation process” through the
absence of tracked targets at the beginning of the exper-
iment. This is due to the time needed by salient points
to be allowed to go to the second memory level.
Figure 11 shows the lifetime of some tracked targets
in terms of number of processed frames4. This lifetime
ranges from about 4 processed frames to 60. The av-
erage is about 13, thus showing that our simple track-
ing system is able to track targets over time without
using complex trajectory models or assumptions. For
now, new targets aren’t matched with dead ones as they
aren’t stored in memory. This would require a long term
4 A processed frame is different from consecutive frame since the cam-
era can grab multiple consecutive frames while only one frame is
processed
Figure 11: Lifetime of targets in number of processed
frames (vertical axis), each impulse correspond to a
target
memory storing information on old targets and is more
appropriate for attention control. This long term mem-
ory could, for example, use trajectories to try to match
new targets with dead ones and, thus, improving track-
ing capabilities.
5 DISCUSSION AND FUTURE WORK
The tracking system presented here is only a part of our
proposed guide perception system which needs to in-
clude attentional control. This leads to the necessity
of a recognition system to identify tracked fishes and
the modelling of our guide’s goals. These goals will
then be used to control the focalisation of visual atten-
tion. We’ll probably need to define visual strategies to
abstract this control. We’ll also need to describe our
guide’s knowledge in order to use it in the perception
process.
The limited size of the tracked targets will also be a
serious limitation when trying to recognize the fishes5.
To overcome this difficulty, we plan to use an extended
camera system with two movable cameras in addition
to the fixed one used for tracking. Those cameras will
have to focus on selected targets using information pro-
vided by our tracking system.
The next step will consist in adding recognition ca-
pabilities to our system and use it in our guide percep-
tion system. The intented recognition approach will be
based on previous work [32]. Based on focused targets
(from the extended camera system), we plan to extract
specific salient information (e.g. a tuple containing a
color, its spatial location on the target and a saliency
value) and use this information to update a belief net-
work. This network will then be used in a backward
manner to select the information to extract.
6 CONCLUSION
We proposed a virtual guide to help people in their visit
of aquariums. We described the needs of perception of
5 Average target size is about twenty pixels large.
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this guide and presented a new tracking system based
on the focalisation of visual attention.
This system used a saliency map inspired from a
biological model in association with a multi-level
memory. It showed some tracking capabilities when
tested against static (no camera movement) videos of
an aquarium. Fishes were succesfully detected and
tracked over a few frames while the total number of
considered information was still low.
We have also given a brief overview of the intented
recognition process and work that still need to be done
in order to achieve the virtual guide.
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