Models based on multivariate t distributions are widely applied to analyze data with heavy tails. However, all the marginal distributions of the multivariate t distributions are restricted to have the same degrees of freedom, making these models unable to describe different marginal heavy-tailedness. We generalize the traditional multivariate t distributions to non-elliptically contoured multivariate t distributions, allowing for different marginal degrees of freedom. We apply the non-elliptically contoured multivariate t distributions to three widely-used models: the Heckman selection model with different degrees of freedom for selection and outcome equations, the multivariate Robit model with different degrees of freedom for marginal responses, and the linear mixed-effects model with different degrees of freedom for random effects and within-subject errors.
Introduction
Normal distributions are widely used for statistical modeling due to their simplicity and interpretability. Many results and methods, such as ordinary least squares, can be derived analytically when the relevant variables are Normally distributed. However, in practice, data may have heavy tails, which are difficult to deal with using Normal models.
Models based on t distributions are frequently applied for robust analysis [1, 2, 3, 4, 5, 6, 7] , and they are attractive generalizations of the models based on Normal distributions such as linear and Probit models. Student [8] proposes the classical univariate t distribution, which is symmetric and bell-shaped, but has heavier tails than the standard Normal distribution. A multivariate t distribution (MTD) is a multivariate generalization of the one-dimensional Student t distribution. Because it is elliptically contoured, any linear transformations follow t distributions with the same number of degrees of freedom. However, it is sometimes too restrictive to require all marginal degrees of freedom be the same. Previous literature generalizes the MTD through different ways. For a recent review, see Nadarajah and Dey's paper [9] . Arellano-Valle and Bolfarine [10] discuss three characterizations of the MTD within the class of elliptical contoured distributions [11] . Fang et al. [12] propose the meta-elliptical distributions using copula. Jones [13] develops a dependent bivariate t distribution with different marginal degrees of freedom. However, none of their work allows the marginal distributions to be independent, which is a limitation for modeling.
In this paper, we propose a non-elliptically contoured multivariate t distribution (NECTD), allowing for different marginal degrees of freedom and independent marginal distributions. The bivariate case of the NECTD is similar to the formulation of Shaw and Lee [14] . Our NECTD, based on scale mixtures of the components of the multivariate Normal distribution, are flexible enough to be incorporated into various models and enjoy easy Bayesian computation using data augmentation [15] and parameter expansion [16, 17, 18] . We further illustrate its potential applications by generalizing the Heckman selection model, multivariate Robit model, and linear mixed-effects model.
Sample selection [19] or missing data [20] problems are common in applied research. The Heckman selection model [19] is the most famous model dealing with sample selection, which consists of a Probit selection equation and a linear outcome equation. To deal with heavy-tailed data with sample selection, Marchenko and Genton [21] propose a Heckman selection-t model, modeling the error terms of the selection and outcome equations as a bivariate t distribution.
However, in the Heckman selection-t model, the error terms are constrained to have the same number of degrees of freedom, which cannot handle cases with different heavy-tailedness in the selection and outcome equations. Ignoring the heterogeneity of the marginal numbers of degrees of freedom may lead to biased inference. In order to overcome this limitation, we propose a generalized selection-t model based on the NECTD, allowing for different heavy-tailedness in the selection and outcome equations.
The Logistic or Probit model for binary data can be represented by a latent linear model with a Logistic or Normal error distribution [22] . To make such commonly-used models more robust to outliers, Liu [5] proposes a Robit regression model, replacing the error in the latent linear model by a t distribution.
When generalizing the Robit model to multivariate settings, it may be restrictive to have all the marginal distributions sharing the same number of degrees of freedom. Fortunately, we can generalize the multivariate Robit model by assuming NECTD error terms.
The linear mixed-effects model is frequently used for analyzing repeatedly measured data [23, 24] . It assumes Normal distributions for both the random effects and the within-subject errors. Pinheiro et al. [25] propose a robust linear mixed-effects model, in which the random effects and the within-subject errors follow a MTD. This model is widely used in practice [26, 27] . However, their model restricts the numbers of degrees of freedom of the random effects and the within-subject errors to be the same. Based on the NECTD, we propose a generalized linear t mixed-effects model, allowing for different heavy-tailedness in the two sources of variations.
The paper proceeds as follows. We introduce the NECTD and discuss its statistical properties in Section 2. In Sections 3-5, we propose the generalized selection-t, Robit, and linear t mixed-effects models, respectively. For each model, we propose a Bayesian inferential procedure for the parameters, give a numerical example, and show its application on a real dataset. We conclude with a discussion in Section 6. In Appendices A and B, we present the properties of the NECTD and provide the details of Bayesian inference for NECTD.
In Appendices C, D and E, we provide the details for Bayesian posterior computation. In Appendix F, we provide the sensitivity analysis for our three real data examples.
Non-Elliptically Contoured Multivariate t Distribution
The traditional p-dimensional MTD, t p (µ, Σ, ν), has probability density function:
where µ is the location parameter, Σ is the scale matrix, and ν is the number of degrees of freedom.
Let I p denote a p × p identity matrix. We can represent the MTD as a ratio between a multivariate Normal random vector and the square root of an independent Gamma random variable:
or equivalently,
The additional factor q with E(q) = 1 does not change the location but amplifies the variability of the multivariate Normal distribution N p (µ, Σ). When q falls close to zero, the MTD produces extreme values. Representation (2) implies that each marginal distribution of X follows a univariate t distribution with the same number of degrees of freedom ν, namely, X j ∼ t 1 (µ j , σ 2 j , ν). Moreover, the traditional MTD is an elliptically contoured distribution, which enjoys nice mathematical properties [28, 29, 30] .
However, the constraint of a common number of degrees of freedom prevents modeling multivariate data with different heavy-tailedness in different dimensions. We tackle this problem by generalizing the traditional elliptically contoured MTD. Let Q = diag{q 1 I p1 , . . . , q s I ps } be a block diagonal matrix with s j=1 p j = p and {q j ∼ χ 2 νj /ν j : j = 1, . . . , s}. Instead of using the probability density function, we define NECTD using a scale mixture of a Normal random vector:
where {Z, q j : j = 1, . . . , s} are mutually independent. Let t p (µ, Σ, p, ν) denote an NECTD, where ν = (ν 1 , . . . , ν s ) and p = (p 1 , . . . , p s ) .
Marginally, for s 1 = m−1 j=1 p j +1 and s 2 = m j=1 p j , we have (X s1 , . . . , X s2 ) ∼ t pm (µ m , Σ m , ν m ), where µ m and Σ m are the corresponding location vector and scale matrix of (X s1 , . . . , X s2 ). Therefore, our NECTD is a generalization of the traditional MTD.
An alternative way to generalize the multivariate t distribution is through linear transformations of t random variables with different numbers of degrees of freedom. This is equivalent to swapping Q and Σ in (3). When
is the independent component model proposed by Ilmonen et al. [31] . However, under this model, the distribution does not have marginal t distributions.
The NECTD has many properties similar to the MTD. For example, each component of an NECTD follows a univariate t distribution. However, unlike the MTD, the NECTD is not an elliptically contoured distribution, and thus its linear transformations may not follow t distributions. Generally, the density of the NECTD is very complicated. But we can obtain its density when p = 2.
We present the moments and density of the NECTD in Appendix A.
An example below further shows the differences between the MTD and NECTD.
If q 1 and q 2 follow scaled chi-squared distributions with the same degrees of freedom, then
The NECTD has independent components, but the MTD has dependent components.
Therefore, even if the data do have the same marginal degrees of freedom, the correlation structure under NECTD-based models differ from that under MTD-based models. For the same data, the estimated Σ in (2) and (3) may be different. Moreover, the NECTD can handle the case with independent components while the MTD cannot.
We propose a Bayesian inferential procedure for the parameters of the NECTD using the Markov chain Monte Carlo (MCMC). Because inference for the NECTD is a special case of the later models, we present all the details in Appendix B.
To illustrate the potential applications of the new NECTD in robust data analysis, we will use it to generalize three widely-used models in the following three sections.
Generalized Selection-t Model

Model
Sample selection or missing data is common in applied research. To deal with sample selection, Heckman [19] proposes the Heckman selection model, aiming to estimate the wage offer function of women. Because housewives' wages are not observed, the sample collected is subject to the self-selection problem. The
Heckman selection model consists of a linear equation for the outcome, and a
Probit equation for the sample selection mechanism. The outcome equation is
and the sample selection mechanism is characterized by the following latent linear equation:
. Let y i be the observed outcome. We observe the outcome y * i if and only if u * i > 0, i.e., y i = y * i if u i = 1, and y i = N A if u i = 0, where "N A" indicates missing data. Let K and L denote the dimensions of x i and w i , respectively. Heckman [19] assumes a bivariate Normal distribution for the error terms:
In order to achieve full identifiability, we fix the second diagonal element of Ω at 1. The sample selection problem arises, when the error terms of the sample selection equation and the outcome equation are correlated with ρ = 0.
In order to accommodate for heavy-tailedness, Marchenko and Genton [21] propose a Heckman selection-t model, replacing the error terms by a bivariate t distribution with an unknown number of degrees of freedom ν:
Marchenko and Genton [21] propose likelihood-based inference for the selectiont model, and Ding [32] proposes a Bayesian procedure to simulate the posterior distributions of the parameters.
However, the Heckman selection-t model assumes that the error terms for the selection and outcome equations have the same degrees of freedom, which cannot accommodate for different heavy-tailedness in u * and y * . We assume that the error terms follow an NECTD:
where the numbers of degrees of freedom ν 1 and ν 2 are unknown. We call it the generalized selection-t mode, which takes into account many cases that cannot be described by the Heckman selection-t model. For example, when y * i is Normal, and u * i follows a t distribution with small number of degrees of freedom, the Heckman selection-t model cannot describe the heavy-tailedness of u * i without modeling y * i as a heavy-tailed distribution.
Inference
To infer the parameters in the generalized selection-t model, we propose a Bayesian procedure using data augmentation and parameter expansion. We represent the error terms as
, and (q 1i , q 2i , Z i ) are mutually independent.
For Bayesian inference, we need to specify prior distributions for all the parameters. We choose a multivariate Normal prior for the coefficients (β, γ) ∼ N K+L (µ 0 , Σ 0 ), and Gamma priors for the degrees of freedom ν i ∼ Gamma(θ 0 , φ 0 ) with shape parameter θ 0 and rate parameter φ 0 .
In the imputation step, we first impute (y * i , u * i ) from Normal and truncated Normal distributions, and then draw (q i1 , q i2 ) using Metropolized Independence Samplers [33] . In the posterior step, it is straightforward to sample the parameters due to conditional conjugacy except for the covariance matrix Ω. The variance of the error term in the selection equation is restricted to be 1, making the posterior distribution of the covariance matrix non-standard and difficult to sample directly. We use parameter expansion to facilitate computation, and consider the unrestricted covariance
The inverse-Wishart prior Inv-Wishart(ν 0 , I 2 ) for the covariance matrix Σ is equivalent to the priors for (Ω, σ 
We sample (σ 2 , Ω) jointly, and then marginalize over σ 2 by discarding their samples. We present the computation details in Appendix C of the on-line supplementary materials.
Numerical Example
We generate the covariates from
, and x 1i is independent of x 2i ; generate the latent outcome and selection mechanism from
In the generated data set, the sample size is 3000, with about 30% outcomes missing. We apply Bayesian procedures to the Heckman selection model, the Heckman selection-t model, and the generalized selection-t model. We choose the parameters for prior distributions as follows: 
Application to Wage Offer Function
We analyze the data from Mroz [34] and Wooldridge [35] 
, and x i is a known p × K design matrix. In order to achieve full identification, we restrict the diagonal elements of Ω to be one.
Similar to the generalized selection-t model, we can replace the distribution of the error terms by an NECTD with an unknown vector of numbers of degrees of freedom ν = (ν 1 , . . . , ν s ) , i.e., ε i ∼ t p (0 p , Ω, p, ν). This model can describe cases where elements of the latent variable y * i have different marginal heavytailedness.
Inference
To infer the parameters in the generalized Robit model, we propose a Bayesian procedure using data augmentation and parameter expansion. We represent the error terms as
where Q i = diag{q i1 I p1 , . . . , q is I ps } is a block diagonal matrix with s j=1 p j = p, and the q ij 's and Z i 's are mutually independent.
For Bayesian inference, we need to specify prior distributions for all the parameters. We choose a multivariate Normal prior for the coefficients β ∼ N K (µ 0 , Σ 0 ), and Gamma priors for the degrees of freedom ν i ∼ Gamma(θ 0 , φ 0 ).
In the imputation step, we treat y * i 's and Q i 's as missing data. Except for Ω, the posterior distributions of the parameters have conditional conjugate forms.
The diagonal elements of Ω are restricted to be 1 for identification, making the posterior distribution of the covariance matrix non-standard and difficult to sample directly. We solve this problem by using parameter expansion, and consider the unrestricted covariance
The inverse-Wishart prior Inv-Wishart(ν 0 , I p ) for the covariance matrix Σ is equivalent to the priors for (Ω,
where ω jj is the (j, j)-th element of Ω −1 [37] . We sample (d 1 , . . . , d p , Ω) jointly, and then marginalize over the d i 's by discarding their samples. We present the computation details in Appendix D of the on-line supplementary materials.
Numerical Example
, with β 0 = 0.5, β 1 = 1, and
The observed outcomes are y i1 = I(y * i1 > 0) and y i2 = I(y * i2 > 0). The sample size is 3000 in our generated data set. We choose the parameters for prior distributions as follows: µ 0 = 0 K , Σ 0 = diag{1, . . . , 1}/100, ν 0 = p + 1, θ 0 = 1, and φ 0 = 0.1. In Appendix F of the on-line supplementary materials, we conduct 
Application to a Flu Shot Experiment
We reanalyze the data in Hirano et al. [38] . In this study, physicians were randomly selected to receive a letter encouraging them to inoculate patients at We assume the following generalized Robit model for the joint value of (D, Y ): 
Generalized Linear t Mixed-Effects Model
Model
Linear mixed-effects models [23] are popular for analyzing repeated measurements, which arise in many areas such as agriculture, biology, economics, and geophysics. For a continuous response, Laird and Ware [24] propose the following linear mixed-effects model:
where y i = (y i1 , . . . , y ini ) is the outcome vector; x i and z i are known n i × K and n i × L design matrices corresponding to the K-dimensional fixed effects vector β and the L-dimensional random effects vector b i , respectively; ε i is an n i -dimensional vector of within-subject errors independent of b i . The b i 's are independent with distribution N L (0, Ω), and ε i 's are independent with distribution N ni (0, Λ i ). Thus, the random effects and the within-subject errors follow a multivariate Normal distribution:
Here, the L × L matrix Ω and n i × n i matrix Λ i are non-singular covariance matrices. The matrix Ω may be unstructured or structured, but Λ i is generally parametrized in terms of a small number of parameters that do not change with i. Pinheiro et al. [25] replace the multivariate Normal distribution by a MTD with an unknown degrees of freedom ν:
Thus, they assume that the marginal distributions of random effects and within-subject errors have the same number of degrees of freedom. To allow for the different heavy-tailedness for random effects and within-subject errors, we replace the MTD by an NECTD:
where ν 1 and ν 2 are the numbers of degrees of freedom for random effects and within-subject errors, respectively.
Inference
We propose a Bayesian procedure to infer the parameters in the generalized linear t mixed-effects model. For simplicity, we assume Λ i to be diagonal, i.e., Λ i = σ 2 I ni . We represent the random effects and the within-subject errors as
For Bayesian inference, we need to specify prior distributions for all the parameters. We choose a multivariate Normal prior for the coefficients (β, γ) ∼ N K (µ 0 , Σ 0 ), Gamma priors for the numbers of degrees of freedom ν i ∼ Gamma(θ 0 , φ 0 ), and an inverse-Wishart prior for the covariance matrix of the random effects
To guarantee a proper posterior distribution, we choose σ 2 ∼ Inv-Gamma(0.5, 0.1) as the prior for the variance of the withinsubject errors. Under these prior distribution choices, all the conditional distributions of the latent variables and model parameters are standard and straightforward to sample. We present the computation details in Appendix E of the on-line supplementary materials.
Numerical Example
In our simulation, we choose n i = 2, Λ i = I 2 , β = (0.5, 1, −0.5) , and Ω =  
Application to the Framingham Study
We analyze the data from the Framingham study [40] , which is a long term follow-up study to identify the relationship between various risk factors and diseases. The data on various aspects have been and continue to be collected every two years on a cohort of individuals. The outcomes are the serum cholesterol 
Discussion
In previous sections, we assume that s and p are known. This is reasonable in the general Heckman selection-t, Robit, and linear mixed-effects models. For example, the reason for using the new t distribution in the generalized selection model is to accommodate different tail behaviors of the selection and outcome equations, in which case s = 2 and p = (1, 1). However, there may be other scenarios in which s and p are unknown. To deal with this, Finegold et al. [41] proposed the Dirichlet t-distribution for graphical models. It is an interesting topic to extend it to general models.
We choose Gamma priors for the numbers of degrees of freedom and conduct sensitivity analysis with different hyperparameters. Alternatively, Roy [42] and Roy et al. [43] suggested empirical Bayes methods, and others suggested using discrete priors on ν [5, 44] . In practice, researchers may also need to investigate the sensitivity of their results to different prior distributions on other parameters before making scientific conclusions.
For models based on t errors, the basic data augmentation algorithm may suffer from slow convergence [45, 46] . Often parameter expansion data augmentation algorithm may improve the performance of the data augmentation algorithm without much extra computational burden [e.g., 18, 32] . Therefore, it is also interesting to develop more efficient data augmentation algorithm for our proposed models. Let Z 1 and Z 2 denote two independent standard Normal random variables. We can write X 1 and X 2 in terms of Z 1 and Z 2 :
Using Newton's binomial theorem, we have
Integrating over q 1 and q 2 , we have
for ν 1 > r 1 and ν 2 > r 2 . For p > 2, the product moment expectation can be derived following the same procedure.
Shaw and Lee [14] derived the explicit form of the density function for bivariate t distribution with variable marginal numbers of degrees of freedom and independence, which is actually a special case of the NECTD. The density of our bivariate NECTD is
where
and 2 F 1 (·) is the hypergeometric function. For p > 2, it is too complicate to
give the form of the density.
Appendix B: Bayesian Inference for NECTD
We present technical details of Bayesian computation for the NECTD. Based on (3), we treat {Q i : i = 1, . . . , m} as missing data, and write the likelihood for the complete data as
For Bayesian inference, we need to specify prior distributions for all the parameters (µ, Σ, ν). We choose a multivariate Normal prior for the mean vec-
, an inverse-Wishart prior for the scale matrix, Σ ∼ Inv-Wishart(ν 0 , I p ), and Gamma priors for the numbers of degrees of freedom,
Imputation Step
First, we impute all the missing Q i 's. The posterior density of q ij is
and C ij is a constant independent of q ij . Thus,
The posterior distribution of q ij is not standard, and we propose a Metropolized
Independence Sampler (MIS) to sample q ij based on a Gamma approximation [33] . The MIS is a special case of the Metropolis-Hastings algorithm. In each step of the MCMC, instead of generating a candidate sample dependent of the previous sample, we independently generate a candidate sample q * ij from a Gamma distribution, q * ij ∼ Gamma(α, β). After generating the candidate sample, we can calculate the acceptance rate, and then decide whether to accept it.
If ν j ≤ 1, then f (q ij | ·) is decreasing in q ij , and we then choose an exponential distribution with α = 1 and β = u ij /2 . 
we have
Then,
After obtaining α and β for the Gamma proposal, we generate a candidate sample from Gamma(α, β) and then calculate the acceptance rate. By generating a binary random variable, we can decide whether to accept the candidate sample.
Posterior Step
The posterior distribution is proportional to
From the decomposition:
we obtain the conditional posterior density of µ:
Then, the conditional posterior density of Σ is
The conditional posterior density of ν j is
To sample ν j , we can also use the MIS based on a Gamma approximation. The steps are similar to those of sampling q ij . In each step, we first generate a candidate sample from a Gamma distribution, then calculate the acceptance rate, and finally decide whether to accept it. The mode and the curvature at mode of the Gamma distribution are the same as those of the conditional distribution of ν j .
Appendix C: Generalized Selection-t Model
The outcome equation is
and the selection equation is
The error terms follow an NECTD:
We can represent the error terms as
, and (q 1i , q 2i , Z i ) are jointly independent.
For the generalized selection-t model, direct sampling the covariance matrix Ω involves non-standard distributions. We solve this problem using parameter expansion. Denote
We choose a multivariate Normal prior for the regression coefficients, δ ∼ N K+L (δ 0 , Σ 0 ), an inverse-Wishart prior for the covariance matrix, Σ ∼ Inv-Wishart(ν 0 , I 2 ), and Gamma priors for the numbers of degrees of freedom, ν j ∼ Gamma(θ 0 , φ 0 ).
The prior for Σ is equivalent to
The complete-data likelihood is
Imputation Step
First, we impute the missing data given the observed data and the param-
Denote
Posterior Step
We draw δ | {y
, where
To draw Ω, we use parameter expansion to re-parametrize the model and get a conjugate posterior distirbution. Define
and we have
). Because the prior of Σ implies priors in (C.1) and (C.2), we first draw σ
, and then transform the data to get E i using (C.3). The conditional posterior of Σ is
Following the same steps of drawing ν j in the Bayesian inference for NECTD, we use the MIS based on a Gamma approximation to draw ν j .
Appendix D: Generalized Robit Model
The observed variables y i = (y i1 , . . . , y ip ) are truncated versions of latent variables y * i = (y * i1 , . . . , y * ip ) via y ij = I(y * ij > 0):
Because direct sampling of the covariance matrix involves non-standard distributions, we solve this problem using parameter expansion. Denote
We choose a multivariate Normal prior for the regression coefficients, β ∼ N k (β 0 , Σ 0 ), an inverse-Wishart prior for the covariance matrix, Σ ∼ Inv-Wishart(ν 0 , I p ), and Gamma priors for the numbers of degrees of freedom, ν j ∼ Gamma(θ 0 , φ 0 ).
Imputation
Step 
We draw q ij using the same procedure as the imputation step of Appendix B. and Gamma priors for the numbers of degrees of freedom, ν j ∼ Gamma(θ 0 , φ 0 ).
To guarantee a proper posterior distribution, we choose σ 2 ∼ Inv-Gamma(0.5, 0.1)
as the prior for the variance of the within-subject errors.
Imputation Step
The complete-data likelihood is Given (b i , Σ, β, σ 2 , ν 1 , ν 2 ), we impute q i1 and q i2 from q i1 ∼ χ 2 L+ν1
Given (q i1 , q i2 , Σ, β, 
