Aphasia is the loss of the ability to produce and/or comprehend language, due to injury to brain areas responsible for these functions. Aphasic patients' performance on comprehension tests has traditionally been related both to the patient's individual ability and to the difficulty of the test questions. The natural choice for analysis of these test results is the Rasch model. It assumes that the probability of a patient responding correctly to a question is the inverse-logit function of the difference between the individual patient's ability and the difficulty of the test question. This study first modeled the way aphasic patients process different sentence types, as well as their ability to accomplish tasks using Rasch models. However, several scientifically important features of the data, such as the correlation of correct responses between two different comprehension tasks, and the association between response patterns in control sentences and response patterns in experimental sentences, were found to be inadequately captured by such models. Alternatively, we used a full Bayesian approach, exploring a mixture of generalized linear mixed models that clustered patients into similar response patterns and abilities. The mixture model was found to better describe the experimental results than any other model examined. The mixture model also expresses the hypothesis that aphasic patients can be classified into different ability and response profile groups, and that patients utilize different cognitive resources in different comprehension tasks. These results are scientifically important and could not have been discovered by using the simple Rasch model. This article has supplementary material online.
INTRODUCTION
Aphasia is the loss of the capability to produce and/or to comprehend language due to injury to brain areas specialized for these functions, such as stroke, traumatic head/brain injury, infection, or other diseases. It is well established that the aphasia disorders are associated with disturbances of syntactic comprehension-the ability to assign the syntactic structure of a sentence and to use that structure to determine aspects of the meaning of a sentence.
Early studies of aphasic disturbances interpreted observed patterns of patients' failure to understand certain sentence types while understanding others as evidence for a "specific deficits" model, according to which patients lose the ability to apply the computational operations needed to assign or interpret particular syntactic structures (Grodzinsky 2000) . However, these interpretations were overwhelmingly based on the study of patients' responses on one task, such as sentence-pattern matching; interpreting a sentence-specific deficit in a single task as a parsing or interpretive failure must be incorrect if the deficit does not appear in a second task, such as manipulating objects. More recent studies (Caplan, DeDe, and Michaud 2006) show that such dissociations over tasks occur in most patients.
The present study examines aphasic patients' performances in two tasks of sentence comprehension: Sentence-Picture Matching (SPM) and Object Manipulation (OM). Performance in each task was evaluated for eleven different sentence types, each representing a different syntactic structure. We used Rasch models to gain understanding of the nature of performance on these tasks.
The Rasch models are a special case of the general Item Response Theory (IRT) (Birnbaum 1968 ; Van der Linden and Hambleton 1997) models. IRT is a paradigm for the design, analysis, and scoring of tests, questionnaires, and similar instruments measuring abilities, attitudes, or other variables. The dichotomous Rasch model (Rasch 1961) has been widely applied in many areas (Wright 1977; Bond and Fox 2007 , to mention a few). One application of this model in aphasic studies was used to examine if different clausal functionals inflict the same level of difficulty on all patients and whether clausal structure difficulty can be ordered hierarchically (Milman, Dickey, and Thompson 2008) . Another application in aphasia research investigated whether the Rasch model can be used to construct and analyze a test of auditory language (Hula et al. 2006) . Under the Rasch model, the probability that an individual with latent ability θ i gives a correct response to question j (i.e., the answer X ij = 1) with difficulty β j is
The Rasch model is a simple logistic regression model, with one's total score (row sums) and the number of correct answers for each item (column sums) as sufficient statistics. The Rasch model assumes that the patient's ability is identical for different questions (unidimensionality), and the degree to which the item discriminates between persons in different regions on the latent continuum is equal (equal item discrimination). These assumptions allow the Rasch model to be relevant to the understanding of aphasic disorders of syntactic comprehension. If patients have specific deficits that affect the ability to assign and/or interpret particular syntactic structures, their "ability" for the sentences that contain those structures should be reduced and this reduction should affect performance on both the SPM and the OM tasks. However, if patients have different disorders on different tasks, the Rasch model assumption that the ability of a patient is identical for different questions is invalid when the questions are partitioned into two different tasks, each requiring different resource availability. In this case, dichotomous Rasch models that assume that patients have different abilities in two tasks would provide better fits to the data. Similarly, the syntactic structures on which the patients were tested can be partitioned into syntactic groups that may require different processing resources. In addition, aphasic patients appear to fall into groups (e.g., Broca's aphasia, fluent aphasia, etc.), that may process syntactic structures with different levels of difficulty. The different tasks, different syntactic groups, and aphasic patients grouping may not have a fixed relationship across all patients' abilities, which could result in certain structures imposing higher levels of difficulty on the group of patients with higher overall ability, while the same structure imposes lower level of difficulty on a group of patients with lower overall ability. These issues have been discussed briefly in the context of aphasic patients in the work of Cronbach et al. (1972) , and are referred to as multidimensional abilities in the IRT literature. Multidimensional ability is not accounted for by the dichotomous Rasch model.
Using psychologically meaningful statistics, such as the correlation of correct responses between tasks, and the number of cases in which patients performed better on control than on experimental sentences, we examined the appropriateness of the Rasch model as well as extensions to the model that include task and syntactic structure effects. Due to the lack of fit of these two extended models, we designed models that cluster patients based on their general ability and on their sensitivity to the complexity of the different sentences.
We developed a Bayesian missing data approach to accommodate for various dependencies between the difficulty of the sentences and a patient's ability level. Using mixture models, we were able to classify patients into experience and ability groups, and by including a random effect for each person we allowed for each person's ability to deviate from the group's total ability. The combination of random effect model with the mixture model results in a mixture of a Generalized Linear Mixed Model (GLMM). The mixture GLMM demonstrated a better fit to the data than the Rasch model and numerous generalizations of the Rasch model. In addition, it presents interesting scientific insights regarding aphasic disturbances of syntactically based comprehension and their relevance to models of syntactic structure.
The article proceeds as follows: Section 2 provides a brief description of the data. Section 3 elaborates on the different statistics and the computational methods used in analyzing the Rasch model. Section 4 consists of generalizations of the Rasch model that incorporate task and sentence type dependence. Section 5 introduces models based on Mixture of Generalized Linear Models. Section 6 presents models composed of mixture of generalized mixed effect models. Section 7 compares all models and summarizes the results for the best fitting one. Section 8 provides discussion and final remarks.
DESCRIPTION OF DATA
The test group included 42 aphasic, right-handed, native English-speaking patients (26 males, 16 females), aged 24.7-84.5 years (mean: 60.3), with a formal education of range 9-22 years (mean 14.7). The normal group included 81 participants (18 males, 63 females) aged 17.0-59.9 (mean: 46.7), with 9-21 years of education (mean: 14.0). Each test group member was tested on eleven different syntactic structures (Table 1) . These sentences examined three aspects of syntactic processing: the ability to construct and interpret passive structure, the ability to construct and interpret subject-and object-extracted relative clauses, and the ability to relate a reflexive pronoun to its antecedent. The eleven different syntactic sentences were administered in two separate tasks: enactment, also referred to as Object Manipulation (OM) and Sentence-Picture Matching (SPM). In OM, participants were asked to indicate thematic roles (who did what to whom) and co-reference (which reflexive pronouns are related to which nouns) by acting out the sentence using the paper dolls. Further methodological information is detailed in a previous publication (Caplan, Baker, and Dehaut 1985). In the SPM task, each sentence was presented auditorily with synchronous presentation of two drawings in full view of the participant. The participant was required to choose the drawing that matched the sentence by pressing one of two buttons. For each participant i (i ∈ 1, . . . , I) in each question (construction) j ∈ 1, . . . , J number of examples administered and the number of correct responses were recorded. One example is a sentence with a specific construction. All examples within the same question had the same construction, but with different words. Let the number of different examples administered be n ij and let the number of examples to which the patient responded correctly be x ij . In our case I = 42 and because there are eleven sentences in each task J = 22, resulting in I × J contingency table (X) with the maximum number of examples n ij in each cell. In most cases n ij = 10 examples (in each sentence); however, there is a significant amount of cells for which n ij = 9 examples (62 cells), and one cell where n ij = 8 examples. Tables similar to X appear in psychological and educational measurements. The rows are the participants and the columns are different evaluation items for which the response is either correct or not (n ij = 1). In many of these applications, the Rasch model is applied in an attempt to assess personal abilities and item difficulty.
THE RASCH MODEL
In the dichotomous Rasch model, the probability of a correct response is modeled as a logistic function of the difference between the ability of the patient and the difficulty of the test sentence. In Equation (1) we assumed that x ij is a dichotomous random variable. However, in our data x ij has a Binomial(n ij , p ij ) distribution, and logit(p ij ) = log p ij 1−p ij = θ i − β j , where θ i = patient's ability, β j = question's level of difficulty. The likelihood function in this case has the following form:
This model has also been described in the literature as the binomial trials model (Andrich 1978) . Defining the row sums as r i for i ∈ 1, . . . , I, and the column sums as c j for j ∈ 1, . . . , J, one gets
The probability of the whole data matrix depends on the data only through the marginals of the table and the parameters, but not on the entries within the data matrix. Thus, the complete sufficient statistics for (θ,β) are (r i , c j ) for i ∈ 1, . . . , I and j ∈ 1, . . . , J.
Considerable literature exists on testing the validity and the goodness of fit of the Rasch model (Glas and Verhelst 1995) . The validity of most proposed tests relies on asymptotic theory (Andersen 1995) which may be inappropriate for sample sizes that are encountered in practice. One practical approach that does not rely on asymptotic theory is inference based on the idea of "similar tests" (Cox and Hinkley 1979) . Under the Rasch model, the conditional distribution of any test statistic given the sufficient statistics for the nuisance parameters (θ ,β) is fixed and independent of the nuisance parameters. Obtaining the exact conditional distribution of a test statistic can be accomplished by enumerating all the tables with the same row and column sums for which each cell is smaller than or equal to n ij , computing the test statistic for each of the enumerated tables, and counting how often the value computed from each table is equal to or exceeds the observed value of the test statistic. The rest of this section describes the test statistics used to examine the fit of the Rasch model, continues with the computational approach in calculating the null distribution, and ends with the results obtained for the different test statistics.
Test Statistics
Different types of test statistics were selected to examine the suitability of the Rasch model for the aphasic data, related to psychological theories of the determinants of performance in the patients' group. The present data contain 11 sentence types, 10 examples of each presented in each of the two tasks. The 11 sentence types were developed in sets, such that each set contained "experimental" sentences and a corresponding baseline sentence (j B = j ∈ B where B = {A, CS, SS, RGB, RPB}). For instance, the Active sentence type (A) was used as baseline for two types of experimental passive sentences (PT, PF) ( Table 1) . Psychological and linguistic theory maintains that the operations needed to understand the baseline sentence are a proper subset of those needed to understand the corresponding experimental sentence. Accordingly, cases where a patient performs better on a set of experimental sentences than on the corresponding set of baseline sentences (called "reversals") are psychologically interpretable as instances in which performance is better on a sentence type that requires all of the operations of a simpler sentence type plus additional operations; this can only occur as a result of a factor that generates random errors, which occasionally occur more often when processing the sentences in an experimental set than when processing those in the corresponding baseline set. The extent to which the model captures this random process can be measured by its ability to generate reversals with frequency found in the observed data. The first type of test statistics thus reflects the frequency (F) and magnitude (M) of reversals per sentence type:
where δ represents the indicator function, B c represents all of the sentences which are not in B, × is the multiplication sign, and |G| is the cardinality of set G. The same statistics can also be calculated in each of the tasks (OM, SPM) separately:
The second type of statistic applied here is the correlation between the number of correct answers for each syntactic sentence type in the SPM (j SPM = j ∈ SPM) task and its corresponding sentence type in the OM (j OM = j ∈ OM) task,
The third statistic tested the correlation between the difference of performance on each experimental sentence type and its baseline in SPM and the corresponding difference in the OM task:
where ·) andD ·j OM represents the average over all patients. The latter two test statistics relate to the "specific deficit" theory in which patients who have a specific deficit should show similar patterns of comprehension of particular sentence types in both tasks.
Computation
The enumeration of tables with fixed row sums and column sums and with the restriction that each cell will be between 0 and n ij as well as calculating the conditional distribution for any test statistic obtained from such tables is a very difficult computational task. When n ij = 1, each table with the same row and column sums is equally likely. However, when n ij > 1, the distribution is no longer uniform over the space of tables. Several methods have been proposed to sample tables with fixed marginal sums when n ij = 1 for all i and j. These approaches are the Sequential Importance Sampling (SIS) approach (Chen et al. 2005 ) and the Metropolis approach (Diaconis and Sturmfels 1998; Ponocny 2001) . Of these methods, the most successful one in terms of efficiency and independence of samples is the SIS. The high success rate of the SIS approach relies on the choice of a good proposal probability. We failed to extend the SIS approach to cases where n ij > 1 using different proposal probabilities. Thus, we opted to use the Markov chain Monte Carlo (MCMC) approach proposed by Diaconis and Sturmfels (1998) . This method iterates between the following steps:
1. Choose two rows r 1 and r 2 at random, assuming that r 1 < r 2 . 2. Choose two columns c 1 and c 2 at random, assuming that c 1 < c 2 . 3. Change the matrix formed by the intersection cells
according to one of the randomly selected patterns: 
Simple Rasch Model Results
The results of the different statistics under the simple Rasch model (2) are summarized in Table 2 and Figure 1 . Under the null hypothesis that the Rasch model fits the data adequately, the conditional distribution of any test statistics given the rows and the columns sums (sufficient statistics) forθ andβ, is independent ofθ andβ. Thus, constructing powerful tests against directed non-composite alternative hypothesis can be obtained by applying the Neyman-Pearson Lemma (Lehmann 1986) . If the Rasch model is inappropriate, we would expect that the frequency of obtaining the observed test statistic or exceeding it will be smaller than or equal to a predefined rejection level (Ponocny 2000 (Table 2) , providing strong evidence that the simple Rasch model does not provide a good fit for the data in regard to the reversal statistics. The test statistics that examined the correlations between the two tasks (T j , U j ) demonstrate that aphasia patients' ability might be different for different types of syntactic structures and tasks. The correlation for the A, PF, RG, CO, and CS syntactic structures between the two tasks is higher than the one expected under the simple Rasch model (p-value 0.04, 0.04, 0.14, 0.02, 0.06 correspondingly). This implies that the correlations resulting from the similar resources or algorithms required for these syntactic structures in both tasks are not accounted for in the simple Rasch model. This phenomenon repeated itself after accounting for the baseline sentence in the PF syntactic structure, as can be seen from the U j statistic (p-value = 0.03). The PT syntactic structure has correlation (T j ), which is lower than the one expected under the simple Rasch model (p-value 0.07), implying that there might be more complex relationship between different patients and the PT syntactic structure. This is also supported by the lower than expected correlation of the RG-RGB syntactic structure observed in the data (p-value 0.08). The analysis suggests that the simple Rasch model is inappropriate for the current data. A better fitting model might be obtained by extending the simple Rasch model to include task and sentence group effect. 
GENERALIZATIONS OF THE RASCH MODEL
To reflect the observation that different tasks may require different abilities, we first considered the following model:
where δ is an indicator variable, OM and SPM are sets of sentences that belong to the OM and SPM tasks, respectively, and p ij is the probability that X ij = 1. This model is very similar to the simple Rasch model. However, it assumes that each patient has a different ability in each task. Another way to look at this model is that each task is modeled independently using the simple Rasch model. The likelihood of the whole data matrix
where r i(OM) and r i(SPM) are the row sums for the OM and SPM tasks correspondingly, and c j is the column sums. This likelihood function reveals that the sufficient statistics for this model are the row sums for the SPM task, the row sums for the OM task, and the column sums. A second possible model introduces a syntactic structure effect in each patient. This model assumes that each cell has the following probability of a correct response:
where δ is an indicator variable and AP, R, and OR are sets of sentences that belong to the active/passive syntactic structure, reflexive syntactic structure, and cleft object/subject syntactic structure groups. In this second model, each patient has a different ability in each of the sets of related syntactic structures independently, implying that the simple Rasch model applies to each set of related syntactic structures separately. The difference between model (5) and model (6) is in the different grouping of the sentences. In model (5) we partitioned the 22 sentences into two groups by the task they belonged to, and in model (6) we partitioned the sentences into three groups on the basis of sets of related syntactic structures. Along the same lines as the first model, the sufficient statistic in this case will be the row sums for each patient in each of the three structures and the column sums.
The third model being considered incorporates both the task and the sets of related syntactic structures. This model assumes that each patient has a different ability in each combination of the main syntactic structure and task. Using notations similar to the previous equation, the probability of participant i achieving correct response on sentence j is
where
and k is an index over the elements in G. In this model each subtable created by one element in G follows the Rasch model, and there exists no overlap between the sub-tables. The three models described in this section [ (5), (6), (7)] are part of the multidimensional Three-Mode Rasch model family (Carstensen and Rost 2007 ) that has been proposed for multitrait multi-method measurements.
MIXED RASCH MODELS
All the models that were proposed up to this point group the sentences into similar tasks and/or syntactic structure groups in the same way for all of the patients. One could postulate that different groups of patients differ with respect to their abilities on different sentences. Thus, we explored a latent structure which relates patients' ability to sentence difficulty to identify groups with possibly different capabilities. Rost (1990) proposed the mixed Rasch model as a method to combine the theoretical strength of the Rasch model with the power of latent class analysis. This model is defined as a mixture model of the form
Model Description
is a vector of the number of correct answers for patient i for all of the questions, K is the number of groups, η k is the probability of an individual to belong to group k, β k = (β 1k , . . . , β Jk ) defines the sentence difficulty as experienced by group k, and θ ik is the ability of individual i in group k. Here,
The model implies that the patients can be partitioned into K groups each of which experiences sets of sentences as having distinct levels of difficulty. In other words, the model clusters together patients who have similar pattern of difficulty with different questions. For K = 1, this reduces to the simple Rasch model (2). However, this mixture model suffers from the nonidentifiability problem. To overcome this hurdle, Rost proposed a slightly different model that estimates the distribution of the total number of correct responses for each patient (row sum r i ) instead of the patient's general ability θ ik . Rost's model can be described in the following generative manner for each patient: Choose the patient's group k from possible K groups. Given the group membership, generate the total number of correct responses per patient from a multinomial distribution P k (r i ). Then, given the total number of correct responses (r i ), the group membership, and questions' level of difficulty for group k (β k ), sample the number of correct responses per question from P k (x i |β k , r i ) . This procedure will result in the following model for the response vector for patient i (X i ):
It is important to note that this model is not the result of conditioning of model G on the row sums r i , but rather a definition of a different mixture model in which each component of the mixture relies on the difficulty parameters β k and the distribution of r i in each group which serves as a proxy for the patients' ability.
This model suffers from several deficiencies. First, it is not able to estimate the patient's ability and is only able to provide a distribution for the total number of correct answers. Second, P k (x i |β k , r i ) is an elementary symmetric function of order r i when n ij = 1 ∀j, which has been well studied and for which several efficient algorithms have been proposed (Baker and Harwell 1996) . In our case, n ij > 1 ∀j, which requires estimation of a function that could be computationally intensive due to the relatively large row sums (Gustafsson 1980) . Third, the parameter estimates are obtained through a version of the EM algorithm (Dempster, Laird, and Rubin 1977) , which relies on asymptotic theory to obtain standard errors. This asymptotic approximation might perform poorly for small and medium sample sizes. Last, and probably most importantly, the model may suffer from non-identifiability in some cases. This can be seen from the following simple example: Assume that K = 2; then the probability of a specific person's response pattern is
Using Rost notation we will define π rg = P g (r i = r). Using this derivation it can be seen that the probability P g (x i |β g , r i ) is not a function of π rg . Thus, for our example we will assume that P g (x i |β g , r i ) = c ri . This assumption conjectures that the difficulty observed for each question is the same regardless of the group. However, it is still possible that each person in each group will have a different ability. To prove nonidentifiability it is enough to show that if π =π and π rg =π rg , then there exist π r1 , π r2 , and π * that fulfill the following equation:ππ
and π r1 =π r1 and π r2 =π r2 . Assuming that π * =π and with some simple algebra, one can see that for every value of (π r1 , π r2 ) satisfying the equation
with the restrictions that r π r1 = 1 and r π r2 = 1, the likelihood will be the same. However, π r1 and π r2 are not necessarily equal toπ r1 andπ r2 , which proves the possible nonidentifiability of Rost's model.
Possible Solutions to Non-Identifiability
One way to solve the non-identifiability issue in Rost's model is to assume that the distribution of the row sum r i is the same for all groups [P k (r i ) = P(r i )]. This model is only a slight modification of the original model proposed by Rost, and it relies on the assumption that the distribution of r i which is a proxy to the patient's general ability is the same across all of the groups. This model is more restrictive than the mixed Rasch model (9), because it only allows for a similar ability distribution across all groups in contrast to the mixed Rasch model that assumes different ability level for each patient in each of the K groups.
A different way to solve the non-identifiability problem of the mixed Rasch model is to assign a common ability for all members of each group (θ ik = θ k ) rather than a distribution of abilities possibly differing across groups, as in the mixed Rasch model. Then the probability of the vector of correct responses for patient i (X i ) is
This model was previously termed as no variability within classes mixture model (Fieuws, Spiessens, and Draney 2004) , and we will refer to this model as a mixture GLM model. The mixture GLM model is still not identifiable, because a constant can be added to all abilities (θ k ) and reduced from all difficulty parameters (β kj ), a problem it shares with the dichotomous Rasch model. This non-identifiability is a simple case of collinearity and can be resolved by using a Bayesian approach with proper prior distributions. To complete the Bayesian model we assumed that θ k ∼ N(μ 0 , σ θ ) where (μ 0 ) ∝ 1 and β kj ∼ N(0, σ β ) for k ∈ {1, . . . , K}, j ∈ {1, . . . , J} a priori, and we let (η 1 , . . . , η k ) ∼ Dirichlet(1, . . . , 1). In fact, for the current dataset we can assume θ k ∝ 1. However, in some cases, such a model may have improper posterior distribution. Because the results observed for our data are similar for θ k ∝ 1 and θ k ∼ N(μ 0 , σ θ ) we decided to retain the normal prior distribution. To examine whether these prior distributions for θ k and β kj had any effect on the posterior analysis, we fixed σ 2 θ and σ 2 β to several values in the range of 6-10 with intervals of 0.5. These prior distributions are proper, but weakly informative for the coefficients of the logistic model. In the current logistic regression models, values of coefficients (β kj , θ k ) between [−6, 6] result in probability ranging from [0.002, 0.998], which for practical reasons encapsulates most of the probability range. Using the Gaussian prior with variance of 10 covers all the values between [−6, 6] with less than two standard deviations, and thus is not very informative. The different priors had little effect on the outcome and we decided to set both σ 2 θ and σ 2 β to six. To conduct the MCMC simulations, we introduced a latent indicator variable for each person (γ i ) indicating his group membership. Our Gibbs sampling algorithm cycled through the following conditional sampling steps:
where Mult is the multinomial distribution, Dir is the Dirichlet distribution, θ [−k] , β [−kj] definesθ ,β excluding θ k , β kj , respectively, δ{c} is an indicator function that is equal to 1 when the condition c is true and zero otherwise, and where φ is the normal density function. Five different MCMC chains starting from random values were used to obtain the posterior distribution of the different variables. Each chain had a burn-in period of 1000 iterations, and additional 15,000 iterations were assumed to come from the posterior distribution. Thinning interval of 50 was used. We monitored the convergence of the MCMC chain by both the Gelman and Rubin potential scale reduction (R) statistics (Gelman and Rubin 1992) and visualization of the samples as a time series.R measures how much improvement in the estimates would be possible by increasing the number of iterations. This is achieved by comparing between-chain variation to within-chain variation. All estimated scalar parameters had R value of less than 1.1, and the time series plots indicated convergence to a stable distribution (data not shown).
MIXED GENERALIZED LINEAR MIXED MODEL (MGLMM)
The mixture GLM model (10) enables us to allocate patients into groups with similar response profile and common ability. However, this model does not account for deviation of patient's ability from the common group ability. In the Rasch model each patient had its own ability and we were inclined to preserve this feature. Generalized Linear Mixed Models (GLMM) have been widely applied in IRT work (e.g., Verbeke and Molenberghs 2004) . GLMM were used in the case of Rasch model as well (e.g., Bock and Aitkin 1981; Hambleton, Swaminathan, and Rogers 1991, among others) where it is also referred to as Marginal Maximum Likelihood (MML), due to the formulation of the likelihood that is being maximized. One type of model that allows for deviation from the common mean, while still accounting for different profile patterns, combines a mixture model with the following GLMM:
This model is similar to the mixture GLM model because it includes a common ability parameter for all the patients in the group (θ ik → θ k ), and allows for varying difficulty perception across groups. In contrast to the mixture GLM model, the mixture GLMM model allows the patients' ability to deviate from the common group ability by introducing the latent variable i for each patient. There are two sources of non-identifiability in the model: the first is similar to the one described for the mixture Rasch model, and the second is similar to the one described for the mixture GLM model. In order to solve the first source of non-identifiability, we assumed that i will follow a common distribution p( i ) resulting in a GLMM model. The second source of non-identifiability was handled in the same manner as the mixture GLM models, by using proper prior distributions. In our analysis, we assumed that i ∼ N(0, σ 2 ), where σ 2 is unknown. It is of note that σ 2 is the same for all of the classes. This approach is applied for two main reasons. First, some of the groups may only have a small number of observations, thus estimation of a specific σ in each group may be unreliable. Second, it seems reasonable to believe that all groups share similar variability from the main group ability. A similar modeling approach has been discussed by Fieuws, Spiessens, and Draney (2004) and by Rijmen and De Boeck (2003) ; however, both manuscripts did not follow with a full Bayesian analysis, and relied on maximum likelihood estimation and asymptotic variance approximation. Bayesian sampling also allows estimation of the posterior predictive distributions of different test statistics described in Section 3. Assuming that the number of clusters is known in advance and set to K, we let γ i ∈ {1, . . . , K} define the group membership of participant i. Then, we have the following complete model:
This model resembles the mixed Rasch model more closely than the mixture GLM model, because it does not restrict each patient to have the same ability, therefore allowing for some ability deviation within a group. However, it does restrict the range of this deviation by imposing a distributional assumption [p( i )] and shrinking those deviations toward the group's mean ability. Thus, it emphasizes the difficulty pattern more than the common group ability. In the case where K − 1, we obtain a model which is similar to the binomial Rasch model (2), but with an added distributional constraint that θ i ∼ N(μ 0 , σ 2 θ + σ 2 ), and cov(θ i , θ j ) = σ 2 ∀i = j. The conclusions that can be drawn from the Mixed GLMM (MGLMM) regarding the nature of aphasic deficits are similar to those derived from the mixed Rasch model and mixture GLM model, but the MGLMM may provide a better fit.
The MCMC scheme for sampling from the MGLMM is similar to the one presented for the mixture GLM model, with an additional Gibbs steps for sampling i and σ given all the other variables. σ 2 θ and σ 2 β were fixed at different values in the range 6-10 in a 0.5 interval. This had little effect on the outcome, and both σ 2 θ and σ 2 β were set at six. For the prior distribution of σ 2 we set a in the distribution to either 0.01 or 0.001. We also examined two other diffused priors (U[0, 100] and half-Cauchy) as suggested by Gelman (2006) and found that the different prior distributions had little effect on the outcome. Convergence was monitored both visually and using theR statistics. We observed good convergence behavior using both methods (R ≤ 1.1 for all parameters). In order to detect the optimal number of clusters (K), we explored K in the range of 2-7. Classifying the patients using maximal posterior probability we discovered that for K > 4 all patients were classified into four clusters and decided to examine only models where K ≤ 4.
Previous analysis (Caplan, DeDe, and Michaud 2006; Caplan et al. 2007 ) noted that different subjects might have different capabilities for each of the tasks employed (OM, SPM). The variance of correct responses per patient revealed that the variance in the OM task is substantially higher than in the SPM group (Wilcoxon signed rank test, p-value = 0.00003; Figure 2) . Thus, it seems reasonable to apply both the mixture Figure 2 . Density plot of patients' variability of incorrect responses.
GLM model (10) and the MGLMM (11) for each task independently as well as to both tasks jointly. Convergence was monitored in a fashion similar to the previous two mixture models. The optimal number of clusters was decided based on the Bayesian Information Criteria (BIC) and by observing whether the posterior probability η k of any group was ≈0.
PAIRWISE COMPARISONS OF THE DIFFERENT MODELS
This section is divided into four parts (Sections 7.1-7.4). In the first one, the extended Rasch model (described in Section 4) is compared to the simple Rasch model using the conditional likelihood and similar test approach. In the second part, we detect the optimal number of clusters for different mixture models using Akaike's Information Criteria (AIC) and BIC. Comparison of all of the proposed models will follow. It is based on AIC, BIC, the χ 2 goodness-of-fit test where applicable, and on posterior predictive checks (Rubin 1984; Gelman, Meng, and Stern 1996) of the psychologically meaningful test statistics defined in Section 3. The last part provides results for the most appropriate model of those presented in Sections 3-6.
Rasch versus Generalized Rasch Model
The adequacy of each of the generalized Rasch models (Section 4) was examined using the same test statistics that were used in Section 3.1. All models presented in Section 4 share similar characteristics. The sentence difficulty parameters (β j ) are uncorrelated, the ability parameters (θ ik ) are uncorrelated between the patients (i) and within the same patient (k), and the difficulty parameters and the ability parameters are uncorrelated. Thus, the generalized Rasch models can be viewed as a partition of the I × J data matrix into k independent submatrices where each matrix is of size I × J k where J k is the number of sentences in group k [e.g., 11 sentences for model (5) for each k]. Because the subtables are independent under the proposed models, and each subtable follows the Rasch model, a hypothesis test procedure for any observed statistic can be obtained by conditioning on the sufficient statistics for each model, sampling each subtable independently, computing the statistic, and counting the number of times that it is equal to or exceeds the observed quantity. One can apply the MCMC procedure described for the Rasch model independently on each of the subtables, and then calculate the distribution of the test statistic by summing over the whole dataset. The MCMC chain applied in this case was composed of 200,000 burn-in iterations and 200,000,000 additional iterations were used to calculate the distribution of the different statistics. The sampling step is extremely fast, but the autocorrelation is high. However, even with the large number of iterations, the amount of time required is still small on a common PC. The convergence was assessed by the autocorrelation plots, which were less than 0.06 for all statistics after 20,000 iterations and by using three parallel chains to calculate the Gelman-Rubin statistics (Gelman and Rubin 1992) which were practically 1 for all statistics.
The results of all the test statistics described in Section 3 for all of the generalized Rasch models (Section 4) show only slight improvements in model fit, in comparison to the Rasch 
Mixture Models
In both the mixture GLM (10) model and the MGLMM (11), a decision regarding the number of clusters needs to be made. In order to decide on the optimal number of clusters (K), we tested models with K = {2, . . . , 7}. We classified the patients into groups, based on the maximal posterior probability, and found that for both the mixture GLM model and the MGLMM model with K ≥ 4, all patients fell into only four clusters. In the mixture GLM model, the smallest BIC was obtained when K = 2 and the smallest AIC was achieved when K = 3. In the MGLMM model the lowest BIC was attained for K = 4 and the lowest AIC was obtained for K = 3. Additionally, we examined the mixture GLM model and the MGLMM in each task and for K = {2, . . . , 5}. The optimal number of groups for both models constituted K = 3 in the OM task and K = 2 in the SPM task (data not shown). Consequently we further examined only the mixture GLM model when K = 2, 3, the MGLMM when K = 3, 4, and both models in each task independently when K = 3 in the OM task and K = 2 in the SPM task.
All Models
The χ 2 goodness-of-fit test revealed significant preference for all of the generalized Rasch models (Section 4) over the simple Rasch model. However, this test is not very reliable because the maximum likelihood estimators for the model parameters are not consistent unless both the number of questions and the number of patients approach ∞ (Haberman 1977; Molenaar 1995) . This test also does not penalize for the number of parameters used in the model. Comparing the models using statistics that account for the number of parameters as well as the fit of the data revealed that the generalized Rasch models had better AIC values, but worse BIC values (Table 4) . While the Rasch model in each task had better AIC and slightly worse BIC, the other two models had much worse BIC.
When the MGLMM was used in each of the tasks, a significant improvement in model evaluation over the Rasch model, the generalized Rasch models, and the mixture GLM models was noticed in terms of both the AIC and BIC criteria (Table 5). Similar improvement was observed for the MGLMM model with K = 3. The mixture GLM model performed worse than the Rasch model (2) and Rasch model in each task (5) on both the AIC and BIC. The mixture GLM model that was applied in each task independently also performed worse than the Rasch model (2) on both the AIC and the BIC. The quality of the different models using posterior predictive simulations from the fitted model to the data (see, e.g., Gelman et al. 2003 , chapter 6) was evaluated; for the mixture GLM model and the MGLMM we created a set of predictive simulations by sampling new data, x ij , independently from the binomial distributions given p ij . The p ij 's were calculated from independent samples of the variables appropriate for each model. These samples were obtained from the posterior distribution corresponding to each of the two models. For the simple and extended Rasch models, we assumed a normal independent prior distribution for each of the parameters (θ,β), we sampled from the posterior distribution, and created a set of predictive simulations as before. We compared each of the psychologically meaningful statistics described in Section 3 with the posterior predictive simulations under the models. It appears that a MGLMM model that is applied to each task independently with K = 2 for the SPM task and K = 3 for the OM task fits the data the best. Figure 3 depicts the posterior predictive checks for T j , under the simple Rasch model, Rasch model in each task, the mixture GLM model in each task (SPM + OM), and mixture GLMM in each task (SPM + OM). All first three models fail to fit at least one of the T j 's statistics, while the MGLMM manages to predict the different statistics the best.
It should be noted that the results of the posterior predictive distribution of the T j statistic for A, PF, PT, CO, and CS are not 
as stellar as the ones observed for the other six test statistics. To examine these results, we also generated five simulated datasets for 42 patients based on the MGLMM model with group probabilities similar to the ones estimated from the data. We then calculated the posterior predictive p-value of the T j 's, and compared them to the posterior predictive p-values obtained for the real data. The posterior predictive p-values from the simulation data were similar to the ones observed for the real data (see online supplement). Executing the Kolmogorov-Smirnov test comparing these p-values produced results larger than 0.33 for all of the simulated datasets and a mean across the five datasets equal to 0.76. This analysis shows that with the current sample size and number of statistics calculated, the observed posterior predictive p-values are similar to the ones expected under the true model. This analysis does not reject the theory that A, PF, PT, CO, and CS syntactic structures may require different modeling than the other structures, but the current dataset does not enable to conclude that they do. The same simulation analysis was applied to the other test statistics, and similar results were obtained (data are not presented here).
MGLMM Additional Results
Being the best fit, MGLMM was further evaluated. To test the stability of the groups for the best fitting model, we calculated the posterior probability of each patient (i) to belong to a group given all the parameters and fixing the group membership for all the other patients to the group with maximal posterior prob-
Of the 42 patients, 39 belonged to the same cluster at least 80% of the times in both tasks. Two patients were clustered into the same group 60% of the time in the SPM task and over 90% in the OM task. One patient had a 65% probability being clustered into one cluster in the SPM task and 69% in the OM task. These results mean that patients, in general, tend to belong to one specific cluster and that the clusters are far enough apart.
The resulting clusters of patients correspond well to clinical factors. In both the SPM task and the OM task, patients with similar types of aphasia are subgrouped together. In both tasks, the difference between the different clusters is primarily due to the patients' ability. They also may inform clinical descriptions. For instance, a minor part of the differences between clusters is due to the different experience of difficulty of specific sentence types by patients in different groups. For instance, the group that has lower ability on the SPM task experiences the cleft subject (CS) and the subject subject (SS) sentences as slightly easier than the group with the higher ability (solid line versus dashed line, Figure 4) . Differences in the experience of difficulty in the OM task are found in the smallest group (four patients, solid, Figure 4 ) which did relatively well on the truncated passives and relatively poorly on the cleft subject clauses (CS). The largest group (32 patients, dashed line, Figure 4) found the object extracted relative clauses (SO) and the truncated passive clauses (PT) to be relatively harder than the other two groups. The OM task patients with similar profiles have higher variability in their total ability than patients with similar profiles in the SPM task. The difference in variability can be observed from the 95% posterior coverage of σ 2 in both tasks (SPM [0.56, 1.46], OM [2.21, 6.5]). These patterns are interesting, may have clinical relevance, and were not apparent in the simple Rasch model. 
DISCUSSION AND CONCLUSIONS
This article presents an attempt to model the way aphasic patients process different sentence types, and their ability to accomplish different comprehension tasks. A simple Rasch model appears to fit the normal population reasonably well. However, when applied to aphasic patients, it yields discrepancies between observed and fitted data. The MGLMM model described here is a promising approach when dealing with this type of data.
Our analysis has several implications for the understanding of aphasia. It suggests that it is inappropriate to characterize deficits of aphasic patients as the inability to perform specific algorithms. Moreover, there is evidence that different tasks require different resource availability. This fact suggests that in order to understand aphasic disturbances, one needs to have a better understanding of the interaction between comprehension and task performance. The result may be applicable to normal individuals as well. Aphasic patients have a lower-thannormal level of proficiency in syntactic comprehension. It may be that similar discrepancies might be observed in the normal population, if harder language processing operations are required. The present analysis encountered several statistical issues that may become an area of extended research. Analysis of a contingency table with cells' constraints is the first problem we encountered. Several publications suggested computational methods for sampling from 0-1 tables, including an efficient sequential importance sampling algorithm. However, when the cells' constraint is >1, the problem becomes more difficult. The MCMC algorithm applied in this study seems to work well, but it does not provide an easy way to count the number of available tables. The second statistical issue is related to comparison between different models that are not necessarily nested. Most of the available literature uses AIC and BIC criteria. When comparing models with random effects to those without them, it is not clear how those criteria should be used (e.g., how to count the number of parameters in the model) (Gelman and Hill 2007) . The DIC criterion (Spiegelhalter et al. 2002) has the same drawback in both mixture GLM and mixture GLMM models. The number of parameters that should be accounted for can also vary between different interpretations. This problem was also discussed by Celeux et al. (2006) .
In conclusion, this article details a unique approach to a dataset whose size and nature pose challenges for analysis. It suggests features of aphasic deficits, such that an important research topic is the way syntactic structure and task demands interact to determine abnormal performances in aphasic patients. Although models similar to the MGLMM model have been proposed previously, the full Bayesian implementation and analysis that included posterior predictive checks is original and can assist researchers when analyzing other psychological data. The MGLMM model and analysis could be extended to include additional data such as patients' response time as well as additional tasks, which may provide a better understanding of the disruption of syntactically based sentence comprehension in aphasic patients.
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