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Koneoppimismenetelmien avulla aineistosta voidaan irrottaa piirteitä ja luokitella
se eri luokkiin näiden piirteiden perusteella. Erilaisia piirteenirrotus- ja luokittelu-
menetelmiä hyödyntämällä on mahdollista esimerkiksi tunnistaa kirjoitetusta teks-
tistä sen kieli. Tässä työssä esitellään erilaisia ohjattua oppimista käyttäviä koneop-
pimismenetelmiä ja kokeillaan niiden soveltuvuutta kielen tunnistamiseen. Työssä
käytettyjä piirteenirrotusmenetelmiä ovat TF-IDF ja n-gram, kun taas luokitteluun
käytettyihin menetelmiin kuuluvat Random forest, logistinen regressio ja tukivekto-
rikone.
Algoritmien esittelemisen lisäksi käydään vaihe kerrallaan läpi kielen tunnistukses-
sa tapahtuva koneoppimisprosessi. Työssä esitetään testauksen tulokset ja niiden
pohjalta jokaisen menetelmän suoriutumista arvioidaan. Tutkimuksen perusteella
nähdään, että kaikki tässä työssä käsitellyt piirteenirrotus- ja luokittelumenetelmät
soveltuvat hyvin tekstin luokitteluun kirjoituskielen perusteella.
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11. JOHDANTO
Modernisoituvassa maailmassa koneoppimisen merkitys kasvaa jatkuvasti. Tekstiä
tunnistavia koneoppimisalgoritmeja käytetään esimerkiksi roskapostin tunnistami-
sessa ja ne voivat auttaa löytämään keskustelupalstoille ja uutissivustojen komment-
tipalstoille kirjoitettujen kommenttien joukosta sellaiset, jotka eivät noudata pals-
tan sääntöjä. Tällaisilla algoritmeilla voidaan toteuttaa myös ohjelma, joka kerää
sosiaalisesta mediasta tiettyyn yritykseen, kilpailuun tai henkilöön liittyvät julkai-
sut ja määrittää niiden sävyn (negatiivinen–positiivinen). Kyseistä menetelmää on
kokeiltu muun muassa vuoden 2016 Yhdysvaltain presidentinvaalien tuloksen en-
nustamisessa [1]. Tutkimuksessa analysoitiin yhteisöpalvelu Twitterissä julkaistujen
kirjoitusten mielipidetrendejä ja ennustettiin niiden avulla presidenttiehdokkaihen
kannatusta.
Koneoppimisalgoritmeja käytetään nykypäivänä myös tunnistamaan tekstin kieli.
Käyttäjille on jo pitkään tarjottu Facebookin kaltaisilla verkkosivustoilla ja joissa-
kin verkkoselaimissa kuten Google Chrome:ssa automaattista kääntämistä vieraas-
ta kielestä käyttäjän omaan kieleen. Näissä tapauksissa algoritmi tunnistaa tekstin
kielen ja tekee käännöksen tämän tiedon avulla. Käännöksestä saadaan sitä parem-
pi mitä paremmin käännösalgoritmi oppii tunnistamaan sanaston ja tämän avulla
kääntämään sanan kontekstissaan [2].
Tässä tutkielmassa pyritään vertailemaan erilaisten koneoppimismenetelmien sovel-
tuvuutta tekstin kielen tunnistamiseen. Tarkasteltavat menetelmät ovat arkkiteh-
tuuriltaan niin kutsuttuja perinteisiä koneoppimismenetelmiä, eli ne eivät perustu
neuroverkkoihin, toisin kuin esimerkiksi syväoppiminen (engl. deep learning). Käy-
tännön testeissä käytetään materiaalina yhteisöpalvelu Twitterin twiittejä (yhteisö-
palvelu Twitterissä julkaistu korkeintaan 140 merkkiä pitkä kirjoitus), joiden kieli
tunnistetaan Pythonin scikit-learn-kirjastoa hyödyntävällä ohjelmalla. Tarkastelta-
via piirteenirrotusmenetelmiä ovat TF-IDF (engl. Term Frequency-Inverse Docu-
ment Frequency) ja n-gram, ja luokittelumenetelmiä Random forest, tukivektoriko-
ne ja logistinen regressio. Nämä menetelmät valittiin, sillä ne ovat alan julkaisujen
perusteella yleisesti käytettyjä menetelmiä myös kielentunnistuksen saralla. Edel-
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lämainittujen seikkojen pohjalta tutkimuskysymys muotoillaan seuraavasti: Kuinka
hyvin tarkastellut koneoppimismenetelmät soveltuvat tekstin kielen tunnistamiseen?
Seuraavaksi esitellään tutkittavien koneoppimismenetelmien teoreettista taustaa lu-
vussa kaksi. Selkeyden vuoksi kyseisessä luvussa avataan ensin tekstintunnistus-
prosessin kulkua ja tämän jälkeen käsitellään erikseen piirteenirrotusmenetelmät ja
luokittelumenetelmät. Luvun lopussa kerrotaan vielä virheenarvioinnista ristiinvali-
dointimenetelmällä ja pohditaan milloin saatua tulosta voidaan pitää luotettavana.
Luku kolme käsittelee tarkemmin menetelmien käytännön toteutusta ja eri menetel-
mien suoritusten vertailua. Sen alkupuolella kerrotaan pääseikat käytetyistä työka-
luista ja aineistosta, loppupuolella taas arvioidaan saatuja tuloksia. Viimeisessä, eli
neljännessä luvussa kerrotaan työstä syntyneet johtopäätökset.
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missä 1 vastaa englantia, 2 ranskaa ja 3 saksaa. Näiden vaiheiden jälkeen koneoppi-
mismenetelmillä on saatu aikaan jonkinlainen ehdotus luokittelija-algoritmista.
Saadun algoritmin laatu tulee vielä testata testausvaiheessa. Tämän vaiheen aineisto
voidaan jakaa kahteen osaan: testausaineistoon ja validointiaineistoon. Jälkimmäise-
nä mainittua hyödynnetään arvioitaessa opetusvaiheessa muodostetun luokittelijan
suoritusta. Tulosta verrataan näytteiden tunnettuihin luokkiin ja näin pystytään
arvioimaan opetusvaiheessa luodun lajittelualgoritmin virhettä. Tämän perusteella
voidaan haluttaessa vielä optimoida luokittelijaa, mutta tämä johtaa helposti algo-
ritmin ylioppimiseen eli siihen, että algoritmi oppii testiaineiston [6]. Tämän vuoksi
tulosten perusteella optimointi on melko riskialtis menetelmä optimointiin. Lopuksi
testausaineistoa käytetään lopullisen mallin virheen arviointiin [7, s. 222].
Seuraavaksi käydään yksityiskohtaisesti läpi edellä mainitut vaiheet ja esitellään työ-
hön liittyvässä käytännön toteutuksessa tutkitut menetelmät. Näihin menetelmiin
kuuluu piirteenirrotuksen osalta TF-IDF ja n-gram, sekä luokittelun osalta Random
forest, tukivektorikone ja logistinen regressio.
2.1 Piirteenirrotus
Piirteenirrotus (engl. feature extraction) tarkoittaa käsiteltävän datan jakamista so-
piviin osiin ja muuntamista lukuarvoiksi, joita koneoppimisalgoritmin on helpom-
pi käsitellä kuin sanoja tai valokuvan pikseleitä. Teksti voidaan esimerkiksi jakaa
lauseisiin, sanoihin tai 1–3 kirjainmerkin mittaisiin pätkiin. Koska kieli rakentuu si-
ten, että sanojen ja kirjainten järjestyksellä on merkitystä, toimii kielen tunnistuk-
sessa myös muutaman kirjainmerkin mittaisiin pätkiin perustuva piirteenirrotus.
Jakamisen jälkeen piirteille annetaan lukuarvo esimerkiksi kyseisen piirteen esiinty-
mistiheyden mukaan. [8]
On useita erilaisia tapoja suorittaa piirteenirrotus. Optimaalisinta piirteenirrotus-
menetelmää ei voida yksilöidä, vaan eri tarkoituksiin sopivat erilaiset menetelmät.
Irrotettavat piirteet voidaan myös valita usealla tavalla. Tässä työssä tarkemmin
käsitellyt TF-IDF ja n-gram käyttävät piirteenvalintaan filteröintimenetelmää. [9]
2.1.1 TF-IDF
TF-IDF-piirteenirrotusmenetelmä (engl. term frequency-inverse document frequency)
on tarkoitettu erityisesti piirteiden irrottamiseen tekstistä. Tämän vuoksi se sovel-
tuu hyvin esimerkiksi tekstin sävyn, kielen tai aiheen tunnistamiseen [8, 10, 11]. TF-
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IDF-menetelmässä käsiteltävää tekstiä arvioidaan laskemalla termeille painokertoi-
mia, mikä tapahtuu laskemalla termin esiintymistiheyksien summa STF ja termin
esiintymisestä kaikissa dokumenttinäytteissä kertova luku SIDF . Yksinkertaisimmil-
laan summa STF on vain luku joka kertoo montako kertaa kyseinen termi esiin-
tyy dokumentissa, eli STF (t, d) = ft,d, jossa ft,d kuvaa termin esiintymistiheyttä, eli
montako kertaa termi t esiintyy dokumentissa d. Useimmissa sovelluksissa käytetään
kuitenkin seuraavaa logaritmisesti skaalattua painokerrointa STF :lle:
STF (t, d) = 1 + log(1 + ft,d) (1)
Lopullisen TF-IDF:n laskemiseksi edellisellä kaavalla laskettu luku kerrotaan paino-
kertoimella SIDF , joka kertoo, kuinka moni koko aineiston dokumenteista sisältää
kyseisen termin. Kuten STF myös painokerroin skaalautuu logaritmisesti, ja se saa-
daan laskettua kaavasta
SIDF (N, nt) = log
N
nt
, (2)
jossa N = dokumenttien kokonaismäärä. Termi nt taas määrittää moniko dokumen-
teista sisältää termin t, matemaattisesti ilmaistuna nt = |(d ∈ D : t ∈ d)|.
Näin ollen saadaan TF-IDF:n kaavaksi
D(t) = STF · SIDF = (1 + log(1 + ft,d)) · log
N
nt
. (3)
jossa D kuvaa kaikkien dokumenttien joukkoa termien t funktiona. Termien esiin-
tymistiheys on ft,d, N dokumenttien kokonaismäärä ja nt termin sisältävien doku-
menttien määrä.
TF-IDF perustuu siihen, että saadun painokertoimen arvo on sitä suurempi, mitä
harvinaisempi sana on. Toisin sanoen kielessä harvinaisemmin esiintyvillä sanoilla
on suurempi merkitys. Tämä voidaan havainnollistaa kaaviokuvan 2 avulla.
2.1.2 N-gram
Kuten Häkkinen ja Tian tutkimuksessaan muotoilevat: "The n-gram method uses
letter n-grams, representing the frequency of occurrence of various n-letter combina-
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luokittelijapuu näistä vektoreista opetusaineiston avustuksella [16]. Puut ovat bi-
näärisiä, eli jokaisella puun solmulla on vain kaksi juurisolmua tai -lehteä [17]. Al-
goritmin suoritustarkkuus kasvaa puiden määrän kasvaessa, mutta jo noin viidestä
puusta koostuvalla Random forest:lla saa melko luotettavan tuloksen [18]. Suoritus-
tarkkuuden kasvu alkaa hidastua puiden määrän kasvaessa ja samalla kasvaa algorit-
min opetusvaiheeseen käytetty aika, joten hyvänä Random forest:n kokona voidaan
pitää esimerkiksi sataa luokittelijapuuta [18][19].
Random forest on taipuvainen ylioppimiseen, jos luokittelijapuut sisältävät liikaa
samoja piirrevektoreita, toisin sanoen liian hyviä puita ei kannata rakentaa. Tä-
män vuoksi algoritmin virhemarginaalia ja toisaalta myös yhden piirteen merkitystä
luokittelussa voidaan arvioida niin kutsutun OOB-menetelmän (Out-Of-Bag) avul-
la. Yksi OOB:n näyte kertoo montako sellaista piirrettä on, joita ei ole käytetty
tarkasteltavan puun rakennukseen. [17] [19]
2.2.2 Tukivektorikone
Tukivektorikone (engl. Support Vector Machine, SVM ) on usein käytetty koneoppi-
mismenetelmä muun muassa hahmontunnistukseen, käsin kirjoitetun tekstin tunnis-
tukseen ja tekstin kielen määrittämiseen [20]. Vladimir Vapnik esitteli menetelmän
teorian jo 1960-luvulla, mutta parannuksia, kuten kernel trickin, hän lisäsi siihen
kollegoidensa kanssa vasta 1990-luvun keskivaiheilla [21]. Kernel trick on menetel-
mä, jonka avulla luokittelu voidaan tehdä korkeammissa dimensioissa ilman, että
näytteiden koordinaatteja pitää laskea[22]. Alkujaan tukivektorikoneet kehitettiin
lineaarisiksi menetelmiksi, mutta myöhemmin niitä laajennettiin siten, että myös
useamman luokan ongelmat olivat ratkaistavissa kyseiseen menetelmään pohjautu-
van algoritmin avulla [23]. Funktiona ilmaistuna tukivektorikoneen pääsääntö on
seuraava:
f(x) = wTx +w0, (4)
jossa luokka on 1 kun f(x) > 0, muutoin luokka on nolla.
Kahden luokan tapauksessa tukivektorikone toimii siten, että se yrittää löytää luok-
kia erottavan hypertason. Tätä tasoa kuvaa vektoriw ∈ RP . Vektori erottelee luokat
toisistaan siten, että marginaali luokkien välillä on mahdollisimman suuri. Yksin-
kertaisimmissa luokittelutapauksissa luokittelu suoritetaan vain ratkaisemalla kum-
malla puolella hypertasoa kukin näyte on, toisin sanoen kernel trickiä ei käytetä.
[24, 25] [7, pp. 417–421]
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2.2.3 Logistinen regressio
Logistinen regressio kuuluu lineaarisiin luokittelijoihin. Se soveltuu erittäin hyvin bi-
nääriseen luokitteluun eli tapauksiin joissa kohdeluokkia on vain kaksi, mutta myös
k :n luokan ongelmiin [25]. Logistinen regressio on saanut nimensä siitä, että se luo-
kittelee piirrevektorista saamiensa piirteiden avulla käyttäen logistisia funktioita
[26].
Opetusvaiheessa logistinen regressio käyttää aineiston oppimiseen iteratiivisesti pai-
notettua pienimmän neliösumman menetelmää [26]. Kahden kohdeluokan tapauk-
sessa logistinen regressio päättää luokan sen perusteella saako logistinen funktio
arvon 1 vai 0. Tämä merkitsee kuitenkin sitä, että useamman luokan tapaukses-
sa logistinen regressio vaatii niin kutsutun one-vs-all-yleistyksen, eli kukin luokka
opitaan kaikkien muiden luokkien kokonaisuutta vastaan. [27].
2.3 Virheen arviointi
Virheen arvioiminen on luonnollisesti tärkeää minkä tahansa tieteellisen tutkimuk-
sen tulosten arvioimisessa. Koneoppimisessa käytettyjen algoritmien suoritustark-
kuuden arviointiin on kehitetty useita menetelmiä. Nämä menetelmät vertaavat ope-
tusvaiheessa saatuja luokittelutuloksia tunnettuihin todellisiin luokkiin ja esittävät
tuloksen esimerkiksi taulukon, käyrän tai prosenttilukujen avulla [28, 29, 30]. Myö-
hemmin esitellyistä menetelmistä confusion matrix:ssa tulokset esitetään taulukko-
muodossa, jossa on esimerkiksi ristiinvalidoinnin prosenttilukuja tai absoluuttisia
lukuja.
On huomattava, että virhettä saattaa olla jo aineistossa. Tällöin tulee muistaa, että
vaikka algoritmin ennustustarkkuus olisi yli 90%, aineiston virhe tulee myös ottaa
huomioon tutkimustulosta arvioitaessa. Toisaalta monet koneoppimisalgoritmit ovat
robusteja, eli niiden tulos ei merkittävästi muutu yksittäisistä aineistossa olevista
virheistä [31]. Seuraavaksi esitellään tarkemmin koneoppimisalgoritmien virheenar-
vioimiseen tehdyistä työkaluista confusion matrix, sekä virheenarvioimismenetelmä
nimeltä ristiinvalidointi.
Ristiinvalidoinnissa (engl. k-fold cross-validation) aineisto jaetaan k :hon yhtäsuu-
reen osaan ja tämän jälkeen koneoppimisalgoritmi ajetaan k kertaa. Jokaisella ajo-
kerralla käytetään yhtä joukkoa testausjoukkona ja muita joukkoja opetusjoukkona.
Termi tarkkuudelle saadaan laskemalla keskiarvo jokaisen ajon tarkkuuksista kulloi-
sessakin testausjoukossa. Jos k on sama kuin luokiteltavien luokkien määrä, voidaan
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tätä menetelmää kutsua leave-one-out cross-validation tai n-fold cross-validation [7,
pp. 241–249]. Tulokset esitetään prosentteina ja ne kertovat tekstin kieltä tunnistet-
taessa montako prosenttia luokittelijan luokittelemista näytteistä on oikeassa luok-
kassa. [32, 33]
Toinen tässä työssä tutkittu virheenarviointitapa on confusion matrix. Se on visuaa-
linen tapa esittää algoritmin suoriutuminen tehtävästään. Confusion matrix käyttää
suoriutumistarkkuuden esittämiseen matriisia, jonka vaakariveillä on näytteiden to-
delliset luokat ja pystyriveillä algoritmin testausvaiheessa ennustamat luokat [7, p.
301]. Täydellisesti suoriutuneen algoritmin confusion matrix muodostaisi näin ollen
matriisin lävistäjälle kunkin luokan sisältämien näytteiden määrän ja muut matriisin
alkiot olisivat nollia [34, p. 93].
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3. TESTAUS JA TULOKSET
Tämä luku käsittelee koneoppimisalgoritmien testausta kielen tunnistukseen ja ker-
too testausten tuloksista. Algoritmien testauksessa käytettiin sitä varten kirjoitettua
kielen tunnistavaa ohjelmaa. Ohjelmassa kielet tunnistetaan eri koneoppimismene-
telmillä ja vertaillaan keskenään niistä saatuja tuloksia. Näiden tulosten pohjal-
ta arvioidaan menetelmien sopivuutta kielen tunnistuksen kaltaisiin koneoppimis-
tehtäviin. Saman kaltaisia koneoppimistehtäviä ovat esimerkiksi kirjoituksen sävyn
(negatiivinen–positiivinen) tunnistus ja roskapostin erottelu tavallisesta sähköpos-
tista [8, 15].
On huomioitavaa, että piirteenirrotusmenetelmän valinta todennäköisesti vaikuttaa
luokittelevan algoritmin suoritustarkkuuteen. Tämän vuoksi valittiin toteutukseen
kaksi eri piirteenirrotusmenetelmää, TF-IDF ja n-gram, sekä kolme eri luokittelume-
netelmää, logistinen regressio, Random forest ja tukivektorikone. Näin ollen saadaan
tarkasteltavaksi kuusi erilaista yhdistelmää.
3.1 Työkalut
Tässä työssä esiteltyjen menetelmien tarkasteluun käytännössä hyödynnettiin Python-
ohjelmointikieltä 1. Python on yksi maailman käytetyimmistä ohjelmointikielistä
[35] ja koneoppimiseen liittyvissä sovelluksissa eräiden lähteiden mukaan jopa käy-
tetyin ohjelmointikieli [36, 37]. Koneoppimisessa työn osalta hyödynnettiin scikit-
learn-kirjastoa. Tämä kirjasto on suunniteltu käytettäväksi koneoppimiseen ja se
on avoimen lähdekoodin työkalu2. Koska scikit-learn on suunniteltu myös luokitte-
luun, sisälsi se tässä työssä käsitellyt algoritmit ja soveltui siksi käytettäväksi työn
toteutukseen.
Aineiston jakamiseen käytettiin sitä varten kirjoitettua Python-ohjelmaa. Tämän
ohjelman tarkemmasta toiminnasta kerrotaan seuraavassa luvussa 3.2. Lisäksi twii-
tit tuli ladata Twitter API:n avulla Twitteristä ohjelman käytettäviksi. Käytännössä
1https://www.python.org
2http://scikit-learn.org/stable
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data-aineisto ladattiin tekstimuotoiseksi käyttäen erityisesti Twitterin datan käsitte-
lyyn suunniteltua Twurl-ohjelmaa. Tämä ohjelma perustuu cURL-komentorivityö-
kaluun, jonka tarkoituksena on tiedostojen käsittely ja lataaminen URL-pohjaista
lähdettä käyttäen. [38]
3.2 Aineisto
Kun jotakin ongelmaa ratkaistaan koneoppimismenetelmällä, tarvitaan ohjelman
opettamiseen ja testaamiseen aineistoa. Oppimisvaiheessa algoritmi oppii sille anne-
tun aineiston avulla ja testausaineistossa arvioidaan kuinka hyvä tulos oppimisessa
saavutettiin. Kerätty aineisto jaetaan opetus- ja testausaineistoon siten, että ope-
tusaineistossa on esimerkiksi 80% ja testausaineistossa vähintään 20% näytteistä.
On huomattava, että testausaineistossa ei saa olla yhtäkään näytettä, joka on esiin-
tynyt opetusaineistossa. Jos aineisto on päällekkäistä, ei voida olla varmoja onko
algoritmi oppinut opetusaineiston ulkoa eli ylioppinut (engl. over-fitted). Suositeltu
vähimmäiskoko koneoppimisalgoritmin opettamista ja testaamista varten on muu-
taman sadan näytteen kokoinen aineisto. Suurimmat aineistot taas voivat sisältää
miljoonia näytteitä. Algoritmin oppimisaika riippuu vahvasti opetusaineiston koos-
ta. [39, s. 30–31]
Työssä käytettäväksi aineistoksi valittiin mikroblogipalvelu Twitteristä kerätty ko-
koelma twiittejä. Twitteriä käytti vuonna 2016 kuukausittain arviolta 328 miljoo-
naa käyttäjää ja sen käyttöliittymä oli tajolla yli neljälläkymmenellä eri kielellä [40].
Kerätty aineisto koostui vuonna 2014 kerätyistä twiiteistä, joita oli yhteensä seit-
semälläkymmenellä (70) eri kielellä [41]. Tämä aineisto oli pakattu tsv-tiedostoksi
(tab-separated values), joka sisälsi ID-arvoja. Nämä arvot linkitettiin Twitter API:n
kautta tekstimuotoisiin twiitteihin, jolloin aineistoa saatettiin käyttää tekstin kielen
tunnistamiseen.
Luodussa koneoppimismenetelmiä testaavassa ohjelmassa ei kuitenkaan käytetty
kaikkia aineiston seitsemääkymmentä kieltä, vaan työtä varten aineistosta erotet-
tiin viisi kieltä (englanti, japani, ranska, suomi ja viro) omaksi tsv-muotoiseksi tie-
dostokseen. Erottelu tehtiin tarkoitusta varten kirjoitetun Python-koodin avulla.
Kyseiset kielet valittiin niiden ominaisuuksien vuoksi. Haluttiin, että mukana oli-
si erilaisia kirjainmerkistöjä käyttäviä kieliä, kuten japani ja englanti, sekä mah-
dollisesti huonosti toisistaan erottuvia kielipareja (suomi–viro) ja hyvin erottuvia
kielipareja (ranska–japani).
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Kuva 4 Esimerkki toteutuksessa käytetyn aineiston sisällöstä.
3.3 Toteutus
Varsinainen koneoppimiesohjelma alkaa edellä mainitun datan sisältämien kielten
esittämisellä ohjelmalle sopivalla tavalla. Tämä merkitsee sitä, että jokaista kohde-
kieltä vastaa ohjelmassa numero. Data ladataan numpy-kirjaston taulukkoon (engl.
numpy array), jonka jokainen avainarvopari sisältää itse twiitin, sekä sen kieltä
kuvaavan numeron. Lataamisen jälkeen data jaetaan opetus- ja testausaineistoi-
hin train_test_split()-funktion avulla ja päätetään opetusaineiston kooksi 80% ja
testiaineiston kooksi 20%.
Ohjelman seuraavassa vaiheessa tekstistä irrotetaan piirteet. Ohjelmaa ajettiin sekä
TF-IDF-, että n-gram-algoritmia suorittavalla piirteenirrotusmenetelmällä. Näistä
TF-IDF-menetelmä löytyy scikit-learn-kirjastosta funktiolla TfidfVectorizer(), kun
taas n-gram-menetelmän saa käyttöönsä CountVectorizer()-funktiolla. N-gramin ta-
pauksessa skaalana käytettään ohjelmassa arvoa (2, 2), eli tekstistä poimitaan kah-
den sanan pareja.
Komentojen putkittaminen merkitsee komentojen ketjuttamista. Putki eli pipeline
muodostuu komennoista, joissa toisen komennon ulostulo on toisen komennon si-
säänmeno. Scikit-learnista löytyy valmis pipeline-funktio, jonka hyöty ohjelman to-
teutuksessa on esimerkiksi se, että ristiinvalidoinnin pystyy toteuttamaan suoraan.
Koska komentojen putkittaminen selkeyttää koodia jonkin verran, toteutetaan täs-
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sä työssä opetusaineiston opettaminen putken kautta. Luokittelijana käytetään eri
ajoissa random forestia, logistista regressiota ja tukivektorikonetta. Tukivektoriko-
neen käyttämisessä ilmeni kuitenkin ongelmia, kun luokittelija luokitteli kaikki näyt-
teet vain yhteen tai kahteen luokkaan viidestä kohdeluokasta. Näin ollen tukivekto-
rikoneen virheestä tuli TF-IDF:n tapauksessa 0,21 ja n-gramin kanssa 0,65. Kysei-
nen luokittelija olisi luultavasti vaatinut jonkinlaisen normalisoinnin ennen luokitte-
luoperaatiota, jotta oltaisiin päästy luotettavaan lopputulokseen tukivektorikonetta
käyttäen. Random forest:n luokittelukykyä taas testattiin sekä 10, 100 että 1000
puulla.
Opetusvaiheen jälkeen ohjelmassa ennustetaan testausaineiston avulla luokittelun
tulokset predict()-funktion avulla. Tätä tulosta käytetään ristiinvalidoinnissa, toisin
sanoen lasketaan montako prosenttia twiiteistä on luokiteltu oikein. Ristiinvalidoin-
nissa käytetään 5-fold cross-valitation:a Näin kyetään vertailemaan luokittelijoiden
suoriutumista tehtävästä. Lisäksi tuloksia arvioidaan confusion matrixin avulla, jol-
loin saadaan visuaalisesti havainnollistettua luokittelijan toimivuutta.
Ensimmäisessä aineistossa kielten ryhmät oli suhteutettu kyseisen kielen esiinty-
miseen Twitterissä. Tämä merkitsee sitä, että "englanti" -luokan twiittejä oli huo-
mattavan paljon muihin kieliin verrattuna, mikä johti ohjelman ylioppimiseen. Pie-
nempiä kieliryhmiä, kuten viroa ohjelma ei oppinut lainkaan, sillä opetus- ja tes-
tausaineistoihin jakamisen jälkeen vironkielisiä twiittejä oli opetusaineistossa alle
kymmenen kappaletta. Näin pienellä opetusaineistolla oppimista ei tapahtunut. On-
gelma korjaantui, kun otettiin aineistoksi tiedosto, jossa kutakin kieltä kohden oli
suurinpiirtein sama määrä twiittejä, noin kaksisataa. Epätasapainoisen aineiston on-
gelman voisi myös saada korjattua pienillä muutoksilla ohjelmaan, jos aineistoa vain
on tarpeeksi, kuten Fernandez et al. esittää tutkimuksessaan [42].
3.4 Tulokset
Ohjelman tuloksena saatiin eri algoritmeilla taulukoiden 1 ja 2 mukaisia tuloksia.
Tästä voidaan päätellä, että parhaaseen tulokseen päästiin logistisella regressiolla,
kun käytettiin piirteenirrotukseen TF-IDF-menetelmää. Testatuista luokittelualgo-
ritmeista Random forest ja logistinen regressio saavuttivat tavoitellun, yli 90% tark-
kuuden, ja näin ollen testituloksia voidaan pitää onnistuneina. Tukivektorikone sen
sijaan tuotti n-gram-menetelmällä noin 62% ja TF-IDF:llä 21% tarkkuuden. Syyn
arveltiin olevan ohjelman toteutustavassa ja näin ollen kyseistä algoritmia ei otettu
mukaan vertailuun. Random forest:a testattiin 20, 100 ja 1000 puun luokitteluilla,
joista paras tulos saatiin odotusten mukaisesti 1000 puulla.
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TF-IDF n-gram
Logistinen regressio
[
0.95± 0.0047
] [
0.94± 0.0061
]
Random forest 20 puuta
[
0.90± 0.0054
] [
0.88± 0.0077
]
Random forest 100 puuta
[
0.94± 0.0054
] [
0.92± 0.0109
]
Random forest 1000 puuta
[
0.94± 0.0055
] [
0.93± 0.0084
]
Tukivektorikone
[
0.21± 0.00003
] [
0.65± 0.101
]
Taulukko 1 5-fold cross-validation tulokset, [keskiarvo, keskihajonta]
TF-IDF n-gram
Logistinen
regressio
Random forest
1000 puuta
Taulukko 2 Confusion matrix kahdelle parhaalle luokittelijalle
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Ristiinvalidoinnissa parhaat tulosvektorit saatiin, kun käytettiin piirteenirrotukses-
sa TF-IDF-menetelmää ja luokittelussa logistista regressiota. Logistisen regression
ja 1000-puisen Random forest:n tulokset eivät kuitenkaan eroa toisistaan juurikaan,
joten ei voida sanoa että logistinen regressio olisi ollut selkeästi parempi. Sen sijaan
TF-IDF sai kaikkien luokittelijoiden kanssa käytettynä paremman tuloksen kuin n-
gram, joten sitä voidaan pitää n-gramia parempana luokittelijana kielenoppimison-
gelmiin.
Confusion matrix:sta käy ilmi, että Random forest -algoritmi sekoitti suomenkieliset
twiitit helpommin vironkielisiksi kuin logistinen regressio. Toisaalta piirteenirrotus-
menetelmistä TF-IDF näyttäisi kyseisten confusion matrix:en perusteella soveltuvan
paremmin annettuun tehtävään kuin n-gram. Merkittäviä eroja ei kuitenkaan ha-
vaittu ja varsinkin japaninkieliset twiitit tunnistettiin oletusarvon mukaisesti erittäin
hyvin. Tämä johtuu luultavasti siitä, että luokittelijan on helppo tunnistaa japani
omaksi kielekseen jo muihin verrattuna erilaisen merkistön perusteella.
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4. JOHTOPÄÄTÖKSET
Tässä työssä esiteltiin perinteisiä koneoppimismenetelmiä ja kokeiltiin niitä käytän-
nössä kielentunnistusongelmaan. Selvitettiin myös luokitteluongelmaan käytetyn ko-
neoppimisalgoritmin toiminta esittelemällä aineiston keruu ja käsittely, opetusvaihe,
sekä testivaihe. Kielen tunnistusongelman ratkaisuun todettiin tarvittavan kahden-
laisia koneoppimismenetelmiä: piirteenirrotusta ja luokittelijoita. Piirteenirrotuksen
osalta esiteltiin TF-IDF ja n-gram, sekä luokittelijoista tukivektorikone, logistinen
regressio ja Random forest. Lähteiden perusteella tehdyn taustatutkimuksen nojalla
todettiin, että kaikkia tutkittuja menetelmiä voidaan soveltaa kielen tunnistukseen.
Tulosten perusteella voidaan päätellä, että parhaiten tekstin kielen tunnistamiseen
sopivat luokittelijoista 1000-puinen Random forest -luokittelija ja logistinen regres-
sio, piirteenirrotusmenetelmistä taas TF-IDF oli kaikilla suorituskerroilla n-gramia
parempi. Todettiin myös, että tukivektorikone vaatii toimiakseen erilaiset puitteet,
kuin logistinen regressio ja Random forest -luokittelija.
Tutkimusta voisi jatkaa ottamalla tarkasteluun useampia luokittelu- ja piirteenirro-
tusmenetelmiä. Lisäksi voitaisiin vertailla neuroverkkopohjaisia menetelmiä perin-
teisiin koneoppimismenetelmiin. Myös tutkimusaineistoa voisi laajentaa käyttämällä
aineistona erilaisia tekstidokumentteja lyhyistä twiittien kaltaisista teksteistä satasi-
vuisiin teoksiin. Ongelmanratkaisuun saisi haastavuutta lisäämällä aineistoon pseu-
dokielisiä tai kahta kieltä sisältäviä tekstejä, jolloin luokkia pitäisi muuntaa näiden
mukaisiksi.
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