



Samorazvijajoci se sistemi pri spremljanju in
vodenju procesov








Samorazvijajoci se sistemi pri spremljanju in
vodenju procesov
(Evolving systems in process monitoring and
control)
DOKTORSKA DISERTACIJA
Mentor: prof. dr. Igor Skrjanc




Rad bi se zahvalil vsem, ki so na kakrsenkoli nacin pripomogli k nastajanju dok-
torske disertacije. Seveda je doktorska disertacija moje avtorsko delo, ki pa ne bi
nastalo v taksni obliki, kot je, brez sodelovanja in podpore vseh, ki so vsak na svoj
nacin vpleteni v to zgodbo.
Najprej bi se zahvalil mentorju prof. dr. Igorju Skrjancu in somentorju izr.
prof. dr. Gregorju Klancarju za vse nasvete, pripombe, komentarje in za usmer-
janje v casu mojega raziskovalnega dela. Hvala obema tudi za izjemno podporo.
Zahvalil bi se tudi celotnima kolektivoma laboratorijev LMSV in LAMS za prije-
tno vzdusje ter spodbudo in podporo v casu nastajanja doktorske disertacije. V
casu studija sem spoznal in sodeloval tudi z nekaterimi kolegi raziskovalci iz tujine
(Brazilije, Spanije, Anglije in Cila), ki so mi pomagali najti resitve za nekatere
skupne izzive.
Kljucen del sestavljanke predstavlja tudi moja druzina. Najprej bi se zahvalil
starsema, ki sta mi omogocila celoten studij v Sloveniji in me nenehno podpirala
ter spodbujala v casu studija. Tudi moj brat Zoran ima posebno mesto v celotni
zgodbi, ki mi je vedno stal ob strani. Na koncu pa bi se zahvalil tudi soprogi Maji
in sinu Damjanu, ki sta v moje zivljenje vnesla novo in posebno dimenzijo ter mi
tako razsirila obzorje razmisljanja.

Povzetek
V pricujoci doktorski disertaciji smo raziskovali razlicna podrocja uporabe
samorazvijajocih se sistemov, kot so vodenje, identikacija in spremljanje pro-
cesov. Samorazvijajoci se sistemi, ki jih obravnavamo v disertaciji, temeljijo na
posplosenem mehkem modelu AnYa (po priimkih avtorjev Angelov in Yager), ki
se razlikuje od klasicnih mehkih modelov (Mamdani in Takagi-Sugeno) v nacinu
deniranja strukture modela. Namesto vnaprej deniranih mehkih pravil (Gaus-
sovo, trikotno, lingvisticno itn.), model AnYa na podlagi sprotno sprejetih podat-
kov tvori mehka pravila v obliki oblakov podatkov (ang. data clouds). Z vsakim
novim prejetim podatkom se struktura in parametri modela prilagajajo novim
spremenjenim stanjem v procesu. To nam omogoca implementacijo razlicnih al-
goritmov sprotnega vodenja, identikacije ali spremljanja dinamicnih procesov.
Poleg implementacije teh algoritmov smo v doktorski disertaciji obravnavali tudi
mehanizme samorazvijanja modelov za dodajanje novih in odstranjevanje nepo-
membnih oblakov. Prav tako smo iskali nacine, kako prepreciti dodajanje oblakov
na osnovi osamelcev.
V disertaciji smo predstavili robusten samorazvijajoci se adaptivni mehki re-
gulator (ang. robust evolving cloud-based controller, RECCo). Regulator je sesta-
vljen iz dveh glavnih delov: samorazvijajoca se struktura modela (z mehanizmom
za dodajanje novih oblakov na podlagi lokalne gostote podatkov) in sprotna adap-
tacija parametrov lokalnih regulatorjev (na podlagi gradienta kriterijske funkcije).
Mehanizem samorazvijanja modela skrbi za zaznavanje nelinearnih podrocij v
procesu, kar pomeni, da se parametri lokalnih regulatorjev prilagajajo delovni
tocki procesa. Z normiranjem podatkovnega prostora smo dosegli enostavnejse
nastavljanje zacetnih parametrov regulatorja. Podali smo tudi smernice, kako
nastaviti oziroma izracunati zacetne vrednosti parametrov regulatorja. V dok-
torski disertaciji smo prikazali nekaj primerov uporabe RECCo-regulatorja na
simuliranih in realnih napravah. Vodenje na simuliranih procesih smo izvedli na
modelu toplotnega izmenjevalnika in na modelu distribuiranega sistema soncnih
kolektorjev. Uporaba vodenja na realnih napravah pa je bila izvedena pri regu-
laciji temperature na toplotnem izmenjevalniku in regulaciji nivoja na sistemu
dveh povezanih tankov.
Mehanizem samorazvijanja na osnovi oblakov podatkov smo vpeljali tudi v
mehki prediktivno funkcijski regulator (ang. fuzzy cloud-based predictive func-
tional controller, FCPFC). Za delovanje tega regulatorja potrebujemo model
procesa, ki ga zelimo voditi. S tem namenom smo zdruzili samorazvijajoci se
model z rekurzivno metodo najmanjsih kvadratov. Na ta nacin lahko identici-
ramo dinamicen model procesa, ki je potem del prediktivnega regulatorja. Model
uporabimo za predikcijo reguliranega signala na vnaprej dolocenem horizontu in
nato dolocimo se regulirni signal, ki minimizira razliko med izhodnim in refe-
rencnim/zelenim signalom. Taksen pristop je primeren za regulacijo nelinearnih
dinamicnih procesov. Delovanje predlaganega prediktivnega regulatorja FCPFC
smo preizkusili na modelu reaktorja z neprekinjenim mesanjem (ang. continu-
ous stirred tank reaktor, CSTR). Dobljene rezultate smo primerjali z RECCo-
regulatorjem.
V nadaljevanju smo predlagali in preizkusili samorazvijajoci se model na
osnovi oblakov za identikacijo dinamicnih sistemov. V tem primeru smo raz-
iskali razlicne mehanizme dodajanja in odstranjevanja oblakov in njihov vpliv
na ucinkovitost celotne metode. Predlagano metodo smo preizkusili na dveh
razlicnih primerih. Prvi primer je model kemicnega procesa Tennessee East-
man, ki ima zelo kompleksno strukturo in dinamiko. Iz tega modela smo pri-
dobili simulirane podatke ter poskusali pridobiti modele kazalnikov proizvodnje
ucinkovitosti. Rezultate smo primerjali z metodo eFuMo ter z nevronskimi
mrezami. Drugi primer je bil realen sistem hladilne postaje, ki obratuje v enem
od podjetij v Sloveniji. Pridobljene podatke smo prav tako uporabili za identi-
kacijo dinamicnih modelov nekaj kljucnih kazalnikov proizvodnje. Te modele smo
naknadno uporabili za nadzorovano in prediktivno preklapljanje hladilnih agrega-
tov, ki so kljucni elementi celotnega sistema. Izkazalo se je, da z uporabo modelov
lahko preprecimo nepotrebna preklapljanja agregatov in s tem omogocimo boljso
ucinkovitost celotnega sistema.
V zadnjem delu smo samorazvijajoci se model uporabili kot orodje za spre-
mljanje procesov. Z uporabo mehanizmov za dodajanje novih oblakov lahko
deniramo podrocje procesa, ki opisuje normalno stanje delovanja, in podrocje,
ki oznacuje napako na procesu. Nato lahko z izracunom lokalnih gostot za vsak
podatek posebej dolocimo ali predstavlja napako oziroma normalno delovanje.
Predlagali smo tudi izracun delnih lokalnih gostot z upostevanjem najbolj vpliv-
nih komponent. Delovanje metode smo preizkusili na podrocju zaznavanja na-
pak na sistemu Tennessee Eastman. Rezultate smo primerjali z nekaj znanimi
metodami za zaznavanje napak na procesih, kot so PCA (ang. principal compo-
nent analysis), ICA (ang. independent component analysis) in FDA (ang. sher
discriminate analysis). Rezultati metode so primerljivi in dosegajo podobno na-
tancnost, kot ze uveljavljene metode na tem podrocju.
Na koncu smo samorazvijajoci se model razdelili na vec hierarhicnih nivojev
z namenom zaznavanja manevrov pri voznikih osebnih avtomobilov, kot so prehi-
tevanje, zaviranje, ustavljanje in podobno. Metoda uporablja le osnovne senzorje
(in ne naprednih, kot so kamere, laserji itd.), ki so del standardne opreme oseb-
nih avtomobilov. Izkazalo se je, da predlagani hierarhicni koncept od spodaj
navzgor (od manj do bolj kompleksnih akcij) v kombinaciji s samorazvijajocim
se modelom uspesno zaznava in locuje med razlicnimi manevri pri voznikih.

Abstract
In the doctoral thesis the usage of evolving systems on dierent elds was
investigated, namely the eld of control, system identication and process mo-
nitoring. The evolving systems in the current thesis are based on the simplied
fuzzy model AnYa which diers from the classical ones (such as Mamdani and
Takagi-Sugeno) in the way how the model structure is dened. The AnYa model
uses data clouds in the antecedent part of the fuzzy system instead of predened
fuzzy rules (Gaussian, triangular, trapezoid etc.) in the classical models. There-
fore, the structure of the AnYa could be adapted with each data point received in
online manner. This leads to easy implementation of advanced on-line methods
for control, identication or monitoring of dynamic processes. Beside this we
have investigated dierent evolving mechanisms for adding new rules/clouds and
for removing less important ones.
Firstly we have presented a robust evolving cloud-based controller RECCo for
nonlinear processes. The controller consists of two main parts: evolving mecha-
nism (adding new clouds according to the local density of the data) and adaptive
law of the local controllers' parameters (based on gradient descent method). The
evolving part takes care of the controlled process nonlinearity and the adaptive
law adjusts to the current operating point. We proposed a normalization of the
data space which simplies the process of setting the initial parameters. Also
some instructions for setting/calculating the initial parameters are given. In the
dissertation we show some practical examples of using the controller on simu-
lated and real processes. For the simulated examples we used a model of heat
exchanger and a model of distributed solar collector eld. Moreover a real plant
of heat exchanger and two tank plant were used for temperature and level control,
respectively.
Based on the evolving model we also introduce a fuzzy cloud-based predictive
functional controller (FCPFC). This controller requires a model of the controlled
process. With this purpose we joined the evolving mechanisms with the recursive
weighted least square method. Actually we developed a tool for identication of
dynamic process model. The model is further used for the controlled signal pre-
diction in a certain horizon and then the control signal is chosen to minimize the
error between the predicted and the desired value of the signal. This approach
is suitable for controlling nonlinear dynamic processes. The eciency of the pro-
posed controller FCPFC was tested on Continuous Stirred Tank Reactor, CSTR.
The results were also compared with the RECCo controller.
In the second part of the doctoral thesis we proposed an evolving method
for dynamic process identication. Actually the recursive identication method
was already tackled in the previous part when FCPFC controller was propo-
sed. In this part we additionally investigated dierent mechanisms for adding
and removing data clouds (fuzzy rules) and their impact on the overall iden-
tication method eciency. The proposed method was tested on two dierent
examples. The rst example was Tennessee Eastman process which has really
complex structure with dynamic behavior. We acquired the necessary data from
the model and then we identied the models of the production Performance In-
dicators (pPI). The obtained results were compared to the established methods
eFuMo and neural networks. The second example was a real process of water
chiller plant (WCP). The data were acquired directly from the plant and were
used for model identication of the key indicators. The models were further used
for process monitoring and predictive operating with the chillers, which are the
key elements of the whole system. It has been shown that using the acquired
models we can prevent unnecessary switching of the chillers which leads to more
ecient operation of the system.
In the last part of the thesis we investigated the usage of the evolving system
for process monitoring and fault detection purposes. Using the evolving model
we can dene the part of data space which describe normal process operation
and faults. According to the local density we can easily determine if each data
sample is a fault or not. Moreover we proposed a partial data density calculation
which takes into account only the most inuential components. The eciency
of the method was tested on the Tennessee Eastman process. The results were
compared with well established methods on the eld such as: PCA (principal
component analysis), ICA (independent component analysis) and FDA (sher
discriminate analysis). With the comparison analysis of the results we show that
the proposed evolving method is comparable with the established ones.
At the end we developed a hierarchical evolving model for car-driver behavior
detection. The method uses the basic sensors (no cameras, radars etc.) in the
car which are part of standard equipment of a modern car. We show that with
the proposed hierarchical concept and the evolving model we can eciently de-
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1. Uvod
Danasnji industrijski procesi so zelo kompleksni sistemi z velikim stevilom mer-
jenih (in nemerjenih) parametrov, ki so nam na voljo v realnem casu. Kolicina
in hitrost obdelave teh signalov s trenutno tehnologijo ne predstavlja vecjega
problema. S tem se povecujejo zahteve po hitrih in sprotnih (ang. on-line) algo-
ritmov modeliranja, spremljanja in vodenja takih procesov na podlagi merjenih
podatkov. Algoritmi, ki nenehno spremljajo proces in se mu prilagajajo, lahko
zagotovijo, da so nastavljeni na trenutno, dejansko stanje procesa. Spremenljivi
pogoji, neznani zunanji vplivi in nova (neodkrita) stanja na sistemu lahko sprozijo
novo dinamicno obnasanje sistema, kar nam prej ni bilo znano. V takih primerih
bi staticni konvencionalni sistemi odpovedali. S tem namenom se je pred pet-
najstimi leti zacelo razvijati podrocje samorazvijajocih se (mehkih) inteligentnih
sistemov [13], ki se prilagajajo trenutnim razmeram na procesu.
Samorazvijajoci se mehki sistemi (ang. evolving fuzzy systems, EFS) posoda-
bljajo svojo strukturo in parametre ter na ta nacin vkljucujejo novo znanje na
podlagi sprotno sprejetih podatkov. V tem smislu lahko sisteme EFS stejemo
kot pomemben korak k racunalniski inteligenci, saj se modeli nenehno in avto-
maticno ucijo in prilagajajo spremembam stanj, zunanjih pogojev in odkritjem
novih nelinearnih podrocij procesa.
Vsi zgoraj nasteti izzivi se lahko preslikajo tudi na podrocje vodenja v pri-
meru, ko zelimo voditi nelinearen in casovno spremenljiv proces. Vodenje takega
procesa s standardnim (staticnim) pristopom ponuja zadovoljive rezultate le v
okolici lokalnega modela in ni primeren za celotno operacijsko obmocje procesa.
Kombinacija samorazvijajoce se strukture mehkega modela s sprotno adaptacijo
parametrov lokalnih regulatorjev ponuja celovito resitev za tovrstne tezave.
Prav tako lahko na podrocju identikacije sistemov uporabimo samorazvi-
jajoci se model za detekcijo nelinearnih podrocij sistema. Nacela samorazvijanja
v kombinaciji z modelom NARX (ang. nonlinear autoregressive exogenous mo-
del) in z rekurzivno metodo utezenih najmanjsih kvadratov za oceno parametrov
tvori orodje za identikacijo nelinearnih, dinamicnih in casovno spremenljivih
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procesov. V disertaciji je poudarek na razlicnih mehanizmih samorazvijanja in
kombinacijah med njimi.
Inteligentne (napredne) metode spremljanja procesov igrajo pomembno vlogo
tudi pri zaznavanju in diagnosticiranju napak (ang. fault detection and diagno-
stic). Klasicne metode spremljanja procesov namrec temeljijo le na spremljanju
posameznih (merljivih) spremenljivk, in sicer ali so znotraj predhodno oprede-
ljenih meja. Spremljanje procesov lahko znatno izboljsamo, ce upostevamo vec
merjenih spremenljivk, ki so nam na voljo v kombinaciji z naprednimi, inteligen-
tnimi metodami. Tudi na tem podrocju imajo samorazvijajoce se sisteme velik
potencial. Z njimi lahko zaznavamo napake na procesu ter lezenje parametrov
procesa [166].
Doktorsko disertacijo lahko razdelimo v stiri glavne sklope. V prvem sklopu
so podane osnove samorazvijajocega se sistema (poglavje 2), predstavljen pa je
tudi robustni samorazvijajoci se adaptivni mehki regulator za nelinearne sisteme
(poglavje 3). Poleg tega je v prvem sklopu podan tudi prediktivni funkcijski regu-
lator, katerega identikacijski del se prekriva z drugim sklopom disertacije. Drugi
sklop obravnava identikacijo dinamicnih sistemov, prav tako z uporabo nacela in
mehanizme samorazvijanja (poglavje 4). Tretji in cetrti sklop sta dokaj sorodna
in obravnavata spremljanje procesov. V tretjem sklopu je podan sistem za za-
znavanje napak na industrijskih procesih (poglavje 5). Cetrti sklop pa obravnava
podrocje spremljanja manevrov pri voznikih na podlagi hierarhicne strukture v
kombinaciji s samorazvijajocim se modelom (poglavje 6).
2. Samorazvijajoci se sistemi
Z razvojem informacijskih tehnologij (t.i. informacijska revolucija) so se izrazito
povecali tok in hitrost prenasanja podatkov kot tudi kolicina shranjenih podatkov.
Velika industrijska podjetja v Evropi ze razvijajo in ustvarjajo nov standard, ki
so ga poimenovali Industrija 4.0. Spremembe, ki jih prinasa novi standard, so na
podrocju organizacije proizvodnih procesov. Ideja je, da se poslovni in procesni
ukrepi dolocajo na podlagi podatkov. Pravzaprav ideja o obdelavi in analizi shra-
njenih in sprotno zajetih podatkov ni nova, vendar se sedaj intenzivneje razvijajo
celovite resitve. Z analizo podatkov zelimo pridobiti nove koristne informacije o
sistemu oziroma procesu, ki ga upravljamo. Pogosto se zgodi, da s podatkovno
analizo izluscimo informacije, o katerih prej nismo niti razmisljali in jih tudi nismo
pricakovali.
Pri obdelavi podatkov se srecujemo ne le z veliko kolicino podatkov, temvec
tudi z dinamiko podatkovnih struktur, ki se lahko interpretira kot tok podatkov
(ang. data streams). S tem namenom so bile v preteklosti razvite metode, ki
omogocajo sprotno (ang. on-line) kot tudi nesprotno (ang. o-line) obdelavo ter
analizo podatkov. Obstaja vec razlicnih tovrstnih metod, kot so adaptivne me-
tode na podrocju vodenja (ang. adaptive systems) [29], metode strojnega ucenja
(ang. machine learning) in statisticnega ucenja (ang. statistical learning) [108]
na podrocju modeliranja procesov ter klasicne identikacijske metode [165]. Po-
drocje, ki bo obravnavano v tem poglavju in na splosno v doktorski disertaciji,
obravnava samorazvijajoce se inteligentne sisteme (ang. evolving intelligent sy-
stems) [20]. V literaturi se srecujemo tudi samo z izrazom samorazvijajoci se
sistemi (ang. evolving systems), kar bo uporabljeno tudi v pricujoci doktorski
disertaciji. Treba je poudariti, da v strokovni angleski literaturi pride pogosto
do medsebojne zamenjave pomenov evolving systems in evolutionary systems.
Pravzaprav gre za dva konceptualno razlicna pristopa (podpoglavje 1.6 v [17]).
Glede na hitro povecevanje kolicine in kompleksnosti shranjenih podatkov-
nih struktur se tudi v industrijskih okoljih (podrocje vodenja, modeliranja itd.)
povecujejo zahteve po sistemih, ki svoje delovanje (inteligentno) samodejno pri-
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lagajajo pridobljenim informacijam o procesu [96]. S taksnim pristopom lahko
zagotovimo, da se sistemi lahko hitro prilagodijo trenutnim spremembam v de-
lovanju procesa (npr. sprememba delovnih pogojev, zunanjih vplivov itn.) [220].
To je glavna prednost pred metodami, ki temeljijo na konvencionalnih modelih,
ki so nastavljeni oziroma nauceni predhodno (o-line nacin) in se med uporabo
ne spreminjajo.
Podrocje samorazvijajocih se sistemov ponuja resitve in pristope za izvedbo
novih ali za nadgradnjo obstojecih metod pri resevanju dinamicnih problemov,
ki se spreminjajo s casom. V literaturi lahko najdemo veliko primerov uporabe
teh sistemov, kot na primer na podrocju aktivnega ucenja [168], adaptivnega
vodenja [55], bioinformatike [137], pametnih senzorjev [197], sprotnega nadzora
[174] itd. Podrocje samorazvijajocih se sistemov se aktivno razvija v zadnjih dveh
desetletjih, kar je rezultiralo v obsezno literaturo [13,17,20,21,166].
Poleg moznosti nadgradnje obstojecih metod samorazvijajoci se sistemi po-
nujajo tudi moznost razvoja popolnoma novih algoritmov z visoko stopnjo samo-
stojnega (strojnega) ucenja (ang. autonomous machine learning). V glavnem se
podrocje samorazvijajocih se sistemov razvija hitro in tako povecuje svojo bazo
znanja in razumevanja kompleksnih povezav in odvisnosti v realnih aplikacijah.
Iscejo se novi mehanizmi, kako iz podatkov samodejno izlusciti nove kompleksne
povezave, in sicer v cim krajsem casu in na cimbolj optimalen nacin. Tovrstno
ucenje se nenehno izvaja, vse dokler prihajajo novi podatki, in tako odkrivamo
nove zakonitosti znotraj obravnavanih sistemov.
Pogosto, vendar ne nujno, uporabljajo samorazvijajoci se sistemi mehke (ang.
fuzzy rule-based), nevromehke (ang. neuro-fuzzy) ali nevronske (ang. neural-
network) modele v kombinaciji s strojnim ucenjem. Vsekakor je koncept, ki ga
ponujajo samorazvijajoci se sistemi, uporaben tudi v povezavi z drugimi sistemi,
kot so odlocitvena drevesa (ang. decision trees), mesani Gaussovi modeli (ang.
Gaussian mixture models) [169], modeli na osnovi Gaussovih procesov [147] itn.
V nadaljevanju bomo opisali osnovne mehke modele in njihovo uporabo s per-
spektive samorazvijajocih se sistemov.
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2.1. Mehki sistemi
Mehki modeli so dobro znani kot orodje za univerzalno aproksimacijo proce-
sov [148], [253]. Avtor mehkih sistemov je prof. Lot A. Zadeh, ki je prvi pred-
stavil mehko logiko [265, 266], in sicer kot razsiritev klasicne (Boolove) logike.
Klasicna logika logicni spremenljivki pripisuje le dve vrednosti (1 za pravilno in
0 za napacno), mehka logika pa dovoljuje katerokoli vrednost na intervalu [0; 1].
Mehki sistemi so predstavljeni v obliki pravil CE-POTEM (ang. IF-THEN),
kjer je vsako pravilo sestavljeno iz dveh delov, iz pogojnega (ang. antecedent) in
posledicnega (ang. consequent) dela.
2.1.1 Model Mamdani
Na osnovi teorije, ki jo je podal prof. Zadeh, se je razvilo nekaj razlicnih tipov
mehkih modelov. Nov mehki model je prvi predstavil Mamdani (model Mam-
dani) [177]. V svojem delu je pravzaprav predstavil mehki regulator na industrij-
skem procesu parnega motorja. Mehka logika je bila uporabljena za pretvorbo
lingvisticnih spremenljivk (pravila dolocena s strani operaterja) v strategijo avto-
matskega vodenja. Oblika modela Mamdani je predstavljena z naslednjo enacbo:
Ri : IF  (x1 is i1) AND : : : AND (xp is ip) THEN (yi(x) is i) (2.1)
kjer gre indeks i = 1; : : : ;M preko vseh pravil mehkega sistema (M je stevilo vseh
pravil). Pogojni del je sestavljen iz p vhodnih xj ter p lingvisticnih 
i
j spremenljivk
(j = 1; : : : ; p). Posledicni del je sestavljen iz p izhodnih spremenljivk yi in mehke
mnozice i. Izhod sistema se ponavadi izracuna z metodo gravitacijskega sredisca
(ang. center of gravity, COG) ali s povprecjem maksimumov (ang. mean of
maximum, MOM ).
Eden od samorazvijajocih se modelov, ki uporablja modela Mamdani za iden-
tikacijo nelinearnih sistemov, je SOFMLS [217]. V SOFMLS-u je dodajanje
novega mehkega pravila (roja) odvisno od razdalje med trenutnim vzorcem in
najblizjem rojem. Ce je ta razdalja manjsa od vnaprej dolocenega radija r, je
trenutni podatek dodan k najblizjemu roju; v nasprotnem deniramo novo pra-
vilo (roj). Metoda SOFMLS vsebuje tudi pogoje za brisanje najmanj aktivnih
rojev (temelji na podlagi stevila podatkov, ki pripadajo dolocenemu roju). Se-
veda je dodajanje in brisanje rojev strukturna sprememba modela, ki spada pod
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pogojni (IF) del modela. Parametri posledicnega dela v primeru SOFMLS se
posodabljajo na osnovi modicirane metode najmanjsih kvadratov.
Na podlagi prednosti dveh predhodnih metod SELM [250] in ECSFS [251] so
avtorji v [252] ustvarili novo metodo SSEM (ang. simplied structure evolving
method). Metoda SSEM razdeli prostor problema na vec podrocij in na pod-
lagi najvecjega lokalnega pogreska razdeli doloceno podrocje na dve podpodrocij
(dodajanje novih pravil). Parametri posledicnega dela se posodabljajo na osnovi
rekurzivne metode najmanjsih kvadratov.
Metoda predstavljena v [254] razdeli vhodni in izhodni prostor na locene roje.
Dodajanje novega roja temelji na minimalni razdalji med trenutnim podatkom
in roji, ki so del vhodnega ter izhodnega prostora. Ce je podatek precej oddaljen
od najblizjega roja v vhodnem in v izhodnem prostoru, potem je dodan nov
roj. Parametri posledicnega dela se posodabljajo z uporabo rekurzivne metode
Levenberg{Marquardt [81].
Samorazvijajoci se sistem ET2FIS, predstavljen v [244], je pravzaprav nevro-
mehki model, ki uporablja nacela modela Mamdani. Dodajanje novih pravil se
izvede v primeru, ce je najmanjsa stopnja pripadnosti podatka obstojecim pravi-
lom manjsa od prednastavljenega praga. Model ET2FIS vsebuje tudi mehanizme
za zdruzevanje prekrivajocih se kot tudi za brisanje neaktivnih pravil.
2.1.2 Model Takagi-Sugeno
Drugi tip mehkega sistema je model Takagi-Sugeno (T-S), ki je bil predstavljen
v [238]. Avtorji so na osnovi mehke logike, ki jo je postavil prof. Zadeh, pred-
stavili matematicno orodje za gradnjo mehkih modelov. Za razliko od modela
Mamdani je model T-S uporabljen nekoliko sirse na podrocju samorazvijajocih se
sistemov [166]. Seveda obstaja vec razlogov za to. Najprej so bili zaradi svoje upo-
rabnosti mehki modeli T-S delezni velike pozornosti na razlicnih podrocjih, kot
na primer na podrocju vodenja [32,92,93,133,178,195], identikacije [2,187], spre-
mljanja procesov oziroma detekcije napak [5, 7, 223], obdelave slik [125, 191, 208]
in drugje. Nadalje so T-S modeli znani kot univerzalni aproksimator z zadostno
stopnjo natancnosti. Struktura T-S modela se razlikuje od modela Mamdani
v posledicnem (THEN) delu, ki namesto lingvisticne mehke mnozice  (2.1)
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uporablja poljubno (linearno) funkcijo1:
Ri : IF (x(1) is i(1)) AND : : : AND (x(p) is i(p))
THEN yi(x) = f(x(1); : : : ;x(p))
(2.2)
kjer je vhodni vektor x = [x(1); : : : ;x(p)]T p-dimenzionalen in je i mehka (ling-
visticna) mnozica. Kot smo ze omenili, je posledicni del sestavljen iz poljubne
funkcije, vecinoma pa v obliki linearne kombinacije:
yi(x) = f(x(1); : : : ;x(p)) = !i0 + !
i
1x(1) +   + !ipx(p) (2.3)
kjer so !i0; : : : !
i
p utezi funkcije, ki jih moramo dolociti. Izhod celotnega sistema
y je sestavljen kot linearna kombinacija p lokalnih modelov yi. Model Takagi-
Sugeno lahko torej interpretiramo tudi kot skupek odsekoma lokalno linearnih
modelov z glajenjem med njimi.
Obstaja tudi takoimenovani generalizirani model Takagi-Sugeno kot orodje
za lazjo implementacijo samorazvijajocih se sistemov. Najprej so ga predsta-
vili avtorji v [154, 156] in, potem je bil tudi nadgrajen v [197, 198]. Osnovni
namen generaliziranega modela T-S je predstavitev mehkih pravil (mnozic) z
vecdimenzionalno normalno porazdelitvijo. To predvsem olajsa nacin modelira-
nja lokalnih korelacij med vhodnimi in izhodnimi spremenljivkami.
Eden prvih samorazvijajocih se sistemov na podlagi modela Takagi-Sugeno
je eTS (ang. evolving Takagi-Sugeno) [26]. Ta metoda vsebuje le mehanizem za
dodajanje novih mehkih pravil na podlagi potenciala, ki je deniran kot mera od-
daljenosti med trenutnim podatkom in vsemi podatki v prostoru. Ce je potencial
trenutnega podatka vecji, kot ga imajo vsi obstojeci centri, se ta podatek denira
kot center novega roja. V [26] so predstavili dva nacina posodabljanja parame-
trov posledicnega dela, in sicer lokalnega (ang. weighted recursive least-square,
wRLS) in globalnega (ang. recursive least-square, RLS). V [19] je bil predstavljen
enostavnejsi model eTS, ki so ga poimenovali simpl eTS. V tem modelu so avtorji
dodali tudi mehanizem za brisanje nereprezentativnih pravil. V primeru, da neko
pravilo vsebuje manj kot 1% podatkov celotne populacije, potem se to pravilo
izbrise. Posledicni del je ostal isti kot pri eTS [26].
1Spremenljivke napisane s krepko pisavo (npr. x) oznacujejo vektorje/matrike, medtem ko
spremenljivke z navadno pisavo oznacujejo skalarje (npr. !i0). Z oklepaji oznacujemo posamezne
elemente vektorjev oziroma matrik (npr. x(1) oznacuje prvi element vektorja x).
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V [16] je bil predstavljen mehki model eTS+, ki predstavlja skupek vseh
dotedanjih variacij predhodnih modelov [15, 19, 26]. Model eTS+ vsebuje tudi
nove parametre za spremljanje kakovosti obstojecih pravil oziroma rojev (starost,
podporna mnozica, uporabnost, podrocje vpliva in lokalna gostota). Z istimi
parametri so denirani tudi mehanizmi za dodajanje in brisanje pravil.
Glavna ideja metode SAFIS [215] je bila ustvariti mehki model z manjsim
stevilom pravil in pri tem obdrzati ter izboljsati ucinkovitost metode v primerjavi
z obstojecimi metodami. Metoda SAFIS vsebuje dva mehanizma samorazvijanja
strukture modela, in sicer za dodajanje in brisanje rojev. Oba mehanizma teme-
ljita na kriteriju vpliva (ang. inuence criterion) ki podaja doprinos trenutnega
podatka k skupnemu modelu. V obeh primerih je potrebno nastaviti zgornjo
mejo za dodajanje novih in spodnjo mejo za brisanje obstojecih pravil. Para-
metri posledicnega dela se posodabljajo le za pravilo, kateremu trenutni podatek
pripada z najvecjo pripadnostjo. Posodabljanje se vrsi z uporabo razsirjenega
Kalmanovega ltra (ang. extended Kalman lter, EKF).
Model SEIT2FNN [128] predstavlja sestnivojsko nevromehko mrezo, ki upora-
blja teorijo modela T-S tipa 2. Glede na to, da je v primeru mehkega modela tipa
2 aktivacijska funkcija interval, SEIT2FNN izracuna povprecje tega intervala. Ce
je maksimalna vrednost teh povprecij (za vsa pravila) manjsa od predhodno na-
stavljenega praga, potem se doda novo pravilo. Posledicni del se posodablja z
rekurzivno metodo najmanjsih kvadratov (RLS).
V [129] je predstavljen model AHLTNM, ki uporablja adaptivno nastavljanje
vrednosti praga, ki doloca, ali je treba zdruzevati ali deliti obstojece roje. Mehka
pravila v pogojnem delu so predstavljena s hiperkvadrati (center in dolzina stra-
nic). V primeru, da je pogresek modela vecji od adaptivnega praga, potem se
pravilo z najvecjim volumnom razdeli na dve novi pravili; v nasprotnem se pra-
vilo z najvecjim volumnom zdruzi z najblizjim pravilom. Metoda AHLTNM
uporablja rekurzivno metodo najmanjsih kvadratov za posodabljanje prametrov
linearne funkcije v posledicnem delu mehkega modela.
Avtorji v [163] so predstavili koncept samorazvijajocega se sistema z uporabo
participativnega ucenja (ang. evolving participatory learning, ePL). Metoda ePL
spreminja svojo T-S strukturo na podlagi dveh parametrov (enega za dodajanje
in drugega za odstranjevanje pravil). Oba parametra imata vsak svoj prag, oba
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pa sta predhodno nastavljena. Tako kot pri vecini prejsnjih metod, so tudi v pri-
meru ePL parametri posledicnega dela posodobljeni na osnovi rekurzivne metode
najmanjsih kvadratov.
V [86] so avtorji predstavili samorazvijajoci se sistem eFuMo (ang. evol-
ving fuzzy model). Model eFuMo temelji na rekurzivnem mehkem rojenju z
uporabo rekurzivnega c-means in algoritma Gustafson-Kessel [89, 90]. Sprotno
(rekurzivno) rojenje je nadgrajeno z mehanizmi za dodajanje, odstranjevanje,
zdruzevanje in deljenje rojev. Parametri posledicnega dela mehkega sistema se
posodabljajo z metodo utezenih najmanjsih kvadratov s pozabljanjem.
Model FLEXFIS je bil najprej predstavljen v [171], nato pa je v [167] sledila
njegova nadgradnja v FLEXFIS(++). Pravzaprav so avtorji v [167] predstavili
celo druzino metod (ang. FLEXFIS family) za resevanje razlicnih problemov
(rojenje, klasikacija in regresija). V svoj koncept samorazvijanja so dodali se
mehanizme za detekcijo lezenja parametrov in predlagali postopek za odpravlja-
nje tega fenomena. FLEXFIS(++) vsebuje tudi mehanizme za zmanjsevanje
kompleksnosti modela (zdruzevanje prekrivajocih se pravil).
Na podlagi modela SAFIS [215] so avtorji najprej v [216] in potem se v [214]
predstavili razsirjeno verzijo modela (ang. extended SAFIS, ESAFIS). Metoda
SAFIS/ESAFIS ima strukturo nevromehkega modela in vkljucuje mehanizme za
dodajanje in odstranjevanje mehkih pravil.
Do sedaj smo obravnavali samo dva tipa mehkih modelov (model Takagi-
Sugeno in model Mamdani). Seveda obstaja tudi veliko razlicnih izpeljank mehkih
modelov, ki pa niso tako zanimive s stalisca samorazvijajocih se sistemov. V
nadaljevanju bo predstavljen nov neparametricen (vektorski) mehki model, ki je
prilagojen in nacrtan za samorazvijajoce se sisteme ter je ze uveljavljen na tem
podrocju.
2.1.3 Model AnYa
Poleg tradicionalna mehka modela, Mamdani [177] in Takagi-Sugeno [238], so av-
torji v [23{25] predstavili nov, neparametricen mehki model, ki so ga poimenovali
AnYa (po priimkih avtorjev Angelov in Yager). Razlikuje se v tem, da je pogojni
(IF) del mehkega modela neposredno sestavljen na podlagi prejetih podatkov. V
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tabeli 2.1 so predstavljene kljucne razlike med novim (AnYa) in klasicnimi meh-
kimi modeli (model Mamdani in model T-S). Pogojni del mehkega modela AnYa
igra kljucno vlogo pri samorazvijajocih se sistemih. Ta uposteva vse pretekle po-
datke, tako da nam ni poterbno vnaprej razmisljati o naravi in obliki podatkov,
kar je pravilo pri drugih mehkih sistemih. Prav tako ne rabimo dolocevati tipa
pripadnostne funkcije (npr. trapezna, trikotna, Gaussova funkcija ipd.), saj v
primeru mehkega modela AnYa pripadnostne funkcije temeljijo na lokalni gostoti
podatkov. Podatki, ki lezijo skupaj v podatkovnem prostoru in imajo podobne
lastnosti, tvorijo oblake podatkov2.
Oblaki podatkov so na prvi pogled podobni rojem, a se konceptualno precej
razlikujejo od njih. Ena kljucnih razlik je ta, da oblaki niso omejeni (nimajo
natancno dolocene meje) in nimajo denirane oblike (glej sliko 2.1). Razlika
je tudi v nacinu, kako so predstavljeni pretekli podatki. V primeru rojev je
vsako pravilo predstavljeno s centrom in podrocjem vpliva, medtem ko oblaki
upostevajo vse pretekle podatke (podpoglavje 4.3 v [17]).
Struktura mehkega modela AnYa je predstavljena z naslednjo enacbo:
Ri : IF (x  X i) THEN (yi = f i(x)); i = 1; : : : ; c (2.4)
2V doktorski disertaciji bomo uporabljali pojem oblaki podatkov za oznacitev mehkih pra-
vil, kar je pomensko razlicno kot podatki v oblaku za hranjenje informacijskih podatkov v
racunalniski terminologiji.







Slika 2.1: Gracna primerjava med roji (levo) in oblaki podatkov (desno) v 2D
prostoru.
kjer je stevilo mehkih pravil Ri enako stevilu obstojecih podatkovnih oblakov
i = 1; : : : ; c. Pogojni (IF) del modela je deniran z matematicnim operatorjem
, ki preberemo kot je povezan z (ang. is associated with) in oznacuje podobnost
med podatkom x = [x(1); x(2); : : : ; x(n)]T in oblakom podatkov X i. Posledicni
(THEN) del je deniran s poljubno lokalno (npr. linearno) funkcijo yi = f i(x).
V disertaciji bo sistem AnYa uporabljen na dva nacina, in sicer kot mehki re-
gulator in kot mehki model. V prvem primeru bo posledicni del deniran z
lokalnim regulatorjem ui, medtem ko bo v drugem primeru deniran z modelom
s posplosenim pogreskom ARX (ang. autoregressive exogenous model).
Omenili smo ze, da pripadnostna funkcija temelji na lokalni gostoti3 ik med






1A ; i = 1; : : : ; c (2.5)
kjer je K poljubno matematicno jedro, dikj je razdalja med podatkom xk in vsemi
podatki xikj (j = 1; : : : ;M
i), ki so del enega oblaka (pravila), M i je stevilo po-
datkov, ki pripadajo i-temu oblaku, c pa je stevilo vseh oblakov. Ce vzamemo










; i = 1; : : : ; c (2.6)
3V disertaciji bomo uporabljali indeks k za casovni trenutek, medtem ko bomo z i oznacevali
pripadnost k i-temu oblaku (pravilu).
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Za izracun lokalne gostote lahko izberemo katerokoli razdaljo, npr. Evklidsko
[24,78,229], Mahalanobisovo [41,42], kosinusno [230] itd. V nasem primeru bomo
uporabili Evklidsko razdaljo dikj = kxk   xikjk, ker ni vecje razlike v rezultatih v
primerjavi z drugimi razdaljami [41].
Evklidska razdalja
Ce vzamemo enacbo (2.6) in upostevamo Evklidsko razdaljo (dikj)
2 = (xk  
xikj)
T (xk   xikj) = kxk   xikjk2, lahko izpeljemo rekurzivno obliko enacbe (2.6)
za izracun lokalne gostote (podpoglavje 2.5 v [17]). Postopek izpeljave je prika-
zan v nadaljevanju. Kot ze omenjeno, ce vzamemo enacbo (2.6) in upostevamo






j=1 kxk   xikjk2
(2.7)




2 +   + h2n).
V nadaljevanju lahko drugi izraz pod ulomkovo crto v enacbi (2.7) razvijemo
v naslednjo obliko (upostevamo pravilo kvadrata razlike dvoclenika):
ik =
1















kjer pika med dvema spremenljivkama oznacuje skalarni produkt dveh vektorjev.


































Izraz v oglatem oklepaju pod ulomkovo crto lahko zdruzimo in skrajsano zapisemo
kot kvadrat razlike. Ostale clene obdrzimo in dobimo:
ik =
1
1 + kxk   1M i
M iP
j=1
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Na koncu lahko z uporabo enacb (2.12) in (2.13) zapisemo rekurzivno obliko za
izracun lokalne gostote med podatkom xk in i-tim oblakom:
ik =
1

















Enacbi (2.12) in (2.13) lahko zelo preprosto zapisemo tudi v rekurzivni obliki, in
sicer:
ik =







1 = x1 (2.14)
ik =





kxkk2; i1 = kx1k2 (2.15)
Enacbe (2.11), (2.14) in (2.15) so kljucnega pomena za sprotno posodabljanje
samorazvijajocega se modela. Te enacbe bodo veckrat omenjene in uporabljene
v naslednjih poglavjih doktorske disertacije.
Mahalanobisova razdalja
Avtorji so v [42] prvic uporabili Mahalanobisovo razdaljo za izracun lokalne go-
stote. Glavna ideja je, da bi upostevali tudi obliko podatkov/oblakov v samem
izracunu gostote. Seveda to vnese dodatno kompleksnost v celoten postopek
racunanja (izracun kovariancne matrike podatkov, ki tvorijo oblake). V primeru,
ce vzamemo enacbo (2.6) in upostevamo Mahalanobisovo razdaljo:
dikj = (xk   xikj)T (Ai) 1(xk   xikj) (2.16)









kjer  oznacuje volumen oblaka (t.i. podrocje vpliva). V [42] je podana tudi
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kjer je q dimenzija vhodnega vektorja xk in 
i
k srednja vrednost oblaka,
izracunana z enacbo (2.14).
Glavna prednost uporabe Mahalanobisove razdalje je ta, da uposteva elipsoi-
dno obliko podatkov, ki pripadajo dolocenemu oblaku. Ceprav je ta ideja precej
upravicena, prinasa tudi nekaj dodatnih problemov. V primeru, ce je oblak se-
stavljen iz majhnega stevila podatkov, ki lezijo precej skupaj, potem je tudi
kovariancna matrika Ai majhna. Drugace povedano: tudi ce bo kaksen podatek
relativno blizu oblaka bo lokalna gostota se vedno precej majhna saj je volumen
oblaka majhen. Da bi preprecili tak pojav, so avtorji v [41] razsirili enacbo (2.18)











Izracun rekurzivne lokalne gostote z (2.18) in (2.19) zahteva izracun inverzne vre-
dnosti kovariancne matrike ob vsakem koraku. Da bi se izognili temu, lahko upo-
rabimo Woodburyjevo matricno identiteto [111] in tako dobimo naslednji psevdo
algoritem [41]:
M i  M i + 1 (2.20)
d  x  i (2.21)
  i + 1
M i
d (2.22)
Si  Si   Sid 1 + (x  i)T Sid (x  i)T Si (2.23)
(Ai) 1  (M i   1)Si (2.24)
kjer z vpeljavo novega stanja Si posredno izracunamo inverzno vrednost kova-
riancne matrike (Ai) 1. Pred zacetkom postopka (ob dodajanju novega oblaka
oziroma pravila) moramo inicializirati stanja Si (ponavadi z veliko diagonalno
matriko).
3. Vodenje nelinearnih procesov s samorazvijajocim se
adaptivnim regulatorjem
3.1. Uvod in pregled literature
Vodenje nelinearnih, dinamicnih in kompleksnih sistemov je dandanes se vedno
aktivno raziskovalno podrocje. Ne glede na spreminjajoce se zunanje vplive, spre-
menljivo procesno dinamiko in vecanja kompleksnosti procesov v industriji osta-
jajo zahteve po visoki kakovosti in varnosti delovanja vseh procesov enake. Z lo-
kalno linearno aproksimacijo procesov lahko poenostavimo problem nacrtovanja
algoritma vodenja. Tovrsten pristop ponuja enostavne in zadovoljive rezultate le
v okolici lokalnega modela in pod staticnimi pogoji ter ni primeren za celotno
operacijsko obmocjo nelinearnega procesa.
V literaturi lahko najdemo veliko razlicnih primerov in pristopov, kako resiti
problem nelinearnosti procesa. V [61] je predstavljena samonastavitvena metoda
PID-regulatorja za nelinearne probleme, ki temelji na Ljapunovi teoriji. Nekoliko
drugacen pristop je predstavljen v [132], kjer je sprotno ucenje uporabljeno za
napovedovanje dinamike procesa in adaptacijo parametrov PID-regulatorja, in
temelji, tako kot v prejsnji metodi, na teoriji Ljapunova. Poleg tradicionalnih
adaptivnih metod obstajajo tudi bolj napredne metode, ki uporabljajo znanje o
procesih. Na primer: v [212] so avtorji predstavili sprotno adaptacijo parametrov
regulatorja na osnovi nevronskih mrez (ang. neural networks), medtem ko so v [9]
z genetskim algoritmom (ang. genetic algorithm) poiskali optimalne parametre
regulatorja. Tudi optimizacija z roji delcev (ang. particle swarm optimization)
daje zadovoljive rezultate pri nastavljanju parametrov PID-regulatorja [182].
Vse zgoraj nastete metode so namenjene sprotnemu nastavljanju parametrov
klasicnega PID-regulatorja. Stevilni raziskovalci so se posvetili tudi nadaljnji
raziskavi in razsiritvi koncepta PID-regulatorja. S tem namenom so razvili PID-
regulator z delnim redom (ang. fractional order PID, FrPID), ki deluje bolje
kot klasicni PID-regulator [196], vendar pa zahteva dolocitev se dveh dodatnih
parametrov. Podobno kot pri klasicni verziji obstajajo tudi v tem primeru opti-
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mizacijske resitve pri nastavljanju parametrov. V [173,239] so avtorji predstavili
resitev optimalnega FrPID-regulatorja na osnovi genetskega algoritma, medtem
ko je v [183] predstavljen koncept optimizacije na osnovi rojev delcev.
Mehka logika (podpoglavje 2.1) predstavlja alternativen pristop, ki je bil raz-
vit z namenom resevanja problema nelinearnosti procesov z razdelitvijo obmocja
delovanja na vec manjsih linearnih podrocij. Zahvaljujoc njeni prilagodljivosti in
zmogljivosti modeliranja nelinearnih procesov je bila mehka logika uporabljena
v razlicnih aplikacijah [35, 40, 48, 49, 206] Kot smo ze omenili v prejsnjem po-
glavju, je mehko logiko prvic predstavil prof. Zadeh [266] in pozneje je nastalo
vec razlicic oziroma izpeljank te teorije, npr. Takagi-Sugeno, Mamdani in po-
dobno. Eden prvih prispevkov na podrocju vodenja, vkljucujoc mehko logiko,
je [176], ki obravnava problem vodenja dinamicnega modela parnega motorja.
Na splosno lahko metode vodenja, ki temeljijo na teoriji mehke logike, razde-
limo v 6 skupin [93]:
1. konvencionalno mehko vodenje (na podlagi modela Mamdani),
2. mehko PID vodenje,
3. nevromehko vodenje,
4. mehko vodenje v drsnem rezimu,
5. adaptivno mehko vodenje,
6. vodenje na podlagi modela Takagi-Sugeno.
Potrebno je omeniti, da pogostokrat ni natancne denicije med posameznimi
pristopi in te se namrec velikokrat tudi prekrivajo. Na primer: konvencionalni
mehki regulator je lahko adaptiven, mehki PID-regulator je lahko nastavljen z
uporabo nevromehkega sistema ali nevromehki regulator je lahko adaptiven itn.
Vsi ti pristopi so bili aplicirani na razlicnih akademskih in industrijskih proble-
mih. Mehki regulatorji so dosegli velik uspeh na vec razlicnih podrocjih: tele-
komunikacije [66, 130, 273]; energetski sistemi [1, 94, 146]; mehatronika/robotika
[35, 39, 49, 104, 141]; kemijska industrija [65, 87, 257]; zdravstvo in stevilna druga
podrocja.
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Poleg zgoraj nastetih mehkih metod vodenja so bili z iznajdbo samorazvi-
jajocih se sistemov (Poglavje 2) razviti tudi mehki regulatorji, ki vkljucujejo sa-
morazvijajnje [169]. Ena prvih objav na tem podrocju je predstavljena v [14],
kjer predlagana resitev obravnava problem nastavljanja mehkih pravil s sprotnim
ucenjem na podlagi podatkov. Resitev je bila uspesno preizkusena na primeru
klimatske naprave. V [79] so predstavili metodo, ki s sprotnim ucenjem na pod-
lagi podatkov zgradi (dodaja in brise) pravila mehkega modela Takagi-Sugeno.
Avtorji v [43,47,85,268,269] so predstavili razlicne tipe samorazvijajocih se regu-
latorjev, ki temeljijo na metodi eFuMo [86], ki sluzi kot orodje za razdelitev neli-
nearnega podrocja procesa. Omenimo tudi delo v [200], kjer je predstavljeno vo-
denje aerodinamicnega sistema z dvojnim rotorjem na osnovi samorazvijajocega
se modela Takagi-Sugeno. Podobno delo je predstavljeno tudi v [228], kjer so av-
torji uporabili nacela sprotnega ucenja nevromehkega modela. Z istim pristopom
in metodologijo kot v [200] so avtorji v [201] poskusali resiti problem vodenja
proteticne roke. Nekoliko drugacen koncept samorazvijajocega se regulatorja je
bil predstavljen v [155], kjer je mehki model zasnovan na podlagi granul. Granule
predstavljajo mehka podrocja in delijo globalni problem nelinearnosti procesa na
manjsa lokalna linearna podrocja. Struktura samorazvijajocega se mehkega [56]
in nevromehkega [55] modela se razvija od zacetka (ang. from scratch) oziroma
brez predhodnega znanja o lastnosti procesa. V obeh primerih je pri izracunu
izhoda regulatorja uporabljen produkt za konjunkcijo mehkih pravil in utezeno
povprecje. V [193] so avtorji predstavili regulacijski sistem s samorazvijajoco
se strukturo na osnovi Gaussovih procesov. Regulator je namenjen vodenju di-
namicnih sistemov in predpostavlja nekaj osnovnega znanja o procesu.
Z iznajdbo neparametricnega mehkega modela AnYa (glej razdelek 2.1.3) so
se zacele raziskave, ki so poskusale zdruziti uporabnost in enostavnost modela
AnYa z znanjem s podrocja vodenja. Najprej so v [22] so predstavili samoraz-
vijajoci se regulator, ki svojo strukturo razvija (dodaja nova mehka pravila) na
podlagi lokalne in globalne gostote sprotno sprejetih podatkov. V posledicnem
delu mehkega modela so predstavili adaptivni mehanizem za sprotno adaptacijo
parametrov dveh tipov regulatorjev, in sicer PID in MRC (ang. model reference
control). Svojo resitev so avtorji preizkusili na simulacijskem primeru nelinear-
nega hidravlicnega procesa. S prakticno enakim pristopom kot v prejsnjem pri-
meru so avtorji v [78] predstavili prakticno implementacijo regulatorja na realnem
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sistemu dveh tankov. Regulator je uspesno sledil spremembi reference, vendar je
pokazal zelo slabe rezultate v ustaljenem stanju. Sledil je razvoj novega regu-
latorja [229] (na podlagi [22]), kjer dodajanje novih mehkih pravil (oblakov) ne
temelji na globalni gostoti podatkov, temvec so avtorji vpeljali prag (ang. thre-
shold), na podlagi katerega se dodajajo novi oblaki. Regulator je bil preizkusen
na dveh simulacijskih nelinearnih primerih. V obeh primerih z enakimi zacetnimi
nastavitvami je regulator deloval uspesno (z minimalnim pogreskom) pri sledenju
referenci in v ustaljenem stanju.
V nadaljevanju bomo predstavili samorazvijajoci se robusten regulator, ki
temelji na mehkem sistemu AnYa. Ideja je, da bi z osnovnih znanj o procesu
(obmocje vhodnega in izhodnega signala, ocenjena/zelena casovna konstanta in
cas vzorcenja) nastavili potrebne zacetne parametre regulatorja, kar predvsem
olajsa delo operaterja.
3.2. Robusten samorazvijajoci se adaptivni regulator RECCo
V tem podpoglavju bomo razlozili splosno strukturo in mehanizme delovanja
RECCo-regulatorja (ang. robust evolving cloud-based controller). Algoritem
RECCo je bil predstavljen v [10] in vsebuje tri sklope: referencni model, me-
hanizem samorazvijanja in adaptivni zakon. Vsak sklop je prikazan na sliki 3.1
in bo podrobno opisan v nadaljevanju. Teoreticno se lahko regulator nastavi
samodejno, vendar nam vsako dodatno znanje o procesu lahko bistveno olajsa
postopek nastavljanja zacetnih parametrov in na ta nacin izboljsamo delovanje
regulatorja. Z vsakim naslednjim prejetim podatkom algoritem samodejno razvija
svojo strukturo in adaptira parametre regulatorja s ciljem zmanjsanja pogreska
med zeleno in dejansko vrednostjo reguliranega signala. Kot je razvidno iz slike
3.1, regulacijski algoritem RECCo predstavlja pravzaprav indirektni adaptivni
regulator [116].
RECCo-regulator temelji na mehkem sistemu AnYa (razdelek 2.1.3) in ima
naslednjo obliko:
Ri : IF (x  X i) THEN (ui); i = 1; : : : ; c (3.1)
kjer Ri oznacuje i-to mehko pravilo in trenutno stevilo mehkih pravil c je enako
stevilu obstojecih podatkovnih oblakov X i. Pogojni (IF) del sistema je deniran
















Slika 3.1: Regulacijska shema samorazvijajocega se RECCo-regulatorja.
z matematicnim operatorjem , ki ga preberemo je povezan z (ang. is associated
with) in oznacuje podobnost med podatkom x = [x(1);x(2); : : : ;x(n)]T in obla-
kom podatkov X i. Posledicni (THEN) del je deniran z lokalnim regulatorjem
ui.
Stopnja aktivacije posameznega pravila je izrazena z normalizirano lokalno







; i = 1; : : : ; c (3.2)
kjer je ik lokalna gostota med trenutnim podatkom in i-tim oblakom. Lokalna
gostota je kljucnega pomena pri mehanizmu samorazvijanja, ki bo obravnavan v
razdelku 3.2.2.
3.2.1 Referencni model
Izbira primernega referencnega modela je kljucnega pomena za pravilno delovanje
adaptivnega algoritma. Splosna priporocila za izbiro referencnega modela so, da
mora biti casovna konstanta modela enaka oziroma nekoliko krajsa kot casovna
konstanta procesa [118]. Prav tako mora biti red referencnega modela manjsi
ali enak redu modela procesa [139]. Poleg tega je priporocljivo, da je zacetna
vrednost referencnega modela enaka izhodni vrednosti procesa (yr0 = y0).
Referencni model denira zeleno trajektorijo yrk in dinamiko, za katero
hocemo, da ji regulirani signal yk sledi. V tem primeru, na podlagi napotkov
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v [139], smo se odlocili za model prvega reda, ki ima naslednjo obliko:
yrk+1 = ary
r
k + (1  ar)rk; 0 < ar < 1 (3.3)
kjer je rk referencni signal; parameter ar predstavlja pol modela in ga lahko
aproksimiramo z (1   Ts

), Ts je cas vzorcenja in  je zelena casovna konstanta
zaprtozancnega sistema. Cilj nasega regulacijskega algoritma je, da bi regulirani
signal yk cim bolje sledil referencnemu signalu y
r
k oziroma si zelimo cim manjsi
sledilni pogresek med njima:
"k = y
r
k   yk (3.4)
Na tem mestu je treba omeniti, da RECCo-regulator ni omejen le na tip refe-
rencnega modela (3.3), ampak se lahko glede na dinamiko in lastnosti procesa
uporabi tudi drugacen referencni model.
3.2.2 Mehanizem samorazvijanja
V tem razdelku bomo razlozili drugi korak RECCo-regulatorja, in sicer meha-
nizem samorazvijanja modela, ki denira pravila dodajanja novih mehkih pravil
ter mehanizme zaznavanja osamelcev (ang. outlier). Mehanizem samorazvijanja
v tem primeru sestoji le iz mehanizma za dodajanje novih oblakov podatkov ozi-
roma mehkih pravil1. Kot bomo videli v naslednjih poglavjih, je mozno dodati
tudi mehanizme za odstranjevanje oblakov. V primeru vodenja smo se odlocili
samo za konzervativne mehanizme dodajanja novih oblakov, ker nam olajsa
problem dodajanja novih delnih regulatorjev (to bo obravnavano v naslednjem
razdelku).
Mehanizem za dodajanje oblakov temelji na lokalni gostoti ik, ki se izracuna
med trenutno sprejetim podatkom xk in vsemi obstojecimi oblaki X
i, i = 1; : : : ; c.
Po deniciji lokalna gostota uposteva vse podatke, ki pripadajo dolocenemu






kjer je M i stevilo podatkov, ki pripadajo i-temu oblaku in dikj razdalja med tre-
nutnim xk in j-tim podatkom iz oblaka. V nasem primeru smo izbrali Cauchyjevo
1V disertaciji termin mehka pravila predstavlja oblake podatkov in obratno.
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jedro, kot je bilo predlagano v [24], ter Evklidsko mero za izracun razdalje med
dvema podatkoma. Na podlagi izpeljave, ki je bila izvedena v razdelku 2.1.3,
dobimo rekurzivno obliko za izracun lokalne gostote:
ik =
1
1 + kxk   ikk2 + ik   kikk2
; i = 1; : : : ; c
ik =














kxkk2; i1 = kx1k2
kjer je ik srednja vrednost in 
i
k povprecna vsota kvadrata dolzin podatkov, ki
pripadajo i-temu oblaku.
Kot smo ze omenili, mehanizem samorazvijanja modela temelji na doda-
janju novih mehkih pravil (oblakov podatkov). Velja opomniti, da se prvi oblak
X1 inicializira s prvim prejetim podatkom x1. Mehanizem dodajanja novih pravil
temelji na toku podatkov (ang. data stream), kar pomeni, da z vsakim sprejetim
podatkom preverjamo, ce so izpolnjeni doloceni pogoji. Za vsak prejet poda-
tek izracunamo c lokalnih gostot ik; i = 1; : : : ; c (med trenutnim podatkom in
obstojecimi oblaki) ter poiscemo maksimalno vrednost med njimi. Ce je maksi-
malna gostota maxi(
i
k) manjsa kot predhodno nastavljen prag max, potem je
prvi pogoj za dodajanje novega oblaka izpolnjen. Da bi hkrati preprecili ek-
splozijo oblakov, dodamo dodaten konzervativen pogoj, da mora od zadnjega
dodanega oblaka miniti nadd vzorcev. Ce sta oba pogoja izpolnjena, potem se
nov oblak (pravilo) inicializira s trenutnim vzorcem. Ce pa trenutni vzorec ne
izpolnjuje pogojev dodajanja, potem se ta vzorec (podatek) razvrsti k oblaku,
ki ima najvecjo lokalno gostoto. Teoreticno ima lahko dolocen vzorec enako lo-
kalno gostoto z vec kot z enim samim oblakom. V takem primeru pripada ta
podatek starejsemu oblaku (tistemu, ki je bil dodan prej). Na koncu dodamo
se eno omejitev (ce vnaprej poznamo strukturo procesa), ki doloca maksimalno
stevilo oblakov cmax, ki jih lahko dodamo. Na sliki 3.2 je prikazan 2D gracen pri-
mer povezovanja trenutnega podatka xk z obstojecimi oblaki na podlagi lokalne
gostote.





Slika 3.2: Prikaz trenutnega podatka xk in obstojecimi oblaki podatkov.
3.2.3 Adaptivni zakon
Mehanizmu samorazvijanja strukture iz prejsnjega razdelka sledi adaptacija pa-
rametrov (adaptivni zakon). Lahko recemo, da je mehanizem samorazvijanja del
pogojnega (IF) dela mehkega sistema AnYa (3.1), medtem ko je adaptivni zakon
del posledicnega (THEN) dela.
V posledicnem delu celotnega regulacijskega algoritma RECCo smo vsakemu
izmed oblakov iz pogojnega dela dodelili PID-R tip regulatorja. Stevilo lokalnih
regulatorjev je enako stevilu obstojecih oblakov c, ki se zaradi samorazvijajoce se













k; i = 1; : : : ; c (3.6)




k parametri regulatorja in R
i
k kompenzator delovne tocke i-
tega lokalnega modela, "k je sledilni pogresek, 
"
k je vsota sledilnega pogreska






k 1 + "k 1 (3.7)
"k = "k   "k 1 (3.8)
3.2 Robusten samorazvijajoci se adaptivni regulator RECCo 23
Dodatno je enacba (3.7) pogojena z zascito pred integralskim pobegom:
"k =
8<:"k 1 + "k 1; umin < uk < umax"k 1; uk <= umin or uk => umax (3.9)









, parametri prvega oblaka pa so inicilaizirani z 10 = [0; 0; 0; 0]
T ,







V primeru, da trenutni podatek ne izpolnjuje pogojev za dodajanje novega
oblaka in se razvrsti k enemu od obstojecih oblakov, se parametri regulatorja tega






kjer ik predstavlja korak adaptacije, ki je deniran za vsak parameter posebej,
in sicer kot sledi:





















kjer so P ; I ; D in R koecienti ojacenja adaptacije, Gsign = 1 je znan
predznak procesa, ik normirana lokalna gostota (3.2), "k sledilni pogresek (3.4),
ek = rk   yk pa je izhodni pogresek. Absolutna vrednost v enacbi (3.12) se upo-
rablja le za obdobje prvih nekaj casovnih konstant (npr. pet casovnih konstant),
potem pa se adaptacija nadaljuje brez upostevanja absolutnih vrednosti. Problem
na zacetku adaptacije nastane, ker so zacetni parametri regulatorja inicializirani z
niclami in hkrati navzdol omejeni z nic. Ce sta produkta ek"k in ekk na zacetku
negativna, pomeni, da bo adaptacija (3.12) (brez absolutnih vrednosti) zelela pa-
rametre dodatno zmanjsevati, kar pa ni mogoce. Zato z absolutnimi vrednostmi
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Slika 3.3: Prikaz vpliva izracuna brez (zgornja slika) in z (spodnja slika) abso-
lutnimi vrednosti v enacbi (3.12). Prikaz reference rk (rdeca crta),
izhoda referencnega modela yrk (zelena crta) in izhoda procesa yk (mo-
dra crta).
prisilimo adaptacijo v pozitivno smer. Na sliki 3.3 je prikazana razlika odzivov
v primerih z in brez upostevanja absolutnih vrednosti v (3.12). Bolj podrobna
analiza vpeljave absolutnih vrednosti v adaptivnem zakonu je bila izvedena v [11].
Privzeta vrednost koecientov adaptacije P ; I ; D in R je odvisna od
obmocja regulirnega signala u = umax   umin. Iz izkusenj smo ocenili, da
jo podaja naslednja relacija:
new = u  0:5 % (3.13)
Primer: ce je razpon regulirnega signala od umin = 0 do umax = 100, potem je
nova vrednost koecientov enaka new = 0:5.
Predstavljeni adaptivni zakon v enacbi (3.12) kot kriterijsko funkcijo uporablja
normiran produkt med sledilnim in izhodnim pogreskom. Normiranje se v praksi
izvede s kvadratom referencnega signala (1 + r2k). Vec o adaptivnih zakonih z
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normiranjem je razlozeno v [118], kjer je prikazana in dokazana tudi stabilnost
takih pristopov na osnovi Lyapunove teorije.
Izhod regulatorja se izracuna kot utezena vsota vseh lokalnih regulatorjev
PID-R (ostrenje z utezenim povprecenjem):













kjer je umin minimalna vrednost regulirnega signala.
3.2.4 Zascitni mehanizmi adaptacije
V tem razdelku bomo posvetili vecjo pozornost adaptivnemu zakonu in z uvedbo
nekaterih zascitnih mehanizmov poskusali povecati robustnost zaprtozancnega
sistema (slika 3.1). Teoreticno (in tudi prakticno) lahko z nadzorovano adaptacijo
izboljsamo stabilnost, ucinkovitost in robustnost regulacijskega sistema [45, 46,
118, 213]. S ciljem zmanjsevanja vpliva parazitne dinamike procesa in motenj v
sistemu ter odpravo slabe integracije adaptivnega zakona smo v algoritmu RECCo
uvedli dodatne zascitne mehanizme, ki bodo predstavljeni v nadaljevanju.
Mrtva cona v adaptivnem zakonu
Adaptacija parametrov v zaprtozancnih sistemih predstavlja potencialno nevar-
nost pri zagotavljanju stabilnosti sistema. Adaptacija je vodena na podlagi obeh
pogreskov (sledilnega "k in izhodnega ek, glej (3.12)), ki sta sestavljena v glavnem
iz koristne komponente, a vsebujeta tudi skodljivo komponento (zaradi razlicnih
motenj ali parazitne/ne-modelirane dinamike procesa). V praksi je vpliv koristne
komponente veliko vecji kot vpliv skodljive in zato je smiselno omejiti (ustaviti)
adaptacijo parametrov ob majhnih spremembah pogreska. To je tudi posledica
drugih zascitnih mehanizmov adaptacije razlozenih v tem razdelku. Glavna ideja
mrtve cone v adaptivnem zakonu je ustaviti adaptacijo parametrov, ce je vrednost
pogreska manjsa od dolocene vrednosti [194]:
ik =
8<:ik; j"kj  ddead0; j"kj < ddead (3.15)
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Vrednost parametra ddead izberemo nekoliko vecjo, kot so ocenjene motnje v pro-
cesu, s tem izboljsamo ucinkovitost adaptivnega zakona. Prevelika vrednost pa-
rametra povzroci krajsi cas adaptacije (hitrejsa konvergenca parametrov), vendar
na racun prevelikega pogreska v ustaljenem stanju, medtem ko lahko (pre)majhna
vrednost parametra ddead povzroci lezenje parametrov.
Projekcija parametrov
Naraven nacin, kako prepreciti lezenje parametrov, je projekcija le-teh v znanem
omejenem prostoru [149]. V primeru procesa s pozitivnim ojacenjem morajo biti
parametri navzdol omejeni z 0. Zgornjo mejo parametrov je nekoliko tezje dolociti
brez dodatnega znanja o procesu. V nasem primeru smo se odlocili, da parametre
navzgor pustimo neomejene. Izkazalo se je, kar bo razvidno iz rezultatov v na-
daljevanju, da taka odlocitev ni napacna, ker parametri konvergirajo. Adaptivni
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kjer je  minimalna in  maksimalna vrednost dolocenega parametra. V nasem
primeru smo izbrali  = 0 in  = 1 za Pk, Ik, in Dk parametre regulatorja,
kompenzator delovne tocke Rk pa nima nobene omejitve. Kot smo ze omenili,
nam vsako dodatno znanje o procesu ali parametrih procesa lahko olajsa postopek
nastavljanja zacetnih parametrov. V primeru, da bi a priori poznali ozje podrocje
znotraj matematicnega prostora parametrov Rn, lahko meje projekcije deniramo
v tem ozjem podrocju. Taka informacija bi bistveno pospesila proces adaptacije
parametrov in bi zato hitreje prisli v blizino pravih vrednosti .
Adaptivni zakon s puscanjem
Uporaba adaptivnega zakona s puscanjem (ang. leakage) je ze uveljaven pristop
in v literaturi zasledimo razlicne tipe adaptivnih zakonov s puscanjem, kot so
sigma-modikacija [117], e1-modikacija [186] in preklopna -modikacija [119].
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Z uvedbo puscanja v adaptivnem zakonu (3.11) dobimo:
i = (1  L)ik 1 + ik (3.17)




Poleg zgoraj nastetih mehanizmov, ki so posledica neznanih oziroma nezazelenih
situacij, smo dodali se mehanizem za prekinitev adaptacije v primeru, ce aktuator
(regulirni signal) doseze svojo maksimalno umax ali minimalno umin vrednost. V
tem primeru lahko pride do navzkrizja interesov med prehitro zeleno dinamiko
in zmoznostjo zicnega aktuatorja. V primeru, da regulirni signal doseze svoj
minimum oziroma maksimum ustavimo adaptacijo na naslednji nacin:
ik =
8<:ik; umin  uk  umax0; sicer (3.18)
3.2.5 Normiranje vhodno-izhodnega prostora
Do sedaj nismo omenjali, kako je deniran podatek xk in katere komponente vse-
buje, zato v nadaljevanju to podrobneje opisemo. V prejsnjih razlicicah algoritma
RECCo [229] je bil vhodni podatek deniran v dvodimenzionalnem prostoru kot
xk = ["k; y
r
k]
T . Ta izbira vhodnega podatka mocno vpliva na parameter max, ki
ga je potrebno dolociti pred vsakim eksperimentom.
Nasa ideja je denirati omejen prostor podatkov (slika 3.4), kjer bomo dobivali
podatke ne glede na to, kaksen je razpon signalov ymin; ymax; umin in umax. To










kjer je y = ymax   ymin in " = y2 . V tem primeru operater izbere le obmocje
delovanja procesa [ymin; ymax].
V eksperimentalnem delu tega podpoglavja bomo pokazali tudi vpliv izbire
vhodno-izhodnega prostora.








Slika 3.4: Prikaz normiranega vhodno-izhodnega prostora.
3.3. Nastavitev RECCo-regulatorja v praksi
V tem podpoglavju bomo pokazali, kako prakticno nastavimo RECCo-regulator,
njegove parametre in zacetne vrednosti. V naslednjih poglavjih bomo predsta-
vili rezultate vodenja na simulacijskih modelih kot tudi na realnih napravah.
Potrebno je poudariti, da zacetna nastavitev RECCo-regulatorja velja za vse ek-
sperimente, ki jih bomo pokazali. Celoten regulacijski algoritem RECCo, ki smo
ga podrobno opisali v prejsnjih poglavjih, je povzet v algoritmu 1, kjer so v obliki
psevdokode prikazani vsi njegovi koraki. Kot smo ze omenili, regulator RECCo
se razvija od zacetka (ang. from scratch), torej brez zacetnih oblakov oziroma
pravil. Prvi oblak se inicializira s prvim sprejetim podatkom in parametri re-
gulatorja se nastavijo z vrednostjo nic. Potem se zacne proces samorazvijanja
strukture in adaptacije parametrov.
Za zacetno nastavitev RECCo-regulatorja ne potrebujemo matematicnih
enacb modela procesa ali kakrsnihkoli drugih predpostavk (npr. o Gaussovi po-
razdelitvi podatkov). Potrebujemo le osnovne informacije o procesu, ki ga zelimo
voditi, kot so delovno obmocje reguliranega signala [ymin; ymax], obmocje regulir-
nega signala [umin; umax], ocenjena oziroma zelena casovna konstanta  zaprto-
zancnega sistema in cas vzorcenja Ts. Nekateri nastavitveni parametri algoritma
se izracunajo na podlagi omenjenih parametrov procesa, drugi pa imajo vnaprej
privzete vrednosti. V vseh eksperimentih, ki jih bomo predstavili v nadaljevanju,
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bomo dolocili omenjene nastavitve in zagnali algoritem RECCo.
Kot smo pokazali na sliki 3.1, je RECCo-regulator sestavljen iz treh sklopov.
Tako bomo razdelili tudi nastavitvene parametre. V prvo skupino (razdelek 3.2.1)
spada pol referencnega modela ar (3.3), ki ga izracunamo na osnovi casa vzorcenja
in zelene casovne konstante zaprtozancnega sistema:
 ar  1  Ts= .
Drugi sklop parametrov se nanasa na samorazvijajoci se del RECCo-regulatorja
(razdelek 3.2.2):
 max = 0:93 { prag lokalne gostote,
 cmax = 20 { maksimalno stevilo mehkih oblakov (pravil),
 nadd = 20 { minimalno stevilo korakov med dodajanjem novih oblakov.
Sledijo parametri adaptivnega zakona (razdelka 3.2.3 in 3.2.4):
 P ; I ; D in R { ojacenja adaptacije (3.13),
 ddead = y=100 { mrtva cona predstavlja 1 % obmocja regulirane velicine,
 ; = [0;1] { projekcija parametrov,
 L = 10 6 { puscanje adaptivnega zakona.
Potem ko so vsi parametri regulatorja doloceni, zgradimo referencni signal rk
tako, da deniramo stopnicaste spremembe znotraj obmocja reguliranega signala
[ymin; ymax].
3.4. Eksperimenti na simulacijskih modelih
3.4.1 Primerjava med RECCo-regulatorjem in klasicnim PID-
regulatorjem na modelu toplotnega izmenjevalnika
V tem razdelku bomo prikazali rezultate primerjave med klasicnim PID-
regulatorjem in samorazvijajocim se RECCo-regulatorjem. Najprej bomo na
kratko opisali model toplotnega izmenjevalnika, saj bomo v naslednjih poglavjih
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Algoritem 1 Psevdokoda RECCo-regulatorja.
1: Inicializacija (parametri procesa):  , Ts, umin, umax, ymin, ymax.
2: Inicializacija (parametri samorazvijajocega se sistema): max = 0:93, c = 0,
cmax = 20, nadd = 20.




6: Izracunaj: yrk z uporabo (3.3). . Referencni model





8: Izracunaj: xk z uporabo (3.19).
9: if c = 0 then . Zacetek algoritma samorazvijanja
10: Povecaj indeks: c,
11: Shrani: kcadd,






14: Izracunaj: ik, 
i
k, za i = 1; : : : ; c
15: if (max > maxi(
i
k) and k > (kadd + nadd) and cmax > c) then
16: Povecaj indeks: c,
17: Shrani: kcadd,






20: Povezemo podatek xk z i-tem oblaku (maxi
i
k).
21: Posodobimo parametre ik, 
i




23: end if . Konec algoritma samorazvijanja
24: Adaptacija parametrov regulatorja PID-R z uporabo (3.12).
25: Izracun regulirnega signala z uporabo (3.14).
26: Preverimo kriterije za povecanje robustnosti (3.15), (3.16), (3.17), (3.18).
27: until Konec toka podatkov.
podrobneje opisali realni proces izmenjevalnika. Model toplotnega izmenjevalnika
v tem razdelku je prevzet iz literature [232]. Proces je sestavljen iz dveh locenih
tokokrogov (topla in hladna veja). Prvi (topli) tokokrog ima konstantno vhodno
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temperaturo medija Tec in motorno gnan ventil, ki skrbi za ustrezen pretok vode
Fc, ki predstavlja nas regulirni signal uk. Izhod iz izmenjevalnika je povezan z
rezervoarjem, kjer se medij ponovno segreva z grelcem na nastavljeno konstantno
temperaturo Tec. Drugi (hladni) tokokrog ima neznano hladnejso vhodno tem-
peraturo medija Tep s konstantnim pretokom Fp. Izhodna temperatura medija
Tsp predstavlja regulirano velicino nasega procesa. Proces je opisan z naslednjo
diferencialno enacbo [232]:
2(Tsp) _Tsp + Tsp = Tep + (1  )Tec (3.20)













kjer sta kc in m neznani konstanti in 2 neznana funkcija. V [232] je bil pred-
stavljen mehki model procesa toplotnega izmenjevalnika, ki smo ga uporabili za
testiranje regulatorjev.
Odprtozancen odziv modela toplotnega izmenjevalnika je prikazan na sliki
3.5. Ze iz samega odziva lahko opazimo, da je model izrazito nelinearen. Iz
karakteristike lahko tudi kvantitativno ocenimo karakteristicne parametre modela
za vsako delovno tocko. V tabeli 3.1 so prikazani ojacenja KP , casovne konstante
P in mrtvi casi Tdead;P za vsako delovno tocko posebej. Razen mrtvega casa, ki se
ne spreminja, se casovne konstante in ojacenja zelo razlikujejo v razlicnih delovnih
tockah. To predstavlja velik izziv pri nacrtovanju klasicnih PID-regulatorjev.
Tabela 3.1: Simulacija. Karakteristicni parametri modela procesa toplotnega iz-
menjevalnika: ojacenje KP , casovna konstanta P in mrtvi cas Tdead;P .
uk [mA] 6 8 10 12 14 16 18 20
KP 3.38 4.17 4.93 2.71 1.21 1.73 1.10 0.68
P [s] 48 50 27 19 18 47 44 29
Tdead;P [s] 4 4 4 4 4 4 4 4
V nadaljevanju bomo najprej predstavili postopek nastavitve in rezultate
RECCo-regulatorja in nato bomo rezultate primerjali z razlicnimi nastavitvenimi
metodami za PID-regulatorje. Kot smo opisali v prejsnjem podpoglavju 3.3, je
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Slika 3.5: Simulacija. Odprtozancni odziv modela toplotnega izmenjevalnika.
nekaj parametrov algoritma RECCo nastavljenih vnaprej, druge pa izracunamo
na podlagi lastnosti procesa. Parametri procesa toplotnega izmenjevalnika in
zacetni parametri RECCo-regulatorja so podani v tabeli 3.2.
Tabela 3.2: Parametri procesa in nastavitveni parametri RECCo-regulatorja.
Parametri procesa
umin umax ymin ymax  Ts
0 20 0 60 35 s 2 s
Parametri RECCo
ar max cmax nadd new ddead   L
0.95 0.93 20 20 0.1 0.6 0 1 10 6
Ucinkovitost sprotnega ucenja iz podatkov in lastnost samorazvijanja RECCo-
regulatorja bosta prikazana na naslednjih nekaj slikah. Najprej smo ustvarili
zeleni referencni signal rk, ki je sestavljen iz 5 stopnicastih sprememb (navzgor
iz ymin proti ymax in obratno). Na sliki 3.6 je prikazana zacetna faza vodenja
algoritma RECCo, kjer so prikazani referencni signal rk, izhod referencnega mo-
dela yrk ter regulirni uk in regulirani signal yk. Na samem zacetku eksperimenta
(s prvim prejetim podatkom) se inicializira prvi oblak in pripadajoci parametri
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regulatorja PID-R se postavijo na nic. Kljub taksni nastavitvi RECCo-regulator
hitro prilagodi strukturo in adaptira parametre regulatorja, da doseze cim manjsi
pogresek v ustaljenem stanju. Po veckratni ponovitvi sekvence, prikazane na
sliki 3.6, se mehka struktura razvije in ustvari 5 oblakov (slika 3.7a). Hkrati se
odvija postopek adaptacije parametrov vseh delnih regulatorjev PID-R, katerih
vrednosti so prikazane na sliki 3.7b. Barve prikazanih parametrov na sliki 3.7b
se ujemajo z barvami pripadajocega oblaka na sliki 3.7a. Na sliki 3.8 je prikazan
rezultat vodenja v koncni fazi ucenja, kjer vidimo, da v primerjavi s sliko 3.6
regulirani signal yk lepo sledi izhodu referencnega modela y
r
k. Za boljsi prikaz
ucinkovitosti ucenja in prilagajanja smo na sliki 3.9 prikazali sledilni pogresek
skozi celotni postopek ucenja in vodenja procesa. Vidimo, da je na zacetku ek-
sperimenta ta pogresek najvecji in nato upada s casom. Kot enega od kriterijev
za ustavitev ucenja lahko zato izkoristimo sledilni pogresek [118].
Slika 3.6: Simulacija { zacetek ucenja. Prikaz reference rk, izhoda referencnega
modela yrk in izhoda procesa yk (zgornja slika) ter regulirnega signala
uk (spodnja slika).
V nadaljevanju bomo kvantitativno primerjali rezultate RECCo-regulatorja
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(a) Prikaz oblakov dodanih z samorazvijajocim se RECCo-regulatorjem, kjer
je "k sledilni pogresek in y
r
k izhod referencnega modela.
(b) Prikaz adaptacije parametrov regulatorja PID-R.
Slika 3.7: Simulacija. Prikaz razvijanja strukture mehkega modela in adaptacija
parametrov regulatorja.
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Slika 3.8: Simulacija - konec ucenja. Prikaz reference rk, izhoda referencnega
modela yrk in izhoda procesa yk (zgornja slika) ter regulirnega signala
uk (spodnja slika).
s klasicnimi nastavitvenimi pravili za dolocanje parametrov PID-regulatorjev.
PID-regulator velja za najbolj razsirjen pristop v industriji. V [82] je bilo ob-
javljeno porocilo, da je v industriji PID-regulator uporabljen v vec kot 90 % vseh
regulacijskih procesih. Zato zelimo primerjati ucinkovitost predlagane metode
s klasicnimi pristopi. Uporabili bomo tri razlicne metode: Ziegler{Nicholsovo
metodo [277] (PIDZN), metodo Cohen{Coon [73] (PIDCC) in metodo s premi-
kanjem polov [28] (PIDPP ). Za dolocitev parametrov PID-regulatorja potrebuje
vsaka od teh metod ojacenje procesa, casovno konstanto in cas vzorcenja. Glede
na to, da zelimo z PID-regulatorjem pokriti celotno delovno obmocje procesa,
moramo izracunati povprecne vrednosti (iz tabele 3.1) ojacenja K^P = 2:49 in
casovne konstante ^P = 35:25, medtem ko je cas vzorcenja Ts = 2 s.
Za kvantitativno primerjanje rezultatov med razlicna regulacijska sistema,
PID in RECCo, smo uporabili vec kriterijev, kot so: cas vzpona (od 10 % do 90 %
kocne vrednosti reference rk), maksimalni prevzpon in cas umiritve (ek v usta-
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Slika 3.9: Simulacija. Prikaz sledilnega pogreska "k.
ljenem stanju manjsi od 0:25 C). Poleg tega smo primerjali se vsoto absolutnih
vrednosti (ang. sum of the absolute input dierences, fSAdU ) in vsoto kvadratnih










kjer je uk = uk   uk 1 sprememba regulirnega signala.
Poleg teh dveh kriterijev, (3.22) in (3.23), smo uporabili se vsoto absolutnih










Iz tabele 3.3 je razvidno, da RECCo-regulator v primerjavi z PID-regulatorjem
daje boljse rezultate. Potrebno je izpostaviti, da ima regulator PIDPP hitrejsi
cas vzpona na racun vecjega maksimalnega prevzpona in daljsega casa umiritve.
V tabeli 3.4 so prikazane vrednosti kriterijev (3.22), (3.23), (3.24) in (3.25), kjer
lahko vidimo, da daje RECCo-regulator boljse rezultate.
Tabela 3.3: Simulacija. Primerjava zmogljivosti regulatorjev v vec delovnih
tockah.
rk [
C] 10 20 30 40 50 40 30 20
Cas vzpona [s]
PIDZN 44 36 34 36 122 42 26 42
PIDCC 46 40 38 42 112 42 28 44
PIDPP 46 14 12 12 110 38 14 16
RECCo 42 20 24 28 104 36 22 28
Maksimalni prevzpon [%]
PIDZN 5.8 11.7 4.5 5.0 4.2 20.1 5.9 5.1
PIDCC 3.5 6.6 1.6 2.9 2.2 14.8 2.5 3.0
PIDPP 5.1 19.6 12.7 8.6 2.3 16.0 8.6 7.1
RECCo 1.9 1.4 1.6 1.3 2.0 6.8 1.3 2.0
Cas umiritve [s]
PIDZN 116 98 78 94 382 168 78 100
PIDCC 122 96 54 242 154 114 68 82
PIDPP 150 238 34 48 144 102 38 74
RECCo 60 30 42 42 138 80 42 48
Na sliki 3.10 so prikazani odzive regulatorjev v vec delovnih tockah. Na sliki
3.10a je prikazana celotna sekvenca referencnega signala rk z rdeco barvo (sto-
pnicaste spremembe navzgor in navzdol) in odzivi vseh regulatorjev (yPID(ZN) {
vijolicna, yPID(CC) { zelena, yPID(PP ) { svetlo modra, yRECCo { modra barva). Na
sliki 3.10b pa so prikazani odzivi za vsako delovno tocko, ustrezno premaknjeni
na isto casovno skalo.
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(a) Primerjava odzivov regulacijskih sistemov v eni sekvenci in povecan prikaz
odzivov za prvo stopnicasto spremembo.
(b) Zdruzeni prikaz odzivov vseh delovnih tockah (ustrezno premaknjeni).
Slika 3.10: Simulacija. Primerjava odzivov regulacijskih sistemov.
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Tabela 3.4: Simulacija. Primerjava zmogljivosti regulatorjev za razlicne kriterijske
funkcije.
fSAdU [A] fSSdU [A
2] fSAE [
C] fSSE [C2]
PIDZN 2.93 18.52 1419 25430
PIDCC 2.87 18.64 1121 20277
PIDPP 1.77 9.28 327 6110
RECCo 1.59 6.48 309 5129
3.4.2 Model soncnega kolektorja
Porazdeljene soncne kolektorje (ang. distributed solar collector eld, DSCF) se
uporablja za absorpcijo soncnega sevanja in shranjevanje toplotne energije v za-
prtem toplovodnem sistemu. Medij, ki prenasa toploto (ang. heat transfer uid,
HTF), je lahko sanitarna voda ali posebno termalno olje. Ta medij se potem upo-
rablja za prenos toplote (do toplotnega shranjevalnika) z namenom proizvodnje
elektricne energije (npr. parna turbina). Glavni cilj regulacije v sistemu DSCF je
regulirati in vzdrzevati zeleno vrednost temperature medija HTF, in sicer kljub
spremenljivim in nepredvidljivim razmeram okolice.
V okviru doktorske disertacije je bila izvedena studija na modelu soncnega
kolektorja, zgrajenega na podlagi realnega kolektorskega sistema ACUREX [51].
Sistem ACUREX (slika 3.11) se nahaja v Almeriji v Spaniji in je sestavljen iz 480
medsebojno povezanih soncnih kolektorjev, ki so organizirani v desetih vzpore-
dnih zankah. Vsaka zanka je dolga 172 metrov, od katerih je 142 metrov aktivnih
(sprejemajo soncne zarke) in 30 metrov je pasivnih. Uporabljen HTF medij je
termalno olje Therminolr55, ki se lahko segreje maksimalno do 300 C. Ter-
malno olje se s crpalko pozene iz dna shranjevalnika (ang. storage tank), nato
preko soncnih kolektorjev, kjer se pobere toplota, se vrne nazaj na vrh shranje-
valnika. Toplota v shranjevalniku se uporabi za uparjanje vode, ki potem zene
parni generator za proizvodnjo elektricne energije.
Upostevajoc dolocene predpostavke, lahko obnasanje kolektorskega sistema
modeliramo na podlagi parcialnih diferencialnih enacb za opis energijskega rav-















(t; l) + fcfq(t)
@Tf
@l
(t; l) = DfHt [Tm(t; l)  Tf (t; l)]
(3.26)
kjer je indeks m oznaka za kovinske cevi in indeks f oznaka za HTF medij, T je
temperatura,  gostota medija, c specicna toplota, A povrsina precnega prereza,
t cas, l dolzina, col globalna ucinkovitost kolektorja, G zaslonka kolektorja, I
neposredno soncno sevanje, Prc konvekcijske toplotne izgube, D premer cevi, Ht
konvekcijski koecient prenosa toplote in q volumski pretok olja.
Pri izvedbi vodenja je treba vedeti, da regulirna velicina predstavlja volumski
pretok olja q, medtem ko je regulirana velicina temperatura olja na koncu cevi
(Tout(t) = Tf (t; L), kjer je L celotna dolzina cevi). Glavni problem ali izziv
v sistemu DSCF so zunanje motnje (lahko jih merimo) oziroma nepredvidljiv
osnovni vir energije, soncno sevanje I, temperatura olja na zacetku cevi Tf (t; 0) =
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Tin in temperatura okolice Tamb. Na sliki 3.12 je prikazan nabor signalov, ki so bili
pridobljeni na lokaciji v Spaniji, kjer je instaliran sistem ACUREX. Tem signalom
smo dodali se nekaj nakljucnih motenj v obliki stopnicastih sprememb in dodaten
odmik (priblizna simulacija oblacnih obdobij v dnevu). Signali so bili posneti v
casovni dolzini 6,5 ur (od 8h do 14:30h).
8:00 9:00 10:00 11:00 12:00 13:00 14:00
500
1000








Slika 3.12: Motnje na sistemu DSCF.
V praksi se je izkazalo, da se lahko s krmilnikom, ki uposteva motnje (ang. fe-
edforward controller), znatno izboljsamo vodenje zaprtozancnega sistema [51].
Vhod v direktni krmilnik (krajse za krmilnik z upostevanjem motnje) je refe-
rencna temperatura (uk = Trefff ), medtem ko je izhod volumski pretok olja q, ki
se izracuna na podlagi merljivih motenj (I, Tin in Tamb), soncne entalpije H in
povprecne temperature Tm.
V doktorski disertaciji [57] je bil razvit krmilnik z upostevanjem motnje, kot
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sledi:
X1(t) =






kjer je R odbojnost, i vpadni kot in A ucinkovita povrsina. Povprecna tempe-





H = 1:882  10 3  (T 2refff   T 2in) + 0:793  (Trefff   Tin) (3.29)
Upostevajoc zgornji enacbi je izhod krmilnika z upostevanjem motnje (masni
pretok olja) podan z naslednjim izrazom [57]:
q = 0:697X1(t)  1:19X2(t) + 0:05 (3.30)
Celoten regulacijski algoritem, ki smo ga uporabili za vodenje sistema DSCF,
je prikazan na sliki 3.13. Vidimo, da je zaporedno z RECCo-regulatorjem vezan se
krmilnik z upostevanjem motnje. Samorazvijajoci se RECCo-regulator izracuna
referencno temperaturo Trefff in potem direktni krmilnik doloci ustrezen pretok
olja q.
Osnovni problem pri vodenju sistema DSCF je ta, da nimamo direktnega
vpliva na vir energije (soncno sevanje I) in ga ne moremo manipulirati. Poleg
tega vsaka motnja v sistemu mocno vpliva na razmere v samem procesu DSCF.
Velik del tega vpliva odpravimo z direktnim krmilnikom, za ostalo pa poskrbi
samorazvijajoci se in adaptivni RECCo-regulator. Potrebno je omeniti, da smo
dodali se eno omejitev, in sicer da je regulacija aktivna samo, ce je sevanje sonca
vecje kot Ilimit = 500 W=m
2.
V tabeli 3.5 so prikazani parametri procesa DSCF in zacetni parametri
RECCo-regulatorja. Tudi v tem primeru smo upostevali enacbe za izracun para-
metrov, ki so bile podane v podpoglavju 3.3.
Glede na to, da zelimo pokriti vecji del delovnega obmocja procesa DSCF, smo
referencni signal rk denirali v stirih delovnih tockah (200
C, 190 C, 180 C in
170 C). V osnovi zelimo v casu enega dneva vzdrzevati temperaturo samo v eni

























Slika 3.13: Regulacijska shema samorazvijajocega se RECCo-regulatorja z vzpo-
rednim krmilnikom z upostevanjem motnje.
Tabela 3.5: Parametri procesa DSCF in nastavitveni parametri RECCo-
regulatorja.
Parametri procesa DSCF
umin umax ymin ymax  Ts
130 300 150 210 780 s 39 s
Parametri RECCo
ar max cmax nadd new ddead   L
0.95 0.93 20 20 1.2 0.7 0 1 10 6
delovni tocki in zato smo eksperiment razdelili tako, da je vsak dan delovna tocka
druga. Prvi dan zacnemo z rk = 200
C, naslednji dan nastavimo rk = 190 C
itn. Na sliki 3.14 so prikazani signali v zacetni fazi ucenja/adaptacije (referenca
rk, izhod referencnega modela y
r
k, regulirani signal yk, regulirni signal uk). Poleg
tega je oznacena tudi meja (rdeca crtkana crta), kadar je soncno sevanje vecje od
500 W=m2. Levo od crte je I < 500 W=m2 (vodenje ni aktivno) in desno od crte
je I > 500 W=m2 (vodenje je aktivno). Moramo poudariti, da razen parametrov,
ki smo jih opisali v tabeli 3.5, nimamo nobenih dodatnih znanj o procesu, ki ga
vodimo. Ce opazujemo signale na sliki 3.14, in sicer tik za rdeco crtkano crto,
lahko opazimo, da regulirani signal yk najprej zaniha v nasprotno smer, kot je
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izhod referencnega signala yrk. Adaptacija parametrov PID-R zacne z vrednostjo
nic in se ni dosegla zelenega ucinka, vendar v zelo kratkem casu ujame dinamiko
referencnega modela. Opazimo tudi, da je pogresek v ustaljenem stanju zelo
majhen (zanemarljiv).
Po veckratni ponovitvi reference rk za vsako delovno tocko se mehka struktura
regulatorja prilagaja in ustvari pet oblakov (slika 3.15). Na sliki 3.16 so prikazani
signali v koncni fazi ucenja za vsako delovno tocko posebej. Rdeca crtkana crta na
sliki 3.16 oznacuje, ko soncno sevanje preseze mejno vrednost Ilimit = 500 W=m
2
oziroma trenutek, ko je vodenje sistema DSCF aktivno.











Slika 3.14: Zacetna faza ucenja. Prikaz reference r, izhoda referencnega modela
yr in izhoda procesa y (zgornja slika) ter regulirnega signala u (spodnja
slika). Vertikalna rdeca crtkana crta oznacuje mejo, ko soncno sevanje
preseze mejno vrednost Ilimit = 500 W=m
2.
3.5. Eksperimenti na realnih napravah
V tem podpoglavju bomo prikazali rezultate vodenja realnih naprav z RECCo-
regulatorjem. Najprej sledijo rezultati eksperimenta na modelni napravi toplo-
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Slika 3.15: Prikaz oblakov dodanih z samorazvijajocim se RECCo-regulatorjem,
kjer je "k sledilni pogresek in y
r
k izhod r eferencnega modela.
tnega izmenjevalnika, potem se sistem dveh povezanih tankov. Zelimo pokazati,
da lahko z enakim pristopom, kot je bil razlozen v podpoglavju 3.3, vodimo tudi
realne procese.
3.5.1 Vodenje toplotnega izmenjevalnika
Toplotni izmenjevalnik je naprava, ki omogoca prehod toplote iz prve tekocine
na drugo tekocino (kapljevino ali plin), ne da bi se ti dve tekocini mesali ali
prisli v neposredni stik. Bistveno nacelo izmenjevalnika toplote je, da prenasa
toploto brez prenosa tekocine, ki nosi toploto. Obstajajo razlicni tipi prenosnih
izmenjevalnikov: ploscni (kot je v nasem primeru) in v obliki skoljke oziroma cevi
ter razne kombinacije.
V nasem primeru smo uporabili modelno napravo ploscnega toplotnega izme-
njevalnika, ki je prikazan na sliki 3.17a. Pripadajoci shematski nacrt naprave je
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Slika 3.16: Koncna faza ucenja. Prikaz reference rk, izhoda referencnega modela
yrk in izhoda procesa yk (prva vrstica) ter regulirnega signala uk (druga
vrstica). Vertikalna rdeca crtkana crta oznacuje mejo, ko soncno se-
vanje preseze mejno vrednost Ilimit = 500 W=m
2.
prikazan na sliki 3.17b. Proces je sestavljen iz dveh locenih tokokrogov (topla in
hladna veja). Prvi (topli) tokokrog ima v rezervoarju konstantno vhodno tem-
peraturo medija Tec, ki se uravnava s termostatom, ki ima histerezo nastavljeno
na priblizno 2 C, crpalko s konstantnimi obrati ter motorno gnan ventil V1, ki
skrbi za ustrezen pretok vode Fc. Odprtost ventila V1 predstavlja nas regulirni
signal uk. Izhod iz izmenjevalnika se vraca nazaj v rezervoar, kjer se medij spet
segreva z grelcem. Drugi (hladni) tokokrog ima neznano vhodno temperaturo me-
dija Tep s konstantnim pretokom Fp. Izhodna temperatura medija Tsp predstavlja
regulirano velicino nasega procesa.
Realno napravo smo povezali preko vmesnika za zajemanje podatkov z
racunalnikom. Regulacijski algoritem RECCo se je izvajal na racunalniku v oko-
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(b) Shematski prikaz procesa toplotnega izmenjevalnika.
Slika 3.17: Prikaz realne naprave toplotnega izmenjevalnika.
lju MatlabR in je dobival informacijo o trenutni vrednosti regulirane velicine yk
ter prilagajal regulirni signal uk na podlagi izracunov. Na sliki 3.18 je prikazana
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𝑦𝑦(𝑘𝑘) (4 − 20 mA) 
(4 − 20 mA) 
Slika 3.18: Prikaz povezave med racunalnikom (RECCo-regulator) z realnim sis-
temom toplotnega izmenjevalnika preko sistema za zajemanje podat-
kov.
Tako kot v prejsnjih (simulacijskih) eksperimentih smo tudi v tem primeru
sestavili referencni signal rk na celotnem podrocju izhodnega signala procesa.
Pravzaprav smo denirali stopnicaste spremembe navzgor in navzdol, ki pokrijejo
razlicne delovne tocke procesa. Glavni namen tega eksperimenta je pokazati, da
se lahko algoritem RECCo sprotno nauci in razvije strukturo oblakov, ki pokrijejo
delovne tocke, ter sprotno prilagodi parametre vsakega posameznega regulatorja.
Nastavitvene parametre algoritma RECCo smo dolocili na podlagi navodil, opi-
sanih v podpoglavju 3.3 in so prikazani v tabeli 3.6. Parametri regulatorja so
izracunani na podlagi parametrov realnega procesa. Fizicni signali aktuatorjev
so tokovno krmiljeni v obmocju od 4 mA do 20 mA. Tudi signali senzorjev so
v enakem tokovnem obmocju. Za lazjo predstavo in razumevanje smo vrednost
temperaturnega senzorja TSP pretvorili iz tokovnega obmocja v obmocje od 25
C
do 50 C.
Tabela 3.6: Parametri realnega procesa toplotnega izmenjevalnika in nastavitveni
parametri RECCo-regulatorja.
Parametri realnega procesa
umin umax ymin ymax  Ts
4 mA 20 mA 25 50 40 s 2 s
Parametri RECCo
ar max cmax nadd new ddead   L
0.95 0.93 20 20 0.1 0:25 C 0 1 10 6
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Potem, ko smo nastavili vse parametre RECCo-regulatorja in vzpostavili po-
vezavo med racunalnikom in napravo, smo zagnali eksperiment. Na zacetku ek-
sperimenta je prostor oblakov prazen (nimamo predhodno deniranih oblakov
oziroma mehkih pravil), parametri regulatorja pa so enaki nic. V casu samo-
razvijanja in adaptacije na podlagi mehanizma samorazvijanja je bilo dodanih
6 oblakov (slika 3.19). S prvim prejetim podatkom inicializiramo prvi oblak ter
zacnemo s postopkom sprotnega razvijanja strukture ter adaptacijo parametrov.
Na sliki 3.20a je prikazana zacetna faza adaptacije/ucenja, kjer se vidi, da al-
goritem RECCo zelo hitro prilagodi strukturo in parametre prvega regulatorja
tako, da izhod procesa yk zacne slediti izhodu referencnega modela y
r
k. Najvecje
odstopanje je v najvisji delovni tocki (rk = 50
C), kjer je razlika med tempera-
turo tople vode Tec in regulirano velicino Tsp najmanjsa. Po nekaj ponovitvah
referencnega stopnicastega signala rk se struktura RECCo-regulatorja razvije ter
prilagodi parametre, da se izhod procesa cim bolje prilega referenci. Na sliki
3.20b je prikazan rezultat vodenja po dvajsetih ponovitvah reference, kjer se vidi
precej izboljsano sledenje v primerjavi s sliko 3.20a.








Slika 3.19: Prikaz oblakov dodanih z samorazvijajocim se RECCo-regulatorjem,
kjer je "k sledilni pogresek in y
r
k izhod referencnega modela.
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(a) Zacetna faza eksperimenta.









(b) Koncna faza eksperimenta.
Slika 3.20: Prikaz rezultatov vodenja toplotnega izmenjevalnika. Prikaz reference
r (rdeca), izhoda referencnega modela yr (svetlo modra) in izhoda
procesa y (modra) ter regulirnega signala u (zelena).
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3.5.2 Vodenje sistema dveh povezanih tankov
V tem razdelku bomo preskusili delovanje RECCo-regulatorja na realnem sistemu
dveh povezanih tankov. V tem razdelku uporabljen proces predstavlja pilotna in-
dustrijska naprava, razvita s strani podjetja DeLorenzo [80], ki se zicno nahaja v
Laboratoriju za avtomatiko pri federalnem institutu v zvezni drzavi Rio Grande
de Norte v Braziliji. Ta sistem je ze bil uporabljen v razlicnih raziskavah na
podrocju vodenja, zaznavanja napak, identikacije itn. Sestavljen je iz vec indu-
strijskih senzorjev, aktuatorjev in voden z industrijskim programirljivim logicnim
krmilnikom PLK. Nekaj avtorjev je ze predstavilo razlicne tehnike vodenja. Sa-
morazvijajoci se regulator, ki temelji na mehkem sistemu AnYa, je bil predstavljen
v [78]. Razlika z algoritmom RECCo je v nacinu samorazvijanja strukture ter
v adaptivnem zakonu. Pred tem so avtorji v [76] predstavili vecstopenjski hie-
rarhicni mehki regulator, ki zahteva minimalno nastavitev zacetnih parametrov.
Cilj tega regulatorja je zajeti in obvladovati nelinearno naravo procesa. Sledilo je
nekaj raziskav na podrocju zaznavanja napak in diagnosticiranja. V [74] je bila
predlagana resitev za sprotno zaznavanje napak in anomalij v procesu, ki temelji
na konceptu rekurzivnega ocenjevanja gostote (ang. recursive density estimation,
RDE). Ta koncept so avtorji v [75, 199] nadgradili in so predlagali sistem za
klasikacijo oziroma diagnostiko napak. Podrocje zaznavanja napak je bilo del
raziskave v [38], kjer je bil predlagan koncept avtomatskega zaznavanja anomalij
v sistemu na podlagi tipicnosti in ekscentricnosti podatkov (ang. data typicality
and eccentricity). Nazadnje je bila predstavljena metoda samorazvijanja modela
za klasikacijo podatkov [77] in je izkazala zelo obetavne rezultate.
Kot je razvidno iz zgoraj omenjenih raziskav, omogoca realni proces dveh
povezanih tankov zelo sirok nabor eksperimentov na precej razlicnih podrocjih.
Na sliki 3.21a je prikazana slika realnega procesa, medtem ko je na sliki 3.21b
prikazana pripadajoca shema. Komunikacija med krmilnikom PLK oziroma od-
daljenim klientom in samim procesom je izvedena z vmesnikom OPC (ang. open
platform communications) [112].
Proces dveh povezanih tankov vsebuje naslednje elemente: senzorje za tempe-
raturo, tlak, pretok in nivo; pretvornike, ki pretvorijo zicne signale v elektricne
za procesiranje na krmilniku PLK; programska oprema SCADA (ang. supervisory
control and data acquisition) za konguracijo in nadzor procesa; dva ventila V1
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in V2; crpalko s frekvencnim pretvornikom; grelnik in toplotni izmenjevalnik.
Na sliki 3.21b je prikazana shema procesa, kjer je razvidna povezava med
obema tankoma. Pretok vode iz tanka T2 v tank T1 je omogocen s crpalko, pre-
tok iz T1 v T2 pa je odvisen od gravitacije preko ventila V1. Oba ventila sta
uporabljena za regulacijo pretoka v posameznem delu sistema. V nasem primeru
je cilj eksperimenta regulirati nivo vode v tanku T1 (yk = LT1) z manipulacijo
hitrosti vrtenja crpalke (uk = Vpump) preko frekvencnega pretvornika. Oba ven-
tila, V1 in V2, sta odprta na 100 %. Poleg tega smo testirali tudi obcutljivost
regulatorja na motnje (zapirali smo ventila V1 in V2). Rezultati eksperimentov
bodo predstavljeni v nadaljevanju.
Tako kot v prejsnjih primerih smo nastavitvene parametre RECCo-regulatorja
(podpoglavje 3.3) ocenili na podlagi parametrov procesa. Parametri procesa in
regulatorja so prikazani v tabeli 3.7.
Tabela 3.7: Parametri realnega sistema dveh povezanih tankov in nastavitveni pa-
rametri RECCo-regulatorja.
Parametri realnega procesa
umin umax ymin ymax  Ts
0 % 100 % 0 % 100 % 40 s 1 s
Parametri RECCo
ar max cmax nadd new ddead   L
0.95 0.93 20 20 0.5 0:5 % 0 1 10 6
Vodenje sistema dveh povezanih tankov je bilo realizirano z algoritmom
RECCo tako, kot je prikazano na sliki 3.1. Mehanizem samorazvijanja poskrbi
za razdelitev prostora na lokalno linearna podrocja in adaptivni zakon sprotno
prilagodi parametre lokalnega regulatorja za optimalno delovanje v dolocenem
podrocju.
Na zacetku eksperimenta (slika 3.22a) regulator precej dobro iznici pogresek v
ustaljenem stanju z ocenjenim casom izravnave priblizno 2 min in z maksimalnim
prevzponom priblizno 20 %. Z nadaljnjo adaptacijo parametrov in z dodajanjem
novih oblakov se struktura in parametri regulatorja prilagodijo vodenemu procesu
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in na ta nacin se izboljsa vodenje. V koncni fazi eksperimenta (slika 3.22b) je
maksimalni prevzpon skoraj nic in cas izravnave je manj kot 1 min. Sirina ene
stopnice je 4 min.
Na sliki 3.23 so prikazani dodani oblaki s pripadajocimi parametri regulator-
jev. V tem eksperimentu so bili dodani 4 oblaki (slika 3.23a). Adaptacija in
konvergenca parametrov vseh stirih regulatorjev sta prikazani na sliki 3.23b. Da
bi pokazali ucinek ucenja, smo z enacbo (3.24) izracunali vsoto absolutnih vre-
dnosti SAE sledilnega pogreska "k za vsak cikel  posebej (slika 3.24). Iz slike
je razvidno, da vrednost SAE na zacetku strmo upada, kar je rezultat dodaja-
nja novih oblakov in sprotne adaptacije parametrov. Kot smo ze omenili zgoraj,
smo na procesu dveh povezanih tankov testirali tudi odzivnost regulacijskega al-
goritma na zunanje motnje. S tem namenom smo v stirih casovnih trenutkih
za nekaj casa zaprli dovodni ventil V2 iz 100 % na 60 % (zgornja vrstica na sliki
3.25). Prvi dve motnji sta bili na zacetku, drugi dve pa proti koncu eksperimenta.
Kot pricakovano, se je regulirni signal uk (kar predstavlja hitrost vrtenja crpalke)
ustrezno povecal (srednja vrstica na sliki 3.25), da bi se s povecanim tlakom, ki
ga ustvari crpalka, povecal tudi pretok vode iz tanka T2 v vank T1. Iz spodnje
vrstice na sliki 3.25 lahko opazimo, da motnja zelo malo vplivala na vrednost
reguliranega signala.
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Pretok iz T2 v T1
Pretok iz T1 v T2
(b) Shematski prikaz procesa dveh povezanih tankov.
Slika 3.21: Prikaz realne naprave dveh povezanih tankov [78].
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(a) Zacetna faza eksperimenta.








(b) Koncna faza eksperimenta.
Slika 3.22: Prikaz rezultatov vodenja procesa dveh povezanih tankov. Prikaz re-
ference rk (modra), izhoda referencnega modela y
r
k (rdeca) in izhoda
procesa yk (oranzna) ter regulirnega signala uk (vijolicna).
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(a) Prikaz oblakov dodanih z samorazvijajocim se RECCo-regulatorjem, kjer je "k















(b) Prikaz adaptacije parametrov regulatorja za vsak oblak podatkov.
Slika 3.23: Prikaz rezultatov (mehanizma samorazvijanja in adaptivnega zakona)
vodenja procesa dveh povezanih tankov.
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30.8 30.82 86.22 86.24 86.36 86.38
Slika 3.25: Prikaz vpliva motenj na delovanje RECCo-regulatorja. Zgornja vrstica
prikazuje motnjo { zapiranje ventila V2 ob stirih razlicnih casovnih
trenutkih. Druga vrstica prikazuje spremembo regulirnega signala u,
spodnja vrstica pa prikazuje odziv reguliranega signala y.
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3.6. Mehki prediktivno funkcijski regulator na podlagi oblakov
Mehki prediktivni funkcijski regulator (ang. fuzzy predictive functional control-
ler, FPFC) uporablja mehki model reguliranega procesa za predikcijo izhodnega
signala na dolocenem horizontu v prihodnosti. Regulator FPFC lahko uvrstimo
v skupino prediktivnih regulatorjev na podlagi modela (ang. model predictive
control, MPC). Osnovni princip vodenja z MPC regulatorjem je predstavljen na
sliki 3.26. Na podlagi znanja iz preteklosti se zgradi dinamicen model procesa. Z
uporabo tega modela se izvede predikcija reguliranega signala (oranzna crta) in
doloci se taksen regulirni signal (modra crta), da minimiziramo razliko med iz-
hodnim (oranzna crta) in referencnim (rdeca crta) signalom v vnaprej dolocenem







k k+1 k+2 k+Hk-2 k-1 k+3 . . .
Prediktivni horizont
PRETEKLOST PRIHODNOST
Slika 3.26: Prikaz nacela prediktivnega vodenja.
functional controller, PFC) je bil predstavljen v [209] in je v osnovi namenjen
vodenju linearnih procesov. Za regulacijo nelinearnih procesov pa je bila razvita
resitev na podlagi mehkih modelov, ki poskrbijo za razdelitev prostora procesa
na linearna podrocja [88,134,159,232].
V tem podpoglavju bomo predstavili mehki prediktivno funkcijski regulator
na podlagi oblakov (ang. fuzzy cloud-based predictive functional control, FCPFC).
Metoda za identikacijo modela procesa kombinira teorijo mehkih oblakov [24]
(mehki sistem AnYa) in mehanizem samorazvijanja (glej razdelek 3.2.2) za deli-
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tev nelinearnega prostora na linearna podrocja ter rekurzivno metodo utezenih
najmanjsih kvadratov za izracun parametrov lokalno linearnih modelov. V na-
daljevanju bomo najprej predstavili postopek identikacije modela procesa, ki ga
zelimo regulirati, nato pa prediktivno funkcijski regulator za vodenje na osnovi
modela.
3.6.1 Identikacija mehkega modela na podlagi oblakov
V tem razdelku bomo na kratko razlozili nacelo identikacije mehkega modela
procesa na podlagi oblakov. Bolj podrobno o identikaciji bo razlozeno v poglavju
4. Mehki model, ki ga zelimo identicirati, ima naslednjo obliko:
Ri : IF (x  X i) THEN (yi = f i(x)) (3.31)
To enacbo smo ze srecali v poglavju 2 in nam je ze dobro znana.
Vhodni vektor je deniran z zakasnjenimi vhodi in izhodi procesa
xk = [yk 1; : : : ; yk na ; uk 1; : : : ; uk nb ], kjer sta na in nb stevili zakasnjenih
izhodov in vhodov. V pogojnem (IF) delu je denirana pripadnost trenutnega
podatka obstojecim oblakom, kar denira skupni samorazvijajoci se model. Po-
sledicni (THEN) del modela je deniran z NARX (ang. nonlinear autoregressive
exogenous model) modelom. Delni lokalni model je deniran kot:





kjer je  k = [xk; 1]
T regresijski vektor in ik vektor neznanih parametrov lokal-
nega modela ik =
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kjer je jk pripadnost vhodnega podatka xk k j-temu oblaku. Desni del enacbe

















 k = [xk; 1]
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(3.34)
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Razen regresijskega vektorja  je potebno elemente vektorja  in matrike
 oceniti oziroma identicirati. Vrednosti elementov pripadnostne funkcije  se








; i = 1; : : : ; c (3.35)
kjer parameter  denira mehkost preklapljanja (faktor mehkosti) med mehkimi
pravili [269].
Nenazadnje, kot smo ze omenili zgoraj, bomo elemente matrike  identici-
rali s uporabo rekurzivne metode utezenih najmanjsih kvadratov (ang. recursive
Weighted Least Squares, rWLS) [187]:
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; i = 1; : : : ; c
(3.36)
kjer matrika P ik predstavlja ocenjeno vrednost inverzne Hessejeve matrike.
Zacetna nastavljena vrednost matrike P i0 zelo vpliva na vrednost vektorja pa-
rametrov 0, ki je lahko dalec od optimalne vrednosti opt. Zacetna vrednost P
i
0
je ponavadi diagonalna matrika P i0 = I, kjer je  >> 1 (obicajno med 100 in
1000) [187]. Ko imamo opravka z nelinearnimi in casovno spremenljivimi procesi,
zelimo prepreciti, da bi se matrika P i zelo zmanjsala. Majhna vrednost matrike
P i pomeni, da se adaptacija parametrov i upocasni [187]. To lahko preprecimo
z uvedbo faktorja pozabljanja r. Vrednost faktorja r je ponavadi nastavljena
med 0.9 in 1, kjer r = 1 pomeni, da ni pozabljanja. Pravzaprav nastavitev
parametra r pomeni kompromis med neobcutljivostjo na motnje (velik r) in
hitrim prilagajanjem spremembam v procesu (majhen r).
3.6.2 Prediktivno funkcijski regulator
V tem razdelku bomo razlozili delovanje prediktivno funkcijskega regulatorja
(PFC), ki uporablja ocenjeno izhodno vrednost modela (3.33) za napovedova-
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kjer je ym izhod modela procesa, y
r referencna trajektorija in u regulirni signal;
indeks k + j pomeni, da opazujemo j-koracno predikcijo teh signalov; N1 in N2
denirata horizont izhoda in Nu horizont regulirnega signala;  je utez, ki doloci
relativen vpliv med regulirano in regulirno velicino.
PFC algoritem predpostavlja, da dinamiko procesa lahko lokalno aproksimi-
ramo z modelom prvega reda. Zato predpisemo zeleno (referencno) trajektorijo
odziva procesa z naslednjim zapisom:
yrk+1 = ary
r
k + (1  ar)rk; 0 < ar < 1 (3.38)
kjer parameter ar denira dinamiko referencnega modela (tako kot v enacbi (3.3))
in rk je referencni signal.
Prav tako lahko za model procesa izberemo dinamiko prvega reda, kar pomeni,
da regresijski vektor xk dolocimo z na = 1 in nb = 1. Parametre tega modela
bomo dolocili z postopkom, ki je bil razlozen v prejsnjem razdelku. Tako lahko
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m neznani parametri vektorja 
i
k in jih bomo dolocili z uporabo
najmanjsih kvadratov iz prejsnjega razdelka. Parametre vseh lokalnih modelov










































in dobimo skupen izhod modela reguliranega procesa:
ym;k+1 = a^mym;k + b^muk + r^m (3.42)
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Upostevajoc enacbe (3.38), (3.42) in kriterijsko funkcijo (3.37) (N1 = N2 = H
in utezni faktor  = 0) v [232] je analiticno izpeljan regulirni signal:
uk =
(1  aHr )(rk   yp;k)
b^m










kjer H predstavlja predikcijski horizont in je dolocen v intervalu
N  H  
2Ts
(3.44)
kjer je N red procesa,  casovna konstanta in Ts cas vzorcenja.
3.6.3 Vodenje reaktorja CSTR
V tem razdelku bomo predstavili proces reaktorja z neprekinjenim mesanjem2
(ang. continuous stirred tank reactor, CSTR) in primerjali rezultate vodenja med
FCPFC in RECCo-regulatorjem. Glavna karakteristika procesa CSTR je, da ima
izrazito nelinearno obnasanje in tako tudi veliko negotovost parametrov [249].
Kemicni procesi se razlicno obnasajo v razlicnih delovnih tockah, nekateri od njih
lahko celo preidejo v oscilatorno delovanje, kar se toliko bolj otezi nacrtovanje
regulacijskih algoritmov.
V literaturi lahko najdemo razlicne pristope za vodenje procesa CSTR, od
klasicnih in enostavnih PID-regulatorjev do bolj naprednih, podatkovno gnanih,
prediktivnih in adaptivnih metod vodenja. Optimalno nastavljen PID-regulator
za vodenje procesa CSTR je predstavljen v [83,175], medtem ko so avtorji v [150]
predstavili robusten PID-regulator na podlagi Kharitonovega teorema. Tako kot
smo ze predhodno omenili, obstajajo tudi bolj napredne metode, ki upostevajo
nelinearnost procesa in poskusajo na razlicne nacine obravnavati ta problem. Na
primer, avtorji v [33,127] so uporabili metodo z razvrscanjem ojacenj (ang. gain
schaduling), medtem ko so v [8,102,145,218] predstavljene nekatere razlicice meh-
kih regulatorjev. Kombinacija mehkih modelov in nevronskih mrez (nevromehki
regulator) je predstavljena v [226,262]. Tudi modelno prediktivno vodenje je bilo
ze obravnavano za vodenje procesa CSTR [44,203,231,260], kar je tudi iztocnica
za pricujoce poglavje. Avtorji v [62, 126] so podali tudi komparativne analize
vodenja procesa CSTR med razlicnimi naprednimi metodami.
2V nadaljevanju bomo uporabljali samo izraz reaktor.
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Reaktor CSTR predstavlja pomembno enoto v raznih kemicnih procesih. V




























(Tc   T )
(3.45)
kjer so vse spremenljivke in konstante denirane v tabeli 3.8 [222]. Cilj vodenja
je nadzorovati temperaturo reaktorja (y = T ) s temperaturo vstopne hladilne
tekocine (u = Tc). Na sliki 3.27 je prikazan odprtozancni odziv procesa, iz kate-
rega je razvidna nelinearna dinamika procesa. Podrocje signala Tc = 300 310 K
predstavlja najvecji izziv pri vodenju.
Tabela 3.8: Nominalne vrednosti parametrov procesa CSTR [222].
Velicina Oznaka Vrednost Enota
Pretok q 100 [l=min]
Koncentracija hranila CA0 1 [mol=l]
Temperatura hranila T0 350 [K]
Volumen reaktorja V 100 [l]
Gostota tekocine  1 103 [g=l]
Specicna toplota Cp 0:239 [J=g K]
Entalpija reakcije H  5 104 [J=mol]
Energija aktivacije E=R 8750 [K]
Konstanta hitrosti reakcije k0 7:2 1010 [min 1]
Prenos toplote UA 5 104 [J=min K]
Temperatura vstopne hladilne tekocine Tc 300 [K]
Merjena koncentracija izdelka CA 0:5 [mol=l]
Temperatura reaktorja T 350 [K]
V nadaljevanju sledi primerjava med rezultati vodenja s regulatorjem FCPFC
in algoritmom RECCo. S tem namenom bomo sorodne nastavitvene parametre
izbrali tako, da bodo imeli enake vrednosti. Za oceno uspesnosti vodenja bomo
poleg gracnih prikazov uporabili tudi kvantitativna merila: povprecje kvadratov
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kjer je uk = uk   uk 1 diferenca vhodnega signala in N stevilo podatkovnih
vzorcev. Poleg tega bomo za oceno uspesnosti vodenja uporabili tudi cas vzpona
(med 10 % in 90 %), cas umiritve (pogresek znotraj obmocja 2 %) in maksimalni
prevzpon.
Nastavitveni parametri
Kot smo ze omenili, je mehanizem samorazvijanja pri obeh regulatorjih (FCPFC
in RECCo) nastavljen z enakimi parametri: max = 0:93, nadd = 20, in cmax = 20.
Prav tako je faktor mehkosti enak pri obeh primerih in smo ga dolocili eksperi-
mentalno oziroma s poskusanjem  = 10. Vhodni podatek v (3.31) je deniran







Slika 3.27: Odprtozancni odziv procesa CSTR, kjer je Tc vhodni in T izhodni
signal procesa.
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kot xk = [yk 1; uk 1]
T , kar nam denira regresijski vektor  k = [yk 1; uk 1; 1]
T
(3.32). Glede na cas vzorcenja Ts = 0:01 min in na zeleno zaprtozancno casovno
konstanto  = 0:1 min smo izracunali parameter referencnega modela v (3.38)
z uporabo priblizka ar  1   Ts= = 0:9. Sledijo se parametri, ki so specicni
za vsako metodo. Za metodo FCPFC smo izbrali 4-koracni predikcijski horizont
H = 4, kjer smo upostevali (3.44). Pri RECCo-regulatorju smo dolocili ojacenje
adaptacije P = I = D = R = 4 in mrtvo cono ddead = 2. Obmocje vhodnega
signala je od 250 do 350 K in izhodnega signala od 300 do 390 K.
Rezultati
Delovanje regulatorjev FCPFC in RECCo smo testirali v osmih delovnih tockah
od 310 K do 380 K. Na sliki 3.28a so prikazani referenca r, izhod referencnega mo-
dela yr in izhoda procesa obeh regulatorjev yFCPFC in yRECCo. Slika je nekoliko
nepregledna saj tezko razlikujemo odziva procesa med regulatorjema. Primarni
cilj te slike je pokazati obliko referencnega signala in vse delovne tocke. Zato smo
odzive procesa obeh regulatorjev za vse delovne tocke ustrezno preslikali v en
graf (slika 3.28b). S primerjavo obeh grafov na sliki 3.28b lahko ocenimo, da ima
regulator FCPFC krajsi dvizni cas na racun daljsega casa umiritve. Odzivi obeh
regulatorjev pa imajo priblizno enak maksimalni prevzpon. Vrednosti vseh para-
metrov za vsako delovno tocko so prikazani v tabeli 3.9. Puscice v prvem stolpcu
poleg vrednosti delovne tocke pomenijo smer premika referencnega signala. Ce
je puscica usmerjena navzgor, pomeni, da je bila prejsnja delovna tocka nizja
od trenutne in obratno. Poleg teh kazalnikov kakovosti regulacije smo upora-
bili tudi oceno porabljene energije (3.47) in vsoto pogreska (3.46). Rezultati
teh so prikazani v tabeli 3.10. Iz tabele je razvidno, da ima vodenje z regula-
torjem PCPFC manjsi kumulativni pogresek MSE, vendar na racun porabljene
energije vhodnega signala. Splosno lahko zakljucimo, da oba regulatorja uspesno
opravljata vodenje procesa CSTR s to razliko, da je FCPFC bolj ucinkovit pri
odpravljanju pogreska, medtem ko je RECCo bolj varcen glede porabljene ener-
gije (tabela 3.10).
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RECCo FCPFC RECCo FCPFC RECCo FCPFC
" 320 0,21 0,08 0,33 1,08 0,05 0,00
" 330 0,19 0,08 0,65 0,17 0,12 0,00
" 340 0,17 0,07 0,65 0,72 0,27 0,13
" 350 0,14 0,06 1,09 1,05 0,54 0,40
" 360 0,12 0,05 1,02 0,70 0,81 0,69
" 370 0,12 0,05 0,87 1,31 0,76 0,77
" 380 0,12 0,05 0,90 2,90 0,41 0,60
# 370 0,14 0,05 0,90 2,73 0,21 0,27
# 360 0,13 0,06 1,06 0,57 0,34 0,32
# 350 0,14 0,06 1,09 1,03 0,36 0,30
# 340 0,15 0,07 0,66 1,38 0,28 0,21
# 330 0,17 0,07 0,69 0,49 0,17 0,07
# 320 0,19 0,09 0,61 0,25 0,09 0,00
# 310 0,21 0,11 0,34 0,38 0,04 0,00
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(a) Prikaz reference r, izhoda referencnega modela yr in izhoda procesa y.








(b) Prikaz zamaknjenih odzivov procesa (yRECCo in yFCPFC) za vsako delovno tocko.
Slika 3.28: Prikaz rezultatov vodenja sistema CSTR z RECCo in FCPFC-
regulatorjem.
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3.7. Zakljucek
V tem poglavju smo predstavili samorazvijajoci se adaptivni mehki regulator
RECCo. Regulacijski algoritem sprotno prilagaja svojo strukturo z dodajanjem
novih oblakov (mehkih pravil) ter adaptira parametre delnih regulatorjev PID-
R. En regulator pripada enemu oblaku. Skupni izhod regulatorja se v vsakem
trenutku izracuna na podlagi normaliziranih lokalnih gostot med trenutnim po-
datkom in obstojecimi oblaki. Predlagali smo postopek nastavljanja zacetnih pa-
rametrov regulatorja za razlicne procese. Vsi nastavitveni parametri regulatorja
se dolocijo z osnovnem znanju o procesu, ki ga reguliramo (delovno obmocje regu-
lirnega in reguliranega signala, zelena casovna konstanta zaprtozancnega procesa
in cas vzorcenja).
Delovanje RECCo-regulatorja smo najprej preizkusili na simulacijskih prime-
rih ter primerjali ucinkovitost vodenja s klasicnim PID-regulatorjem (z uporabo
razlicnih nastavitvenih pravil). Pokazalo se je, da za procese z nelinearno karakte-
ristiko RECCo-regulator izkazuje boljse rezultate (primerjali smo maksimalni pre-
vzpon, dvizni cas in cas izravnave). Z enakimi nastavitvami zacetnih parametrov,
kot smo jih uporabili za simulacijske modele, smo preizkusili delovanje RECCo-
regulatorja na dveh realnih napravah: na toplotnem izmenjevalniku in sistemu
dveh povezanih tankov. V prvem primeru reguliramo temperaturo vode, medtem
ko v drugem nivo vode v rezervoarju. V obeh primerih regulator uspesno ujame
predpisano dinamiko vodenja in regulirana velicina sledi izhodu referencnega mo-
dela. Na realnem procesu dveh povezanih tankov smo testirali tudi vpliv zunanje
motnje na delovanje RECCo-regulatorja. Pokazali smo, da regulator zelo hitro
iznici vpliv motnje brez opaznega efekta na regulirano velicino.
V tem poglavju smo pokazali tudi, da lahko algoritem RECCo uporabimo
skupaj z vzporednim krmilnikom z upostevanjem motnje (ang. feedforward con-
troller). Ta princip vodenja smo preizkusili na modelu soncnega kolektorja, kjer je
osnovni problem v tem, da nimamo neposrednega vpliva na vira energije (soncno
sevanje), lahko pa reguliramo pretok medija. V tem primeru smo pokazali, da
predlagana resitev uspesno resuje problem zunanjih motenj.
Nenazadnje smo predlagali tudi kombinacijo samorazvijajocega se modela na
podlagi mehkih oblakov za identikacijo modela procesa in prediktivno funkcij-
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ski regulator za izvedbo vodenja (podpoglavje 3.6). S predikcijskim pristopom
lahko precej skrajsamo dvizni cas odziva na stopnico v primerjavi z RECCo-
regulatorjem. Je pa res, da prediktivni pristop zahteva identikacijo modela
procesa, kar vcasih ni tako trivialen problem.
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4. Samorazvijajoca se mehka identikacija nelinearnih di-
namicnih procesov
4.1. Uvod in pregled literature
Modeli realnih sistemov so bistvenega pomena na skoraj vseh podrocjih, kot so
npr. tehnicno podrocje (elektrotehnika, mehatronika itn.), kot tudi netehnicno
podrocje (ekonomija, biologija, medicina, kemija itn.). Pridobljeni (matematicni)
modeli so lahko uporabni za razlicne namene. Z njimi napovedujemo obnasanje
sistema v prihodnosti (predikcija) ali pa simuliramo njegovo obnasanje za daljse
casovno obdobje in pod razlicnimi pogoji, ki si jih tezko privoscimo na realnem
sistemu. S tem lahko pridobimo nova znanja o sistemu in bolje razumemo, kako
sistem pravzaprav deluje. S uporabo modelov lahko tudi optimiziramo obnasanje
sistema in to znanje prenesemo na realni sistem. Poleg tega vecina naprednih
regulacijskih metod temelji na modelu procesa. Model se lahko uporabi za ne-
posredno nacrtovanje regulacijskega algoritma ali pa za linearizacijo procesa v
delovni tocki. Potrebno je poudariti, da je pri nacrtovanju vodenja bolj po-
membno ustrezno delovanje regulacijskega algoritma, kot pa sama natancnost
modela procesa.
Podrocje identikacije sistemov je precej siroko in pomembno za industrijo
in znanost, kar je rezultiralo v objavi stevilnih clankov in knjig [123, 165, 187].
Metode identikacije sistemov lahko razdelimo v vec kategorij, in sicer na podlagi
naslednjih kriterijev [123]:
 vrsta matematicnega modela (parametricne in neparametricne metode),
 uporabljeni testni signali (deterministicne, stohasticne, psevdo-stohasticne
metode),
 izracun pogreska med modelom in procesom (vhodni, izhodni in generalizi-
rani pogresek),
 izvedba eksperimenta in vrednotenje (sprotne in nesprotne metode),
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 algoritem za obdelavo podatkov (nerekurzivne, rekurzivne in metode v re-
alnem casu).
Identikacijo mehkih sistemov lahko razdelimo v dve skupini: sprotna iden-
tikacija [16, 19, 26, 31, 124, 135, 136, 138, 158, 167, 170, 171, 215, 234] in nesprotna
indentikacija [72, 124, 211]. Veliko teh metod je ze bilo razlozenih in omenjenih
v poglavju 2, kjer je bil poudarek na samorazvijajocih se modelih. Na splosno
se pri nesprotnem identiciranju modelov (ang. o-line) parametri in struktura
modela posodobijo sele, ko so vsi (merjeni) podatki na voljo. Najprej se doloci
struktura modela in nato se dolocijo se parametri lokalnih modelov. Eden od
nacinov dolocanja strukture modela (mehka pravila) je lahko poizkusanje (ang.
trial-and-arror approach). Bolj splosen nacin strukturne identikacije je razdeli-
tev vsake vhodne spremenljivke na mehka podrocja, kar rezultira v mehki mrezi.
Tak pristop uporablja metoda ANFIS [124]. Skoraj vse metode delijo vhodno-
izhodni prostor problema na mehka podrocja z razlicnimi metodami rojenja (ang.
clustering). Nekaj metod je nastetih v nadaljevanju: mehko rojenje s c-sredisci
(ang. fuzzy c-means, FCM) [37], metoda Gustafson-Kessel (GK) [103], LOLI-
MOT (ang. local linear model trees) [188], SUHICLUST (ang. supervised hierar-
chical clustering) [106], mountain clustering [261] itn. Pri metodah sprotne (ang.
on-line) identikacije modelov se struktura in parametri posodabljajo z vsakim
sprejetim podatkom (z vsako iteracijo algoritma). Nekaj o-line metod ima tudi
svojo sprotno/rekurzivno razlicico, kot na primer: rekurzivna GK (rGK) [89] in
rekurzivna FCM (rFCM) [90].
V nadaljevanju bomo predstavili algoritem na osnovi samorazvijajocega se
modela za identikacijo mehkega modela procesa, ki je bila objavljena v [12].
Metoda sprotno identicira strukturo mehkega modela v obliki oblakov podatkov
in parametrov lokalnih modelov, ki so posodobljeni z metodo utezenih najmanjsih
kvadratov.
4.2. Identikacija samorazvijajocega se mehkega modela
O samem postopku identikacije modela smo ze govorili v podpoglavju 3.6. Ce-
loten postopek in vse enacbe bodo v enakem smislu uporabljene tudi v tem po-
glavju, s tem da bomo na tem mestu dodali nov zascitni mehanizem ob dodaja-
nju novih oblakov in bomo preucili vpliv brisanja obstojecih oblakov na podlagi
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razlicnih kriterijev. Celoten postopek za identikacijo modela procesa je predsta-
vljen na sliki 4.1.
Kot je razvidno s slike 4.1, vsebuje mehanizem samorazvijanja dva koraka, in
sicer enega za dodajanje novih in drugega za odstranjevanje obstojecih oblakov.
Oba bosta razlozena v nadaljevanju.
4.2.1 Dodajanje novih oblakov
Mehanizem dodajanja novih oblakov je bil ze razlozen v razdelku 3.2.2. V tem
razdelku bomo na hitro ponovili vse kriterije ter dodali novega, ki preprecuje
dodajanje novih oblakov zaradi osamelcev. Nov oblak je deniran v primeru, ce
so izpolnjeni vsi kriteriji, nasteti v nadaljevanju:
1. Prvi kriterij se nanasa na blizino oziroma gostoto trenutnega podatka xk
do obstojecih oblakov. V primeru, da je podatek relativno dalec od vseh




(ik) < max) ;
kjer je max 2 [0; 1]. Vrednost parametra max lahko zavzame katerokoli
vrednost denicijskega obmocja. V praksi je ponavadi ta vrednost med 0,75
in 0,95. Vecje vrednosti parametra omogocijo dodajanje stevilnih novih
oblakov, medtem ko manjse vrednosti dodajo le nekaj oblakov.
2. Drugi kriterij prepreci dodajanje novih oblakov enega za drugim. Prav-
zaprav ta mehanizem za nekaj korakov nadd zamrzne celotni mehanizem
dodajanja novih oblakov ob trenutku kadd, ko smo ravnokar dodali nov
oblak:
Cadd2 = (k > kadd + nadd) ;
kjer je nadd parameter, ki ga doloci operater. Ta kriterij omogoca novim
oblakom, da pridobijo nekaj znanja o sistemu oziroma dovolj podatkov za
verodostojno oceno kovariancne matrike algoritma rWLS.
3. Tretji kriterij je povezan z maksimalnim stevilom oblakov cmax, ki jih lahko
dodamo:
Cadd3 = (c < cmax) ;
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Slika 4.1: Shematski prikaz samorazvijajocega se modela za identikacijo di-
namicnih procesov.
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kjer je c stevilo obstojecih oblakov. Pravzaprav je ta kriterij uporaben le v
primeru, ko vnaprej poznamo stevilo oblakov, ki jih zelimo identicirati. V
vecini nasih primerov pa imamo opravka s tako imenovanim modelom crne
skatle (ang. black-box model), kjer nimamo veliko informacij o procesu.
4. Zadnji kriterij dopolnjuje prvega in preprecuje dodajanja novih oblakov na
podlagi osamelcev (ang. outliers). Princip je prikazan na sliki 4.2. Na
zacetku grafa vidimo, da trije vzorci izpolnjujejo prvi kriterij, a to so prav-
zaprav osamelci, ker je trend modre krivulje (maxi(
i
k)) se vedno vecji od
parametra max. Zato deniramo parameter add, ki oznacuje stevilo zapo-
rednih vzorcev, ki morajo izpolnjevati prvi kriterij:
Cadd4 = (kC1 > add) ;
kjer je kC1 stevilo zaporednih vzorcev, ki ze izpolnjujejo prvi pogoj C
add
1 .
Vrednost parametra add smo izbrali enako, kot je dimenzija regresijskega
vektorja. V vecini primerov se to izkaze kot pravilna izbira [87,105].
Kot smo ze omenili, morajo biti vsi navedeni kriteriji izpolnjeni (Cadd1 ^ Cadd2 ^
Cadd3 ^Cadd4 ), da lahko dodamo nov oblak. S tem namenom moramo nastaviti tri
parametre max, nadd in cmax, medtem ko smo add dolocili z dimenzijo regresij-
skega vektorja.
4.2.2 Odstranjevanje oblakov
Poleg vseh kriterijev za preprecevanje dodajanja novih oblakov na podlagi osamel-
cev nekateri oblaki se vedno premalo prispevajo k skupnemu izhodu modela [87].
S tem namenom lahko deniramo mehanizme za odstranjevanje manj aktivnih ali
manj informativnih oblakov. Aktivnost oblaka je denirana z relativnim stevilom
podatkov, ki pripadajo temu oblaku od trenutka njegovega nastanka. Koncept








; i = 1; : : : ; c
kjer je c stevilo obstojecih oblakov, M i stevilo podatkov, ki pripadajo i-temu
oblaku, ki casovni trenutek dodajanja i-tega oblaka in  2 [0; 1] parameter, ki
ga moramo dolociti. Ce je vrednost  = 0, potem je odstranjevanje oblakov
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Slika 4.2: Prikaz mehanizma za preprecevanje dodajanja novih oblakov na pod-
lagi osamelcev. Rdeca crtkana linija je vrednost parametra max in
modra crta predstavlja vrednost maksimalne gostote max( ik).
onemogoceno, medtem ko vrednost parametra  = 1 pomeni, da z vsakim novim
dodanim oblakom izbrisemo enega obstojecega. Izbira parametra  = 1 ni cisto
uporabna resitev, zato je v praksi denicijsko obmocje parametra denirano z
intervalom [0; 1). V literaturi je vrednost tega parametra ponavadi nastavljena
na 0,1 [87].
Pri odstranjevanju oblakov moramo biti precej konzervativni in pazljivi, ker
ne zelimo odstraniti oblaka, ki vsebuje koristne informacije o nasem procesu. Z
uporabo samo prvega kriterija Crem1 se potencialno to lahko zgodi, ker se gleda
samo relativno stevilo podatkov, ki jih oblak vsebuje, ne pa tudi informacija, ki jo
prinasa. Zato smo poleg brisanja manj aktivnih oblakov dodali se en mehanizem,
ki odstanjuje manj informativne oblake. Informativnost oblakov je denirana
s stevilom vzorcev ~M i, ki imajo najmanjso gostoto (mini(
i
k)). To pomeni, da za
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vsak vzorec izracunamo gostoto ik z vsemi oblaki (i = 1; : : : ; c) in se ta vzorec
dodeli oblaku z najmanjso gostoto mini(
i
k). Tako vsak oblak vsebuje M
i vzorcev,
ki pripadajo temu oblaku z najvecjo gostoto maxi(
i
k) kot tudi
~M i vzorcev, ki
pripadajo oblaku z najmanjso gostoto mini(
i
k). Drugi pogoj za odstranjevanje









; i = 1; : : : ; c
kjer je  isti parameter kot pri prvem kriteriju Crem1 in ima isto vrednost (0,1).
Celoten mehanizem odstranjevanja oblakov uposteva oba pogoja Crem1 ^ Crem2 .
Se enkrat omenimo, da je celoten algoritem identikacije modela procesa pred-
stavljen gracno na sliki 4.1, kjer so razvidni vsi koraki pogojnega, posledicnega
in samorazvijajocega se dela.
V nadaljevanju bomo preko dveh primerov (enega simulacijskega in drugega
na podlagi realnih podatkov) predstavili delovanje in efektivnost algoritma samo-
razvijanja za identikacijo modelov na podlagi mehkih oblakov. Prvi primer je
model procesa Tenneessee Eastman in drugi realen proces hladilne postaje.
4.3. Proces Tennessee Eastman
Proces Tennessee Eastman (TE) je bil predstavljen v [91] in je realisticen ter
reprezentativen model kemijskega produkcijskega procesa. Uporabljen je bil v
stevilnih raziskavah na razlicnih podrocjih (vodenja, identikacije, zaznavanje
napak itn. [27, 69, 151, 224, 263, 276]). Glavne znacilnosti procesa TE so njegova
kompleksnost, nelinearnost in odprtozancna nestabilnost. Prikazan je na sliki 4.3.
Sestavljen je iz 41 merljivih in 12 manipulativnih spremenljivk, kar omogoca izva-
janje razlicnih eksperimentov in studij. Proces TE je sestavljen iz petih glavnih
enot: mesalni reaktor, hladilnik, separator pare in tekocine, povratni kompresor
ter cistilnik produkta. Enote so med seboj povezane z 12 vodi. Pet vhodnih
plinov (reagentov), oznacenih z A, B, C, D in E, se dozira v mesalni reaktor
in reagira do tekocih produktov. Reagenti zapustijo vstopni reaktor kot hlapne
snovi, ki potem z hladilnikom kondenzirajo in se v separatorju delijo na tekocino
in paro. Nekondenzirani plini se vracajo v reaktor, medtem ko se ostali dozi-
rajo v cistilnik produkta. Na koncu procesa dobimo dva produkta (G in H),
ki zapustita cistilnik, in en stranski produkt (F) kot necistoca. Ireverzibilne in
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eksotermne kemicne reakcije so podane z naslednjimi reakcijami:
A(g) + C(g) +D(g)! G(liq); Produkt 1,
A(g) + C(g) + E(g)! H(liq); Produkt 2,
A(g) + E(g)! F (liq); Stranski produkt,




























Slika 4.3: Shematski prikaz procesa Tennessee Eastman [276].
4.3.1 Opis problema
Za demonstracijo koncepta identikacije na podlagi samorazvijajocega se meh-
kega modela smo uporabili kazalnike proizvodne ucinkovitosti (ang. performance
production indicators, pPI) procesa TE. Kazalniki so bili denirani v [99, 100]
kot Strosek, Produktivnost in Kakovost. Poleg tega so avtorji v [100] naredili
obsezno analizo in dolocili najbolj vplivne komponente pri izracunu kazalnikov
pPI. V tabeli 4.1 so prikazane vse krmilne spremenljivke procesa TE.
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Tabela 4.1: Krmilne spremenljivke procesa TE [100].
Oznaka Opis spremenljivke
Fp Proizvodni indeks
R2 Nivo cistilnika produkta
R3 Nivo separatorja pare in tekocine
R4 Nivo reaktorja
R5 Pritisk v reaktorju
R7 %C v odvodni cevi za necistoce
R8 Pretok povratnega voda
R9 Temperatura v reaktorju
r2 Pretocno razmerje vodov D in E
Za vsak kazalnik uspesnosti pPI so avtorji v [100] dolocili najbolj vplivne
komponente in posamezen regresijski vektor je dolocen kot sledi:
Strosek : xf;k = [yk 1; yk 2; Fp;k 1; Fp;k 2; Fp;k 4; R4;k 1; R7;k 1; R7;k 5;
R9;k 1; R9;k 5; r2;k 1; r2;k 4; r2;k 5]T
Produktivnost : xf;k = [yk 1; yk 2; Fp;k 1; Fp;k 5; R4;k 1; R4;k 4; R7;k 1; r2;k 5]T
Kakovost : xf;k = [yk 1; yk 2; Fp;k 1; R4;k 1; r2;k 5]T
Glavni cilj v tem podpoglavju je identicirati kazalnike pPI (Strosek,
Produktivnost in Kakovost) z uporabo samorazvijajocega se modela, predsta-
vljenega v podpoglavju 4.2 kot tudi v 3.6.1.
4.3.2 Rezultati
Za namen preizkusanja in evaluacije smo pridobili tri sete vhodno-izhodnih simu-
liranih podatkov na modelu TE. Prva skupina podatkov je poimenovana TRAIN
in smo jo uporabili za pridobivanje mehkih modelov vsakega kazalnika pPI. To
fazo imenujemo tudi faza ucenja. Ostala dva seta podatkov (poimenovana VAL1
in VAL2) sta uporabljena za vrednotenje pridobljenih modelov. V fazi vredno-
tenja smo uporabili dva pristopa, in sicer sprotno (ang. on-line) in nesprotno
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ucenje (ang. o-line). Sprotno ucenje pomeni, da so tudi v casu vrednote-
nja aktivni mehanizmi dodajanja, odvzemanja oblakov in prilagajanja parame-
trov (i; i;P i;i), ob nesprotnem vrednotenju pa uporabimo modele, ki so bili
nauceni le iz podatkov TRAIN, in jih ne spreminjamo. Pridobljene modele iz faze
ucenja smo ovrednotili tako, da smo primerjali 4-koracne predikcije med modelom
in realnim procesom nad podatki VAL1 in VAL2. Ocenjeni izhod modela v pri-
hodnosti smo oznacili z y^(k+H) in ga primerjali z dejanskim izhodom y(k+H)






(y^(k +H)  y(k +H))2 (4.1)
kjer je N stevilo vzorcev v podatkovnem setu.
Rezultate, ki smo jih dobili s predlaganim samorazvijajocim se modelom, smo
primerjali z obstojecima metodama: eFuMo [86] in umetne nevronske mreze (ang.
artitial neural network, ANN) [189]. Rezultati obeh teh metod so del tehnicnega
porocila [101]. Zelimo in je potrebno poudariti, da so modeli, pridobljeni z ANN,
optimalni in doloceni za vsak pPI posebej. Parametri modelov ANN so bili opti-
mirani z uporabo metode Levenberg-Marquardt [187], medtem ko je bilo krajsanje
strukture nevronske mreze izvedeno z metodo optimalnega mozganskega pre-
reza (ang. optimal brain surgery) [107]. V nasprotju s tem je bila metoda
eFuMo nastavljena s privzetimi parametri, ki so enaki za vsak pPI. Parametri
uporabljeni v tem primeru so prikazani v tabeli 4.2 in so enaki pri pridobivanju
modelov vseh kazalnikov (Strosek, Produktivnost in Kakovost).
Za bolj pravicno primerjavo med predlagano metodo na podlagi mehkih obla-
kov (podpoglavje 4.2) in metodo eFuMo (razlozena tudi v razdelku 2.1.2) smo
izbrali enake vrednosti parametrov, ki imajo enak pomen. V tabeli 4.2 so pri-
kazane vrednosti nastavitvenih parametrov obeh metod. Kot smo ze omenili, je
metoda ANN optimirana za vsak model posebej in nima sorodnih parametrov,
kot jih imata ostali dve metodi.
V fazi vrednotenja delovanja predlaganega pristopa smo analizirali tudi
ucinkovitost mehanizmov za dodajanje novih kot tudi za odstranjevanje ob-
stojecih oblakov. S tem namenom smo izvedli stiri razlicne eksperimente:
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Tabela 4.2: Uporabljeni nastavitveni parametri metode eFuMo [101].
c v r  cmax Nout kn  max
eFuMo 0:9999 0:9999 0:9999 80 20 50 3 0:1 /
Predlagana metoda / / 0.9999 80 20 / / 0.1 0.85
3. OLD+REM { vsebuje se mehanizem za odstranjevanje obstojecih oblakov;
4. NEW { vsebuje vse kriterije za dodajanje in odstranjevanje oblakov.
Glavni cilj pri tem eksperimentu je pokazati, kako nova mehanizma (ADD in
REM) za dodajanje in odstranjevanje oblakov vplivata na ucinkovitost celotnega
identikacijskega algoritma.
Za vse zgoraj razlozene in izvedene eksperimente smo rezultate (povprecje
vsote kvadratov pogreska MSE) prikazali v tabeli 4.3 za vsak kazalnik (Strosek,
Produktivnost in Kakovost) loceno. Iz podatkov v tabeli 4.3 lahko razberemo
sledece. Najprej, da vrednotenje s sprotnim ucenjem (on-line) pricakovano daje
boljse rezultate, ker se parametri modelov prilagajajo trenutnemu stanju signalov.
Poleg tega lahko tudi primerjamo rezultate predlagane metode med razlicnimi
mehanizmi dodajanja in odstranjevanja oblakov. Hitro lahko opazimo, da vcasih
dodatni mehanizmi prispevajo k boljsemu rezultatu, vcasih pa zal tudi poslabsajo
ucinkovitost algoritma. Razlog lezi v nastavljanju posameznih parametrov pre-
dlagane metode. Ce zelimo za dolocen problem dobiti najboljso mozno resitev,
moramo poiskati optimalne parametre. Na primer, na sliki 4.4 je prikazana od-
visnost rezultata MSE od vrednosti parametrov max in r.
V primeru prvih dveh kazalnikov Strosek in Produktivnost predlagana me-
toda daje boljse rezultate kot eFuMo, ceprav je poterbno nastaviti manj parame-
trov in je kompleksnost algoritma manjsa. Po drugi strani pa eFuMo daje boljse
rezultate v primeru tretjega kazalnika Kakovost.
Iz tabele 4.3 je razvidno, da je metoda ANN uspesnejsa od obeh, eFuMo in
predlagane metode, vendar je to posledica dejstva, da so parametri modelov ANN
optimirani za vsak kazalnik posebej. Po drugi strani je slabost metode ANN ta,
da ima ksno in nespremenljivo strukturo in se ne more prilagajati novim razme-
ram. Princip samorazvijanja ima to prednost, da se struktura razvija samodejno
in na podlagi sprotnih podatkov, s privzetimi parametri pa dobimo precej pri-














Slika 4.4: Prikaz vpliva parametrov max in r na vrednost MSE.
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merljive rezultate kot z metodo ANN. V nadaljevanju bomo predstavili problem
identikacije modela hladilne postaje. Uporabili bomo enako samorazvijajoco se
metodo, kot v tem podpoglavju.
4.4. Hladilna postaja
Pomemben del skoraj vsake (moderne) tovarne predstavlja hladilna postaja (ang.
watter chiller plant). Glavni namen hladilne postaje (HP) je oskrba procesov in
podsistemov v tovarni s hladno tekocino (obicajno voda ali pa mesanica glikola in
vode). Eden najvecjih odjemalnikov tega hlada so sistemi za uravnavanje tempe-
rature, vlaznosti in menjavanja zraka v zaprtih prostorih (HVAC1, ang. heating,
ventilation and air conditioning). V sistemih HVAC se hladilna tekocina upo-
rablja za hlajenje dovodnega zraka preko toplotnih izmenjalnikov. Poleg tega
uporabljajo hladilno tekocino iz HP tudi drugi tehnoloski postopki v tovarni
(npr. reaktorji, bio-reaktorji itn.). Skratka, hladilna postaja je sestavljena iz
nekaj kljucnih podsistemov. Hladilni agregat (HA, ang. water chiller) je osnovni
gradnik hladilne postaje, ki vodo na dovodu preko uparjalno-kondenzacijskega
postopka ohladi na vnaprej doloceno temperaturo. Kot stranski produkt hlajenja
se pojavi odvecna toplota, ki jo je treba odvesti. Za optimalno delovanje HA skr-
bijo hladilni stolpi (HS, ang. cooling tower), ki preko locenega tokokroga odvajajo
odvecno temperaturo v okolico. Vzdrzevanje HA v optimalni tocki je pomemben
del procesa, saj na ta nacin izboljsamo delovanje in efektivnost termodinamicnih
procesov v samem HA.
V literaturi smo zasledili nekaj primerov vodenja, nadzora in optimizacije hla-
dilnih postaj. V [6] je predstavljeno adaptivno vodenje hladilnega agregata na
podlagi modela procesa. Avtorji v [271,272] so predstavili razlicna pristopa za op-
timizacijo delovanja vec hladilih agregatov skupaj. Cilj optimizacije je zmanjsati
porabo energije v hladilni postaji. V [271] je najprej predstavljen primer optimi-
zacije na osnovi tabu podrocij (ang. tabu search, TS), medtem ko so v [272] avtorji
predstavili primer optimizacije z uporabo genetskih algoritmov (ang. genetic al-
gorithms, GA). Primer prediktivnega vodenja na podlagi modela je predstavljen
v [172] (ang. model predictive control, MPC). Posebnost tega primera je ta, da
1V doktorski disertaciji bo uporabljena okrajsava HVAC za sisteme za uravnavanje tempe-
rature in vlaznosti ter menjavanje zraka v zaprtih prostorih.
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Tabela 4.3: Prikaz in primerjava vrednosti MSE (4.1) za 4-koracno predikcijo
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hladilna postaja poleg osnovnih gradnikov (HA in HS) vsebuje tudi rezervoar, ki
sluzi za hranjenje odvecne hladilne energije. Cilj vodenja je minimizacija porabe
energije ob zagotavljanju zahtev porabnikov. V [204] je predstavljen nevromehki
model, pridobljen na podlagi podatkov iz realnega sistema. Na osnovi modela
so razvili metodo za nadzor in predikcijo porabe energije in s tem optimirali
delovanje celotnega procesa. Nenazadnje je bil v [184] predstavljen postopek op-
timizacije vodenja HP z vec hladilnimi agregati z metodo ESC (ang. extremum
seeking control).
Na sliki 4.5 je prikazan konkreten primer procesa hladilne postaje, ki bo
razlozen v nadaljevanju. V nasem primeru je hladilna postaja sestavljena iz
stirih vzporedno povezanih hladilnih agregatov (HA01  04), vsak s svojim pri-
padajocim hladilnim stolpom (HS01  04). Hladilna energija, ki jo proizvedejo
hladilni agregati, se distribuira do odjemalnikov preko skupnega hladilnega mo-
sta. V konkretnem primeru imamo tri velike odjemalnike (HVAC01  03), nasa
HP pa je povezana s centralnim hladilnim sistemom (CHS). CHS je pravzaprav
vecje stikalisce, kjer se vec locenih hladilnih postaj v tovarni poveze skupaj v
skupni sistem. Namen tega je medsebojna izmenjava hladilne energije v primeru,
ko dolocena HP proizvaja vec energije, kot jo lahko porabijo njeni neposredni
odjemalniki. Na ta nacin lahko celoten sistem CHS skrbi za optimalno delovanje
vseh hladilnih postaj v tovarni.
4.4.1 Opis problema
Za hladilno postajo, prikazano na sliki 4.5, so na ravni vodenja ze realizirani
mehanizmi za vklop in izklop posameznih HA glede na vnaprej dolocene krite-
rije: trenutna poraba moci (PHV AC) vseh porabnikov (HVAC01  03), trenutna
proizvodnja moci (PHP ) hladilne postaje in stevilo obratovalnih ur posameznega
agregata. Poleg tega ima vsak hladilni agregat (HA01  04) svojo prioriteto de-
lovanja (od 1 do 4), ki se spremeni enkrat mesecno oziroma na podlagi stevila
vklopov/izklopov posameznega HA, ki prav tako vpliva na spremembo prioritete.
S tem se zagotovi enakomerno obratovanje vseh agregatov.
Ko so pogoji za vklop nedelujocega oziroma izklop delujocega agregata izpol-
njeni, se zacne postopek vklopa/izklopa HA. Ponavadi procedura vklopa/izklopa
traja do 15 min (oziroma nekoliko dlje). V tem casu se vzpostavijo potrebne
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Slika 4.5: Shematski prikaz hladilne postaje (HA { hladilni agregat, HS { hladilni
stolp, CHS { centralno hladilni sistem).
razmere (pretok, temperaturna razlika itn.) in sele nato lahko HA prispeva k
celotnemu omrezju, zato zelimo prepreciti kratkotrajne vklope in izklope HA. Na
sliki 4.6 je prikazana sekvenca vklopov/izklopov vseh HA v obdobju 28 dni in z
zvezdico so oznaceni nezazeleni kratkotrajni preklopi.
4.4.2 Rezultati
Da bi resili problem, ki smo ga predstavili v prejsnjem razdelku, zelimo pridobiti
modele dveh kljucnih spremenljivk (PHV AC in PHP ). Na osnovi modelov bi na-
povedali vrednost v prihodnosti in s tem preprecili nepotrebno preklapljanje HA.
Potrebne podatke smo pridobili iz podatkovne baze podjetja, kjer sistem dejan-
sko obratuje. Na sliki 4.7 so prikazani podatki v obdobju 58 dni. Prvo polovico
podatkov (vse do rdece crtkane crte) smo uporabili za identikacijo, medtem ko
je druga polovica namenjena testiranju in vrednotenju pridobljenih modelov. Cas
vzorcenja signalov je Ts = 15 min.
Vektorja regresorjev (3.31) za pridobivanje modelov P^HV AC in P^HP z uporabo
samorazvijajocim se mehkim modelom na osnovi oblakov smo izbrali na sledec
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Slika 4.6: Prikaz stanj delovanja hladilnih agregatov. Zvezdice prikazujejo
casovne trenutke nezazelenih kratkotrajnih preklopov.
nacin:
P^HV AC :
xk = [PHV AC;k 1; PHV AC;k 2; Tenv;k 1; Tenv;k 2; Tenv;k 3]T
P^HP :
xk = [PWCP;k 1; PWCP;k 2; Tenv;k 1; Tenv;k 2; Tenv;k 3]T
kjer smo v obeh primerih izbrali modele z enako strukturo na = 2 in nb = 3.
Ostali parametri identikacijske metode so nastavljeni tako, kot je bilo razlozeno
v razdelku 4.3.2.
Z uporabo predlaganega identikacijskega algoritma (slika 4.1 in razdelek
3.6.1) ter nastavitvenih parametrov iz tabele 4.2 smo pridobili modele za vsak
izhod P^HV AC in P^HP . Na slikah 4.8 in 4.9 je predstavljena primerjava med real-
nim in napovedanim izhodom za dva koraka naprej. Predstavljena sta dejanski
in napovedani izhod ter razliko med njima. Izracunali smo tudi povprecje kva-
dratov pogreska MSE, ki iznasa 0:64  10 3 za eHHP in 0:95  10 3 za eHHV AC . Iz
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Slika 4.7: Prikaz dejanskih vrednosti zunanje temperature (zgornja slika), sku-
pna poraba moci PHV AC (srednja slika) in proizvodna moc PHP (spo-
dnja slika).
slik in numericne analize lahko sklepamo, da sta pridobljena modela P^HV AC in
P^HP dober priblizek dejanskih izhodov.
Pridobivanje modelov predstavlja prvi korak pri optimizaciji in resevanju zgo-
raj opisanega problema. Pridobljena modela sluzita za napoved/oceno porabe in
proizvodnje hladilne moci, ki neposredno vpliva na preklapljanje HA. Z 2-koracno
napovedjo (kar predstavlja 30 min naprej) lahko resimo zgoraj opisani problem
(glej razdelek 4.4.1). Na sliki 4.10 je prikazan primer, kako lahko z uporabo na-
povedanih signalov preprecimo nezazelen izklop hladilnega agregata HA03. Naj-
prej je na sliki 4.10a prikazana sekvenca delovanja agregata HA03 z oznacenimi
nezelenimi preklopi. Na sliki 4.10b sta prikazana oba napovedana izhoda P^HP in
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Slika 4.8: Prikaz primerjave med dejanskim PHHP in napovedanim P^
H
HP izhodom
(zgornja slika) in pogresek med njima eHHP (spodnja slika).
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Slika 4.9: Prikaz primerjave med dejanskim PHHV AC in napovedanim P^
H
HV AC iz-
hodom (zgornja slika) in pogresek med njima eHHV AC (spodnja slika).
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P^HV AC . Na isti sliki sta prikazani tudi meji za vklop (rdeca crtkana crta) in izklop
(zelena crtkana crta) HA. Na sliki 4.10c sta obe prejsnji sliki zdruzeni in prikazan
je podrobnejsi pogled v trenutku 32:6. S slike je razvidno, da v tem trenutku
pride do kratkega izklopa HA03, pri cemer napovedana vrednost ni manjsa od
spodnje meje (zelena crtkana crta), ki je pogoj za izklop HA. V tem primeru bi
lahko preprecili nezelen izklop, saj povzroca nepotrebno izgubo energije.
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Slika 4.10: Prikaz nadzora hladilne postaje. a) Prikaz stanj delovanja HA03.
b) Prikaz 2-koracne napovedi porabljene in hladilne moci (P^HHV AC in
P^HHP ) z mejami za vklop/izklop. c) Zdruzen in bolj podroben prikaz
obeh slik a) in b).
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4.5. Zakljucek
Glavni namen tega poglavja je bil predstaviti samorazvijajoci se postopek za iden-
tikacijo nelinearnih dinamicnih procesov. Osredotocili smo se na raziskavo no-
vih mehanizmov dodajanja in odstranjevanja oblakov. Ti mehanizmi preprecujejo
dodajanje novih oblakov na podlagi osamelcev in odstranijo obstojece, ki so neak-
tivni ali nosijo malo informacije. Seveda je vse to s ciljem izboljsave uspesnosti
celotnega identikacijskega algoritma.
Predlagani algoritem smo najprej preizkusili na simuliranih podatkih
kemicnega procesa Tennessee Eastman. Proces ima precej kompleksno strukturo
z velikim stevilom vhodov in izhodov. Na podlagi podatkov smo pridobili tri mo-
dele za izbrane kazalnike proizvodne ucinkovitosti (Strosek, Produktivnost in
Kakovost). Za vse tri modele smo preizkusili razlicne kombinacije mehanizmov
samorazvijanja in rezultate primerjali z dobro uveljavljeno metodo eFuMo in z
nevronskimi mrezami. Izkazalo se je, da lahko z novimi mehanizmi dodajanja in
odstranjevanja oblakov izboljsamo ucinkovitost identikacijskega algoritma. Je
pa tudi res, da to vedno ne drzi, ker vcasih dobimo tudi slabse rezultate. Za vsak
primer je treba optimizirati delovanje algoritma in poiskati najboljso kombinacijo
mehanizmov samorazvijanja. To si lahko privoscimo le v primeru, ko imamo na
voljo vse podatke in je za to potrebna nesprotna (o-line) analiza/optimizacija le-
teh. V nasem primeru pa zelimo mehanizme generalizirati in jih narediti cimbolj
splosne. Dobljene rezultate smo primerjali z drugimi metodami in lahko recemo,
da je predlagana resitev konkurencna tudi v primeru, ce uporabimo samo pred-
nastavljene parametre (brez dodatne optimizacije parametrov) metode.
Drugi primer, kjer smo preizkusili delovanje predlagane metode, je optimiza-
cija ucinkovitosti delovanja hladilne postaje. Zaznali smo problem nezazelenega
preklapljanja hladilnih agregatov za kratek cas. To povzroci kar nekaj energij-
ske izgube za celoten sistem. S predlaganim identikacijskim algoritmom lahko
zgradimo modele kljucnih spremenljivk, ki vplivajo na vklope/izklope hladilnih
agregatov. Z uporabo modelov lahko napovemo stanje teh izhodov v prihodnosti
in pokazali smo, da lahko s tem preprecimo nepotreben preklop stanja.
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5. Zaznavanje napak s samorazvijajocim se modelom
5.1. Uvod in pregled literature
Sodobni industrijski sistemi so tipicno zelo kompleksni in zgrajeni iz razlicnih
dinamicnih procesov. Pogosto obratujejo v razlicnih obratovalnih pogojih in pod
spremenljivimi zunanjimi vplivi. Ne glede na to, ali gre za zelo velike in komple-
ksne procese ali pa za majhne in enostavne, so zahteve v industriji za varnejse
in zanesljivejse delovanju vedno vecje. Pri tem (inteligentne) metode spremljanja
procesov (ang. process monitoring) igrajo pomembno vlogo pri zaznavanju in di-
agnostiki napak (ang. fault detection and diagnostic). Klasicne metode spremlja-
nja procesov temeljijo le na spremljanju posameznih (merljivih) spremenljivk, ce
so znotraj predhodno opredeljenih meja (ang. limit checking). Vendar spremlja-
nje procesov lahko znatno izboljsamo, ce upostevamo vec merjenih spremenljivk,
ki so nam na voljo, in sicer v kombinaciji z naprednimi in inteligentnimi metodam.
V zadnjih nekaj desetletjih so bili raziskani razlicni teoreticni in eksperimen-
talni pristopi z namenom zaznavanja in diagnosticiranja (izolacije) napak [98,122].
Pravzaprav lahko locimo ta dva pristopa v dve kategoriji. Na podrocju zaznava-
nja napak spadajo metode, ki lahko odkrijejo, ce se je pojavila napaka v sistemu,
in dolocajo cas, v katerem se je napaka pojavila. Metode za diagnostiki napak
ugotavljajo vrsto, velikost in cas zaznave napak in sledijo postopku zaznavanja
napak. V literaturi se zadnja kategorija imenuje tudi izolacija napak (ang. fault
isolation). Veckrat so metode za zaznavanje in diagnostiko napak (ang. fault de-
dection and diagnosis, FDD) zdruzene v eno podrocje, ki na celovit nacin pokriva
zgoraj opisani problem.
Naslednje pomembno podrocje, ki spada v okvir spremljanja procesov, je tudi
upravljanje z napakami (ang. fault management). To pomeni, da poskusamo
prepreciti nezazelene ustavitve procesa s predcasnim odkrivanjem napak. Na
ta nacin lahko preprecimo, da sploh pride do napake ali do nezelenega stanja
procesa. V primerih, da se napakam ne moremo izogniti, pridejo v postev metode,
ki poskusajo procesu pomagati in zmanjsati vpliv napak (ang. fault-tolerant
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systems). Na ta nacin lahko zagotovimo delovanje brez zastojev. Ponavadi se ta
problem resi z redundantnim elementom v procesu, ki pa po drugi strani poveca
kompleksnost procesa [121,235] kot tudi stroske vzdrzevanja.
Kot smo ze omenili, je ena najbolj pogosto uporabljenih metod spremljanja
procesov preverjanje limitnih vrednosti (poglavje 7 v [121]). Prednost te metode
je ta, da je enostavna, zanesljiva in lahka za implementacijo. Problem nastane,
ko imamo opravka s kompleksnim in velikim sistemom. Na primer, ce imamo
veliko stevilo spremenljivk, ki jih nadziramo z uporabo metode limitnih vrednosti,
potem se lahko zgodi, da dobimo vec alarmov hkrati (ang. alarm-shower). V
tem primeru operater ne more dolociti najbolj pomembne napake in jih tezko
odkrije (diagnosticira). Potemtakem igrajo napredne metode pomembno vlogo v
resevanju tovrstnih problemov.
Na splosno morajo napredne metode spremljanja procesov izpolnjevati nasle-
dnje pogoje [121]:
(i) zgodnje zaznavanje napak;
(ii) diagnostika napak v dolocenem delu procesa (napaka senzorja, aktuatorja
itn.);
(iii) zaznavanje napak v zaprti zanki;
(iv) spremljanje procesa v casu prehodnega pojava.
Metode procesnega nadzora in zaznavanje napak lahko razdelimo v tri vecje
skupine [245{247,264]:
1. metode na podlagi matematicnih (zikalnih) modelov procesa,
2. statisticne metode in
3. metode na podlagi podatkov (ang. data-based methods).
V prvo skupino spadajo metode, ki temeljijo na matematicnem modelu in
zahtevajo a pripri znanje o zikalnem ozadju procesa (v obliki diferencialnih ali
diferencnih enacb, v prostoru stanj itn.). Te metode so bile uspesno uporabljene
na razlicnih industrijskih aplikacijah [53, 95, 98, 109, 113, 120, 143, 247]. Poleg
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njihove siroke uporabnosti imajo te metode tudi svoje slabosti. Omejene so na
linearne modele in le v nekaterih primerih na specicne nelinearne modele (z
uporabo linearne aproksimacije). Poleg tega pa ne upostevajo vpliva motenj,
lezenja parametrov, uporabljajo le a priori znanje o napakah itn.
Druga skupina metod temelji na statisticnih analizah podatkov procesa [202].
Te metode uporabljajo shranjene podatke za pridobitev znanja o procesu v
normalnem delovanju in potem lahko zaznajo odstopanja od normalnega sta-
nja. Najbolj osnovni metodi v tej skupini sta analiza glavnih komponent (PCA,
ang. principal component analysis) [64, 97, 142, 144, 162] in metoda delnih naj-
manjsih kvadratov (PLS, ang. partial least squares) [64, 160, 256, 275]. V za-
dnjem casu je metoda neodvisnih komponent (ICA, ang. independent component
analysis) [243, 274] prejela veliko pozornosti in izkazala prakticno uporabnost
v stevilnih aplikacijah. Statisticne metode so skratka uporabne v primeru, ko
industrijski proces obratuje v stacionarnem stanju, in niso primerne za komple-
ksne dinamicne procese s spremenljivimi pogoji. Nekaj teh statisticnih metod je
prikazanih na sliki 5.1. Opazimo, da so te metode v glavnem namenjene za stacio-
narne procese z Gaussovo porazdelitvijo. Izjema sta metodi DPCA (ang. dynamic
principal component analysys) in DPLS (ang. dynamic partial least squares), ki
predstavljajo razsiritev zgoraj omenjenih metod za dinamicne procese. Tudi me-
toda CVA (ang. canonical variate analysis) je namenjena zaznavanju napak na
stacionarnih kot tudi na dinamicnih procesih.
Na tem mestu je potrebno omeniti metode, ki uporabljajo tok podatkov, tako
kot tudi v nadaljevanju predstavljena metoda. Pravzaprav bomo vecjo pozor-
nost posvetili metodam s samorazvijajoco se strukturo in adaptivnimi parametri.
V [223] so avtorji predstavili pristop na podlagi residualov (ostankov), kjer je ori-
ginalni signal transformiran v prostor modela z identikacijo vecdimenzionalnih
povezav. Arhitektura modela je sestavljena iz lokalno linearnih modelov, kjer so
blage nelinearnosti predstavljene z genericnimi modeli Box-Cox in bolj komple-
ksna podrocja z modeli Takagi-Sugeno. Metoda za zaznavanje napak na podlagi
samorazvijajocega se deljenja prostora na Gaussove roje je predstavljena v [157].
Zaznavanje napak je izvedeno z adaptivnim postopkom in vsaka zaznana napaka
se vkljuci v klasikator. Ko se naslednjic pojavi ista napaka, jo sistem zazna
samodejno. V [38] je predstavljena metoda za zaznavanje napak, ki temelji na
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nacelu TEDA (ang. typicality and eccentricity data analytics) [18]. TEDA je
zasnovana na Cebisevi neenakosti in predstavlja mero za zaznavanje anomalij v
podatkih.
Predlagana metoda za zaznavanje napak, ki bo razlozena v nadaljevanju, te-
melji na samorazvijajocem se mehkem sistemu AnYa [24]. Predhodno podobno
delo je bilo predstavljeno v [75] in temelji na rekurzivnem izracunu gostote po-
datkov (ang. recursive density estimation, RDE). Slabost te metode je ta, da
uporablja casovne pragove za zaznavanje napak in normalnega delovanja. To je
lahko zelo odvisno od casovne konstante procesa.
Slika 5.1: Prikaz nekaj uveljavljenih statisticnih metod za spremljanje procesov
[264].
5.2. Spremljanje procesov in zaznavanje napak s samorazvijajocim se
modelom
Metoda za zaznavanje napak, ki bo razlozena v nadaljevanju, je zasnovana na
osnovi samorazvijajocim se modelom in temelji na delnem izracunu lokalnih gostot
(ang. partial density calculation). Osnova za to metodo so enacbe (2.4), (2.11),
(2.14) in (2.15). Enacba (2.4) predstavlja mehki model AnYa, kjer pogojni del
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vsebuje mehanizme za samorazvijanja strukture, funkcija posledicnega dela pa
je pravzaprav klasikacija podatkov z namenom zaznavanja napak. Ostale tri
enacbe (2.11), (2.14) in (2.15) razvijemo po komponentah in dobimo naslednje1:




























= ik(1) +   + ik(m)
kikk2 = ik(1)2 +   + ik(m)2
kjer je m dimenzija vektorjev xk in , in 
i
k povprecje kvadratov po komponentah
vhodnega vektorja xk. Enacbo (2.11) lahko potem zapisemo z novo obliko:
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i = 1; : : : ; c (5.1)
kjer je koncni izracun gostote odvisen od vsote prispevkov posameznih komponent
pik(j); j = 1; : : : ;m. Vrednost posamezne komponente p
i
k(j) je odvisna od xk,
ik in 
i
k, kjer se 
i
k izracuna z naslednjim izrazom:
ik =










kjer je x2k = [x(1)
2; x(2)2; : : : ; x(m)2].
1Z oklepaji oznacujemo posamezno komponento vektorja, npr. xk(1) oznacuje prvi element
vektorja xk v k-tem koraku.
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; i = 1; : : : ; c (5.3)
kjer je q vektor binarnih vrednosti q(j) 2 f0; 1g; j = 1; : : :m, indeks  pa
oznacuje stevilo izbranih komponent pri izracunu delne lokalne gostote. Ce
zelimo, da dolocena komponenta vpliva na izracun (5.3), potem je vrednost spre-
menljivke enaka q(j) = 1, sicer je enaka q(j) = 0. Stevilo vplivnih komponent
 je predhodno deniran parameter. S tem upostevamo samo najbolj vplivne
komponente pri izracunu lokalne gostote.
Mehanizem samorazvijanja za zaznavanje novih stanj (dodajanje novih obla-
kov) je enak, kot je bilo razlozeno v razdelku 3.2.2 s tem, da se lokalna gostota
izracuna z enacbo (5.3).
5.2.1 Zaznavanje napak
Zaznavanje napak temelji na samorazvijajoci se metodi iz prejsnjega podpoglavja
in je sestavljeno iz dveh faz: ucenje in vrednotenje. Najprej na podlagi podat-
kov in s samorazvijajocim se modelom (glej algoritem 2) zaznamo vse oblake, ki
predstavljajo normalno delovanje procesa in podrocje napak. V drugi fazi imamo
podatke, ki opisujejo normalno delovanje in vsebujejo napake. V tej fazi se preveri
uspesnost zaznavanja napak. Obe fazi sta razlozeni v nadaljevanju.
Faza ucenja
Namen faze ucenja je pridobiti informacije o procesu v normalnem stanju delova-
nja (brez napake) in stanju, ko je prisotna napaka. Za ta namen potrebujemo dva
seta podatkov, ki opisujeta ti dve stanji procesa. Uporabimo isti postopek samo-
razvijanja (algoritem 2) za odkrivanje oblakov brez (X i 2 fik; ik;ik; F = 0g) in
z napako (X i 2 fik; ik;ik; F = 1g). Zapis F = 0 oznacuje pripadnost oblaka na
podrocju brez napake in F = 1 je za oblake, ki opisujejo napako.
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Algoritem 2 Psevdo koda mehanizma samorazvijanja.
1: Inicializacija: max in .
2: repeat
3: Vhod: xk = [y1k; : : : ; ynak; u1k; : : : ; unbk]
4: if k==1 then
5: Inicializacija: c = 1
6: Inicializacija: i1 = x1, 
i
1 = kx1k2, in i1 = x21.
7: Deniraj: X i1 2 fi1; i1;i1; F 2 [0; 1]g
8: else
9: Izracunaj: ik; i = 1; : : : ; c.
10: if max
i
(ik) < max then
11: Zaznan je nov oblak.
12: Povecaj: c.
13: Inicializacija: i1 = xk, 
i
1 = kxkk2, in i1 = x2k.
14: Deniraj: X ik 2 fi1; i1;i1; F 2 [0; 1]g
15: else
16: Povezi podatek xk z X
i na osnovi (maxi
i
k)








20: until Konec toka podatkov.
Faza vrednotenja
V fazi vrednotenja bomo na mesanih podatkih, ki vsebujejo normalno delovanje
in napako, preverili ucinkovitost predlagane metode. Znanje (oblake) pridobljeno
v prejsnji fazi bomo uporabili za detekcijo napak. Za vsak podatek xk iz te-









F=1). Z naslednjo funkcijo, ki je prav-
zaprav del posledicnega dela enacbe (2.4), lahko vsak podatek razvrstimo kot
normalno delovanje ali napako:
Napaka =
8<:1; maxi ik(X iF=0) < maxi ik(X iF=1)0; sicer (5.4)
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kjer 1 pomeni, da smo odkrili napako, medtem ko 0 pomeni normalno obratovanje
procesa.
5.3. Proces Tennessee Eastman
Proces Tennessee Eastman smo ze razlozili v podpoglavju 4.3. Na tem mestu
bomo uporabili isti model procesa za preverjanje ucinkovitosti samorazvijajoce
se metode za zaznavanje napak (razdelek 5.2.1). Proces TE ima veliko stevilo
merjenih in manipulativnih spremenljivk, kar odpira stevilne moznosti za prever-
janje razlicnih napak in metod na procesu [67,190,205,207,259].
5.3.1 Opis problema
V [91] so avtorji denirali sest razlicnih nacinov obratovanja procesa na podlagi
razlicnih razmerij produkta in/ali produktnih mesanic, zahtevanih s strani trzisca
ali pa zaradi nekaterih omejitev na procesu. Prav tako so avtorji predlagali 20
procesnih motenj/napak, ki posnemajo realno obnasanje procesa TE. Proces TE
je zelo nestabilen sistem in brez nizkonivojske regulacije [34,210] zelo hitro doseze
kriticno mejo obratovanja in sistem se nemudoma ustavi.
V tem eksperimentu smo uporabili simulirane podatke procesa TE [70] in iz-
brali tri razlicne napake iz nabora napak deniranih v [91]. Tabela 5.1 prikazuje
opis in tip napak, uporabljenih za preverjanje predlagane metode. Dobljene re-
zultate bomo primerjali z rezultati drugih metod, predstavljenih v [263], kot so
FDA [71, 110] (ang. sher discriminate analysis), PCA [121, 246] (ang. prin-
cipal component analysis), in ICA [131, 153, 161] (ang. independent component
analysis).
Tabela 5.1: Opis napak na procesu TE [263].
St. napake Procesna spremenljivka Tip napake
IDV (1) Pretocno razmerje A/C, reagent B konstanten Stopnica
IDV (2) reagent B, Pretocno razmerje A/C konstantno Stopnica
IDV (16) Neznana Neznana
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5.3.2 Rezultati
V tem razdelku bomo prikazali rezultate uspesnosti zaznavanja napak s samoraz-
vijajocim se modelom na podlagi delnih lokalnih gostot. Z namenom primerjave z
drugimi metodami bomo uporabili metriko (kot je bila predlagana v [263]) FDR
(ang. fault detection rate):
FDR =
TP
vsi podatki (f = 1)
100 [%] (5.5)
kjer TP (ang. true positives) oznacuje stevilo pravilno detektiranih napak in
f = 1 vse podatke, ki vsebujejo napako. Z namenom optimizacije parametrov
predlagane metode smo uporabili se splosnejso metriko ACC (ang. accuracy), ki





kjer TN oznacuje stevilo pravilno detektiranih podatkov normalnega obratovanja
procesa.
Na sliki 5.2 je prikazana odvisnost uspesnosti algoritma (vrednost ACC)
pri razlicnih nastavitvah parametrov max in  za obravnavane napake IDV(1),
IDV(2) in IDV(16). Na sliki 5.2 temnordeca barva oznacuje podrocja z najvecjo
uspesnostjo zaznavanja napak (ACC  100 %), modra barva pa oznacuje po-
drocja s slabso uspesnostjo (ACC  0 %). Lahko razberemo, da je za isto
uspesnost pri zmanjsevanjem stevila komponent  potrebno povecevati parameter
max. Vidimo tudi, da je odvisnost uspesnosti algoritma od parametrov podobna
pri vseh napakah. Optimalne vrednosti parametrov za prvi dve napaki so enake,
in sicer  = 12 ter max = 0:96. Za tretjo napako IDV(16) pa so optimalne vre-
dnosti parametrov enake  = 27 in max = 0:3. V nadaljevanju bo predlagana
metoda z optimalnimi parametri oznacena z CBoptimal. Privzeti parametri (ang.
default parameters) metode (CBdefault) so nastavljeni z naslednjimi vrednostmi
 = m = 33 in max = 0:75, kjer so upostevane vse komponente.
Na sliki 5.3 so prikazani primeri zaznavanja napak za vse tri napake: IDV(1),
IDV(2) in IDV(16). Na prvem, tretjem in petem grafu na sliki 5.3 so prika-









(rdeca barva) za vsako napako. Ob upostevanju enacbe (5.4) so pa na drugem,
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cetrtem in sestem grafu prikazani signali zaznavanja napak Napaka (oranzna
barva). Vrednost 1 pomeni, da smo zaznali napako, medtem ko vrednost 0 po-
meni, da nismo zaznali nobene napake. Iz slike 5.3 je razvidno, da smo v primeru
napak IDV(1) in IDV(2) zelo uspesno zaznali trenutke, ko je dejanska napaka
prisotna. V primeru tretje napake IDV(16) pa je iz slike 5.3 razvidno, da veckrat
napake ne zaznamo, kot tudi, da zaznamo napake, ko je proces v normalnem
delovanju.
Nazadnje smo tudi kvantitativno primerjali (z metriko FDR) rezultate pre-
dlagane metode z drugimi metodami (glej tabelo 5.2). Iz tabele je razvidno, da
ima v primeru napake IDV(1) predlagana metoda CBoptimal 100 % razpoznava-
nje te napake in za napako IDV(2) ima najboljsi rezultat. V primeru neznane
napake IDV(16) pa je CBoptimal na drugem mestu. Pricakovano pa CBdefault
nekoliko zaostaja pri vseh primerih, vendar vseeno izkazuje zelo dobre rezultate.
Tabela 5.2: Primerjava rezultatov FDRs [%] iz [263] s predlagano metodo
(CBoptimal in CBdefault).
IDV(1) IDV(2) IDV(16)
FDA 100:00 98.75 83.25
PCA 99.88 98.75 55.25
ICA 100:00 98.25 92:38
CBoptimal 100:00 99:38 84.52
CBdefault 97.13 95.26 74.91
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Slika 5.2: Prikaz vpliva parametrov max in  na vrednost ACC.




















Slika 5.3: Prikaz zaznavanja napak. Primerjava med maksimalno gostoto obla-
kov brez napake (modra crta) in z napako (rdeca crta) (zgornja slika)
ter prikaz dejanskega zaznavanja napak (spodnja slika).
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5.4. Zakljucek
V tem poglavju smo predstavili metodo za zaznavanje napak na osnovi samoraz-
vijajocim se modelom. Metoda je namenjena zaznavanju napak na dinamicnih in
nelinearnih procesih. Algoritem temelji na oblakih podatkov, ki jih razdelimo v
dve skupini: prva skupina predstavlja oblake za normalno obratovanje procesa in
druga skupina oblake za delovanje s prisotno napako. Z vsakim novim sprejetim
podatkom izracunamo lokalne gostote za obe skupini in dolocimo, ali podatek
predstavlja normalno delovanje ali napako.
Algoritem smo preskusili na znanem procesu Tennessee Eastman in preve-
rili tri razlicne napake. Rezultate algoritma smo primerjali z ze uveljavljenimi
metodami na tem podrocju (FDA, PCA in ICA). Izkazalo se je, da optimalno
nastavljeni parametri algoritma dosegajo enake oziroma boljse rezultate v pri-
merjavi z drugimi metodami. Tudi privzeti parametri dajejo primerljive rezul-
tate. Zakljucimo lahko, da z uporabo predstavljene metode lahko na enostaven
in racunsko hiter nacin zaznamo napake v delovanju procesa.
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6. Zaznavanje manevrov pri voznikih
6.1. Uvod in pregled literature
Avtonomni inteligentni agenti morajo v dolocenih okoliscinah razumeti, kako de-
lujejo tudi ostali agenti v sistemu. Prepoznavanje (inteligentnega) obnasanja
(ang. intelligent behaviour) je kljucen del celovitega inteligentnega sistema. Dan-
danes v casu velikih podatkov (ang. big data) in racunalnistva v oblaku (ang.
cloud computing) ima vse vec inteligentnih sistemov to lastnost, da prepoznajo
obnasanje ostalih agentov v sistemu. S tem namenom je glavni fokus raziskav
in aplikacij na tem podrocju usmerjen na vec pristopov, kot so: prepoznavanje
nacrtov (ang. recognition of plans) [30, 63], modeliranje uporabnikov (ang. user
modelling) [258], modeliranje agentov (ang. agents modelling) [233], modeliranje
nasprotnikov (ang. opponent modelling) [115, 152], prepoznavanje namena (ang.
intention recognition) [236], prepoznavanje obnasanja (ang. behavioural recogni-
tion) [54, 114] itn. Prav tako so bile na tem podrocju razvite razlicne aplikacije,
ki so povezane z osebnimi (inteligentnimi) asistenti, elektronskim poslovanjem in
modeliranjem voznikov [68,140], kar bo predmet raziskovanja v tem poglavju.
Znotraj podrocja modeliranja voznikovega obnasanja1 spada vec podpodrocij,
kot so zaznavanje manevrov, zaznavanje psihozicnega stanja voznika (npr. utru-
jenost, zaspanost, zehanje itn.), zaznavanje deviacij, gradnja kognitivnih mode-
lov, zaznavanje nacina voznje (npr. sportna, agresivna, normalna voznja itd.) in
podobno.
V nadaljevanju tega poglavja se bomo osredotocili na podrocje zaznavanja
voznikovih manevrov. Dandanes so tako imenovani napredni sistemi za pomoc
voznikov (ang. advanced driver assistance system { ADAS) [36] del skoraj vsa-
kega osebnega vozila. Glavni cilj teh sistemov je povecati varnost oziroma olajsati
delo voznika. Komponente, ki so del sistemov ADAS, ponujajo razlicne funk-
cionalnosti, kot so opozorilni sistem za spremembo pasu ali zaznavanje zaspa-
nosti voznika [50]. Glavna cilja zaznavanja pri sistemih ADAS sta kaj voznik
1V doktorski disertaciji obravnavamo voznike osebnih avtomobilov.
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pocne in kaj namerava poceti. Tovrstno zaznavanje je lahko izvedeno na vec
nacinov, in sicer z neposrednim opazovanjem voznika (npr. spremljanje premi-
kanja oci [164, 227, 270], zaznavanjem zehanja [3, 240] z uporabo kamere) ali s
posrednim opazovanjem (npr. z uporabo inercialnih senzorjev v pametnem te-
lefonu [58, 59]). Ko enkrat zaznamo voznikovo obnasanje, lahko v dolocenem
trenutku inteligentni sistem prevzame vlogo kopilota [267].
6.2. Opis problema
Modeliranje voznikovega obnasanja (ang. driver behaviour modelling { DBM)
je raziskovalno podrocje, ki je ze obravnavano v razlicnih literaturah [180, 185,
219, 225, 242]. Nenazadnje je bila v [241] predstavljena metoda strojnega ucenja
z namenom zaznavanja in klasikacije razlicnih manevrov voznika z razlicnimi
senzorji, ki so na voljo v avtomobilih. V [4] so avtorji naredili raziskavo trenu-
tnega razvoja in zmogljivosti obstojecih aplikacij, ter poudarili raziskovalne izzive
in nadaljnje usmeritve. Druga raziskava [84] se osredotoca na podrocje napove-
dovanja voznikovega obnasanja s posebnim poudarkom na takticnih manevrih.
Glavni cilj je z uporabo napovedanega obnasanja voznika napovedati trajekto-
rijo vozila v realnem casu in s tem prepreciti nezelene nevarnosti ali neprijetne
situacije. Stevilne (matematicne) identikacijske metode in metode modeliranja
voznikovega obnasanja so predstavljene v [255]. Pridobljeni modeli so potem inte-
grirani v napredni sistem za pomoc voznikom (ADAS) za evaluacijo in verikacijo
voznikovega obnasanja.
Poznamo veliko raznolikih komponent in faz, ki so del modela obnasanja vo-
znika (DBM). V tem smislu lahko modele DBM razdelimo na predikcijske in
reakcijske modele. Razlika je v tem, da predikcijski model zaznava obnasanje vo-
znika v realnem casu, medtem ko reakcijski model zazna obnasanje voznika sele
potem, ko je manever koncan. Iz tega tudi izhaja, da nacrtovanje predikcijskih
modelov predstavlja tezje opravilo. V pricujoci doktorski disertaciji bomo pred-
stavili model, ki se lahko uvrsti v obe skupini (kot predikcijski in kot reakcijski
model). Druga klasikacija modelov DBM je na podlagi hierarhije vodenja, ki se
deli na operacijsko, takticno in stratesko vodenje.
V [179] so predstavili hierarhicno strukturo s tremi nivoji vodenja avtomobila,
ki so razmeroma ohlapno povezani, to so strateski nivo (ali nivo odlocanja), nivo
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manevrov in nivo vodenja. Strateski nivo vsebuje planiranje in izbiro optimalne
poti in je ta nivo zelo malo vkljucen v celoten proces voznje avtomobila. Na
nivoju manevrov je voznik v neposredni interakciji s trenutnimi razmerami na
cesti (upostevajoc prometne predpise in znake). Nivo vodenja pa se nanasa na
bazicne (atomske) funkcije avtomobila. V [192] so avtorji dodali se cetrti nivo, ki
se nanasa na obnasanje (slog voznje) voznika. Ta nivo se nanasa na spretnosti in
karakteristike voznika in ima najvisjo prioriteto, pri cemer ta nivo mocno vpliva
tudi na ostale nivoje. Slika 6.1 prikazuje hierarhicno strukturo vseh stirih nivojev
v procesu voznje avtomobila. Na podrocju modeliranja voznikovega obnasanja
Slika 6.1: Prikaz hierarhicnih nivojev voznje avtomobila [192].
(DBM) igrajo pomembno vlogo senzorji, ki jih izberemo kot vhode v nas sistem.
Uporabimo lahko meritve, ki jih pridobimo iz omrezja CAN (ang. controller area
network), lahko pa uporabimo tudi dodatne senzorje, kot so radarji, GPS (ang.
global positioning system), pospeskometri, ziroskopi itn. V pricujoci doktorski
disertaciji smo se osredotocili le na podatke, ki jih lahko pridobimo preko omrezja
CAN.
Glede na kompleksnost razlicnih cloveskih aktivnosti (manevrov) in razlicnih
nivojev abstrakcije, s katerimi jih lahko predstavimo, je treba vzpostaviti tran-
sparenten sistem za njihovo razpoznavanje in razvrscanje. Razlicni pristopi
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razvrscanja teh aktivnosti so predstavljeni v [60, 181], vendar vecina teh pristo-
pov temelji na podobni ideji, kjer so aktivnosti razvrscene na podlagi trajanja,
zahtevnosti in kompleksnosti akcije. V tem delu doktorske disertacije bomo pred-
stavili nov nacin prepoznavanja voznikovih akcij (manevrov) na podlagi razlicnih
hierarhicnih nivojev, kjer je vsak visji nivo sestavljen iz posameznih komponent
nizjih.
Dobljeni modeli voznikovega obnasanja so lahko uporabni na podrocju usposa-
bljanja voznikov in varcevanja z energijo ter zlasti za sisteme za pomoc voznikom
(ADAS). Pravzaprav je modeliranje zelo pomembno za sam razvoj teh sistemov.
6.3. Zaznavanje manevrov pri voznikih
Kot smo ze nakazali v prejsnjem podpoglavju, je nasa glavna ideja zaznati razlicne
manevre z uporabo predlagane vecnivojske hierarhije. S tem namenom smo de-
nirali tri nivoje: najnizji nivo je povezan z osnovnimi (atomskimi) akcijami
(ang. atomic actions), kot so pritisk pedala za plin, menjava prestave, zavijanje
z volanom itn.; z zdruzitvijo teh akcij na drugem nivoju dobimo opravila (ang.
tasks); na najvisjem nivoju pa zaznavamo manevre (npr. ustavljanje avtomobila,
prehitevanje itn.), ki so sestavljeni iz vec razlicnih opravil.
Na sliki 6.2 je predlagana resitev za zaznavanje voznikovih manevrov. Pro-
ces zaznavanja je razdeljen v dve fazi. V prvi fazi zajamemo surove podatke
iz avtomobila (npr. preko vodila CAN), ki jih predhodno procesiramo oziroma
diskretiziramo ter sestavimo regresijski vektor, ki ga potem peljemo v predla-
gani algoritem samorazvijanja strukture za zaznavanje manevrov. V drugi fazi
manevrov najprej zaznamo atomske akcije, potem zaznamo opravila in na koncu
posamezne manevre.
Vsi prikazani koraki na sliki 6.2 bodo razlozeni v nadaljevanju.
6.3.1 Zajemanje in obdelava surovih podatkov
Direktno zajemanje surovih podatkov iz avtomobila je mozno preko vodila CAN.
V nasem primeru smo uporabili simulator voznje, ki je predstavljen v [248]. Simu-
lator omogoca zajemanje razlicnih podatkov iz avtomobila. Mi smo se omejili le
na signale, ki so dostopni v skoraj vseh avtomobilih, npr. obracanje volana, plin,
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zavora, sklopka, prestave, hitrost vozila in stevilo vrtljajev na minuto. Simulator






























































































Slika 6.2: Prikaz sistema zajemanja in obdelava podatkov (Faza I) ter potek
zaznavanja voznikovih manevrov (Faza II).
Pred-procesiranje
Postopek pred-procesiranja surovih podatkov je zelo pomemben del predlagane
resitve zaznavanja manevrov. S pred-procesiranjem odstranimo odvecne informa-
cije in ohranimo le glavne trende pri signalih. Kot smo ze rekli, v nasem primeru
zajamemo naslednje (surove) podatke: hitrost (v), vrtljaji na minuto (r), pozicija
volana (w), plin (g), zavora (b), sklopka (p) in prestave (s). To so signali, ki so
na voljo skoraj pri vseh standardnih avtomobilih.
Signale hitrost (v), vrtljaji na minuto (r) in pozicija volana (w) diskretiziramo
112 Zaznavanje manevrov pri voznikih
z naslednjo funkcijo v^k:
v^k =
8>>><>>>:
1; vk > 0
0; vk = 0
 1; vk < 0
(6.1)
kjer indeks k oznacuje casovni korak in vk = vk   vk 1. Rezultat operacije v
(6.1) je diskretni signal v^k. Isti postopek je uporabljen za ostala dva signala r in
w, tako da je diskretna vrednost teh signalov oznacena z r^ in w^.




1; gk > 0 or gk = 1
0; gk = 0
 1; gk < 0
(6.2)
kjer je gk = gk   gk 1. Prva vrstica v enacbi (6.2) uposteva tudi maksimalno
vrednost signala pri gk = 1 in v tem primeru je tudi diskretna vrednost g^k = 1.
To pomeni, da nas ne zanima le sprememba signala gk, ampak nas zanima
kdaj je plin (g) ali zavora (b) pritisnjen/-a do konca. Diskretne spremenljivke so
oznacene z g^ in b^.
Pri analizi signala sklopka (p) nas zanima, ali je sklopka pritisnjena ali ne. Z
uporabo naslednjega postopka diskretizacije signala dobimo zeleno informacijo:
p^k =
8<:1; pk > 00; pk = 0 (6.3)
Zadnji signal, prestave (s), je pravzaprav ze diskretne narave in lahko zavzame
naslednja stanja s = f1; 2; 3; 4; 5; N;Rg, kjer N = 0 oznacuje nevtralno in R =  1
vzvratno prestavo. V tem primeru nas zanimajo trenutki, ko se prestava spremeni
navzgor ali navzdol:
s^k =
8<: 1; sk > 0 1; sk < 0 (6.4)
kjer je sk = sk   sk 1.
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Regresijski vektor
Regresijski vektor je sestavljen iz vseh diskretiziranih signalov iz prejsnjega raz-
delka (ima dimenzijo n = 7) in ima naslednjo obliko:
xk =
h
v^k; r^k; w^k; g^k; b^k; p^k; s^k
iT
(6.5)
Regresijski vektor predstavlja osnovni gradnik algoritma za zaznavanje voznikovih
manevrov in vsebuje 35  22 diskretnih stanj, ki tvorijo osnovne atomske akcije.
Ceprav je, kot bomo videli v nadaljevanju, v praksi skoraj nemogoce doseci vsa
ta diskretna stanja. Podrobnosti algoritma so razlozene v naslednjih poglavjih.
6.3.2 Zaznavanje atomskih akcij
Kot smo ze povedali v razdelku 6.3.1, je posamezna atomska akcija denirana
kot eno od moznih 35  22 diskretnih stanj, ki jih lahko zavzame regresijski vek-
tor. Pravzaprav je vsaka atomska akcija (oznacujemo z AAi) predstavljena kot
tocka (ali podrocje tock) v m-dimenzijskem Evklidskem prostoru, kjer m oznacuje
dimenzijo regresijskega vektorja (6.5).
Za zaznavanje novih atomskih akcij bomo uporabili postopek samorazvijanja




1 + kxk   iAk k2 + iAk   kiAk k2
; iA = 1; : : : ; cA (6.6)
kjer iA oznacuje indeks atomske akcije, cA stevilo trenutno znanih atomskih akcij,
iAk (glej enacbo (2.14)) je srednja vrednost in 
iA
k (glej enacbo (2.15)) je povprecje
vsote dolzin vseh podatkov, ki pripadajo iA-ti atomski akciji.
V algoritmu 3 (glej vrstice 1-21) so predstavljeni vsi koraki, ki se nanasajo
na detekcijo novih atomskih akcij. Potrebno je povedati, da se prva atomska
akcija inicializira s prvim prejetim podatkom (vrstice 7-9). Z vsakim naslednjim
podatkom xk se izracunajo vse lokalne gostote po enacbi (6.6) in ce je maksimalna
vrednost lokalnih gostot nizja od praga max = 0:85, se doda nova atomska akcija
(vrstica 11).
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Algoritem 3 Psevdokoda algoritma za zaznavanje atomskih akcij in opravil.
1: Inicializacija parametrov: max = 0:85.
2: repeat . k je indeks casovnega koraka
3: Vhod: Zajem surovih podatkov iz avta
4: Pred-procesiranje: (6.1), (6.2), (6.3) in (6.4)
5: Regresijski vektor: xk.
6: Izracun: iAk ; iA = 1; : : : ; cA.
7: if k==1 then
8: Inicializacija: cA  1, cAk  xk, 
cA
k  kxkk2, N
cA
k  1.












k ) < max then . Postopek samorazvijanja za atomske akcije.
12: Zaznamo novo atomsko akcijo.
13: Povecaj: cA.
14: Inicializacija: cAk  xk, 
cA
k  kxkk2, N
cA
k  1.






17: Povezi podatek xk z AA (maxiA
iA
k )




k za izbran AA
19: end if
20: end if
21: Izhod: Center trenutno aktivnega AA (iAk ).
22: Inicializacija parametrov: max = 0:25, nadd = 10.
23: Vhod: Center trenutno aktivnega AA (iAk ).
24: Izracun: iTk ; iT = 1; : : : ; cT .
25: if k==1 then





















k ) < max) ^ (k > kadd + nadd) then . Postopek samorazvijanja za opravila.
30: Zaznamo novo opravilo.
31: Povecaj: cT ,
32: Inicializacija: cTk  xk, 
cT
k  kxkk2, N
cT
k  1.



















39: Izhod: Indeks trenutno aktivnega opravila (iT ).
40: until Konec toka podatkov.
6.3.3 Zaznavanje opravil
Opravila predstavljajo drugi korak faze II pri zaznavanju manevrov (glej sliko
6.2) in so pravzaprav predstavljene kot skupina med seboj podobnih atomskih
akcij. Tako kot atomske akcije tudi opravila zaznavamo z uporabo samorazvi-
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jajocim se modelom. Drugi del algoritma 3 (glej vrstice 22-39) prikazuje korake
za zaznavanje opravil. Najprej se inicializirajo vhodni parametri (max = 0:25,
nadd = 10) algoritma. Vhod v algoritem je center trenutno aktivne atomske
akcije iAk , potem sledi razvrscanje k obstojecemu opravilu ali pa dodamo novo
opravilo. Postopek samorazvijanja za zaznavanje novih opravil temelji na pragu
lokalne gostote max = 0:25 ter na zadrzevalnem parametru nadd = 10 (vrstica
29 v algoritmu 3). Izhod iz algoritma je indeks (iT ; iT = 1; : : : ; cT ) trenutno
aktivnega opravila. Tako kot je prikazano na sliki 6.2, temu koraku sledi koncni
korak za zaznavanje manevrov.
6.3.4 Zaznavanje manevrov
Zaznavanje manevrov predstavlja zadnji korak celotne procedure, opisane na sliki
6.2. Dolocen manever je deniran kot ponavljajoca se sekvenca razlicnih opra-
vil. Na primer, i-ti manever (oznacujemo z M i) je deniran kot vektor opravil
M i = [T 1; T 3; T 2; T 4; T 3]
T
, kjer se opravila T 1; T 2; T 3 in T 4 izvedejo v dolocenem
zaporedju. Psevdokoda, ki je predstavljena v algoritmu 4, opisuje korake za za-
znavanje manevrov na podlagi opravil. Inicializacija algoritma se zacne z edinim
parametrom T = 7, ki je dolocen eksperimentalno. Parameter lahko razumemo
kot sirino okna nizkoprepustnega ltra, ki odseka vse hitre spremembe. To po-
meni, da pride do spremembe opravila le v primeru, ce ta sprememba traja vec
kot T casovnih korakov. V algoritmu 4 oznacuje spremenljivka lastiT zadnji za-
znani indeks opravila,  je notranji stevec, iT je indeks trenutnega opravila in Mk
vektor manevra, ki vsebuje doloceno sekvenco zaznanih opravil.
V fazi ucenja se zaznane atomske akcije, opravila in manevre shranjuje v bazo
znanja (ang. knowledge base). V fazi vrednotenja trenutno sekvenco opravil pri-
merjamo z znanimi manevri iz baze znanja. Primerjava temelji na Hammingovi
razdalji dH(x; y). Hammingova razdalja je denirana tako, da primerja istolezne
komponente med dvema vektorjema x in y. Rezultat predstavlja stevilo kom-
ponent, ki ne sovpadajo med seboj. Trenutna sekvenca opravil, ki se sprotno









116 Zaznavanje manevrov pri voznikih
Algoritem 4 Psevdokoda algoritma za zaznavanje manevrov Ms.
1: Inicializacija parametrov: T = 7.
2: Nastavi: lastiT =  1,  = 0.
3: Vhod: Indeks trenutno aktivnega opravila (iT ).
4: repeat . Zacetek toka podatkov.
5: if iT 6= lastiT then
6: Povecaj:  + 1
7: if  > T then
8: Mk  [Mk 1 j iT ]
9:  0
10: lastiT  iT
11: else




16: Mk  [Mk 1]
17: end if
18: Izhod: Sekvenca trenutnega manevra Mk.
19: until Konec toka podatkov.
kjer je mf = 0:35 in predstavlja prag zaznavanja manevrov, ki je nastavljen na
osnovi eksperimentalnih poskusov in n predstavlja stevilo elementov vektorja Mk.
6.4. Rezultati
V tem podpoglavju bodo predstavljeni rezultati zaznavanja manevrov na pod-
lagi podatkov, pridobljenih s simulatorjem voznje STISIM Drive R [237]. Simu-
lator vsebuje pogonske komponente (volan, sklopka, zavora itn.), ki simulirajo
obnasanje kot v realnem vozilu. Na primer, simulator vkljucuje in simulira silo
pri obracanju volana vozila, tako da ima voznik obcutek, kot v realnem vozilu.
Okolje simulatorja je predstavljeno na sliki 6.3.
Metodologija, ki je bila uporabljena za pridobivanje podatkov, je sestavljena
iz naslednjih korakov:
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Slika 6.3: Slika simulatorja voznje STISIM Drive R.
1. Oblikovanje simulacijskega scenarija. Vsak scenarij mora biti oblikovan
tako, da se dolocen manever lahko izvede. Poleg tega vsebuje elemente, kot
so npr. krizisca, semaforji, druga vozila itn., ki nam omogocajo dodatno
vizualno informacijo ob izvajanju in detekciji manevra. Na sliki 6.4 so
predstavljene tri slike, ki prikazujejo potek izvajanja manevra prehitevanje.
2. Pridobivanje podatkov. V casu izvajanja dolocenega scenarija se surovi po-
datki iz simulatorja shranjujejo v realnem casu. Prav tako se shranjuje tudi
video zapis izvajanja, da se lazje oznaci zacetek in konec vsakega manevra.
Na koncu poskusa se vsi podatki zapisejo v besedilno datoteko v urejenem
zaporedju. To nam omogoca nadaljnjo obdelavo in analizo podatkov.
3. Oznacevanje manevrov. Pridobljene podatke iz prejsnjega koraka oznacimo
na osnovi video zapisa. Trenutke, ko se izvaja dolocen manever, oznacimo
zastavico (ang. ag) manevra z fM = 1, medtem ko trenutke, ko ni manevra
pa z fM = 0.
V tej studiji smo obravnavali stiri razlicne manevre: prehitevanje, ustavljanje,
ustavljanje na semaforju in varnostna razdalja.
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Slika 6.4: Slikovni prikaz manevra prehitevanje.
6.4.1 Faza ucenja
Glavni cilj v fazi ucenja je pridobiti prototipe za vsak manever posebej. To je iz-
vedeno preko zaznave atomskih akcij in opravil. V nadaljevanju bomo predstavili
rezultate faze ucenja.
Zaznavanje atomskih akcij
Kot je opisano v prvem delu algoritma 3 (vrstice 1 do 21), surove podatke iz
simulatorja najprej pred-procesiramo z uporabo enacb (6.1), (6.2), (6.3) in (6.4).
Potem sestavimo regresijski vektor (6.5), ki predstavlja vhod v samorazvijajoci
se model. Z uporabo tega avtomatsko zaznamo centre atomskih akcij.
Na sliki 6.5 so prikazani rezultati za vsak manever posebej (Slike 6.5a, 6.5b,
6.5c in 6.5d). Atomske akcije so v osnovi dolocene s strani operaterja (znane
atomske akcije) in predstavljajo zgolj rocni test delovanja predlaganega algo-
ritma. Vsaka slika posameznega manevra vsebuje tri grafe; prvi oznacuje znane,
drugi detektirane in tretji razlike med prvima dvema. Ordinatna os na slikah
predstavlja indeks atomske akcije. Iz slike 6.5 je razvidno, da z uporabo samo-
razvijajocega se modela zaznamo vse atomske akcije, ki jih je predvidel operater.
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V tem poskusu smo zaznali cA = 51 razlicnih atomskih akcij, kar je bistveno




































(d) Manever: varnostna razdalja.
Slika 6.5: Faza ucenja. Prikaz zaznanih atomskih akcij z algoritmom 3.
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Zaznavanje opravil
Hkrati s postopkom zaznavanja atomskih akcij poteka tudi postopek zaznavanja
opravil, ki predstavlja visji nivo abstrakcije. Kot je opisano v algoritmu 3, za-
znamo opravila prav tako s samorazvijajocim se modelom, vendar pa z drugacnimi
nastavitvami. Pravzaprav ta del algoritma zdruzuje atomske akcije, ki lezijo blizu
skupaj v 7-dimenzijskem Evklidskem prostoru.
Na sliki 6.6 so prikazani rezultati zaznavanja opravil (rdeca barva) za vsak
manever posebej. Poleg tega so prikazane tudi atomske akcije (modra barva), ki
so podrobno razlozene na sliki 6.5. Na ordinatni osi so prikazani indeksi atomskih
akcij (iAA) in opravil (iT ). V tem primeru in z nastavitvami, kot so opisane v
algoritmu 3, smo dobili cT = 6 razlicnih opravil.
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Slika 6.6: Faza ucenja. Prikaz zaznanih opravil z algoritmom 3.
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Zaznavanje manevrov
V zadnjem koraku z algoritmom 4 zaznamo zaporedja opravil za vsak manever
posebej. Pravzaprav algoritem 4 za vhode sprejme indekse opravil in jih uredi v
pripadajoce zaporedje v vektorski obliki. Tako za vsak manever dobimo ustrezno
zaporedje:
prehitevanje:
M1 = [T 1 T 2 T 3 T 4 T 5],
ustavljanje:
M2 = [T 6 T 1 T 6 T 1 T 6 T 1 T 6 T 1],
ustavljanje na semaforju:
M3 = [T 5 T 6 T 2 T 3 T 5 T 1 T 6 T 1 T 6 T 1 T 6 T 2 T 3 T 4] ,
varnostna razdalja:
M4 = [T 2 T 3 T 5 T 1 T 6 T 1 T 4 T 1 T 2 T 1 T 3].
Ce povzamemo fazo ucenja, smo v bazo znanja pridobili in shranili 51 atom-
skih akcij, 6 opravil in 4 manevre. V nadaljevanju se shranjeni podatki upora-
bljajo ob postopku vrednotenja.
6.4.2 Faza vrednotenja
Med postopkom ucenja smo pridobili znanje na treh nivojih (centri atomskih
akcij, centri opravil in sekvence manevrov), ki ga uporabljamo v fazi ovrednote-
nja. V fazi vrednotenja je mehanizem samorazvijanja (dodajanje novih oblakov)
ustavljen in algoritem 3 sluzi le kot klasikator. To pomeni, da sprotno zajete po-
datke razvrstimo najprej v pripadajoco atomsko akcijo in potem k pripadajocim
opravilom. Ko pridobimo zadostno velik niz opravil, ga z uporabo enacbe (6.7)
primerjamo s pridobljeno bazo manevrov (M 1;M2;M3;M4).
Na sliki 6.7 so prikazani rezultati zaznavanja posameznih manevrov. Rdece
crte pomenijo indekse detektiranih opravil, medtem ko je z vijolicno barvo
oznaceno podrocje, kjer nastopa znan manever. Na koncu je z zeleno barvo
prikazano podrocje, ko zaznamo dolocen manever. V trenutku, ko zelena crta
spremeni svojo vrednost, je izpolnjen pogoj (6.7).
Obcutljivost zaznavanja manevrov je neposredno odvisna od nastavitvijo pa-
rametra mf = 0:35, ki mu recemo tudi parameter obcutljivosti (ang. sensitivity
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parameter). Ce je vrednost parametra previsoka, zaznamo manever bistveno prej,
vendar pa to poveca tudi napake pri zaznavanju ostalih manevrov. S trenutno na-
stavitvijo parametra za obcutljivost do napake pride v primeru prvega in tretjega
manevra (M1 in M3 na sliki 6.7). Prvega manevra pa s trenutno nastavitvijo
nismo zaznali. Z visanjem vrednosti parametra mf bi ga lahko zaznali ampak bi
se pojavile tudi dve novi napaki pri drugem in cetrtem manevru. V primeru tre-
tjega manevra pa najprej zaznamo manever M2, in sele proti koncu eksperimenta
M3. To je pravzaprav tudi pricakovano, saj je manever ustavljanje sestavni del
manevra ustavljanje na semaforju.
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Slika 6.7: Faza vrednotenja. Prikaz zaznavanja manevrov.
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6.5. Zakljucek
V tem poglavju smo predstavili rezultate raziskave novega koncepta zaznavanja
voznikovih manevrov z uporabo samorazvijajocega se sistema na podlagi mehkih
oblakov podatkov. Prednost predlaganega algoritma je, da lahko na podlagi
osnovnih, ze vgrajenih senzorjev v avtomobilu zaznamo razlicne manevre, ki jih
voznik izvaja. To olajsa in predvsem zmanjsa stroske implementacije.
Predlagani koncept zaznavanja manevrov daje obetavne rezultate. Za bolj
verodostojne rezultate bi ga bilo potrebno testirati na vecji podatkovni bazi
z razlicnimi vozniki in pod spremenljivimi pogoji. Zaznavanje voznikovega
obnasanja predstavlja dodatni izziv za katerega v literaturi nismo nasli ustre-
znih resitev.
Zaznavanje voznikovega pocetja je del kompleksnejsega sistema, kjer le z ek-
spertnim (inteligentnim) kopilotom lahko zaznamo stanje voznika. S tem na-
menom lahko samorazvijajoci se mehki sistem nadgradimo z zaznavanjem di-
namicnega modela voznika. Na ta nacin lahko z uporabo modela voznika lazje
razumemo njegovo pocetje. Poleg tega lahko integracija z naprednimi senzorji
(lidar, kamera, radar itn.) znatno izboljsa ucinkovitost pristopa. Nadaljnja raz-
iskava na tem podrocju odpira razlicne mozne nadgradnje predstavljenega pri-
stopa.
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7. Sklep
V doktorski disertaciji smo raziskali in predstavili moznosti uporabe samoraz-
vijajocega se modela na osnovi oblakov podatkov (ang. data clouds) na vec
razlicnih podrocjih, kot so vodenje, identikacija in spremljanje nelinearnih proce-
sov. Predstavili smo lokalno gostoto (in delno lokalno gostoto) kot mero za delitev
podatkovnega prostora. Raziskali smo mehanizme za dodajanje in odstranjeva-
nje oblakov. Prav tako smo predlagali mehanizme za preprecevanje dodajanja
oblakov na osnovi osamelcev.
Najprej smo predstavili primer uporabe samorazvijajocega se modela na po-
drocju vodenja. Predstavili smo robusten samorazvijajoci se adaptivni regula-
tor RECCo. Postopek samorazvijanja skrbi za zaznavanje nelinearnih podrocij v
procesu in adaptivni zakon prilagaja parametre posameznih regulatorjev za vsako
podrocje posebej. Poleg tega smo podali nekaj zascitnih mehanizmov adaptacije
za povecanje robustnosti celotnega algoritma. Regulator smo najprej testirali na
simulacijskih primerih ter dobljene rezultate primerjali z rezultati dobljenimi s
klasicnimi regulatorji. Potem smo delovanje regulatorja preizkusili na realnih na-
pravah. Pri vseh primerih je regulator izkazal pozitivne rezultate predvsem zaradi
moznosti prilagajanja strukture in parametrov. Prednost predlagane metode ja
ta, da se ves cas prilagaja novim razmeram, ki se dogajajo na vodenem procesu
(motnje, spremembe zunanjih pogojev, delovne tocke itn.).
Sledile so raziskave na podrocju sprotne identikacije dinamicnih procesov.
Predlagali smo kombinacijo samorazvijajocega se sistema na osnovi oblakov z
rekurzivnimi najmanjsimi kvadrati. Obravnavali smo razlicne mehanizme doda-
janja in odstranjevanja mehkih pravil. Metodo smo preizkusili za identikacijo
kazalnikov proizvodne ucinkovitosti na kompleksnem procesu Tennessee Eastman.
Izkazalo se je, da je metoda primerna za sprotno identikacijo dinamicnih in spre-
menljivih procesov. Prednost je v enostavnosti nastavljanja zacetnih parametrov
ter moznosti sprotnega ucenja z novimi podatki.
Na koncu disertacije smo obravnavali podrocje spremljanja procesov na dveh
razlicnih primerih uporabe. Najprej smo predstavili samorazvijajoci se sistem,
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ki temelji na osnovi delnih lokalnih gostot in je namenjen zaznavanju napak na
industrijskih procesih. Izracun delnih lokalnih gostot nam omogoca lazjo in hi-
trejso izbiro najbolj vplivnih komponent. Sistem se na osnovi testnih podatkov
nauci in razdeli prostor problema na podrocje normalnega delovanja in podrocje,
ki oznacuje napako. Nato, sistem lahko sprotno zaznava (ob vsakem sprejetem
podatku) ali je prislo do napake na sistemu oziroma ali sistem deluje v normalnem
obratovanju. Metodo smo testirali na kompleksnem procesu Tennessee Eastman
in rezultate smo primerjali z znanimi in uveljavljenimi metodami na podrocju za-
znavanja napak. Predlagana metoda daje primerljive rezultate tudi s privzetimi
zacetnimi parametri, medtem ko optimalna nastavitev parametrov deluje bolje
od ostalih metod.
Na podrocju spremljanja smo izvedli zacetno studijo in pokazali, da so lahko
samorazvijajoci se sistemi uporabni tudi za zaznavanje manevrov pri voznikih.
Metoda resuje kompleksnost problema tako, da ga razdeli na hierarhicne nivoje,
ki predstavljajo svojo raven abstrakcije. Na vsakem nivoju uporabimo logiko sa-
morazvijanja za zaznavanje posameznih segmentov. Koncni rezultat je sekvenca
opravil, ki jih izvede voznik, in predstavljajo dolocen manever. Z metodo smo
uspesno zaznali nekaj osnovnih manevrov, kot so prehitevanje, ustavljanje, usta-
vljanje na semaforju in varnostna razdalja.
Na podlagi vseh podanih primerov in primerjav lahko ugotovimo, da je sa-
morazvijajoci se model na osnovi oblakov uporaben na podrocjih vodenja, iden-
tikacije in spremljanja procesov. Model omogoca sprotno obdelavo podatkov in
je primeren za nelinearne, dinamicne in casovno spremenljive procese. Sprotno
spremljanje procesa v veliki meri prispeva k bolj optimalnemu delovanju celotnega
sistema.
8. Prispevek k znanosti
Glavne izvirne prispevke k znanosti lahko povzamemo v naslednjih tockah:
1. Zasnova in razvoj robustnega samorazvijajocega se adaptivnega
mehkega regulatorja;
Na podlagi mehkega modela AnYa smo razvili regulator, ki samodejno pri-
lagaja strukturo razlicnim delovnim tockam procesa ter adaptira parametre
lokalnih regulatorjev.
2. Razvoj rekurzivne metode za identikacijo nelinearnih dinamicnih
sistemov, ki temelji na samorazvijajocem se mehkem modelu;
S kombinacijo samorazvijajocega se mehanizma in z rekurzivno metodo
mehkih/utezenih najmanjsih kvadratov smo razvili metodo za identikacijo
dinamicnih in nelinearnih sistemov.
3. Razvoj samorazvijajocega se mehkega prediktivno funkcijskega
regulatorja;
Z uporabo rekurzivne metode za identikacijo procesov smo razvili predik-
tivno funkcijski regulator, ki je sposoben sprotno prilagajati svojo strukturo.
4. Razvoj metode za zaznavanja napak, ki temelji na samorazvi-
jajocem se modelu;
Razvili smo samorazvijajoco se metodo na osnovi delnih lokalnih gostot za
zaznavanje napak na dinamicnih sistemih. Metoda uposteva najbolj vplivne
komponente pri izracunu pripadnosti k dolocenemu oblaku podatkov.
5. Razvoj metode za zaznavanje manevrov pri voznikih, ki temelji
na hierarhicni strukturi samorazvijajocega se modela;
Metoda razdeli kompleksnost problema na vec hierarhicnih nivojev. Vsak
nivo predstavlja doloceno raven abstrakcije. Znotraj vsakega nivoja smo
vnesli samorazvijajoci se model, ki zaznava segmente posameznega nivoja.
Sekvenca segmentov na najvisjem nivoju predstavlja manever, ki ga opravi
voznik.
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