We present the results of an extensive analysis of the star formation rates determined from the NICMOS deep images of the northern Hubble Deep Field. We use SED template Ðtting photometric techniques to determine both the redshift and the extinction for each galaxy in our Ðeld. Measurement of the individual extinctions provides a correction for star formation hidden by dust obscuration. We determine star formation rates for each galaxy based on the 1500 UV Ñux and add the rates in redshift A bins of width 1.0 centered on integer redshift values. We Ðnd a rise in the star formation rate from a redshift of 1 to 2 then a fallo † from a redshift of 2 to 3. However, within the formal limits of the error bars this could also be interpreted as a constant star formation rate from a redshift of 1 to 3. The star formation rate from a redshift of 3 to 5 is roughly constant followed by a possible drop in the rate at a redshift of 6. The measured star formation rate at a redshift of 6 is approximately equal to the present day star formation rate determined in other work. The high star formation rate measured at a redshift of 2 is due to the presence of two possible ULIRGs in the Ðeld. If real, this represents a much higher density of ULIRGs than measured locally. We also develop a new method to correct for faint galaxies or faint parts of galaxies missed by our sensitivity limit, based on the assumption that the star formation intensity distribution function is independent of redshift. We measure the 1.6 km surface brightness due to discrete sources and predict the 850 km brightness of all of our galaxies based on the determined extinction. We Ðnd that the far-infrared Ñuxes predicted in this manner are consistent with the lack of detections of 850 km sources in the deep NICMOS HDF, the measured 850 km sky brightness due to discrete sources and the ratio of optical-UV sky brightness to far-infrared sky brightness. From this we infer that we are observing a population of sources that contributes signiÐcantly to the total star formation rate and these sources are not overwhelmed by the contribution from sources such as the extremely superluminous galaxies represented by the SCUBA detections. We have estimated the errors in the star formation rate due to a variety of sources including photometric errors, the near-degeneracy between reddening and intrinsic spectral energy distribution as well as the e †ects of sampling errors and largescale structure. We have tried throughout to give as realistic and conservative an estimate of the errors in our analysis as possible.
INTRODUCTION
Determination of the history of the star formation rate per comoving volume in the universe is the focus of a great deal of current research. Initial studies measuring the UV Ñuxes of galaxies indicated a peak in the star formation rate at a redshift near 1.5 (Madau et al. 1996) , whereas more recent studies favor a roughly constant star formation rate from a redshift of 1.5 back to a redshift of 4 (Steidel et al. 1999 ; Sawicky, Lin, & Yee 1997 ; Pascarelli, Lanzetta, & Fernandez-Soto 1998) . Further support for this conclusion comes from submillimeter observations of the HDF (Hughes et al. 1998 ) and other regions (Smail, Iveson, & Blain 1997 ; Barger et al. 1998 ; Barger, Cowie, & Richards 2000) . The submillimeter emission is a measure of the UV and optical Ñux absorbed by dust in the galaxies and reemitted at longer wavelengths. In fact, uncertainty in the amount of extinction of the UV light is a major limitation in the use of the 1500 Ñux as a measure of star formation A rates in a galaxy.
More recent work by Madau, Pozzetti, & Dickinson (1998) indicates that the fallo † of the star formation rate is not as steep as Ðrst thought but is still present in the range of redshifts between 2 and 4. Madau (1999) , however, points out that "" If stellar sources are responsible for the photoionization of the intergalactic medium at a redshift of B5 then the rate of star formation at this epoch must be comparable to or greater than the one inferred from optical observations of galaxies at z B 3.ÏÏ Galaxies with redshifts greater than 5 are indeed observed (Dey et al 1998 ; Weymann et al. 1998 ) so that reionization due to galaxy starlight may well have occurred before that epoch. In fact, the recently discovered QSO by Stern et al. (2000) clearly indicates that reionization had already occurred to some degree at a redshift of 5.5.
A key to greater accuracy in measuring the star formation rate history is a determination of both the extinction and redshift of the galaxies used in the analysis. Madau (1999) uses a single correction for dust absorption of mag for all of the galaxies in his sample except A 1500 \ 1.2 for the redshift 0.75 to redshift 1.75 galaxies, where the equivalent extinction at 2800 is used. Steidel et al. (1999) A make corrections for dust absorption by assuming that any color deviations in their sample galaxies are solely due to dust absorption, based upon work of Meurer, Heckman, & Calzetti (1999) . These authors derived an empirical relation between the slope of the observed UV spectrum and the far-infrared emission to correct their star formation rates. In this paper however, we measure the extinction of each galaxy in our sample without the assumption of a uniform UV spectral energy distribution for all star-forming galaxies.
This work focuses on the portion of the northern Hubble Deep Field (HDF) covered by deep observations with the Near-Infrared Camera and Multi-Object Spectrometer (Thompson et al. 1999b ). These observations have the disadvantage of small areal coverage. However, this portion of the HDF has the signiÐcant advantage of deep photometric images in six wavelength bands, four from the original WFPC2 study (Williams et al. 1996) and two from NICMOS imaging. The presence of the two infrared bands facilitates the technique of photometric redshift determination and the extension of the wavelength range to more than a factor of 5 provides the opportunity for extinction measurement.
Our analysis of the star formation rate in the deep NICMOS HDF thus consists of two parts. The Ðrst is a traditional analysis of the star formation rates via photometric redshift measurements of the galaxies by matching numerically redshifted standard spectral energy distribution templates, but without any correction for internal dust extinction. This is similar to the approach used by Fernandez-Soto, and others. (A recent summary of various photometric redshift techniques may be found in Weymann et al. 1999 .) The second part expands on this by including extinction as well as redshift in the templates in an attempt to reduce the uncertainty in the true UV Ñux of a galaxy caused by dust extinction.
The plan of the rest of the paper is as follows : In°2 we describe the data set and its photometry. Section 3 contains the methodology we use to measure redshifts, extinction and stellar population types. Section 4 presents the results for the redshifts and extinction. In°5 we show the resultant star formation rates measured from our template Ðtting. These Ðts are of course subject to both photometric errors and template errors. Section 6 addresses these issues, including the issue of near-degeneracy between extinction and template type. Section 7 presents particularly interesting or problematic galaxies. In addition to errors in our Ðts, the star formation rates at high redshifts must be corrected for incompleteness due to both star formation occurring in galaxies too faint to be detected and in portions of galaxies whose surface brightness is below our detection threshold. This is discussed in°8 where we apply a correction both through standard luminosity function and aperture corrections, as well as by a new method using an empirical form of the "" star formation rate surface density distribution function,ÏÏ recently discussed by Lanzetta et al. (1999) . Our Ðnal numbers for the star formation history versus redshift are presented in this section. Section 9 presents a prediction of the far-infrared Ñuxes expected for the galaxies in our list. In°10 we examine the errors due to large-scale structure and small number statistics. We discuss in°11 the comparison between our Ðndings and the results from optically based studies, the possible evolution of the surface brightness of galaxies and the consistency between our results and those from submillimeter and farinfrared measurements. Also we comment on the relation of our work to some recent models for star formation in the early universe. We end with a brief set of conclusions in°12.
We adopt throughout this paper an open Friedman cosmology with and H 0 \ 65 ) 0 \ 0.3.
OBSERVATIONAL DATA
The data set for this work comes from the NICMOS and WFPC2 observations of the northern HDF. The NICMOS images used in this analysis are the IRAF-generated F110W and F160W images described in Thompson et al. (1999b) .
Object Selection and Photometry
Szalay, Connolly, & Szokoly (1999) describe a method for combining images from several wavebands which gives appropriate weights to the various images. We have followed the procedure for selecting galaxies, a subset of which comprise the galaxies discussed in this paper.
The F160W and F110W images were trimmed from their original 512 ] 512 drizzled pixel sizes to 481 ] 486, 0A .1 eliminating the outer regions of the frames where the dither pattern caused these regions to be much noisier than the inner regions. The four WFPC2 images were then transformed to the same pixel coordinate system as the NICMOS images by measuring a large number of compact objects and using the IRAF tasks GEOMAP and GEOTRAN. The transformation has an accuracy of about with the uncertainties probably dominated by intrin-0A .02, sic di †erences in the centroids for the di †erent bandpasses. Next, we convolved the transformed WFPC2 images with a Gaussian whose width was chosen such that the radial proÐle of the central star NICMOS 145.0) in the images closely matched the radial proÐle in the F160W image. While the agreement of these resultant radial proÐles is not perfect, this procedure should be adequate for the Ñuxes used to carry out the template Ðtting described in this paper.
We next laid down a grid of points where we placed bright artiÐcial point sources and then used the program SExtractor (Bertin & Arnouts 1996) to determine the background and local p at these grid points. We then Ðtted these grids with two-dimensional Chebychev polynomials to deÐne the background and p at every point in the six frames.1
Each of the six frames is then normalized to have zero background and unit variance. This must be done locally, especially for the NICMOS frames, since the S/N varies substantially across the image and there are also small residual background variations in the reduced images described above. From these six frames we produced a single (weighted) s2 map and selected a threshold in s2 for identifying the pixels in the map that lie above that threshold. Since we are interested in extending our analysis to quite high redshifts, we gave the F300W and F450W images zero weight, since except for very blue low redshift objects these two bands contribute little to the Ðnal selection of objects and at high redshifts simply increase the noise. In fact, there is very little di †erence in the maps produced with weighting equally the F606W, F814W, F110W, and F160W images and assigning zero weight to the F606W image. In the following we use the maps formed from just the F814W, F110W, and F160W images.
We selected a threshold of the Szalay R parameter, R \ as the signiÐcance level for "" real ÏÏ pixels and Js 2 \ 2.3, required 3 contiguous pixels (i.e., for the SExtractor parameter DETECT MINAREA) for selecting a preliminary list of objects. With these parameters, SExtractor detected 365 objects.
We then measured Ñuxes with SExtractor in an diam-0A .6 eter aperture at the centroid found by SExtractor from the s2 image. Apertures larger than this admit too much sky for the faint objects and increase the risk of contamination from nearby galaxies. For apertures much smaller than this, registration and PSF matching become concerns. The determinations of the redshift and extinction for each galaxy described in°3 utilize these Ðxed aperture Ñuxes. However, in order to estimate the total UV Ñux associated with each galaxy, aperture corrections must be applied. We perform the aperture corrections in two di †erent ways. First using the aperture correction method described in Yan et al. (1998) and second with a new method that uses the distribution function of the star formation intensity.
For our template Ðtting algorithm, we also require an estimate of the pÏs associated with the aperture Ñuxes. 0A .6 As noted, this does not scale simply with the square root of the number of pixels in the aperture. We have thus used an entirely empirical estimation by again laying down a grid (avoiding the "" signiÐcant pixels ÏÏ) and determining empirically the p found for blank sky regions by SExtractor through the aperture for many locations within each 0A .6 grid point, and again Ðtting this grid of pÏs with a twodimensional Chebychev polynomial.
Small remaining errors in the local background and/or p, may still cause spurious objects to appear. We therefore imposed the following additional criteria to select a subset of these objects. We required that all selected galaxies have at least one band with an aperture signal-to-noise value 0A .6 greater than or equal to 3.5. and at least two bands with signal-to-noise values greater than or equal to 2.5. As shown by Hogg & Turner (1998) objects noisier than this are subject to a systematic overestimate of their true Ñux. There will be a systematic bias in the measured Ñux when the number counts increase with increasing magnitude. These authors suggest that objects with signal-to-noise less than D4 are of little value. We have relaxed this to 3.5 since the actual slope of the log N [ m relation is somewhat shallower than the shallowest considered by these authors. In addition, SExtractor provides warning Ñags for objects close to the edge of the image. There were 35 such cases and after careful visual inspection we accepted 10 of these as having aperture Ñuxes not compromised by the proximity of the edge. We also removed the known star (NICMOS 145.0) and two faint spurious objects which were associated with the di †raction pattern from this star. These additional considerations reduced the preliminary list of 365 objects to 282 which form the basis of our analysis.
METHODOLOGY
The main output of our analysis is the most likely redshift, extinction and intrinsic spectral energy distribution (SED) for each of the galaxies that passed the selection criteria described in°2.1. We do this by taking a group of initial template SEDs and numerically altering them over a grid of redshift and extinction. We then use a minimum s2 technique to compare the observed Ñuxes with templates to Ðnd the best match. Section 6 discusses the robustness of the technique and the probable errors associated with it.
3.1. Redshift Determination Our Ðrst task in the analysis is Ðnding the redshift for each galaxy. The paucity of spectroscopic redshifts in the Ðeld dictates a photometric technique for the redshift determination. We chose a template Ðtting method which includes interpolation between six discrete template spectral energy distributions.
T emplate versus Polynomial Fitting
Recently there has been relatively good success in the use of polynomial Ðtting to determine the photometric redshifts, e.g., Wang, Bahcall, & Turner (1998) . This method Ðts a training set of known redshift object Ñuxes with a polynomial function of the color of the objects. Di †erent polynomials are Ðtted for di †erent color regimes. This technique has an advantage of being independent of any set of assumptions on the actual SEDs of the objects. For the data considered here we have chosen instead a template Ðtting technique because the number of galaxies with spectroscopic redshifts and photometry in these six bandpasses is too small at the higher redshifts to be used as a training set.
T emplate Properties
We draw our templates from three sources. The Ðrst source is the four observed SEDs of Coleman, Wu, & Weedman (1980) utilized by several authors. The unreddened SED of the set of mean SEDs of Calzetti, Kinney, & Storchi-Bergman (1994) provides an additional observed template of an active star-forming galaxy (D. Calzetti 1999, private communication) . A Ðnal and even hotter template is a 50 million year old continuous star formation SED calculated from the Bruzual & Charlot models (Bruzual & Charlot 1996) Calzetti 1997) . Calzetti (1997) shows that stellar synthesis models evolving older and redder populations must be added to a very young population to reproduce the star burst SED. However, we Ðnd instances where our 50 million year old template (without any internal reddening) gives a much better Ðt than the Calzetti template, and for this reason we have added this last template. It could well be that at higher redshifts we are seeing galaxies that are so young that they have not had a chance to produce an older population. An excellent example of this is NICMOS 184.0, (WFPC 4-473) with a spectroscopically measured redshift of 5.60 . Template 6 with no extinction gives a good match to the observed Ñuxes and reproduces the blue F160W[F110W color of the object. Template 5 with no extinction provides a poor match and cannot reproduce the blue F160W[F110W color at the known redshift of the galaxy. We Ðnd many other objects for which an unreddened template 5.5 or hotter gives the best Ðt. Figure 1 shows the spectral energy distributions of these six basic templates. The numbers run from the earliest (coolest) galaxy template (number 1) to the latest (hottest) template (number 6). We have assumed that no Ñux shortward of the Lyman limit escapes from any of the galaxies, and we have also neglected any Ñux in the Lya line. Trials with SEDs including Lya suggest that inclusion of Lya makes very little di †erence in the obtained Ðts. In addition to internal reddening from dust (described below) we also include the external attenuation from Lyman absorption, using the formulation of Madau et al. (1996) .
T emplate Interpolation
The observed galaxies will not be an exact Ðt to any one of the six templates. To mitigate this problem and to reduce the extinction error due to an e †ect described in°6.3, we interpolate between templates. The interpolation process is carried out on the total Ñuxes calculated for the Ðlters. Once the Ðlter Ñuxes for each Ðlter are calculated for all templates, redshifts and extinctions, nine intermediate Ñuxes are calculated between each template in a linear interpolation. This e †ectively increases the number of templates to 51. Since the average Ñux di †erence between adjacent templates is about a factor of 3 a linear interpolation should be adequate.
Extinction L aw
All extinctions used in this work are from the formulation of Calzetti et al. (1994) . Since this extinction law derives from observations of the integrated Ñux of external galaxies it has an advantage of reasonably representing the actual mix of scattering and absorption present in real galaxy observations, as well as the very complex geometry of the distribution of the hot stars and dust. The derivation of the "" obscuration law ÏÏ of Calzetti et al. (1994) for the integrated Ñux from galaxies (and our application of this law) assumes an exponential relation between the fraction of the Ñux transmitted at any wavelength and the color excess. This implies that the geometry of the star and dust distribution more closely resembles a "" clumpy screen ÏÏ than a geometry in which the dust and stars are mixed uniformly together. In the uniformly mixed case the relation between the column density of dust and the fraction of stellar radiation escaping takes on a very di †erent form (cf. their eq. [19] ). While it might seem naive to apply such a law to the integrated colors of an entire galaxy, more recent work ) using ISO photometry shows that this formulation is able to predict reasonably well the average thermal emission (hence the UV extinction) based upon the integrated UV slope. As these authors note, however, this result would not apply to objects whose geometrical distribution of dust is very di †erent, such as very luminous, dusty, compact objects where a large percentage of the hot stars are heavily embedded in the dust. For such objects (e.g., the "" LIRGs ÏÏ and "" ULIRGs ÏÏ) application of the Calzetti formulation is likely to lead to a signiÐcant underestimate of the fraction of UV radiation absorbed and reradiated by the dust.
We use 15 di †erent extinction values ranging from E(B[V ) \ 0 to 1.0. The range between 0.0 and 0.1 is sampled in 0.02 increments and the range between 0.1 and FIG. 1.ÈSpectral energy distributions for the six discrete templates 1.0 in increments of 0.1. These extinctions are applied to each of the 51 Ðlter Ñuxes of the SED templates to produce a total of 765 di †erent e †ective templates at each of the 100 steps in redshift between 0 and 8. We choose to limit our redshift range to values less than or equal to 8 because at redshifts greater than this only the F160W band will have signiÐcant Ñux. Flux in only that band cannot discriminate between a high redshift galaxy and a galaxy with high extinction. Also our selection criteria for galaxies will exclude any galaxy with signiÐcant signal-to-noise in only the F160W band. This will exclude from our list any objects with redshifts signiÐcantly greater than 8 and very high redshift extremely reddened objects.
ModiÐed s2 Analysis
The basic technique minimizes the s2 residuals between the observed Ñuxes and those predicted by the various templates which are numerically shifted over a grid of redshifts and subjected to internal extinction, measured by E(B[V ), and the intervening Lyman attenuation. Our technique varies from that of previous workers, (e.g., Fernandez-Soto et al. 1999) by altering the error term in the denominator to include a term proportional to the measured Ñux as well as the estimated error in the measurement of the Ñux. Our s2 residual is then given by
In equation (1) the index i refers to the six Ñuxes used in this work, is the measured Ñux and f mod (z, E) is the Ñux f i predicted by a template at a redshift of z and with an extinction value, E(B[V ), equal to E. Note that this is not a formal s2 calculation so the usual quantitative probabilities associated with formal s2 values are not valid. The normalization constant A, is chosen to minimize the value of s(z, E)2 and is given by
In equations (1) and (2), when the measured Ñuxes were negative, they were replaced by 0.0. In this form the limit of the expression at very low Ñux levels is the standard form with the formal background p dominating the denominator and at high Ñux levels it is the Ñux di †erence between the observations and the model divided by 10% of the Ñux instead of the p. The rationale for this formulation is that at high Ñux levels the errors in the Ðt will be proportional to Ñux since the error will be dominated by systematic errors in the Ñux. The actual accuracy of the NICMOS Ñux levels is higher than this and is estimated to be on the order of 1%È2%. These higher than usual accuracies are due to the nature of the observations. The deep NICMOS HDF observations are very highly dithered and are of generally extended objects. This greatly mitigates the interpixel e †ects described in Lauer (1999) . More generally, it is our belief that in the case of relatively bright objects, the percentage error in the Ñux di †erences should be weighted equally, since all six bands contain important information. In any case, our results do not appear to strongly depend on the precise coefficient of the Ñux in the denominator of equation (1).
Zero Extinction Redshifts
The star formation rate results for zero extinction correction plotted in Figure 6 use redshifts that are calculated from a set of templates that are restricted to zero extinction. This is a suite of 51 e †ective templates. In some cases the redshifts can di †er from those calculated with extinction for reasons presented in°6.3.1.
RESULTS
In this section we present the results of the s2 analysis for the redshift and the extinction. Table 1 contains a list of the results of our analysis on all of the objects, ordered by right ascension. Column (1) of the table gives the NICMOS identiÐcation numbers. Objects with ID numbers less than 1000 are objects that are identiÐed with sources in the original KFOCAS catalog of Thompson et al. (1999b) and are listed by their original catalog numbers from the extended electronic version. Objects with catalog numbers greater than or equal to 1000 are SExtractor objects that did not match in position with an original catalog entry to within 0A .3. There are several reasons for this. One reason is di †erent morphology in the bands used to determine the position. The original catalog took the F160W band centroid as the position of the object. The current work establishes a position using the weighted sum of the F814W, F110W, and F160W bands which can shift the location of the centroid. If the positional di †erences are greater than then it is 0A .3 declared a mismatch. A second reason involves the di †er-ence in the way that the two programs determine parent and daughter objects. There is generally a mismatch in these cases. Finally, our current object selection procedure di †ers slightly from that used in Thompson et al. (1999b) so that some faint objects may appear in Thompson et al. (1999b) which do not appear here and vice versa.
Column (2) gives the WFPC2 identiÐcation number of the galaxy from Williams et al. (1996) . Again there must be a positional coincidence within for a match to be valid. 0A .3 Columns (3) and (4) give the determined values for the redshift and extinction. Column (5) contains the star formation rate (SFR) in solar masses per year as determined in°5.
The bolometric luminosity of the galaxy is in column (6). The Ñux of a galaxy is obtained by integrating over the unextincted selected template scaled by the factor A from equation (2). The bolometric luminosity then follows from the redshift and our adopted cosmology. The fraction of the luminosity that is extincted and therefore goes into farinfrared Ñux is given in column (7) followed by the calculated 850 km Ñux (mJy) in column (8) (cf.°9).
Columns (9) and (10) give the template number T of the best Ðt, and the modiÐed s2 value of the Ðt from equation (1). It should be noted that the distribution of the modiÐed s2 values will not rigorously follow a true s2 distribution. The values are provided to give a qualitative indication of the relative goodness of Ðt for the best-Ðt values of redshift, template type, and E(B[V ) from object to object.
Column (11) gives the total F160W AB magnitude (Tot. mag) derived from the aperture correction method described in Yan et al. (1998) followed by the 0.6 aperture F160W magnitude (Ap. mag) in column (12). If no F160W magnitude is listed the object had a zero or negative measured F160W Ñux. Columns (13) and (14) only minutes and seconds. 12h36m should be added to the R.A. and 62¡ to the declination. If a source has a slightly di †erent R.A. in this analysis than in the original, it may not appear in the same order as in the original catalog. Figure 2 shows the distribution of photometric redshifts from our analysis. A check on the accuracy of our methodology and set of templates is a comparison with the known spectroscopic redshifts in the deep NICMOS region of the Hubble Deep Field (Cohen et al. 2000) . Figure 3 shows that comparison. Although the number of objects with spectroscopic redshifts in the deep NICMOS region is small, the agreement is comparable to that typically achieved by the technique of photometric redshifts. .
Redshifts
Another check on the reasonableness of our redshift determinations is the magnitude-redshift plot shown in Figure 4 . As expected, the brightest magnitude at any redshift dims with increasing redshift. The plot also shows the aperture magnitude tracks of both an early-type (cool) 0A .6 and a late-type (hot) template L * galaxy in the F160W magnitude versus redshift plane. These are templates 1 and 5 shown in Figure 1 . We take the bolometric luminosity of an L * galaxy to be 3.4 ] 1010
and assume an exponen-L _ tial proÐle with a characteristic radius of 3.5 kpc. The dashdotted line in Figure 4 is for an extincted late-type (template 5) galaxy with E(B[V ) equal to 0.2. signiÐcantly more extinction for galaxies in the redshift range 0 to 2.0, than for galaxies at higher redshift values. This is not a real e †ect. Surface brightness dimming at the higher redshifts makes the galaxies so faint that high extinction galaxies fall below our detection limit. The existence of highly extincted galaxies at high redshift have been conÐrmed by SCUBA observations discussed in°11.2.2. The distribution of extinctions in Figure 5 di †ers from the distributions of extinction shown in Figure 10 of Adelberger & Steidel (2000) . In Adelberger & Steidel (2000) the extinction distribution is based on the value of the observed UV slope b relative to a nominal slope. Galaxies bluer than the nominal b are assigned negative extinction values and the distribution is roughly symmetric about 0. In our analysis we determine the best value of the intrinsic UV slope in our template choice and then only allow positive extinction values to produce the observed UV slope.
Extinction
The 0.0È0.1 bin in Figure 5 This may be due to galaxies which are bluer than our hottest template. Even if the galaxy does have some reddening the best template match will be our hottest template with no reddening. We have also assigned the Coleman, Wu, & Weedman (1980) galaxies zero extinction, although they must su †er some extinction. Real galaxies with similar SEDs but less extinction will then also be assigned zero extinction in our procedure.
MEASURED STAR FORMATION RATE HISTORY
We determine the observed 1500 rest frame Ñux via the A methods described below. This Ñux then determines the observed star formation rate for the galaxies in this sample. The rates so determined must be corrected for incompleteness, as described in°8.
Relation between Star Formation Rates and the
Ultraviolet Flux This work utilizes the relationship between the star formation rate and the UV Ñux at 1500 given by Madau et A al. (1998) :
The 1500 UV Ñux is determined from the redshift, the A extinction, and UV Ñux of the best Ðtting template and the scale factor A determined from the measured Ñux of the galaxy (eq. [2]). The UV Ñux of the template is used as a measure of the UV Ñux of the actual galaxy. We use this Ñux rather than the measured Ñux since for low redshifts the 1500 Ñux is not directly measured and at higher redshifts A the F300W and F450W Ñuxes often have relatively high errors. Also, since the correction for extinction is a primary goal of this work, we must use the template Ñux to measure the intrinsic UV Ñux in the absence of extinction. Finally, since the Madau UV Ñux to star formation rate is a narrowband relation we must use the template values to relate the Ñux in the wide photometric band to the narrowband UV Ñux at 1500 A .
The relationship in equation (3) is dependent on the initial mass function (IMF) and therefore may be di †erent at earlier times than at present. In particular the IMF may be weighted toward higher mass stars at high redshift when the metal content of the star forming material may be less. FIG. 6 .ÈStar formation rate per comoving volume with and without correction for the extinction as a function of redshift. The star formation rates have not been corrected for missing luminosity and the error bars reÑect only those errors caused by errors in photometry. Fig. 16 shows the luminosity-corrected star formation rates and full error bars. This e †ect would produce a higher UV Ñux for a given star formation rate leading to an over estimation of the rate. This would work in the opposite sense from the likely underestimate of the star formation rate for the very dusty luminous objects mentioned in°3.2. Figure 6 shows the combination of all of the analyses from above. Galaxies with redshifts less than 0.5 are not included in Figure 6 . Large area surveys of local galaxies are much more accurate in determining that result than the small area surveyed here. The star formation values shown in Figure 6 must still be corrected for luminosity missed due to surface brightness dimming (°8). The error bars in Figure  6 reÑect only those errors caused by errors in photometry as discussed in°6. Other error sources are discussed in several following sections and are included in the Ðnal results shown in Figure 16 .
There are several interesting features in Figure 6 . It is evident that our measured star formation rate in the 0.5 to 1.5 redshift bin, without the extinction correction, is very much lower than the uncorrected rate found by Madau (1999) , as shown by the triangles. This may be in part due to our selection criteria for the deep NICMOS Ðeld. In order to provide the best Ðeld for slitless grism spectroscopy we deliberately chose a Ðeld that was the least dense in large, bright and therefore relatively nearby objects. As we will discuss below most of the star formation rate is usually contributed by a relatively small number of highly luminous objects. Our Ðeld selection was biased against precisely such objects. A second feature is the large correction for extinction present in the lowest two redshift bins. This qualitatively follows the trend seen in Figure 5 where the extinction is signiÐcantly higher for low redshift objects than higher. Note that our Ðeld selection was performed on the WFPC2 image so we are not biased against nearby faint, highly extincted but intrinsically bright galaxies. Table 2 shows the 10 highest contributors to the star formation rates in each redshift bin along with their identiÐcation numbers from Table 1 . If we look at the primary contributors to the increased star formation rate in the lowest redshift bin (z \ 0.5È1.5) we Ðnd that approximately one-third of the rate is provided by one galaxy (ID \ 49.0) which has an E(B[V ) value of 0.5. 29 galaxies out of the 81 in the bin contribute Ñuxes that make up 90% of the total star formation rate, however, the three brightest galaxies contribute more than 50% of the Ñux. For consistency we note that the spectroscopic redshift of galaxy 49.0 is 0.45, which would move it out of our lowest redshift bin, while our photometric redshift of 0.56 moved it into the bin. We choose not to adjust by hand those objects with known redshifts.
In the second lowest redshift bin (z \ 1.5È2.5) 5 of 52 galaxies contribute 90% of the total corrected star formation rate. One galaxy (NICMOS 166.0) contributes almost half of the Ñux, and another (NICMOS 277.211) contributes another third of the Ñux. NICMOS 166.0 and 277.211 have E(B[V ) values of 1.0 and 0.7, respectively, and it is the extinction correction applied to these two galaxies that produces the high star formation rate for this redshift bin. Inspection of the image conÐrms that both galaxies are extremely red with signiÐcantly higher near-infrared Ñux than visible. Note that the equal extinction correction applied by Madau (1999) greatly underestimates the star formation rate for these galaxies. In°9 we will Ðnd that these two galaxies may be ULIRGs. The implication of this is discussed in°7.3.
ERROR ANALYSIS
Errors in the photometry of the sources and errors due to the inadequacy of the standard templates to represent the true spectral energy distribution of an observed galaxy translate to errors in the values of the star formation rates in Figure 6 . The Ðrst source of error is quantiÐable while the second is more difficult to quantify.
Photometric Error
We test the sensitivity of the calculated redshifts and extinctions to photometric errors by running 100 test cases on each of the individual sources. A single test case consists of randomly altering the Ñux value in each wavelength band in a Gaussian distribution of errors of width determined by the 1 p values determined in the photometric reductions plus 1% of the observed Ñux. This gives 36,500 di †erent cases. Several runs of this procedure produced results that were statistically indistinguishable from each other so we feel the procedure is robust. Figures 7 and 8 show the results of one run of this procedure for the 36,500 di †erent realizations. The distribution of errors in redshift and extinction are relatively symmetric about 0 but the low-lying extension to larger errors is not consistent with a purely Gaussian distribution. Large shifts in the redshift or extinction occasionally arise when a secondary minimum in the s2 distribution for the measured Ñuxes becomes the primary minimum when the Ñuxes are perturbed.
To see how the star formation rates are a †ected, by the photometric errors, we compute the star formation rate in all redshift bins for each one of the 100 realizations. In Figure 9 we plot these distributions along with the 16% and 84% values (which would correspond to the^1 p limits if the distribution were Gaussian, which it is not) and these values are used for the error bars plotted in Figure 6. 
Redshift Errors Resulting from Inadequate T emplates
The error due to improper templates is much harder to quantify than the errors due to photometry. As shown in Figure 3 , there is excellent agreement for the small number of objects in our Ðeld for which spectroscopic redshifts exist. Typical errors in photometric redshifts for bright objectsÈ bright compared to the majority of galaxies in our sampleÈ (for which template errors rather than photometric errors probably dominate) are generally small compared to the error we have estimated in our set of redshifts due to errors in the photometry. See, for example, Benitez (1999) , , Budavari et al. (1999) Lanzetta et al. (1999) , and Wang, Bahcall, & Turner (1999) . We therefore neglect this error compared to the photometric error, though to be sure there may well be some isolated large excursions where an object at a small redshift is mistaken for an object at a large redshift or vice versa which can give rise to an error in the star formation rate for the galaxy.
Connolly et al. (1999),

T emplate-Extinction Error
Too widely spaced discrete templates can give rise to a bias in the determination of the extinction (D. Koo 1999, private communication). Since negative extinctions are not allowed, there is a bias toward a higher calculated extinction than the actual value. An obvious example is a galaxy with no extinction that lies halfway in color between two templates. Since negative extinctions cannot be applied to the redder of these two templates, the only way to make a Ðt is to apply extinction to the bluer of the two templates. Within any grid of template and extinction there will be a similar bias toward higher extinction. To mitigate this e †ect, our program uses Ðlter Ñuxes interpolated between the Ðlter Ñuxes from the set of six primary templates, as described in°3.1.3.
T emplate Extinction Degeneracy
Since extinction and star formation history alter the colors of galaxies in ways which are by no means orthogonal (cf. Kodama, Bell, & Bower 1999 ; Thompson et al. 1999a ) there can be a partial degeneracy in terms of extinction and template type, leading to a possible error in the derived star formation rate. T his error can be present whether the extinction is explicitly determined or not. If the extinction is assumed to be zero, a galaxy undergoing vigorous star formation but su †ering signiÐcant extinction may be falsely matched to an earlier type galaxy and the actual ultraviolet Ñux will be greater than the Ñux determined from the match. Conversely, if an extinction correction is attempted, an early-type unreddened galaxy might be falsely matched with a heavily extincted late-type galaxy, particularly in the presence of low signal-to-noise. The large wavelength coverage of our data mitigates the problem to a degree, however, this issue must be properly investigated. We investigate the issue in several ways, inspection of the s2 distribution of a heavily extincted galaxy, examination of the di †erences between intrinsically red templates and extincted templates, inspection of the e †ect of photometric errors on the data discussed previously in°6.1, and Ðnally by performing a similar perturbation test on artiÐcial data from our templates.
First, we chose a galaxy determined to be heavily extincted by our procedure, NICMOS 166, which is also discussed in°7.3. The extinction for this galaxy is E(B[V ) \ 1.0, the highest value in our grid of extinctions. Inspection of the images shows a galaxy that appears relatively faint at optical wavelengths but very bright at 1.1 and 1.6 km.
The e †ect is shown in Figure 10 , which displays the contour plot of the s2 map for the galaxy NICMOS 166 in the template-extinction plane at the best-Ðt redshift of the object (z \ 1.60). There is a clear valley of low s2 values running from an early-type SED and low extinction at the lower left to a late-type SED and high extinction at the upper right. To look in detail along the line of minima we plot in Figure 11 the minimum s2 for each of the 15 di †erent extinctions along the track in Figure 10 . The numbers refer to the interpolated template number with 1.0 being the earliest template and 6.0 the latest. This plot reveals that there is a signiÐcant di †erence in the modiÐed s2 value along the minimum s2 track. The selected very blue latetype template with high extinction is signiÐcantly more likely than an early-type template (e.g., elliptical) with low extinction.
To see the reason for the di †erence in the modiÐed s2 value and to illustrate the near degeneracy we plot in Figure  12 the selected SED for the galaxy [template 5.9, E(B[V ) 1.0], and a nearly degenerate much earlier type SED [template 3.9, E(B[V ) 0.6]. All have been normalized to the F110W Ñux. The measured Ñuxes of the galaxy are given by the asterisks, the best template Ðt by the triangles and the near degenerate Ðt as squares. Although the best Ðt has a s2 value of 0.69 and the nearly degenerate Ðt has a larger s2 value of 1.44, the di †erences in the Ðt are very small and involve mainly the U and B pass bands. FIG. 11 .ÈPlot of the minimum modiÐed s2 value at each extinction for NICMOS 166. The numbers in the plot indicate the interpolated template value at each of the minima.
FIG. 12.
ÈComparison between an early (3.9) and a late (5.9) template Ðt to the galaxy 166.0.
As a second approach toward investigating the reddening-template degeneracy we imagine template 5.0 with zero extinction, shifted over redshift space, to represent the "" observed ÏÏ Ñuxes of galaxies, and we then Ðnd the best-Ðtting values of redshift and extinction for template 6.0 to match these Ñuxes. We scaled the Ñuxes of template 5 so that the F160W S/N was 10.0. We chose templates 5 and 6 for this exercise since the vast majority of our Ðts involve template types in this range. We Ðnd that the best Ðtting redshift for template 6 tracks the input redshift of template 5 very well, with the dispersion in *z/(1 ] z) being less than 5% over the redshift range between 1.0 and 5.5 ; we get the redshift right even with the template and reddening uncertainties. The typical value of E(B[V ) in the template 6 Ðt is about 0.17, corresponding to an attenuation of about 1.5 mag at 1500
This of course has a strong e †ect on the A . derived star formation rate. However, if we examine the color di †erences between template 5 and the best-Ðtting template 6 we Ðnd that (except for the cases where the Ñuxes are essentially zero so that the S/N is very low) these di †er-ences are typically only between about 0.1 and 0.2 mag. Thus, in order to have an accurate determination of the extinction and hence the star formation rate we need photometric errors smaller than this and conÐdence that our set of templates and reddening law represent real galaxies to this same degree of accuracy. The di †erences will be even less for an unreddened template of type intermediate between 5.0 and 6.0 and in fact, some objects undergoing vigorous star formation might even be bluer than our hottest template 6.
In°6.1 we presented estimates for the e †ect of photometric errors on the derived star formation rates based upon the cumulative distribution function of 100 Monte Carlo simulations of these errors. To Ðrst order this tests the robustness of the method since the perturbations slide the solution along the template/extinction minima. A more robust test, however, as suggested by an anonymous reviewer is to start with artiÐcial data that span all of our template types but with relatively low extinction values and then see if the introduction of perturbations systematically drives the solution to di †erent star formation rates.
Our artiÐcial data set consists of all of our 51 interpolated Ðlter Ñuxes from template types with extinctions restricted between E(B[V ) values of 0 to 0.1. This provides maximal opportunity for perturbations to push the solution toward higher extinction, bluer intrinsic spectrum and hence higher star formation rate. This data set contains 306 artiÐcial galaxies from the 51 e †ective templates and the six extinction values spaced in increments of 0.02 from 0. to 0.1. We pick the redshift and brightnesses from the redshift 2 bin sources in our sample along with the 1 p error values described in°3.3. This should give a realistic distribution of signal-to-noise values in a redshift bin where the correction for extinction is high. Since there are many fewer sources in the redshift 2 bin than artiÐcial sources, the brightness, redshift, and p values are used between 3 and 4 times but each use is for a di †erent template type and extinction. As with the source Ñux perturbations each artiÐcial galaxy receives 100 di †erent perturbations to each of its Ñuxes. The Ðrst perturbation is zero to establish the true star formation rate for the ensemble of sources. As expected the zero perturbation returns the correct values for all of the input parameters.
The results are shown in Figure 13 in the same manner as for the source photometric Ñux perturbations in Figure 9 . It is evident from the Ðgure that the range of errors in the output is within our previously estimated error bars but that there is a systematic trend toward increased star formation rate. The net increase is approximately 70% in this artiÐcial sample.
Although the results of this analysis provide a factor that might be used to revise our values of star formation rates derived from our method, the true factor is probably less than the one derived here. The input sample was of course set up with no high extinction galaxies so there was little error space on the negative side of the perturbation analysis. The actual sample has several galaxies with derived extinctions signiÐcantly greater than 0.1. Also the brightest galaxies dominate the star formation rate, and it is for these galaxies that we have the highest photometric accuracy. We could divide all extinction corrections by 1.7 or less, but, since the actual number is uncertain we will assign a factor of 2 error due to this e †ect with the knowledge that this probably over estimates the lower error bar. Changes of a FIG. 13 .ÈCumulative distribution of the fractional errors in derived UV luminosity produced from a random Gaussian distribution of Ñux errors imposed on artiÐcial data. The brightness and 1 p errors are from the source redshift 2 bin. The left and right vertical lines indicate the 16% and 84% conÐdence regions.
factor of 2, however, do not alter the conclusions of this work.
Ultimately, it would be preferable to utilize FIR or submillimeter measures in addition, but this prospect is still quite distant at the Ñux levels we are dealing with, as elaborated upon in°9. We hasten to add that in previous work where no account was taken of internal dust extinction, the true star formation rate will of course be systematically underestimated.
INTERESTING AND PROBLEMATIC OBJECTS
There are several galaxies in our Ðeld that display interesting characteristics. In this section we draw attention to some of these, partially in the hope that follow up observations may shed additional light on the nature of these objects.
Possible V ery High-Redshift Object
There is a single object for which we derive a photometric redshift greater than 6, NICMOS 118.0, at Z \ 6.56. This is a relatively faint object, but with a signiÐcant amount of Ñux in both the F110W and F160W bands (with formal S/N above 6 in both bands) with a relatively blue F110W[F160W color. It has a S/N through our aper-0A .6 ture of less than 1 in the F814W and F606W bands. This is, therefore, on the face of it, an excellent candidate for a very high redshift object. However, detailed inspection of the original WFPC2 F814W and WFPC2 606W images clearly indicates some Ñux is present in about equal amounts in these two bands, contrary to what is expected for a redshift this high. It is thus possible that it is a highly reddened object at a much lower redshift or perhaps a superposition of a very faint foreground low redshift object on a truly high redshift galaxy. Further discussion of this object is contained in a forthcoming paper dealing with compact and high redshift objects in this Ðeld (Storrie-Lombardi et al. 2001) . It is, in any case, a very interesting object, but unfortunately probably too faint for spectroscopic follow up with existing facilities. Given the problematic nature of this object we do not include it in our analysis of the star formation rate history.
High-Redshift Early-T ype Galaxies
Our analysis also shows two objects, NICMOS 165.0 and NICMOS 277.212, with high redshifts (4.40 and 5.04) and relatively early-type templates (3.4 and 3.5). Note that NICMOS 277.212 is clearly a separate galaxy from other indicated "" daughters ÏÏ of NICMOS 277.10, a large spiral galaxy. The original KFOCAS analysis found that their isophotal areas touched so NICMOS 277.212 was indicated as a daughter. The SExtractor analysis listed it as a separate object. Careful examination of the images indicates a large region of di †use Ñux around NICMOS 165.0 in the F160W and F110W bands which, if part of the galaxy, would argue against such a high redshift due to the large size. The contribution of this di †use Ñux to the aperture Ñux, however, 0A .6 is negligible and does not inÑuence the photometric redshift determination. Similarly, with NICMOS 277.212 there is di †use Ñux from the neighboring galaxies which is why it was originally considered a daughter object in Thompson et al. (1999b) . Again the contribution of this di †use Ñux in the aperture magnitude is not large enough to alter the photometric redshift determination. It is interesting, however, that at 1.6 km there is some overlap between 277.212 and the suspected ULIRG 277.211 which is discussed°7.3. If both our photometric redshifts and template types are correct for these two objects, our adopted cosmological parameters indicate that these galaxies are approximately 1 Gyr old. The template type, however, implies that star formation has been occurring for nearly this same length of time. Thus, these two objects would represent relatively high redshift objects having intermediate age stellar populations.
7.3. Starburst and High-L uminosity Galaxies Five objects (NICMOS 49.0, 102.0, 166.0, 277.212, 277.211) have luminosities that classify them as possible luminous infrared galaxies (LIRGs) or ultraluminous infrared galaxies (ULIRGs). At the same time they also have the highest star formation rates among the galaxies.
Two objects, NICMOS 166.0 and NICMOS 277.211, have the highest star formation rates (534 and 375 M _ yr~1) of all the objects in our list. They are also highly extincted. The validity of this extinction for NICMOS 166.0 is discussed in detail in°6.3.1. If the high extinction, template choice, and redshift of these galaxies are correct, then both of these galaxies have luminosities of slightly more that 1.0 ] 1012 which makes them ULIRGs. L _ , At 1.6 km NICMOS 166.0 appears to have a single bright nucleus that is heavily obscured since it decreases rapidly in brightness with decreasing wavelength. At optical wavelengths where the nucleus does not dominate the image there appears to be an asymmetrical extension, while at 0.3 km the galaxy essentially disappears as shown in Figure 14 .
NICMOS 277.211 is in the region of the NICMOS 277.10 complex but is again clearly a separate galaxy. Its appearance is similar to NICMOS 166.0 with a single bright nucleus at 1.6 km which decreases in intensity with decreasing wavelength. Low surface brightness structure is evident at the shorter wavelengths but unlike NICMOS 166.0 it does not disappear completely at 0.3 km.
NICMOS 166.0 has a reasonably secure redshift determination with the s2 value rising sharply for redshifts less than 1.66 so it is unlikely to be a low redshift and hence a low FIG. 14.ÈImage of NICMOS 166.0 in each of the six bands. All images have been stretched linearly so that the maximum Ñux is 1 and the minimum Ñux is 0. This hides the very large decline in Ñux with decreasing wavelength. luminosity galaxy. There is a secondary minimum at higher redshift which would of course increase its luminosity. If the secondary minimum in the template extinction discussed in°6
.3.1 is used the luminosity is decreased to 1.4 ] 1011 L _ which reduces it to LIRG status. NICMOS 277.211 has a secondary minimum in its s2 distribution at a lower redshift of about 1.4. Reduction of its distance from a redshift 1.84 to 1.4 yields a luminosity of 4.4 ] 1011 which would L _ remove it from the ULIRG classiÐcation and demote it to the LIRG classiÐcation.
We also note that NICMOS 166.0 and 277.211 are coincident with the ISO sources PS3 17a and PS3 15 from Aussel et al. (1999) . The observed Ñux levels at 15 km are consistent with the Ñuxes predicted from our dust model. This is further evidence for these sources having signiÐcant extinctions. Adelberger & Steidel (2000) give an empirical relation between the 850 km Ñux and the 20 cm Ñux which is a function of redshift. With this relation and the predicted 850 km Ñuxes from Table 1 , the predicted 20 cm Ñuxes for NICMOS 166.0 and 277.211 are 30 and 19 kJy. Comparison of the dust spectral energy distribution of Adelberger & Steidel (2000) and our distribution shows that our predicted 850 km Ñuxes are roughly a factor of 2 below the Adelberger & Steidel (2000) Ñuxes. In fact the empirical function has very signiÐcant width which would allow the Ñuxes to vary by factors of 2È3 and still be within 1 p of the prediction. Muxlow et al. (2001) do not Ðnd any detections at the locations of the galaxies to a limit of 27 kJy at 1.4 GHz. Radio maps very kindly provided by Dr. Muxlow in advance of publication show no contours for NICMOS 166.0 but some contours at the location of NICMOS 277.211 but still below their accepted lower limit.
If both of these objects are ULIRGs then their presence in one 50A by 50A Ðeld is surprising. The local space density of ULIRGs with luminosities of 1012
is 8 ] 10~8 L _ Mpc~3 mag~1 (Soifer et al. 1987) , which is roughly equal to the space density of quasars. At this density we would expect 1.5 ] 10~4 ULIRGs in our redshift 2 bin. The presence of two ULIRGs in our Ðeld may indicate a much higher rate of merging and hence high luminosity galaxies at a redshift of 2 as suggested in some hierarchical galaxy formation models (e.g., Blain et al. 1999a) . Given all of these considerations we chose to designate these galaxies as possible ULIRGs.
The objects NICMOS 49.0, 102.0, and 277.212 have star formation rates of 67, 80, and 12 yr~1. The early classi-M _ Ðcation of the SED for NICMOS 277.212, discussed in°7.2, puts it in a lower star formation rate category. All three of the galaxies are at the border of the LIRG luminosity classiÐcation with luminosities just over 1011 Both L _ . NICMOS 49.0 and 102.0 have most of their luminosity reradiated as far-infrared Ñux and can therefore be classiÐed as LIRGs. NICMOS 277.212 has only 22% of its luminosity in the far-IR and should be classiÐed simply as a luminous galaxy. Our dust SED model predicts that NICMOS 49.0 should be an ISO source and it does correspond to the ISO source PM3 15 of Aussel et al. (1999) .
INCOMPLETENESS CORRECTIONS TO THE STAR FORMATION RATE HISTORY
We approach the correction to the measured star formation rate history due to galaxies which are too faint to be detected as well as to those portions of detected galaxies having surface brightness below our detection limit in two ways. The Ðrst and traditional way integrates an assumed luminosity function to determine the contribution from unobserved objects, using the aperture corrections described in°2.1 to account for the outer lower surface brightness portions of galaxies. The second method uses the observed distribution of star formation intensity at low redshifts to correct for the unobserved portion of the distribution at high redshift.
Corrections Based on the L uminosity Function and
Aperture Corrections It is readily apparent by inspection of Figure 4 that at high redshifts we are sampling only part of the galaxy luminosity function. We can get an estimate of the possible error in our star formation rate by asking what portion of the total luminosity we are missing. The solid and dashed lines in Figure 4 represent the expected diameter aperture 0A .6 magnitudes for an L * late-type galaxy and an L * early-type galaxy, respectively (templates 5 and 1), with the assumptions described in°4.1. The line for the late-type L * galaxy shows that it is easily detectable even at a redshift of 8. If the luminosity distribution of galaxies is represented by a Schechter function with a slope of a \ [1.6, then we can integrate the luminosity function for magnitudes fainter than our observed F160W AB magnitude limit of approximately 28.5 to estimate the missing luminosity assuming a given template type. Since most of the higher redshift galaxies are best represented by templates 5 or 6 we will use the template 5 line shown in the Ðgure for the calculation. The fraction f of missing luminosity is
! is the incomplete gamma function, and is the ratio of L lim L /L* represented by our estimated limiting F160W AB magnitude of 28.5. The results are given in the Ðrst column of Table 3 . The table shows that up to a redshift of 6.0 the correction is less than 50% and is signiÐcantly less than that for lower redshifts. The leveling of the error and the shallow slope of the late L * galaxy curve in Figure 4 is due to the redshift of the galaxyÏs high UV Ñux into the F160W band. Lanzetta et al (1999) have suggested that the value of L * evolves with redshift z as (1 ] z)~1.2 for redshifts greater than 2. If we recalculate the missing luminosity with the evolving value of L *, we get the second column in Table 3 , which indicates that we are missing very substantial fractions of the luminosity at high redshifts. In fact by a redshift of 3.0 we are missing half of the luminosity. The boundary of the objects in Figure 4 15 .ÈPlots of the star formation rate intensity distribution for the deep NICMOS HDF. The abscissa is the log of the star formation rate per unit area while the ordinate gives the distribution of this quantity per comoving volume in the redshift bin. The left-hand panels are for star formation rates corrected for dust extinction, while for the right-hand panels no extinction correction has been applied.
ing extinction due to the decreasing rest wavelength of the F160W band mimics an evolving L *. At this point we do not have enough information to choose between the two e †ects.
There are also suggestions that the value of L * may increase with redshift, at least to redshifts of 3 to 4. If that is the case the fraction of missing luminosity will be less than the Ðrst column of Table 3 . In view of the uncertainty of the true form of the luminosity function we turn to a new method of correction described below.
Correction via the Surface Brightness Distribution Function
In view of the substantial uncertainties in both the aperture corrections and luminosity function corrections described above we have developed a new technique involving the star formation rate intensity distribution introduced by Lanzetta et al. (1999) . This method calculates a star formation rate intensity for every pixel contained in an object. The star formation rate surface intensity x is deÐned as the star formation rate in solar masses per year in a pixel divided by the proper area of the pixel in kpc2. A histogram of the distribution of the star formation rate surface density is then constructed by summing the proper areas of all pixels within a given star formation rate and redshift interval, divided by the star formation rate interval and the comoving volume. From this distribution function (denoted as h(x) by Lanzetta et al. 1999 ) the star formation rate per comoving volume for objects in a redshift bin is then given o5 by
Following Lanzetta et al. (1999) Figure 15 plots h(x) for those galaxies in our list in each of our redshift bins. The left-hand panel uses the extinction-corrected star formation value, while the right-hand panel uses the uncorrected values. In each case we have Ðtted the distribution in the 0.5 to 1.5 redshift bin by a three-point smoothed curve and overplotted this curve on the other redshift bins. The curve is adjusted by adding or subtracting a single value to the Ðtted log curve to match the bright end of the distribution for each redshift bin. Note that the solid curves in this Ðgure are strictly empirical matches to the data, whereas the solid curves in the Lanzetta et al. (1999) plot represented the distribution expected from a bulge proÐle.
We next make the assumption that the shape of the extinction-corrected h(x) distribution is the same at all redshifts and that we are successfully measuring the bright end of the distribution in all of the redshift bins. Although there is no theoretical basis for this assumption, the excellence of the Ðt in the lower redshift bins, each of which contains a completely independent set of objects and pixels, lends empirical support to the concept. Note that this is not an assumption on the sizes of galaxies at various epochs. Galaxies can be smaller (or bigger) at di †erent epochs. As long as their cumulative distributions of surface brightness of star formation are similar the method is valid. Also note that we are not correcting individual galaxies but rather the total distribution of brightness of the ensemble of galaxies in a given redshift bin. Under this assumption the deviation of the measured points below the empirical curve matched to the bright end of the distribution represents the missed star formation rate. We then recover the true total star formation rate by performing the integration given in equation (5), substituting the value of the empirical curve whenever the measured rate dips below the value given by the curve. Note that the value of the integral using the empirical curve reaches 59% of its Ðnal value by x \ [0.25 and 94% of its Ðnal value by x \ [1.25. We consider this new method a more robust measure of the missing star formation and consider its use applied to the extinction-corrected distribution as our primary method of estimating the missing star formation rate. The last column of Table 3 shows the incompleteness corrections from this method when the extinction-corrected distribution is used. Note that the corrections for this method fall generally between the extremes of the constant L * corrections and the evolving L * corrections.
The necessity of using the extinction-corrected distribution rather than the uncorrected distribution can be seen by inspection of the right-hand panel in Figure 15 , where the distribution is again Ðtted to the curve in the 0.5È1.5 redshift bin. There is an inÑection in the curve at high star formation rate intensities that we take to represent the dimming of high star formation regions due to extinction. The empirical curve is then a poorer match to the high star formation rate intensity distribution at higher redshifts where Figure 5 indicates that the extinction of the galaxies used in this study is considerably less. It is also important to use the highest possible spatial resolution to sample as much of the intensity distribution in each galaxy as possible.
It is important to verify the universality of our basic assumption that the distribution function is independent of redshift. It is desirable to do this using the highest possible spatial resolution of both UV and optical as well as FIR images, in order to accurately determine the star formation rate independently for each small pixel. For a limited set of low redshift objects this is probably currently feasible but for higher redshift objects it will require NGST as well as the next generation of very large ground-based telescopes with high performance adaptive optics working at the shortest feasible wavelengths. Table 4 gives the star formation rates derived at each level of correction for each of the methods discussed. The column labeled "" Uncorrected ÏÏ is the star formation rate that utilizes the zero extinction redshifts discussed in°3.4. Figure 16 shows what we consider to be the correct rates based on the empirical h(x) curve adjustment of the extinction-corrected rates.
SUBMILLIMETER AND FAR-INFRARED FLUX
A constraint on the amount of extinction we have derived for both individual objects and for the entire Ðeld is the amount of far-infrared Ñux produced. The 450 and 850 km Ñux levels in the HDF have been measured by Hughes et al. (1998) , and our predicted Ñuxes should not exceed these measured values, or the Hughes et al. (1998) upper limits on Ñuxes. In addition, Dwek et al. (1999) have determined that roughly half of the emitted Ñux from galaxies is absorbed and emitted as far-infrared Ñux. Although the small size of our Ðeld allows deviation from this general result, as discussed in°10, we should check to see if the total far-infrared Ñux is similar to our observed Ñuxes in the optical and near-infrared.
Our Ðts to template types and dust extinction enable us to calculate the ratio of the Ñuxes emitted in the optical and near-infrared to that absorbed by dust and reradiated in the far-infrared and submillimeter region. The observed 850 km Ñux is then given by the assumed temperature distribution of the dust in the source and the redshift. Since we do not have any observational knowledge of the actual dust temperature distribution for our galaxies, we utilize the observed Arp 220 ULIRG spectrum given in Figure 4 of Rowan-Robinson & Efstathiou (1993) as a standard dust spectral energy distribution. This model has a UV optical depth of 500, which converts essentially all of the optical and UV Ñux into far-infrared Ñux. The integrated Ñux of this model is scaled to the luminosity removed by extinction for each galaxy. The model Ñux at the appropriate rest wavelength is then used to determine the expected 850 km Ñux. It should be noted that variations in the actual dust SEDs from our model SED can easily introduce errors of factor of 2È3 in our calculated Ñuxes. Table 1 gives the predicted 850 km Ñux in millijanskys. Inspection of the Ñux column in Table 1 shows that none of the source Ñuxes exceed the 2 mJy detection limit in the HDF set by Hughes et al. (1998) although three sources, NICMOS 49.0, 166.0, and 277.211 are quite close. Hughes et al. (1998) found no sources in our observed region of the northern HDF, consistent with the Arp 220 model. This is not surprising since only Ðve sources were detected in the northern HDF and our area is 1/7 of the total area. Given the uncertainty of the Ñuxes we simply note that the predicted Ñuxes are consistent with the observations. The ratio of the total power that is removed by extinction in all of the sources to the power that is not removed by extinction is 0.8, which implies roughly equal amounts of power in optical-UV background and the far-infrared background. This is consistent with our current understanding of the distribution of background power as given by Dwek et al. (1999) . This result comes strictly from our derived extinction and is not dependent on the assumed SED of the far-infrared emission.
By summing all of the predicted 850 km sources in our Ðeld we calculate a background surface brightness of 5.7 ] 10~10 W m~2 sr~1 for lI(l) at 850 km which compares to the measured values of 5^2 ] 10~10 (Blain et al. 1999b) and 4 ] 10~10 from COBE measurements (Fixsen et al. 1998) . Taken together, the rough equality of the optical-UV power and FIR-power noted above, together with the rough equality of the predicted and observed submillimeter Ñuxes suggests to us that (i) a non-negligible fraction of star formation at all epochs and (ii) A non-negligible portion of the submillimeter background is contributed by sources which are not the extremely superluminous sources represented by the SCUBA detections.
A similar number at 1.6 km can be generated from the F160W source Ñuxes which is 6 ] 10~9 W m~2 sr~1 for lI(l). This number is for detected discrete sources only. Gardner (1996) Ðnds a lower limit on resolved sources from ground based surveys at 2.2 km of 7.4 ] 10~9 W m~2 sr~1. Any confusion limited surface brightness from undetected sources will be removed by our background subtraction technique described in Thompson et al. (1999b) .
SAMPLING ERRORS AND OVERALL ERROR ESTIMATES
In this section we make estimates of the uncertainties in our star formation rate determinations associated with the very small solid angle of our sample. We consider two approaches : (1) analytic estimates (2) and utilization of numerical simulations.
Analytic Estimates
Conceptually, we distinguish between sampling errors arising from two di †erent sources : (a) Those arising from the fact that galaxies are spatially correlated ("" large-scale structure ÏÏ) (b) Those arising from the sampling of the luminosity function for the small numbers of galaxies, especially bright galaxies, in some of our bins.
10.1.1. L arge-Scale Structure One e †ect of spatial clustering is to increase the variance in the number of objects in a cell over that expected from Poisson statistics. The fractional square root of the variance in the number of galaxies depends only upon the two-point correlation function and is given by Peebles (1980, p. 153) :
where
and where is the two-point correlation function. For m(r 0 , c) each of our redshift bins it is a very good approximation to consider the volume to be a long thin tube of square cross section with sides of (comoving) dimension D and (comoving) length L . Then it is straightforward to show that the expression for has the form
The quantity L /D is simply the number of cubes of dimension D ] D ] D that can be placed end to end in the tube of length L . The dimensionless coefficient C(c) is a double integral in which is taken over the unit cube and dV 1 covers that same cube plus a large number of cubes on dV 2 either side of this unit cube. We have evaluated this coefficient numerically which is vastly simpliÐed by the large number of symmetries in this geometry. From the work of Adelberger et al. (1998) we adopt c \ 1.8 and h~1 r 0 \ 5 Mpc. We Ðnd C(c \ 1.8) \ 8.22. In rows 1, 2, 3, and 4 of Table 5 we give the values of N, and com-1/JN, I 2 , p N /N puted from the above expressions for each of our six redshift bins. We use the value of D and L for our adopted cosmology appropriate to the center of each bin. For all bins except the last the term involving the two-point correlation dominates.
A difficulty with the application of equation (6) is that the simple description of galaxy clustering by means of a single luminosity-independent two-point correlation function is surely too simple. We have tried to mitigate this to some extent by using the correlation length derived by Adelberger et al. (1998) for the most luminous of the Ly-break galaxies. However, one can imagine an example in which each bright galaxy carries with it a Ðxed number of fainter galaxies. In this case the relevant value of N in equation (6) is the number of bright galaxies, not the total number in the cell, in which case we will underestimate the fractional variance.
Sampling Errors due to Small Numbers
Even in the absence of any statistical uncertainty in the number of objects in a given bin, there are sampling errors. As a qualitative indication of how important an e †ect this might be we show in Table 2 the percentage contribution to the total star formation rate in each bin from each of the most luminous objects. To obtain a quantitative estimate of the variance in the star formation rate we use the bootstrap resampling technique described in, e.g., Ling, Frenk, & Barrow (1986) and the references therein. The fractional variance from this e †ect is shown in row 5 of Table 5 . We assume that the total uncertainty due to sampling error is obtained by combining rows 4 and 5 in quadrature and the resulting fractional variation due to large-scale structure and sampling error is given in row 6.
Obviously, if the global star formation rate is dominated by very rare and highly luminous objects which are not present in our sample at all we cannot take this into account. We return to this possibility in°11.2.
Several groups have attempted to incorporate star formation into N-body/hydrodynamic simulations. This approach has the virtue that all the sampling issues discussed above can be automatically incorporated. Ideally, these simulations should cover our full redshift range, have solid angles so large that all signiÐcant large-scale structure is averaged out, should have adequate spatial resolution to represent objects of moderate galaxy masses, and of course, should actually model the star formation correctly. Such an ideal simulation would provide useful insights into both the role of large-scale structure and the e †ects of sampling errors on data sets such as ours. Unfortunately, no simulations that we are aware of combine both adequate scale with adequate resolution. However, existing simulations can be used for other comparisons with our analysis, as discussed in°11.2.
Overall Error Estimates
We have previously discussed two other sources of error in addition to the sampling errors just discussed : (i) Errors in the SFR resulting from photometric errors. An inspection of Figure 9 shows the 16% and 84% conÐdence limits determined as described in°6.1 (which we take as indicative of 1 p errors) are in some cases quite asymmetric about the median and unperturbed values. We list these two upper and lower fractional errors in rows 7 and 8 of Table 5. (ii) Errors resulting from the high degree of degeneracy between stellar population type and internal reddening. These are over and above any errors in photometry and would arise from the failure of individual galaxies to be adequately represented by our set of 51 templates. Based upon the discussion of°6.3.1 we estimated the fractional SFR error to be^factor of 2 in the SFR. For completeness we list these values in rows 9 and 10 of Table 5 . We do not include any error estimates for the accuracy of the incompleteness corrections. These corrections, based upon the histograms of Figure 14 are on the order of a factor of 2 at high redshift, as shown by Table 4 . The error in the correction should be signiÐcantly less than the correction which means it will be dominated by the sampling errors.
To get the total upper fractional error in the star formation rate we simply add the upper fractional errors in Table  4 in quadrature. If we also do this for the lower error the procedure leads to a negative star formation rate in some bins which is not physical. To compute the lower bound we simply multiplied the fractional lower errors in Table 4 together. This may be somewhat pessimistic since it assumes that all lower error fractions contribute their full weight to the fractional error. The calculated upper and lower errors are given in the last two rows of Table 4 . These errors, when translated into SFR values, are plotted by the dashed error bars in Figure 16 .
DISCUSSION
In this section we compare our results with other studies and look at a few of the implications of our results. We do note that our measured star formation rate at a redshift of 5 is equal to that at redshift 3 thus satisfying the criterion for reionization by stars stated in Madau (1999) and discussed in the introduction. Of course this would require that a signiÐcant fraction of the Lyman continuum Ñux actually escape from these star forming galaxies, and it is exceedingly difficult to know if this is the case. As noted earlier, in our templates we have assumed that no Lyman continuum photons escape any of the galaxies.
Comparison with Other Optically Derived Results
Except for a large discrepancy near a redshift of 2 our star formation rates in Figure 16 are roughly consistent with the rates found by Madau (1999) . Our redshift 1 results are also consistent with Ha derived rates of Yan et al. (1999) that cover the redshift range between 0.8 and 2.0 but our rate for a redshift of 2 is signiÐcantly higher than this due, as noted previously, to two very luminous reddened galaxies. The rates from a redshift of 3 through 5 are consistent with a constant star formation rate and agree with the values found by Steidel et al. (1999) based on data from a much larger area. All of the rates not based on our data have been adjusted to our cosmology. The solid line error bars on our results come from the techniques discussed in°6. As such they represent the errors associated with the star formation rate in the NICMOS observed region of the northern Hubble Deep Field. The dashed line error bars represent the errors in extrapolating this result to the universe in general taking account of other sources of error, including sampling errors (as discussed in°10) in addition to the photometric error bars plotted in Figure 6. 
Comments on Other Star Formation History W ork
We begin with a brief philosophical comment : As mentioned at the conclusion of°10.1.2, it is certainly conceivable that the average comoving density of star formation in any or all redshift bins is completely dominated by objects totally missing from our sample, either because they are very rare, and thus missing from our small solid angle survey, and/or because they are so heavily obscured that they are too faint to be seen even in our deep F110W and F160W images. Indeed, a current lively debate centers on just this latter possibility, as discussed further in°11.2.2.
While these possibilities and the global comoving star formation rate are obviously important issues, they are hardly the only issues. A complete picture of the history of star formation should, at the very least, encompass delineation of, and explanation for, a much more complex "" star formation distribution function,ÏÏ e.g., /(SFR, giving f IR , z) the number of galaxies at redshift z undergoing star formation at a rate SFR with a fraction fIR of the luminosity being converted to the far-infrared. Thus, despite our limited solid angle and the fact that the objects in our survey are near-IRÈselected we believe such surveys as this are of interest because they probe to low values of the SFR for objects which are not heavily obscured. We believe the deep NICMOS survey to be 50% complete at of m AB F160W 28.5 through an aperture. At a redshift of 3 a template Ðt 0A .6 of 5.5 and E(B[V ) of 0.06, typical for our sample, the inferred star formation rate is 0.4 yr~1. M _ 11.2.1. T he T heoretical Model of W einberg et al. Weinberg et al. (1999) present SPH numerical simulations to which they adjoin a recipe for star formation and energy deposition by supernovae.2 By combining models with di †erent parameters they extend the resolution down to baryon masses of order 108 (see their Table 1 ) and to star formation rates as low as 0.1 solar masses per year (see their Fig. 1) , though, as the authors point out, the Ñattening of the distribution at these low values may indicate they are resolution-limited at somewhat higher values.
We attempt a comparison between these models and our results as follows : (1) We restrict analysis to the objects for which we assigned redshifts in the range 2.5È4.5. In this range we are generally directly observing sufficiently far into the rest UV that we are less at the mercy of the template Ðtting than at lower redshifts, while at higher redshifts our sample is too small. (2) We omit objects for which the template Ðt is less than 4.0. In these cases we are looking at older populations where the bulk of the star formation has already taken place and where the SPH models may not apply. (3) The SFR is at least 0.5 at which point we may consider our sample to be fairly complete as suggested by the example above. We Ðnd 57 objects in Table 1 satisfying these criteria. We normalize the cumulative distribution of the number of objects as a function of their star formation rate for both our sample and the Weinberg et al. (1999) models. As noted above, for typical template and extinction values of the objects in this redshift range, we should be about 50% complete at a star formation rate of 0.4 M _ yr~1. Thus, we normalize cumulative distributions deÐning them to be zero at the slightly higher value of 0.5 yr~1 M _ and 1.0 at a star formation rate of O.
We may then compare the shapes of these distributions by examining the ratio of the star formation rates at the 25th percentile and 50th percentiles, and similarly at the 25th and 75th percentiles. We may also compare the absolute value of the star formation rate at the 25th percentile. Table 6 presents the result of these comparisons. Given the small number statistics of our sample and the errors discussed earlier this is rather remarkable agreement.
A di †erence does arise when we compare our actual observed surface density from this sample with the simulations. In our survey we Ðnd a surface density of 60 objects per square arcminute over this range. Adding together the number of objects in the redshift bins of 3 and 4 down to a SFR \ 0.5 from Weinberg et al. (1999) their simulations predict a surface density of 400 objects per square arcminute, about 7 times higher than we observe. Since their distribution is Ñattening at this point due to possible resolution e †ects, the discrepancy might be higher still.
It is not clear that this is a signiÐcant discrepancy. Our incompleteness corrections described in°8 correct for missed star formation not for the number of objects contributing to that rate. A small increase of 0.1 over our typical value of E(B[V ) of 0.06 will result in more than a half magnitude of dimming at the rest wavelength of the F160W band in the redshift range from 3 to 4. Inspection of Figure  4 shows that this would remove a large number of faint sources from our view. Since the highest number of sources reside near the boundary of our detection limit it is difficult for the observations to accurately determine the absolute number.
Since the actual star formation rate is dominated by the brightest sources and the number statistics by the faintest sources, it is appropriate to compare our observations with the calculated star formation rates given in Figure 2 of Weinberg et al. (1999) . The log of the star formation rate at redshifts of 3 to 4 in that Ðgure is [0.5, while our value is a [1.1. Our "" 1 p ÏÏ error bar extends to [0.7, and of course the log of our star formation rate at a z of 2 is 0.0. There is a general trend of the numerical simulations to have somewhat higher star formation rates than we have observed, but within the probable errors of both the simulations and the observation the gap is not wide. 11.2.2. SCUBA Sources : L y Break Galaxies or an Optically Hidden Population
As indicated above, a lively debate is occurring between those who advocate that the bulk of the star formation at high redshift is occurring in luminous heavily obscured objects which can only be detected at submillimeter wavelengths and those who argue that optically selected galaxies, even though subject to signiÐcant extinction, can account for both the bulk of the global star formation and indeed the bulk of the submillimeter Ñux as well. Our analysis in°9 favors the latter point of view. After that analysis had been completed we became aware of the work of Adelberger & Steidel (2000) , who strongly favor this latter point of view, using a completely di †erent sample and line of argument. Adelberger & Steidel (2000) assemble data on narrowband Ñuxes and indices over a wide range of the electromagnetic spectrum from local sources to reconstruct typical SEDs of star forming galaxies and infer the shape of the dust emission and total star formation rate. They examine the correlations between these various pieces of data and examine the much more limited evidence at higher redshifts to see if these correlations hold. While the evidence is not overwhelming, a plausible case is made that they do, and in particular that the slope of the UV spectral index, b, is a good indicator of the submillimeter Ñux and along with the UV Ñux, can be used estimate the star formation rate.
As we have noted in°6, several combinations of extinctions and templates (and thus the total star formation rate and the fraction of energy converted to the far-IR) produce very similar optical spectral energy distributions. Thus, as these authors themselves state, it is not clear why such a correlation should hold involving such complex situations as variable star formation histories, amount and geometry of dust obscuration etc. It is possible that the degeneracy which we explored in°6 could be broken as and when sufficiently large light gathering power is available to examine spectral features in the rest UV. Nevertheless, our estimates of the star formation rates in these high redshift bins agree well with those of Steidel et al. (1999) , and the two independent conclusions on this issue seem to us to favor the point of view that observations in the optical and near-infrared can determine the star formation rates accurately. With NICMOS we also easily observe sources which have more than 95% of their luminosity being reemitted in the far-infrared and whose 850 km Ñux levels are below the SCUBA detection limit. Whether the rare, strong SCUBA sources are produced by objects which we could not detect in our F160W and F110W images will depend simply on whether the extinction to these sources is signiÐcantly greater than the amount needed to make most of their luminosity appear at far-infrared wavelengths.
12. CONCLUSIONS An important conclusion from our work is the relatively Ñat star formation rate between a redshift of 3 and 5 when corrections for both extinction and missed Ñux are taken into account. This implies that star formation occurs at a reasonably steady rate in the early universe. However, it is still true that the vast majority of stars formed at redshifts less than 2 due to the much greater amount of time available at low redshift values. Explaining this behavior can provide a constraint to models of star and galaxy formation.
The ability of our observed sources to reasonably reproduce the observations of the net background at 850 km indicates that the type of sources found in our study contribute signiÐcantly to the global star formation rate. Increases in the star formation rates by a factor of 10 due to extremely luminous objects represented by the SCUBA detections appears unlikely.
Our high star formation rate at z \ 2 is due to the presence of two possible ULIRGs in our Ðeld which contribute 80% of the measured star formation rate. The presence of two ULIRGs in our small Ðeld is highly unlikely at the local density of ULIRGs and it may imply a greatly increased number of merger events leading to high luminosity at a redshift of 2.
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