Let X be a symmetric quasi-Banach function space with Fatou property and let E be an arbitrary symmetric quasi-Banach sequence space. Suppose that (f k ) k≥0 ⊂ X is a sequence of independent random variables. We present a necessary and sufficient condition on X such that the quantity n k=0 f k e k E X
Introduction
Let E be a symmetric quasi-Banach sequence space, let (e k ) ∞ k=0 ⊂ E be the standard basic sequence in E, that is e k := (0, 0, . . . , 0 k−1 , 1, 0, 0, . . . ) and let X be a quasi-Banach symmetric function space or a symmetric ∆-normed function space on [0, 1] (for all unexplained terms here see Section 2 below). For an arbitrary sequence of independent functions {f k } n k=0 ⊂ X, n ≥ 0, we consider the quantity
The main objective of this paper is to find an equivalent deterministic estimate for this quantity in terms of disjoint copies of functions from the given sequence. We now briefly outline key results concerning the study of (1.1) for special cases of E and X in the existing literature.
The origin of intensive studies concerning quantity (1.1) may be found in a famous paper of Rosenthal [21] (see also its detailed account in [8, Theorem 6] ), which treated the case E = ℓ 1 and X = L p , 2 < p < ∞. Next, in the special case when E is a symmetric (Banach) Orlicz sequence space ℓ N , X = L 1 (0, 1) and when the sequence (f k ) n k=0 is a sequence of identically distributed random variables the study of (1.1) was initiated by Gordon, Litvak, Schütt and Werner [12] who proved that
where Φ is an Orlicz function depending on N and the distribution function of f 1 (here A ≈ N B means that the ratio A/B is bounded below and above by constants which depend only on N ). Moreover, the generalizations of (1.2) to Musielak-Orlicz norms and tensor products of random variables were studied in [1] and [2] , respectively. Further, answering Yehoram Gordon's question whether a formula similar to (1.2) exists for arbitrary sequences of independent random variables and not just for scalar multiples of independent identically distributed random variables, Montgomery-Smith [19] produced a positive answer in the more general setting of symmetric Banach function and Orlicz sequence spaces. Let X be a symmetric Banach function space on [0, 1], let E = ℓ N be an
Orlicz sequence space and let (f k ) n k=0 ⊂ X, n ≥ 1 be a sequence of independent random variables. The notation f =: ∞ k=0 f k stands for a disjoint sum of random variables (f k ) considered as a measurable function on (0, ∞). [19, Theorem 1] asserts that if L q ⊂ X for some 1 ≤ q < ∞, then
Here, µ(f ) denotes the decreasing rearrangement function of f. The proof given in [19] has been based on a deep and detailed development of Rosenthal's inequality due to Carothers and Dilworth [11] who treated the setting when X is a Lorentz space L p,q , 1 ≤ p < ∞, 1 ≤ q ≤ ∞, and especially to Johnson and Schechtman [16] who managed to thoroughly investigate the case when X is an arbitrary quasi-Banach symmetric function space such that L q ⊂ X ⊂ L p for some 0 < q < p < ∞ and E = ℓ 1 . In all these works, a crucial component of the proof is an application of a well-known inequality by Hoffman-Jørgensen [13] or its versions. The fact that the Johnson and Schechtman's result [16] initially proved for E = ℓ 1 can be easily extended to the setting when E = ℓ p , 1 ≤ p < ∞, was noted in [19] , see also a detailed proof in [4, Theorem 6.7 ]. that e k E = 1, k ≥ 0. For every k ∈ N, define a dilation operator σ k : l ∞ → l ∞ as follows: if (a j ) j≥0 is a bounded sequence, then σ k ((a j ) j≥0 ) := (a 0 , · · · , a 0 k times , a 1 , · · · , a 1 k times , · · · , a j , · · · , a j k times , · · · ).
The assumptions on E made in [5] are as follows:
Observe that in the case when E is a Banach symmetric sequence space the latter assumptions are satisfied automatically. However, in the important case E = ℓ q , 0 < q < 1 both conditions above fail and the question whether equivalence (1.3) holds even for the case X = L p , 0 < p < ∞ remains unanswered.
One of the main objectives of this paper is to provide a complete answer to this question. In fact, we shall present necessary and sufficient conditions on a quasi-Banach symmetric function space X such that the deterministic equivalence (1.3) holds for every quasi-Banach symmetric sequence space E. This result strengthens and complements all above mentioned papers [21, 12, 11, 16, 19, 17, 4, 5, 1, 7, 2] . We also mention that
Astashkin and Tikhomirov [9, Corollary 2] established that the inequality
holds for all symmetric quasi-Banach spaces X and E. The converse inequality was not studied in [9] and it follows from the results of this paper, that there are examples of separable symmetric spaces X where the converse inequality fails.
We refer the reader for a more detailed account of all these developments to [8] and just recapitulate our main point: the results of Johnson and Schechtman [16] , Astashkin and Sukochev [5, 8] and Astashkin and Tikhomirov [9] necessitated that the next chapter of the studies of the quantity (1.1) should be done for the case when X and E are not necessarily Banach but quasi-Banach or even ∆-normed spaces. The study of the case when X is a ∆-normed space, has been recently initiated in [14] , where the authors considered the problem of computing the ∆-norm given by
is an Orlicz function. In particular, [14, Theorem 1.3] asserts that
for an Orlicz function Φ satisfying the ∆ 2 -condition and for an arbitrary sequence (f k ) n k=0 ⊂ L Φ [0, 1] (n ∈ N) of non-negative independent random variables.
We are now ready to state our main results. See section 2 for the definition of Kruglov operator K and any other unexplained notations.
Theorem 1.1. Let X be a quasi-Banach symmetric function space with Fatou property.
The following conditions are equivalent (i) for every symmetric quasi-Banach sequence space E and for an arbitrary sequence of independent random variables (f k ) k≥0 ⊂ X, we have
The condition (ii) above is in sharp contrast with the results of [5] , where only condition K : X → X is used.
Note that the Fatou property of the space X is only used when we derive (ii) from (i). In this direction, the argument is relatively short (see the very end of the proof of Theorem 1.1). The proof of the reverse implication (which occupies the bulk of the proof) perfectly works for every quasi-Banach space X without additional assumptions (e.g. without Fatou property).
We immediately deduce the following ultimate form of Rosenthal's inequality and nicely finalize the story started in [21] .
be an arbitrary sequence of independent random variables.
(2) For all 0 < q ≤ p < ∞, we have
We have the following ∆-normed estimates extending (1.4) to an arbitrary symmetric quasi-Banach sequence space. Theorem 1.3. Let Φ ∈ ∆ 2 be an Orlicz function. Let E be a quasi-Banach symmetric sequence space. For every n ∈ N and for every sequence (f k ) n−1 k=0 ⊂ L Φ (0, 1) of independent random variables and f = n−1 k=0 f k , we have Werner [12] .
Our proof of Theorem 1.3 borrows some ideas from [17] and [15] . It should also be pointed out that we do not assume conditions (i) and (ii) as in [5, 8] (see above), which shows substantial difference between our current approach and the one in [4, 5, 8] .
The rest of the paper is organized as follows. In Section 2, we recall some notions and notation on symmetric quasi-Banach function/sequence spaces, Orlicz functions and Kruglov operators. Then we present some known results that will be used to prove Theorem 1.1. In Section 3, we present the proofs of Theorem 1.1 and Corollary 1.2.
Finally, in the last section, we prove Theorem 1.3.
Preliminaries
In this section, we provide some preliminaries which are necessary for the whole paper. Let S(0, 1) denote the space of all Lebesgue measurable functions on (0, 1). Respectively,
For every f ∈ S(0, 1) (or f ∈ S(0, ∞)), its decreasing rearrangement µ(f ) (strictly speaking, this is the decreasing rearrangement of |f |) is defined by the formula
(2) for every x ∈ E and for every α ∈ C we have
Convergent sequences and Cauchy sequences are defined exactly as in the normed case.
A quasi-normed space is called quasi-Banach if every Cauchy sequence converges. The constant C E is called the concavity modulus of the space E.
Let (E, · E ) be a quasi-Banach space. E is said to be a quasi-Banach function
g ∈ S(0, 1) and |g| ≤ |f |, it follows that g ∈ E and g E ≤ f E . A quasi-Banach lattice E is said to be symmetric quasi-Banach function space if, for every f ∈ E and for every measurable function g, the assumption µ(g) = µ(f ) implies that g ∈ E and g E = f E . The latter notion admits a natural extension to symmetric ∆-normed function spaces whose definition we now recall. Let Ω be a linear space over the field C.
A function · from Ω to R is a ∆-norm, if for all x, y ∈ Ω the following properties hold:
(1) x 0; x = 0 ⇔ x = 0;
(2) αx x for all |α| ≤ 1;
(3) lim α→0 αx = 0;
(4) there exists a constant C Ω ≥ 1 such that
The couple (Ω, · ) is called a ∆-normed space. We note that the definition of a ∆-norm given above is the same as the one given in [18] . It is well-known that every ∆-normed space (Ω, · ) is metrizable and conversely every (translation invariant) metrizable space can be equipped with a ∆-norm (see e.g. [18] ). Note that properties (2) and (4) of a ∆-norm imply that for any α ∈ C, there exists a positive constant M such
⊂ Ω, then αx n → 0. If (Ω, · ) a ∆-normed space of functions (say on (0, 1)) such that f ∈ Ω and g ∈ S(0, 1)
with µ(f ) ≥ µ(g) imply g ∈ Ω and f ≥ g , then we call (Ω, · ) a symmetric ∆-normed space.
We say that a symmetric quasi-Banach function space E satisfies the Fatou property if, for every bounded sequence (x n ) n≥0 ⊂ E, the convergence x n → x almost everywhere implies that x ∈ E and
Given 0 < p < ∞, the p-th power of the quasi-Banach symmetric space X is defined by setting
Using that µ(|f | p ) = µ(f ) p for any f ∈ S(0, 1), one can see that X p is symmetric if X is symmetric. It is also a simple fact that if X satisfies the Fatou property (in the sense of [7, page 260]), then X p also satisfies the Fatou property for every 0 < p < ∞. We refer to [20, Chapter 2] and references therein for more details on p-th power of a quasi-Banach function space.
n=0 is a bounded sequence of real numbers, then its distribution function d ξ is defined by setting, for any t ∈ R,
where for every A ⊂ Z + , Card(A) is the cardinality of A. Then for any n ≥ 0,
Then for two sequences of nonnegative numbers a := (a n ) ∞ n=0 and b :
A quasi-Banach sequence space E is said to be symmetric if from the assumptions
Without loss of generality we will assume throughout that e k E = 1 (k = 0, 1, 2, . . .), where the vectors e k are the vectors of the standard basis in sequence spaces.
Let f k , k ≥ 0, be elements from S(0, 1) and let g k ∈ S(0, ∞), k ≥ 0, be their disjoint copies; that is, f k and g k are identically distributed random variables for all k ≥ 0, and
For the function k≥0 g k , which is frequently called the disjoint sum of f k , k ≥ 0, we shall use the suggestive notation k≥0 f k . It is important to observe that the distribution function of a disjoint sum k≥0 f k does not depend on the particular choice of elements g k , k ≥ 0. Note the obvious equality
In the special case when n k=0 P(supp(f k )) ≤ 1, it is convenient to view the sum n k=0 f k as a measurable function on (0, 1).
We recall that the dilation operator σ s : S(0, 1) → S(0, 1), s ∈ (0, 1) is given by positive constant C such that Φ(2t) ≤ CΦ(t) for all t > 0. In this case, we write Φ ∈ ∆ 2 .
An Orlicz function Φ ∈ ∆ 2 if and only if it is equivalent to a q-concave Orlicz function for some q < ∞, (see, for instance, [6, Lemma 5]).
By L Φ (the Orlicz function space associated with Φ) we denote the class of all measurable functions f on (0, 1) (or on (0, ∞)) such that the norm [18, pp.28-29] ).
Before introducing the definition of the Kruglov operator originated in [4] (see also [7] ), we consider the probability product space
(P k is the Lebesgue measure on (0, 1), k ≥ 0). Observe that in an arbitrary symmetric space, the norms of any two elements with identical distribution coincide. Hence, using a bijective measure-preserving transformation between measure space (Ω, P) and ((0, 1), P), we identify an arbitrary measurable function f (ω) = f (ω 0 , ω 1 , · · · , ω n · · · ) on (Ω, P) with the corresponding element from S(0, 1). A particular form of the measure-preserving transformation used in such identification does not play any role and we completely suppress it from the notations. Thus, we view the set Ω as (0, 1) and any measurable function on (Ω, P) as a function from S(0, 1). Now, we are ready to introduce the notation of the Kruglov operator. Let (A n ) ∞ n=0 be a fixed sequence of mutually disjoint measurable subsets of (0, 1) such that P(A n ) = 1 e·n! . Define the operator K : S(0, 1) → S(0, 1) by setting
We end this section by introducing two useful lemmas which will be needed for the proof of Theorem 1. 
Then the operator K maps X into Y and K X→Y ≤ C.
The assertion remains valid under the assumption that the above inequality holds for X = Y , where X is a separable quasi-Banach symmetric space. 
The order of growth is optimal.
3. Proofs of Theorem 1.1 and Corollary 1.2
In this section we establish Theorem 1.1 and Corollary 1.2. The proof of the implication of (ii)=⇒(i) of Theorem 1.1 is divided into two parts: the upper estimate and the lower estimate. Lemmas 3.1-3.7 are needed in the proof of the upper estimate in (1.5).
One of the key tools used in this part is the combinatorial estimate obtained in [17] (see Lemma 2.2). Lemma 3.8 is needed in the proof of the lower estimate in (1.5). By using [7, Theorem 7] , we prove the implication of (i)=⇒(ii). We then present the proof of Corollary 1.2.
Lemma 3.1. Let E be a quasi-Banach symmetric sequence space and let a ∈ E. We have
Proof. By induction, we have
For m ∈ N, there exists a integer n ≥ 0 such that m ∈ [2 n , 2 n+1 ); then, setting x m+1 = · · · = x 2 n+1 = 0, we obtain m k=1
x Hence,
Note that Lemma 2.2 plays an important role in the following lemma whose proof should be compared with the proofs of [8, Theorem 30] and [5, Theorem 1].
Lemma 3.2. Let E be a quasi-Banach symmetric sequence space and let (f k ) n−1 k=0 ⊂ L p (0, 1) be a sequence of independent random variables. For every p ≥ 1, we have
Proof. Since E is symmetric, we may assume that f 0 , f 1 , . . . , f n−1 are nonnegative. Denote, for brevity, a k = µ(k, f ), 0 ≤ k < n. Without loss of generality, µ(f ) does not have intervals of constancy on the interval (0, n).
Step 1: For 0 ≤ k, l ≤ n − 1, we set p k,l = m({t ∈ (0, 1) : µ(l + 1, f ) < f k (t) ≤ µ(l, f )}). Thus, the matrix (p k,l ) n−1 k,l=0 is doubly stochastic.
We have
Step 2: We claim that Here, ∆ n is the collection of all maps from {0, · · · , n − 1} to itself and the map
is identified with the sequence l = (l 0 , · · · , l n−1 ).
Indeed, for l ∈ ∆ n , consider the set
Since the functions (f k ) n−1 k=0 are independent, it follows that
Therefore, we have This proves the claim of Step 2.
Step 3: For every l ∈ ∆ n , we claim
It is sufficient to show the corresponding inequality for distribution functions:
Indeed, if t ∈ (a r+1 , a r ) for some 0 ≤ r < n, then By definition of C(l), we have
This proves the claim of Step 3.
Step 4: Combining Step 2 and Step 3, we obtain 
Since C(l) ≥ 1 and since ⌈c⌉ ≤ c + 1 ≤ 2c for all constants c ≥ 1, it follows that
Setting q = p(1 + log 2 (C E )) and using Lemma 2.2, we obtain l∈∆n n−1 k=0 p k,l k sup
Taking p-th root, we complete the proof. The Marcinkiewicz space M ψ is defined to be the space of all measurable functions f on (0, 1) such that
Lemma 3.3. Let ψ be as in (3.1). We have
Proof. By definition of a Marcinkiewicz space, we have g ≺≺ g M ψ Kχ (0,1) . Therefore,
Since Kχ (0,1) is a Poisson random variable with parameter 1, it follows that
Taking the supremum over p ≥ 1, we infer that RHS ≤ LHS.
Conversely, let g M ψ = 1. Choose t ∈ (0, 1 e ) such that t 0 µ(s, g)ds ≥ 1 10 ψ(t).
Using the notion of Hardy-Littlewood submajorization (denoted by ≺≺), we write
Choose p = log( 1 t ) (since t ∈ (0, 1 e ), it follows that p > 1). We have
By Lemma 4.3 in [4] , we have that
, t ∈ (0, 1 e
).
Hence, for chosen p, log(ep) p g p 1.
In particular, sup p≥1 log(ep) p g p 1.
This proves LHS ≤ RHS.
Lemma 3.4. Let X be a quasi-Banach symmetric function space and let r > 0 be such that the Kruglov operator K : X r → X r . We have
Proof. Let ψ be as in (3.1). We have K : X r → X r . In particular, K : L ∞ → X r and, therefore, Kχ (0,1) ∈ X r . Hence, M ψ ⊂ X r and, therefore,
Hence,
By Lemma 3.3, we have
Hence, f X X,r sup Renaming pr into p, we complete the proof.
The following lemma provides an inverse estimate to [9, Corollary 2].
Lemma 3.5. Let X be a quasi-Banach symmetric function space such that K : X r → X r for all 0 < r ≤ 1. Let E be a symmetric quasi-Banach sequence space. Let (f k ) n−1 k=0 ⊂ X be a sequence of independent random variables. We have
Proof. Let r ∈ (0, 1) be such that 1 r = 1 + log 2 (C E ). By Lemma 3.4, we have
Thus,
By Lemma 3.2, we have
Combining these inequalities, we complete the proof.
In order to show the following embedding lemma, we first introduce the notion of the p-norm. Recall that a quasi-norm · is called a p-norm (p ∈ (0, 1) 
Lemma 3.6. Let E be a quasi-Banach symmetric sequence space. Then there exists
Proof. By Aoki-Rolewicz theorem (see [3] ), · E is equivalent to a p 0 -norm. Let p < p 0 .
We claim that x p = ((k + 1) − 1 p ) k≥0 ∈ E. Indeed,
Thus, recalling that e k E = 1 for all k ≥ 0, we arrive at
This proves the claim. Now, for every x ∈ ℓ p , we have µ(x) ≤ x p · x p . Thus,
In other words, ℓ p ⊂ E. Lemma 3.7. Let X be a quasi-Banach symmetric function space such that K : X r → X r for all 0 < r ≤ 1. Let E be a symmetric quasi-Banach sequence space. Let (f k ) n−1 k=0 ⊂ X be a sequence of independent random variables. If
Proof. Choose r so small that ℓ r ⊂ E. We have
Since K : X r → X r , it follows that the Johnson-Schechtman inequality is true in X r (see [7] A combination of these inequalities yields the assertion.
Lemma 3.8. Let X be a quasi-Banach symmetric function space. Let E be a symmetric quasi-Banach sequence space. Let (f k ) n−1 k=0 ⊂ X be a sequence of independent random variables. We have
In what follows, we assume without loss of generality
Without loss of generality, µ(f ) does not have intervals of constancy. Let
By Lemma 3 in [16] , we have
We are now ready to prove the main result in this section.
Proof of Theorem 1.1. Let us firstly prove the implication (ii)⇒(i). Without loss of generality, µ(f ) does not have intervals of constancy. For 0 ≤ k < n let
Denote for brevity
Note that
By the triangle inequality we have
By Lemma 3.7, we have (g k ) k≥0 E X X,E g X = µ(f )χ (0,1) X .
By Lemma 3.5, we have
Combining these three inequalities, we obtain
This proves the upper estimate.
The lower estimate
. This completes the proof of the implication (ii)⇒(i).
Let us now prove the implication (i)⇒(ii). For every 0 < p < 1 and for every sequence By the assumption, X has the Fatou property, and, hence, so does X p . Therefore, X p satisfies the conditions of Lemma 2.1. Thus, K is bounded on X p .
Proof of Corollary 1.2. It follows from [16] and [4] that K acts boundedly in every L p , 0 < p < ∞ and this fact now guarantees that (1.3) holds for X = L p , 0 < p < ∞
However,
Proofs of Theorem 1.3
In this section, we provide the proof of Theorem 1.3. We first prove the upper estimate of (1.6). Observe that we do not impose on E any additional restrictive assumptions as in [12] .
Applying Lemma 3.2 and the idea from [15] , we prove the following key lemma.
Lemma 4.1. Let Φ ∈ ∆ 2 be an Orlicz function. Let E be a quasi-Banach symmetric sequence space. For every n ∈ N and for every sequence (f k ) n−1 k=0 ⊂ L ∞ (0, 1) of independent random variables, the following inequality holds:
Proof. Since Φ ∈ ∆ 2 , Φ is (equivalent to) a 1-convex and q-concave Orlicz function for some 1 ≤ q < ∞. Since Φ is 1-convex and q-concave, it follows that the mappings
are increasing (see, for instance, [6, Lemma 6] ). Define the function φ : (0, ∞) → (0, ∞) by setting Φ(t) = tφ(t q−1 ), t > 0. Obviously, the mappings
are increasing. In other words, φ is quasi-concave. Using [10, Lemma 5.4.3] , we have
where α ≥ 0, β ≥ 0, and m 0 is an increasing function bounded from above and with lim t→0 tm 0 (t) = 0. Hence, Integrating over s with respect to the measure ν, we obtain (4. 
where c Ψ is a positive constant depending only on Ψ. Let K be the Kruglov operator. For every positive f ∈ L Ψ (0, 1), we have
Proof. By (2.1), we have
Since Ψ ∈ ∆ 2 is increasing and u 1 + u 2 ≤ max{2u 1 , 2u 2 }, we have
Denote c ψ = 2 log(C ψ ). By induction, we have
For m ≥ 2, choose n such that m ∈ [2 n , 2 n+1 ). We have
The observation below is trivial but quite useful.
Proof. By assumption, the function It is immediate that
This completes the proof.
The following lemma improves [7, Lemma 8] . m(supp(f k )) ≤ 1, the following inequality holds:
Proof. Since the sequence (f k ) n−1 k=0 consists of independent random variables, it follows that
Consider the functions F m , m = 0, 1, 2 defined by the formula
Clearly, these functions are equimeasurable and F is equimeasurable with
Therefore,
Let (h k ) n−1 k=0 ⊂ L 1 (0, 1) be a sequence of independent copies of (Kf k ) n−1 k=0 ⊂ L 1 (0, 1). Since m(supp(f k )) ≤ 1, the following inequality holds:
Proof. Without loss of generality, f k ≥ 0. Set g k = f p k , 0 ≤ k < n, and
Observe that g is supported on [0, 1]. Also, set Ψ(t) = Φ(t 1 p ), t > 0, then Ψ ∈ ∆ 2 . Indeed, choose n ≥ 0 such that 1 p ≤ n, the
That is,
Clearly,
By Lemma 4.4, we have
Thus, 
The random variables g k , 0 ≤ k < n, are positive and independent and so are the random variables h k , 0 ≤ k < n. Denote for brevity
We have
Using Lemma 3.6, choose p so small that ℓ p ⊂ E. It follows that
Using Lemma 4.5, we infer that
On the other hand, it follows from Lemma 4.1 that
Since Φ is increasing, it follows that
Combining the estimates above, we conclude the proof.
We now prepare some background for the proof of the lower estimate in Theorem 1.3.
We begin with Lemma 4.6, which improves on [9, Theorem 1]. Our proof is significantly simpler than that of [9, Theorem 1], even though it also uses [9, Proposition 1] in a crucial way.
To state Lemma 4.6, let x 1 ≥ x 2 ≥ · · · ≥ x n ≥ 0. Let ξ k : (0, 1) → {x 1 , · · · , x n }, 1 ≤ k ≤ n, be independent random variables such that n k=1 m({t ∈ (0, 1) : ξ k (t) = x j }) = 1 (j = 1, . . . , n).
Define functions η k , 1 ≤ k ≤ n, as follows: for a fixed t ∈ (0, 1), we set (η k (t)) n k=1 = µ((ξ k (t)) n k=1 ). Setting m = n − l and j = k − 1, we rewrite the sum for P as follows:
We claim that
where r = 4j + 1 2n − (4j + 1) ∈ (0, 1].
Indeed,
where p = n − 4j − 1 n , q = 4j + 1 2n .
It follows from the binomial formula that
Set y = 4j+1 2n ∈ [0, 1]. We have 1 − y ≤ e −y and, therefore, Our next lemma estimates the tail part of the right hand side in (1.6) from the above.
Its proof borrows some ideas from the proof of [9, Corollary 2].
Lemma 4.7. Let Φ ∈ ∆ 2 be an Orlicz function. Let E be a symmetric quasi-Banach sequence space. For every n ∈ N and for every sequence (f k ) n−1 k=0 ⊂ L Φ (0, 1) of independent random variables, the following inequality holds:
Proof. Denote, for brevity, x l = µ(l, f ), 0 ≤ l ≤ n. Without loss of generality, we may assume that the function µ(f ) does not have any intervals at which its value is constant.
Set ξ k = n l=1
x l χ (x l ,x l−1 ) (f k ), 1 ≤ k ≤ n.
Since µ(f ) has no intervals of constancy, it follows from the definition of ξ k that the inequality f k ≥ ξ k holds almost everywhere.
Let
