In this article, we introduce a general concept of fuzzy operators. These operators are then used to generalize the possibilistic conditioning formulation proposed by Nguyen [1] . This generalization depends on the relation which exists between this conditioning and the probabilistic t-norm. By using other t-norms, other conditionings are obtained, and their properties are studied. One application of normalized possibilistic conditioning is the measure of the dependency between two fuzzy statistical variables. The measure constructed can be considered as the possibilistic counterpart of mutual information commonly used in statistics.
Introduction.
In possibility theory, the min operator replaces the product operator of probability theory. Similarly, the max operator replaces the addition operator. These replacements have permitted many comparisons between the results of the two theories. Furthermore, other operators such as division or subtraction are considered in order to carry out actual algebraic operations over [0, 1] . This enables the establishment of some algebraic properties of fuzzy sets. These properties are then used in the definition of a normalized possibilistic conditioning.
In her article, Hisdal [2] defined a conditional possibility distribution which is directly inspired by the Bayes rule, where the product is replaced by the min. This formulation has been used and generalized by several authors, Dubois and Prade [3] in particular, by using t-norms other than the min.
In [1] , Nguyen had proposed a conditional possibility distribution by introducing a normalization factor such that the notions of dependency and interaction are equivalent, similarly to what is found in probability theory. This multiplicative factor introduced by Nguyen leads one to think that his approach is more probabilistic than possibilistic. It will be demonstrated that, this is not the case. It all depends on the choice of operators. Hisdal's definition is based on the min operator, while that of Nguyen is based on the product operator. A generalization of Nguyen's approach is proposed here, using other operators in order to restore the dependency-interaction equivalence, which is useful in many domains.
The importance of a normalized possibility distribution appears in statistics when the use of a dependency measure between two variables or sets is required. The dependency between two variables A and B describing a given population Ω can be measured by either of two functions Link 1 (A,B) and Link 2 (A,B), both positive and are only equal to zero if A and B are independent [4] , that is to say π(a,b)=π(a)∧π(b) in the possibilistic case, to be the translation of a dependency relation between a and b; thus the necessity of a normalized possibilistic conditioning. A measure of dependency is proposed, derived from Link 1 , but not based on the Shannon information, but on a possibilistic information which will be constructed from the Kampé De Fériet's generalized information theory [5] .
Fuzzy Sets and Possibility Measures.
Let Ω be a finite set. A fuzzy set E of Ω is defined by a membership µ E which associates to each element ω of Ω, a real µ E (ω) between 0 and 1 and which represents the degree to which ω belongs to E. Furthermore, µ E or E will be written interchangeably to denote the fuzzy set E.
The notation E={(ω,µ E (ω))/ω∈Ω} is often used to denote the fuzzy set E. This notation indicates for all elements ω of Ω, its degree of belonging to E. When µ E has values in the set {0,1}, E is said to be a crisp subset of Ω. In this case, its membership function is nothing than the characteristic function 1 E . Fuzzy sets defined as such are an extension of ordinary subsets.
The set [0,1] Ω of fuzzy elements of Ω is a vectorial lattice which is distributive but not complemented for the operators ∩ and ∪ defined below:
µ E∩F (ω) = µ E (ω)∧µ F (ω) ∀ ω∈Ω where ∧ is the min .
(1) µ E∪F (ω) = µ E (ω)∨µ F (ω) ∀ ω∈Ω where ∨ is the max .
Similarly, inclusion and pseudo-complementation are defined by:
The « height » of a fuzzy set E is denoted by h(E), and it is the highest degree of belonging of an element of Ω to E, i.e.
A fuzzy set is said be to normalized if its height is equal to 1.
A fuzzy measure over [0,1] Ω is a map m:
An immediate consequence of ' (7)' is that
A measure of possibility is a fuzzy measure Π such that
A possibility distribution over Ω is an application π:
The counterpart of this normalization condition in probabilistic theory is the formula ∑p(ω)=1, where (p(ω)) ω∈Ω is a probability distribution.
Using a possibility distribution π over Ω, it is possible to construct a possibility measure Π over [0,1] Ω by the formula
In probability theory, the formula analogous to "(11)" is P(E) = ∑p(ω)⋅1 E (ω). When all the « basic events » ω are equiprobable, i.e. p(ω) = 1/|Ω|, the uniform probability is obtained and defined as P(E) = 1/|Ω|⋅∑1 E (ω) = |E|/|Ω|. In the possibility, to say that all basic events ω have the same degree of possibility of occurring is equivalent to saying that π(ω)=1 ∀ω∈Ω. On applying this result in "(11)", a possibility measure can be derived, which can be qualified as uniform and defined as
This uniform measure of possibility should be used with great care, because it corresponds to total ignorance if all the events are of the normal type, i.e. ∀ E⊂Ω, h(E)=1. Nevertheless, as in probability theory, this uniform possibility permits us to provide a measure of possibility over [0,1] Ω , in the absence of prior information over Ω. In fact, prior information over Ω will permit us to provide for each basic event ω, a degree of possibility of occurring π(ω), and by the aid of "(11)", a measure of possibility Π over [0,1] Ω . All the difficulties of probabilistic weighting are found here.
Connectives in Fuzzy Logic
Let ω be an element of Ω. Let A, B, ... be fuzzy sets of Ω. We put a = µ A (ω) , b = µ B (ω) , ... ; a, b, ... ∈ [0,1].
Pseudo-division and pseudo-subtraction operator.
A pseudo-division operator associated to a t-norm * is an internal composition law | defined over [0, 1] If * and ⊕ are mutually dual, then the pseudo-division associated to * is the dual of the pseudo-subtraction associated to ⊕ and reciprocally. This result explains why the pseudo-subtraction is called dual implication [6] . Example 1. In the case where * is the min t-norm, a|b is denoted by aαb. That gives:
This operator has been suggested by Sanchez.
The dual pseudo-subtraction operator of α is given by
Example 2. In the case where * is the probabilistic t-norm, a|b is denoted by aβb. That gives:
This operator has been suggested by Goguen.
Accepting the convention 0 0 = 1, equation "(17)" can be condensed to the form:
This convention will be retained for the remainder of this paper.
The dual pseudo-subtraction operator of β is given by
Example 3. In the case where * is the Lukasiewicz's t-norm, a|b is denoted by aγb. That gives: a γb = 1∧(1-a+b) .
The dual pseudo-subtraction operator of γ is given by
Example 4. In the more general case where * is a strict archimedian t-norm or nilpotent, generated by the bijection f, we have
The dual pseudo-subtraction operator is given by
Maximization and minimization operators.
A maximization operator associated to a pseudo-division | is an internal composition law λ defined over [0, 1] by a λb = (a|b)|b .
A minimization operator associated to a pseudo-subtraction O is an internal composition law σ defined over
If O is the dual of |, then the minimization operator to O is the dual of the maximization operator associated to |. 
and
If * is a strict archimedian or nilpotent t-norm, then, a λb = a∨b .
(27) and a σb = a∧b .
(28)
Some properties of fuzzy operators.
In all that follows * denotes a t-norm, ⊕ the dual of * , | the pseudo-division operator associated to * , O the dual of |, λ the maximization operator associated to | and σ the dual of λ. Each property state is followed by the dual property. If the state property is true, then its dual is also true following the principle of duality.
(36)
Conditional Possibility Distribution.
Let A and B be two sets. To measure the mutual influence between A and B, we introduce a joint possibility distribution π(a,b) for all a∈A and b∈B. It indicates to what extent it is possible for the elements a and b to occur simultaneously. This possibility distribution can be regarded as a fuzzy relation over the cartesian product A×B defined by π(a,b)=µ ℜ (a,b).
The marginal possibility distribution over A is called the projection π 1 of ℜ over A defined by
Similarly, the marginal possibility distribution over B is defined as
To limit notations, π will be written in the place of π 1 and π 2 .
The equations "(37)" and "(38)" imply
The mutual influence between A and B can equally be studied by using a conditional possibility distribution π(b/a) for all a∈A and b∈B. It measures the degree to which it is possible that the element b∈B appears, knowing that the element a∈A has been taken into consideration.
The sets A and B are said to be independent if and only if π(b/a) = π(b) ∀a∈A and ∀ b∈B.
Non interaction between A and B is expressed as π(a,b) = π(a)∧π(b) ∀a∈A and ∀b∈B.
This notion of interaction has no counterpart in probability theory. In possibility theory, the two notions do not necessarily coincide. It all depends on the way the conditional possibility distribution is defined. By Hisdal's formulation [2] , independence implies non-interaction and not the converse. The Nguyen's formulation [1] , though less intuitive, leads to an equivalence between the two notions.
According to Hisdal [2] , a conditional possibility distribution (π(b/a)) a,b is implicitly defined as:
(40) It is a natural translation of the composite probability formula p(a,b)=p(a).p(b/a).
From equation "(40)", we obtain
The right hand side of equation "(41)" indicates that a conditional possibility distribution can take any value between π(a,b) and 1 when π(a)=π(a,b).
On substituting the definition "(40)" in equation "(38)", we obtain
Dubois and Prade [7] propose that the greatest solution of "(41)" should be taken to be a conditional possibility distribution, i.e.
Equation "(43)" can also be written as
(44) where α is the pseudo-division operator associated to the min t-norm.
In equation "(40)", the operator ∧ can be replaced by any t-norm * . On choosing the largest solution t of the equation π(a,b) = π(a) * t for the conditional possibility, we obtain
(45) where | is the pseudo-division operator associated to the t-norm * .
Equation "(45)", which gives the expression of the conditional possibility distribution associated to the t-norm * , is a generalization of equation "(44)" to t-norms other than the min t-norm. Thus, if we choose the probabilistic t-norm for example, on applying equation "(45)", we obtain a conditional possibility distribution defined as:
This is a form similar to what is found in probability theory.
Nguyen [1] has chosen an approach different from that of Hisdal to define a conditional possibility distribution. He defines what he has called « normalized conditional possibility distribution » such that, by analogy with what is found in the probability theory, the possibilistic notion of non-interaction is equivalent to the notion of independence.
This constraint led him to the formula
Equation "(47)" can also be put in the form
The conditional possibility distribution given by equation "(48)" is identical to a multiplicative factor close to the conditional distribution given by equation "(46)". It is this factor which is called, in Nguyen's terminology, a « normalization factor ». That is a coefficient which permits a conditional distribution, in this case, that given by "(46)", to respect the equivalence between non-interaction and independence.
Normalized Conditional Possibility Distribution.
In the following, * denotes an idempotent, nilpotent or strict archimedian t-norm, | represents the pseudo-division operator associated with * and λ the maximization operator associated with |.
A general procedure is proposed here which permits the construction of a conditional possibility distribution (π(b/a)) a,b which maintains the dependence-interaction equivalence, that is to say
This type of distribution will be called normalized conditional possibility distribution.
Construction
To construct such a distribution, we are going to associate a factor ϕ (relative to * ) to the conditional distribution given by "(45)" in such a way that the condition "(49)" is satisfied. That gives
To comply with "(49)", the function ϕ has to satisfy
Thus we are led to solve the equation (x|y) * t = y .
Equation "(52)" has a solution t which is between 0 and 1. In fact, the function f defined over [0,1] by f(t)=(x|y) * t is continuous (for * is continuous). And as f(0)=0 and f(1)=x|y, f takes all values between 0 and x|y. In particular, f has the value y for y≤x|y.
The solution of equation "(52)" is not unique. As in similar situations we settle for the least arbitrary choice, by retaining the greatest solution that is:
ϕ(x,y) = (x|y)|y .
The function ϕ thus defined is nothing other than the maximization operator λ defined as ϕ(x,y)=xλy.
The expression for normalized conditional possibility distribution thus obtained is given by:
Though the solution of equation "(51)" is not unique, the conditional distribution defined in "(54)" is unique in the sense that π(a)|π(a,b) * π(a)λπ(b) = π(a)|π(a,b) * ϕ(π(a),π (b)) for all ϕ satisfying "(51)".
Proof.
If * is a nilpotent or strict archimedian t-norm, the problem of uniqueness of the conditional distribution defined in "(54)" does not arise because equation "(52)" takes in this case a unique solution which is ϕ(x,y) = x∨y. 
This equality is actually true, since its two components are equal to 
5.3 Special cases:
1st case:
If the operator * is the min t-norm, then conditional distribution expression defined by "(54)" the form
This distribution verifies the following properties:
The formulation of conditional possibility distribution defined in "(61)"is compatible with that given by Hisdal in " (41) 
2nd case
If the operator * is a strict archimedian or nilpotent t-norm, then
In the special case where the operator * is the product t-norm, we have
which is Nguyen's result given in "(48)"
Subsequently, we will limit ourselves to normalized conditional possibility distributions associated with nilpotent or strict archimedian t-norms.
Fuzzy Statistical Variables and Possibilistic Correspondences.
Let Ω and A be two sets. We assume that Ω has a possibility distribution π, and that Ω is a finite set. An individual is an element of the set Ω. A modality is an element of the set A.
A crisp statistical variable is an application X:Ω→A. If for (ω,a)∈Ω×A, X(ω)=a, it is said that the individual ω has observed the modality a.
A fuzzy statistical variable is an application X:
This definition is close to the notion of fuzzy random variable [7] . The essential difference is that the set Ω has a measure of probability in the case of fuzzy random variables, and a measure of possibility in the case of a fuzzy statistical variable.
If for (ω,a)∈Ω×A, µ X(ω) (a)=1, it is said that the individual ω observes crisply the modality a. The normalization condition "(65)" shows here that each individual ω observes crisply at least one modality a∈A. That also means, for each individual ω, the fuzzy set X(ω) is normalized.
If the set of modalities A is continuous, the variable X is said to be quantitative. If it is finite or countable, it is said to be qualitative. This study is limited to the case where the set A is finite. By the misuse of language, and where there is no risk of confusion, the set of modalities A will be referred to as a fuzzy statistical variable.
A fuzzy variable can be regarded as fuzzy relation ℜ of Ω toward A defined as µ ℜ (ω,a) = µ X(ω) (a) ∀ (ω,a)∈Ω×A .
That translates to the table below, called the table of fuzzy descriptions . To each modality a∈A, we can associate a fuzzy set Ω a of Ω defined as
If the variable X is crisp, we have µ X(ω) (a)=1 or 0 depending on whether X(ω)=a or X(ω)≠a. Ω a is in this case, the set of individuals having observed the modality a. But in the case where X is a fuzzy statistical variable, we can no longer say whether an individual observes or does not observe a modality. It is simply said that, Ω a is the « significance » of the modality a to the eyes of an observer. The family (Ω a ) a∈A thus defined is a set representing the fuzzy variable X.
Let Ω be a set of individuals and A and B two fuzzy qualitative variables. We define an indice of association s between two modality a∈A and b∈B as:
The indice s induces over the cartesian product A×B a possibility distribution. In fact,
Furthermore, we have
s(a,b) evaluates the degree to which the association between the modality a and b is possible. In fact, if X and Y are two crispy statistical variables with values respectively in the sets of modalities A and B, stating that association between two modalities a∈A et b∈ B is possible is equivalent to stating that ∃ ω∈Ω so that X(ω)=a and Y(ω)=b .
Equation "(69)" can also be written as
The 
If we wish to count the number of association between a and b, we obtain the Burt table (t(a,b) ) a∈A,b∈B defined by: t(a,b) = 1 1
The table defined in "(68)" is thus an extension of the e table of set correspondences in the aspect that 1 Ωa and 1 Ωb become µ Ωa and µ Ωb respectively, and the multiplication operator becomes the min operator. Finally, the fuzzy correspondence (s(a,b)) a∈A,b∈B over A×B is presented in the form of a table as below. Let us take the set of students in a class, Ω={Martin, N'Diaye, Joan, George}. This set is described by two variables: the color of their hair, A={Black, Red, White} and the color of their eyes, B={Blue, Dark, Clear} as shown in " Table 3 " for example. The fuzzy correspondence table associated to " Table 3 " is given by " Table 4 ". Here, the uniform possibility distribution given by π(ω)=1 ∀ ω∈Ω has been taken for π. To illustrate the relationship between a set correspondence and a fuzzy correspondence, let us consider the closest crispy table to " Table 3 ": for each box, figures less than or equal to 0.5 are replaced by 0 and figures greater than 0.5 are replace with 1. Formally, this implies replacing, for each individual ω∈Ω, the fuzzy set X(ω) and Y(ω) by the closest crispy subsets. We thus obtain the " Table 5 ". The set correspondence table associated to " Table 5 " is given by " Table 6 ". It could be seen that this table is the same as the crispy table closest to the fuzzy correspondence " Table 4 ". In this section, we construct an information measure which is compatible with the notion of possibility. In what follows, * represents a nilpotent or strict archimedian tnorm, | is the pseudo-division operator associated to * and O is the dual pseudosubtraction operator of |.
Let Ω be a set. An information measure over
These axioms have been introduced by Kampé De Fériet [5] and extended to fuzzy events amongst others by Benvenuti [8] . It is for the purpose of universality that the values 1 and 0 are assigned to J(∅) and to J(Ω) respectively. They correspond respectively to the lower and upper boundaries of the range set of the information measure. For an information with values in [0,+∞], we take J(∅)=+∞ and J(Ω)=0. It is the case for example with the Shannon information defined as J(A)=log 2 (1/P(A)).
The axiom "(78)" is also equivalent to
If we know, by virtue of the structure of a system studied, that two elements E and F are independent, Kampé De Fériet proposes that we must have in this case,
A B Furthermore, he suggests the interpretation of equation "(81)" as the definition of independence between two events E and F. Considering "(81)", he defined the information of an event F, conditioned to an event E as J(F/E) = J(E∩F) − J(E) .
The independence between E and F is then expressed by the intuitive condition J(F/E) = J(F) .
The + and − operators used by Kampé De Fériet to define independence and conditioning are suitable insofar he is working in ([0,+∞],×,+). But as we are working in the multiplicative lattice ([0,1],∧,∨, * ), we should replace + with the operator ∨. The independence between two elements E and F is then defined as,
In fact, in the equation "(84)", we could replace operator ∨ with any operator ⊥ such that a⊥0=a and a⊥1=1 ∀ a∈[0,1].
The natural translation of "(82)" in the fuzzy case should be J(F/E) = J(E)O J(E∩F). But then, in the case of independence between E and F, we would have
To satisfy the independence condition "(83)", we must solve the equation
If we exclude the trivial case where J(F)=0, the solution of " (85)
" is t = J(F)O J(E).
Finally, the information of F, conditioned to E, is given by
Furthermore, we verify that for any E⊂Ω, the application FJ(F/E), where J(F/E) is defined by "(86)" is actually an information. In [5] , Kampé De Fériet gave the definition of type-inf information by J(E∪F) =J(E)∧J(F) ∀ E,F∈Ω .
(88) that is to say in "(80)", the upper boundary is reached. We are going to try to construct a type-inf information from "(87)".
It appears natural to take the possibility measure Π. If E and F are two independent events, we let a=Π(E) and b=Π(F). Following "(84)" et "(88)", the function f has to satisfy f(a∧b)=f(a)∨f(b) et f(a∨b)=f(a)∧f(b). Many functions satisfy these conditions. In particular, all negation functions for which ∧ and ∨ are dual. Thus, it is natural to retain the function f defined by f(t) = 1−t used as negation in the scope of fuzzy sets theory. The information associated to an event E is then defined as
Considering of "(86)", the information of F, conditioning to E, is given by
Proof.
On comparing "(90)" and "(64)", we could write J(F/E) = 1-Π(F/E) .
(91) This is also another significance of the normalized conditional possibility distribution.
Dependence Measure Between two Fuzzy Statistical Variables.
A dependence measure between two fuzzy variables A and B will here be constructed. Let H be this measure. For minimum coherence, H has to satisfy at last the following properties:
H(A,B) = H(B,A) . 
In practice, the data that can be analyzed by these methods are the fuzzy correspondences introduced in section 6.
Information associated to a modality of a fuzzy variable.
Let Ω be a set of individuals having a possibility measure Π. If E is a fuzzy subset of Ω, Π(E) evaluate the degree to which the occurrence of E is possible. The information associated to E has been measured by J(E) = 1-Π(E) .
Let A be a fuzzy variable. We have seen that A introduces a fuzzy component (Ω a ) a∈A of Ω, where Ω a is the significance of the modality a∈A. It appears natural to state that the information associated to a modality 'a' is the information associated to the significance of 'a'. On using the same notations as in section 6, if we denote the information associated to a modality 'a' by J(a), we obtain J(a) = 1-Π(Ω a ), this implies J(a) = 1-s(a) .
Informational dependence between fuzzy variables.
Let A and B be two fuzzy qualitative variables. Two modalities a∈A and b∈B would be said to be independent, if and only if their respective significance Ω a et Ω b are independent.
From " (95) 
The global dependence between A and B would be measured by using the mean of the dependence of the elements H(a,b), that is
This measure satisfies the conditions "(92)" and "(93)".
The different operators used to define the dependence measure H are linked to the choice of t-norm * . We propose here an explicit formulation of the measure H in the case where the t-norm * is the probabilistic t-norm defined as x * y = xy. In this case, the operator | is defined as x|y = 1∧(y/x). This gives
Equation "(103)" is the equivalent of the formula for mutual information between two variables A and B, which is used in statistics, i.e.:
The main difference between the two formulations is that mutual information uses the Shannon information measure defined as J(E)=log 2 (1/P(E)), meanwhile, the indicator H here, uses the J information measure defined as J(E)=1-Π(E). Other t-norms lead to other formulae for H, but "(103)" is certainly the closest to mutual information commonly used in statistics.
Example 8.
To illustrate the notion of possibilistic dependence between two sets, let us consider a pediatrics service wanting to promote breast feeding. Worried about stating the weak appeal of this idea, the Chief of Service wonders if his personnel is actually well informed and motivated. He would like to know the quality of service provided by the health personnel. The Director of the hospital has decided to study a population of 500 people by using a fuzzy questionnaire using the differential semantics method [9] . The 30 questions are presented in a subjective scale. Each of the scales is divided into a number of boxes, generally 4 to 7, in order to allow their reaction to the phenomenon being investigated.
These boxes symbolize the values of inclusion into the modalities of question. The larger the number of boxes, the more accurate the function of inclusion becomes. It should be noted that it is not necessarily a must to have exact values of these inclusion functions. The error involved in using fuzzy operators, which tend to allow, in most cases, a qualitative measure than a quantitative measure. Let us take two questions for example: Each individual puts a cross on each box of the scale. The crosses that have been put on the scales of A and B correspond to the first line of Table 7 . The following code could be used:
This type of coding is not unique. Nevertheless, the values 0 and 1 have to correspond to the limits of the semantic differential. Furthermore, particular caution has to be observed in assigning the value 0.5 when there are only two modalities and if a normalization has to be carried out on the variables. In fact, there is a risk of arriving at a situation where a modality and its complement have the same inclusion value equal to 1. This can complicate the interpretation of results in certain cases.
The following for example, could be an extract of a fuzzy descriptions table: The table of fuzzy correspondences associated to the " Table 7 " is " Table 8 ". For the " Table 8 ", the value of the dependence measure between A and B is H(A,B) = .23 . The higher this value, the higher the link between A and B.
Remarks and Conclusion.
In this paper, we propose a generalization of Nguyen's results and explained the essence of his method in terms of Introducing a normalization factor to the conditional possibility distribution.
The choice of a t-norm operator depends on prior knowledge about the domain to be studied. But whatever operator is chosen, the normalized conditional possibility distribution leads to the equivalence between dependence and interaction. On the contrary, if we use non-normalized conditional possibility distribution, independence implies non-interaction only in the case where the t-norm used is the min operator. And in every case, the implication is not conversely true.
One problem with statistical surveys is that of the size of sample: the larger the number of questions, the more it is necessary to study even larger populations in order to be able to understand the structure of the data. Fuzzy statistical variables have the advantage of reducing the data by avoiding the multiplication of modalities. In fact, for a crispy statistical variable, an individual of population is associated to one and only one modality. When this condition can not be satisfied, a splitting of modalities is generally carried out. This leads to an increase in the number of variables. Fuzzy variables have the characteristic of allowing an individual to be associated to more than one modality at a time. This leads to a reduction in the number of variables, and consequently the size of the sample.
The expression of a fuzzy set in terms of the modality of a variable facilitates the manipulation of fuzzy variables and opens the way for future developments, in particular the possibility of being able to calculate the distance between two modalities. In fact, since there is a distance between sets, the Hamming distance for example, the distance A B between modalities would be simply the distance between the fuzzy sets they induce, which has been called « significance »
The fuzzy correspondences table and the dependence measure constitute a first step in the summary of information contained within a pair of fuzzy statistical variables. Furthermore, it is necessary to be able to build up the set of information contained in the fuzzy descriptions tables in order to obtain a subjacent structure from it.
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