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Abstract 
A systems approach in research offers to examine the bio-physical constraints and decision-
making of farmers exposed to climate variability. In this project, a systems perspective was 
achieved by combining computer-based simulation modelling, farmer surveys, and field 
experimentation to explore current and potential agronomic management practices crucial to 
smallholder maize (Zea mays L.) farmers to manage climate risks in the semi-arid regions of 
Ethiopia. The study aimed at investigating a suit of management options to identify 
opportunities that can improve crop productivity while reducing the production risk in 
smallholder maize-based cropping systems in the Central Rift Valley (CRV) Ethiopia. 
To establish better insights into farmers’ perceptions of, and management responses to 
climate variability, farmer surveys or rapid rural appraisal (RRAs) were conducted. The 
RRAs were conducted in three villages from two districts (Bosset and Adamitulu Jido-
Kombolcha (AJK) in the CRV region of Ethiopia. Information collected from the interviews 
of 60 farmers and two focus group discussions in the study area were used to acquire baseline 
information of how farmers in the CRV perceive climate variability, particularly rainfall 
variability, and how their understanding of climate variability translates into farm 
management decisions and actions. During RRAs, assessments were made regarding farmers’ 
perceptions of the local climate variability, along with how farmers’ observation and 
knowledge of the seasonal climate affect their agronomic decisions. Generally, farmers gave 
similar criteria to describe seasonal climatic conditions and to distinguish seasons as ‘good’, 
‘average’ or ‘bad’ indicating a shared experience. Farmers’ perceptions of seasonal climate 
variability and risk were mainly related to seasonal rainfall parameters in regards to crop 
growth and yield. Furthermore, in most cases, farmers’ ratings of season ‘types’ were in 
agreement with the official classification published by the National Meteorological Service of 
Ethiopia. Of the rainfall characteristics, total amount of seasonal rainfall was rated less 
critical than variations in the timing of rainfall onset and dry spells during the growing 
season. The historical pattern, local weather observations, and other indicators allowed 
farmers to form expectations of what the rainfall conditions are likely to be in the season 
ahead. Many of the farmers agronomic decisions are based on the actual and expected 
seasonal rainfall, however, not all farmers respond in the same way. Farmers indicated that 
rainfall indicators are particularly important as many of the key management decisions (i.e., 
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sowing date, cultivar choice, the portion of land allocated to maize and other crop species) 
are flexible according to the timing of the onset of the seasonal rains. Historically, farmers 
used to sow their late maturing maize if rain started early in the Belg season (March/April–
May), however, many farmers stated that they had noticed that the onset and distribution of 
early seasonal rainfall had become less reliable and more variable from the 1990s onwards. 
Farmers explained Belg season as unreliable due to post-sowing dry spells of varying length 
that can risk their crop to fail and they often need to re-sow. Still, around 30% of the 
respondents at Bosset and 60% at AJK opted to sow a late-maturing cultivar if Belg rain did 
occur, while the remaining 60% of farmers would wait until June if rain established well in 
the Kiremt season (June–September). In this study, less than 30% of the respondents applied 
mineral nitrogen (N) fertiliser, at sub-optimal rates, while 70% did not apply N fertiliser at 
all. Of the 70% of respondents who did not apply N fertiliser, nearly 40% of the respondents 
assumed that their fields were sufficiently fertile or non-responsive at all and there would be 
no yield advantage from applications of commercial N fertiliser. 
In 2012, a maize field experiment was conducted season at Melkassa, in the CRV, to obtain a 
comprehensive quality data set suitable for modelling purposes and to evaluate the responses 
of two locally adapted maize cultivars to contrasting sowing dates and N fertiliser application 
rates. Data included daily weather, crop properties (phenology, growth pattern, plant N 
concentration, grain and biomass yield of the locally adapted and medium-maturing maize 
cultivar, Melkassa-2), soil water and N characteristics and crop management details, along 
with the initial conditions of the soil profile (soil water and mineral N content and surface 
residue). These data were used to parameterise the Agricultural Production Systems 
sIMulator (APSIM) for one of dominant soil type representative of ‘good cropping 
conditions’ in the region. The parameterised model was evaluated against independent data 
from six maize experiments conducted between 2006 and 2012 at Melkassa. The model was 
evaluated by comparing the simulated and observed phenology, grain and biomass yields of 
maize cv. Melkassa-2 across a range of production situations at Melkassa. Generally, 
evaluation of the parameterised model against independent data showed that it was able to 
predict key crop responses including crop phenology, grain yield and biomass production as 
evidenced by different statistical indices for the goodness of fit between the simulated and 
observed values. The results demonstrated that APSIM-Maize is reliable and suitable for 
scenario analyses of maize production systems in semi-arid environments of Ethiopia.  
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Subsequently, the APSIM-Maize model was configured to run long-term simulation 
experiments to explore the maize yield response to agronomic factors, which farmers who 
participated in the RRAs had identified as being important in managing climate risks. In the 
long-term simulations, a combination of varying sowing window, cultivar type and N 
fertiliser rates were considered to represent local management practices of typical farmers. In 
addition, agronomic recommendations of research and extension services were simulated 
along with other agronomic management measures. Simulations of maize yield were run for 
each year of the available historical weather records from weather stations nearby to the study 
villages (i.e., 34 years ranging from 1982 to 2015 at Adamitulu and 39 years ranging from 
1977 to 2015 at Melkassa). For the sowing windows, early, normal and late sowing dates 
were considered. Cultivar choices included early-, medium- and late-maturing maize cultivars 
and three rates of N fertiliser were applied: 0 kg N ha-1 (N0), 25 kg N ha-1 (N25), and 50 kg N 
ha-1 (N50). Altogether, there were 54 simulation scenarios to analyse for both Adamitulu and 
Melkassa. The production risk associated with each combination of agronomic factors were 
estimated thereby creating best management options that farmers may possibly consider in 
the future when making decisions related to maize production under their local environment, 
which is characterised by highly variable and uncertain climate. Early sowing (March/April–
May) ensured a sowing opportunity in more years compared to normal or late sowing, 
however, the likelihood of complete crop failure was greatest for early sowing (10%), due to 
a false start of rain or a risk of post-sowing dry spells, with risk decreasing as sowing was 
delayed from a normal (5%) to late window (<5%) during the Kiremt season. For late sowing, 
crop failure was unlikely, except for the late-maturing cultivar at Adamitulu where crop 
failure was ~15% more likely. For the early sowing, the late-maturing cultivar out-yielded the 
earlier cultivars at all levels of cumulative probability in 90% of the years. For the normal 
sowing, there was at least 88% likelihood of yield gain from selecting late-maturing cultivars 
compared to earlier cultivars irrespective of the N rate applied. At Adamitulu, the yield 
advantage of the late-maturing cultivar was greater if sown early (1 March–30 May) instead 
of later (early- to mid-June or mid- to end-June). At Melkassa, the yield gain was greater if 
the late-maturing cultivar was sown during the normal (1–15 June) and late (16–30 June) 
sowing window rather than early (1 April–30 May). For both locations, the long-term median 
yield of the late cultivar was greater than the early or normal cultivar, especially in high to 
average yielding years. In contrast, selecting an early cultivar reduced median yield. 
Irrespective of sowing time, there was at least an 85% likelihood of a yield loss from using an 
early cultivar than the medium and the late cultivars. However, for the late sowing at 
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Adamitulu, the likelihood of yield penalties was only 65% when using an early or medium 
cultivar instead of the late one. Application of N fertiliser produced greater yields compared 
to unfertilised maize in at least 85% of the years regardless of the sowing window and 
cultivar type. With application of N50, there was a 65% likelihood that the yield gain would 
be more than the maximum yield that could ever be achieved with the application of N25. 
Averaged across locations, application of fertiliser could result in increases in the long-term 
median yields of 77% at N25 and 133% at N50 (2.7 and 3.5 t ha-1 vs. 1.7 t ha-1) compared to 
the baseline N0. There were large shifts in cumulative distribution functions towards greater 
yields with application of either N25 or N50 compared to N0, although to varying degrees 
depending on the sowing time and the cultivar type. For a late cultivar sown at early and 
normal sowing windows, and for a medium cultivar sown late, the long-term simulations 
showed that application N25 could increase yield in more than 95% of the seasons without 
affecting the inter-seasonal variations in yield (as indicated by CV%) compared to N0. On the 
other hand, the locally recommended rate of N50 reduced maize yields in as much as 20% of 
the seasons compared to the farmer baseline N application strategy. Farmers are guaranteed a 
minimum yield of 2.5 t ha-1 in 75–90% of the simulated seasons when they applied at least 
N25, whereas this was only possible in 17–35% of the simulated seasons when no N was 
applied. Although the application of N fertiliser is not a standard practice in the region, the 
scenario analyses highlighted the importance of N fertiliser to boost crop productivity without 
inducing additional inter-seasonal variations. In conclusion, financially constrained and risk-
averse farmers in the study areas, who traditionally grow maize without application of 
commercial N fertiliser, need to be educated about the benefits of using N fertiliser at a 
modest rate of application (i.e., 25 kg N ha-1). This low risk strategy could be a stepping-
stone to feasible intensification of the smallholder maize system in the CRV region. 
This thesis demonstrated that understanding the various aspects of the smallholder farmers 
including their local management situation, aspirations and risk preference and production 
objectives can be achieved using a participatory research approach. By engaging farmers in 
focus group discussions and individual interviews, along with crop simulation modelling 
using APSIM, climatic risks and their interaction with changes in agronomic management 
decisions and technological strategies for improving the performance of the farm system that 
suit the biophysical environment and socioeconomic conditions of the farming community 
can be explored. As a result, relevant and targeted ex-ante information can be generated about 
crop yield responses to various combinations of climate, soil and management factors. This 
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enables researchers to provide farmers and their extension advisors with quantifiable 
information about production levels and risks as a consequence of the various agronomic 
management options. Ultimately, this will help support farmers shape their local practices 
and guide their strategic decisions in the face of climate variability and uncertainty.
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Chapter 1 General Introduction 
 
1.1. Background 
 
Ethiopia’s economy depends to a large extent on rain-fed (non-irrigated) agriculture 
(Thornton et al., 2006; World Bank, 2006; Bryan et al., 2009; Conway and Schipper, 2011; 
Rosell, 2011). The agricultural sector contributes about 40% of the total GDP (MoFED, 
2007), and fluctuations in the performance of the agricultural sector impacts the economy as 
a whole (World Bank, 2006; MoFED, 2007). Climate variability, particularly seasonal 
rainfall variability, is a principal source of risk for the economies of many developing 
countries, including Ethiopia (Thornton et al., 2006; Magombeyi and Taigbenu, 2008). In 
particular, unreliable rainfall pattern and associated droughts have been reported as a major 
trigger for food insecurity and poverty in Ethiopia, which is often escalated by complex 
socio-economic and political factors (Adenew, 2004; von Braun and Olofinbiyi, 2007; 
Devereux, 2009; Stringer, 2009; Demeke et al., 2011; Rosell, 2011; Shiferaw et al., 2014). 
 
In Ethiopia, crop production contributes more than 60% to agricultural GDP (Mulat et al., 
2006). Approximately eight million smallholder farmers grow maize (Zea mays L.), followed 
by about six million tef (Eragrostis tef [Zucc.] Trotter) growers and four million wheat 
(Triticum aestivum L.) growers (CSA, 2010; Rashid et al., 2010). Maize is arguably the most 
important crop in smallholder farming systems of Ethiopia, and the popularity of maize in 
Ethiopia is partly because of its high value as a food crop as well as the growing demand for 
the stover as animal fodder and as a source of fuel for rural families. The rapid growth in 
population will demand more food, and consequently, maize will remain a strategic crop for 
achieving national food security (Abate et al., 2015). 
 
In Ethiopia, 65% of the total land mass (EPA, 1998) and 46% of the total arable land (Yonas, 
2001) are classified as drylands where rainfall variability is inherently high (Bot et al., 2000; 
Stewart et al., 2006). Of the drylands, semi-arid and dry subhumid areas account for 27% of 
the total rain-fed crop production in Ethiopia (Temesgen et al., 2009). About 40% of the 
national maize growing areas fall within the semi-arid and dry-subhumid areas, where 
fluctuations in annual production are high due to large inter- and intra-seasonal rainfall 
variability (Biazin and Stroosnijder, 2012; Kassie et al., 2013a). Although large in area, these 
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environments contribute less than 20% to the national maize production (Nigussie et al., 
2001). On average, maize yields range from 0.6 to 1.5 t ha-1 in dryland areas of Ethiopia 
compared to the national average maize yield of around 2.2 t ha-1 (Nigussie et al., 2001; 
Tesfaye and Walker, 2004; Araya and Stroosnijder, 2011; Kassie et al., 2013a). Inevitably, 
tenable agronomic and technological interventions are crucial for effectively managing the 
impact of climate risk, efficiently utilising the limiting resources (e.g., nitrogen (N) and 
water), and ultimately closing the yield gap in the dryland region (Muchow et al., 1991; 
Shamudzarira and Robertson, 2002; Kassie et al., 2014). Moreover, it has been shown that 
there is a valid argument in encouraging research to focus on technologies that take into 
account different aspects of the smallholder farmers conditions (i.e., their farming objective, 
technical skill, resource status, or risk preference) that are adaptable to the specific context of 
the cultural-behavioural aspects as well as the socio-economic status of the local farmers 
(Colin and Crawford, 2000; Giller et al., 2009; Darnhofer et al., 2010).  
 
1.2. Problem statement of the study 
 
The Central Rift Valley (CRV) region of Ethiopia is an important agricultural area in the 
Ethiopian drylands (Biazin and Stroosnijder, 2012; Getnet et al., 2014, 2016). In the past four 
decades, the Acacia-wooded grasslands of the region have been rapidly converted into 
cultivated land to meet the demands of a growing population (Rembold et al., 2000; Dessie 
and Kleman, 2007). Agriculture in the CRV region is dominated by mixed crops and modest 
livestock production systems, which are the mainstays of livelihoods for households in the 
region (Biazin and Stroosnijder, 2012). Between 1973 and 2006, the area under arable 
cropping has more than doubled (Garedew et al., 2009), however, the productivity and 
profitability of farms are particularly affected by uncertainty in production due to the highly 
variable seasonal rainfall pattern (Fujisaka et al., 1996a; Biazin and Stroosnijder, 2012; 
Kassie et al., 2013a and b). In the region, maize is the principal crop and yield reductions of 
up to 40% can occur due to soil-water deficits at critical crop growth stages such as the 
seedling, flowering, and grain filling stages, and there is a risk of total crop failure (Reddy 
and Georgis, 1993; Engida, 2000). Up to 60% of the variability in maize yield is due to 
variability in growing season rainfall, which is a major concern for resource-poor and risk-
averse farmers (Tesfaye and Walker, 2004; Kassie et al., 2013a, 2014). Next to climate risk, 
poor soil fertility is the single most limiting factor affecting maize production (Senay and 
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Verdin, 2003). In the region, these bio-physical constraints have largely exacerbated the 
prevailing poverty and food insecurity (Kassie et al., 2013a). 
 
Despite the fact that farming systems are diverse, site specific, and influenced by the 
management, bio-physical, or socio-economic factors (Snapp et al., 2003; Tittonell et al., 
2010), the agricultural research, development and extension (RD&E) services deliver fixed 
(instead of flexible) agronomic and technological recommendations such as blanket fertiliser 
and soil-water conservation practices in any given season regardless of a season’s yield 
potential (Fujisaka et al., 1996a and b; Admassu et al., 2014). Such recommendations are 
known to increase crop productivity or profit in only average or good seasons (Colin and 
Crawford, 2000; Darnhofer et al., 2010). Instead, the vast majority of the risk-averse and 
resource-constrained smallholder farmers in semi-arid regions are more concerned about 
reducing the downside risk that would enable them to achieve the minimum livelihood in 
even the least favourable seasons (de Rouw, 2004). It is a fact that climate risk in the CRV 
region has presented the principal source of uncertainty in crop production, however, 
information on climate-induced yield variability as a consequence of recommended 
management strategies has been rarely available (Keating et al., 1991; Rötter and Van 
Keulen, 1997; Whitbread et al., 2010; Rao et al., 2011). Despite the fact that farming systems 
are diverse and variable within a locality and across locations within a region, the research 
and extension advisory services have only delivered ‘prescription’ uniform advice –rather 
than flexible and locally relevant information – regardless of the specific type of farming 
system (Colin and Crawford, 2000; Giller et al., 2009; Darnhofer et al., 2010; Goujard et al., 
2011). As a result, there has been low adoption of technology that may otherwise be 
profitable or desirable to smallholders (Röling, 1990; Onduru et al., 2001; Snapp et al., 2003). 
 
1.3. Purpose of the study 
 
In the semiarid region of the CRV, farmers try to manage the uncertainty associated with 
rainfall variability by making field-level management decisions based on their long-term 
experience, knowledge and practical wisdom (Fujisaka et al., 1996a and b; Rao et al., 2011; 
Kassie et al., 2013a; Keshavarz and Karami, 2014). However, climate variability associated 
to inter- and intra-seasonal rainfall pattern have been the major causes for large fluctuations 
in crop production that contribute to prevailing drought and food insecurity of the region 
(Kassie et al., 2014). Traditional agronomic experiments, which are typically run for short 
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seasons and limited sets of locations may be insufficient to meet these urgent needs (Jones et 
al., 2001) and they may also be ineffective in examining the long-term impact of the various 
agronomic management decision options under conditions of climate risk and uncertainty 
(Dixit et al., 2011; Stern and Cooper, 2011). For dryland farming systems with high seasonal 
and spatial variability, in particular, the inference from agronomic experimentations can be 
misleading if they are extrapolated to other seasons or locations beyond which the 
experiments are established for (Matthews et al., 2002; Saseendran et al., 2005; Zhang et al., 
2005). In many countries of sub-Saharan Africa (SSA) including Ethiopia, for example, the 
use of ‘blanket recommendations’ at the broader scale of agro-ecology has quite often 
assumed the production system is homogenous (Schnier et al., 1997). However, many of the 
promoted recommendations fail to capture the variable bio-physical conditions of the local 
farming systems within the designated domain (Colin and Crawford, 2000; Smaling et al., 
2002; Whitbread et al., 2010; Dixit et al., 2011; Kassie et al., 2013a). Moreover, the 
recommendations have largely overlooked the socio-economic factors that typifies 
smallholder farming systems (Ahmed et al., 1997; Snapp et al., 2003; Tittonell et al., 2010). 
As a result, most of the recommendations have not been adopted by the resource-poor 
smallholder farmers, particularly in the semi-arid regions of Africa (Croppenstedt et al., 
2003; Snapp et al., 2003; Twomlow et. al., 2011).  
 
In drylands where smallholder farms are highly diverse and variable in nature, the core 
element of research planning and strategies should ensure that recommendations are locally 
relevant and adaptable to a specific group of smallholder farmers (Fujisaka et al., 1996a; 
Gadgil et al., 2002; Whitbread et al., 2010; Rao et al., 2011; Twomlow et. al., 2011; Kassie et 
al., 2013a). A systems approach, which combines the capability of crop simulation modelling 
with a participatory research approach, enables researchers and extension advisors to 
formulate effective and site-specific recommendations that are compatible with the bio-
physical and socio-economic environment of smallholder farming systems (Meinke et al., 
2001; Kandji et al., 2006; Whitbread et al., 2010; Thornton et al., 2011; Kassie et al., 2013a). 
Better understanding and modelling of the complex factors and their interactions that drive 
the system dynamics or responses (e.g., crop yield, water productivity and N-use efficiency) 
can be considerably enhanced using credible and robust crop models (Hammer and Jordan, 
2007). By examining model-based outcomes over many years, the consequences of various 
crop management decision options can be effectively explored in situations of risks 
associated with seasonal climate uncertainties in a more comprehensive manner than possible 
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with conventional agronomic experimentation (Keating and McCown, 2001; Meinke et al., 
2001). On the other hand, treating smallholder farmers as passive recipients of technologies 
has proven to be ineffective, and this leaves little room to actively engage participating 
farmers in dialogue to articulate about their problems and interest for possible improvement 
of practices in their actual management situations (Kumwenda et al., 1997; Snapp et al., 
2002; Mulat and Teketel, 2003). Instead, farmer-researcher partnerships through engaging 
farmers in the research process of developing recommendations under their farming 
environment would allow deep insights into farmers’ values, long-term aspirations, resource 
base and risk preference, and key socio-economic information which would assist researchers 
to efficiently and effectively target desirable and feasible technological interventions suited to 
specific socio-ecological niches (Ojiem et al., 2006). As a result, many smallholder farmers 
are more likely to adopt the promoted recommendations than the conventional top-down 
approach of ‘blanket recommendations’ (Ncube et al., 2007). 
 
1.4. Significance and methodological overview of the study 
 
In systems approaches, the methodological framework chosen can be used to effectively deal 
with complex and variable aspects of the farming system in an objective, practical, and 
scientific manner (Tow et al., 2011). Although agronomists tend to focus on the bio-physical 
system and discount the crucial human characteristics, systems-oriented methodologies 
enable agronomists to treat the subjective judgements of farmers from a human viewpoint 
and perspective with rigour (Checkland and Scholes, 1990). A systems approach is therefore 
a means to markedly enhance the design of agronomic recommendations that are locally 
applicable and socially feasible in the face of variable and uncertain climate. In this research 
project, a systems approach was achieved by linking a participatory research approach with 
model-assisted simulation modelling to effectively and efficiently study the interactions 
between the complex and variable bio-physical systems along with the human behaviour and 
activities.  
 
A systems approach was followed in the study as a valuable methodological approach to 
ensure clear understanding of the complex and risk-prone characteristics of the smallholder 
maize-based systems, and to closely study the various factors that affect farmers’ decisions in 
response to variable and uncertain climate scenarios. As farming systems are too complex to 
understand as a whole, a systems analysis was done by selecting and defining the appropriate 
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level of scale to model. For this study, systems analysis was tailored at the field level, which 
is the most relevant scale to the decision maker. In this case, a maize-based system was the 
focus of the study because it is the dominant enterprise in the smallholder farming system at 
the study area. More specifically, maize is cultivated as the major staple food and contributes 
significantly to the livelihoods of the vast majority of smallholder farmers in the region 
(Biazin and Stroosnijder, 2012). The outcome of the analysis for the smallholder maize 
system as a consequence of the various management decision options were translated at farm 
scale in terms of improving crop productivity and food security. 
 
In systems research, there are various participatory approaches to include local farmers’ 
views and perspectives within the systems analysis framework (Lynam et al., 2007). For this 
study, the participatory diagnostic methods within RRAs were applied to understand views, 
knowledge and objectives of the targeted farming community at the study area by engaging 
them in individual interviews and focus groups discussion (FGDs). Once in-depth insight into 
farmers’ views and perspectives was gained, better agronomic interventions were targeted 
that can help local farmers and their advisors to make informed decisions under variable and 
uncertain climate with which they have to cope. The systems approach was tailored to 
address the challenge of smallholder farmers through exploring opportunities, and 
consequently making locally relevant recommendations that are effective in improving maize 
productivity while reducing climate-induced risk. Given soil N in the CRV of Ethiopia is the 
most limiting factor constraining crop productivity at any given level of moisture availability 
(Biazin and Stroosnijder, 2012). In the region, good agronomic practices can improve 
efficiency of using the most limiting resources (i.e., water and N) in maize production 
systems. In the region, the majority of the risk-averse and resource-poor smallholder farmers 
might be encouraged to invest in N fertiliser at a small amount that can result in high returns 
to the fertiliser additions (Twomlow et al., 2010, 2011). At the study area, farmers’ decisions 
are often limited by knowledge gaps on principles of basic agronomic practices (i.e., suitable 
sowing dates and cultivar choice), as well as by financial constraints and risk-averse attitude 
to invest in inputs such as fertiliser N that can significantly increase productivity in 
smallholder maize-based cropping systems. Therefore, simple agronomic recommendations 
that would require small additional fertiliser investment – within farmers’ capacity (resource 
status or investment capacity) and capability (agronomic and technical skills, strategies and 
risk attitude) – have been sought to close the source of large yield gap of smallholder farmers 
in the region. Therefore, research of this kind need to focus on identifying simple and less-
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costly management opportunities for the majority under-performing smallholder farmers as a 
stepping-stone approach in raising yield substantially while reducing yield variability and risk 
(Twomlow et al., 2010; Roxburgh and Rodriguez, 2016). Through analysis of crop 
simulation, locally relevant management options were identified as feasible pathways to a 
step-wise sustainable intensification of smallholder maize production systems before farmers 
are simply expected to adopt complex technological innovations (e.g., conservation 
agriculture (CA) or integrated soil fertility management (ISFM) (Dimes et al., 2015). Cost- 
and knowledge-intensive technologies such as CA and ISFM that can present 
transformational change might be perceived by majority of farmers as too difficult, too risky, 
and even culturally unacceptable (Zeleke et al., 2004; Rodriguez et al., 2017). The 
methodological framework was therefore proposed to identify opportunities that farmers can 
easily adopt to increase their production level with minimum acceptable risk. In effect, 
farmers can enhance their capacity to invest in complex technological innovations in the 
future that help them to leap to a new efficiency frontier, which can potentially improve their 
crop productivity in the long-term while sustaining the basic natural resources (Keating et al., 
2010). 
 
The study used a number of research approaches. The first stage of the study involved farmer 
surveys or rapid rural appraisal (RRAs) for establishing better insights into farmers’ 
perceptions of, and management responses to variable seasonal climate, and this was detailed 
in Chapter 3. The RRAs method was applied within this farming system research to 
effectively assess and understand the important aspects of the local farming systems and their 
decision-making in which farmers were actively involved in a participatory fashion to express 
their views and perspectives. The RRAs were conducted in three villages from two districts 
in the CRV of Ethiopia. Information from the interviews of 60 farmers and two FGDs within 
RRAs were combined to: (1) acquire better insights into farmers’ understanding of 
production situations, such as farmers’ perceptions and understanding of, and their agronomic 
responses to climate variability and risk; (2) examine how this influenced the way they 
articulated their situational constraints, which was considered as an essential step in the 
research process for identifying farmers’ needs for planning agronomic research and targeting 
feasible interventions that can be adapted to the local bio-physical and socio-economic 
conditions of the farming systems. First, farmers’ perceptions on climate variability were 
investigated and then their subjective assessments were compared with the objective 
assessment of observed historical climate observations. Farmers’ estimation of frequency of 
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favourable and unfavourable seasons and their criteria to classify different seasons were 
highlighted. Then, farmer’s key agronomic decisions, which are important to cope with the 
current variable climate, are explained. In dryland environments including the CRV region of 
Ethiopia, simulation modelling was proposed as an effective research tool in providing a 
more thorough and objective assessment about the nature of the farming system under 
investigation. The effect of climate-induced risk on maize yield as a consequence of a 
spectrum of agronomic management options were evaluated in consideration of the historical 
seasonal variability (Hansen and Jones, 2000; Keating and McCown, 2001; Meinke et al., 
2001; Keating et al., 2003; Hansen, 2005; Cooper et al., 2008; Moeller et al., 2008).  
 
Even though crop models are a feasible and sound research and decision tool, they are rarely 
used in SSA countries largely due to a lack of quality and reliable database, among many 
other reasons (Bontkes et al., 2001; Bontkes and Wopereis, 2003). As a rule, crop models 
ought to be parameterised and evaluated under the local conditions of the study area before 
they are practically applied for conducting long-term simulation scenarios to explore various 
management options, and subsequently recommend feasible interventions for the local 
farming systems. In Ethiopia, the lack of a detailed and comprehensive database is one of the 
limitations for reliable use of crop models for ex-ante evaluation of management 
opportunities, and for identifying management decision options that can successfully fit into 
the conditions of resource-limited and risk-averse farmers in the study region (Kassie et al., 
2014; Getnet et al., 2016). The Agricultural Production Systems sIMulator known as APSIM 
(Keating et al., 2003) was used because it is a robust crop model that has been extensively 
tested and used to explore a range of management decision options to identify opportunities 
for possible change in management practices (Keating et al., 2000; Shamudzarira et al., 2000; 
Dimes et al., 2002; Shamudzarira and Robertson 2002; Robertson et al., 2005; Whitbread et 
al., 2010). The APSIM model has been applied successfully in exploring a range of strategies 
for more efficient production, improved risk management, crop adaptation, and sustainable 
production (e.g., Keating et al., 2003; Van Ittersum et al., 2013).  
 
For this study, all the relevant cultivar- and soil-related parameters for running and evaluating 
the APSIM model were determined from a field experiment conducted in 2012 at Melkassa, 
the CRV of Ethiopia (Chapter 4). The field experiment was setup with a three-factor split plot 
design in three replications as follows: two sowing dates as the main-plot treatment and two 
medium-maturing maize cultivars and two rates of N fertiliser as sub-plots treatment. APSIM 
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was parameterised using weather data from the Melkassa meteorological station for 
parameterising the common and locally adapted medium-maturing maize cultivar (cv. 
Melkassa-2) and with soil characteristics typical of the soil type in the CRV region (Chapter 
5). Suitable datasets were collected on crop phenology, growth, grain and biomass yields 
(i.e., to derive cultivar parameters of cv. Melkassa-2), data on soil physical and chemical 
properties (e.g., soil water and N parameters), and detailed information on soil and crop 
management (e.g., sowing time, fertiliser rate and timing). The APSIM model version 7.5, 
including Maize, SoilWat (soil water), SoilN (soil N), Surface Organic Matter and Manager 
Modules, were linked for simulating the complex climate-soil-crop systems. To test model 
performance, the parameterised APSIM was evaluated using independent datasets that were 
collected from various field experiments at Melkassa in the years between 2006 and 2012. 
Using the six year datasets, the model was tested for its capability in reproducing the 
observed variations in maize yield as affected by climate and management factors. In model 
evaluation, the performance of APSIM was assessed by comparing the closeness or deviation 
of the relationships between observed and simulated values using both graphical and 
numerical methods (Jamieson et al., 1991; Mitchell, 1997; Soler et al., 2007). The statistical 
indicators to assess model performance included: the absolute root mean square error 
(RMSE) and normalised or relative RMSE (n-RMSE calculated as RMSE as a percentage of 
the observed average), and the coefficient of determination (r2) of the regression of observed 
against simulated values through the best fitted line. Low RMSE and n-RMSE (of the same, 
or less, order of magnitude as experimental standard deviations and as the coefficient of 
variance) and high r2 values indicate good agreement between model outputs and observed 
values. The parameterised model performance was furthermore evaluated against farmers’ 
experience using yield estimates provided by the farmers from their historical observations 
for the bad, average and good yields at the study area of Melkassa. 
 
The parameterised APSIM model was then configured to run long-term simulations 
according to the management requirements of each scenario in question (Chapter 6). In the 
simulation, three key agronomic decisions (sowing time, cultivar choice and rates of N 
fertiliser), which were identified by participating farmers as important agronomic factors 
(Chapter 3), were considered. In the long-term simulation study, each season was modelled 
independently of other seasons with re-initialisation of input parameters at the date of sowing 
when the sowing criteria was fulfilled for each sowing window. Farmers’ level of 
achievement to fulfil their objectives when they are employing different agronomic 
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approaches can be quantified using various indicators of system attributes such as economic 
profitability, productivity and food security (López-Ridaura, 2006). In this study, crop yields 
were used as an indicator of the objective at the farm level in achieving household food 
security.  
 
Different management strategies were explored by running simulation models using long-
term daily weather data of the Adamitulu and Melkassa meteorological stations for a period 
of 34 and 39 years, respectively. As a result, the management strategies of the local farmers 
were evaluated along with the recommended management strategies from research and 
extension services. The APSIM model was also configured to simulate maize yields as 
modified by the factorial combinations of key agronomic factors: sowing window (early, 
normal, and late sowing dates), cultivar type (early-, medium-, and late-maturing cultivars), 
and N fertiliser rates (0 kg N ha-1 (N0), 25 kg N ha-1 (N25), and 50 kg N ha-1 (N50)). 
Altogether, there were 54 management scenarios to analyse where a number of different 
management decision options were simulated in order to understand the potential for 
smallholders if better management was adopted. The simulated grain yields were analysed 
using an unbalanced analysis of variance to test if there were differences and/or interactions 
among the simulated agronomic factors. For resource-poor and risk-averse smallholder 
farmers, climate-induced yield variability and risk are often as important as the long-term 
average maize yield. Long-term simulation scenarios were analysed and assessed for seasonal 
variation in maize yields and for risk of crop failure, along with the risk of falling short of 
“threshold” yield levels that a typical farmer in the study region would expect to achieve in 
any given year. From the simulation output, production risk of the various combinations of 
agronomic factors was analysed by comparison of probabilistic estimates of yield for a range 
of combinations of management decision options (sowing time, cultivar maturity-type and 
rates of N fertiliser). As an indicator of production risk or inter-seasonal variation in maize 
yields associated with each agronomic management and investment in N fertiliser, the value 
of coefficient of variation (CV, %) was assessed to quantify randomness relative to the long-
term average yield of maize (Hardaker et al., 2004a). Therefore, risk to maize production was 
assessed in terms of factors that contributed most to yield variability. The Kolmogorov–
Smirnov test was computed for pair-wise comparisons of yield distributions of the 
recommended agronomic strategy against the conservative or baseline strategy of the local 
farmers. The local practices of the typical farmers, who are risk-averse and unwilling to apply 
N fertiliser, were represented by the scenario called ‘baseline strategy’. The local practices of 
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the farmers, who are applied a modest rate of N fertiliser, were represented by the scenario 
called ‘conservative strategy’. The analyses of the modelled scenario had not been subjected 
to the subsequent farmers’ evaluation due to time constraints. In the subsequent chapters of 
the thesis, the importance of linking participatory research and simulation modelling 
approach that is effective in engaging farmers to evaluate scenario outputs have generally 
been discussed in relation to its implications for climatic risk management and pertinent 
issues for future research. 
 
1.5. Main aim and objectives of the study 
 
The overall aim of this thesis is to identify potential management options that could improve 
the productivity of crops and reduce risk associated with fluctuations in crop yields under 
smallholder maize systems in the semi-arid Central Rift Valley of Ethiopia. The specific 
objectives are to: 
 
1. Acquire better insights into farmers’ perceptions and understanding of, and their response 
to, climate variability.  
2. Investigate the key agronomic management strategies currently employed by farmers in 
that area and understand their interest in and attitude towards various agronomic factors in the 
face of climate risk and uncertainty.  
3. Determine the effect of contrasting sowing dates and N fertiliser application rates on 
growth, development and yield, along with water productivity of maize crop.  
4. Obtain the essential inputs and parameter settings to apply a simulation model of a maize 
production system (APSIM). 
5. Evaluate the ability of APSIM to realistically simulate maize systems in the study area; the 
CRV of Ethiopia. 
6. Apply the APSIM for evaluating alternative management strategies along with the typical 
farmers’ local management practices.  
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1.6. Research hypotheses  
 
The research question at the core of this work were summarised as:  
 
Is a systems approach that integrates a participatory approach through engaging farmers in 
interviews and discussions combined with the capability of simulation and modelling 
effective for targeting agronomic interventions that are locally relevant for smallholder 
farming systems to bring incremental change in crop productivity under climate risk and 
uncertainty? 
Is a systems approach effective for moving towards more resilient and productive smallholder 
farming systems through targeting feasible agronomic strategies that can ensure a feasible 
pathway to the step-wise sustainable intensification of the maize production system in the 
semi-arid region of CRV Ethiopia?  
 
To answer these questions, the thesis tests the following hypotheses: 
 
1. The various management decisions that farmers are using to deal with the impact of 
climate variability is dependent on farmers’ perceptions of climate variability and their 
criteria to describe a season of one year to another year. 
2. Farmers’ management practices that are guided by their heuristics (local knowledge and 
experience) are inadequate to deal with the problem of existing climate variability. 
3. Maize growth, development and yield, as well as water productivity of maize, can be 
significantly affected by varying sowing dates and contrasting rates of N fertiliser. Under this 
hypothesis, the collected data were used to parameterise and evaluate the APSIM model in 
simulating key crop attributes (crop growth, development and yield) and soil processes (soil 
water dynamics) as affected by interacting effects of the local environment and management 
factors. 
4. The APSIM model can realistically simulate the maize production system under the local 
conditions of the study area, and hence it can be reliably applied to evaluate performance of 
the smallholder maize systems that are affected by varying management regimes, including 
local farmers’ management practices. 
5. Fixed agronomic recommendations from research and extension services are ineffective to 
manage climate variability and risk since they do not account for the varying seasonal 
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prospects of the local area, nor do they conform to farmers’ production objectives, resource 
constraints, and risk-aversion behaviour.  
6. APSIM could be applied as an effective tool for long-term simulation scenarios for 
quantifying production levels and risks associated with current and alternative management 
strategies.  
7. Model-aided assessments can assist in identifying feasible pathways for targeting locally 
relevant agronomic interventions that are adaptable to resource-constrained and risk-averse 
smallholder farmers who are operating under variable and uncertain climate. 
 
1.7. Outcomes of the study 
 
The main outcomes from this research include:  
 
1. Better insight into farmer perceptions of climate variability, including their common 
characteristics or differences within or between the farming communities at the study area.  
2. Identification of some of the knowledge gaps regarding farmers’ risk attitude and 
responses towards climate variability that are useful to design successful agronomic 
strategies, which are well-targeted according to farmers’ production objectives, aspirations 
and risk preferences. 
3. Production of quality and comprehensive datasets valuable to parameterise and evaluate 
APSIM for modelling maize-based system in the semi-arid region of the CRV Ethiopia. 
4. Better information on the risk profile of management scenarios by using model-assisted 
simulations and long-term sequences of climatic data that allowed quantifying probabilistic 
estimates of maize yield for a suit of management options, including local farmers practice 
and current recommendations from local extension services. 
5. Provision of good insight into the opportunities associated with the various management 
decision options in situations of risk associated with seasonal climate uncertainties. 
6. Potential management opportunities for local smallholder farmers if they are adopting 
them for the maize-based cropping system in the region. 
 
1.8. Outline of the thesis 
 
To address the main issues and objectives of the study systematically, the thesis is organised 
into seven chapters. A brief summary of each chapter is outlined below. 
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Chapter 1 sets the scene and describes the background information that inspired this study. It 
presents a problem statement and the purpose of the study. This chapter describes the scope 
and context of which the study was done, along with significance of the study and a general 
overview of the methodological approach. The chapter is also the platform to outline the 
overall aim, the specific objectives and the major research questions along with the 
hypotheses that were tested as detailed in the follow-up chapters. Finally, the chapter presents 
outcomes of the study, followed by an overview of the thesis structure.  
 
Chapter 2 presents a comprehensive review of relevant literature related to the aims of the 
research, and outcomes of the literature review will form the basis of the specific research 
hypotheses detailed for the experimental chapters that follow. The objectives of the review 
chapter are to review (i) how small scale farmers operating in dryland environments (e.g., 
developing countries in tropics and subtropics) manage climate-related risks; (ii) how farmers 
respond globally to climate variability and climate changes in similar socio-economic and 
climatic environments and relating these responses to an Ethiopian context by outlining 
existing barriers and constraints; (iii) key concepts and principles underlying ‘systems 
approaches’ in the context of farming; (iv) past and current advancements in crop simulation 
models and application of modelling and simulation approaches in farming systems research; 
(v) participatory approaches within farming systems research; (vi) the relevance of modelling 
and simulation within participatory research to manage climate risk; and (vii) the value, 
challenges, and future prospects of adopting participatory approaches and simulation-based 
research and extension.  
 
Chapter 3 discusses the main results from the RRAs, including information based on focus 
groups, questionnaire surveys, and reviews of secondary sources. It examines farmers’ 
perception and knowledge of climate variability (e.g., rainfall, temperature, and drought) and 
assesses how their understanding of climate variability translates into farm management 
decisions and actions.  
 
The major discussion in Chapter 4 is about field observations and measurements as important 
input datasets for model parameterisation and evaluation. Here the outline of the field 
experimental design and its layout, crop management, time of sowing, cultivar type and 
fertiliser treatments, as well as sampling details and measurements, for the collection of both 
in-season and end-season measurements for the key crop and soil processes is described. The 
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data collected from the maize field experiment in Chapter 4 were used for the purpose of 
obtaining the essential parameter settings for use in APSIM. 
 
Chapter 5 deals with parameterisation and evaluation of the APSIM model. The 
parameterised and evaluated APSIM model was configured to simulate maize yields as 
modified by the agronomic factors in question (different sowing time and rates of N 
fertiliser), using long-term sequences of climatic data and local maize cultivar and soil 
information. 
 
Chapter 6 addresses the application of APSIM for simulating what might happen when 
agronomic practices are changed in situations to deal with risks associated with seasonal 
climate uncertainties. The long-term simulations for this specific situation were tested for the 
Melkassa and Adamitulu locations in the CRV region. In the simulations, the likely risk as a 
consequence of management decision options were explored to provide probabilistic 
estimates of yield for varying combinations of agronomic factors, such as sowing time, 
cultivar type and rates of N fertiliser. The output from the scenario analyses were discussed 
by comparing various agronomic management approaches, including the local practices of 
the farmers and agronomic recommendations from research/extension services along with 
various combinations of alternative agronomic management options. The long-term risk-
return performances of a wide range of potential management scenarios were explored.  
 
Chapter 7 presents the main conclusions from the study. It provides methodological outlooks 
and discusses the major findings and limitations of the study and provides recommendations 
leading to avenues for further research both to clarify some specific aspects and to apply the 
presented findings in practice. Full details of all references used within various chapters are 
given in the references section. The focus groups questions and the interview questionnaire 
used in the farmer survey (Chapter 3) are presented in the Appendix. 
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Chapter 2 Literature Review 
 
Abstract 
 
In farming systems with high seasonal, spatial and socio-economic variability, systems 
approach that recognises farms as functional entities comprising bio-physical, technological 
and human factors in analyses is vital in formulating possible solutions to answer critical 
problems for smallholder farmers. A key component of many farming systems are the crops. 
A wide variety of crop simulation models have been developed to enhance our understanding 
of the key drivers of crop productivity under a range of management practices, soil types, and 
climates. Recent advances in crop simulation models have increased their relevance and 
credibility for simulating increasingly complex farming scenarios, including constraints 
experienced by smallholder farmers. However, the benefits of crop simulation models to 
directly assist famers with practical management decisions have not been fully realised, in 
part, due to the limited knowledge transfer and communication between farmers and 
researchers. To improve knowledge transfer and farming practices, participatory research 
(PR) approaches have been applied whereby it is proposed that the relevance of computer-
based modelling could be improved by directly involving farmers in the design and analysis 
of simulation scenarios within PR. This approach has been used to gain insights into complex 
systems, supporting co-learning and assisting farmers with decision-making. By combining 
both the cropping system modelling and PR, it would be possible to develop a more robust 
methodological framework to study scenarios unique to resource-poor farmers of Africa. This 
review examines how systems approaches can assist in understanding farming systems and 
develop planning options for farmers constrained by resource availability and climate 
variability. The objectives of the review are to summarise the information of farming 
systems, past and current advancements in cropping system models and simulation modelling 
approaches for designing various crop management systems. The historical perspective of 
farming systems and PR is also examined and future opportunities for advancing 
participatory modelling approaches in farming systems research, extension, and development 
efforts in developing countries are proposed. 
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2.1. Introduction 
 
In many developing countries, approximately two-thirds of the population depend either 
directly or indirectly on agriculture for their livelihood (Hansen, 2005; Fischer et al., 2014). 
A principal source of risk affecting the long-term economic viability of agricultural industries 
and smallholder farms in many developing countries is climate variability (Thomas et al., 
2007; Cooper et al., 2008; Conway and Schipper, 2011). The issue of climate variability is 
particularly worse for smallholder farmers operating in dryland environments (Devereux, 
2001; FAO, 2006, 2008). In this context, ‘smallholder farmers’ are defined as farmers who 
manage farms that are usually no bigger than 2 ha in size and rely on household labour to sell 
a portion of their produce for cash (Akram-Lodhi and Kay, 2010). Consequently, farming in 
these regions is a risky enterprise, especially for resource-poor farmers (Meinke et al., 2001; 
Cooper et al., 2008; Thornton et al., 2011). 
 
Drylands cover 41% of the world’s land surface. They also support 35% of the global 
population, the majority of whom are the rural poor (Safriel and Adeel, 2008). Dryland 
farming is practiced in semi-arid and dry sub-humid regions where crop production is limited 
by moisture availability for part of the year (Dregne et al., 2006; Stewart et al., 2006). 
Dryland regions are classified using the number of growing days (FAO, 2000) and an aridity 
index (UNEP, 1992). According to the FAO (2000), drylands are those areas with a growing 
season length of 1–179 days, while the UNEP defines drylands as areas characterised by a 
ratio of annual precipitation to potential evapotranspiration ranging between 0.03 to 0.5. 
Under these definitions, approximately 60–72% of dryland regions are located in developing 
countries (Safriel et al., 2005). For any farming system, sustainability (environmental, 
economic and social) is the ultimate goal (Stoneham et al., 2003; Seymour and Wickes, 2011) 
and in these dryland regions, rainfall variability is a constant and dominant source of 
livelihood risk in smallholder farming systems (Cooper et al., 2008; Thornton et al., 2011).  
 
The wide range and variability of rainfall in dryland environments is a major challenge for 
conducting agricultural research and devising agronomic recommendations for these systems 
(Dixit et al., 2011; Stern and Cooper, 2011). Farmers are looking for options that take climate 
uncertainty into account rather than those developed for ‘on average’ conditions. A risk 
analysis of the trade-offs between increasing yield gain or profit and increasing risk may be 
helpful in addressing this concern (Cacho et al., 1999; Woodward et al., 2008). However, 
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neither the extension advisory services nor the extension publications have seriously taken 
into consideration the various factors that may influence the long-term impact of agronomic 
recommendations including seasonal variation, risk of any endorsed technology, resource 
constraints, and the risk attitude profiles of different smallholder farmers (Whitbread et al., 
2010). Without knowledge of the effects of climate variability on the performance of 
recommended technologies, farmers cannot be properly advised by research and extension 
services regarding the possible climate risks they may face (Dixit et al., 2011). Agronomic 
recommendations need to be flexible and take into account resource constraints, farmers’ 
objectives, and the risk levels farmers find acceptable so they are better able to manage 
climate risk and uncertainty (Fujisaka et al., 1996a and b; Cooper et al., 2008; Kassie et al., 
2013a). 
 
Climate-related risks have been analysed for a range of crop, soil and water management 
options practiced in Africa (Rötter and Dreiser, 1994; Thornton et al., 1995; Dixit et al., 
2011; Kassie et al., 2014). Carberry et al. (2004) used a participatory approach combined 
with computer-based modelling of a smallholder maize system in Zimbabwe to identify risks 
associated with various crop management technologies. By coupling a participatory approach 
and modelling capability, Carberry et al. found that farmers were interested in applying 
fertiliser at greatly reduced application rates, namely a micro-dose of nitrogen (N) application 
(i.e., 10 kg N ha-1), more tailored to the smallholders’ climatic and socio-economic 
conditions, which could still markedly increase the mean yields of their maize. Simulation 
modelling demonstrated that this fertiliser management option could potentially increase crop 
yields, which was later confirmed in field studies (Twomlow et al., 2010). The success of the 
micro-dosing technology was attributed to its bottom-up approach in technology transfer. 
That is, farmers were consulted and involved in the decision-making process during the 
development and promotion of the technological packages (Anandajayasekeram et al., 2008). 
The results have provided strong evidence that N micro-dosing has the potential for broad-
scale impact on food security for a significant number of resource-poor farmers in dryland 
areas (Twomlow et al., 2010, 2011). 
 
However, much of the current technology transfer has been based on a top-down approach of 
technology transfer whereby an agricultural message has been designed and developed by 
research scientists, with limited input from the ultimate users of the technologies (i.e., the 
farmers). This top-down approach has been criticised for its poor understanding of the wide 
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diversity and heterogeneity of farmers, and the environments in which they operate (Sands, 
1986; Simmonds, 1986), as well as the opportunities and constraints the farmers may face 
(Anandajayasekeram, 2008). Examples include the introduction of fertiliser recommendations 
(Dimes, 2011), hybrid seed technology (Nkonya et al., 1997; Zavale et al., 2005), and soil-
moisture conservation practices (Mupangwa et al., 2006; Tenywa and Bekunda, 2009). These 
technologies have provided some improvements but only under very specific conditions, i.e., 
for homogeneous commercial farm units and under stable economic conditions (Jiggins, 
1993; Packham, 2011). Darnhofer et al. (2010) noted that farmers failed to adopt 
technological packages especially in marginal environments. For example, the poor adoption 
of solutions developed with an ‘engineering mindset’ is exemplified by the apparent lack of 
interest to follow the recommended rates of fertiliser in semi-arid Africa (Croppenstedt et al., 
2003; Snapp et al., 2003; Twomlow et. al., 2011). 
 
Developing management practices and technological options that take into account the local 
context of farming communities is necessary to enhance the adoption of more sustainable and 
productive farming practices (Okali et al., 1994; RÖtter and Van Keulen, 1997; Snapp et al., 
2003; Cooper and Coe, 2011). That is, the recommended technologies should include 
adequate information on the risks and returns of the proposed technologies so the farmers can 
make informed decisions depending on their resource endowment and ability to take risk 
(Rao et al., 2011). As the farmers’ different production goals and attitudes towards risk are 
not well accounted for, local recommendations are often unsuitable for smallholder farmers 
in many sub-Sahran Africa (SSA) countries (Dimes, 2011; Twomlow et al., 2011). As a 
result, the challenge of achieving food security in these countries has remained unachievable 
(RÖtter and Van Keulen, 1997). The problem is compounded by the high population growth 
of most countries in the region, aggravating future food security concerns (FAO, 2009). 
Paying close attention to the farmers’ perspectives by tailoring the recommendations from 
research and extension services to offer practical solutions to a spectrum of farmers in 
making informed decisions about technology adoption should help alleviate concerns 
regarding food security (Dimes, 2011). 
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2.2. Systems Approaches in Farming System Research 
 
2.2.1. What is a Farming System? 
 
A system refers to a set of interacting components, as influenced by internal and external 
factors, that are grouped together to study some aspect of the world (Jones and Luyten, 1998; 
Wallach et al., 2014). Because of its complexity, it is always necessary to separate a system 
into its components and sub-systems (Tow et al., 2011). For analytical purposes, a system is 
conceptually separated from the rest of the ‘environment’, by a ‘system boundary’ (Kelly and 
Bywater, 2005; Tow et al., 2011). The environment of a system includes everything except 
the components of the system that may be described as factors that directly influence the 
behaviour of components in the system but are not affected by them (Rabbinge et al., 1994; 
Wallach et al., 2014). An example is a cropping system constituting crop and soil 
components, which interact with the weather conditions and the crop management. Systems 
approaches start with the definition of the system to be studied and this involves development 
and use of the model to study the defined system. 
 
Definitions of the term ‘farm’ vary greatly depending on the perspectives of the analyst, 
which may include economists and agronomists (Keating and McCown, 2001). Using a 
systems approach, a farm is generally defined by two interacting sub-systems. Firstly, the 
production sub-system, which includes the bio-physical and technological domain, and has 
been well-documented in the literature (Hunt and Boote, 1998; McCown and Parton, 2006; 
Castellazzi et al., 2008). The management sub-system, includes the human domain with the 
management histories, policies, and processes at different spatial scales (McCown, 2001; Le 
Gal et al., 2010).  
 
The management sub-system, especially the human component has been less emphasised 
(McCown, 2001; Darnhofer et al., 2010) and the inclusion of a management sub-system 
reflects a shift of the system boundary (McCown, 2001). In contrast, Le Gal et al. (2010) 
defined a farm as having three sub-systems; the bio-physical, technical and the decisional 
sub-systems. The last two sub-systems fall within the management sub-system as defined by 
McCown (2001). Ongoing monitoring of the production sub-system by the farmer informs 
decision-making processes and management adjustments are undertaken accordingly to 
achieve the purpose of the management sub-system (McCown, 2001). 
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The management sub-system is characterised by both internal and external factors (Darnhofer 
et al., 2010). Internal factors refer to bio-physical resources such as plants, animals, and soil 
while external factors include climate, farm inputs such as seed, fertiliser and labour, as well 
as market conditions and legal frameworks such as credit accessibility, insurance, and 
government policies. Management decisions are grouped into three main categories; 
operational, tactical, and strategic (McCown, 2001; Le Gal et al., 2011; Tow et al., 2011). 
Decision makers implement operational decisions on a daily/weekly basis (e.g., crop planting 
and fertiliser application). Tactical decisions are made at any time before or during a season 
in response to unpredictable factors such as changes in climate and market. Strategic 
decisions are made over several years with the aim of creating a sustainable farm (Cooper 
and Coe, 2011; Le Gal et al., 2011). All these management decisions are influenced by 
regional heterogeneity, which also needs to be considered when developing management 
options for local conditions such as spatial variation in soil type (Hansen and Jones, 2000; 
Snapp et al., 2003) and potential yield difference across regions (Xiong et al., 2008; Ncube et 
al., 2010).  
 
2.2.2. Farming Systems Research in Developing Countries 
 
Farming systems research in Africa has been based on an earlier model of a systems approach 
that was developed in the 1970s in response to the failures of positivist-reductionist research 
to ‘get agriculture moving’ (Davidson, 1987). The original purpose of farming systems 
research was to improve farm productivity (Dixon et al., 2001). However, after the failures of 
the Green Revolution, which had restricted aims of improving productivity in marginal agro-
ecosystems of Africa, this vision was broadened in the early 1980s to achieve other goals 
including sustainability, i.e., improved productivity integrated with social equity and 
protection of natural resources (Klerkx et al., 2012). Rather than promoting commodity-based 
technologies (usually a single technical component and, at best, two or three), farming 
systems research was based on an interdisciplinary holistic framework for planning research 
and extension activities to address farmer’s problems and constraints (Flora et al., 2000). 
From the mid-1980s, research institutions and non-governmental organisations that were 
involved in developing and testing new technology criticised farming systems research for 
being too linear and prescriptive (Okali et al., 1994). These criticisms led to improvements in 
farming systems research methods including the application of technology-user assessments, 
on-farm trials and farmer participation such that technological developments were more 
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flexible and responsive to priority constraints faced by smallholder farmers (Martin and 
Sherington, 1997; Collinson, 2000). In the 1990s, farming systems research was greatly 
improved by the inclusion of participatory research, and this represented a new approach of 
not just doing research for farmers, but also working with farmers (Darnhofer et al., 2010). 
 
2.2.3. Participatory Research 
 
Social scientists in the 1980s proposed the idea of involving farmers more systematically and 
actively in the research process to take advantage of the farmers’ own skills for innovation 
(Sutherland, 1998). In the 1990s, with an increasing appreciation of the complexities and 
uncertainties of farming systems, there was recognition that formal science did not 
sufficiently address a number of issues, including an inability to take into account the role of 
the socio-political climate and local contexts of farmers’ choices, as well as farmer’s 
subjectivities (Darnhofer et al., 2012). In response, a new approach termed ‘participatory 
research’ (PR) (Sutherland, 1998; Ison, 2008; Darnhofer et al., 2012) was developed that 
utilises a group of methods and/or tools for facilitating the active involvement of different 
stakeholders (e.g., farmers, extension people) in the research process (Chambers, 1989; 
Röling and Jiggins, 1998; Sutherland, 1998).  
 
The aim of PR is to improve farmer-researcher interactions, which allow for a better 
understanding of farmers’ needs, criteria and perceptions (Lisson et al., 2010; Ortiz et al., 
2011). Furthermore, PR encourages farmers to express what they need to know, particularly 
their perceived problems, and possibilities for developing improved practices (e.g., McCown, 
2001; McCown and Patron, 2006). Participatory methods can be applied to different groups 
in a community, or different regions, in order to cater for divergent needs, opinions and 
experiences in each category (Pain and Francis, 2003; Bacic et al., 2006). In other words, it is 
advocated as a means of offering a ‘basket of options’ for individual households to select 
recommended technologies that best suit them (Chambers, 1989). The learning outcomes also 
come from combining different types of knowledge, e.g., experiential and experimental 
knowledge (Scoones and Thompson, 1994). This could be especially important, for example, 
when working with poor farmers, as they usually do not have the required organisation skills 
and influence to represent themselves in mixed groups (Sutherland, 1998). 
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The participatory approach has been advocated as a powerful tool for assisting farmers make 
informed decisions on selected technologies (Chambers, 1989; Heinrich, 1993). The 
engagement of relevant stakeholders in PR contributes to increased effectiveness by 
improving both the quality of decision-making and demonstrating legitimacy through greater 
transparency and the pursuit of legitimate self-interests (Newig, 2007). The need for 
participatory approaches to support research for technological change has been broadly 
accepted (Hall and Kidd, 1978; Bentley, 1994; Pain and Francis, 2003). In particular, 
smallholder farmers are more likely to accept the results and recommendations of research if 
they have been engaged in developing the recommendations under their farming environment 
(Twomlow et al., 2011). Even though it is widely accepted among researchers and 
development specialists that farmer-driven processes can spur rapid widespread adoption and 
adaptation, many researchers and development specialists still fail to understand or take into 
full account farmers’ real priorities (Kanyama-Phiri et al., 2000; Douthwaite et al., 2003). 
According to Bentley (1994), establishing an unbiased and clear means of communication 
between scientists and farmers is difficult mainly due to their socio-economic distance and 
different interests between the two groups. Hence, having clear objectives in mind, such as 
where to work, who to work with, and how to work with them have been recognised as 
critical decisions that can strongly affect the success of a participatory approach (Bellon, 
2001). On the other hand, PR has also been criticised as a ‘slow’ process, since all meetings 
must be planned ahead to match the schedules of all the member of the target groups (e.g., 
farmers, extension persons), and enough time must be allocated for each activity in the 
program, which may not always fit the scientists’ agenda (Branney et al., 2000).  
 
Participatory research methods can be classified using four types of relationships between 
researchers and farmers: contract, consultative, collaborative, and collegiate (Biggs, 1988). In 
the contract relationship, there is a contractual agreement with farmers to take part in a 
project in which the participating farmers are not engaged in the research process other than 
providing their land and services. The consultative relationship is defined as a mode of 
participation in which farmers are asked to provide information and researchers develop 
possible solutions. The collaborative relationship is characterised by a small degree of farmer 
engagement in the research process and working together with researchers. The collegiate 
relationship allows farmers and researchers to work together as colleagues for facilitating 
mutual learning where farmers have control over the process. The most frequently observed 
form of participation is consultative where farmer participation tends towards the ‘passive’ as 
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opposed to the ‘active’ end of participation typologies such as collaborative and/or collegiate 
participation where farmers are empowered (Pretty, 1995). MacMillan and Benton (2014) 
suggested that farmers are more likely to adopt new practices when farmers produce the 
knowledge, so clearly there is a need to involve farmers as much as possible in the research 
process. Ortiz et al. (2011) pointed out that the incentives and disincentives perceived by 
individuals and organisations are the motivation for promoting and using PR. In a study by 
Rusike et al. (2006), they asked farmers about what worked well and what did not for each 
stage of the participatory process, and summarised the best practices to be (i) engaging 
farmers in a genuine dialogue, (ii) addressing their concerns, and (iii) presenting new 
technologies through learning-by-doing and learning-by-using approaches.  
 
Advancing joint learning is a central tenet of participatory approaches (Carberry et al., 2002; 
McCown and Parton, 2006; McCown et al., 2009). However, the question of how to harness 
the knowledge and experiences of researchers and farmers for the generation of new 
knowledge has been an area of contention (Hoffman et al., 2007). Participatory action 
research (PAR) is promoted as an avenue for researchers and their clients to work together 
collaboratively so that they can co-generate knowledge through ongoing communicative 
processes and joint implementation of research findings in their practical context (Ison, 2008; 
Mackenzie et al., 2012). The method fuses action research (multiple cycles of inquiry, action 
and reflection/revision) with the participatory approach (researchers collaboratively engage in 
the project implementation with the stakeholders) (O’Brien, 1998; McCown, 2001). The 
output of PAR may lead to social action and reflections for understanding new concepts 
and/or open up new areas of inquiry (McCown, 2001). This approach recognises that science 
alone cannot address the challenges facing agricultural systems, however, meaningful 
participation of relevant stakeholders is required (Carberry, 2001). 
 
2.2.4. Why Use Systems Approaches? 
 
Natural scientists are positivist, and generally consider knowledge as being independent of 
context and see the positivism perspective as sufficient in understanding realities of social life 
(Douthwaite et al., 2003). However, the implicit positivist approach cannot sufficiently 
understand the socially constructed nature of reality through the formal scientific approach–– 
using empirical research to establish causal-effect relationships between variables (Darnhofer 
et al., 2012). Much of the research in agriculture has used a positivist ‘reductionist approach’ 
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(Bawden, 1995). A reductionist approach deconstructs a complex system into its components 
and focuses on the interconnectedness of these components in a linear manner (Kalaugher et 
al., 2013). The reductionist approach has been criticised for its failure to assist smallholder 
farmers in marginal environments (Norman, 2000; Darnhofer et al., 2010) largely due to its 
inability to consider interactions in complex systems (e.g., crop and farming systems) in a 
non-linear manner (Kalaugher et al., 2013). In response to this limitation, researchers have 
sought a new approach to take into account the complexity of the farming system, i.e., 
systems approaches (Bawden et al., 1985; Van Eijk, 2000). Systems approaches have been 
applied to farm management since the 1970s (Gilbert et al., 1980) and integrate different 
disciplines and incorporate multiple perspectives (Kropff et al., 2001). For example, systems 
approaches can combine knowledge of agro-ecosystems, system theory and modelling 
techniques to provide a framework for analysing multiple variables and complex interactions 
that are characteristic of small-scale farming systems (Simmonds, 1986; Kropff et al., 2001). 
Therefore, a systems approach is ideal for analysing production systems characterised by 
dynamic complex behaviours (e.g., non-linear interactions) (Kalaugher et al., 2013).  
 
The integrated nature of systems approaches contrasts strongly with the highly reductionist 
approach taken by early agricultural scientists (Collinson, 2000). A multi-disciplinary 
approach provides a more holistic framework of developing alternative solutions to farming 
issues (Rodriguez and Sadras, 2011), and recognises the contributions of researchers, 
modellers and practitioners (Hammer et al., 1998, 2002). Progress in systems approaches was 
initially impeded by difficulties that arose from differences in disciplinary perspectives, for 
example, the clash between the positivist perspectives of natural scientists and the 
constructive paradigms of social scientists (Van Eijek, 2000; Darnhofer et al., 2012). 
Darnhofer et al. (2012) suggested that understanding human behaviour using a positivist 
approach may be flawed because human behaviour cannot easily be explained using scientific 
cause-effect relationships. Darnhofer et al. (2012) also recognised the limitations of the 
constructive paradigms, as this approach relied heavily on the farmer’s reality, which may be 
skewed.  
 
Darnhofer et al. (2012) suggested an integration of the positivist and constructivist paradigms 
by exploring the complexity of interactions within the ‘hard’ system (the researcher’s 
definition of the farming system, i.e., biological and technological components) and within 
the ‘soft’ system (the farmer’s definition of a farming system, which is based on their 
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experiences and perceptions). Farmers view their farming system in their own right as 
‘constructs of their mind’ and as such, they are influenced by their own personal preferences, 
cultural norms, and by the behaviour of their neighbours (Chambers, 1994). It is important to 
consider these factors because they drive farmers’ choices, constraints, and goals as 
determined by the constructed perceptions (Darnhofer et al., 2012). However, the knowledge 
developed by farmers is often different in nature to that developed by professional 
researchers (Kalaugher et al., 2013). The integration of the hard and soft systems has greatly 
improved systems approaches, enabling researchers to capture the interactions between the 
‘material-technical’ aspects of the hard system and the subjective perceptions, values and 
preferences of the soft system (Kay and Bawden, 1996; McCown and Patron, 2006; Klerkx et 
al., 2012; McCown, 2012; Milestad et al., 2012).  
 
Participatory approaches have facilitated the integration of farmers’ knowledge with 
scientific knowledge, thus fuelling reciprocal learning processes (Darnhofer et al., 2012) and 
the shift in systems approach research has greatly assisted in bridging the gap between formal 
science and the real world for developing practical innovation (King, 2000). A key element in 
the effectiveness of any integrated participatory research is the recognition of the validity of 
different epistemologies or conceptualisation of knowledge (Darnhofer et al., 2012). 
Conceptualising systems as constructs helped people to appreciate the same system with its 
elements and its context in different ways. Unlike research situations co-constructed by the 
researcher, conceptualising systems as constructs of farmers’ unique experiential history is 
important as people appreciate the same system, with its elements and its context in different 
ways. Engaging farmers as ′experts′ instead of ′users′ in social learning processes help to 
better understand and capture the different models of a system (i.e., constructions of a 
situation) as people appreciate the same system, with its elements and its context in different 
ways according to their experiences, local conditions and purposes (Darnhofer et al., 2012). 
Both traditional and participatory approaches generally involve time-consuming and costly 
experimental work to arrive at the technology options that are most likely to work. Because 
of the resources involved, these experiments are undertaken at a restricted number of 
locations over limited periods. Extrapolation of the results and their interpretation in the 
context of farmer-first approaches is a problem. 
 
Models are useful tools in biology to bridge the dialectic between reductionism and holism 
(Hammer, 1998) since they can explain phenomena at one level of biological organisation, 
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e.g., a crop, by integrating responses at the immediately lower level, e.g., a plant (de Wit, 
1970). Systems approaches provide a framework for interdisciplinary research (Wallach et 
al., 2014) and within this approach models are valuable research tools for integrating 
interdisciplinary knowledge and for producing a descriptive tool for application (Checkland, 
1981). 
 
2.3. Models and Simulation 
 
A ‘model’ is generally defined as a simplified representation of a part of reality rather than a 
direct copy of reality (Loomis et al., 1979; France and Thornley, 1984), and ‘modelling’ is 
the process of developing that representation (Sowell and Ward, 1997). A mathematical 
model is one way of representing and studying a system and enables the study of responses in 
terms of logical and quantitative relationships (Yin and van Laar, 2005.). Models may include 
a range of mathematical equations and rules defining and describing a system (Barrett and 
Nearing, 1998) and are powerful tools to test hypotheses, synthesise knowledge, describe and 
understand complex systems such as processes that determine the system’s behaviour, and to 
compare different scenarios (Marcelis et al., 1998; Hammer et al., 2002). Models should not 
be overloaded with unnecessary details and have minimum data requirements (Sinclair and 
Seligman, 1996). Models are, therefore, commonly kept as simple as possible to sufficiently 
describe a system or component of a system at a level of accuracy suited to the objectives of 
the task provided (de Wit and Goudriaan, 1978; Dent and Thornton, 1988). However, this 
simplification is arguably the greatest drawback for producing a comprehensible, operational 
representation of a part of reality (de Wit and Van Keulen, 1987; Hammer et al., 2002).  
 
Models are commonly classified as either descriptive (empirical) or explanatory 
(mechanistic) based on their characteristics for understanding a system, although there are 
different schemas to classify models (Stapper, 1986). Descriptive models include statistical, 
regression, and empirical models. They are often labelled ‘black-box models’ as they reflect 
little or none of the mechanisms that are the cause of the behaviour of a system. Descriptive 
models are primarily based on functional relationships between observed input and observed 
output, which can offer a precise description of the observations on which they are based with 
predictions of known errors (Johnes et al., 2002). However, extrapolation of outputs from 
descriptive models for other conditions outside the range of input data upon which they are 
based is often difficult (Marcelis et al., 1998). In other words, caution is required when 
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applying descriptive models to conditions beyond which the model was derived. On the other 
hand, explanatory models consist of quantitative descriptions of the various mechanisms and 
processes underlying the system of interest (Penning de Vries et al., 1989). The advantage of 
explanatory models is that parameters estimated at one level can predict results at the next 
higher level without calibrating or deriving a new parameter from independent experiments 
(Hoogenboom et al., 1994; Boote et al., 1996). As a consequence, the capability of 
explanatory models in extrapolating results for new circumstances is more acceptable than in 
the case of empirical models (Jame and Cutforth, 1996). However, in the case of complex 
mechanistic models, validation may be difficult to undertake for broader generalisations due 
to lack of well-defined statistical properties (Johnes et al., 2002).  
 
Many of the crop models arise mainly from the knowledge or understanding of physiology, 
agro-climatic environments and biochemical processes rather than from empirical or 
statistical relationships (Boote et al., 2013; Craufurd et al., 2013) that make crop models 
capable of simulating both temporal and spatial dynamics of crop yields. As crop models are 
mainly mechanistic or process-based (Monteith, 1996; Sinclair et al., 2005), they are effective 
to understand the interaction effects of genotype, environment and management (G×E×M) 
(Jones et al., 2003; Keating et al., 2003; Messina et al., 2009) on crop growth, development, 
yield (Sinclair and Seligman, 2000). In other words, the crop model is able to simulate the 
various underlying physiological processes as they respond to environmental changes and 
affect grain yield and biomass formation (Asseng et al., 2013). Therefore, explanatory 
models, more so than descriptive models, allow for testing hypotheses and synthesising 
knowledge as well as facilitating comprehension of complex systems (Marcelis et al., 1998). 
Crop models usually contain sub-models at least one hierarchical level deeper than the 
response to be described (e.g., radiation-use efficiency is a process one hierarchical level 
below that which determines crop biomass accumulation). At the lowest hierarchical level, 
sub-models in an explanatory model are descriptive and the model’s ability to explain the 
number of hierarchical limits output levels (Aumann, 2007). Regardless of whether a system 
is represented by a descriptive or explanatory model, both models are based on mathematical 
relationships between the different components within the system as well as the effects of 
environment on those components (Jones and Luyten, 1998). 
 
Farming systems are primarily affected by the complex and dynamic interactions between 
weather, crop growth and development, soil, and management regimes. A simulation model 
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is meant to simulate the interaction of the environmental heterogeneity and management 
alternatives. ‘Simulation’ is defined as the process of using a model, or models, to follow 
changes in a system over time (Wallach et al., 2014), most often requiring computing 
resources to run the simulations and often referred to us as computer models (Loewer et al., 
1998). Simulation of agricultural process involve a complex set of equations for calculating a 
dynamic change of a state variable of the system for a specified set of input variable, which 
often use computer for computational purpose (Barrett and Nearing, 1998; Jones and Luyten, 
1998). Computer models include the processes necessary for operationalising or solving a 
model to mimic real system behaviour. A computer simulation model consists of a structure 
(i.e., the equations that describe quantitatively how variables and processes are related) and 
parameters (i.e., numerical values in equations that determine their relative importance) 
(Kropff and Spitters, 1992). The model description includes all the equations of processes 
that cause change to its components, all the environmental variables affecting it, properties of 
system components and the underlying assumptions to develop a particular model (Asseng et 
al., 2013; Wallach et al., 2014). 
 
The mathematical expressions used in simulation modelling may include both statistical and 
mechanistic approaches. According to France and Thornley (1984), simulation models can be 
classified based on time and the type of information generated. In particular, static models do 
not contain time as a variable, while dynamic models include time as a deriving variable to 
describe variation of a system or its components. On the other hand, deterministic models 
provide information on the mean response of a system to a change in one of its input 
variables (i.e., direct relationship between measurable and derived inputs without uncertainty) 
while stochastic models are described by probability concepts. The simulation process 
involves a number of steps including the development of computer logic and flow diagrams, 
writing of computer codes and implementation of the code to produce desired outputs (Jones 
and Lutyn, 1998).  
 
2.4. Advancements in Crop Models 
 
Crop simulation models combine mathematical equations and algorithms to represent logic 
that conceptually represents a simplified crop production system (Ritchie, 1991). Crop 
simulation models are mainly mechanistic or process-based as opposed to statistical or 
empirical models (Craufurd et al., 2013). Since the 1960s, many simulation models have been 
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developed to describe the growth potential of a wide number of crops in relation to their 
physical environment (Matthews et al., 2002). For instance, simulation models have been 
used to express biomass growth as a function of the solar radiation interception (Wilson et al., 
1995).  
 
During the 1970s, modelling efforts were devoted to building theories and equations of 
various individual processes in agricultural systems (van Keulen et al., 1982; Penning de 
Vries et al., 1989) and the 1980s saw the development of whole agricultural system models 
(Hoogenboom et al., 1994; McCown et al., 1996; Reynolds and Acock, 1997; Hammer, 1998; 
Wang and Engel, 2000). Much of this work began at Wageningen University, Netherlands. 
Simulation models of increasing complexity continued to be developed in the 1990s and 
2000s, e.g., DAISY (Hansen et al., 1991), ORYZA (Kropff et al., 1994), OZCOT (Hearn, 
1994), DSSAT (Jones et al., 2003), CropSyst (Stöckle et al., 2003), APSIM (McCown et al., 
1996; Holzworth et al., 2014), RZWQM (Ahuja et al., 2000), and Hybrid-maize (Yang et al., 
2004).  
 
Crop models vary in their structure, complexity and functionality but have four key 
components, including the major processes within the components that are responsible for 
regulating the dynamics of the system. These are: (i) plant development (the progression of a 
plant as it moves through different phenological phases); (ii) CO2 capture (potential growth in 
terms of dry weight driven by temperature and solar radiation); (iii) water capture; and (iv) N 
and phosphorus capture (Probert, 2004; Delve et al., 2009; Donatelli and Confalonieri, 2011; 
Craufurd et al., 2013). The components are expressed in terms of both state/rate variables and 
process functions (also termed ‘subroutines’) (Wang et al., 2002).  
 
The development of most crop-oriented design models has been fragmented resulting in a 
lack of scientific transparency and code efficiency, which has made it difficult to compare 
modelling approaches at the component level as well as enable automatic transfer of any 
improvements across crop models (Wang et al., 2002). Advances in crop modelling have 
been achieved by integrating knowledge from different disciplines (Jones et al., 2001). For 
example, advanced software engineering techniques have led to modular frameworks, 
consisting of libraries of modules from which selection can be easily made (Hammer, 1998; 
Jones et al., 2001; Wang et al., 2002; Adam et al., 2011). Modular frameworks have greatly 
facilitated the exchange of model components (e.g., modules and routines) in crop modelling 
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(Reynolds and Acock, 1997; Jones et al., 2001; Wang et al., 2002; Adam et al., 2011). 
Widely recognised modular crop modelling platforms are OMS (David et al., 2002), TIME 
(Rahman et al., 2003), APSIM (McCown et al., 1996), DSSAT (Jones et al., 2003) or APES 
(Donatelli et al., 2010), and CROSPAL (Adam et al., 2010). 
 
Models are an important research tool as they provide a low-cost way to explore agricultural 
system performance along with environmental interactions over long time scales. Crop 
simulation models have been widely applied to understand the impacts of climate variability 
on crop production systems as well as to evaluate alternative management options for 
managing climate risk and uncertainty (Challinor et al., 2009; Meza and Silva, 2009; Kassie 
et al., 2014). Field research provides one approach of understanding treatment effects on crop 
yields; however, extrapolation of these results to other conditions may be limited. In contrast, 
crop models are capable of simulating many scenarios to explore both the temporal and 
spatial dynamics of crop yields (Hansen, 2005) because they explicitly consider the main 
plant physiological and biochemical processes as well as heterogeneous agro-climatic 
conditions (Jame and Cutforth, 1996). For example, Dixit et al. (2011) highlighted the 
challenge of capturing crop responses to rainfall variability using agronomic field research. In 
particular, the field research typically runs for short time (e.g., 3–5 years), and may be 
insufficient to examine the long-term impact of the management options under investigation. 
In terms of climate risk management, crop modelling has proven effective for assessing 
climate-induced risk for a wide range of soil and crop management options (Hansen and 
Jones, 2000; Keating and McCown, 2001; Meinke et al., 2001; Keating et al., 2003; Hansen, 
2005; Cooper et al., 2008; Moeller et al., 2008).  
 
2.5. Crop modelling as Part of Participatory Research: Case Studies 
 
Since the 1960s, crop modelling approaches have played an important role in examining the 
impact of management options under a range of environmental conditions, as defined by the 
combination of weather and soil-type at a specific location’s ‘representative farm’. The 
outputs from this theoretical research have been used to develop recommendations for crop 
production (McCown, 2001). However, the majority of these ‘best bet’ practices have failed 
to address long-term problems in real-world situations (Keating and McCown, 2001; 
McCown and Parton, 2006; Woodward et al., 2008; Le Gal et al., 2011). Such modelling 
approaches have been criticised for failing to address the objectives, preferences and 
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expectations of farmers (Carberry et al., 2004; Woodward et al., 2008; McCown et al., 2009; 
Martin et al., 2011).  
 
An extensive review of system modelling research of the past 30 years showed that the 
majority of the simulation modelling practices had been developed without the direct 
participation of farmers (Woodward et al. 2008). Farmer participation could be increased by 
directly consulting them in simulation scenarios, allowing the system modelling approach to 
be used as a tool for facilitating experiential learning rather than for designing ‘best practices’ 
(McCown, 2001). However, there is recent evidence that clearly shows how simulation-aided 
discussions about crop management have facilitated management intervention (Keating and 
McCown, 2001). This calls for the relevance of participatory approaches using simulations to 
drive relevant and significant intervention (Robertson et al., 2000; Keating and McCown, 
2001; Meinke et al., 2001).  
 
Participatory modelling is a general term used to describe a number of specific 
methodologies and processes associated with the integration of system modelling and 
participation from stakeholders (Gaddis and Voinov, 2008). These methods and processes 
involve stakeholder involvement at different stages of the overall modelling exercise 
spanning from involving stakeholders (not necessarily model users) in the construction and 
use of models as well as their involvement only in the use of models (Dreyer and Renn, 
2011). There is value in client participation in problem definition, model design, testing, and 
evaluation phases of model-based research projects (Woodward et al., 2008). The theory is 
that simulation modelling enables participants to learn by ‘virtual’ experience with the unique 
advantages that any mistakes and losses are not actual (McCown et al., 2009). Models may be 
effective tools to facilitate dialogue, share learning, and potentially enhance uptake of new 
practices such as improving food security, within participatory research approaches (Meinke 
et al., 2001; McCown et al., 2002; Carberry et al., 2004; Ncube et al., 2007; Carberry et al., 
2009; Rodriguez et al., 2014). For effective application, Carberry et al. (2002) and McCown 
et al. (2009) asserted that a model should be flexible and comprehensive in its capability to 
address relevant issues in farm management decision-making. As a result, a simulation model 
can be used to jointly create a ‘virtual world’ wherein simulation experiments may be 
conducted to facilitate learning. The innovation is that this process may change the way an 
actual system is managed. Connectivity among key players, i.e., researchers, farmers and 
extension persons, through simulation-aided discussions about crop management is essential 
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to facilitate dialogue about management options that are relevant and significant to decision 
makers (Keating and McCown, 2001; McCown, 2001; Hammer et al., 2002). Virtual 
experiments and discussions of ‘what if?’ analyses could be a good example of computer-
supported thought experiments in which the information can be used for strategic learning 
and for supporting farmers in situation planning and decision-making (McCown et al., 2012). 
For instance, simulation-aided discussions that engage farmers and their advisors are essential 
to facilitate the dialogue about management options and significant to changes to 
management practices (Keating and McCown, 2001; McCown, 2001; Hammer et al., 2002; 
Hochman et al., 2009, 2017b). 
 
For a simulation model to be taken seriously by farmers and potentially influence 
management decisions, the model must be seen as credible (Carberry et al., 2002). Models 
are judged as being credible or ‘good’ if simulation outputs correspond adequately to 
empirical measurements. As criteria of model evaluation, Carberry et al. (2009) suggested 
that the needs of farmers and consultants for model assessment should be included for a 
model to be useful in practice. Rodriguez et al. (2014) demonstrated farmers’ evaluation as a 
practical, albeit unconventional, form of model validation. They evaluated a simulation 
model by asking participating farmers whether they agreed with model outputs in showing 
the expected crop yields, gross margins, business profits and their variability. Thus, farmers 
judged the model’s ‘goodness’ based on their practical experience. Such model evaluations 
by farmers are important to create mutual understanding and credibility among farmers and 
scientists (Carberry et al., 2009). Carberry et al. (2009) noticed that farmers who developed 
trust in, and gained appreciation of, the model’s abilities were motivated to participate in a 
participatory modelling project. As a result of the research process, farmers were able to learn 
which factors make a difference in their planning and decision-making. On the other side, 
computer-aided discussions with farmers and advisors influences the way researchers 
understand farmers’ reality and subsequently identify knowledge gaps (Le Gal et al., 2011).  
 
Involvement of farmers may take place at different stages of the process from model design 
to scenario evaluation (e.g., Castelan-Ortega et al., 2003; Lisson et al., 2010). For example, in 
PAR (Meinke et al., 2001; McCown, 2001; Ncube et al., 2007), farmers actively engage in 
discussions about building realistic scenarios for the computer simulations, which will then 
be run for the farmers to get their reactions and suggestions for possible improvements of the 
simulation scenarios (Meinke et al., 2001; McCown, 2001; Ncube et al., 2007).  
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Over the past 30 years, computer-based modelling has made major advancements, but its 
ability to influence management decisions remains limited (Woodward et al., 2008; McCown 
et al., 2009). One participatory modelling approach combines crop modelling with PAR: The 
Farmers’, Advisers’, Researchers’, Monitoring, Simulation, Communication And 
Performance Evaluation approach (FARMSCAPE) is an example of one successful 
participatory modelling approach that has influenced management practices of farmers using 
science-based research (McCown and Parton, 2006). Developed in Australia, FARMSCAPE 
has been used nationally to successfully manage large commercial farms (Carberry et al., 
2002; McCown and Parton, 2006; McCown et al., 2009). Farmers have come to value the 
FARMSCAPE approach because of its contribution in addressing specific questions 
regarding management in benchmarking, tactical planning, yield forecasting, and scenario 
exploration (Hochman et al., 2000; Carberry et al., 2002). The process involves a series of 
facilitated discussions with farmers about specific questions using ‘what if’ scenarios. 
Farmers were able to appreciate the outputs produced by the simulations, which were credible 
and meaningful, while the researchers were surprised that the simulation was relevant to 
farmers and could be further applied within an action research framework (Carberry et al., 
2004). Following the Australian experience of using FARMSCAPE, this approach has also 
been adapted for small-scale farmers in Indonesia, South Africa and Zimbabwe (Carberry et 
al., 2004). This approach has successfully been used to increase the adoption of best-bet 
technologies, (e.g., novel forages and animal feeding practices) in Indonesia (Lisson et al., 
2010). Another preliminary study in South Africa and Zimbabwe has also shown the potential 
of adapting FARMSCAPE to facilitate discussions with farmers and subsequently help in 
identifying alternative management options being tested using on-farm experiments 
(Carberry et al., 2004). 
 
An evaluation of the long-term use of computer-based models found that benchmarking 
contributed to the sustained adoption of technologies by farmers (Lisson et al., 2010) and was 
a key activity in a ‘thought experiment’ for diagnosing what had, and had not, been achieved, 
and the possible opportunities for enhancing yield that may be attainable (McCown et al., 
2012). In rain-fed cropping systems, the gap between attainable and actual yield can be 
confounded by bio-physical variation such as availability of water between sites and seasons 
(Sadras and Angus, 2006). In this case, evaluation of water use by comparing the attainable 
and the actual yield provided a sound basis for yield benchmarking (Sadras and Angus, 2006; 
Carberry et al., 2009). Realistic simulations of crop yields over many seasons and situations 
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created a strong validation case for crop models such as APSIM (Carberry et al., 2009). 
Furthermore, benchmarking is good for enhancing learning by both formulating expectations 
and understanding of casual processes (Hochman, 2000; McCown et al., 2001). 
Benchmarking is an important first step in farming systems design developed in close 
consultation between farmers and researchers through the PAR (Lisson et al., 2010). 
Benchmarking has also been used for subsequent design and model-based evaluation of 
alternative management scenarios (Martin et al., 2011) and provides thought-provoking 
feedback to farmers, i.e., feedback indicating the existence of a problem or the possibilities 
for improvement.  
 
In a research project carried out by McCown (2012), it was shown that scenario analysis 
could support thought experiments in shaping expectations by providing a historical 
perspective of the scenario results – history of the future – as well as bringing profound 
changes in strategic learning and system design. It could also assist tactical decision-making 
where agronomic management options for the current season are evaluated based on the 
known status of the system early in the season. In this case, the dialogue around the 
simulation analyses is more important than the underpinning models, although it is clearly 
reliant on their existence and reliability (Keating and McCown, 2001; McCown, 2001). 
 
In summary, the participatory approach can facilitate the design and implementation of 
innovations by taking into account the needs, constraints, and knowledge of farmers and this 
could assist with evaluating the feasibility of a proposed innovation (Vayssières et al., 2009). 
Furthermore, interventions developed from models, in consultation with farmers, have led to 
tangible changes in management practices (Carberry et al., 2002; McCown and Parton, 2006; 
Lisson et al., 2010). Application of modelling tools within the framework of participatory 
research has proven to be effective in: (i) gaining insights into the functioning of complex 
farming systems; (ii) generating awareness of the potential impacts of different management 
options; (iii) identifying opportunities for incremental or transformational changes in farming 
systems; (iv) assessing the climatic risk of alternative technologies; (v) analysis of economic 
trade-offs of alternative resource allocation; and (vi) contributing to learning about farm 
management practices via computer-aided discussions with farmers (Carberry et al., 2004; 
Ncube et al., 2007; Carberry et al., 2009; Lisson et al., 2010). 
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2.6. Participatory Modelling for minimising Climate Risk 
 
The term ‘risk’ is a very broad term that is very difficult to define and measure (Just et al., 
2003; Hardaker et al., 2004a) and has various definitions depending on the subject matter 
(Cross, 2000). Although there is no universally accepted definition of risk, in this thesis risk 
is defined as “uncertainty with the consequences” (Hardaker et al., 2004a) in which the 
decision maker assesses in advance the probability distributions of the possible consequences 
or outcomes (Cross, 2000). The term ‘uncertainty’ is defined as lack of perfect knowledge of 
the future (Hardaker et al., 2004a) meaning that the decision maker does not know the 
probabilities of the possible outcomes or consequences. In terms of farming systems, 
production risk arises from uncertainty related to crop or livestock performance due to 
climate variability (Hardaker et al., 2004a). Incomplete or imperfect information on past and 
present conditions is one of the main constraints for decision-making, which entails a degree 
of uncertainty about the consequences. Such decisions are then, by definition, classed as risky 
(Bacic et al., 2006). When making decisions, farmers largely follow a practical approach 
based on their intuitive thinking in response to perceived changes in the operational 
environment (Schwartz and Sharpe, 2006). This is a heuristic manner of decision-making as 
simple ‘rules of thumb’ are applied to make quicker decisions bypassing rational processes 
(Long and Cooper, 2011). This may often lead to actions that are often biased and result in 
outcomes that are not robust, particularly under climate variability (Nicholls et al., 1999). 
Hogarth (2001) suggested that farmers’ learning capability in dryland environments may be 
inhibited by a ‘‘wicked’’ learning structure. This largely occurs because of the random nature 
of seasonal climate events as well as ignoring information about current causal states in the 
‘production system’ and its potential to help predict future outcome states (McCown et al., 
2009).  
 
Crop system modelling may offer a more robust and rational approach for decision-making 
than the heuristic approach because it can provide a ‘virtual experience’ about the uncertainty 
related to the probabilities of possible outcomes in the long-run – it creates a climate-
determined stochastic sequence that approximates what farmers’ face over time (McCown et 
al., 2012). Learning about the effects of climate variability on crop yield using simulation 
modelling can replace their intuitive understanding with expectations of likelihoods derived 
from quantitative analyses (McCown et al., 2012) and therefore help to quantify the risks and 
uncertainties of different management options under climate variability (Meinke et al., 2001; 
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McCown et al., 2009). In this way, crop simulation modelling can assist farmers make 
informed decisions as they can directly learn the impact of their decision-making under 
climate variability (Long and Cooper, 2011). In analyses quantifying risks, farmers are 
interested in trade-offs between expected net returns and the overall variability in net return, 
not just the average (Woodward et al., 2008). McCown et al. (2001) pointed out that farmers 
need to be able to explore the consequences of diverse actions for different soil conditions to 
make sense of the yield variability brought about by variable climate. When making decisions 
in climatically variable environments, it is unlikely there will be a single strategy or practice 
that will be appropriate across all years. There is a trade-off between the economic return of a 
strategy and its riskiness (Anderson et al., 1977; Hardaker et. al., 2004a and b).  
 
Systems approaches are useful to understand how climate interacts with the farming system 
(Hayman et al., 2011). In dryland systems, where climate is a major source of risk, system 
analysis is valuable in identifying trade-offs. For example, strategies that are tailored to 
minimise losses in bad years forgo profit when the seasons are good (Hayman et al., 2011). 
Whatever decisions farmers make, many of the decisions are to improve the economic 
position of the farm business (Hardaker and Lien, 2010; Long and Cooper, 2011). However, 
most crop models quantify the effects of climate variability on production with rare analyses 
to quantify the effect of economic welfare (Van Wijk et al., 2014). While economic returns 
are of primary importance, a number of decisions that farmers must make are also based on 
perceived risks of potential economic loss due to climate variability along with other factors 
(Meinke et al., 2001). Realising the heterogeneity between farms and thus the importance of 
the farmer’s perceptions and goals, economists are accepting farmers’ behaviour should not 
be understood only through maximisation of profit (Colin and Crawford, 2000). So, the value 
of some crop system models can be improved by combining with economic analytical tools 
(Hansen, 2005).  
 
There are two useful tools used in economic analysis which assist in comparing strategies, 
which differ in their trade-offs between returns and risk. One of the major economic 
analytical tools used to evaluate different management strategies is the efficiency frontier in 
mean-variance (E-V) space (Muchow et al., 1991; Keating et al., 1992, 1993). This tool 
compares the trade-offs between the possible returns and risks of alternative strategies 
(Anderson et al., 1977; Hardaker et al., 2004a). An efficiency frontier in E-V space assesses 
different strategies by delineating the plot of mean against standard deviation. In this 
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approach, the standard deviation (statistical variance) is used as a surrogate for risk 
(Anderson et al., 1977; Hardaker et al., 2004a). An alternative economic analytical tool is 
stochastic dominance analysis, which is used to compare the cumulative distribution 
functions (CDF) of various strategies and to provide a partial ordering of risky alternatives 
based on specified utility functions of risk-averse farmers (Anderson et al., 1974; Hardaker et 
al., 2004b). 
 
The more farmers experience and discuss a particular subject, the better their intuition will 
be. If farmers are to make decisions using a logical, rational process there is often a need to 
simplify assumptions and to limit the available information and thoroughness of the analysis 
(Long and Cooper, 2011). In contrast, the information provided by simulation outputs and the 
associated economic analyses can be complex and may not be easily accessible by decision-
makers (Just et al., 2003). To improve the knowledge transfer of such complex information, 
Murray et al. (2005) suggested that farmers be advised with different interactive styles and 
group-specific information. Improved methods in extension (e.g., hand-drawn graphs or 
simple histograms plotted against year of simulation or frequency-based probabilities) will 
ensure farmers are able to easily access the risk information and make informed decisions 
(Dimes et al., 2003; Carberry et. al., 2004; Ncube et al., 2007).  
 
2.7. Conclusion 
 
In drylands, smallholder farmers are operating under complex and fragile environments, 
where high spatial and temporal variability in seasonal climate is arguably the main source of 
risk and uncertainty for crop production. This makes the challenge of achieving food security 
more difficult. To improve productivity and resilience of the smallholder farming systems in 
the face of climate risk and uncertainty, all interventions from research and extension 
advisory services should be tailored to develop location-specific agronomic and technological 
recommendations that are effective within farmers’ values (production objectives and 
aspirations), resource endowment and capacity to accept risk. Conventional agronomic 
experiments, which are usually conducted over relatively short periods at limited sites, might 
be useful to get some insights on cropping system performance in response to change in 
agronomic and technological interventions. In farming systems having highly variable 
climate and soil, however, it is physically difficult and extremely costly to apply this 
approach for obtaining sufficient and valuable information. Just as the bio-physical settings 
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of the farming systems are complex and variable, so are the socio-economic aspects of the 
farm households. 
 
Advances in describing bio-physical processes in agricultural production systems have 
provided better capabilities for understanding and modelling of the key system processes 
related to crop growth and development, water and N dynamics. Furthermore, it enables 
quantification of crop attributes and the limiting resources (e.g., soil N and water) as a 
consequence of the various changes in agronomic practices. Crop models are becoming more 
comprehensive in exploring production-risk trade-offs associated with the various 
management options under investigation. For example, the value of crop modelling has been 
greatly improved through interactions with decision makers via discussions of decision 
options and risks so that it can better support and guide farmers’ agronomic responses and 
decisions on allocation of their limited resources under variable and uncertain climatic 
conditions. Put simply, long-term simulation scenarios can be analysed to provide quantified 
information on climate-induced yield variability due to change in agronomic management in 
situations of risk associated with climate uncertainties. However, technical solutions for key 
problems of the farming systems are unlikely to bring any practical change unless the vast 
majority of smallholder farmers adopt the technological interventions that are recommended 
by research and extension services. Using a participatory research approach and actively 
engaging farmers through dialogue, rather than considering farmers as passive recipients of 
technology could easily encourage farmers to make changes in their management practices. 
 
For targeting effective recommendations that are suitable to the bio-physical environment and 
desirable to the socio-economic conditions of the farming community, there is no task as 
important as gaining good insight into the various aspects of the farming systems at the 
targeted locations under investigation. Given the fact that farming systems are highly diverse 
and variable in nature, it is unrealistic to presume that single technical solutions will fit the 
various situations of the farming systems. To address some of these issues, systems research 
can be used as a feasible approach to effectively and efficiently study the complex farming 
systems while accounting for the various farmers’ perspectives and their socio-economic 
aspects. Combining a participatory research approach and crop modelling and simulation 
capability within the innovation process can be used to jointly gain a ‘virtual experience’ 
wherein experiments may be conducted to facilitate co-learning among decision makers and 
extension advisors regarding performance of the relevant system attributes as a consequence 
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of new technologies, practices or management decision options. In broad terms, model-aided 
simulation has had little relevance in farmers’ decision-making. There is, however, some 
evidence where model-aided simulation can be successfully applied to facilitate co-learning 
among key actors (e.g., farmers, researchers, or extension persons). FARMSCAPE is a 
typical example of an interface that takes a systems approach one step further by coupling 
simulation of relevant farming events and actions into the context of farmers learning and 
problem solving capacity within a participatory research approach. Some evidence from the 
FARMSCAPE success story suggest that participatory modelling is effective as a systems 
approach to enhance technology uptake by formulating the most feasible agronomic or 
technical solutions that are in tune with the climatic conditions while adaptable to specific 
socio-economic conditions.  
 
Participatory modelling approaches enable decision-makers to interact via discussions of the 
various agronomic management options and their production risk. Discussion outcomes can 
assist in generating awareness on the potential impacts of the various intervention strategies 
that ultimately assist in developing effective decision support suiting risk-averse and 
resource-constrained farmers under climate risk and uncertainty. As the financial 
consequences of various management strategies are often relevant to farmers’ decisions at the 
farm scale, integrated crop models interfaced with economic or agent based models can 
provide information on detailed interactions and trade-offs between competing objectives on 
this level. For example, information on quantified profit-risk trade-offs associated with 
management options can be available for discussion with farmers. Farmers can, therefore, 
visualise all available alternatives on what they can achieve and what approach better suits 
the unique conditions of their particular farm and their personal circumstances. Model 
outputs for the simulation scenarios of varying risk profile can be effectively aligned with 
farmers’ risk preference and resource status, and within their capacity of translating the 
available information. Ultimately, effective decision support can be developed according to 
cultural-behavioural and economic characteristics of the farmers that can, as a result, enhance 
the productivity and resilience of their farming system in the face of present and future 
climate uncertainties.  
 
A systems approach provides researchers and decision makers with the most efficient means 
to better use our understanding of the bio-physical condition and farmer’s choices and socio-
economic reality in their local contexts. However, for systems approaches to be successfully 
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applied, there is a need to have strong integration among the various key actors. Advisors 
from agricultural research, development and extension groups need to make a deliberate 
effort to dedicate themselves in developing effective interventions for sustainable 
intensification of production in smallholder farms under increased climate variability and 
anticipated climate change. 
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Chapter 3 Farmers’ perceptions, knowledge of, and responses to climate 
variability in the Central Rift Valley of Ethiopia 
 
Abstract 
 
The vast majority of smallholder farmers in the semi-arid region of Central Rift Valley 
(CRV) Ethiopia, where there is a high variability in seasonal rainfall pattern, depend on rain-
fed agriculture for their livelihood. Rapid Rural Appraisals (RRAs) were conducted at Bosset 
and Adamitulu Jido-Kombolcha (AJK) districts in the CRV for establishing a better 
understanding of farmers’ perceptions of, and response to climate variability. During the 
RRAs, key-informant interviews and focus group discussions (FGDs) were employed to 
collect relevant information from participating farmers at the targeted districts. In these 
districts maize (Zea mays L.) is dominantly grown as a major staple crop for ensuring food 
security at the house level. At the targeted villages in the study districts, farmers’ subjective 
assessments of the perceived climate variability and risks were also evaluated in comparison 
with historical climatic records that were collected from the closest meteorological stations 
located within 15–20 km of both study villages. The study also examined how farmers 
translate their understanding of existing climate variability into management decisions as 
guided by their local knowledge and past experience (heuristics). According to farmers’ 
responses, they were aware of their local climate, particularly the inter- and intra-seasonal 
rainfall variability. In the FGDs, the farmers in both districts were also able to recollect 
historical climate patterns as far back as 20 years. When the perceived and measured 
variability in rainfall pattern was compared, farmers rated the historical seasonal climate 
reasonably well as their responses mainly concurred with the historical climate records. 
Based on their recall and experience of the past, farmers classified the seasonal climate as 
‘good’, ‘average’, or ‘bad’ based on the seasonal rainfall pattern in relation to crop 
production. Farmers considered the date of the rainy season onset of primary importance 
followed by the occurrence of dry spells at flowering and grain-filling stages of maize, and 
the consequence thereof on maize productivity. The study found that farmers have nearly 
consistent perceptions of, and criteria, to describe various seasonal climatic conditions. 
Farmers responded to the variable climate by manipulating their agronomic responses 
according to the actual and expected seasonal rainfall pattern. Although all farmers did not 
respond in the same manner, many of the key decisions were made at sowing, including what 
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crop or cultivar to sow and the portion of land being allocated to the different major crops. If 
there is early onset of rain between March and May (Belg season), many farmers would like 
to allocate a significant portion of their land to maize because it is a priority crop to meet 
their dietary needs and to harvest enough stover that can be used as a source of dry season 
feed for their cattle. If rain begins in the Belg season, around 60% of the farmers at AJK said 
they would prefer to sow their late-maturing cultivar. On the contrary, nearly 70% of the 
farmers at Bosset explained that they were losing confidence in the reliability of rain in the 
Belg season due to a high risk of post-sowing dry spells that can often cause significant yield 
reduction or total crop failure. As a result, the majority of farmers at Bosset district opted to 
wait for the main Kiremt season rain. Farmers explained they use different maize cultivars of 
varying maturity that are suited for the variable onset of seasonal rain. Around 72% of the 
respondents in the study area stated that they are not willing to apply commercial fertiliser 
because of lack of capital, its high cost and/or considerable variability in economic return, 
and it often involved the risk of insufficient compensation to cover the cost of investment in 
fertiliser. However, around 19% of the farmers explained that they did not expect any 
advantage of yield gain from applying commercial fertiliser to their maize crop. On the 
whole, farmers identified sowing time, cultivar choice, and fertiliser application as the most 
important agronomic decisions to make in effectively managing the challenge of climate 
variability and risk. Although many farmers do their key agronomic decisions when sowing 
opportunities occur, they always confront risk as a consequence of decisions made at sowing. 
The effect of climatic risks and their interaction with crop management decisions could be 
considerably enhanced via model-assisted discussions in providing an opportunity for co-
learning and ultimately understanding potential outcomes when agronomic practices are 
changed. The ultimate goal would be to explore management opportunities that can reduce 
the risk of low yields and crop failure thereby improving the long-term productivity or 
economic return of smallholder farms in conditions of risks associated with seasonal climate 
uncertainties. 
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3.1. Introduction 
 
In the semi-arid region of Central Rift Valley (CRV) Ethiopia, smallholder farmers tend to 
follow traditional strategies to manage the challenge of climate variability and its associated 
risk based on their understanding of the local climate and past experience (Fujisaka et al., 
1996a and b). Anecdotal evidence has showed that smallholder farmers view the 
recommendations from research and extension services as “weather insensitive” (Dimes, 
2011; Dixit et al., 2011). The recommended technologies should include adequate 
information on the risks and returns of the proposed technologies that can support farmers to 
make informed decisions in the face of climatic risk and uncertainty (Keating et al., 1991; 
Rao et al., 2011). Likewise, extension providers need to understand how to tailor their advice 
to prevailing climatic conditions based on the best available research outcomes (Dixit et al., 
2011). In addition to that, many of the recommendations have to be sensitive to the farmers’ 
socio-economic environment when developing interventions for possible adoption (Snapp et 
al., 2003; Tittonell et al., 2010). By doing this, research and extension services can shape the 
effort on agricultural research, development and extension (RD&E) towards developing 
effective recommendations that are in tune with the variable climate and adaptable to specific 
conditions of the smallholder farmers who are characterised by poor resource endowment and 
technical skill, as well as risk aversion behaviour (Slegers, 2008). 
 
Therefore, agronomic recommendations need to be flexible and must meet the production and 
socio-economic objectives of the targeted smallholder farming communities in the dryland 
regions (Fujisaka et al., 1996a; Gadgil et al., 2002; Quinn et al., 2003; Cooper et al., 2008; 
Rao et al., 2011). This suggests that understanding farmers’ perceptions of, and management 
responses to climate variability is the critical prerequisite for developing promising 
technological interventions that can ultimately influence on-farm decision-making (Fujisaka 
et al., 1996a and b; Rao et al., 2011; Stern et al., 2011). A close investigation of the existing 
local practices and decision making process of smallholder farmers is therefore an essential 
first step in developing demand-driven and well-targeted agronomic and technological 
interventions that can fit into the context of farmers’ local practices and their specific socio-
economic reality. This study aimed at providing insights into how farmers of the CRV 
perceive climate variability, particularly rainfall variability, and how their understanding of 
climate variability translates into farm management decisions and actions. Awareness, use, 
and value of indigenous and evidence based seasonal climate forecasts in tailoring their 
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cropping decisions was also examined. Better knowledge and deeper insights into the above-
mentioned subjects was gained through farm surveys, informal discussions, in-depth 
interviews and group discussions in which farmers were actively engaged to express their 
perceptions, views and understanding.  
 
3.2. Methods 
 
3.2.1. Description of the study area 
 
The study was conducted in six villages in the districts of Bosset and Adamitulu Jido-
Kombolcha (AJK), East Shewa zone, Oromia Regional State, Ethiopia (Fig. 3.1). In the study 
districts of Bosset and AJK, over 70% and 80% of the population live in rural areas (CSA, 
2008). The majority of the rural population is directly or indirectly employed in agriculture 
and related sectors (Kassie et al., 2013b; Getnet et al., 2014). 
 
 
Figure 3.1: Study districts in the Oromia region of the Central Rift Valley, Ethiopia. 
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3.2.2. Situation analysis 
 
Environment 
 
The landscapes of the CRV are characterised by strong topographic contrasts. The rift 
formation continues, and is associated with extensive volcanism (Ebinger et al., 1993). The 
valley floor of the CRV is 1500-1700 m.a.s.l., and bound by western and eastern escarpments 
with altitudes of over 4000 m (Jansen et al., 2007). The climate of the CRV region is tropical 
and semi-arid (Hengsdijk and Jansen, 2006; Meshesha et al., 2012). Rainfall in the region is 
generally bi-modal (Kassie et al., 2014). The short rainy season (March-May), locally known 
as Belg, is characterised by light and highly variable rainfall (Table 3.1). The Belg rainfall is 
primarily influenced by humid easterly and south-easterly winds from the Indian Ocean 
(Seleshi and Zanke, 2004). The main rainy season (June–September) is locally called Kiremt, 
and provides more reliable, less variable rainfall for crop production (Table 3.1). The Kiremt 
rainfall contributes 70–90% of the annual rainfall (Conway, 2000; Seleshi and Zanke, 2004; 
Hengsdijk and Jansen, 2006; NMA, 2007). Kiremt rainfall originates from both the Atlantic 
and Indian oceans, and is largely influenced by northward migration of the Inter Tropical 
Convergence Zone (ITCZ). The length of the Kirmet season varies regionally depending on 
the duration of the predominant winds (NMSA, 2001). 
 
Table 3.1: Rainfall statistics from two meteorological stations in the study region. 
 Melkassa a   Adamitulub   
 Average 
(mm) 
Median 
(mm) 
CV% c Average 
(mm) 
Median 
(mm) 
CV% 
Annual rainfall 825 814 19 811 741 29 
Belg rainfall 165 134 45 229 223 48 
Kiremt rainfall 555 544 21 469 446 30 
a Represents villages in the Bosset district 
bRepresents villages in the Adamitulu Jido-Kombolcha (AJK) district 
cThe coefficient of variation (CV%) was calculated as the ratio of the standard deviation and 
the mean multiplied by 100 
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The geological features of the CRV region are the result of Cenozoic volcano-tectonic and 
sedimentation processes. Thus, the parent soil material is largely derived from recent volcanic 
rocks; basalt, ignimbrites, lava, gneiss, volcanic ash, alluvium and pumice (Lemenih and 
Itanna, 2004; Zewdie, 2004; Itanna, 2005). The dominant soils in the districts of Bosset and 
AJK are classified as Haplic Andosols and Haplic Solonetz, respectively (Zewdie, 2004; 
Itanna, 2005). Both soil types have low levels of Nitrogen (N), phosphorus (P), soil organic 
matter, and in some cases poor physical structure (Itanna, 2005; Garedew et al., 2009; Mesfin 
et al., 2010). 
 
3.2.3. Farming systems 
 
The farming systems of the CRV are dominated by rain-fed cropping and mixed crop-
livestock systems which generally sustain livelihoods at a subsistence level (Jansen et al., 
2007; Kassie et al., 2013b; Getnet et al., 2014). Crop production is mainly cereal-based and 
maize (Zea mays L.) is the dominant crop. The other major crops grown are tef (Eragrostis 
tef [Zucc.] Trotter), wheat (Triticum aestivum L.), barley (Hordeum vulgare L.) and common 
bean (Phaseolus vulgaris L.). Crop production also supplies crop residues, which are grazed 
in-situ or collected and stored as feed for the livestock (Zeleke et al., 2004; Biazin et al., 
2011). Cattle (Bos primigenius), goats (Capra hircus), and sheep (Ovis aries) are fed 
primarily by free grazing throughout the year (Yimer and Abdelkadir, 2010; Kassie et al., 
2013a). 
 
Traditionally, tillage involves repeated cultivation (3–5 times depending on the required soil 
tilth) with the local maresha plough (oxen-drawn implement with a single tine) combined 
with complete removal of residue (Rockström et al., 2009; Temesgen et al., 2009; Mesfin et 
al., 2010). In maize-based cropping, shilshalo is a traditional form of soil ridging conducted 
at about the 5- to 6-leaf stage of maize (approximately 35–40 days after sowing) to control 
weeds, to adjust plant density, conserve soil moisture, and accumulate fertile top-soil around 
plants to improve growth (Birhane et al., 2006; Biazin et al., 2012). Where sandy loam soils 
are prone to crusting, shilshalo is a means of breaking the surface crusts thereby enhancing 
soil water infiltration (Biazin et al., 2011; Biazin and Stroosnijder, 2012). In-crop weeds are 
typically controlled by hand-weeding. The frequency of hand-weeding depends on the 
availability of labour. 
 
 48 
 
Land degradation caused by overgrazing, deforestation, and cultivation on steep slopes is an 
important factor for significant water erosion and soil fertility deterioration of cultivated 
lands (Jansen et al., 2007; Meshesha et al., 2012; Adimassu et al., 2012, 2013). Crop 
productivity is significantly constrained by low soil fertility (Senay and Verdin, 2003) since 
most of the local households do not apply fertiliser, or apply insufficient rates of commercial 
fertiliser or cattle manure to restore fertility and prevent the continuous depletion of mineral 
nutrients from their cultivated land (Biazin and Stroosnijder, 2012). Both N and P fertiliser in 
the form of urea-N and di-ammonium phosphate (DAP) may be applied at sowing, and N 
fertiliser may be top-dressed later at 4–5 weeks after sowing when shilshalo is practiced 
(Birhane et al., 2006). Top-dressing of N is conditional upon how well the maize crop is 
established, and the yield expectation. As a fertility maintenance strategy, many farmers also 
apply organic fertilisers (dominantly manure, and compost in a few cases) to their maize crop 
(Getnet et al., 2016). Many farmers usually construct animal enclosures (kraal) near the 
homestead as in-situ fertilisation of the previously cropped maize (ICRA, 1999). 
 
Farmers manage seasonal rainfall variability by adjusting the maturity type of cultivars based 
on the commencement of the season. Farmers prefer to sow late-maturing maize cultivars 
(130–145-day) if rainfalls start in March to May. If rain starts in early- to mid-June, they opt 
to sow medium-maturing cultivars (110–130-day). They sow early-maturing maize cultivars 
(<110-day), if rains are very late (end of June) or if an early-sown crop failed. Farmers 
consider the end of June as the cut-off date for sowing maize, and no maize is sown thereafter 
(ICRA, 1999). 
 
In using these traditional methods, farmers attempt to address production issues related to 
rainfall variability and low soil fertility. These are strategies devised by farmers based on 
their long-term experiences and perceptions of anticipated rainfall variability. 
 
3.2.4. Rapid rural appraisals 
 
Rapid rural appraisals (RRAs) were conducted in August–October 2012, with the assistance 
of local extension officers at the respective districts, to establish a better understanding of 
farmers’ perceptions of, and response to climate variability. The RRAs include various 
activities, methods, and techniques for fast and effective collection of important information 
about a particular aspect of the farming system (e.g., Beebe, 1995; Townsley, 1996). In this 
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study, the RRAs involved the (i) design of questionnaires for individual and focus-group 
interviewing, (ii) selection and recruitment of participating farmers in the study villages, (iii) 
FGDs, (iv) key-informant interviews (KIs), and (v) collection of secondary data on the socio-
economic and bio-physical characteristics of the study districts. These different methods of 
inquiry and information gathering helped to generate more reliable data by minimising the 
chance of bias (Flick, 2002; Grix, 2010). Knowledge and insights therefore gained through all 
the above-mentioned methods.  
 
For carrying out RRAs, the local extension officers were approached, in particular, to assist 
in selecting the targeted villages and participating farmers in the study districts. They also 
assisted in facilitating discussions in FGDs by acting as moderators to encourage and ensure 
the active participation of all members of the farmer groups to express their view. In 
Ethiopia, agriculture extension personnel at the district level work closely with farmers and 
would have detailed information on the respective study sites. For the study, local extension 
officers, who were working for the local bureau of agriculture at the targeted districts, were 
contacted to obtain more detailed information on the local farming systems, and for selecting 
the potential villages within each targeted district. Recruitment of farmers at the site was also 
done through the assistance of extension officers who approached potential farmers who were 
willing to participate in FGDs and interviews. 
 
Both the focus groups questions and the interview questionnaire were designed in English but 
the interviews were conducted in Amharic and the responses were then back-translated into 
English. The translated English transcripts of the interviews were used for analysis. The 
major themes in the FGDs and the interview questionnaire are summarised in Table 3.2.  
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Table 3.2: Summary of information gathered in the focus groups discussions and the 
interview questionnaire. 
Major theme Questions related to: 
Respondent information, farm characteristics 
and farming experience. 
Location, gender, education, size of farm, 
and years of farming experience. 
Perceptions, attitudes and knowledge of 
climate variability and climate risk. 
How farmers describe seasonal climate 
variability: amount of rainfall, start of 
rainfall, duration, dry spells, and temperature. 
Farmers’ perceptions of climate risk in maize 
production. 
Criteria that farmers use to describe a good, 
an average, and a poor season for growing 
maize. 
Key management decisions in light of 
climate variability. 
Decisions farmers make to deal with climate 
variability. 
Farmers’ awareness and use of seasonal 
climate information. 
The type of weather or climate forecasts 
farmers use. 
Farmers’ understanding of scientific seasonal 
forecasting. 
 
Sampling strategy and recruitment of participants 
 
Two-sampling stage techniques were implemented. Firstly, 11 villages were chosen from 
the two study districts based on several factors, including maize grown as the major crop, 
occurrence of the major soil types of the region, and proximity to meteorological 
stations. Of these villages, three were selected from each of the two districts based on an 
initial survey conducted in consultation with local extension officers possessing expert 
knowledge on the respective study sites. Secondly, 50 farmers from each village 
(totalling 300 farmers), who each had at least 10 years of farming experience, were 
identified for selection of sample participants. For the interview, a stratified sampling of 
participants was conducted by dividing the selected 300 farmers into separate 
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homogenous groups or strata, and then taking a sample by simple random sampling from 
each stratum. The chosen sub-sample formed the stratified sample needed. This ensured 
adequate representation of various demographic and socio-economic factors (e.g., 
gender, age, education, land holding, and farming experience), which can influence 
perceptions of short and long-term climate variability, the associated risks, and coping 
strategies (Meze-Hausken, 2004; Osbahr et al., 2011; Rao et al., 2011). This process led 
to 60 farmers from six villages and two districts participating in this study.  
 
One FGD was held in each district. Each FGD included twelve representatives (village 
leaders who had extensive experience in farming and a good extent of knowledge of their 
village) from the three villages per district (i.e., a total of four representatives from each 
village). From the KIs participants, farmers with more than 20 years of farming 
experience were purposely sampled to obtain in-depth information on their experience of 
climate variability. 
 
Focus group discussions and key informant interviews 
 
The aim of FGDs is to obtain a better understanding of feelings, attitudes, and perceptions of 
participants on a specific area of interest without pressuring individual participants to express 
their ideas (Morgan, 1997; Krueger and Casey, 2002; Hennink, 2007). The interaction of 
diverse individual experiences in the focus group allows for obtaining an in-depth 
understanding of similarities, i.e., a ‘socially constructed collective experience’ (Morgan, 
1997). FGDs were carried out before the individual in-depth interviews to discuss the issues, 
debate strategies, or confirm experiences more broadly (Krueger and Casey, 2002). Farmers’ 
perceptions of historical climate patterns as far back as 20 years were assessed during FGDs. 
These were facilitated to create an environment in which the participants – some might not 
have known each other – would feel relaxed and encouraged to engage and participate. The 
FGDs lasted for about two hours. The views of farmers of local climate variability were 
illustrated using piles of stones and by breaking sticks at various sizes to represent relative 
quantities of historical seasonal rainfall for the year between 1992 and 2011. Farmers also 
classified historical seasons as ‘bad’, ‘average’, or ‘good’ based on the effect of the seasonal 
climate on maize productivity. Historical events were discussed using timelines drawn on the 
ground by encouraging them to recall the years with unusual climatic events (e.g., droughts 
and floods). Notes were taken during the interviews, and all sessions were audio-recorded to 
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capture details to be reviewed later. Data from the FGDs were summarised according to 
major themes and illustrated by direct quotes, recounting events and the views of farmers.  
 
The questions used in the KIs were the same as for the FGDs, with the exception of 
additional information on demographic and economic background (family size, farming 
experience, gender, age and education level of the household head, land-holding size, and 
land allocated for maize). Each interview was conducted for approximately 1.5 hours with the 
household head who is the main decision maker of most agricultural activities, including 
which crops to plant, the timing of sowing, and other activities. Therefore, the gender of 
household head is hypothesised to influence a series of farming decisions in response to 
climate variability. 
 
3.2.5. Statistical analysis of survey data 
 
Data were analysed using SPSS (version 20; IBM Corp, 2011). Explanation and 
interpretation of farmers’ various opinions and views acquired through the FGDs and KIs 
were summarised, categorised and presented in the form of qualitative inquiry and descriptive 
statistics (Bryman, 2008). The results of qualitative and quantitative responses extracted from 
questionnaires were tabulated or presented in graphical forms. A qualitative methodology 
was employed to investigate farmers’ perceptions and management decisions. The farmers’ 
ratings of the long-term seasonal rainfall conditions (1999–2011) were compared to the 
criteria published by Ethiopia’s National Meteorology Agency (NMA) for classifying seasons 
as ‘good’, ‘average’, or ‘bad’. 
 
Descriptive statistics were used to summarise and categorise the data, and to describe the 
socio-economic characteristics of the participating household. The Mann-Whitney U test was 
applied to assess the statistical difference between the farmers of the two study areas in 
regards to farming experience, gender, education level, and land holding. For the closed-
ended questions, the variables were coded as nominal, ordinal, or scale data. Nominal 
variables of multiple response questions were presented as frequencies and percentages. For 
ordinal response variables, respondents were asked to rate how strongly they agreed about the 
accuracy of traditional forecasts and scientific seasonal forecast information using a five- 
point rating scale (1 = not accurate, 2 = unsure, 3 = fairly accurate, 4 = accurate, and 5= very 
accurate). This scale was based upon the Likert scale (Likert, 1932; Mueller, 1986) for 
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quantifying and comparing attitudes (Marshall, 2010). The Kruskal-Wallis test was used for 
non-normal data to evaluate if there were any differences in how farmers perceived climate 
variability in terms of the frequency of good, average and bad seasons out of every ten years. 
The chi-square statistic was applied to test if the proportion of farmers at AJK and Bosset 
districts were the same in their response to indicate the most important attribute of climate-
related risk factors and the key management strategies being applied in the face of climate 
variability.  
 
3.3. Results 
 
3.3.1. Characteristics of the participants 
 
Generally, the sampled farmers at AJK and Bosset districts did not differ significantly in the 
characteristic features detailed in Table 3.3, except age and education level. Most of the 
household heads were in the age group of 30–45, with a mean of 39 years (Table 3.3). The 
youngest household head interviewed was 22 years old and the oldest was 70 years of age. At 
AJK, 80% of the respondents were male and 20% were female, while the proportions were 
70% male and 30% female at Bosset (Table 3.3). For both districts, the average household 
size was five. The minimum number of people in a household was two and the maximum 
household size was 12. About 60% of the households surveyed had three to five members. 
This was similar for both female- and male-headed households. The total number of 
household heads with at least primary education (1–8 years of schooling) was 53 out of 60 
respondents (88%). Nearly 80% of female farmers and 90% of male farmers interviewed at 
Bosset, and all famers at AJK had at least primary education. In general, younger farmers 
were more educated than the older farmers (data not shown). More than 70% of the farmers 
interviewed had more than 15 years of farming experience. The average farm size was 2.25 
ha, with 20% of them holding less than 1.25 ha. Farmers with land holdings between 1.25 and 
3 ha accounted for 67%, while 13% owned more than 3 ha. Around 40% of the farmers 
allocated more than 50% of their land holding to maize, confirming that maize is the most 
common food crop grown in the study districts. At AJK, female-headed households on 
average owned a land size 0.63 ha smaller than that of male-headed households. In contrast, 
female-headed households held, on average, 0.58 ha larger farms than male-headed 
households at Bosset. 
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Table 3.3: Characteristics of households surveyed in the Bosset and Adamitulu-Jido 
Kombolcha (AJK) districts, Ethiopia. 
Characteristics Bosset (n=30) AJK (n=30) 
 Male  Female  Male  Female  
 n % n % n % n % 
Gender 21 70 9 30 24 80 6 20 
Age groups         
<30 yrs. 2 7 1 3 6 20 2 7 
30–45 yrs. 11 37 3 10 16 52 2 7 
>45 yrs. 8 27 5 17 2 7 2 7 
Average family size         
<3 family members 1 3 - - 3 10 -  
3–5 family members 12 40 6 20 13 43 5 17 
>5 family members 8 27 3 10 8 26 1 3 
Education level         
No formal education 7 23 2 7 - - - - 
Primary education 8 27 6 20 15 50 3 10 
Secondary education 6 20 1 3 9 30 3 10 
Post-secondary education  -  -  -  - 
Average farming experience         
<15 yrs. 4 13 1 3 8 27 1 3 
15–25 yrs. 11 37 6 20 12 40 4 13 
>25 yrs. 6 20 2 7 4 13 1 3 
Average farm size          
<1.5 ha 10 33  - 4 13 2 7 
1.5–3 ha 2 7 5 17 10 33 2 7 
>3 ha 9 30 4 13 10 33 2 7 
Land allocated to maize ha % ha % ha % ha % 
 1.24 40 0.82 47 1.75 65 1.13 70 
 
3.3.2. Farmer criteria used to describe past maize growing seasons 
 
Farmers classified the seasonal climate into three groups (Table 3.4). The main criteria used 
to define a ‘good season’ depended on whether the rain begun early and was evenly 
distributed (intermittent dry-spells of less than 5–7 days) resulting in more productive crops 
than in an average year. A bad season was defined by the late onset of rain, when there was 
limited rain during the early stages of the crop, when there was a long dry-spell to prevent the 
crop establishing well or incidents of long dry-spells around flowering and grain filling stages 
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of the crop significantly reducing the yield. An average season was categorised as being 
between a good and a bad season. Similar criteria were used by the farmers at both locations 
for evaluating any specific seasonal climate as being good, average, or bad. For instance, they 
used the same descriptive criteria to define the amount, distribution of seasonal rainfall and 
productivity of maize in any particular season. The other important factors identified to 
describe the seasonal climate were the frequency of intense rainfall events that cause floods, 
the incidence of long dry-spells around flowering and grain filling stages of the crop, and 
early cessation of seasonal rainfall.
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Table 3.4: Different criteria of farmers used to classify different seasonal climatic conditions. 
Location Good season Average season Bad season 
Bosset High maize yield (2.5–3.0 t ha-1): rainfall begins well 
in May-early June, poor rainfall or no dry-spell of 
more than 12 days after sowing, well-distributed 
rainfall throughout the season until late-September 
(e.g., rainfall with breaks of at least 5–7 days, good 
sunshine insolation, average temperature and no 
windy conditions). 
Average maize yield (1.5–2.0 t ha-1): rainfall begins 
in mid-June, or poor rainfall after the season start 
which may cause poor seedling establishment 
and/or the seasonal rainfall ends before mid-
September, and/or poor distribution of rainfall with 
intermittent dry-spells of more than 10 days, 
otherwise rainfall continuous without breaks which 
may cause floods; and/or with much windy 
conditions. 
Poor maize yield (0.0–0.6 t ha-1): late-onset of 
rainfall (i.e., starting after end of June), false start 
of rainfall where early sown maize stands fail to 
establish and/or incidence of long dry-spells of 
more than 15 days at any stage of maize growth, or 
else continuous and heavy storms that cause severe 
flooding, especially around flowering  
AJK High maize yield (3.2–4.8 t ha-1): rainfall begins well 
in March, poor rainfall or no dry-spell of more than 9 
days after sowing, well-distributed rainfall 
throughout the season until mid-September (e.g., 
rainfall with breaks of at least 7–9 days depending on 
the soil type, and no windy conditions.) 
Average maize yield (2.0–2.8 t ha-1): rainfall begins 
in mid-June, or poor rainfall after the start of the 
season which may cause poor seedling 
establishment and/or early cessation of seasonal 
rainfall before September, and/or poor distribution 
of rainfall with intermittent dry-spells of more than 
12 days, otherwise continuous rainfall of more than 
5 days which may cause maize to turn yellowish 
and/or be susceptible to rust, or that may cause 
severe flooding; and/or with much windy 
conditions. 
Poor maize yield (0.0–0.8 t ha-1): late-onset of 
rainfall (i.e., starting after late June), false start of 
rainfall where early sown maize fails to establish, 
and/or incidence of long dry-spells of more than 15 
days especially after sowing and/or around 
flowering. 
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3.3.3. Perceptions of climate variability and associated risk 
 
Farmers from the two study districts gave similar ratings for cropping seasons between 
1992 and 2011 in the FGDs (Table 3.5). Specifically, 25 to 45% of the seasons were rated 
as good, 35 to 55% as average and 20% as bad (Table 3.5). For more than 70% of the 
respondents, climate variability was related mainly to timing, amount, and distribution of 
rainfall, or a combination of these factors. While 65% of the farmers said that temperature 
was contributing to climate variability, 23% of the respondents said that temperature did 
not contribute to climate variability. 
 
Table 3.5: Rating of seasons (1992–2011) for two districts in the Central Rift Valley of 
Ethiopia. 
Year Seasonal rainfall 
 Bosset AJK 
1992 Good Good 
1993 Good Good 
1994 Average Average 
1995 Bad Bad 
1996 Average Good 
1997 Bad Bad 
1998 Good Average 
1999 Average Good 
2000 Average Good 
2001 Average Average 
2002 Bad Bad 
2003 Good Average 
2004 Average Bad 
2005 Good Good 
2006 Average Good 
2007 Average Average 
2008 Average Average 
2009 Average Average 
2010 Average Good 
2011 Bad Good 
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Farmers were asked to identify the frequency of occurrence of different season types out of 
10 seasons (Fig 3.2). At Bosset, 35% of the seasons were rated as bad, 37% as average, 
and 28% as good. At AJK, around 31% were rated as bad, 50% as average, and only 24% 
were considered as good. The data for each district were tested for any difference in season 
ratings related to the demographic and socio-economic background of the household, using 
the Kruskal-Wallis test. Farmers’ perceptions of expected frequency of a bad, average, or 
good season in a given 10 years were only significantly different between gender class and 
level of education (i.e., between primary and secondary school attendants) at AJK. 
 
Figure 3.2: Number of good, average and bad seasons out of ten seasons as perceived by 
farmers. Results are grouped by gender, age, education, farm experience and land holding. 
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The NMA (Korecha and Sorteberg, 2013) provides a season classification based on the 
percent deviation of the seasonal rainfall from the long-term mean. In NMA classification, 
seasons with rainfall in excess of 67% of the long-term mean are classified as good, those 
with rainfall less than 34% of the long-term mean are classified as bad, and seasons 
between 34–66% of the long-term mean are classified as average. For the seasons 1999 to 
2011, there was generally a good agreement between farmers’ rating of ‘average’ or ‘bad’ 
seasons and the assessment provided by the NMA (Fig. 3.3a and 3.3b). However, for 
seasons which the NMA classified as good, many respondents tended to classify the 
seasons as average. Although the seasonal rainfall received in 2011 was above-normal, 
farmers at Bosset viewed the seasonal climate as bad because of frequent rainstorms that 
adversely affected their maize. Farmers generally considered a season as bad if the 
performance of crops was poor and the yield of maize was lower than the threshold limit 
of maize yield expected by farmers.
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Figure 3.3: Farmers’ ratings of seasonal rainfall conditions at Bosset (a) and Adamitulu 
Jido-Kombolcha (b). The ratings in parentheses are based on the classification of the 
Ethiopian National Meteorology Agency (Korecha and Sorteberg, 2013).
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Farmers indicated that they would expect a maize yield of about 0–1 t ha-1 in bad seasons, 
2.5–3 t ha-1 in average, and 3–5 t ha-1 in good seasons. This was the same in both districts. 
Maize yields estimated by farmers are summarised in Figure 3.4. 
 
Figure 3.4: Farmer estimates of maize grain yield in bad, average, and good seasons 
(N=60). The boxes show the 25th, 50th (median), and 75th percentile. The whiskers show 
the 10th and 90th percentile, and yields greater or less than the 10th and 90th percentile are 
indicated by circles. 
 
Farmers at both locations perceived the seasonal rainfall patterns as more variable and less 
predictable as indicated by the onset of seasonal rainfall, length of the season, and the 
distribution of in-season rainfall. Thus, farmers felt that the climate was increasingly 
erratic, with the effects of seasonal rainfall variability on maize yields worsening. Farmers 
from both the Bosset and AJK districts mentioned climate variability and its undesirable 
effects on their maize crop, as follows: 
 
“[…] we are witnessing that inter-seasonal rainfall variability is getting much worse and 
it is so unpredictable…we sometimes don’t know what to do”. (62 years, male, Bosset) 
 
“We are highly uncertain about the start of the season because of its irregularity […]. 
There were seasons when the rain started reliably. In contrast, there were seasons when 
the rain would not stabilise once it had started”. (51 years, male, AJK) 
 
“In some years, we experienced heavy rainstorms as well as windy conditions that 
adversely affected our maize crop […] while in other periods of the year, the seasonal 
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rainfall duration was unexpectedly short, and not enough to meet the minimum amount of 
water required for the maize crop as well as to harvest reasonable maize yield for 
sustaining our household […]”. (49 years, female, AJK) 
 
Farmers were more concerned about the start of the season within the expected sowing 
window, as this is critical for ‘good yields’. Farmers characterised the pattern of seasonal 
rainfall in relation to crop production. Farmers expect the rainy season to occur between 
March and September for AJK and between April and September for Bosset: 
 
“Although, the start of the season varies across years, we expect rain to start in March 
and to continue until mid-September”. (54 years, female, AJK)  
 
“The seasonal rain in our area starts in April […]. There is a high chance of dry-spells in 
between until the season ends in September”. (56 years, male, Bosset) 
 
However, farmers described that the rains between the beginning of the season and the 
early weeks of June were limited and unreliable, and that there was a high likelihood of a 
long, though varying, dry-spells, whereas the rainfall between June and August was more 
reliable and evenly distributed. Farmers described the highly variable nature of the timing 
of the onset of the rainy season by expressing how difficult it is to anticipate the reliable 
start of the season and how the timing of the onset of rains is less regular, as follows:  
 
“I would not sow my maize in March unless after two to three showers of rain that 
sufficiently wet the soil for sowing maize. Otherwise, there might be a risk of false onset of 
rain”. (62 years, male, AJK) 
 
“There were a lot of occasions that I risked my seed when maize was sown before June as 
the maize seedlings suffered from the recurring long dry-spells”. (60 years, male, Bosset) 
 
According to farmers at AJK, the start of the season was defined by the first sowing 
opportunity after 1 March, while for farmers at Bosset the season would typically start 
after 1 April. Although farmers did not describe rainfall amounts in millimetres, farmers 
explained that they have their own way to quantity amounts of seasonal rainfall. They 
examine the soil moisture after the onset of the rains using the traditional maresha plough 
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to assess the infiltration depth. Alternatively, farmers simply scrape the soil away with 
their hands to check if the soil is sufficiently moist for sowing. A farmer explained: 
 
“The water getting into the soil after the onset of the rains should be enough for making 
the soil profile sufficiently moist, up to the depth of the maresha plough tip; so that we 
make sure that the seed can germinate”. (64 years, male, Bosset) 
 
The most important risk factors for maize production identified by farmers was late start of 
rainfall and insufficient rain early in the rainy season, which often leads to reductions of 
more than half of the crop yield through total crop failure compared to the yield that can be 
gained in good seasons. Farmers stated that once the season has started successfully (i.e., 
the above-defined criteria for the onset of rainfall and sowing are fulfilled), dry-spells 
exceeding 12–15 days in the following 30 days after sowing was the second greatest risk 
factor for their maize production. Farmers defined a day as being ‘dry’ if there was no rain 
at all, or the rain was too little to recharge the soil moisture. ‘Dry-spell’ is any consecutive 
number of days defined as ‘dry’. It is a common experience that maize does not establish 
sufficiently well when there are longer dry-spells during the early growth stages. Farmers 
referred to the risk factor of intermittent dry-spells during the early period of the season as 
‘false’ or ‘unfaithful’ rains. Farmers recalled specific years (e.g., 1995, 1997, and 2002) 
when the earlier sown maize failed. In these years, they lost their valuable seed, time, and 
energy because of post-sowing risk that resulted from scant rain or prolonged dry-spells. 
The following statement illustrates the perceptions of farmers: 
 
“We consider seasonal rain as unfaithful or false rain, if the rain once sets in but tails off 
at the early growth stage of the crop, resulting in very poor establishment or total failure 
of maize …” (56 years, male, Bosset) 
 
“[…] there were years when we lost all our seed because of long breaks of dry-spells after 
early rain […] there was a year that our crop failed due to drought and we had to receive 
food aid from the government”. (56 years, male, Bosset) 
 
When farmers were asked to indicate the most detrimental climate risk adversely affecting 
their maize production, many farmers at both locations identified two climate risk factors 
as the most important (Table 3.6). More than 80% of the farmers rated the timing of 
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seasonal rainfall and rainfall amount during early crop stages as the main factor in 
determining the quality of a particular season. A late start to the seasonal rainfall was 
regarded as the most detrimental risk factor for maize production. The late onset of rainfall 
was taken as an indicator for the seasonal rainfall being shorter in duration than expected 
and one in which the crop would be exposed to a high risk of terminal water stress.  
 
Table 3.6: The importance attributed to various climatic risks that farmers identified in 
affecting their maize production at Bosset and Adamitulu Jido-Kombolcha (AJK). 
 % of respondents  
Indicator of climate risk Bosset (n = 30) AJK (n = 30) Pearson χ2 
 Yes No Yes No  
1. Late start of rainfall  90 10 73 27 2.78 (p = 0.09) 
2. Insufficient rainfall at the start of the season  80 20 60 40 2.86 (p = 0.08) 
3. Early cessation of rainfall 60 40 43 57 1.67 (p = 0.15) 
4. Dry-spell around flowering 23 77 27 73 5.71 (p = 0.02)** 
5. Frequent heavy rainstorms  7 93  3 97 0.09 (p = 0.05) * 
6. Dry-spell after flowering   7 93 37 43 7.95 (p = 0.50) 
7. Unusually high or low temperatures   3 97  7 93 0.35 (p = 0.05) * 
 
3.3.4. Management strategies used by farmers in response to varying seasons 
 
Farmers responded to climate variability to a certain extent by employing a set of 
alternative agronomic management practices for the possibility of rains arriving early or 
late, of rains stopping after initial rains, and the crop failing to establish. The various 
management strategies adopted by farmers in response to the start of the season and/or in-
season rainfall conditions are presented in Figure 3.5. More than 80% of respondents 
identified the following management decisions as the most important: (i) the proportion of 
land allocated to maize, (ii) sowing time for maize and other crop types, and (iii) the 
maturity-type of the cultivar (Fig. 3.5). 
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Figure 3.5: Key management strategies applied by the farmers in response to climate 
variability in the Bosset and Adamitulu Jido-Kombolcha districts of Ethiopia (see text for 
details of the various management strategies; (N=60)). 
 
Farmers allocated a larger portion of their land holdings to maize when the onset of the 
season was earlier than usual. Farmers think they would get a substantially greater yield 
advantage from sowing maize compared to sowing other food crops common in the area. 
They also prioritised their maize to be sown on fertile low-lying fields, which receive 
alluvial deposits and runoff from the surrounding uplands area. If the season was delayed, 
farmers would tend to reduce the portion of the field allocated to maize and they would opt 
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to diversify the type of crops, which are sown at staggered timing and different fields, to 
minimise the crop losses and to spread farm risk.  
 
Farmers harnessed the potential of different maturity-type cultivars that are suited to the 
varying timings of the rainy season onset. The different maturity-type maize cultivars may 
not be sown beyond a certain cut-off date to avoid water stress at critical growth-stages. 
Cut-off dates were at the end of April for late-maturing, early June for medium-maturing, 
and end of June for early-maturing cultivars. If two to three sequential wet periods did not 
occur before the cut-off date was reached, it was assumed that the specific cultivar could 
not be sown any more. If the rain stopped, or was too low after initial rains and the crop 
failed to establish well, farmers would sow a different cultivar suitable for the next sowing 
opportunity.  
 
When the onset of the rainy season started between March and April, 30% and 60% of 
farmers at Bosset and AJK, respectively, preferred to sow the late maturing maize as they 
perceived it had a yield advantage. Farmers at AJK indicated that the onset of the rainy 
season in March would make them invest in late-maturing hybrid maize (BH-540 or PHB-
3253), which can mature in 135–145 days. However, 40–70% of farmers perceived that 
there would be a high chance of a prolonged dry-spell after early rains in March or April, 
which might cause germinated seeds or seedlings to die. In turn, those farmers would sow 
medium-maturing maize cultivars (130 day) in early June. If the rain was still delayed up 
until the end of June, they would sow early-maturing maize cultivars (<110) to fit the 
shorter growing season period. Farmers said that they did not sow maize after the end of 
June. For those seasons with a late onset of rain after the end of June, farmers would opt to 
grow other extra-early duration crop species such as wheat, common bean or tef. Farmers 
described the relationship between the timing of the onset of the rainy season and the 
maize cultivar or other crop species chosen as follows:  
 
“I tend to re-plough the field and re-sow maize if the first sown maize failed to establish 
because of low seasonal rainfall at early stage of the crop; or we sow an extra-early maize 
or quick-maturing crop such as common bean that could mature within the remaining 
rainy season”. (69 years, male, AJK) 
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“The decision of sowing of any particular cultivar depends on the timing of the seasonal 
rain…cultivars of different maturity groups have different cut-off dates, and a cultivar will 
not be sown if the date passes…” (45 years, male, Bosset) 
 
Seasonal conditions also dictate fertiliser management. Many farmers did not apply 
commercial fertilisers. Key management decisions of those who used N fertiliser was how 
much N fertiliser to be top-dressed at the 5–6 leaf stage, which is conditionally determined 
depending on how well the maize crop is established, and the expected potential of the 
remaining seasonal rainfall on the performance and final harvest of the crop. 
 
“The onset of seasonal rainfall and the rainfall distribution early in the cropping season is 
the main factor in making decisions such as whether we need to apply N or not– if we 
happen to apply–we decided on how much N fertiliser to apply on our maize crop …”. (48 
years, male, AJK) 
 
From the 60 farmers interviewed, only 10% of the farmers applied both di-ammonium 
phosphate (DAP)and urea at Bosset and AJK. Around 27% of the farmers at AJK applied 
only DAP while 17% of farmers at Bosset applied only urea. In contrast, more than 50% of 
farmers did not apply commercial fertiliser at all. Farmers commonly apply fertiliser at 
rates of approximately 60–100 kg ha-1 DAP and 40–65 kg ha-1 urea. As a fertility 
amelioration strategy, more than 80% of farmers used organic fertilisers as they are 
cheaper. Farmers preferably applied organic inputs close to their homestead. Around 17% 
of respondents at Bosset and 20% at AJK applied dry farmyard manure at a medium-
distance (500–700 m from homestead) and in remote fields (700–1250 m) prior to land 
preparation. Those farmers who did not apply commercial fertiliser think that their soil is 
fertile enough and they did not expect any additional yield advantage from commercial 
fertiliser use. They stated that a maize yield comparable with the field receiving 
commercial fertiliser could be achieved as long as the rain is adequate and fairly-well 
distributed. 
 
Most farmers adjust some agronomic practices such as planting density as they use higher 
seed rates at sowing to ensure adequate plant stands if the rains at the initial stage of the 
season is scanty and intermittent. However, they reduce the plant density of maize around 
4–5 weeks after sowing when they are practicing shilshalo in order to better match to the 
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anticipated seasonal rainfall potential. Only 10% of the respondents at the study areas 
mentioned they are using tied-ridging which is typically ridging the soil to heights of 20 
cm or more either before or after sowing by cross-tying the furrows at distances of 2 m or 
more to form a series of micro-catchment basins in the field. It is an in situ water 
harvesting technique that is promoted by the extension workers in the study areas. On the 
other hand, all farmers use a traditional in situ water conservation practice called shilshalo, 
as a means of reducing water losses to runoff and increasing stored soil water. 
 
3.3.5. Awareness and use of seasonal climate forecast information 
 
Farmers have long used indigenous knowledge to predict the weather in the upcoming 
season. Indigenous forecasting methods combine experience of historical weather patterns 
(e.g., temperature, wind direction, rainfall pattern in the off-season, cloud formation on the 
mountains), diverse indicators including the state of flora (e.g., trees such as Acacia 
tortilis) and fauna (e.g., birds such as Bucorvus abyssinicus), local weather patterns, and 
astrology (e.g., star constellations, size and shape of moon). In FGDs, farmers mentioned 
the following indicators: 
 
“[…] we know the approaching season is going to be good if the acacia trees blossom 
early” 
 
“The prevalence of ‘Awlonifas’ [whirlwinds] that stir up and lift a vast quantity of dust 
and go straight upward early in January and February is an indicator of early start of rain 
in March” 
 
“The appearance of bees coming from east to west marks the start of the rainy season…” 
 
“Wind blowing prior to the rainy season from west to east and from north to south, is 
considered to bring a lot of moisture and a good rainy season”. 
 
“Low cloud perching on top of the highest Bosset Mountain will bring about large 
amounts of rain” 
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“If the sky remains clear and very low temperature persists at night just before the 
upcoming season, we anticipate a high risk of drought” 
 
Although most farmers were consulting community elders and religious leaders to read 
and interpret the traditional indicators, they were also using their own indigenous 
knowledge to predict what the upcoming season might bring. Farmers who only used 
indigenous forecasting methods had much more faith in a God controlling nature than they 
did in science-based forecasts. 
 
Individual interviews revealed that 80% of the farmers use a three-month seasonal outlook 
issued by the NMA before the beginning of the farming season. Many combined this 
information with traditional forecasts based on the knowledge of local indicators (Fig. 3.6). 
Around 15% of the farmers rely on indigenous knowledge to foretell the seasonal climate 
conditions. Overall, the mean response to questions about the accuracy of operational 
forecasts from the NMA was 2.9 (s.e. = 0.13) and traditional methods was 2.2 (s.e. = 0.12) 
while the response about the accuracy of the information was 3.5 (s.e = 0.14) when the 
forecast information from NMS and traditional methods was combined. In a Likert scale of 
1–5, a mean score of greater than 2.5 for the accuracy of the forecasts is considered to be 
good as there is a high level of agreement among most respondents. This result reflects 
that 79% of the participants perceived the NMA forecasts as reliable in identifying whether 
the forthcoming season is going to be below normal, or normal to above normal, while 
92% trust the NMA forecasts if combined with indigenous forecasting methods. Farmers 
explained that climate information for an upcoming season is useful in guiding their 
management decisions. Generally, all participants used seasonal forecast information, 
regardless of the type of seasonal forecast. Farmers strongly emphasised the importance of 
credible, seasonal-specific climate forecasting information to guide decision-making. 
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Figure 3.6: Type of climate forecasts used in making farming decisions (N=60). 
 
3.4. Discussion 
 
3.4.1. Perception of climate variability and risk 
 
The focus of this study was to gain better insights on how farmers perceive climate 
variability and use their knowledge of these impacts in managing risks in maize-based 
cropping systems. Generally, farmers perceived and described climate variability and risk 
in relation to maize growth and yield (Tables 3.4 and 3.5; Fig. 3.4). Of all the rainfall 
characteristics, total amount of seasonal rainfall was rated less critical than variations in 
the timing of the onset and the end of the rainy season, as well as dry-spells during the 
growing season (Table 3.6). Farmers shared a strong sense of what was a bad, average, and 
good season in the past 20 years (Table 3.5). In particular, almost all interviewed farmers 
recollected extreme climatic events that occurred during the past 20 years, and described 
1995, 1997, and 2002 as the ‘worst drought years in human memory’. This can be 
expected considering the high impact these events had on the productivity of crops (Meze-
Hausken, 2004; Orlove et al., 2010; Rao et al., 2011). Many studies have shown that 
farmers are very good at recollecting extreme climatic events, which had a significant 
impact on their family life (Mertz et al., 2009; Meze-Hausken, 2004; Osbahr et al., 2011; 
Moyo et al., 2012). The similarity in criteria used by farmers to distinguish seasons 
demonstrated their collective memory of past climatic conditions. These common 
perceptions of historical climatic conditions and farmers’ criteria to define the various 
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seasonal climate showed that the participating farmers possess a good understanding of the 
local climate (Coe and Stern, 2011; Rao et al., 2011).  
 
Common perceptions of, and criteria to describe climatic conditions arise from socially 
constructed knowledge and experiences, which are shared by many farmers (Stehr and von 
Storch, 1995; Stehr, 1997). Furthermore, the maize yields expected in favourable, average, 
or unfavourable seasons were nearly the same for most farmers involved in the study (Fig. 
3.4), and within the range of maize yields estimated by other farmers in the CRV of 
Ethiopia (Dimes et al., 2011; Kassie et al., 2013a). There was mostly agreement between 
farmers’ ratings of season-types and the official classification published by the NMA. 
However, there were also differences (Fig. 3.3). Given the importance of the temporal 
distribution of rainfall for crop growth and yield, meteorological and agricultural 
classifications of season types often produce different results (Meze-Hausken, 2004). 
Farmers’ perceptions of seasonal climate variability and risk are more attuned to the 
pattern of seasonal rainfall in affecting crop growth and yield, while meteorological 
definitions of rainfall anomalies do not consider the seasonal rainfall supply in relation to 
crop demand (Wilhite and Glantz 1985; Osbahr et al., 2011).  
 
Farmers in the study areas rely on local knowledge, like many smallholder farmers in 
Africa, to monitor seasons (Roncoli et al., 2002; Ziervogel and Downing, 2004). The 
historical pattern, local weather observation, and other indicators allow farmers to form 
expectations of what the rainfall conditions are likely to be in the season ahead. These 
observations are particularly important prior to the commencement of sowing as many of 
the decisions are based on the timing of the onset of the rains (sowing time, cultivar 
choice, the portion of the land allocated to maize and the type of other crop species). Once 
the season starts, they also monitor the unfolding season to make the necessary 
adjustments in management decisions, such as how much N fertiliser to apply or if they 
need to re-sow an early maturing cultivar depending on how well the early-sown maize is 
established. Although farmers were positive about the quality of forecasts issued by the 
NMA, many respondents raised the concern that the forecasts were not detailed and 
specific enough for their farming enterprise. Farmers would like to receive skilful forecasts 
about the Belg (March–May) and Kiremt (June–September) season, including information 
about timing of the onset of the rainy season and reliability of rainfall (i.e., risk of 
prolonged dry-spells) at their location. The NMA forecasts for the Belg and Kiremt season 
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are probabilistic – expressed as the chance of being ‘above normal’, ‘below normal’ or 
‘near normal’– and issued for large areas classified as homogenous zones (NMSA, 1996; 
Korecha, 1999, 2002). The rainfall in the region is spatially highly variable especially 
during the Belg rainy season. This means that forecasting Belg rain is more difficult 
compared to Kiremt rain (NMSA, 1996). The forecasts often lack concise, localised 
information on climatic variations. Forecasts may be improved by integrating indigenous 
knowledge, which is highly localised and often includes practical advice on management 
measures in light of the forecast conditions (Kihupi et al., 2003; Roncoli, 2006).  
 
Since the early 1990s, farmers have noticed that the onset and distribution of early 
seasonal rainfall has become less reliable and more variable. Many farmers mentioned that 
the Belg rain has become less reliable as indicated by a greater risk for a false start of the 
season and intermittent dry-spells. As a consequence, farmers fear to sow maize during 
this period. Analysing the crop water requirement of early-maturing maize (<110–130 
days from sowing to maturity), Diga (2005) found that water supply is insufficient to meet 
crop demand in 60% of seasons, often causing total crop failures. On the other hand, 
Kiremt rainfall is typically adequate for the critical crop growth stages between flowering 
and physiological maturity though the crop may still face water stress during early Kiremt, 
i.e., June. Comparing the seasonal variability of rainfall in the region, Belg rainfall is more 
variable than the Kiremt rainfall, as indicated by the higher coefficient of variation (CV%) 
of Belg rain than that of the Kiremt rain (CV% 45–48 versus CV% 21–30). The Belg rain 
is affected by a higher probability of dry-spells than the Kiremt as the Belg season is 
influenced much more by cyclonic activity than the Kiremt season (Seleshi and Camberlin, 
2006). The variability of Belg rain in the recent two decades (CV% 40–45) is lower than 
the long-term Belg rain (CV% 45–48) for the two study areas. Detailed analysis of long-
term daily and monthly records from the sixteen sites included in the study area has shown 
no major detectable change in the Belg rainfall amount during the past three to four 
decades. However, the number of rainy days and the length of the growing season in the 
Belg season showed a decreasing trend over time (Kassie et al., 2013b; Getachew and 
Tesfaye, 2015). The trend of shortening in the growing season is strongly associated with 
the late starting trend in the onset date for the Belg rain (Kassie et al., 2013b). The high 
inter-annual variability of the timing of the onset of the Belg rains at Melkassa and 
Adamitulu, implies that rainfall patterns may have permanently changed (Kassie et al., 
2013b). As uncertainty of the growing season is one of the main challenges for rain-fed 
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crop production, detailed analysis of the reliability of the Belg growing season is important 
for determining whether the season is suitable for growing food crops, while investigating 
the likely risk associated with different sowing dates and the type of crops and cultivars 
choice when there is an early start of rain during Belg season.  
 
3.4.2. Farmers’ management strategies 
 
In this study, many farmers altered agronomic decisions in response to the actual and 
expected seasonal rainfall to manage climate variability (Table 3.4; Fig. 3.4). However, not 
all farmers respond in the same way. In general, a maize-based system is the dominant 
crop production system in the semi-arid CRV of Ethiopia (Biazin and Stroosnijder, 2012). 
However, farmers diversify their cropping practices both in space and time by sowing 
different types of crops at various times and fields as an assurance to minimising the risk 
of crop failure and to spread farm risk (Kassie et al., 2013a).  
 
The most crucial management decisions are arguably made at sowing and focus on what 
crop or cultivar type to sow which has implications for potential to capture the flush of soil 
N that comes with the first rains and to achieve early food security (Weber, 1995; Jagtap 
and Abamu, 2003). If the onset of rains is early, farmers are likely to allocate a significant 
portion of their land to maize, as it is the dominant staple crop for food security and 
supplies crop residues for animal fodder. It is general practice in most areas of the CRV of 
Ethiopia to sow at the onset of rainfall in the Belg season, although farmers know that 
there is the risk of post-sowing dry-spells of varying length that can cause significant crop 
damage and they often need to re-sow. Farmers, who are losing confidence in the 
reliability of the Belg rains and in their ability to predict them, will wait until the Kiremt 
rains settle in. Despite the fact that many farmers in the CRV aim to maximise grain and 
biomass yield by sowing late-maturing maize cultivars if Belg rains start early, there is 
only a modest effort directed towards breeding drought tolerant, late-maturing cultivars 
suitable for early sowing under Belg seasonal conditions, which results in limited 
availability of improved seeds. Breeding efforts are more directed towards the 
development of early- to medium-maturing cultivars and many of the released cultivars fit 
the length of the Kiremt season (Mohammed and Mulatu, 1993; Bogale et al., 2011) with 
agronomists simply recommending a fixed sowing window for the promoted maize 
cultivars. This sowing window is to be in June, with sowing to be carried out once rainfall 
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is effective in wetting the soil. The effect of varying sowing dates, including farmers’ 
sowing rules for various timing of onset of rains, on the yield of maize cultivars with 
differing maturities has not been properly evaluated. In the CRV region, farmers are 
practicing flexible sowing decisions based on the onset time of the rainfall season; 
however, crop failure due to false starts of the rainfall season is a common risk (Kassie et 
al., 2013a). In this respect, therefore, farmers could make informed decisions, if the risk 
and crop yield probabilities associated with different sowing decisions is understood and 
the results can be properly communicated by advisors and extension services in aiding 
farmers’ decision making (Jagtap and Abamu, 2003).  
 
In this study, few farmers applied mineral fertiliser N at sub-optimal rates (20 and 38 kg N 
ha-1) but many did not apply fertiliser N at all. According to a survey conducted across 
6500 farmers’ fields in the CRV of Ethiopia, around 78% of the maize fields did not 
receive any kind of mineral fertiliser (Getnet et al., 2016). Soil fertility in the CRV is 
inherently low (Biazin and Stroosnijder, 2012) and this is aggravated by nutrient mining 
associated with continuous cropping and limited applications of inorganic and/or organic 
fertilisers (Abegaz and van Keulen, 2009; Biazin and Stroosnijder, 2012). Getnet et al. 
(2015), who sampled a large number of fields in the CRV of Ethiopia, reported that 
farmers applied N fertiliser at rates as low as 2.6–16.5 kg N ha−1. This is much lower than 
the 41–64 kg N ha-1 recommended by research/extension for the region (Debelle et al., 
2011; Kassie et al., 2014). Thus, the low amount of N applied by some farmers in this 
study is the main cause for the negative soil nutrient balances (Haileslassie et al., 2005; 
Abegaz and van Keulen, 2009). Therefore, applying the required amount of fertilisers as 
well as improving the limiting resource (i.e., water and nutrient) use efficiency, are key 
pathways for improving the soil fertility and sustainable intensification of the maize 
system in the CRV of Ethiopia.  
 
The fertiliser recommendation in Ethiopia, like many African countries (Okalebo et al., 
2006; Xu et al., 2009; Goujard et al., 2011), is similar across different sections of the 
country regardless of the spatial heterogeneity of the soil or the local needs or the socio-
economic circumstances (Stepanek, 1999). Therefore, the respondents in the study area 
were deterred from using fertiliser because of its high cost and/or risk of a yield response 
insufficient to recoup the fertiliser investment. Similar to many farmers in semi-arid 
regions of Africa, the interviewed farmers were risk-averse decision-makers applying N 
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fertiliser conservatively as the return from an investment into fertiliser is uncertain due to 
large fluctuations in crop yields (Keating et al., 1991; Cooper et al., 2008; Dimes, 2011; 
Roxburgh and Rodriguez, 2016). However, around 38% of the respondents in the study 
area assumed that their fields were sufficiently fertile or non-responsive at all and that 
there would be no yield advantage from applications of commercial N fertiliser. The yield 
differences observed between fertilised and unfertilised fields at many sites in the CRV of 
Ethiopia are often marginal (Getnet et al., 2016), and farmers cannot fully observe a crop 
response to the fertiliser application. Poor agronomic management such as untimely 
sowing, use of low-yielding cultivars, sub-optimal plant density and poor weed control are 
important factors for poor crop responses to fertiliser that are observed on-farm (Kassie et 
al., 2014). In such environments, utilising N resources might be inefficient. As a result, 
widespread use of N fertiliser cannot be expected since it will not necessarily overcome 
low production and profitability, and it may even cause high production risk in smallholder 
farms (Roxburgh and Rodriguez, 2016). Another plausible reason for the lack of interest of 
the interviewed farmers in applying mineral fertiliser might be related to the degraded and 
poorly responsive nature of the local soil. On such soils, a large investment to improve 
levels of soil organic carbon is required before a crop response to fertiliser can be observed 
(Tittonell and Giller, 2013). Effective design of fertiliser recommendations should target 
specific soil fertility niches depending on their response to various nutrients (Tittonell et 
al., 2005, 2007b). The significant number of interviewed farmers who perceived their soils 
as being fertile is attributable to low awareness of the productivity benefits from using 
fertiliser management and possibly a limited understanding of soil fertility management, 
including amelioration of degraded soils (Adimassu, 2013). Therefore, researchers should 
closely collaborate with extension officers for capacitating them to assist smallholder 
farmers with a provision of effective recommendations and suitable extension advice that 
is locally relevant (Twomlow et al., 2010; Otsuka et al., 2011).  
 
One way of achieving substantial yield improvements would be to improve those aspects 
of system management, as discussed above, that limit or prevent crop responses to 
fertiliser inputs to maximise the nutrient use efficiency (Tittonell and Giller, 2013; Kassie 
et al., 2014; Getnet et al., 2016). Therefore, a feasible pathway to sustainable 
intensification of maize production has to pursue a stepping stone approach. Firstly, simple 
and less-costly agronomic recommendations need to be promoted to small holder farmers 
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that enable them to achieve better yields before farmers can be encouraged to adopt 
complex and expensive technological interventions (Roxburgh and Rodriguez, 2016). 
 
3.5. Conclusion 
 
Farmers perceived the current climate, particularly seasonal rainfall patterns, as more 
variable and less predictable. Farmers’ perceptions of the seasonal climate depend on how 
it affects the performance of their crop production and livelihoods of their farm 
households. In response to the actual and expected seasonal rainfall, farmers are 
employing various agronomic strategies in managing climate variability, and these 
agronomic decisions are conditioned upon the seasonal rainfall pattern, particularly onset 
of rains and early prospect of the opening rain. If farmers are to make informed 
management decisions, research and extension provisions should have to integrate ex-ante 
management options that suit farmers’ local practices, production objectives and socio-
economic niche under varying prospects of the seasonal rainfall pattern. Understanding of 
farmers’ perceptions of climate variability and risk is valuable for informing research and 
extension services enabling them to deliver best-fit recommendations that are adaptable to 
smallholder farmers who are operating in the face of climate risk and uncertainty. As 
farmers’ perceptions of seasonal climate variability and risk are more attuned to the 
seasonal rainfall pattern in affecting their maize production, objective assessment of 
climate variability and risk would be required before utilising such farmer-based 
assessments of climate variability as the sole basis for future research, extension and 
development efforts in targeting the appropriate interventions in the region. Alternatively, 
modelling and simulation are powerful analyses for answering whether farmers’ perceived 
climate and associated risk is due to their practice or not. Moreover, a modelling approach 
can deliver a more comprehensive analysis of the inter-seasonal variations in yield which 
may be affected by the complex interactions between a range of management decision 
options, seasonal rainfall pattern, and availability of the limiting resources (i.e., water and 
nutrient). Engaging farmers in the research process and using crop simulation models as a 
powerful research and decision tool provides useful information for discussion with the 
farmers and their advisors. In turn, adaptable interventions for smallholder farmers within 
the context of their socio-cultural behaviour, financial means, risk preference and technical 
capacity, along with other influencing factors can be determined. 
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Chapter 4 Maize (Zea mays L.) productivity as influenced by sowing date 
and nitrogen fertiliser rate in the Central Rift Valley of Ethiopia: A 
dataset for applying a crop model of maize growth and development 
 
Abstract 
 
Agronomic and physiological responses of two maize (Zea mays L.) cultivars to two 
sowing dates and two contrasting N fertiliser rates were assessed at Melkassa, Central Rift 
Valley of Ethiopia. The agronomic data presented here are a prerequisite for 
parameterising a crop model of maize growth and development for subsequent scenario 
analyses of sowing date and fertiliser rate effects on maize productivity under a wide range 
of rainfall conditions in dryland environments of Ethiopia. Late-sown maize received 42% 
less rainfall between sowing and silking than the earlier-sown crop resulting in a grain 
yield reduction of about 30% across N rates and cultivars (3.9 vs. 2.7 t ha-1). Sowing date 
by N rate interactions were significant for the number of days required from sowing to 
tasseling (p < 0.001) and silking (p = 0.009). Without N application (0 kg N ha-1), tasseling 
occurred three days later when maize was sown earlier, and two days later when sown late, 
both compared to the treatments fertilised with 100 kg N ha-1. Similarly, silking was 
delayed by two days in the early-sown unfertilised crop but not in the late-sown crop. 
Compared to unfertilised maize, the application of 100 kg N ha-1 increased yield by around 
70% (2.9 vs. 4.9 t ha-1) in the earlier-sown crop and 30% (2.4 vs. 3.1 t ha-1) in the late-
sown crop (sowing date by N fertiliser rate interaction was significant at p < 0.001). 
Across sowing dates, the application of N fertiliser increased the total above-ground 
biomass by 50% (p < 0.001), and the maximum leaf area index by 32% (p < 0.001). 
Harvest index was not affected by sowing date and N application treatments. Over the 
growing season, application of fertiliser N increased the rate and amount of soil water 
extracted by maize when compared to the unfertilised treatment and, in turn, led to 
increase of maize water productivity in the order of 8 to 55% irrespective of the sowing 
date. 
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4.1. Introduction 
 
In the semi-arid region of the Central Rift Valley (CRV) Ethiopia, soil moisture and 
nitrogen (N) are the key resources that interact in complex ways to limit crop growth and 
yield (Biazin and Stroosnijder, 2012). The seasonal rainfall in the semi-arid region is 
highly variable, and so too are the yield responses to various agronomic management 
regimes and application of N fertiliser input (Muchow, 1990). In farming systems having 
highly variable climate and edaphic conditions, farmers require reliable information 
regarding the production level and risk associated with key agronomic management 
factors, such as sowing time and use of N fertiliser input in order to support farmers make 
informed decisions that can enhance their crop yields or profits in situations confronted 
with risks associated with seasonal climate uncertainties (Ati et al., 2002). As a 
consequence, the large on-farm yield gap can subsequently be narrowed (Muchow et al., 
1991; Shamudzarira and Robertson, 2002).  
 
In such farming systems, however, field experiments to examine the effect of various 
management decision options on the crop yields or profitability remain to be a challenge as 
the wide range of possible system responses cannot be captured in a limited number of 
experimental seasons and sites (e.g., Dixit et al., 2011; Stern and Cooper, 2011). For using 
crop models however, one needs to conduct detailed field experiments in order to collect 
empirical data on crop growth and development responses, along with carefully measured 
soil and weather data at the experimental site. Comprehensive datasets can serve as 
essential inputs to models only when they are parameterised and tested. Therefore, field 
experiments are a requisite for measuring the range of high quality site-specific data on 
weather, cultivar, soil characteristics and management information from which the relevant 
input-parameters are generated that will enable adaption of the crop model to the local 
crop cultivars and environmental conditions (e.g., soil types and weather conditions). The 
derived parameters for modelling the relevant soil and crop processes need to be accurate 
in order to gain a good overall agreement between the simulated and observed values 
(Hunt and Boote, 1998). A well-parameterised crop model can be regarded as reliable after 
testing its capability in reproducing how a real crop growing under specific environment 
and management conditions would perform (Bationo et al., 2012; Folberth et al., 2012).  
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In order to apply a crop model, one needs to be confident that the model is robust and 
credible in simulating the key crop and soil processes well enough as a consequence of 
variations in seasonal climate, soil characteristics and management regimes (Hunt and 
Boote, 1998; Bationo et al., 2012; Boote et al., 2015). Such models can capture the most 
important bio-physical (plant growth and development, soil water balance) and chemical 
(e.g., N and carbon) processes in cropping systems (Wang et al., 2002; Delve et al., 2009; 
Craufurd et al., 2013; Moeller et al., 2014). That means, crop models must respond to 
differences in local weather conditions, soil characteristics, crop management practices 
and genetics to enable researchers to extrapolate various research results from specific 
experiments to other soil and weather conditions (Xiong et al., 2008; Ncube et al., 2010; 
Bationo et. al., 2012). As a result, they can serve as research or decision support tools to 
allow researchers, extension advisors or decision-makers to be more efficient in assessing 
various management options and providing a broad range of potential solutions that can 
suit to farmers with varying levels of resources, farming experiences and risk preferences 
(Shamudzarira and Robertson, 2002; Dimes et al., 2003).  
 
The Agricultural Production Systems sIMulator (APSIM) is a reliable decision support 
tool for assessing crop responses and estimating the associated production level and risk as 
a consequence of the interactive effects of soil, weather and management factors that affect 
crop yield (Keating et al., 2003). A field experiment was conducted with the aim of 
generating the relevant datasets that are required for the APSIM model before it can be 
successfully applied for modelling the maize (Zea mays L.) system under the local 
environmental conditions (Hunt and Boote, 1998; Bationo et al., 2012). Therefore, APSIM 
needs to be parameterised and tested with the datasets observed in the field experiments in 
which measurements are made to generate all of the essential cultivar- and soil-related 
parameters, using data of daily weather, soil and crop growth responses, along with initial 
soil condition and management inputs. In doing so, these specific crop- and soil-related 
parameters can provide the inputs needed in the model so that it can be adapted to the local 
cultivar and environmental conditions before using the model for simulating scenarios. 
Therefore, a field experiment at Melkassa in the CRV of Ethiopia was setup for 
determining crop growth, development and grain yields of two locally cultivated maize 
cultivars along with soil water dynamics and water productivity of the maize crop as 
influenced by the local environment and management factors. The output from this 
experiment was used to generate and document the essential field data to be used as input 
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for APSIM-Maize. Subsequently, the APSIM-Maize model was applied to assess crop 
responses to alternative management decision options (Keating et al., 2003). The specific 
objectives of this study were to: (i) evaluate the responses of two locally adapted maize 
cultivars to contrasting sowing dates and N fertiliser application rates; and (ii) obtain 
critically essential crop and soil data for testing the capacity of the APSIM model in 
simulating the response of the locally adapted maize cultivar, Melkassa-2, to contrasting 
sowing dates and rates of N fertiliser. 
 
4.2. Materials and Methods 
 
4.2.1. Site Description 
 
A field experiment was conducted in 2012 at Melkassa Agricultural Research Centre in the 
CRV of Ethiopia (8º24’ N, 39º12’ E, 1550 m elevation). The location has a tropical semi-
arid climate with a weakly bi-modal rainfall distribution, an average annual rainfall of 820 
mm, and an average annual temperature of 21.2oC (1977–2012) (Fig. 4.1). The annual 
potential evapotranspiration (ETo) is 2711 mm. The average June to September rainfall, 
which coincides with the maize growing season, is 555 mm (ETo = 735 mm). 
 
Figure 4.1: Climate at Melkassa, Ethiopia (1977–2012): mean monthly rainfall (bars) and 
mean monthly maximum and minimum temperatures (–). Maize is grown from March 
until September. 
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The experimental soil was a calcareous clay loam of volcanic parent material classified as 
a Typic Haplustand (Mesfin et al., 2009) with a maximum rooting depth of around 1.2 m. 
The terrain had a slope of only about 0.02 m m-1. The soil had a clay loam texture, with a 
bulk density of about 1 g cm-3 throughout the soil profile (Table 4.1). The pH ranged from 
7.8–7.9, which is within the optimum range for the availability of major nutrients. The 
percentage organic carbon (OC%), total N and P contents were greatest in the uppermost 
soil layer and decreased gradually with soil depth. The OC% decreased from 1.29% in the 
surface layer to 0.42% at 0.9–1.2 m depth. Extractable P in the surface layer (13.6 mg kg-1) 
was in the medium range for plant availability (Olsen et al., 1982). The C: N ratio ranged 
from 9–11 over the profile. 
 
Table 4.1: Physical and chemical properties of the experimental soil measured prior to the 
commencement of the maize experiment. One standard error of mean (+/-) is given in 
parentheses. 
Parameter   Depth (m)   
 0–0.15 0.15–0.3 0.3–0.6 0.6–0.9 0.9–1.2 
Organic C (%) 1.29 (0.02) 0.98 (0.03) 0.48 (0.03) 0.44 (0.02) 0.42 (02) 
Total N (%) 0.13 (0.01) 0.11 (0.01) 0.05 (0.01) 0.04 (0.01) 0.04 (0.01) 
Soil C/N ratio 9.92 8.90 9.60 11.00 10.50 
pH (1:5 H2O) 7.8 (0.2) 7.80 (0.3) 7.9 (0.2) 7.9 (0.02) 7.9 (0.2) 
EC (dS m-1) 0.026 
(0.001) 
0.026 
(0.001) 
0.018 
(0.001) 
0.016 
(0.001) 
0.016 
(0.001) 
Olsen P (mg kg-1) 13.6 (0.4) 8.40 (0.3) 4.4 (0.3) 3.2 (0.2) 3.2 (0.2) 
Sand (%) 30 32 31 28 28 
Silt (%) 40 40 42 42 44 
Clay (%) 30 28 27 30 28 
Bulk density  
(g cm-3) 
1.09 1.01 1.09 1.06 1.06 
 
4.2.2. Experimental Design 
 
The experiment was laid out in a randomised complete block split-plot design with three 
replications. The replications were arranged in blocks from east to west and separated by 
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an alley of 2 m width. Sowing date treatments (two factor-levels) were randomly assigned 
to the main plots. Maize cultivar and N fertiliser treatments (two factor-levels each) were 
randomly allocated to the sub-plots (96 m2) within the main plots (384 m2). Each sub-plot 
had eight rows of plants. To minimise edge effects, the two outer rows on either side of the 
plot and 1.5 m at each end were excluded from sampling. 
 
4.2.3. Crop agronomy 
 
Two local maize cultivars, Melkassa-2 and Melkassa-3, were sown on land previously 
cropped with common bean (Phaseolus vulgaris L.). These cultivars were bred at the 
Melkassa Agricultural Research Centre and are described as drought tolerant and medium 
in maturity. On average, Melkassa-2 requires 130 days, and Melkassa-3 requires 125 days 
from sowing to physiological maturity at 1500 m elevation (Bogale et al., 2011). 
Melkassa-2 was released for its superior grain yield, and disease resistance while 
Melkassa-3 was released based on breeder evaluation as well as farmer preference for 
agronomic attributes such as cob size, vigorous growth, high biomass production, and 
grain yield. Both cultivars are widely grown by smallholder farmers.  
 
Prior to sowing, the soil was ploughed to a depth of 0.2 m using a mouldboard plough on 
27 May 2012, and smoothed with a disc-plough on 5 June 2012 and a spring-tooth harrow 
on 18 June 2012. Subsequently, ridges spaced at 0.75 m and of about 0.35 m height were 
formed using a tractor-mounted ridger. The seeds were treated with fungicide (Thiram®, 
0.25% (w/w) per kg) to prevent seedling pathogens. Weeds were controlled by inter-row 
cultivation and hand weeding as deemed necessary to maintain a weed-free environment. 
 
Maize was hand-sown on 6 July 2012 (sowing date 1, SD1) and on 20 July 2012 (sowing 
date 2, SD2). Two seeds were sown into the furrow at a depth of 0.06 m with inter- and 
intra-row spacings of 0.75 m and 0.20 m, respectively. Maize plants were thinned to leave 
one plant per hole at two weeks after emergence to establish a uniform plant density of 
approximately 6.7 plants m-2. N fertiliser was applied as urea at rates of 100 kg N ha-1 
(N100) and 0 kg N ha-1 (N0). In the N100 treatment, 50 kg N ha-1 was side-dressed at 
sowing, and an additional 50 kg N ha-1 was applied as a top-dress application during 
cultivation four weeks after sowing, i.e., on 2 August 2012 for the SD1 treatment, and on 
16 August 2012 for the SD2 treatment. The N100 treatment is double the rate 
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recommended by extension services (Reddy and Georgis, 1993). No N fertiliser was 
applied in the N0 treatment, which represents the management practiced by most farmers 
in the CRV. Other nutrients applied at sowing were P (20 kg P ha-1; side-dressed as single 
super phosphate) and potassium (25 kg K ha-1; broadcast uniformly across plots as muriate 
of potash). The crops sown at SD1 and SD2 were harvested on 29 November and 13 
December 2012, respectively. 
 
Between silking and grain-filling, furrow irrigation was applied during periods of 
insufficient rainfall. The first irrigation was applied on 4 October 2012 (40 mm) when the 
fraction of plant available soil water (PAW) in the top 0.3 m was reduced to 60–70%. The 
second and third irrigations were applied on 11 and 17 October 2012 (40 mm each). The 
SD2 treatment received an additional irrigation (60 mm) on 21 October 2012. The total 
amounts of irrigation applied were 120 mm in the SD1, and 180 mm in the SD2 
treatments. The irrigation amounts were controlled using Parshall Flumes.  
 
4.2.4. Crop data 
 
The dates of key crop phenological stages were recorded when at least 50 % of the plants 
in a plot had attained that stage. The date of emergence was recorded when the coleoptile 
appeared above-ground. Tasseling was recorded when the last branch of the tassel (male 
inflorescence) had fully expanded at the top of the plant. The date of silking was recorded 
when the silk (styles connecting the stigma to the ovary in the female inflorescence) had 
emerged from within the husks on the primary ear (Bortiri and Hake, 2007). Silking marks 
the end of flowering. Physiological maturity (ripeness) was determined by the presence of 
“black layers” noticeable at the tip cap of the kernel attached to the cob. The presence of 
black layer coincides with the end of assimilate transport to the grain (Daynard and 
Duncan, 1969).  
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Cumulative thermal time (cTT in degree days, °Cd) was calculated from emergence until 
the occurrence of a specific phenological stage as 
cTT =  
Where Tmean is the daily mean air temperature, Tb is the base temperature at which 
development ceases, and n is the number of days of temperature observations used in the 
summation (Ritchie and NeSmith, 1991). The Tb used in the calculations was 8°C (Jones 
and Kiniry, 1986). 
 
During the season, three plants (area of 0.56 m2) were destructively harvested (SD1: 25 
August, 24 September; SD2: 8 September, 8 October), in two replications of each 
treatment combination to estimate above-ground biomass and leaf area. Plants were oven-
dried to a constant weight for 72 hours at 70oC. The area of green leaf blades was 
estimated using a calibrated leaf area meter (CI-202 CID Bio-Science, Inc., Camas, WA, 
USA), and the data were used to estimate the leaf area index (LAI, leaf area per unit 
ground area). 
 
At final harvest (29 November and 13 December 2012), the plant density, number of ears, 
and plant height were recorded on the harvest area of 21 m2 (four central rows of each 
plot). The harvest was done by cutting whole plants at the soil surface. To estimate grain 
yield, the kernels were shelled from the cobs by hand. The percentage grain moisture was 
determined on a subsample using a seed moisture meter (Model 62615, Dickey-John 
Corporation, Auburn, AL), and the grain yield was subsequently adjusted to 12.5% 
moisture content. Samples of 10 plants were oven-dried for 72 hours at 70°C to estimate 
the percentage moisture at harvest. The stover yield from the harvested plot was 
subsequently adjusted to 0% moisture. The harvest index (HI) was calculated as the ratio 
of grain yield to total above-ground biomass. The yield components (number of kernels 
per ear, and 100-kernel weight) were assessed on five ears that were randomly selected 
from each plot.  
 
4.2.5. Soil moisture measurements 
 
The initial soil moisture contents at sowing of the SD1 and SD2 treatments were 
determined gravimetrically from four samples taken at 0–0.15 m, 0.15–0.30 m, 0.30–0.60 
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m, 0.60–0.90 m and 0.90–1.20 m soil depths covering the experimental area. For seasonal 
soil moisture monitoring, a calibrated neutron moisture meter (Model 503 of Campbell 
Pacific Nuclear Corporation, US) was used. Aluminium access tubes were installed in the 
plot centre in two replicates of sowing date by N treatment combinations of cultivar 
Melkassa-2. Neutron probe measurements were taken every one to two weeks throughout 
the cropping season at the soil depths specified above. Soil moisture in the top 0–0.15 m 
was measured gravimetrically for all plots.  
 
Water productivity is defined as the ratio of agricultural outputs to the amount of water 
consumed (Kijne et al., 2003). Evapotranspiration (ET) from sowing to maturity was 
computed from rainfall, irrigation and soil moisture measured. In ET calculation, the effect 
of upward capillary flow, drainage and runoff were neglected. ET was calculated as 
 
ET = R + I - ∆SW 
Where R is the in-crop rainfall (mm), I is the applied depth of irrigation (mm), ∆W is the 
net change in soil water storage within the rooting depth since sowing to physiological 
maturity 
 
The water productivity (WP) index was calculated as 
 
 
 
4.2.6. Statistical analysis 
 
All data were analysed using analysis of variance (ANOVA) in GenStat (14th edition; VSN 
International, 2011) with the factors ‘sowing date’, ‘N fertiliser rate’, and ‘cultivar’. Crop 
phenology, yield, and yield component data were analysed accounting for the split-plot 
design of the experiment. Three-way interactions were non-significant and are therefore 
not presented here. Fisher’s least significant difference (LSD) test at 5% and 1% 
probability levels was used to determine significant differences among treatment means. 
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The statistical model was: 
Yijkl = µ + Bi + SDj + Nk + Cl + (SD x N)jk+ (SD x C)jl + (N x C)kl + (SDxNxC)jkl + ij + ɛijkl 
Where Yijkl is the dependent variable associated with the k
th and lth factor level of the sub-
plot within the jth whole-plot in the ith block, µ is the population mean, Bi is the component 
common to all sub-plots in the ith block (i=3), SDj is the main effect component of the j
th 
level of main plot treatments of sowing date (j=2), Nk is the main effect component of the 
kth level of sub-plot treatments of N application (k=2), Cl is the main effect component of 
the lth level of sub-plot treatments of cultivar type (l=2), (SD x N)jk is the effect of the 
interaction between SDj and Nk, (SD x C)jl is the effect of the interaction between SDj and 
Cl, (N x C)kl  is the effect of interaction between Nk and Cl, (SDxNxC)jkl  is the effect of the 
interaction between SDj, Nk, and Cl, ij is the random component common to all sub-plots 
in the (i,j)th whole plot, and ɛijklis the random component to the sub-plots with the kth and 
lth levels of Nk and Cl respectively in the (i,j)
th whole-plot. ij and ɛijkl are assumed to be 
normally and independently distributed about zero means. There are two kinds of error: σ2 
represents the random effect of whole plots, and σɛ2 represents the random effect of split-
plots. 
 
4.3. Results 
 
4.3.1. Seasonal conditions and crop phenology 
 
The total seasonal rainfall (June to October) was 43% above the long-term average in 
2012. However, the rainfall distribution was highly uneven; the June rainfall (22.4 mm) 
was 58% below average, and the July to September rainfall (796 mm) was about 90% 
above the long-term average (Fig. 4.1). As a consequence of the low June rainfall, sowing 
was delayed until 6 July 2012 (SD1), and carried out immediately after a three-day heavy 
rainfall event of 144 mm.  
 
Maize emerged seven days after sowing (DAS) for both sowing dates. In the earlier sown 
crop (SD1), the silk emerged at 73 DAS (17 September 2012), and the thermal time 
required from emergence to silking was 841°Cd (Fig. 4.2). In the late sown crop (SD2), 
silking occurred at 72 DAS (30 September 2012), and the maize required 836°Cd from 
emergence to silking. The cumulative in-crop rainfall from sowing until silking was 684 
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mm at SD1, and 456 mm at SD2. Supplemental irrigation for both early and late sown 
crops commenced on 5 October 2012. In-crop rainfall plus irrigation was 804 mm for SD1 
and 637 mm for SD2. 
 
Figure 4.2: Seasonal growth conditions for maize sown at two dates (SD1: 6 July; SD2: 
20 July) at Melkassa, 2012: cumulative in-crop rainfall (–), cumulative in-crop rainfall 
plus irrigation (•••), and cumulative thermal time (---) from emergence to silking (S), and 
physiological maturity (M). 
 
Sowing date by N treatment interactions were significant for the number of days from 
sowing to tasseling (p < 0.001; LSD = 2.12) and silking (p = 0.009; LSD = 1.11), but not 
for days from sowing to physiological maturity (p > 0.05) (Table 4.2). Specifically, the 
application of N100 significantly shortened the number of days required from sowing to 
tasseling and silking. This reduction was three and two days for SD1, and two and zero 
days for SD2 (Table 4.2). Across sowing dates and N levels, the cultivar Melkassa-3 
required on average 69 days (793°Cd) from sowing to tasseling. This was one day less 
than cv. Melkassa-2, which required 70 days (805°Cd; p = 0.01). However, both cultivars 
required 73 days to reach silking (845°Cd), and 128 days for physiological maturity 
(1479°Cd), irrespective of sowing date and N application.  
 88 
 
Table 4.2: Crop phenology, yield components, grain yield, biomass, and harvest index of 
maize (M-2: cv. Melkassa-2; M-3: cv. Melkassa-3) sown on two dates (SD1: 6 July 2012; 
SD2: 20 July 2012), and grown using two nitrogen fertiliser rates (N0: 0 kg N ha-1; N100: 
100 kg N ha-1) at Melkassa, Ethiopia. One standard error of mean (+/-) is given in 
parentheses. The probability of F values for interactions and main effects are provided in 
the text. 
  SD1  SD2  
  N0 N100 N0 N100 
Phenologya      
Days to tasseling M-2 73 (0.33) 71 (0.33) 70 (0.67) 68(0.33) 
 M-3 71 (0.66) 67 (0.33) 69 (0.58) 67 (0) 
Days to silking M-2 75 (0.33) 72 (0) 72 (0.87) 72 (0.67) 
 M-3 73 (0.33) 72 (0) 72 (0) 72 (0.67) 
Days to maturity M-2 128 (0.67) 128 (0.88) 129 (0.67) 128 (0.88) 
 M-3 128 (0.58) 127 (0) 129 (0.33) 128 (0.33) 
Yield components      
Ears m-2 M-2 6.07 (0.19) 6.11 (0.51) 5.19 (0.05) 5.77 (0.25) 
 M-3 6.38 (0.15) 6.22 (0.53) 5.47 (0.29) 5.95 (0.62) 
Kernels ear-1 M-2 344 (38) 433 (12) 295 (29) 337 (22) 
 M-3 402 (13) 463 (12) 291 (12) 379 (28) 
100-Kernel weight (g) M-2 28.9 (1.55) 33.6 (0.35) 25.4 (0.64) 26.5 (1.23) 
 M-3 25.4 (0.76) 26.5 (0.92) 23.2 (1.29) 25.6 (1.91) 
Grain yield, total above-ground biomass  
Yield (t ha-1) M-2 2.73 (0.45) 4.77 (0.09) 2.06 (0.19) 2.72 (0.10) 
 M-3 2.99 (0.36) 5.00 (0.17) 2.66 (0.20) 3.51 (0.03) 
Biomass (t ha-1) M-2 11.20 (0.95) 17.60 (1.45) 9.61 (0.86) 13.94(1.45) 
 M-3 10.16 (0.06) 17.45 (1.91) 11.69 (0.76) 15.58 (1.93) 
Harvest index M-2 0.24 (0.04) 0.27 (0.04) 0.21 (0.07) 0.20 (0.05) 
 M-3 0.29 (0.06) 0.29 (0.07) 0.23 (0.04) 0.23 (0.04) 
aAs days from sowing to the phenological stage specified. 
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4.3.2. Grain yield 
 
There were significant 2-way interactions between the effects of sowing date and N 
application rate (p < 0.001; LSD = 1.37), and sowing date and cultivar (p = 0.034; LSD = 
1.37) on grain yield (Table 4.2). The application of N100 increased grain yield by 71% for 
SD1 but only by 32% for SD2. Without N application (N0), the yield was statistically the 
same for both sowing dates. Compared to cv. Melkassa-2, the grain yield of cv. Melkassa-
3 was 27% lower for SD1 and 59% lower for SD2.  
 
4.3.3. Total biomass and leaf area index 
 
The total above-ground biomass at 80 DAS and at final harvest (145 DAS) was the same 
for both sowing dates. At 125 DAS, biomass in the SD1 treatment was significantly 
greater than in the SD2 treatment (p < 0.013, LSD = 3.43; Fig. 4.3a). The application of 
N100 significantly increased total biomass measured at 125 DAS (p = 0.003, LSD = 1.84; 
Fig. 4.3b) and at harvest (p < 0.001; LSD = 1.59; Table 4.2), but not at 50 and 80 DAS. 
 
The LAI was significantly affected by N at all growth stages (Fig. 4.3c). The application of 
N100 increased the LAI by 13.5 % (p < 0.001, LSD = 0.29), 32% (p < 0.001, LSD = 0.43), 
and 18% (p = 0.009, LSD = 0.43) at 50, 80 and 125 DAS, respectively. The LAI values 
steadily increased and reached a maximum shortly after silking. 
 
Figure 4.3: Total above-ground biomass until harvest under (a) two sowing dates (SD1: 6 
July; SD2: 20 July), (b) two nitrogen fertiliser rates (N0: 0 kg N ha-1; N100: 100 kg N ha-
1), and (c) changes in green leaf area index (LAI) with N0 and N100 for maize grown at 
Melkassa in 2012. 
 90 
 
4.3.4. Yield components and harvest index 
 
Sowing maize earlier (SD1) increased the number of ears by approximately 0.7 ears m-2 
compared to SD2 (6.20 vs. 5.52; p = 0.005; LSD = 0.8) (Table 4.2). Similarly, the number 
of kernels ear-1 was 26% greater in the SD1 crop compared to SD2 (411 vs.326; p = 0.023; 
LSD = 57), and 100-kernel weight was increased by 22% in the SD1 crop (30.8 vs. 25.2 g; 
p = 0.027; LSD = 4.1). The application of N increased the number of kernels ear-1 by 21% 
(403 vs. 333; p = 0.002; LSD = 37.9) and 100-kernel weight by 10% (29.3 vs. 26.6 g; p = 
0.007; LSD = 0.18). There was a significant interaction between the effects of sowing date 
and N application rate on HI (p = 0.045; LSD = 0.015) (Table 4.2). The HI was only 
affected by cultivar treatment. Across sowing date and N treatments, the HI of cv. 
Melkassa-3 was slightly greater than that of cv. Melkassa-2 (0.26 vs. 0.23; p = 0.05; LSD 
= 0.05). 
 
4.3.5. Soil water 
 
Compared to the volumetric soil water contents (SW%) measured at sowing, the SW% in 
0–1.2 m soil depth at about 65 DAS was on average 40% greater in the SD1 plots and 
44 % greater in the SD2 plots (Fig. 4.4). This was due to high amounts of rainfall during 
this period, i.e., 420 mm at SD1 and 565 mm at SD2. The SW% (at about close to the 
physiological maturity of the crop) was greater in the unfertilised crop (42% for SD1 and 
46% for SD2) compared to when N100 was applied (36% for SD1 and 44% for SD2) 
suggesting that soil water extraction by maize was greater when fertiliser was applied. 
Over the growing season, the application of N increased the amount of SW% depleted by 
29% compared to the unfertilised treatment. Most of the SW% reduction occurred in the 
upper 0.6 m of soil regardless of the sowing dates and the amount of N applied. Changes in 
SW% at 0.6–0.9 m and 0.6–1.2 m depths differed more between N treatments than 
between sowing date treatments. Over the entire growing season, there were only small 
changes in SW% at 0.6–0.9 m and 0.9–1.2 m depths for the N0 treatment however large 
changes in the N100 treatment were observed. Across sowing dates, the SW% in the crop 
fertilised with N100 declined by more than 24% from about 60 DAS onward compared to 
the unfertilised crop.  
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Regardless of N fertiliser application, crop water productivity was greater for early-sown 
maize (4.5 kg ha-1 mm-1) than for the late-sown maize (4 kg ha-1 mm-1). As application of 
N fertiliser was raised from N0 to N100, the crop water productivity increased by 55% (3.5 
vs. 5.5 kg ha-1 mm-1). For the late sown maize, application of N100 was inefficient 
however with an 8% increase in water productivity (4.2 kg ha-1 mm-1) over N0.  
 
 
Figure 4.4: Soil water profiles at different days after sowing (DAS) in maize (cv. 
Melkassa-2) grown at Melkassa in 2012: the sowing dates were 6 July (SD1) and 20 July 
(SD2), and the nitrogen fertiliser rates were 0 kg N ha-1 (N0) and 100 kg N ha-1 (N100). 
 
4.4. Discussion 
 
This study focused on maize cultivar responses to sowing date and N fertiliser to develop a 
minimum data set (Hunt and Boote, 1998) for applying APSIM-Maize in the CRV region 
of Ethiopia. These three management options were chosen as they are typically used by 
smallholder farmers to deal with the uncertainty and high level of production risk 
associated with rainfall variability in the study region (Fujisaka et al., 1996a; Rao et al., 
2011; Kassie et al., 2013a).  
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In contrast to rainfall, daily mean maximum and minimum temperatures rarely fluctuate by 
more than 2°C during the maize growing season (June–September; Fig. 4.1). This explains 
why the number of days and thermal units required from sowing to flowering and maturity 
were similar for both sowing dates. A similar response was reported by Muchow and 
Carberry (1989) for maize sown at three dates in a semi-arid tropical climate. Thus, 
differences in seasonal environment-types associated with the sowing dates SD1 and SD2 
were primarily related to differences in timing and amounts of rainfall.  
 
Late-sown maize received 42% less rainfall until silking than the earlier sown maize crop, 
which caused a reduction in kernel numbers, kernel weight, and ultimately grain yield 
(Table 4.2). Kernel numbers are determined two weeks either side of silking (Singh and 
Singh, 1995; Andrade et al., 2002; Boomsma and Vyn, 2008) and water stress during this 
critical period can reduce pollen life span and ear growth (Bänziger, 2000; Bruce et al., 
2002) to substantially reduce kernel numbers and ultimately yield (NeSmith and Ritchie, 
1992). The results suggest that there are differences in the sensitivity of cultivars to water 
stress during silking (Efeoğlu et al., 2009; Badu-Apraku et al., 2013) as the yield reduction 
with late sowing was significantly less in cv. Melkassa-3 (-23%) than in Melkassa-2 (-
36%). Thus, cv. Melkassa-3 (SADVE) might be a more drought tolerant alternative for 
farmers to manage rainfall variability. According to evaluation of farmers, who were 
engaged in participatory plant breeding experiments across semi-arid region in the CRV of 
Ethiopia, better drought tolerance was one of the most desirable characteristics of cv. 
Melkassa-3 that make many farmers to prefer the cultivar over all other candidate 
germplasm (Abebe, 2005). 
 
Previous studies reported a five day difference in physiological maturity between the 
cultivars Melkassa-2 and Melkassa-3 (Bogale et al., 2011). Under the conditions of this 
study, however, both cultivars required similar amounts of thermal units to reach 
physiological maturity after either sowing date (Table 4.2). It is difficult to explain the 
discrepancy between this study and that of Bogale et al. (2011) as no information on 
thermal time requirements for physiological maturity was provided in their results. These 
two cultivars are fairly similar in terms of their growth duration (maturity grouping), and 
both cultivars are recommended for the beginning of the main rainy season (June–
September) in the CRV of Ethiopia. Farmers in the CRV often sow medium- to late-
maturing maize cultivars during the short rainy season (March–May) so that they can 
 93 
 
mature during the main rainy season (June–September) (ICRA, 1999). In most developing 
countries however, the average number of days required for a crop to reach flowering or 
physiological maturity is the only indicator of the crop cycle duration. Instead, it is 
desirable to have crop phenology characteristics of each cultivar in growing-degree days 
depending on the required thermal time and sensitivity to photoperiod or vernalisation 
effect, to have all the cultivar-specific parameters that account for the developmental 
responses to these two factors (Grassini et al., 2015). 
 
Environment by crop growth or development interactions influence crop cycle duration 
and yields differently (Tsimba et al., 2013). For example, the effect of cultivars differing in 
relative maturity to manage different seasons (short vs. long growing season) should be 
studied for the specific seasonal pattern varying in the timing of onset of rains (Kassie et 
al., 2013a and b). When sowing opportunities occur in any given season, farmers may still 
face risky choices because the consequences of decisions made at sowing are uncertain. 
Such aspects could be further explored in a risk analysis using crop simulation and 
modelling (Stapper and Harris, 1989; Chenu et al., 2011). Crop models as useful decision 
support tools, can be used for exploring the consequences of various management decision 
options, such as sowing time, cultivar maturity and N fertiliser application that interact 
with weather and soil factors. In effect, crop models can compensate for limitations 
associated with field experiments by allowing extrapolation of results to other 
environments beyond the experimental circumstances that are confined to specific 
locations or seasons (Chenu et al., 2011). 
 
Under water-limited conditions, increasing the amount of N fertiliser often fails to increase 
grain yield (Gheysari et al., 2009). Resources are used more efficiently by plants or crops 
when there is a balance in their availability, as reflected by a higher degree of co-limitation 
(Sadras, 2004; Cossani et al., 2010). In this study, the yield response to N was large in the 
earlier sown crop (+70% compared to the N0 treatment) where rainfall and soil water-
supply were favourable for growth, but substantially less (+30% compared to the N0 
treatment) in the more water-limited, late sown crop. Such interactions between plant-
available soil water and N have been explored for many crops, including maize (Liu and 
Zhang, 2007; Namakka et al., 2008; Gheysari et al., 2009; Moeller et al., 2009; Gonzalez-
Dugo et al., 2010). In variable rainfall environments, water-limited growth conditions can 
occur any time during the season. Generally, the return from an investment in fertiliser is 
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uncertain and risky due to large fluctuations in crop yields where rainfall variability is high 
(Dimes, 2011). This is often a deterrent for fertiliser use (Keating et al., 1991). However, 
the arguably large yield responses to N fertilisation shown here (Table 4.2, and as 
discussed above) for contrasting seasonal growth conditions also revealed a low capacity 
of the soil to supply N to the crop, i.e., the maize system was severely N-limited. As a 
consequence, significantly less leaf area was produced in the N0 treatment (Muchow and 
Davis, 1988; Pandey et al., 2001; Kamara et al., 2005). The N-limited growth conditions 
also delayed tasseling and silking by 2–3 days, which is a response that has been 
previously described for maize (Keating et al., 1991; Gungula et al., 2003). In many 
African smallholder farming systems, N is often more limiting than water due to nutrient 
mining under low/zero input, continuous cropping (Tittonell and Giller, 2013). The yield 
benefits from applying even small amounts of N fertiliser in smallholder maize systems 
could be further explored using crop modelling, and the risk caused by rainfall variability 
could be simultaneously quantified (Keating et al., 1991; Shamudzarira and Robertson, 
2002; Moeller et al., 2009). 
 
In the dry semi-arid regions, where water is the most limiting resource for improving crop 
production, maximisation of yield per unit of water (water productivity) is therefore an 
essential strategy (Kijne et al., 2003). In this study, the results showed that water 
productivity (WP) of maize can be improved with additions of N fertiliser by up to 55%, 
and this is expected in many regions of the world where yields are less than 40–50% those 
of adequately fertilised crops (Tanner and Sinclair, 1983). However, little was achieved in 
enhancing the crop WP when N fertiliser was applied to the late-sown maize. Compared to 
early sowing, the relatively low water availability for the time period between sowing and 
silking could be the possible reason for inducing yield-reducing water stress around 
flowering even though supply of N fertiliser and the subsequent water conditions might be 
good. For targeting high crop productivity and WP under rain-fed systems, N inputs need 
to be managed carefully to match water availability during crop growth cycle (Dimes et 
al., 2015). The WP of maize for the study area (3.5–5.5 kg mm-1 ha-1) is more than the 
average WP value being reported in sub-Sahara Africa (SSA), which ranges from 0.4 to 
1.0 kg mm-1 ha-1 (Rockström, 2003). Whereas WP of maize in the U.S. Corn Belt can 
reach up to 28 ±1.8 kg mm-1 ha-1 (Grassini et al., 2009). To achieve this great WP, 
observed changes in the root system and water extraction pattern between old and modern 
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maize hybrids is considered to be the single most important factor responsible for the 
historical yield increase in the region (Campos et al., 2004). When there is a period of 
water limitation, the old hybrid extracted more water from shallow soil depths while the 
new hybrid appeared to be more effective at greater depths (Hammer et al., 2009). One 
way of improving WP of crops at the study area in the CRV region might be related to 
agronomic flexibility, which requires the provision of cultivars which are both drought-
tolerant and drought-escaping that vary in their maturity-groups to suit early, mid, or late 
starts to the season (Anderson et al., 1996; Edmeades, 2008; Shiferaw et al., 2014).  
 
The data presented here are a prerequisite for conducting a systems analysis with APSIM-
Maize for water- and N-limited conditions that are typical for smallholder maize systems 
in the variable rainfall environments of the CRV of Ethiopia. APSIM has been widely 
applied to explore water- and N-limited production situations in different crops and 
environments (e.g., Shamudzarira and Robertson, 2002; Keating et al., 2003; Moeller et 
al., 2009; Song et al., 2010; Moeller et al., 2014), and has been shown to be suitable to 
explore resource management issues in smallholder farming systems of SSA (Carberry et 
al., 2002; Whitbread et al., 2010). However, the model needs to be parameterised and 
tested before it can be successfully applied in a new system and environment.  
 
4.5. Conclusion 
 
A minimum data set for modelling rain-fed maize systems in the CRV of Ethiopia is 
presented. Data availability is typically a major limitation for applying crop models in 
smallholder farming systems of SSA. The two sowing dates resulted in contrasting 
seasonal growth conditions in terms of rainfall, and the response of maize yield to 
increasing N was greater when the amounts of soil water were greater. Large responses of 
maize (e.g., yield and yield components, and leaf area) to applications of N fertiliser 
demonstrated that N limitations are a major constraint in the study system. However, there 
remains uncertainty about potential benefits and risks associated with the two evaluated 
management options because the experiment was conducted during one season only, and 
therefore, did not sample the wide range of inter- and intra-seasonal rainfall variability that 
is typical for the study environment. This limitation can be addressed using crop 
simulation models, which allow extrapolation beyond a single season or location. 
Subsequently, the data presented here were used to evaluate key aspects of model 
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performance before conducting a systems analysis of sowing date and fertiliser N effects 
on maize productivity across a wide range of seasons in the study environment. The 
modelling results are presented in Chapter 5. 
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Chapter 5 Maize (Zea mays L.) productivity as influenced by sowing date 
and nitrogen fertiliser rate in the Central Rift Valley of Ethiopia: 
Parameterisation, evaluation and application of APSIM-Maize 
 
Abstract 
 
APSIM-Maize was used to simulate maize (Zea mays L.) growth and development, and 
changes in the soil resource at Melkassa, in the Central Rift Valley of Ethiopia. The model 
simulated the soil water dynamics (0–1.2 m depth) reasonably well for cv. Melkassa-2 
sown at two dates and grown at two rates of fertiliser N (0 and 100 kg N ha-1) as indicated 
by a Root Mean Squared Error (RMSE) of 0.017–0.074 mm mm-1, relative RMSE (n-
RMSE) of 9.5–24%, and an r2 of 0.77–0.94. An assessment of model performance against 
six independent data sets showed that APSIM-Maize was able to simulate the dates of 
silking (RMSE = 1 d; n-RMSE = 2.7%; r2 = 0.80) and physiological maturity (RMSE = 
1.50 d; n-RMSE = 1.6%; r2 = 0.89), grain yield (RMSE = 0.39 t ha-1; n-RMSE = 11%; r2 = 
0.68) and biomass production (RMSE=0.48 t ha-1; n-RMSE=10.2%; r2=0.66) for June-
sown maize (2006–08, 2010–12) grown at different rates of N supply (43 to 100 kg N ha-
1). This study proved the ability of the APSIM model to represent realistically complex 
interactions between crop, soil, weather and management. Subsequent scenario analyses 
(1990–2014) showed large shifts in cumulative distribution functions towards greater 
yields with the application of 50 kg N ha-1 compared to unfertilised maize irrespective of 
the sowing window (i.e., May, June and July). Assuming that a farmer would attempt to 
obtain at least 2.5 t ha-1 of maize yield in any given year, the simulations showed that this 
was only achievable with additions of N fertiliser. The maximum chance of exceeding 2.5 
t ha-1 was 50% for May sowing at N rates of 50 kg N ha-1 and 100 kg N ha-1, 64% for June 
sowing with 50 kg N ha-1, and 72% for July sowing with 100 kg N ha-1. A well-tested crop 
simulation model can assist in exploring the production risks and yield uncertainties 
associated with rainfall variability in the dryland environments of Ethiopia. 
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5.1. Introduction 
 
Variability in rainfall is a principal source of fluctuations in food production, particularly 
in the semi-arid tropical countries such as Ethiopia (Conway and Schipper, 2011; Demeke 
et al., 2011; Kassie et al., 2014). Systematic analyses of crop responses to management 
practices are of particular use to rain-fed farming systems in the semi-arid area where there 
is high uncertainty in crop production. As farming systems are highly variable in seasonal 
rainfall and soil type, applying the conventional field experiments can provide useful 
information on crop and soil responses as affected by limited combinations of climate, soil, 
and management situations (Bationo et al., 2012). With field experiments, however, they 
are unlikely to cover the full range of possible climate, soil, and management factors to 
sufficiently understand the effect of climatic risks and their interaction with crop 
management decisions in crop production systems. As long-term field experiments at 
several locations would be extremely costly, if not physically impossible (Muchow et al., 
1991), inference from a specific field experiment can be misleading if it is applied beyond 
the limited extrapolation domain; it is often ineffective to recommend agronomic 
interventions for the wide scale of a given environment (Simane et al., 1994; Matthews et 
al., 2002; Dixit et al., 2011; Bationo et al., 2012). Instead, crop models with long-term-
term sequences of climatic data can play an important role in adding value to any field 
experiment by effectively extrapolating the experimental results by making the necessary 
adjustments to suit the new environmental conditions (Dimes et al. 2003; Saseendran et al., 
2008; Boote et al., 2013). As a result, crop models can be used to study the challenge of 
complex farming systems having variable climate and diverse soil types in which a priori 
risk can be quantified through examining probabilistic estimates of yield (Meinke et al., 
2001; Matthews et al., 2002; Hansen, 2005), which in turn enable us to effectively 
determine the scale of crop responses for a range of possible combinations of agronomic 
management and genetics factors (Whitbread et al., 2010; Rezaei et al., 2015). 
 
Nevertheless assessment of production level and risk associated with management options 
can be provided using crop models at a much lower cost and in a more rapid manner 
(Cooper et al., 2008; Carberry et al., 2009; Hochman et al., 2009). Site-specific data on 
weather, soils, and the cropping system are required for parameterising as well as for 
rigorously evaluating the models well enough under a variety of environment and 
management practices before researchers can be confident in using such models as 
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research or decision tools (Van Ittersum et al., 2003; Gaydon et al., 2017). This helps 
ensure models are robust in accurately simulating what might happen when agronomic 
practices are changed for a range of climates and soils before they are reliably applied in 
identifying effective management alternatives that are suitable to a specific farmers’ goal 
and capability in the face of climate variability and uncertainty (Nix, 1984; Hansen, 2005; 
Dixit et al., 2011; Dimes, 2011; Stern and Cooper, 2011). 
 
The Agricultural Production Systems sIMulator (APSIM) has been widely tested and 
applied successfully in contrasting production situations and a range of dryland 
environments (Moeller et al., 2009, 2014; Akponikpè et al., 2010; Fosu-Mensah et al., 
2012; Kamanga et al., 2014). The MAIZE module within APSIM is a derivate of CERES-
Maize (Jones and Kiniry, 1986). Earlier versions of CERES were applied to simulate water 
and N constraints on maize (Zea mays L.) yields in Kenya and Australia (e.g., Carberry 
and Abrecht, 1991; Keating et al., 1991). Testing the model under a range of water and N 
stress revealed the need of model enhancement to accurately simulate the effects of water 
and N deficits on crop phenology, canopy development, grain set and plant mortality 
(Carberry and Abrecht, 1991). The important changes made in APSIM-Maize included the 
sensitivity of phenology to water and N stress, and responsiveness of grain number to 
better reflect yield responses at a range of plant population densities (Keating et al., 2003). 
These changes helped to improve the predictive performance of the model in terms of 
maize development, and assimilate accumulation in water- and N-limited production 
situations (Thornton et al., 1995; Shamudzarira and Robertson, 2002; Song et al., 2010). 
Apart from this, several other model modifications enable APSIM to simulate the typical 
features of smallholder farming systems which practice low levels of external input for 
crop production (Shamudzarira et al., 2000; Probert, 2004). In several parts of Africa, 
APSIM has been widely evaluated under smallholder farming systems to quantify seasonal 
variability in crop yields due to management changes, and to identify the potential for 
resource-limited farmers under different climate conditions (Keating et al., 2000; 
Shamudzarira et al., 2000). However, extensive and high quality data on environment, 
cultivar and crop management is required for deriving the specific cultivar- and soil-
related parameters that are the essential inputs for the model, as well as for evaluating if 
the model is realistic in simulating the key soil and crop processes in response to varying 
management and environmental conditions (Bationo et al., 2012; Hoogenboom et al., 
20012; Boote et al., 2015). 
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Like many Sub-Saharan Africa countries, data suitable for model parameterisation and 
evaluation in Ethiopia are scarce and often unavailable (Bontkes and Wopereis, 2003; 
Kassie et al., 2014). This is a serious constraint for the application of crop models 
(Whitbread et al., 2010; Dixit et al., 2011; MacCarthy et al., 2015) since they are site 
specific in nature and should not be adapted to new environments until the crop models are 
locally parameterised and evaluated using empirical data that are generated from the 
established field experiments (Jones et al., 2001; Van Ittersum et al., 2003). Once the key 
model parameters are carefully measured or estimated by fitting the overall model to 
observed data (Wallach et al., 2014), crop models with the derived parameter values need 
to be critically judged if they are robust and realistically simulate the various crop 
attributes and key soil processes when they are compared against independent data from 
various treatments/experiments which was not used in the model parameterisation. The 
performance of the model can then be evaluated by testing whether the strength of the 
relationship between the locally measured data values and the model simulated results is 
good enough (Jamieson et al., 1991; Hunt and Boote, 1998; Timsina and Humphreys, 
2006) to establish credibility and provide confidence in the utility of APSIM for modelling 
the maize system in response to various tactical and strategic management decisions on 
real farms. To address this, a field experiment was conducted at Melkassa in the Central 
Rift Valley (CRV) of Ethiopia (Chapter 4). For effective application of the APSIM model, 
the experiment was designed to obtain a comprehensive and good quality dataset in which 
numerous variables were measured containing both in-season and end-season data related 
to key crop growth, development and yield, as well as dynamics of soil water and nitrogen 
(N) throughout the growing season. 
 
The overall aim of the study was therefore to generate experimental data on phenology, 
leaf area index (LAI) and biomass dynamics, along with yield and yield components of 
maize that can be used to parametrise and evaluate the APSIM model for the local 
conditions in the CRV of Ethiopia. More specifically, the objectives of this study were to: 
(i) produce essential input-parameter sets for improving the capabilities of APSIM in 
modelling both crop and soil processes in the Melkasa area, as representative of the CRV 
of Ethiopia;(ii) evaluate the capacity of the parameterised APSIM-Maize against 
independent data for accurately simulating crop phenology, grain yield and biomass 
production before the model can be reliably applied to modelling the maize system in the 
region, and (iii) subsequently apply APSIM-Maize with long-term-sequences of climatic 
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data in running various management scenarios to explore probabilistic estimates of grain 
yield under varying sowing dates and rates of N fertiliser application under the local 
weather and soil conditions in the region. 
 
5.2. Materials and Methods 
 
5.2.1. Model description 
 
APSIM is an agricultural production system simulator developed and used for improving 
risk management under variable climate (Keating et al., 2003; Holzworth et al., 2014). A 
configuration of APSIM model (version 7.5) was used on a daily time step, which included 
the Maize crop module (APSIM-Maize), and the APSIM soil water module (SoilWater), 
soil Nitrogen module (SOILN) and SurfaceOrganic Matter module (SurfaceOM). A 
description of all the APSIM modules can be found at www. apsim.info (including 
references and source code). A brief overview of the modules is provided herein. 
 
APSIM-Maize 
 
The MAIZE module simulates maize development, growth, yield, and N accumulation on 
a daily-time step in response to daily weather (temperature, rainfall and solar radiation), 
soil water, soil N, and crop and soil management. Phenology is simulated using a photo-
thermal-time approach (Jones and Kiniry, 1986), which assumes that the development rate 
increases as a multi-linear function of thermal time for the 0 to 44oC temperature range 
with an optimal temperature for development of 34oC. The phenology routine calculates 11 
growth stages and nine phases (time between stages). Each day, the phenology routine 
calculates the accumulated thermal time accumulation (in degree days; oCd) from eight 3-
hour estimates, third-order polynomial interpolations between the minimum and maximum 
daily temperatures (Kumudini et al., 2014), except the duration between sowing and 
germination, which is influenced only by plant available soil moisture. Accumulated 
thermal time is used to determine the duration of each phase. Between emergence and 
silking, daily thermal time accumulation is reduced by water and/or N stresses to result in 
delayed phenology when the plant is under stress. Maize is assumed to be insensitive to 
photoperiod until the end of the juvenile stage. Between the end of the juvenile phase and 
floral initiation, the development rate can be sensitive to photoperiod depending on the 
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cultivar. This is followed by an inductive phase (photoperiod sensitive), which is 
terminated by tassel initiation. Because maize is a short-day plant, tassel initiation is 
delayed if day length exceeds 12.5 hours (Jones and Kiniry, 1986). 
 
Biomass accumulation is simulated as the minimum daily growth limited by either 
radiation (potential growth) or by crop water supply (water-limited growth). The 
calculation of the balance between demand for and supply of soil water is used to 
determine whether the environment is energy-limited (defined by radiation intercepted and 
radiation use efficiency) or water-limited (defined by transpiration and transpiration 
efficiency adjusted for vapour pressure deficit) (Monteith, 1986). The partitioning of dry 
matter to different plant organs depends on the growth stage. From emergence to silking, 
dry matter is allocated to leaves and the stem. From silking to physiological maturity, the 
growing grain is the largest sink for dry matter. Dry matter allocation in the grain is 
calculated as the product of grain number and maximum grain growth. The grain number 
per plant is determined by the average daily growth rate per plant between floral initiation 
and the start of grain filling, while grain size is determined by the grain growth rate, the 
effective grain-filling period, and the redistribution of assimilates post-anthesis. Crop N 
demand is driven by growth-stage dependent critical N concentration limits for different 
organs, which the simulated crop attempts to maintain. N is re-translocated to the grain 
from other plant parts and demand is driven by the critical N content but this demand is 
lowered if the plant is under N stress. Soil N supply is via mass flow and if crop N demand 
cannot be satisfied by mass flow to the roots, it is supplied by diffusive flow. 
 
SoilWater 
 
The soil water dynamics are simulated in the SoilWater module, which uses a multi-layer, 
cascading water balance (Jones and Kiniry, 1986). Processes include runoff, evaporation, 
and both saturated and unsaturated flow between conceptual soil layers. Inputs to 
SOILWAT include bulk density, drained upper limit (DUL), crop lower limit (CLL), and 
saturated (SAT) soil water contents. Saturated flow occurs as a fraction of the amount of 
water greater than DUL. The fraction that drains in one day is specified by the coefficient 
SWCON, which takes into account soil texture differences (Jones and Kiniry, 1986; 
Ritchie et al., 1986). SWCON values of less than 0.5 d-1 are typical for heavy, poorly 
draining clay soils, and values greater than 0.8 d-1 are typical for coarsely textured soils 
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that have high water conductivity (Probert et al., 1998). When the soil water content drops 
below the DUL, water movement depends on the gradients between adjacent soil layers 
and diffusivity, which is a function of the average water content between the two layers 
and the diffusivity coefficients (diffus_const and diffuse_slope). The bare soil run off curve 
(cn2_bare) specifies the proportion of rainfall that infiltrates and the proportion that is lost 
through surface runoff. Runoff from rainfall is computed using the USDA curve number 
approach (USDA, 1972). Potential evapotranspiration (Priestley and Taylor, 1972) is 
calculated using an equilibrium evaporation concept. Soil evaporation is calculated via two 
parameters U and CONA, which determine the first and second stages of soil evaporation 
(Ritchie, 1972). For the first stage, the soil is sufficiently wet and the soil evaporation is 
energy-limited and occurs at a rate equal to the potential evaporation rate. The second 
stage starts when the cumulative soil evaporation exceeds the upper limit of the first stage, 
where the soil starts to dry and water from within the soil starts to evaporate. Crop specific 
parameters (crop-soil factors) determine the rate of root extension (parameter XF, 0–1 
multiplier on the rate of root growth) and the maximum rate at which a crop can extract 
water from a particular soil layer (KL, day-1). The user can specify XF for each soil layer 
(0: no root growth; 1: root growth at potential) to simulate barriers that can impede root 
growth through a particular layer (e.g., low pH and soil compaction). 
 
SoilN and surfaceOM 
 
The SoilN module describes the dynamics of carbon (C) and N for a layered soil profile. 
These layers are defined by the model user, and are typically the same as for the soil water 
simulations. Processes include soil organic matter decomposition, N immobilisation and 
mineralisation, and nitrification and denitrification. The input parameters for SoilN include 
pH, organic carbon (OC), finert (inert C fraction) and fbiom (microbial biomass fraction). 
SoilN treats soil organic matter as three pools, a fast decomposing microbial biomass 
(BIOM), intermediate (HUM), and a recalcitrant pool (INERT). The fresh organic matter 
(FOM) consists of the roots from the previous crop and any crop residue. The surfaceOM 
module describes the fate of surface residues and considers the above-ground crop residues 
that can be removed from the system, incorporated into the soil by tillage, and/or left on 
the surface. Residues incorporated into the soil and decomposing roots first enter the FOM 
pool, where they are transformed into either the rapid turnover microbial biomass (BIOM) 
pool or the slower turnover, less available humic (HUM) pool.  
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5.2.2. Field experiments for model parameterisation and testing 
 
Data for model parametrisation as well as independent testing were obtained from different 
maize experiments conducted between 2006 and 2012 at the Melkassa Agricultural 
Research Center in the semi-arid CRV of Ethiopia (8º24’ N, 39º12’ E, 1550 m elevation). 
The daily weather data were used in the simulations, and included minimum and 
maximum temperatures, and rainfall. These variables were recorded at a meteorological 
station located near the experimental sites. Daily solar radiation data for the location was 
downloaded from the National Aeronautics and Space Administration for Climatology 
Resource for Agroclimatology (NASA POWER) database using the location’s coordinates 
and elevation (Stackhouse, 2010, http://power.larc.nasa.gov/). 
 
5.2.3. Model parameterisation 
 
Crop, soil, weather, and management data from the 2012 field experiment (Chapter 4) 
were used to parameterise and subsequently run APSIM-maize. The simulated irrigation-
use efficiency was 95% for all flush irrigation events (Table 5.1). Model outputs included 
the silking and maturity dates, the soil water dynamics, LAI, grain yield, and biomass 
production, and were compared with observed data. The model parameterisation is 
described herein.  
 
Table 5.1: Experimental conditions for maize sown at two dates (SD1, SD2), and grown at 
two rates of fertiliser nitrogen (N0, N100), at Melkassa in 2012: N fertiliser rate, in-crop 
rainfall, amounts of supplemental irrigation, and dates of application. 
Treatment Sowing 
date 
N 
(kg ha-1) 
Date of N 
application 
Rain (mm) Irrigation 
(mm) 
Date of 
irrigation 
SD1-N0 6 July 0  684 40 4 Oct. 
SD1-N100  50 5 Jul.  40 11 Oct. 
  50 2 Aug.  40 17 Oct. 
 SD2-N0 20 July 0  456 40 4 Oct. 
SD2-N100  50 20 Jul.  40 11 Oct. 
  50 16 Aug.  40 17 Oct. 
     60 21 Oct. 
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Crop parameters 
 
In APSIM-Maize, seven cultivar-specific parameters are defined to simulate crop 
phenology and kernel growth (Table 5.2). Accurate estimates of these parameter values are 
critical for simulations of phenology, yield and yield components to be realistic. The 
parameters for phenological development, growth and yield formation were specified 
based on measured or estimated data. As the cultivar Melkassa-2 is insensitive to 
photoperiod, the thermal time value for the respective process was assumed zero, and 
turned off in the simulations. The maximum kernel number measured in 2012 was used, 
and the potential kernel growth rate was set at 8 mg grain-1day-1 as reported for a tropical 
maize cultivar from Ghana (Fosu-Mensah et al., 2012). The mean estimated cultivar 
parameters for APSIM-Maize were determined from the experimental data of SD1-N100 
treatment (Table 5.1) in which the maize was grown under non-limiting N and water 
supply conditions (Hunt and Boote, 1998; Boote et al., 2003; Jones et al., 2003). As a 
result, the derived values for the specific cultivar parameter sets in APSIM-Maize resulted 
in appreciable agreement between the simulated and measured values for the phenological 
durations from sowing to flowering and sowing to maturity as well as for grain yield. 
 
Table 5.2: Cultivar parameters fitted for APSIM-Maize to simulate the phenological 
development and kernel growth of cv. Melkassa-2. 
Parameters Values 
Thermal time from emergence to end of juvenile stage (oCd) 230 
Thermal time from end of juvenile stage to floral initiation (oCd) 0 
Thermal time from flag leaf to silking (oCd) 10 
Thermal time from silking to start of effective grain-filling (oCd) 160 
Thermal time from silking to physiological maturity (oCd) 730 
Maximum kernel number per ear 440 
Grain growth rate (mg grain-1day-1) 8 
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Soil parameters 
 
Input parameters for SOILWAT and SOILN are specified in Figure 5.1. The required 
APSIM estimates of LL and DUL were determined from soil water measurements taken at 
the site (Dalgliesh and Foale, 2005). The air-dry (AD) soil water content was set at 50% of 
CLL in the 0–0.15 m depth, 90% of CLL in the 0.15–0.30 m depth, and equal to CLL for 
the rest of the soil profile (Archontoulis et al., 2014). The difference between DUL and LL 
within the root zone was defined as extractable water-holding capacity of the soil (1.20 m 
soil depth). The SAT was calculated from bulk density as described by Dalgliesh and 
Foale (2005). The SWCON value was 0.5 d-1 for all soil layers. The root water extraction 
coefficient (KL) was 0.08 in the topsoil and decreased to 0.03 at 1.20 m soil depth 
(Dardanelli et al., 1997; Hammer et al., 2009). The root exploration factor (XF) was 1 for 
all soil layers. Initial soil water contents, amounts of NO3-N and organic carbon were 
available from measurements taken prior to the establishment of the experiment at soil 
depths as specified as below (Fig. 5.2). The soil pH ranged from 7.8–7.9 across the soil 
profile.  
 
Figure 5.1: Soil characteristics at Melkassa: (a) lower (CLL) and upper limit (DUL) of 
plant extractable soil water, saturated (SAT) and air-dry (AD) soil water content; (b) 
percentage organic carbon (OC%) and bulk density (BD), fractions of inert (finert), and 
microbial (fbiom) carbon.
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Figure 5.2: Initial soil conditions: (a) volumetric soil water and (b) NO3-N for the maize 
sown on 6 July (SD1) and 20 July (SD2) 2012. 
 
5.2.4. Independent data sets for model evaluation 
 
Following parameterisation, the model was evaluated against six independent data sets 
from experiments conducted at Melkassa between 2006 and 2012 (Table 5.3). In six years, 
the growing season rainfall (June to September) was above average or close to the long-
term average seasonal rainfall of 555 mm. The experiments assessed crop phenology, 
yield, and biomass of cv. Melkassa-2 sown at different dates (between June and July) and 
different N application rates (Table 5.3). Standard agronomic practices were followed to 
keep the plots free from pests, diseases and weeds.  
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Table 5.3: Experiments and the respective management used for evaluating the 
performance of APSIM-Maize. 
Year Sowing date Nitrogen fertiliser 
rate (kg ha-1) 
In-crop rainfall 
(mm) 
Variety evaluation experiment a (Melkassa Research Center, 2009) 
2006 
2007 
2008 
25 June 
19 June 
24 June 
100 
100 
64 
595 
638 
730 
Tillage and cropping system experiment b (Merga and Kim, 2014)  
2010 
2011 
2012 
15 June 
25 June 
20 June 
43 
43 
43 
662 
634 
736 
aOnlyMelkassa-2 was used for modelling. 
bOnly the conventional tillage treatment was used for modelling. 
 
5.2.5. Measures of model performance 
 
Statistical measures for evaluating model performance were applied on simulated and 
observed soil water dynamics in 2012, and the six independent datasets. Other 2012 data 
were not included because of limited numbers of observations. To identify the true 
deviation of model-simulated from field-measured data, zero-origin (1:1) graphs were 
plotted (Mitchell, 1997). The scatterplots (1:1) produced were used to observe the pattern 
of differences between simulated and measured values across all datasets. The RMSE was 
calculated as a measure of the average absolute deviation of simulated from observed 
values. Model accuracy was further assessed using the relative RMSE (n-RMSE calculated 
as RMSE as a percentage of the observed average); and the coefficient of determination 
(r2) of the best fit linear regression between observed and modelled values. Model 
performance was considered excellent when n-RMSE < 10%; good if 10% ≤ n-RMSE < 
20%; fair if 20% ≤ n-RMSE < 30%; and poor if n-RMSE ≥ 30% (Jamieson et al., 1991; 
Soler et al., 2007; Archontoulis et al., 2014). The performance of the APSIM model was 
also evaluated between the estimate of yields provided by the farmers from their historical 
observations for the bad, average and good yields at Adamitulu and Melkassa, versus the 
simulated yield at 10%, 50% and 90% of probability, respectively. 
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5.2.6. Simulation scenarios 
 
Maize yields were simulated for each year in the historical weather record (1990–2014) 
available at Melkassa. In the simulations, the plant density was set to 6.7 plants m-2, and 
the sowing depth and row spacing were 0.06 m and 0.75 m, respectively. Three sowing 
windows (1–31 May; 1–30 June; and 1–31 July) were specified in which the timing of 
sowing of cv. Melkassa-2 depended on the amount of plant-available soil water in the 
upper soil layer. Sowing was simulated to occur when the soil water content in 0–0.15 m 
depth exceeded 80% of the plant available water-holding capacity of that soil layer. If a 
sowing opportunity did not occur prior to the end of the sowing window, sowing was 
simulated on the last day of the respective window. Three N fertiliser treatments (urea-N) 
were simulated: N0, N50 and N100. The N0 treatment represents a management that is 
often chosen by resource-poor farmers. The N50 treatment represents the recommendation 
of government extension services for the region. The N100 treatment is an alternative 
management that is uncommon in the study region. A maximum of N50 was applied at 
sowing. For the N100 treatment, a second rate of N50 was applied 30 days after sowing. 
Thus, there were 25 growing seasons and maize yields for evaluation in nine simulation 
scenarios. 
 
The soil type shown in Figure 5.1 was used in the simulations. Initialising soil data (soil 
water and soil mineral N) were as measured at the start of the 2012 experimental season 
for the first sowing date treatment (Fig. 5.2). In every year on the first day of the respective 
sowing window, initial mineral N, organic carbon and plant available soil water were reset 
to the starting conditions (Fig. 5.2). It is common practice among households in the study 
area to remove crop residue after harvesting, and store it as dry season feed for their 
livestock, and whatever remains on the field is often being grazed by roaming cattle 
(Zeleke et al., 2004; Biazin et al., 2011). It is therefore only the small amount of leftover 
crop residue was assumed to be retained at sowing during every season. Therefore, the 
amount of maize surface residue (C: N ratio = 80) was similarly initialised at 0.5 t ha-1 at 
the start of each sowing window.  
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5.3. Results 
 
5.3.1. Model evaluation 
 
Phenology 
 
The cultivar parameters for cv. Melkassa-2 were derived using the silking and maturity 
dates observed in the N100 treatment in 2012 (Table 5.2). When subsequently tested 
against phenology data from independent data sets (Table 5.3), the model was able to 
simulate the durations from sowing to silking and from sowing to physiological maturity 
under various conditions at Melkassa to a good degree. The RMSE, n-RMSE, and r2 for 
days from sowing to silking were 1 day, 2.7%, and 0.80, and the respective values for days 
to physiological maturity were 1.5 days, 1.6%, and 0.89.  
 
Soil water dynamics in 2012 
 
The model generally simulated the soil water dynamics observed in 2012 well, though the 
goodness of fit was overall better for early-sown than late-sown maize (Fig. 5.3 and 5.4; 
Table 5. 4). For SD1, simulations of soil water contents in different soil layers showed 
good to fairly good agreement with the field measurements (Fig. 5.3), where the soil water 
contents remained close to DUL for most of the growing season. Large reductions in soil 
water due to lack of rainfall/irrigation in the upper soil layers (0–0.15 m and 0.15–0.30 m) 
were well simulated, and the model simulated all peaks in recharge associated with rainfall 
and irrigation.  
 
For SD2, there was a relatively good agreement between observed and simulated soil 
water contents for 0–0.15 m and 0.15–0.30 m depths, while the soil water dynamics were 
less well simulated for deeper soil layers (Fig. 5.4). In the upper soil layers (0–0.15 m, 
0.15–0.30 m), the soil water contents remained around DUL for much of the season. The 
observed soil water dynamics were realistically simulated for the upper soil layers. In 
contrast, the model over-estimated the soil water for the 0.30–0.60, 0.60–0.90, and 0.90–
1.20 m soil layers, which was more obvious in the unfertilised treatment.  
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Figure 5.3: Rainfall (black bars) and irrigation (grey bars) for maize sown on 6 July 2012 
(SD1) and grown at nitrogen fertiliser rates of 0 kg N ha-1 (N0) and 100 kg N ha-1 (N100), 
and simulated (lines) and observed (symbols) soil water contents in five soil layers (0–1.20 
m depths), Melkassa, Ethiopia. The upper and lower limits of plant available soil water are 
indicated by the horizontal dotted lines.
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Figure 5.4: Rainfall (black bars) and irrigation (grey bars) for maize sown on 20 July 2012 
(SD2) and grown at nitrogen fertiliser rates of 0 kg N ha-1 (N0) and 100 kg N ha-1 (N100), 
and simulated (lines) and observed (symbols) soil water contents in five soil layers (0–1.20 
m depths), Melkassa, Ethiopia. The upper and lower limits of plant available soil water are 
indicated by the horizontal dotted lines. 
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Table 5.4: Statistical criteria for the goodness of fit between measured and simulated soil 
water contents in 0–1.2 m soil depth at Melkassa, 2012. 
Treatmenta RMSEb 
(mm mm-1) 
n-RMSEc 
(%) 
r2 Number of 
observations 
SD1-N0 0.017 4.6 0.94 12 
SD1-N100 0.033 9.5 0.86 12 
SD2-N0 0.074 24 0.77 9 
SD2-N100 0.032 11 0.87 9 
a Sowing dates: 6 July (SD1), 20 July (SD2); Fertiliser nitrogen: 0 kg N ha-1 (N0),  
100 kg N ha-1 (N100) 
bRMSE; root mean square error. 
cn-RMSE; RMSE as percentage of mean. 
 
Crop performance 
 
The simulated outputs were compared to observations in temporal biomass accumulation, 
final grain yield and temporal LAI. For the 2012 experiment, grain yields were accurately 
simulated for unfertilised maize at both sowing dates. Yields were overestimated for the 
N100 treatments by 11% at SD1 and by 37% at SD2. Simulated total above-ground 
biomass was 12–27% lower than observed except for the late-sown maize fertilised with 
N100 where the biomass was accurately simulated (Fig. 5.5). The temporal changes in LAI 
indicated that both simulated and observed values corresponded reasonably well for all 
treatment combinations. The LAI values increased steadily and approached a peak 
between 60 and 70 DAS, which was just before silking. This was well reproduced by the 
model. The model realistically simulated the stover-N concentration for most treatments, 
expect for SD2 and N100 where stover-N was over-estimated by 8.9%. The grain N 
concentrations were over-estimated by 6.5–22% (Table 5.5). 
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Figure 5.5: Comparison of simulated (lines) and observed (symbols) total above-ground 
biomass, grain yield, and LAI of maize sown on 6 July 2012 (SD1) and 20 July 2012 
(SD2) and grown at two rates of fertiliser nitrogen (N0: kg N ha-1; N100: 100 kg N ha-1) at 
Melkassa, Ethiopia. Vertical bars represent the standard error of means. 
 115 
 
Table 5.5: Measured and simulated stover and grain N concentrations of maize sown on 6 
July (SD1) and 20 July (SD2), and grown at fertiliser rates of 0 kg N ha-1(N0) and 100 kg 
N ha-1 (N100) at Melkassa, 2012. Values in parentheses represent the standard error of 
mean. 
Treatment 
Stover N (%) Grain N (%) 
Measured Simulated Measured Simulated 
SD1-N0 3.46 (0.06) 3.78 2.58 (0.12) 2.75 
SD1-N100 6.19 (0.13) 6.59 6.34 (0.09) 8.26 
SD2-N0 3.22 (0.13) 3.40 2.23 (0.10) 3.19 
SD2-N100 8.22 (0.17) 9.42 4.45 (0.30) 5.45 
 
To prove model accuracy, the model was tested against independent datasets other than the 
one used for model parameterisation. Therefore, APSIM-Maize with the derived 
parameters was subsequently evaluated against independent datasets from six experiments 
at Melkassa, Ethiopia (Fig. 5.6). According to assessment of the model, it was found that 
APSIM-Maize simulated phenological development of cv. Melkassa-2 reasonably well, 
with RMSE, n-RMSE and r2 values of <2 days, <3% and >0.80–0.89, respectively. The 
simulated values for grain yield agreed fairly well with the observed values. The RMSE, n-
RMSE and r2for grain yield were 0.39 t ha-1, 11% and 0.68, respectively. Simulated 
biomass at crop physiological maturity was also good, given that that the RMSE, n-RMSE 
and r2 values were 0.39, 10.2% and 0.66, respectively. In general, the adequacy of 
relationships between simulated and observed values as evidenced by the low RMSE and 
n-RMSE values for phenological development, grain yield and biomass production 
indicated that the model was reliable in reproducing values of observed crop variables 
across a diverse range of experiments. 
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Figure 5.6: Observed and simulated(a) days to silking and physiological maturity; (b) 
grain yield; and above-ground biomass of cv. Melkassa-2 from six experiments conducted 
at Melkassa, Ethiopia (2006–2012). Diagonal lines represent the 1:1 fit where y=x. 
 
5.3.2. Model application 
 
In the simulation scenarios of three sowing windows, the chance for the sowing criterion to 
be fulfilled increased from May to June to July. Sowing was simulated in only 56% of the 
25 seasons when maize was sown in May. Once the sowing criterion was fulfilled, the risk 
of crop failure due to a false break was less than 5% in May. For June, maize sowing was 
simulated in 80% of the seasons, and there was no risk of crop failure due to a false break 
or post-sowing dry-spells. The sowing criterion was always met when the crop was sown 
in July, and there was a 10% chance of crop failure due to dry-spells.  
 
In any sowing window, the application of N50 produced the greatest increase in median 
yield compared to the N0 baseline. The response in median yield to increasing the N rate 
from N0 to N50 was 1.15 t ha-1 for May, 1.6 t ha-1 for June, and 1.4 t ha-1 for July sowing. 
Further increases in median yield associated with increasing the N rate from N50 to N100 
were 0.7 t ha-1 for June sowing but smaller (<0.3 t ha-1) for May and July sowing. The 
maximum median yield was 2.6 t ha-1 for May, 4 t ha-1 for June, and 3.4 t ha-1for July 
sowing all with the application of N100.  
 
In the analysis, a yield of 2.5 t ha-1 was assumed to be the minimum yield that a farmer 
would attempt to obtain in any given year. The simulations showed that this was only 
achievable with addition of N fertiliser. The maximum chance of exceeding a yield of 2.5 t 
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ha-1 was about 50% for May sowing with either N50 or N100 applied, 64% for June 
sowing with N50, and 72% for July sowing with N100 (Fig. 5.7). 
 
Overall, yield increases associated with the application of N50 were large (Fig. 5.7). For 
maize sown in May, the yield obtained with N50 was more than double the yield of 
unfertilised maize in over 30% of the 25 seasons. There was no benefit from increasing the 
N rate from N50 to N100 in 64% of the seasons for which sowing in May was simulated as 
yields were similar at both N rates. For maize sown in June, yields improved in 72% of the 
25 seasons with N50 over N0, and with N100 over N50. For July sowing, the application 
of N fertiliser produced greater yields compared to unfertilised crops in 80% of the 
seasons. However, a clear yield benefit from increasing the N rate from N50 to N100 was 
only evident in about 30% of the simulated seasons when maize was sown in July.  
 
Figure 5.7: Cumulative probability distributions of maize yield (1990–2014) simulated for 
three sowing windows (May, June, and July) and three nitrogen fertiliser rates (0, 50, and 
100 kg N ha-1) at Melkassa, Ethiopia. Horizontal dashed lines represent 25th, 50th, and 75th 
percentiles and the vertical dashed lines show the median yield for each treatment. 
 
5.4. Discussion 
 
5.4.1. Model performance 
 
Crop phenology is a key trait for modelling because it defines the timing of each 
developmental event that consequently determines biomass accumulation and partitioning 
in any given environment (Craufurd et al., 2013). In APSIM, timing and duration of key 
developmental events of a crop is modulated by water and N stress resulting in delayed 
phenology when the plant is under limiting abiotic conditions (Saseendran et al., 2008). 
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This is an improvement compared to its predecessor CERES-Maize, which was only able 
to simulate maize phenology as a function of thermal time and photoperiod sensitivity 
under non-limiting N and water-supply conditions (Xie et al., 2001; Gungula et al., 2003; 
Nouna et al., 2003). The present study showed that the silking and physiological maturity 
of maize was well simulated for the different sowing dates and N application rates. The 
error boundaries for silking and physiological maturity appear reasonable and in line with 
results of other studies (Roman-Paoli et al., 2000; Mavromatis et al., 2001; Gungula et al., 
2003). Based on these results, the model was robust in simulating the phenological 
development of cv. Melkassa-2, and APSIM-Maize could be used as a tool to assess maize 
production with new cultivars in the study area, provided the parameterisation of the 
cultivar to be used is accurate. 
 
It is a limitation of most crop models that grain yield is overestimated under severe water 
and N stress conditions (Kiniry, 1991). Among the reasons for this is that effects of severe 
water stress and nutrient deficiencies on crop growth and phenology are often not 
sufficiently considered in simulation models (Xie et al., 2001; Gungula et al., 2003; Nouna 
et al., 2003). However, simulation of these stresses is important to realistically assess time-
courses of resource-use and ultimately biomass production and yield (Gungula et al., 2003; 
Saseendran et al., 2008). Previous studies showed that APSIM-Maize adequately simulates 
the effect of water and N stress on maize production (Shamudzarira and Robertson, 2002; 
Song et al., 2010). For the 2012 study at Melkassa, the model overestimated the grain yield 
of late-sown maize fertilised at 100 kg N ha-1, while above-ground biomass was 
adequately simulated for this treatment. A reason for this might be that the model did not 
adequately simulate the detrimental effect of water stress on grain yield of late-sown 
maize, which may have been intensified by high N supply. The co-limitation of maize 
yield with N and water availability is a reality in such an environment (NeSmith and 
Ritchie, 1992; Çakir, 2004; Mueller et al., 2012); however, the model did not reproduce 
the co-limitation of maize grain yield to the existing environmental conditions (i.e., high N 
supply and low water availability) in 2012. This may highlight the need to make cultivar-
specific adjustments for the combined effects of water stress and high N supply on the 
growth and development of the various maize cultivars. According to Song et al. (2010), 
specific experiments are needed to quantify the responses of water stress by the various 
cultivars to adjust and specify cultivar-specific parameters related to crop growth 
characteristics in the APSIM-Maize module. This can potentially enhance the model 
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accuracy to simulate relative sensitivity of the cultivars in response to water stress and thus 
improve the usefulness of the model in providing sound predictions and risk assessment 
for crop production in semi-arid regions. 
 
Overall, the cascading water-balance model in APSIM simulated the soil water dynamics 
well demonstrating that the model can be applied in scenario analyses. The model 
reproduced the temporal variation in soil water contents observed in 2012 well (Fig. 5.3 
and 5.4). For example, the large reduction in volumetric soil water due to lack of rainfall at 
about 100 days after sowing was well captured, particularly for the late-sown maize 
treatment (Fig. 5.4). However, the simulations were better for early-sown than for late-
sown maize. Given that the soil water was parameterised for the ‘average soil type’, there 
may be errors related to the spatial variability of the experimental soil causing differences 
between the simulated and observed soil water contents. The closeness of fit between 
simulated and measured soil water with an r2 of0.86 and a RMSE of 0.039 mm mm-
1providesconfidence that the model can adequately simulate soil water dynamics for those 
seasons without measured data. 
 
Crop and soil data from these fields were used to locally parameterise the APSIM model. 
The statistical measures for evaluating the parameterised model presented here (Tables 5.4 
and 5.5; Fig. 5.5 and 5.6) showed that the APSIM-Maize is robust enough to simulate 
growth, development and yield of maize for local environments in the CRV Ethiopia. For 
the independent model testing, datasets of maize cultivation that were sown within the 
normal sowing window in June were used. Given that the experiments at Melkasa were not 
designed for the purpose of independent model evaluation, the performance of the model 
was acceptable in terms of reproducing phenological development, grain yield and 
biomass production. Previous studies showed that APSIM-Maize reliably simulates 
phenology (RMSE = 1–5 days), grain yield (RMSE = 0.26–0.65 t ha–1) and biomass 
(RMSE = 0.72–2.26 t ha–1), in a range of water- and N-limited production situations 
(Thornton et al., 1995; Shamudzarira and Robertson, 2002; Fosu-Mensah et al., 2012; 
Archontoulis et al., 2014; Kamanga et al., 2014; Araya et al., 2015; Kisaka et al., 2015; 
MacCarthy et al., 2015). In general, the overall performance of APSIM was good in 
reproducing observed maize phenology and yield for the different combinations of sowing 
dates and rates of N fertiliser at the study location. It is therefore clear that the model is 
robust and can be used successfully as a valuable tool for simulating growth and yield of 
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maize, as well as for understanding of different farmers’ strategies and exploring various 
management regimes that can improve productivity while reducing production risk of the 
smallholder maize system in the region.  
 
Simulated output of APSIM was validated against farmers’ yield records going back 10 
seasons from 2002 to 2011. The model, for the specified period, was able to closely 
reproduce the distribution of average maize yields that were reported by farmers at 
Melkassa area. Given the fact that there is divergence between the individual farms and the 
simulated soil types, the model was reasonably accurate in simulating on-farm yields, 
which was within an acceptable range of accuracy (i.e., <400 kg ha-1). More than 70% of 
simulated yields were marginally greater than the farmer’s actual yield. However, on 
average, the difference between simulated and actual yields of maize for the Melkassa area 
was only 140 kg ha-1. Factors unexplained by APSIM simulation (weeds, disease, pest and 
nutrient deficiencies other than N) might be the key reason in reducing farmers’ yield. 
Therefore, there is a need to further test APSIM using observed experimental data from 
across locations will help clarify how much of the yield variations described in the farmers 
yield estimates is attributable to rainfall patterns and N regimes, and to what degree other 
factors are being considered (Dimes et al., 2011). 
 
5.4.2. Scenario analyses 
 
The simulation analysis of 25 cropping seasons (1990–2014) showed that farmers at 
Melkassa would benefit from the application of N50 irrespective of the sowing date as 
demonstrated by large shifts in cumulative distribution functions towards greater yields 
with N50 over N0 (Fig. 5.7). The latter (N0) is common practice in farming systems in the 
area where farmers have adopted conservative, risk-averse management approaches in 
light of highly variable and frequently deficient rainfall (Dimes et al., 2011; Dixit et al., 
2011). Many researchers suggest that recommendations on amounts of N fertiliser to be 
applied should be geared towards achieving a minimum ‘guaranteed’ grain yield, and take 
into account the goals, preferences, and risk attitudes of an individual farmer (Dimes et al., 
2011; Dixit et al., 2011; Monjardino et al., 2013). Simulation analyses can assist in 
identifying the N fertiliser rate required to achieve a ‘guaranteed’ yield (e.g., 2.5 t ha-1 as 
presented above), and to quantify the risk for an insufficient yield response to N fertiliser 
due to rainfall deficits (Shamudzarira and Robertson, 2002; Moeller et al., 2008, 2014). 
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In the CRV of Ethiopia, many farmers practice flexible sowing dates depending on the 
onset of the seasonal rain. Many farmers practice early sowing at the earliest possible time 
when the rain onsets in the Belg season, nevertheless, the crop sown during this time may 
be at risk of total failure as a result of a false start of rain or intermittent dry-spells 
occurring later at the critical flowering or grain-filling stages (Kassie et al., 2013a). In 
general, sowing maize in June is common practice in the Melkassa area (ICRA, 1999) as 
farmers consider June rainfall to be reliable and stable enough for successful germination 
and crop establishment. In the simulations for all sowing opportunities in June, there were 
no crop failures due to dry-spells/false breaks, and the positive shifts in yield distributions 
associated with applications of N50 and N100 were large in most seasons. Overall, risk 
was low in the majority of years for which June sowing was simulated. However, sowing 
was not simulated in 20% of the cropping seasons because of insufficient soil moisture in 
the upper soil layer where the seed is placed (at least 80% of plant available water in 0–
0.15 m depth in the simulations). In years where there is no June sowing opportunity, 
farmers in the Melkassa area are unlikely to sow any maize as the traditional maize 
cultivars that many farmers grow are late-maturing and require about 145 days to reach 
maturity (Ransom et al., 1997; ICRA, 1999). For such cultivars, any delay in sowing until 
late June or July increases the risk of severe yield reductions or crop failure due to terminal 
drought, as late-maturing maize flowers and fills grain in September when seasonal rainfall 
is increasingly erratic. Thus, if a maize sowing opportunity does not occur in June, farmers 
establish wide furrows along contour lines to capture and harness any rainfall for 
subsequent sowing of short-duration crops such as tef (Eragrostis tef [Zucc.] Trotter) and 
common bean (Phaseolus vulgaris L.).  
 
In the simulations of the July sowing window, a sowing opportunity occurred in every 
season but the risk of crop failure due to post-sowing rainfall deficits increased to 10%. 
For a risk-averse farmer, this might be sufficient reason to prefer sowing in June with less 
sowing opportunities but no, or minimal, risk of crop failure (as discussed above). In the 
simulations, a medium-maturing maize cultivar requiring about 125–130 days to reach 
maturity was used (Bogale et al., 2011). To sow such a medium maturity-type is arguably 
less risky in terms of the likelihood of terminal drought than growing a traditional, late-
maturing cultivar requiring about 150 days (Ransom et al., 1997; ICRA, 1999; Nigussie et 
al., 2001). The simulation results obtained for the medium maturity-type revealed similar 
yield distributions for both June and July sowing with N0 and N50 suggesting that 
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growing an early/medium maturing maize cultivar in July could be an additional option for 
farmers. Relations between sowing date and cultivar maturity-type could be further 
explored in terms of risk and productivity for the region using APSIM-Maize. 
 
Farmers in the Melkassa area perceive sowing in May as too risky. The simulations 
showed that sowing could be warranted in a limited number of seasons with sufficient soil 
moisture in the seeding layer, though there was some risk of crop failure (5%) due to post-
sowing water deficits. The maximum median yield was the lowest with May sowing (2.6 t 
ha-1 compared to ≥3.4 t ha-1 with June/July sowing), which can be explained by greater risk 
of dry-spells and periods with low in-season rainfall which reduces the efficiency with 
which fertiliser N is used by the crop to produce grain yield (Akponikpè et al., 2010). 
Overall, the May sowing window was least desirable in terms of risk and productivity.  
 
The yield estimates and likely occurrence provided by farmers for the good, average and 
bad seasons at the study area of Melkassa out of every ten years were compared against the 
simulated yield at 10th, 50th and 90th percentiles, respectively. The simulations were run 
retrospectively each year from 1982–2011 for the defined June sowing opportunity at 
Melkassa. Much of the simulated yield distributions did conform to locally expected 
ranges of yield for given season types. However, more than two-third of the interviewed 
farmers estimated that crop failure is ~20% likely at Melkassa while the simulated yields 
suggest that the probability is only 5%. This simply shows that farmers do over-estimate 
the frequency of unfavourable seasons. In general, the result provides confidence for 
effectively use APSIM in making strategic management decisions on real farms. 
 
It was clear that an understanding of climatic risks and their interaction with crop 
management decisions could be considerably enhanced via modelling and simulation 
capability so that the likely risk consequences of management decisions can be effectively 
explored. To that effect, crop simulation models can provide probabilistic estimates of 
yield for a range of decision options, such as sowing time, cultivar maturity and N fertiliser 
management, evaluated under various soil types and climatic conditions. Adapting 
desirable sowing date, cultivar type and N fertiliser management are some of the key 
agronomic practices often available to positively influence resource-use efficiency of the 
major crops grown in environments limited by soil water and N resources, hence 
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improving the production level and risk of the smallholder cropping systems under 
situations of climate risks and uncertainties. 
 
5.5. Conclusion 
 
The study showed that APSIM-Maize is able to simulate crop phenology, grain, and 
biomass yield, as well as the soil water dynamics reasonably well under a range of 
production situations in the semi-arid study environment. This was supported by statistical 
measures of model performance. The scenario analyses highlighted the importance of N 
fertiliser supply for productivity, which is not a standard practice in the study region. 
Adjusting the sowing window to match the cumulative crop-water demand to seasonal 
rainfall supply is important for reducing the production risk. However, there may be 
further opportunities for risk reduction and productivity increases by sowing cultivars of 
varying maturity-type depending on the expected length of the rainy season. This aspect 
warrants further analysis. Crop simulation is a cost-effective way of exploring “what if” 
options and formulating alternative management strategies. The approach can assist 
farmers and their advisors in making better informed decisions in environments where 
climate-related risks and uncertainty are high.  
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Chapter 6 Risks and benefits associated with alternative management 
practices in maize systems of smallholder farmers in semi-arid 
environments of Ethiopia 
 
Abstract 
 
Maize (Zea mays L.) production in the CRV region of Ethiopia is influenced by high inter- 
and intra-seasonal variation in timing and amount of rainfall and periodic water stress. 
There is a need to develop management interventions and assess whether these are 
effective in designing production systems that are sustainable and resilient in the face of 
varying and changing climate. Crop models as research or decision tools, can assist 
researchers, extension advisors and farmers to evaluate a range of agronomic and 
technological options that can adapt to the varying seasonal climate and socio-economic 
settings of the targeted smallholder farming systems. As the APSIM-maize model could 
capture the grain yield of maize under the various management practices and weather 
conditions (Chapter 5), the various scenarios were simulated after configuring APSIM-
Maize to conduct retrospective analysis of the maize system at Adamitulu and Melkassa 
locations in the CRV region. Using the long-term simulations, key factors that the 
participating farmers identified as important for determining their agronomic decisions 
were evaluated for their effectiveness in enhancing crop productivity while reducing the 
likely chance of production risk under seasonal climate variations and uncertainties 
(Chapter 3). Therefore, the study used APSIM-Maize for assessing impacts of climate and 
selected agronomic practices on simulated maize yield for varying sowing dates (early 
[March–May], normal [1–15 June] and late [16–30 June]), phenotypes (early-, medium- 
and late-maturing cultivars) and N rates (0, 25 and 50 kg N ha-1). In the scenario analyses 
using 34–39 years of local weather data from the meteorological stations close by the 
study villages, the typical local farmers’ management practices were compared with the 
agronomic recommendations from research and extension services. A range of factorial 
combinations of the three agronomic management choices (3 sowing window x 3 cultivar 
type x 3 N rates of fertiliser x 2 locations = 54 simulation scenarios) were compared so 
that management recommendations best suited to the local bio-physical and specific socio-
economic conditions at the study environment could be determined. The risk of crop 
failure at the study areas were more likely to occur with early sowing than with normal or 
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late sowing as a result of the false start of rain or a risk of post-sowing dry-spells. The 
chance of crop failure as well as achieving less than the minimum threshold yield (2–2.5 t 
ha-1) is lower if either the medium or the late cultivar was sown in the normal to late 
sowing window than in the early sowing window. Across all sowing times and rates of N 
fertiliser, farmers would be better off sowing the late cultivars with high yield gains in 
most years with less likelihood of crop loss compared with sowing the other cultivars, 
except for the late sowing window at Adamitulu where the chance of crop failure is greater 
than sowing the medium cultivar. The farmers would achieve a considerable benefit in the 
long-term if they opt to select late-maturing cultivar in average to high yielding years, 
regardless of sowing time and rates of N fertiliser. There was a rare case that the early-
maturing cultivar did result in yield gain over the medium or late cultivar regardless of the 
sowing dates and rates of N fertiliser. Typical farmers in the CRV region do not usually 
apply N fertiliser at all. However, if the majority of the risk-averse farmers in the region 
were encouraged to invest in N fertiliser input at a modest rate of 25 kg N ha-1, they could 
raise the median yield by at least 45%, compared to the yield at zero rate of N fertiliser, 
without inducing additional risk of crop failure or increasing the inter-seasonal variation in 
maize yield. Compared to the farmer baseline N application strategy, the locally 
recommended rate of 50 kg N ha-1 can be expected to have negative effects on yield in as 
much as 20% of the seasons. On the other hand, a yield advantage at 50 kg N ha-1 of more 
than 70% relative to zero N application could be achieved in at least 85% of the simulated 
seasons, regardless of sowing time and cultivar type. Farmers in the semi-arid environment 
should be provided with information about the likely production risk associated with the 
various agronomic and technological interventions with a view to better managing climate 
risk and efficiently using the limiting N and water resource in the semi-arid region of 
Ethiopia. Adapting this kind of systems approach as a means of addressing problems posed 
by the farmers will be successful for identifying appropriate agronomic strategies for the 
smallholder farming systems that can enable farmers to successfully overcome the 
prevailing low production, low profitability and high-risk problems associated with a high 
climate uncertainty. 
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6.1. Introduction 
 
Smallholder maize (Zea mays L.) farmers in the CRV region of Ethiopia try to manage 
rainfall variability by adjusting the sowing date, cultivar maturity-type, and the timing and 
amount of fertiliser application. Farmers make these agronomic decisions in response to 
the actual and expected seasonal rainfall. However, local research and extension services 
often promote fixed agronomic management practices (i.e., a single, or narrowly defined, 
sowing date, cultivar type, fertiliser rate), which do not account for seasonal rainfall 
conditions and expected yield potential (Fujisaka et al., 1996a; Admassu et al., 2014). 
Prescriptive agronomic recommendations that are the same for all season types are 
unrealistic in a region where farmers sow maize in response to what they perceive as the 
onset of the rainy season, and where they sow maize cultivars of varying maturity 
depending on the onset of rains (Admassu et al., 2014).  
 
In semi-arid tropics, the consequences of any agronomic decisions made at sowing are 
uncertain (Muchow et al., 1994), however, many farmers sow with the first rains to capture 
the flush of mineralised soil N (Weber, 1995), and to benefit from a long growing season 
to maximise crop yield (Jagtap and Abamu, 2003; Sacks et al., 2010). Whether farmers in 
the CRV of Ethiopia sow their maize early in the Belg season (March to April) or later in 
the Kiremt season (June), they always face the challenge of risky choices that can result in 
low yield. Farmers who sow early encounter a high chance of post-sowing dry-spells at 
crop establishment, while farmers who sow late may lose yield because of soil water 
deficits towards the end of the season (Diga, 2005). The length of the growing season in 
the CRV of Ethiopia generally varies from season to season, and there is a high correlation 
between the date of the seasonal rainfall onset and the length of the growing season 
(Kassie et al., 2013b). Therefore, the cultivar choice should also fit the effective length of 
the rainy season in order to achieve a high yield (Kamara et al., 2009). The greater the 
deviation of the timing of sowing from the optimum sowing date for a particular cultivar 
type, the greater the yield loss will be (Berzsenyi and Lap, 2001; Beiragi et al., 2011). If 
better information is provided to farmers and extension agents on how the sowing window 
and choice of cultivar affect grain yield, the gain in yield of maize can be significantly 
improved. However, the effect of varying sowing dates on maize productivity and 
production risks has not been properly evaluated in the CRV of Ethiopia. Farmers can 
make informed decisions by taking into account the yield variations that can be expected 
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based on the timing of sowing and the cultivar type in light of climate variability (Jagtap 
and Abamu, 2003). 
 
In the semi-arid region of Ethiopia, soils are inherently low in plant-available N (Biazin 
and Stroosnijder, 2012). For this reason, the amount and timing of N fertiliser applications 
has been a major focus of agronomic research aimed at improving yields in smallholder 
farming systems (Reddy and Georgis, 1993; Senay and Verdin, 2003). Where rainfall 
variability is high, the yield response to available soil N and N fertiliser is strongly 
variable as well (Muchow, 1991; Keating et al., 2000; Roxburgh and Rodriguez, 2016). In 
addition to its high cost, there is a risk of a yield response that is often insufficient to 
recoup the fertiliser investment. Therefore, smallholder farmers are often reluctant to use 
the recommended rate of N fertiliser; they generally favour low-risk investment in 
fertiliser input so that they often miss out on the opportunities created by better seasonal 
conditions (Dimes, 2011; Roxburgh and Rodriguez, 2016). On the other hand, farmers’ 
decisions can be guided if the extension services are able to provide information on the 
risk of poor yield responses, and highlight the opportunities related to investment in N 
fertiliser in light of climate variability and uncertainty (Whitbread et al., 2010; Dimes, 
2011). If farmers are to realise potential yield gain in crop productivity, they also need to 
be advised on N fertiliser application with matching good agronomic practices, most 
notably timely sowing and suitable cultivar type so that the agronomic use efficiency for 
the limited use of N fertiliser can be maximised (Xu et al., 2009; Tittonell and Giller, 
2013; Kassie et al., 2014; Getnet et al., 2016).  
 
One of the limitations of using results from traditional agronomic experiments is 
associated with the variable response of the tested agronomic factors from season to season 
and across sites (Dixit et al., 2011; Stern and Cooper, 2011). Moreover, long-term field 
experiments are costly and difficult to achieve (Muchow et al., 1991). Given the 
difficulties of field experiments in capturing the highly complex and nonlinear responses 
of the crop and the dynamics of soil processes, crop simulation and modelling is both a 
time and cost effective approach for quantifying interaction effects, such as climate 
variability, changes in agronomic management and/or genetics (GxExM) on resource 
productivity and crop yields (Keating et al., 2000; Cooper et al., 2008; Van Ittersum et al., 
2013; Kassie et al., 2014). Based on the simulated output, better agronomic practices and 
technological recommendations can be formulated for advising the local extension services 
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in assisting farmers’ decisions under climate risk and uncertainty (Van Ittersum and 
Rabbinge, 1997; Keating et al., 2000; Shamudzarira et al., 2000; Dimes, 2011). APSIM 
has been widely tested and used to better manage climate risk and resource (e.g., N and 
water) limitations in maize production systems, including those in the semi-arid regions of 
sub-Sahran Africa (SSA) (Keating et al., 1994; Shamudzarira et al., 2000; 2010; Kamanga 
et al., 2014; Kisaka et al., 2015). This makes APSIM an appealing analytical and decision 
support tool for application in SSA (Kamanga et al., 2010 and 2014; Kisaka et al., 2015). 
 
In this study, APSIM-Maize was used to evaluate and compare maize management 
strategies (timing of sowing, cultivar maturity-type, and N fertiliser rate) proposed by 
research and extension professionals with those used by farmers. Long-term simulation 
scenarios were used to assess maize yield variability using historical weather data from 
two locations in the CRV of Ethiopia. The objectives of the scenario simulations were to 
evaluate local farmer management strategies previously identified as being important in 
smallholder maize systems (Chapter 3) and those recommended by research and extension 
services, and to quantify production risks and benefit in yield gain associated with the 
various combinations of management factors. 
 
6.2. Materials and methods 
 
6.2.1. Model configuration 
 
The parameterisation and evaluation of APSIM is detailed in Chapter 5. The model 
satisfactorily simulated maize responses (e.g., phenology, grain yield and biomass) to 
various management (different N application rates and sowing dates) and seasonal 
conditions in the study environment. This showed that the model is credible for subsequent 
application in the long-term simulation scenarios to assess the risks associated with 
different agronomic management practices. For the simulation scenarios, APSIM was 
configured to simulate the maize system and to explore key drivers of yield response as 
modified by the different management options (sowing dates, cultivar choice, and rates of 
N fertiliser applied). Simulations were run for two locations in the CRV region of 
Ethiopia.  
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6.2.2. Weather data 
 
Daily weather data were available from Adamitulu (1982–2015; 7o50’ N and 38o40’ E, 
1690 m elevation) and Melkassa (1977–2015; 8o24’ N, 39o12’ E, 1550 m elevation). 
Adamitulu and Melkassa have an average annual rainfall of 811 mm and 825 mm, and 
average annual temperature of 20.7oC and 21.2oC, respectively. The study area has a bi-
modal rainfall pattern. The short rainy season (March–May) is locally called the Belg 
season. Belg rainfall varies from 91 mm to 454 mm (CV = 48%) at Adamitulu (1982–
2015), and from 53 mm to 382 mm (CV = 45%) at Melkassa (1977–2015). The long rainy 
season (June–September) is known at the Kiremt season. Kiremt rainfall ranges from 311 
to 894 mm (CV = 30%) at Adamitulu, and between 291 mm to 829 mm (CV = 21%) at 
Melkassa. On an annual basis, rains start between March and April, peaks between July 
and August, and ends in September (Kassie et al., 2014). 
 
6.2.3. Cultivar parameters 
 
Cultivar parameters of development, phenology and crop growth for the medium-maturing 
maize cultivar Melkassa-2 (130 days from sowing to maturity) were derived from field 
experiments conducted in 2012 at Melkassa as part of the study (Chapter 5; Table 5.2). 
Melkassa-2 is well-adapted and grown widely by smallholder farmers in the CRV of 
Ethiopia. In this study, cultivar parameters for the locally adapted late- and early-maturing 
cultivars were not derived; nor had the descriptions for their phenological duration and 
yield been previously modelled with APSIM. Therefore, the default cultivar parameters 
from similar cultivars that are available in the crop library of APSIM-Maize were used to 
represent those specified cultivars for the long-term simulation scenario. The late-maturing 
cultivars, cv. Hybred 614 (a cultivar from Kenya requiring 145 days from sowing to 
maturity) (Benson, 1999) and cv. SC709 (a cultivar from Zimbabwe requiring 140 days 
from sowing to maturity) (Dimes et al., 2011) were used. Early-maturing maize was 
represented by cv. Pan 6671(110 days from sowing to maturity) (Murovhi and 
Materechera, 2013). The different sets of parameters that define the phenology, crop 
growth and yield of the four cultivars were specified in the Table 6.1. More detailed 
descriptions of the parameter sets in simulating the specific cultivars included in the 
APSIM v7.5 release can be found at the APSIM website: http://www.apsim.info. 
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Table 6.1: APSIM-Maize parameters to simulate cultivars differing in phenology at 
Adamitulu and Melkassa. 
cultivars parameters Hybred614 SC709 Melkassa-2 Pan6671 
tt_emerg_to_endjuv (thermal time  
required from emergence to end of 
juvenile (oCd)) 
365 250 230 200 
tt_flower_to_maturity (thermal time 
required from flowering to maturity 
(oCd)) 
740 980 730 710 
tt_flower_to_start_grain (thermal time 
required from floweringto starting grain-
filling (oCd)) 
70 120 170 160 
Head_grain_no_max (maximum grain 
numbers per ear) 
650 650 450 450 
Grain_gth_rate (grain growth rate (mg 
grain-1 day-1)) 
10.5 9.2 8 8 
 
6.2.4. Sowing management 
 
Three sowing windows (Adamitulu: 1 March–30 May, 1–15 June and 16–30 June) and 
(Melkassa: 1 April–30 May, 1–15 June and 16–30 June) were specified for each location 
(Table 6.2). They are subsequently referred to as early, normal, and late sowing. In all 
cases, sowing time was controlled by the same sowing rule within the window in the 
model. That is, sowing was simulated when there was an accumulation of 25 mm of 
rainfall over five consecutive days, and when the soil water content in 0–0.15 m depth 
exceeded 80% of the plant available water-holding capacity (PAWC) of that soil layer. 
The sowing criteria for the above-specified rainfall rule and stored soil water to initiate 
sowing within the sowing window was chosen to ensure that crops would germinate after 
sowing and to maintain the crop if conditions turned dry. The sowing rule is also assumed 
to represent the farmers practice for sowing their crop. In the simulations, the plant density 
was set to 6.7 plants m2, and the sowing depth and row spacing were 0.06 m and 0.75 m, 
respectively. 
 
6.2.5. Soil properties 
 
The properties (PAWC, soil N and C status) of a typical calcareous clay loam of volcanic 
parent material classified as a Typic Haplustand soil characterised in a field experiment 
conducted at Melkassa in 2012 were used for the model application (Chapter 3; Table 3.1). 
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The PAWC of the soil was 218 mm in 0–1.20 m soil depth (Chapter 4; Fig. 4.1). In every 
year, on the simulated sowing date, available mineral N (NO3) was set to the starting 
conditions, i.e., 40 kg N ha-1 in 0–1.20 m soil depth as measured at the experimental plot 
when maize was sown in the 2012 season (Chapter 5; Fig. 5.2). The amount of maize 
surface residue (C: N ratio = 80) was similarly initialised at 0.5 t ha-1. The annual resetting 
of the above soil parameters to the specified initial values was implemented on nominated 
sowing date so that the seasonal weather was the major factor to affect maize growth and 
yield under different management scenarios. Moreover, it prevents the effects of carry-
over errors from the previous seasons to the next that would reduce the accuracy of model. 
 
6.2.6. Nitrogen application 
 
In the simulations, N fertiliser was applied as urea-N at rates of 0 kg N ha-1 (N0), 25 kg N 
ha-1, (N25) and 50 kg N ha-1 (N50). For the fertilised treatments, a maximum of N25 was 
applied at sowing. For the N50 treatment, a second rate of N25 was applied 35 days after 
sowing. All nutrients other than N, and the effects of damage by pests, disease and weeds 
were not modelled and assumed to be non-limiting. 
 
6.2.7. Long-term simulation scenarios  
 
APSIM was configured to investigate yield benefit, variation in yield response, as well as 
risk of crop failure as modified by the effects of sowing dates, cultivar choice and rates of 
N fertiliser. Simulations of maize yield were run for a period of 34 years (1982–2015) and 
39 years (1977–2015) using daily weather data from Adamitulu and Melkassa 
meteorological stations, respectively. In the simulations, only the parameterised soil at 
Melkassa was used to represent both locations, which is one of the typical soils in the 
region. Simulated yield was reported at 12.5% moisture content. Further details of 
management scenarios for the local farmers’ management practices and agronomic 
recommendations from extension services, along with alternative management scenario 
representing other agronomic measures, are described below in Table 6.2. In some cases, 
the long-term simulations spanned three of the above management scenarios, allowing 
variation in yield response resulting from the interactions of key agronomic factors to be 
explored. The long-term simulations involve three sowing windows (early [March/April–
May], normal [1–15 June] and late [16–30 June]), three phenotypes (early-, medium- and 
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late- maturing cultivars) and three N rates (N0, N25 and N50)). In total, the different 
simulated combinations for three agronomic factors at two locations (3 sowing windows x 
3 cultivars x 3 N rates of fertiliser x 2 locations) resulted in 54 scenarios for analysis.  
 
Scenario 1: baseline of local farmer practices 
 
This scenario was set up to simulate the conventional farming practices of smallholder 
farmers and to simulate the agronomic management practices extension services advise 
farmers to implement in the semi-arid region of Ethiopia. Farmers’ sowing decisions are 
flexible and vary with the onset of seasonal rainfall. Cultivar choices depended on the 
opening rains of the season. Early sowing of a late-maturing cultivar represented what 
farmers would choose to do when rains start in the Belg season between March and May in 
Adamitulu and between April and May in Melkassa. If rain starts in the kiremt season in 
June, they opt to sow either a medium-maturing cultivar in early- to mid-June or an early-
maturing cultivar when rains are very late until the end of June. The zero rate of N (N0) 
treatment represented the baseline scenario for typical farmers who are resource-poor and 
cannot afford to invest in commercial fertiliser. The N25 treatment represents a 
conservative N fertiliser strategy used by few farmers, and it is less than the recommended 
N rate that is promoted by the local extension services for the CRV region. 
 
Scenario 2: management recommended by extension services 
 
A sowing window recommended by research and extension services was included for 
medium and early cultivars. The extension service recommendation is to sow when rains 
are assumed to be reliably established in June, i.e., sow medium-maturing cultivars 
between 1–15 June, or else sow an early-maturing maize cultivar between 15–30 June. A 
blanket recommendation of 50 kg N ha-1 was split into two applications, 25 kg ha-1 applied 
at sowing and the remainder at 35 days after sowing. The N50 treatment was assumed in 
representing the maximum amount that risk-bearing farmers would apply to their maize 
field. 
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Scenario 3: alternative management strategies 
 
In addition to the above management scenarios, other variations to agronomic factors, 
which are different from both what is currently practiced by local farmers and what is 
recommended by extension services, were also explored. 
 
Table 6.2: Description of simulation scenarios (combinations of sowing window, cultivar 
type, and N fertiliser rate) for Melkassa and Adamitulu: typical agronomic practices 
employed by smallholder farmers (1), agronomic recommendations of extension services 
(2) and alternative management measures (3). 
1. Farmers’ management practices 
Early sowing Adamitulu 
 Sowing window(1 March–30 May); LM cultivar (145 d to 
mature); N fertiliser level (0 and 25 kg N ha-1) 
 Melkassa 
 Sowing window (1 April–30 May); LM cultivar (140 d to 
mature); N fertiliser level (0 and 25 kg N ha-1) 
  
Normal sowing Sowing window (1–15 June); MM cultivar (130 d to mature); 
N fertiliser level (0 and 25 kg N ha-1) 
  
Late sowing Sowing window (16–30 June); EM cultivar (110 d to mature); 
N fertiliser level (0 and 25 kg N ha-1) 
2. Agronomist/extension recommendation 
Normal sowing Sowing window (1–15 June); MM cultivar; N fertiliser level  
(50 kg N ha-1) 
  
Late sowing Sowing window (16–30 June); EM cultivar; N fertiliser level 
(50 kg N ha-1) 
3. Alternative management options 
Early sowing Factorial combinations of EM and MM cultivars and N 
fertiliser level (0, 25 and 50 kg N ha-1) 
  
Normal sowing Factorial combinations of LM and EM cultivars and N fertiliser 
level (0, 25 and 50 kg N ha-1) 
  
Late sowing Factorial combinations of LM and MM cultivars and N 
fertiliser level (0, 25 and 50 kg N ha-1) 
LM=late maturing, MM=Medium maturing, EM=early maturing
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6.2.8. Statistical analysis and assessment of risk 
 
In this study the production risk was assessed from the probability distributions of maize 
grain yields to quantify the possible consequences or outcomes (Cross, 2000). In 
particular, the production risk associated with various management factors (sowing 
window, cultivar type and N fertiliser) was assessed by the probabilities of risks of crop 
failure (the probability of yield being zero), of achieving median yields, and of falling 
short of “threshold” yield levels of 2.2 t ha-1 at Adamitulu and 2.5 t ha-1 at Melkassa. The 
threshold yields that a typical farmer would expect in any given year were assessed during 
the survey of the study locations (Chapter 3; Table 3.4). 
 
To test the hypothesis that there are treatment differences and interactions between sowing 
window, cultivar type, and N application, the simulated grain yields were analysed in an 
unbalanced analysis of variance (ANOVA) using GenStat statistical package (14th edition; 
VSN International, 2011). The factors ‘sowing window’, ‘N fertiliser rate’, and ‘cultivar’ 
were included in the model, and three-way interactions between these main effects were 
assessed. Analysis of variance tests of the long-term simulations used each year as a 
replication.  
 
Effects due to years were considered a random factor, while all other factors were treated 
as fixed effects. The combined crop yield data for the two locations was analysed using the 
REML subroutine in GenStat. In the REML analysis, both fixed and random factors were 
included to account for more than one source of variation in the data and provide estimates 
for treatment effects in unbalanced treatment designs. Location was included in the fixed 
model so that differences between locations could be tested. Combined analyses enabled 
the determination of location x treatment interaction effects, and the analysis resulted 
insignificant location x sowing x cultivar (P = 0.002) and location x sowing interactions (P 
< 0.001), suggesting that sowing was location dependent. Due to a significant lack of 
homogeneity of variance across the two locations, data were treated as independent from 
the locations and analysed separately. 
 
The co-efficient of variation (CV%, calculated as a ratio of the standard deviation to the 
mean yield multiplied by 100) was used as a measure of mean inter-seasonal variation in 
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grain yield, as well as to assess risk of maize production in terms of factors that 
contributed most to inter-annual yield variability. 
 
The Kolmogorov-Smirnov (K-S) test was applied to determine significant differences 
between the cumulative distribution functions (CDFs) of yield obtained with different 
management practices as described above (Hassani and Silva, 2015). The K-S test 
calculates if the CDFs differ significantly in terms of the maximum vertical distance 
between the two CDFs. The K-S test is non-parametric and has the advantage of making 
no assumption about the data distribution.  
 
6.3. Results 
 
Rainfall from sowing to harvest was recorded every year as in-crop rainfall. Figure 6.1 
illustrates the variation in the in-season rainfall for the simulated years in the 
simulation scenarios. The variability in seasonal rainfall was higher at Adamitulu than 
at Melkassa across the simulated years. 
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Figure 6.1: In-crop rainfall amounts over the simulation period for early sowing (1 
March–30 May) at Adamitulu and (1 April–30 May) at Melkassa (a) and for normal and 
late sowings (1–30 June) at both locations (b). The horizontal lines inside the figures are 
the long-term average in-crop rainfall amounts for the simulated seasons. 
 
6.3.1. Interactions between management strategies 
 
There was a 3-way significant interaction between sowing window, cultivar type, and N 
application (P < 0.001) at each study location. The sowing time by cultivar interaction 
significantly influenced maize grain yield (P < 0.001), and this was different between the 
study locations. At Adamitulu, the grain yield (mean of all N treatments) of the late-
maturing cultivar was significantly greater for early sowing with an average yield of 3 t ha-
1, which was 15% higher than the normal and late sowing scenarios. On average, grain 
yield of the late-maturing cultivar was consistently reduced when sowing was delayed 
from a normal to late timing scenario (Table 6.3). This was different at Melkassa, where 
early sowing of the late-maturing cultivar reduced the average yield by 29% compared to 
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normal and late sowing of the late-maturing cultivar (2.8 vs. 3.6 t ha-1) (Table 6.4). For the 
early sowing scenario, the average yields of the early- and medium-maturing cultivars 
were reduced by 41–50% at Adamitulu, and by 26–33% at Melkassa, when compared to 
normal and late sowing. The average grain yield of the medium- and early-maturing 
cultivars at Adamitulu were similar when they were sown either at a normal or late sowing 
date, while the yields at Melkassa increased by at least 15% when sowing was delayed 
from a normal to late timing (Tables 6.3 and 6.4).  
 
There was a significant interaction between the effects of cultivar and N rate (P < 0.001). 
At both locations, the average yields (mean of all cultivars) increased by 96–120% when 
N50 was applied, and by 41–56% with N25 compared to unfertilised maize (Tables 6.3 
and 6.4). The application of N fertiliser increased maize grain yield, and this increase was 
greatest, on average, for the late-maturing cultivar irrespective of the sowing window. At 
Adamitulu, grain yield of the late-maturing cultivar responded similarly to N0 across all 
sowing windows, while the average yields for the early sowing date were greater with N25 
(10–20%) and N50 (23–48%) application than the normal or late sowing date. At 
Melkassa, selecting a late-maturing cultivar resulted in >50% more yield with N0 and 20–
32% more yield with either N25 or N50 at normal or late sowing, relative to early sowing. 
The grain yield response of the late-maturing cultivar grown with N25 was equal to that of 
the medium and the early-maturing cultivars grown with N50, compared in the early 
sowing scenario at Adamitulu, and in the normal and late sowing scenarios at Melkassa. 
 
There were significant sowing time x N rate x location interactions (P < 001), showing the 
effect of N fertiliser availability on sowing time differed between the two locations. 
Independent analysis for each location showed that sowing time by N application rate 
interactions were significant at Adamitulu (P < 0.001), but not at Melkassa. Grain yields 
(mean of all cultivars) from early and late sowing scenarios were more responsive to N 
fertiliser at Melkassa than at Adamitulu, however, grain yields (mean of all cultivars) in 
the normal sowing scenario were more responsive to N fertiliser at Adamitulu than at 
Melkassa. Across the sowing windows at both locations, each cultivar grown with a high 
N rate out-yielded those grown with a low N rate (P < 0.01); however, yield was more 
responsive to N fertilisation when the late cultivar and early sowing, and the medium and 
early cultivars at normal sowing, were selected.
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Table 6.3: Minimum, average, median, maximum, and coefficient of variation (CV %) of simulated maize grain yields for different sowing 
windows (early: 1 March–30 May; normal: 1–15 Jun; late: 16–30 Jun), cultivar types (early, medium and late maturing), nitrogen (N) fertiliser 
rates (0, 25, and 50 kg N ha-1) at Adamitulu. 
Sowing window Cultivar 
Minimum yield  
(t ha-1) 
Average yield 
(t ha-1) 
Median yield 
(t ha-1) 
Maximum yield 
(t ha-1) 
CV% 
  N0 N25 N50 N0 N25 N50 N0 N25 N50 N0 N25 N50 N0 N25 N50 
Early Late 0.0 0.0 0.0 1.8 3.0 4.3 1.9 3.1 4.9 3.4 4.6 6.0 36.7 35.3 41.6 
 Medium 0.0 0.0 0.0 1.0 1.7 2.1 0.9 1.8 1.9 2.1 3.0 4.5 58.9 60.1 67.6 
 Early 0.0 0.0 0.0 0.9 1.4 1.8 0.7 1.2 1.2 2.3 3.0 4.3 76.7 78.6 87.0 
                 
Normal Late 0.0 0.0 0.0 1.7 2.7 3.5 2.0 3.3 4.0 2.9 4.4 5.7 23.9 24.9 25.0 
 Medium 0.0 0.0 0.0 1.3 2.2 3.0 1.5 2.5 3.5 2.0 3.1 4.2 28.5 27.3 27.4 
 Early 0.0 0.0 0.0 1.1 1.9 2.8 1.3 2.2 3.3 1.9 3.0 4.2 18.7 20.3 20.4 
                 
Late Late 0.0 0.0 0.0 1.7 2.5 2.9 1.8 2.7 3.6 3.0 4.3 5.5 23.3 25.4 29.5 
 Medium 0.4 0.4 0.4 1.4 2.2 2.9 1.5 2.4 3.1 2.3 3.4 4.6 18.7 20.3 20.4 
 Early 0.7 0.4 0.4 1.2 2.1 2.8 1.3 2.2 3.1 1.9 3.1 4.2 19.9 19.6 20.1 
N0: 0 kg N ha-1; N25: 25 kg N ha-1; N50: 50 kg N ha-1  
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Table 6.4: Minimum, average, median, maximum, and coefficient of variation (CV %) of simulated maize grain yields for different sowing 
windows (early: 1 April–30 May; normal: 1–15 Jun; late: 16–30 Jun), cultivar types (early, medium and late maturing), nitrogen (N) fertiliser 
rates (0, 25, and 50 kg N ha-1) at Melkassa. 
Sowing window Cultivar 
Minimum yield  
(t ha-1) 
Average yield 
(t ha-1) 
Median yield  
(t ha-1) 
Maximum yield  
(t ha-1) 
CV% 
  N0 N25 N50 N0 N25 N50 N0 N25 N50 N0 N25 N50 N0 N25 N50 
Early Late 0.5 0.2 0.1 1.6 2.9 3.7 1.9 3.2 4.5 2.7 4.2 5.6 53.9 41.4 43.8 
 Medium 0.0 0.0 0.0 1.1 1.8 2.4 1.2 2.3 2.5 2.3 3.5 4.8 66.6 53.4 62.7 
 Early 0.0 0.0 0.0 0.8 1.4 1.8 0.9 1.5 1.6 2.0 3.2 4.5 92.3 83.7 93.3 
                 
Normal Late 0.6 0.5 0.5 2.4 3.6 4.7 2.6 3.8 5.0 3.1 4.4 5.5 45.8 46.6 48.5 
 Medium 0.0 0.0 0.0 1.7 2.7 3.8 1.9 3.0 4.0 2.1 3.2 4.6 39.4 37.8 38.5 
 Early 0.4 0.0 0.0 1.4 2.3 3.3 1.5 2.5 3.6 1.9 2.9 4.0 41.1 42.8 44.9 
                 
Late Late 0.5 0.3 0.3 2.7 3.8 4.5 2.7 4.0 4.7 3.2 4.6 5.8 62.3 54.9 47.3 
 Medium 0.6 0.4 0.6 2.6 3.0 4.0 2.0 3.1 4.1 2.3 3.4 4.8 41.2 35.8 36.3 
 Early 0.5 0.5 0.5 1.7 2.6 3.7 1.7 2.5 3.7 2.2 3.4 4.6 39.5 34.3 31.3 
N0: 0 kg N ha-1; N25: 25 kg N ha-1; N50: 50 kg N ha-1 
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6.3.2. Farmers’ management 
 
The consequences of sowing decisions made when a sowing opportunity occurs are uncertain 
unless the chance of successful sowing and the risk of crop failure was analysed for each 
sowing window. Early sowing of a late-maturing cultivar represents what a typical farmer 
would choose to do when rains start early in March at Adamitulu and in April at Melkassa. 
For the early sowing window, the chances of successful sowing, after sowing criteria being 
met, were greater at Adamitulu than at Melkassa (85 vs. 97% of all years). The risk of crop 
failure due to a false break (when the firsts rain was followed by dry-spells causing seedling 
death) or prolonged dry-spells at later growth stages was assessed for an early sowing 
strategy. Early sowing of a late maturing cultivar caused crop failure in 10% of all years at 
Adamitulu, while the model simulated no risk of crop failure at Melkassa. For the normal (1–
15 June) and late (16–30 June) sowing window, farmers could use either the late-maturing or 
medium- to early-maturing cultivars. When following a normal sowing scenario, the 
likelihood of crop failure was 5% for each year. Crop failure did not occur for the late sowing 
window, except for the late-maturing cultivar at Adamitulu where there was risk of crop 
failure in ~15% of all years.  
 
With no N fertiliser applied to a late-maturing cultivar sown early, i.e., before 1 June (Table 
6.2), the chance of obtaining a threshold yield of 2.2–2.5 t ha-1 was ~30% at Adamitulu and 
0% at Melkassa. By sowing the late-maturing cultivar later in June, however, farmers at 
Melkassa could achieve the threshold yields in 68% of all years, whereas this was only 
possible in 35% of all years at Adamitulu. Using a typical farmers’ strategy of zero N 
fertiliser application, the targeted ‘threshold’ yields were unlikely to be achieved across the 
sowing window when either an early- or medium-maturing cultivar was selected.  
 
For the three sowing windows, median yields of the various cultivars were assessed for the N 
rate used by the majority of farmers, i.e., N0. For early sowing scenarios, the median yield of 
late cultivars at N0 (1.9 t ha-1) were the same at both locations. The median yields of late 
cultivars at N0 (~2 t ha-1) did not differ across the sowing window at Adamitulu, while the 
median yields at Melkassa increased from 1.9 t ha-1 at early sowing to 2.7 t ha-1 at later 
sowings in June (yield gain of +30%). With a medium or early maturing cultivar grown with 
N0, the long-term median yields did not exceed 1.5 t ha-1 at Adamitulu, and 2 t ha-1 at 
Melkassa, irrespective of the sowing window. 
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6.3.3. Management recommended by extension services 
 
Research and extension services recommend delaying sowing until June (normal sowing 
from 1–15 June), when rains are likely to be more reliable, and to sow a medium-maturing 
cultivar with application of N50 (recommended N rate). For a normal sowing scenario, the 
chance of sowing occurring was 17% greater at Adamitulu than at Melkassa. With late 
sowing (16–30 June; for which research and extension services advise farmers to sow an 
early cultivar at the recommended N rate), the sowing rule was met and sowing was 
simulated in 64% of all years compared to 41–58% of all years using a normal sowing 
window. At both locations, the likelihood of crop failure with normal or late sowing was not 
more than 5% of all years. With the application of N50, the chance of achieving threshold 
yields with a medium-maturing cultivar at normal sowing occurred in 90% of all years, with 
median yields of 3.5 t ha-1 at Adamitulu and 4.0 t ha-1 at Melkassa. When an early cultivar 
was sown late, providing N50 could guarantee farmers threshold yields in 80% of all years at 
Adamitulu and in >95% of all years at Melkassa, with median yields of 3.1 t ha-1 at 
Adamitulu and 3.7 t ha-1 at Melkassa. 
 
6.3.4. Comparison of farmers’ strategies and extension services recommendations 
 
Farmer strategies were compared with recommendations made by research and extension 
services. The sowing preference and cultivar choice define the two strategies, and the 
management scenarios were assessed using N0 and N50. According to the K-S test, the 
difference between yield CDFs associated with the farmers’ strategy and extension services 
recommendation was significantly different in distribution at N0 (P = 0.025) and at N50 (P < 
0.001). When comparing the probability distribution, the grain yields obtained with the 
farmers’ strategy was greater in 63–75% of years than the yields obtained by applying the 
recommendations of the research and extension services. From the CDFs curve, there were 
also significant differences (P < 0.001) in yield between application of the recommended N 
rate (N50) and the farmers’ typical application of zero N. Without N application, the farmers’ 
early sowing strategy using a late-maturing cultivar was likely to result in greater yield than 
using earlier cultivars at later sowings, as recommended by research and extension services, 
in 60–70% of all years (Fig. 6.2). 
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Compared to farmers’ zero N fertiliser application, the recommended N rate had a significant 
yield advantage in 85% of the simulated seasons, while the long-term median yields 
increased by 70–110%. For the normal sowing of a late-maturing cultivar at N50, the yield 
advantage was greater than the same cultivar when sown late (Fig. 6.3). Compared to the 
recommended earlier cultivars (medium or early cultivar), the likelihood of yield loss with a 
late-maturing cultivar increased from <10% to 16% at Melkassa and from <20% to 42% at 
Adamitulu, as sowing of a late-maturing cultivar was delayed from normal to late sowing 
(Fig. 6.4). With the application of N50, the late-maturing cultivar yielded appreciably less 
than the earlier-maturing cultivars in relatively poor seasons and the yield levels were poor 
(Fig. 6.2). Application of either N25 or N50 did not affect the uncertainty in inter-seasonal 
yield variability (CV%) compared to N0, when the late-maturing cultivar was selected for the 
early or normal sowings (Tables 6.4 and 6.5). 
 
 
 
Figure 6.2: Cumulative probability distribution for grain yield based on simulation analysis 
for early sowing of a late-maturing cultivar at 0 kg N ha-1 (ES-LM-N0) and at 50 kg N ha-1 
(ES-LM-N50), for the normal sowing of a medium-maturing cultivar at 0 N ha-1 (NS-MM-
N0) and at 50 kg N ha-1 (NS-MM-N50), and for the late sowing of an early-maturing cultivar 
at 0 kg N ha-1 (LS-EM-N0) and 50 kg N ha-1 (LS-EM-N50). The intersections between 
horizontal and vertical lines are for comparing the simulated median yields. 
 
6.3.5. Simulated best management practices 
 
With the application of either N0 or N25, there was a >85% likelihood of a yield advantage 
from selecting late-maturing cultivars over earlier-maturing cultivars for early and normal 
sowing windows in Adamitulu, and for all sowing windows at Melkassa (Fig. 6.3 and 6.4). 
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For the late-maturing cultivar, application of at least N25 could increase the long-term 
median yields by 44–68% compared to N0, and this increase could be achieved without 
inducing additional inter-seasonal variability in grain yield (CV = 35–47%) (Tables 6.3 and 
6.4). The chance of crop failure at Adamitulu was unlikely when selecting medium-maturing 
cultivars rather than late-maturing cultivars for late sowing, and the medium-maturing 
cultivar grown at N25 increased the median yield by 60% compared to N0.  
 
The combination of a late-maturing cultivar grown at N25 increased the chance of exceeding 
the ‘threshold’ yields in 75% of all years for the early sowing scenario, in 70–93% of all 
years for the normal sowing scenario, and in 67–88% of all years for the late sowing scenario. 
For the late sowing strategy, the chance of achieving the threshold yield using the late-
maturing cultivar was equal to that of the medium-maturing cultivar, and this was 15–18% 
more likely than yields achieved growing the early cultivar.  
 
 
Figure 6.3: Probability of a yield gain or loss for an early- and medium-maturing cultivar 
relative to a late-maturing cultivar (vertical line) when sown at a normal sowing window (1–
15 June) with application of N fertiliser at 0 kg N ha-1 (a), at 25 kg N ha-1 (b), and at 50 kg N 
ha-1 (c).
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Figure 6.4: Probability of a yield gain or loss for an early- and medium-maturing cultivar 
relative to a late-maturing cultivar (vertical line) when sown at a late sowing window (16–30 
June) with application of N fertiliser at 0 kg N ha-1 (a), at 25 kg N ha-1 (b), and at 50 kg N ha-
1 (c). 
 
6.4. Discussion 
 
Characterising the variability of maize grain yields in smallholder systems using crop 
simulation modelling is not a common research tool in Ethiopia. Previous studies showed that 
the large yield gap between potential and actual yield was mainly attributed to poor 
agronomic practices and climate variability (Wang et al., 2012; Meng et al., 2013; Kassie et 
al., 2014; Getnet et al., 2016). Irregular rainfall, even within the rainy period (Fig. 6.1), has 
led to management strategies aimed at minimising seasonal risks, rather than maximising 
production over a longer period (Tables 6.3 and 6.4). There is a need to understand and 
quantify how weather factors and management practices affect the yield variations of maize 
for developing better management strategies (Roxburgh and Rodriguez, 2016). For 
management practices, sowing date, cultivar type, and fertiliser input are the major factors 
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influencing maize yield in the semi-arid region of Ethiopia. During the farmer surveys 
(Chapter 3), the above-mentioned agronomic strategies were cited by many of the 
participating farmers as crucial in effectively managing the climate risk that is recurring in 
the semi-arid CRV of Ethiopia.  
 
Yield reductions due to early or late sowing dates are inevitable depending on the rainfall 
pattern and maturation characteristics of cultivars (e.g., Sorensen et al., 2000; Kucharik, 
2008). Therefore, appropriate sowing dates should be considered with weather factors and 
cultivar maturation, in order to match crop phenology with the expected water supply 
(Muchow et al., 1991). The use of crop model simulations could help identify high risk 
periods for sowing a given cultivar and to analyse the likelihood of attaining higher yields by 
reducing risk of severe yield reduction, or complete crop failure, due to long dry-spells at any 
stage of the growth period. As earlier sowing increases the length of the growing season 
(Kamara et al., 2009; Rurinda et al., 2013) considerable yield advantages could be achieved 
by selecting a late cultivar, early sowing combination. In production systems where fertilisers 
are not within farmers’ reach, the N flush from the soil early in the growing season is crucial 
for obtaining high yields (Jagtap and Abamu, 2003). When the rain is not sufficient to ensure 
an early sowing window, or when farmers are exposed to the risk of crop failure with early 
sowing, farmers may be forced to re-sow their fields. In this case, farmers would wait for the 
full onset of the monsoon kiremt rain, which is usually in June. Sowing in June at Melkassa 
could reduce the risk of crop failure while substantially guaranteeing better yields.  
 
At both locations, the simulations indicated that late maturing cultivars tended to out-yield 
the early and the medium-maturity cultivars when sown at early and normal sowing dates. 
This suggests that the use of a late-maturing cultivar is a feasible practice in the region for 
positive yield advantage in most of the simulated years, for achieving considerably greater 
median yields, and for increasing the likelihood of achieving the threshold yield. For early 
and normal sowing windows, the late-maturing cultivar did not induce long term risks of crop 
failure or yield variability for the N rate combinations (Tables 6.3 and 6.4; Fig. 6.2). The 
model demonstrated that the early-maturing cultivar would not yield any gains for any of the 
sowing windows. However, for sowing windows later than 30 June, early cultivars (<110 d to 
mature) would need to be tested as a feasible option for farmers who wish to grow maize 
after that date. The probabilistic estimates of crop yield showed that farmers would achieve a 
considerable benefit in the long-term if they opt to select late-maturing cultivars, especially in 
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high to average yielding years. Therefore, research on breeding needs to be tailored towards 
developing late-maturing genotypes that take >130 days to mature. Unlike Melkassa, 
medium-maturing cultivars are a better option for risk-averse farmers at Adamitulu where 
using late-maturing cultivars may risk crop failure or yield penalties in poor, to very poor, 
seasonal conditions. The correlation between the growth period with the start and length of 
the rainy season, and rainfall distribution, appears to play an important role in crop yield 
(Muchow et al., 1991). In general, the late-maturing cultivar can be targeted for both 
locations when there is early onset of seasonal rain, and the season is expected to be 
favourable with little risk of crop failure. However, the medium or early cultivar may not 
have the same yield potential to that of the late cultivar even when they are used in the 
normal to late sowing window. The reliability of early or medium cultivars with much lower 
probability of failure should be considered for areas like Adamitulu where the main rain of 
the Kiremt season usually ends earlier than in the Melkassa area. The likelihood of exposure 
to risk of terminal water deficit at Adamitulu is high. The results from this simulation study 
also provide impetus for breeding programs to target late-maturing cultivars in their program 
which may be suitable to the needs of smallholder farmers. If further evaluation in the field 
confirms that the late cultivars are suitable for normal or late sowing windows, at no 
additional cost, they have the potential to help farmers improve their productivity by 
increasing the yield frontier. With the use of crop simulations, crop breeders can easily 
characterise multi-environment trials into target population of environments (TPE) based on 
the environmental constraints and the frequency of their occurrence, and impact on 
phenotype (Chapman et al., 2002). For example, a specific target environment can be defined 
based on seasonal distribution of drought patterns during the crop cycle (Chenu et al., 2011). 
Such knowledge of the target environment, can help to predict the likely phenotypic 
consequences of trait and genetic variation in target environments (Edmeades et al., 2000; 
Chapman et al., 2003; Chenu et al., 2009; Messina et al., 2009; Chenu et al., 2011).  
 
Crop models can also improve decisions on crop N requirements, and importantly evaluate 
risk in relation to additional applications of N fertiliser (Hochman et al., 2009). Long term 
simulations showed that the increasing displacement of the probability curve to the right 
increased in response to application of N50 as the seasons’ productivity level increased (Fig. 
6.2). For example, farmers could achieve maximum yields of 5.8–6 t ha-1 when a late cultivar 
was supplied with N50. However, fertiliser recommendations for subsistence maize farming 
systems should be geared towards yield stability and achievement of a threshold yield in any 
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given year (Akponikpè et al., 2010; Kisaka et al., 2015). Irrespective of cultivar type, 
simulations showed that seasonal yield variability increased significantly with an increase in 
N rate applied as indicated by CV% values for early sowing. As sowing was delayed to 
normal- and late-sowing windows, temporal variability in grain yields with N fertiliser 
application decreased while the long-term median yield increased. For example, applying N 
fertiliser to the late sown maize reduced seasonal variability in grain yield at Melkassa, 
regardless of the cultivar choice. This suggests a less level of variance in year-to-year grain 
production was established at Melkassa by application of N fertiliser to the late sown cultivar 
(with fertiliser application, CV of 48% was reduced to 38%) over the simulation period. 
Differences in yield responses to inorganic N fertiliser between the different management 
systems (sowing time and cultivar type) may provide a basis to discourage farmers to adopt 
the current “blanket” fertiliser recommendations.  
 
The effect of seasonal rain varying in amount and distribution is one of the determining 
factors in affecting the temporal water supply to the maize crop (Muchow et al., 1994). This 
rainfall-related factor often imposes a risk in achieving better responses to N fertiliser, and 
many farmers do not like the risk associated with the use of expensive fertiliser in low and 
unpredictable rainfall environments (Dimes et al., 2011). There were some years that the 
modelling showed no grain yield at the study area. Similarly, total failure of a crop due to 
water stress was reported, even with the application of N fertiliser in semi-arid environments 
(Barron et al., 2003; Kamanga et al., 2014), However, the large yield responses to N 
applications in more than 90% of the seasons (Tables 6.3 and 6.4) suggest that an investment 
in N fertiliser by the farmers would be a relatively low risk option for farmers when maize 
was sown during the Kiremt season. And yet, 78% of farmers do not make this investment 
(see Chapter 3). The possible reasons for this are many: poor extension service or service 
advice, low technical efficiency due to blanket application to vastly diverse environments, 
lack of money to buy fertilisers, lack of economic incentives to apply fertilisers or lack of 
confidence in higher economic returns due to drought, untimely availability of inputs and/or 
weak markets, and/or lack of knowledge about beneficial effects of fertiliser use on the soil 
resource (Rötter and Van Keulen, 1997; Morris et al., 2007; Spielman et al., 2010). 
Enhancing social capital for promoting informal credit exchange among farmers, improving 
farmers’ financial capacity to buy fertilisers, and encouraging private fertiliser markets are 
key factors for alleviating the problem of poor inorganic fertiliser use in Africa (Knack and 
Keefer, 1997). 
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The model scenario at the study locations has shown that the use of moderate rates of N 
fertiliser may give greater yield responses with lower risks of crop failure. Farmers, who 
are faced with intermittent financial problems, should consider a low-cost application 
that would guarantee the minimum threshold maize yield even during a poor season 
(Jagtap and Abamu, 2003; MacCarthy et al., 2009; Kisaka et al., 2015). The application 
of 25 kg N ha-1 seems more acceptable as it guarantees a higher minimum yield in poor 
years and low inter-seasonal yield variation, thereby reducing exposure of smallholder 
farmers to climate risk. In addition to the high nutrient efficiency of micro-dosing 
technology, due to the targeted application of small rates of N fertiliser even under quite 
dry conditions, the technology is promising for its cost-effectiveness which may result in 
economically viable productivity gains for resource-poor farmers in SSA (Dimes et al., 
2002; Twomlow et al., 2010). Many farmers will be more likely to adopt this technology 
as long as it is appropriately demonstrated in SSA (Twomlow et al., 2010, 2011). As 
farmers see a positive response, they would be encouraged to make further investments 
in fertiliser. However, farmers need to be advised to employ good management practices 
(i.e., timely sowing, cultivar choice), that directly influence crop yields to realise the 
potential yield increases due to the application of N fertiliser (Tittonell and Giller, 2013; 
Kassie et al., 2014; Getnet et al., 2016). Once farmers start to witness the yield gain from 
application of modest rates of N fertiliser, they may be convinced that future yields from 
application of high rates of N fertiliser can be maximised in favourable seasons enabling 
farmers to store the extra grain harvest as a buffer against poor or drought years (Rurinda 
et al., 2013).  
 
As some farmers indicated during the farmer surveys (Chapter 3), a lack of response to 
inorganic fertiliser have been reported in other areas with low yields, particularly in 
situations where soil carbon levels have fallen to below 0.5% (Nziguheba et al., 2010). 
Many farming systems are reliant on nutrient mining with consequent declines in soil 
fertility and higher production risks in the long term (Snapp et al., 1998; Ncube et al., 
2007; Vanlauwe et al., 2011). In the study area, there is no return of crop residue into 
their soil because stover production is low and there are competing uses for stover, and 
soil degradation due to continuous loss of soil organic carbon is expected. In such 
instances, nutrient use efficiency is low unless the poor soil organic carbon stock of the 
soil is restored (Zingore et al., 2007a and b). The promotion of the use of smaller doses 
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of fertiliser without residues in Africa can be based on a number of logical arguments 
(Dimes et al., 2015). For example, when farmers apply crop residues in the N-poor 
cropping systems, there is a need to adjust fertilisation to compensate soil N immobilised 
in the short term, which can result in lower N-use efficiency compared with conventional 
systems. Recent research has highlighted the possibility of organic fertilisers in restoring 
carbon inputs to the soil, but more realistically a substantial increase in use of inorganic 
fertiliser is also urgently needed to boost soil organic carbon (SOC) through added 
biomass (Tittonellet al., 2008; Chivenge et al., 2011). McCown and Jones (1992) 
claimed that smallholder farmers would remain in a ‘poverty trap’ unless the continual 
loss of SOC is positively shifted towards a consistent improvement in SOC of the soil. In 
general, N-use efficiency of the crop could be improved if the spatial heterogeneity of 
smallholder farms is considered, and more effective fertiliser recommendations are 
designed for targeting existing soil fertility niches (Tittonell et al., 2007b). In an 
environment with poor soil quality, eco-efficient intensification of crop production can 
be ensured by demonstrating to farmers the benefit of applying mineral fertiliser and 
residue retention practices for renovating and building up the SOC stock (Fischer et al., 
2014). 
 
Based on data collected from three sites in the CRV of Ethiopia over 6–12 years, the gap for 
rain-fed (non-irrigated) maize yields obtained by smallholder farmers compared to yields 
from well-managed on-farm fields is in the order of 55 to 129% (Kassie et al., 2014). There is 
potential for narrowing the gap between the yields achieved in smallholder farms and those 
that can be achieved through improved management practices (Kassie et al., 2014). Given 
that smallholder systems are often low input, especially in SSA, there is likely much to gain 
from encouraging farmers to improve their technical efficiency gains from applying better 
agronomic management thereby extracting the full return from current technologies such as 
investment in N fertiliser input (Keating et al., 1991; Tittonell et al., 2008). In general, 
change in agronomic management and input investment strategies are needed in reducing risk 
associated with climate variability while improving production levels. Addressing farmers’ 
perception and management of the added risks from such changes in practice is a critical 
endeavour for successfully improving the eco-efficiency frontier (Carberry et al., 2013). 
Resources would be used more efficiently if maize grown on smaller, well-managed field and 
inorganic fertiliser applied at moderate rates rather than cultivating large portion of the fields 
and without applying inorganic fertiliser at all. As farmers is ensuring increase in the 
 150 
 
productivity of their staple maize crop for satisfying their household food demand, they are 
able to set aside land for the production of high value cash/market crops. 
 
APSIM predicted the seasons when crop failure and low yield levels occurred and this 
matched what farmers said when they were interviewed. APSIM was effective in providing 
information about the risk of seasonal weather to maize production in this region. By 
complementing APSIM with field trials, cropping practices that are practicable, low-risk, and 
adoptable can be developed for the wide variety of soil types and climatic conditions in the 
region. For the simulation study, only the parameterised soil data and single condition for the 
initial soil parameters were used as baseline information for model application. However, it 
would be necessary to represent the various typical site-soil conditions (soil fertility, PAWC, 
and plant rooting potential) of the study region to study the drivers of yield responses to 
fertiliser N as influenced by a range of management scenarios and site-specific conditions of 
the study region. 
 
Adoption of a technology by farmers is not mainly based on its agronomic performance but 
by other factors/uses that would be important to the overall farm production and household 
needs (Becker et al., 1995). These are dictated by production, economic, resource-use 
efficiency and environmental measures. Integrative assessments of whole farm systems that 
combine crop yield changes with socio-economic-value chain scenarios (Power et al., 2011; 
Rodriguez et al., 2014) can be done using simulation modelling in combination with agent 
based models (ABM) within a participatory action research approach (Meinke et al., 2001; 
Carberry et al., 2002; Castella et al., 2005; Valbuena et al., 2010). As a result, farmers, 
researchers and scientist can be engaged in a co-learning process so that important 
information can be generated that would help the key actors, including farmers, envisage all 
available alternatives on what they can achieve for their farms. This would help determine 
‘best fit’ technologies that could be best combined at the farm level to maximise productivity 
while reducing production risks of the farming system in variable and uncertain climates 
(Carberry et al., 2002; McCown and Parton, 2006; McCown et al., 2009; Dimes et al., 2015). 
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6.5. Conclusion 
 
In the semi-arid CRV of Ethiopia, farmers make decisions on cropping patterns as well as 
agronomic management strategies that include sowing time, cultivar type, investment into 
fertiliser input, and so on. Crop simulation and modelling approach can play an important 
role in research and development endeavours to identify strategies which are tailored to the 
variable season climate conditions of the semi-arid region. For the yield simulations using 
early sowing dates before June, there were better sowing opportunities than normal or late 
sowing windows, however, the probability of crop failure was very high. This is consistent 
with the experiences of the smallholder farmers at the study area who reported that there is 
high risk of yield loss in the early sowing window. The model simulation output also showed 
that farmers could tap into yield gains from the late-maturing maize cultivar, if farmers give 
up a sowing opportunity before June and wait until the normal and late sowing window for 
Adamitulu and Melkassa, respectively. The simulated probability distribution of yield for 0 
kg N ha-1is very steep, and it is indicative of a less variable, low productivity and low risk 
cropping system. Relative to the farmer baseline application of 0 kg N ha-1, the locally 
recommended rate of 50 kg N ha-1 can be expected to have negative effects on yield in about 
10–20% of the seasons, whereas maize yields of over 3 t ha-1are achievable in favourable 
seasons with a likelihood of occurring in 50% of the seasons. The findings suggest that the 
resource-poor farmers of the study areas, who traditionally grow maize without application of 
N fertiliser, need to be educated about the benefit of investing in modest amounts of fertiliser, 
as a feasible pathway for sustainable intensification of the maize systems in the CRV region. 
In general, the inter-seasonal variation in maize yields due to high rainfall fluctuations at both 
a temporal and spatial scale indicates that a blanket recommendation of N fertiliser as 50 kg 
N ha-1 for maximum grain yield cannot easily be transposed among the diverse locations in 
the region. The retrospective analysis using probabilistic estimates of maize yield for the 
historical weather data can be an effective means to assess the likely production risk as a 
consequence of various sowing opportunities along with different cultivars of varying 
maturity type and different rates of N fertiliser. Linking the capability of a bio-physical 
model with participatory research can be more effective for delivering effective management 
strategies that can fit into the bio-physical and socio-economic conditions of the smallholder 
farming systems in the dry land areas of Ethiopia.
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Chapter 7 General discussion 
 
7.1. Summary of the thesis 
 
A systems approach was employed to assess the bio-physical components of the farm as well 
as farmer activities in an attempt to solve complex problems in farm management. A systems 
approach is a novel method to capture the key bio-physical components of the farming 
system as well as the subjective perceptions, values and preferences of the smallholder 
farmers in risk-prone environments. The conventional approach of agricultural research and 
development is inadequate as it is poorly equipped to address the more complex situations of 
heterogeneous smallholder farms in climatically variable regions where multiple social, 
economic, and perceptual factors influence decisions and practices (Darnhofer et al., 2010). 
As a result, many of the promoted technologies and production strategies from conventional 
agriculture research and extension services have not been adopted by a number of 
smallholder farmers, partly because the promoted ‘solutions’ did not address their needs or 
particular situations (Brossier and Hubert, 2000). Systems approaches enable the 
incorporation of multiple perspectives in the analysis in order to understand the complex, 
variable and dynamic nature of the farming system and the processes through which 
beneficial changes can occur (Reynolds and Holwell, 2010). Depending on the type of 
problem(s) to be studied in the agronomic system, various systems-based research outcomes 
can be employed to address the issues raised at a specific scale (Kropff et al., 2001). 
Therefore, a thorough understanding of a system, at a field or farm scale, in the context of 
risk and uncertainty under variable climatic conditions is a requisite in order to capture the 
highly variable environment and production system, along with the multiple characteristics of 
smallholder farmers regarding their production objectives, aspirations and preferences. Such 
systems analysis can therefore assist in targeting locally relevant and effective management 
interventions that are in tune with the current, and increasingly variable future climate 
conditions, helping to achieve more sustainable, resilient and economical smallholder 
farming systems. 
 
The choices of farmers are not based on ‘objective’ facts, but influenced by many other 
factors such as their perceptions, risk attitude, resource level as well as by their values and by 
the activities of other members of the rural community. Various participatory approaches can 
 153 
 
be applied to account for the local farmers’ views and perspectives within a systems analysis 
framework (Lynam et al., 2007). In this study, Rapid Rural Appraisal (RRA) were used as a 
quick and efficient method to conduct a diagnostic survey at Bosset and Adamitulu Jido-
Kombolcha districts in the semi-arid region of the CRV in which farmers were engaged in a 
participatory fashion through individual interviews as well as focus group discussions 
(FGDs). In the region, variability in crop yields are directly tied to the rainfall in a given year, 
and as a result, there is a high uncertainty in crop production (Adimassu et al., 2012). The 
RRAs method allowed better insights of the complexity of how smallholder farmers perceive 
climate from one season to the other, and how the perceived and anticipated seasonal climate 
affects their cropping systems in terms of productivity and risks. In addition, a better 
understanding was gained regarding how farmers’ perceptions and knowledge of their local 
climate affects key agronomic decisions in response to the varying climate, particularly 
varying seasonal rainfall patterns. Therefore, the study was designed to be valuable for 
researchers and extension advisors in tailoring their services to suit farmers’ needs and 
support them in strengthening their capacity to better manage climate induced risk and 
uncertainty (Moyo et al., 2012; Rao et al., 2011; Campos et al., 2014). 
 
In the study districts, farmers were able to recollect historical climate patterns fairly 
accurately, and their responses did coincide quite well with that of the historical observation 
of rainfall events at each study location. In general, farmers’ collective perceptions of, and 
criteria to describe various seasonal climatic conditions, are based on a combination of 
various factors that affect crop production and are not entirely based on climatic observations. 
According to farmers, the way a given seasonal rainfall (timing of the seasonal rains and 
within-season distribution of rain) affects their crop at critical stages of growth and its final 
productivity is deemed the major determining factor to define a given seasonal climate as 
being ‘good’, ‘average’ or ‘bad’. Across individual, as well as different groups of farmers at 
each study location, there was a good deal of unanimity regarding their perceptions of 
varying seasonal climate scenarios, as well as their ratings of the local season-type, which 
corroborated fairly well with local meteorological records at each location. However, the 
study has also highlighted the general tendency of farmers to underestimate the good seasons. 
Similarly, many researchers have reported distortions of famers’ probabilistic estimation of 
good and bad seasons of their local environment affected by high inter- and intra-seasonal 
climate variability and risk (Sherrick et al., 2000; Rao et al., 2011; Moyo et al., 2012) due to 
the psychological tendency of humans to pay more attention to, and give more weight to, 
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negative impacts that are often attributed to a phenomenon known as ‘negativity bias’ 
(Hansen et al., 2004). The apparent similarities amongst individual farmers and between 
groups of farmers in how they perceive climate variability may be due to deeply ingrained 
beliefs and attitudes. Nevertheless, discrepancy between farmer perceptions and scientific 
observations might often be the case. In one way, meteorological definitions of rainfall 
anomalies do not consider the seasonal rainfall supply in relation to crop demand (Wilhite 
and Glantz, 1985; Osbahr et al., 2011) which is an important parameter that many farmers 
consider to describe their local climate. On the other hand, it is questionable whether this 
mismatch is due to inadequacy of the analytical method to capture and measure the real 
experiences farmers use to form their perceptions, or whether it is due to the subjectivity and 
biases in farmer observations and understanding (Coe and Stern, 2011; Rao et al., 2011). 
 
In general, farmers responded to the variable climate by modifying their agronomic decisions 
according to the actual, perceived and expected seasonal rainfall pattern. However, most key 
decisions are actually made at sowing and include agronomic decisions such as what crop 
species to sow, careful choice of cultivars and the portion of land being allocated to different 
crops and whether they should apply inorganic fertiliser. Moreover, farmers diversify their 
cropping practices using a mix of crop species both in space and time. Many of the 
interviewed farmers altered agronomic decisions in response to the seasonal rainfall pattern to 
better manage their exposure to climate variability (Pandey and Bhandari, 2009), however, 
agronomists simply recommended a fixed sowing window when rains were assumed to be 
reliably established in June when the main season rain, Kiremt, settled in. However, the effect 
of varying sowing dates and different cultivars on maize (Zea mays L.) yields, has yet to be 
properly evaluated in the semi-arid region of the CRV. As much effort in breeding research 
for semi-arid agro-ecologies is directed towards development of early- to medium-maturing 
cultivars instead of drought tolerant, late-maturing cultivars, many of the locally released 
cultivars have a crop maturity adapted to the length of the Kiremt season (i.e., June–
September) (Mohammed and Mulatu, 1993; Bogale et al., 2011). However, many farmers in 
the CRV aim to maximise grain and biomass yield by sowing late-maturing maize cultivars, 
especially if early rain in the Belg season (March/April–May) occurs.  
 
In the CRV of Ethiopia, soil nitrogen(N) is the most limiting nutrient in crop production 
(Adimassu et al., 2012), Soil fertility is generally degraded due to the ongoing nutrient 
mining associated with continuous cropping combined with limited use of fertiliser in any 
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form (Biazin and Stroosnijder, 2012). However, more than one-third of all participating 
farmers in the study area of the CRV believe that their fields are fertile or unresponsive to 
inorganic fertiliser input. Significant numbers of farmers in the CRV do not apply fertiliser 
because they think it offers no gain in crop yield, nonetheless, this hardly means that farmers 
are wrong regarding their perceptions of fertiliser use to increase their crop yield. In support 
of this perception, Getnet et al. (2016) reported that marginal differences have been observed 
between fertilised and unfertilised on-farm fields across many sites within the CRV region. 
Given the poor fertility status of most soils in the CRV region due to low soil organic matter, 
lower than expected, or no responses to fertiliser is expected (Zingore et al., 2007a and b; 
Marenya and Barrett, 2009; Nziguheba et al., 2010). However, much emphasis has been 
placed on the stimulating use of fertilisers without critically examining where fertiliser is 
efficient and where it is not (Sileshi et al., 2010). Further studies may be required to verify 
whether the soil organic stock of these fields is really so degraded and poorly responsive. If 
this is confirmed, intervention through integrated fertility management using organic 
fertilisers must be a priority to restore carbon levels in the soil, however, a substantial 
increase in the use of inorganic fertiliser is required to boost soil carbon through added 
biomass from crop residue, or the inclusion of a robust N-fixing legume species in efforts to 
reduce yield risks and increase adoption by smallholder farmers. As a result, degraded soil 
can be restored and crop yields increased (Tittonell et al., 2008; Sileshi et al., 2010; Chivenge 
et al., 2011).  
 
Like many smallholder farmers in the semi-arid region of Africa, many farmers in the CRV 
Ethiopia perceive there is higher risk of cash investment in high-priced fertiliser, and their 
risk-averse behaviour may act as a major deterrent in using inputs and taking advantage of 
improved technologies (Dimes et al., 2011, 2015; Twomlow et al., 2010). Recommended 
technologies should therefore include adequate information about probabilistic estimates of 
expected benefit and risk associated with the proposed technology under variable climates 
(Gadgil and Rao, 2000), so smallholder farmers can make informed decisions depending on 
their risk preferences and resource limitations (Rao et al., 2011). Thus there is a need for 
researchers to work in close collaboration with local extension officers in order to develop 
site-specific and climatically-relevant agronomic management strategies that can effectively 
adapt according to the local soil fertility status and the risk of input investment (Twomlow et 
al., 2010; Roxburgh and Rodriguez, 2016).  
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In general, farmers use incomplete or imperfect knowledge to make technical and financial 
decisions under complex, variable and dynamic farming systems (Rodriguez and Sadras, 
2011). Running field experiments for exploring the complexity of interactions of the bio-
physical and management components within a farming system are often too expensive or 
require long study periods to produce results representative of the system under study 
(Donatelli and Confalonieri, 2011). As a result, it is difficult to clearly unravel such 
information based on only a few years of field-based experimentation in a context of risk and 
uncertainty associated with climate variability. Alternatively, computer simulation models 
can be used as effective and efficient tools for analysing a system under investigation as well 
as estimating system performance based on crop-soil interactions under the driving forces of 
climate and management impositions (Donatelli and Confalonieri, 2011). In particular, 
relevant and credible crop simulation models can assist in providing answers to various 
research questions through exploring management scenarios in the context of historical long-
term climate variability (Meinke et al., 2001; McCown et al., 2009). In a systems approach, 
simulation modelling offers the possibility to better understand the various complex bio-
physical processes and their non-linear interactions when crops are grown under varying 
environmental and management factors. Identifying best combinations of genetic resources 
(G) and management practices (M) adapted to target environments (E) is, however, limited 
by the ability to identify favourable combinations of G, M and E given the resources 
available to explore among the myriad of possible combinations (Messina et al., 2009; 
Hammer et al., 2016). Crop simulation models like the Agricultural Production Systems 
sIMulator (APSIM) have been successfully applied in modelling smallholder farming 
systems in Africa (Whitbread et al., 2010) and are effective in capturing the interaction 
among different production system, soil, climate, and management factors (G x E x M) 
(Hammer et al., 2014; Holzworth et al., 2014). 
 
For effective application of crop models like APSIM in Ethiopia, however, data availability is 
typically a major limitation. In this study, a comprehensive data set was generated for 
modelling rain-fed maize systems in the CRV of Ethiopia. The dataset cover historic daily 
weather records and location-specific data related to crop growth and productivity, along with 
soil parameters to represent key system processes in both the crop and soil arena. After 
APSIM parameterisation, the model was found to be robust in reproducing the various system 
processes, as evidenced by the good agreement observed between the simulated and the 
corresponding observed values of crop phenology, grain and biomass yield and stover and 
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grain N concentrations as well as soil water dynamics. This was demonstrated in a 
statistically robust manner in which the model simulated the observed behaviour within the 
bounds of experimental uncertainty. For the study, a standardised collection of the most 
important bio-physical data (climate, soil and crop) was prepared to generate the essential 
input parameters for future model use in the semi-arid region of Ethiopia. For evaluating 
APSIM, datasets of six seasons from replicated field-based experiments at Melkassa were 
used to evaluate responses of the locally-adapted medium-maturing maize cultivar (cv. 
Melkassa-2) to differing sowing times and rates of N fertiliser. The various datasets were 
subsequently used to evaluate key aspects of model performance at varying seasonal growth 
conditions with a range of seasonal rainfall patterns, soil water and N regimes. The veracity 
of the locally-parameterised APSIM model in simulating crop phenology, above-ground 
biomass and grain yield was quite acceptable across the diverse dataset at the study location, 
and its performance must be considered adequate over the diverse dataset across a range of 
seasonal climates and imposed management practices. Furthermore, the model was tested to 
observe if it was capable of capturing variability in maize yields of five participating farms 
near the Melkassa area. The farmers were selected during the RRAs and recorded their 
detailed farm activities over two years (2010–2011). Yield distributions from farmer surveys 
and model outputs were compared to evaluate the performance of the model, and it was 
realistic in simulating maize yield as a consequence of local management practices imposed 
by the case study farmers. Therefore, the model was found robust and credible to be used for 
long-term simulations for in-silico experiments in evaluating the effect of various 
combinations of key agronomic management scenarios (i.e., sowing date, cultivar type and N 
fertiliser strategies) on production levels and risks of the maize-based cropping system in the 
region. 
 
Simulation and modelling is therefore a powerful approach for assessing technical feasibility 
and system performance for a crop production enterprise. For example, a crop model can be 
applied to evaluate performance of a maize system by exploring opportunities and risks 
associated with the various key management strategies, and ex-ante evaluation of the various 
simulation scenarios in the context of long-term climate variability. For the study, a 
modelling approach was applied as a means to enhance strategic learning as well as to 
identify feasible and flexible management options as possible future recommendations that 
can be adapted according to perceptions, risk preferences and resource levels of smallholder 
farmers who are operating in environment affected by climate risk. Learning about the effects 
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of climate variability on crop yield using simulation modelling can therefore replace 
researchers’, farmers’ and their extension advisors’ intuitive understanding with expectations 
of likelihoods derived from quantitative analyses (McCown et al., 2012), and therefore help 
to quantify the risks of various management options in the context of long-term climate 
variability (Meinke et al., 2001; McCown et al., 2009). 
 
In general, it is evident that the semi-arid regions of CRV Ethiopia in which systems are 
reliant on rainfall as a sole source of moisture for crop production, seasonal rainfall 
variability inevitably leads to highly variable production levels and risks. As a consequence, 
there is a growing need for increasing crop yield whilst reducing inter-seasonal variability or 
uncertainty in crop production. As a result, smallholder farmers’ livelihood as well as food 
security at a household level can be improved in the study region. Developing effective 
agronomic strategies, such as best-fit combinations of agronomic components, including 
sowing time, cultivar choice, and affordable investment in N fertiliser could be a stepping-
stone approach for sustainable intensification of smallholder crop production systems. 
Therefore, crop simulation is a quick and cost-effective way of exploring “what if” scenarios 
and formulating alternative management strategies that are effective for a specific location 
and farmer situation. This approach can assist farmers and their extension advisors in making 
informed decisions in the context of risk and uncertainty associated with climate variability. 
Among the various management decisions, farmers identified sowing time, cultivar choice 
and N fertiliser as the most important management factors they would consider, so they 
adjust their decisions based on these agronomic components according to the perceived or 
anticipated seasonal rainfall pattern at their specific locality. Therefore, APSIM was then 
configured to run long-term simulations of alternative management options including 
farmers’ key management scenarios, as identified by the participating farmers as important 
during the farmer surveys (RRAs), along with those recommended by agronomist/extension 
services. In the study, APSIM was also used to quantify production risks and yield benefit, or 
opportunities of yield gain, as a consequence of various combinations of agronomic 
management factors under varying climates (Whitbread et al. 2010, Carberry et al. 2004). 
Such estimates can be expressed as probability distributions, which allow quantification of 
production risks and levels in the context of long-term climate variability in a given locality. 
Therefore, a scientific study using a valuable tool such as APSIM, can play a key role in 
reducing farmers’ uncertainty about the outcome of various agronomic strategies and 
decisions by applying their local practices and existing standard practices from extension 
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services, along with adopting new innovative practices under varying climate, soil water and 
N supply conditions (Bouma and Jones, 2001). This approach can, therefore, allow 
researchers to provide farmers and their extension advisors with timely and relevant advice to 
help shape their local farming practices and significantly improve the capacity of smallholder 
farmers to better adapt locally relevant agronomic and technological strategies in the face of 
existing and evolving risk associated with climate variability. 
 
In general, maize productivity in the study area will be limited without fertiliser input 
regardless of sowing time and cultivar type. Multiple-season scenario analysis of the maize 
system revealed that moderate application of 25 kg N ha-1 can improve both the long-term 
median and the minimum threshold yields of maize while reducing yield variance across the 
seasonal conditions. Whilst greater gain in productivity was possible with 50 kg N ha-1, it is 
at the expense of increasing inter-seasonal variability in yield. An important implication is 
that making a uniform recommendation (e.g., ‘blanket’ application of fertiliser) based on 
performance under mean conditions may not be appropriate in environments where climate 
variability results in high seasonal fluctuations in crop production. Unsuitability of blanket 
application rates of fertiliser for the traditional ‘representative farmer’ is considered to be a 
key barrier to uptake of fertiliser use in the smallholder farming systems (Snapp et al., 2003; 
Whitbread et al., 2010). Therefore, smaller doses of fertiliser will be more acceptable as a 
first step in creating interest among resource-poor farmers in the region, who are reluctant to 
use inorganic fertiliser (Dimes et al., 2015). It has been demonstrated by Rao et al., (2011), 
that farmers at the study area greatly over-estimate the downside to yield risk and this plays a 
role in discouraging investments such as N fertiliser in their crop production (Cooper et al., 
2008).  
 
For this study, the parameterised local soil of Melkassa was assumed to be representative of 
good cropping soils in each of the study locations. The simulation of yield responses to N 
fertiliser as influenced by a range of agronomic factors, local climates and soil conditions 
(soil fertility, plant available water content and plant rooting potential) is considered to be a 
robust method for analysing various agronomic factors as the key drivers of N response 
across diverse locations in the CRV region. Given the soils in many parts of the semi-arid 
region are generally poor, investment in inorganic fertiliser are required to sustainably 
increase both crop and farm productivity. The scenario analyses also highlighted the 
limitation of N as a major constraint in the study system, and the importance of N fertiliser 
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for sustainably enhancing maize productivity. However, many of the interviewed farmers are 
concerned about perceived and realised seasonal risks associated with investment in N 
fertiliser. Irregularity of rainfall, even within the rainy period, has led farmers to a strategy of 
minimising seasonal risks, rather than to one of maximising production over a longer period 
(Schouwenars, 1988). Application of N fertiliser at a recommended rate of 41–64 kg ha-1 has 
been a standard practice in the study region (Debelle et al., 2011; Kassie et al., 2014), 
however, the vast majority of smallholder farmers have not adopted this recommendation 
because of its cost and the greater exposure to risk associated with the higher levels of 
investment (Getnet et al., 2016). 
 
The APSIM model also demonstrated that farmers can reduce risk and increase productivity 
of their maize system by adapting the most effective management measures such as sowing 
of a late-maturing cultivar at Adamitulu, either in the Belg season between March and April, 
or in the Kiremt season when monsoon rain settles in between early to mid-June. In places 
like Melkassa, farmers would be better off if sowing is postponed to June in the Kiremt 
season. The grain yield response of the late-maturing cultivar grown with application of 25 
kg N ha-1 was equal to that of the medium- and the early-maturing cultivars grown with 50 kg 
N ha-1, when compared in the early sowing scenario at Adamitulu and in the normal and late 
sowings at Melkassa. However, additional analyses with differing N application strategies 
than those used here are required to provide guidance on ways that may improve both N use 
efficiency and economic returns for N fertiliser use as expressed in the form of probabilistic 
estimates.  
 
Irrespective of sowing time, farmers could achieve greater yield gain and less risk of crop 
failure with a late-maturing cultivar than the recommended early or medium cultivars, except 
for late sowing at Adamitulu where there was high risk of crop failure in ~15% of the 
simulated years. This finding is consistent with the experience reported by the farmers. In 
contrast a late sowing opportunity with a late-maturing cultivar may not be an option in some 
places like Adamitulu, and must be managed differently from earlier maturing cultivars to 
avoid the possibility of producing crops with high biomass which are unable to fill grain due 
to water stress at the end of the season. Early maturity is also an important trait in areas 
where the season is short and terminal drought is common (Barnabás et al., 2008; Lopes et 
al., 2011). At a location like Adamitulu, farmers could avoid the risk of zero yields by 
selecting an early- to medium-maturing cultivar for a late sowing opportunity. By following 
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these strategies, maize responses to fertiliser inputs could be substantially maximised without 
increasing the risk of crop failure or inter-seasonal variation of yield. In general, using late 
cultivars for early to normal sowing opportunities could raise maize productivity under 
smallholder farming systems; however, this requires further evaluation in the field. The 
results from this simulation study may also provide additional impetus for breeding strategies 
to target late maturing and drought-tolerant cultivars in their research program. This may help 
avoid situations where farmers’ knowledge gaps in simple principles of good agronomic 
practices such as suitable cultivars and sowing dates, lead to large yield gaps (Roxburgh and 
Rodriguez, 2016). According to Dimes et al. (2015), simple agronomic management can lift 
yields and reduce yield variability and risk for approximately 30–40% of farms across eastern 
and southern Africa. In conclusion, basic agronomic management that accounts for the 
specificities of local climate and soil conditions can help farmers improve their productivity 
by increasing the yield frontier at no additional investment cost (Roxburgh and Rodriguez, 
2016). For the study area, desirable agronomic management practices in combination with 
modest rates of N fertiliser can significantly increase maize yield without additional risk. 
Similarly, fertiliser use, even at small quantities, seems to offer further gain in crop yields in 
semi-arid Africa (Twomlow et al., 2010; 2011), and this is particularly the case when 
fertiliser use is linked with better cultivar and agronomic management strategies, in part, due 
to their greater responsiveness to this input (Roxburgh and Rodriguez, 2016).  
 
This study demonstrates how simulations can help identify agronomic management strategies 
that may still lead to increase in yield gains in the face of climate variability with minimum 
fluctuations in crop production and risk of crop failure. Therefore, farmers in the CRV of 
Ethiopia have an opportunity for a significant increase in maize production by improving 
their technical efficiency through better management and increasing the use of fertiliser input. 
In particular, if context relevant information on climate related risk and returns is provided to 
farmers in the semi-arid environment, they might feel more confident to invest in crop 
production and technologies. This may be considered as a stepping-stone in the dissemination 
of knowledge- and cash- intensive technological innovations (e.g., high application of 
fertiliser, CA and ISFM) that promote the inclusion of both agronomic and natural resources 
management practices as critical elements of a balanced and sustainable agricultural 
intensification package. The flow–on effects are expected to provide benefits to smallholder 
farmers by sustaining their yields in the long term (Giller et al., 2011a; Shiferaw et al., 2014; 
Dimes et al., 2015; Roxburgh and Rodriguez, 2016). 
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7.2. Methodological limitations of the study, conclusion and the way forward 
 
As variability in season rainfall pattern is the main cause of yield variability and production 
uncertainty in the region, this study demonstrated the potential of crop simulation and 
modelling as a new research tool in Ethiopia to determine the magnitude of inter-annual 
maize yield variability and risk of crop failure associated with current and alternative 
innovative management strategies in the face of climate variability(Keating et al., 2000; 
Hansen, 2005; Moeller et al., 2008; Meza and Silva, 2009; Rodriguez et al., 2014). Moreover, 
the use of crop models can offer leverage for researchers to identify potential agronomic and 
fertility management opportunities that can increase crop yield while reducing production 
risk for smallholder farmers according to their risk preference and resource level. As a result, 
it could provide a clear picture to farmers or farmer groups about the risk dimension of the 
various management scenarios. The issue of whether the various adaptation strategies for 
current climate variability are also effective to climate change remains to be resolved 
(Hochman et al., 2017b). Anyway, this can provide a benchmark of yield variability against 
which future climate change induced variability may be compared. However, farmers’ 
capability to better adapt to the challenge of current climate variability must first be 
enhanced, otherwise the challenge of adapting to future climate change with anticipated 
increases in climate variability will prove daunting for most, and impossible for many 
(Cooper et al., 2008). 
 
In a context of risk and uncertainty associated with climate variability, farmers could only 
make better decisions from the long-term simulation scenarios if the risk information 
associated with existing and innovative practices can be properly discussed with and 
communicated to farmers. In conclusion, the use of crop models with long runs of daily 
climatic data provide a quick and less costly opportunity to create a ‘virtual world’ wherein 
simulation experiments may be conducted in concert with farmers to facilitate a co-learning 
process and practical management decision-making, leading to the development of more 
productive, profitable and resilient farm businesses (Rodriguez et al., 2011). The model, 
however, needs to be rigorously parameterised and well tested for representative locally-
adapted crop cultivars of varying maturity-type, along with a range of production systems, 
key management impositions and environmental factors (i.e., dominant soils and local 
climates). This may allow for the model to be used to its full potential as well as warranting 
researcher confidence in using such a model as a state of the art tool for cropping systems 
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research to simulate new and innovative practices across a greater array of environmental 
conditions. Moreover, the scenario outputs of APSIM from the long-term simulations and 
modelling can be effectively applied to support local farmers and their extension advisors in 
making informed decisions through adopting locally relevant and desirable management 
strategies and practices. Multiple management options can be applied in targeting feasible 
interventions according to specific bio-physical and socio-economic conditions that can 
therefore improve resource-use efficiency under the prevailing climate risk and N-deprived 
system whilst enhancing production levels and risks of the maize-based cropping system. 
 
Systems approaches such as participatory-based simulation modelling can be more valuable 
when it is effective in posing a wide range of ‘what if’ questions asked by farmers, as well as 
providing good insights and answering farmers’ climate risk management concerns (Carberry 
et al., 2004; Whitbread et al., 2010). In this way it can help farmers to see in practice how a 
simulation and modelling approach is helpful in guiding their decision making in the context 
of the long-term characteristics of climate variability (Dimes et al., 2003; Cooper et al., 
2008). In the study, farmers were only involved in the participatory diagnosis stage that 
allowed better insights into their decision making and the challenge of managing climate 
variability and risk, as well as where the opportunities for improvement may lie that enable 
them to better respond to this environmental stressor. In the study, a simulation and 
modelling approach was employed without engaging farmers in the process of exploring the 
various management scenarios for identifying the potential management options for future 
recommendations. Participatory-based simulation modelling, however, has been rarely 
acknowledged for solving actual agricultural problems and affecting farmer decision-making 
(Carberry et al., 2004). The FARMSCAPE (Farmers’, Advisors’, Researchers’ Monitoring, 
Simulation, Communication and Performance Evaluation) approach can be taken as a typical 
example of an interface that takes a systems approach one step further by coupling simulation 
of relevant farming events and actions into the context of farmers’ learning and solving 
problems that lead to on-ground changes in management practices (Carberry et al., 2002). 
Moreover, it aroused interest amongst smallholder farmer groups as they gained confidence 
in the plausibility of simulation results and potential usefulness of the models (Hochman et 
al., 2017a and b), which can potentially lead farmers to engage in discussions about how the 
model can be used to answer a range of “what-if” questions and subsequent exploration of 
management opportunities (Dimes et al., 2003; Cooper et al., 2008). This method, in which 
participatory action-research is combined with a soft systems approach (Checkland, 1981), 
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was adopted by engaging farmers as the key decision makers in their management situation 
while using hard systems tools such as complex dynamic-based crop models for simulation 
analysis of diverse management options at the local field level for assisting farmers to make 
informed cropping decisions in the face of variable and uncertain climate (Carberry et al., 
2002; McCown et al., 2009). Its success seems to be related to the fact that farmers and their 
extension advisors have played key roles through their direct participation in the design and 
implementation of the approach, including adjustments to the crop model based on farmers’ 
recommendations and demands depending on each farmer’s particular situation. As such, 
these results were achieved following a lengthy investment in research and development (Le 
Gal et al., 2011). 
 
Smallholder farming systems are complex as they commonly have several components (e.g., 
crop and livestock production and capital and labor investments) which are tightly interlinked 
towards achieving a multitude of goals (e.g., food self-sufficiency, income generation and 
risk management). In a complicated and dynamic smallholder farming systems in SSA where 
a number of alternative crop and livestock enterprises are the key components of the system, 
household farms face multiple trade-offs between objectives when deciding on the allocation 
of their limited resource to competing production activities (Tittonellet al., 2007a; Rodriguez 
et al., 2011). Therefore, it is insufficient to focus on one crop, as changes in the productivity 
of individual crops might not reflect the fact that farmers effectively manage their limited 
resources to satisfy a number of objectives at the whole-farm level (Power et al., 2011). For 
analysing interventions on the performance of a system at the crop or the field or the whole-
farm level, it is important considering several indicators relevant to the system properties 
under study. However, one of the limitations of the study was that the various management 
scenarios were not evaluated using multiple criteria such as economic benefit and water and 
nutrient productivity as well as sustainability of the farming system that provide situation 
specific trade-offs information between competing objectives, such as enhancing profit, food 
security, livelihoods; rather than simply increasing crop yields (Tittonell et al., 2007a). In the 
context of diverse and complex bio-physical and socio-economic system, integrative 
assessment of the farming systems, in which farmers are engaged in participatory discussions 
about the long-term simulation scenarios, can guide farmers’ decision on how to better target 
practices, and allocate household investments to maximise benefits while minimising trade-
offs (e.g., risk) (Van Wijk et al., 2009; Dimes et al., 2015). In other words, ‘multiple options’ 
rather than a ‘single best-bet solution’ approach to technology identification and development 
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is a feasible approach that can potentially help to better target technological recommendations 
and system changes that are suited to specific level of resource endowment, risk preference 
and livelihood strategy of local farmers (Giller et al., 2011a and b). To achieve this, 
integration of socio-economic and bio-physical approaches can provide an opportunity to 
quantify the impacts of investments on alternative technological interventions in terms of 
levels of food security, risk, household profits, and environmental outputs (Rodriguez and 
Sadras, 2011; Kalaugher et al., 2013). To fully exploit the linkages between components of 
the system at a farm scale, it is essential, however, that crop simulation models are configured 
for generating information that can help farmers envisage what they can achieve from what 
has been simulated. This will allow farmers to explore the impact of alternative allocation of 
limited production resources on their farms based on their multiple objectives across a 
number of alternative farm enterprises at the whole farm level, which can vary depending on 
farmers’ capacity, capability and preferences (Power et al., 2011; Rodriguez et al., 2014).  
 
In recent years, a better understanding of farmer differences has gained widened awareness in 
developing possible opportunities according to farmers’ situations who are varying in their 
cropping decisions to manage and allocate limited resources to satisfy multiple objectives 
across a number of alternative enterprises (Rodriguez and Sadras, 2011). Assessment of the 
feasibility of proposed management alternatives for smallholder farmers require having a 
clear understanding of, and insight into, the management aspects of the household in relation 
to the bio-physical aspects of the production system (Thornton and Herrero, 2001). 
Therefore, adoption of technologies and practices do not only depend on their technical 
relevance in improving yields, rather on several decisive factors that can be grouped into 
broad categories such as technology-specific (e.g., soil type and management regime), 
household-specific (e.g., farmer perceptions, resource endowment, and household size) and 
bio-physical-specific in a given policy framework and institutional context, particularly the 
farmer’s market access and farmer’s market participation (Rodriguez and Sadras, 2011). 
Therefore, it appears critical to model several type of household typologies and their 
collective interactions with markets using advanced integrative analysis tools in combination 
with in-depth household survey information (Valbuena et al., 2010; An, 2012). Therefore, 
model integration into local research and extension platforms in Ethiopia needs to be part of a 
wider intervention that considers the whole farm scale. 
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For developing locally relevant and effective interventions according to the needs of 
smallholder farmers, promotion of innovation system where researchers, extension advisors 
and farmers can create good partnerships and strong synergy between them to develop and 
adapt technologies has been definitely required for enabling these key actors to work closely 
and achieve great success in agricultural RD&E endeavours (Twomlow et al., 2010; 
Thierfelder and Wall, 2011). In particular, the fragmented organisation of agricultural 
production renders it difficult for researchers to interact with a large range of farmers, 
especially when they are not institutionally organised. Therefore, designing and 
implementing specific mechanisms such as communication platforms between researchers, 
farmers and advisors may be useful to identify common problems and to discuss the value of 
alternative solutions (Hocdé et al., 2009). Integration of multidisciplinary teams in trans-
disciplinary research approaches, as well as participatory approaches, are therefore required 
to allow for sustainable intensification of agricultural production (Meinke et al., 2009: 
Rodriguez and Sadras, 2011; van Ginkel et al., 2013; Giller et al., 2015). A proactive 
approach that combines promising technological, institutional and policy solutions to manage 
the risks within vulnerable communities needs to be implemented by institutions operating 
from a community to national level. This type of approach is considered to be the way 
forward for managing climate variability effectively (Shiferaw et al., 2014). In general, 
emphasis should be given to the need for substantial investments in institutional structure, 
agricultural RD&E, access to finance, and ways to better manage and reduce risks in both 
agro-technical as well as socio-economic terms if smallholder farmers in Ethiopia are to 
adopt technology that can close the huge yield gaps (World Bank, 2008, Keating et al., 2010). 
As a result, future food security and the livelihoods of the farming community can be 
enhanced in risk-prone and semi-arid regions of Ethiopia. 
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Appendix 
 
Focus Group Discussion Questions 
 
This focus group interview is aimed at understanding what farmers think and do regarding the 
impact of climate variability on their farming activities. We are interested to document the 
kind of seasonal forecasting they use, their sources of climate information and how their 
understanding of climate variability translates into farm management decisions and actions. 
The following questions will guide the discussions. 
 
 Part 1: Perceptions, attitudes and knowledge about climate variability 
 
1. How do you describe the variation in climate, for example how rains are different 
from one year to another year?  
Seasonality diagramming: - (These will be done with the use of stones, sticks 
or different coloured seeds to represent month’s quantities of historical 
rainfall as back as farmers can remember) 
 
a. In what ways does rainfall vary from year to year? In your opinion, has there 
always been variation from year to year in the rains? 
 
b. Is rainfall becoming more variable or less?  
 
c. Do you see any patterns in variation from year to year? Does one event usually 
follow another one (e.g., dry season occurs every five years)? Are the patterns 
changing? How are they changing? 
 
2. How is rainfall affecting maize production? Do you think the seasonal rainfall is 
reliable for maize production?  
 
a. From your experience, what do you consider to be a good, an average and a 
bad season for growing maize? (i.e., with respect to on-set of rain, seasonal 
rainfall amount, seasonal rainfall distribution, dry-spells, or others) 
 
b. How often do you have bad seasons for maize? Are they becoming more or 
less frequent? 
 
3. What other kinds of climate variability might there be such as in temperature, wind?  
 
a. In what ways does variability in temperature and wind affect maize 
production? 
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b. What extreme weather events have you experienced? What happened? In your 
view, how would you describe extreme weather/climatic events? (Refer to 
those years stand out in your memory and describe featuring characteristics 
of extreme events).  
 Part 2: Perception, attitude and knowledge of climate risk and key management
 decision influenced by climate 
 
4.  What are your maize and other major crops yields during good, average and bad 
seasons? e.g., crop yield in kilogram per kert* (*=quarter of a hectare) 
  
a. How do you rate the rainfall seasons for maize production during the last 20 
years? 
 
b. What is the lowest, most likely and the highest yield of maize crop in the last 
20 years? How often have they occurred?  
 
c. In what ways are your maize crops affected by extreme events such as drought 
and flood?  
 
5. What methods have you used to deal with climate variability? (e.g., land allocated for 
different crops, sowing date, planting density, crop or cultivar selection etc.) 
 
a. Which key management decisions in your farm activities are influenced by 
climate variability and adverse weather events? 
 
b. In your opinion, do you think your methods are adequate to face the problem  
of existing climate variability? 
 
Part 3: Awareness and use of seasonal climate information 
 
6. Do you use forecasts to estimate what season lies ahead? How long have you been 
using the forecasts? 
 
a. Have you used climate forecast information issued by the National 
Metrological Service (NMA)? What do you understand by the terms: above-
normal (A), normal (N) and below normal (B) rainfall? How useful was it? 
 
b. What other methods have you used to forecast what season lies ahead? (Please 
describe any belief, local indicators/signals or any things that you can 
observe) 
 
c. How do NMA forecasts differ from other methods of weather forecasting?  
How are they similar? Do they conflict? Which is better and why?  
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7. How do you apply the climate forecast information in tailoring your management 
decisions?  
a. Can you explain how you applied any aspect of other forecast methods in 
making farm decision? 
 
b.  Which parts of the NMA seasonal climate forecast information have helped 
for your farm activity? Explain how (e.g., on-set of rainfall, amount of 
seasonal rainfall etc.) 
 
c. Have you ever decided not to apply seasonal forecasting? What did you do 
and what happened? 
 
8. Do you combine your other knowledge with the NMA forecasting issued from NMA in 
your farm-decision making? If yes, how? 
 
a. If the forecasts are for a good season, how do you respond? Do others agree? 
Who would have a different response? What explanations do you have for the 
different responses? How is your farm level decision making process affected 
according to different farm typology (e.g., house-hold land holdings, wealth 
category) and/or bio-physical condition (e.g., soil fertility status, soil water 
holding capacity of the farm)? 
 
9. How accurate are the different types of climate forecast information? And how reliable 
are they? (Seasonal climate forecast from NMA; traditional forecast method; a 
combination of forecast from NMA and traditional forecast method). 
 
10.  Will more advanced seasonal climate forecasting aid your farm decision making in 
future? 
 
a. How could the seasonal forecasting be improved to best suit your needs in the 
future? 
 
11.  How do you plan to change your farming methods if seasons keep shifting as you have 
observed? 
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Key-informants Questionnaire 
 
This key informant interview questionnaire will be administered to a selected group of  
people who are especially knowledgeable or experienced about the issue and are willing to 
share their knowledge. The interview will be conducted in a face to face setting which allows 
the researcher to seek new insights, ask questions, and assess phenomena in different 
perspectives. A broad range of insights about farmers’ attitudes, perceptions and knowledge 
of past climate variablity will be sought, as well as how their understanding of climate 
variability translates into farm management decisions and actions. The kind of seasonal 
forecasting they are using and the value of seasonal climate information in guiding their key 
management decision will be assessed and documented. 
 
Part 1: Respondent information, farm characterstics and farm experience 
 
1. Location of farm (coordinate):___________Village__________District___________  
a. Gender________ Age___________ level of education_____________ 
 
b. How long have you been farming?__________years 
 
c. What is the total size of the land you farm?________hectare (ha) 
 
d. What crops do you grow?_________How long have you planting 
maize?______Years 
 
e. How much of your farm do you use to grow maize?_____ha 
 
f. Do you plant crops according to (soil type (local name of the soil), topographic 
position, or other criteria?______________________________.  
 
g. And on which of your farm plot  do you grow maize?_______________________. 
 
Part 2: Perceptions, attitudes and knoweledge about climate variablity 
 
 
2. How do you describe the climate variability of a season from one year to another year, 
orfrom one crop season to the next?  
 
___________________________________________________________________________ 
___________________________________________________________________________ 
___________________________________________________________________________ 
3. Was there a variability of seasonal rainfall ‘Kiremt’ from one year to another year? 
 
_________________________________________________________________________ 
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___________________________________________________________________________ 
___________________________________________________________________________ 
4. How do you describe your local historical Kiremt rainfall?  
 
I. Variable 
II. Some patterns (e.g., dry season or drought event usually follow after 
three years of wet season) 
III. Not changed too much (more or less persistent rainfall ) 
 
5. How do you determine the start of the rainy season in your area? And how do farmers 
judge when rain is sufficient for planting?Please explain  
 
___________________________________________________________________________ 
___________________________________________________________________________ 
___________________________________________________________________________ 
6. What did you observe about the start date for the Kiremt season? 
 
I. Variable 
II. Some  pattern (e.g., late start of the seasonal rainfall once in every 
three years)  
III. Not changed too much 
 
7. What did you observe about the duration of Kiremt season in the past years? Please 
explain  
 
___________________________________________________________________________ 
___________________________________________________________________________ 
___________________________________________________________________________ 
8. How do you explain the duration of the Kiremt season?    
 
I. Variable 
II.  Some  pattern (e.g., shorter duration of the  season once in three years) 
III.  Not changed too much 
 
9. What does dry-spell mean to you? Please explain  
 
___________________________________________________________________________ 
___________________________________________________________________________ 
___________________________________________________________________________ 
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10. Did you observe any variablity in the occurence of dry-spells, i.e., periodswithout or very 
low rainfall during the cropping period? 
 
I. Variable 
II. Some pattern (e.g., long dry-spell during mid or late season once in 
three years) 
III. Not changed too much  
 
11. How do you describe the level of temperature fluctuations over a long-time period? Did 
you observe unusually high or low temperatures that affected your crops? Please explain  
 
___________________________________________________________________________
___________________________________________________________________________ 
___________________________________________________________________________ 
12. Did you observe any variablity in  temperature? (Months are  considered as reference) 
I. Variable 
II. Some pattern (e.g.,  high or low temperature once in five years) 
III. Not changed too much 
 
Part 3: Perception, attitude and knowledge of climate risk and key management decisions 
influenced by climate 
 
13. What factors do you think describe a poor, an average and a good rainfall season? (in 
terms of seasonal rainfall amount, on-set of rain and seasonal rainfall distribution and 
temperature or other criteria).  
 
___________________________________________________________________________ 
___________________________________________________________________________
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How do you rate the rainfall seasons for maize production during the last 13 years? 
Year Low Average High Comments 
2011         
2010         
2009         
2008         
2007         
2006         
2005         
2004         
2003         
2002         
2001         
2000         
1999         
 
14. What is the lowest, most likely and the highest yield of maize crop? And how often they 
occur?  
Lowest yield 
(Kilogram/Kert*) 
How often in 
the last 10 
years 
Most likely yield 
(Kilogram/Kert) 
How often in 
the last 10 
years 
Highest yield 
(Kilogram/Kert) 
How often in 
the last 10 
years 
            
Kert* (*=quarter of a hectare) 
 
15. Which of the following is the most important climate risk that affects your maize yield? 
Prioritize according to their importance 
 
I. Late start of rainfall [ ] 
II. Rain earlier than normal [ ] 
III. Insufficient rainfall at the start of the season [ ] 
IV. Early cessation of rainfall [ ] 
V. Frequent heavy rainstorm [ ] 
VI. Frequent dry-spells of more than one week [ ] 
VII.  Dry-spells around flowering [ ] 
VIII.  Dry-spell after flowering (during grain filling stage) [ ] 
IX. Unusually low or high temperature [ ] 
X. Other criteria [ ] 
 
16. In your opinion, how do you describe extreme climatic events? And which of the years do 
you think there was an extreme weather event, since you started farming? Please explain 
 
___________________________________________________________________________ 
___________________________________________________________________________ 
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a. Have you noticed any extremely unusual climatic event such as flood or drought since 
youstarted farming? Please explain 
___________________________________________________________________________ 
___________________________________________________________________________ 
17. Do you remember how climate affected your maize yield?And did that affect you?  
Climate risk 
Number of 
times in the 
last 10 years 
Consequence 
Effect on crop 
yield/production 
(% change) 
Adaptation strategy 
(what did you do?) 
Late start of rain     
Insufficient rain at the start of 
the season    
 
Early cessation of rainfall     
Frequent heavy rain     
Dry-spells around flowering     
Dry-spells after flowering     
Unusual high or low temperature     
Others (specify)     
 
18. Can you name in practice, the various methods you use to deal with impacts of climate 
variability? Please rate according to their importance  
 
I. Land allocation for maize and other crops [ ] 
II. Timing of planting [ ] 
III. Change in planting density [ ] 
IV. Crop to plant [ ] 
V. Change in cultivar selection (short cycle vs long cycle cultivar) [ ] 
VI. More or less amount of fertiliser [ ] 
VII. Timing of fertiliser application [ ] 
VIII. Source of seed [ ] 
IX. Growing of two or more crops [ ] 
X. Use of moisture conservation method (tied-ridging) [ ] 
XI. Others (specfy)________________________ [ ] 
 
19. In your opinion, do you think your methods are adequate to face the problem of existing 
climate variability? Please explain 
 
___________________________________________________________________________ 
___________________________________________________________________________ 
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Part 4: Awarness and use of seasonal climate information 
20. Do you use any form of weather or climate forecast? Yes [ ] No [ ]  
 
21. If no, why not_______________________________________ 
22. If yes, what kind forecast do you use about the local weather/climate condition? 
Only traditional forecasts [ ] Go to 24 
Only operational forecasts from NMA [ ] Go to 25 
Both forecast methods [ ] Go to 24 
 
23. What methods or knowledge do you use in seasonal rainfall forecasting? Please explain  
___________________________________________________________________________ 
___________________________________________________________________________ 
___________________________________________________________________________ 
24. Are you aware of climate forecasts issued by the National Metrological Service (NMA)? 
Yes [ ] No [ ] 
 
25. If yes, what was the first year you ever received seasonal forecasts? 
__________________ 
 
26. If no, why? _________________________________________________  
 
27. If you get the chance to receive seasonal climate forecasts issued from NMA, what 
specific climate-related information do you need for your key management decisions? 
 
___________________________________________________________________________ 
28. How do integrate the different forecasting methods in making farm decisions? 
Pleaseexplain 
 
___________________________________________________________________________ 
___________________________________________________________________________ 
___________________________________________________________________________ 
29. Have you ever experienced any conflicting information between  local knowledge and 
methods and NMA operational forecasting about the seasonal outlook?  
 _______________________________________________________________________ 
 _______________________________________________________________________ 
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30. Do you understand the information issued by NMA about the seasonal climate condition?  
 
a.  What do you understand by the terms: above-normal (A), normal (N) and below 
normal (B) ? 
___________________________________________________________________________ 
___________________________________________________________________________ 
b. Which seasonal climate forecast information did help for your farm activity? 
(e.g., on-set of rainfall, amount of seasonal rainfall 
orspecify_________________________) 
31. Is seasonal forecast information provided from NMA suited to your needs?   
 Yes [ ] No [ ] 
 
a. Please explain the relevance of climate-related information issued from NMA 
including what could be changed to better suit your needs? 
 
___________________________________________________________________________ 
___________________________________________________________________________ 
___________________________________________________________________________ 
32. Do you use any indicators/signals to foretell the seasonal climate condition? Give 
practical example how you applied any aspects of local indicators/signals in making farm 
decisions? 
Indicators/Signals 
Condition of the season  What did you 
do? dry wet 
abnormally 
dry 
abnormally 
wet 
start of the 
season 
           
            
            
            
            
            
            
 
 
33. How do you describe the accuracy of climate forecast information from NMA or using 
your traditional forecast using on scale of 1 to 4? 
 
very accurate [4], fairly accurate [3], accurate [2], not accurate [1] , don’t know [ ] 
 
34. How best would you describe the accuracy of combined use of forecast from  
 NMA and traditional methods on a scale of 1 to 4? 
 
very accurate [4], fairly accurate [3], accurate [2], not accurate [1] , don’t know[ ] 
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35. How do you rate the reliability of climate forecast information from NMA or traditional 
methods in making farm decisions using a scale of 1 to 4? 
 
very reliable [4], reliable [3], somehow [2], not reliable [1], don’t know [ ] 
 
36. What of the reliability of climate forecast, by combining the traditional climate forecast 
information and from NMA? 
 
 very reliable [4], reliable [3], somehow [2], not reliable [1], don’t know [ ] 
 
37. Do you think advanced information on seasonal climate forecasts will generally aid your 
decisions?  
  
   1 [ ]  2 [ ]  3 [ ]   4 [ ]  
(strongly disagree)      (strongly agree) 
 
38. How do you plan to change your farming methods if seasons keep shifting as you have 
observed? 
 
___________________________________________________________________________ 
___________________________________________________________________________ 
___________________________________________________________________________ 
