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“The important thing is not to stop questioning. Curiosity has its own reason for exist-
ing. One cannot help but be in awe when he contemplates the mysteries of eternity, of
life, of the marvelous structure of reality.”
Albert Einstein
Abstract
Numerical simulations play an important role in research and development of internal
combustion engines (ICE). Existing numerical approaches for engine simulation have
been proven to be accurate in reproducing a wide range of physical phenomena inside an
ICE. Numerical studies on more complex issues related to ICE, such as NOx formation,
knock, ignition or cycle-to-cycle variation (CCV), have become more feasible and reliable.
Together with the increase in the computational capacity and the advancement in the
numerical methods, developing numerical approaches that are easy to implement and
e cient to utilize the high performance computing (HPC) become more demanding.
This work focuses on the mathematical modelling and the numerical simulations to study
the flow dynamics and the combustion processes inside an ICE. The aim is to develop
simple but e cient approaches to tackle a number of issues that are important for the
ICE simulations. This dissertation proposes a new approach for the engine simulations
based on the immersed boundary method (IBM), Lagrangian particles and large eddy
simulation (LES). In this work, an LES solver for a fully compressible Navier-Stokes
equations is implemented to simulate the flow dynamics inside an ICE. To model the
interaction between the fluid flow and the moving boundaries, a particle-based method is
developed and implemented into the compressible flow solver. Applying this method to
the engine simulations, the motion of the valves and the piston is numerically described
by Lagrangian particles. This proposed mesh-free technique for boundary representation
is simple for parallelization and suitable for high performance computing. The stationary
parts of the engine are described by a computationally e cient IBM, where the mesh
generation is fast and simple on an equidistant Cartesian grid, and the involved numerical
operations can be e ciently performed by vectorization. In the proposed approach, the
turbulent combustion inside the engine combustion chamber is modelled by the flame
surface density (FSD) approach using a single step chemical mechanism for the heat
release.
To demonstrate the method, LES results are presented for di↵erent test cases involving
the flow around a cylinder, the flow in channels, the motored- and fired-case in di↵erent
engine geometries. Good agreements are achieved between the numerical results and the
experiments. The obtained results show the suitability and the reliability of the proposed
method for accurate numerical predictions in various CFD-problems. The suitability of
the proposed approach for HPC is demonstrated by massively parallel simulations of an
ICE on di↵erent supercomputers.
Zusammenfassung
Numerische Simulationen spielen eine wichtige Rolle bei der Forschung und Entwick-
lung von Verbrennungsmotoren. Bestehende numerische Ansa¨tze fu¨r die Simulation
von Motoren haben sich als pra¨zise erwiesen, um eine breite Palette von physikalischen
Pha¨nomenen innerhalb eines Verbrennungsmotors zu reproduzieren. Numerische Stu-
dien zu komplexeren Fragen im Zusammenhang mit Verbrennungsmotoren, wie z.B.
NOx-Bildung, Klopfen, Zu¨ndung oder Zyklus-zu-Zyklus-Variation, sind umsetzbarer
und zuverla¨ssiger geworden. Die Entwicklung von numerischen Methoden, die einfach zu
implementieren sind und High-Performance-Computing e zient nutzen, werden, durch
die steigende Rechenkapazita¨t und dem Fortschritt in der Modellierung, beno¨tigt.
Diese Arbeit konzentriert sich auf die mathematische Modellierung und numerische Sim-
ulation, um die Stro¨mungsdynamik und die Verbrennungsprozesse innerhalb eines Ver-
brennungsmotors zu untersuchen. Ziel ist es, einfache, aber e ziente Ansa¨tze zu entwick-
eln, um eine Reihe von Themen zu bewa¨ltigen, die fu¨r die Motorsimulationen wichtig
sind. Diese Dissertation schla¨gt einen neuen Ansatz fu¨r die Motorsimulationen auf der
Grundlage der Immersed Boundary Methode, Lagrange-Partikel und Grobstruktursimu-
lationen (LES) vor. In dieser Arbeit wurde ein LES-Lo¨sungsansatz fu¨r die vollsta¨ndigen
kompressiblen Navier-Stokes-Gleichung implementiert, um die Stro¨mungsdynamik in-
nerhalb eines Verbrennungsmotors zu simulieren. Zur modelierung der Interaktion zwis-
chen Tra¨gheitskra¨ften des Fluides und den bewegenden Grenzen, wurde ein partikel-
basiertes Verfahren entwickelt und in den Lo¨ser des kompressiblen Fluides implementiert.
Durch die Anwendung dieser Methode auf Motorsimulationen, wird die Bewegung der
Ventile und des Kolbens numerisch von den Lagrange-Partikeln beschrieben. Diese net-
zfreie Technik fu¨r die Gebietsrand-Darstellung ist einfach zu parallelisieren und eignet
sich fu¨r Einsatz auf Hochleistungs-Rechnern. Die stationa¨ren Teile des Motors wer-
den von einer rechnerisch e zienten Immersed Boundary Methode beschrieben, bei der
die Netzerzeugung auf einem a¨quidistanten kartesischen Gitter schnell und einfach ist
und die beteiligten numerischen Operationen durch Vektorisierung e zient durchgefu¨hrt
werden ko¨nnen. Bei dem vorgeschlagenen Ansatz wurde die turbulente Verbrennung in-
nerhalb des Brennraums durch das Flame-Surface-Density Model modelliert, wobei ein
Einschritt-Mechanismus fu¨r die Wa¨rmefreisetzung verwendet wurde.
Um das Verfahren zu demonstrieren, werden in dieser Arbeit LES-Ergebnisse fu¨r ver-
schiedene Testfa¨lle pra¨sentiert z.B. die Stro¨mung um einen Zylinder, in Kana¨len, sowie
Motorsimulationen aktueller Motorgeometrien mit und ohne Verbrennung. Die Ergeb-
nisse demonstrieren die Eignung und die Zuverla¨ssigkeit des vorgeschlagenen Verfahrens
fu¨r pra¨zise numerische Vorhersagen verschiedener Probleme in der numerischen
Stro¨mungssimulation, da gute U¨bereinstimmung zwischen den numerischen Ergebnissen
und den Experimenten erzielt wurde. Außerdem wird die Eignung der gewa¨hlten Vorge-
hensweise fu¨r Einsatz auf Hochleistungs-Rechnern durch massiv parallele Simulationen
eines Verbrennungsmotors auf verschiedenen Supercomputern pra¨sentiert.
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Introduction
The production rate of vehicles with combustion engines has increased by a factor of
seven since 1950, and will continue to grow (see Fig. 1.1). It is estimated that the
number of motorized vehicles will reach over two billion by 2020, and approximately
half of them will be cars [1].
Figure 1.1: Historical and projected increase in the global motor vehicle
(from Sperling et al. [1], p. 5).
1
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Along with the rapid growth in the number of motorized vehicles comes the increase
in the greenhouse gas emissions and air pollution, which are two major environmental
concerns. Transportation contributes about 25% to the total global carbon dioxide
(CO2) emission [1]. Reducing the greenhouse gas emissions and the air pollution requires
international commitments and world-wide e↵orts. Strict regulations on exhaust gas
emissions have been introduced and implemented. For instance, the European emission
standard for vehicles (EURO 1 to EURO 6) has become more strict in recent years, as
illustrated in Fig. 1.2.
Figure 1.2: European emission standards for heavy duty Diesel engines [2].
To comply with these regulations, research e↵orts on clean Diesel- and gasoline en-
gines play a central role in the development of new generation engines. Advancements
in cleaner and more e cient combustion are as important as other measures such as
alternative fuels, improved catalyst technologies or electronically controlled fuel injec-
tors. Research on clean combustion requires a deep understanding of fluid dynamics
and turbulent combustion, which occurs within the combustion chamber of an internal
combustion engine (ICE). Besides the experimental-based methods, where the research
and development of ICE strongly relies on laboratories with special equipment and
highly-trained technicians, the rapid development of computer hardware and numerical
methods additionally o↵er the simulation-based approach. Numerical simulations, in
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contrast to the experiments, can provide more temporal and spatial insight of any phys-
ical quantity in a two- or three-dimensional field. Early studies on engine simulations by
Bracco et al. [3], Boni et al. [4], Diwakar [5], Gri n et al. [6], Chapman [7], Takizawa
et al. [8], Amsden et al. [9] and Khalighi et al. [10] have demonstrated the capability of
numerical methods to capture the complicated two- and three dimensional flow inside
an ICE. These investigations covered not only the flow dynamics but also the interaction
between turbulence and chemistry in the reciprocating engines. The exponential growth
in computational capacity allows the use of more expensive and complex numerical ap-
proaches such as Large Eddy Simulation (LES) or Direct Numerical Simulation (DNS),
that can be e ciently used to simulate the flow and the combustion inside the ICE. The
pioneering work on engine simulations, and the related issues using LES, can be found
in the publications by Buttler et al. [11], Naitoh et al. [12], Han et al. [13], Celik et al.
[14, 15] or Richard et al. [16].
The recent developments in combustion modelling have greatly improved the quality
of ICE simulations, in which many complex physical phenomena can be well-captured.
Modelling of chemistry in turbulent combustion has extensively progressed with e cient
techniques to reduce and tabulate chemical schemes such as intrinsic low dimensional
manifold (ILDM) [17, 18], flame prolongation of ILDM [19], flame generated manifold
(FGM) [20] or in-situ adaptive tabulation (ISAT) [21, 22]. These techniques allow a
full description of chemical reactions during the combustion process, where hundreds of
species and thousands of reactions are involved. Together with these tabulated chemistry
techniques, elegant approaches like G-equations [23, 24, 25, 26, 27], flame surface density
(FSD) [28, 29, 30, 31, 32], artificial flame thickening (ATF) [33, 34, 35, 36, 37, 38] or
conditional moment closure (CMC) [39, 40, 41, 42, 43, 44] are used to accurately predict
flame propagation under the influence of turbulence.
Besides the main issues related to the in-cylinder flow and combustion [45, 46, 47, 48,
49, 50], the LES of ICE also tackles many complex issues such as NOx emissions [51, 52,
53, 54, 55, 56], knock [57, 58, 59, 60], cycle-to-cycle variations (CCV) [61, 62, 63, 64, 65,
66, 60] or flame-acoustics interactions [67, 68, 69, 70]. As the demands for low emissions
and higher e ciency of the ICE keep increasing, the development of mathematical and
numerical methodologies for the modelling of turbulent combustion are therefore of
crucial interest. Finally, developing numerical tools for ICE simulations, that can solve
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a wide range of complex industrial problems, will still be subject to ongoing studies for
many years to come.
1.1 Motivation
Numerical modelling of an ICE is complicated and challenging in many di↵erent ways.
First, mesh generation of the engine geometry with sophisticated features such as the
cylinder head and the intake- and the exhaust manifolds is di cult, not to mention
the moving boundaries like the piston and the valves. Second, the dynamics of the
fluid is governed by the interaction between the moving boundaries and the fluid inertia
in a confined domain. Third, the combustion process inside an ICE is not yet fully
understood and is di cult to simulate accurately, since the flame propagation depends
on the turbulence that is created and maintained throughout a long process, from the
intake to compression. Finally, it should be stressed that the simulations of an ICE
are often time-consuming and computationally expensive since the statistics requires a
large number of engine cycles to capture not only the physics of the fluid itself, but the
so-called cycle-to-cycle variations too.
Focusing on the mathematical modelling and the numerical simulations of ICE, the first
aim of this study is to find simple but e cient numerical approaches to tackle the fol-
lowing issues: The mesh generation for engine geometries, the numerical description of
the moving boundaries, the interaction between the fluid flow and the moving objects
and the modelling of turbulent combustion. The second aim of this work is to validate
the employed numerical approaches by comparing the obtained results with experimen-
tal data from literature and from the research group at the Technical University of
Darmstadt.
To accomplish the aforementioned goals, this work proposes a new approach for engine
simulation which is easy to implement, e cient for high-performance computing and
simple for mesh generation. In the new approach, complicated body-fitted meshes are
replaced by an equidistant Cartesian grid using the immersed boundary method (IBM).
The moving boundary is tackled in a simple and flexible manner by using a particle-based
method instead of complex dynamic mesh generation. To accurately simulate the flame
propagation during the fire-stroke, a simple combustion model (flame surface density)
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is employed with a single-step mechanism for the calculation of the heat release. The
proposed approach is then validated with the simulated- and the experimental data.
1.2 Thesis outline
This thesis is structured as follows: Chapter 2 introduces the fundamentals of tur-
bulence, chemistry and turbulent combustion. The LES of turbulence and turbulent
combustion is explained in detail too. Chapter 3 presents the numerical approaches for
handling a wide range of problems including the spatial and temporal discretization of
a convection - di↵usion problem, the modelling of turbulence and turbulent combustion,
the numerical treatments of the moving boundary and the non-reflecting boundary in a
compressible flow. In Chapter 4, the validation of the IBM and the Lagrangian particle
approach for moving boundaries is carried out. Chapter 5 is structured according to
the published SAE technical paper, where the numerical simulations of a four-stroke
engine from the University of Duisburg-Essen were performed by two di↵erent numeri-
cal approaches: OpenFOAM and PsiPhi. The obtained results were compared against
each other and against the experimental data provided by the research group at the
University of Duisburg-Essen. Chapter 6 presents a multi-cycle engine simulation of the
Darmstadt engine, which was performed for the motor- and the fired-cases. This chapter
corresponds to the paper published in the journal of Flow, Turbulence and Combustion.
Investigation of the numerical e↵ects on the in-cylinder flow and the combustion process
of an ICE is carried out in Chapter 7, corresponding to the paper submitted to Oil &
Gas Science and Technology - Revue d’IFP Energies nouvelles. In this study, multi-cycle
engine simulations were performed using di↵erent numerical schemes. Detailed analysis
of the physical and the numerical quantities of the in-cylinder flow field is carried out.




This chapter presents the basic mathematical models of the conservation laws. The gov-
erning equations for the fluid motion and some concepts of turbulence are introduced.
In the context of engine simulations, the understanding of thermodynamics, chemical
kinetics and turbulent combustion is essential, therefore, the relevant background infor-
mation of these topics are also covered by this chapter. Finally, the turbulence and the
combustion modelling in LES are discussed in detail.
2.1 Navier-Stokes equations
The conservation of mass, momentum and energy of fluid flow are described by the
Navier-Stokes equations. By solving these equations, the physical quantities such as the
velocity, temperature and pressure fields of any system can be obtained. The transport
of the conserved quantities is represented with the following set of equations [71].
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In equations 2.1 and 2.2, ⇢, ui, p and ⌧ij denote the density, velocity, pressure and stress
tensor, respectively.















8><>:1 if i = j0 otherwise , (2.4)
where µ and  ij are the dynamic viscosity and Kronecker delta, respectively.














+ !˙k (k = 1, ..., n) (2.5)
In equation 2.5, Yk, !˙k and Dk represent the mass fraction, source term and di↵usion
coe cient of species k. For reactions with n species, the sum of the mass fractions is
unity
Pn
k=1 Yk = 1 and the sum of the reaction source terms is null
Pn
k=1 !˙k = 0.





















In Eq. 2.6, !˙T , T ,   and  ij are the heat release due to combustion, the temperature,
the heat di↵usion coe cient and the Cauchy stress tensor, respectively. The Cauchy
stress tensor  ij is defined as:
 ij = ⌧ij   p ij (2.7)
The heat release due to combustion !˙T is computed from the formation enthalpy  hof,k





Chapter 2. Theoretical background 9




Cv(T ) dT (2.9)
where Cv represents for the specific heat capacity at constant volume.
2.2 Thermochemical properties
The chemical state of the system can be determined by the laws of thermodynamics
and reaction kinetics. Following thermal equation of state for an ideal gas, the relation
between the partial pressure pk, partial density ⇢k, atomic weight Wk of species k and




T, (k = 1, ..., N) (2.10)


















In Eq. 2.10, R = 8.314 J/mol·K represents the ideal gas constant. The partial density
of species k can directly be calculated from the mass fraction ⇢k = ⇢Yk.
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where  h0f,k denotes the specific enthalpy of formation of species k at the reference
temperature T0 = 298.15 K. The relation between the heat capacities of species k at
constant volume Cvk and constant pressure Cpk is:
Cpk   Cvk = RWk (2.16)
Specific heats in constant volume and constant pressure of the mixture are calculated










The temperature dependence of thermochemical properties of a chemical substance can
be described by the NASA polynomials [72]:
Cpk
R




































T 4k + a7k
(2.18)
The numerical coe cients aik are provided from the thermochemical database. Hk and
Sk represent the enthalpy and the entropy of species k.
2.3 Chemical kinetics
This section follows closely the books of Poinsot et al. [71] and Kee et al. [73]. A
chemical reaction is a process that transforms a set of substances (reactants) to another
(products). For example, the global reaction of iso-octane C8H18 and oxidizer O2 is
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O2 ! 8CO2 + 9H2O
Here the chemical process converts the reactants iso-octane C8H18 and oxidizer O2 to
the products carbon dioxide CO2 and water H2O. In a chemical reaction, the atoms









Considering the elementary reactions of a multicomponent mixture (N species), the






⌫ 00kjMk, (j = 1, ...,M) , (2.19)
where Mk denotes a symbol for species k, ⌫ 0kj and ⌫ 00kj represent the stoichiometric
coe cients of species k in reaction j.






⌫ 00kjWk, (j = 1, ...,M) (2.20)
The source term !˙k of species k in Eq. 2.21 is obtained by summing up the reaction





with ⌫kj = ⌫
00
kj   ⌫ 0kj
(2.21)
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The reaction rate variable qj of the reaction j is calculated as the di↵erence between the










In Eq. 2.22, [Xk] is the mole concentration of species k and can be expressed as [Xk] =
⇢Yk/Wk. Kfj and Krj represent the forward and backward rates of reaction j which








In Eq. 2.23, Afj ,  j and Ej represent the pre-exponential constant, the temperature
exponent and the activation energy, respectively. For further information, readers are
referred to the books of Poinsot et al. [71] or Kee et al. [73].
2.4 Turbulence
The following section closely follows the book of Pope [74]. Flows can be classified into
laminar and turbulent regimes, based on the Reynolds number, which is the ratio of the





In Eq. 2.24, u, L and ⌫ are the characteristic velocity, the characteristic length of the
flow and the kinematic viscosity, respectively. When Re of a flow exceeds a critical value
Recrit (Re > Recrit), the flow behaves randomly and chaotically, which falls into the
turbulent regime. Below the critical value (Re < Recrit), a fluid flows smoothly and
orderly in separate parallel layers, which is known as laminar flow.
Turbulence is a common physical phenomenon in nature: the flows in the rivers, the
currents in the deep oceans, the air streams in the earth’s atmosphere, the gas flow
inside an internal combustion engine are turbulent. Turbulence happens at multiple
scales in time and space, and it has been well summarised by Richardson [75]:
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‘Big whirls have little whirls that feed on their velocity.
And little whirls have littler whirls, and so on to viscosity.’
From the description of turbulence by Richardson, some important insights of the tur-
bulent eddies are provided.
• Turbulent flows contain eddies of di↵erent sizes.
• The large eddies become unstable and break up into smaller eddies.
• The energy is transferred down from the large eddies to smaller eddies until the
smallest length scale is reached where the energy is dissipated by the viscosity of
the fluid.
2.4.1 Length scales of turbulent flow
In order to follow the mathematical perspectives of turbulent flows, it is important
to introduce the Reynolds averaging as a process of averaging a variable, Reynolds
averaging can also be done for samples or phases, in time. Considering a dependent
variable   that varies in time,   can be decomposed into an average part   and a
fluctuation part  0, which is known as Reynolds decomposition:
 0 ⌘      (2.25)








The time period T in Eq. 2.26 should be long enough to average out the fluctuation
in  . By applying the Reynolds decomposition to the velocity field ui and the pressure
in the momentum equation, and subsequently Reynolds averaging to the decomposed
equations yields the Reynolds stress tensor u0iu0j . The Reynolds stress tensor, results
from the convection term of the momentum equation, remains unclosed. Commonly it
may be assumed that the turbulence on the small scales is isotropic where the turbulent
quantities are directionally-independent. By employing the Boussinesq hypothesis [76],
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In Eq. 2.27, µt is the turbulent viscosity and k represents the turbulent kinetic energy,











u021 + u022 + u023
⌘
(2.28)
To gain further understanding of turbulence, important aspects of turbulent eddies are
considered: (1) turbulent eddies are characterized by the size l, characteristic velocity
u(l) and timescale t(l) = l/u(l); (2) the length scale l0 of eddies in the largest size range
is equivalent to the flow length scale L, where the characteristic velocity u(l0) of these
largest eddies is equivalent to the flow velocity U . As a matter of fact, the Reynolds
number Re0 = u0l0/⌫ of these largest eddies is comparable to the Reynolds number
Re = UL/⌫ of the fluid flow.
Eddies can be classified into many length scales, amongst them the integral length scales,
the Taylor microscales, and the Kolmogorov length scales.
Integral length scales
An integral length scale is a quantitative measure of large scale structures, which can
be considered as the correlation between velocity components at two separate spatial
locations in the flow [77]. The integral length scales are the largest scales in the energy
spectrum which contain most of the energy. In these scales, the fluid flow is highly
anisotropic and the energy is transferred between the eddies themselves or the eddies
and the mean flow. Since the characteristic velocity u0(l0) is in the order of turbulence
intensity
p
2k/3, the relation between the integral length scale l0 [m], the kinetic energy
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Kolmogorov length scales
Kolmogorov length scales are the smallest scales in the energy spectrum where the
energy is dissipated by the viscosity of the fluid. The turbulence in the Kolmogorov
length scales is considered to be locally isotropic, homogeneous and high in frequency.
At these smallest scales, the fluid motions are statistically independent from the mean
flow field and the boundary conditions. These scales can be determined by the energy
dissipation rate " and the kinematic viscosity ⌫. The Kolmogorov length scales are
























Between the integral length scales l0 and the smallest Kolmogorov length scales ⌘ are
the Taylor microscales  , where the energy is passed down from the larger to the smaller
eddies, which is referred to as the energy cascade. The energy dissipation rate in Taylor
microscales is calculated as:
" = 2⌫sijsij , (2.35)
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where the turbulent kinetic energy k = (1/2)
 
u021 + u022 + u023
 
= (3/2)u021 .
The Taylor micorscales describe the transition of the eddies from the inertial sub-range
to the dissipation range. The corresponding Reynolds number and the characteristic

























Considering E() is the energy, which is contained in eddies of size l and  is the
wavenumber  = 2⇡/l, the turbulent kinetic energy k over all wavenumbers is defined






According to Eq. 2.45, the energy contained in eddies in a range of wavenumbers A





Using dimensional analysis, the full energy spectrum (see Fig. 2.1) is obtained from [74]:
E() = C"2/3 5/3fLf⌘ , (2.47)










    [(⌘)4 + c4⌘]1/4   c⌘ ◆ . (2.49)
In Eqs. 2.47-2.49, the universal Kolmogorov constant C = 1.5 was obtained from exper-
iments and the values of other parameters are given as cL ⇡ 6.78, c⌘ ⇡ 0.40, p0 = 2 and
  = 5.2 [74].
In the inertial sub-range, where both fL and f⌘ become unity, the energy spectrum is
simplified as
E() = C"2/3 5/3 (2.50)
The full energy spectrum of a turbulent flow is illustrated in Fig. 2.1. It is determined
that 80% of the turbulent kinetic energy is contained in the length scales l between l0/6
and 6l0 (l0/6 < l < 6l0). Readers are referred to the work of Pope [74] for further details.
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Figure 2.1: Energy cascade of Kolmogorov spectrum [74].
2.5 Turbulent combustion
This section focuses on turbulent combustion, which results from two-way interaction
between turbulence and chemistry. The turbulence has a significant influence on com-
bustion, such as altering the turbulent flame speed and flame structure. In some cases
intense turbulence may quench or blow o↵ the flame. Combustion, on the other hand,
increases the gas temperature through the heat release, which results in a strong accel-
eration of the fluid flow due to dilatation [71].
The utilisation of the turbulent combustion can be found in many industrial applications
such as spark-ignition engines, diesel engines, gas turbines, jet engines, rocket engines or
in furnaces. In general, turbulent combustion can be practically classified in two groups:
premixed and non-premixed combustion.
In the premixed combustion, the mixing between fuel and air happens relatively long
before combustion occurs. For instance, in spark-ignition engines, the flame-kernel is
initiated by spark discharge after air and fuel are mixed and compressed. Under the
influence of turbulence, the small flame kernel will grow and expand rapidly into the
unburned gases with the turbulent burning velocity.
On the other hand, the non-premixed combustion occurs instantly during the mixing
process between fuel and air. Diesel engines are typical examples for this type of com-
bustion. Instead of using spark-discharge to start the combustion, auto-ignition is the
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main mechanism to ignite and rapidly burn the partially premixed gas of evaporating
fuel droplets and the hot compressed air under very high in-cylinder pressure.
The chemistry and the turbulent time scales are important factors that determine the
characteristics of the turbulence-chemistry interaction. The turbulent time scales depend
on the dynamics of the fluid flow, in which the intense turbulence leads to a shorter
turbulent time scales. In a reacting flow, the chemical time scales are strongly influenced
by the temperature of the gas flow. A system, which comprises a reactive flow with
short turbulent and long chemical time scales is referred to as slow chemistry, and
vice versa. Reacting flows with fast chemistry are employed in almost all combustion
applications since maintaining stable and e cient combustion requires high temperature
of the mixture and therefore short chemical time scales [78].
In the scope of this work, premixed turbulent combustion is the main focus. Therefore,
the fundamental knowledge of this topic is introduced. This section closely follows the
books from Poinsot et al. [71] or Peters [79].
In the context of the premixed turbulent combustion, the flame thickness  F is deter-





The turbulent Reynolds number Ret can be defined using the velocity fluctuation u0, the







The turbulent Damko¨hler number is defined as the ratio of the integral time scale ⌧0 to








The Damko¨hler number Dal   1 implies that the chemical times are shorter than the
turbulent times, in which the inner flame structures are not influenced by the turbulence.
Therefore, the mean burning rate can be estimated as a product of the burning rate of a
laminar flame and the over-all flame surface [71]. In the case of the Damko¨hler number
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Dal ⌧ 1, turbulence has a strong influence on the combustion processes since the
reactants and the products are mixed by fluid motions, which may decrease the burning
rate. The turbulent Karlovitz number is defined as the ratio of the chemical time scales
⌧c to the Kolmogorov time scales ⌧⌘





















Figure 2.2: Classical diagram for premixed combustion regimes (log-log scale), as
adapted from Peter [80].
Figure 2.2 shows di↵erent premixed combustion regimes which are distinguished using
the ratios u0/sL and lF /l0. From Fig. 2.2, few observations can be made:
• Ka < 1 corresponds to ⌧c < ⌧⌘ and  F < ⌘ (see Eq. 2.54), the wrinkled flame
dominates the combustion regime: The chemical time scale ⌧c is shorter than the
turbulent time scale ⌧⌘ and the flame thickness  F is smaller than the Kolmogorov
length scale ⌘. This combustion regime is characterized by a thin flame front and
an inner structure close to a laminar flame. In case of u0 < sL, we have a “wrinkled
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flamelet regime” where the turbulence is too low to be able to wrinkle the flame.
When u0 > sL, the influence of the turbulence on the flame is strong, in which
the flame front is wrinkled and this leads to the interactions of the flame front to
form pockets of fresh or burnt gases. In this case, we have a “corrugated flamelet
regime”.
• The region where Ka > 1 and Dal > 1 corresponds to ⌧⌘ < ⌧c < ⌧0 and ⌘ <  F .
In this case, the inner structure of the flame is modified by turbulence since the
Kolmogorov length scales ⌘ are smaller than the flame thickness  F . Therefore,
“distributed reaction zones” or “thickened flame regime” is dominant.
• Dal < 1 implies that the turbulent time scales are shorter than the chemical time
scales ⌧0 < ⌧c. In this regime, the reaction rate depends only on the chemistry time
scales ⌧c since the turbulent mixing is fast. This is called a “well-stirred reactor”
regime.
Although it is quite helpful to provide some ideas about di↵erent combustion regimes,
the analysis based on the classical diagram (see Fig. 2.2) for the turbulent premixed
combustion fails in many cases due to several reasons: (1) the assumption of an homo-
geneous and isotropic frozen turbulence is unrealistic since the turbulence is strongly
influenced by the heat release; (2) determination of criteria and combustion regime lim-
its in the classical diagram is solely based on order of magnitude estimations rather
than the precise derivations, which is obviously inaccurate. Further explanations can be
found in the books of Poinsot et al. [71] or Peters [81].
2.6 Turbulence modelling with LES
This section closely follows the books from Poinsot et al. [71] and Pope [74]. Solving
Navier-Stokes equations in a wide range of spatial and time scales for realistic cases is not
feasible due to the limits of computational resources. Among the existing approaches,
direct numerical simulation (DNS) is only applicable in certain limited situations with
reasonable domain sizes and moderate Reynolds numbers. This is clearly not suitable
for most of the industrial applications, where the size of the computational domain
and the Reynolds number are large. Computational fluid dynamics in many industrial
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applications requires practical approaches, where certain flow and time scales must be
e↵ectively resolved under the limited computational resources. Applying a low-pass
filter to the Navier-Stokes equations, large-eddy simulations (LES) resolve only the flow
scales that are larger than a chosen filter size (filter size     ⌘), while modelling the
smaller scales. In this section, the LES filter and the filtered form of the Navier-Stokes
equations are introduced. Existing approaches for the modeling of unresolved stresses
are presented.
2.6.1 LES filters
In order to remove the small scales from the simulation, a LES filter can be generally
employed to perform the filtering operation on the spatial or temporal field. Using a
filter function G(x, r), the general filtered form of any quantity f(x, t) is defined as [82]:
f(x, t) =
Z
G(r, x)f(r, t)dr , (2.56)
where the integration of the filtered function G(r, x) over the entire domain satisfies:
Z
G(r, x)dr = 1 (2.57)
The definition of residuals field reads:
f 0(x, t) ⌘ f(x, t)  f(x, t) (2.58)
The decomposition of the velocity field follows:
U(x, t) = U(x, t) + u0(x, t) . (2.59)
Unlike the Reynolds decomposition, in the LES filter operation, the filtered component
u0(x, t) is not equal to zero u0(x, t) 6= 0. Figure 2.3 illustrates some common LES filters
in physical or spectral spaces. The formulations of these filters are presented in the
following. More information on the LES filtering can be found in the book of Pope [74].
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Box filter in physical space
The filter function for averaging over a cubic box has the form of
G(r) = G(x1, x2, x3) =
8><>:1/ 
3 if |xi|   /2 i=1,2,3
0 otherwise
, (2.60)
where x1, x2 and x3 are the spatial coordinates and   denotes the filter width.
Gaussian filter in physical space
The filter is simply a normalized Gaussian function and has the form of














Cut-o↵ filter in spectral space
Depending on the characteristic cut-o↵ wavenumber, the cut-o↵ filter in spectral space
is similar to the box filter:
G(k) =
8><>:1 if |k|  kc = ⇡/ 0 otherwise , (2.62)
where k is the spatial wavenumber and kc is the characteristic cut-o↵ wavenumber.
Cauchy filter in physical space
The Cauchy filter has the form:








, a = ⇡/24 . (2.63)
2.6.2 Mass-weighted Favre-filtering
A mass-weighted Favre-filter for any quantity f is defined as
⇢ ef(x, t) = Z 1
 1
⇢f(r, t)G(r, x)dr , (2.64)
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Figure 2.3: Common LES filter functions, as adapted from Poinsot et al. [71].
where ⇢ denotes the density of the fluid and ef(x, t) represents the resolved part of f in




2.6.3 Favre-filtered Navier-Stokes equations
The Favre-filtered form of Navier-Stokes equations are shown below. Further information






















⌧ ij   ⇢(guiuj   eui euj)⇤ . (2.67)




































In Eqs. 2.66-2.69, there are several unresolved terms for which mathematical modelling
is required:
• Unresolved stresses:  guiuj   eui euj 
• Unresolved species fluxes:  guiYk   euifYk 
• Unresolved energy fluxes:  fuie  euie 
• Unresolved viscous di↵usion: @@xi
 
] ijuj   f ij euj  (this term is quite small and can
be neglected [83])
• Filtered laminar di↵usion fluxes Vk,iYk =  ⇢Dk(@ eYk/@xi)
• Filtered temperature gradient:  (@T/@xi) =  (@ eT/@xi)
• Filtered chemical reaction rate !˙k
• Filtered heat release rate !˙T
2.6.4 Modelling of unresolved stresses
The unresolved stresses represent the dynamic coupling between the large and the small
scales in the turbulence. In this part, several approaches to model the unresolved
Reynolds stresses in non-reacting flows are discussed, for instance, eddy viscosity models
[84, 85, 86, 87] possibly relying on the Germano identity and dynamic model [88, 89, 90,
91], or similarity, nonlinear and deconvolution models [92, 93, 94, 95].
Smagorinsky model
In the LES context, the Smagorinsky model [84] is widely used to compute the unresolved
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stresses assuming isotropic turbulence. Using the Boussinesq assumption, the unresolved

























Here, l0, CS and S˜ij are the turbulence integral length scale, the model constant and the
resolved shear stress, respectively. Assuming l0 ⇡  , the turbulent viscosity becomes:
⌫t = (CS )
2
   S˜    = (CS )2(2S˜ijS˜ij)1/2 . (2.72)
Lily et al. [96, 97] suggested the value of the model constant CS to be in the range of
0.17-0.21 based on the analysis of the decay rates of isotropic turbulent eddies in the
inertial subrange of the energy spectrum. A review by Rogallo et al. [98] suggested
values of 0.19-0.24 for CS .




   S˜     eSij    ij
3
eSkk  , ⌧kk = CI2 2⇢    S˜   2 (2.73)
In Eq. 2.73, the model constant CI is chosen as CI = 0.009 for the calculation of the
trace ⌧kk of the stress tensor.
Sigma model
In the Sigma model proposed by Nicoud et al. [87], the sub-grid turbulent viscosity ⌫t is
the function of a di↵erential operator D , the integral length-scale l0 ⇡   and a model
constant C .
The di↵erential operator is defined as:
D  =
 3( 1    2)( 2    3)
 21
. (2.74)
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The turbulent viscosity is outlined as below:
⌫t = (C  )
2D  . (2.75)
In Eqs. 2.74 and 2.75,  1,  2, and  3 are three singular values of the resolved velocity
gradient tensor egij = @eui/@xj , where  1    2    3   0 and can be calculated from the
invariants of the matrix Gij = egkiegkj .
The invariants of G are computed from:





tr(G)2   tr(G2)  ,
I3 = det(G) .
(2.76)

















































Considered as an improvement of the Smagorinsky approach, the Germano dynamic
model [88, 89] introduced a di↵erent decomposition of the unresolved turbulent stresses
using two filter operations with two filter sizes of   and b  (  < b ).
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The unresolved stresses at the second filter level read:
⌧ IIij =
 duiuj   buibuj  . (2.80)
The Germano identity Lij is introduced using ⌧ Iij and ⌧ IIij :
Lij =
 duiuj   buibuj  = ⌧ IIij   b⌧ Iij . (2.81)
Using the Smagorinsky model, ⌧ Iij and ⌧
II








⌧ IIkk =  2C2sgs b 2|bS|bSij . (2.83)
Equation 2.81 can be rewritten as
Lij    ij
3
Lkk = C2sgsMij , (2.84)
where Mij has the form:
Mij = 2 
2\|S|Sij   2b 2|bS|bSij . (2.85)




In Eq. 2.86, the brackets hi imply an averaging operator. Several approaches for the
determination of Csgs can also be found in the work of Bardina et al. [92], Lesieur et al.
[85] or Meneveau et al. [99].
2.6.5 Modelling of unresolved scalar transport
Using a gradient assumption, the calculation of the unresolved scalar fluxes is:
guiYk   euifYk =   ⌫tSct @ eYk@xi , (2.87)
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where Sct denotes a turbulent Schmidt number. It is noted that the counter-gradient
fluxes must also be considered in the flame surface density approach for combustion
modelling (see section 2.7).
2.6.6 Unresolved energy fluxes
Considering the definition of the total energy e = 1/2(uiui + cvT ) from Eq. 2.6, the
unresolved energy fluxes can be rewritten as:
fuie  euie=  1
2
u^iujuj + cvguiT     1
2





u^iujuj   euigujuj + cv guiT   eui eT   . (2.88)
The rewritten form of the unresolved energy fluxes introduces two unresolved terms
1/2
 
u^iujuj   euigujuj  and cv guiT   eui eT  .
Using a model proposed by Knight et al. [100], the subfilter-scale turbulent transport




u^iujuj   euigujuj  = ⌧ijeui . (2.89)
The second unresolved term can also be computed using the standard gradient assump-
tion:
cv





In Eq. 2.90, Prt denotes the turbulent Prandtl number.
2.7 Combustion modelling using flame surface density
Modelling of reaction rates in turbulent premixed combustion is challenging since the
thickness of the flame is typically within 0.1mm to 1mm, which is usually much smaller
than the LES filter size  . Additionally, at the flame profile, the thermochemical vari-
ables change very sharply, which can lead to numerical instabilities. To circumvent the
di culty, three approaches have been proposed: (1) simulation of an artificial thickened
flame; (2) solving the G-equation to track the flame front; or (3) use of a filtered progress
Chapter 2. Theoretical background 30
variable with a reaction rate that can be directly estimated from the flame surface den-
sity (FSD) [71]. In the scope of this work, the interaction between the turbulence and
the chemistry is modeled by the FSD approach, where the flamelet assumption is used
to obtain the relation between the turbulent burning rate and the flame area or surface
density. The flame surface density can be determined either through an algebraic model
or a modelled transport equation.
2.7.1 Transport equation for the progress variable
In the FSD approach, the flame propagation is described by the progress variable c [101],
which is based on the fuel mass fraction YF , where Y uF denotes the unburned and Y
b
F
the burned state (Y uF = 0 for lean condition).
c =
YF   Y uF
Y bF   Y uF
(2.91)
















+ w˙c = h⇢SdiS ⌃gen . (2.92)
In this equation, w˙c, D, Sd and ⌃gen are the mean reaction source term, the molecular
di↵usivity, the displacement speed and the generalized flame surface density, respectively.
The generalized FSD approach in principle combines molecular di↵usion and the source
term.
The modelling of the sub-grid scalar flux is shown in the following equation [102]:
@
@xi













In Eq. 2.93, the turbulent viscosity, the Schmidt number, the unburned density and the
un-stretched laminar flame speed are represented by µt, Sc, ⇢u and sL. The second term
on the RHS of Eq. 2.93 is referred to as the counter gradient (Fcgt). The terms c and ec
are related by the heat release rate ⌧ where c = (1 + ⌧)ec/(1 + ⌧ec) [31].
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The generalized flame surface density ⌃gen can be approximately computed as follows:
h⇢SdiS ⌃gen ⇡ ⇢usL⌃gen = ⇢usL⌅|rc|  Fcgt
⇡ ⇢usL⌅|rec| . (2.94)
In Eq. 2.94, ⌅ and Fcgt represents the wrinkling factor and the counter gradient, re-
spectively. As it has been shown by Ma et al. [103], the counter gradient transport Fcgt
is implicitly modelled by replacing the Reynolds-averaged by the Favre-filtered progress
variable in Eq. 2.94. The generalized flame surface density ⌃gen in Eq. 2.92 and 2.94 can
be determined using two di↵erent approaches: algebraic models and transport equation.
2.7.2 Algebraic models
Algebraic models are convenient approaches to model the FSD instead of solving a
transport equation with many unclosed terms. In the algebraic models, the influence
of turbulence on the dynamics of the flame is incorporated via the sub-grid turbulent
kinetic energy (or the sub-grid turbulent fluctuation). In the scope of thesis, algebraic
models of FSD are used.
Some existing algebraic models for FSD
Algebraic models for FSD have been developed and have been widely used for the de-
termination of the flame surface density ⌃gen. Several popular models are introduced as
follows.
In a model proposed by Charlette et al. [38], the flame surface density is calculated












|rc| ,  = 0.5 (2.95)
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In Eq. 2.95,    represents for the intermittent turbulence net flame stretch (ITNFS)
















































a = 0.6 + 0.2exp[ 0.1(u0/sL)]  0.2exp[ 0.01( / L)] , b = 1.4
(2.96)
A quite similar approach for the modelling of the flame surface density (as in Eq. 2.95)
























The value of the model constant K⌃ in Eq. 2.99 is estimated to be 4
p
6/⇡.
Based on the experimental data of a methane Bunsen flame, Muppala et al. [32] devel-
oped a model for the wrinkling factor ⌅, where the e↵ect of the pressure variation on
the flame propagation is considered as shown below.








The turbulent Reynolds number Ret is computed as Ret = u0 /⌫. For the iso-octane/air
flame, the model parameters are set to b = 0.2, c = 0.2, and a = 0.46/Le [32, 106] (Le
is the Lewis number).
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Here the constant Cv is chosen to be 0.1 [108]. More elaborate discussions on the
fundamental theory of FSD can be found in the work of Marble et al. [28], Pope [29],
Bray et al. [31], Candel et al. [109], Vervisch et al. [110], or the PhD theses from
Hawkes [111] and Lin [112], amongst others.
FSD in the context of engine simulations
In the context of engine simulations, the gas density, temperature and the in-cylinder
pressure vary during the engine operation. Therefore, in Eq. 2.94, the unburned gas
density ⇢u is evaluated as a function of the ambient pressure p0 and density ⇢0, the heat






Considering the e↵ect of the unburned temperature and the actual in-cylinder pressure,








In Eq. 2.103, the unburned gas temperature Tu can be computed from the isentropic




  . The laminar flame speed at ambient condition sL,0 and the
two parameters ↵ and   depend on the specific fuel, the equivalence ratio and the burned
gas dilution fraction [106].
To start the combustion, the ignition kernel is created in a small area (flame kernel)
near the spark-plug by imposing the value 1.0 for the progress variable c. Depending on
the flammability limits of the fuel, the minimum ignition energy and critical radius of
the initial flame kernel can be estimated according to the book of Turns [113].
Disadvantage of algebraic models for FSD
Although algebraic models of FSD are simple to implement and easy to apply for di↵erent
fuels, the main issue of algebraic approaches is that they are only suitable in situations,
where the production and dissipation of FSD are locally in equilibrium at the flame
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front. In turbulent combustion, the process of flame propagation is strongly influenced
by complicated interactions between many e↵ects such as the mean flow- and sub-grid
convection, the fluid strain, the planar propagation, the curved-flame propagation, the
sub-grid destruction of flame surface area and the production or destruction of FSD.
These e↵ects vary spatially and temporally, which cannot be properly described by
simple algebraic approaches. In particular, these assumptions do not hold during early
flame propagation, right after ignition. Hence, solving the transport equation for FSD
is necessary for proper modelling of turbulent combustion. A detailed analysis on this
issue can be found in the work of Hawkes et al. [114].
2.7.3 Transport equation for FSD
Instead of using some simple algebraic models, the flame surface density ⌃gen can be
obtained by solving a transport equation. The Favre-filtered transport equation for the





















In this transport equation for the FSD, the term
⇥
(ui)s   eui⇤ represents the sub-grid
flux [30] and N= rc/|rc| is the normal vector of the local flame pointing towards the









For further details on the modeling of (↵T)s, readers are referred to the studies of Cant
et al. [30], Yeung et al. [115], Trouve et al. [116] or Ma et al. [103].
The terms @
⇥
(upNi)s⇢e⌃⇤/@xi and ✓up(@Ni/@xi)◆⇢e⌃ describe the propagation, produc-
tion and destruction of FSD under the influence of the flame propagation and curvature.
The modeling approaches of these terms are provided in a study of of Pope [29] or in




In this chapter, the finite volume method for a convection-di↵usion problem is intro-
duced along with several commonly used numerical schemes for the spatial and temporal
discretization. A detailed derivation of non-reflecting boundaries for the compressible
fluid is presented. To provide an insight on grid generation, an approach using vox-
els and voxelization to generate an equidistant Cartesian grid for engine geometries is
discussed. As it is one of the main issue in engine simulation, an e cient technique us-
ing Lagrangian particles and immersed boundaries to numerically describe the moving
objects are thoroughly explained.
3.1 Finite volume method for convection-di↵usion prob-
lems
The finite volume method (FVM) is a technique that is commonly employed for the
discretization of partial di↵erential equations, in which the volume integral formulation
is used on a finite partitioning set of control volumes. In this section, the discretization














S dV is presented. This section closely follows the PhD thesis of
Kempf [117].
35
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For the convection, Gauss’s theorem to transform the convective and di↵usive terms in







































Here, by introducing the means   V of   and S V of the source term S , Eq. 3.4 can


















In Eq. 3.5, the convective flux Ff,C and the di↵usion flux Ff,D are fluxes across the
surfaces of the neighboring control volumes, i.e., the upstream CVU, downstream CVD,
left CVL, right CVR, top CVT and the bottom CVB, as illustrated in Fig. 3.1.
To fully evaluate all the terms in Eq. 3.5, the discretization of volume and surface
integrals (Eqs. 3.6 and 3.7) are necessary.
Z
 V




 Af Af ⇡  f Af . (3.7)
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Figure 3.1: Illustration of the fluxes over a control volume  V .










and the flux over the surface  Af is given as:
Ff,C ⇡ ( uj)fnj Af (3.9)
In the orthogonal grids, the convective flux can be approximated from the value at the
center of the cell face  f and the surface normal component uf :
Ff,C ⇡  fuf Af (3.10)







Chapter 3. Numerical treatments and implementations 38
3.2 Spatial discretization schemes
The discretization of a partial di↵erential equation in time or space requires numeri-
cal schemes. In the scope of this thesis, some commonly used numerical schemes are
introduced including Upwind Di↵erencing Scheme (UDS), Central Di↵erencing Scheme
(CDS), Quadratic Upwind Interpolation for Convective Kinematics (QUICK), Total
Variation Diminishing (TVD), Crank-Nicolson and Runge-Kutta schemes.
3.2.1 Central di↵erencing scheme (CDS)
In the central di↵erencing scheme of second order, the values of the physical quantities at
the cell faces are calculated by a linear interpolation. The cell face values are computed










Figure 3.2: Illustration of an one dimensional computational grid.
In case of using a 4th order CDS, the calculations of  w and  e will require more cells




























Applying the CDS to the discretization of the convection or the di↵usion fluxes may
cause oscillations in the numerical results and could also lead to convergence problems.
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3.2.2 Upwind di↵erencing scheme
In the upwind di↵erencing scheme, the transported quantities at the cell faces  e and
 w are copied from the cell-center value of the up-stream or down-stream cell, depending



















Achieving only the first order of accuracy, UDS is very dissipative but unconditionally
stable. In simulations of turbulent flows, applying USD for the discretization of the
convection will destroy the small structures of the flow field, therefore, it should be
avoided.
3.2.3 Quadratic upwind interpolation for convective kinematics (QUICK)
In comparison to a 2nd order UDS scheme, a QUICK scheme [118] employs an upstream-
weighted quadratic interpolation of two upstream nodes and one down stream node for




















With a third order of accuracy on a uniform grid [119], a QUICK scheme could be a
better choice than a 2nd order CDS or UDS. However, using QUICK can be problematic,
because the main interpolation coe cients, e.g., 6/8 or 3/8 are not always positive since
they are depending on the flow direction, while the coe cients of  UU or  DD, e.g.,
 1/8 are negative. This may lead to stability problems and unbounded solutions under
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complicated conditions [119]. As a matter of fact, the QUICK scheme is conditionally
stable.
3.2.4 Total variation diminishing (TVD)
There are common issues with the previously presented numerical schemes. Low order
schemes are dissipative whilst high order schemes often lead to oscillation and conver-
gence problems. Obviously, a stable and high-order numerical scheme is of importance
for numerical simulations. To achieve stability, the total variation of a discrete solution
in two consecutive time steps n and n+ 1 should be diminished TV ( n+1) < TV ( n),
so that numerical instability is avoided. A flux limiter function  (r) can be employed
to constrain any possible overshoot of fluxes.
Using the TVD scheme, the quantities at the cell faces are formulated as:
 w =  U +
1
2
 (rw)( C    U)
 e =  C +
1
2













A collection of popular flux limiter functions  (r) is represented in Table 3.1 [119].
Function name Limiter function  (r)
CHARM [120]  (r)=r(3r + 1)/(r + 1)2 if r > 0 and  (r) if r  0
Van Leer [121]  (r)=(r + |r|)/(1 + |r|)
Van Albada 1 [122]  (r)=(r + r2)/(1 + r2)
Van Albada 2 [123]  (r)=2r)/(1 + r2)
SUPERBEE [124]  (r)=max[0,min(2r,1),min(r,2)]
Sweby [125]  (r)=max[0,min( r,1),min(r, )], 1 <   < 2
UMIST [126]  (r)=max[0,min(2r, (0.25 + 0.75r), (0.75 + 0.25r), 2)]
Osher [127]  (r)=max[0,min(r, )], (1     2)
Koren [128]  (r)=max[0,min(2r, 0.5(1 + r), 2)], (1     2)
Min-Mod [124]  (r)=min(r,1) if r > 0 and  (r) = 0 if r  0
Table 3.1: Limiter functions for the TVD scheme.
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3.3 Temporal discretization
For a time-dependent partial di↵erential equations, both spatial and temporal discretiza-
tion are required. A general time-dependent equation can be expressed as follows:
@ 
@t
= F ( ) . (3.19)
The first order temporal discretization is formulated using backward di↵erencing as:
 n+1    n
 t
= F ( ) , (3.20)
and a 2nd order formulation of the temporal discretization is outlined as follows:
3 n+1   4 n +  n 1
2 t
= F ( ) . (3.21)
In Eqs. 3.19-3.21,  n 1,  n and  n+1 denote a scalar quantity at the corresponding
time steps t  t,  t and t+ t, consecutively.
3.3.1 Explicit time integration
In an explicit time integration, the scalar quantity  n+1 is determined from the RHS of
the Eq. 3.19 at the previous time step n as:
 n+1    n
 t
= F ( n) (3.22)
The calculation using an explicit approach is simple and straightforward since F ( n) is
already known. However, this approach is conditionally stable, in which the time step
size  t has to be restricted by the Courant-Friedirch-Lewy number (CFL number) [129]
and su cient di↵usion is needed.
Using a Runge-Kutta method [130], higher order discretizations for the explicit time
integration are achieved. The formulation for the 2nd order time discretization reads:




 n+1 =  n + tF ( n+1/2)
(3.23)
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The 4th order formula for time integration can be employed to improve further the
accuracy of the numerical results:














1 = F ( 
n)










4 = F ( 
n + 3 t)
(3.24)
3.3.2 Implicit time integration
In an implicit time integration, the scalar quantity  n+1 is evaluated by the RHS of
the equation at the same time n+ 1. Therefore, the integration of   over time step  t
reads:
 n+1 =  n + tF ( n+1) (3.25)
Equation 3.25 can be solved by an iterative method. The implicit approach is uncondi-
tionally stable and can be used with large time steps.
To improve the accuracy of the time integration, one can apply the second-order Crank-
Nicolson scheme [131] as:





F ( n+1) + F ( n)
◆
(3.26)
3.4 Non-reflecting boundary conditions for engine simula-
tion
The characteristic boundary conditions for compressible flow have been intensively in-
vestigated in many studies such as Hedstrom [132], Thompson [133, 134], Giles [135],
Poinsot et al. [136], Nicoud [137], Yoo et al. [138, 139] or Lodato et al. [140]. This
section presents the derivation of non-reflecting boundary conditions for a hyperbolic
system in the conservative form. In the end, some available characteristic boundary
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conditions for Navier-Stokes equations are provided. In the context of engine simula-
tion, the non-reflecting boundaries are applied to impose the flow conditions at the inlet
and the exhaust ports of the simulated engine. This section closely follows the work of
Thompson [133, 134] and the book of Poinsot et al. [71].
A simple form (no di↵usion) of hyperbolic governing equations of di↵erent physical
conserved quantities is shown in the following.

















⇢ukuk + ⇢es , es =
TZ
T0
cv(T ) dT (3.29)

















Equations 3.27, 3.28, 3.30 and 3.31 are rewritten in the vector form of conservative
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The relation between the conservative variable vector U˜ and the primitive variable vector

















i 1/(    1) ⇢u1 ⇢u2 ⇢u3 0
u1 0 ⇢ 0 0 0
u2 0 0 ⇢ 0 0
u3 0 0 0 ⇢ 0
Yi 0 0 0 0 ⇢
1CCCCCCCCCCCCA
(3.36)
Similarly, the relation between the vector of fluxes F i and the primitive variable vector
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= 0 , (3.41)









= 0 . (3.42)
Considering the boundary condition in x1 direction, a compact form of Eqs. 3.39- 3.42










u1 0 ⇢ 0 0 0
0 u1  p 0 0 0
0 1/⇢ u1 0 0 0
0 0 0 u1 0 0
0 0 0 0 u1 0
0 0 Yi 0 0 u1
1CCCCCCCCCCCCA
. (3.44)
The eigenvalues of A1 are :
 1 = u1   c, 2 =  3 =  4 = u1, 5 = u1 + c, 5+i = u1 , (3.45)
where c =  p⇢ represents the speed of sound. The eigenvalues  1 and  5 denote the
velocities of sound waves traveling in the negative and the positive directions of x1. The
eigenvalues  2,  3,  4 and  5+i are the advection velocities of entropy, u2, u3 and the
species Yi, respectively.
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The eigenvectors are written as:
8>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>:
lT1 = (0, 1, ⇢, 0, 0, 0)
lT2 = (c
2, 1, 0, 0, 0, 0)
lT3 = (0, 0, 0, 1, 0, 0)
lT4 = (0, 0, 0, 1, 0, 0)
lT5 = (0, 1, ⇢c, 0, 0, 0)
lT5+i = (0, 0, 0, 0, 0, 1)
(3.46)
From the eigenvectors in Eq. 3.46, the amplitudes of the characteristic waves entering


























Figure 3.3 demonstrates the conventional directions of the incoming waves at the inlet
and outgoing waves at the outlet of the computational domain.
Figure 3.3: Characteristic waves entering and leaving of the domain.
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where   = cp/cv is the isentropic exponent (ratio of the specific heats). In many cases,
the acoustic waves could travel up-stream and interact with the inlet where the inflow
velocity is imposed. This induces the reflection of the incident waves at the inlet section.
To maintain the non-reflecting boundary conditions, one may compute the amplitudes
of the incoming characteristic waves in the following way:8>>>>>>>>><>>>>>>>>>:
L2 =  2(T   Tinlet)
L3 =  3(v   vinlet)
L4 =  4(w   winlet)
L5 =  5(u  uinlet)
(3.49)
In Eqs. 3.49, the value of the relaxation parameters  i is chosen in a certain range in
oder to match the impedance of the inlet. However,  i has to be chosen carefully: with
small or zero value of  i, the non-reflecting boundary is achieved at the inlet section
but the target velocities are not maintained. On the other hand, maintaining the target
inflow velocities requires larger values of  i, which leads to the reflection of the incident
waves at the inlet section. By choosing reasonable values of  i, the mean values of the
inlet velocities and the temperature are kept close to the target values, while at the
same time the non-reflecting boundary is achieved. A more elaborate discussion and
explanation can be found in the book of Poinsot et al. [71].
The amplitudes of the outgoing characteristic waves, e.g., at the exhaust port are com-
puted from:






















where K =  
 
1 M2)c/L,M is the maximum Mach number in the flow, L is the domain
length,   is a chosen constant (0, 1 <   < ⇡) and p1 is the static pressure at the far
field.
Applying the obtained amplitudes of the waves to calculate the flow conditions at the
boundary for the Navier-Stokes equations, one can rewrite the equations 3.27-3.28 in




























































= 0 . (3.52)
The boundary condition for the momentum ⇢u1 is:
@⇢u1
@t










The boundary condition for the momentum ⇢u2 is:
@⇢u2
@t
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The boundary condition for the momentum ⇢u3 is:
@⇢u3
@t


































The boundary condition for the species ⇢Yk (k = 1, .., N) is:
@⇢Yi
@t









(Mkj)  !˙k , (3.57)






It should be noted that, the amplitudes waves Li and the vector d are computed dif-
ferently depending on the inlet or outlet boundaries. Therefore, the equations 3.52-3.57
can generally be used to compute the flow conditions at the first ghost cells of the
boundaries.
3.5 Mesh generation of engine geometry
Mesh generation is an important part of any numerical simulation, especially in the
engine simulations since the accuracy of the numerical computations strongly depends
on the quality of the mesh. In comparison to the complexity of conformal or non-
uniform meshes, equidistant Cartesian grids are simpler and convenient to generate
from the engine computer-aided design (CAD) models. In this work, we refer to this
procedure as voxelization - a procedure for converting a conformal/unstructured mesh
to an equidistant Cartesian mesh. Each cubic element of the Cartesian grid is referred to
as a voxel. Figure 3.4 presents the computational grids of an engine geometry including
the unstructured and the equidistant Cartesian grids.
It must be stressed that using Cartesian grids for a complex geometry of an internal
combustion engine (with the intake and the exhaust manifold, cylinder head, intake and
exhaust valves) requires a certain resolution to properly describe all the geometrical
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Figure 3.4: The unstructured and the Cartesian grids ( =0.2 mm) of the engine
geometry and valves of the Darmstadt engine [141].
features of an engine geometry-like. Therefore, the equidistant Cartesian grid usually
requires more computational cells than the unstructured grid does. Due to its simplic-
ity, generation of an equidistant Cartesian grid for the engine simulation is much less
complex than the work to create the unstructured meshes. However, there are several
disadvantages of using this type of grid in the engine simulations. Readers are referred
to Chapter 6 for a more elaborate discussion on this issue. Despite some drawbacks,
equidistant Cartesian grids o↵er many advantages that make the approach as attractive
as the body-fitted method (in the author opinion): simple in mesh generation, easy in
programming, e cient in parallelization, and most suitable for LES due to the high
accuracy, homogeneous, isotropic filter widths.
3.6 Lagrangian particles and moving boundary
Handling the moving boundaries in the body-fitted methods requires mesh-generation
before or during the simulation. These approaches become even more challenging when
the motion of the moving boundaries is not known in advance. Therefore, dynamic
mesh generation is required, which is generally sophisticated and computationally ex-
pensive. Moreover, in the approaches using dynamic mesh generation, transferring data
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from the old mesh to the new mesh requires some mapping procedures. Obviously,
the interpolation and extrapolation in the mapping operations make the method more
dissipative and inaccurate. An alternative approach is to use Lagrangian particles and
immersed boundary method for the description of the moving objects. In this approach,
the moving boundaries are marked by Lagrangian particles and the transportation of
these particles represents the motion of the boundaries. Figure 3.5 presents the compar-
ison between the two approaches, in which the moving valve is handled by the dynamic
mesh generation and by the transport of Lagrangian particles.
Figure 3.5: Moving boundary method by body-fitted approach [142] vs the combina-
tion of Lagrangian particles and immersed boundaries.
Generation of Lagrangian particles
There are two flexible ways of using Lagrangian particles for the numerical description
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of the moving boundaries. Either one can use a single particle or many particles per
computational cell, as is illustrated in Fig. 3.6. Using a single particle per cell is simpler
and suitable for the problems where the motion of the objects follows the conventional
directions. For the problems involving the rotation of the moving boundaries, using
multiple particles per cell is more suitable to preserve the geometry since there are
no change in the distances between the particles after rotation but the corresponding
immersed boundaries may not be well-preserved. However, the numerical treatments of
these methods are similar. In case of more particles in one cell, the averaging of the data
such as velocity or acceleration of the particles in one cell will be carried out. In the
scope of this thesis, only single particle per cell is used and the validations of di↵erent
test-cases are provided.
Figure 3.6: Geometric description using single and multiple particles per solid cell.
Since the particles need to be generated from the geometric objects prior to the sim-
ulation, transforming the moving objects to Lagrangian particles must be carried out.
There are di↵erent ways to perform such task. The general steps are explained in the
procedure 1 together with Fig. 3.7. In order to convert the moving boundaries as well
as the stationary boundaries to a set of voxels, the voxelization step can be performed
using available software such as Binvox [143].
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Procedure 1: Generating Lagrangian particles for moving geometries
• Perform the voxelization of the original geometries with the same resolution
  (single particle approach) of the computational domain
• Map the generated voxels of the moving boundaries onto the main computa-
tional grid for correct positioning
• Assign the indices and physical positions of the mapped voxels to the corre-
sponding logic particles
• Write the information of all the logic particles including the indices and the
physical positions that can be read later into the simulation
Figure 3.7: Three-step procedure to generate Lagrangian particles from the original
geometry. The voxel size must be the same as the cell size   of the computational
domain.
Moving boundary using Lagrangian particles
Moving a boundary, which is numerically described by Lagrangian particles, can be
performed by particle transport. The equation for the transportation of particles in
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pi  t , (3.59)




pi denote the locations and the velocity of the particle i at the
time steps n and n  1, respectively.
In many cases, the motion of the moving boundaries including the piston and valves
are prescribed in time and space. For instance, in a 4-stroke engine, the motion of the
piston, the intake and the exhaust valves are controlled and synchronized by the rotation
of the crankshaft. Therefore, instead of solving the Eq. 3.59 for the new position of
the particle, the time dependent velocity vpi(t) and the acceleration of the particle
api(t) are determined from the prescribed positions in time. The velocity vpi(t) and the









In the context of the engine simulation, the velocity and the acceleration of the piston
can be analytically computed from the piston kinematics using the crank angle (CA)
⇥ = ⇥(t), the conrod length l, the crank radius r, and the angular velocity ! (! =
2⇡rpm/60) from the following Eqs. 3.62-3.63 [106]:
vpi =

  r sin⇥  r
2 sin⇥ cos⇥p





  r cos⇥  r
2(cos2⇥  sin2⇥)p
l2   r2 sin2⇥
  r
4(cos2⇥ sin2⇥)p
l2   r2 sin2⇥
 
! (3.63)
After updating the actual particle positions xni , the logical particle coordinates (i,j,k)





+ 1 + nG , (3.64)
where nG is the number of ghost cells of the computational grid (usually nG = 2) and  
is the cell size. This calculation is used to indicate whether the particle already moves
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to the new cell with new indices i,j and k. After that the corresponding immersed
boundary can be updated accordingly.
Since the particles are already moved to the new position, the new interface between
the fluid and the solid zone must be established. This can be done by blocking the cells
of an immersed boundary field (IBF) where the particles are located. The indices i, j, k
of a particle are also its position in the 3D array of the IBF.
Imposing the flow conditions on the moving interface
There are several approaches to determine the e↵ect of the moving boundaries on the
surrounding fluid. One popular method is to introduce a forcing function fb and then
modify the equation system L( ) = 0 to the new one L( ) = fb, where   is the vector
of conservative variables. In the continuous forcing approach, the function fb is included
before the discretization of L( ) = fb. In the discrete forcing approach, fb is added
after the discretization of the system of equations [144]. The determination of the forcing
function for the flow around a rigid body requires an iterative calculation.
In this work, the e↵ect of the moving boundaries  b on the surrounding fluid is deter-
mined via a new technique that employs the ‘mirror flow’ concept [145] in combination
with the immersed boundaries and the Lagrangian particles. In this technique, the ‘mir-
ror flow’ quantities    of the solid cells at the moving boundaries are computed and
imposed before solving the the discretized governing equations L( ) = 0 in the next time
step tn+1, as illustrated in the procedure 2. To be precise, the explicit time-stepping
from the time step tn+1 is performed for the moving boundary before advancing the
whole numerical solution to the time step tn+1. In order to apply the proposed method
to engine simulation, detailed implementation steps are presented for the motored- and
fired-engine in the procedure 3.
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Procedure 2: Imposing the flow conditions at the moving boundaries
• Solve the discretized Navier-Stokes equations L( ) = 0 for  n
• Calculate the ‘mirror flow’ quantities    of the solid cells inside the moving





the extrapolated quantites from the neighbouring fluid cells  n of the particle
• Solve the discretized Navier-Stokes equations L( ) = 0 for  n+1
The velocity vn+1si and the pressure gradient @p
n+1/@xi of the solid cells at the solid-fluid



















Here, vn+1pi and a
n+1
pi denote the velocity and the acceleration of the particle i at the time
step tn+1. In equations 3.65-3.66, the averaged quantities of the neighbouring fluid cells








j /Nnb at the time step tn are required to
compute the the numerical quantities of a solid cells.
The energy esi of the moving wall can be calculated from the temperature Tsi and the




v2si + cvTsi . (3.67)
The heat flux at the moving walls qi =    @T@xi is also considered in the transport of energy,
in which the isothermal boundary condition is applied with a fixed wall temperature. The
temperature at the moving and the stationary walls is set to the same wall temperature
Twall. No additional modeling of the wall heat transfer is used in the current work.
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Procedure 3: Moving boundaries in engine simulation-implementation
• Compute the pressure using the ideal gas law.
• Calculate the convective- and di↵usive fluxes of conserved quantities at cell
faces.
• Update the conserved quantities with the convective and di↵usive fluxes.
• Calculate the pressure gradient and update the momentum.
• Calculate the source term of the FSD equation and update the progress vari-
able (this step applies to the fired-engine).
• Solve the ODE for the Lagrangian particles (e.g., the groups of particles belong
to the moving valves and moving piston).
• Block the cells where the particles are located.
• Calculate and impose the non-reflecting boundary conditions at the inlet and
outlet of the engine.
• Impose the wall-bounded conditions of the physical quantities for the boundary
cells of the IB.
• Calculate and update the momentum at the moving boundaries.
• Update the velocity at the cell- center and faces.
• Update the energy with the RHS.
• Impose the wall-bounded condition for the energy.




In the scope of this work, the numerical treatments for the moving boundaries are
based on the combination of the immersed boundary method (IBM) and the Lagrangian
particle approach. Therefore, it is important to examine the suitability of the IBM in
numerical simulations of the fluid flow. In this chapter, the verification of the IBM in
the flow simulation is carried out for three di↵erent test cases: (1) prediction of the drag
coe cient of a cylinder in a fluid flow; (2) prediction of the velocity profiles and the
velocity fluctuations in a horizontal- and an inclined channel; (3) prediction of the flow
velocity in a simplified engine geometry with a moving piston and a fixed central valve.
4.1 Test case 1: flow around a cylinder
In this test case, the IBM was validated by predicting the drag coe cient of an immersed
cylinder in the flow field at di↵erent Reynolds numbers, namely 10000, 25000 and 50000.
Since the drag coe cient strongly depends on the geometry, a good agreement for the
prediction of the drag coe cient between the simulated results and the measurements
would indicate the suitability of IBM for flow simulations. The configuration of this test
case is presented in Table 4.1 and Fig. 4.1.
In this test case, the pressure distribution method [146] is used to calculate the drag
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Figure 4.1: Configuration of the test case 1: flow around a cylinder which is described
by IBM. Non-reflecting boundary conditions are applied at the inlet and at the outlet
of the domain. The drag coe cient is evaluated on the circumference of the cylinder
(illustrated by the outer circle with the radius r).
where p and ⇢ are the local pressure and the local density, respectively, p1 and U1 denote
the inlet pressure and the inlet velocity at the far field of the domain. Figure 4.2 shows
the average value of the pressure coe cient over time for the test case with Reynolds
number of 25000. According to the pressure distribution method, the drag coe cient
Cd is evaluated by integrating the pressure coe cient Cp over the cylinder circumference
(from 0 to 2⇡). It is easy to see that the flow is symmetric in axial direction (see Fig.
4.2). Therefore, one just has to integrate Cp over a half of the circumference (from 0 to








Here, half of the circumference of the cylinder is equally divided into N   1 segments
by an angle of  ✓. Cpi represents the local pressure coe cient at angle ✓i (0  ✓i  ⇡)
on the circumference. Figures 4.1 and 4.2 illustrate a circle where Cpi of each point is
interpolated from the fluid neighbouring cells. It must be noted that the IBM, unlike the
body-fitted methods, cannot numerically describe the exact data points on the surface
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Figure 4.2: Pressure coe cient field close to the immersed cylinder. The data points
on the cylinder surface are interpolated and integrated to calculate the drag coe cient
of the cylinder.










10000 48 604⇥44⇥404 0.5 mm 19.25 mm
25000 48 604⇥44⇥404 0.5 mm 19.25 mm
50000 48 604⇥44⇥404 0.5 mm 19.25 mm
Table 4.1: Configuration for the simulations of the flow around a cylinder.
Table 4.2 shows the drag coe cients as obtained by the simulation in comparison to the
experiments [147]. A reasonable agreement between the simulations and the experiments
is achieved. In the case of Re = 10000, a large discrepancy between the simulation and
the measurement may be due to a very small velocity of the fluid, which leads to severe
deficiencies in both e ciency and accuracy of the density-based solver for a compressible
flow.
It should be noted that the numerical prediction of the drag coe cient is very sensitive to
the geometrical features and the grid resolution near the wall [148, 149, 150]. In the case
of a flow around the cylinder, the calculation strongly depends on how well the curvature
of the cylinder is described by an IBM; in this work by an equidistant Cartesian grid.
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Re Sim Exp Error
10000 1.26 1.11 13.5 %
25000 1.22 1.16 4.6 %
50000 1.15 1.20 4.3 %
Table 4.2: A comparison between the simulated and measured drag coe cients of an
immersed cylinder.
Using IBM for a flow simulation around the cylinder, Lai et al. [151] have demonstrated
that, when the grid resolution increases by a factor of 2, the discrepancy between the
experimental data and the simulation results reduces by a factor of 2, i.e. a first order
convergence rate is achieved. The test case has shown that, if the grid resolution is
fine enough, the IBM can be e ciently used to describe complex geometries in the flow
simulation.
4.2 Test case 2: LES of a channel flow
To further examine the suitability of IBM for LES, channel flow simulations were per-
formed with two di↵erent geometrical configurations including normal- and inclined
channels, as illustrated in Figs. 4.3 and 4.5. In the normal-channel, the computational
grid aligns with the flow direction and the immersed wall is exactly described by the
IBM, as shown in Fig. 4.3. The inclined-channel is designed to test the IBM in un-
favorable conditions where the flow direction is inclined at an angle of 45  to the grid
orientation and the channel walls are not exactly described by the IBM, as depicted in
Fig. 4.5. As this situation is common in engine simulations using IBM, it is necessary
to examine the quality of the numerical predictions in these settings.
The normal- and the inclined channels in these test cases are set up as an infinite length
channel discretized by an equidistant Cartesian grid. Therefore, periodic boundary
conditions for the conserved quantities are imposed at the inlet and the outlet of the
channel. The flow in the channel is driven by a pressure gradient @p/@x, which is
calculated from the turbulent Reynolds number Re⌧ , the kinematic viscosity ⌫, the fluid
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In simulations of the channel flows, capturing the boundary layer flow properly is es-
sential, since it has a strong influence on the external flow. In common approaches to
resolve the boundary layer, local refinement near the wall is required and the first grid
point o↵ the wall should be in the laminar sub-layer region (y+ < 5). For the simulations
using an equidistant Cartesian grid without the local refinement, wall functions can be
used as an alternative way to estimate the friction velocity or the turbulent viscosity at
the first grid point o↵ the wall. In this test case, two wall models proposed by Piomelli et
al. [152] and by Wang et al. [153] were employed to assess their impact on the numerical
predictions.
The obtained simulation results including the mean velocity profile and RMS of the
three velocity components are compared against the DNS data by Moser et al. [154] for
Re⌧ = 395. The results are presented in sections 4.2.1 and 4.2.2.
4.2.1 Simulations of a normal channel (Re⌧ = 395)
The computational grid of the normal channel is illustrated in Fig. 4.3. Three sim-
ulations of the channel flow were performed with and without the wall models. The
turbulent viscosity ⌫⌧ was evaluated using the Sigma model [87] with the model con-
stant C  = 1.5. In the case with the wall models, ⌫⌧ of the first grid point o↵ the wall





Domain size Subgrid-model Wall model
1 48 304⇥94⇥154 Sigma model, C =1.5 -
2 48 304⇥94⇥154 Sigma model, C =1.5 Piomelli et al. [152]
3 48 304⇥94⇥154 Sigma model, C =1.5 Wang et al. [153]
Table 4.3: Numerical configurations for the simulations of the normal channel.
Detailed comparisons between the LES results of the normal channel and the DNS data
are presented in Figure 4.4. Clearly, the simulation using the wall model by Piomelli et
Chapter 4. Test cases 64
Figure 4.3: Configuration of the normal channel where the flow is perpendicular to
the cells.
al. [152] yields the best agreement with the DNS data for both the velocity profile and
the RMS. In the simulation using the dynamic wall model by Wang et al. [153], the
velocity profile shows a slight improvement in comparison to the results without wall
model. The RMS of the simulation without the wall model shows a better agreement
with the DNS data. It can be seen in Fig. 4.4 that the case without the wall model
yielded the largest value of the ratio of the turbulent to the laminar viscosity for the first
grid point o↵ the wall. It is possible that the overprediction of the turbulent viscosity
⌫⌧ close to the wall may lead to the discrepancy between the LES and the DNS data in
the middle of the channel.
It must be stressed that the wall model by Piomelli et al. [152] is only suitable for cases
with a fully developed boundary layer as the turbulent Reynolds number is known. The
model by Wang et al. [153], on the other hand, employs the numerical results that were
obtained from the previous time step to compute the viscosity at the first grid point o↵
the wall, which is more practical for the engine simulations. Together a good agreement
between the numerical results from LES using IBM and DNS confirms the suitability of
the IBM in the flow simulations.



















































Figure 4.4: Comparison between DNS and LES results for the velocity profile, RMS
and the ratio of the turbulent to the laminar viscosity. SW: LES with the wall model
by Piomelli et al. [152], DW: LES with the dynamic wall model by Wang et al. [153],
NW: LES without the wall model.
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4.2.2 Simulations of 45  inclined channel (Re⌧ = 395)
In order to examine the IBM in more complex geometries, the numerical simulations of
the fluid flow in an inclined channel were performed. In this setup, the misalignment
between the flow direction and the grid orientation was introduced to illustrate the
common situations in engine simulations using IBM. Figure 4.5 presents a 45  inclined
channel discretized by an equidistant Cartesian grid, which is set up as an infinite length
channel by using the periodic boundary conditions. Flow data are exchanged between
the grid cells (denoted by the same color in Fig. 4.5) at the inlet and the outlet of the
channel. Since the inclined walls were not accurately described by the IBM and the flow
direction was not aligned with the grid orientation, achieving a good numerical prediction
with this test case is more challenging than the simulations of the normal channel are.
Therefore, besides the test cases with the wall models, the Germano procedure [89] for
the dynamic model constant C  (Sigma model [87]) was also employed in the test cases
to check for a possible improvement in the numerical results. The numerical setup of all









1 192 180⇥64⇥180 1.0 mm Sigma model, C =1.5 -
2 192 180⇥64⇥180 1.0 mm Sigma model, dynamic proc -
3 192 180⇥64⇥180 1.0 mm Sigma model, C =1.5 Piomelli et al. [152]
4 192 180⇥64⇥180 1.0 mm Sigma model, C =1.5 Wang et al. [153]
5 600 354⇥124⇥354 0.5 mm Sigma model, C =1.5 -
6 600 354⇥124⇥354 0.5 mm Sigma model, dynamic proc -
7 600 354⇥124⇥354 0.5 mm Sigma model, C =1.5 Piomelli et al. [152]
8 600 354⇥124⇥354 0.5 mm Sigma model, C =1.5 Wang et al. [153]
Table 4.4: Numerical configurations for the simulations of the inclined channel.
Figure 4.6 shows the instantaneous- and the mean axial velocity field for the test case
NW-0.5mm. Profiles of the time-averaged mean velocity, the corresponding RMS of the
velocity and the ratio of the turbulent- to the laminar viscosity were evaluated along a
chosen line which is perpendicular to the virtual wall (the dash lines in Fig. 4.5). As it
can be seen in Fig. 4.7, the discrepancy between the obtained simulation results of the
same grid resolution was quite small for all the test cases. No significant impact of the
wall models in the numerical results was observed. In comparison to the DNS data, the
simulation results obtained from the test case using the dynamic procedure [89] (GM-
1.0 mm) showed an improvement in terms of the mean velocity. The RMS of the axial
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Figure 4.5: Configuration of an 45  inclined channel of height h. The distance between
the wall and the first grid point o↵ the wall is the distance between the dash line and
the first grid point o↵ the wall. Periodic boundary conditions are illustrated as the flow
data are exchanged between the grid cells with the same colors.
Figure 4.6: Axial velocity of test case NW-0.5mm of the inclined channel ( !: flow
direction; left: instantaneous velocity; right: mean velocity).
velocity urms, however, became less accurate despite the intensive computational e↵ort
spent on the dynamic procedure to locally calculate the value of the model constant C .























































Figure 4.7: Comparison between DNS and LES results for the velocity profile, RMS
and the ratio of the turbulent to the laminar viscosity. SW: LES with the wall model
by Piomelli et al. [152], DW: LES with the dynamic wall model by Wang et al. [153],
GM: LES with the dynamic procedure [89], NW: LES without the wall model, NC:
LES of the normal channel without the wall model.
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It is easy to see that close to the wall, the u+ obtained by the LES simulations was much
smaller than the u+ of the DNS result for the same value of y+. One possible explanation
for the underprediction of u+ at the first grid point o↵ the wall is the geometrical feature
of the computational grid near the walls. Considering the flow direction, each first grid
point o↵ the wall lies in between two solid triangles, that block the fluid motion (see
Fig. 4.5), hence reducing the fluid velocity close to zero. The low value of the u+ in the
area near the wall would lead to the higher velocity in the middle region of the channel,
to maintain the similar mass flow rate under the same channel configuration.
Comparing to the test cases of the inclined channel using the cell size of 1.0 mm (see
Fig. 4.7), clear improvements in the velocity profile and the corresponding RMS were
achieved with the refinement of the computational grid ( =0.5mm). However, it is easy
to see in Figs. 4.4 and 4.7 that a better agreement of DNS data for the velocity profile
and the RMS was achieved by the simulations of the normal channel using the coarse grid
( =1.0 mm), in comparison to the simulation results from the fine grid ( =0.5 mm)
of the inclined channel. Obviously, the misalignment between the flow direction and
the grid orientation induced a strong impact on the simulation results. In general, the
LES of the channel flow can still yield reasonably good results with a grid resolution
fine enough for the description of the geometry, even though the inclined wall was not
precisely represented by the IBM.
4.3 Test case 3: moving boundary in a simplified engine
geometry
To demonstrate the application of the Lagrangian particles for the description of the
moving boundary and to test the IBM in a more complex geometry, a multi-cycle engine
simulation of a simplified engine geometry was performed. In this test case, the central
valve was fixed and the fluid was sucked through the 4 mm-wide annular gap between
the valve and the valve seat due to the pressure di↵erence created by the motion of the
piston. Detailed information of the engine geometry is illustrated in Fig. 4.8.
In comparison to the simulations of the inclined channel, this test case presented a
more di cult situation where the misalignment between the fluid flow and the grid
orientation was even more extreme due to the complexity of the engine geometry, as
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Figure 4.8: Engine geometry with three sampling lines at 10mm, 20mm, and 30mm
below the central valve (Morse et al. [155]) (Reprinted from Nguyen et al. [156] with
permission of Springer).
depicted in Fig. 4.8. Additionally, the in-cylinder flow was driven by the moving piston
that made the case more challenging. This test case examined the combination between
the Lagrangian particles and the IBM for handling the stationary- and the moving
boundaries in one simulation setup, in which: (1) a three-dimensional engine geometry
with a fixed central valve was described by the IBM; (2) the modelling of the moving
boundary using particle-based method was included to simulate the interaction between
the fluid flow and the moving piston; (3) the inlet- and outlet flow conditions were
calculated by the non-reflecting boundary conditions.
The motion of the piston was governed by a harmonic function:




where s represents the stroke length of the cylinder and the parameter s1 = s0+s/2 (see
Fig. 4.8). The Reynolds number in this test case is calculated using the engine speed
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In the experiment by Morse et al. [155], the engine was motored at a speed of 200RPM
(! = 21 rad/s) where the mean piston speed (V p = 0.4 m/s) was considered to be small.
Clearly, with the small Reynolds number of 2000, the test case would be time-consuming
for the fully compressible solver. Therefore, in order to speed up the simulation and
to still maintain the Reynolds similarity, both the engine speed ! and the molecular
viscosity ⌫ were increased by a factor of 10.
The simulation was carried out on a computational domain consisting of 7.9 million cells
with the cell size of   = 0.5 mm using 240 CPUs. Five consecutive engine cycles (360
crank angle degree (CAD) per cycle) were performed. Figure 4.9 shows the instantaneous
vertical velocity in the tumble plane of four consecutive engine cycles.
Figure 4.9: Instantaneous vertical velocity in the tumble plane of four consecutive
engine cycles (c2 to c5) at 144 CAD.
The phase-averaged vertical velocity and RMS obtained from the simulation were com-
pared against the experimental data at three sampling lines shown in Fig. 4.8 for 36 CA
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and 144  CA after top dead center (TDC). As it is shown in Figs. 4.10 and 4.11, the
velocity profiles and the corresponding RMS at three sampling lines (10 mm, 20 mm,
30 mm below the central valve) were overall well-captured by the simulations for both
36  and 144  CA. Only a small discrepancy between the predicted RMS and the ex-
perimental data was observed. Good agreement between the numerical results and the
experimental data confirms the accuracy and the e ciency of the proposed method for
the engine simulation. Further validations of this approach can be found in the work of








































































Figure 4.10: Predicted and measured velocity profiles at 36  CA: Vertical velocity at
10 mm (a), 20 mm (c) and 30 mm (e). The corresponding RMS at 10 mm (b), 20 mm
(d) and 30 mm (f) (Reprinted from Nguyen et al. [156] with permission of Springer).
All the figures and the comparison between the obtained simulation results and the ex-
perimental data [155] are reprinted from the paper of Nguyen et al. [156] with permission
of Springer.






























































Figure 4.11: Predicted and measured velocity profiles at 144  CA: Vertical velocity
at 10mm (a), 20mm (c) and 30mm (e). The corresponding RMS at 10mm (b), 20mm
(d) and 30 mm (f) (Reprinted from Nguyen et al. [156] with permission of Springer).
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5.1 Abstract
In this study two di↵erent simulation approaches to large eddy simulation of spark-
ignition engines are compared. Additionally, some of the simulation results are com-
pared to experimentally obtained in-cylinder velocity measurements. The first approach
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applies unstructured grids with an automated meshing procedure, using OpenFoam and
Lib-ICE with a mapping approach. The second approach applies the e cient in-house
code PsiPhi on equidistant, Cartesian grids, representing walls by immersed boundaries,
where the moving piston and valves are described as topologically connected groups
of Lagrangian particles. In the experiments, two-dimensional two-component particle
image velocimetry is applied in the central tumble plane of the cylinder of an opti-
cally accessible engine. Good agreement between numerical results and experiment are
obtained by both approaches.
5.2 Introduction
Direct injection, downsizing and advanced combustion modes are key fuel-saving tech-
nologies in gasoline engines. To further decrease the fuel consumption and pollutant
emissions and to increase the power output, a better understanding of the in-cylinder
processes is crucial. Currently, advanced combustion modes cannot be used over the
full operating range, often due to turbulence-induced flame quenching or as a result of
poor fuel-air mixing near the spark. In-cylinder phenomena are commonly studied in
single-cylinder research engines with optical access for laser diagnostics. On the other
hand, engines are investigated by numerical techniques like CFD, which is often less
expensive and more flexible than an experiment. As the state of the art, U-RANS sim-
ulations are successfully applied by industry to gain an understanding of the engine,
but U-RANS will normally fail to predict cyclic variations. A promising alternative are
large eddy simulations (LES) that resolve smaller flow structures, enabling them to cap-
ture cyclic variations. However, LES is computationally more expensive and requires
high-quality meshes on which high-order numerical schemes must be applied. In the
context of LES, several CFD codes like AVBP [45, 61], KIVA [158], FLUENT [159], or
Star-CD [160] have shown at least partial ability to predict some relevant phenomena
in internal combustion engines. A critical problem with the application of LES is that
any discretization of less than second order accuracy and CFL numbers greater than
one lead to artificial dissipation – causing slow mixing, insu cient flame wrinkling, and
hence slow flame propagation. Unfortunately, it is very hard to satisfy these accuracy re-
quirements with CFD codes that have been optimized for RANS on unstructured grids.
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In this study, two di↵erent approaches are compared, which satisfy the stringent re-
quirements for mesh quality and numerical accuracy for the LES of internal combustion
engines. Both methods require very limited e↵ort for the grid generation (less than one
personnel hour for meshing). The first approach (OpenFOAM) [161] uses unstructured
grids with deformable meshes. The second approach (PsiPhi) [162] is based on a struc-
tured grid with a combination of Lagrangian particles [163] and immersed boundaries
[164] to represent the moving parts of the engine. Both codes, OpenFOAM and PsiPhi
(in-house, developed at the chair of Fluid Dynamics, University Duisburg-Essen) were
available without excessive cost for licensing and have demonstrated good parallel scal-
ing, in the case of PsiPhi beyond 4000 cores. So far, the simulations have concentrated
on a motored case, for which the velocity fields obtained in both approaches will be
compared to each other and to measurements in an optically accessible engine. At the
end of the paper, preliminary results are presented for a fired case.
5.3 Numerical methods










































where the gas density, the fluid velocity vector, the pressure, and the total energy are
represented by ⇢, eu, p and eE, respectively. The temperature and the stress tensor are
denoted as T and e ij . The unresolved stresses ⌧ sgsij are computed by the standard
Smagorinsky model [84]. The unresolved heat fluxes are represented by qsgsj .
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The state of the gas is computed by the relations:
p = ⇢RT, cv = R/(    1), cp = cv +R (5.4)
The specific heat capacity at constant pressure and constant volume are indicated by cp
and cv, respectively.
The total energy and the stress tensor of a Newtonian fluid can be expressed as:
⇢ eE = 1
2
⇢eukeuk + p    1 (5.5)













The viscosity of the fluid is calculated from the reference temperature T0, the viscos-
ity µ0 at reference temperature, and the Sutherland temperature Ts according to the
Sutherland law:







5.4 Approach 1: OpenFOAM, unstructured grid
Codes for unstructured grids - like OpenFOAM - permit the e cient use of body con-
forming grids to represent complex geometries. In our case, the bottleneck in Open-
FOAM is the mesh motion for large valve and piston displacements. The mesh inside
the engine has to move according to the motion of the piston and valves without reduc-
ing the quality of the mesh. Here, we apply a mapping approach, in which the entire
engine cycle (720 CA ) is split into intervals for which individual grids are used. Within
each interval, the mesh maintains high quality while the grid points are moved. At the
end of each interval, the results are mapped onto the next grid. This mapping approach
has already been tested for U-RANS engine simulations [165] and was developed further
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with the present meshing procedure. All grids are automatically generated at the start
of the simulations and can be reused in later cycles.
5.4.1 Meshing with OpenFOAM
OpenFOAM’s internal automated mesher, snappyHexMesh, is used to generate hexahe-
dral cells. It reads a geometry input file of the engine (Stereo Lithography format - STL)
and a block-structured mesh that surrounds the engine geometry, which is then wrapped
to the STL geometry. Figure 5.1 shows the STL representation of the engine with the
surrounded block mesh. The initial grid spacing of the block is 0.5 mm, which is also
Figure 5.1: Sketch of the overlapped grid on the STL representation of the engine at
top dead center (each color stands for a di↵erent patch) -OpenFOAM.
the biggest cell size in the engine. In order to capture details smaller than 0.5 mm, it is
necessary to divide the STL file of the engine in di↵erent patches, which can be assigned
within snappyHexMesh and used for local refinement. SnappyHexMesh refines the cells
in the vicinity of the patch by repeatedly splitting a hexahedral cell into eight cells. The
smallest discretized valve gap was set to 0.5 mm; for this position a refinement has been
applied twice, leading to a cell size in the valve seat gap of 0.125 mm as shown in Fig.
5.2. In total, 39 di↵erent patches have been created for the STL representation of the
engine. An automated tool for generating STL files for a full cycle has been developed
based on Lib-ICE [166, 167, 168, 169] technologies. It reads a STL file of the engine at
top dead center (TDC) together with the minimum valve lift position, the valve lift pro-
files, the stroke, and the connecting-rod length of the engine. To enforce complete valve
closure, either internal walls are added as curtains around the valve seat or the ports
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Figure 5.2: Top left: surface grid of the cylinder head with intake (blue) and exhaust
(red) valves. Top right: mesh around the spark plug (cell size 0.25 mm) Bottom: cut
through the exhaust valve in closed position (cell size inside the gap 0.125 mm, left)
and cut through the intake valve at a lift of 5.5 mm - OpenFOAM.
are completely detached from the cylinder volume. The former method is computation-
ally less expensive, but cannot resolve the dynamics within the port. For a multi-cycle
simulation, the valves should be closed with internal walls, in order to keep track of the
flow dynamics in the ports. A total of approximately 100 di↵erent grids have been used
to represent the intake, compression and expansion stroke. The cell size varied from
5.3 Mio to 0.5 Mio (see figure 5.4). This meshing approach with OpenFOAM is generic
Figure 5.3: Number of cells used for the intake, compression and expansion stroke
(intake port detached at -160 CA ) -OpenFOAM.
and can be applied to any combustion engine. Furthermore, parts of the engine can
be added easily (e.g. the spark plug) or removed (ports, for valve closure). The entire
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workflow is automated, except for the creation of the basic STL file of the engine. It
takes a maximum of one hour on 48 cores to generate the grid for a given interval.
5.4.2 Mesh motion with OpenFOAM
For the motion of the internal grid points, a Laplace equation is solved for the cell-









where   is a di↵usion constant for the mesh motion field and ucell is the velocity vector
of the cell itself. A time varying boundary condition based on the velocity of the piston
and valves is applied for the moving parts. The resolved cell-velocity field is then used
to determine the new position of the cell according to the following equation:
xnew = xold + ucell t (5.10)
The mesh di↵usivity can be constant or dynamic. Here, the di↵usion field is decreased
near moving boundaries, which creates artificial sti↵ness, so that cells are less deformed
near the moving boundaries.
5.4.3 Numerics with OpenFOAM
The numerical solver is pressure-based, such that it can handle the coupling of implicitly
discretized time-dependent flow equations. For the pressure-velocity coupling the PISO-




















, u = diag(A)(A) 1 (5.12)
where A represents the coe cient matrix of the linearized algebraic function of the
momentum equation (5.2). The PISO approach permits to use larger time steps once
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the valves are closed, so that the computational cost is similar to the fully compressible
method used in PsiPhi.





















with ↵eff as the e↵ective thermal di↵usivity accounting for the local mean and turbulent
di↵usivities.
The flow field is advanced in time by an implicit, second-order backward scheme. The
convective scalar fluxes are discretized by a TVD scheme, using the Sweby limiter [125].
For the momentum equation, a switch between the CDS and the TVD (Sweby) schemes
based on the local Mach number is used: for small valve lifts, the flow in the valve
gap can reach high velocities (Ma=1) introducing numerical instabilities that must be
avoided by applying a TVD scheme. At the same time, the TVD scheme would increase
numerical dissipation over CDS by a degree that is not acceptable with LES. We achieve
a good balance between accuracy and low dissipation by switching from CDS to TVD
wherever the Mach number exceeds 0.5. The e↵ect is illustrated by fig. 4, showing
the maximum Mach number over the crank angle for the intake stroke: in the interval
between -390 CA  and -385 CA , very high velocities occur in the small valve gap of 0.5
mm. It can be seen that the CDS scheme causes strong spikes, whereas the CDS-TVD
scheme gives a smoother time course of the velocity inside the valve gap.
Figure 5.4: Plot of the maximum Mach number during the intake stroke (-390 CA 
to -385 CA ); (-+-): CDS for the momentum equation, (–): CDS-TVD scheme for the
momentum equation - OpenFOAM.
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5.5 Approach 2: PsiPhi, immersed boundaries
In this approach, the immersed-boundary technique is employed for the representation
of the complex geometry of the engine. First, volumetric pixels (voxels) of di↵erent
3D engine components are generated from the corresponding 3D CAD models of the
cylinder, the intake port, the outlet port and the cylinder head. These voxels are then
mapped to the main Cartesian equidistant grid to build the immersed boundaries of
the simulated engine. This approach yields high numerical accuracy, permits more
cells, promises high model accuracy (isotropic cells), and ensures that finer grids are
maintained in the region of the flame, while being cheaper at the same CFL number.
The method is available in the in-house code PsiPhi, which has been developed to
combine high computational accuracy, good parallel scaling and high e ciency on state
of the art computer hardware. Focusing on the LES of combustion, PsiPhi has proven
its abilities in simulations of fully premixed, partially premixed and non-premixed flames
[103, 162, 173, 174] of gas jets [175], and pulverized coal [176].
5.5.1 Mesh generation with PsiPhi
Mesh generation in PsiPhi is simple, flexible, and fast. It takes less than an hour to
generate any computational grid with high resolution from the CAD model, for ten to
hundreds of millions of cells. The generated voxels from the moving parts including the
piston, the intake and exhaust valves are used to create the di↵erent groups of particles
that describe the moving objects. Figure 5 shows engine valves meshed with this method.
Note that the sharp voxel-edges and voxel-corners displayed in fig. 5.5 are not ”seen” by
the simulation. The stairs are only a result of the graphical representation of the cells;
they do not induce any flow over a stair-like surface (the stairs can be considered as a
first order approximation of the flat boundary).
The following section is dedicated to the moving-boundary technique that is applied
within this study. With this approach, the simulated engine can be decomposed into
structured cubic domains that are highly e↵ective for parallelization.
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Figure 5.5: The intake and exhaust valves are represented by Lagrangian particles
and mapped to voxels on the computational grid (0.5 mm cell size) - PsiPhi.
5.5.2 Moving boundaries with PsiPhi
Coupled to the immersed boundary method, a mesh-free approach is employed to han-
dle the moving boundaries of the engine simulation. Moving parts like the piston and
the valves are formed by di↵erent groups of Lagrangian particles. These particles are
controlled by the same law of motion as the corresponding moving objects. Using this
method, no mesh alteration is required, which avoids the di culty involved in the gen-
eration of high quality moving meshes.
In this mesh-free technique, the momentum equation is modified to account for the
particle force (Fp) that is used to impose the flow condition at the boundary of any














(⌧ sgsij ) + Fp (5.14)
Calculating the particle force Fp requires the imposed velocities and the imposed pressure
at the boundary between the solid phase and the gas phase. These velocities and pressure
are computed from the particle velocity V pi and the velocity of neighbouring fluid cells
V fi [163]:
V si = 2V pi   V fi (5.15)
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In the case of more than one neighbouring fluid cell, the velocity of a solid cell is
computed from the particle velocity V pi and the average of the neighbouring fluid cells:





The pressure of the solid cells at the boundary can be computed based on the pressure
gradient that is calculated from the density ⇢ of the neighbouring fluid cell and the













Where ⇢j is the density of the neighbouring fluid cell j and Nb denotes the number of
the neighbouring fluid cells.
In this approach, the activation and deactivation of the mesh cells are handled by the
flux-blended scheme, which is a combination between the upwind and the central di↵er-
encing scheme. When the cell changes from solid to fluid, a linear interpolation scheme
with weighting factors is used to create the history in the fresh cleared cells from the
momentum of the neighbouring fluid cells.
5.5.3 Non-reflecting boundary conditions
In compressible flow, the truncated inlet or outlet usually leads to numerical oscillations
resulting from the spurious waves, since the physical boundary conditions are not known
in detail. In engine simulations, correctly imposing the physical boundary conditions
would require to include the long intake and exhaust ports, which would increase the
computational e↵ort by a considerable amount. In this study, the inlet and outlet ports
are kept short, and Navier-Stokes characteristic boundary conditions (NSCBC) were
implemented to compute the numerical conditions on the inlet and outlet planes. The
amplitude variations of the incoming and outgoing waves were determined from the
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”Local One-Dimensional Inviscid (LODI) relations” for the primitive variables at the
boundary [136].
5.6 Engine Geometry
The single cylinder gasoline direct injection engine of the Institute for Combustion and
Gas Dynamics (University of Duisburg-Essen) features four valves and a pent-roof head.
It provides optical access through the piston crown and the cylinder liner. Table 5.1




Connecting rod length 161 mm
Compression ratio 10:1
Number of valves 4
Exhaust valve open 180 CA 
Exhaust valve closed 400 CA 
Intake valve open -405 CA 
Intake valve closed -145 CA 
Table 5.1: Specification of the engine. Top dead center (TDC) of the compression
stroke is taken to be zero degrees crank-angle (0 CA ).
Pressure is measured by crank-angle-resolving sensors. Piezoresistive sensors determine
the pressure in the intake and exhaust ports 100 mm upstream of the valves, and a
piezoelectric one the relative in-cylinder pressure near the spark-plug location. The in-
cylinder pressure was pegged to the absolute intake pressure at a position near bottom
dead center (BDC).
5.7 Measurements
The engine was motored at a speed of 1000 rpm; intake, coolant and oil temperatures
were kept at 333 K. The maximum intake valve lift was 7 mm at -270 CA , while the
maximum exhaust valve lift was 3.5 mm at 280 CA . The instantaneous velocity field in
the tumble symmetry plane was measured by particle image velocimetry (PIV). Figure
5.6 illustrates the optical access through a quartz cylinder and a quartz window in the
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piston crown. This results in a view of about 60 mm width, extending about 30 mm
down from the fire deck.
Figure 5.6: (a) bottom view of the engine head, (b) side view of the head, cylinder
and measurement domain, (c) field of view and dimensions of the cylinder.
The intake-air was mixed with silicon-oil droplets (nominal diameter 0.2 µm − 0.3 µm)
in a chamber 500 mm upstream of the intake valves. The particles were illuminated
with a double-pulsed Nd:YAG laser at 532 nm. The laser light sheet with a thickness
of 0.9 mm was directed into the engine via a mirror in the bottom of the slotted,
extended piston. The light scattered from the particles was detected by a double-frame
CCD camera; each image pair was processed by LaVision Davis 7.2 to provide a two-
dimensional velocity vector map. Spurious vectors were removed using standard validity
checks [177]. At selected crank angles (-180, -140, -120, -90) 100 shots each were taken
of the velocity field to be used for the validation of the two simulation approaches.
5.8 Simulation Setup
In both approaches the crevice volume between the liner and the piston is neglected, as
well as a chamfer between the glass liner and cylinder head. To compensate for these
crevice volumes, the clearance height at TDC was increased by 2.6 mm. In OpenFOAM
with its body-fitted mesh, the minimum valve gap was chosen to 0.5 mm with a grid
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spacing of 0.125 mm within this gap. In the second approach, PsiPhi, the valve gap was
resolved by the same 0.5 mm cells that were used throughout the domain. Table 5.2
and fig. 5.7 show the computational domains and key parameters for both approaches.
Approach Mesh type Grid spacing Number of cells
Unstructured (OpenFOAM) Body-fitted 0.125-0.5mm BDC: 5.3 Mio (with intake)
TDC: 1.2 Mio (with intake)
Structured (PsiPhi) Block-structured 0.5mm BDC: 4.8 mio (Fluid)
TDC: 0.48 Mio (Fluid)
Total: 9.6 Mio (Fluid)
Table 5.2: Grid specification of the two approaches.
Figure 5.7: (a) Fluid cells at BDC for the immersed boundary approach, (b) Cut
through the domain of the immersed boundary approach at BDC, red: fluid cells, blue:
solid cells, (c) Computational domain of the unstructured approach (body fitted grid),
left intake, right exhaust port.
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5.9 Boundary conditions
The simulations were started at -360 CA . At this position, the intake valves are already
opened with a lift of 1.3 mm and the exhaust valves are about to close (0.26 mm).
Because both approaches have a physical minimum valve gap of around 0.5 mm, the
valve overlap was not taken into account here. In both approaches, the walls are treated
as adiabatic with a no-slip condition applied. The intake valve closure was set to -160
CA .
The velocity field for the first approach (OpenFOAM) was initialized as stagnant, for
the second approach (PsiPhi) with artificial fluctuations smaller than 6 m/s. All other
scalar variables were initialized uniformly within the entire domain. The temperature
was set to 333 K and a pressure of 1.0165 bar was imposed, which was taken from
the absolute intake pressure measurement. With the first approach (OpenFOAM), the
measured pressure profile was imposed on the intake. With the second approach, the
NSCBC [136] were applied, in which the inlet velocities are computed from the estimated
time dependent mass flow and the imposed intake pressure is solved directly from the
amplitudes of the characteristic waves coming into the computational domain.
5.10 Results
Simulations were carried out to compare the capabilities of the two approaches. The
results are compared to the velocity measurements. Table 5.3 shows the computational
e↵ort required for the intake, compression, and expansion stroke.
Approach OpenFOAM PsiPhi
Number of CPUs 96 192
CFL number 1.0 0.3
 t min [s] 0.7E-6 0.34E-6
 t max [s] 0.275E-5 0.56E-6
Calculation time 9 days 10 days
Table 5.3: Simulation e↵ort for intake, compression and expansion stroke.
As a result of the meshing scheme, in the PsiPhi approach the total number of cells is
fixed during the entire simulation, whereas it is varying with the OpenFOAM approach,
such that the number of CPUs also can be varied. In figure 5.8, the in-cylinder pressure
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is plotted over the intake stroke. The calculated pressure is sampled near the spark plug
location and compared to the measurements. The simulations were initialized with the
measured intake pressure, which leads to a deviation of 50 mbar at -360 CA  relative
to the measured in-cylinder pressure. The simulated pressure curves are matching each
other after 45 CA . Beyond this point, the simulated pressure curves divert and coincide
again at -180 CA  (BDC). This deviation is expected from the di↵erent strategies for
setting the boundary conditions at the intake port since OpenFOAM uses a time-varying
pressure and PsiPhi employs non-reflecting boundary conditions.
Figure 5.8: In-cylinder pressure during the intake stroke until IVC (-160 CA )
(Measurement (—), OpenFOAM ( ), PsiPhi (+)).
At the time of the intake valve closure (-160 CA ), the in-cylinder pressure from both
simulations match the measured in-cylinder pressure. From this crank angle on, the
piston compresses the air inside the cylinder. Figure 5.9 shows the in-cylinder pressures
during the compression stroke. The small deviation of the pressure for the compression
and expansion stroke may be related to the specific heat capacities and to the adiabatic
boundary conditions. PsiPhi assumes constant heat capacity, while in OpenFOAM the
heat capacity is a function of the temperature. The peak pressure computed with the
first approach (OpenFOAM) is 25.4 bar, with the second approach (PsiPhi) it is 24.9
bar.
The in-cylinder gas temperature was computed from the measured pressure trace by
the polytropic relation of an adiabatic system for air and compared to the temperature
obtained from the simulations. Figure 5.10 shows good agreement between the simulated
in-cylinder temperatures and the calculated polytropic temperature. However, matching
a motored pressure trace is certainly not a very stringent test of the validity of the
simulations, hence more detailed results will be examined in the following.
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Figure 5.9: In-cylinder pressure during compression and expansion
(measurement (—), OpenFOAM ( ), PsiPhi (+)).
Figure 5.10: In-cylinder temperature during compression and expansion
(Polytropic relation for temperature (—), OpenFOAM ( ), PsiPhi (+)).
The velocity fields for the z-component at -310 CA  (50 CA  after the start of the simu-
lation) are shown for both approaches in fig. 5.11. The velocity profiles are sampled 20
mm below the cylinder head. Similar flow patterns in the two simulations throughout
the intake stroke can be related to the high velocity flow through the valve gap, where
most of the turbulence is generated, dominating the surrounding flow. However, it can
be seen in fig. 5.11 (right column), that more small structures remain in the velocity
component plots of the PsiPhi simulation, whereas the flow fields of the OpenFOAM
calculation are smoother (left column fig. 5.11). This discrepancy is a result of the
di↵erent numerical schemes: with OpenFOAM, a combination between the central dif-
ference scheme (CDS) and the total variation diminishing scheme (TVD) is applied for
the momentum fluxes, inside the valve gap for Ma>0.5. By using the TVD scheme,
kinetic energy partially dissipates, resulting in smoother flow fields. With PsiPhi, the
momentum fluxes are discretised by the CDS scheme, resulting in less dissipation.
Figure 5.12 shows the tumble velocity profiles of the z components at 10 mm and 30 mm
underneath the cylinder head for both simulations and the experiment. The tumble flow
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Figure 5.11: z-velocity component from both simulations at -310 CA , at the position
of the dashed white line, the velocity profile are taken
(OpenFOAM (— —), PsiPhi (—+—)).
velocities are qualitatively captured by both simulations. The instantaneous velocities
in the lower cross-section (30 mm) at -180 CA  (fig. 5.12) show similar flow patterns for
both approaches.
In fig. 5.13, the flow field during the late compression at -90 CA  is shown. The
fine structures are preserved in both simulations, which imply the importance of low
dissipative numerical schemes.
The two-dimensional cross-sections through the cylinder volume in fig. 5.12 do not reveal
the full extent of the inhomogeneity of the velocity field at that location. Figure 5.14
shows horizontal cuts for both approaches in a plane 30 mm below the cylinder head
at -180 CA . Both approaches capture a large range of turbulent structures, with the
overall field being similar.
Based on this work, further investigations will be carried out for the combustion phase in
SI engines. Figures 5.16 and 5.15 present preliminary results of the premixed turbulent
combustion performed with OpenFoam and PsiPhi, respectively.
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Figure 5.12: Comparison of the z-velocity components (m/s) of both simulations at
-180 CA : The white box denotes the window of the measurement at -180 CA . The
velocity profiles are sampled at 10 mm and 30 mm underneath the cylinder head
(OpenFOAM (—), PsiPhi (—), an instantaneous measurement (•) and phase-locked
average over 100 cycles (⌅).
5.11 Conclusion
In this paper, Large Eddy Simulation for an IC engine is studied with two di↵erent
simulation tools. The simulation results show good qualitative agreement with each
other and with experimental data.
Despite the di↵erences in the meshing strategy, numerical schemes, boundary conditions
and moving-mesh description, similarity of the numerical results can be observed and
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Figure 5.13: Comparison of the z-velocity components (m/s) from both simulations
at -90 CA .
Figure 5.14: z-velocity in horizontal cross-section (m/s), 30 mm below the fire deck
at -180 CA  (left: OpenFOAM, right: PsiPhi).
qualitatively compared. Similar flow patterns are obtained in the tumble flow and in
the valve section at di↵erent crank angles for both simulations.
With the OpenFOAM approach, the mesh is moving within the domain, causing inter-
polation errors inside the domain - a problem that is avoided with PsiPhi. On the other
hand, OpenFOAM can achieve better resolution within the valve gap due to the local
mesh refinement. Using a central di↵erencing scheme for the momentum transport with
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Figure 5.15: Volume rendering of the flame front propagation in the IVG engine (i.e.,
the engine that was used for comparing the cold flow in figs. 5.8-5.14) as seen from the
top - OpenFOAM.
Mach-number dependent blending to TVD, both approaches achieve little numerical
oscillation and manage to resolve relatively small turbulent structures throughout the
computational domain.
Whereas PsiPhi is fast because of its simplicity and optimisation for modern hardware,
OpenFOAM achieves a similar calculation time as the fully compressible scheme is re-
placed by the PISO scheme and a much bigger CFL number is used. The meshing of
the geometry is automated in both approaches, such that the preparation of the setup
files takes less than one personnel hour for each approach, starting out from an existing
STL file. With PsiPhi, grid-generation completes within minutes, whereas with Open-
FOAM, it takes around 2000 CPU hours for the geometry presented here, contributing
roughly 10% to the computational cost for a single cycle. However, also with Open-
FOAM the simulation can be started within one hour, i.e., as soon as the first grid has
been generated.
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Figure 5.16: Volume rendering of the simulated flame propagation visualised by the
progress variable (top four images) and the reaction source term (bottom four images)
as seen from the top at di↵erent CA  for the optical engine [158] at the Center of Smart
Interfaces (CSI), Technische Universita¨t Darmstadt - PsiPhi.
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5.12 Appendix
Figure 5.17: Contour plots of the x-velocity component in a cut through the intake
valve at -310 CA  and -270 CA  and the corresponding velocity profiles for 10 mm(- -)
and 30 mm (-··-) below the cylinder head.(OpenFOAM (— —), PsiPhi (—+—)).
Figure 5.18: Contour plots of the z-velocity component in a cut through the intake
valve at -310 CA  and -270 CA  and the corresponding velocity profiles for 10 mm(- -)
and 30 mm (-··-) below the cylinder head.(OpenFOAM (— —), PsiPhi (—+—)).
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Figure 5.19: Contour plots of the x-velocity component of the tumble symmetry plane
at -180 CA , -140 CA  & -120 CA . Velocity profiles for 10 mm(- -) and 30 mm (-··-)
below the cylinder head. One measured instantaneous velocity contour plot is shown
and the phase locked average from 100 cycles. (OpenFOAM (— —), PsiPhi (—+—),
instantaneous measurement (•) and phase-locked average over 100 cycles (⌅)).
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Figure 5.20: Contour plots of the z-velocity component of the tumble symmetry plane
at -180 CA , -140 CA  & -120 CA . Velocity profiles for 10 mm(- -) and 30 mm (-··-)
below the cylinder head. One measured instantaneous velocity contour plot is shown
and the phase locked average from 100 cycles. (OpenFOAM (— —), PsiPhi (—+—),
instantaneous measurement (•) and phase-locked average over 100 cycles (⌅)).
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6.1 Abstract
This paper presents highly resolved large eddy simulations (LES) of an internal com-
bustion engine (ICE) using an immersed boundary method (IBM), which can describe
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moving and stationary boundaries in a simple and e cient manner. In this novel ap-
proach, the motion of the valves and the piston is modeled by Lagrangian particles,
whilst the stationary parts of the engine are described by a computationally e cient
IBM. The proposed mesh-free technique of boundary representation is simple for par-
allelization and suitable for high performance computing (HPC). To demonstrate the
method, LES results are presented for the flow and the combustion in an internal com-
bustion engine. The Favre-filtered Navier-Stokes equations are solved for a compressible
flow employing a finite volume method on Cartesian grids. Non-reflecting boundary
conditions are applied at the intake and the exhaust ports. Combustion is described
using a flame surface density (FSD) model with an algebraic reaction rate closure. A
simplified engine with a fixed axisymmetric valve (see Appendix A) is employed to show
the correctness of the method while avoiding the uncertainties which may be induced by
the complex engine geometry. Three test-cases using a real engine geometry are investi-
gated on di↵erent grids to evaluate the impact of the cell size and the filter width. The
simulation results are compared against the experimental data. A good overall agree-
ment was found between the measurements and the simulation data. The presented
method has particular advantages in the e cient generation of the grid, high resolution
and low numerical dissipation throughout the domain and an excellent suitability for
massively parallel simulations.
6.2 Introduction
Large eddy simulations are well suited for the investigation of the physical phenomena
inside internal combustion engines with high demands for spatial and temporal accuracy
[15]. Early applications of LES to non-premixed [178, 179, 180] and premixed [179, 181,
38] flames demonstrated the capability of LES in combustion modelling. The method
has been extended and modified for the modelling of gas turbine combustors [182, 183,
184], spray combustion [185, 186, 187] and coal combustion [176, 188, 189].
In the past, LES was used for modelling of the gas exchange [190, 191] as well as
the combustion process inside IC engines [16], utilizing a flame surface density model.
Further LES investigations were performed to analyze the fuel-air mixing [192], knock
tendency [57], turbulent heat transfer [193] as well as cyclic variations [194, 61].
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The aim of the present work is to demonstrate the applicability of a novel approach
based on immersed boundaries [164] for the LES of IC engines, which focuses on high
numerical e ciency and parallel scalability on modern computer hardware architectures.
To generate meshes for complex geometries, Peskin [164] proposed a novel IBM based on
Cartesian grids as a simple and e cient alternative to body-fitted grids. Based on Pe-
skin’s approach, di↵erent techniques have been developed for further improvement of the
IBM in various applications. Numerous approaches of IBM can be categorized based on
the numerical treatments of boundary forcing functions or based on the boundary types
such as elastic or rigid. More information about IBMs can be found in the review paper
of Mitall et al. [144], in which the methodologies, the advantages and the disadvantages
of various IBMs are analyzed in a great detail. In this section, we focus our attention
on the best known approaches. Goldstein et al. [195] introduced a surface body force as
a function of velocity, time and two model parameters (↵ and  ). This force represents
the feedback force which is induced by the flow velocities on the immersed boundaries.
In an approach of Verzicco et al. [196], suitable body forces are prescribed to yield the
desired velocity on a given surface. The technique is simple, computational e cient,
and flexible even in complex geometries.
A similar approach using an external force field was proposed by Balaras [197]. Utilizing
the detailed topology description of the boundary to distribute the surface force prop-
erly, this methodology provides a highly accurate interface tracking scheme between
fluid and solid regions and hence reduces the complexity related to the computation
of the sub-grid fluxes in the solid interface’s vicinity. This approach is well-suited for
stationary immersed boundaries but lacks the proper treatment of moving boundaries
where the interfaces between fluid and solid are a function of time and space. Ac-
cording to the Goldstein’s assumption [195], the computational overhead is due to the
increasing number of iterations for the desired constants ↵ and   since the fluid-solid
interface is time-dependent. The improved method of Balaras also introduces a large
overhead which has been a standing problem for the community since a significant com-
putational e↵ort is required for the solid-fluid interface tracking with a second order
accuracy scheme. Furthermore, as the B-splines method [198] is used for interface track-
ing, the moving boundary leads to grid restructuring, which makes the approach more
expensive. Tullio et al. [199] developed an IBM for compressible flows using a flexible
local refinement technique to resolve the flow near the immersed body. The method
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is second-order accurate and can solve complex flows on a non-uniform Cartesian grid
with a low computational cost compared to the corresponding fine equidistant Cartesian
grid. However, applying this approach to the moving boundary would be problematic
since the complicated grid with local refinement has to be regenerated frequently during
the simulation. In the IBM proposed by Taira et al. [200], the pressure and boundary
force are regarded as Lagrange multipliers required to maintain the divergence-free and
the no-slip conditions. The boundary force is determined implicitly by a projection,
in which the slip and non-divergence-free components of the velocity field are removed.
This method is well-suited for both stationary and moving boundaries.
In the work of Udaykumar et al. [201], a mixed Eulerian-Lagrangian method is used
to simulate the flow and geometries with complex and moving boundaries. Lagrangian
particles are translated explicitly as a marker for the position and the shape of the
boundaries, the governing equations are solved on an Eulerian grid. A straightforward
method proposed by Mittal et al. [202] combines the cell blanking approach and the
arbitrary Lagrangian-Eulerian method [203] by using two independent meshes: the sta-
tionary mesh and the moving mesh. The intersection between the moving grid and the
fixed grid is calculated for the solid-fluid interfaces, allowing flexible mesh generation.
However, dealing with mesh intersections between the fixed grid and the moving grid
makes this method more complicated and computationally expensive. Forrer et al. [145]
proposed the concept of ‘mirror flow’, in which the values of the cells inside the interior
of a moving object are extrapolated from a given solution. This approach is developed
to solve the compressible, time-dependent Euler equations on a Cartesian grid with sta-
tionary and moving walls. Our proposed IB technique in this paper is mainly based on
this concept of ‘mirror flow’. Since it was shown that the concept of ‘mirror flow’ is
well-suited for hyperbolic problems [145], we applied it for the solution of the filtered
compressible Navier-Stokes equations with moving boundaries.
In our approach, a structured grid is used throughout the whole computational domain in
which the immersed boundary technique [164] is applied. Since the geometry description
depends on the resolution of the Cartesian grid, the geometrical features which are
smaller than a grid cell ( ) can not be resolved. The geometry description on an uniform
Cartesian grid is automatically generated from the STL representation of the geometry
of the engine within minutes without further user interaction. To avoid the complexity
of the mesh motion, a meshfree technique is applied to model the moving parts of
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the simulated engine: the piston and the valves are represented by di↵erent groups of
Lagrangian particles with corresponding motion functions. To be more precise, this
technique employs the moving objects in two forms: Lagrangian particles and immersed
boundaries. The Lagrangian form is utilized to handle the motion of the objects in the
computational domain while the immersed boundary form is employed to impose the
flow condition at the moving boundaries using the ‘mirror flow’ concept by Forrer et
al. [145]. By blocking the computational cells that belong to the solid parts (where
Lagrangian particles are located), no mesh alteration or new mesh is required during
the simulation. The parallelization is highly e cient due to the fact that the domain
decomposition is independent from the engine geometry.
The numerical and physical boundary conditions at the intake and exhaust ports are
obtained by solving the system of equations for non-reflecting boundary conditions [136].
The combustion modelling in the power stroke is performed with a flame surface density
model. In our opinion, an uniformly high resolution of the entire in-cylinder region is
required (not just the near wall regions) to avoid artificial dissipation of the turbulent
structures, which is a prerequisite to describe the flame front propagation accurately.
Alternatively, adaptive grid refinement of the flame front may not circumvent well the
issue of artificially dissipated turbulent structures and makes the computation rather
complicated, expensive and possibly less reproducible. Figure 6.1 illustrates the instan-
taneous turbulent flow field and the fine structures that are resolved during an engine
LES.
6.3 Modeling Approach
6.3.1 The governing equations
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Figure 6.1: Instantaneous image-normal velocity component in the valve section (left)
and in the tumble-symmetry plane (right) obtained from LES with a domain size of














































In Eqs. (6.1-6.3), the density, velocity, pressure, molecular viscosity and Kronecker delta
are denoted by ⇢, eui, p, e⌫ and  ij , respectively. The unresolved stress and the unre-
solved kinetic energy are ⌧ sgsij and 
sgs
ij . The total energy, Cauchy stress tensor and the
temperature are represented by e, e ij and eT , respectively.
The equation of state of an ideal gas is given in Eq. 6.4:
p = ⇢RT , cv =
R
    1 , cp = cv +R (6.4)
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The gas constant, the heat capacity at constant volume and pressure are represented by
R, cv and cp, respectively.
The total internal energy e and the sensible internal energy es are determined according
to Eq. 6.5 (Poinsot and Veynante [71]).
⇢e= 1
2
⇢eukeuk + ⇢es , es = TZ
T0
cv(T ) dT (6.5)
The combustion modelling of this study is discussed in section 6.3.6. For the investigated
test cases, the air and the fuel are assumed to be perfectly mixed and hence no additional
transport equation is needed to describe the composition of the mixture. The heat release
due to combustion is computed by w˙T =
nP
k=1
 hof,k!˙k as the product of the formation
enthalpy  hof,k of species k and the reaction rate !˙k.
6.3.2 From moving boundaries to Lagrangian particles
The moving boundaries are numerically described by Lagrangian particles, which must
be generated prior to the simulation using available software for ”voxelization” (voxel:
volume element). In our approach, the voxelization step must be carried out first to
convert a geometric object (the moving object) into a set of voxels with the resolution
of the computational domain. Obviously the number of voxels describing any moving
geometries depends on the resolution of the computational grid. This set of voxels is
then mapped onto the main computational grid for correct positioning. By then, the
indices of each voxel in the computational domain will be assigned to a Lagrangian
particle’s index and the initial coordinate of a particle can be computed from its indices.
Figure 6.2 illustrates the basic steps to generate Lagrangian particles from the original
geometry. By using Lagrangian particles for the description of the moving parts, the
motion of these objects is characterized as the motion of the individual particles in a
Lagrangian manner. Therefore, the transport equations for the individual particles in
space and time must be considered. Generally, based on the particle velocity vpi and
the location xoldi from the last time step, the new location x
new
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Figure 6.2: Two-step procedure to generate Lagrangian particles from the original
geometry. First, voxelization converts a geometric object into a set of voxels, then, a
particle is created from each voxel.
The motion of the piston, the intake and exhaust valves are determined as a function of
the crank angle. From the valve lift profiles, the velocity vpi and acceleration api of the










In contrast to the valve particles, the motion of the piston particles is modeled in a
simpler manner since the piston velocity and the piston acceleration can be analytically
calculated from the piston kinematics based on the crank angle (CA) ⇥, the conrod
length l, the crank radius r, and from the angular velocity ! (! = 2 ⇡ rpm / 60) from
Eqs. 6.9-6.10 [106]. These simplified equations (no o↵set of the piston) are su cient
since there is no such o↵set in the experiment.
vpi =

  r sin⇥  r
2 sin⇥ cos⇥p





  r cos⇥  r
2(cos2⇥  sin2⇥)p
l2   r2 sin2⇥
 r
4(cos2⇥ sin2⇥)p




Besides the actual particle positions xi, the logical particle coordinates (i,j,k) within
the grid must be computed from the actual position xi and the cell size  , considering
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nG layers of ghost cells that may be used around the computational domain. For
the isotropic and (i,j,k) countable computational grid (Cartesian grids) used in our





+ 1 + nG (6.11)
After transporting the particles to the new position in the computational domain, the
cell-blocking procedure is performed to establish the new interface between fluid and
solid regions. This step is executed by introducing an immersed boundary field (IBF) as
the partition of fluid and solid zones. Taking full advantage of the equidistant Cartesian
grid, the blocking of solid cells can be done simply by using the calculated indices i,j,k
of the corresponding cell where a particle is located:
IBFi,j,k = 0 (6.12)
6.3.3 Impose boundary conditions at the moving boundaries
In order to include the e↵ect of the moving boundaries on the surrounding fluid, most
of the aforementioned approaches (see section 6.2) introduced a forcing function fb and
then modified the equation system L( ) = 0 to the new one L( ) = fb, accordingly
(  is the vector of conservative variables). The forcing function can be included into
the governing equations before (continuous forcing approach) or after (discrete forcing
approach) discretization [144]. An iterative calculation must be carried out to obtain
this forcing function for the flow around a rigid body.
Instead of introducing a forcing function fb, in our approach, the e↵ect of the moving
boundaries  b on the surrounding fluid is included via the ‘mirror flow’ concept [145].
The discretized governing equations are modified by imposing the ‘mirror flow’ quantities
   inside the immersed boundaries  b . These ‘mirror’ quantities    are extrapolated
from neighboring fluid cells and from the particle properties, so that the flow conditions
at the moving boundaries are imposed correctly.
The procedure is as follows: after solving the discretized Navier-Stokes equations L( ) =
0 for the numerical solutions  n at time step tn, the ‘mirror flow’ quantities    of the
solid cells inside the moving boundaries  b are calculated based on the predetermined
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particle’s properties (vn+1pi and a
n+1
pi ) at time step tn+1 and the data extrapolated from
the neighboring fluid cells  n. Afterward, the discretized Navier-Stokes equations are
solved for the numerical solution  n+1 in the whole computational domain. In other
words, the explicit time-stepping is performed with the moving boundary positions from
the time step tn+1 before advancing the whole numerical solution to the next time step
tn+1.
The imposed velocities vsi of the solid cells at the solid-fluid interfaces are computed
from the particle’s velocity vpi and the velocity vfi of the neighboring fluid cells Nnb:





Following Forrer et al. [145], the pressure gradient @p/@xi of a boundary cell is calculated









To be more specific, the numerical quantities of a solid cell at the boundary require
averaged quantities from the neighboring fluid cells Nnb where 0  Nnb  6.
Since the pressure p and the velocities of the solid cells vsi are set, the corresponding
energy esi is also required to account for the kinetic energy of the particles’ motion as




v2si + cvTsi (6.15)
The heat flux at the wall boundary is calculated by Fourier’s law qi =   @T@xi with the
gas thermal conductivity . The isothermal boundary condition is used by setting the
wall temperature to a fixed value. Due to the lack of experimental data, the temperature
at the moving boundaries is set to the same value as the wall temperature Twall of the
cylinder. In the current work, we do not use any additional modelling of wall heat
transfer - a known and di cult problem for engine LES.
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6.3.4 Closing and opening the valves
The valve gap during simulation can only be resolved up to a certain valve lift value
depending on the grid resolution. In order to close the valves, all the computational cells
in the gap (the smallest resolved valve lift) between the valves and the wall are blocked
(IBFijk = 0), so that preventing the fluid escaping out of the cylinder.
In order to reopen the valves, the blocked cells in the gap between the valve and the
wall are unblocked (the IBF value is changed from 0 to 1). Since these freshly cleared
cells (the cells, which were solid at time step tn, become the fluid cells at time step
tn+1) have no fluid history, it is important to fill these cells with the flow data (velocity,
density, temperature and pressure) by interpolating the data from neighboring fluid cells.
Alternatively, a simple one-dimensional interpolation operation proposed by Udaykumar
et al. [204] can be used to fill the freshly cleared cells with the flow data.
6.3.5 The intake and the exhaust boundary conditions
Based on the measured mass flow and the measured time-dependent pressure, non-
reflecting boundary conditions are enforced at the end of the truncated inlet and exhaust
ports, which have a length of 60 and 110 mm, respectively. Depending on the amplitude
variations of characteristic waves which are entering or leaving the computational do-
main, the time-dependent physical flow conditions are computed by solving the locally
one-dimensional and inviscid (LODI) system as proposed by Poinsot et al. [136]. The
obtained values for the density ⇢, velocities ui, pressure p and the energy e are imposed
on the cells at the inlet and the outlet of the domain.
6.3.6 Combustion modelling
The combustion process is modeled with the flame surface density (FSD) approach.
The flame propagation is described by the progress variable c, which is based on the fuel
mass fraction YF , where Y uF denotes the unburned and Y
b
F the burned state (Y
u
F = 0 for
lean condition).
c =
YF   Y uF
Y bF   Y uF
(6.16)
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+ w˙c = ⇢Sd⌃gen
(6.17)
In this equation, the mean reaction source term and the molecular di↵usivity are w˙c and
D. The displacement speed and the generalized flame surface density are denoted as Sd
and ⌃gen, where the generalised flame surface density combines molecular di↵usion and
the source term.














⇢Sd⌃gen ⇡ ⇢usL⌃gen = ⇢usL⌅|rc|  Fcgt
⇡ ⇢usL⌅|rec| (6.19)
Comment: the counter gradient term Fcgt is presented in section 2.7 of Chapter 2.
In these equations, the turbulent viscosity, the turbulent Schmidt number, the laminar
flame speed and the wrinkling factor are referred to as ⌫t, Sc, sL and ⌅, respectively. As
it has been shown by Ma et al. [103], the counter gradient transport Fcgt is implicitly
modeled by replacing the Reynolds-averaged by the Favre-filtered progress variable in
Eq. 7.3. The unburned gas density ⇢u is computed from the ambient pressure and
density (pin, ⇢in) as given in Table 7.1, the heat capacity ratio   and the actual pressure






The wrinkling factor is evaluated from the model proposed by Muppala et al. [32]
according to Eq. 7.4, which is preferred here since it considers the e↵ect of the pressure
variation on the flame propagation which is important for engine simulations.
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The turbulent Reynolds number Ret is computed as Ret = u0 /⌫ with the cell size  
and the laminar viscosity ⌫. For the iso-octane/air flame, the model parameters are set
to b = 0.2, c = 0.2, and a = 0.46/Le [32, 106].









We chose Cv = 0.1 [108] and ⌫t is obtained from the Nicoud’s   model [87].













The parameters sL,0, ↵ and   depend on the specific fuel, the equivalence ratio and the
burned gas dilution fraction [106]. Wall heat losses were considered to be distributed
homogeneously over the combustion chamber by a modified heat capacity ratio of   =
1.3. This treatment was necessary as a detailed heat transfer modelling would have
required an even finer grid resolution or a suitable wall model.
The ignition is created by setting the progress variable c in a small number of cells near
the spark-plug to a value of 1.0 (burned area). The minimum ignition energy that is
added to the system and the critical radius of the initial flame kernel are estimated based
on the flammability limits [113].
6.4 Experiments
The measurements were performed in a four-stroke optical engine operated in the Drei-
zler group at Darmstadt University [141], using iso-octane (C8H18) as the surrogate fuel.
Optical access is provided by a quartz glass cylinder liner and a flat piston window. The
engine features a twin-cam, an overhead-valve pent-roof cylinder head with two intakes
and two exhaust valves. A detailed description can be found in Tables 6.1, 7.1 and in
the paper by Baum et al. [141].
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Particle imaging velocimetry (PIV) was applied to capture the flow field within the
cylinder. The spatial resolution of the data shown in this paper was 1.8mm. The engine
is motored at 800 rpm and 1500 rpm with a geometric compression ratio of 8.5:1. The
measurements were carried out over 2700 and 600 cycles for the cases with 800 and 1500
rpm, respectively. The measurements showing the flame propagation (Fig. 6.18) were
provided by Brian Peterson from Darmstadt University (private communication). High-
speed imaging of Mie-scattering of evaporating oil droplets within the reaction zone was
used to distinguish between burned and unburned gas regions within a horizontal swirl
plane 1.3 mm below the spark plug, similar to the procedure presented in Fansler et al.
[205].
Data Value
Engine speed 800 rpm & 1500 rpm
Compression ratio 8.5
Displacement volume 499 cm3
Crevice volume 2 cm3
Volume at top dead center (TDC) 66.5 cm3
Bore 86 mm
Stroke 86 mm
Cylinder clearance height 2.6 mm
Intake valve closure (IVC) -125 CA
Exhaust valve open (EVO) 105 CA
Exhaust valve close (EVC) -345 CA
Intake valve open (IVO) 325 CA
Avg. pressure intake (pin) 0.95±0.02 bar
Avg. pressure exhaust (pout) 1.00±0.016 bar
Intake temperature (Tin) 22.9±0.1 C
Exhaust temperature (Tout) 43.7±0.1 C
Mass air in < min > 11.5 kg/h±2 %
Mass air out < mout > 11.5 kg/h±2 %
Table 6.1: Engine specifications in the motored case.
6.5 Numerical Setup
Simulations were performed on three di↵erent grids with cell sizes of 0.8mm, 0.5mm and
0.2 mm, as illustrated in Fig. 6.3. This leads to domains of 3.1, 12.7, and 180 million
cells. The computations were performed on 24, 240 and 8196 CPUs, respectively. The
ratios between the number of solid cells and the number of fluid cells for di↵erent grid
sizes when the piston is located at the TDC/BDC are shown in Table 6.3.
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Data Value
Engine speed 800 rpm
Compression ratio 8.5
Spark timing (ST) -16 CA
Fuel Iso-Octane
Equivalence ratio ( ) 0.833
Avg. pressure intake (pin) 0.95±0.02 bar
Intake temperature (Tin) 47±3 C
Intake density (⇢in) 1.0344 kg/m
3
Table 6.2: Engine specifications in the combustion case.
Figure 6.3: The Cartesian grids of the engine geometry in di↵erent resolutions
(  = 0.8 mm, 0.5 mm, and 0.2 mm).
Grid BDC TDC
  = 0.8 mm 1.74⇥106/1.36⇥106 2.26⇥106/0.84⇥106
  = 0.5 mm 7.0⇥106/5.7⇥106 9.2⇥106/3.5⇥106
  = 0.2 mm 95.4⇥106/84.6⇥106 124.6⇥106/55.4⇥106
Table 6.3: The ratio of the number of the solid cells/fluid cells at TDC and BDC.
The LES in-house code PsiPhi [162, 157, 173, 36, 187] was used to solve the Favre-
filtered governing equations for a compressible fluid (Eqs. 6.1-6.3). The code uses
simple equidistant grids, thus requires more cells for a simulation than an non-uniform
grid would, which is often (over)-compensated by the better accuracy and the fact that
the computational costs per cell are, in our experience, one to two orders of magnitude
lower. A clear advantage of our approach is that the numerical error corresponds exactly
to the error of the applied interpolation scheme, while on irregular grids additional
terms may appear and contribute to the truncation error. Furthermore, schemes of
higher order require on unstructured grids very complicated and large stencils - which
is computationally expensive (even though unstructured codes like AVBP [206] and
YALES2 [207] demonstrate that 3rd order schemes are practicable).
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Time integration is performed with an explicit third order Runge-Kutta scheme. Due to
temporal accuracy requirements and the limited stability of the explicit time integration
scheme, the time step was constrained by the magnitude of the flow velocity |ui|, the




A second order central di↵erencing scheme is applied for the computation of the mo-
mentum fluxes. For density and scalars a total variation diminishing (TVD) scheme
with a nonlinear CHARM limiter [120] is used. The unresolved turbulent viscosity is
determined with Nicoud’s   model [87, 208], where the model constant Cm is set to 1.5.
In our method, the numerical operations that solve the ordinary di↵erential equations
(ODEs) for the particle transport, block the computational cells (where the particles are
located), and enforce the boundary conditions at the moving walls can be performed with
a high computational e ciency on parallel machines. The code utilizes the optimized
built-in Fortran vectorized field operations on a Cartesian grid. Scalability tests (in
Table 6.4) of PsiPhi on the Cray-XT6m at the University of Duisburg-Essen (Fig. 6.4)
confirm the capability of the approach. In these tests, the cost of transporting particles
and enforcing the flow conditions at the moving boundaries is less than 5% although the
particles are not equally distributed across parallel domains. Obviously, there is room
for improved e ciency but this would a↵ect the simplicity and possibly the speed of
the overall simulation: it is not clear if an optimized domain decomposition and particle
distribution, with all the resulting overhead, would be really beneficial.
Test case CPUs (Cartesian topology) Cells per CPU Nparticles/Ncells
1 560 (10x8x7) 1784000 0.2%
2 960 (12x10x8) 1047230 0.2%
3 1440 (15x12x8) 694330 0.2%
4 1920 (16x12x10) 522210 0.2%
5 2400 (20x12x10) 415740 0.2%
6 3120 (20x13x12) 319800 0.2%
7 4080 (20x17x12) 243984 0.2%
Table 6.4: Configurations for scalability test case with PsiPhi.
In order to test the performance of our approach in a massively parallel simulation, a
test case using more than 180 million cells was computed on the Blue Gene/Q machine
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Figure 6.4: Strong scaling test on a Cray-XT6m.
JUQUEEN (FZ Juelich through NIC Germany) using 8196 cores. The cost of all the
necessary steps (voxelization & particle generation) to produce the input geometry for
the simulation was less than one cpu-h. The total number of particles (including in-
take, exhaust and piston particles) was less than three million even on the finest grid.
Although solving the ordinary di↵erential equations must be carried out for all the par-
ticles, the operators to enforce the flow conditions at the interface between fluid and
solid are only performed using the boundary particles which usually account for 15-30%
of the total particles. Therefore, the total number of numerical operations to handle the
moving boundaries in our proposed approach is relatively small, compared to the numer-
ical treatment that is required for solving the Navier-Stokes equation. On the finest grid
with 180 million cells and a resolution of 0.2 mm throughout the entire computational
domain, to complete the simulation of one full cycle, the total computational cost was
around 3.15 millions cpu-h for the motored-case at 1500 rpm.
6.6 Results
6.6.1 Motored-case at 800 rpm
Figure 6.5 shows a comparison between the velocity magnitude obtained from the sim-
ulation on the 0.5mm grid and the PIV measurements at -270  CA. A fair quantitative
agreement between the measured and the simulated velocity structures can be observed.
The unsteady nature of the flow field becomes clearly visible as the instantaneous veloc-
ity profiles from the medium simulation are plotted along with the mean values in Figs.
6.6, 6.7, 6.12 and 6.13.
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Figure 6.5: Illustration of the instantaneous measured velocity magnitude (a) at
-270 CA (Reprinted from Baum et al. [141] with permission from Springer) and the cor-
responding velocity magnitude  obtained on the medium grid (b) with all the sampling
lines.
Figures 6.6 and 6.7 compare the measured phase averaged velocity against the mean
velocities obtained on di↵erent grids and 15 instantaneous velocity profiles from the
medium grid at the sampling lines, shown in Fig. 6.5, for a crank angle of -270  CA.
Comparisons are shown for the medium and coarse grid, averaged over 15 cycles. Good
agreement was observed for all investigated grid resolutions. Even on the coarsest grid
(0.8mm) the flow dynamics could be represented correctly. The comparison at -270 CA
in Fig. 6.6 and Fig. 6.7 indicates good agreement between the simulations and the
experimental data for all the sampling lines, although the horizontal velocity profiles (u)
at the lines -30mm and -40mm below the cylinder head (Fig. 6.6) show some deviation
from the corresponding measurements. The di↵erences of the horizontal velocity (u) at
the aforementioned sampling lines could be likely anticipated since the kinetic energy
of the intake flow is strongly dissipated in the downstream region of the cylinder and
therefore leads to the relatively small velocities in this area. In the downstream region,
where the horizontal velocity component is usually small, a minor disturbance created
during the intake could significantly a↵ect the flow velocity in the horizontal direction.
Moreover, since the downstream region is close to the piston surface, the boundary layer,
which is not well-resolved, may also lead to the deviation between the simulated and
the measured data. Along the tumble plane of the cylinder, good agreement between
the numerical results and the measurements is achieved for both the coarse (0.8 mm)
and the medium (0.5 mm) grid as shown in Fig. 6.7. For the vertical sampling lines,
small discrepancies between the horizontal velocity component (u) and the corresponding
measured velocity are also found in the downstream region. The similar flow pattern
with the distinctive flow structures and vortices is illustrated in Fig. 6.8, where a good
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Figure 6.6: Predicted and measured velocity profiles at -270 CA. Lines in sub-figures
(a) and (b) represent the phase averaged horizontal velocity component u and the
vertical velocity component v. Additionally, 15 instantaneous velocity profiles obtained
by the simulation on the medium grid are shown. Sub-figures (c) and (d) illustrate
the corresponding RMS of u and v, respectively. Experimental results are shown with
symbols. Results are shown for the horizontal sampling lines at 0mm, -10mm, -20mm,
-30 mm and -40 mm (see Fig. 6.5).
agreement between the simulations and the measurement is achieved. Despite the coarse
grid, the results obtained from the simulation (  = 0.8mm) show a strong resemblance
to the measurement since the larger number of engine cycles are converged towards
the ensemble-mean flow. A good agreement between the measured and simulated root
mean square (RMS) for the two velocity components (u,v) is also shown in Figs. 6.6, 6.7,
and 6.9 for -270  CA. The RMSs over 15 cycles predicted by the simulations with the
coarse and the medium grids show the clear trend of convergence towards the mean flow.
Capturing the correct in-cylinder flow during the intake stroke is essential since the tur-
bulence is generated mainly in this stage and then later a↵ects the flame propagation
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Figure 6.7: Predicted and measured velocity profiles at -270 CA. Lines in sub-figures
(a) and (b) represent the phase averaged horizontal velocity component u and the
vertical velocity component v. Additionally, 15 instantaneous velocity profiles obtained
by the simulation on the medium grid are shown. Sub-figures (c) and (d) illustrate
the corresponding RMS of u and v, respectively. Experimental results are shown with
symbols. Results are shown for the vertical sampling lines at 0 mm, -10 mm, -20 mm
and -30 mm (see Fig. 6.5).
during combustion. However, the valve-overlap in the period between the end of the
exhaust stroke and the beginning of the intake stroke creates complicated flow dynam-
ics since the fresh gas and the exhaust gas enter through the intake and the exhaust
valves respectively, and interfere with each other. The good agreement found in the
comparison between the numerical results and the measurement at -270  CA demon-
strates the capability of our proposed approach, with which the complex flow behavior
can be well-captured.
Agreement is also achieved for the comparison of the velocity profiles between the sim-
ulations and the measurements at -90  CA during the compression stroke as shown in
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Figure 6.8: Illustration of the phase-averaged velocity components as obtained by the
measurement (a,b) and the simulation on the coarse (c,d) and the medium grid (e,f) at
-270  CA.
Figs. 6.10, 6.12 and 6.13.
An overall agreement is achieved at all sampling lines since the flow velocities in the tum-
ble plane are well-captured. Unlike the flow dynamics, which is characterized by high
velocity flow due to the pressure di↵erence during the intake stroke, the in-cylinder flow
during the compression stroke is driven by the piston motion and the inertia in the flow.
Undergoing recirculation, interactions between tumble, eddies, moving walls, and the
dissipation of kinetic energy make the dynamics of the flow under compression di cult
to predict. Therefore capturing the correct velocity profiles at -90  CA is a challenging
task. Although the numerical results obtained do not fully match the measurements
at -90  CA, the flow velocities are well-predicted for most parts. Unlike the RMSs at
-270  CA, RMSs at -90  CA show large uncertainty areas in the numerical results (Figs.
6.11c-6.11f) compared to the measurements (Figs. 6.11a-6.11b). Possibly, the flow be-
havior during compression (-90  CA) is more sensitive and requires a large number of
cycles for converging towards the ensemble mean flow. Another possible reason could be
the boundary layer, which is not su ciently resolved in the near-wall regions. However,
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Figure 6.9: The standard deviation for the two measured velocity components at
-270  CA (a,b). The corresponding RMS of the coarse simulation (c,d)
(  = 0.8 mm). The corresponding RMS of the medium simulation (e,f)
(  = 0.5 mm).
according to our experience, the   model behaves well near walls. Nevertheless, the de-
viations observed by our simulations are similar to those in the predictions by Baumann
et al. [158] where local refinement and wall modelling were employed to resolve the flow
near the walls albeit at a lower grid resolution than used by us.
To estimate the convergence of the approach, the RMSs of two velocity components (x
and y) at four specific points (p1(0,-40), p2(0,-10), p3(30,-15), and p4(-7.5,-17.5) mm)
in the tumble symmetry plane are plotted as a function of the number of engine cycles.
These points are chosen to be consistent with the measurements [141]. As seen in Fig.
6.14, the convergence rate for the predicted RMS of the coarse and the medium grid is
quite visible after 15 simulated cycles.
The in-cylinder pressure curves during intake, compression, expansion and exhaust are
compared to the measurements in Fig. 6.16a. The simulated pressure curves match the
measurements well for the motored-case. At TDC, the simulated pressure is 0.5 bar
lower than the measured one. This deviation may occur due to the fact that the wall
temperature was not measured during the experiments and was assumed to be 400K in
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Figure 6.10: Illustration of the phase-averaged velocity components as obtained by
the measurement (a,b) and the simulation on the coarse (c,d) and the medium grid
(e,f) at -90  CA.
the simulations. Another reason for the low in-cylinder pressure may be the unresolved
valve gap (a situation where the valve gap is smaller than one filter or cell size) which
allows more gas to escape from the cylinder before IVC. To demonstrate that the mass
is conserved inside the cylinder, the trapped mass during compression and expansion is
plotted in Fig. 6.16a*.
The ratio of turbulent to laminar viscosity may be used as an indicator for regions where
the grid is too coarse. Inside the cylinder (Fig. 6.15), this ratio mostly remains smaller
than 10 (Fig. 6.15a, 6.15b and 6.15c) for the medium grid, thus highlighting a good
quality of the medium grid [209]. The turbulent to laminar viscosity ratio exceeds the
value of 20 in a small area (Fig. 6.15d) for the coarse grid. This ratio also shows the
thin dissipation layers that are resolved and a high resolution achieved by the LES. It
should be stressed that the velocities of the in-cylinder flow reach their maximal values
at -270  CA, which subsequently leads to a large value of the viscosity ratio. In a
complete engine cycle, the viscosity ratio for the coarse grid is mostly below a value of 5
(Fig. 6.15b, Fig. 6.15c, Fig. 6.15e, and Fig. 6.15f), indicating the high quality of even the
coarse grid. It should also be noted that comparisons for two di↵erent grid resolutions
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Figure 6.11: The standard deviation for the two measured velocity components at
-90  CA (a,b). The corresponding RMS of the coarse simulation (c,d) (  = 0.8 mm).
The corresponding RMS of the medium simulation (e,f) (  = 0.5 mm).
have been presented, showing that the grids are fine enough for the simulations.
Comment: The determination of LES quality based on the ratio of turbulent to laminar
viscosity is not adequate since it depends highly on the chosen numerical schemes. In
Chapter 7, based on the large numerical results of engine simulation using di↵erent
numerical schemes, we show that the common ‘LES quality criteria’ are insu cient to
determine ‘good LES’.
6.6.2 Fired-case at 800 rpm
In the fired-case, the predicted pressure curves match the experimental data rather well
as it can be seen in Fig. 6.16b (private communication with Brian Peterson from Darm-
stadt University). During the expansion stroke, some deviations between the simulated
and the experimental pressure curves can be seen in Fig. 6.16b. This discrepancy may
be due to the unknown wall temperature, according to our knowledge it is quite sensitive
for the combustion case [210, 211]. A further reason may be the neglect of the e↵ect
of the unburned gas temperature on the laminar flame speed in the present study, this
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Figure 6.12: Predicted and measured velocity profiles at -90 CA. Lines in sub-figures
(a) and (b) represent the phase averaged horizontal velocity component u and the
vertical velocity component v. Additionally, 15 instantaneous velocity profiles obtained
by the simulation on the medium grid are shown. Sub-figures (c) and (d) illustrate
the corresponding RMS of u and v, respectively. Experimental results are shown with
symbols. Results are shown for the horizontal sampling lines at 0mm, -10mm, -20mm,
-30 mm and -40 mm (see Fig. 6.5).
may a↵ect the turbulent flame speed as well as the burning duration and lead to the
deviation in the pressure curves in Fig. 6.16b.
A comparison of the simulated and measured flame propagation within a horizontal
swirl plane (Fig. 6.17) is shown in Fig. 6.18 for di↵erent crank angle degrees (-6  CA
to 4  CA). The left side of Fig. 6.18 shows the flame propagation as obtained in the
experiments for -6  CA to 4  CA (private communication with Brian Peterson from
Darmstadt University). The right side of the figure shows the images of the reaction
progress variable source term from the simulation on the medium grid with a cell size of
  = 0.5mm. It is found that the general trend of the flame propagation is well-captured,
the wrinkles of the flame front in the measurement and the simulation are very similar
Chapter 6. LES of an ICE Using an E cient IB Technique 126
Figure 6.13: Predicted and measured velocity profiles at -90 CA. Lines in sub-figures
(a) and (b) represent the phase averaged horizontal velocity component u and the
vertical velocity component v. Additionally, 15 instantaneous velocity profiles obtained
by the simulation on the medium grid are shown. Sub-figures (c) and (d) illustrate
the corresponding RMS of u and v, respectively. Experimental results are shown with
symbols. Results are shown for the vertical sampling lines at 0 mm, -10 mm, -20 mm
and -30 mm (see Fig. 6.5).
in structure and scale. This also indicates that the turbulence of the in-cylinder flow
is likely to be well-resolved by our approach. The applied FSD model [32] shows a
reasonable agreement between the numerical simulation and the measurement for the
in-cylinder pressure and the flame propagation.
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Figure 6.14: The standard deviation in the tumble plane for two grids (  = 0.8 mm
and   = 0.5mm) at -270  CA (a,b) and -90  CA(c,d). The coordinates of these points
are p1(-10,-40), p2(0,-10), p3(30,-15), and p4(-7.5,-17.5) mm.
6.6.3 Numerical results for the motored-case at 1500 RPM
To demonstrate the suitability of the proposed approach for HPC, a fine grid engine sim-
ulation was performed on a domain containing 180 million cells with a size of 0.2 mm.
Employing 8196 CPUs on the supercomputer JUQUEEN, the computation required
around 3.15 million cpu-h to complete a single cycle. Since the simulation is computa-
tionally very expensive, only one cycle was computed. We show the coarse and medium
cycles’ averages combined with the finer results. The fine simulations are not meant
to give fully converged statistics but rather additional evidence that a refinement will
not change the results much, i.e. that results are largely converged, and give an indica-
tion of information that might not be available on a coarse grid. Figures 6.19 and 6.22
show the comparison between the simulated instantaneous velocity profiles, 150 mea-
sured instantaneous and the corresponding measured mean velocity profiles at -270 CA
and -90  CA. A good principal agreement between the measured and simulated velocity
structures can be observed as the simulated velocity profiles are well aligned inside the
measured velocity profile envelope, the small structures of the flow field are clearly visi-
ble. The comparison between the simulated and the measured instantaneous velocities
at -270  CA and -90  CA is shown in Figs. 6.20, 6.21, 6.23, and 6.24. It is interesting to
observe that the level of deviation from the ensemble average and the length scales are
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Figure 6.15: The ratio of turbulent to laminar viscosity (⌫t/⌫) in the tumble plane
for the 0.5 mm (a,b,c) and 0.8 mm (d,e,f) grid at -270  CA, -90  CA, and 270  CA.
very consistent (Figs. 6.23c, 6.23d, 6.24c, and 6.24d). One can also see the high resolu-
tion that is achieved by the LES on the 0.2mm grid compared to the PIV measurements
with a resolution of 1.8 mm as given by the experimentalists (Figs. 6.23 and 6.24).
6.7 Discussion
6.7.1 Numerical e ciency
The presented technique is simple and e cient for engine LES using a particle description
of the moving walls. Depending on the resolution of the computational domain, the
number of particles that is required for the description of the geometry is di↵erent, as
shown in Table 6.5. For a system containing Np particles, ⇥(Np) operations are required
for the numerical treatment, including solving an ODE for each particle, blocking the
particle-containing cells and assigning the velocity and accelerations for the particles.
A smaller number of operations, which is usually one order of magnitude lower than
⇥(Np), is applied to impose the flow conditions to the solid cells at the boundaries.
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Figure 6.16: Comparison of the in-cylinder pressure obtained from LES simulation
without (a) and with (b) combustion against measurements. The mass conservation is
illustrated in (a*) by plotting the trapped mass during compression and expansion.
Figure 6.17: The vertical position of the interrogation window (a) and the size of the
interrogation region (b) (private communication with Brian Peterson from Darmstadt
University).
In fact, the number of operations related to the Lagrangian particles is time-dependent,
and often not more than 2/3 of the particles are used to handle the moving boundaries.
For example, during the intake stroke (after the valve overlap period), the particles de-
scribing the exhaust valves are not used. During the compression stroke, the numerical
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Figure 6.18: Images of the flame propagation within a horizontal swirl plane (Fig.
6.17) from (a) the experiment (view from the top of the engine, the two intake ports
are shown in the upper part of the image, and the two exhaust ports are in the lower
part ) (private communication with Brian Peterson from Darmstadt University) and
(b) the simulation (  = 0.5 mm).
treatments are applied only for the particles describing the piston while both the par-
ticles describing the intake and the exhaust valves are not taken part in any numerical
operations. Figure 6.25 shows the number of particles which are used in a complete
cycle simulation of a four-stroke engine.
Figure 6.25 illustrates (for three grid sizes) the ratio of the total number of particles to the
number of Eulerian cells (Fig. 6.25a), the ratio of the number of particles describing the
boundaries to the total number of particles (Fig. 6.25b), and the ratio of used particles
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Figure 6.19: Velocity profiles obtained on the fine grid; measured instantaneous (—),
measured mean ( ) and simulated (—) on the fine grid. The results are shown for the
horizontal sampling lines at -10 mm, -20 mm, -30 mm and -40 mm (see Fig. 6.5).
Figure 6.20: The phase-averaged measured (a,b) and the instantaneous simulated
(c,d) velocity components obtained on the fine grid at -270 CA.
to the total number of particles in one cycle of the engine simulation (Fig. 6.25c).
Compared to the total number of numerical operations that are needed for solving the
Navier-Stokes equations ⇥(Ncell), where Ncell is the number cells of the computational
domain, the number of calculations ⇥(Np) required by our proposed method is small:
⇥(Np) ⇢ ⇥(Ncell). Additionally, this approach avoids the numerical overhead, and
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Figure 6.21: The phase-averaged measured (a,b) and the instantaneous simulated
(c,d) velocity components obtained on the fine grid at -90 CA.
Test cases Number of particles
  = 0.8 mm 73864
  = 0.5 mm 246840
  = 0.2 mm 2988360
Table 6.5: Number of particles (Np) in di↵erent grid sizes.
the decomposition of the computational domain is simple and independent from the
geometry, while it is e cient in massive parallel simulations (demonstrated using up
to 8196 cores). The distributions of the ratio between the number of particles and the
number of cells per CPU in one time step in the three test cases are demonstrated in
Fig. 6.26. Obviously, the particles are unequally distributed over the CPUs since the
moving boundaries are located in certain areas of the computational domain.
6.7.2 Limitations
Although the proposed approach is simple, flexible, robust, and computational e cient,
there are certain limitations that are necessary to be addressed in the scope of this
paper.
Firstly, the wall treatment is less than second order accurate (in terms of wall location),
which must however be put in perspective to an overall very high grid resolution and
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Figure 6.22: Velocity profiles obtained on the fine grid; measured instantaneous (—),
measured mean ( ) and simulated (—) on the fine grid. The results are shown for the
vertical sampling lines at 0 mm, -10 mm, -20 mm and -30 mm (see Fig. 6.5).
the uncertainties involved in the wall modelling of a strong recirculating, highly un-
steady flow. Overall, wall treatment is still very much a field of research in IC engine
simulations.
Secondly, the major drawback of the proposed method is the limit in resolving the
near wall region at fixed and moving boundaries, which may influence the flow and the
combustion away from the walls. Obviously, without local refinement, having proper
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Figure 6.23: The instantaneous measured horizontal (a) and vertical (b) velocity com-
ponents at -270 CA. The corresponding simulated instantaneous velocity components
(c,d) were obtained on the fine grid.
Figure 6.24: The instantaneous measured horizontal (a) and vertical (b) velocity
components at -90 CA. The corresponding simulated instantaneous velocity compo-
nents (c,d) were obtained on the fine grid.
geometric description of the moving surfaces would require more cells, a bigger compu-
tational domain and more CPUs. This also leads to a situation when the valve gaps
are smaller than the cell/filter size ( ) and therefore are not resolved. In engine sim-
ulation, the description of the ”valve lift profile” is crucial to capture the in-cylinder
flow processes, as shown by Cleary et al. [212], Davis et al. [213] and Kreuter et al.
[214]. Typically, the small valve gap is resolved by a local refinement in the region near
the valve seats. However, the importance of resolving the valve gaps down to small




































































Figure 6.25: Ratio of the total number of particles (Npt) to the total number of
computational cells (Nc) (a). Ratio of the number of boundary particles (Npb) to the
total number of particles (b). Percentage of the used particles (Npu) over a complete
engine cycle simulation (c).
value in the range of 0.1-0.125mm at the beginning of the intake stroke is still question-
able. As the intake flow velocity and the piston speed are small, the turbulence that is
generated during this short period (10-15 CADs) might not have a strong influence on
the overall turbulence of the in-cylinder flow later. It is also questionable whether the
relevant turbulence is formed in the valve (seat) boundary layer, which would require a
tremendously fine resolution, or rather in the free shear layers downstream of the valve,
which requires a good resolution there, while reducing the need for very fine near wall
resolution. Nevertheless, further studies on the e↵ect of the small valve gaps on the
in-cylinder flow field are necessary to gain better understanding on this issue.
6.7.3 Uniform grid vs. local refinement
The importance of local refinement is undeniable and has been pointed out in the pre-
vious sections. However, the uniform Cartesian grid has its own advantages in the LES
applications. Classically, one would wish to have the finer resolution near valves while,
to compromise with the limited computational resources, the number of cells in the













































Figure 6.26: The distribution of the ratio of the number of particles (Np) to the
number of cells (Ncell) per CPU in the three test cases.
combustion chamber domain must be reduced. Achieving this through increasing the
cell size elsewhere leads to artificial dissipation. However with LES, a fine resolution
in the combustion chamber and hardly dissipative schemes (e.g. 2nd order central on
Cartesian grids) are of paramount importance to avoid artificial dissipation and a too
low turbulent flame speeds there. Our paper shows one compromise and what this com-
promise will result in. We would however like to point out that the compromise of very
fine resolution near the valves and a coarse grid in the cylinder is likely to fail with LES,
while using very fine grids everywhere is not feasible. A further reason for the artificial
or numerical dissipation is a deformation of the cells, such as stretching, compressing or
distorting. Moreover, using di↵erent cell sizes for the same domain in the LES context
causes a commutation error of O( 2) with the filter width   (Ghosal et al. [215]).
These errors cannot be a↵orded inside the cylinder, where numerical di↵usion would
lead to insu cient flame wrinkling, under predicted turbulent flame speed and hence
wrong pressure curves and burn out data. Therefore, concentrating the computational
e↵ort near the valves and sacrificing the accuracy inside the cylinder may not be a good
approach for the LES of an IC engine. Since the in-cylinder flow is driven by inertial
forces, pressure di↵erence, and piston motion in a complex geometry, having an equal
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distribution of computational cells everywhere in the combustion chamber appears to be
an appropriate approach to capture the flow dynamics correctly, to resolve a wide range
of turbulent scales and to avoid the numerical dissipation. Based on the results obtained
on the coarse, medium, and fine meshes, our approach demonstrates the capability of
capturing the flow field correctly, even though the smallest valve gap is restricted by the
cell size. Our approach, while being very promising with capable computer resources, is
computationally costly overall, since a certain ”minimum” number of cells is needed to
resolve the geometry - so cheap test runs on very coarse grids are not feasible with it.
It is however clear that the current progress in computational power is mainly driven
by further vectorisation and parallelization, for which our approach is well suited. Ta-
ble 6.6 presents the computational costs from di↵erent test cases (coarse/medium grids,
slow/fast motor speed) of the Darmstadt engine [141]. It becomes clear that the compu-
tational costs are reduced significantly when the motor is operated at high RPM. This
is a direct result of using a compressible scheme with a small CFL number to resolve
acoustic wave propagation - which is often not resolved by less costly simulations.
Test cases CPU hours per cycle
  = 0.8 mm, 800 RPM 4608 cpuh/cycle
  = 0.8 mm, 1500 RPM 2250 cpuh/cycle
  = 0.5 mm, 800 RPM 40320 cpuh/cycle
  = 0.5 mm, 1500 RPM 20160 cpuh/cycle
Table 6.6: Computational cost for di↵erent grid sizes and motor speeds.
6.8 Conclusions
We have presented the application of LES for simulations of a four-stroke engine with
compressible flow, combustion modelling and moving boundaries. The numerical results
show a good agreement with the experimental measurements in the case of pure gas
exchange, as well as under fired conditions. During pure gas exchange, the flow is
driven mainly by the inertia of the fluid flow and the piston and valve motion. The
pressure and the velocity profiles in this operating state show a good agreement with the
measurements for all applied grid spacings, which confirms the accuracy and e ciency of
the implemented numerical methods. Furthermore, as shown by the numerical results,
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di↵erent grid sizes lead to a very similar amount of the predicted turbulent kinetic
energy. This give evidence for the robustness of the applied method.
The simulation of the fired engine showed a well-captured flame propagation. The flame
front geometry obtained in the simulation shows a clear similarity to the experiment,
similarity in terms of the volume of the flame kernel, its level of corrugation and its prop-
agation speed. The predicted pressure matches the measured pressure of the fired-case.
This indicates further the adequateness of the implemented models and the numerical
solution, as the flame propagation depends strongly on the turbulence.
The operations describing the particle motion are simple to implement, low in the re-
quired number of operations and easy to parallelize - in particular on an isotropic and
(i, j, k)- countable computational grids, where only a few hashing operations are required
in order to calculate the logical particle location. The strategy of using Lagrangian par-
ticles for describing the moving parts inside the engine was proved to be accurate and
of high algorithmic e ciency.
Chapter 7
Investigation of Numerical E↵ects
on the Flow and Combustion in
LES of ICE
Authors: T. Nguyen, A. Kempf
This chapter including all figures and tables was previously published in Oil & Gas Sci-
ence and Technology - Revue d’IFP Energies nouvelles Volume 72, Number 4, July -
August 2017, Investigation of Numerical E↵ects on the Flow and Combustion in LES of
ICE, Thuong Nguyen and Andreas Kempf. The author T. Nguyen developed the code,
ran all the simulations, wrote the paper and generated all figures and tables. The author
A. Kempf contributed corrections, discussions and proof-reading.
7.1 Abstract
This work investigates the influence of numerical dissipation on the modeled combustion
in Large Eddy Simulations (LES). It is well known that capturing the dynamics of the
in-cylinder flow is crucial for engine simulations, as it strongly a↵ects flame propaga-
tion. The flame propagation during the power-stroke highly depends on the turbulence
level that is developed throughout compression. This turbulence level will be strongly
influenced by the accuracy of the numerical schemes employed. Even a small extent
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of upwinding, filtering, low-order implicit time-stepping, cell-stretching or mapping be-
tween grids may a↵ect the flow field, the turbulence level, and hence the turbulent flame
speed and the pressure curve. To provide a reference, the LES in-house code PsiPhi is
used, which ensures a minimum of dissipation due to high order explicit time-stepping,
homogeneous and isotropic filters and cells. Good stability of the code permits the use of
a second-order central di↵erencing scheme (CDS) for the transport of momentum, avoid-
ing numerical dissipation. To analyse the e↵ect of numerical dissipation, simulations of
a fired engine are performed using di↵erent numerical schemes for the convection of mo-
mentum. Physical quantities including the total kinetic energy, the velocity gradient,
the turbulent viscosity, the in-cylinder pressure, the flame propagation or the burning
rate of di↵erent test cases are evaluated and compared to each other to show the numer-
ical e↵ects on combustion. Furthermore, the suitability of common LES quality criteria
including an energy criterion and viscosity ratio is discussed based on the comparison
of simulations with less and more accurate numerics. It is shown that these LES quality
indicators can be highly misleading.
7.2 Introduction
The extensive use of CFD in numerous engineering applications leads to many funda-
mental questions regarding the applied numerical approaches themselves, especially the
e↵ects of the numerical schemes on the simulation results, which have been investigated
in many studies, as for examples [216, 217, 218, 219]. Obviously, reducing the numerical
errors is essential for an accurate solution of the transport equations of di↵erent physical
quantities [220, 221]. It is clear that to obtain more accurate numerical results, fine grids
and high order numerical schemes are preferable. However, high simulation costs due to
finer computational grids as well as the numerical instability resulting from high order
schemes are factors that must be considered. As a matter of fact, a compromise between
accuracy, stability and convergence is often necessary. Depending on the nature of the
problem, one may try and choose suitable numerical schemes that provide good results.
In order to investigate the influence of numerical schemes applied to engine simulations,
several nominally 2nd-order numerical schemes are employed to examine their e↵ect on
the simulated in-cylinder flow field, as well as the combustion process. In Large-eddy
simulation, investigators often outline the importance of the filter size and high-order
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discretization schemes to yield reasonable simulation results. However, it should be
stressed that the order of numerical schemes is just one part of the story: It has been
observed in many studies [222, 125, 223, 221] that two schemes with the same nominal
order of accuracy can yield very di↵erent results.
In the context of engine simulations, Misdariis et al. [224] investigated the influence
of several numerical schemes for the discretization of the convective flux on the flow
field and the combustion inside the engine. They observed a rather small di↵erence
between the in-cylinder flow fields resulting from the numerical schemes of second and
third order of accuracy. In comparison to their findings, we observe a stronger impact
of the applied numerical schemes on the small scale features of the simulation results,
as illustrated in Fig. 7.1. The CDS, QUICK and the TVD schemes yield significant
di↵erences in the velocity field where small structures are found in the whole flow field
for the simulation using CDS with 2nd and 4th order, but not in the simulation with
the TVD schemes. Interestingly, in spite of distinctive flow structures between di↵erent
simulations, a rather small discrepancy of the total kinetic energy of the in-cylinder
flow between the simulation results of all the employed schemes is achieved. This may
not be overly surprising, since most of the turbulent kinetic energy exists on the larger
scales. However, significant di↵erences are observed on the smaller scales and hence the
modeled sub-grid energy that has much impact on the wrinkling factor and turbulent
flame speed.
Comment: Strictly speaking, the CDS in this study is not a complete 4th order since the
interpolation of the fluxes at the cell faces is performed based on 4 data points. However,
the integration of the fluxes at the cell face is a 2nd order.
In the scope of this paper, the commonly used LES quality indices are also discussed.
Interestingly, more dissipative schemes (like TVD) tend to cause a smaller turbulent
viscosity due to smaller velocity gradients, as the numerical scheme itself is more dissi-
pative. One may argue that with a TVD scheme, much of the dissipation is achieved
by the discretization, so that the turbulence model needs to dissipate less energy. This
leads to a misleading situation where many commonly used LES quality criteria must
fail. Criteria based on the amount of modeled turbulent kinetic energy [74, 225], as well
as the criteria based on the ratio between the turbulent and the laminar viscosity (as
proposed by Celik et al. [209]), will no longer be adequate.
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In this work, simulations of a four-stroke engine [141] with two intake and two exhaust
valves are performed on two di↵erent computational grids with cell sizes of 0.8 mm and
0.5mm. To avoid the complexity of the mesh generation in a moving engine-geometry, the
motion of the piston and the valves are described by Lagrangian particles in combination
with an immersed boundary method (IBM) [164]. This mesh-free technique has been
implemented in our code PsiPhi [156] and is simple and well suited for high-performance
computing (HPC) applications. Flame propagation is modeled using a flame surface
density model (FSD) [32] with iso-octane as surrogate fuel. The flow conditions at the
intake and the exhaust ports of the engine are computed according to Navier-Stokes
characteristic boundary conditions [136]. Our implementation [208] of Nicoud’s Sigma
model [87] is used to calculate the sub-grid scale stresses.
7.3 Numerical methodology for engine simulation
The Favre-filtered compressible Navier-Stokes equations for mass, momentum and total
energy are discretized and solved numerically on an equidistant Cartesian grid using the
finite-volume method. To handle the moving parts of the engine such as the piston,
the intake and exhaust valves, an approach by Nguyen et al. [156] using Lagrangian
particles and an immersed boundary method (IBM) [164] is applied for the description
of the geometries as well as the interaction between the moving boundaries and the
fluid. In this approach, the moving geometries are presented with a cloud of logic
and massless particles instead of the unstructured cells from body-fitted methods. The
harmonic motion of the piston and the motion of the valves from the valve lift profiles
are governed by the transportation of di↵erent groups of Lagrangian particles, which
are used to describe the moving objects. Extensive discussion about the advantages,
limitations and implementation of the method can be found in [156].
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7.4 Combustion modeling with Flame Surface Density
































⇢Sd⌃gen ⇡ ⇢uSl⌃gen = ⇢uSl⌅|rc|  Fcgt
⇡ ⇢uSl⌅|rec| (7.3)
Comment: the counter gradient term Fcgt is presented in section 2.7 of Chapter 2.
On the LHS of Eq. 7.1, the sub-grid scalar flux @/@xi[⇢(fcui   ec eui)] is calculated by the
classical gradient hypothesis and a counter gradient term Fcgt (Eq. 7.2). In Eq. 7.3,
the generalized flame surface ⌃gen is approximated by replacing the Reynolds-averaged
progress variable |rc| by the Favre-filtered one |rec|, where the counter gradient trans-
port Fcgt is implicitly included (see the discussion by Ma et al. [103]). The two terms
w˙c and D in Eq. 7.1 are the mean reaction source term and the molecular di↵usivity. In
Eqs. 7.2-7.3, the turbulent viscosity, the turbulent Schmidt number, the laminar flame
speed and the wrinkling factor are represented by ⌫t, Sc, Sl and ⌅, respectively.
The influence of turbulence on the flame propagation is described by the wrinkling factor
⌅, which is modeled using an approach proposed by Muppala et al. [32].








The turbulent Reynolds number Ret is a function of the sub-grid scale velocity fluctua-
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In Eq. 7.4, the model parameters are set to b = 0.2, c = 0.2, and a = 0.46 for the
iso-octane/air flame [32, 106]. In the scope of this paper, elaborated ignition modeling
is not considered. Instead, we set the progress variable c to 1.0 (burned area) in a small
region below the spark-plug so that the flame can start developing and propagating. It is
clear that a proper ignition modeling can be done in more sophisticated ways. However,
this would add additional uncertainty to the present study and be beyond the scope of
the present study. We have therefore chosen to just show the e↵ect of the numerical
scheme. It is also clear that some shortcomings of numerical schemes can be partially
compensated by suitable models or model constants. Further information on combustion
modeling can also be found in our previous paper [156].
7.5 Experiment
Data Value
Engine speed 800 rpm
Compression ratio 8.5
Displacement volume 499 cm3
Crevice volume 2 cm3
Volume at top dead center (TDC) 66.5 cm3
Bore 86 mm
Stroke 86 mm
Cylinder clearance height 2.6 mm
Intake valve closure (IVC) -125 CA
Exhaust valve open (EVO) 105 CA
Exhaust valve close (EVC) -345 CA
Intake valve open (IVO) 325 CA
Spark timing (ST) -16 CA
Fuel Iso-Octane
Equivalence ratio ( ) 0.833
Avg. pressure intake (pin) 0.95±0.02 bar
Intake temperature (Tin) 47±3 C
Intake density (⇢in) 1.0344 kg/m
3
Table 7.1: Engine specifications in the fired case
In this study, we consider a four-stroke optical engine, which is operated by the Dreizler
group at Technical University of Darmstadt [141]. The engine runs at 800 RPM with iso-
octane (C8H18) as a surrogate fuel. Optical access is provided via a quartz glass cylinder
liner and a flat piston window. The engine consists of a twin-cam, an overhead-valve
pent-roof cylinder head with two intakes and two exhaust valves. The characteristics
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and operation point are shown in Table 7.1. For further details of the engine, the readers
are referred to the paper of Baum et al. [141].
7.6 Numerical Setup
The LES in-house code PsiPhi [162, 157, 156, 36, 187] is used to solve the Favre-filtered
governing equations for a compressible fluid. An equidistant Cartesian grid is used
throughout the whole computational domain, which provides good accuracy and avoids
the numerical dissipation caused by deformed or stretched cells of an unstructured-grid.
In an equidistant Cartesian grid, the numerical error directly results from the applied
interpolation scheme without adding the truncation error from the irregular grid. The
disadvantage of this approach is that a local refinement is not possible, which leads to
an increase of the total number of cells in the computational domain.
Applied Numerical scheme Limiter functions
CDS, 2nd order -
CDS, 4nd order -
QUICK -
Limited Linear  = max [0,min (2r/ , 1)] ,   = 0.1
TVD-CHARM  = r(3r + 1)/(r + 1)2 if r > 0 and  = 0 if r  0
TVD-vanLeer  = (r + |r|)/(1 + |r|)
Table 7.2: The numerical schemes used in the engine simulations
Results from di↵erent numerical schemes are compared: a 2nd and a 4th order central
di↵erencing schemes (CDS2, CDS4), the limited linear scheme [125] (LL01), the QUICK
scheme [118] and two total variation diminishing schemes using CHARM [120] (TVD-
CH) and Van Leer [121] (TVD-VL) limiters. It is important to note that we use a
value  =0.1 for the limited linear scheme, which makes this scheme less dissipative and
supposedly ‘close to CDS’ (see Table 7.2).
The TVD scheme with CHARM limiter [120] is used for the discretization of all scalar
quantities including density ⇢, progress-variable ⇢C˜ and total energy ⇢E˜.
Comment: in the motored-cases, the deviation of the local values of the scalar quantities
is quite small. Therefore, the discretization of these quantities may not have strong
e↵ects on the numerical results. In the fired-cases, where the large deviation of the
scalar quantities between the burned and unburned regions is present, significant impact
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of the discretization of the scalars on the numerical results must be considered. Due to
a large number of engine simulation in this study, we do not consider the e↵ect of the
discretization of the scalar quantities. However, further study on this issues is important
and necessary.
An explicit third order Runge-Kutta scheme is employed for time integration. The
unresolved turbulent viscosity is determined with Nicoud’s   model [87] with the model
constant Cm of 1.5. In our experience, the combination of a sub-grid model, good
equidistant Cartesian grids and an explicit low storage Runge-Kutta scheme with a
small CFL number is su cient to achieve stability - some upwinding is only introduced
right at the walls and for increased Mach number. This approach has enabled stable -
but not always easy to setup.
Figure 7.1: Comparison of the image-normal velocity component at -270 and -90CAD
for di↵erent numerical schemes from a chosen engine cycle
It is noted that the numerical analyses in the following sections are based on the phase-
averaged data of five consecutive engine cycles for each numerical scheme. Nevertheless,
we demonstrated some result from a chosen engine cycle to highlight the significant
distinctions of the numerical results due to the di↵erent numerical schemes.
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7.7 Kinetic energy analysis
Figure 7.1 shows the normal velocity components at -270 and -90 CAD, which result
from six di↵erent numerical schemes. In comparison to the simulated results obtained by
CDS2 and CDS4, where small structures are dominant in the flow field, much smoother
flow fields are produced by the simulations using the TVD schemes (TVD-CH, TVD-
VL, LL01). On the other hand, only big structures are visible for the simulations
with the TVD schemes for the momentum at -90 CAD. It is noticeable that the flow
structures obtained by QUICK are somewhat in between CDS and TVD. One should
note that the use of non-central schemes for momentum transport in LES is a fairly recent
phenomenon, which has emerged in recent years with the availability of ‘LES models’ in












































































































































































Figure 7.2: Comparison of the integrated kinetic energy KE⌦, the integrated velocity
gradient |ru|⌦ and the integrated turbulent viscosity ⌫t⌦ between di↵erent numerical
schemes (absolute values on the left and relative values on the right)
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As observed in Fig. 7.1, the simulations using CDS with 2nd and 4th order schemes
resolve more small structures in the in-cylinder flow field than the other schemes. In
order to quantitatively analyze the di↵erences, we evaluate the integral of the kinetic








(@uj)2 + (@uk)2]0.5d⌦ and the integral of turbulent viscosity ⌫t⌦ =
R
⌦ ⌫td⌦ inside the
cylinder ⌦. Figure 7.2 shows the comparison of the integrated kinetic energy KE⌦,
integrated velocity gradient |ru|⌦ and integrated viscosity ⌫t⌦ between six numerical
schemes for momentum. As it is shown in Fig. 7.2a, the total resolved kinetic energy
during engine operation is quite consistent between di↵erent numerical schemes, where
the maximum value of KE⌦ is achieved around -270CAD and gradually decreases towards
the compression and expansion strokes. The spikes of KE⌦ observed at -125 CAD and
105 CAD result from closing the intake valves and opening the exhaust valves, which
cause a high velocity in the small gap between the valves and port walls. Interestingly,
it is hard to notice any significant di↵erence in the integrated kinetic energy KE⌦ of the
in-cylinder flow field between the simulations using di↵erent numerical schemes. Despite
the di↵erence in the flow structures, all the numerical schemes seem to perform very well
in resolving the kinetic energy of the flow field. This may not be surprising, since most
of the kinetic energy exists on the largest scales.
Since the wide dynamic range of data values obtained during engine simulation makes
it di cult to distinguish the di↵erences of KE⌦, |ru|⌦ and ⌫t⌦ resulting from di↵erent
numerical schemes (Figs. 7.2a, 7.2b and 7.2c), using the normalization of all simulated
data to the corresponding data obtained with the CDS2 scheme is a convenient way to
highlight the variation between the schemes. As it can be seen in Figs. 7.2a and 7.2d,
the resolved kinetic energy yielded by the six numerical schemes using 0.5 mm grid are
not significantly di↵erent from each others, whereas on the coarse grid of 0.8 mm, the
resolved kinetic energy is clearly lower. As seen in Fig. 7.2d, during the intake stroke, the
total resolved kinetic energy of the simulations using more dissipative schemes such as
QUICK, TVD-CH, TVD-VL and LL01 is lower than the resolved kinetic energy obtained
by simulations using CDS2 and CDS4. However, during the compression stroke, KE⌦
obtained by simulations using QUICK, TVD and LL01 seems to dissipate quite slowly
in comparison to KE⌦ obtained by CDS2 and CDS4. This may explain why we see
an increasing trend of KE⌦ from QUICK, TVD and LL01 with reference to KE⌦ from
simulations using CDS. Despite the significant di↵erences in the flow fields obtained by
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di↵erent numerical schemes (Fig. 7.1), the resolved kinetic energy KE⌦ of the in-cylinder
flow shows no substantial di↵erence for six studied numerical schemes. Obviously, the
higher or lower value of resolved kinetic energy KE⌦ give no definite indication whether
the applied numerical scheme is more or less accurate and dissipative than other schemes.
Hence, it is questionable whether the resolved turbulent kinetic energy can be used to
determine the quality of LES - or what LES quality actually is.
Comment: The resolved kinetic energy KE= 1/2(U2i ) and the resolved turbulent kinetic
energy kres = 1/2(Ui hUii)2 are two di↵erent but closely related quantities as they are
directly calculated from the resolved flow velocity Ui. The root of the problem is that, the
flow velocity strongly depends on the numerical schemes. Therefore, it is problematic for
any assertion of LES quality, which relies solely on the obtained flow velocity. This study
has shown that the determination of LES quality based on the TKE is highly questionable
as the dissipative simulations always achieve the better LES quality.
7.8 Velocity gradient and turbulent viscosity
We have shown that the resolved kinetic energy may not be adequate to di↵erentiate the
influence of numerical schemes on the in-cylinder flow field, even though clear di↵erences
between these schemes are observed in Fig. 7.1. On the other hand, the integrated
velocity gradients |ru|⌦ in Figs. 7.2b and 7.2f show a clear distinction between numerical
schemes. As expected, the |ru|⌦s obtained by both CDS2 and CDS4 are comparable and
consistently larger than |ru|⌦s of QUICK, TVD-CH, TVD-VL and LL01. Intuitively
one may conclude that the turbulence level of the in-cylinder flow field obtained by
QUICK (see Fig. 7.1) lies somewhere in between TVD and CDS schemes. This is also
clearly shown in Figs. 7.2b and 7.2e where |ru|⌦TVDs<|ru|⌦QUICK<|ru|⌦CDS. Since
the calculation of sub-grid turbulent viscosity ⌫t⌦ depends on the velocity gradient, ⌫t⌦
obtained by CDS2 and CDS4 are, as expected, greater than ⌫t⌦ from QUICK, TVD-
CH, TVD-VL and LL01. As shown in Fig. 7.2f, the total sub-grid turbulent viscosity
⌫t⌦ obtained from the dissipative schemes TVD-CH, TVD-VL and LL01 is just half
the corresponding turbulent viscosity from CDS2 and CDS4. The distribution of the
turbulent viscosity in the tumble plane in Fig. 7.3 reveals the substantial di↵erence
between the less and more dissipative numerical schemes, where large values of the
turbulent viscosity are found in the simulations using CDS2, CDS4 and QUICK. This
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obviously calls into question whether it is reasonable to determine good or bad LES
quality based on the sub-grid turbulent viscosity, since the less dissipative numerical
schemes would always lead to higher sub-grid turbulent viscosity, hence implying that
more turbulence is resolved and less modeled by the more dissipative schemes.
7.9 Turbulent viscosity in dissipative schemes
Figure 7.3: Distribution of the turbulent viscosity in the tumble plane between dif-
ferent numerical schemes at -270 and -90 CAD from a chosen engine cycle
To examine further the influence of sub-grid modeling in dissipative schemes such as
LL01, TVD-CH and TVD-VL, a simulation without sub-grid modeling using LL01 for
the discretization of the momentum is carried out. The main reason for this test is that
the scheme is very popular in both LES [229, 230] and MILES [231] simulations. The
numerical results obtained by two simulations with and without turbulent viscosity can
be distinguished in Figure 7.2.
As shown in Fig. 7.2, the di↵erences in the resolved kinetic energy KE⌦ of the in-cylinder
flow field as well as in the absolute velocity gradient |ru|⌦ with and without turbulent
viscosity are insignificant. With LL01, the contribution of turbulent viscosity has become
minimal and it is hardly noticeable. The turbulent viscosity ⌫t depends on the velocity
gradients which are better maintained with the CDS or QUICK schemes than with TVD
or LL01 schemes. By destroying the velocity gradient, the influence of sub-grid modeling
becomes negligible and the engine simulation with LL01 scheme even without using
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turbulent viscosity ⌫t can still converge and produces similar results as the simulation
with the LL01 scheme with a turbulent viscosity ⌫t. Figure 7.4 demonstrates clearly the
influence of sub-grid modeling on the simulations using CDS2 and LL01. This finding
may imply that LES with a limited linear (or similar dissipative) scheme for momentum
are actually MILES simulations (implicit LES) with an ine↵ectual turbulence model.
In other words, such simulations might be ‘implicitly implicit LES’. In such cases, LES
quality criteria based on the turbulent viscosity must fail.
7.10 How much kinetic energy is contained in small flow
structures?
Despite the small structures are dominant in the flow field of the simulations using CDS2
and CDS4, the resolved kinetic energy obtained by these simulations is quite similar to
the results obtained by TVD-CH, TVD-VL or limited linear schemes (see Fig. 7.2a).
This raises a question of how much kinetic energy is contained in small structures. In
order to reasonably estimate the amount of kinetic energy containing in these small
vortices, we employ a Gaussian filter with the filter size of 3  ⇥ 3  ⇥ 3  (  denotes
the size of the equidistant cells) to filter the small structures out of the flow field. The


















The di↵erence in kinetic energy  KE⌦ = KEoriginal   KEfiltered between the original
flow field and the filtered flow field is a good estimation of how much kinetic energy
the small structures contain. Figure 7.5 shows the vertical velocity component and
its corresponding high-pass filtered component from di↵erent numerical schemes at -
180 CAD. The total kinetic energy and the di↵erence  KE⌦ between the original and
the filtered flow field are plotted in Fig. 7.6. According to our method, the kinetic
energy contained in the small flow structures, is less than 10% of the total resolved
kinetic energy of the flow field. This finding is interesting because it can explain why
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a comparable total kinetic energy is obtained by simulations using di↵erent numerical
schemes for momentum.
From Figs. 7.1, 7.2 and 7.6, it is clear that the dominantly small structures in the flow
field, obtained by simulations using CDS, comprise just a small amount of kinetic energy
in comparison to the big structures which govern the flow field of the simulations using
TVD or limited linear schemes. In spite of holding a limited amount of kinetic energy,
the fluctuations in the flow field significantly contribute to the velocity gradient and
eventually, to flame propagation during combustion.
Figure 7.4: Image-normal velocity component at -180 CAD obtained from the simu-
lations using CDS2 and LL01 with (left) and without (right) sub-grid modeling.
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Figure 7.5: Illustration of the vertical velocity component (top) and its high pass
filtered component (bottom) of di↵erent numerical schemes from a chosen engine cycle
at -180 CAD using Gaussian filter of size 3 ⇥ 3 ⇥ 3 .
7.11 Dissipation rate
The resolved dissipation rate is evaluated by the turbulent viscosity ⌫t and the phase-
averaged strain rate tensor hSiji:
✏ = ⌫t hSiji hSiji (7.6)
Figure 7.7 shows the distribution of dissipation rate at -180 CAD in the tumble plane.
As expected, the dissipation rate obtained by the simulations with CDS2, CDS4 and
QUICK exhibits much higher values in comparison to the ones achieved with TVD-CH,
TVD-VL and LL01. The higher dissipation rate resulting in simulations using CDS
or QUICK schemes is a quantitative indication of how well the small structures are
resolved. It can be clearly seen in Fig. 7.7 that simulations using dissipative schemes
(TVD or LL01) can only resolve small structures where strong turbulence exists.
The averaged dissipation rate of the in-cylinder flow for di↵erent numerical schemes is
shown in Fig. 7.8. The averaged dissipation rate from less dissipative schemes like CDS2
and CDS4 are almost two times larger the dissipation rate resulting from simulations
using TVD or LL01 schemes.




























Figure 7.6: The di↵erence in total kinetic energy of the original and filtered in-cylinder
flow field at -180 CAD
7.12 Estimation of the integral length scale
In order to estimate the integral length scale of the in- cylinder flow, one can compute
the spatial correlation function (see Eq. 7.7), in which the two-point correlation is
evaluated along two chosen vertical and horizontal sampling lines (see Fig. 7.9). We do
not show the integral length-scales themselves as the number of cycles is not su cient
to determine the length-scale with su cient precision. We show the di↵erences in the
correlation functions from which the length scales are determined instead.
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Figure 7.7: Dissipation rate obtained at -180 CAD by simulations using di↵erent
numerical schemes from a chosen engine cycle
The velocity fluctuation u0(x) is calculated from the instantaneous velocity u(x) and the
phase averaged velocity hu(x)i:
u0(x) = u(x)  hu(x)i (7.8)



























Figure 7.8: Averaged dissipation rate obtained at -180 and 0 CAD by simulations
using di↵erent numerical schemes
Figure 7.9: Vertical and horizontal sampling lines in the tumble plane symmetry for
the evaluation of the spatial correlation function
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The integral length scale L is calculated by integrating R(r) along the sampling line






As shown in Fig. 7.9, the two-point correlation function is computed along two sampling
lines using two velocity components: Rxx is computed along the vertical line using the
horizontal velocity u and vice versa. The idea is simple, a change in sign of the correlation
Ryy along the horizontal sampling line or Rxx along the vertical sampling line can be
considered as a very coarse estimation of the radius of the vortex [142]. More detailed









































Figure 7.10: Two-point correlation coe cients Rxx and Ryy of the velocity fluctuation
along the vertical sampling line using the horizontal velocity fluctuation u0 (left) and the
horizontal sampling line using the vertical velocity fluctuation v0 (right) of the tumble
plane
Figure 7.10 shows the calculated two-point correlation function R(r) along two chosen
sampling lines. To avoid confusion by plotting too much data (six schemes and 5 crank
angle degrees), only results obtained from two simulations with CDS2 and TVD, are
presented. Based on the Eq. 7.9 and the comparison of the two-point coe cient curves
Rxx and Ryy between CDS2 and TVD-VL, it would be reasonable to consider that the
length scales increase with more dissipative schemes.
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7.13 Influence of Numerical schemes on Combustion
Figure 7.12 shows instantaneous volume renderings of the reaction source terms at dif-
ferent crank angle degrees. Since the volume rendering is quite similar between the
simulations using CDS2 and CDS4 and between the simulations using TVD-CH, TVD-
VL and LL01, we present only the visualization of flame propagation from simulations
using CDS2, TVD-CH and QUICK instead of all six simulations. As evidenced by Fig.
7.12, from -8 to 8 CAD, the growth rate of flame area from the CDS2 and QUICK
schemes are quite comparable. The flame-wrinkling produced by these less dissipative
schemes is much stronger in comparison to the wrinkling from simulations using TVD.
Although the total kinetic energy produced by the six numerical schemes is obviously in
agreement (Fig. 7.13), the obtained burning rates behave very di↵erently. This is due to
the fact, that much of turbulence is still very well ‘maintained’ by the simulations using
CDS in comparison to the ones using TVD schemes, which can be clearly demonstrated
by the vertical velocity component at -16CAD (see Fig. 7.11). Evidently, the integrated
turbulent viscosity ⌫t⌦ achieved with the simulations using CDS is more than 40% higher
than the turbulent viscosity ⌫t from the simulations using TVD, which directly results in
a larger discrepancy in the integrated reaction source term and the in-cylinder pressure.
Interestingly, the di↵erence in ⌫t⌦ between the simulation using CDS and QUICK (less
than 20%) does not lead to strong deviation in the flame propagation and the in-cylinder
pressure, especially between the simulated results from CDS2 and QUICK up to 6CAD.
Figure 7.11: The vertical velocity obtained by di↵erent numerical schemes from a
chosen engine cycle at -16 CAD crank angle degree
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Figure 7.12: Volume rendering of reaction source term obtained by di↵erent numerical
schemes from a chosen engine cycle at di↵erent crank angle degree
7.14 LES quality criteria
Determination of good or bad LES quality with a given resolution and numerical scheme
has been extensively discussed in many studies [209, 233, 234, 235, 236]. Focusing on en-
gine simulations, some authors [225, 142] have applied several LES quality indices [209,
74]. These LES indices are used to estimate, whether a given resolution is su cient
for a ‘good LES’. However, most of these criteria are likely to fail due to the influence
of numerical schemes on the numerical results. We have shown that simulations us-
ing highly dissipative schemes could be considered as a ‘good LES’ since they seem to
achieve less unresolved turbulent kinetic energy or less turbulent viscosity in compari-
son to the simulations using less dissipative schemes such as CDS2, CDS4 or QUICK.
Similar arguments can also be found in the work of others [233, 173]. Obviously, any
LES quality criteria, that consider the minimum of turbulent viscosity or unresolved
turbulent kinetic energy as an indicator for a ‘good LES’, should be taken with care.








































































































Figure 7.13: Comparison of the integrated kinetic energy, integrated turbulent vis-
cosity, integrated reaction source term and in-cylinder pressure obtained for di↵erent
numerical schemes
To demonstrate the inadequacy of such LES quality criteria, we apply them to the LES
engine simulations on the same grid using di↵erent numerical schemes.
The first criterion is the ratio of resolved turbulent kinetic energy kres(x, t) to the amount
of total turbulent kinetic energy (kres(x, t) + ksgs(x, t)).
M(x, t) =
kres(x, t)
kres(x, t) + ksgs(x, t)
(7.10)
If a LES computation is able to resolve more than 80% of the total turbulent kinetic
energy (M(x,t)>0.8), then it is supposed to be a ‘good LES’. The calculations of resolved
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where hUii is the phase-averaged velocity component. The sub-grid kinetic energy
ksgs(x, t) can be modeled from the phase averaged strain rate tensor |hSiji|2 accord-
ing to Eq. 7.12 [237, 225] with the constant Ci set to 0.202:
ksgs(x, t) = 2Ci 
2|hSiji|2 (7.12)
Comment: it should be noted that the Eq. 7.12 is used to calculate the turbulent kinetic
energy for the evaluation of the energy criterion M(x,t) , which follows closely the work
of di Mare et al. [225]. For the modeling of combustion, the model proposed by Muppala
et al. [32] and the turbulent kinetic energy ksgs from [107] are employed in this study.
Figure 7.14 shows the distributed value of M(x, t) as computed from the in-cylinder flow
at -270, -180, -90CAD. As discussed, six investigated schemes lead to results that satisfy
the ‘good LES criterion’ related to resolved kinetic energy. Obviously, from the PDF
of M(x,t) in Fig. 7.14, the number of points exceeding the value of 0.95 by numerical
schemes like TVDs and QUICK is greater than for CDS2 and CDS4. This implies that
the less dissipative schemes like CDS and CDS4 resolve a smaller part of the turbulent
kinetic energy in comparison to TVD, which is clearly not true.
A second common criterion for LES quality is based on the ratio of the e↵ective viscosity
(⌫ + ⌫t) to the molecular viscosity ⌫. A good LES is supposed to obtain a value of IQ⌫
above 0.8, while an IQ⌫ value of 0.952, is considered a fully resolved DNS [209, 173].




According to the PDF of LES IQ⌫ at -270, -180 and -90 CAD in Fig. 7.14, six engine
simulations with di↵erent numerical schemes satisfy the LES IQ⌫ index with the value
of IQ⌫ above 0.8 for all the computational cells. Similar to the energy criterion, a larger
number of computational cells from simulations using dissipative schemes such as TVD
and LL01 achieves a much higher value of LES IQ⌫ in comparison to the LES IQ⌫
obtained by simulations with CDS and QUICK. Figure 7.15 shows the averaged values
of the two LES quality criteria, in which simulations using TVD schemes always show
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a better ‘LES quality’ than the simulations with CDS or QUICK schemes. As stressed
in sections 7.8 and 7.9, it is not a good approach to use a quantity, that is strongly
























































































































































































c)Figure 7.14: PDF of two LES quality indices which are evaluated for the in-cylinder




























Figure 7.15: Averaged value of LES IQ (left) and the ratio between the resolved and
the total kinetic energy M(x,t) (right).
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7.15 Conclusion
This work studies the numerical e↵ects on the flow behavior as well as the prediction
of flame propagation in the context of engine simulation using LES. To carry out the
investigation, six di↵erent numerical schemes (CDS2, CDS4, QUICK, TVD-CH, TVD-
VL, Limited Linear) were used to discretize the momentum equation over multiple engine
cycles using a real engine geometry [141].
As it was expected, small structures were found to be dominant in the flow field from
simulations using less dissipative schemes (CDS2, CDS4 and QUICK), while big and
smooth structures prevailed in the flow field from simulations using more dissipative
schemes (TVDs and limited linear). Interestingly, it is found that the total kinetic energy
of the in-cylinder flow of all the simulations (using less or more dissipative schemes) was
comparable from intake to exhaust stroke, despite much di↵erence observed in the flow
fields.
In this study, we have shown that the contribution of sub-grid modeling may be negligible
for simulations using dissipative schemes such as limited linear or TVD. Since the velocity
gradient is not well-resolved by the more dissipative schemes, the calculated turbulent
viscosity is much smaller than the one obtained by simulations using less dissipative
schemes.
Our study also showed that the numerical schemes have a strong e↵ect on the combustion
process since flame propagation is strongly influenced by the level of turbulence that
must be well-maintained throughout the cycle. Obtaining a correct wrinkling factor or
flame propagation requires a well-resolved flow field with su cient turbulence.
We also confirm that many common LES quality criteria are inadequate to determine
a ‘good LES’. We have illustrated that simulations using highly dissipative schemes are




This chapter summarizes the findings and the development of the engine simulation using
LES, that was conducted for this PhD thesis. Besides the major advantages achieved,
the current work still has some drawbacks that need to be outlined. Therefore, potential
improvements and recommendations for future development are also discussed.
8.1 Conclusion
This thesis focused on the numerical simulations of the internal combustion engines using
a particle-based method and large eddy simulation. The main aim of this work was to
develop the numerical treatments that can be e↵ectively applied to simulate the fluid
dynamics and the combustion that occur inside an ICE. Several issues in the context
of engine simulations were considered: (I) a simple strategy for mesh-generation for
the complex engine geometries; (II) e cient numerical treatments to model the moving
boundaries in order to avoid dynamic mesh adaptation during the simulation; (III)
an LES Navier-Stokes solver for a fully compressible fluid; (IV) suitable mathematical
models for turbulent combustion in internal combustion engines.
In the scope of this work, equidistant Cartesian grids were used for the computational
domain, which can be easily and quickly generated for the complex engine geometries
using available voxelization tools. The new approach to model the moving boundaries
without dynamic meshing was introduced, in which the moving objects inside a flow field
are numerically described as a cloud of Lagrangian particles. The motion of the solid
165
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body is therefore handled by solving a system of ordinary di↵erential equations, which
is a computationally e cient approach (in general, one can also specify the positions of
the particles without solving the ODEs if the positions of the particles are known). The
flow conditions at the moving boundaries are numerically treated using the velocity, the
acceleration of the moving particles and the immersed boundary method. To account for
the fluid dynamics inside the engines, the filtered Navier-Stokes equations were solved
for a fully compressible flow using the finite volume method. Turbulent combustion was
modelled based on the flame surface density approach.
The approach proposed in this thesis o↵ers a convenient way to perform multi-cycle
engine simulations using a single mesh. On large scale simulations, this approach has
proven its suitability for high performance computing for the following reasons: (1) be-
cause of the simplicity in mesh generation, a computational grid of a hundred million
cells can be generated within an hour; (2) the grid decomposition for parallelization
is independent from geometrical features; (3) the numerical treatments for the moving
boundaries using Lagrangian particles and immersed boundary can be e ciently exe-
cuted in parallel. As it was shown in Chapter 6, a good scalability of the computations
using a few thousand processors was achieved by the proposed approach. Also in Chap-
ter 6, the e ciency of parallelization of the method was demonstrated for an engine
simulation on a domain of 180 million cells using 8196 CPUs.
In this work, accurate and less dissipative numerical schemes on an equidistant Carte-
sian grid were employed, so that the turbulence of the in-cylinder flow is resolved and
maintained, and the flame propagation can be well-captured throughout the engine sim-
ulation. The method was validated by multi-cycle LES simulations of the motored-case
and the fired-case using di↵erent engine geometries, like the single-centered valve engine
or the complex geometries of 4-stroke engines (such as those operated by research groups
in the University of Duisburg-Essen and the Technical University of Darmstadt). The
obtained results such as the velocity, the velocity fluctuations, the in-cylinder pressure
and the flame propagation were compared against the corresponding experimental data
as well as other numerical results. Good agreement between the simulations and the
experiments was achieved, demonstrating the correctness of the proposed method.
Additionally, investigation of the numerical e↵ects on the LES of ICE was conducted.
This study showed that the large structures in the flow field can be well-captured by
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a wide range of chosen numerical schemes, in which a similar amount of total resolved
kinetic energy was obtained. Although the small structures in turbulent flow may contain
no more than 10% of the total resolved kinetic energy, they play a significant role in the
combustion processes inside the engine cylinder. Maintaining this level of turbulence
in a long process from the intake, compression and ignition is essential for numerical
simulations of the engine. It is shown that many popular numerical schemes dissipate
the small structures rather quickly, which results in a low wrinkling factor and hence
turbulent flame speed.
8.2 Outlook
Numerical simulations of internal combustion engines are complicated in di↵erent as-
pects, from the mathematical modelling to the numerical treatments. In the current
work, there are certain gaps that need to be filled, some drawbacks that need to be
addressed and some potential aspects that can be further improved in the future work.
First, as the number of fluid- and solid cells changes during the engine simulation using
IBM, the ratio of solid to fluid cells can be in the range of 1.1 to 2.6 (see Chapter 6).
For instance, when the piston reaches the TDC, the number of fluid cells reduces to less
than 30% of the total number of computational cells in the domain. Significant amount
of computational resources is unnecessarily spent on solving Navier-Stokes equations
for the solid cells. To circumvent this problem, the approach of Mittal et al. [202]
can be used to reduce the unnecessary computations. In this approach, the domain is
decomposed into a number of sub-domains that is larger than the number of processors.
The sub-domains consisting of solid cells only will not be considered and the remaining
sub-domains will be distributed amongst the given number of processors. The Reduced
Cartesian Communicator (RCC), which belongs to the Message Passing Interface (MPI)
library, is employed to exchange the data between these fluid regions. This approach
from Mittal et al. was proven to be e cient due to the reduction of a significant number
of solid cells which are unnecessarily used to solve the Navier-Stokes equations.
Second, the proposed approach employed the equidistant Cartesian grid to numerically
describe the engine geometry. Without local refinement, to resolve some geometrical
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features like the valve gaps, the crevice volume or the spark-plug would require a sig-
nificantly large number of computational cells. Therefore, engine simulations using an
equidistant Cartesian grid will always require more computational cells than simulations
using unstructured grids. A suitable local refinement would tremendously reduce the
number of the computational cells and allow a more accurate description of the engine’s
geometrical features. Additionally, local refinement will allow the boundary layer to be
resolved, which is important for simulating the flow in a confined domain - such as an
engine. The hierarchical refinement approach of Quirk [238] or the local adaptive mesh
refinement proposed by Berger et al. [239] can provide a solution for mesh refinement in
a Cartesian grid. The idea is simple: in the area that needs to be refined, another layer
of a finer Cartesian grid will be added. The Navier-Stokes equations will then be solved
in both the coarse- and the fine grids. It must be noted that the boundary conditions
of the simulation on the fine grid are directly taken from the numerical results obtained
on the coarse grid. Following this, the results from the fine grid will be mapped onto
the corresponding area of the coarse grid. Both approaches are straightforward to im-
plement without changing the existing flow solver and the particle-based technique for
the moving boundaries.
Third, in the current work, the interaction between turbulence and chemistry was mod-
elled by an FSD model with a single-step mechanism for the heat release. It is clear that
the chosen approach is simple, avoiding additional complexity to the flow simulation
inside an engine. However, the employed models may not be adequate to reproduce
the complexity of chemical reactions, including the stretch e↵ects on the flame or the
complex chemistry. As it was shown in the fired-motor in Chapter 6, despite capturing
the flame propagation well, the simulation was not able to correctly resolve the peak in
the in-cylinder pressure during engine operation. It is clear that a single-step mechanism
is not adequate to reproduce the complexity of the chemical reactions inside the engine
combustion chamber. A proper description of chemical reactions is therefore necessary.
Using tabulated chemistry such as FGM [20] or IDLM [17, 18] in combination with the
mathematical models like FSD [28, 29] or ATF [33, 38] for turbulent flame would further
improve the numerical prediction for engine simulations.
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