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ABSTRACT We have investigated the potential of sedimentation velocity analytical ultracentrifugation for the measurement
of the second virial coefficients of proteins, with the goal of developing a method that allows efficient screening of different
solvent conditions. This may be useful for the study of protein crystallization. Macromolecular concentration distributions
were modeled using the Lamm equation with the approximation of linear concentration dependencies of the diffusion
constant, D  D° (1 kDc), and the reciprocal sedimentation coefficient s  s°/(1 ksc). We have studied model distributions
for their information content with respect to the particle and its non-ideal behavior, developed a strategy for their analysis by
direct boundary modeling, and applied it to data from sedimentation velocity experiments on halophilic malate dehydroge-
nase in complex aqueous solvents containing sodium chloride and 2-methyl-2,4-pentanediol, including conditions near
phase separation. Using global modeling for three sets of data obtained at three different protein concentrations, very good
estimates for ks and s° and also for D° and the buoyant molar mass were obtained. It was also possible to obtain good
estimates for kD and the second virial coefficients. Modeling of sedimentation velocity profiles with the non-ideal Lamm
equation appears as a good technique to investigate weak inter-particle interactions in complex solvents and also to
extrapolate the ideal behavior of the particle.
INTRODUCTION
The behavior of macromolecules is termed as ideal in very
dilute solutions. In this limit, their positions, orientations,
and movements are considered to be non-correlated. The
macroscopically measured quantities usually are averages
over an ensemble of molecules but nevertheless reflect the
properties of individual particles, for example, molar mass
and dimensions. In real solutions, however, even weak
inter-particle interactions will cause a concentration depen-
dence of the observed properties. Free-particle properties
are obtained, therefore, from extrapolation of the data to
infinite dilution of the macromolecule, and their concentra-
tion dependencies provide information about inter-particle
interactions. In the past, the study of such weak inter-
particle interactions has been the object of numerous studies
because of its practical importance in many processes in-
volving colloids in industry (e.g., paints, foods, and cosmet-
ics). For example, weak interactions determine the tendency
for a suspension of particles to remain in solution, to ag-
gregate, to overcome phase separation or to form crystals.
Interest has focused more recently on biological macromol-
ecules in concentrated solution, with the aim of understand-
ing their capacity to form crystals, which still represents a
crucial and frequently very difficult step for the determina-
tion of their three-dimensional structure at high resolution.
Likewise, studies on biological macromolecules in concen-
trated solutions are stimulated by the increasing awareness
of the effect of macromolecular crowding on the biological
function, for example, of proteins in the cytosol of a cell.
The static and transport properties of macromolecules in
solution are related not only to the particle characteristics
but also to their spatial distribution, which depends on
intermolecular interactions (Pusey and Tough, 1985). The
entire inter-particle interactions in solution determine the
value of the second virial coefficient A2, which has positive
values for globally repulsive inter-particle interactions and
negative values in the case of global attraction. Restricting
the consideration to quasi-spherical particles, the second
virial coefficient is related to the pair correlation function
g(r), which expresses the probability of finding particles of
molar mass M at a distance r:
A2 2NA/M21 grr2dr
For weakly interacting spheres, the pair correlation function
g(r) can be related, in terms of MacMillan-Mayer theory, to
the mean particle-particle interaction potential W(r) (Mac-
Millan and Mayer, 1945):
gr expW(r)/kT
The spatial particle distribution modulates the elastic scat-
tering of the macromolecule in solution. Because g(r) can be
extracted from scattering profiles and calculated from pair
potentials (Belloni, 1991), scattering techniques have been
used to model inter-macromolecular potentials (Malfois et
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al., 1996). Furthermore, the spatial and velocity correlations
between particles in solution also determine the dynamic
properties of the macromolecules in solution, for example,
the collective diffusion coefficient and its concentration
dependency as well as the concentration dependence of the
friction coefficient. Different theoretical approaches have
been described for the concentration dependencies of the
friction and diffusion coefficients of diluted hard spheres,
interacting through excluded volume effects, Coulomb re-
pulsion, and van der Waals attraction (see references in
Pusey and Tough, 1985). In another approach, the role of
shape and solvation is emphasized (Rowe, 1992; Harding
and Johnson, 1985a). As indicated above, there is a recent
renewed interest in the measurement of parameters related
to non-ideality. For a number of proteins in solvents known
to promote crystallization, A2 values measured in undersatu-
rated or supersaturated solutions are moderately negative
and lie in a fairly narrow range, and an experimental rela-
tionship with protein solubility has been established
(George and Wilson, 1994; George et al., 1997; Guo et al.,
1999; Bonnete´ et al., 1999).
Halophilic malate dehydrogenase from Haloarcula
marismortui (HmMalDH) is being studied in our laboratory
as a model protein for the effect of the environment on
protein folding, stability, solubility, and dynamics. The bac-
teria grow in media that are nearly saturated with salt,
mainly sodium chloride, and their cytoplasm is also nearly
saturated with salt, mainly potassium chloride. Halophilic
proteins have a high content of acidic amino acid residues,
which is related to their instability in the absence of high
salt concentrations. Ions of high charge density are the most
efficient for stabilizing the protein at low salt (Ebel et al.,
1999a). Anion binding was observed on the very acidic
protein through high-resolution structure determination by
x-ray crystallography (Richard et al., 2000), and salt bind-
ing was inferred from solvation studies performed in NaCl
and KCl by various complementary methods (Bonnete´ et
al., 1993; Kernel et al., 1999). Recent results showed that
the solvation is very different for different salts (Ebel et al.,
1998; C. Ebel, M. Pascu, P. Faou, L. Costenaro, G. Zaccai,
in preparation). The weak inter-particle interactions in var-
ious salts were characterized by measurements of the sec-
ond virial coefficients (Ebel et al., 1999b). Conditions of
high protein solubility were in general, but not always,
associated with positive values of A2. Values for the second
virial coefficient decrease slightly with increasing salt con-
centration, and values close to zero or negative values were
associated with precipitation or crystallization conditions.
The best crystals are found after a complex dilution process
initiated in a biphasic drop in the presence of 2-methyl-2,4-
pentanediol (MPD) and NaCl (Richard et al., 1995; Dym et
al., 1995). Previously, we have determined the solvent com-
position in the environment of the protein during the dilu-
tion process of the crystallization drop. By measuring the
second virial coefficient by neutron scattering, we have
found that crystal formation is correlated with a slow evo-
lution from repulsive to attractive protein-protein interac-
tions (Costenaro et al., 2001). Based on the hypothesis that
such an evolution may be promoting crystallization more
generally, our aim is now to define the determinants of this
behavior.
For this purpose, before a more detailed analysis, it would
be very useful to be able to rapidly screen a variety of
solvents containing high concentrations of inorganic and
organic solutes for their effect on the second virial coeffi-
cient. The second virial coefficient can be evaluated from a
variety of measurements, which are those able to provide
the molar mass in a rigorous way (Eisenberg, 1976, 1981).
Among these techniques, many have drawbacks in practice.
For example, precise osmotic pressure measurements are
very difficult to perform in solvents concentrated in salt,
light scattering is very sensitive to sample heterogeneity,
and neutron or x-ray scattering experiments require large
instrument facilities. Sedimentation equilibrium analytical
ultracentrifugation suffers from the requirement that in the
presence of salts or organic solvents at high concentrations,
due to preferential interactions of the protein with solvent
components, the buoyant molar mass (and often also a
baseline parameter) needs to be determined from the exper-
iment simultaneously together with the second virial coef-
ficient; this makes a precise determination of A2 difficult.
As an alternative ultracentrifugal method, A2 can be deter-
mined, in theory, from the concentration dependence of the
sedimentation and diffusion coefficients, both of which
determine the shape of sedimentation boundary profiles in
velocity ultracentrifugation. It has been shown that the
sedimentation profiles are very sensitive to weak inter-
particle interactions, most notably through the concentration
dependency of s. In particular, repulsive interactions pro-
duce retardation and sharpening of the sedimentation pro-
files, as studied in detail by Yphantis and co-workers (Dis-
hon et al. 1967; Fujita, 1975) and others, and a large
literature exists on different traditional and more recent
descriptions and methods for their analysis (Fujita. 1975;
Dishon et al. 1967; van Holde and Weischet 1978; Behlke
and Ristau, 1997; Demeler and Saber, 1998).
In the present study, we have investigated whether weak
inter-particle interactions and the second virial coefficient
could be evaluated from sedimentation velocity experi-
ments. To allow for a large concentration range, we used the
Rayleigh interference optical detection and applied direct
boundary modeling by Lamm equation solutions (Schuck,
1998), modified to take into account linear dependencies
(kD and ks) for D and 1/s, and algebraic systematic noise
decomposition (Schuck and Demeler, 1999). First, simu-
lated curves were used to validate a fitting procedure of the
parameters characterizing the particle and its non-ideal be-
havior. Then, the fitting procedure was applied to experi-
mental sedimentation velocity experiments performed on
halophilic malate dehydrogenase at different protein con-
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centrations. By using samples of only 105 l, the total
amount of protein was less than 2 mg for each of the three
solvent conditions studied. The results were compared with
those obtained by dynamic light scattering and small-angle
neutron-scattering techniques.
EXPERIMENTAL PROCEDURES AND
THEORETICAL BACKGROUND
Preparation of the protein and solvents
Hm MalDH was over-expressed in Escherichia coli and purified as previ-
ously described (Cendrin et al., 1993), with a final step of gel filtration in
4 M NaCl, and stored as a concentrated sample in this solvent at 4°C. The
solutions of Hm MalDH in MPD and NaCl were prepared by dialysis
before the sedimentation experiments or by weight dilutions followed by
ultracentrifugation for a few minutes at 175,000 g for the light-scattering
experiments, respectively (these experiments were not performed at con-
stant chemical potential of the solvent components but the difference in
D-values should be very small). All solvents are buffered with Tris-HCl 50
mM, pH 8. Protein concentration was measured in an UV spectrometer
using an extinction coefficient at 280 nm of 0.85 cm2 mg1. Density
measurements of the solvents were performed using a DMA-58 device
(Anton PAAR, Graz, Austria).
Sedimentation velocity experiments and
numerical procedure of boundary modeling
The sedimentation velocity experiments were carried out in an analytical
ultracentrifuge Optima XLA-I (Beckman, Palo Alto, CA), using a four-
hole rotor AN-Ti at rotor speeds of 42,000 rpm or 60,000 rpm and at a
temperature of 20°C. We used interference optics for the detection of the
protein concentration as a function of radial position and time. The Hm
MalDH and solvent solutions (105 l) were filled in 3-mm double-sector
centerpieces. (In these cells, the total number of fringes is approximately
equal to the loading concentration expressed in mg/ml.) In a second set of
experiments, 300 l of solution was filled in 12-mm double-sector
centerpieces. One hundred acquisitions were performed in intervals of 4–5
min. The calculated loading concentrations measured in fringe units re-
sulting from the data analysis were used to convert ks and kD from fringe
units into mass units.
Theoretical concentration distributions were calculated by finite ele-
ment solutions of the Lamm equation (Eq. 4 below) with static or moving
frame of reference, as described by Claverie (1976) and Schuck (1998),
respectively. The concentration dependence of s(c) and D(c) (Eqs. 8 and 9
below) was introduced locally in each time-step, applying a two-step
propagation scheme for improved accuracy (Schuck, 1998). We imple-
mented separately the cases for repulsive (ks	 0, kD	 0) and attractive (ks

 0, kD 
 0) interactions. The calculated profiles were compared with
those described in the literature (Dishon et al., 1967). It was verified that
they exhibit the typical sharpening and retardation and that they approach
a time-independent boundary shape in highly non-ideal conditions. Fur-
thermore, as a test for their numerical accuracy we applied the transfor-
mation of [ln(c/c0)  (1  kscp)  ln(cp  c/c0)] versus r2 (for the case of
kD  0). As described by Yphantis and colleagues, for concentration-
dependent sedimentation of the form s(c)  s°/(1  ksc), this function
transforms the theoretically expected (limiting) steady-state boundary
shapes into straight lines with slopes equal to (0.52s°/D°)[kscp/(1 kscp)].
As expected, with increasing non-ideality, the transformed boundaries
approached straight lines with slopes close to the theoretical value, al-
though at slightly lower precision than as described in Dishon et al. (1967).
For the analysis of experimental profiles, a number of data transformation
approaches have been developed previously (Dishon et al., 1967; Fujita,
1975). However, we took advantage of the rapid calculation of numerical
solutions and employed direct nonlinear regression of the raw data (see
below). Systematic noise components in the interference optical data were
calculated algebraically as described previously (Schuck and Demeler,
1999). This approach was incorporated into the software SEDFIT, which is
available from the authors on request.
For global modeling, an extended version of SEDFIT was used that
provides for several data channels, each containing a series of scans of a
sedimentation velocity experiment. For global regression, all experiments
were given equal weights. The loading concentrations and the systematic
noise parameters were optimized locally to each data channel, whereas s°,
D°, ks, and kD were optimized globally.
Dynamic light-scattering experiments
Dynamic light-scattering (DLS) was performed using a DynaPro-801 In-
strument (Protein Solutions, Charlottesville, VA) and analyzed using the
provided Autopro software. A volume of 7 l was illuminated at   780
nm by a 25-mW solid-state laser, and the auto-correlation function of the
light intensity scattered at   90° was measured for 3.3 ms in intervals of
4 s. The normalized auto-correlation functions R(t) from typically three
sets of 25 measurements were averaged and analyzed in terms of one or
two exponential decays of amplitude ci and decay constant 	i, and a
baseline b:
Rt b
 ciet/	i (1)
The diffusion coefficients Di are calculated from the values of the decay
constant:
Di 	i/q2 (2)
where q denotes the scattering vector q  (4/)  n  sin(/2) with the
refractive index n. To correct for the temperature effects, the diffusion
coefficients D20 were calculated considering the temperature dependency
of the viscosity :
D20 D/293.15/T/20, (3)
with T denoting the temperature of the solution in Kelvin. Tabulated values
for the viscosity and refractive index for water were used.
Theoretical background
The Lamm equation expresses the spatial and temporal evolution of the
concentration c of a homogeneous solute in the centrifugal field as a
function of its sedimentation and diffusion coefficients (s and D) (Lamm,
1929; Tanford, 1961):
c/t 1/rDc/r cs2rr/r, (4)
with t denoting the time, r the distance to the axis of rotation, and  the
angular velocity. The sedimentation coefficient s is related to the buoyant
molar mass M(/c)T,, and to the friction coefficient f, through the
Svedberg equation (Svedberg and Pederson, 1940):
sM/cT,S/NAf (5)
In this expression, NA is the Avogadro number, and (/c)T,S is the
increment of the solution density  at constant temperature T and chemical
potential S of solvent components, c the protein concentration in mass
unit, and M its molar mass. The increment of density is (1  0V) in
one-component solvents, with 0 denoting the solvent density and V the
partial specific volume of the macromolecule (Eisenberg, 1976). For an
incompressible fluid, the Stokes-Einstein relation
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D /CT,S/NAf (6)
(Pusey and Tough, 1985; Schmitz, 1990; Harding and Johnson, 1985a)
relates the diffusion coefficient D to the friction coefficient f and the
osmotic susceptibility (/C)T,S (C denoting the solute concentration in
molar units). The osmotic susceptibility can be related to the chemical
potential  of the macromolecule through the identity (/C)T,S 
c(/c)T,S and approaches RT in the limit of infinite dilution. In this
limit, the diffusion coefficient is D°  RT/NAf°, where R is the gas
constant, and the friction coefficient can be calculated via the hydrody-
namic radius, RH, as f°  6RH. Accordingly, f° is related to the mean
size and the shape of the macromolecule. The buoyant molar mass can be
obtained from the combination of s° and D°:
s/D /cT,SM/RT (7)
In non-ideal solutions, the macromolecule concentration influences s and D
through spatial and velocity correlations between particles. For moderate
protein concentrations, s, D, and f can be described in the linear approxi-
mations:
s/s f /f 1-ksc
 . . . 1/1
 kSc
 . . ., (8)
D/D 1
 kDc
 . . . (9)
At not too high protein concentrations, both variants of Eq. 8 are very
similar, and ks  ks. (An alternative formulation on the basis of sw,20 and
Dw,20 values, which explicitly contains terms involving partial specific
volumes has been discussed by Harding and Johnson (1985a).) Both ks and
kD can be either positive or negative, with positive values corresponding to
conditions of repulsive interactions and negative values to attractive inter-
actions. The osmotic susceptibility (/C)T,S can be expanded in power
series of the concentration and related to the second virial coefficient A2
expressed in ml mol g2:
/CT,S RT1
 2A2Mc
 . . . (10)
It should be noted that A2 is here the same second virial coefficient that can
be obtained from the concentration dependence of the apparent molar mass
Mapp in equilibrium sedimentation or in scattering techniques via the
relationship 1/Mapp  1/M  2 A2c . . . . Inserting Eqs. 10 and 8 into 6
and comparison of the terms linear in concentration with Eq. 9 leads to
kD  2A2M ks  2A2M ks. (11)
This relationship allows the calculation of the second virial coefficient
from ks and kD. Inspection of Eq. 11 shows two sources of non-ideality
determining the values of kD: thermodynamic non-ideality, which is related
to A2 and leads to the concentration dependency of the molar mass, and
hydrodynamic non-ideality, which is related to that of the frictional coef-
ficient and of the sedimentation coefficient. Because it is the difference
between two numbers of the same sign and of similar magnitudes (which
is expected if A2 and kS are linked to the weak inter-particle interactions),
kD can be expected to be smaller than 2A2M or kS. Further, in general, kD,
kS, and 2A2M should have the same sign (theoretical exceptions correspond
to small values of A2, with a mixture of attractive and repulsive interactions
(Pusey and Tough, 1985)).
RESULTS AND DISCUSSION
Modeling the effect of non-ideality on the
sedimentation boundary
A large number of laboratories have studied the effects of
concentration dependence of s on the sedimentation pro-
files; fewer have considered concentration dependence ofD.
In the present context, we have reexamined the influence of
ks and kD on the sedimentation profiles to evaluate their
relative contributions to deviations from ideal boundaries
and to study the inverse problem if parameter values can be
extracted by direct boundary modeling of noisy data.
First, we consider a boundary localized nearly in the
middle of the centrifuge cell for a solute that is character-
ized by s°  2.5 S and D°  2.5  107 cm2 s1, at a
concentration of 10 mg/ml and in the absence of concen-
tration dependence of D. In Fig. 1, A and B, simulated
sedimentation profiles and their radial derivatives are com-
pared, in the ideal case (ks 0, solid line) or with a ks value
of 10 ml/g (dotted line), which grossly corresponds to our
experimental values for the repulsive case (see below). The
well-known retardation of the boundary associated to its
sharpening is apparent, and opposite effects are observed in
the case of attractive interactions corresponding to negative
values of ks (data not shown). It is obvious that extracting a
D value from the boundary spreading of concentration-
dependent sedimentation profiles without taking into ac-
count the inter-particle effects would lead to an incorrect
description of the macromolecule. Second, we have studied
the effect of kD on the sedimentation boundaries. As can be
seen in Fig. 1 C, in a 3-mm cell at protein loading concen-
trations of 	10 mg/ml, the effect of kD values 	1 ml/g
already exceeds the instrumental noise. However, in real
experiments, we would expect significantly affected bound-
aries only when kD is greater than 3 ml/g. The deformations
due to the concentration dependence of D is exaggerated in
the derivative curve of Fig. 1 D, by using a kD value of 100
ml/g, which is one to two orders of magnitude larger than
the values to be expected under most experimental condi-
tions. In this case, we observe a significant deviation of the
gradient curve from the Gaussian shape, combined with a
slight displacement of its maximum value. For negative kD
values corresponding to attractive conditions, sharpening of
the boundary is observed (data not shown).
The inspection of these simulated data suggests that s°
and ks values should be easily extracted, even from a single
sedimentation velocity experiment, whereas fits of D° and
kD may be more difficult. Because a global nonlinear re-
gression of several sedimentation velocity experiments is
very computationally intensive and difficult to initialize, we
studied first how much information can be extracted from
single-experiment analyses. We simulated a series of con-
centration distributions of non-ideal sedimentation with s°
 2 S, D°  1.5  107 cm2 s1, combining concentration
dependencies of s and D, with ks  kD  12.5 ml/g, and
introduced statistical noise of 0.01 fringes. The s° and D°
values are close to our experimental values obtained for Hm
MalDH in viscous solvents containing a high content of salt
or organic solvent. The same procedure was applied with s°
 7 S and D°  5  107 cm2 s1, which approximate the
values for the same particle in water. To obtain good start-
ing guesses and avoid local minima in the nonlinear regres-
Non-Ideality by Sedimentation Velocity 1871
Biophysical Journal 81(4) 1868–1880
sion, we choose a fitting procedure in three steps. First, the
system is modeled as an ideal one, i.e., with the constraint
ks  kD  0. As a result, apparent values of s and D are
obtained. These values are introduced as starting values for
the second fit, in which only the concentration dependency
of s is considered; i.e., kD  0, and log ks is treated as an
additional floating parameter, with a starting value of ks 
0.01 ml/g. The third step starts with the values obtained
after the second fit, and log kD is also optimized together
with s°, D°, and ks, with an initial guess of kD  0.01 ml/g.
This procedure was applied to the case of repulsive inter-
actions (positive coefficients ks and kD) and to attractive
interactions (negative coefficients). The numerical results of
this procedure are given in Table 1. They are qualitatively
similar for the two sets of generated data and detailed below
for the closest to our experimental system. As can be
expected, the first fitting step leads to the apparent s values
that are close to the collective calculated s values of 1.78 S
and 2.29 S, using Eq. 8, for repulsive and attractive cases,
respectively. However, at this stage, the quality of the fit is
poor (as judged from both the overall root mean square
deviation (rmsd) and the systematic residuals), and the fitted
values of the diffusion coefficient do not have a physical
meaning. It should be noted that they are not the collective
D values of Eq. 9. After the second step, in general, values
for s°, D, and ks are obtained that are close to the ones
underlying the simulation. The rmsd of the fit is signifi-
cantly improved, and residuals were nearly randomly dis-
tributed. However, we noted that s° and ks can be slightly
correlated; an example of this is the underestimated s°
combined with an underestimated ks shown in Table 1 for
the repulsive case. However, this situation was improved
after the third step, after which the parameter values con-
verged to those underlying the simulation with a good
accuracy. Correspondingly, the boundary profiles were well
described, and for the repulsive case, a further significant
drop in the rmsd was observed, indicating that the obtained
parameter values are well defined.
These results demonstrate that already a single set of
sedimentation profiles should contain sufficient information
to obtain good estimates of s°, D°, ks, and kD. At first, this
may seem surprising, as qualitatively, ks and kD modulate
the shape of the sedimentation boundary in opposite ways.
For example, in the case of repulsion, there is a strong
sharpening of the boundary associated with the fact that s
decreases with c and a slight broadening of the boundary
related to the fact that D increases with c. However, it can
be easily demonstrated that there are very significant quan-
titative differences. If we model the data generated with ks
 kD  12.5 ml/g with only a concentration dependency of
the diffusion coefficient, we obtain a quality of fit similar to
the impostor ideal model. Likewise, when we generated
data with ks  0 and kD  12.5 ml/g, modeling with either
the ideal model, or with ks 0 and kD  0, provides the
same quality of fit (rmsd  0.014 and the same systematic
FIGURE 1 Effect of the concentration dependence of sedimentation and
diffusion coefficients on sedimentation profiles. Shown are the theoretical
concentration distributions of a solute with s°  2.5 S, D°  2.5  107
cm2 s1 and different non-ideality parameters ks and kD, calculated for an
initially uniform loading concentration of 10 mg/ml, after 17,500 s of
sedimentation at a rotor speed of 42,000 rpm. (A and B) Theoretical
boundary profiles (A) and radial derivatives (B) are compared for ideal
solutes (——) and for concentration-dependent sedimentation with ks 10
ml/g and kD  0 (— — —). (C) Calculated differences of ideal boundary
profiles and those with concentration-dependent diffusion coefficient at
ks  0 and kD  1 (——), 3 (— ——), and 10 (—  —) ml/g. (D) Radial
derivatives of the sedimentation boundary for ks  0 and kD  0 (——)
and kD  100 ml/g (— — —).
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distribution of residual), but when we allowed both ks and
kD to float in modeling these data, the parameters converged
to ks  0.3 ml/g and kD  10 ml/g, similar to the input
parameters (rmsd  0.010 and unsystematic residuals).
Thus, when considering the evolution of the sedimentation
boundary, ks and kD have distinctly different quantitative
effects that can be distinguished by direct boundary mod-
eling. The confidence in these parameters can be further
improved by global modeling of experiments at different
loading concentrations and rotor speeds, as will be shown in
the following.
Sedimentation analysis of halophilic malate
dehydrogenase in complex solvents
The modeling strategy outlined above was applied to the
sedimentation profiles of concentrated halophilic malate
dehydrogenase (Hm MalDH) at three different protein con-
centrations and in three different solvents at pH 8. Under the
conditions used in these studies, Hm MalDH behaved as a
stable tetramer, in agreement with previous sedimentation
velocity experiments (Hecht and Jaenicke, 1989). Although
some dissociation was observed in sedimentation equilib-
rium at pH 7 (Bonnete´ et al., 1993), we have seen no
evidence of this at pH 8, which is consistent with a clear
transition in the protein stability between pH 7 and pH 8
observed earlier (Madern and Zaccai, 1997). Therefore, we
can apply the single-component analysis developed above
to tetrameric Hm MalDH as an experimental test.
In a first approach, 9–10 scans taken in intervals of 40 or
50 min were analyzed. As an example, Fig. 2 shows the
experimental and best-fit distributions, and the differences
between them (residuals), for a protein loading concentra-
tion of 12 mg/ml in 4 M NaCl. Even when neglecting
non-ideality (Fig. 2, A and B), the experimental curves are
not too badly described by the model. Considering non-
ideality in the second and third fitting step improves, how-
ever, the quality of the fit as can be judged from the
decreased absolute values and the more random distribution
of the residuals (Fig. 2, C and D). Table 2 gives the detailed
TABLE 1 Modeling of simulated concentration distributions in non-ideal sedimentation
Input Fitting steps
s (S)
D (107
cm2s1) ks (ml/g) kD (ml/g)
rmsd
(fringes)
rep attr rep attr rep attr rep attr rep attr
s°  2 S D°  1.5  107 cm2s1, ks  kD  12.5 ml/g Step 1: ks  kD  0 1.79 2.26 0.98 2.68 0.037 0.049
Step 2: ks  0, kD  0 1.85 2.02 1.61 1.49 4 11.8 0.028 0.014
Step 3: ks  0, kD  0 2.00 2.02 1.54 1.55 13.2 11.9 11.5 9 0.010 0.011
s°  7 S D°  5  107 cm2s1, ks  kD  12.5 ml/g Step 1: ks  kD  0 6.3 7.9 3.0 9.5 0.068 0.078
Step 2: ks  0, kD  0 7.1 7.2 5.6 5.7 14 10 0.012 0.024
Step 3: ks  0, kD  0 7.0 7.1 5.2 5.7 13 10 10 10 0.011 0.018
Concentration distributions were calculated for a rotor speed of 42,000 rpm, based on an initial concentration of 10 mg/ml, with ks and kD positive in the
repulsive case (rep) and negative in the attractive one (attr). Normally distributed noise of 0.01 was added to the distributions. The fit was performed on
30 or 20 radial profiles taken in time intervals of 500 or 600 s after an initial sedimentation of 10,000 or 600 s, for so of 2 S and 7 S data, respectively.
FIGURE 2 Modeling of the sedimentation profiles of HmMalDH at 12.3
mg/ml in 4 M NaCl. (A and C) Experimental fringe displacement distri-
butions (——) and best-fit distributions (— — —) from sedimentation
velocity performed at 42,000 rpm at 20°C in 3-mm cells; (B and D)
Residuals. Ideal sedimentation modeling (ks kD 0) on A and B resulted
in an s value of 2.06 S and an apparent D-value of 2.0  107 cm2 s1,
with a rmsd of 0.059 fringe (see text). Non-ideal modeling (ks  0,) on C
and D, resulted in s°  2.35S, D°  3.2  107 cm2 s1, ks  12 ml g1,
and kD  1 ml g1 with a rmsd of 0.039 fringe. For clarity, only every
second profile that was used in the analysis is shown.
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TABLE 2 Modeling of sedimentation velocity profiles of Hm MalDH
Ideal fit Non-ideal fit with ks  0 Non-ideal fit with ks  0, kD  0
c
(mg/ml)
s
(S)
Dapp
(107 cm2s1) rmsd s° (S)
D
(107 cm2s1) ks (ml/g) rmsd s° (S)
D°
(107 cm2s1) ks (ml/g) kD (ml/g) rmsd
4 M NaCl 12.3 2.06 2.0 0.059 2.37 3.2 13 0.038 2.35 3.2 12 1 0.039
4.43 2.26 2.1 0.043 2.34 3.1 9 0.033 2.34 3.1 9 2.5 0.033
2.21 2.36 3.1 0.013 2.40 3.4 11 0.014 2.39 3.2 8 2.5 0.014
Mean 2.37  0.02 3.2  0.1 11  1 2.36  0.01 3.1  0.1 10  2 2  1
Mean (10 sequential profiles) 2.35  0.02 2.9  0.1 8  1.5 2.36  0.01 2.9  0.1 8  2 2  1
Global modeling 2.42  0.01 3.4  0.1 14  1 0  1
Global modeling of duplicate experiment 2.43 3.0 12 1
Global modeling, 12-mm cells 2.41 3.2 9 0
Global modeling, 12-mm cells, 60,000 rpm 2.41 2.9 11 1
Global modeling, 12-mm cells, 60,000 rpm
and 40,000 rpm
2.42 3.1 11 0 0.074
5% MPD  2 M NaCl 7.29 3.62 2.4 0.034 3.81 3.2 8 0.032 3.81 3.2 8 8 0.032
3.51 3.72 2.9 0.026 3.76 3.2 4 0.026 3.76 3.2 4 8 0.026
1.46 3.75 3.1 0.010 3.77 3.2 6 0.010 3.77 3.1 6 8 0.010
Mean 3.78  0.02 3.2  0.1 6  1 3.78  0.03 3.2  0.1 6  2 8  1
Mean (10 sequential profiles) 3.8  0.02 3.0  0.1 7  1 3.81  0.03 3.0  0.1 7  2 5  4
Global modeling 3.83  0.01 3.2  0.1 9  1 0  5
30% MPD  1.5 M NaCl 6.87 1.96 2.3 0.092 1.78 1.3 15 0.087 1.78 1.3 15 6 0.087
3.39 1.84 1.3 0.062 1.80 1.2 7 0.062 1.79 1.6 9 7 0.062
1.46 1.82 1.4 0.030 1.79 1.4 10 0.030 1.79 1.4 9 7 0.030
Mean 1.79  0.01 1.3  0.1 11  2 1.78  0.01 1.4  0.1 11  2 7  1
Mean (10 sequential profiles) 1.68  0.04 0.8  0.2 22  6 1.70  0.03 0.9  0.1 17  3 2  1
Global modeling 1.72  0.01 1.1  0.1 18  1 3  2
Experimental fringe displacement profiles of Hm MalDH sedimenting in 3 mm cells at 42,000 rpm were analyzed, unless noted otherwise. Time intervals of the scans used for analysis was 45 min. (regular
type) or 4 to 5 min. (italics), respectively. Global modeling was performed using only every 5th or 10th scans for each cell.
outputs obtained after each of the three fitting steps, for
three protein concentrations and three different solvents. In
4 M NaCl, fitting with the ideal model (step 1) gives
sedimentation coefficients that decrease with increasing
protein concentration, a behavior that is commonly ob-
served and typical of overall repulsive interactions. Consis-
tent with the simulation studies described above, the second
step reduces the rmsd significantly, except for the more
diluted sample. It should be noted that the sedimentation
coefficients s° corresponding to infinite dilution, the diffu-
sion constants D, and the ks values obtained after this
second step are similar for each dilution. Allowing for a
concentration dependency in D in the third step also pro-
vides similar values for kD for all experiments. However,
this last step does not improve the quality of the fit signif-
icantly. This indicates that the kD values could be poorly
determined.
Using this approach, a difficulty was encountered in the
analysis of complex solvents near the phase separation, such
as salt-MPD mixtures at high solute concentrations (Richard
et al., 1995; Pittz and Timasheff, 1978). When the solvent
composition is close to the coexistence curve between one-
liquid and two-liquid phases in the phase diagram, we
observed strong distortions in the interference optical sig-
nals, in particular, in the proximity of the meniscus, which
are probably related to solvent redistribution at the inter-
faces. These distortions were reproducibly observed in the
present study for 1.5 M NaCl, 30% MPD (and were also
observed for mixtures of ammonium sulfate and MPD for
compositions close to phase separation; data not shown). As
a consequence, modeling the complete sedimentation pro-
cess (Fig. 3, A and B) does not lead to very good fits, despite
the algebraic calculation of the time-invariant and radial-
invariant systematic noise components of the interference
signal. As an alternative approach, we analyzed the data
with more closely spaced scans (4–5-min intervals) after the
boundary was localized in the middle of the cell, thereby
avoiding the perturbed region near the meniscus. As can be
seen in Fig. 3, C and D, these boundaries were significantly
better described by the model. The resulting best-fit param-
eters with this approach are given in Table 2 (data in italics).
For each of the three solvents, similar values for s°, D°, and
ks were obtained for the three protein concentrations. For
1.5 M NaCl, 30% MPD, the numerical values differ slightly
from the analysis of scans with larger time intervals but
remain in the same order of magnitude. For the experiments
in 4 M NaCl and in 2 M NaCl, 15% MPD, far from phase
separation, the best-fit values are very similar to those from
larger time intervals. This indicates that this approach can
also be successful, even though the improvement of the
quality of the fit from step to step is much smaller.
It is clear from inspection of Table 2 that for all of the
three investigated solvents, self-consistent results are ob-
tained, with very similar values for the fitted parameters
independent of the selection of the boundary profiles and
loading concentrations. This suggests that the model used
for the description of the boundary profile is essentially
correct. A global fitting procedure was thus applied to
determine more precisely the four global parameters (s°, D°,
ks, and kD) characterizing the transport of the non-ideal
material.
The same general procedure can be followed as described
above. From local ideal modeling of the profiles corre-
sponding to each protein concentration, we can estimate
quickly if the inter-particle effects are large, and repulsive
or attractive. Further, we can define the starting conditions
for non-ideal modeling from the more diluted sample. Then,
FIGURE 3 Non-ideal modeling of the sedimentation profiles of Hm
MalDH at 6.9 mg/ml in 1.5 M NaCl, 30% MPD. (A and C) Experimental
fringe displacement distributions (——) and best-fit distributions of the
non-ideal model with ks  0, kD  0 (— — —) from sedimentation
velocity performed at 42,000 rpm at 20°C in 3-mm cells; (B and D)
Residuals. On A and B, the analysis of nine profiles with large time
intervals (every second profile shown) that resulted in s°  1.78 S, D° 
1.3  107 cm2 s1, ks  15 ml g1, and kD  6 ml g1 with a rmsd
of 0.087 fringe. On C and D, the analysis of 10 closely spaced scans
(showing scans 1, 5, and 9) that resulted in s°  1.65 S, D°  0.7  107
cm2 s1, ks  23 ml.g1, and kD  2 ml g1 with a rmsd of 0.006
fringe.
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the quality of the modeling is estimated globally, from the
value of the global reduced 2. The precision of the global
parameters for each set of experimental data was estimated
by varying the initial conditions of the fit. The values
obtained for s°, D°, and ks are similar to those derived from
individual data sets. Values for kD are in general smaller and
appear as nearly indistinguishable from instrumental noise,
with absolute value of kD equal or above 3 ml/g.
We also studied the reproducibility of the global model-
ing results for different experimental conditions. The results
obtained with data from three loading concentrations of Hm
MalDH in 4 M NaCl acquired using either 3- or 12-mm-
thick cells, at 42,000 or 60,000 rpm are given in Table 2.
Similarly, a global modeling of data from different rotor
speeds and loading concentrations was performed. Al-
though these measurements were performed on different
Hm MalDH preparations, the parameters are very consis-
tent. D° is obtained with a precision of 10%. However, the
residuals are not always randomly distributed, as can be
seen on Figs. 2 and 3, which could be attributed, in part, to
the remaining systematic noise from the data acquisition.
On the other hand, it should be considered that the addi-
tional constraints imposed by global analysis necessarily
leads to an increase in the rms error, and that rms error in the
global fit of 0.07 still represents a fit with a relative error of
only 0.4%, due to the high loading concentrations. To study
the possibility of systematic errors from modeling, we com-
pared the best-fit results with those obtained from other
techniques. This comparison is summarized in Table 3.
Comparison of the parameters for the ideal
particle the non-ideality coefficients ks and kD
with those from other experimental approaches
An alternative, more traditional analysis of the sedimenta-
tion coefficients is an initial interpretation of the sedimen-
tation data with a model for an ideal apparent particle,
followed by the regression of the determined sedimentation
coefficients s(c) as a function of concentration according to
Eq. 8. Although this approach requires several experiments
at different concentrations, it also can estimate the extrap-
olated sedimentation coefficient at infinite dilution, s°, and
the non-ideality coefficient ks. This approach is shown in
Fig. 4 A. It results in s° values that are very similar to those
TABLE 3 Thermodynamic and hydrodynamic parameters of Hm MalDH from modeling of the non-ideal sedimentation
compared with other methods
s° (S)
D°
(107 cm2s1)
M(/c)T,S
(kg/mol)
M(/c)T,S
in NaCl
(kg/mol)
°
(g/ml)
ks
(ml/g)
kD
(ml/g)
2A2M
(ks  kD)
(ml/g)
2A2M
(SANS)
(ml/g)
4 M NaCl, non-ideal boundary model from
apparent s(c) and D(c)
2.41
2.41
3.1
2.6; 3.1
21
23
21 1.153 12
14
0
3
13
17
9
5% MPD, 2 M NaCl, non-ideal boundary
model from apparent s(c) and D(c)
3.83
3.8
3.2 29 32 1.079 9
8
0 9 7
30% MPD, 1.5 M NaCl, non-ideal boundary
model from apparent s(c) and D(c)
1.72
1.73
1.1
1.5
37
28
39 1.047 18
13
3
2
21
15
26
Values are given for the direct global boundary modeling (reproduced from Table 2), from the extrapolation of the concentration dependence of s values
from a series of traditional sedimentation velocity analyses, and from the concentration dependence of the diffusion coefficients by dynamic light scattering
(Fig. 4; or from Pittz and Timasheff, 1978). The two columns for the buoyant molar massesM(/c)T,S are from combining s° and D° and from combining
density increments (/c)T,S measured by Bonnete´ et al. (1993) in NaCl solutions with the molar mass of a stable Hm MalDH tetramer, respectively (see
text). In the two last columns, the second virial coefficient terms 2A2M from boundary modeling are compared with those obtained from SANS by Costenaro
et al. (2001), in 4 M NaCl, 5% MPD, 1.5 M NaCl, and 30% MPD, 1.5 M NaCl, respectively.
FIGURE 4 Linear regression of the mean sedimentation and diffusion
coefficients measured as a function of Hm MalDH concentration. (A)
Sedimentation coefficients s evaluated from modeling of sedimentation
profiles as a single ideal component; (B) Diffusion coefficients D20 from
dynamic light scattering. Solvents were 4 M NaCl (), 5% MPD  2 M
NaCl (), and 30% MPD  1.5 M NaCl ‚.
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from non-ideal boundary modeling and also in ks values of
similar magnitude (see Table 3).
An analogous procedure can be applied to the concentra-
tion dependence of the collective diffusion coefficient mea-
sured by the exponential decay of the autocorrelation func-
tion from DLS (see Experimental Procedures and
Theoretical Background above). For weakly interacting par-
ticles, the collective diffusion coefficient in DLS is the same
as measured by sedimentation experiments if the character-
istic distance 2/q is much larger than the mean inter-
particle distance and if the characteristic decay times of the
autocorrelation function 	 are much larger than the time
scale of the macromolecular interactions 	I (Pusey and
Tough, 1985). These conditions are fulfilled in our experi-
ments. 2/q  3000 Å, which is large compared with the
inter-macromolecular distances (600 Å and 130 Å for
protein concentration of 1 and 100 mg/ml, respectively). For
the protein in 4 M NaCl, for example, we measured a
characteristic decay time 	 of 70 s, whereas the maximal
value for 	I (estimated as the time needed for a protein to
freely diffuse the average inter-macromolecular distance,
L2/D°) for a protein concentration of 1 mg/ml in the same
solvent would be 20 s and much smaller in more con-
centrated solutions.
Light-scattering experiments were performed for Hm
MalDH concentrations in the range 5–50 mg/ml in two
solvents. The auto-correlation functions were described
well by a single-exponential decay in 4 M NaCl and a
double-exponential decay in 1.5 M NaCl, 30% MPD (the
slower decay with D  0.4  107 cm2 s1 is attributed to
the solvent fluctuations). Typical baseline values were
1.01–1.02, which is reasonable compared with the theoret-
ical expectation value of unity. Values of D° and kD were
obtained assuming a linear concentration dependency of D
according to Eq. 9 (Fig. 4 B) and are listed in Table 3.
Unfortunately, we found that D values in the mixed NaCl-
MPD solvent are not very precise, and large errors are
associated with the estimated kD in the two solvents. How-
ever, the kD values determined by DLS are in qualitative
agreement with those determined from non-ideal modeling
of the sedimentation boundary profiles, despite the large
relative error in both experiments (see above). When com-
paring the D° values from non-ideal boundary modeling,
from DLS and from literature values (Pundak and Eisen-
berg, 1981), we found similar, although not identical, val-
ues. It should be noted, however, that the two types of
experiments were not performed on the same samples and
that slight variations in the solvent composition are possible
that may affect diffusion coefficients.
A further possibility for independent validation of the s°
and D° values from non-ideal modeling of the sedimenta-
tion boundary represents the comparison of buoyant molar
mass values M(/c)T,S, which is determined by the ratio
of s° and D° (Eq. 7). In the present study, the most impor-
tant aspect in confirming the buoyant molar masses is the
evaluation of the D° estimate, as this parameter is derived
solely from the shape of the sedimentation boundary. In the
case of a complex solvent, the density increment (/c)T,S
is determined not only by the solvent density but also by the
interactions between the macromolecule and the solvent
components (Eisenberg, 1976; Ebel, 1995). We calculated
M(/c)T,S on the basis of tetrameric HmMalDH of molar
mass 130.5 kDa from the experimental values of (/c)T,S
measured by Bonnete´ et al. (1993). Because the (/c)T,S
values were obtained from density measurements on the
protein in NaCl solutions, we interpolated the data to sol-
vents of a density equal to the density of our complex
solvents used for the sedimentation experiments. This re-
sults in buoyant molar mass values that are in good agree-
ment for all three solvents (Table 3), which suggests the
reliability of our D° estimate from non-ideal modeling of
the boundary shape. Interestingly, for the solvent close to
phase separation (30% MPD and 1.5 M NaCl), the deter-
mination of D° from the non-ideal sedimentation boundary
appears to be superior to the estimate from DLS. However,
one important consideration in this respect could be that in
sedimentation experiments, both s° and D° are determined
strictly in the same buffer, a feature that could be important,
in particular, in the context of studies in complex solvents.
By comparing the (/c)T,S values in NaCl and mixed
NaCl-MPD solvents, we assume that the density of the
solvated protein, i.e., of its solvation shell, is not much
affected by the presence of MPD. This hypothesis is rea-
sonable, even if MDP is excluded from the proximity of the
protein, as described (in the absence of salt) for bovine
pancreatic ribonuclease A from differential refractometry
(Pittz and Timasheff, 1978). Changes in the water and MPD
concentrations in the proximity of the protein are not ex-
pected to affect significantly the values of the buoyant
molar mass of the protein, because the partial specific
volumes of water and MPD are very similar. For this reason,
and because the buoyant molar masses are estimated here
only with a precision of 10–15%, our measurements will
not be discussed in terms of protein-solvent interactions.
From the comparisons above, we can conclude that the
non-ideal boundary modeling of sedimentation profiles at
high protein concentration in the presence of inter-particle
interactions allows a good estimate of the properties of the
ideal particle, in terms of both its sedimentation and diffu-
sion coefficient.
Comparison of the second virial coefficients with
SANS and with theory
The second virial coefficient can be calculated from ks and
kD using Eq. 11. The resulting values, expressed as 2A2M,
are listed in Table 3. They can be compared with the values
measured previously from small-angle neutron scattering
(SANS) (Ebel et al., 1999b; Costenaro et al., 2001). (The
values in the solvent for 5% MPD was reported by SANS
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for 1.5 M NaCl, which we expect to be very close to the
slightly higher NaCl concentration of 2 M used in the
present study.) For each of the solvent conditions, the sec-
ond virial coefficient values obtained from modeling of the
sedimentation boundary profiles and from SANS experi-
ments are of the same order of magnitude and of reasonably
good agreement, which seems sufficient for our goal of
screening different solvent conditions for approximate val-
ues and changes in the sign of the virial coefficient.
In the present study, the values of ks, kD, and 2A2M have
the same sign and kD was smaller than ks. This suggests that
a qualitative investigation of the whole particle interactions
may be made already from the value of ks alone. Because
the sedimentation profiles are highly disturbed by the con-
centration dependence of the sedimentation coefficient, the
determination of ks is very robust, in non-ideal boundary
modeling or even simply from the evaluation of the appar-
ent s value at different protein concentrations. This simpli-
fication could be justified theoretically on the basis that kD
should be small compared with ks for non-interacting
spheres, because the collective diffusion coefficient is de-
termined by partial cancellation of the thermodynamic fac-
tor (/C)T,S and the hydrodynamic ones (friction coef-
ficient) (see Eqs. 6 and 11). An exception would be the case,
for example, of particles interacting through long-range
direct interactions, such as charged macromolecules in pure
water (Pusey and Tough, 1985; Retailleau et al., 1997).
Also, kD/ks ratios between 0.3 and 0.6 were reported from
experimental studies with turnip-yellow-mosaic virus in
non-dissociating solvents (Harding and Johnson, 1985b),
and ratios of 1 or larger were estimated for -crystallins in
attractive or repulsive regimes of inter-particle interactions
(Bonnete´ et al., 1997).
The small absolute values for kD found in the range 0–3
ml/g from global direct modeling of the sedimentation pro-
files were confirmed by DLS, in our attractive and repulsive
conditions. Clearly, global fitting procedure avoided an
overestimation of kD. As a consequence, a very good cor-
relation is found in Table 3 for kS, kD, and 2A2M2 obtained
through different techniques. It should be noted that, in 4 M
NaCl, the values kD  0–3 ml/g and ks  2A2M2  12–13
ml/g are compatible with the theoretical ratios kD/kS and
kD/2A2M2 predicted for non-interacting hard spheres, which
are 0.25 and 0.2, respectively (Pusey and Tough, 1985). In
this solvent, it is reasonable to consider this protein as a
non-interacting hard sphere, because globular HmMalDH is
very soluble (above 200 mg/ml) and electrostatic interac-
tions can be neglected in 4 M NaCl. Furthermore, for
non-interacting hard spheres, the virial term 2A2M is related
to vs, the swollen specific volume, or R, the corresponding
radius according to 2A2M  8vs  (NA/M)32/3R3 (Tan-
ford, 1961). Using our 2A2M values of 13 ml/g or 17 ml/g
in 4 M NaCl, we can calculate radii of 44 or 48 Å, which are
close or slightly larger than the radius of 40 Å estimated
from the largest dimension of the globular Hm MalDH in
the high-resolution structure (Dym et al., 1995). At higher
MPD concentration, finally, we found the negative value of
2A2M of20 ml/g (A28 105 ml mol g2) in 30%
MPD, 1.5 M NaCl, which is indicative of moderately at-
tractive intermolecular interactions described to be favor-
able to protein crystallization (George and Wilson, 1994).
This is in agreement with the fact that the composition of
this solvent is close to that in which our protein crystallizes
nicely (Richard et al., 1995; Costenaro et al., 2001).
CONCLUSION
In the present study, we have shown that sedimentation
velocity combined with direct boundary modeling using the
Lamm equation for non-ideal sedimentation can be used to
investigate weak interactions. Although the concept of pos-
itive and negative virial coefficients for expressing global
attraction and repulsion is not appreciated by many tradi-
tional biochemists, this approach can describe both attrac-
tive and repulsive interactions, with positive and negative
values for ks, kD, and A2, respectively. Many authors de-
scribe attractive interactions as specific contacts between
well-defined macromolecular species and, accordingly, re-
late non-ideality only to intermolecular repulsive contribu-
tions, i.e., excluded volume and electrostatic repulsion
(Behlke and Ristau, 1999). With these assumptions, the
second virial coefficient is always positive and can be
calculated considering the shape, hydration, and charge of
the macromolecules, as was done, for example, considering
modeled ellipsoids (Harding et al., 1999). A low or negative
value, corresponding to attractive conditions, is then inter-
preted in terms of macromolecular association related to an
equilibrium between different oligomeric forms of the pro-
tein. However, in the case of weak attractive interactions,
the proposed association process is generally very complex,
because it is characterized by a large number of polymeric
species, and corresponding association constants can hardly
be discriminated (Behlke and Knespel, 1996; Winzor and
Wills, 1994; Wills et al., 1980). It is then a fruitful approach
to describe weak interactions in undersaturated protein so-
lutions in terms of simple potentials between modeled ho-
mogeneous species. For example, x-ray scattering curves
for lysozyme in various conditions have been modeled
considering three simple spherical potentials, and reason-
able parameters for the protein diameter and charge and
attractive potential depth and range has allowed the descrip-
tion of macromolecular phase diagrams, pH effects, and
nonspecific salt effects (Malfois et al., 1996; Ducruix et al.,
1996; Tardieu et al., 1999). In these descriptions, specific
solute-solvent interactions have not been modeled. How-
ever, more complex potentials, in which, for example, the
solvent is not a continuum, or with a more precise descrip-
tion of the protein, are being studied for improving the
description of inter-particle interactions and for investigat-
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ing the specific effects of salts on crystallogenesis (Geor-
galis and Saenger, 1999; Piazza, 1999; Belloni, 1991).
The understanding of the effects of solvent composition
on global inter-particle interactions is a first step for the
understanding of protein crystallization processes in com-
plex solvents. We have shown here that sedimentation ve-
locity can be a good technique for this purpose. The proto-
col applied uses less than two recoverable milligrams of
protein for each solvent condition. Complex solvents can be
investigated, containing high concentrations of salt and or-
ganic compounds close to phase separation. By global direct
boundary modeling of interference optical ultracentrifuge
data combined with systematic noise decomposition, one
can take advantage of the high sensitivity and the high
dynamic range of the detection system. Because s° and D°
values are obtained with a relatively good precision, this
procedure should be generally useful for the characteriza-
tion of the molar masses and hydrodynamic properties of
asymmetric or charged solutes displaying large non-ideal-
ity. As discussed above, both attractive and repulsive inter-
actions can be described, with positive and negative values
for ks, kD, and A2, respectively. Importantly, the second
virial coefficient can be determined with an accuracy that
appears sufficient to screen different solvent conditions for
changes of globally repulsive to globally attractive interac-
tions. In the present study, we observed such a change in the
sign of the weak interactions for halophilic malate dehydro-
genase in mixed NaCl-MPD, which is clearly related to the
capacity of the protein either to remain soluble or to crys-
tallize in solution.
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