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Abstract—MEG and EEG are noninvasive functional neu-
roimaging techniques that provide recordings of brain activity
with high temporal resolution, and thus provide a unique window
to study fast time-scale neural dynamics in humans. However, the
accuracy of brain activity estimates resulting from these data
is limited mainly because 1) the number of sensors is much
smaller than the number of sources, and 2) the low sensitivity of
the recording device to deep or radially oriented sources. These
factors limit the number of sources that can be recovered and
bias estimates to superficial cortical areas, resulting in the need
to include a priori information about the source activity. The
question of how to specify this information and how it might
lead to improved solutions remains a critical open problem. In
this paper we show that the incorporation of knowledge about
the brains underlying connectivity and spatiotemporal dynamics
could dramatically improve inverse solutions. To do this, we
develop the concept of the dynamic lead field mapping, which
expresses how information about source activity at a given time
is mapped not only to the immediate measurement, but to a
time series of measurements. With this mapping we show that
the number of source parameters that can be recovered could
increase by up to a factor of ∼ 20, and that such improvement is
primarily represented by deep cortical areas. Our result implies
that future developments in MEG/EEG analysis that model
spatialtemporal dynamics have the potential to dramatically
increase source resolution.
Index Terms—Inverse problem, Magnetoencephalogra-
phy/Electroencephalography, Spatiotemporal statistics.
I. INTRODUCTION
MAGNETOENCEPHALOGRAPHY (MEG) and elec-troencephalography (EEG) are functional neuroimag-
ing tools that provide noninvasive recordings of the mag-
netic and electric fields at the scalp generated by neuronal
currents. MEG and EEG hold particular promise as tools
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to noninvasively study fast time-scale neural dynamics of
human brain function in health and disease [1]. This makes
MEG/EEG unique amongst other functional neuroimaging
techniques such as functional magnetic resonance imaging
(fMRI), positron emission tomography (PET), or diffuse op-
tical tomography (DOT), which instead provide indirect mea-
sures of brain activity related to slower neurovascular changes.
However, to properly interpret MEG and EEG recordings and
fully realize their potential, one needs to estimate the source
current activity underlying the measured electric potentials and
magnetic fields at the scalp surface, i.e., to solve the ill-posed
MEG/EEG inverse problem. Although significant progress has
been made on this problem in the past few decades [2]–[13],
at present MEG/EEG inverse solutions are are rough estimates
with poor spatial resolution (in the order of a few cm), that
are insensitive to the majority of deep cortical and subcortical
regions.
The accuracy of source estimates is limited in part due to
two main factors: the dimensionality and the biophysics in
MEG/EEG inverse problem. These factors can be understood
by analyzing the lead field matrix X, which maps the cortical
activity of a few thousand dipole sources, βt, to the recordings
in a few hundred scalp sensors, yt, at an individual time instant
t [1], [14]:
yt = Xβt + “noise”.
In the case of the dimensionality, since the number of sources
to be estimated is an order of magnitude larger than the
number of sensors, different source configurations can produce
identical scalp recordings, making solutions to this inverse
problem non-unique. As a result, the number of sources that
we can expect to recover from measurements in an individual
time point t, which is determined by the rank of X, is much
smaller than the number of sources. The second factor is due
to the biophysics of MEG/EEG. The amplitude of the scalp
fields and potentials rapidly decays with the inverse square of
the distance from the sensor to the source [1]. Therefore, the
sensitivity of the recording device—the signal power generated
by an individual active source across all sensors given by the
norm of the columns of X—is very low for a large percentage
of cortical areas. The geometry of the electromagnetic fields
generated by current dipoles poses additional challenges. The
measured fields tend to be widely distributed across the scalp,
and radially-oriented sources can be magnetically silent [15].
Overall, the dimensionality and biophysics underlying MEG
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and EEG limit the number of source parameters that can
be recovered, and effectively restrict estimates to cortical
areas whose activity is most easily detected by the sensors,
ultimately imposing the need to include a priori information
about the source currents. The question of how to specify this
a priori information and how it might improve solutions is one
of the most fundamental problems in bioelectromagnetism and
neuroimaging.
Prior information about the current dipole distribution has
been used in the MEG/EEG inverse problem literature in order
to obtain unique estimates. This information has taken the
form of a probabilistic model or optimization penalty that
implicitly or explicitly assumes cortical activity is either inde-
pendent across time [2]–[5], temporally or spatio-temporally
smooth [6]–[10], or follow a linear dynamic process [11]–
[13]. While these priors alleviate issues related to the non-
uniqueness of source estimates, they do not necessarily im-
prove on the limitations that stem from the rank deficiency
and restricted sensitivity of the lead field matrix. However, one
way to ameliorate these issues could be achieved by incorpo-
rating prior knowledge about the spatiotemporal physiological
relations present in brain activity [16]–[19]. This is because
in such a spatiotemporal system, information about source
activation at a given time instant t is contained not only in the
immediate measurement yt but also in multiple observations
over a time interval [y1,y2, . . . ,yT ]. As a result of this
dynamic flow of information, we can imagine a mapping
that relates brain activity at a given moment in time to the
measurements in the complete analysis interval—a dynamic
lead field mapping. The rank and sensitivity of the dynamic
lead field mapping could be substantially better than those of
the static lead field matrix X, not only because of its increased
dimensionality, but also because of how information can flow
from brain areas that are harder to detect at the scalp to those
that are easier to detect.
Inspired by electrophysiology and neuroanatomy stud-
ies [16]–[19], in this paper we show how the incorporation of
information about the source spatial connectivity and dynamics
could dramatically increase both the number of sources that
can be recovered, as well as the sensitivity for detecting such
sources. To do this, we develop the concept of the dynamic
lead field mapping, a dynamic extension of the lead field
matrix that allows us to analyze the rank and sensitivity of
the mapping between source activity at a given time instant to
the complete set of measurements both forward and backwards
in time. This dynamic lead field mapping, though developed
for the specific problem of MEG/EEG source imaging, is
firmly grounded in dynamic systems theory. With this mapping
we show that the number of sources that can be effectively
recovered increases by up to a factor of ∼ 20 by modeling the
most basic local cortical dynamic connections. Furthermore,
we show that the inclusion of such local cortical connec-
tions increases the sensitivity for detecting sources distributed
across the brain, and that the increase in sensitivity is more
pronounced in sources located within sulci and other deeper
areas. At the core of our technical development is a projection
operation that allows us to analyze the rank and sensitivity
resulting from different prior source models. In particular, we
analyze a space-time separable model and a static model that
assumes temporal independence, both of which are frequently
used in MEG/EEG analysis. We find that improvements in the
number and sensitivity of sources that can be recovered occur
only when dynamic spatiotemporal connections are modeled.
Our results imply that future developments in MEG/EEG
analysis that explicitly model dynamic connections between
brain areas have the potential to dramatically increase spa-
tiotemporal resolution by taking full advantage of the brain’s
inherent spatiotemporal structure, connectivity, and dynamics.
II. METHODS
A. The spatiotemporal dynamic source model and the
MEG/EEG measurement model
Converging lines of evidence suggest that brain activity is
a spatiotemporal dynamic process that is organized in part by
structural connections at different scales. At the smaller spatial
scale, intracranial recordings in different species have revealed
that cortical activity exhibits strong correlations that persist
up to a distance of 10 mm during rest and task periods [16]–
[18]. These local cortico-cortical dynamic interactions can be
supported neuroanatomically by the fact that axonal collateral
projections from pyramidal cells spread laterally approxi-
mately 6 mm along the cortical surface [19]. In addition,
long-distance correlations can exist by means of white matter
tracts that connect distant brain regions, like those which are
thought to support large-scale brain network activity such as
the resting-state networks studied via fMRI [20]–[22].
In order to provide a conservative analysis where spatiotem-
poral dynamics consistent with neurophysiological evidence
are considered, we choose to focus on a parsimonious model
that incorporates local spatiotemporal interactions. One way to
model local spatiotemporal connections of this type is to use
a first order linear dynamic process. In this model, neuronal
currents at a given point in time t and spatial location i, βi,t,
are a function of past neuronal currents at the same location,
βi,t−1, as well as past currents, βj,t−1, at locations j within
a local neighborhood N (i):
βi,t = fi,iβi,t−1 +
∑
j∈N (i)
fi,jβj,t−1 + ωi,t. (1)
In Equation (1), the weights fi,j represent the interaction
between sources at locations i and j. At each location i, the
weights fi,j corresponding to its neighbors j ∈ N (i) are as-
sumed to be positive and inversely proportional to the distance
between sources. In addition, they are normalized such that
the contribution of the neighbors to the dynamics of the ith
source equals its self contribution, while the total contribution
is constant 0 < φ < 1 in order to obtain stable source dynam-
ics, i.e.,
∑
j∈N (i) fi,j = fi,i and
∑
j∈N (i) fi,j + fi,i = φ < 1.
Furthermore, the input process ωi,t is assumed to be Gaussian
with zero-mean and independent across time and space. The
spatiotemporal model in Equation (1), which has been previ-
ously used in dynamic source localization analysis [11], [13],
can be readily expressed in vector form as:
βt = Fβt−1 + ωt, (2)
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where βt is a vector of dimension p (∼ 103), and the input
process ωt is Gaussian with zero mean and independent across
time with spatial covariance matrix Q, which we assume to
be diagonal and positive definite.
In an MEG/EEG experiment, we obtain a recording of the
magnetic field and electric potential from hundreds of sensors
located on or above the scalp at times t ∈ [1, 2, . . . , T ]. At
time t, the resulting data vector yt, which is of dimension n
(∼ 102), is related to the source vector βt by the observation
equation [1], [14]:
yt = Xβt︸︷︷︸
Signal
+ εt︸︷︷︸
Noise
, (3)
where X is the n× p lead field matrix computed using a
quasistatic approximation of the Maxwell’s equations, and
εt is the Gaussian white noise vector with zero mean and
spatial covariance R representing background instrumental
and environmental noise. In Equation (3), Xβt represents
the signal portion of the model, and the noise term εt is
independent from βt for all time points.
B. The dynamic lead field mapping
In the observation model (Eq. 3), the signals generated by
brain activity are represented by the product of the lead field
matrix and the source vector: Xβt. Since the resulting product
and the source vector are independent of the noise term εt,
the lead field matrix X contains all the information related to
the mapping of the brain source vector βt at a particular point
in time t to the measurement yt at that same point in time
t (Figure 1A). From this static point of view, it is clear that
the maximum number of independent variables that could be
determined from a single measurement in time is limited by
the rank of the X matrix, which unfortunately is less than or
equal to the number of sensors, and much smaller than the
number of sources [23]. However, if we consider the brain’s
source activity as a spatiotemporal dynamic process, we can
dramatically improve on these limitations.
In a spatiotemporal system, the information about the
source vector βt at a particular time t is contained not only
in the immediate observation yt but also in the previous
[y1,y2, . . . ,yt−1] and future [yt+1,yt+2, . . . ,yT ] observa-
tions. Because of this, information from the source vector
βt is effectively mapped to the complete time series of
measurements through a function (Figure 1B), which we call
the dynamic lead field mapping Dt, whose rank and sensitivity
would be greater than those of the static lead field matrix X.
As we will show below, this mapping can be expressed as:
y1
y2
...
yT
 = Dtβt︸ ︷︷ ︸
Signal
+ nt︸︷︷︸
Noise
, (4)
where the noise term nt has dimension nT . In analogy to the
lead field matrix X in the static observation model (Eq. 3),
the dynamic lead field mapping Dt can be used to determine
the number of independent variables we can recover as well
B. Dynamic lead
field mapping
A. Lead
field matrix
...... ... ...
...... ... ...XF5b XF2b XFb X XF XF2 XF5
βt
yt−5 yt−2 yt−1 yt yt+1 yt+2 yt+5
X
βt
yt
Fig. 1. The dynamic lead field mapping. A: The (static) lead field matrix
X determines how information from the source vector βt propagates to
the measurement yt at the same point in time t. B: When spatiotemporal
dynamics are modeled, the dynamic lead field mapping Dt determines how
information from the source vector βt at a given time t is mapped to the
complete time series of measurements [y1,y2, . . . ,yT ].
as the sensitivity for detecting such sources when we consider
the complete time series of observations in a spatiotemporal
dynamic framework.
To obtain the dynamic lead field mapping Dt in Equa-
tion (4), we must derive an observation model for the complete
set of measurements [y1,y2, . . . ,yT ] where: i) the signal
portion of the model is a function of only the source vector βt
at a particular time t, and ii) the noise term is independent of
the source vector βt. We will consider three separate cases de-
pending on whether the observation vector yt±k (k = 0, 1, . . .)
corresponds to a future, present, or past observation with
respect to the source vector βt at the present time t. Because of
this partition we will consider the dynamic lead field mapping
Dt as a block matrix composed of submatrices Pt±k,t:
Dt =

P1,t
P2,t
...
PT,t
 .
We call the blocks Pt±k,t the projection matrices.
In the case where the measurement vector corresponds to
the present observation (k = 0), we use the static observation
model (Eq. 3) to obtain the relation between βt and yt in the
block number t of Equation (4):
yt = Xβt︸︷︷︸
Signal
+ εt︸︷︷︸
Noise
.
From the equation above we can identify that Pt,t = X.
To obtain the projection matrices corresponding to future
observations, we start by using the recursion defining the
source vector spatiotemporal dynamics (Eq. 2) and iterate it
k ∈ [1, 2, . . .] times to obtain:
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βt+1 = Fβt + ωt+1
βt+2 = F
2βt + Fωt+1 + ωt+2
...
βt+k = F
kβt +
k∑
j=1
Fk−jωt+j . (5)
Using this k-step iteration into the future along with the static
measurement model (Eq. 3), we obtain the relation between
βt and the future measurement yt+k:
yt+k = XF
kβt︸ ︷︷ ︸
Signal
+
k∑
j=1
XFk−jωt+j + εt+k︸ ︷︷ ︸
Noise
. (6)
We should note that Equation (6) represents the (t+ k)th
block of Equation (4), and therefore we identify that
Pt+k,t = XF
k.
To derive the past projection matrices we make use of
an equivalent representation of the source dynamics (Eq. 2)
known as the backwards Markovian model [24]:
βt = Fbβt+1 + ω
b
t . (7)
In this representation, where the state vector βt evolves
backwards in time, the time-reversed transition matrix is
given by Fb = CF′C−1, where C = Cov(βt) is the steady-
state source covariance (see Section V-A in Supplemental
Materials for details). The backwards input process ωbt , which
is independent across time and Gaussian, has zero mean and
covariance matrix Qb = (C− FbCF′b). With this equivalent
backwards dynamic representation (Eq. 7), we proceed to
obtain the relation between βt and the previous measurement
yt−k just as we did when we considered future measurement.
In this case the k ∈ [1, 2, . . . ] step backwards iteration is given
by:
βt−1 =Fbβt + ω
b
t−1
βt−2 =F
2
bβt + Fbω
b
t−1 + ω
b
t−2
...
βt−k =F
k
bβt +
k∑
j=1
Fk−jb ω
b
t−j . (8)
We use the static observation model (Eq. 3) along with the k-
step past iteration to obtain the (t− k)th block of Equation (4):
yt−k = XF
k
bβt︸ ︷︷ ︸
Signal
+
k∑
j=1
XFk−jb ω
b
t−j + εt−k︸ ︷︷ ︸
Noise
, (9)
where we see that Pt−k,t = XFkb .
At this point we are ready to explicitly write the complete
observation model (Eq. 4) as well as the dynamic lead field
mapping Dt. For a particular time t, we use the equations
mapping the source vector βt to the present (Eq. 3), future
(Eq. 6), and past (Eq. 9) to obtain the complete observation
model: 
y1
...
yt−1
yt
yt+1
...
yT

=

XFt−1b
...
XFb
X
XF
...
XFT−t

︸ ︷︷ ︸
Dt
βt +

e1,t
...
et−1,t
et,t
et+1,t
...
eT,t

︸ ︷︷ ︸
nt
, (10)
where error terms are given by,
et±k,t =

∑k
j=1
XFk−jb ω
b
t−j + εt−k, −k > 0
εt, k = 0∑k
j=1
XFk−jωt+j + εt+k, +k > 0
.
From the complete observation model (Eq. 10) we can see
that the dynamic lead field mapping is:
Dt =
[
Ft−1
′
b X
′, . . . ,F′bX
′,X′,F′X′, . . . ,FT−t
′
X′
]′
. (11)
In addition, we can observe that Equation (10) expresses
the complete set of measurements [y1,y2, . . . ,yT ] as
the sum of the signal function Dtβt and noise term
nt = [e
′
1,t, e
′
2,t, . . . , e
′
T,t]
′. We should note that the noise term
nt is indeed independent of the source vector βt, since the
vectors et±k,t correspond to the projection errors that result
from projecting the measurements yt±k onto the source vector
βt. Such projections are obtained via the matrices Pt±k,t
(For details see Section V-B in Supplemental Materials).
Consequently, the dynamic lead field mapping Dt contains
all the information describing how the brain source vector βt,
at a particular point in time t, propagates to the complete set
of measurements. Therefore, we can use Dt to determine the
number of independent variables we can recover, as well as the
sensitivity for detecting such sources, from the complete time
series of observations in a spatiotemporal dynamic framework.
C. Extension to general Gaussian source models
The expression for the dynamic lead field Dt in Equa-
tion (11) stems from a specific model of spatiotemporal
dynamics. In this section we derive a more general expres-
sion for Dt for Gaussian spatiotemporal models. This will
allow us to compare the properties of our dynamic source
model to those of more commonly used models. In these
more general models, the joint distribution of the sources
has a zero mean and is Gaussian, as in our spatiotemporal
dynamic source model (Eqs. 1 and 2), but the spatiotemporal
covariance structure differs from that in our model. Specifi-
cally, under a model m, the joint distribution of the source
vectors [β(m)1 ,β
(m)
2 , . . . ,β
(m)
T ] is Gaussian with zero mean
(E[β(m)t ] = 0) and arbitrary cross-covariances E[β
(m)
k β
(m)′
t ],
where E denotes the expectation operator. The MEG/EEG
measurement are obtained via the static observation model
(Eq. 3):
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y
(m)
t = Xβ
(m)
t + εt. (12)
Just as we did in the case of the dynamic lead field mapping,
when considering a model m we would like to express the
complete time series of measurements [y(m)1 ,y
(m)
2 , . . . ,y
(m)
T ]
as the sum of a function that only depends on the source vector
β
(m)
t at the present time t and a noise term that is independent
of β(m)t . As we will show below, this can be done via the linear
relation, 
y
(m)
1
y
(m)
2
...
y
(m)
T
 = D(m)t β(m)t︸ ︷︷ ︸
Signal
+ n
(m)
t︸︷︷︸
Noise
, (13)
where D(m)t is the equivalent of the dynamic lead field map-
ping for the model m, and the noise term n(m)t is independent
of the source vector β(m)t .
To obtain Equation (13) we again consider the matrix D(m)t
as composed of sub-matrix blocks P(m)t±k,t:
D
(m)
t =

P
(m)
1,t
P
(m)
2,t
...
P
(m)
T,t
 .
To obtain the t± kth block of Equation (13) we make use of
the fact that, under a model m, the measurement vector y(m)t±k
at time t ± k can be expressed as the sum of its projection
onto the source vector β(m)t at time t and the projection error:
y
(m)
t±k = P
(m)
t±k,tβ
(m)
t + e
(m)
t±k,t,
where the projection error e(m)t±k,t is independent of the source
vector at time t, and the projection matrix P(m)t±k,t is the
solution of the orthogonality equation1:
E
[
(y
(m)
t±k −P(m)t±k,tβ(m)t )β(m)
′
t
]
= 0. (14)
By making use of the static observation model (Eq. 12),
it is easy to see that the projection matrices that solve the
orthogonality equation (Eq. 14) under a given source model
m are given by:
P
(m)
t±k,t = X
(
E[β
(m)
t±kβ
(m)′
t ]
)(
E[β
(m)
t β
(m)′
t ]
)−1
. (15)
Therefore, for a given Gaussian model m with a specific
spatiotemporal source covariance structure, we can compute
the corresponding projection matrices P(m)t±k,t and, just as we
did in the development of the dynamic lead field mapping
1The projection error e(m)
t±k,t = y
(m)
t±k −P
(m)
t±k,tβ
(m)
t is uncorrelated with
β
(m)
t , namely E[(y
(m)
t±k −P
(m)
t±k,tβ
(m)
t )β
(m)′
t ] = 0 [24]. Since y
(m)
t±k and
β
(m)
t are jointly Gaussian, the projection error e
(m)
t±k,t and β
(m)
t are also
jointly Gaussian. Therefore, the projection error and the source vector are
uncorrelated and jointly Gaussian, and thus are independent.
(Eqs. 4 and 10), obtain an equivalent observation model for the
complete series of measurements by stacking up the projection
matrices.
To give concrete examples of the D(m)t matrix for general
Gaussian source models, we will analyze two models com-
monly used in the source localization literature: i) the first,
which we denote as the IND model, assumes the source vectors
are independent across time [2], i.e., E[β(ind)t±k β
(ind)′
t ] = 0 for
k 6= 0; and ii) a space-time separable (STS) model in which
the joint source covariance factors via the Kronecker product
Γ⊗C into a purely spatial covariance matrix C and a purely
temporal covariance matrix Γ [7]. We should note that in the
STS model, the covariance between source vectors at times
t± k and t is given by E[β(sts)t±k β(sts)
′
t ] = γt±k,tC, where γk,t
is the element of the temporal covariance matrix Γ at position
t± k, t. With the covariance structure defined for these two
models, and using Equation (15), we can see that the projection
matrices for the IND and STS models are
P
(ind)
t±k,t =
{
X k = 0
0 k 6= 0 and P
(sts)
t±k,t =
γt±k,t
γt,t
X,
respectively. Therefore, the D(m)t matrix for the IND and STS
models, which constitute the equivalent of the Dt matrix for
these Gaussian models, are given by:
D
(ind)
t = 1t ⊗X and D(sts)t =
1
γt,t
γt ⊗X (16)
respectively, where 1t is the unit vector with the tth entry set
equal to one, and γt is the tth column of Γ
III. RESULTS
A. Rank and singular value spectrum of the dynamic lead field
mapping Dt
We used the dynamic lead field mapping construct in
conjunction with an MRI-based MEG forward model from a
human subject (see Section V-C and V-D in Supplemental
Materials) to estimate the number of independent sources
we can recover in a model that includes local spatiotemporal
cortical dynamics (Eq. 1). In order to avoid the computational
challenges associated with finding the rank and singular values
of the very large Dt matrix (Eq. 11), we chose to analyze
the truncated versions of Dt that correspond to a model
that includes k ∈ [1, 2, 5, 10, 20] measurements into the past
and future of a given time t, [yt−k, . . . ,yt, . . . ,yt+k]. The
resulting mappings, which we denote by Dt(k), are given by:
Dt(k) =
[
Fk
′
b X
′, . . . ,F′bX
′,X′,F′X′, . . .Fk
′
X′
]′
. (17)
This arrangement was chosen to compare the relative contri-
butions of increasing numbers of observations to the number
of independent sources that can be effectively recovered. Fur-
thermore, since the matrices Dt(k) correspond to a truncated
version of the much larger matrix Dt, our computations
serve as a lower bound on the number of sources that could
PREPRINT, VOL. X, NO. Y, NOVEMBER 2015 6
be recovered from the time series of measurements in the
complete interval [1, 2, . . . , T ].
Figure 2 (left) and Table I show the evolution of the singular
value spectrum and the rank of the Dt(k) matrix, respectively,
as the number of observed data points 2k + 1 increases. With
each successive increase in k, the singular value spectrum and
the rank of the Dt(k) increases monotonically, reaching a
value of rank(Dt(20)) = 4551. This indicates the number of
sources that could be recovered increases by up to a factor of
20 by modeling only local cortical dynamic connections.
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Fig. 2. Spectrum of the dynamic lead field mapping Dt(k). The evolution
of the singular value spectra of Dt(k) (solid lines) with increasing number
of temporal measurements k. The spectrum of this matrix increases thus
indicating an increase in the number of sources that could be recovered in the
spatiotemporal dynamic model with local connections. A zoom-in is shown
(right) to detail the singular value spectra of Dt(k)(sts) for the space-time
separable (STS) source model (dashed line). In the STS source model the
number of sources that could be recovered does not increase since the rank
stays constant.
TABLE I
Rank of Dt(k).
k 0 1 2 5 10 20
rank(Dt(k)) 204 612 1020 2244 3889 4551
Similarly, we analyzed the the number of sources that could
be recovered in the IND and STS models by evaluating the
rank and singular values spectrum of the D(ind)t and D
(sts)
t
matrices, respectively (Eq. 16). Just as we did in the case of
our spatiotemporal dynamic model, we evaluated the truncated
versions of these matrices given by:
Dt(k)
(ind) =
[
0′, . . . ,0′,X′,0′, . . . ,0′
]′
(18)
Dt(k)
(sts) =
1
γt,t
[
γt−k,tX
′, . . . , γt−1,tX
′,X′, γt+1,tX
′, . . . γt+k,tX
′]
For both the IND and STS models, the rank of these matrices
did not increase with the inclusion of more temporal mea-
surements: rank(Dt(k)(ind)) = rank(Dt(k)(sts)) = 204 for
all values of k. In the case of the STS model, we saw
that the 204 singular values of Dt(k)(sts) were slightly in-
creased (Fig. 2, right). However, such increase was uniform
across singular values, as it can be shown that the vector
with the ordered singular values of Dt(k)(sts) is equal to
a scaled version of the vector with the singular values of
X: svd(Dt(k)(sts)) ∝ svd(X). Importantly, the fact that the
rank of Dt(k)(ind) and Dt(k)(sts) does not increase can be
seen from the Equation (18). In both cases, these matrices are
obtained by stacking the lead field matrix X above and below
with either a matrix of zeros or scaled versions of X.
B. Sensitivity analysis of dynamic lead field mapping Dt
As discussed earlier, the biophysics of the MEG/EEG for-
ward problem dictate that some regions of the brain are more
difficult to observe and measure than others: the measured
signal decays with the inverse of the square distance from the
sensor to the source, and in the case of MEG, sources oriented
near the radial direction are magnetically silent. Figure 3
(left) illustrates this phenomenon where we show arrows
representing dipole sources located in the right temporal cortex
(deep dipole, white), the trough of a gyrus (mildly deep dipole,
red), and the side of a gyrus (superficial dipole, yellow).
In this hypothetical example, the deep white dipole located
at a distance d1 from its closest sensor produces very low
amplitude signals which renders it very difficult to detect.
The mildly deep red dipole at a distance d2 from its closest
sensor generates relatively weak signals, and this also makes
it difficult to measure. In contrast to the previous two cases,
the yellow dipole located on the superficial side of the gyrus
at a distance d3 from its closest sensor produces strong signals
which makes it easier to recover. A natural way to quantify
this ease or difficulty for detecting the electric and magnetic
fields at the scalp surface when only the instantaneous yt is
observed, is to compute the signal power measured across
sensors generated by a single active dipole source of unit
amplitude. Specifically, if we fix the source vector to represent
a unit amplitude active dipole at the ith cortical location, the
total signal power it produces at the sensors is given by:
si,t(0) = ||X1i||2, (19)
Performing such computation for all cortical locations i results
in a static profile of the absolute sensitivity gain of the lead
field matrix X. Figure 3 (right) shows this static sensitivity
profile computed using lead field matrix described in the
previous section. The sensitivity is overlaid on the inflated
cortical surface where dark and light gray areas represent sulci
and gyri, respectively. We saw that the sensitivity was highest
in some portions of gyri and the more superficial cortical areas
(red tones), but it was low in the troughs of sulci, insula, and
inferior-frontal regions.
While the sensitivity of the lead field matrix gives us a
static image of the signal quality obtained in the instantaneous
measurement yt, it does not inform us of the quality of the
measured signals in time when we account for the spatiotem-
poral dynamics of the underlying cortical activity. One way to
asses such signal quality is to extend the sensitivity analysis
done for the lead field matrix (Eq. 19) to the case of the
dynamic lead field Dt(k). Specifically, if we assume a unit
amplitude dipole is active at time t and cortical location i in
our spatio-temporal dynamic model (Eq. 2), the total measured
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Fig. 3. Illustration of sensitivity of the static lead field matrix to dipoles
at different depths. The white dipole located very deep in the right auditory
cortex at a distance d1 from its closest sensor produces very weak signals
which makes it very difficult to detectable. The red dipole near the trough
of a gyrus at a distance d2 from its closest sensor produces relatively weak
signals and is difficult to detect. The superficial yellow dipole in the side
of a sulcus at a distance d3 from its closest sensor produces strong signals.
For each dipole, the absolute sensitivity can be computed using Equation (19)
resulting in the sensitivity map overlaid on the inflated cortical surface (right).
The dark and light gray areas on the inflated surface represent sulci and gyri,
respectively. The color-scale is multiplied by 10−3.
power in the time interval [t− k, . . . , t+ k] across all sensor
is given by:
si,t(k) = ||Dt(k)1i||2, (20)
Figure 4A (left panels) shows the absolute sensitivity of the
dynamic lead field mapping as we increase the number of
measurement in time (2k + 1). We saw that the sensitivity
increased in most cortical regions including sulci when more
temporal information is included, but this increase was not as
pronounced in deeper regions such as some portions of insula
and the inferior-frontal cortex.
To quantify the improvement in the dynamic lead field
sensitivity si,t(k) in relation to the static case, i.e., the static
lead field matrix sensitivity si,t(0), we computed the relative
sensitivity gain: si,t(k)/si,t(0). Figure 4B (right panels) shows
the relative sensitivity gain of the dynamic lead field mapping.
We found that the relative sensitivity increases in the majority
of cortical regions with additional temporal information. Inter-
estingly, the increments in relative sensitivity were higher in
regions of low absolute sensitivity, such as sulci, insula, and
inferior frontal cortex (yellow tones).
We performed an equivalent sensitivity analysis assuming
that the cortical activation was generated by the space-time
separable (STS) model. To compute this sensitivity, we used
Equation (20) but in this case replaced Dt(k) with the
truncated matrix Dt(k)(sts) (Eq. 18). Figure 5A (left panels)
shows the absolute sensitivity obtained in the STS model. We
saw an increase in sensitivity in most cortical regions, but this
increase did not appear as broadly spread as it was in the case
of the dynamic lead field mapping (Fig. 4A). Figure 5B shows
the relative sensitivity in the (STS) model. The relative sensi-
tivity in the STS model increased with the number of temporal
measurements, but this increase was spatially uniform across
cortex. Compared to the relative sensitivity of the dynamic lead
field (Fig. 4B), the increments in relative sensitivity under the
STS model were not as pronounced in regions that are more
Fig. 4. Sensitivity analysis of the dynamic lead field mapping. A:
Absolute sensitivity of Dt(k) as a function of the number of incorporated
measurements 2k + 1. When k = 0, the sensitivity of the static lead field
matrix X = Dt(0) is shown. For k ≥ 1, the sensitivity increases in most
cortical regions including sulci. The color-scale is multiplied by 10−3. B:
The relative sensitivity of the dynamic lead field mapping increases with k
in most cortical regions. This relative increase is more pronounced in areas
with low static sensitivity such as sulci, insula, and inferior frontal cortex.
difficult to detect from a static point of view, such as sulci,
insula, and inferior-frontal regions.
Figure 6 shows the difference in absolute sensitivity be-
tween our spatiotemporal dynamic model and the STS model
for each value of k: si,t(k)− si,t(k)(sts). We should note that
the color scale in this case is different from that in panel A of
Figures 4 and 5: the red and blue tones indicate small positive
and negative differences of ∼ 0.2× 10−3, respectively; large
positive difference of ∼ 2× 10−3 are shown in yellow, while
large negative differences are shown in light blue. For the
majority of cortical areas, and all values of k, the sensitivity
was higher in the spatiotemporal dynamic model as indicated
by the red and yellow tones. The small areas where the
sensitivity of the STS model was slightly higher (blue areas
where the difference is ∼ −0.2× 10−3) were mainly repre-
sented by superficial portions of sulci which are indeed already
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Fig. 5. Sensitivity analysis of the space-time separable model. A: Absolute
sensitivity for the space-time separable model Dt(k)(sts) as a function of
k. The sensitivity increases in this case but is not as widespread nor as high
as it was in the case of the dynamic lead field (Fig. 4A). The color-scale is
multiplied by 10−3. B: The increments in relative sensitivity for the space-
time separable model are spatially uniform and not as pronounced in regions
that are difficult to detect such as sulci, insula, and inferior frontal cortex.
detectable from a static point of view, i.e., if we only consider
the immediate measurement for analysis. Interestingly, for
values of k ≥ 5 the sensitivity in the spatiotemporal dynamic
model is higher in deeper areas such as sulci and insular
cortex, which are precisely the areas that are more difficult
to detect from a static point of view.
We saw in the previous section that, in a model that in-
cludes local spatiotemporal cortical dynamics, adding temporal
measurements (k) increases the rank of the Dt(k) matrices.
We therefore wanted to characterize the dynamic lead field
sensitivity that corresponded to the rank increments, which
thus represent the sensitivity gains in the newly accessible
dimensions. Specifically, if we consider two dynamic lead field
matrices Dt(k1) and Dt(k2) with k1 < k2, the sensitivity in
the dimension accessible at k2 but not at k1 can be obtained
by: first projecting the rows of Dt(k2) onto the null space
of Dt(k1); and then compute the sensitivity of the matrix
Fig. 6. Difference in absolute sensitivity between dynamic lead field
and space-time separable models. For the majority of cortical areas the
sensitivity in the dynamic lead field mapping is higher than that of the STS
model (red and yellow tones). For k ≥ 5, the difference in sensitivity is more
pronounced in favor of the dynamic lead field mapping in deeper cortical
areas. The color-scale is multiplied by 10−3.
constructed with the projected rows. Figure 7A shows the
sensitivity in the newly accessible areas for the pairs of values
corresponding to consecutive number in k ∈ [1, 2, 5, 10, 20].
As k increased, the distribution of sensitivity for the newly
accessible dimensions was highest in some portions of sulci,
insula, and inferior-frontal regions, which are poorly detected
areas in the static case (Fig. 7A). We performed an equivalent
analysis for the STS model. In this case there were no gains in
sensitivity in the previously unaccessible dimensions (Fig. 7B).
This results from the fact that the rank of the Dt(k)(sts)
matrix does not increase irrespective to the number of analyzed
measurements (k).
IV. CONCLUSIONS AND DISCUSSION
In this work we have shown that the number of independent
sources that can be recovered from MEG recordings can
increase up to a factor of ∼ 20 by modeling linear source
dynamics and local cortical connections. To do this, we
developed and analyzed the concept of the dynamic lead field
mapping. This dynamic mapping extends the static obser-
vation model that originates from the lead field biophysics
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Fig. 7. Sensivity in newly accessible dimensions: Dynamic lead field vs.
space-time separable model. A: The sensitivity of the dynamic lead field
mapping in the newly accessible dimension increases as a function of k and
is highest in some portions of sulci, insula, and inferior frontal regions. B: In
the case of the space-time separable model, there are no sensitivity gains in
previously unaccessible dimensions since the rank of the matrix Dt(k)(sts)
does not increase.
(Eq. 3) to to account for spatiotemporal dynamics [16]–
[22]. The dynamic lead field mapping expresses the relation
between the cortical source vector at any given time t and the
MEG/EEG measurements in the complete experiment interval
[y1,y2, . . . ,yT ], creating an observation model for the com-
plete time series of measurements that maintains the crucial
signal-plus-noise structure present in its static counterpart.
Since the rank of the lead field matrix determines the number
of independent variables we can expect to recover from an
individual measurement in time, the rank of the dynamic lead
field mapping determines the number of variables we can
recover in the dynamic case from the complete time series of
observations. Therefore, in a typical MRI-based source model
with ∼ 5124 dipole sources and ∼ 204 sensors, while the static
(IND) or space-time separable (STS) models can recover at
most ∼ 4% (204/5124× 100) of the independent variables,
the approximate 4551/204 ≈ 20 fold rank improvement of
the dynamic lead field implies that we could potentially
recover up to ∼ 89% (4551/5124× 100) of the independent
variables if we were to model the brain’s source activity as a
spatiotemporal dynamic process.
While the static lead field matrix provides information about
the source vector from a single measurement at a given point
in time, the dynamic lead field mapping provides additional
information from past and future measurements that reflect the
trajectory of the dynamic cortical state. Along this trajectory,
activity hidden within a “blind spot” of the static lead field at
a given time can evolve into a “visible” portion of the static
lead field due to the brain’s high level of connectivity. Since
the dynamic lead field mapping explicitly describes how the
measurement at one time point contains information about the
cortical state at another time point, this mapping effectively
shows how information can flow from blind spots in the static
lead field to more visible locations. In principle, depending
on the cortical connectivity and dynamics, it is then possible
to access and potentially estimate a much larger number
of independent variables. Our work shows that modeling
the simplest spatiotemporal relationships could dramatically
improve source localization. Moreover, it suggests that more
comprehensive models of connectivity and spatiotemporal
dynamics could provide even greater improvements.
We performed a sensitivity analysis of the dynamic lead
field mapping to determine how sensitivity in different cortical
areas changes as we increased the number of measurements in
time. This analysis showed that, in our spatiotemporal dynamic
paradigm, brain areas that are difficult to detect from a static
point of view, such as those with low sensitivity in troughs
of sulci, insula, and inferior-frontal regions—“blind spots” as
described above—become more accessible with the addition
of temporal measurements. Moreover, we showed that this
increase in sensitivity in deep sources does not occur in static
(IND) or space-time separable (STS) models, suggesting that
activity within “blind spots” become accessible only through
their connection to more visible regions. This could explain
the improvements in MEG/EEG source localization accuracy
obtained via algorithms that explicitly model source dynamics
with local cortical connections [11], [13].
We envision a possible way in which our dynamic lead field
construct could be extended to more general source models,
to potentially include non-Gaussian models or more realis-
tic spatiotemporal neural source dynamics. In principle, this
could be achieved by taking techniques from control theory
designed to analyze deterministic systems, and adapting them
to characterize properties of stochastic dynamical systems. In
control theory, a basic question is to determine if different
initial states of a deterministic dynamical system necessarily
produce different measurements. When this is the case, the
system is called observable, since the system’s initial states
can be distinguished based on measurements alone [24]. In
our linear dynamic state-space model (Eqs. 2 and 3), for
example, assuming that the state input ωt is a priori known
and deterministic, and that the measurements are noiseless
(εt = 0), effectively converts our model into a deterministic
system. In this deterministic case, an unknown initial state β0
of the system can be distinguished based on noiseless mea-
surements when the rank of the so-called observability matrix
O = [X′,F′X′, . . . ,Fp−1′X′]′ is equal to the dimension of
the state (p). We can see here that the observability matrix
O is related to the mapping given by the dynamic lead field
from the state βt to only the present and future observations
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[yt,yt+1, . . . ,yt+p−1] (this can be seen in Equation (11)).
We therefore hypothesize that the dynamic lead field concept
developed here could be extended by incorporating insights
from the analysis of observability in deterministic nonlinear
systems [25], and by applying the time-reversed representation
of nonlinear stochastic dynamic systems [26].
A long-standing conjecture in functional neuroimaging is
that the integration of different imaging modalities, such as
MEG, EEG, fMRI, and DOT, could improve spatiotemporal
resolution, due to the complementary nature of the physics
and physiology underlying these modalities. Extensions of our
analysis to multimodal neuroimaging could provide a formal
paradigm to characterize and maximize the spatiotemporal
resolution that can be obtained from multimodal data. For
example, an immediate multimodal effort could be aimed
at including long-distance connections—both between distant
cortical locations, and between cortex and low sensitivity
subcortical areas—by using anatomical connectivity derived
from diffusion MRI [20]. We predict that the inclusion of these
long-distance connections in a stochastic dynamics framework
could have a dramatic impact on the number and location of
source parameters that could be recovered from MEG/EEG
time series data. While the focus of our work is in the field
of neuroimaging, our dynamic lead field approach could have
application in other areas where an underlying spatiotemporal
stochastic dynamical system is observed through noisy serial
measurements. Therefore, we hypothesize that our approach
could find applications in areas such as geophysics, network
theory, and epidemiology, where physical spatiotemporal dy-
namic relationships may exist, but are not yet exploited in
inverse solutions.
Our analysis and results have been focused on the number,
spatial distribution, and sensitivity of sources that can be
recovered under a spatiotemporal dynamic framework. In
practical applications, model misspecification, as well as the
signal-to-noise of the measurements, will likely limit perfor-
mance gains to some extent below the levels we have reported.
However, the large improvements in rank and sensitivity that
we have observed, even under a very simple spatiotemporal
model, suggest that substantial performance improvements
would be achievable in practical source localization appli-
cations. In future work, we will analyze source localization
performance under this spatiotemporal framework and charac-
terize the influence of different spatiotemporal model choices.
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V. Supplemental Materials
An Analysis of How Spatiotemporal Dynamic Models of Brain Activity Could Improve MEG/EEG Inverse Solutions
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A. Steady-state covariance of the source process βt
In this section we obtain the steady-state source covariance C = Cov(βt) of our dynamic source models (Eq. 2), and show
that this covariance matrix is invertible. The matrix F is stable, i.e., the magnitude of its largest eigenvalue is equal to φ < 1,
since F/φ is a stochastic matrix (it has nonnegative entries with the sum of its rows equal to 1) and because the largest
eigenvalue of a stochastic matrix is 1. Since F is stable, the process covariance reaches a steady-state, C = limt→∞ Cov(βt),
which is given by the solution of the Lyapunov equation C = FCF′ + Q. Furthermore, since Q is positive definite and
invertible, so it is the source covariance C [24]. Therefore, we can assume that the process βt has reached a steady-state
where its spatial covariance matrix C = Cov(βt) is time invariant and invertible.
We should note that in our analysis we can parametrized the covariance matrix Q = [λtr(Σ̂)/n]−1diag(ν1, ν2, . . . , νp),
where Σ̂ = X′X/n is the sample covariance of the rows of X, λ > 0, and νi > 0. Doing so would allow us to interpret λ
as the inverse of the power signal-to-noise ratio (SNR2). This is because if we assume the matrix F = φI, and νi = (1− φ2)
(i = 1, . . . , p), the steady state covariance of βt becomes C = [λtr(Σ̂)/n]−1I. If we define the power signal-to-noise ratio as
SNR2 = E||Xβt||2/E||εt||2, then SNR2 = tr(X′X)[λtr(Σ̂)/n]−1/n = 1/λ.
B. The dynamic lead field mapping projects [y′1,y
′
2, . . . ,y
′
T ]
′ onto βt
In this section we show that the observation model for the complete set of measurements [y1,y2, . . . ,yT ] under the dynamic
lead field mapping possesses the desired signal plus noise structure in which the source vector at time t is independent of the
noise term (Eq. 10). In order to do this, we will show that the matrices Pt±k,t that make up the blocks of the dynamic lead
field mapping are indeed matrices projecting the corresponding measurement yt±k onto the source vector βt. Doing so would
imply that the dynamic lead field mapping achieves the desired independence condition.
We should first point to a few facts about the linear projection Pt±k,tβt of the measurement vector yt±k onto the source
vector βt. By definition, the projection error et±k,t = yt±k −Pt±k,tβt is uncorrelated with βt [24]:
E
[
(yt±k −Pt±k,tβt)β′t
]
= 0. (S1)
In addition, since yt±k and βt are jointly Gaussian, the projection error et±k,t and βt are also jointly Gaussian. Therefore,
the projection error and the source vector are uncorrelated and jointly Gaussian, and thus are independent. As a result, we can
use the definition of the projection error to express any measurement vector yt±k as the sum of the projection Pt±k,tβt and
projection error et±k,t:
yt±k = Pt±k,tβt + et±k,t.
If we do this for all values of k we obtain an observation model for the complete time series of measurements where the
source vector βt is indeed independent of the noise term [e
′
1,t, e
′
2,t, . . . , e
′
T,t]
′:
y1
...
yt−1
yt
yt+1
...
yT

=

P1,t
...
Pt−1,t
Pt,t
Pt+1,t
...
PT,t

βt
︸ ︷︷ ︸
Signal
+

e1,t
...
et−1,t
et,t
et+1,t
...
eT,t

︸ ︷︷ ︸
Noise
.
Therefore, if we show that the choices we made for the Pt±k,t matrices for the dynamic lead field mapping in Section II-B,
namely,
Pt,t = X,
Pt+k,t = XF
k,
Pt−k,t = XFkb ,
satisfy the orthogonality condition (Eq. S1), it would follow that the signal and noise portions in Equation (10) are independent.
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In the case where the projection matrix corresponds to the present observation (k = 0), we substitute Equation (3) in
Equation (S1), and note that setting Pt,t = X achieves the desired orthogonality condition since the source vector βt is
independent of the measurement noise εt:
E
[
(yt −Pt,tβt)β′t
]
= E
[
(Xβt + εt −Pt,tβt)β′t
]
= E
[
εtβ
′
t
]
= 0.
To analyze the case where the measurement corresponds to a future observation, we should first make note of two
facts in relation to the source vector process. The first is that, by definition, the input process to the source dynamics is
independent across time, i.e., ωt is independent of ωt±j for j ∈ [1, 2, . . .]. The second is that given the recursive definition
of the source process (Eq. 2), the source vector at a particular time t is a function of only the present input ωt and past
inputs ωt−j , j ∈ [1, 2, . . .]. Because of these two facts, the source vector a time t, βt, is independent of the future inputs
ωt+j , j ∈ [1, 2, . . .].
With this result at hand, we proceed to deduce the future projection matrices Pt+k,t, k ∈ [1, 2, . . .] by using the forward
iteration in Equation (5): βt+k = F
kβt +
∑k
j=1 F
k−jωt+j . We substitute Equations (3) in Equation (S1), then substitute
Equation (5) in the obtained result, and note that by setting Pt+k,t = XFk we achieve the orthogonality condition since βt
is independent of both εt+k, and ωt+j , j ∈ [1, 2, . . .]:
E[(yt+k −Pt+k,tβt)β′t] = E[(Xβt+k + εt+k −Pt+k,tβt)β′t]
= E[(XFkβt +
k∑
j=1
XFk−jωt+j + εt+k −Pt+k,tβt)β′t]
= E[(
k∑
j=1
XFk−jωt+j + εt+k)β′t]
= 0.
To analyze the past observations yt−k, k ∈ [1, 2, . . .], we proceed similarly to the case of the future projections but use instead
the backwards Markovian representation (Eq. 7) and its k-step past iteration (Eq. 8)2: βt−k = F
k
bβt +
∑k
j=1 F
k−j
b ω
b
t−j . We
should note that in the backwards Markovian representation (Eq. 7), the source vector βt is a function of only the present ω
b
t
and future inputs ωbt+j , j ∈ [1, 2, . . .]. In addition, given that the backwards input process ωbt is independent across time, in
this equivalent representation the source vector βt is independent of the past inputs ω
b
t−j , j ∈ [1, 2, . . .]. Using this result, we
can readily obtain the past projection matrices. We use Equations (3), (S1), and (8) to deduce that by setting Pt−k,t = XFkb
we obtain the desired orthogonality condition since βt is independent of both εt−k, and ω
b
t−j , j ∈ [1, 2, . . .]:
E[(yt−k −Pt−k,tβt)β′t] = E[(Xβt−k + εt−k −Pt−k,tβt)β′t]
= E[(XFkbβt +
k∑
j=1
XFk−jb ω
b
t−j + εt−k −Pt−k,tβt)β′t]
= E[(
k∑
j=1
XFk−jb ω
b
t−j + εt−k)β
′
t]
= 0.
C. Ethics statement
Human studies were approved by the Human Research Committee of the Massachusetts General Hospital, Boston, MA.
D. Data description and preprocessing
In our analysis, the lead field matrix X was computed with the MNE software using an MRI-based boundary element
model from a human subject [1], [14], with p = 5124 dipole sources oriented normal to the cortical surface. This arrangement
yielded an average distance between nearest neighbors of ∼ 6.2 mm, resulting in a model that is consistent with intracranial
2We should point out that directly reversing the time direction of the equation defining the source spatiotemporal dynamics (Eq. 2), i.e.,
βt−1 = F−1βt − F−1ωt, instead of using the backwards Markovian model does not yield the desired orthogonality condition. This is because the k-
step backwards iteration resulting from this direct time reversal, namely, βt−k = F−kβt −
∑k−1
j=0
Fj−kωt−j , contains the terms ωt and ωt−j which are
not independent of the source vector βt.
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electrophysiology and neuroanatomy [16]–[19]. Due to the difference in orders of magnitude and physical units in the elements
of the lead field matrix X corresponding to planar gradiometers and magnetometers, we restricted our analysis to the 204 planar
gradiometers of the Neuromag Vectorview system at the Massachusetts General Hospital. The F matrix was specified using
the nearest-neighbor dynamic formulation described by Equations (1) and (2), with the stability parameter φ = 0.95. The state
input covariance matrix Q was estimated from mu-rhythm data from one subject using the dMAP-EM algorithm presented
in [13]. The mu-rhythm originates from motor and somatosensory cortices, and consists of synchronous oscillations with 10
and 20-Hz components. Data were collected from one subject using a 306-channel Neuromag Vectorview MEG system at the
Massachusetts General Hospital. The signals were acquired at 601 Hz with a bandwidth of 0.1 to 200 Hz, and downsampled to
204.8 Hz for subsequent analysis. In the STS model, the elements for the temporal covariance matrix Γ were set as suggested
in [7]: γt±k,t =
∑T
j=1 exp{−1/2[(t± k − j)2 + (j − t)2]∆−2ψ−2}, where ∆ = 4× 10−3 s and ψ = 204.8 Hz.
