Abstract. We construct a sequence of branching particle systems Un convergent in distribution to the solution of the Zakai equation. The algorithm based on this result can be used to solve numerically the filtering problem. The result is an improvement of the one presented in a recent paper [Crisan and T. Lyons, Prob. Theory Related Fields, 109 (1997), pp. 217-244], because it eliminates the extra degree of randomness introduced there.
1. Introduction. In its standard formulation ( [3] , [28] , etc.), filtering theory studies the problem of estimating a "signal" process X = {X t ; t ≥ 0}, given "observations"
where {W t ; t ≥ 0} is a standard Brownian motion; in other words, the conditional distribution of X t , given Y t = σ{Y s ; s ∈ [0, t]}. In practical applications, one is interested in computing estimates of the form π t (ϕ) := E[ϕ(X t )|Y t ]. Using an appropriate change of measure one can show that, in the case of X being a Markov process with generator A and evolving independently of W ,
where p t (ϕ) is the solution of the Zakai equation dp t (ϕ) = p t (Aϕ)dt + p t (h * ϕ)dY t .
In the following we will construct a sequence of branching particle systems U n , whose laws will approximate p t , i.e., lim n→∞ (U n (t), ϕ) = p t (ϕ).
The particles will move according to the law of the signal, independently of each other and after fixed-length intervals will branch. The mean number of offspring of a particle will depend on the last part of its trajectory and on the observation process; the variance of the branching mechanism will be the minimum possible one. We can use these particle systems to solve numerically the filtering problem since, as the number of particles is increased, the empirical measure associated with the cloud of particles converges to the solution of the Zakai equation. By starting with a number of particles constituting a sample approximating the initial distribution of X, we allow the system to evolve up to time t and then use the empirical law to estimate the distribution of the required statistic ϕ.
In [10] , we constructed a sequence X n of similar branching particle systems also solving the Zakai equation. In that case, the variance of the branching mechanism was a priori given. In this way, we introduced an extra degree of randomness and so only the (conditional) expectation of that sequence converged to p t . Therefore, we needed a whole set of copies of the particle system in order to obtain a good approximation to the solution of the Zakai equation. Our new approach converges directly to p t , and we don't need to estimate an average.
In the next section we give a more detailed description of the nonlinear filtering problem and set up the notation we will use subsequently. In the third section, we construct the branching particle system, which will approximate the solution of the Zakai equation, and prove several useful remarks. In the fourth section we prove that the laws of the systems are tight. In the fifth section, we show that U n (t) is convergent in measure (and hence in distribution) to the solution of the Zakai equation (p t ). In the sixth section, we describe the numerical implementation of the algorithm based on the approximating particle system, and in the last section we use the implementation to solve particular examples.
In this paper we analyze the numerical solution of the Zakai equation. There is evidence that still more efficient algorithms could be built using measure valued processes of minimal variance which directly approximate the solution of the KushnerStratonovitch equation. The reader is directed to [11] for details of this approach.
We do not want to give a comprehensive survey of other approaches here but should mention certain works which provide contrasting approaches to the numerical analysis of the standard filtering problem. These can be roughly classified into the following.
• Linearization methods (extended Kalman filter). The nonlinear problem is linearized within small time frames and then the linear (Kalman) filter is applied to it (see [28] ).
• Approximation by finite-dimensional nonlinear filters. The filtering problem is solved using approximation by certain exact nonlinear filters (see [2] , [12] , [30] ).
• Particle methods. The conditional measure is approximated by a system of particles on which a resampling procedure is applied every time a new observation is available (see [17] , [13] ).
• Classical partial differential equation (PDE) methods. The associated stochastic PDE (the Zakai equation), whose solution is the (unnormalized) density of the conditional distribution of the signal, is solved (see [4] , [5] , [15] , [20] , [25] , [31] ).
• Wiener chaos expansions. The Zakai equation is solved using a decomposition of its solution into Wiener integrals (see [22] , [23] ).
• Moment methods. The conditional distribution is approximated using its moments (see [6] ).
Using the language of Glowinski and Sun [31] , one might summarize this paper as introducing an implementable algorithm of particle type and proving that it has good convergence properties. One point where we differ is that we prove estimates for the L 2 convergence of statistics and not of densities. This seems a more appropriate measure of convergence, as densities have little meaning or practical use in high dimensions and, in any case, would give an infinite distance between any particle approximation and the posterior distribution despite the clear, practical observation that particle approximations to posterior distributions can be very informative.
2. The nonlinear filtering problem. Let (Ω, F, F t≥0 , P ) be a complete filtered probability space (we denote by N the collection of P -null sets), and let E be a locally compact complete separable metric space (a locally compact Polish space). We will denote by C b (E) the space of continuous bounded functions on E denote and by C 0 (E) the space of continuous functions which vanish at infinity, both endowed with the supremum norm · .
Let M F (E) be the space of finite measures over E endowed with the topology of weak convergence, i.e., the topology in which µ n → µ iff (µ n , f ) → (µ, f ) for all f ∈ C b (E), and let M ′ F (E) be the space of finite measures over E endowed with the topology of vague convergence, i.e., the topology in which Let X = {X t , F t ; t ≥ 0} be a diffusion process (the "signal" process), solution of the martingale problem associated with the infinitesimal generator A and the initial distribution π 0 ∈ P (E). We assume that A is an operator on C b (E) with the domain D(A), 1 ∈ D(A), and A1 = 0. Let A 0 be the restriction of A to C 0 (E). We assume that the domain of A 0 is a dense algebra in C 0 (E) (in particular that if f ∈ D(A 0 ), then f 2 ∈ D(A 0 )) and that the martingale problem for A 0 is well posed. Let also W = {W t , F t ; t ≥ 0} be an m-dimensional standard Brownian motion, independent of X, and let Y = {(Y t , F t ; t ≥ 0} be the R m -valued process defined by the following formula:
where h : E → R m is a continuous, bounded Borel measurable function, and denote
The process Y is usually called the "observation" process. We denote by
The filtering problem consists, basically, of computing
To do this, one changes the measure so that Y t becomes a Brownian motion under the new probability measureP , independent of X, the law of X remains unchanged, and
andẼ is the expectation with respect to the new probability measure.
One can prove that p t satisfies the following evolution equation, called the Zakai equation:
We note that p t can be viewed as an M F (E)-valued process defined by formula (2) (see [24] , [32] ). In fact, (3) uniquely identifies p t as a measure valued process since we have the following uniqueness theorem (cf. [24] ).
Theorem 2.1. Under the condition set up above, if
We did not define the filtering problem, under the broadest possible terms. Indeed, h need not be bounded nor X be a diffusion. Also, both A and h can be taken to be time dependent, and W does not need to be independent of X. There is vast literature concerning the filtering problem; here are just a few articles and monographs: [3] , [16] , [18] , [21] , [28] . We restricted ourselves to the above framework because this was the most convenient one for the analysis involved in this paper. In a sequel to this paper, we will give the most general framework under which our result still holds.
3. The branching particle systems U n . From now on, we work under the new probability measureP , and all the expectations will be considered with respect toP . We will construct the particle systems and, implicitly, prove the convergence results, up to a fixed horizon, i.e., on the fixed interval [0, 1], the construction being identical for any interval [0, T ]. Then, using an argument based on the Carathèodory extension theorem, the construction can be extended for the whole positive axis.
Let {U n (t), F t ; 0 ≤ t ≤ 1} be a sequence of branching particle systems on (Ω, F,P ) with values in M F (E) defined as follows.
Initial condition. 1. U n (0) is the empirical measure of n particles of mass
, where x n i ∈ E, for every i, n ∈ N. 2. The empirical measure of the particles tends weakly to π 0 . Evolution in time. We describe the evolution of the processes on the interval n (we will denote the number of particles alive at time t by m n (t)). 2. During the interval the particles move independently with the same law as the signal
n ) be the trajectory of a generic particle in this interval. 3. At the end of the interval, each particle branches into a random number of particles with a mechanism depending on its trajectory in the interval. The mechanism is chosen so that it has finite second moment; the mean number of offspring for a particle given the σ-field (4) and so that the variance ν i n (V ) is minimal consistent with the number of offspring being an integer. The particles branch independently of each other, given
) and so is always less than
is the largest integer smaller that x). We now make some preliminary estimates before showing the convergence of U n in the next section. Just before the (i + 1)th branching, we will have m n ( i n ) particles. Let us denote by U n ( i+1 n −) the state of the process just before the (i + 1)th branching and denote by
n ) the trajectory of the jth particle alive during the interval. Let also q j n ( i+1 n ) be the number of offspring of the jth particle with
We have the following a priori upper bounds.
The number of particles does not change during the intervals (
n of an exponential martingale identically equal to 1 at time i n ).
(ii) From the construction of the branching mechanism of the particles we have that
This inequality and the independence of the particles implies (as in (i))
E m n i + 1 n 2 =Ẽ   mn( i n ) j=1Ẽ Ẽ q j n i + 1 n 2 |F i+1 n − F i n   + 2Ẽ   mn( i n ) 1≤j1<j2≤lẼ [µ i n (V j1 n )µ i n (V j2 n )|F i n ] ≤ 1 4 + e h 2 nẼ m n i n + e h 2 nẼ m n i n m n i n − 1 .
It follows thatẼ
which completes the proof of the proposition. Remark 3.2. For any t ∈ [0, 1] and ϕ ∈ B(E), the processes (U n (t), ϕ) are square integrable.
Proof. Let V 1 , V 2 ,. . . , V mn(t) be the positions of the m n (t) particles alive at time t. Using Proposition 3.1, we havẽ
, then the process (U n (t), ϕ) satisfies the following evolution equation:
where {(S ϕ n (t), F t ), t ∈ [0, 1]} is a square integrable martingale with quadratic variation
Proof. From the construction of the particle systems we have that
and alsoẼ
In between two branches the particles move according to the prescribed law; hence for t in the interval [
where
n ]} is a square integrable martingale (we use Remark 3.2) with the quadratic variation
In order to compute the evolution equation of (U n (t), ϕ), we need to add all the parts coming from the particles' motion and all the parts coming from the particles' branching, which gives
with the quadratic variation presented in (6) . We then split the term coming from the branching into a martingale part and a bounded variation part and obtain
and {(M ϕ n (l), F l+1 n − ), l = 0, 1, . . . , n} is the square integrable martingale
The remark now follows easily from (8), (9), (12) , and (13) .
We introduce the notation
where V is the trajectory of a particle alive in the interval [ 
4. The tightness of the sequence. We will prove first that the sequence is tight in
For this, it is sufficient to prove (cf. [29] ) that the processes {(U n (s), ϕ i ), s ∈ [0, 1]} form a tight sequence, where {ϕ i } i≥0 is defined as follows: ϕ 0 is the constant function 1 and {ϕ i ; i > 0} is a dense set in C 0 (E) (we will take them to be in D(A 0 ) ). In order to prove that {(U n (s), ϕ i ), s ∈ [0, 1]} is a tight sequence for every i ≥ 0, we use the following theorem (cf. [1] ).
Theorem 4.1 (see Aldous [1] ). Let {a n } be a sequence of real valued processes with cádlág paths such that (i) {a n (t)} is tight on the line for each t ∈ [0, 1]; (ii) for any arbitrary sequence of stopping times {τ n } n≥0 (with respect to the natural filtration of {a n }) and any sequence {δ n } n≥0 of positive real numbers with lim n→∞ δ n = 0, we have lim n→∞ a n (τ n + δ n ) − a n (τ n ) = 0 i n probability.
Then {a n } is tight.
Conditions (i) and (ii) follow from Propositions 4.1 and 4.2. Proposition 4.2. For every t ∈ [0, 1], we have
it is enough to show that sup n≥0Ē [(sup 0≤s≤t (U n (s), 1)) 2 ] is finite. Let us denote by
. From (14) and the Cauchy-Schwarz inequality, we obtain
The idea is to find an upper bound for each of the three terms from the right-hand side of inequality (17) of the form α+β t 0 ψ n (s)ds and then use Gronwall's inequality. The first term. Since we start with n particles, we have
The second term. Doob's maximal inequality, the fact that ν 
The third term. Using a standard technique (based on Ito's rule, Burkholder's inequality, and Gronwall's inequality), we find
Then we obtain the following upper bound on the third term of (17), using (20) and Burkholder's inequality:
where K 2 is a constant independent of n.
From (17), (18) , (19) , and (21) we obtain ψ n (t) ≤ 6 + 3e
Using once again the Gronwall inequality we find that ψ n (t)
Proof. Using (14) and the Cauchy-Schwarz inequality we get
We have, consecutively,
[nτn]
where c is the function defined in the previous proposition. The inequalities (24), (25) , (26), (27) imply that all the terms from the right-hand side of (??) tend to 0 as n goes to ∞; henceẼ[|(U n (τ n + δ n ), ϕ) − (U n (τ n ), ϕ)| 2 ] tends to 0 as well. We show now that the sequence "stays mostly" within compact sets and hence it is tight also in D M F (E) [0, 1], assuming the following property is satisfied.
Property K. There exists a sequence of compact sets K k ∈ E and a sequence of functions
lim k→∞ Aϕ k = 0, and ϕ k CK k+1 = 0 (CA
Assuming that property K is satisfied, the sequence is tight over the space
Proof. Since we already know that the sequence is tight over
, we only need to prove that there exists a sequence of compact sets K k ∈ E such that, for every ε > 0,
(we denote by I A the characteristic function of the set A ∈ E). We show that (28) is valid for the sequence of compact sets for which property K is valid. Using Chebyshev's inequality, it is enough to prove that
which, in turn, is implied by
Using (14) with ϕ := 1 − ϕ k , we get that
By integrating (31) and using the fact that A1 = 0, we obtain
As before, we have that
Using Burkholder-Davis-Gundy inequality, 
Since ϕ 2 k ≤ ϕ k , we have, using Fatou's lemma,
From (32) and (36) we obtain that
In order to control the last term in (31) we make use of the following result whose proof we omit here (it is similar to the proof of Proposition 4.5 from [10] )
Using (38) we obtain that
Combining (31), (33), (34), (35), (37), and (39) and using again Fatou's lemma, we obtain that there exists a constant K such that
, which implies our claim using, once again, Gronwall's inequality.
5.
Convergence of the sequence U n . In the following we will denote by h(r) the function x → h(r, x). We consider first the following backward stochastic partial differential equation (SPDE):
ψ t = ϕ which, written in the integral form, gives us
In (41) 
We will assume the following condition.
Condition U. For all t ∈ [0, 1], there exists a countable set M = {ϕ k , k ≥ 1}, uniformly dense in C 0 (E), such that for all ϕ ∈ M ∪ {1} the SPDE (40) has a solution ψ s ∈ D (A) which satisfies See [9] for the necessary conditions on A and h, under which U holds.
In this section we prove the following results. Proposition 5.1. Under the assumption U, for all ϕ ∈ M ∪ {1} and t ∈ [0, 1] we have
Let d be the following metric on M F (E):
where ϕ 0 = 1. Then Proposition 5.1 will imply the following theorem. Theorem 5.2. Under the assumption U, for all t ∈ [0, 1] we have that
Since the metric d generates the topology on M F (E), Theorem 5.2 gives us the following obvious corollary. Corollary 5.3. The sequence U n (t) is convergent in measure to p t in M F (E), i.e., to the law of X(t) given the observation σ-field Y t .
It is this result that justifies the use of U n in order to numerically approximate p. 
We need to prove first the following lemma (the notations are those from section 3).
Lemma 5.6. For all i = 0, . . . , n − 1, we havẽ
where M (h) is a constant depending only on h. Proof. We remark that, if we have an integer random variable with mean µ and minimal variance ν, then ν ≤ |µ − 1|. Hencẽ Proof of Proposition 5.1. Since M ψ r is a martingale with respect to the filtration F r ∨ Y, from (46), we get that, for ϕ ∈ M ∪ {1},
In (48), we used the fact that ψ t = ϕ. Also, since U n (0) converges weakly to π 0 and ψ 0 ∈ D(A) ⊂ C b (E),P -a.s., we have that
and, by using (43) and the Dominated Convergence theorem, we obtain
Hence in order to prove the proposition, it is enough to show that
We have the following identity:
We show that all the terms from the right-hand side of (52) converge to 0 in L 2 (Ω). For the first term we have the following:
Now using (47) and the fact the ϕ is bounded, we get the following upper bound for the L 2 norm of the first term:
For the second term we have the following identity:
where we used Lemma 5.6 to obtain the last inequality. Lastly, for the third term we have the identity
and one finds the following upper bound for the L 2 norm of the third term
From (52), (53), (54), and (55) we get the required limit (51) and with it the proof of the proposition.
Proof of Theorem 5.2. We have, for arbitrary m > 0, the following upper bound on d(U n , p t ):
. Since m > 0 was arbitrary we have our claim.
Proof of Corollary 5.3. From Theorem 5.2, we have that lim n→∞ d(U n (t), p t ) = 0 in (probability) measure and since the metric d is giving the topology on M F (E), U n (t) converges in measure to p t in M F (E).
Proof of Corollary 5.4. Since for any fixed t, U n (t) converges in measure to p(t), for all finite sequences 0
converges in measure to (p t1 , p t2 , . . . , p t k ) and hence also in distribution, i.e., the finitedimensional distributions of U n converge to the finite-dimensional distributions of p. This, together with the tightness of the sequence, implies that the processes U n are convergent in distribution to p.
6. Implementation. We have produced computer programs to simulate the branching particle system defined at the beginning of section 3. The method was implemented for the case where the d 1 -dimensional signal process, X(t), is given by the stochastic differential equation (SDE)
The generator A is then
where σ ij is entry (i, j) of the matrix σ = gg T . Let the d 2 -dimensional observation process, Y (t), be given by
where W 1 (t) and W 2 (t) are independent (multidimensional) standard Brownian motions.
Following section 3, we take the final time as T = 1 and divide that time into n generations. At time t = 0, we generate n particles randomly with distribution π(0). Then each generation is divided into two stages. In the first stage, from time i n to time i+1 n , each particle moves along a trajectory, determined by numerical solution of (57), using independent simulations of a Brownian path for each particle. In the second stage, at time t = i+1 n , each particle is replaced by a number of offspring, with the mean number of offspring being determined by the trajectory of the particle during stage one, as given by equation (4) . For a general final time T , we take the number of generations to be nT (presuming that T is chosen so that nT is an integer).
Various interesting questions about the numerical implementation are already apparent from this description. In stage one, how should the trajectories of the particles be simulated? The usual way to solve an SDE such as (57) numerically is to choose a discretization scheme and to divide the interval over which the SDE is to be solved into a number of time steps (see, e.g., [27] , [19] ). Which discretization scheme should be chosen and how should the time step compare with the size of the generation? What errors can be tolerated in the calculation of the trajectories? In stage two, the only loss of accuracy (at least, if we presume that we have a perfect source of uniform random numbers) is in the calculation of the mean number of offspring for each particle. How should the integrals in (4) be calculated? The error here has two sources: not only have we replaced the real trajectory, V (t), with an approximate trajectory,Ṽ (t), but we have to approximate the integrals by finite sums.
We consider the question of approximating the trajectories of the particles first. We decided to use a discretization scheme giving the best possible order of accuracy, given the SDE to be solved, from among schemes that use only increments of the Brownian path and not path integrals. When the SDE (57) is of dimension one or satisfies the commutativity condition
. . , r 1 , then the best order of accuracy is usually O(h), where h is the chosen time step. This order can be obtained by using the Milshtein [26] or Heun schemes [8] . In the general case of an SDE in more than one dimension and not satisfying (58), the best obtainable accuracy is O( √ h) (see [7] ), which can be obtained using the Euler-Maruyama scheme. If we chose to generate not only increments of the Brownian path, but also stochastic path integrals, we could, at least in some cases, improve on the order of accuracy. This would allow us to reduce the number of time steps and hence the number of function evaluations required in each generation when wishing to obtain a fixed accuracy. However, for calculation of the integrals in (4), it may be preferable to evaluate the approximate trajectory at more points rather than fewer. After various trials, we decided that more than one time step is needed in each generation, but not more than about eight. Now let us consider the question of how to approximate the integrals in (4), needed for determining the mean number of offspring for each particle at the end of each generation. The simplest method is clearly,
where ∆t = 
does not give a higher-order approximation than (59), however it does improve the leading coefficient of the error significantly and we therefore decided to use it. Note that the sums in (60) converge to the same values as those in (59), with no correction term required, due to the independence of the processes V and Y .
Numerical examples.
7.1. Example 1. Our first example consists of a one-dimensional signal, x(t), and a one-dimensional observation, y(t), given by
where w 1 (t) and w 2 (t) are independent one-dimensional standard Brownian motions. The parameter values used for the figures below are α = 1 and σ = 0.25. The distribution of x(0) was taken as normal with mean 1 and variance 0.25 and filtering was carried out from t = 0 until t = 5.
In Figure 1 , we show the historical process for a simulation with 20 particles at the initial time. The past is shown only for particles alive at the final time. The signal is shown in Figure 2 , along with the quartiles of the distribution of particles, for a simulation starting with 160 particles. In both pictures the simulation time has been divided into 160 generations and the time step used to calculate the trajectories of the particles is h = 2 −8 . Figure 3 compares the expected mean of the signal calculated by numerical solution of the Zakai equation on the one hand and by the branching particle system on the other hand. The curve corresponding to the Zakai equation is lower at the final time than the other. The conditional densities of the signal at various times as calculated by solution of the Zakai equation are shown in Figure 4 . The graphs progress with time from the right to left of the picture.
Example 2.
In the second example we have a six-dimensional signal, representing the position and velocity of a tennis ball, and a four-dimensional observation, consisting of angles measured by observers at two different positions. We suppose that the tennis ball is thrown at time t 0 = 0 from an initial position and with an initial velocity, both drawn from normal distributions. The observers do not start measuring until time t 1 > t 0 . The velocity of the ball is subject to white noise supposed to represent wind. The observations also include noise. The signal (x(t), v(t)), where x, v ∈ R 3 are the position and velocity of the tennis ball, is therefore given by dx(t) = v dt, dv(t) = −Av dt + B dw(t), where w(t) is standard Brownian motion in R 3 . A and B are diagonal matrices with constant entries and A(1, 1) = A(2, 2) = ǫ, A(3, 3) = g +ǫ, where g is the gravitational constant. The observation vector, y(t) ∈ R 4 is defined by dy 1 (t) = α 1 arctan x 3 − p 3 x 1 − p 1 dt + dw 1 (t), dy 2 (t) = α 2 arctan x 3 − p 3 x 2 − p 2 dt + dw 2 (t), dy 3 (t) = α 3 arctan x 3 − q 3 x 1 − q 1 dt + dw 3 (t), 
