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a b s t r a c t
The traditional Bayesian factor analysis method is extended. In contrast to the case for
previous studies, the matrix variate t-distribution is utilized to provide a prior density on
the latent factors. This is a natural extension of the traditional model and yields many
advantages. The crucial issue is the selection of the number of factors. The marginal
likelihood, constructed by asymptotic and computational approaches, is generally utilized
for this problem. However, both theoretical and computational problems have arisen.
In this paper, the exactmarginal likelihood is derived. It enables us to evaluate posterior
model probabilities without inducing the above problems. Monte Carlo experiments were
conducted to examine the performance of the proposed Bayesian factor analysis modelling
methodology. The simulation results show that the proposedmethodology performswell.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Factor analysis has been one of the most useful statistical tools for summarizing covariance patterns and reducing
dimensionality in multivariate data. Recent years have seen increasing attention to factor analysis. In particular, Bayesian
factor analysis methodology has received considerable attention in a wide variety of application areas such as economics,
finance, psychology, and genome science [1–4].
A challenging topic in Bayesian factor analysis, as well as in traditional factor analysis, is the determination of the number
of factors. This is because the number of factors does indeed play an essential role in the practical implementation of factor
analysis. The most common Bayesian approach for selecting a model is to choose the model with the largest posterior
probability among a set of candidatemodels. Therefore, the calculation of themarginal likelihood is the crucial point, though
it has been regarded as one of the most difficult problems.
Generally, there are two approaches for calculating the marginal likelihood. One approach is the use of asymptotic
arguments [5]. For Bayesian factor analysis models, Press and Shigemasu [6] proposed the use of the Bayesian information
criterion [7] to calculate themarginal likelihood. Unfortunately, like the extended Bayesian information criterion [8], it does
not give the correctmarginal likelihood evenwith large sample sizes [9,10]. Press [11] approximated themarginal likelihood
using large sample theory.
The other studies explored computational approaches for approximating the marginal likelihood, especially ones based
on Markov chain Monte Carlo (MCMC) methods. For the marginal likelihood calculations, Lopes andWest [2] conducted an
extensive survey of computational approaches: the candidate estimator [12], the harmonic mean estimator [13], Gelfand’s
and Dey’s estimator [14], the Laplace–Metropolis estimator [15], the bridge sampling estimator [16]. Lopes and West [2]
proposed the use of the reversible jump MCMC algorithm [17]. However, we have to be careful about the problems of
diagnosing convergence of MCMC algorithms. Also, the computational costs cannot be ignored when we implement them
for large data sets.
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This article has two aims. First, a new Bayesian factor analysis model is introduced. In the traditional Bayesian factor
analysis model [2,11], the normal distribution is assumed for the latent factors. In contrast to the case for previous studies,
a matrix variate t-distribution with a particular form is utilized. This is a natural extension of the traditional model and
yields many advantages; it enables us to incorporate information regarding the dependence structure of the latent factor.
In fact, Tucker [18] pointed out the possibility of using a correlated factor system. The specified prior form also enables us
to decompose the posterior distribution of model parameters, and therefore we can draw posterior samples using naive
simulation methods such as direct Monte Carlo.
As regards novelty, it should be pointed out that this specification is a special case of the structural equationmodel given
in [19], where the latent variables follow a distribution with stochastic weight and hence their specification is more general
than the t-distribution. We also refer the reader to [20,21] that tried to incorporate a general class of distributions into the
latent variables so that themodel is robust to outliers. Therefore, a novelty of the proposed prior specification is that it allows
us to derive the exact marginal likelihood.
The second aim is to derive the marginal likelihood of the proposed model exactly. Thanks to the introduction of the
matrix variate t-prior, we can calculate the marginal likelihood analytically. Therefore, we can easily explore the posterior
distribution for the number of factors. The proposed method does not induce either the theoretical or the computational
problems caused in the previous studies.
Section 2 briefly reviews traditional Bayesian factor analysis. We then present the newmodel and its analytical posterior
inference approach. Section 3 develops the marginal likelihood of the proposed Bayesian factor analysis model. Section 4
presents some comparative studies with simulated and real data sets. A direct Monte Carlo procedure [22] is also described,
for yielding draws from the joint posterior density of the parameters. Section 5 concludes.
2. Bayesian factor analysis model with fat-tailed factors
2.1. Preliminary: Bayesian and non-Bayesian factor analysis
As a convenient tool for extracting information frommultivariate data, factor analysis is widely used in various research
fields. The key idea behind factor analysis is that the observations are generated from some lower-dimensional structure,
which is not directly observable.
Suppose that a set of n independent observations {x1, . . . , xn} are generated from a zero-mean p-dimensional
multivariate unknown distribution. For any specified number of factors m, the factor analysis assumes the following
structure:
xi = Λ′fi + εi, i = 1, . . . , n, (1)
where fi is them-dimensional common factor,Λ is them× p factor loading matrix, and εi is the zero-mean p-dimensional
noise vector.
The common assumptions of the maximum likelihood factor analysis are as follows: (a) the number of factorsm is lower
than p, (b) the noise follows a multivariate normal distribution with mean 0 and covariance matrix Ψ , which is diagonal,
(c) the factor follows a multivariate normal distribution with mean 0 and unit covariance matrix Im, and (d) fi and εi are
independent.
The maximum likelihood method [23,24] estimates unknown parameters F = (f1, . . . , fn)′,Λ and Ψ by maximizing the
likelihood function
L(X |Λ, F ,Ψ ,m) = 1
(2pi)np/2|Ψ |n/2 exp
[
−1
2
tr
{
(X − FΛ)′(X − FΛ)Ψ−1}] (2)
with X = (x1, . . . , xn)′
It is well-known that further constraints are required to define a uniquemodel. For example, themodel is invariant under
transformations of the factor f ∗ = Q f , where Q is any orthogonal matrix. With regard to this problem, the author refers the
reader to [25,26,2,24].
There are several extensions of the traditional factor analysis. One can obviously relax the diagonal assumption regarding
Ψ . Yalcin and Amemiya [27] argued that the traditional factor analysis does not need to be restricted to linearity and
proposed nonlinear factor analysis. Lewin-Koh and Amemiya [28] proposed a heteroscedastic factor analysis model and
its inference procedures without specifying the distributional forms for the factors and heteroscedastic errors.
Many studies have been conducted in the context of Bayesian factor analysis, where the parametersΛ andΨ are regarded
as random variables [1–4]. For example, [3] employed a matrix variate normal and inverted Wishart priors for Λ and Ψ .
This prior specification leads to analytical results for conditional posterior densities of these two parameters. Considering
the model parameter identification, [2] used independent normal and truncated normal priors for factor loadings. Under
the diagonal assumption on Ψ , [2] used a common inverse gamma prior, and took the variances to be independent.
In this paper, we relax the assumptions of the traditional Bayesian factor analysis model in a different way. The details
will be discussed in the next section.
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2.2. Bayesian factor analysis with fat-tailed factors, priors and posterior inference
Bayesian factor analysis [3,6] is an useful tool for incorporating the prior information regarding parameter values into the
model [11]. To complete a Bayesian specification, we have to formulate the prior distribution. It is common to decompose
the prior density as follows:
pi(Λ, F ,Ψ ,m) = pi1(Λ|Ψ ,m)pi2(Ψ )pi3(F |m)pi4(m).
The well-known priors pi1 and pi2, for Λ and Ψ , are a matrix variate normal distribution with hyperparameter (Λ0,H,Ψ )
and an inverted Wishart distribution with parameter (ν, B), respectively:
pi1(Λ|Ψ ,m) = 1
(2pi)mp/2
|Ψ |−m/2|H|−p/2 exp
[
−1
2
tr
{
(Λ−Λ0)′H−1(Λ−Λ0)Ψ−1
}]
, (3)
pi2(Ψ ) = 12νp/2Γp( ν2 )
|B|ν/2|Ψ |−(ν+p+1)/2 exp
{
−1
2
tr
(
Ψ−1B
)}
, (4)
where Γp(·) is the p-dimensional multivariate gamma function. Note that, as in [11,29], Ψ is not a diagonal matrix.
Generally, the traditional Bayesian factor analysis utilizes the matrix variate normal distributions for the factor matrix
F . In contrast to the case for the traditional model, it is assumed that the factor matrix F follows the matrix variate
t-distribution:
pi3(F |m) =
|H|(ζn,p,ν−n)/2Γn
(
ζn,p,ν
2
)
pinm/2Γn
(
ζn,p,ν−m
2
) 1|H + F ′F |ζn,p,ν , (5)
with ζn,p,ν = n + ν − p. The matrix variate t-distribution is studied by [30–32]. This is a natural extension of the
traditional Bayesian factor analysis model. In the context of structural equation modeling research, [33,19] introduced the
latent variables, which follow a distribution with stochastic weight. It contains a t-distribution expression by specifying the
stochastic weight as a chi-square distribution. The standard structural equation models were also extended by making no
distributional assumption for the latent variables [21].
We can also see from pi3(F |m) in (5) that the prior density depends on the sample size. Such prior settings are used by
many studies [34–38,8]. When the number of observations is small, the number of degrees of freedom of pi3(F |m) is small
and vice versa. The degrees of freedom of pi3(F |m) can also be controlled by ν.
Generally, the posterior distribution of unknown model parameter is obtained from Bayes’ rule:
pi(Λ, F ,Ψ ,m|X) ∝ L(X |Λ, F ,Ψ ,m)pi(Λ, F ,Ψ ,m), (6)
where L(X |Λ, F ,Ψ ,m) is the likelihood function and pi(Λ, F ,Ψ ,m) is the prior density.
Although much recent methodological progress in Bayesian factor analysis has been due to use of Markov chain Monte
Carlo (MCMC)methods, we shall develop the conditional model estimation procedure [3]. The proposed estimationmethod
is practical in terms of real-time implementation. Moreover, it avoids the convergence diagnosis difficulties caused by the
use of MCMC methods.
The proposed estimation procedure is similar to that proposed by Press and Shigemasu [3]. At first, we set the number of
factorsm. Themarginal mode of F , Fˆ |X,m, is then estimated. Conditional on Fˆ , X,m, we next estimate the conditional mode
ofΛ, Λˆ|Fˆ , X,m. The conditional mode of Ψ , Ψˆ |Λˆ, Fˆ , X,m, is estimated sequentially. The details of the discussion below are
to be found in the Appendix.
For a particular value ofm, the marginal posterior distribution of F is the matrix variate t-distribution:
pi(F |X,m) ∝ 1|A+ (F − Fˆ)′G(F − Fˆ)|(γ−m)/2 , (7)
where γ = n+m+ ν, the matrices A and G are given in Theorem 1, and the mode Fˆ is
Fˆ = {In − X(B+ X ′X +Λ′0HΛ0)−1X ′}−1 X(B+ X ′X +Λ′0HΛ0)−1Λ′0H. (8)
The above estimator exists as long as (a): the matrices (B + X ′X + Λ′0HΛ0) and
{
In − X(B+ X ′X +Λ′0HΛ0)−1X ′
}
are
nonsingular, and (b): γ −m > n+m−1 (ν > m−1), which is from the definition of the matrix variate t-distribution [39].
The difference between the above estimator and that in the paper of Press and Shigemasu [3] is that we have obtained
themarginal posterior distribution of F analytically. On the other hand, Press and Shigemasu [3] approximated themarginal
posterior distribution of F under a large sample condition. Press and Shigemasu [3] approximated the posterior of F using a
matrix variate t-distribution.
Next, the conditional posterior distribution forΛ, given F andm, is the matrix variate t-distribution:
pi(Λ|X, F ,m) ∝ 1|RF + (Λ−ΛF )′QF (Λ−ΛF )|γ /2 , (9)
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where
QF = H + F ′F ,
RF = X ′X + B+Λ′0HΛ0 − (X ′F +Λ′0H)Q−1F (X ′F +Λ′0H)′,
ΛF = (X ′F +Λ′0H)(H + F ′F)−1.
The conditional posterior mode ofΛ given X, Fˆ ,m is
ΛˆFˆ = (X ′Fˆ +Λ′0H)(H + Fˆ ′Fˆ)−1. (10)
The conditional posterior distribution for Ψ , givenΛ, F andm, is the inverted Wishart distribution
pi(Ψ |Λ, F , X,m) ∝ 1|Ψ |(γ+p+1)/2 exp
{
−1
2
tr
(
Ψ−1K
)}
, (11)
with K = B+ (Λ−Λ0)′H−1(Λ−Λ0)+ (X − FΛ)′(X − FΛ). Thus, the conditional posterior mode of Ψ given X, Fˆ , Λˆ,m is
Ψˆ = 1
γ − p− 1 {B+ (Λˆ−Λ0)
′H−1(Λˆ−Λ0)+ (X − FˆΛˆ)′(X − FˆΛˆ)}. (12)
Because the marginal posterior distributions of each of the parameters are obtained analytically, for a given value of m,
it is straightforward to draw posterior samples using simple simulation methods such as direct Monte Carlo. Reversible
jumpMCMCmethods are also available for exploring posterior distributions for model parameters as well as the number of
factors [2].
The problem that still remains is how to identify the number factors. In the next section, we investigate this issue from
a Bayesian point of view and derive the marginal likelihood exactly.
3. Determining the number of factors
Suppose we are interested in selecting a model from a set of candidate models M1, . . . ,Mr , where r is the number of
candidate models. When the model searching space is just the number of factors m, r is the maximum number of factors.
However, when we consider a two-dimensional model search, e.g., for the number of factors m and the degree of freedom
parameter ν, then r is the number of combinations of (m, ν). There are a lot of model selection studies: [40] considered the
maximization of an expected log-likelihood of the predictive distributions, [35] proposed the model selection framework
thatmaximizes the posterior mean of the expected log-likelihood, and the cross-validation predictive density approachwas
introduced by [41].
In the Bayesianmodel selection framework [5], themodel with the largest posterior probability among a set of candidate
models is selected. The posterior probability of them-factor modelMj is given by
pi(Mj|X) ∝ pi(Mj)×
∫
L(X |Λ, F ,Ψ ,m)pi(Λ, F ,Ψ ,m)dΛdFdΨ , (13)
where pi(Mj) is the prior probability for modelMj. Given value ofm, the quantity
pi(X |m) =
∫
L(X |Λ, F ,Ψ ,m)pi(Λ, F ,Ψ ,m)dΛdFdΨ (14)
obtained by integrating over the parameter spaceΛ, F and Ψ is the marginal likelihood of the data X .
One approach is the use of the Laplacemethod for integrals [5]. Others are computationally intensivemethods [2]. In this
paper we calculate the marginal likelihood analytically. The result is summarized in the following theorem.
Theorem 1. The marginal likelihood of the proposed Bayesian factor analysis model is given as follows:
pi(X |m) = |B|
ν/2|H|(ν−2p)/2
pinp/2|W |(γ−m)/2|G|m/2|A|ν/2
Γm
(
γ−p
2
)
Γn
(
γ−m−p
2
)
Γn
(
γ−2m
2
)
Γm
(
γ
2
)
Γn
(
γ−2m−p
2
)
Γn
(
γ−m
2
) , (15)
where γ = n+m+ ν and
W = B+ X ′X +Λ′0HΛ0,
G = In − XW−1X ′,
A = H + H ′Λ0W−1Λ′0H − (XW−1Λ′0H)′G−1(XW−1Λ′0H).
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The derivation is given in the Appendix.
Actually, the marginal likelihood pi(X |m) in (15) also depends on a specification of the hyperparameters: the degree of
freedom parameter ν, and the general matrices B and H . Because the optimization of hyperparameters is a computationally
intensive task, these parameters are arbitrarily fixed in the previous researches (see, for e.g., [2]). Although one can further
consider the optimization of these hyperparameters, except for the degree of freedomparameter ν, this research also follows
the previous studies.With regard to the specifications of the generalmatrices B andH , proper but vague specification is used
in the numerical examples.
4. Numerical examples
4.1. Simulation study
Monte Carlo experiments were conducted to investigate the performance of the proposed criterion in (15). We also
considered the following three criteria:
(1) : Akaike [45] : AIC(m) = −2 log L(X |ΛˆMLE, FˆMLE, ΨˆMLE,m)+ 2× dim(θ),
(2) : Schwarz [7] : BIC(m) = −2 log L(X |ΛˆMLE, FˆMLE, ΨˆMLE,m)+ log(n)× dim(θ),
(3) : Bozdogan [46] : CAIC(m) = −2 log L(X |ΛˆMLE, FˆMLE, ΨˆMLE,m)+ {log(n)+ 1} × dim(θ),
where ΛˆMLE , FˆMLE and ΨˆMLE are the maximized likelihood estimates and dim(θ) is the number of parameters. These criteria
are applied to the traditional factor analysis model, in which the latent factor follows a multivariate normal distribution
with mean 0 and unit covariance matrix Im.
The first data sets were generated from the traditional factor analysis model:
xi = Λ′fi + εi, i = 1, . . . , n, (16)
where the m-dimensional factor fi is a vector of N(0, 1) variables and the p-dimensional noise vector εi is distributed as
normal with mean 0 and variance Ip. Each component of the factor loading matrixΛwas generated from N(0, 1).
For the second data sets, we generated a set of data from the following model (16), where the m-dimensional factor fi
is a vector of Student-t variables with degrees of freedom ν = 10. Under the well-known restriction between m and p
(see, e.g., [24]), the configuration of the number of factors and the dimension of the data are set to be m = 3 and p = 15,
respectively.
We consider various sample sizes, n = {50, 100, 200}. The maximum number of factors is set to be mmax = 7. Prior
model probabilities are set to be equal. Setting the hyperparameters H = Im and B = Ip, the degrees of freedom ν and
the number of factors m are optimized by maximizing the posterior model probability. The candidates for the degrees of
freedom ν were chosen on an evenly spaced grid of 20 values between ν = 10 and ν = 80.
Tables 1 and 2 report the frequency distributions of a selected number of factors over 100 replications for each
configuration. The means of the selected degrees of freedom ν are also given. It may be seen from the simulation results
that the proposed criterion gives precise estimates of the number of factors.
When one is interested in knowing the parameter values, a direct Monte Carlo approach is available. As shown in
Section 2.2, given the value ofm, the joint posterior density function of {Λ, F ,Ψ } can be decomposed as
pi(Λ, F ,Ψ |X,m) = pi(Ψ |X,m, F ,Λ)pi(Λ|X,m, F)pi(F |X,m).
Using this structure, we can use the following direct Monte Carlo algorithm.
A direct Monte Carlo sampling procedure:
Step 1 Fixm and set the number of samples N to be generated.
Step 2 Generate F (k) (k = 1, . . . ,N) from pi(F |X,m) in (7). Then insert the drawn values F (k) into the conditional posterior
density pi(Λ|X, F (k),m) in (9).
Step 3 Make a draw Λ(k) from pi(Λ|X, F (k),m) for k = 1, . . . ,N and insert the drawn values Λ(k) (and also F (k)) into
pi(Ψ |Λ, F , X,m).
Step 4 Draw Ψ (k) from the conditional posterior density pi(Ψ |Λ(k), F (k), X,m), for k = 1, . . . ,N .
Therefore, we can compute various quantities of interest, e.g. posterior densities for parameters and associated intervals
and regions, moments, predictive densities for future observations and associated quantities.
A set of data with size n = 50was generated from the second setting, i.e., we generated a set of data from themodel (16),
where the factors are distributed as Student-t with degrees of freedom ν = 10. Settingm = 3 and N = 2000, we generated
posterior samples {F (k),Λ(k),Ψ (k)}, k = 1, . . . , 2000, using the direct Monte Carlo sampling procedure.
Table 3 reports the posterior modes, the means, the standard deviations and the 2.5th and 97.5th percentiles of the
posterior samples for subset ofmodel parameters. It can be seen that the proposeddirectMonte Carlo sampling procedure for
estimating the parameters is quite reasonable. The 95% posterior intervals, constructed from the 2.5th and 97.5th percentiles
of the posterior samples, include almost all of the true parameter values. Although all true parameter values are not included
in the 95% posterior intervals (e.g., f13 in Table 3), we found that we can estimate the true parameter values more accurately
under a large sample size.
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Table 1
Frequency distributions of the selected number of factors. The data are generated from the traditional factor model (16). EML, exact marginal likelihood.
n Criteria 1 2 3 4 5 6 7 ν
50 EML 0 1 99 0 0 0 0 17.2
AIC 0 0 80 15 4 1 0 –
BIC 0 6 94 0 0 0 0 –
CAIC 0 8 92 0 0 0 0 –
100 EML 0 0 100 0 0 0 0 17.2
AIC 0 0 84 15 1 0 0 –
BIC 0 1 99 0 0 0 0 –
CAIC 0 2 98 0 0 0 0 –
200 EML 0 0 100 0 0 0 0 17.2
AIC 0 0 86 13 1 0 0 –
BIC 0 0 100 0 0 0 0 –
CAIC 0 0 100 0 0 0 0 –
Table 2
Frequency distributions of the selected number of factors. The data are generated from the model (16), where the latent factors follow the matrix variate
t-distribution. EML, exact marginal likelihood.
n Criteria 1 2 3 4 5 6 7 ν
50 EML 0 1 99 0 0 0 0 13.4
AIC 0 0 78 16 5 1 0 –
BIC 0 8 92 0 0 0 0 –
CAIC 0 14 86 0 0 0 0 –
100 EML 0 0 100 0 0 0 0 13.4
AIC 0 0 79 19 2 0 0 –
BIC 0 2 98 0 0 0 0 –
CAIC 0 2 98 0 0 0 0 –
200 EML 0 0 100 0 0 0 0 13.4
AIC 0 0 83 16 1 0 0 –
BIC 0 0 100 0 0 0 0 –
CAIC 0 0 100 0 0 0 0 –
Table 3
Summary of the parameter estimates. The posteriormodes, themeans, the standard deviations, and the 2.5th and 97.5th percentiles of the drawn posterior
samples. Sample size n = 50. The number of draws is N = 2,000. TV, true value.
TV Mode Mean SD 2.5% 97.5%
λ11 1.223 1.546 1.483 1.128 −0.749 3.686
λ12 −0.908 −1.201 −1.140 1.387 −3.869 1.528
λ13 −0.688 −0.295 −0.155 1.916 −3.840 3.770
λ21 −0.805 −0.855 −0.914 1.096 −3.054 1.210
λ22 −1.063 −1.415 −1.383 1.502 −4.266 1.496
λ23 0.674 0.911 1.013 0.718 −0.398 2.441
ψ11 1.000 1.228 1.905 1.181 0.660 5.051
ψ12 0.000 0.019 −0.017 0.286 −0.586 0.521
ψ13 0.000 0.001 0.022 0.336 −0.608 0.686
ψ21 0.000 0.003 −0.058 1.490 −3.116 3.042
ψ22 1.000 1.377 2.286 1.475 0.726 6.174
ψ23 0.000 −0.037 −0.058 1.316 −2.946 2.655
f11 −0.563 −0.856 −0.814 0.1862 −1.185 −0.453
f12 −0.582 −0.328 −0.390 0.1868 −0.766 −0.009
f13 0.999 0.899 0.897 0.0371 0.823 0.970
f21 −1.412 −1.508 −1.463 0.1597 −1.783 −1.112
f22 −0.274 −0.289 −0.279 0.0940 −0.458 −0.100
f23 0.371 0.367 0.364 0.0276 0.313 0.422
4.2. Real data application
In this section the proposed method is applied to customer satisfaction data [42] and a job applicant example [43].
The former contains responses to a satisfaction survey for a Yellow Pages advertising product. The latter were recorded
to investigate the acceptability of applicants for a certain job. The number of observations and the dimension of the data
sets are (n, p) = (1811, 10) and (48, 15), respectively. Table 4 summarizes the variables. The scores for both data sets are
recorded on the 10-point measure.
Setting the hyperparameters H = Im and B = Ip, the degrees of freedom ν and the number of factors m are optimized
by maximizing the posterior model probability. Prior model probabilities P(Mr) are set to be equal. Table 5 summarizes the
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Table 4
Variable descriptions for each data set.
Variable Customer satisfaction data Job applicant data
1 Overall satisfaction Form of letter application
2 Setting competitive prices Appearance
3 Holding price increase to a minimum Academic ability
4 Appropriate pricing given volume Likeability
5 Demonstrating effectiveness of purchase Self-confidence
6 Reach a large num. of customers Lucidity
7 Reach of advertising Honesty
8 Long-term exposure Selling ability
9 Distribution Experience
10 Distribution to right geographic areas Drive
11 Ambition
12 Grasp
13 Potential
14 Keenness to join
15 Suitability
Table 5
Selected number of factorsm for each data set. Figures in parentheses give estimated degrees of freedom ν. EML, exact marginal likelihood.
EML AIC BIC CAIC
Customer satisfaction data 3 (13.0) 5 4 4
Job applicant data 3 (17.8) 7 3 4
Fig. 1. (a) Result of hierarchical clustering of the estimated factor Fˆ and (b) corresponding overall satisfaction scores (10 is ‘‘Excellent’’ and 1 is ‘‘Poor’’) for
each observation.
fitting results. BIC-type criteria tend to choose fewer number of factors than AIC-type criteria. This is consistent with the
well-known fact that AIC-type criteria generally tend to select more complex models than BIC-type criteria.
The estimated factor loading matrix ΛˆFˆ of customer satisfaction data is
ΛˆFˆ =
(−0.71 −0.67 −0.66 −0.76 −0.68 −0.66 −0.59 −0.55 −0.45 −0.46
0.20 0.87 0.77 0.60 −0.14 −0.18 −0.71 −0.60 −0.80 −0.80
0.53 −0.55 −0.84 0.15 0.67 1.07 −0.02 −0.11 −0.67 −0.76
)
.
The first factor seems to be the overall evaluation to the advertising product. The second factor might be a pricing factor,
because the coefficients that relate to the pricing are positive. Services for many customers seem to be the third factor. We
applied a hierarchical clusteringmethod to the estimated factor Fˆ . Fig. 1 investigates the relationship between the clustering
results and corresponding overall satisfaction scores (10 is ‘‘Excellent’’ and 1 is ‘‘Poor’’). As shown in Fig. 1, the clustering
results relate to the overall satisfaction score. Similar results are obtained with respect to other variables.
5. Conclusion
Criteria constructed by asymptotic and computational approaches have been used for selecting the number of factors in
the traditional Bayesian factor analysismodel. In this articlewe have extended the traditional Bayesian factor analysismodel
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and presented its marginal likelihood exactly. The parameter estimation algorithm presented is also easy to implement. As
shown in numerical examples, the proposed methodology performed well.
Advantages of the proposedmethod are the availability of the exactmarginal likelihood of themodel, and the conditional
decomposition of the joint posterior density of the parameters. Thanks to the availability of the exact marginal likelihood,
we can easily obtain posterior distributions of the number of factorsmwithout computational approximation errors caused
by MCMC methods. Also, the quantity is rather robust to the sample size, while the Laplace method for high-dimensional
integrals [5] is often inaccurate under small sample size. The conditional decomposition of the joint posterior density of the
parameters is also useful. As shown in Section 4.1, we can easily implement posterior sampling of the model parameters.
There aremany directions for further research. Recently,many efforts have been devoted to giving dynamic factormodels
for the analysis of huge panel data. In the study, both the number of observations and the cross-section dimension tend
to infinity [44]. Furthermore, it often happens that the number of observations is much smaller than the cross-section
dimension, while the proposed method considered the proper situation, i.e., the number of observations is larger than the
cross-section dimension. Therefore, it would be interesting to develop a new Bayesian factor analysis method so that it
works well under the above situations.
Second, itmight happen that the normality assumption on the error term is not quite tenable and thicker tails are required
to adequately capture the main features of the data, e.g., the asset return in finance study. One of natural extensions of the
proposed method is to replace the normal error terms by a multivariate Student-t distribution with unknown degrees of
freedom.
Thirdly, many studies tried to incorporate a general class of distributions into the latent variables so that the model is
robust to outliers [19–21]. For example, [19] assumed a distribution with stochastic weight; no distributional assumption
of the latent variables is taken by [21]. Extensions of the proposed model in this paper will be a topic of our future research.
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Appendix. Calculation of the marginal likelihood
The joint posterior distribution is given by
pi(Λ, F ,Ψ ,m|X) ∝ L(X |Λ, F ,Ψ ,m)pi(Λ, F ,Ψ ,m) = C(ν, p)|B|
ν/2pi3(F |m)pi4(m)
(2pi)(np+mp)/2|Ψ |(n+m+ν+p+1)/2|H|p/2 × exp
{
−1
2
tr
(
Ψ−1K
)}
≡ R, (A.1)
where C(ν, p)−1 = 2νp/2Γp(ν/2) and K = B+(Λ−Λ0)′H−1(Λ−Λ0)+(X−FΛ)′(X−FΛ). We can see that the conditional
posterior distribution for Ψ givenΛ, F andm is the inverted Wishart distribution [39].
The joint posterior distributionpi(Λ, F ,m|X) is obtained by integrating over the parameter spaceΨ . It can be evaluated as
pi(Λ, F ,m|X) ∝
∫
RdΨ = C(ν, p)|B|
ν/2pi3(F |m)pi4(m)
(2pi)(np+mp)/2|H|p/2 ×
∫
1
|Ψ |(n+m+ν+p+1)/2 exp
{
−1
2
tr
(
Ψ−1K
)}
dΨ
= 2
νp/2C(ν, p)|B|ν/2pi3(F |m)pi4(m)
pi (np+mp)/2|H|p/2 × Γp
(γ
2
)
× |K |−γ /2
= 2
νp/2C(ν, p)|B|ν/2pi3(F |m)pi4(m)Γp
(
γ
2
)
pi (np+mp)/2|H|p/2 ×
1
|RF + (Λ−ΛF )′QF (Λ−ΛF )|γ /2
≡ R1, (A.2)
where thematrices RF and QF are defined in Eq. (9). The conditional posterior distribution ofΛ for given F andm is therefore
the matrix variate t-distribution. The equality of the third and fourth lines is from [11].
Integrating over the parameter spaceΛwith respect to R1, we next obtain the joint posterior distribution pi(F ,m|X):
pi(F ,m|X) ∝
∫
R1dΛ = 2
νp/2C(ν, p)|B|ν/2pi3(F |m)pi4(m)Γp
(
γ
2
)
pi (np+mp)/2|H|p/2 ×
∫
dΛ
|RF + (Λ−ΛF )′QF (Λ−ΛF )|γ /2
= 2
νp/2C(ν, p)|B|ν/2pi3(F |m)pi4(m)Γp
(
γ
2
)
pinp/2|H|p/2 ×
1
|QF |p/2|RF |(γ−m)/2 ×
Γm
(
γ−p
2
)
Γm
(
γ
2
)
≡ R2. (A.3)
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Noting the following identity formula [11]:
pi3(F |m)
|QF |p/2|RF |(γ−m)/2 =
1
|W |(γ−m)/2
|H + F ′F |(γ−m−p)pi3(F |m)
|A+ (F − Fˆ)′G(F − Fˆ)|(γ−m)/2
and that the prior distribution of F is the matrix variate t-distribution, the marginal posterior distribution of F can be
obtained. It is the matrix variate t-distribution,
pi(F |X,m) ∝ 1|A+ (F − Fˆ)′G(F − Fˆ)|(γ−m)/2 , (A.4)
where the matrices A and G are given in Theorem 1.
The posterior probability pi(m|X) is
pi(m|X) ∝
∫
R2dF = 2
νp/2C(ν, p)|B|ν/2pi4(m)Γp
(
γ
2
)
Γm
(
γ−p
2
)
pinp/2|H|p/2Γm
(
γ
2
) × ∫ pi3(F |m)|QF |p/2|RF |(γ−m)/2 dF . (A.5)
Since ∫
pi3(F |m)
|QF |p/2|RF |(γ−m)/2 dF =
|H|(γ−m−p−n)/2
pinm/2|W |(γ−m)/2 ×
Γn
(
γ−m−p
2
)
Γn
(
γ−2m−p
2
) × ∫ dF|A+ (F − Fˆ)′G(F − Fˆ)|(γ−m)/2
= |H|
(γ−m−p−n)/2
pinm/2|W |(γ−m)/2 ×
Γn
(
γ−m−p
2
)
Γn
(
γ−2m−p
2
) × pinm/2|G|m/2|A|(γ−m−n)/2 Γn
(
γ−m−m
2
)
Γn
(
γ−m
2
)
= |H|
(γ−m−p−n)/2
|W |(γ−m)/2|G|m/2|A|(γ−m−n)/2 ×
Γn
(
γ−m−p
2
)
Γn
(
γ−2m
2
)
Γn
(
γ−2m−p
2
)
Γn
(
γ−m
2
) ,
we obtain the marginal likelihood, pi(X |m) = pi4(m)−1
∫
R2dF , as given in Theorem 1.
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