In 17] Huang gave a characterization of local tournaments. His characterization involves arc-reversals and therefore may not be easily used to solve other structural problems on locally semicomplete digraphs (where one deals with a xed locally semicomplete digraph). In this paper we derive a classi cation of locally semicomplete digraphs which is very useful for studying structural properties of locally semicomplete digraphs and which does not depend on Huang's characterization. An advantage of this new classi cation of locally semicomplete digraphs is that it allows one to prove results for locally semicomplete digraphs without reproving the same statement for tournaments.
Introduction
Two classical results on tournaments are the facts that every tournament has a hamiltonian path and every strongly connected tournament has a hamiltonian cycle. It is an easy exercise to show that each of these results also hold for semicomplete digraphs { a slight generalization of tournaments in which there is at least one arc between each pair of distinct vertices.
In 2] the rst author proved that the characterizations for hamiltonian path and cycle in tournaments extend to locally semicomplete digraphs { for every vertex x the set of inneighbours as well as the set of out-neighbours of x induce a semicomplete digraph. He also showed that several other properties of tournaments hold for locally semicomplete digraphs as well.
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Since their introduction in 2], locally semicomplete digraphs have been extensively studied, see e.g. 2, 3, 7, 5, 8, 9, 11, 12, 13, 14, 15, 16, 17, 18, 21] . Locally semicomplete digraphs are interesting, not just because they are a natural generalization of tournaments, but also because of their underlying undirected graphs. These are exactly the proper circular arc graphs (a connected graph is a proper circular arc graph if it is the intersection graph of a family of arcs on a circle, none of which properly contains another) 20]. This fact, together with Huang's deep structure theorem on locally semicomplete digraphs with no directed cycles of length two 17], was used in 8] to develop an optimal linear algorithm for recognizing proper circular arc graphs, in 16] to develop optimal linear algorithms for chromatic number and maximum clique in proper circular arc graphs, and in 5] to develop an optimal linear algorithm to recognize locally semicomplete digraphs.
In 17] Huang characterized local tournaments, i.e. locally semicomplete digraphs without 2-cycles. This is a deep and di cult result. Unfortunately, Huang's characterization, which involves arc-reversals, cannot be easily applied to solve other structural problems on locally semicomplete digraphs. In 4] it was shown that Huang's characterization actually implies another classi cation of locally semicomplete digraphs which is very useful in the study of structural properties of locally semicomplete digraphs. In this paper we prove a more precise classi cation theorem without using Huang's result. Our proof is based on ideas from 4] and 9].
In 2] it was shown that there are in nite families of strong locally semicomplete digraphs which are not pancyclic and gave two su cient conditions for a locally semicomplete digraph to be pancyclic (see Corollaries 4.7 and 4.8). In 10] and 21] some other su cient conditions for pancyclicity of locally semicomplete digraphs were obtained (cf. Corollary 4.9). In this paper we show how to use our characterization of locally semicomplete digraphs (Theorem 3.11) to give a characterization of pancyclic and vertex pancyclic locally semicomplete digraphs. We also show that deciding whether a given locally semicomplete digraph has a kernel can be done e ciently.
Terminology and preliminaries
We shall assume that the reader is familiar with the standard terminology on graphs and digraphs and refer the reader In the rest of the section we consider the structure of strong locally semicomplete digraphs. We start with a lemma from 2]. Proof: Suppose D ? S is semicomplete for every minimal separating set S. Then D ? S is semicomplete for all separating sets S. Hence D is semicomplete, because any pair of non-adjacent vertices can be separated by some separating set S. Let 
2.
Proposition 3.6 allows us to construct a polynomial algorithm for checking whether a locally semicomplete digraph is round decomposable. It is not di cult to verify that our algorithm is correct and polynomial.
2.
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Now 2 
i < j < p). In both cases it is easy to see that D satis es (b). The last case V (Y ); V (Z) V (D 0
2 ) can be treated similarly.
2.
We can now state a classi cation of locally semicomplete digraphs. 
The following lemma is proved in the same way as Lemma 4.2 (by considering a shortest cycle, which by the assumption has length at most k). 
Note that Theorem 4.6 provides a polynomial algorithm for checking whether a locally semicomplete digraph is pancyclic or vertex pancyclic. Indeed, using the breadth-rst search one can nd a shortest cycle of length at least 3 containing a given vertex in linear time. Moreover, by Proposition 3.8 one can verify whether a locally semicomplete digraph has a round decomposition and nd this decomposition (if it exists) in polynomial time. 
. Note that if R is not strong and R has a kernel, then it is unique (this corresponds to a unique way to cover the dial of T R ).
Theorem 5.2 There exists a polynomial algorithm to decide if a given locally semicomplete digraph has a kernel.
Proof: By the remark on semicomplete digraphs above, we may assume that D is a locally semicomplete digraph which is not semicomplete. If U(D) has independence number two, then we can simply check, for each set of two non-adjacent vertices of D, whether they form a kernel. So suppose, by Theorem 3.11 and Corollary 3.13, that D is round decomposable and let D = R S 1 ; : : :; S r ] be the round decomposition of D and recall that each S i is a strong semicomplete digraph. We may assume, by Lemma 5.1, that some S i has at least two vertices. Note that, unless S i has a kernel, no kernel of D can contain a vertex of S i , because if some vertex of S j , j 6 = i dominates a vertex in S i , then S j )S i . Now it is easy to see that D has a kernel if and only if the scale of the time clock T de ned with respect to R, but where we have put T i = ] (the empty interval) for each i such that jS i j 2 and S i has no kernel, can be covered by independent intervals.
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The complexity of this algorithm is at most O(n 3 ), where n is the number of vertices of D.
