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We study indirect exchange interaction between magnetic impurities in the (001)
CdTe/HgTe/CdTe symmetric quantum well. We consider low temperatures and the case of the
chemical potential placed in the energy gap of the 2D quasiparticle spectrum. We find that the indi-
rect exchange interaction is suppressed exponentially with the distance between magnetic impurities.
The presence of inversion asymmetry results in oscillations of the indirect exchange interaction with
the distance and generates additional terms which are non-invariant under rotations in the (001)
plane. The indirect exchange interaction matrix has complicated structure with some terms pro-
portional to the sign of the energy gap.
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I. INTRODUCTION
Theoretical prediction [1,2] and experimental obser-
vation [3] of the quantum Hall spin (QHS) effect in a
HgTe/CdTe quantum well (QW) triggered great interest
to this two-dimensional (2D) topological insulator (TI)
material [4,5]. The existence of the QHS state with the
perfect edge transport requires the presence of the time
reversal symmetry. A global time reversal symmetry
breaking perturbation, e.g. an external magnetic field,
demolishes the QHS state. A local perturbation which
breaks the time reversal symmetry does not destroy the
QHS state but can affect the edge transport [6,7].
A well-known example of the local time reversal sym-
metry breaking perturbation is a magnetic impurity in
the classical limit. In the presence of a finite concen-
tration of magnetic impurities the existence of the QHS
state can be questioned. For example, if spins of mag-
netic impurities are ordered ferromagnetically then the
QHS state will be suppressed due to the Zeeman split-
ting induced by a magnetization.
For a small concentration of magnetic impurities a pos-
sible phase diagram (e.g. in the plane of temperature ver-
sus concentration) is determined by an indirect exchange
interaction. In case of metals it is known as Ruderman-
Kittel-Kasuya-Yosida (RKKY) interaction [8–10]. This
interaction is long-ranged and oscillating in sign with the
distance. The latter leads to the spin glass phase at low
temperatures. Recently, RKKY interaction mediated by
surface states of a three dimensional (3D) topological in-
sulator attracted a lot of interest [11–17]. It was pre-
dicted that the RKKY interaction can lead to ferromag-
netic ordering of magnetic impurities and, thus, can open
a gap in the spectrum of surface states. This effect was
studied experimentally by angle resolved photoemission
spectroscopy [18–20].
Studies of the indirect exchange interaction in semicon-
ductors have been pioneered by Bloembergen and Row-
land [21]. It was shown that at zero temperature the
presence of a finite gap between valence and conduction
bands results in the exponential decay of the indirect ex-
change interaction with the distance provided the chem-
ical potential lies within the gap. Such short-ranged fer-
romagnetic Heisenberg interaction between magnetic im-
purities results in the ferromagnetic state at low temper-
atures (see Ref. [22,23] for a review).
The presence of strong spin-orbit coupling in a semi-
conductor complicates the form of the indirect exchange
interaction. In the simplest case, in addition to the
Heisenberg term the indirect exchange interaction in-
volves also the magnetic pseudo-dipole interaction [24–
26]. The latter prevents the system of magnetic impu-
rities from ferromagnetic ordering and favors spin glass
state. This was studied experimentally in details, for ex-
ample, in diluted magnetic semiconductors Hg1−xMnxTe
and Cd1−xMnxTe (see Ref. [27] for a review).
In this paper we study indirect exchange interaction
between magnetic impurities mediated by 2D electron
and hole quasiparticles in the (001) CdTe/HgTe/CdTe
symmetric QW. We focus on the case of low tempera-
tures and the chemical potential pinned within the en-
ergy gap of the 2D quasiparticle spectrum. We take into
account the presence of inversion asymmetry in the QW
[28–32]. We demonstrate that the indirect exchange in-
teraction is suppressed exponentially with the distance
between magnetic impurities. This is in accordance with
a general expectations, since the exchange interaction is
mediated by interband virtual transitions [23]. We find
that the presence of strong spin-orbit coupling in HgTe
and CdTe semiconductors results in the following inter-
esting features of the indirect exchange interaction:
(i) In the absence of inversion asymmetry the inter-
action includes anisotropic XXZ Heisenberg in-
teraction, magnetic pseudo-dipole interaction, and
Dzyaloshinsky-Moriya interaction. The relative
strengths of these terms depend on arrangement
of magnetic impurities along the z axis. In the
case of magnetic impurities situated in the x − y
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2plane passing exactly through the middle of the
QW, anisotropic XXZ Heisenberg interaction sur-
vives only. The sign of DM interaction depends on
the sign of the gap, i.e. the indirect exchange in-
teraction distinguishes the trivial and topological
insulators. Provided spins of magnetic impurities
are polarized in z direction, the indirect exchange
interaction is of antiferromagnetic sign.
(ii) The presence of inversion asymmetry makes the
indirect exchange interaction oscillating with the
distance and generates additional terms which are
non-invariant under rotations in the x − y plane.
Some of these terms are proportional to the sign of
the gap. Provided magnetic impurities are placed
exactly in the x−y plane passing through the mid-
dle of the QW the resulting indirect exchange in-
teraction is compatible with the D2d symmetry of
the system. In this case there is no dependence on
the sign of the gap. If spins of magnetic impuri-
ties are polarized in z direction, the sign of indirect
exchange interaction depends on the distance be-
tween them.
The outline of the paper is as follows. In Sec. II we re-
mind a reader the Hamiltonian for 2D electron and hole
states in the (001) CdTe/HgTe/CdTe QW and derive the
effective 2D Hamiltonian for the magnetic impurity. The
indirect exchange interaction is derived in Sec. III. The
discussion of our result and conclusions are presented in
Sec. IV. Technical details of derivation of the indirect ex-
change interaction are given in Appendix A. Appendix B
contains discussion of the single-spin anisotropy Hamil-
tonian.
II. THE EFFECTIVE 2D HAMILTONIAN FOR
A MAGNETIC IMPURITY
The 2D electron and hole states in a (001)
CdTe/HgTe/CdTe QW are described by the effective 4×4
Bernevig-Hughes-Zhang (BHZ) Hamiltonian [2]. This
Hamiltonian can be written with the help of symmetry
considerations or, alternatively, derived by means of the
k · p method. In order to evaluate the indirect exchange
interaction between magnetic impurities it is necessary
to derive the corresponding 4×4 Hamiltonian for a mag-
netic impurity.
A. BHZ Hamiltonian with bulk and surface
induced inversion asymmetry
To set notations, we review the k · p method of de-
scription of the electronic band structure in the bulk of
crystals with zinc blend structure (see Ref. [33] for de-
tails). Electronic bands in the Γ point of these crystals
can be classified according to the Td double group rep-
resentations: Γ6, Γ7 and Γ8. The effective k · p Hamil-
tonian that describes coupling between the Γ6 and Γ8
bands while taking into account the other bands as per-
turbations is known as 6× 6 Kane Hamiltonian [34]:
HKane(k) =
(
Hc(k) T (k)
T †(k) Hv(k)
)
. (1)
Here the Γ6 band is described by 2 × 2 diagonal Hamil-
tonian
Hc(k) = Ec +
k2
2m∗
, (2)
where m∗ and Ec are the effective mass and the energy
of the bottom of the conduction band, respectively. The
4× 4 Hamiltonian
Hv(k) = Ev − (γ1 + 5
2
γ2)
k2
2m0
+
γ2
m0
(k · J3/2)2 (3)
describes the Γ8 band. Here Ev is the energy of the top
of the valence band, m0 is the electron mass, γ1 and γ2
are the Luttinger parameters [35], J3/2 denotes the spin
3/2 operator. At non-zero values of 3D wave vector k
the Γ6 and Γ8 bands are coupled by the following 2 × 4
matrix:
T (k) =
− 1√2Pk+ √ 23Pkz 1√6Pk− 0
0 − 1√
6
Pk+
√
2
3Pkz
1√
2
Pk−
 . (4)
Here P is the Kane matrix element and k± = kx ± iky.
The z axis is the QW growth direction [001] and the in-
plane axes x and y are parallel to [100] and [010] direc-
tions. The Hamiltonian above is written in the standard
basis: |Γ6,+1/2〉, |Γ6,−1/2〉, |Γ8,+3/2〉, |Γ8,+1/2〉,
|Γ8,−1/2〉, |Γ8,−3/2〉.36
In the (001) CdTe/HgTe/CdTe QW the spatial quan-
tization happens. The solutions of the corresponding
Schro¨dinger equation with the Hamiltonian (1) with kx =
ky = 0 can be written as
|Ei±〉 = f (i)1,2(z)|Γ6,±1/2〉+ f (i)4,5(z)|Γ8,±1/2〉,
|Hi±〉 = f (i)3,6(z)|Γ8,±3/2〉, (5)
|Li±〉 = g(i)1,2(z)|Γ6,±1/2〉+ g(i)4,5(z)|Γ8,±1/2〉,
where i = 1, 2, . . . stands for the quantum number of a
level of spatial quantization. At low temperatures the
lowest level of the spatial quantization is important only.
The functions f
(1)
1,2,3,6(z) and g
(1)
4,5 are symmetric under in-
version z → −z, while f (1)4,5 and g(1)1,2 are antisymmetric.37
Since the energy of the light hole states |L1±〉 is well
above the energies of the electron |E1±〉 and heavy hole
state |H1±〉 we can project the 6 × 6 Hamiltonian (1)
onto the low energy subspace (|E1,+〉, |H1,+〉, |E1,−〉,
|H1,−〉). The result is known as the BHZ Hamiltonian:
HBHZ = ε(k) +
M(k) Ak+ 0 0Ak− −M(k) 0 00 0 M(k) −Ak−
0 0 −Ak+ −M(k)
 , (6)
3where
ε(k) = C −D(k2x + k2y), M(k) = M −B(k2x + k2y). (7)
The material parameters A, B, C, D and M depends on
the width d of the CdTe/HgTe/CdTe QW. In what fol-
lows we will measure all energies with respect to a value
of C. Values of the other four parameters for several
values of the QW width can be found in Table I of Ref.
[4]. The parameter M is positive (negative) for d < dc
(d > dc). The critical width dc ≈ 6.3 nm corresponds to
the quantum phase transition between 2D trivial insula-
tor and topological insulator. Also, we note that in the
vicinity of the critical width both parameters B and D
are negative and |B| > |D|.
The Hamiltonian (6) is invariant under rotation in the
x − y plane and, consequently, does not much sensitive
to details of the crystal symmetry of the QW. The time-
reversal symmetry allows to add the following term to
the BHZ Hamiltonian:
Hia =
 0 0 0 ∆0 0 −∆ 00 −∆ 0 0
∆ 0 0 0
 . (8)
This term breaks the rotational invariance in the x − y
plane. Rotation of the system on angle α around the z-
axis transforms ∆→ ∆ exp(2iα) in the upper-right 2× 2
block of the Hamiltonian (8) and ∆ → ∆ exp(−2iα) in
the lower-left 2 × 2 block. A nonzero value of ∆ can
exist due to the bulk inversion asymmetry: an inversion
element in the Td group is absent [28–31]. The other
reason of nonzero value of ∆ is the interface inversion
asymmetry. It is associated with the natural (atomistic)
non-equivalence between the top and bottom interfaces
of the symmetric (001) CdTe/HgTe/CdTe QW. This in-
equivalence results in a D2d symmetry of such QW [32].
The atomistic calculations of Ref. [32] demonstrates that
the interface inversion asymmetry induces contribution
to ∆ of the order of 5 − 10 meV for QWs with widths
close to dc. The contribution to ∆ due to the bulk inver-
sion asymmetry is estimated to be several times smaller
[29,30]. Recent experiments [38 and 39] revealed the pres-
ence of large splitting ∆ of electron and heavy hole states
indeed. We emphasize that both bulk and interface in-
version asymmetry leads to Hamiltonian (8). Following
Ref. [40], we will use value of ∆ = 5 meV for numerical
estimates below.
B. Magnetic impurity
Microscopically, interaction between the spin S of a
magnetic impurity and the electron and hole spins is de-
scribed by a standard exchange Hamiltonian j(r)S · σ
where j(r) is a short-ranged potential. In the bulk of the
crystal with Td symmetry this Hamiltonian projected to
the Γ6 and Γ8 states becomes the following 6× 6 matrix
(see for example, Ref. [41]:
Vimp =
(
2j6(r)J1/2 · S 0
0 23j8(r)J3/2 · S
)
. (9)
Here JS is the spin S operator. The effective potentials
j6(r) and j8(r) are proportional to the microscopic po-
tential j(r) and the effective g-factors for the conduction
and valence bands, respectively [41]. In general, non-
trivial terms of higher order in S describing interaction
between a magnetic impurity and the electron and hole
states are possible. Since we are interested in contribu-
tion to the indirect exchange interaction of the lowest
order in spin operators we shall not consider such terms
in the present paper.
For description of a magnetic impurity in the
CdTe/HgTe/CdTe QW we need to project Hamiltonian
(9) onto the low energy space of electron and heavy hole
states: |E1,+〉, |H1,+〉, |E1,−〉, and |H1,−〉. We assume
that the range of an impurity potential is much larger
than the atomic one but much shorter than the scale at
which the envelope functions f
(1)
i changes, i.e. we assume
that J6(r) = αδ(r − r0) and J8(r) = βδ(r − r0) where
r0 denotes the position of the magnetic impurity. Then
to the lowest order in α and β the effective 4× 4 Hamil-
tonian for a magnetic impurity in the CdTe/HgTe/CdTe
QW assumes the following form:
Vimp = J δ(x− x0)δ(y − y0), (10)
where
J =
 J1Sz −iJ0S+ JmS− 0iJ0S− J2Sz 0 0JmS+ 0 −J1Sz −iJ0S−
0 0 iJ0S+ −J2Sz
 . (11)
Here the real parameters J0, J1, J2 and Jm are defined in
terms of the envelope functions:
J0 =
iβ√
3
f
(1)
3 (z0)f
(1)
4 (z0),
J1 = α|f (1)1 (z0)|2 +
β
3
|f (1)4 (z0)|2,
J2 = β|f (1)3 (z0)|2,
Jm = J1 + J
2
0/J2.
(12)
Here we use the following properties of envelope func-
tions: (i) f
(1)
1 = f
(1)
2 , f
(1)
3 = f
(1)
6 and f
(1)
4 = f
(1)
5 ; (ii)
the functions f
(1)
1,2,3,6 are real, f
(1)
1,2,3,6 = f
(1)
1,2,3,6, and f
(1)
4,5
are imaginary, f
(1)
4,5 = −f (1)4,5 . It is worthwhile to mention
that a magnetic impurity couples the electron subbands
|E1,+〉 and |E1,−〉 related by time-reversal symmetry.
There is no coupling between the subbands |E1,+〉 and
|H1,−〉, or |H1,+〉 and |E1,−〉, or |H1,+〉 and |H1,−〉.
This can be explained as follows: the electron (heavy
hole) states have the projection of angular momentum
±1/2 (±3/2) whereas a magnetic impurity can flip the
electron spin and change its projection by ±1.
4Finally, we mention that if a magnetic impurity is sit-
uated at the center of the symmetric QW, z0 = 0, the
antisymmetric function f4 at the impurity position van-
ishes. Hence, one finds J0 = 0 and Jm = J1.
III. INDIRECT EXCHANGE INTERACTION
To the second order in J the indirect exchange in-
teraction is given by a standard spin-susceptibility-type
diagram. The corresponding effective Hamiltonian de-
scribing interaction of two magnetic impurities situated
at points rA = {RA, zA} and rB = {RB, zB} can be
written as
HIEI = T
∑
εn
TrJ AG(iεn,RA,RB)J BG(iεn,RB,RA).
(13)
Here, εn = piT (2n + 1) denotes the fermionic Matsub-
ara frequencies. The Matsubara Green’s function corre-
sponding to the Hamiltonian H = HBHZ + Hia is given
as
G(iεn,RA,RB) =
∫
d2k
(2pi)2
eikRG(iεn,k),
G(iεn,k) =
[
iεn + µ−H
]−1
,
(14)
where R = RA−RB and µ denotes the chemical poten-
tial. The superscript A (B) in J A (J B) indicates that
the matrix (11) is evaluated at the position zA (zB).
To proceed further we introduce convenient unites. At
first, we introduce the characteristic length scale (a) and
energy scale (E) in the problem:
a =
√
B2 −D2/A, E = A2/
√
B2 −D2. (15)
Secondly, we introduce the following dimensionless pa-
rameters:
m =
M
E , coshχ = −
B√
B2 −D2 , γ =
∆
|m|E . (16)
The numerical estimates of these parameters obtained
with the help of Table I of Ref. [4] and for the value ∆ ≈ 5
meV [32,40] are summarized in Table I. We note that the
dimensionless gap is small, |m|  1. Finally, we define
dimensionless vectors κ = ka/|m| and ρ = R|m|/a.
Before evaluation of Eq. (13) it is convenient to diag-
onalize the Green’s function:
G(iεn,k) = R(κ)Gˆ(iεn,κ)R−1(κ), (17)
where
Gˆ−1 = iεn + µ− |m|E
1(κ) 0 0 00 2(κ) 0 00 0 3(κ) 0
0 0 0 4(κ)
 .
(18)
The energy spectrum for the Hamiltonian H is given as
1,3 = −κ2|m| sinhχ+ sgnm
√
(κ± γ)2 + b2(κ),
2,4 = −κ2|m| sinhχ− sgnm
√
(κ± γ)2 + b2(κ),
(19)
where b(κ2) = 1+κ2m coshχ. It is worthwhile to mention
that in the presence of inversion asymmetry (i) the elec-
tron and heavy hole subbands become non-degenerate at
k 6= 0 and (ii) the spectrum remains isotropic in the x –
y plane. The matrix R is given as
R =

M++
γ+κ
M−+
γ+κ
M+−
γ−κ
M−−
γ−κ
e−iθ e−iθ −e−iθ −e−iθ
−e−iθM++
γ+κ
−e−iθM−+
γ+κ
e−iθM+−
γ−κ
e−iθM−−
γ−κ
1 1 1 1
 ,
(20)
where θ stands for the angle between κ and x axis, and
Mpq = sgnm
(
b(κ2) + p
√
(κ+ qγ)2 + b2(κ)
)
. (21)
At zero temperature and for the chemical potential
pinned to the gap, |µ| < |M |, the summation over Mat-
subara frequencies in Eq. (13) can be easily performed.
Then we find
HIEI = J AαβJ BγδΠβγ,δα(RA,RB), (22)
where the polarization operator is given as follows
Πβγ,δα = −|m|
3
a4E
∞∫
0
dt
∫
d2κ1d
2κ2
(2pi)4
eiρ(κ1−κ2)
×
∑
j=1,3
∑
l=2,4
e−t sgnm[j(κ1)−l(κ2)]
{
Rβl(−κ2)
×R−1lγ (−κ2)Rδj(−κ1)R−1jα (−κ1)
+Rβj(κ1)R−1jγ (κ1)Rδl(κ2)R−1lα (κ2)
}
. (23)
The polarization operator at small distances ρ . 1 is
not universal. In this case its evaluation requires knowl-
edge of the quasiparticle spectrum in the whole Brillouin
zone. Therefore, in what follows we focus on large dis-
tance regime ρ  1 (or R  a/|m|). In this limit the
integrals in Eq. (23) can be evaluated with the help of the
saddle point approximation. Then the indirect exchange
interaction becomes (see details in Appendix A):
HIEI =
∑
a,b=x,y,z
KabS
A
a S
B
b , (24)
5TABLE I. Parameters of the Hamiltonian H = HBHZ + Hia
for two values of the QW width.
d, nm a, nm E , eV m γ χ λ1, nm λ2, nm
5.5 0.94 0.42 0.022 0.55 -0.77 22 41
7.0 1.29 0.28 -0.029 0.63 -0.95 22 32
where
Kxx = J
A
mJ
B
m
[
F (R)n2x + Fc(R)n
2
y
]
− 4JA0 JB0 Fc(R)n2x
− 2 sgnM (JA0 JBm + JAmJB0 )Fs(R)nxny,
Kxy =
[
JAmJ
B
m
(
Fc(R)− F (R)
)
− 4JA0 JB0 Fc(R)
]
nxny
− 2 sgnM (JA0 JBmn2x + JAmJB0 n2y)Fs(R),
Kxz = 2 sgnM J
A
0 J
B
z Fc(R)nx + J
A
mJ
B
z Fs(R)ny,
Kzz = J
A
z J
B
z Fc(R). (25)
Here we introduce the two-dimensional unit vector n =
R/R and Jz = J1 +J2. The elements Kyy, Kyx and Kyz
can be found from Kxx, Kxy and Kxz by interchange of
nx and ny. The elements Kzx and Kzy are equal to −Kxz
and −Kyz with superscripts A and B interchanged. The
three functions F (R), Fc(R), and Fs(R) are given as
F (R) =
|m|3(1 + γ2)1/2
(2pi)3/2Ea4
(
λ1
R
)3/2
e−R/λ1 , (26)
and
Fc(R) = F (R) cos
(
R/λ2 − arctan γ
)
,
Fs(R) = F (R) sin
(
R/λ2 − arctan γ
)
.
(27)
Here we introduce the following two characteristic length
scales:
λ1 =
a
2|m|
[
1 + (1− γ2)m coshχ],
λ2 =
a
2|m|γ
[
1 + 2m coshχ
]
.
(28)
The asymptotic expressions (27) for the functions F , Fc,
and Fs are valid provided R  λ1, |m|  1, and γ <
1. Equations (24)-(28) constitute the main result of the
present paper.
The indirect exchange interaction (24) depends on the
sign of the gap M , i.e. magnetic impurities interact dif-
ferently in the trivial and topological phases. The finite
value of the inversion asymmetry splitting γ induces oscil-
lations of the indirect exchange interaction with the dis-
tance. The estimates for λ1 and λ2 are presented in Table
I. As one can see, both length scales are large in compar-
ison with a, λ2 > λ1  a. Such oscillations in case of
minima of the conduction and valence bands at non-zero
k have been predicted long ago [23]. Contrary to the
previous expectations, in our case the indirect exchange
interaction oscillates on distances much larger than the
atomic one (see Table I). This occurs due to small value
of the inversion asymmetry splitting ∆.
As we mentioned above, in the presence of nonzero ∆
the Hamiltonian H is not invariant with respect to ro-
tations around the z axis. This holds for the indirect
exchange interaction also. For γ 6= 0 HIEI is not invari-
ant with respect to rotations around the z axis. If both
magnetic impurities are situated in the plane at the cen-
ter of the QW, i.e. zA = zB = 0, the indirect exchange
interaction is drastically simplified in virtue of the fol-
lowing condition: JA0 = J
B
0 = 0. In this case, the form of
the indirect exchange interaction is compatible with the
D2d symmetry and is independent of the sign of the gap.
In the absence of the inversion asymmetry, γ = 0, the
function Fs vanishes whereas the functions F and Fc co-
incide, Fc = F . Then the indirect exchange interaction
acquires the following form (S‖ = {Sx, Sy}):
HIEI =
[
JAmJ
A
m
(
SA‖ · SB‖
)− 4JA0 JB0 (SA‖ · n)(SB‖ · n)
+2 sgnM
(
JA0 J
B
z
(
SA‖ · n
)
SBz − JAz JB0 SAz
(
SB‖ · n
))
+JAz J
B
z S
A
z S
B
z
]
F (R), (29)
where the function F (R) is given by Eq. (26) with γ = 0.
As one can see, in this case the indirect exchange interac-
tion includes anisotropic antiferromagnetic XXZ Heisen-
berg interaction, magnetic pseudo-dipole interaction, and
DM interaction. The sign of the latter depends on the
sign of the gap M .
It is worthwhile to mention that the spin structure of
Eq. (29) resembles the indirect exchange interaction me-
diated by gapped surface states of a 3D TI with a chem-
ical potential within the gap [12,15,17]. However, there
are a number of important differences. (i) For a 3D TI
the sign of indirect exchange interaction for spins aligned
perpendicular to the surface (along the z axis) is ferro-
magnetic whereas in Eq. (29) it is antiferromagnetic. (ii)
For a surface of a 3D TI the DM term appears only when
the chemical potential lies outside the gap whereas in our
case it exists for the chemical potential pinned to the gap.
(iii) In the case of a 3D TI the magnetic pseudo-dipole in-
teraction is the most relevant term at large distances be-
tween magnetic impurities whereas in Eq. (29) all terms
behave in the same way with the distance.
Finally, we mention that it is possible to derive the
large distance asymptote of the indirect exchange inter-
action for a more general Hamiltonian in which b, γ and
χ are arbitrary functions of κ2 of the order of unity which
change slowly between κ = 0 and κ ∼ 1 (see Appendix
A).
IV. DISCUSSION AND CONCLUSIONS
Our derivation of the indirect exchange interaction
(24)-(28) was done at zero temperature. In this case the
6interaction between magnetic impurities is insensitive to
the position of the chemical potential within the gap, i.e.
for |µ| < |M |. At finite temperature T  |M | this is
not the case. However, our results (26) are applicable at
distances R which satisfy the following inequality:
E|M |
T 2
min
{
1,
T (1− µ2/M2)
|µ|
}
 R
a
 E|M | . (30)
The elements of the off-diagonal blocks of the Hamil-
tonian (8) contain also terms which are linear in k
[42,43,40]:
Hia →

0 0 ∆+k+ ∆
0 0 −∆ ∆−k−
∆+k− −∆ 0 0
∆ ∆−k+ 0 0
 . (31)
In the presence of nonzero values of ∆+ and ∆− linear in
κ term, (∆+ + ∆−)κ/A should be added to the function
b(κ2) (see Eq. (19)). Using the estimates from Ref. [42]
we find that (∆+ + ∆−)/A is of the order of 10−2. This
smallness justifies our analysis in which such terms are
neglected.
The indirect exchange interaction (24)-(28) is com-
puted to the lowest non-trivial order in the coupling be-
tween a magnetic impurity and the electron (E1) and
heavy hole (H1) subbands in CdTe/HgTe/CdTe QW. A
standard condition of validity of the perturbation theory
implies in our case the following inequality:
(max{Jz, J0, Jm})2F (R) |M |. (32)
For an estimate we take the distance between impurities
to be R ∼ λ1 which is the minimal distance at which
Eqs. (27) are valid. Then Eq. (32) can be rewritten as
follows:
|M |max{|α|, |β|}/(A2d) 1. (33)
Taking max{|α|, |β|} ≈ 0.3 eV·nm3 [44] and using values
of the parameters from Table I, we find that the left hand
side of inequality (33) is of the order of 10−3. This im-
plies that the perturbation theory is well justified. It is
worthwhile to mention that Eq. (33) has a transparent
meaning since combination |M |/(A2d) is the 3D density
of states at k = 0 (for γ = 0).
The decaying length of IEI between the magnetic im-
purities in the bulk of 3D CdTe crystal can be esti-
mated as λbulk ∼ 0.1 ÷ 1 nm [21]. We emphasize that
λbulk  λ1, i.e. IEI mediated by 2D states in the
CdTe/HgTe/CdTe QW is much more long ranged.
At temperatures T  T∗ ∼ (max{Jz, J0, Jm})2F (R ∼
λ1) a diluted system of magnetic impurities, nimp . λ−21 ,
behaves as the system of independent spins. Since T∗
can be estimated to be of the order of 10−3 ÷ 10−4 K,
magnetic impurities with concentrations nimp . λ−21 can
be described as independent for experimentally relevant
temperatures. In case of large concentration nimp  λ−21
we expect spin glass behavior at low temperatures due
to complicated structure of the indirect exchange inter-
action with interactions of different sign.
We remind that a standard magnetic impurity for
CdTe and HgTe is manganese cation with spin S = 5/2
[27]. Due to the presence of underlying strong spin-orbit
interaction, the polarization operator at coinciding points
Πβγ,δα(RA,RA) has non-trivial matrix structure which
results in the following form of the single-spin anisotropy:
Hanis = V
A
zzS
A
z S
A
z + V
A
xy(S
A
x S
A
y + S
A
y S
A
x ). (34)
The last term in the right hand side of Eq. (34) ap-
pears due to the presence of non-zero inversion asymme-
try splitting (V Axy = 0 for ∆ = 0) and is also proportional
to JA0 . For V
A
xy = 0, Hamiltonian (34) describes either
easy axis (V Azz < 0) or easy plane (V
A
zz > 0) anisotropy. In
what follows we consider this electron-induced anisotropy
(34) to be the main source of the anisotropy, ignoring
other contributions, e.g. a strain induced anisotropy.
Then in the most typical case S = 5/2 the six degen-
erate levels are split into three doublets with energies
EA1/2, E
A
3/2 and E
A
5/2 for Sz = ±1/2,±3/2, and ±5/2,
respectively (see Appendix B). It is impossible to com-
pute accurately V Azz and V
A
xy within the Hamiltonian H
derived in the long-wave limit. However, we can roughly
estimate |V Azz| and |V Axy| to be of the order of 1 ÷ 10 K
and 0.01 ÷ 0.1 K, respectively. These estimates imply
that the following inequality holds |Vzz|  |Vxy|  T∗.
We also note that V Azz is 10
2 ÷ 103 times larger than the
superhyperfine splitting of manganese in CdTe [45].
To illustrate interesting physics of the indirect ex-
change interaction (24) we consider how the energy lev-
els of two manganese impurities situated at a distance
R & λ1 are changed due to their interaction. Since
λ1  d (see Table I) we assume that the energy levels
EA1/2, E
A
3/2, E
A
5/2 and E
B
1/2, E
B
3/2, E
B
5/2 for two impurities
are different. Then without IEI the energy spectrum of
two impurities consists of 9 quartet states. We denote
the corresponding energies as ESAz ,SBz = E
A
|SAz | + E
B
|SBz |,
where S
A/B
z = ±1/2,±3/2 and ±5/2. The indirect ex-
change interaction removes completely the degeneracy in
each quartet state as shown in Fig. 1. Since some terms
in the interaction matrix Kab are proportional to sgnM ,
the energy levels of two manganese impurities will be
different for trivial insulator, M > 0, and for topological
insulator, M < 0 (see Fig. 1). As it was shown recently
such fine structure of the energy levels of two magnetic
impurities can be experimentally probed by broadband
electron spin resonance technique coupled with an optical
detection scheme [46].
At last, we mention that our results are also applicable
to InAs/GaSb QW which is another 2D system possess-
ing the QHS effect [47,48]. Unfortunately, we cannot
estimate λ1 and λ2 in this case since we are not aware of
detailed analysis of parameters of the BHZ Hamiltonian
for InAs/GaSb QWs.
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FIG. 1. (Color online) The energy levels ESAz ,SBz for the Hamiltonian H
A
anis + H
B
anis + HIEI of the two impurity problem.
Splitting of 9 quartets for M > 0 (M < 0) is shown by blue (red) lines on the left (right) figure. The parameters are chosen as
follows V Azz = 300, V
A
xy = 50, V
B
zz = 75, V
B
xy = 15, J
A
0 = 1, J
A
1 = 1, J
A
2 = 1, J
B
0 = 4, J
B
1 = 4, J
B
2 = 4, nx = 0, ny = 1, F = 1,
and Fc = Fs = 1/
√
2. The energy levels are normalized on max{EA|SAz | + E
B
|SBz |}.
To summarize, we studied the indirect exchange in-
teraction between magnetic impurities mediated by vir-
tual interband transitions of 2D quasiparticles in the
CdTe/HgTe/CdTe QW at low temperatures. We found
the exponential decay with the distance of the indirect
exchange interaction. In addition to the exponential de-
cay of the indirect exchange interaction we obtained its
oscillations with the distance due to the presence of in-
version asymmetry in the QW. In general, the interaction
matrix Kab has complicated structure with dependence
on the unit vector along the direction between two impu-
rities (see Eq. (25)). In the absence of inversion asymme-
try the indirect exchange interaction involves anisotropic
XXZ Heisenberg interaction, magnetic pseudo-dipole in-
teraction, and Dzyaloshinsky-Moriya interaction. The
sign of Dzyaloshinsky-Moriya interaction depends on the
sign of the bulk gap M .
During the preparation of the manuscript we became
aware of the work by Litvinov [49] where IEI between
magnetic impurities at the surface of a thin film of 3D
TI was studied at zero temperature. It was found that
for the chemical potential of surface states lying within
the gap an exponential decay of IEI between magnetic
impurities polarized perpendicular to the surface is ac-
companied by oscillations with the spatial period of a
few nanometers. The behavior of IEI predicted in Ref.
[49] is qualitatively similar to the dependence of Kzz on
R which we reported in this paper (see Eq. (25)).
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Appendix A: Evaluation of Πβγ,δα
In this Appendix we present the explicit procedure of the evaluation of the polarization operator Πβγ,δα. We
consider a more general form of the BHZ Hamiltonian. In the dimensionless variables it can be written as
H(κ)
|m|E = −d(κ
2) +

b(κ2) sgnm A(κ2)κ+ 0 γ(κ2)
A(κ2)κ− −b(κ2) sgnm −γ(κ2) 0
0 −γ(κ2) b(κ2) sgnm −A(κ2)κ−
γ(κ2) 0 −A(κ2)κ+ −b(κ2) sgnm
 (A1)
8where b(0) = 1, b(κ ∼ 1) − b(0) ∼ |m|, d(κ ∼ 1) ∼ |m|, A(0) = 1, γ(0) ≡ γ ∼ 1, γ(κ ∼ 1) ∼ 1. Some additional
restrictions of the model Hamiltonian (A1) will be discussed later.
We start from the derivation of Eq. (23). The polarization operator (13) can be explicitly written at T = 0 as
Πβγ,δα =
∑
j,l=1,...,4
|m|4
a4
∫
dε
2pi
∫
d2κ1d
2κ2
(2pi)4
Rβj(κ1)Gˆjj(iε,κ1)R−1jγ (κ1)Rδl(κ2)Gˆll(iε,κ2)R−1lα (κ2)ei(κ1−κ2)ρ, (A2)
where Gˆ stands for the Green’s function in the eigen basis of the Hamiltonian (A1) (see Eq. (18)).
We notice that in order for the integral over ε in Eq. (A2) to be non-zero, the poles must lay on the different sides
from the chemical potential. Integrating over the poles of the Green’s functions and changing κ1 → −κ2, κ2 → −κ1
in some of the terms (this is important to get common denominator, leaving the exponent the same) we get:
Πβγ,δα = −|m|
3
a4E
∑
j=1,3
∑
l=2,4
∫
d2κ1
(2pi)2
d2κ2
(2pi)2
eiρ(κ1−κ2)
1
sgnM(j(κ1)− l(κ2)) (A3)
×
(
Rβj(κ1)R−1jγ (κ1)Rδl(κ2)R−1lα (κ2) +Rβl(−κ2)R−1lγ (−κ2)Rδj(−κ1)R−1jα (−κ1)
)
.
Let’s, as previously, introduce X± =
√
(Aκ± γ)2 + b2. Grouping various terms and using the relation 1/r =∫∞
0
dt exp(−rt), we obtain Eq. (23).
It is convenient to introduce the following notations
L±ν =
∞∫
−∞
dκ
|κ|
X− e
−tX−esgnmtd(κ
2)Jν(κρ)(X− ± b(κ2)),
P±ν =
∞∫
−∞
dκ
|κ|
X− e
−tX−e− sgnmtd(κ
2)Jν(κρ)(X− ± b(κ2)),
Lν =
∞∫
−∞
dκ
|κ|
X− e
−tX−esgnmtd(κ
2)Jν(κρ)(γ(κ
2)−A(κ2)κ),
Pν =
∞∫
−∞
dκ
|κ|
X− e
−tX−e− sgnmtd(κ
2)Jν(κρ)(γ(κ
2)−A(κ2)κ),
(A4)
where Jν(κρ) stands for the Bessel function. Then the direct evaluation leads to Eq. (24) with the following interaction
matrix
Kab =
|m|3
16pi2a4E
∞∫
0
dtUab(ρ, t) (A5)
where
Uxx =− JA0 JB0
[
2(2P1L1 − P−1 L−1 − P+1 L+1 )n2x − (2P0L0 + 2P1L1 − P−0 L−0 − P+0 L+0 − P−1 L−1 − P+1 L+1 )
]
− JAmJBm
[
P−0 L
+
0 + P
−
1 L
+
1 (n
2
x − n2y)
]
− 2(JAmJB0 + JA0 JBm)(L1P−1 − P1L+1 )nxny,
Uxy =− 2JA0 JB0 (2P1L1 − P−1 L−1 − P+1 L+1 )nxny + 2JAmJBmP−1 L+1 nxny
+ sgnm(JAmJ
B
0 + J
A
0 J
B
m)(L0P
−
0 − P0L+0 ) + sgnm(JAmJB0 − JA0 JBm)(L1P−1 − P1L+1 )(n2x − n2y),
Uzz =−
[
(JA2 J
B
1 + J
A
1 J
B
2 )(P0L0 − P1L1) + JA2 JB2 (L−0 P+0 − L−1 P+1 ) + JA1 JB1 (P−0 L+0 − P−1 L+1 )
]
,
Uxz = sgnmJ
A
0
[
JB1 (P
−
0 L1 + P
−
1 L0 − P1L+0 − P0L+1 ) + JB2 (P1L−0 + P0L−1 − P+0 L1 − P+1 L0)
]
nx+
− JAm
[
JB2 (P1L0 + P0L1) + J
B
1 (P
−
1 L
+
0 + P
−
0 L
+
1 )
]
ny.
(A6)
The elements Uyy, Uyx and Uyz can be found from Uxx, Uxy and Uxz by interchange of nx and ny. The elements Uzx
and Uzy are equal to −Uxz and −Uyz with superscripts A and B interchanged. The structure of the indirect exchange
9interaction is given by Eq. (A6). Below we investigate asymptotic behavior of the indirect exchange interaction at
long distances where it is determined by the universal long distance part of the Hamiltonian (A1). So we need to
analyze all the integrals listed in Eq. (A4).
Let us start from the integral L+0 with m > 0 as an example. Asymptotic expressions for all the other integrals are
calculated in a similar way. So we wish to compute
L+0 =
∞∫
−∞
dκ
|κ|
X− e
td(κ2)−tX−J0(κρ)(X− + b(κ2)). (A7)
The following problem arises: integrand is not an analytical function of κ because of the presence of |κ|. In order to
work with this function we represent |κ| as |κ|q ≡
√
κ2 − q2 where the limit q → 0 is assumed. The cuts are chosen
to go along the real axis from −∞ to −q and from q to +∞. For this branch choice one can see that in the upper
semiplane |κ|q = κ and |κ|q = −κ in the lower semiplane. The contour of integration is slightly deformed so that it
goes above the cut for κ > 0 and below the cut for κ < 0 (see Fig. 2). Next we use the following relation which is
valid on the real axis: J0(z) = ReH
(1)
0 (|z|). This substitution is motivated by the exponential growth of the Bessel
function J on the imaginary axis. The Hankel function H
(1)
0 decays exponentially along the imaginary axis.
Now some restrictions must be imposed on X−. We assume that X− is a square root of a polynomial of a finite
degree X− =
√
f(κ). This is correct provided b, A, and γ are also polynomial in κ. We will also suppose that
the polynomial f(κ) has only one minima at the point κ0 ∼ γ and, moreover, X− ± d also has one minima. We
emphasize that all these requirements correspond to the case of the BHZ Hamiltonian, which is the main target of
our consideration.
Taking into account all the remarks above, we obtain
L+0 = Re
∞∫
−∞
dκ
|κ|q√
f(κ)
e−t
√
f(κ)etd(κ
2)H
(1)
0 (|κ|qρ)
(√
f(κ) + b(κ2)
)
. (A8)
We divide the region of the integration into two parts: integration from −∞ to the minima at κ0 of f(κ), and from
κ0 to +∞. Within the intervals κ < κ0 and κ > κ0 the function f(κ) is monotonous, therefore it is convenient to use
variable  =
√
f(κ) instead of κ. Then Eq. (A8) can be rewritten as
L+0 = Re
{
−
∞∫
0
d
|κ1|q

dκ1
d
etd(κ
2
1)e−tH(1)0 (|κ1|qρ)
(
+ b(κ21)
)
+
∞∫
0
d
|κ2|q

dκ2
d
etd(κ
2
2)e−tH(1)0 (|κ2|qρ)
(
+ b(κ22)
)}
.
(A9)
Here 0 =
√
f(κ0) and κ1,2 are two real solutions of
the equation
√
f(κ) =  for  > 0 (see Fig. 3). The
integrals in the expression above can be reduced to a
single integration in the complex plane of . In the
vicinity of the minima, the energy can be written as
(κ) = 0 + 
′′
0(κ−κ0)2/2+ . . . and thus the inverse func-
tion κ() = κ0±
√
2(− 0)/′′0+. . . has a branch cut. We
choose the branch cut to go from 0 along the real axis
to the infinity. Then we choose the branch of the square
root in such a way that k() ≡ k1/2() above/below the
real axis. As a result
L+0 = Re
∫
C
d
|κ|q

dκ
d
etd(κ
2)−tH(1)0 (|κ|qρ)
(
+ b(κ2)
)
,
(A10)
where the contour C is depicted in the Fig. 4.
Now in order to estimate the integrals for large values
of ρ and t the steepest descent method can be used. As we
will see below at the saddle point the following inequality
holds: |κ|ρ  1. Therefore we can use the asymptotic
expansion for the Hankel function:
H
(1)
0 (x) ≈
√
2/(pix) exp(ix− ipi/4). (A11)
The saddle point equation for the integral reads
dκ
d
= −i t
ρ
(
1− d d(κ
2)
dκ
dκ
d
)
. (A12)
This is equivalent to the following
 = −if ′(κ()) t
2ρ
(
1− d d(κ
2)
dκ
dκ
d
)
. (A13)
As we will demonstrate below values of t which dominate
the integral in Eq. (A5) satisfy inequality t  ρ. Using
t/ρ  1 as a small parameter, we find the leading order
solution of the saddle point equation:
 = −i t
2ρ
f ′(κ(0)). (A14)
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FIG. 2. (Color online) The contour of integration in the κ
plane. The branch cuts of |κ|q are shown by thick gray lines.
The second derivative of κ at the saddle point is given to
the leading order as:
d2κ
d2
=
2
f ′(κ(0))
. (A15)
In order to apply the steepest decent method we need
to deform the contour of integration in the  plane in
such a way so that passes through the saddle point. The
convenient contour is C˜ shown in Fig. 4. However, de-
forming the contour in the  plane in this way we have to
pass the branching point of |κ()|q. Further we proceed
as if there is no such problem and discuss how to over-
come it later. As we will demonstrate it does not affect
the final result.
Now we define convenient notations
f ′(κ(0)) = ic2fe
2iφf ,
κ(0) = iξeiφξ ,
b(κ2(0)) = cbe
iφb .
(A16)
We note that non-zero φf corresponds to the existence
of the imaginary part of the saddle point. Choosing the
contour such that it goes along the steepest descent di-
rection and evaluating the Gaussian integral, we find
L+0 = Re
[
2
cf
√
2ξ
ρ2
cbe
iφbetd(κ
2
1(0)) exp
(
− t
2
4ρ
c2fe
2iφf
)
× exp
(
−ξeiφξρ− iφf + iφξ
2
)]
. (A17)
Now we discuss several issues which were important for
the evaluation of the integral above. In Eq. (A17) there is
a term proportional to t2/ρ in the exponent. Since cf ∼ 1
the integration over t in Eq. (A5) will be dominated by
t . √ρ, i.e. t/ρ . 1/√ρ  1 for ρ  1 which was
necessary for the perturabtive expansion of the saddle
point.
Let us discuss the question about the branching of |κ|q.
The point is that the contour C that surrounds the cut
in  plane cannot be simply deformed to the straight line
(C˜) that passes through the saddle point because there
is an additional cut due to |κ|q =
√
κ2 − q2. In fact, this
0 Κ1HΕ L Κ2HΕ L Κ0
Ε
f HΚL
FIG. 3. Solutions of the equation  =
√
f(κ) for  > 0.
difficulty can be overcome as follows. For this purpose, it
is more convenient to track deformations of the contour
in the κ plane. The contour C˜ near the saddle point
in the  plane corresponds to the contour C0 in the κ
plane (see Fig. 5). Such deformation of the contour
depicted in Fig. 2 implies necessarily one more contour
(C1) which surrounds the negative real semi axis (see
Fig. 5). However, the real part of the integral along the
contour C1 is zero. This happens because (i) the function
Re
[
|κ|qH(1)0 (|κ|qρ)
]
is exactly the same for κ = −δ ± i0
with δ > 0, (ii) the directions of integration below and
above the negative semi axis are opposite to each other.
In the saddle point approximation we can omit the
term ±td(κ2) in the exponents of the L and P integrals.
Indeed, the quantities Uab in Eq. (A6) involve products of
the L and P integrals. Therefore the real part of d(κ21(0))
does not contribute to Uab. Provided ρ 1/(|m|2γ2) we
can neglect the imaginary part of d(κ21(0)). We note that
for the BHZ model 1/(|m|2γ2) can be estimated to be
of the order of 104. In what follows we will not make
distinction between L and P integrals.
Within the saddle point approximation the L inte-
grals can be expressed in terms of L+0 . Since one finds
X− = 0 in the lowest order in the parameter t/ρ, we
obtain L+ν = −L−ν . The expressions for L0 can be ob-
tained by a pi/2 phase shift of φb from the result for L
+
0 ,
because at the saddle point the following relation holds:
γ(κ2(0)) − A(κ2(0))κ(0) = −ib(κ2(0)). Using for x  1
the asymptotic relation H1(x) ' −iH0(x), we express
the integrals L+1 and L1 in the following way: L
+
1 = L0
and L1 = −L+0 .
Introducing the following functions
Fc(R) =
|m|3
16pi2a4E
∫ ∞
0
dt
(
L+0
2 − L+1
2
)
,
Fs(R) =
|m|3
16pi2a4E
∫ ∞
0
dt
(
2L+0 L
+
1
)
, (A18)
F (R) =
|m|3
16pi2a4E
∫ ∞
0
dt
(
L+0
2
+ L+1
2
)
,
we obtain the result (24) – (25). Integrating over t, we
find the following explicit expressions for the functions
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FIG. 4. (Color online) The contours of integration in the
 plane before (C) and after (C˜) deformation. Non-zero φf
(see Eq. (A16)) implies that the saddle-point is situated away
from the real axis.
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FIG. 5. (Color online) The contour of integration in κ plane
is depicted schematically by red curves. The branch cuts for
|κ|q and
√
f(κ) are shown by gray lines.
F , Fs, and Fc:
F (R) =
|m|3
a4E
ξc2b
c3f
e−2ξ cosφξρ
(2piρ)3/2
1√
cos(2φf )
,
Fc(R) = F (R)
√
cos(2φf ) cos
(
2ξ sinφξρ− φ˜
)
,
Fs(R) = −F (R)
√
cos(2φf ) sin
(
2ξ sinφξρ− φ˜
)
,
(A19)
where φ˜ = φξ + 2φb − 3φf and ρ = aR/|m|. Using
the following relations φb = φf = 0, cf =
√
2(1 + (1 +
γ2)m coshχ/2), cb = ξ cosφξ, and
ξeiφξ = 1− (1− γ2)m coshχ− iγ(1− 2m coshχ),
(A20)
which are valid to the lowest order in |m|, we obtain the
result (27).
Appendix B: The single-spin anisotropy
Hamiltonian
We begin the analysis of the Hamiltonian (34) from
estimates for the values of Vzz and Vxy. For an order of
magnitude estimate it is enough to evaluate the integrals
in Eq. (A5) at ρ = 0 keeping in mind that the cut-off at
large wave vectors (close to the inverse lattice constant
which is of order 1/a) should be introduced. This cut-
off is equivalent to the cut-off of the order of |m| for the
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-4
-2
0
2
4
6
8
VxyVzz
E
a
n
is
V
zz
FIG. 6. Energy levels for Hamiltonian Hanis as a function of
Vxy/Vzz. It is assumed that Vzz > 0.
integral over t from below. To the lower order in 1/t we
estimate Uxx ∼ Uzz ∼ 1/t4 + . . . and Uxy ∼ γ/t3 + . . . .
Uxz turns out to be zero in this rough estimate because
it involves integrals with J1(κρ) which is zero for ρ = 0.
Evaluating the integral over t one obtains Vzz ∼
1/(Ea4) and Vxy ∼ |m|γ/(Ea4). It is worthwhile to men-
tion that (i) Vxy vanishes in the absence of interface in-
version asymmetry (for γ = 0), (ii) for γ ∼ 1 the fol-
lowing estimate holds |Vxy/Vzz| ∼ |m| ∼ 0.1 ÷ 0.01, i.e.
|Vzz|  |Vxy|.
Now we diagonalize Hamiltonian (34) for S = 5/2. It is
convenient to choose the following basis of the states with
a given spin projection on the z-axis: | − 5/2〉, | − 1/2〉,
|3/2〉, |5/2〉, |1/2〉, | − 3/2〉. Then Hamiltonian (34) can
be written as a block-diagonal matrix 6× 6:
Hanis =
(
H3×3anis 0
0 H3×3anis
)
(B1)
where
H3×3anis =
 254 Vzz −i
√
10Vxy 0
i
√
10Vxy
1
4Vzz −3i
√
2Vxy
0 3i
√
2Vxy
9
4Vzz
 . (B2)
It means the for an arbitrary ratio Vxy/Vzz there are three
twofold degenerate eigenvalues of Hanis. Solving the cor-
responding cubic equation, one can find these eigenvalues
exactly. The full result is bulky and thus omitted here,
the eigenvalues for the different ratios between Vxy and
Vzz are shown in the Fig. 6.
Since according to the estimation above |Vxy|  |Vzz|,
one can treat the second term in the right hand side of
Eq. (34) as the perturbation. For Vxy = 0 the eigenval-
ues of the latter are E
(0)
1/2 = Vzz/4, E
(0)
3/2 = 9Vzz/4 and
12
E
(0)
5/2 = 25Vzz/4. They don’t depend on the sign of Sz.
Once the perturbation is added Sz no longer commutes
with Hanis and then the projection of the impurity’s spin
on the z-axis is not a good quantum number anymore.
However, for convenience we will denote the eigenvalues
of H3×3anis as E1/2, E3/2 and E5/2. The standard second
order perturbation theory leads to the following results
E1/2 =
1
4
Vzz − 32
3
V 2xy
Vzz
,
E3/2 =
9
4
Vzz + 9
V 2xy
Vzz
, (B3)
E5/2 =
25
4
Vzz +
5
3
V 2xy
Vzz
.
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