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ABSTRACT
The emergence of cloud computing brings an entire new computing paradigm which
allows the user to request virtualized physical computing resources from data center.
These physical computing resources are represented in the vision of virtual machines
(VMs). Within a cloud datacenter, all of the computing resources are virtualized as a
pool. These VMs share the entire computing resources in this pool, including CPU
cores, memory and disks. Theoretically, the user could acquire infinite computing
capability. In addition, the computing resource virtualization facilitates the migration
of the VM from a physical node to another so that the downtime could be eliminated.
However, the concurrent VM allocation and migration policies aim at maximizing
the utilization rate of physical computing resources in the datacenter. The network
communication cost is largely ignored. As the growth of the scale of data center, the
logical distance between the VMs and its data could be further so that the
communication cost increases.
This research aims at proposing a VM allocation and migration policy with network
I/O performance consideration so that the communication cost can be optimized. The
allocation policy will decide the first physical place of the VM in the datacenter,
whereas the migration policy will migrate the next physical place when the network
status deteriorates. Also, the implementation of the proposed VM allocation and
migration policy would cause the decrease of the physical resource utilization rate.
We propose an approach to comprise the network status optimization and decrease of
resource utilization rate. In this approach, we predict the execution time of the VM
so that the available CPU time of a physical node can be known before actual deploy
the VM. If the VM is allocated on the physical node with maximum available CPU
time, the utilization rate could be optimized. Among the nodes with better network
status and the nodes with more CPU available time, we assign index to them so that
we can make a balance between communication cost and physical resource
utilization rate.
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CHAPTER1 INTRODUCTION
This chapter gives an introduction of the original research work reported in this
thesis, including its research context, research aims, research methodologies, and
research outputs. First, a brief introduction of cloud computing and services is given
to build a fundamental knowledge background of this research. In the next section,
we anatomize cloud computing and services in different layers and compare the main
types of cloud computing. In the problem statement section, we narrow down to
particular research problems addressed in this thesis, and describe the aims and goals
of this research. In the following section, we introduce the methodology employed in
this research. At last, the structure of the rest of the thesis will be given.
1.1

The concept of cloud computing

In the past decades, the computing paradigm has experienced several revolutions,
from single standalone personal computer (PC), to client/server (C/S) computing, to
peer to peer (P2P) distributed computing, and to cloud computing [36].
In the early age of computers, the majority of users were satisfied with working with
a standalone computer. The advent of C/S computing model brought the first
revolution of computing paradigm. Instead of interacting with an isolated PC, C/S
model allows the user, usually from a client computer, to access applications, data
and other resources residing on remote servers. The client normally has less memory,
storage space and processing power than the server. A server is typically designed to
serve multiple clients thus the computational affairs are largely centralized on the
server side. In the third phase, the P2P paradigm was developed. In the P2P
environment, the computational tasks and control are decentralized to multiple
computers. In contrast to the traditional C/S paradigm, all of computers on the
network are performing consistently. Each computer is recognized as a peer and
8

resources and services could be exchanged freely among peers. One of the most
important subsets of P2P is the distributed computing paradigm which allows idle
computers across a network to dedicate their computing power to a large, processorintensive project [36]. In the distributed computing environment, the involved
computers run computing activities on its spare time and the results are uploaded to
the distributed network periodically. With the growth of the Internet, cloud
computing emerges as a new computing paradigm. In this phase, the computing
resources, such as processing power and data storage could be exposed as services
over network [36].
As a revolutionary computing paradigm, cloud computing is gaining increasing
attention in both academia and industry. The leading enterprises in IT industry, such
as Amazon, Google, Sun, Oracle, IBM, Microsoft and Apple, and other non-profit
organizations are establishing distinguished cloud computing platforms by
implementing unique cloud computing technologies to follow their business or
technical strategies.
Literately, the icon of cloud is used to represent the Internet in the network diagram.
The concept of cloud computing, therefore, implies that the computational services
could be accessed via an Internet connection. The underlying infrastructure of cloud
computing contains hundreds or even thousands of physical computers in a data
center. These massive computers are combined and inter connected by virtualization
technology. Any physical computing resources, such as CPU, memory and disk
space, can be merged logically as a new virtualized instance. All of the cloud
computing services are built based on such infrastructure virtualization. As shown in
Figure 1.1, the software in cloud computing is running upon the virtualization layer.
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From the cloud user’s perspective, both the software and the underlying
infrastructure of cloud computing are exposed as APIs to the cloud user.
According to the definition of National Institute of Standards and Technology (NIST)
[51], cloud computing is a computing model which enables the user to access a
shared pool of configurable computing resources which can be rapidly provisioned
and released in a ubiquitous and convenient way based on the demand of user.
The physical fundamental of cloud consists of massive computers which are
virtualized as a unity. The computing resources, including CPU time, memory, disk
space and bandwidth are merged as a pool. In cloud computing, these resources are
exposed as services over the Internet in different layers (see Figure 1.1). All of these
services are highly scalable, as the resources can be provisioned and released
logically and virtually in the fundamental layer of cloud computing.

Access of Software
as a Service via web
browser

Access Infrastructure
as a Service via APIs

Access Software
as a Service via
APIs

Software

Virtualization
layer

Physical machines in
cloud underlying
infrastructure

Figure 1.1 The interaction between cloud computing services and end user
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To sum up, the essential characters of cloud computing can be summarized as
following factors:
•

On-demand self-service: Computing capabilities, such as CPU time and data
storage can be obtained automatically based on the demand.

•

Broad network access: Services of cloud computing should available over
network and standard APIs.

•

Resource pooling: The provider’s computing resources should be virtualized
as a unity to allow multiple user access simultaneously. The resources are
consumed in a tenant modal. The user only should be charged when they
request resources.

•

Rapid elasticity: Computing resources can be dynamically and automatically
provisioned and released.

•

Measured service: Resource usage can be transparently controlled, monitored
and reported to both of service provider and consumer.

As mentioned above, cloud computing does not only provision the computing
capabilities. In some cases, the service providers would offer applications which are
build upon the fundamental cloud infrastructure. Thus, the services of cloud
computing can be seen as multiple layers depending on the service level. In the next
section, we will study and examine the services of cloud computing in different
layers.
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1.2

The layers of cloud computing

As shown in Figure 1.2, all of the services in cloud computing fall into three
categories, namely Infrastructure as a Service (IaaS), Platform as a Service (PaaS),
and Software as a Service (SaaS).

Vertical integeration

Software as a Service (SaaS)

Platform as a Service (PaaS)

Infrastructure as a Service (IaaS)

Horizontal integration

Figure 1.2 The Categories of Cloud Computing
The fundamental layer of cloud computing is called IaaS, which offers the basic
computing capabilities as services over the Internet. The basic computing capabilities
are a set of data storage space, CPU cycles, memory capacity, network bandwidth,
and so on. The examples of IaaS include Amazon EC2 [2], Amazon S3 [4] and
Microsoft Azure [33] etc. Here, Amazon EC2 and Amazon S3 have become
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important subset of Amazon Web Services. In Amazon EC2, for instance, users are
able to build an entire virtual system which resides on thousands of physical
machines and the scale and capacity of the system can be dynamically adjusted by
the business demand and growth.
The PaaS is built upon the cloud infrastructure. PaaS aims at offering a platform to
application developers to build and deploy applications into the cloud infrastructure.
It typically integrates operating systems, the programming language execution
environment, database, and web servers. The users of PaaS could develop and deploy
their applications into a cloud platform. A well-known example of PaaS is Google
App Engine [20]. Google App Engine integrates with development tools such as
eclipse. The developers can develop and run their applications on Google’s
infrastructure. The application in Google App Engine starts to serve once it has been
uploaded and there is no server to maintain. These applications are highly scalable,
depending on the growth of network traffic and data storage.
In the highest layer, the functionalities of software can be described and published as
services. From the user’s perspective, these services are accessible remotely via the
Internet but the underlying infrastructures of these services are absolutely
untouchable and invisible to the user. In practice, two well-known examples of SaaS
are Google applications (Google Apps) and Salesforce.com. The Google Apps
currently offers Google Docs, Google calendar, Google email service (Gmail) and
other services. These services are available online but do not request user set up,
configure or maintain any server.
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1.3

Advantage of cloud computing

Cloud computing brings significant benefits in four factors:
l

High flexibility. Cloud computing services are able to scale its computing or

data storage resources up or down according to the business requirement. The cloud
computing resources can be almost instantaneously added or released and the user
only pays for the resources which are actually used.
l

Cost efficient. Compared with traditional IT solutions, cloud computing is a

more economic choice to implement, maintain and upgrade. Due to all of the cloud
services are provisioned across the Internet, the user of cloud services only needs a
cheap computer to access the Internet rather than purchasing or maintaining amount
of expensive servers.
l

Disaster recovery. Cloud services always keep the customers’ data remotely

in the data center. In a sense, it can be seen as an off site backup from the customers’
IT infrastructure. Furthermore, most of cloud service providers have disaster
recovery system in place to secure the data from any disaster. For example, Windows
Azure [33] platform has embedded the disaster recovery mechanism into the heart of
their system, its data-storage service has build-in redundancy to secure its data and
guarantee the application is still available.
l

Energy saving. The greenhouse gas emission has become to a major concern

to IT industry. Cloud computing service reduce the electricity consumption by
implementing scheduling and load balancing algorithm so that the power utilization
rate can be improved significantly, and thereby reduce the emission of the
greenhouse gases.
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1.4

Statement of Problem

Services of cloud computing lay on three different levels, i.e., infrastructure (IaaS),
platform (PaaS) and software (SaaS). These services are easily accessible across the
Internet and can also be flexibly tailored to satisfy the user’s varying demands. The
users of cloud services do not need to purchase and maintain any hardware and cloud
services are only charged based on the usage.
In practice, Amazon EC2 enables the user to request virtual computers in the form of
instances from cloud data centers. These instances vary in cost, CPU frequency,
memory and disk capacity. A small instance contains 1.7 GB of memory, 1 virtual
core and 160 GB of local data storage. A medium instance contains 3.75 GB memory,
1 virtual core and 410 GB of local data storage. The Amazon EC2 [2] is highly
scalable because the instance could be modified from one type to another within a
few minutes. Compared with the Amazon EC2, traditional upgrade of host needs
extra expenditure of capital and time.
As the users have no control on the fundamental infrastructure of cloud, the
reliability and performance of the applications or services which are resided on cloud
would largely rely on the promise of cloud service providers’ Service Level
Agreement (SLA). In terms of reliability, the well known PaaS provider Microsoft
Azure announce that they can achieve 99.9% - 99.95% [22], while Amazon EC2
claims that the reliability can reach 99.95% [33]. The commitment of availability
guarantees the application or service that are running on the cloud platform can be
accessed in uptime. However, performance of cloud services is largely ignored by
the entire industry. For some data intensive application, for instance, stock or
currency analysis applications running on cloud platform, time restriction could be a
critical concern for the user. In this case, result should be given within a certain time
15

period; otherwise, the value of the result would become worthless due to the
fluctuation of the market. Unfortunately, the current cloud computing is not
performance-oriented, most of them are concentrate on how to maximize the
utilization rate of underlying resources.
As the infrastructure of cloud data center is completely blind to the user, the
application could be hosted in a place that is far away from where its relevant data
are stored. For instance, before a user executes a MapReduce application based on
Amazon Elastic MapReduce, user could save related data into Amazon S3 which is
another Amazon supported cloud data storage service. In this case, the virtual
machine would be allocated regardless of how fast the application can access the
data. Once the virtual machine was placed onto a physical machine with poor
network I/O performance, the data interaction would become a bottleneck of the
whole application performance. According to the literature review, however,
contemporary virtual machine provisioning and placing approaches rarely consider
optimizing the virtual machine allocation policy with respect to network I/O
performance [22].
Besides, in the cloud data center, the computing resource virtualization and processor
sharing often result in the instability of the network I/O performance within a cloud
environment. For example, the TCP/UDP throughput between the small instances in
Amazon EC2 varies between 1Gb/s and 0 frequently [22]. Instead of placing the VM
on a physical node through its entire lifetime, migration of virtual machine to better
network condition would improve the total performance of a cloud-based application.
However, in practice, migrating VMs may decrease the utilization rate of underlying
resources. To address this issue, we propose an approach to balance between the
communication cost optimization and resource utilization rate. In this approach, we
16

firstly adopt machine learning based algorithm to predict the execution time of the VM
before actual deploy it into cloud. Thus, we can have the available CPU time on each
physical node. We assign available CPU time index which is obtained by multiple the
available CPU time with a predefined weight nt, while network status index can be computed
by multiple the network aware allocation priority with another weight nn. The sum of the two
weights (nt and nn) equals to 1. The user is able to adjust the proportion of the weight to
balance the computing resource utilization rate and network communication status.
Therefore, the VM allocation priority can be decided by comparing the sum of CPU
available time index and network status index.

1.5

Research Aims and Methodologies

This research focuses on addressing the network I/O performance aware virtual
machine allocation and migration problem and the computing resource demand
prediction problem. The aims of this research are
1. to investigate virtual machine allocation and migration policies with the
consideration of network I/O performance,
2. to propose an estimation model to estimate the computing resource demand
before actual execution of an application within cloud computing and based
on the prediction approach, we can comprise between the computing resource
utilization rate and communication cost.
To achieve the first aim, a comprehensive literature review has been conducted. The
previous research related to the virtual machine migration and placement are
reviewed and analyzed to identify gaps. Based on the comparison result, we propose
a network aware virtual machine placement and migration approach. In the
experiments, we have conducted a quantitative study to compare the application’s
performance with and without migration.
17

To achieve the second aim, we have utilized both quantitative and qualitative
research to collect and analyze data. Firstly, we reviewed the previous performance
prediction approaches. Secondly, we choose machine learning approach to predict
the performance of the application. Thirdly, we collect the experiment data by
observing the sample application. Using the data set as learning set, we will
implement machine learning algorithm to find the relationship pattern between
computing resources, performance and application characteristics. Eventually, we
intend to propose a prediction based approach to balance between the physical
resource utilization rate and communication cost.
1.6

Thesis Outline

The thesis reports our research on the network aware VM placement and migration
policy as well as the prediction of VM execution time in the context of cloud
computing. The rest of this thesis is organized as follows:
In Chapter 2, the previous related researches are reviewed and the advantages and
limitations of the former approaches are examined and discussed. In Chapter 3, we
introduce the proposed network aware virtual machine allocation and migration
policy. In Chapter 4, the performance prediction of MapReduce application is
proposed. In Chapter 5, the experimental results are demonstrated and discussed.
Finally, in Chapter 6, the limitations and future works of this research will be
discussed.
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CHAPTER2 LITERATURE REVIEW
2.1

Introduction

In this chapter, firstly, we study the general network architecture within cloud data
center to emphasize the research scope of this thesis.
Secondly, this chapter reviews the former research in three areas, namely VM
allocation, migration, and computing resource prediction in cloud computing. In
cloud computing, each VM is the illusion of the dedicated physical machine,
encapsulating the abstraction of computing resources and workloads. The VM
allocation in cloud computing has the meaning of settling down the VM to a position
within the fundamental physical infrastructure. A VM allocation policy is a
mechanism implemented in a cloud datacenter to assign the VM. These policies are
usually implemented to maximize the utilization rate of computing resources or
saving energy consumption of a cloud datacenter. In Section 2.3, we will review and
discuss previous allocation policies in both industrial implementation and academic
proposals.
The VM migration studied in this thesis means migrating VMs in cloud data center
on-the-fly. The virtualization of cloud infrastructure allows the VMs to be migrated
from one physical machine to another without any disruption of the running tasks.
Currently, live VM migration mechanisms have already played an important role to
achieve the goal of load balancing, energy saving, disaster recovery and system
maintenance [49].
In the section 2.3, we demonstrate the basic interior network architecture of cloud
data center.
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In the section 2.4, we will review and discuss the live migration mechanisms in both
industrial implementations and academic research.
It can be seen that there is a tradeoff between maximization of performance and
resource utilization rate [50]. Arbitrarily, allocating and migrating the VMs to pursue
the best performance would result in the VMs being distributed unevenly and vastly
across entire physical infrastructure, whereas the utilization rate of physical
machines would be degraded. To balance the performance and the resource
utilization rate, we propose a scheduling mechanism based on the application
resource consumption prediction. The existing research in this area is reviewed and
discussed in Section 2.5.
2.2

Basic Interior Network Architecture of Cloud Datacenter

This section aims at providing a landscape of the network architecture within the
cloud datacenter. In a typical cloud datacenter, a Data Center Network (DCN) is built
to interconnect tens, sometimes hundreds, of thousands of serves to deliver various
cloud services to the public [14]. These servers host the VMs and each VM would
associate with one or multiple publicly visible and routable IP address because VM
may reside cross multiple servers. Here, the publicly exposed IP address is used to
allow the user to send the request, and it is named as virtual IP address (VIP),
whereas the direct IP address (DIP) is used to route internally.
The typical network architecture of a cloud datacenter can be demonstrated as the
diagram below [21]:	
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Figure 2.1 The basic network topology of cloud data center
Firstly, users’ requests reach the layer 3 border and access routers (BRs and ARs)
according to its external IP addresses. Secondly, the BR and AR would find out the
associated layer 2 domain based on the destination VIP. These VIPs are
preconfigured onto the load balancers (LBs) which are connected with top level
switches. For each VIP, the LB would have a list of DIP mapped with it and each
DIP points to a particular server in the rack below the LB.	
  	
  
2.3

Major cloud computing platforms

Amazon is one of the most famous commercial cloud computing service provider.
All of the Amazon cloud based web services can be accessed remotely. The core
service of Amazon cloud computing includes Amazon S3 [4], Amazon Elastic
Compute Cloud (EC2) [2] and Amazon MapReduce [3]. The Amazon S3 is a cloud
based data storage service which allows the user to store their data into Amazon
cloud data center. Amazon declared that there were 905 billion objects in Amazon S3
at the end of the first quarter, 2012. The Amazon cloud data center is able to handle
21

up to 650,000 requests per second for those objects in peak hour. The Amazon EC2
allows the user to request virtualized computing resources with the view of virtual
machine. The size of virtual machines is predefined by Amazon itself. There are
several types of computer instances available for user to choose. The user not only
can arbitrarily choose the computer instances to host their applications but also form
those instances as a virtual cluster. In addition, Amazon opens their API to the user
so that they can develop customized application to access the Amazon cloud services.
Eucalyptus cloud computing [13] provides a Linux based IaaS which is fully
compatible with Amazon APIs so that user can manage their instances in both
Eucalyptus and Amazon. In addition, the instance in Eucalyptus can be migrated into
Amazon seamlessly.
Windows Azure provides service in IaaS and Paas which aim to offer hosting service
for the web based applications. Azure allows the user to build their applications
using different programming languages and technologies, such as ASP .NET, PHP
and Node.js. It allows the user to build up either Windows Server or Linux virtual
machines based on its physical infrastructure.	
  
2.4
2.4.1

Virtual machine allocation policies
Virtual machine allocation policies in practice

Creating a virtual machine on a traditional server, such as Windows Server 200X or
Linux server, means a part of the computing resources on the physical host, such as
the CPU capacity, memory or disk space would be assigned to the virtual machine.
This step usually will be manually achieved by an experienced system administrator.
The size of the virtual machine would be based on the actual requirements or the
experience of the system administrator. Once the virtual machine was created, the
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underneath load balancing mechanism would take over the control of running the
virtual machine. If the virtual machine was hosted by a branch of computer, say a
cluster, then the load balance mechanism would allocate the virtual machine on the
idle computer.

In the scenario of cloud computing, hundreds or even thousands of virtual machines
could be running simultaneously and each virtual machine would have different
requirement in regarding to the CPU, memory, disk space and so on. For this reason,
it is nearly impossible to create a general configuration or setup them manually.
Instead, data center implements series of mechanisms or algorithms to organize and
manage the virtual machines automatically. These mechanisms are keen on different
aspects. For example, some mechanisms focus on reducing energy consuming, some
mechanisms focus on increase the utilization rate of physical computing resource,
and others focus on optimizing the system performance. In this section below, these
recent popular virtual machine allocation policies will be described and analyzed
1. Round robin policy
The simplest virtual machine allocation policy is round robin. This policy is the
default scheduling policy in Eucalyptus cloud platform [13]. Round robin iteratively
checks through all available hosts until the host which has sufficient free resources to
allocate the virtual machine is found. For the next virtual machine, the above process
is repeated until all of the VMs are allocated. Round robin scheduling method
restricts in the principle that “first in first serve” (FIFS) and VMs are only allocated
in the physical node that has sufficed resources so that the usage of physical
resources cannot be maximized [13].
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2. Striping policy
Striping discards all of the hosts which do not have enough resource. Among the rest
hosts, the host which currently hosts the least number of virtual machines will be
chosen. The process will be executed continually until all of the VMs are allocated.
This policy is adopted by OpenNebula cloud platform [12]. The striping policy aims
at maximizing the available resources to VMs in a host but the VMs would spread
vastly across the entire infrastructure.
3. Packing policy
The Packing policy is the opposite of the Striping policy. For each new virtual
machine, it first discards all hosts that do not have the available resources to host the
virtual machine. From the remaining hosts, it finds the one that is currently hosting
the greatest number of virtual machines. Once found, it matches the virtual machine
to that host. This process is continued until all VMs are allocated. The Packing
policy seeks to consolidate the virtual machines to as few hosts in the host pool as
possible. It is currently available as one of the built-in policies in the OpenNebula
cloud platform, and implemented as the Greedy policy option in Eucalyptus [27].
2.4.2

Academic proposals of virtual machine allocation policies

In this section, a review of former literatures was conducted in regards to the virtual
machine allocation policies. The finding shows that previous researches dedicate to
share the physical computing resources in time or space in a more effective way but
influence of network I/O performance is largely ignored. In the articles which are
written by [45] and [44], the virtual machine allocation problem is formed as a
Constraint Satisfactory Problem (CSP). In their approach, the CPU and memory
capacity of a physical machine (Pj) are denoted by CjCPU and CjRAM , respectively.
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Let the vector Hj = (hj1, hj1, …, hjv) denote the VMs that are running on Pj, and R =
(r1, r2, …, rv) denote the resource requirements of each VM, the resource constraint
can be represented as:

€

€

∑

v

∑

v

CPU
l =1 l

r

. h jl ≤ C CPU
1≤ j ≤ q
j

r ram . h jl€≤ C ram
1≤ j ≤ q
j

l =1 l

This means the total computing resources that can be assigned to VMs are
€
constrained by the total resources of the physical machine. The solution of this
problem minimizes the total activated physical machine in the data center.
In the article which is written by [15], the proposed approach focuses on maximizing
the economic revenue of cloud service provider by introducing Combinatorial
Auction. Here, the problem of allocating VMs is modeled as a winner determination
problem.
In the article [15], the researchers take into account data I/O performance when
allocating data replica for MapReduce application in cloud. The location of data in
cloud is balanced by round-robin and serpentine allocation policy so that the data
blocks can be distributed evenly on each physical node. Even though this approach
balances the data transaction among the data nodes, the approach relies on the
historical data transaction statistics. Therefore, the approach cannot balance the
resource allocation in runtime.
In general, previous computing resource allocation approaches largely ignore the
network I/O performance so that VMs would be allocated with a non-optimized
physical distance to the relevant data. This situation would cause an extra data read
and write overhead or eventually lead to the degradation of application completion
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time. For the data intensive applications on cloud computing, a branch of virtual
machines would be created to combine as a virtual cluster. (e.g. Amazon Elastic
MapReduce). In this case, the performance of the entire application would not only
be decided by how many computing resources are assigned to the virtual machine
but also the network I/O performance between each part of the virtual cluster. It can
be seen that, for a data intensive application, the performance of the application may
not improve even assign more physical resources. This will lead to a huge capital
waste for the end user.
2.5

Virtual machine migration policies

The concept of virtual machine migration in the cloud computing usually means the
virtual machine could be seamlessly transferred from one physical machine to
another on the fly. During the transfer process, either application or the end user
should not aware the virtual machine migration occurs. The virtual machine
migration has great meaning to cloud computing in terms of load balancing, energy
saving and failure recovery. Virtual machine migration facilitates the cloud
computing transfer the virtual machines from a busy physical host to an idle one and
thereby maximize the utilization rate of physical computing resource and the
efficiency of energy consuming. Once the fatal error occurs on the physical machine
so that it cannot host the virtual machine anymore, the migration mechanism could
transfer the virtual machine to a healthy physical machine so that the availability of
cloud computing can be increased dramatically, comparing with traditional hosting
technologies. In fact, the Amazon EC2 claims that the availability of their hosting
service up to 99.95% which means the monthly down time of a virtual machine less
than 21.6 minutes. In this section below, the migration approaches that have been
adopted will be discussed in some details:	
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2.5.1

Virtual machine migration policies in practice

The most well-known live migration approach is called Pre-copy [7][32], which has
been implemented in Xen and VMware virtualization platform. This practical
migration policy emphasizes the migration efficiency to overcome the issues during
migration, such as migration failures, migration conflicts and migration thrashing
[48]. In the approach, the purpose of migration is to achieve the goal of load
balancing, online maintenance, and energy saving but the network status is ignored at
all.
2.5.2

Academic proposals of virtual machine migration

The research presented in [48] concerns the migration of virtual machine in runtime.
The usage of CPU, memory and network bandwidth on physical machines is
monitored. The historical virtual machine resource consumption is recorded to
predict whether the physical machine would be overloaded in CPU, memory and
network bandwidth. The virtual machine migration would be triggered once the
overload trend is detected. However, this approach mostly relies on the analysis of
historical data to predict the future computing resource demands of the virtual
machine.
Other researches, including [1] [24] [30] [29], aim at migrating VMs for different
purposes, such as improving the power efficiency and satisfying performance
requirements. Some migration approaches also considered the network performance
and communication costs when determining migration policies. However, the
existing research heavily relies on the statistical methods to migrate the files that
most frequently communicate with each other. Thus, the optimization procedure has
to be conducted after a relatively long period to obtain statistics. This drawback
makes the statistic method based VM allocation or migration approaches hard to fit a
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runtime circumstance. If the applications communicate with data in a short time, the
lack of statistics may make these allocation or migration approaches inapplicable.
2.6

Performance and computing resource prediction approaches

The prediction problem of application computing resource consumption has been
studied for a long time. It is desirable that the computational resource requirements
of an application can be predicted before the application is actual run. Within the
context of distributed computing, such as grid computing and cloud computing, the
accuracy of prediction has significant meaning in regards to improving the efficiency
of resource utility and guaranteeing the performance of the application.
The prediction approaches are derived from a primitive assumption that applying the
same computing resource to similar applications would have similar performance
[42]. The previous research models the application with various features, and
measures the performance of the application with certain computing resource. The
application feature vectors and performance data can be combined as a training set.
A relative convincible prediction can be made by applying statistical machine
learning algorithms onto this training set. In the rest of this chapter, we intend to
summarize some major machine learning algorithms which had been implemented to
predict the computing resource consumption or performance.
1.Regression
Linear regression is the simplest machine learning algorithm. It assumes that the
relationship between dependent variable (y) and independent variables (x) can be
described as

. Theoretically, it can be expected that the completion time of

an application would decrease as the computing resource being consumed increases.
This approach is applied in the article [1] to simplify the sophisticated modeling
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problem for medical image process applications. In practice, however, the increased
computation resource may not be related to the decline of completion time in a linear
way [11]. Rather, a number of approaches have proven to be more accurate than
linear model [39] [16].
2. Clustering Techniques
Clustering techniques partition the data set according to the similarity of the
variables. Traditionally, the clustering techniques classify the training data by
defining the distance between variables in dataset. Even though the cluster
techniques, such as K-means can be used to identify the nearest data set within the
sample space, it is difficult to model the similarity of the application features as the
characteristics of application are normally independent to each other.
3. Support Vector Machine (SVM)
Support vector machine (SVM) has advantages in terms of handling a large number
of attributes in the non-linear scenario, whereas the disadvantage of SVM is that it
brings extra computational overheads at the same time and it relies heavily on the
size of training set [11].
4. Kernel Canonical Correlation Analysis (KCCA)
In the articles which were written by [39] [16], the characteristics of application are
formed in multiple dimensions in the space. Thus, the Euclidean distance between
the applications in the space could describe the similarity among these applications.
The advantage of this kind of approaches is that the prediction result could be highly
accurate. But the accuracy usually relies on the abundant historical data and the
computational complexity would be relatively higher than other approaches.
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5. Decision Tree Learning
Decision tree learning has been adopted to study the relationship between application
performance and application features in some researches. Traditionally, decision tree
is a data mining method which is used to predict the classification of target variables
based on a set of samples.
For a given training set, a decision tree is constructed by iteratively split the source
set into subset based on one or several attribute test. On each node of the tree
structure, a separate criterion will be used to divide the training set into different
categories. The splitting process would not stop until the purity of each leaf on the
tree is reached.
ID3 and C4.5 are two classical algorithms to generate a decision tree. In ID3, the
concept of information gain is borrowed from information theory to select the best
classifier among the attributes. Therefore, the attribute which would generate
maximum information gain would be firstly chosen as a classifier. Here, the
information gain is calculated by entropy of each subset. The formula below shows
the computation of the entropy of set S:
n

E(S) = −∑ freq(Ci , S) log 2 freq(Ci , S) ,
j =1

Where
€

l

E(S) is the total entropy of the set S

l

n is the number of different values of the attribute in the set S

l

freq(Ci, S) is the number of class i occurs in set S.

While the information gain can be computed by the following formula:
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m

G(S, A) = E(S) − ∑ freq(Ai , S)E(SA i ) 	
  
i=1

Where:

€
l

G(S, A) is the information gain after the split.

l

E(S) is the information entropy of the set S

l

l

freq(Ai , S) 	
  is the number of class Ai occurs in the set S.	
  

m is the number of different values of the attribute A in the set S

€ Thus, for a given set S the decision tree can be constructed by following the ID3

process below:
l

Among all of the attributes A = {A1, A2, A3, …, Am} select the attribute Ax which
generates the maximum gain as a classifier to split the whole set S into S+ and S-	
  

l

Using subset S+ or S- as new node and computing new splitter by finding
maximum information gain again.

l

Iteratively conducting the splitting process until the entropy equals to zero.

The algorithm C4.5 is an extension of ID3 in following perspectives:
l

C4.5 can be used to deal with the attribute with continuous ranges.

l

C4.5 can be used to classify the training set with unknown attribute values.

If we model the historical applications execution information as training set and
application characteristics as attributes, it is feasible to implement decision tree
learning algorithm to classify the performance of the applications. By learning from
the tree, it is possible to predict the performance for a coming application before
actual execute it.
So far, decision tree algorithm C4.5 has been implemented in the article [17] to
classify the applications into different time intervals. However, the time intervals are
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static so that the control granularity cannot be optimized. In the researches [17] [25]
[36] [40] [43], the application attributes are selected and grouped as subsets so that
the searching can be done in the templates instead of the tree structure. The
characteristics of applications are described as a template, such as several predefined
attributes, and thereby the similarity between applications could be judged by
comparing each attribute. These researches take advantage of the feature that
decision tree algorithms ignore the correlation between attributes and classify the
training set according to its characteristics only.
In addition, the research results have proven that the prediction accuracy of template
approach is better than adopting complex regression as characteristics split method
[43].
2.7

Requirement analysis

According to the discussion and analysis in this chapter, the existing virtual machine
allocation and migration approaches do not take the network I/O performance into
account.
The first goal of this research is that the proposing an approach should not only
provide a way to detect the network conditions in the cloud computing and thereby
allocate the virtual machine on the physical host with the consideration of network
condition. Due to the network condition within a cloud computing would change
constantly, a virtual machine migration approach should be developed as a sub
achievement of this goal.
Allocating and migration the virtual machine bias to the network I/O condition
would decrease the utilization rate of physical resource. For this reason, the second
goal of this research is that developing a trade-off mechanism to balance the network
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I/O performance and the physical computing resource utilization. To achieve this
goal, when the allocation/migration candidate hosts were found, the available
computing resources or available time of the computing resources on these candidate
hosts should be detected and compared as well. If each candidate host has a
allocation/migration index W, then the value of W should consist of index of network
I/O performance WN, whereas computing resource index WR. After applying weights
onto the network I/O performance as well as the available computing resources or
available time of the computing resources, we can increase the weight of network I/O
if the network I/O is more important than the computing resource utilization rate and
vice versa, if the utilization rate of computing resources is more important the weight
of computing resource can be increased. According to compare the value of
migration index W, the final position of the VM can be decided and the balance
between network I/O and computing resource utilization rate can be achieved.
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CHAPTER3 NETWORK AWARE VIRTUAL MACHINE ALLOCATION
AND MIGRATION IN CLOUD COMPUTING
3.1

Introduction

Relying on the virtualization technologies of fundamental physical computing
resources, cloud computing brings a complete new computing paradigm in which the
application and the related data would no longer physically reside on users’ computer.
Instead, in cloud computing, the application and data would be deployed on some
virtualized computers. These virtualized computers can be seen as a concrete visual
form of cloud computing. The formal name of these virtualized computers is Virtual
Machine, also known as VM. These VMs are built based on the virtualized
fundamental physical resource, which means the computing resources of a VM may
not belong to the same physical computer, or even a certain physical host. From the
user’s perspective, these VMs are fully functional as normal computers to process
and store data. The capacity of the VM can be setup and modified during the entire
life cycle of the VM by changing the values on the cloud computing user interface.
The cost to update a VM on cloud computing is much less than upgradeing a
physical host and the underneath VM loading balance and migration is absolutely
blind to the end user.
According to the literature review in the previous chapter, the current implemented
VM allocation mechanisms aim at maximizing the utilization rate of computing
resources. From the network condition perspective, the application and the related
data would be arbitrarily allocated within the data center. Thus, a VM could be
allocated with an un-optimized logical or physical distance to its data.
To illustrate this problem, let us consider the following case. Suppose there are 3
VMs, namely VM1, VM2, VM3 and these VMs will host 3 different data intensive
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applications, respectively. Assume that each VM will process its own associated data,
i.e., VM1 is associated with Data1, VM2 is associated with Data2 and VM3 is
associated with Data3. The data was distributed as shown in Figure 3.1. Data1 is
stored as two segments, namely Segment1 and Segment2. Segment1 is stored on
Physical Host1, whereas Segment 2 is stored on Physical Host2. Data2 is stored on
Physical Host3 and Data3 is stored on Physical Host2. By implementing the
traditional VM allocation policies (e.g. Round Robin), the first VM, VM1, will be
assigned on Host1. Then, VM2 will find the next host with maximum available
computational resources, namely Host2. This process will be repeated so that the
VM3 will be allocated on Host3. In this case, however, the application on VM2
should access Router2 and Router3 to access Data2. Similarly, the application on
VM3 should access Router3 and Router2 to reach Host2. If the applications on VM2
and VM3 are data intensive applications, the communication cost could be huge and
the overall application performance may be negatively affected.. For data intensive
applications, the volume of data is typically in the size of terabyte or even petabyte.
In this case, the application’s total processing time is largely dedicated to data I/O.
Without consideration of network status when allocating VM, the unnecessary
communication cost between the VM and its data could result in the decrease of
performance.
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Figure 3.1 The result of implementing the Round Robin to allocate VMs
Similarly, Figure 3.2 shows the result of VM allocation by implementing packing policy.
The process of packing policy is to find the physical machine that already hosts the
maximum number of VMs, among all of the physical hosts with sufficient resource to host
the VM. This process will continue until all of the VMs are hosted. By doing so, three VMs
would be allocated on the same physical hosts. In this circumstance, the computing resource
utilization rate is maximized. Physical Host2 and Physical Host3 could run in an idle status
so that the power consumption could be reduced. However, the logical distance between
VM2 and its data has been increased so that the performance of the application on VM2
could be worse, comparing with the Round Robin in Figure 3.1. The application on VM3
could access its data via Router 1 and Router 2. Comparing with Figure 3.1, the logical
distance is not increased.
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Figure 3.2 The result of implementing the packing policy to allocate VMs
From the network’s perspective, the best situation is most likely as shown in Figure
3.3. As most part of the Data1 which is associated with VM1 resides on Physical
Host1, VM1 should be allocated on this node so that it gets closer to its data. VM2
should be allocated on Physical Host3, whereas VM3 should be allocated on
Physical Host2 to reduce the logical distance and the data transmit cost.
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Figure 3.3 allocating VMs based on the proposed network aware VM allocation
policy
Thus, the proposed network aware VM allocation policy should achieve two goals.
Firstly, the proposed approach should be able to describe the distribution status of the
data in the cloud data center. Secondly, the proposed approach should be able to
calculate the logical distance between a VM and its data so that the best position of
the VM can be found in regards to the network status.
In addition, as the network bandwidth is shared by a great number of applications
simultaneously, the bandwidth could be assigned and released to a VM frequently.
Thus, the best physical position of a VM to access its data may not be permanent. It
is necessary to find a way to dynamically monitor the network status and migrate
VM accordingly.
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3.2

Research scenario and challenges

To achieve the goal of optimizing network I/O between a VM and its data, there are
a few challenges to address.
In cloud computing, data is likely to be physically distributed across multiple
physical nodes. For example, Data1 in Figure 3.1 is separated as Segment1 and
Segment2. Here, the first challenge is how to find a mathematical model to present
the relationship between the position and data access speed simultaneously.
In addition, dynamic allocation or migration of the position of VM with
consideration of the network status should optimize the communication cost between
a VM and its data. However, this approach could bring a side effect as it may
decrease the utilization rate of the underlying physical resources. As shown in Figure
3.3, if VM2 and VM3 are allocated on Physical Host2 and Physical Host3
respectively, the utilization rate of the underlying physical resources would be
decreased. Therefore, the second challenge is how to retain the utilization rate of
physical resources when considering network I/O.
To address the first challenge, we introduce two matrices to model the relationship
between data distribution status and data transfer time, as described in the next
section. To resolve the second issue, we introduce a machine learning based
mechanism to predict the application running time before allocating it on the
physical machine. By doing so, we can schedule the VMs based on the time rather
than space so as to optimize the utilization rate of computing resources. This
approach will be discussed in details in the Chapter 4 section 3.
In terms of the virtual machine migration, there are two challenges as well. The first
challenge is about the conditions that will trigger migration. As the network status
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may constantly change in the cloud computing environment, the network I/O
performance could sometimes become intolerable (e.g. in case of a router failure). In
this case, VMs should be allocated to new physical hosts to retain the performance.
The second challenge is how to find the new physical machine to host the VM when
migration is needed.
3.3

The Virtual Machine Allocation Approach

In this section, the proposed network aware VM allocation approach will be
introduced. In this approach, the time of transferring a standard network package
among the physical nodes can be measured by the upper network layer. We assume
there

are

m

applications

associated

with

a

set

of

data

Data = {d1, d2 , ..., dm } respectively. According to the data distributed situation, a data
distribute matrix Dn, m can be constructed as below:

D=

d1, 1 d1, 2 ... d1, m
d 2, 1 d 2, 2 ... d 2, m
...

...

...

...

d n , 1 d n , 2 ... d n , m
The column number m represents the total number of data which will be accessed by
the applications. The row number n represents the total number of data storage nodes.
For example, if there is only one application allocated in the entire cloud
infrastructure, and its relevant data is split into two blocks and each block has been
stored in a particular physical node, then we can use notation d1, 1 and d1, 2 to
represent these two data blocks. The matrix D can be built as below:

D=

d1, 1
d2, 1
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The sum of a column

n

∑d

is the size of data associated with a particular

i ,t

i =0

application t. So, if an application t will process data dt, the size of dt can be
computed by the formula below:
n

dt = ∑ di , t , dt ∈ Data
i =1

If there are j physical nodes P = {P1, P2, …, Pj} and i physical nodes O ={O1, O2, …,
Oi} available to store the data and to host applications, respectively, we can use a
matrix Si,j to demonstrate the data transfer speed between each data node and each
application host.
The number of row n in the D and number of column j in the S has the same meaning.
They both represent the number of the data storage nodes. Therefore,
j=n

In the matrix S, each cell Si, j denotes the network speed between the physical
€
machine Pi and the associated data storage node Oj. For example, the cell S2, 3
represents the data transfer speed between the physical node P2 to the data storage
node O3, where P2 ∈ P, O3 ∈ O .
In addition, the network speed Si, j can be represented as a function Speed which
associates with a time slot Δt that is used to transfer a standard network package p.
So, we have

Si, j = 1 / Speed( p, Δt)
So, we have the matrix Si,j as below:
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S=

s1, 1 s1, 1 ... s1, 1
s2, 1 s2, 2 ... s2, j
...
si , 1

...
si , 2

... ...
... si , j

The data access time matrix Ti,m which represents the data access time from each
physical machine to the related data can be computed by the following formula:

T = [S × D]x×m
For instance, a data access time matrix as below:

T=

3 4
2 5

contains the following information:
l

In the matrix T, the number of row i = 2 indicates that there are two physical
machines available to host VMs. We use notation h1 and h2 to denote these two
physical machines.

l

The number of column m = 2 represents that the related data is stored separately
within two nodes. We use notation d1 and d2 denote these two data.

l

In the matrix T, the values in the first row indicate that the access time from h1
to d1 is 3 milliseconds, whereas the access time from h1 to d2 is 4 milliseconds.

l

In the matrix T, the values in the second row indicate that the access time from
h2 to d1 is 2 milliseconds, whereas the access time from h2 to d2 is 5
milliseconds.

For an arriving application that intends to access d1, it is desirable to place the VM
that will host this application on h2 because it has the shortest data access time.
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In practice, however, even though the physical host with the best data I/O
performance has been discovered, the VM still cannot be placed to that host if the
host does not have enough available resources. Thus, it is necessary to firstly remove
those physical nodes that do not have enough physical resource to support the
arriving VM request. In other words, our approach does not need to traverse all of
the physical nodes in the data center. Rather, only the nodes that have enough
resources would be taken into account.
To find the qualified physical nodes that have enough resources, we assume that the
computing resources can be denoted as a set:

C = {P, M }
which indicates the total computation capacity on a physical machine. Here, the
notation P represents the total processor capacity on the physical machine and M
denotes the total memory capacity on the physical machine.
Let Co represents the total occupied computing resources on a hose. Co can be
represented as
n

n

i =1

i =1

Co = {∑ Pvmi ,∑ M vmi }
where n is the number of running VMs on the host. The total occupied process equals
to the sum of all VM used processes and the total occupied memory equals to the
sum of all VM used memories.
Therefore, the available computing resource set can be represented as:
n

n

i =1

i =1

C A = {P − ∑ Pvmi ,M − ∑ M vmi }
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where n indicates the number of running VMs.
Let CR = {PR ,M R }
denote the computation capacity requirement of the newly arriving VM. PR and MR
denote the process requirement and memory requirement, respectively.
Then, if the available computation resource on the physical machine satisfies
n

P − ∑ Pvmi > PR
i =1

and
n

M − ∑ M vmi > M R
i =1

then the VM would be able to be placed on this physical machine. For simplicity, we
use CA to represent the total available computational resources, and CR denotes the
requested computing resources of the arriving VM, then the qualified physical hosts
must satisfy the relationship CA > CR. After the placement of the arriving VM, the
available commutating resource will be modified because some resources have been
assigned to the VM. So, the new available resources can be computed by the formula
below:

CA = {PA − PR ,M A − M R }
So far, the proposed network aware VM allocation policy can be described in the
following steps:
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1. Firstly, for an arriving VM, the physical nodes which do not have enough
resources to support the VM will be ruled out and the remaining physical
nodes are qualified nodes.
2. Secondly, from the qualified nodes, the data access time matrix Si,j will be
obtained to compute the data distribution matrix Dn,m.
3. Thirdly, the data transfer time matrix Ti, m can be obtained by multiplying
Dn,m with Si,j.
4. Finally, the value in each column in matrix Ti, m is calculated. The column
with minimum total value represents the node with the best data I/O
performance.
The algorithm that implements the above steps is presented as follows.
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For a cloud computing environment with physical nodes (m), data nodes (n), the
algorithm initial with a network speed matrix S[m][j], a data distribution matrix
D[j][n], the VM computing resource requirement (CR) and available computing
resource on each physical node CA[m]. The value of in each cell in the data transfer
speed matrix T[m][n] can be obtained by the formula:
T[m][n] += S [m][j] × D [j][n].
After the generation of data transfer matrix, then sum up the value in each row the
row with minimum value would be the best place to allocate the VM in terms of the
network condition.
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3.4

The Virtual Machine Migration Approach

Due to the fact that unpredictable network latency may occur between the routers in
the data center, the data transmission among the VMs cannot be guaranteed.
According to the observation in other research, the network I/O condition within the
Amazon EC2 [2] is unstable [46]. The researchers measured the TCP/UDP
throughput between 6 small instances pairs and 3 medium instance pairs over 150
hours. The throughput was calculated while each 256KB data was transmitted across
network. The findings show that the TCP/UDP transmission is drastically unstable in
Amazon EC2, varying from full link rate at near 1Gb/s to 0 Gb/s. This research
indicates that the VMs scheduling and balancing processes within cloud computing
may cause additional network traffic jam. It can be seen that the unstable network
characteristic may jeopardize the quality of cloud computing services in regards to
the application completion time. In this research, we assume that there is a Service
Level Agreement (SLA) TSLA between the cloud service consumer and the service
n

provider in regards to the maximum application process time. If

∑T

x,i

i=1

the VM should be migrated to optimize the data access time.
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In	
   the migration algorithm above, the data transfer matrix which reflects the data
transfer
	
  	
  	
  
speed between VMs and data nodes are continuously monitored. In this
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  Discard	
  the	
  nodei	
  

matrix, the sum of each row reflects the data transfer time between the VM to all of
its related data. Once the sum of a row in data transfer matrix

n

∑ T [ x][i] is greater
i =1

than a threshold, the migration process will be triggered. For each physical node, the
available resources will be checked. Those physical nodes without enough available
resources to host the VM (CA[m] < CR) will be discarded. Otherwise, the data
transfer matrix will be regenerated in the same way as in the VM allocation
algorithm. Then, the physical node with minimum

n

∑ T [m][i] will

be chosen to

i =1

reallocate the VM.
3.5

Algorithm complexity

The core function of our approach is that multiplication of the data distribution
matrix S with data transfer speed matrix D. Typically, the matrix multiplication of S
and D can be achieved by
n

[ SD ]i , j = Si ,1D1, j + Si , 2 D2, j + ... + Si , n Dn , j = ∑ Si , r Dr , j
r =1

The complexity can be represented as O(i × n × j) . This process has been improved
by other researches. In 1969, Strassen published the Strassen algorithm [1] which
decreases the complexity to O(n2.479) for multiplying two multiplying two n×n
matrix. This algorithm would offer a much better performance when applied to large
matrices. The most effective algorithms till 2010 is called Coppersmith-Winograd
algorithm which can achieve O(n2.3755) for multiplying two n×n matrix [1]. In our
experiment process, we just implement the traditional matrix multiplication
algorithm because the experimental matrix is in a small scale. However, in practice,
the other algorithms would improve the time consumption significantly.
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3.6

Summary

In this chapter, we propose a network aware VM allocation policy to optimize the
data transmission over the intranet within a cloud data center. In this approach, data
distribution matrix has been introduced to describe the status of data distribution,
whereas the network speed matrix is introduced to describe the network status
between the data nodes and the application hosts. By implementing matrix
multiplication, the data transmission time matrix can be obtained. By comparing the
sum of the value in each column of transmission time matrix, the optimized physical
node to host the VM can be found. In addition, we also take the VM migration into
account. We setup a data transmission threshold. Once the network status is worse
than the threshold then the VM migration process would be triggered. The new
physical host could be found by iteratively executing the proposed network aware
VM allocation policy until the physical host has been found. In the last section of this
chapter, the complexity of the proposed network aware VM allocation/migration
policy has been discussed.
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CHAPTER4 COMPUTATIONAL RESOURCE CONSUMPTION
PREDICTION
4.1

Introduction

In the previous chapter, we have introduced a virtual machine (VM) allocation and
migration policy with consideration of the network connection status. The proposed
approach is able to minimize the communication cost from the application hosted
physical node to the related data by deploying or migrating the VM to the physical
host with the best network I/O performance.
In the meantime, however, if the position of the VM is only decided by the network
I/O performance, the VM could be concentrated on few nodes with the best network
connection status, whereas the other nodes could be rarely used. As a result, the
utilization rate of the computing resource in the data center will be decreased. In
some extreme cases, the VMs could be only assigned consistently on few physical
hosts so that these physical hosts are overwhelmed, while the other hosts could be
idle in most of time. From the cloud service provider’s perspective, the low
utilization rate of infrastructure resources might cause the waste of resources and
thereby jeopardize the profits of the service provider.
In this chapter, we are going to focus on how to alleviate the deterioration of
utilization rate when implementing the proposed network aware VM allocation and
migration policy. To reach this goal, a VM scheduling policy will be proposed to
organize physical computing resources provisioning.
According to the research in [7], the computing resources can be provisioned to VMs
and the tasks (applications) in either space shared or time shared manner. These two
resource provisioning methods can be illustrated in the following example. Assume
that there are 4 identical VMs, namely VM1, VM2, VM3 and VM4, which will be
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allocated within two physical hosts, namely Physical Host1 and Physical Host2. The
space shared method, as represented in Figure 4.1, allows the VMs to occupy the
physical host one after another. The next VM can be assigned only when the
previous VM releases the computing resources. Figure 4.2 shows the time-shared
resource provisioning. Each VM takes over a time slice of CPU core on the physical
host. In this case, the computing power of the physical host is concurrently shared by
the VMs so that the execution time of each VM would be longer than space-shared
provisioning.	
  

Physical
Host2

VM3

VM4

Physical
Host1

VM1

VM2

Time

	
  

Figure 4.1 VMs share the space of Physical Hosts

VM4
Physical
Host2
VM3
VM2
Physical
Host1
VM1

Time

Figure 4.2 VMs share the time of Physical Hosts
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As the cost of a VM in the cloud computing is relatively lower than physical
computer, the user of cloud computing may concern more about the performance of
the VM which means the application should be completed within an expected time
frame. From this perspective, management of computing resources from the
dimension of time is more meaningful than from the dimension of space. In the time
dimension, the approach focuses more on when the VM life cycle will be terminated
and when the computing resources on that VM will be released. The proposed
approach will implement a time-shared provisioning approach to balance the
utilization rate and network I/O optimization. So, the research goals can be
summarized as follows:	
  	
  
1. In a certain time slice, minimize the idle computing resources across the

whole data center, and in the meantime,	
  	
  
2. Optimize the network I/O between VMs and related data.
In our proposed approach, we implement a decision tree learning based algorithm to
predict the execution time of the VMs and thereby supporting a scheduling
mechanism to balance the utilization rate and network I/O optimization.
4.2 Decision Tree Overview
As discussed and compared in Chapter 2, huge amount of effort has been made in
order to predict the runtime behavior of an application and machine learning is one
of the most promising solutions for this problem. Comparing with other machine
learning algorithms, such as SVM, linear regression and so on, decision tree learning
takes advantages of algorithm complexity and prediction accuracy.
Decision tree learning, also known as classification tree or regression tree, is widely
used to create a tree-like structure and eventually depict the rules for classifying the
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other data [34]. Decision tree algorithms can be implemented on either discrete or
continuous variables. The decision tree is called classification tree when it is
implemented on discrete values.
Decision tree learning works in the following way. Firstly, the building process of a
decision tree starts from the first state, namely the root node. Root node contains the
entire training data of the decision tree. After applying splitting algorithm, the root
node could be split into several child nodes. This split process would be iteratively
applied to the child nodes to create additional levels of hierarchy. This process stops
until the child nodes cannot be split anymore, and thus becoming leaf nodes.
Technically, if all of the training data belong to the same category, then there is no
further split needs to be made. Otherwise, a classifier will be implemented to split the
root into two or more groups. Decision tree modeling aims at achieving two
objectives. The first objective is to produce the accuracy of decision tree classifier so
that the training data can be classified accurately. The second goal is to obtain a split
rule to predict the classes of new data.
Decision tree learning methods are suitable for the problem of predicting computing
resources, as the features of the decision tree learning match well with the design of
our approach.
l

Training data can be represented by attribute-value pairs. In our approach, the
relationship between computing resources, application features and completion
time can be modeled as a three dimensional training data set {Resource, Feature,
Time}. The computing resource set is modeled within 4 classes, namely extra
high performance class, high performance class, medium performance class,
normal performance class. Each class is mapped into a certain configuration set
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of computing resources. For instance, extra high performance class includes a
3.6 GHZ CPU, 2GB memory, whereas the medium class contains a 2.0 GHZ
CPU and 1GB memory. Hence, in our approach, the computing resource
attributes are discrete values.
This classification is in line with the current practice in the industry. For
example, Amazon Elastic Computing offers the computing resources in several
types, i.e., small instance, medium instance and large instance, etc. Each type of
the instance has different and fixed computational capacity. Users are only
allowed to collect instances and are not able to choose CPU, memory and disk
space freely.
l

The target function has discrete output values. The traditional decision tree
learning only classifies the training data into discrete classes. In our approach,
the target output is the completion time so that we need to apply an extended
decision tree algorithm which supports real-value output.

l

The training data may contain erroneous data or missing data. In practice, the
missing and erroneous data is inevitable in the training data collection process.
Decision tree algorithms are robust to this kind situation so that the accuracy of
the output would not be affected significantly by these interferences [40].

In the remaining part of this section, three basic decision tree learning algorithms
will be depicted and compared.
4.1.1

ID3 Decision Tree Algorithm

The fundamental idea of ID3 algorithm is to select the attribute which has the most
significant influence on classification. In ID3, the benchmark that measures the
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influence is called information gain. In order to define information gain precisely, the
concept of entropy which is derived from information theory is introduced.
Given a sample space S which contains positive and negative examples of some
target concepts, the entropy of S relative to this binary classification can be defined
as below:

Entropy ( S ) = − pnegative log 2 pnegative − p positive log 2 p positive
Here, pnegative means the proportion of negative examples in the S, whereas the

p positive means the proportion of positive in the S. In addition, ID3 defines that
if p positive = 0 , then we define log 2 p positive = 0 .
In the ideal binary classification, the entire sample space should be split into two
classes, namely positive and negative space. The value of entropy is 0 if all of the
members in S belong to the same class.
In the information theory, the concept of entropy specifies the minimum number of
bits of information needed to encode a group of random number S. ID3 algorithm
borrows the concept of entropy to measure to what extent the attribute would
contribute to the classification. If a target attribute has c different values and pi
represents the proportion of S that belongs to class I, then, we can get the entropy of
the set S.
c

Entropy ( S ) = −∑ pi log 2 pi
i =1

Thus, the best attribute should classify the sample S in the most effective way which
means this split must cause the greatest change of entropy. In ID3, the change of
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entropy is named as information gain (G) and it can be obtained by the following
formula:

Gain( S , A) = Entropy ( S ) − ∑
v∈ A

Sv
S

Entropy ( S v )

Here, A is the set of all possible values of a attribute. Sv is the subset of S, where the
attribute has value v.
The whole ID3 algorihtm can be summarized as follows.
1. Firstly, compute the entropy for each attribute in the sample set S.
2. Secondly, find the attribute a that has the maximum information gain.
3. Thirdly, use the attribute a as the classifier to split the sample set S
These three steps are iteratively executed until the sample set S cannot be split any
further.
4.1.2

C4.5 Decision Tree Algorithm

In practice, ID3 still has several shortcomings related to determining the size of
decision tree, dealing with continuous attributes, dealing with missing values of an
attribute, and dealing with attributes with different costs [34].
In order to overcome these shortcomings of ID3, Ross Quinlan developed C4.5 in
1993 [40]. C4.5 is an extension of ID3, it inherits the concept of information entropy
in ID3. The training data is a set S which contains a set of classes S = {S1, S2 , ... Si }
and

each

class

in

S

is

a

vector

which

contains

several

attributes,

namely Si = {a1, a2 , ... a j } . At each split from the set S , C4.5 chooses an
attribute a χ ∈ {a1, a2 , ... a j } , which would split the set S in the most effective way.
57

The split effectiveness is measured by information gain rather than entropy of ID3.
The attribute a χ that will split the set S with the highest information gain is chosen
to split. Then, the split will be executed iteratively until the class S cannot be split
anymore.
Similar to ID3 algorithm, C4.5 calculates the information gain for each case to use a
specific value for the attribute ( {a1, a2 , ... a j } ) to classify the sample set S and
thereby chooses the attribute with the maximum information gain as splitter. This
process is iteratively executed until the tree is created completely. However,
compared with ID3, C4.5 algorithm offers benefits in the following aspects:
ID3 only fits those sample sets with discrete attributes, whereas C4.5 is able to

•

classify the sample set with continuous attribute.
•

C4.5 is able to handle the missing attribute values.

•

C4.5 prunes the branch that does not helpful for classification from the tree

4.1.3

CART Decision Tree Algorithm

4.1.3.1 Introduction of CART Decision Tree Algorithm
The CART algorithm was first introduced by L. Breiman, J.H. Friedman, R. A.
Olshen and C. J. Stone. As a non-parametric machine learning algorithm, CART is
not only able to deal with categorical variable but also capable of dealing with
continuous variables. CART produces a classification tree if the dependent variable
is categorical. If the dependent variable is continuous, a regression tree will be built.
The CART is introduced to study the variables or the interaction of variables
influenced on the consumption of computing resources for a given application.
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Eventually, the classification rule should be able to predict an arbitrary future
computing resource consumption.
There are three steps included in the CART approach:
1.

Firstly, the learning sample will be divided as deeply as possible so that the tree
k −1
is in its maximum size. For k categories, there will be 2 − 1possible splits.

Among the possible splits, there are two criteria to evaluate the separation,
namely Gini criterion and Twoing criterion.
2.

Secondly, the tree with the maximum size will be pruned so that a prediction
rule with an acceptable accuracy can be extracted from the tree.

3.

Finally, new data will be classified using the prediction rule obtained from the
second step.

In CART, the original learning set is split according to the impurity function f (t ) .
For each node of CART, the impurity function has the maximum value if all classes
are mixed equally. When the node contains only one class, it has the minimum value.
Among all of the possible splitting, therefore, the best way should offer the largest
decrease in impurity:

Δf (t ) = f (t ) − Pl f (tl ) − Pr f (t r ) (1)
For categorical variables, the impurity can be measured by Gini criterion and towing
criterion:
l

Gini splitting rule
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In Gini approach, if the leaning sample has k = 1..., K classes, then the impurity
function can be defined as:
K

f (t ) = 1 − ∑ p 2 (k | t )
k =1

(2),

where p(k | t ) means the probability of the cases in class k and fall into node t. If we
simply apply the formula (2) into (1), then we can calculate the decrement of
impurity as below:
K

K

K

Δf (t ) = [1 − ∑ p 2 (k | t )] − Pl [1 − ∑ p 2 (k | tl )] − Pr [1 − ∑ p 2 (k | t r )]
k =1

k =1

k =1

K

K

K

k =1

k =1

k =1

= −∑ p 2 (k | t ) + Pl ∑ p 2 (k | tl ) + Pr ∑ p 2 (k | t r )

, where

denotes the probability of a case in class k given falls into node ,

Pl is the probability of the left node and Pr is the probability of the right node,
so Pl + Pr = 1.
l

Twoing splitting rule

In twoing criterion, the samples at each node
super classes

and

can be separated into two

. Thus, twoing criterion deals with every

splitting problem as if it was a two-class problem. Among all of the possible that
combine the samples into two super classes, the separation with the maximum
impurity variation will be recognized. And the change of impurity function is
measured by the following function:

Δf (t ) =

Pl Pr K
[∑ p(k | tl ) − p(k | t r )]2
4 k =1
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4.1.3.2 CART Optimizations
The maximum tree will definitely have the best prediction accuracy for new data but
the computation complexity would be much higher than a smaller tree. Therefore, a
CART must be optimized before actually being adapted on prediction. And the
optimization implies the meaning of pruning the tree at an acceptable
misclassification rate. There are two ways to cut off CART: optimization by number
of points and cross-validation.
The optimization by number of points approach cuts the extra terminal nodes until
the number of terminal nodes reaches the predefined number.
The optimization by cross-validation approach achieves optimization by applying the
cost-complexity function:
~

Rα (T ) = R(T ) + α (T )
~

Here, R(T) is the misclassification error of the tree T; α (T ) is the measurement of
~

the complexity, where T is the total number of terminal nodes in the tree. Even
though the cross-validation approach does not require changing any parameter, this
process is time consuming because the process repeats several times to pick up
learning and testing samples to determine parameter α . Therefore, this approach
would not implement cross-validation to optimize the CAR. Instead, we predefine
satisfied prediction accuracy. After the CART generation process, the tree would be
pruned until the prediction accuracy reached a satisfaction level.
4.1.3.3 CART Accuracy Evaluation
Three types of estimation methods could help us evaluate the accuracy of the CART
prediction. The first is called resubstitution estimation which utilizes the same
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sample set to construct the tree and test the accuracy by applying the rule to itself.
This method is the most commonly used but with the lowest accuracy. The second is
called test sample method which applies the rule of decision tree on another test
sample set that is apart from the original sample used to construct the tree. The last
on is N-fold cross-validation method which randomly divides the sample set as
several subsets (
and

). For each subset , using

as learning sample

as test sample, the accuracy estimation will be the average of

test results.

The cross-validation is adopted because this method fit to the relative small sample
size.
4.2

Introduction of MapReduce

Due to the complexity and difficulties of modeling characteristics of applications,
our approach focuses on predicting MapReduce application resource demand in
cloud computing. MapReduce is a software framework which is firstly introduced by
Google in 2004. It takes advantages of paralleled computation model to deal with
large data set.
	
  

	
  

Figure 4.3 The structure of MapReduce

62

Generally speaking, a MapReduce consists of two steps, the map step and the reduce
step. In the beginning, the input data-set will be split into identical chunks called
mappers. Secondly, each mapper will take a chunk of data as input and return data in
the pairs of keys and values. Thirdly, the data with the same key will be sent to the
same reducer to generate the final result.
Hadoop MapReduce is a JAVA based implementation of MapReduce programming
model which is supported by Apache. Apart from Hadoop MapReuce, this project
includes several subprojects, such as Hadoop Distributed File System (HDFS) which
provides high speed throughput data storage, Hive which supports high performance
SQL-like query to the data warehouse infrastructures, and so on.
In Hadoop MapReduce processes, both the input and the output of the job are stored
in HDFS. Besides, every node has the responsibility to process and store data. This
means the MapReduce application and HDFS can be run on the same physical
machine. By doing so, the framework can effectively schedule the data process tasks
on the nodes so that the bandwidth across the cluster can be highly aggregated.
In the Hadoop MapReduce framework, each cluster-node consists of a single
master JobTracker and one slave TaskTracker. The JobTracker (master) schedules
and monitors the tasks on the slaves. Once failures are detected on slave, master
would command salve to re-execute the failed tasks. The TaskTracker (slaves) then
executes the tasks according to the commands from the master.	
  
4.3

Prediction Model

In the previous sections of this chapter, the main decision tree learning algorithms
have been reviewed. If we collect the historical data of applications as learning set
and implement the decision tree algorithms onto it, it is possible to predict the target
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attribute (execution time) before actual execution of the application. In our model,
each sample contains three vectors, namely application features, execution time and
computational resources. Each sample can be mapped into a three dimensional space
as shown in Figure 4.4.	
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Application
Features

	
  

Figure 4.4 The model of execution time prediction
The decision tree learning algorithm will classify the samples into different classes
and each class will map to a different performance class.
In order to implement this model, the most important issue is how to model the
features of applications and the computational resources.	
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The modeling of the features of application should satisfy two prerequisites. Firstly,
the model should convert the feature of application into numeric or enumeration so
that it can be calculated by mathematical methods.
Secondly, the chosen features of application should have decisive effect on the
performance or computing resource consumption thereof. Otherwise, the machine
learning process would be interfered by a large amount of noise data.
In terms of computational resource modeling, we group the fixed hardware
configuration settings into categories, including high performance class, medium
class, standard class, etc. In the following part of this section, the details of the
prediction model are introduced.
In order to simplify the modeling of application features, we focus on studying one
of the most popular cloud based data sensitive application, namely MapReduce
applications. MapReduce is typically implemented on cluster of computers to deal
with massive data. Cloud computing is designed to provide computing resources in a
scalable and economy way so that more and more MapReduce applications chose to
run in the cloud.	
  [44]	
  	
  	
  	
  	
  
Most of the previous solutions request collecting and accumulating a huge amount of
application’s historical execution data. This is often costly and infeasible. Our
decision tree based approach not only provides contented prediction accuracy but
also dramatically reduces the size of the training data set. The decision tree approach,
besides, reduces the computational complexity, compared with other distance based
algorithms so that the learning process could be much faster than other approaches.
The core problem of our research is how to model the application features so that the
training set is not tedious but effective for prediction.
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As shown in the Figure 4.4, the relationship between the execution time, computing
resources and application feature can be modeled as a 3 dimensional space. Among
the three dimensions, the dimension of the application features will be abstracted as a
6-tuple:
{TaskCompletionTime,	
   dataSize,	
   dataDistributionNumber,	
   dataSiteNumber,	
   MapperNumber,	
  
ReducerNumber}	
  

•

TaskCompletionTime means the time period from the first mapper starts to
the last reducer completes.

•

dataSize is the total size of the workload. The unit of this attribute is
Megabyte (MB) in this approach.

•

dataDistributionNumber means the number of workload distribution. In the
case that the workload of the application is stored separately and performance
of the application might be influenced by the number of data pieces, the data
distribution number is introduced to describe the number of pieces the
workload has been divided into.

•

dataSiteNumber shows the number of sites which are used to store the
workload.

•

Mapper and reducer numbers are straightforward values to show how many
mappers and reducers are setup in the application.	
  

The application features of historical application will be collected based on the above
6 tuple. Each attribute of this tuple should have decisive meaning of other two
dimensions in the Figure 4.4.
In terms of the dimension of computing resources, the dimension is described by
categorical values, for example, high computing resource class, medium computing
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resource class and small computing resource class. In practice, Amazon Elastic
MapReduce has classified its computational resource as different classes, such as
standard instances, high memory instances, high CPU instances, and so on. Each
type of instance has different computational capacity. For example, a default small
instance of Amazon Elastic MapReduce runs a 32-bit platform with 1.7 GB of
memory, 1 EC2 Compute Unit (1 virtual core with 1 EC2 Compute Unit), 160 GB of
instance storage, whereas a High-Memory Double Extra Large Instance runs a 64-bit
platform with 34.2 GB of memory, 13 EC2 Compute Units (4 virtual cores with 3.25
EC2 Compute Units each), 850 GB of instance storage. In our case, we form our
experimental computing resource as four classes which are similar to the instance
classification of Amazon Elastic MapReduce. The computation resource categories
include:	
  
Class 1: the highest performance type which has 2 CPU core (3.33 GHz) and 2GB
memory,
Class 2: medium type which has 1 CPU core (3.33 GHz) and 1 GB memory
Class 3: standard type with 1 CPU core (3.33 GHz) and 512 MB memory,
Class 4: economic type with 1 CPU core (2.40 GHz) and 512 MB memory
So far, the dimension of application feature and the dimension of computing resource
are modeled in 6 tuple and 4 classes respectively. If a classify algorithm is
implemented to extract a classify rule from the historical data, then for a new coming
application, the rule can be used to find the execution time of the similar application
so that we can predict the execution time.

67

Among the classic decision tree algorithms, the CART is chose because of the value
of each attribute of the application features is discrete except for the
TaskCompletionTime. To deal with continuous attributes, ID3 algorithm will be
ruled out because it is only suitable for discrete attributes. On the dimension of
computing resources, the value of the attribute would be categorical. The computing
resources are categorized into 4 different classes. Among the three different decision
tree algorithms which are introduced in the above sections of this chapter, only
CART can be used to deal with categorical attributes.
The table below shows an example of the sample data and an example of the CART
decision tree.
Time(second)	
   Data	
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976	
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1	
  

1	
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1728	
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1	
  

1	
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1515	
  

1	
  

1	
  

1	
  

2	
  

Table 4.1 A part of the training samples

68

	
  
	
  
	
  
	
  
	
  
	
  
	
  

In this research, the application is specified as classic word count application and the
work load is randomly generated with size ranging from 69MB to 0.7MB which
consists of 3028 to 226 files, respectively. The word count application was executed
under four computational environments as predefined. The training set is collected
from the 200 observations which consist of 50 samples for each class.
After the accumulation of the training data, the CART algorithm is adopted to
construct the tree. Figure 4.5 shows a part of the tree which contains 15 nodes and
the accuracy reaches 53.7%.	
  
	
  	
  

	
  

Figure 4.5 A part of the CART in this research
As shown in Figure 4.5, the first binary split chooses execution time as first attribute
to split. The execution time which is greater than 2639.5 will be classified into the
sub-class on the right hand side, whereas the execution time is less than 2639.5 will
be put into the sub-class on left hand side. Then, the attribute FileSize will be chosen
as a splitter. On the left branch, the samples with FileSize that is greater than 2.10
will fall into the left branch. However, on the right branch, the second split chooses
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the FileNumber as the splitter. Similarly, the sample with FileNumber that is greater
than 2709.5 will fall into the right branch. Otherwise, the sample goes into the left
branch. Therefore, a simply split rule can be obtained as follows:
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For a new coming application, the if-else rule above can be applied onto it.
Eventually, we will know into which category the application execution time maps.
4.4

Scheduling Approach

To sum up, we have introduced our application execution time prediction approach
so that the runtime behavior of the application can be predicted based on the
historical data of similar applications.
As mentioned in Chapter 3, the prediction approach is introduced to improve the side
effect which is brought by implementing network aware VM allocation/migration
policy. As the proposed network aware VM allocation/migration policy would lead
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to a decrease of computing resource utilization rate, we introduce an execution time
prediction approach to estimate when the computing resources on the physical node
will be released. We use queuing time to describe the computing resource release
time. According to the prediction results, the queue time for each node can be
obtained. In our approach, we first implement the proposed network aware VM
allocation approach to get a network status index N for each node. Secondly, we
implement VM completion time prediction to obtain the queuing time T. For the
service provider, they are able to setup a weight for network status (WN) and a
weight for queuing time (WT), where WN + WT = 1 . For each physical node, a
queuing index R can be obtained by R = WN × N + WT × T . For the new arrived VM
request, the VM should be queued at the node with minimum value of the queuing
index. 	
  
4.5

Summary

In this chapter, a VM execution time prediction method is introduced to alleviate the
decrease of computing resource utilization rate when implementing the proposed
network aware VM allocation/migration policy. To achieve this goal, we form the
application

features

into

a

6

tuple

{TaskCompletionTime,	
  

dataSize,	
  

dataDistributionNumber,	
  dataSiteNumber,	
  MapperNumber,	
  ReducerNumber}, whereas the

computing resources are formed into 4 different classes, namely the highest
performance class, medium class, standard class and economic class. According to
the studying of the relationship between application features, computing resource
classes and execution time by implementing decision tree algorithm, a prediction rule
can be extracted from the machine learning process. For a new coming application,
the execution time can be predicted by implementing the rule to it. If the execution
time can be predicted, the queuing time of each physical node can be known. We
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implement a weight on the queuing time and network status to balance between the
network I/O performance and the computing resource utilization rate.
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CHAPTER5 EXPERIMENTS
5.1

Experiment of Network aware VM Allocation & Migration Policy

5.1.1

Introduction

The performance of the proposed network aware VM allocation and migration policy
is evaluated in this research by comparing the traditional VM allocation and
migration policy with our proposed approach. In this section, the results of
experiments are discussed.
Evaluation of the proposed VM allocation and migration approach on real cloud
platform, such as Amazon EC2, Microsoft Azure has three disadvantages:
•

Firstly, the commercial cloud platforms are open for public. The underlying
infrastructure is serving thousands of requests simultaneously which means to
establish identical environment for two experiments is nearly impossible.

•

Secondly, some parameters are uncontrollable in commercial cloud platforms.
In our case, the network I/O should be measurable and controllable so that we
can evaluate and compare the improvement of the proposed approach.

•

Thirdly, the experiments on real cloud platform would cost more money and
time to create VMs and upload the experiment data in the cloud.

Therefore, the most feasible solution for experiments of this study is to choose a
simulation framework as the test bed. However, the accuracy of the experiment
results on a simulator is highly dependent on the extent of the details that the
simulator can imitate [17]. Thus, a comparison is conducted among the current cloud
simulator using the following two criteria:
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•

Firstly, it should allow the user to define the structure of VM on the physical
host and simulate the application running on the VM.

•

Secondly, the framework should allow the user to simulate the nature of
network conditions within the virtualized cloud data center.

Currently, there are three options available that satisfy the above requirements,
namely GreenCloud [28], MDCSim [29] and CloudSim [9]. The advantage of
GreenCloud is that it is able to simulate multiple network protocols, such as IP, UDP
and TCP. However, GreenCloud is more suitable to simulate the behaviors in a small
cloud data center[17]. MDCSim is a commercial discrete event simulator that is
developed by Pennsylvania State University. It is capable of simulating the
characteristics of specific hardware, such as server, switch and network connection.
However, in our case, the experiments are more concerned about the results in a
generic environment. CloudSim was initially built upon the discrete event simulation
engine that is called SimJava [25]. CloudSim allows the user to model and simulate
the environment of virtualized cloud data center, including virtual machines (VMs),
bandwidth and VM management and scheduling policies.
The proposed VM placement policy is implemented and evaluated on Cloudsim 2.0
[9]. In the experiment, we compare the average task completion time in our VM
allocation policy with average task completion time in the default VM allocation
policy in CloudSim [9]. In addition, the decrease of utilization rate when
implementing the proposed VM allocation policy is examined in the CloudSim [9]
environment as well.
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5.1.2

Experiments process

In CloudSim	
   [9] all of the natural behaviors in the real cloud data center are
described as Java objects and methods. For instance, to create a data center in
CloudSim [9], we just need to instantiate the class	
   Datacenter	
   with four
parameters,

namely	
  

name,	
  

characteristics,	
  

storageList	
  

and	
  

vmAllocationPolicy. Here, the name is a string which is used to identify the

datacentre, the	
   characteristics is an object which is used to describe the
hardware characteristics of the datacenter including architecture, operation system
and an array list contains physical hosts, the	
  storageList is an array contains the
data storage nodes.	
  
In CloudSim [9], the workload is represented by the Object File. Thus, the initial
configuration of the experiment contains 3 workloads (files), namely file1, file2, and
file3. These files are stored in 2 storages which are instantiating from the object
sanStoreage, namely storage0 and storage1. In addition, the sizes of file1, file2
and file3 are configured as 6000MB, 8000MB and 4000MB, respectively. File1 is
stored in storage0, whereas file2 and file3 are both stored in storage1. Therefore, the
matrix which describes the data distribution status can be implemented by a binary
array in the code:
double[][] dataStorageMatrix = { { 6000, 0, 0 }, { 0,
8000, 4000 } }; .
Next, we implemented a data center, datacenter0, which contains 3 hosts (physical
machines), namely host0, host1 and host2. Each host has a fixed computation
capacity. The connection speed between the hosts and storages is represented by a 3
2 matrix,
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0.08 0.02
0.04 0.03 .
0.09 0.06
In this matrix, the value 0.08 means transfer 1MB data from host1 to storage0 needs
0.08 second.
The storage of data is defined by a 2

3 matrix,

6000
0
0 .
0
8000 4000

According to the proposed VM allocation approach, we can compute a 3

3 data

transfer time matrix as below:

480.0 160.0 80.0
240.0 240.0 120.0
540.0 480.0 240.0
The value of the first column in the first row and of the data transfer matrix (480.0)
demonstrates the total time to access the entire file1 (6000MB) from the node1,
whereas the total transfer time of file1 to node2 is 240.0 seconds.
In CloudSim [9], the object DatacenterBroker should be instantiated to simulate
the user’s behaviors, such as submitting requests that ask for computation resources
to support VMs. The instance of the	
  DatacenterBroker	
  only needs a name as its
parameter. CloudSim can create either multiple brokers (users) or multiple cloudlets
(requests). As it would not have effect on the result of the experiment, we just create
a single broker but multiple cloudlets.
There are two VM placement policies implemented during the experiment, namely
the default VM placement policy of Cloudsim 2.0 and the proposed network aware
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VM placement policy. The default VM placement policy of Cloudsim [9], known as
VMSimpleAllocationPolicy, allocates the VM on the host that computing

resources are at the least utilized. The proposed approach allocates the VMs based on
network I/O conditions. These two placement policies were compared in three
different cases.	
  	
  
In the first case, we assume that the broker (user) has request VM (cloudlet) to access
the same data (file1). We implemented	
   VMSimpleAllocationPolicy and the
proposed network aware VM allocate policy to investigate the difference in average
task completion time.
Here, we define the VM average completion time by the formula
n

∑T
i=1

n

,	
  

n

€
where the number n represents the total number of VMs and the

∑T
i=1

is the total

completion time of all VMs. The number of VM request is increased by 5 in each

€
time to examine the effectiveness when the number of VMs in the cloud data center
was increasing.
In the second and third case, the VMs will access file2 and file3 instead and the VM
requests are increased by 5 each time. Finally, the comparison of average VM
completion time in different VM allocation is conducted.
The comparisons of the average task completion time in three cases can be
demonstrated in Figures 5.1, 5.2, and 5.3, respectively.
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As the number of tasks increases, the average VM completion time in both VM
allocation policies are increased accordingly. However, the proposed network aware
VM allocation approach always demonstrates a better average task completion time
in the three cases.
The decline of the average task completion time is caused by the optimized location
of the hosted VMs, comparing with two different VM allocation policies. The results
proved that the proposed network aware VM allocation policy could result in an
increase of task completion time.
	
  

Figure 5.1 The Result of Cloudlets Requesting file1

Figure 5.2 The Result of Cloudlets Request file2
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When the tasks request the data with the minimum size, the ordinary VM policy and
the proposed policy will have the most similar performance. In the diagram below,
we can see the closest two lines among the three experiments.

Figure 5.3 The Result of Cloudlets Request file3
The above three experiments demonstrated that the proposed allocation mechanism
is meaningful to improve the execution time of tasks.
The tasks average completion time in the first experiment is the longest because of
the data access time from each physical node to file1 is the longest. For instance,
transferring the file1 to node1 needs 480.0 seconds, transferring the file1 to nodes2
needs 240.0 seconds, whereas transferring the file1 to nodes3 needs 540.0 seconds.
Due to the file1 resides on the data nodes with the worst network condition, the
effect of implementing network aware VM allocation policy is the most obvious in
this experiment (in the Fig 5.1). The largest gap between the simple VM allocation
policy and network aware VM allocation policy occurs in the beginning of the first
experiment. In this case, the simple VM allocation policy intends to reside the VM
on the hosts with minimum used computing resources so that the VMs would be
distributed vastly in the cloud computing, whereas the proposed network aware VM
allocation policy would reside the VM on the optimized position so that the gap of
execution time is up to 100 seconds, nearly 20% out of the 500 seconds which is the
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execution time of implementing simple VM allocation policy. As the increasing
number of VMs, the gap between two lines becomes more and more closer. The
reason of this phenomena is that as the increasing number of the VMs, sometimes the
simple VM allocation policy may choose the same physical nodes as the network
aware allocation policy dose, which means two allocation policy may have the
identical result as the available computing resources is limited to the VM requests.
Even though the effect of network optimization decreased as the increase of the VM
requests, the tasks average completion time still less than the implementation of
simple VM allocation policy. In the third experiment, the data transfer time between
file3 and physical node1 is 80.0 seconds, and the data transfer time between file3 and
physical node2 is 120.0 seconds, whereas the data transfer time between file3 and
node3 is 240.0 seconds. The data transfer time is the smallest among the three data
samples (file1, file2 and file3) so that the effect of implementing network aware VM
allocation policy is the worst among the three experiments. The optimized task
completion time is only 12 seconds, which is only 11.2% approximately.
At the final stage of our experiment, the initial network status matrix Si, j is modified
to simulate unexpected network latency. Consequently, the change of Si, j should lead
to a change on data access time matrix Ti, m. So, we assume that the data access time
between the host0 and storage1 is over a certain threshold. And a variable number of
tasks which request file3 are submitted to the VMs. Before the migration policy is
implemented, both vm0 and vm1 are hosted by host0, whereas vm2 is hosted by
host1. After implementing the proposed migration policy, vm0 and vm1 are migrated
to host1 so that the average task completion time decreased. The comparison of the
average task completion time between before and after implementing the VM
migration policy is conducted and the results is shown in Figure 5.4.
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Figure 5.4 The Comparison of Before and After Migration Policy Implemented

As the results shown in the Figure 5.4, the gap of average completion time between
two migration policies up to 70 seconds which is 27.4% out of 255 seconds.
5.2

Experiment Evaluation and Results of Decision tree based Execution Time
Prediction

The experiment in this section needs to collect the learning data set in terms of three
vectors, namely the performance vector, application character vector and computing
resource vector. Each vector consists of multiple attributes. The application character
vector includes the number of Mapper and the number of Reducer. The computing
resource vector includes the CPU capacity and memory size. The performance vector
includes the execution time. When the size of the learning data set is big enough, it is
possible to implement a machine learning algorithm to analyze the relationship
among the three vectors. Eventually, the variation pattern can be discovered from the
machine learning procedure and this pattern can be used to predict the performance
of an application before actually execute it.
To evaluate our approach, we setup a pseudo distributed Hadoop environment as the
test bed. Pseudo distributed Hadoop is a simulation environment that using only one
physical machine to mimic the environment that implementing MapReduce within a
real distribution environment.
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The basic experiment environment can be listed as follow:
l

Ubuntu 11.04

l

Hadoop 0.20.1 and Hadoop 0.20.1 plug-in for eclipse

l

Java 6

l

Eclipse 3.5.2

The installation of Hadoop can be done by unpacking it in any folder of local
machine. Three xml files should be customized after the installation, including coresite.xml, hdfs-site.xml and mapred-site.xml. These files are located in the conf folder
which is a sub-directory of Hadoop root folder. In the core-site.xml, the temporary
folder of Hadoop and the HDFS location should be defined. Figure 5.5 shows the
core-site.xml in this experiment.

	
  

Figure 5.5 The core-site.xml
In the first property element, the temporary folder is defined in the value element,
whereas the HDFS location is defined in the second property element.
The hdfs-site.xml defines the number of data replication that is available for the
nodes. Basically, the number of data replication equals to the number of nodes, in
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this case, only one node is running in the cluster so we define the value of
dfs.replication as 1. Figure 5.6 shows the hdfs-site.xml:	
  

	
  

Figure 5.6 The hdfs-site.xml
The last configuration file is mapred-site.xml. This file contains three parts, namely
JobTracker configuration, TaskTracker configuration and Job configuration. In the
JobTracker section, the IP address and port number of job tracker can be given. In
the task tracker section, the user can define the maximum map and reduce tasks that
can be run simultaneously. Finally the job configuration section define how many
map or reduce tasks can be run on a single node. In this case, only the job tracker
configuration is defined and the rest configurations are set to default. Figure 5.7
demonstrates the configuration in the mapred-site.xml.
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Figure 5.7 The mapred-site.xml
The Hadoop eclipse plug-in can be installed by unpacking it into eclipse plug-in
folder. The eclipse will have the Map-reduce perspective, as shown in Figure 5.8. 	
  

	
  

Figure 5.8 The eclipse perspective after install Hadoop plug-in
5.3

Workload Generation and Experiment process

In this study, the payloads are generated by randomly collecting 100 files from
102,328 text files which are totally 331.7 MB. The payload generation script has
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been attached in the appendix 1. In each group of the experiment, the script in the
Appendix 1 is executed so that the application can deal with the workload with the
random size.
In this research, the most well-known statistic software SPSS [26] is utilized to
analyze the sample set. All of the experiment results are recorded into an excel file
programmatically. Then, the excel file will be manually imported into SPSS to build
the decision tree and evaluation.
In undertaking the experiment, firstly, a pseudo distributed Hadoop platform is built
as the test bed.
Secondly, the classic Map Reduce word count application is setup on the platform.
Then, we generate the workloads randomly with size ranging from 69MB to 0.7MB
which consists of 100 text files. The word count application is executed in four
different computational environments (high performance class, medium performance
class, normal class and low class) to count the number of the key words in the
workload. For each computation environment, the application is running 50 times
with random workload so that the prediction result would not have bias. At last, the
attributes were collected in accordance with the proposed prediction model from the
total 200 times experiments.
5.4

Experiment Result Evaluation

Three types of estimation methods could help us evaluate the accuracy of the CART
prediction. The first is called resubstitution estimation which utilizes the same
sample set to construct the tree and test the accuracy by applying the rule to itself.
This method is most commonly used but with the lowest accuracy. The second is the
test sample method which applies the rule of decision tree on another test sample set
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that is apart from the original sample. The last one is n-fold cross-validation method
which randomly divides the sample set as n subsets ( X1, X 2 , ..., X n ). Apart from the
test subset X n , using the rest subsets ( L = {X1, X 2 , ..., X n −1} ) as learning sample.
€
The decision tree rule ( R ) can be obtained from the learning set L , then the rule ( R )
€ be applied onto test sample
€ set X . This process will be repeated n times until
will
n

€
€
€
each subset is used once as test set. In each test, an accuracy ( Accuracy n ) of the rule
€
€
can be obtained. Finally, the total prediction accuracy can be got by calculating the

€
n
average of the accuracies ( Accuracy totoal = ∑ Accuracy i ).
i=1

The cross-validation is adopted because this method is very applicable when the
€
sample size is relatively small.
Figure 5.9 shows a CART tree which is generated by SPSS [26] with following
configurations:
l

Maximum depth equals 5.

l

Maximum cases in the parent nodes equal 15.

l

Maximum cases in the child nodes equal 15.

The tree consists of 4 levels, 15 nodes and 8 terminals.

86

Figure 5.9 A CART decision tree
The first attribute which is chosen to classify is the size of the workload. The first
node on the left hand side (Figure 5.10) consists of all of the samples which satisfy
the size of workload no greater than 1555 MB. While the samples which satisfy the
size of workload greater than 1555 MB.
In Figure 5.10, the first node contains 66% of learning samples. The mean target
attribute, namely mean execution time equals to 1770.674 s. The total number in the
node is 132 out of 200. The standard deviation is 877.970.
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Figure 5.10 The first node
Figure 5.11 shows the trend of prediction accuracy as the number of terminal nodes
increases. Here the prediction accuracy is obtained by implementing n-folder cross
validation. We define the size of the folder n as 10 so that the entire 200 learning
samples are divided into 10 groups. The prediction rule which contains m nodes will
be applied to each group so that we can get the prediction accuracy of each group
(Accurary(1, m) , Accurary(2, m),..., Accurary(10, m)). The total prediction accuracy of a
10

decision tree with m nodes can be represented as Accurracy m = ∑ Accurary1,m .
i=1

€

Figure 5.11 The accuracy of CART
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Figure 5.12 The accuracy of K-nearest neighbor
After applying the CART learning algorithm onto 200 samples, the experiment result
shows that the tree reaches its maximum prediction accuracy when the number of
terminal nodes equals to 79. Further splitting the sample set will result in overfitting
so that the prediction accuracy drops down.
In order to compare with other machine learning algorithm, the K-nearest neighbor
algorithm has been adopted on the same learning sample. Figure 5.12 shows the
accuracy estimation by using the folder size of cross-validation in 10. The
experiment result shows that the prediction accuracy of implementing k-nearest
neighbor algorithm is lower than the implementing the decision tree algorithm. This
is because of the decision tree algorithm is more suitable for small sample size. The
prediction results of implementing K-nearest neighbor algorithm range from 49% to
34%, whereas the prediction accuracy of implementing decision tree up to 81%.
5.5

Summary

In the chapter 3, the proposed network aware VM allocation/migration policy has
been demonstrated. In order to alleviate the decrease of computing resource
utilization rate that is caused by implementing the VM allocation/migration policy, a
decision tree based application execution time prediction approach has been
introduced in the chapter 4. In this chapter, the proposed policies are examined in the
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experiments. Firstly, the proposed network aware VM allocation/migration policy is
tested on the CloudSim [9]. The experiment results prove that the proposed VM
allocation/migration policy is able to optimize the VM performance. In terms of the
decision tree based VM execution time prediction approach, the training samples are
collected by running MapReduce application with 200 different sample data. Apart
from the decision tree algorithm, the K-nearest neighbor algorithm has been
implemented to compare with the CART decision tree algorithm. The experiment
result shows that the CART decision tree algorithm demonstrates better prediction
accuracy.
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CHAPTER6 CONCLUSION AND FUTURE WORKS
6.1

Summary

Cloud computing has rapidly become a main choice of solution in many industrial
scenarios as a result of its offering of great advantages in flexibility, scalability,
reliability and energy saving. In practice, many commercial cloud platforms, such as
Amazon EC2, Microsoft Azure, Ecalyptus and Opennebula, have grown significantly
and rapidly in the recent years. In the academic area, the cloud computing has
become to a hot topic.
By means of using cloud computing, the end-user would get benefits from the
computing resources virtualization and dynamic provisioning. The cloud computing
exposes its platform and infrastructures as services with the form of virtual machine
so that the cost of hosting and maintaining an application over the Internet would be
reduced dramatically, compared with traditional physical servers. Besides, the
reliability would be increased because the VM could be migrated to another physical
host within cloud data center once the fatal failure occurs. The scalability of cloud
services is much higher than traditional server because increasing or decreasing the
computing resources of a virtual machine can be achieved logically within the cloud
data center, while updating a physical server would request a series of capital costs,
such as hardware upgrades and administrator training.
A well operating cloud data center relies on excellent virtual machine allocation
policy and load balance mechanisms. According to the research in this thesis,
nevertheless, the majority of the cloud platforms dedicate to maximizing the
computational resource utilization rate so that the VM is more likely to be placed on
the physical node which has the maximum computational resources available. These
existing policies may result in the application that is running on the VM bears the
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logical or physical network distance to its data so that a large proportion of
application execution time is wasted on reading/writing data over network. Within
the context of cloud computing, the application could handle workload in terabytescale and the workloads may be distributed across multiple physical nodes. Thus, the
network I/O performance could be the bottleneck of the performance of cloud-based
applications. To address this issue, this paper presents a network aware VM
placement and migration approach to optimize the network I/O performance between
the VM and its data.
In the proposed approach, the workload distribution status is formed as a data
distribution matrix, using the number of physical data storage as the matrix column,
the number of data pieces as the matrix row and the size of each data piece as values
in the matrix cell. Besides, the network connection status is formed as a matrix as
well, using the number of physical nodes as the matrix row and the network
connection speed as values in the matrix cell. Then, the data transfer time matrix that
represents the time to transfer a standard data unit to a physical node can be obtained
by multiplying the above two matrix. Finally, the best physical node in regards to
network I/O can be found by comparing with the total values of each column in the
data transfer time matrix.
The proposed approach is able to allocate VMs on physical machines with optimized
network conditions. However, in practice, the network connection status fluctuates
dramatically due to the virtualization of physical computing resources in cloud data
center. In order to address this issue, we extended our approach with the support to
migrate the VM to the physical node with better network I/O performance when the
network status is deteriorating.
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Even though the proposed network aware VM allocation and migration policy is able
to minimize the time consumption in network I/O, the proposed approach would be
harmful to the utilization rate of computing resources. In order to balance between
the network optimization and computing resource utilization rate, we propose a
machine learning-based approach to predict the time consumption of the VM before
actual execute it so that the allocation of VM can be amended to alleviate the
decrease in computing resource utilization rate. Inspired by a principle that similar
application would perform in a similar way, the machine-learning algorithms are
investigated and discussed to extract a mathematical prediction method to analyze
the pervious application execution data. Eventually, the CART decision tree
algorithm is chosen due to it is suitable to deal with continuous and categorical
values and it is suitable for relatively small training sample so that the prediction
result can be obtained much faster than other leaning algorithms, such as SVM and
k-mean algorithm. Once the queuing time of a VM can be predicted by implementing
prediction method, the queuing time will be considered as a factor when
implementing the proposed network aware VM allocation/migration policy.
6.2

Limitations

Although the proposed network aware VM allocation policy is able to optimize the
network I/O from the application to its data and balance the utilization rate of
computing resources, the proposed approach still has a few limitations which need to
be addressed in the future.
l

Firstly, even though the experiments have shown optimistic results in terms of
task completion time (see Figures 5.1, 5.2 and 5.3), the effect of optimization
would decrease as the number of VM increasing. This means when the available
computing resources are limited to the VM requests, the difference between
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implementing different VM allocation policy will be decreased because the
different policies is more likely to get similar physical host to host the VM.
Comparing with other VM allocation policies, the cost of implementing the
proposed VM allocation policy is relatively high, because it requests to monitor
the network status in runtime. Thus, the first limitation of the proposed VM
allocation/migration policy is when the number of VM requirements is
increased, the cost of implementing the proposed VM allocation/migration
policy should be taken into account.
l

Secondly, the proposed application execution time prediction approach only
models the application features for MapReduce. For the rest type of cloud-based
applications, it is quite difficult to build up a general mathematical model to
describe their features. Therefore, our approach limits to MapReduce. In the
future, we are going to extend our approach to fit general applications in the
cloud platform.

l

Thirdly, there is a lack of experimental results to prove the effect of balance
between network optimization and computing resource utilization rate.

6.3

Future Works

In terms of future works, the first thing needs to be done is to study the cost of
implementing the network aware VM allocation/migration policy so that the best
situation to implement the proposed policy can be known.
Secondly, the prediction model should be extended to become a general model so
that it fits most type of cloud-based applications. Based on this prediction model,
some practical works could be done. For example, a middleware could be developed
to work between end user and Amazon EC2 platform. In this middleware, some
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previous application execution results will be recorded as training data. By means of
implementing the prediction model to the training data, the middleware should be
able to predict how much computing resource may be needed to complete a new
coming VM request in a certain time frame. The user would eventually not need to
choose the type of VMs, rather they just need to specify how long they want the task
to be done.
Finally, the balance of network aware VM allocation/migration policy and
computing resources utilization should be implemented and tested in a practical
environment.
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APPENDIX A THE WORLOAD GENERATION SCRIPT

#!/bin/bash
rm -r -f /home/jp928/Desktop/samples/*
for i in $(seq 100)
do
mkdir /home/jp928/Desktop/samples/$i
done
for i in $(seq 100)
do
myrandnumber=`expr '(' $RANDOM '*' 100 / 32767 ')' + 0`
#
echo $myrandnumber
mysecondrdnum=`expr '(' $RANDOM '*' 9 / 32767 ')' + 0`
#should you want to have a different range than 1-4:
#note that the first literal integer, the one multiplied by
$RANDOM, denotes the length of the range
#note that the third literal integer, the one added at the end,
denotes the position of the range (so if it were 8, the range
would be 8-11).
if ($myrandnumber < 10)
then
if ($i < 10)
then
cp -R
/home/jp928/Desktop/dataset/Part1/awards_199$i/awd_199${i}_0$m
ysecondrdnum/* /home/jp928/Desktop/samples/$i/
cp -R
/home/jp928/Desktop/dataset/Part2/awards_199$i/awd_199${i}_0$m
ysecondrdnum/* /home/jp928/Desktop/samples/$i/
else
for j in $(seq 9)
do
cp -R
/home/jp928/Desktop/dataset/Part1/awards_199$j/awd_199${j}_$my
randnumber/* /home/jp928/Desktop/samples/$i/
cp -R
/home/jp928/Desktop/dataset/Part2/awards_199$j/awd_199${j}_$my
randnumber/* /home/jp928/Desktop/samples/$i/
done
fi
else

100

for j in $(seq 9)
do
cp -R
/home/jp928/Desktop/dataset/Part1/awards_199$j/awd_199${j}_$my
randnumber/* /home/jp928/Desktop/samples/$i/
cp -R
/home/jp928/Desktop/dataset/Part2/awards_199$j/awd_199${j}_$my
randnumber/* /home/jp928/Desktop/samples/$i/
done
fi
done

for i in $(seq 100)
do
ddir='/home/jp928/Desktop/samples/'$i
while [ `ls $ddir | wc -l` -eq 0 ]
do
mythirdrdnumber=`expr '(' $RANDOM '*' 100 / 32767 ')'
+ 0`
for b in $(seq 9)
do
cp -R
/home/jp928/Desktop/dataset/Part1/awards_199$b/awd_199${b}_$my
thirdrdnumber/* /home/jp928/Desktop/samples/$i/
cp -R
/home/jp928/Desktop/dataset/Part2/awards_199$b/awd_199${b}_$my
thirdrdnumber/* /home/jp928/Desktop/samples/$i/
done
done
done
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