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Abstract
We investigate the Knizhnik-Zamolodchikov linear differential system.
The coefficients of this system are rational functions. We prove that the
solution of the KZ system is rational when k is equal to two and n is equal
to three. While doing so, we found the coefficients of expansion in a neigh-
borhood of a singular point.
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1
Introduction
The Knizhnik-Zamolodchikov differential system has the form [1],[2]:
dW
dz
= 2A(z)W, (0.1)
where A(z) and W (z) are 3×3 matrices, z1 6=z2. We suppose that A(z)
has the form
A(z) =
P1
z − z1
+
P2
z − z2
. (0.2)
Here:
P1 =


0 1 0
1 0 0
0 0 1

 (0.3)
P2 =


0 0 1
0 1 0
1 0 0

 (0.4)
The matrices P1 and P2 are connected with the matrix representation of
the symmetric group. In this paper, we consider the case when S3. We prove
that in this case the solution of the Knizhnik-Zamolodchikov is rational. We
find the coefficients of the Laurent expansion in the neighborhood of the
point z1. We use the method of L. Sakhnovich [3].
1 MAIN NOTIONS
In a neighborhood of z1 the matrix function A(z) can be represented in the
form:
A(z) =
a−1
z − z1
+ a0 + a1(z − z1) + ... , (1.1)
where
a−1 = P1, ar = (−1)
r P2
(z2 − z1)r+1
, r≥0. (1.2)
Proposition 1.1 (see[3])(necessary and sufficient condition) If the matrix
system
[(q + 1)I3 − 2a−1]bq+1 = 2
∑
j+ℓ=q
ajbℓ, −2≤q + 1≤2 (1.3)
2
has a solution b−2, b−1, b0, b1, b2 and b−2 6=0. Then system (1) has a
solution
W (z) =
∑
p≥−2
bp(z − z1)
p, b−2 6=0. (1.4)
System (1.3) can be written in the following form
b−2 = I3 − P1 (1.5)
b−1 = −2(I3 + 2P1)
−1a0b−2 (1.6)
b0 = −P1(a0b−1 + a1b−2) (1.7)
b1 = 2(I3 − 2P1)
−1(a0b0 + a1b−1 + a2b−2) (1.8)
(I3 − P1)b2 = (a0b1 + a1b0 + a2b−1 + a3b−2) (1.9)
Direct calculations show that:
b−2 =


1 −1 0
−1 1 0
0 0 0

 , (1.10)
b−1 =
1
−9(z2 − z1)


−12 12 0
6 −6 0
6 −6 0

 , (1.11)
b0 =
1
−9(z2 − z1)2


3 −3 0
−6 6 0
3 −3 0

 , (1.12)
b1 =
1
−9(z2 − z1)3


6 −6 0
6 −6 0
−12 12 0

 . (1.13)
It follows from system (1.3) and the relations (1.10)-(1.13) that
(I3 − P1)b2 =
1
−9(z2 − z1)4


1 −1 0
−1 1 0
0 0 0

 . (1.14)
It is easy to see that equation (1.14) has a solution. Using proposition 1 we
obtain the statement.
Proposition 1.2 Differential system (0.1) has a rational fundamental
solution.
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