Abstract. This paper discusses the role of noisy bootstrapping in the analysis of microarray data. We apply linear discriminant analysis, according to Fisher's method, t o perform feature selection and classification, creating a linear model which enables clinicians easier interpretation of the results. We present the effects of bootstrapping in improvement of the results, and specifically robustifying classification with an increased number of genes.
INTRODUCTION
Biotechnologies used for profiling gene expression are advancing rapidly. High density oligonucleotide chips and cDNA microarrays provide us the capability to monitor expression levels of many thousands of genes simultaneously, thus creating large data sets to investigate. Such data exploration can grant insight and understanding of cellular processes and gene functionality. One example is the ability to examine gene variations among tumors. Distingnishing hetxeen tumor classes using gene expression values can advance research of cancer classificat,ion and assist applying appropriate treatment successfully. This presents a challenging task in supervised learning -extremely high-dimensional data, with only few observations available.
Large dimensionality of the data makes the learning task more complex. It is especially difficult when the number of training examples is very small. This is usually the c a e when dealing with cDNA microarrays, usually containing several thousands of values in each observation (gene expression values), and only a few dozens of observations (different tissues). This indicates the use of basic supervised learning algorithms, since complex learning machines tend to over-fit such training data.
In this paper, we present a classification mechanism, based on two simple techniques -noisy bootstrapping and linear discriminant analysis. Our classifier is robust, docs not require any complicated tuning and performs well on the data sets we use for validation. We show the use of noisy bootstrap for creating robust multi-gene models, that perform well on test data.
Our model was applied to several highly studied gene expression data sets: that are investigated by many groups. This grants further validation to the competitive results shown by our method.
The data sets used in this paper were introduced in 11, 2, 111, and were later investigated in numerous publications, dealing with classification or clustering of gene array data and describing various mechanisms attempting to tackle the difficulties of such data -graph algorithms [12] , support vector machines [lo] , genetic and evolutionary algorithms. Most of the publications also use a gene selection procedure, such as principle component analysis, partial least squares, or other methods to sort the genes based on the standard deviation of t.heir expression levels. Several groups applied predictor aggregation techniques on the gene data (AdaBoost [4] , boosting with decision trees [5] and also bagging for improved clustering [6]).
As will be detailed later, our classification method is based on a simpler mechanism than most of the above citations -linear discriminant analysis.
This enahles us to present a linear model, whereas most of the other publications produce non-linear models. In particular, we show that a linear model can be used to achieve results that are comparable to the above mentioned non-linear models, as long as the classifier's robustness is maintained (through bootstrapping). Building linear models has the advantage of enabling simple interpretation of the resulting model, and this is one of the reasons biologists and clinicians prefer linear models with no variable transformations.
In contrast to other cases of classification of high dimensional data, interpretation of gene array data requires the use of many genes, some of them surrogate to others. Minimizing the features set may result in concentrating on a small group of very influential genes. Potentially, these are genes that have strong correlation to many biological phenotypes, and thus, they arc not very useful when developing pharmaceutic treatments (as they may lead to many side effects). It is most desirable to find genes that have a local and focused influence, relevant to the specific cancer type at question. This is the motivation behind our attempt to find ways to produce good classification r e sults while using relatively large amounts of genes (instead of looking for the smallest set of features sufficient For successful classification). This increases the amount of interesting genes for clinicians to study for drug development with potentially minimal side effects. Using large amounts of features on small training data sets leads to the problem known as "curse of dimensionality". Particularly, in a linear model, this leads to a singular within-class scatter matrix (Sw). The standard solution to this problem is regularizing and using (Sw+X*I)-' (ridge-regression). This has the flaw of using the same X for all variables, and thus, this solution is sub-optimal. The current prevalent remedy is to normalize the data, so that all variables have the same standard deviation. This may lead to a greater problem, since small variability may mean irrelevance and the normalization might actually emphasize the noise. We address the problem by using a variation of the noisy bootstrap [8] , which extends the classical bootstrap by adding parametric noise and increasing the number of training patterns. This reduces the variance fluctuations caused by a small number of samples, and enables extracting many parameter models, which perform well on unseen test data. We demonstrate the novel modelling technique on several heavily studied cancer related microarray experiments, and show that state of the art performance (which was previously achieved by a different method for each data set) can be achieved by our classifier.
METHODS
The general classification framework described in this paper deals with 3 stages in the classification process -noisy bootstrapping, feature selection and t,raining the classifer.
The input to the process contains two groups of samples -training samples (including their classifications) and test samples (which also include classifications -in order t o evaluate the performance of the classifier). First, we estimat,e the noise in the data and extend the training set by re-sampling with simulated noise: thus creating new perturbed samples. This enables us to increase t,he amount of training saniples (the effects of this will be shown later). Next, we perform feature selection. This is done on the extended training set (the classifier's construction must not rely on the test samples which are used to validate it). The final step is t o train a classifier on the extended data set, and t o test its performance on the test samples.
The next sections detail the feature selection and classification techniques, based on Fisher's linear discriminant analysis (FLDA). Then the bootstrapping method used to extend the training set is described. Results on several data sets are presented in a following section, also containing a comparison with previous results. The notation used in this paper is as follows: gene expression data on p genes for n observations will be represented in an R x p matrix X = (z;,~),
where xi,? represents the expression level of gene j in observation i. The expression levels of a single observation will be noted as z, a p x 1 vector. The target values (class memberships) will be noted as yi, where y; E 1 , 2 , ..., K , where K is the number of classes. The target classes can represent different tumor classes, survival indicators or malignant/normal classifications.
In this paper, the only preprocessing done on the data was standardiza-tion, i.e., for each gene, the gene expression values were normalized so that their mean across all observations is 0, and the standard deviation is 1.
Feature Selection
The probability of error in a given classification problem is influenced by the input dimensionality (number of features per sample), and the number of training examples. If the distribution of the input space (class-conditional densities) is known, then additional features reduce the error probability. However, in most cases there are no such assumptions on the structure of the input space, and the performance of a classifier starts to deteriorate a s the dimensionality grows over a certain point. This "curse of dimensionality"
is due to the inherent sparseness of a high dimensional input space. This becomes the main factor affecting the classification performance.
In the case of gene arrays, the dimensionality of the data is very large and the number of samples is usually small. It is necessary to choose a small subset of variables that have the largest influence on the target function -the class membership. Many of the genes show little change in the expression levels throughout the different observations. We will look for genes that behave differently in observations from different classes, thus implying that they are among the genes governing the target values. In order to employ Fisher's criterion for the task of gene choosing, we score each of the genes according to the separation of the classes considering only that gene (note that this is a 1-dimensional case, so w has no effect). That is, In order to deal with cases where the inversion of t.he matrix Sw is inaccurate, we can regularize it, by adding a certain percentile of its eigenvalues to its diagonal. Formally. if A1 5 A2 5 ._. 5 A, are the eigenvalues of S~J , then we regularize by using q;g = Sw +prctile(< AI, ..., A, > , a ) . I , (0 5 a 5 1).
We will refer to this regularized version of FLDA as A-FLDA.
B o o t s t r a p p i n g
The standard bootstrapping process [8] , is based on resampling of the training data (with replacement), thus creating several training sets (usually the same size as the original training set). This enables performing the training process on these pseudo-sets and creating an ensemble of predictors, whose
results are then aggregated. This is common when dealing with data sets with a small amount of observations, since the ensemble of classifiers creates a more robust classification model. Gene array data sets usually contain a small number of high dimensional observations. This implies that the use of re-sampling techniques might prove useful in supervised and unsupervised learning problems with such data (examples can be seen in (4, 5 , 61) .
Noisy B o o t s t r a p . Noisy bootstrapping is based on re-sampling the data, and adding noise to the samples. Noise is simulated according to an -timated parametric model built from the training data. From these perturbed samples, bootstrap training sets are created (again, same size as the original training set) and several classifiers are built and aggregated in order to complete the training process.
In this paper, we present a variation on the noisy bootstrap. Instead of creating several training sets (with size equal to the original) and aggregating several classifiers trained on them, we create one large sample set on which a single classifier is trained. This seems more appropriate in our case, since the small original sample size can prevent a robust solution of the LDA process (due to the singularity of the scatter matrix).
As a parametric model of the noise in each class in the data, we assume a multivariate Gaussian distribution with mean 0, and a diagonal covariance matrix. For each class IC, we calculate the standard deviations of the genes, observed in samples with yi = k, and use them as the diagonal of the COvariance matrix of the assumed distribution for class k. We chose a diagonal covariance matrix since the small amount of samples prevents proper estimation of the correlation between different genes. Note that only the noise is estimated by a parametric model, while the samples are taken from the actual training data. After the model is built, new observations are generated according to it and a larger data set (which includes the original training set) is created. We refer to the ratio between the amount of bootstrap observations and the number of observations in the original training set as the b o o t s t r a p ratio.
RESULTS
We examined our classifier on three data sets, which are described in Table 1. The results shown here were achieved using a Leave-One-Out CTOSS valzdatzon process (LOOCV). Figure 1 shows the results.
An important observation is clear from the results. As we increase the bootstrap ratio, it enables us to consider more genes in the training process and still maintain good classification success ratios. The extension of the data set makes the training process more robust, enabling it to consider more and more genes. This "stairs effect" is visually apparent in the FLDA results plotted in Figure 1 . using several values for bootstrap ratios and for d. In 6 of the 10 experiments, perfect classification was achieved (34 from 34), and in the other 4 experiments, 33 out of the 34 test samples were classified correctly. Table 3 presents the test set error rates from different published experiments compared with the results of our method. It can be seen that our classifier achieved good results on this test set as well, and that no other method managed to classify all 34 test samples correctly.
CONCLUSIONS
Interpretation of microarray data is becoming essential in the search for new drugs. Supervised learning algorithms can speed up such interpretation and assist in focusing on specific genes. In this work we presented a model that relies on a large number of genes for prediction, yet is still interpretable for clinicians. The motivation behind that is to enable clinical interpretation of the results, so that a clinician would have a larger collection of potential genes to choose from (for drug discovery, etc.). Thus, more target-specific genes that have the desired therapeutic effect can he chosen and the amount of side effects will be minimized.
Robust classification has to deal with the "curse of dimensionality", which results from prediction of high-dimensional data with few observations. We tackled this problem by using a linear model (this was also essential for practical interpretability of the results) and by using the noisy bootstrap, which addressed the singularity of the scatter matrix in a form that is more local to each gene (rather than only adding a single constant to the diagonal, as is done for example in ridge regression). The noisy bootstrap enables extending the number of chosen genes while maintaining, and in effect improving, robust classification performance.
Our classification process represents a basic learning machine with reasonable capacity. This prevents over-fitting to the training set, which is important when dealing with high-dimensional problems with a small number of samples. Our results show high success ratios, and the robustness of the process is demonstrated by their stability with respect to the number of participating genes. We have demonstrated state of the art performance on the DLBL, I2000 and ALL-AML data sets ([1, 2, 111 respectively). The three competing models (SVM [lo] , CLICK [12] and LogitBoost IS]) showed stronger sensitivity to the number of features used for classification. microarray data sets, and to demonstrate high generalization capabilities.
Due to its simplicity, we expect our classifier to perform well on other 
