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THE CAUCHY PROBLEM FOR 3-EVOLUTION EQUATIONS WITH DATA
IN GELFAND-SHILOV SPACES
ALEXANDRE ARIAS JUNIOR, ALESSIA ASCANELLI, AND MARCO CAPPIELLO
Abstract. We consider the Cauchy problem for a 3-evolution operator P with complex valued
lower order terms. We assume the initial data to be Gevrey regular and to admit an expo-
nential decay at infinity that is to belong to Gelfand-Shilov spaces of type S. Under suitable
assumptions on the decay at infinity of the imaginary parts of the coefficients of P we show
how the exponential decay of the data allows to avoid the phenomenon of the loss of regularity,
typical of this kind of problems. In particular, we prove the existence of a solution with the
same Gevrey regularity of the data and we describe its behavior for |x| → ∞.
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1. Introduction and main result
Let us consider for (t, x) ∈ [0, T ]× R the Cauchy problem in the unknown u = u(t, x):
(1.1)
{
P (t, x,Dt, Dx)u(t, x) = f(t, x),
u(0, x) = g(x),
where
(1.2) P (t, x,Dt, Dx) = Dtu+ ap(t)D
p
xu(t, x) +
p−1∑
i=0
ai(t, x)D
i
xu(t, x),
with D = 1
i
∂, p ≥ 2, ap ∈ C([0, T ],R), ap(t) 6= 0 ∀ t ∈ [0, T ] and ai(t, x) ∈ C([0, T ], C∞(R;C)),
i = 0, . . . , p− 1. The operator P is known in literature as p−evolution operator.
The condition that ap is real valued means that the principal symbol of P (in the sense
of Petrowski) has the real characteristic τ = −ap(t)ξp; by the Lax-Mizohata theorem, this
condition is necessary to have a unique solution, in Sobolev spaces, of the Cauchy problem (1.1)
for any p ≥ 1. The assumption that ap does not vanish in [0, T ] can be eventually weakened
and turned into an assumption of the form ap(t) ≥ 0 (or, equivalently, ap(t) ≤ 0) ∀t ∈ [0, T ],
by adding some Levi type conditions on the lower order terms ai, see for instance [6, Section
2], [10, Section 2] and [11] in the case p = 2. Here for simplicity we take on ap the assumption
ap(t) 6= 0 for every t ∈ [0, T ] (i.e. ap(t) > 0 ∀t ∈ [0, T ] or equivalently ap(t) < 0 ∀t ∈ [0, T ]) .
When the coefficients ai(t, x), i = 0, . . . , p − 1 are real and of class B∞ with respect to x
(uniformly bounded together with all their x-derivatives), it is well known that the problem
(1.1) is well-posed in L2(R) (and in L2-based Sobolev spaces Hm, m ∈ R). If some of the
coefficients ai(t, x) are complex valued, then in order to obtain well-posedness either in L
2,
or in H∞(R) = ∩m∈RHm, some decay conditions at infinity on the imaginary part of the
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coefficients ai are needed (see [3], [17]). Sufficient conditions for well-posedness in L
2 and H∞
have been given in [8] and [19] for the case p = 2, [2] for larger p. Considering the Cauchy
problem (1.1) in the framework of weighted Sobolev-Kato spaces Hm, with m = (m1, m2) ∈ R2,
defined as
Hm(R) = {u ∈ S ′(R) : 〈x〉m2〈Dx〉m1u ∈ L2(R)}
and assuming the coefficients ai to be polynomially bounded, the second and the third author
obtained in [4] well-posedness also in the Schwartz space S (R) of smooth and rapidly decreasing
functions and in the dual space S ′(R). We recall that S (R) = ∩m∈R2Hm and S ′(R) =
∪m∈R2Hm(R). Broadly speaking, the above mentioned results can be summarized as follows: if
(1.3) |∂βx Im ai(t, x)| ≤ Cβ〈x〉−
p−i
p−1
σ−|β|, (t, x) ∈ [0, T ]× R, β ∈ N0, Cβ > 0
the problem (1.1) is well-posed in:
- L2(R), Hm(R) for every m ∈ R2 when σ > 1;
- H∞(R), S (R) when σ = 1.
In the present paper we consider the case when an estimate of the form (1.3) holds for some
σ ∈ (0, 1). In this situation, the only results in the literature concern the case p = 2 which
includes Schrödinger-type equations. In [11, 19], assuming 0 < σ < 1 and Cβ = C
|β|+1β!s0 ,
1 < s0 < 1/(1 − σ) in (1.3), the authors found well posedness results in certain Gevrey
spaces of order θ with s0 ≤ θ < 1/(1 − σ). Namely, they treat Schrödinger type equations
with lower order terms having complex valued coefficients which are uniformly bounded on
[0, T ] × Rn with all their derivatives and obtain well posedness of the Cauchy problem in the
class H∞θ = ∪ρ>0Hmρ,θ where Hmρ,θ := {u ∈ L2 : eρ〈D〉1/θu ∈ Hm}, m ∈ R. In both papers, starting
from data f, g in Hmρ,θ for some ρ > 0 the authors obtain a solution in H
m
ρ−δ,θ for some δ > 0
such that ρ − δ > 0. This means a sort of loss of regularity in the constant ρ which rules the
Gevrey behavior. We also notice that the condition s0 ≤ θ < 1/(1 − σ) means that the rate
of decay of the coefficients of P imposes a restriction on the spaces H∞θ in which the problem
(1.1) is well posed. Finally, the case θ > s0 = 1/(1−σ) has been investigated in [7]; the authors
proved that a decay condition for |x| → ∞ on data in Hm, m ≥ 0, produces a solution with
(at least locally) the same regularity as the data, but with a different behavior at infinity.
In the recent paper [5] the role of data with exponential decay on the regularity of the solution
has been also analyzed in the frame of Gelfand-Shilov type spaces in the case p = 2. In
particular, it is proved that starting from data with an exponential decay at infinity, we can
find a solution with the same Gevrey regularity of the data but with a possible exponential
growth at infinity in x. Moreover, this holds for every θ > s0. Finally, the result in [5] is proved
under the more general assumption that the coefficients a1, a0 may admit an algebraic growth
at infinity, namely
|∂βx Im a1(t, x)| ≤ C |β|+1β!s0〈x〉−σ−|β|,
|∂βx Re a1(t, x)|+ |∂βxa0(t, x)| ≤ C |β|+1β!s0〈x〉1−σ−|β|.
In this paper we focus on the case p = 3. The motivation for treating this case is twofolded.
First of all, the case of general p can be treated using the same argument as for the case p = 3
and repeating more times the iterative scheme on which the proof is based. This means that
the present case is a good test also for higher order p-evolution equations. The second reason is
our interest in extending our analysis to semilinear 3-evolution equations. This class includes
several interesting physical models. The most relevant are the KdV equation describing the
propagation of monodimensional waves of small amplitudes in waters of constant depth and
the KdV-Burgers equation, cf. [18]. These equations and their many variants can be written
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in the form P (t, x,Dt, Dx) = 0 for an operator P of the form (1.2) with coefficients depending
also on u. There are some results in the literature on semilinear p-evolution equations in the
H∞ setting, cf. [1]. In this paper the semilinear Cauchy problem is studied first by considering
a linearized problem and then by deriving well posedness for the semilinear equation using
Nash-Moser inversion theorem. We are not aware of any similar results in the realm of Gevrey
classes and Gelfand-Shilov spaces in the literature. Based on these considerations, this paper
can be considered as a first step in this direction and will be used in a future paper to study
the linearized problem associated to KdV-type equations.
To state the main result of the present paper we need to recall the definition of Gevrey type
SG-symbol classes and of Gelfand-Shilov Sobolev spaces.
Given µ, ν ≥ 1, m = (m1, m2) ∈ R2, we denote by SGm1,m2µ,ν (R2) (or by SGmµ,ν(R2)) the space
of all functions p ∈ C∞(R2) for which there exist C,C1 > 0 such that
|∂αξ ∂βxp(x, ξ)| ≤ C1C |α+β|α!µβ!ν〈ξ〉m1−|α|〈x〉m2−|β|, x, ξ ∈ R, α, β ∈ N,
see also Definition 2. Pseudodifferential operators with symbols in SGmµ,ν(R
2) map continuously
S (R)→ S (R),S ′(R)→ S ′(R) and Hs → Hs−m for every s = (s1, s2) ∈ R2. In our paper we
shall need to work also with pseudodifferential operators of infinite order, that is with symbols
admitting exponential growth, see Section 2; these kind of operators have continuous mapping
properties on Gelfand-Shilov Sobolev spaces Hmρ,s,θ(R) defined, for m = (m1, m2), ρ = (ρ1, ρ2)
in R2 and θ, s > 1, by
Hmρ;s,θ(R) = {u ∈ S ′(R) : 〈x〉m2〈D〉m1eρ2〈x〉
1
s eρ1〈D〉
1
θ u ∈ L2(R)},
where eρ1〈D〉
1
θ is a pseudodifferential operator of infinite order with symbol eρ1〈ξ〉
1
θ (see Definition
1 in Section 2). When ρ = (0, 0) we recover the usual notion of weighted Sobolev spaces.
Let us so consider for s0 > 1 and σ ∈ (0, 1) such that s0 < 11−σ the 3-evolution operator
(1.4) P (t, Dt, x,Dx) = Dt + a3(t, Dx) + a2(t, x,Dx) + a1(t, x,Dx) + a0(t, x,Dx),
t ∈ [0, T ], x ∈ R, where a3(t, Dx) is a pseudodifferential operator with symbol a3(t, ξ) ∈ R
while, for i = 0, 1, 2, ai(t, x,Dx) are pseudodifferential operators with symbol ai(t, x, ξ) ∈ C.
Notice that (1.2) in the case p = 3 is a particular case of (1.4). Now we are ready to state our
main result.
Theorem 1. Consider P (t, x,Dt, Dx) an operator as in (1.4) and assume the following:
(i) a3 ∈ C([0, T ],SG3,01,s0(R2)), a3 is real valued and there are Ca3 , Ra3 > 0 such that
|∂ξa3(t, ξ)| ≥ Ca3 |ξ|2, ∀|ξ| ≥ Ra3 , ∀t ∈ [0, T ];
(ii) Re a2 ∈ C([0, T ],SG2,01,s0(R2)), Im a2 ∈ C([0, T ],SG2,−σ1,s0 (R2));
(iii) Re a1 ∈ C([0, T ],SG1,1−σ1,s0 (R2)), Im a1 ∈ C([0, T ],SG
1,−σ
2
1,s0 (R
2));
(iv) a0 ∈ C([0, T ],SG0,1−σ1,s0 (R2)).
Let s, θ > 1 such that s0 ≤ s < 11−σ and θ > s0. Let moreover f ∈ C([0, T ];Hmρ;s,θ(R)) and
g ∈ Hmρ;s,θ(R), where m, ρ ∈ R2. Then the Cauchy problem
(1.5)
{
P (t, x,Dt, Dx)u(t, x) = f(t, x), (t, x) ∈ [0, T ]× R,
u(0, x) = g(x), x ∈ R,
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admits a solution u ∈ C([0, T ];Hm
(ρ1,−δ˜);s,θ
(R)) for every δ˜ > 0; moreover the solution satisfies
the following energy estimate
‖u(t)‖2Hm
(ρ1,−δ˜);s,θ
≤ C(‖g‖2Hmρ;s,θ +
∫ t
0
‖f(τ)‖2Hmρ;s,θdτ),(1.6)
for all t ∈ [0, T ] and for some C > 0.
Remark 1. We notice that the solution obtained in Theorem 1 has the same Gevrey regularity
as the initial data but may lose the decay exhibited at t = 0 and admit an exponential growth
for |x| → ∞ when t > 0. Moreover, the loss ρ2 + δ˜ for an arbitrary δ˜ > 0 in the behavior at
infinity is independent of θ, s and ρ1. We also observe that the result holds for every θ > s0
without any upper bound on the regularity index θ, that is there is no relation between the rate
of decay of the data and the Gevrey regularity of the solution. Both these phenomena had been
already observed in the case p = 2, see [5].
We briefly outline the strategy to obtain our main result. Let
iP = ∂t + ia3(t, D) +
2∑
i=0
iai(t, x,D) = ∂t + ia3(t, D) + A(t, x,D).
Noticing that a3(t, ξ) is real we have
d
dt
‖u(t)‖2L2 = 2Re (∂tu(t), u(t))L2
= 2Re (iPu(t), u(t))L2 − 2Re (ia3(t, D)u(t), u(t))L2 − 2Re (Au(t), u(t))L2
≤ ‖Pu(t)‖2L2 + ‖u(t)‖2L2 − ((A+ A∗)u(t), u(t))L2.
Since (A+A)∗(t) ∈ SG2,1−σ(R2n) we cannot derive an energy inequality in L2 from the estimate
above. The idea is then to conjugate the operator iP by a suitable pseudodifferential operator
eΛ(t, x,D) in order to obtain
(iP )Λ := e
Λ(iP ){eΛ}−1 = ∂t + ia3(t, D) + AΛ(t, x,D),
where AΛ still has symbol AΛ(t, x, ξ) ∈ SG2,1−σ but with ReAΛ ≥ 0. In this way, with the aid
of Fefferman-Phong (see [14]) and sharp Gårding (see Theorem 1.7.15 of [21]) inequalities, we
obtain the estimate from below
Re (AΛv(t), v(t))L2 ≥ −c‖v(t)‖2L2 ,
and therefore for the solution v of the Cauchy problem associated to the operator PΛ we get
d
dt
‖v(t)‖2L2 ≤ C(‖(iP )Λv(t)‖2L2 + ‖v(t)‖2L2).
Gronwall inequality then gives the desired energy estimate for the conjugated operator (iP )Λ.
By standard arguments in the energy method we then obtain that the Cauchy problem associ-
ated with PΛ is well-posed in the weighted Sobolev spaces H
m(R).
Finally we have to turn back to our original Cauchy problem (1.5). The problem (1.5) is
equivalent to
(1.7)
{
PΛ(t, Dt, x,Dx)v(t, x) = e
Λ(t, x,Dx)f(t, x), (t, x) ∈ [0, T ]× R,
v(0, x) = eΛ(0, x,Dx)g(x), x ∈ R,
in the sense that if u solves (1.5) then v = eΛu solves (1.7), and if v solves (1.7) then u = {eΛ}−1v
solves (1.5). In this step the continuous mapping properties of eΛ and {eΛ}−1 will play an
important role.
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The operator eΛ will be a pseudodifferential operator with symbol eΛ(t,x,ξ), and the function
Λ(t, x, ξ) will be of the form
Λ(t, x, ξ) = k(t)〈x〉1−σh + λ2(x, ξ) + λ1(x, ξ), t ∈ [0, T ], x, ξ ∈ R,
where λ1, λ2 ∈ SG0,1−σµ (R2) and k ∈ C1([0, T ];R) is a non increasing function to be chosen
later on. The transformation with λ2 will change the terms of order 2 into the sum of a positive
operator plus a remainder of order 1; the transformation with λ1 will not change the terms
of order 2, but it will turn the terms of order 1 into the sum of a positive operator plus a
remainder of order 0, with some growth with respect to x. Finally the transformation with k
will correct this remainder term. Dealing with Λ, we shall replace the weight functions 〈x〉,
〈ξ〉 respectively by 〈x〉h :=
√
h2 + |x|2, 〈ξ〉h :=
√
h2 + |ξ|2, where h > 1 is a large parameter.
This replacement is needed to obtain invertibility of the operator eΛ and does not change the
symbol classes in Definitions 1 and 2 of Section 2.2.
The precise definitions of λ2 and λ1 will be given in Section 3. Since Λ admits an algebraic
growth on the x variable, then eΛ presents an exponential growth. This is the reason for working
with pseudodifferential operators of infinite order.
The paper is organized as follows. In Section 2 we recall some basic definitions and properties
of Gelfand-Shilov spaces and the calculus for pseudodifferential operators of infinite order that
we will use in the next sections. In Section 3 we introduce the function Λ which defines the
change of variables. Section 4 is devoted to prove a result of spectral invariance for pseudodif-
ferential operators with Gevrey regular symbols which is new in the literature and interesting
per se. Here it is applied to prove the continuity properties of the inverse {eΛ(t, x,D)}−1. In
Section 5 we obtain the invertibility of the operator eΛ(t, x,D). In section 6 we perform the
change of variable and the conjugation of the operator P . Section 7 concerns the choice of the
parameters appearing in the definition of Λ in order to obtain a positive operator on L2(R).
Finally, in Section 8, we give the proof of Theorem 1.
2. Gelfand-Shilov spaces and pseudodifferential operators of
infinite order on Rn
2.1. Gelfand-Shilov Spaces. For s, θ ≥ 1 and A,B > 0 we say that a smooth function f
belongs to Sθ,As,B (Rn) if there is C > 0 such that
|xβ∂αx f(x)| ≤ CA|α|B|β|α!θβ!s,
for every α, β ∈ Nn0 and x ∈ Rn. The norm
‖f‖θ,s,A,B = sup
x∈Rn
α,β∈Nn0
|xβ∂αx f(x)|A−|α|B−|β|α!−θβ!−s
makes Sθ,As,B (Rn) a Banach space. We define
Sθs (Rn) =
⋃
A,B>0
Sθ,As,B (Rn)
and we can equip it with the inductive limit topology of the Banach spaces Sθ,As,B (Rn). The
spaces Sθs (Rn) have been originally introduced in the book [15], see [22]. We also consider the
projective version, that is
Σθs(R
n) =
⋂
A,B>0
Sθ,As,B (Rn)
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equipped with the projective limit topology. When θ = s we simply write Sθ, Σθ instead of
Sθθ ,Σθθ. We can also define, for C, ε > 0, the normed space Sθ,εs,C(Rn) given by the smooth
functions f(x) such that there is C1 > 0 satisfying
‖f‖ε,Cs,θ := sup
x∈Rn
α∈Nn0
C−|α|α!−θeε|x|
1
s |∂αx f(x)| <∞,
and we have (with equivalent topologies)
Sθs (Rn) =
⋃
C,ε>0
Sθ,εs,C(Rn) and Σθs(Rn) =
⋂
C,ε>0
Sθ,εs,C(Rn).
The following spaces play an important role in the calculus of pseudodifferential operators
of infinite order
S
θ
s (R
n) =
⋃
A>0
⋂
B>0
Sθ,As,B (Rn), S˜ θs (Rn) =
⋂
A>0
⋃
B>0
Sθ,As,B (Rn).
These spaces can be endowed with their respective natural topologies coming from the Banach
spaces Sθ,As,B (Rn). It is easy to see that the following inclusions are continuous (for every ε > 0)
Σθs(R
n) ⊂ S θs (Rn), S˜ θs (Rn) ⊂ Sθs (Rn) ⊂ Σθ+εs+ε(Rn).
All the previous spaces can be written by employing the Gelfand-Shilov Sobolev spaces Hmρ,s,θ,
with ρ,m ∈ R2 defined in the Introduction. Namely,we have
Sθs (Rn) =
⋃
ρ∈R2
ρj>0,j=1,2
Hmρ,s,θ(R
n), Σθs(R
n) =
⋂
ρ∈R2
ρj>0,j=1,2
Hmρ,s,θ(R
n),
S
θ
s (R
n) =
⋃
ρ1>0
⋂
ρ2>0
Hmρ,s,θ(R
n), S˜ θs (R
n) =
⋂
ρ1>0
⋃
ρ2>0
Hmρ,s,θ(R
n).
From now and on we shall denote by (Sθs )′(Rn), (Σθs)′(Rn), (S θs )′(Rn), (S˜ θs )′(Rn) the respec-
tive dual spaces.
Concernig the action of the Fourier transform we have the following isomorphisms
F : Σθs(Rn)→ Σsθ(Rn), F : Sθs (Rn)→ Ssθ (Rn),
F : S θs (Rn)→ S˜ sθ (Rn), F : S˜ θs (Rn)→ S sθ (Rn).
F : H(m1,m2)(ρ1,ρ2),s,θ(Rn)→ H
(m2,m1)
(ρ2,ρ1),θ,s
(Rn).
2.2. Pseudodifferential operators of infinite order. We start defining the classes of sym-
bols of infinite order.
Definition 1. Let τ ∈ R, κ, θ, µ, ν > 1 and C, c > 0.
(i) We denote by SGτ,∞µ,ν;κ(R
2n;C, c) the Banach space of all functions p ∈ C∞(R2n) satisfy-
ing the following condition:
‖p‖C,c := sup
α,β∈Nn0
C−|α+β|α!−µβ!−ν sup
x,ξ∈Rn
〈ξ〉−τ+|α|〈x〉|β|e−c|x|
1
κ |∂αξ ∂βxp(x, ξ)| <∞.
We set SGτ,∞µ,ν;κ(R
2n) :=
⋃
C,c>0 SG
τ,∞
µ,ν;κ(R
2n;C, c) with the topology of inductive limit of
the Banach spaces SGτ,∞µ,ν;κ(R
2n;C, c).
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(ii) We denote by SG∞,τµ,ν;θ(R
2n;C, c) the Banach space of all functions p ∈ C∞(R2n) satisfy-
ing the following condition:
‖p‖C,c := sup
α,β∈Nn0
C−|α+β|α!−µβ!−ν sup
x,ξ∈Rn
〈ξ〉|α|〈x〉−τ+|β|e−c|ξ|
1
θ |∂αξ ∂βxp(x, ξ)| <∞.
We set SG∞,τµ,ν;θ(R
2n) :=
⋃
C,c>0 SG
∞,τ
µ,ν;θ(R
2n;C, c) with the topology of inductive limit of
the spaces SG∞,τµ,ν;θ(R
2n;C, c).
We also need the following symbol classes of finite order.
Definition 2. Let µ, ν ≥ 1, m = (m1, m2) ∈ R2 and C > 0. We denote by SGmµ,ν(R2n;C) the
Banach space of all functions p ∈ C∞(R2n) satisfying the following condition:
sup
α,β∈Nn0
C−|α+β|α!−µβ!−ν sup
x,ξ∈Rn
〈ξ〉−m1+|α|〈x〉−m2+|β||∂αξ ∂βxp(x, ξ)| <∞.
and SGmµ,ν(R
2n) :=
⋃
C>0 SG
m
µ,ν(R
2n;C).
The set SGm(R2n) stands for the usual globally symmetrical classes, that is, p(x, ξ) belongs
to SGm(R2n) if for any α, β ∈ Nn0 there is Cα,β > 0 satisfying
|∂αξ ∂βxp(x, ξ)| ≤ Cα,β〈ξ〉m1−|α|〈x〉m2−|β|, x, ξ ∈ Rn.
When µ = ν we write SGmµ (R
2n), SGτ,∞µ,κ (R
2n), SG∞,τµ,θ (R
2n) instead of SGmµ,µ(R
2n), SGτ,∞µ,µ;k(R
2n),
SG
∞,τ
µ,µ;θ(R
2n).
As usual, given a symbol p(x, ξ) we shall denote by p(x,D) or by op(p) the pseudodifferential
operator defined as standard by
p(x,Dx)u(x) = (2π)
−n
∫
eix·ξp(x, ξ)û(ξ)dξ, x ∈ Rn,
where u belongs to some suitable function space depending on the assumptions on p. We have
the following continuity results.
Proposition 1. Let τ ∈ R, s > µ > 1, ν > 1 and p ∈ SGτ,∞µ,ν;s(R2n). Then for every θ ≥ ν
(respectively θ > ν) the pseudodifferential operator p(x,D) with symbol p(x, ξ) is continuous on
S θs (R
n) (respectively on Σθs(R
n)) and it extends to a continuous map on (S θs )
′(Rn) (respectively
on (Σθs)
′(Rn)).
Proposition 2. Let τ ∈ R, θ > ν > 1, µ > 1 and p ∈ SG∞,τµ,ν;θ(R2n). Then for every s ≥ µ
(respectively s > µ), the operator p(x,D) is continuous on S˜ θs (R
n) (respectively on Σθs(R
n))
and it extends to a continuous map on (S˜ θs )
′(Rn) (respectively on (Σθs)
′(Rn)).
The proof of Propositions 1 and 2 can be derived following the argument in the proof of [5,
Proposition 2.3]. We omit it for the sake of brevity.
Now we define the notion of asymptotic expansion and prove some fundamental results. For
t1, t2 ≥ 0 set
Qt1,t2 = {(x, ξ) ∈ R2n : 〈x〉 < t1 and 〈ξ〉 < t2}
and Qet1,t2 = R
2n \Qt1,t2. When t1 = t2 = t we simply write Qt and Qet .
Definition 3. Let σj = (kj, ℓj) be a sequence such that k0 = ℓ0 = 0, kj, ℓj are strictly increasing,
kj+N ≥ kj + kN , ℓj+N ≥ ℓj + ℓN , for j, N ∈ N0, and kj ≥ Λ1j, ℓj ≥ Λ2j for j ≥ 1, for some
Λ1,Λ2 > 0.
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(i) We say that
∑
j≥0
aj ∈ Fσ¯SGτ,∞µ,ν;κ if aj(x, ξ) ∈ C∞(R2n) and there are C, c, B > 0 satisfying
|∂αξ ∂βxaj(x, ξ)| ≤ C |α|+|β|+2j+1α!µβ!νj!µ+ν−1〈ξ〉τ−|α|−kj〈x〉−|β|−ℓjec|x|
1
κ
for α, β ∈ Nn0 , j ≥ 0 and (x, ξ) ∈ QeB2(j),B1(j), where Bi(j) = (Bjµ+ν−1)
1
Λi , i = 1, 2.
(ii) We say that
∑
j≥0 aj ∈ Fσ¯SG∞,τµ,ν;θ if aj(x, ξ) ∈ C∞(R2n) and there are C, c, B > 0
satisfying
|∂αξ ∂βxaj(x, ξ)| ≤ C |α|+|β|+2j+1α!µβ!νj!µ+ν−1〈ξ〉−|α|−kjec|ξ|
1
θ 〈x〉τ−|β|−ℓj
for α, β ∈ Nn0 , j ≥ 0 and (x, ξ) ∈ QeB2(j),B1(j).
(iii) We say that
∑
j≥0
aj ∈ Fσ¯SGmµ,ν if aj(x, ξ) ∈ C∞(R2n) and there are C, c, B > 0 satisfying
|∂αξ ∂βxaj(x, ξ)| ≤ C |α|+|β|+2j+1α!µβ!νj!µ+ν−1〈ξ〉m1−|α|−kj〈x〉m2−|β|−ℓj
for α, β ∈ Nn0 , j ≥ 0 and (x, ξ) ∈ QeB2(j),B1(j).
Definition 4. Given
∑
j≥0
aj,
∑
j≥0
bj in Fσ¯SG
τ,∞
µ,ν;κ we say that
∑
j≥0
aj ∼
∑
j≥0
bj in Fσ¯SG
τ,∞
µ,ν;κ if there
are C, c, B > 0 satisfying
|∂αξ ∂βx
∑
j<N
(aj − bj)(x, ξ)| ≤ C |α|+|β|+2N+1α!µβ!νN !µ+ν−1〈ξ〉τ−|α|−kN〈x〉−|β|−ℓNec|x|
1
κ
for α, β ∈ Nn0 , N ≥ 1 and (x, ξ) ∈ QeB2(N),B1(N). Analogous definition for the classes Fσ¯SG
∞,τ
µ,ν;θ,
Fσ¯SG
m
µ,ν.
Remark 2. If kj = ℓj = j and Λ1 = Λ2 = 1 we simply write FSG
τ,∞
µ,ν;κ, FSG
∞,τ
µ,ν;θ, FSG
m
µ,ν and
we recover the usual definitions presented under different notation in [5].
Remark 3. If
∑
j≥0
aj ∈ Fσ¯SGτ,∞µ,ν;κ, then a0 ∈ SGτ,∞µ,ν;κ. Given a ∈ SGτ,∞µ,ν;κ and setting b0 = a,
bj = 0, j ≥ 1, we have a =
∑
j≥0
bj. Hence we can consider SG
τ,∞
µ,ν;κ as a subset of Fσ¯SG
τ,∞
µ,ν;κ.
Proposition 3. Given
∑
j≥0
aj ∈ Fσ¯SGτ,∞µ,ν;κ, there exists a ∈ SGτ,∞µ,ν;κ such that a ∼
∑
j≥0
aj in
Fσ¯SG
τ,∞
µ,ν;κ. Analogous results hold for the classes Fσ¯SG
∞,τ
µ,ν;θ and Fσ¯SG
m
µ,ν.
Proof. Let ψ ∈ C∞(R2n) such that ψ ≡ 0 in Q2, ψ ≡ 1 in Qe3 and
|∂γξ ∂δxψ(x, ξ)| ≤ C |γ|+|δ|+1γ!µδ!ν .
Let R > 1 to be chosen and define ψ0 ≡ 1,
ψj(x, ξ) := ψ
(
x
R2(j)
,
ξ
R1(j)
)
for j ≥ 1, where Ri(j) = (Rjµ+ν−1)
1
Λi , i = 1, 2. Note that
• (x, ξ) ∈ Qe3R2(j),3R1(j) =⇒
(
x
R2(j)
,
ξ
R1(j)
)
∈ Qe3 =⇒ ψi(x, ξ) = 1, for i ≤ j;
• (x, ξ) ∈ QR2(j),R1(j) =⇒
(
x
R2(j)
,
ξ
R1(j)
)
∈ Q2 =⇒ ψi(x, ξ) = 0, for i ≥ j.
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Since
∑
j≥0
aj ∈ Fσ¯SGτ,∞µ,ν;κ there are C, c, B > 0 satisfying
|∂αξ ∂βxaj(x, ξ)| ≤ C |α|+|β|+2j+1α!µβ!νj!µ+ν−1〈ξ〉τ−|α|−kj〈x〉−|β|−ℓjec|x|
1
κ
for α, β ∈ Nn0 , j ≥ 0 and (x, ξ) ∈ QeB2(j),B1(j). Let R > B and set a =
∑
j≥0
ψjaj. We shall prove
that a ∈ SGτ,∞µ,ν;κ for R large enough. Since R > B, for all x, ξ ∈ Rn we have
|∂αξ ∂βxa(x, ξ)| ≤
∑
j≥0
∑
γ≤α
∑
δ≤β
α!
γ!(α− γ)!
β!
δ!(β − δ)! |∂
α−γ
ξ ∂
β−δ
x aj(x, ξ)||∂γξ ∂δxψj(x, ξ)|
≤ C |α|+|β|+1α!β!〈ξ〉τ−|α|〈x〉−|β|ec|x|
1
s
∑
j≥0
Hj,α,β(x, ξ),
where
Hj,α,β(x, ξ) =
∑
γ≤α
∑
δ≤β
(α− γ)!µ−1(β − δ)!ν−1
γ!δ!
C2j−|γ+δ|j!µ+ν−1〈ξ〉|γ|−kj〈x〉|δ|−ℓj |∂γξ ∂δxψj(x, ξ)|.
For (γ, δ) 6= (0, 0), we have ∂γξ ∂δxψj ≡ 0 in Qe3R2(j),3R1(j), hence
Hj,α,β(x, ξ) ≤
∑
γ≤α
∑
δ≤β
(α− γ)!µ−1(β − δ)!ν−1
γ!δ!
C2j−|γ+δ|j!µ+ν−1max{R1(j)−kj , R2(j)−ℓj}
× (3R1(j))|γ|(3R2(j))|δ|R1(j)−|γ|R2(j)−|δ|C |γ+δ|+1γ!µδ!ν
≤ C |α|+|β|+1α!µ−1β!ν−1
(
C2
R
)j
.
Choosing R large we conclude that a ∈ SGτ,∞µ,ν;κ.
Now observe that for N ≥ 1,
a−
∑
j<N
aj =
∑
j<N
aj(ψj − 1) +
∑
j≥N
ajψj .
If (x, ξ) ∈ Qe3R2(N),3R1(N) we have ψj(x, ξ) = 1 for j ≤ N , hence
∑
j<N
aj(ψj − 1) ≡ 0 on
Qe3R2(N),3R1(N). Arguing in a similar way we obtain
|∂αξ ∂βx (a−
∑
j<N
aj)| ≤ C |α|+|β|+2N+1α!µβ!νN !µ+ν−1〈ξ〉τ−|α|−kN 〈x〉−|β|−ℓNec|x|
1
κ .
Therefore a ∼ ∑
j≥0
aj in Fσ¯SG
τ,∞
µ,ν;κ. 
In order to prove the next proposition we need the following technical lemma, which proof
can be found in [23, Lemma 3.2.4].
Lemma 1. Let M, r,B > 0 and ρ ≥ 1 and set
h(λ) = inf
0≤N≤Bλ
1
ρ
M rNN !r
λ
rN
ρ
, λ > 0.
Then there are C, τ > 0 such that h(λ) ≤ Ce−τλ
1
ρ
, for all λ > 0.
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Proposition 4. Let a ∈ SG0,∞µ,ν;κ such that a ∼ 0 in Fσ¯SG0,∞µ,ν;κ. If κ > max{ 1Λ˜(µ+ ν − 1), µ+
ν − 1}, then a ∈ Sδ(R2n) for δ ≥ max{ 1Λ˜(µ + ν − 1), µ + ν − 1}, where Λ˜ = min{Λ1,Λ2}.
Analogous result for the classes Fσ¯SG
∞,τ
µ,ν;θ and Fσ¯SG
m
µ,ν.
Proof. The hypothesis implies that there are C1, c, B > 0 satisfying
|∂αξ ∂βxa(x, ξ)| ≤ C |α|+|β|+11 α!µβ!ν〈ξ〉−|α|〈x〉−|β|ec|x|
1
κ C
2j
1 j!
µ+ν−1
〈ξ〉kj〈x〉ℓj
≤ C |α|+|β|+1α!µβ!ν〈ξ〉−|α|〈x〉−|β|ec|x|
1
κ C
2jj!µ+ν−1
(〈ξ〉+ 〈x〉)Λ˜j
for α, β ∈ Nn0 , j ≥ 0 and (x, ξ) ∈ QeB˜(j), where Λ˜ = min{Λ1,Λ2} and B˜(j) = (Bjµ+ν−1)
1
Λ˜ . Since
〈x〉+ 〈ξ〉 ≥ 2B˜(N) implies (x, ξ) ∈ Qe
B˜(N)
, we have
|∂αξ ∂βxa(x, ξ)| ≤ C |α|+|β|+1α!µβ!ν〈ξ〉−|α|〈x〉−|β|ec|x|
1
κ
× inf
0≤N≤B¯(〈x〉+〈ξ〉)
Λ˜
µ+ν−1
C2NN !µ+ν−1
(〈ξ〉+ 〈x〉)Λ˜N ,
where B¯ = (2Λ˜B)−
1
µ+ν−1 . By the previous lemma there is τ > 0 such that
|∂αξ ∂βxa(x, ξ)| ≤ C |α|+|β|+1α!µβ!ν〈ξ〉−|α|〈x〉−|β|ec|x|
1
κ e−τ(〈x〉+〈ξ〉)
Λ˜
µ+ν−1
.
Finally using the fact that κ > max{ 1
Λ˜
(µ+ν−1), µ+ν−1} we can conclude that a ∈ Sδ(R2n),
for δ ≥ max{ 1
Λ˜
(µ+ ν − 1), µ+ ν − 1}. 
Remark 4. If a ∼ ∑
j≥0
aj and b ∼
∑
j≥0
aj in Fσ¯SG
τ,∞
µ,ν;κ, then a − b ∼ 0 in Fσ¯SGτ,∞µ,ν;κ. If
κ ≥ max{ 1
Λ˜
(µ + ν − 1), µ + ν − 1}, arguing as in previous lemma one can conclude that
a− b ∈ Sδ(R2n), δ ≥ max{ 1Λ˜(µ+ ν − 1), µ+ ν − 1}.
Remark 5. Let
∑
j≥0
aj ∈ Fσ¯SGm1,m2µ,ν such that
(2.1) |∂αξ ∂βxaj(x, ξ)| ≤ C |α|+|β|+2j+1α!µβ!νj!µ+ν−1〈ξ〉m1−|α|−kj〈x〉m2−|β|−ℓj
for α, β ∈ Nn0 , j ≥ 0 and x, ξ ∈ Rn, and let M ∈ N. Set ψ0 = ψ1 = . . . = ψM−1 = 1 and ψj, for
j ≥M , as in the proof of Proposition 3. Define
b(x, ξ) =
∑
j≥0
ψj(x, ξ)aj(x, ξ) =
∑
j<M
aj(x, ξ) +
∑
j≥M
ψj(x, ξ)aj(x, ξ).
Since the inequality (2.1) holds on R2n, repeating the steps of the proof of Proposition 3, it
is possible to conclude that b ∈ SGm1,m2µ,ν and b ∼
∑
j≥0
aj in Fσ¯SG
m1,m2
µ,ν .
Now if there is a ∈ SGm1,m2µ,ν such that a ∼
∑
j≥0
aj in Fσ¯SG
m1,m2
µ,ν , then we can write
a = b+ r =
∑
j<M
aj +
∑
j≥M
ajψj + r =
∑
j<M
aj + b˜+ r,
where b˜ ∈ SGm1−kM ,m2−ℓMµ,ν and r ∈ Sδ(R2n), δ ≥ max{ 1Λ˜(µ+ ν − 1), µ+ ν − 1}.
Remark 6. Let σj = (kj, ℓj) and σ˜j = (k˜j , ℓ˜j) such that kj ≤ k˜j and ℓj ≤ ℓ˜j (Λi = Λ˜i, i = 1, 2).
If a ∼ ∑
j≥0
aj in Fσ˜SG
τ,∞
µ,ν;κ then a ∼
∑
j≥0
aj in Fσ¯SG
τ,∞
µ,ν;κ.
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Concerning the symbolic calculus and the continuous mapping properties on the Gelfand-
Shilov Sobolev spaces we have the following results, which proofs can be found in Appendix A
of [5].
Theorem 2. Let p ∈ SGτ,∞µ,ν;κ(R2n), q ∈ SGτ
′,∞
µ,ν;κ(R
2n) with κ > µ+ ν − 1. Then the L2 adjoint
p∗ and the composition p ◦ q have the following structure:
- p∗(x,D) = a(x,D) + r(x,D) where r ∈ Sµ+ν−1(R2n), a ∈ SGτ,∞µ,ν;κ(R2n), and
a(x, ξ) ∼
∑
α
1
α!
∂αξD
α
xp(x, ξ) in FSG
τ,∞
µ,ν;κ(R
2n).
- p(x,D) ◦ q(x,D) = b(x,D) + s(x,D), where s ∈ Sµ+ν−1(R2n), b ∈ SGτ+τ ′,∞µ,ν;κ (R2n) and
b(x, ξ) ∼
∑
α
1
α!
∂αξ p(x, ξ)D
α
xq(x, ξ) in FSG
τ+τ ′,∞
µ,ν;κ (R
2n).
Analogous results hold for the class SG∞,τµ,ν;θ(R
2n).
Theorem 3. Let p ∈ SGm′µ,ν(R2n) for some m′ ∈ R2. Then for every m, ρ ∈ R2 and s, θ such
that min{s, θ} > µ+ ν − 1 the operator p(x,D) maps Hmρ;s,θ(Rn) into Hm−m
′
ρ;s,θ (R
n) continuously.
Proposition 5. If λ(x, ξ) ∈ SG0,
1
κ
µ (R2n), then eλ(x,ξ) ∈ SG0,∞µ;κ (R2n). If λ(x, ξ) ∈ SG
1
θ
,0
µ (R2n),
then eλ(x,ξ) ∈ SG∞,0µ;θ (R2n).
Theorem 4. Let ρ,m ∈ R2 and let s, θ, µ > 1 with min{s, θ} > 2µ − 1. Let λ ∈ SG0,
1
κ
µ (R2n).
Then:
i) If κ > s, then the operator eλ(x,D) is continuous from Hmρ;s,θ(R
n) into Hmρ−δe2;s,θ(R
n) for every
δ > 0, where e2 = (0, 1);
ii) If κ = s, then the operator eλ(x,D) is continuous from Hmρ;s,θ(R
n) into Hmρ−δe2;s,θ(R
n) for every
δ > C(λ) := sup{λ(x, ξ)/〈x〉1/s : (x, ξ) ∈ R2n}.
Proof. (i) Let φ(x) ∈ γµ(Rn) be a cut-off function such that, for a positive constant K, φ(x) = 1
for |x| < K/2, φ(x) = 0 for |x| > K and 0 ≤ φ(x) ≤ 1 for every x ∈ Rn. We split the symbol
eλ(x,ξ) as
eλ(x,ξ) = φ(x)eλ(x,ξ) + (1− φ(x))eλ(x,ξ) = a1(x, ξ) + a2(x, ξ).(2.2)
Since φ has compact support and λ has order zero with respect to ξ, we have a1(x, ξ) ∈ SG0,0µ .
On the other hand, given any δ > 0 and choosing K large enough, since κ > s we may write
|λ(x, ξ)|〈x〉−1/s < δ on the support of a2(x, ξ). Hence we obtain
a2(x, ξ) = e
δ〈x〉1/s(1− φ(x))eλ(x,ξ)−δ〈x〉1/s
with (1 − φ(x))eλ(x,ξ)−δ〈x〉1/s of order (0, 0) because λ(x, ξ) − δ〈x〉1/s < 0 on the support of
(1− φ(x)). Thus, (2.2) becomes
eλ(x,ξ) = a1(x, ξ) + e
δ〈x〉1/s a˜2(x, ξ),
a1 and a˜2 of order (0, 0). Since by Theorem 3 the operators a1(x,D) and a˜2(x,D) map contin-
uously Hmρ,s,θ into itself, then we obtain i). The proof of (ii) follows a similar argument and can
be found in [5, Theorem 2.4]. 
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3. Definition and properties of λ2 and λ1
Let M2 and M1 be positive constants to be chosen later on. We define
(3.1) λ2(x, ξ) = M2w
(
ξ
h
)∫ x
0
〈y〉−σdy, (x, ξ) ∈ R2,
(3.2) λ1(x, ξ) = M1w
(
ξ
h
)
〈ξ〉−1h
∫ x
0
〈y〉−σ2ψ
(〈y〉σ
〈ξ〉2h
)
dy, (x, ξ) ∈ R2,
where
w(ξ) =
{
0, |ξ| ≤ 1,
−sgn(∂ξa3(t, ξ)), |ξ| > Ra3 ,
ψ(y) =
{
1, |y| ≤ 1
2
,
0, |y| ≥ 1,
|∂αw(ξ)| ≤ Cα+1w α!µ, |∂βψ(y)| ≤ Cβ+1ψ β!µ for some µ > 1 which will be chosen later.
Lemma 2. Let λ2(x, ξ) as in (3.1). Then
(i) |λ2(x, ξ)| ≤ M21−σ 〈x〉1−σ;
(ii) |∂βxλ2(x, ξ)| ≤M2Cββ!〈x〉1−σ−β, for β ≥ 1;
(iii) |∂αξ ∂βxλ2(x, ξ)| ≤M2Cα+β+1α!µβ!χEh,Ra3 (ξ)〈ξ〉
−α
h 〈x〉1−σ−β, for α ≥ 1, β ≥ 0,
where Eh,Ra3 = {ξ ∈ R : h ≤ ξ ≤ Ra3h}. In particular λ2 ∈ SG0,1−σµ (R2).
Proof. First note that
|λ2(x, ξ)| = M2
∣∣∣∣w( ξh
)∣∣∣∣ ∫ |x|
0
〈y〉−σdy ≤M2
∫ 〈x〉
0
y−σdy =
M2
1− σ 〈x〉
1−σ.
For β ≥ 1
|∂βxλ2(x, ξ)| ≤ M2
∣∣∣∣w( ξh
)∣∣∣∣ |∂β−1x 〈x〉−σ| ≤M2Cβ−1(β − 1)!〈x〉1−σ−β .
For α ≥ 1
|∂αξ λ2(x, ξ)| ≤M2h−α
∣∣∣∣w(α)( ξh
)∣∣∣∣ ∫ 〈x〉
0
y−σdy
≤ M2
1− σC
α+1
w 〈Ra3〉αα!µχEh,Ra3 (ξ)〈ξ〉
−α
h 〈x〉1−σ.
Finally, for α, β ≥ 1
|∂αξ ∂βxλ2(x, ξ)| ≤M2h−α
∣∣∣∣w(α)( ξh
)∣∣∣∣ ∂β−1x 〈x〉−σ
≤M2Cα+1w 〈Ra3〉αCβ−1α!µ(β − 1)!χEh,Ra3 (ξ)〈ξ〉
−α
h 〈x〉1−σ−β .

For the function λ1 we can prove the following alternative estimates.
Lemma 3. Let λ1(x, ξ) as in (3.2). Then for all α, β ≥ 0
(i) |∂αξ ∂βxλ1(x, ξ)| ≤M1Cα+β+1(α!β!)µ〈ξ〉−1−αh 〈x〉1−
σ
2
−β;
(ii) |∂αξ ∂βxλ1(x, ξ)| ≤M1Cα+β+1(α!β!)µ〈ξ〉−αh 〈x〉1−σ−β .
In particular λ1 ∈ SG0,1−σµ (R2).
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Proof. Denote by χξ(x) the characteristic function of the set {x ∈ R : 〈x〉σ ≤ 〈ξ〉2h}. For
α = β = 0 we have
|λ1(x, ξ)| ≤M1
∣∣∣∣w( ξh
)∣∣∣∣ 〈ξ〉−1h ∫ 〈x〉
0
y−
σ
2 dy ≤ 2
2− σM1〈ξ〉
−1
h 〈x〉1−
σ
2 ,
and
|λ1(x, ξ)| ≤M1
∣∣∣∣w( ξh
)∣∣∣∣ ∫ 〈x〉
0
〈ξ〉−1h 〈y〉−
σ
2χξ(y)dy ≤ M1
1− σ 〈x〉
1−σ.
For α ≥ 1, with the aid of Faà di Bruno formula, we have
|∂αξ λ1(x, ξ)| ≤M1
∑
α1+α2+α3=α
α!
α1!α2!α3!
h−α1
∣∣∣∣w(α1)( ξh
)∣∣∣∣ ∂α2ξ 〈ξ〉−1h ∣∣∣∣∫ x
0
〈y〉−σ2 ∂α3ξ ψ
(〈y〉σ
〈ξ〉2h
)
dy
∣∣∣∣
≤M1
∑
α1+α2+α3=α
α!
α1!α2!α3!
Cα1+1w 〈Ra3〉α3α1!µ〈ξ〉−α1h Cα2α2!〈ξ〉−1−α2h
×
∫ 〈x〉
0
〈y〉−σ2χξ(y)
α3∑
j=1
∣∣∣∣ψ(j)( 〈y〉1− 1s〈ξ〉2h
)∣∣∣∣
j!
∑
γ1+···+γj=α3
α3!
γ1! . . . γj!
j∏
ℓ=1
∂γℓξ 〈ξ〉−2h 〈y〉σdy
≤M1
∑
α1+α2+α3=α
α!
α1!α2!α3!
Cα1+1w 〈Ra3〉α3α1!µ〈ξ〉−α1h Cα2α2!〈ξ〉−1−α2h
×
∫ 〈x〉
0
〈y〉−σ2χξ(y)
α3∑
j=1
Cj+1ψ j!
µ−1
∑
γ1+···+γj=α3
α3!
γ1! . . . γj!
j∏
ℓ=1
Cγℓ+1γℓ!〈ξ〉−γℓh dy
≤M1Cα+1{w,ψ,s,Ra3}α!
µ〈ξ〉−1−αh 〈y〉1−
σ
2 ,
and
|∂αξ λ1(x, ξ)| ≤M1
∑
α1+α2+α3=α
α!
α1!α2!α3!
h−α1
∣∣∣∣w(α1)( ξh
)∣∣∣∣ ∂α2ξ 〈ξ〉−1h ∣∣∣∣∫ x
0
〈y〉−σ2 ∂α3ξ ψ
(〈y〉σ
〈ξ〉2h
)
dy
∣∣∣∣
≤M1
∑
α1+α2+α3=α
α!
α1!α2!α3!
Cα1+1w 〈Ra3〉α3α1!µ〈ξ〉−α1h Cα2α2!〈ξ〉−α2h
×
∫ 〈x〉
0
〈ξ〉−1h 〈y〉−
σ
2χξ(y)
α3∑
j=1
∣∣∣ψ(j) ( 〈y〉σ〈ξ〉2h )∣∣∣
j!
∑
γ1+···+γj=α3
α3!
γ1! . . . γj!
j∏
ℓ=1
∂γℓξ 〈ξ〉−2h 〈y〉σdy
≤M1
∑
α1+α2+α3=α
α!
α1!α2!α3!
Cα1+1w 〈Ra3〉α3α1!µ〈ξ〉−α1h Cα2α2!〈ξ〉−α2h
×
∫ 〈x〉
0
〈y〉−σχξ(y)
α3∑
j=1
Cj+1ψ j!
µ−1
∑
γ1+···+γj=α3
α3!
γ1! . . . γj !
j∏
ℓ=1
Cγℓ+1γℓ!〈ξ〉−γℓh dy
≤M1Cα+1{w,ψ,s,Ra3}α!
µ〈ξ〉−αh 〈y〉1−σ.
For β ≥ 1 we have
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|∂βxλ1(x, ξ)| ≤M1〈ξ〉−1h χξ(x)
∑
β1+β2=β−1
(β − 1)!
β1!β2!
∂β1x 〈x〉−
σ
2
β2∑
j=1
∣∣∣ψ(j) ( 〈y〉σ〈ξ〉2h )∣∣∣
j!
×
∑
δ1+···+δj=β2
β2!
δ1! . . . δj !
j∏
ℓ=1
〈ξ〉−2h ∂δℓx 〈x〉σ
≤M1〈ξ〉−1h χξ(x)
∑
β1+β2=β−1
(β − 1)!
β1!β2!
Cβ1+1β1!
µ〈x〉−σ2−β1
β2∑
j=1
Cj+1ψ j!
µ−1
×
∑
δ1+···+δj=β2
β2!
δ1! . . . δj !
j∏
ℓ=1
Cδℓ+1δℓ!〈x〉−δℓ
≤M1Cα+β+1ψ (β − 1)!µ〈ξ〉−1h χξ(x)〈x〉1−σ−β
≤M1Cα+β+1ψ (β − 1)!µ〈x〉1−σ−β
Finally, for α, β ≥ 1 we have
|∂αξ ∂βxλ1(x, ξ)| ≤M1
∑
α1+α2+α3=α
α!
α1!α2!α3!
h−α1
∣∣∣∣w(α1)( ξh
)∣∣∣∣ ∂α2ξ 〈ξ〉−1h ∑
β1+β2=β−1
(β − 1)!
β1!β2!
× ∂β1x 〈x〉
σ
2
∣∣∣∣∂α3ξ ∂β2x ψ(〈x〉σ〈ξ〉2h
)∣∣∣∣
≤M1χξ(x)
∑
α1+α2+α3=α
α!
α1!α2!α3!
h−α1
∣∣∣∣w(α1)( ξh
)∣∣∣∣ ∂α2ξ 〈ξ〉−1h ∑
β1+β2=β−1
(β − 1)!
β1!β2!
∂β1x 〈x〉−
σ
2
×
α3+β2∑
j=1
∣∣∣ψ(j) ( 〈x〉σ〈ξ〉2h )∣∣∣
j!
∑
γ1+···+γj=α3
∑
δ1+···+δj=β2
α3!
γ1! . . . γj!
β2!
δ1! . . . δj !
j∏
ℓ=1
∂γℓξ 〈ξ〉−2h ∂δℓx 〈x〉σ
≤M1χξ(x)
∑
α1+α2+α3=α
α!
α1!α2!α3!
Cα1+1w α1!
µ〈Ra3〉α1〈ξ〉−α1h Cα2+1α2!〈ξ〉−1−α2h
×
∑
β1+β2=β−1
(β − 1)!
β1!β2!
Cβ1+1β1!〈x〉− 12 (1− 1s )−β1
α3+β2∑
j=1
Cj+1ψ j!
µ−1
×
∑
γ1+···+γj=α3
∑
δ1+···+δj=β2
α3!
γ1! . . . γj!
β2!
δ1! . . . δj !
j∏
ℓ=1
Cγℓ+1γℓ!〈ξ〉−2−γℓh Cδℓ+1δℓ!〈x〉σ−δℓ
≤M1χξ(x)Cα+β+1{w,ψ,Ra3}α!
µ(β − 1)!µ〈ξ〉−1−αh 〈x〉1−
σ
2
−β
≤M1Cα+β+1{w,ψ,Ra3}α!
µ(β − 1)!µ〈ξ〉−αh 〈x〉1−σ−β .

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4. Spectral invariance for SG-ΨDO with Gevrey estimates
Let p(x, ξ) ∈ SG0,0(R2n), then p(x,D) extends to a continuous operator on L2(Rn). Suppose
that p(x,D) : L2(Rn) → L2(Rn) is bijective. The question is to determine whether or not the
inverse p−1 is also an SG operator of order (0, 0). This is known as the spectral invariance
problem and it has an affirmative answer, see [12].
Following the ideas presented in [12, pp. 51-57], we will prove that the symbol of p−1 satisfies
Gevrey estimates, whenever the symbol p(x, ξ) ∈ SG0,0µ,ν(R2n). This is an important step in the
study of the continuous mapping properties of {eΛ(x,D)}−1 on Gelfand-Shilov Sobolev spaces.
Theorems 5, 6, 7 here below can be found in [24, Chapters 20, 21].
Theorem 5. [Atkinson] Let X, Y separable Hilbert spaces. Then a bounded operator A : X → Y
is Fredholm if and only if there are B : Y → X bounded, K1 : X → Y and K2 : Y → X compact
operators such that
BA = IX −K1, AB = IY −K2.
Theorem 6. Let X, Y, Z be separable Hilbert spaces and let A : X → Y , B : Y → Z be
Fredholm operators. Then
(i) B ◦ A : X → Z is Fredholm and i(BA) = i(B) + i(A);
(ii) Y = N(At)⊕ R(A).
Remark 7. Let X be a Hilbert space and K : X → X a compact operator. Then I − K is
Fredholm and i(I −K) = 0.
Theorem 7. Let p(x, ξ) ∈ SGm1,m2(R2n) such that p(x,D) : Hs1+m1,s2+m2(Rn) → Hm1,m2(Rn)
is Fredholm for some s1, s2 ∈ R. Then p(x, ξ) is SG-elliptic, that is there exist C,R > 0 such
that
|p(x, ξ)| ≥ C〈ξ〉m1〈x〉m2 for (x, ξ) ∈ QR.
Theorem 8. Let p(x, ξ) ∈ SGm1,m2µ,ν (R2n) be SG-elliptic. Then there is q(x, ξ) ∈ SG−m1,−m2µ,ν (R2n)
such that
p(x,D) ◦ q(x,D) = I + r1, q(x,D) ◦ p(x,D) = I + r2,
where r1, r2 ∈ Sµ+ν−1(R2n).
Proof. See [21, Theorem 6.3.16]. 
In order to prove the main result of this section, we need the following technical lemma.
Lemma 4. Let A : L2(Rn) → L2(Rn) be bounded operator such that A and A∗ map L2(Rn)
into Σr(R
n) continuously. Then the Schwartz kernel of A belongs to Σr(R
2n).
Proof. Since Σr(R
n) ⊂ L2(Rn) is a nuclear Fréchet space, (cf. [13]), by [16, Propositions 2.1.7
and 2.1.8 ], we have that A is defined by a kernel H(x, y) and we can write
H(x, y) =
∑
j∈N0
ajfj(x)gj(y) =
∑
j∈N0
a˜j f˜j(x)g˜j(y),
where aj, a˜j ∈ C, f˜j(x), gj(y) ∈ Σr(Rn), fj(x), g˜j(y) ∈ L2(Rn),
∑
j |aj | < ∞,
∑
j |a˜j | < ∞,
f˜j(x), gj(y) converge to zero in Σr(R
n) and fj(x), g˜j(y) converge to zero in L
2(Rn).
We now use the following characterization: H ∈ Σr(R2n) if and only if
sup
α,β∈Nn0
∥∥∥∥ xαyβH(x, y)C |α|+|β|α!rβ!r
∥∥∥∥
L2
<∞ and sup
α,β∈Nn0
∥∥∥∥∥ ξαηβĤ(ξ, η)C |α|+|β|α!rβ!r
∥∥∥∥∥
L2
<∞
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for every C > 0, and prove that both the latter conditions hold. Note that
‖yβH(x, y)‖2L2 =
∫∫ ∣∣∣∣∣∑
j∈N0
ajfj(x)y
βgj(y)
∣∣∣∣∣
2
dx dy
=
∫∫ ∣∣∣∣∣∑
j∈N0
a
1
2
j fj(x)a
1
2
j y
βgj(y)
∣∣∣∣∣
2
dx dy
≤
∫ ∑
j∈N0
|a
1
2
j fj(x)|2dx
∫ ∑
j∈N0
|a
1
2
j y
βgj(y)|2dy
=
∑
j∈N0
|aj|‖fj‖2L2
∑
j∈N0
|aj |‖yβgj‖2L2.
Since gj converges to zero in Σr(R
n), we have
‖yβgj(y)‖L2 =
∥∥∥∥yβgj(y)C |β|β!r
∥∥∥∥
L2
C |β|β!r ≤ C |β|β!r sup
j∈N0
∥∥∥∥yβgj(y)C |β|β!r
∥∥∥∥
L2
,
for every C > 0, and therefore
‖yβH(x, y)‖L2 ≤
(∑
j∈N0
|aj|
)
sup
j∈N0
‖fj‖L2 sup
j∈N0
∥∥∥∥yβgj(y)C |β|β!r
∥∥∥∥
L2
C |β|β!r.
Hence
sup
β∈Nn0
∥∥∥∥yβH(x, y)C |β|β!r
∥∥∥∥
L2
<∞ ⇐⇒ sup
N∈N0
∥∥∥∥〈y〉NH(x, y)CNN !r
∥∥∥∥
L2
<∞,
for every C > 0. Using the representation
∑
a˜j f˜j(x)g˜j(y), analogously we can obtain
sup
α∈Nn0
∥∥∥∥xαH(x, y)C |α|α!r
∥∥∥∥
L2
<∞ ⇐⇒ sup
N∈N0
∥∥∥∥〈x〉NH(x, y)CNN !r
∥∥∥∥
L2
<∞,
for every C > 0.
Now note that, for every N ∈ N0, x, y ∈ Rn,
〈x, y〉N = (〈x〉2 + |y|2)N2 ≤ (〈x〉+ 〈y〉)N ≤ 2N−1(〈x〉N + 〈y〉N).
Therefore, for every C > 0,∥∥∥∥〈x, y〉NH(x, y)CNN !r
∥∥∥∥
L2
≤
∥∥∥∥〈x〉NH(x, y)CN1 N !r
∥∥∥∥
L2
+
∥∥∥∥〈y〉NH(x, y)CN1 N !r
∥∥∥∥
L2
,
where C1 = (2
−1C)N . Hence, for every C > 0,
sup
N∈N0
∥∥∥∥〈x, y〉NH(x, y)CNN !r
∥∥∥∥
L2
<∞.
Since the Fourier transformation is an isomorphism on L2 and on Σr, we have
Ĥ(ξ, η) =
∑
j∈N0
aj f̂j(ξ)ĝj(η) =
∑
j∈N0
a˜j
̂˜f j(ξ)̂˜gj(η),
where aj, a˜j ∈ C, ̂˜f j(ξ), ĝj(η) ∈ Σr(Rn), f̂j(ξ), ̂˜gj(η) ∈ L2(Rn), ∑j |aj | < ∞, ∑j |a˜j | < ∞,̂˜f j(ξ), ĝj(η) converge to zero in Σr(Rn) and f̂j(ξ), ̂˜gj(η) converge to zero in L2(Rn). In an
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analogous manner as before we get, for every C > 0,
sup
N∈N0
∥∥∥∥∥〈ξ, η〉NĤ(ξ, η)CNN !r
∥∥∥∥∥
L2
<∞.
Hence H(x, y) ∈ Σr(R2n). 
Theorem 9. Let p ∈ SG0,0µ,ν(R2n) such that p(x,D) : L2(Rn) → L2(Rn) is bijective. Then
{p(x,D)}−1 : L2(Rn) → L2(Rn) is a pseudodifferential operator given by a symbol p˜ = q + k˜
where q ∈ SG0,0µ,ν(R2n) and k˜ ∈ Σr(R2n) for every r > µ+ ν − 1.
Proof. Since p(x,D) : L2(Rn)→ L2(Rn) is bijective, then p(x,D) is Fredholm and
i(p(x,D)) = dimN(p(x,D))− dimN(pt(x,D)) = 0.
Therefore by Theorem 7 p(x, ξ) is SG-elliptic and by Theorem 8 there is q ∈ SG0,0µ,ν(R2n) such
that
q(x,D) ◦ p(x,D) = I + r(x,D), p(x,D) ◦ q(x,D) = I + s(x,D),
for some r, s ∈ Sµ+ν−1(R2n). In particular r(x;D), s(x,D) are compact operators on L2(Rn).
By Theorem 5 q(x,D) is a Fredholm operator and we have
i(q(x,D)) = i(q(x,D)) + i(p(x,D)) = i(q(x,D) ◦ p(x,D)) = i(I + r(x,D)) = 0.
Note that N(q(x,D)) and N(qt(x,D)) are subspaces of Sµ+ν−1(Rn). Indeed, let f ∈ N(q)
and g ∈ N(qt), then
0 = p(x,D) ◦ q(x,D)f = (I + s(x,D))f =⇒ f = −s(x,D)f,
0 = pt(x,D) ◦ qt(x,D)g = (q(x,D) ◦ p(x,D))tg = (I + r(x,D))tg =⇒ g = −rt(x,D)g.
Since L2(Rn) is a separable Hilbert space and N(q(x,D)) is closed, we have the following
decompositions
L2 = N(q)⊕N(q)⊥, L2 = N(qt)⊕ RL2(q),
where RL2(q) denotes the range of q(x,D) as an operator on L
2(Rn).
Let π : L2 → N(q) the projection of L2 onto N(q) with null space N(q)⊥, F : N(q)→ N(qt)
an isomorphism and i : N(qt) → L2 the inclusion. Set Q = i ◦ F ◦ π. Then Q : L2 → L2
is bounded and its image is contained in N(qt) ⊂ Sµ+ν−1. It is not difficult to see that Q∗ =
i˜ ◦ F ∗ ◦ πN(qt), where i˜ is the inclusion of N(q) into L2 and πN(qt) is the orthogonal projection
of L2 onto N(q). Since Sµ+ν−1 ⊂ Σr, then by Lemma 4, Q is given by a kernel in Σr.
We will now show that q + Q is a bijective parametrix of p. Indeed, let u = u1 + u2 ∈
N(q) ⊕ N(qt) such that (q + Q)u = 0. Then 0 = qu2 + (i ◦ F )u1 ∈ RL2(q) ⊕ N(qt). Hence
qu2 = 0 and i ◦ Fu1 = 0 which implies that u = 0. In order to prove that Q is surjective,
consider f = f1 + f2 ∈ RL2(q)⊕N(qt). There exist u1 ∈ L2 and u2 ∈ N(q) such that qu1 = f1
and Fu2 = f2. Now write u1 = v1 + v2 ∈ N(q) ⊕ N(q)⊥. Then q(u1) = q(v2) and therefore
(q +Q)(v2 + u2) = f1 + f2 = f . Finally notice that
p(x,D) ◦ (q(x,D) +Q) = I + s+ p(x,D) ◦Q = I + s′(x,D),
(q(x,D) +Q) ◦ p(x,D) = I + r +Q ◦ p(x,D) = I + r′(x,D),
where r′, s′ ∈ Σr(R2n).
Now set q˜ = q +Q. Therefore q˜ ◦ p = I + r′ : L2 → L2 is bijective. Set k = −(I + r′)−1 ◦ r′.
Then (I + r′)(I + k) = I and k = −r′ − r′k. Observe that
kt = −{r′}t − kt{r′}t = −{r′}t + {r′}t{(I + r′)−1}t{r′}t.
Hence k, kt map L2 into Σr and by Lemma 4 we have that k is given by a kernel in Σr(R
2n).
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To finish the proof, it is enough to notice that
p−1 ◦ q˜−1 = (q˜ ◦ p)−1 = (I + r′)−1 = I + k =⇒ p−1 = (I + k) ◦ q˜.

5. Invertibility of eΛ˜, Λ˜ = λ2 + λ1
In this section we construct an inverse for the operator eΛ˜(x,D) with Λ˜(x, ξ) = λ2(x, ξ)+λ1(x, ξ)
and we prove that the inverse acts continuously on Gelfand Shilov-Sobolev spaces. By Lemmas
2 and 3 we have Λ˜(x, ξ) ∈ SG0,1−σµ (R2). Therefore, by Proposition 5, eΛ˜(x,ξ) ∈ SG0,∞µ;1/(1−σ)(R2).
To construct the inverse of eΛ˜(x,D) we need to use the L2 adjoint of e−Λ˜(x,D), also known as
reverse operator of e−Λ˜, cf. [19, 20], defined as an oscillatory integral by
(5.1) Re−Λ˜u(x) =
∫∫
ei(x−y)ξe−Λ˜(y,ξ)u(y) dyd−ξ.
Assuming µ > 1 such that 1/(1− σ) > 2µ− 1, by results from calculus, we may write
Re−Λ˜ = a1(x,D) + r1(x,D),
where a1 ∼
∑
α α!
−1∂αξ D
α
xe
−Λ˜ in FSG0,∞µ;1/(1−σ)(R
2), r1 ∈ S2µ−1(R2), and
eΛ˜ ◦R e−Λ˜ = eΛ˜ ◦ a1(x,D) + eΛ˜ ◦ r1(x,D) = a2(x,D) + r2(x,D) + eΛ˜ ◦ r1(x,D),
where
a2 ∼
∑
α,β
(α!β!)−1∂αξ e
Λ˜∂βξD
α+β
x e
−Λ˜ =
∑
γ
γ!−1∂γξ (e
Λ˜Dγxe
−Λ˜) in FSG0,∞µ;1/(1−σ)(R
2)
and r2 ∈ S2µ−1(R2). It is not difficult to see that eΛ˜◦r1(x,D) is (2µ−1)−regularizing. Therefore
eΛ˜ ◦R e−Λ˜ = a(x,D) + r(x,D),
where a ∼∑γ γ!−1∂γξ (eΛ˜Dγxe−Λ˜) in FSG0,∞µ;1/(1−σ)(R2) and r ∈ S2µ−1(R2).
Now let us study more carefully the asymptotic expansion
∑
γ≥0 γ!
−1∂γξ (e
Λ˜Dγxe
−Λ˜) =
∑
γ≥0 r1,γ.
Note that
eΛ˜(x,ξ)Dγxe
−Λ˜(x,ξ) =
γ∑
j=1
(−1)γ
j!
∑
γ1+···+γj=γ
γ!
γ1! . . . γj!
j∏
ℓ=1
Dγℓx Λ˜(x, ξ),
hence, for α, β ≥ 0,
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|∂αξ ∂βx r1,γ | ≤
1
γ!
γ∑
j=1
1
j!
∑
γ1+···+γj=γ
γ!
γ1! . . . γj!
∑
α1+···+αj=α+γ
∑
β1+···+βj=β
(α + γ)!
α1! . . . αj!
β!
β1! . . . βj!
×
j∏
ℓ=1
|∂αℓξ ∂βℓ+γℓx Λ˜(x, ξ)|
≤ 1
γ!
γ∑
j=1
1
j!
∑
γ1+···+γj=γ
γ!
γ1! . . . γj!
∑
α1+···+αj=α+γ
∑
β1+···+βj=β
(α + γ)!
α1! . . . αj!
β!
β1! . . . βj!
×
j∏
ℓ=1
Cαℓ+βℓ+γℓ+1
Λ˜
αℓ!
µ(βℓ + γℓ)!
µ〈ξ〉−αℓh 〈x〉1−σ−βℓ−γℓ
≤ Cα+β+2γ+1α!µβ!µγ!2µ−1〈ξ〉−α−γh
γ∑
j=1
〈x〉(1−σ)j−β−γ
j!
≤ Cα+β+2γ+1α!µβ!µγ!2µ−1〈ξ〉−α−γh 〈x〉−σγ−β .
Therefore
∑
γ r1,γ ∈ Fσ¯SG0,0µ , where σ¯j = (j, σj), hence Λ1 = 1 and Λ2 = σ.
In the following we shall consider the following sets
Qt1,t2;h = {(x, ξ) ∈ R2n : 〈x〉 < t1 and 〈ξ〉h < t2}
and Qet1,t2;h = R
2n −Qt1,t2;h. When t1 = t2 = t we simply write Qt;h and Qet;h.
Let ψ(x, ξ) ∈ C∞(R2) such that ψ ≡ 0 on Q2;h, ψ ≡ 1 on Qe3;h, 0 ≤ ψ ≤ 1 and
|∂αξ ∂βxψ(x, ξ)| ≤ Cα+β+1α!µβ!µ,
for every x, ξ ∈ R and α, β ∈ N0. Now set ψ0 ≡ 1 and, for j ≥ 1,
ψj(x, ξ) := ψ
(
x
R2(j)
,
ξ
R1(j)
)
,
where Ri(j) = (Rj
µ+ν−1)
1
Λi , i = 1, 2, for some large R > 0. Let us recall that
• (x, ξ) ∈ Qe3R2(j),3R1(j) =⇒
(
x
R2(j)
,
ξ
R1(j)
)
∈ Qe3 =⇒ ψi(x, ξ) = 1, for i ≤ j;
• (x, ξ) ∈ QR2(j),R1(j) =⇒
(
x
R2(j)
,
ξ
R1(j)
)
∈ Q2 =⇒ ψi(x, ξ) = 0, for i ≥ j.
Defining b(x, ξ) =
∑
j≥0 ψj(x, ξ)r1,j(x, ξ), following the same ideas in the proof of Proposition
3, we have that b ∈ SG0,0µ (R2) and
b(x, ξ) ∼
∑
j≥0
r1,j(x, ξ) in Fσ¯SG
0,0
µ (R
2).
We will show that b ∼∑j≥0 r1,j(x, ξ) in FSG0,∞µ;1/(1−σ)(R2). Note that
b(x, ξ)−
∑
j<N
r1,j(x, ξ) =
∑
j<N
(ψj(x, ξ)−1)r1,j(x, ξ)+
∑
j≥N
ψj(x, ξ)r1,j(x, ξ) =
∑
j≥N
ψj(x, ξ)r1,j(x, ξ),
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for N ≥ 1, and (x, ξ) ∈ Qe3R2(j),3R1(j);h ⊂ Qe3Rj2µ−1;h. Now, for α, β ∈ N0
|∂αξ ∂βx
∑
j≥N
ψjr1,j| ≤
∑
j≥N
∑
γ≤α
∑
δ≤β
α!
γ!(α− γ)!
β!
δ!(β − δ)! |∂
α−γ
ξ ∂
β−δ
x r1,j(x, ξ)||∂γξ ∂δxψj(x, ξ)|
≤
∑
j≥N
∑
γ≤α
∑
δ≤β
α!
γ!(α− γ)!
β!
δ!(β − δ)!C
α−γ+β−δ+2j+1(α− γ)!µ(β − δ)!µj!2µ−1
× 〈ξ〉−α+γ−jh
j∑
k=1
〈x〉(1−σ)k−β+δ−j
k!
|∂γξ ∂δxψj(x, ξ)|
= Cα+β+1α!β!〈ξ〉−αh 〈x〉−β
∑
j≥0
C2j+2N(j +N)!2µ−1
∑
γ≤α
∑
δ≤β
(α− γ)!µ−1
γ!
(β − δ)!µ−1
δ!
× 〈ξ〉−j−Nh 〈x〉−j−N
j+N∑
k=0
〈x〉(1−σ)k
k!
〈ξ〉γh〈x〉δ|∂γξ ∂δxψj+N(x, ξ)|
≤ C˜α+β+2N−1α!β!N !2µ−1〈ξ〉−α−Nh 〈x〉−β−Ne〈x〉
1−σ
∑
j≥0
C˜2jj!2µ−1〈ξ〉−jh 〈x〉−j
×
∑
γ≤α
∑
δ≤β
(α− γ)!µ−1
γ!
(β − δ)!µ−1
δ!
〈ξ〉γh〈x〉δ|∂γξ ∂αxψj+N(x, ξ)|.
If (γ, δ) 6= (0, 0), on the support of ∂γξ ∂δxψj+N we have
〈x〉 ≤ 3R2(j +N) and 〈ξ〉h ≤ 3R1(j +N)
and
〈x〉 ≥ R2(j +N) ≥ Rj2µ−1 or 〈ξ〉h ≥ R1(j +N) ≥ Rj2µ−1,
hence
〈ξ〉γh〈x〉δ|∂γξ ∂αxψj+N(x, ξ)| ≤ (3Cψ)γ+δ+1γ!µδ!µ
and
〈ξ〉−jh 〈x〉−j ≤ R−jj−j(2µ−1).
Therefore, enlarging R if necessary, we can conclude that b ∼∑j≥0 r1,j in FSG0,∞µ;1/(1−σ)(R2).
Since a ∼∑ r1,j in FSG0,∞µ;1/(1−σ)(R2), b ∼∑ r1,j in FSG0,∞µ;1/(1−σ)(R2) and 1/(1−σ) ≥ 2µ−1,
by Remark 4 we have a− b ∈ S2µ−1(R2). Hence we may write
eΛ˜ ◦R e−Λ˜ = I + r˜(x,D) + r¯(x,D) = I + r(x,D),
where r˜ ∈ SG−1,−σµ (R2), r˜ ∼
∑
γ≥1 r1,γ(x, ξ) in SG
−1,−σ
µ (R
2) and r¯ ∈ S2µ−1(R2). In particular
r ∈ SG−1,−σ2µ−1 (R2), therefore we have
|∂αξ ∂βx r(x, ξ)| ≤ Cα,β〈ξ〉−1−αh 〈x〉−σ−β
≤ Cα,βh−1〈ξ〉−αh 〈x〉−σ−β.
This implies that the (0, 0)−seminorms of r are bounded by h−1. Choosing h large enough, we
obtain that I + r(x,D) is invertible on L2(R) and its inverse (I + r(x,D))−1 is given by the
Neumann series
∑
j≥0(−r(x,D))j .
By Theorem 9 we have
(I + r(x,D))−1 = q(x,D) + k(x,D)
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where q ∈ SG0,02µ−1(R2), k ∈ Σδ(R2) for every δ > 2(2µ − 1) − 1 = 4µ − 3. Choosing µ > 1
close enough to 1, we have that δ can be chosen arbitrarily close to 1. Hence, by Theorem 3,
for every fixed s > 1, θ > 1, we can find µ > 1 such that
(I + r(x,D))−1 : Hm
′
ρ′;s,θ → Hm
′
ρ′;s,θ
is continuous for every m′, ρ′ ∈ R2. Analogously one can show the existence of a left inverse of
eΛ with the same properties. Summing up, we obtain the following result.
Lemma 5. Let s, θ > 1 and take µ > 1 such that min{s, θ} > 4µ− 3. For h > 0 large enough,
the operator eΛ˜(x,D) is invertible on L2(R) and on Σmin{s,θ}(R) and its inverse is given by
{eΛ˜(x,D)}−1 =R e−Λ˜(x,D) ◦ (I + r(x,D))−1 =R e−Λ˜(x,D) ◦
∑
j≥0
(−r(x,D))j,
where r ∈ SG−1,−σ2µ−1 (R2) and r ∼
∑
γ≥1
1
γ!
∂γξ (e
Λ˜Dγxe
−Λ˜) in SG−1,−σ2µ−1 (R
2). Moreover, the symbol
of (I + r(x,D))−1 belongs to SG
(0,0)
δ for every δ > 4µ− 3 and it maps continuously Hm
′
ρ′;s,θ into
itself for any ρ′, m′ ∈ R2.
We conclude this section writing {eΛ˜}−1 in a more precise way. From the asymptotic expan-
sion of the symbol of the reverse operator may write
{eΛ˜}−1 =R e−Λ˜ ◦ (I − r(x,D) + (r(x,D))2 + q−3(x,D)),
where q−3 denotes an operator with symbol in SG
−3,−3σ
δ (R
2) for every δ > 4µ − 3. Now note
that
r = i∂ξ∂xΛ˜ +
1
2
∂2ξ (∂
2
xΛ˜− [∂xΛ˜]2) + q−3 = q−1 + q−2 + q−3
and
(r(x,D))2 = (q−1 + q−2 + q−3)(x,D) ◦ (q−1 + q−2 + q−3)(x,D)
= q−1(x,D) ◦ q−1(x,D) + q−3(x,D)
= op
{
−[∂ξ∂xΛ˜]2 + q−3
}
for a new element q−3 in the same space. We finally obtain:
(5.2) {eΛ˜}−1 =R e−Λ˜ ◦
[
I + op
(
−i∂ξ∂xΛ˜− 1
2
∂2ξ (∂
2
xΛ˜− [∂xΛ˜]2)− [∂ξ∂xΛ˜]2 + q−3
)]
,
where q−3 ∈ SG−3,−3σδ (R2). Since we deal with operators of order not exceeding 3, in the next
sections we are going to use frequently formula (5.2) for the inverse of eΛ˜.
6. Conjugation of iP
In this section we will perform the conjugation of iP by the operator eρ1〈D〉
1
θ ◦ eΛ(t,x,D) and
its inverse, where Λ(t, x, ξ) = k(t)〈x〉1−σh + Λ˜(x, ξ) and k ∈ C1([0, T ];R) is a non increasing
function such that k(T ) ≥ 0. Since the arguments in the following involve also derivatives with
respect to t these derivatives will be denoted by Dt, whereas the symbol D in the notation for
pseudodifferential operators will always correspond to derivatives with respect to x.
More precisely, we will compute
eρ1〈D〉
1
θ ◦ ek(t)〈x〉1−σh ◦ eΛ˜(x,D) ◦ (iP ) ◦ {eΛ˜(x,D)}−1 ◦ e−k(t)〈x〉1−σh ◦ e−ρ1〈D〉
1
θ ,
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where ρ1 ∈ R and P (t, x,Dt, Dx) is given by (1.4). As we discussed before, the role of this
conjugation is to make positive the lower order terms of the conjugated operator.
Since the reverse operator Re−Λ˜ appears in the inverse {eΛ˜}−1, we need the following technical
lemma.
Lemma 6. Let Λ˜ ∈ SG0,1−σµ (R2) and a ∈ SGm1,m21,s0 (R2), with µ > 1 such that 1/(1 − σ) >
µ+ s0 − 1 and s0 > µ. Then, for M ∈ N,
eΛ˜(x,D) ◦ a(x,D) ◦R e−Λ˜ = a(x,D) + op
( ∑
1≤α+β<M
1
α!β!
∂αξ {∂βξ eΛ˜DβxaDαxe−Λ˜}+ qM
)
+ r(x,D),
where qM ∈ SGm1−M,m2−Mσµ,s0 (R2) and r ∈ Sµ+s0−1(R2).
Proof. First note that e±Λ˜ ∈ SG0,∞µ;1/(1−σ)(R2) ⊂ SG0,∞µ,s0;1/(1−σ)(R2) and a ∈ SG
m1,m2
1,s0 (R
2) ⊂
SG
m1,∞
µ,s0;1/(1−σ)
(R2). Therefore, by results from Subsection 2.2, we have
Re−Λ˜ = a1(x,D) + r1(x,D) and e
Λ˜(x,D) ◦ a(x,D) = a2(x,D) + r2(x,D),
where a1 ∈ SG0,∞µ,s0;1/(1−σ)(R2), a2 ∈ SG
m1,∞
µ,s0;1/(1−σ)
(R2), r1, r2 ∈ Sµ+s0−1(R2) and
a1 ∼
∑
α
1
α!
∂αξ D
α
xe
−Λ˜ in FSG0,∞µ,s0;1/(1−σ)(R
2), a2 ∼
∑
β
1
β!
∂βξ e
Λ˜Dβxa in FSG
m1,∞
µ,s0;1/(1−σ)
(R2).
Hence
eΛ˜(x,D) ◦ a(x,D) ◦R e−Λ˜ = a2(x,D) ◦ a1(x,D) + a2(x,D) ◦ r1(x,D)
+ r2(x,D) ◦ a1(x,D) + r2(x,D) ◦ r1(x,D)
= a3(x,D) + r3(x,D) + a2(x,D) ◦ r1(x,D)(6.1)
+ r2(x,D) ◦ a1(x,D) + r2(x,D) ◦ r1(x,D),
with a2(x,D) ◦ a1(x,D) = a3(x,D) + r3(x,D), where a3 ∈ SGm1,∞µ,s0;1/(1−σ)(R2), r3 ∈ Sµ+s0−1(R2)
and
a3 ∼
∑
γ,α,β
1
α!β!γ!
∂γξ {∂βξ eΛ˜Dβxa}∂αξDα+γx e−Λ˜ =
∑
α,β
1
α!β!
∂αξ {∂βξ eΛ˜DβxaDαxe−Λ˜} in FSGm1,∞µ,s0;1/(1−σ).
Thus, from (6.1) we get
eΛ˜(x,D) ◦ a(x,D) ◦R e−Λ˜ = a3(x,D) + r(x,D),(6.2)
for some r ∈ Sµ+s0−1(R2).
Now let us study the asymptotic expansion of a3. For α, β ∈ N0 we have
∂βξ e
Λ˜∂βxa∂
α
x e
−Λ˜ = ∂βxa
β∑
h=1
1
h!
∑
β1+···+βh=β
β!
β1! . . . βh!
h∏
ℓ=1
∂βℓξ Λ˜
×
α∑
k=1
1
k!
∑
α1+···+αk=α
α!
α1! . . . αk!
k∏
ℓ=1
∂αℓx (−Λ˜).
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Therefore, by Faà di Bruno formula, for γ, δ ∈ N0, we have
∂γ+αξ ∂
δ
x{∂βξ eΛ˜∂βxa∂αx e−Λ˜} =
∑
γ1+γ2+γ3=γ+α
∑
δ1+δ2+δ3=δ
(γ + α)!
γ1!γ2!γ3!
δ!
δ1!δ2!δ3!
∂γ1ξ ∂
β+δ1
x a
× ∂γ2ξ ∂δ2x
(
β∑
h=1
1
h!
∑
β1+···+βh=β
β!
β1! . . . βh!
h∏
ℓ=1
∂βℓξ Λ˜
)
× ∂γ3ξ ∂δ3x
(
α∑
k=1
1
k!
∑
α1+···+αk=α
α!
α1! . . . αk!
k∏
ℓ=1
∂αℓx (−Λ˜)
)
=
∑
γ1+γ2+γ3=γ+α
∑
δ1+δ2+δ3=δ
(γ + α)!
γ1!γ2!γ3!
δ!
δ1!δ2!δ3!
∂γ1ξ ∂
β+δ1
x a
×
β∑
h=1
1
h!
∑
β1+···+βh=β
β!
β1! . . . βh!
∑
θ1+···+θh=γ2
∑
σ1+···+σh=δ2
γ2!
θ1! . . . θh!
δ2!
σ1! . . . σh!
×
h∏
ℓ=1
∂θℓ+βℓξ ∂
σℓ
x Λ˜
×
α∑
k=1
1
k!
∑
α1+···+αk=α
α!
α1! . . . αk!
∑
θ1+···+θk=γ3
∑
σ1+···+σk=δ3
γ3!
θ1! . . . θk!
δ3!
σ1! . . . σk!
×
k∏
ℓ=1
∂θℓξ ∂
αℓ+σℓ
x (−Λ˜),
hence
|∂γ+αξ ∂δx(∂βξ eΛ˜DβxaDαxe−Λ˜)| ≤
∑
γ1+γ2+γ3=γ+α
∑
δ1+δ2+δ3=δ
(γ + α)!
γ1!γ2!γ3!
δ!
δ1!δ2!δ3!
Cγ1+β+δ1+1a γ1!
µ(β + γ1)!
s0
× 〈ξ〉m1−γ1h 〈x〉m2−β−δ1
×
β∑
h=1
1
h!
∑
β1+···+βh=β
β!
β1! . . . βh!
∑
θ1+···+θh=γ2
∑
σ1+···+σh=δ2
γ2!
θ1! . . . θh!
δ2!
σ1! . . . σh!
×
h∏
ℓ=1
Cθℓ+βℓ+σℓ+1
Λ˜
(θℓ + βℓ)!
µσℓ!
µ〈ξ〉−θℓ−βℓh 〈x〉1−σ−σℓ
×
α∑
k=1
1
k!
∑
α1+···+αk=α
α!
α1! . . . αk!
∑
θ1+···+θk=γ3
∑
σ1+···+σk=δ3
γ3!
θ1! . . . θk!
δ3!
σ1! . . . σk!
×
k∏
ℓ=1
Cθℓ+βℓ+σℓ+1
Λ˜
(θℓ)!
µ(αℓ + σℓ)!
µ〈ξ〉−θℓh 〈x〉1−σ−αℓ−σℓ
≤ Cγ+δ+2(α+β)+11 γ!µδ!s0(α+ β)!µ+s0〈ξ〉m1−γ−(α+β)h 〈x〉m2−δ−(α+β)
×
α∑
k=1
〈x〉k(1−σ)
k!
β∑
h=1
〈x〉h(1−σ)
h!
≤ Cγ+δ+2(α+β)+12 γ!µδ!s0(α+ β)!µ+s0〈ξ〉m1−γ−(α+β)h 〈x〉m2−δ−(α+β)σ.
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The estimate above implies
∑
j≥0
∑
α+β=j
1
α!β!
∂αξ {∂βξ eΛ˜DβxaDαxe−Λ˜} =
∑
j≥0
rj ∈ Fσ¯SGm1,m2µ,s0 (R2),
where σ¯j = (j, jσ) and Λ1 = 1,Λ2 = σ, and
|∂αξ ∂βx rj(x, ξ)| ≤ Cα+β+2j+1α!µβ!s0(j)!µ+s0−1〈ξ〉m1−α−jh 〈x〉m2−β−j
(
j∑
k=1
〈x〉k(1−σ)
k!
)2
,
for j ≥ 0, α, β ∈ N0 and x, ξ ∈ R.
Let ψ(x, ξ) ∈ C∞(R2) such that ψ ≡ 0 on Q2;h, ψ ≡ 1 on Qe3;h, 0 ≤ ψ ≤ 1 and
|∂αξ ∂βxψ(x, ξ)| ≤ Cα+β+1α!µβ!s0,
for every x, ξ ∈ R and α, β ∈ N0. Now set ψ0 ≡ 1 and, for j ≥ 1,
ψj(x, ξ) := ψ
(
x
R2(j)
,
ξ
R1(j)
)
,
where Ri(j) = (Rj
µ+ν−1)
1
Λi , i = 1, 2, for some large R > 0.
Setting b(x, ξ) =
∑
j≥0 ψj(x, ξ)rj(x, ξ) we have b ∈ SGm1,m2µ,s0 (R2) and b(x, ξ) ∼
∑
j≥0 rj(x, ξ)
in Fσ¯SG
m1,m2
µ,s0
(R2). It is not difficult to show that b ∼ ∑j≥0 rj in FSGm1,∞µ,s0;1/(1−σ)(R2). Since
1/(1 − σ) > µ + s0 − 1 we can conclude that b − a3 ∈ Sµ+s0−1(R2) and finally from (6.2) we
obtain
eΛ˜ ◦ a ◦R e−Λ˜ = b(x,D) + r˜(x,D),
where r˜ ∈ Sµ+s0−1(R2). 
6.1. Conjugation by eΛ˜. We start noting that eΛ˜∂t{eΛ˜}−1 = ∂t since Λ˜(x, ξ) = λ2(x, ξ) +
λ1(x, ξ) does not depend on t.
• Conjugation of ia3(t, D): Since a3 does not depend of x, applying Lemma 6 withM = 2,
we have
eΛ˜(ia3)(t, D)
Re−Λ˜ = ia3(t, D) + s(t, x,D) + r3(t, x,D),
s ∼ ∑j≥1 1j!∂jξ{eΛ˜ia3Djxe−Λ˜} in FSG2,−σµ,s0 (R2) and r3 ∈ C([0, T ],Sµ+s0−1(R2)). Hence,
using (5.2) we can write
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eΛ˜(ia3)(t, D){eΛ˜}−1 = op
(
ia3 − ∂ξ(a3∂xΛ˜) + i
2
∂2ξ [a3(∂
2
xΛ˜− (∂xΛ˜)2)] + a(0)3 + r3
)
◦
[
I + op
(
−i∂ξ∂xΛ˜− 1
2
∂2ξ (∂
2
xΛ˜− [∂xΛ˜]2)− [∂ξ∂xΛ˜]2 + q−3
)]
= ia3(t, D)− op
(
∂ξ(a3∂xΛ˜) +
i
2
∂2ξ{a3(∂2xΛ˜− {∂xΛ˜}2)} − a3∂ξ∂xΛ˜ + i∂ξa3∂ξ∂2xΛ˜
)
+ op
(
i∂ξ(a3∂xΛ˜)∂ξ∂xΛ˜− i
2
a3{∂2ξ (∂2xΛ˜ + [∂xΛ˜]2) + 2[∂ξ∂xΛ˜]2
)
+ r0(t, x,D) + r¯(t, x,D)
= ia3(t, D)− op
(
∂ξa3∂xΛ˜ +
i
2
∂2ξ{a3[∂2xΛ˜− (∂xΛ˜)2]}+ i∂ξa3∂ξ∂2xΛ˜
)
+ op
(
i∂ξ(a3∂xΛ˜)∂ξ∂xΛ˜− i
2
a3{∂2ξ (∂2xΛ˜ + [∂xΛ˜]2) + 2(∂ξ∂xΛ˜)2}
)
+ r0(t, x,D) + r¯(t, x,D)
= ia3(t, D)− op
(
∂ξa3∂xλ2 + ∂ξa3∂xλ1 +
i
2
∂2ξ{a3(∂2xλ2 − {∂xλ2}2)}+ i∂ξa3∂ξ∂2xλ2
)
+ op
(
i∂ξ(a3∂xλ2)∂ξ∂xλ2 − i
2
a3{∂2ξ (∂2xλ2 + [∂xλ2]2) + 2[∂ξ∂xλ2]2}
)
+ r0(t, x,D) + r¯(t, x,D),
where a
(0)
3 ∈ C([0, T ];SG0,0µ,s0), r0 ∈ C([0, T ];SG0,0δ (R2)) and, since we may assume
δ < µ+ s0 − 1, r¯ ∈ C([0, T ]; Σµ+s0−1(R2)).
• Conjugation of ia2(t, x,D): by Lemma 6 with M = 2 and using (5.2) we get
eΛ˜(ia2)(t, x,D){eΛ˜}−1 = op
(
ia2 − ∂ξ{a2∂xΛ˜}+ ∂ξΛ˜∂xa2 + a(0)2 + r2
)
◦
[
I − op
(
i∂ξ∂xΛ˜ +
1
2
∂2ξ (∂
2
xΛ˜− [∂xΛ˜]2) + [∂ξ∂xΛ˜]2 + q−3
)]
= ia2(t, x,D) + op(−∂ξ{a2∂xΛ˜}+ ∂ξΛ˜∂xa2 + a2∂ξ∂xΛ˜) + r0(t, x,D) + r¯(t, x,D)
= ia2(t, x,D) + op(−∂ξa2∂xΛ˜ + ∂ξΛ˜∂xa2 + r0 + r¯)
= ia2(t, x,D) + op (−∂ξa2∂xλ2 + ∂ξλ2∂xa2 + r0 + r¯) ,
where
a
(0)
2 ∈ C([0, T ];SG0,0µ,s0(R2)), r0 ∈ C([0, T ];SG0,0δ (R2)), r¯ ∈ C([0, T ]; Σµ+s0−1(R2)).
• Conjugation of ia1(t, x,D):
eΛ˜ia1(t, x,D){eΛ˜}−1 = op(ia1 + a(0)1 + r1) ◦
∑
j≥0
(−r)j
= ia1(t, x,D) + r˜0(t, x,D) + r˜(t, x,D),
where
a
(0)
1 ∈ C([0, T ];SG0,1−2σµ,s0 (R2)), r˜0 ∈ C([0, T ];SG0,1−2σδ (R2)), r˜ ∈ C([0, T ]; Σµ+s0−1(R2)).
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• Conjugation of ia0(t, x, ξ):
eΛ˜ia0(t, x,D){eΛ˜}−1 = op(ia0 + a(0)0 + r0)
∑
j≥0
(−r)j
= ia0(t, x,D) + ˜˜r0(t, x,D) + r˜1(t, x,D),
where
a
(0)
0 ∈ C([0, T ];SG0,1−2σµ,s0 (R2)), ˜˜r0 ∈ C([0, T ];SG−1,1−2σδ (R2)), r˜1 ∈ C([0, T ]; Σµ+s0−1(R2)).
Summing up we obtain
eΛ˜(iP ){eΛ˜}−1 = ∂t + ia3(t, D) + ia2(t, x,D)− op(∂ξa3∂xλ2)(6.3)
+ia1(t, x,D)− op(∂ξa3∂xλ1 + ∂ξa2∂xλ2 − ∂ξλ2∂xa2 + ib1)
+ia0(t, x,D) + rσ(t, x,D) + r0(t, x,D) + r¯(t, x,D),
where
b1 ∈ C([0, T ];SG1,−2σµ,s0 (R2)), b1(t, x, ξ) ∈ R, b1 does not depend on λ1,(6.4)
and
r0 ∈ C([0, T ];SG0,0δ (R2)), rσ ∈ C([0, T ];SG0,1−2σδ (R2)), r¯ ∈ C([0, T ]; Σµ+s0−1(R2)).(6.5)
6.2. Conjugation by ek(t)〈x〉
1−σ
h . Let us recall that we are assuming that k ∈ C1([0, T ];R),
k′(t) ≤ 0 and k(t) ≥ 0 for every t ∈ [0, T ]. Following the same ideas of Lemma 6 one can prove
the following result.
Lemma 7. Let a ∈ C([0, T ],SGm1,m2µ,s0 ), where 1 < µ < s0 and µ+ s0 − 1 < 11−σ . Then
ek(t)〈x〉
1−σ
h a(t, x,D) e−k(t)〈x〉
1−σ
h = a(t, x,D) + b(t, x,D) + r¯(t, x,D),
where b ∼∑j≥1 1j!ek(t)〈x〉1−σh ∂jξaDjxe−k(t)〈x〉1−σh in SGm1−1,m2−σµ,s0 (R2) and r¯ ∈ C([0, T ],Sµ+s0−1(R2)).
Let us perform the conjugation by ek(t)〈x〉
1−σ
h of the operator eΛ˜(iP ){eΛ˜}−1 in (6.3) with the
aid of Lemma 7.
• Conjugation of ∂t: ek(t)〈x〉1−σh ∂t e−k(t)〈x〉1−σh = ∂t − k′(t)〈x〉1−σh .
• Conjugation of ia3(t, D):
ek(t)〈x〉
1−σ
h ia3(t, D) e
−k(t)〈x〉1−σh = ia3(t, D) + op(−k(t)∂ξa3∂x〈x〉1−σh )
+ op
(
i
2
∂2ξa3{k(t)∂2x〈x〉1−σh − k2(t)[∂x〈x〉1−σh ]2}
)
+ a
(0)
3 (t, x,D) + r3(t, x,D),
where a
(0)
3 ∈ C([0, T ];SG0,−3σµ,s0 (R2)) and r3 ∈ C([0, T ]; Σµ+s0−1(R2)).
• Conjugation of op(ia2 − ∂ξa3∂xλ2):
ek(t)〈x〉
1−σ
h op(ia2 − ∂ξa3∂xλ2) e−k(t)〈x〉
1−σ
h = ia2(t, x,D) + op(−∂ξa3∂xλ2)
+ op(−k(t)∂ξa2∂x〈x〉1−σh − ik(t)∂ξ{∂ξa3∂xλ2}∂x〈x〉1−σh ) + a(0)2 (t, x,D) + r2(t, x,D),
where a
(0)
2 ∈ C([0, T ];SG0,−2σµ,s0 (R2)) and r2 ∈ C([0, T ]; Σµ+s0−1(R2)).
• Conjugation of i(a1 + a0)(t, x,D): We have
ek(t)〈x〉
1−σ
h i(a1 + a0)(t, x,D)e
−k(t)〈x〉1−σh = ia1(t, x,D) + ia0(t, x,D) + a1,0(t, x,D) + r1(t, x,D),
where
a1,0 ∼
∑
j≥1
ek(t)〈x〉
1−σ
h
1
j!
∂jξ i(a1 + a0)D
j
xe
−k(t)〈x〉1−σh in SG0,1−2σµ,s0 (R
2)
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and r1 ∈ C([0, T ]; Σµ+s0−1(R2)). It is not difficult to verify that the following estimate
holds
|a1,0(t, x, ξ)| ≤ max{1, k(t)}CT 〈x〉1−2σh ,(6.6)
where CT depends of a1 and does not depend of k(t).
• Conjugation of op(−∂ξa3∂xλ1 − ∂ξa2∂xλ2 + ∂ξλ2∂xa2 + ib1): taking into account i) of
Lemma 3 we obtain
ek(t)〈x〉
1−σ
h op(−∂ξa3∂xλ1 − ∂ξa2∂xλ2 + ∂ξλ2∂xa2 + ib1)e−k(t)〈x〉
1−σ
h
= +op(−∂ξa3∂xλ1 − ∂ξa2∂xλ2 + ∂ξλ2∂xa2 + ib1) + r0(t, x,D) + r¯(t, x,D),
where r0 ∈ C([0, T ];SG0,0µ,s0(R2)) and r¯ ∈ C([0, T ]; Σµ+s0−1(R2)).
• Conjugation of rσ(t, x,D): ek(t)〈x〉1−σh rσ(t, x,D) e−k(t)〈x〉1−σh = rσ,1(t, x,D) + r¯(t, x,D),
where r ∈ C([0, T ]; Σµ+s0−1(R2)), rσ,1 belongs to C([0, T ];SG0,1−2σδ (R2)) and the follow-
ing estimate holds
|rσ,1(t, x, ξ)| ≤ CT,Λ˜〈x〉1−2σh ,(6.7)
where CT,Λ˜ does not depend of k(t).
Gathering all the previous computations we may write
ek(t)〈x〉
1−σ
h eΛ(iP ){eΛ}−1e−k(t)〈x〉1−σh = ∂t + op(ia3 − ∂ξa3∂xλ2 + ia2 − k(t)∂ξa3∂x〈x〉1−σh )(6.8)
+ op(−∂ξa3∂xλ1 + ia1 − ∂ξa2∂xλ2 + ∂ξλ2∂xa2 − k(t)∂ξa2∂x〈x〉1−σh )
+ op(ib1 + ic1 + ia0 − k′(t)〈x〉1−σh + a1,0 + rσ,1) + r0(t, x,D) + r¯(t, x,D),
where b1 satisfies (6.4),
c1 ∈ C([0, T ];SG1,−2σµ,s0 (R2)), c1(t, x, ξ) ∈ R, c1 does not depend on λ1(6.9)
(but c1 depends of λ2, k(t)), a1,0 as in (6.6), rσ,1 as in (6.7), and for some new operators
r0 ∈ C([0, T ];SG0,0δ (R2)), r¯ ∈ C([0, T ]; Σµ+s0−1(R2)).
6.3. Conjugation by eρ1〈D〉
1
θ . Since we are considering θ > s0 and µ > 1 arbitrarily close to
1, we may assume that all the previous smoothing remainder terms have symbols in Σθ(R
2).
Lemma 8. Let a ∈ SGm1,m2µ,s0 , where 1 < µ < s0 and µ+ s0 − 1 < θ. Then
eρ1〈D〉
1
θ a(x,D) e−ρ1〈D〉
1
θ = a(x,D) + b(x,D) + r(x,D),
where b ∼∑j≥1 1j!∂jξeρ1〈ξ〉 1θ Djxa e−ρ1〈ξ〉 1θ in SGm1−(1− 1θ ),m2−1µ,s0 (R2) and r ∈ Sµ+s0−1(R2).
Let us now conjugate by eρ1〈D〉
1
θ the operator ek(t)〈x〉
1−σ
h eΛ(iP ){eΛ}−1e−k(t)〈x〉1−σh in (6.8). First
of all we observe that since a3 does not depend of x, we simply have e
ρ1〈D〉
1
θ ia3(t, D) e
−ρ1〈D〉
1
θ =
ia3(t, D).
• Conjugation of op (−∂ξa3∂xλ2 + ia2 − k(t)∂ξa3∂x〈x〉1−σh ):
eρ1〈D〉
1
θ op(−∂ξa3∂xλ2+ia2 − k(t)∂ξa3∂x〈x〉1−σh ) e−ρ1〈D〉
1
θ
= op(−∂ξa3∂xλ2 + ia2 − k(t)∂ξa3∂x〈x〉1−σh ) + a2,ρ1(t, x,D) + r¯(t, x,D),
where a2,ρ1 ∈ C([0, T ],SG1+
1
θ
,−1
µ,s0 (R
2)), r¯ ∈ C([0, T ],Σθ(R2)) and the following estimate
holds
|∂αξ ∂βxa2,ρ1(t, x, ξ)| ≤ max{1, k(t)}|ρ1|Cα+β+1λ2,T α!µβ!s0〈ξ〉
1+ 1
θ
−α
h 〈x〉−σ−β.(6.10)
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• Conjugation of op(−∂ξa3∂xλ1+ia1−∂ξa2∂xλ2+∂ξλ2∂xa2−k(t)∂ξa2∂x〈x〉1−σh +ib1+ic1) :
the conjugation of this term is given by
op(−∂ξa3∂xλ1+ia1−∂ξa2∂xλ2+∂ξλ2∂xa2−k(t)∂ξa2∂x〈x〉1−σh +ib1+ic1)+a1,ρ1(t, x,D)+r¯(t, x,D),
where r¯ ∈ C([0, T ],Σθ(R2)) and a1,ρ1 satisfies the following estimate
|∂αξ ∂βxa1,ρ1(t, x, ξ)| ≤ max{1, k(t)}|ρ1|Cα+β+1Λ˜,T α!µβ!s0〈ξ〉
1
θ
−α
h 〈x〉−σ−β.(6.11)
• Conjugation of op(ia0 − k′(t)〈x〉1−σh + a1,0 + rσ,1):
eρ1〈D〉
1
θ op(ia0 − k′(t)〈x〉1−σh + a1,0 + rσ,1)e−ρ1〈D〉
1
θ = op(ia0 − k′(t)〈x〉1−σh + a1,0 + rσ,1)
+ r0(t, x,D) + r¯(t, x,D),
where r0 ∈ C([0, T ];SG(0,0)δ (R2)) and r¯ ∈ C([0, T ]; Σθ(R2)).
Gathering all the previous computations we may write
eρ1〈D〉
1
θ ek(t)〈x〉
1−σ
h eΛ˜(iP ){eρ1〈D〉
1
θ ek(t)〈x〉
1−σ
h eΛ˜}−1
= ∂t + ia3(t, D) + op
(−∂ξa3∂xλ2 + ia2 − k(t)∂ξa3∂x〈x〉1−σh + a2,ρ1 − ∂ξa3∂xλ1)
+ op
(
ia1 − ∂ξa2∂xλ2 + ∂ξλ2∂xa2 − k(t)∂ξa2∂x〈x〉1−σh + ib1 + ic1 + a1,ρ1
)
+ op(ia0 − k′(t)〈x〉1−σh + a1,0 + rσ,1) + r0(t, x,D) + r¯(t, x,D),(6.12)
where a2,ρ1 in (6.10), b1 in (6.4), c1 in (6.9), a1,ρ1 as in (6.11), a1,0 in (6.6), rσ,1 as in (6.7), and
for some new operators
r0 ∈ C([0, T ];SG(0,0)δ (R2)), r¯ ∈ C([0, T ]; Σθ(R2)).
7. Choices of M2,M1 and k(t)
By the computations of the previous section we have
eρ1〈D〉
1
θ ek(t)〈x〉
1−σ
h eΛ(x,D)(iP ){eρ1〈D〉
1
θ ek(t)〈x〉
1−σ
h eΛ(x,D)}−1(7.1)
= ∂t + ia3(t, D) +
2∑
i=0
Ai(t, x,D) + r0(t, x,D) + r¯(t, x,D),
where A2, A1 represent the part with ξ−order 2, 1 respectively and A0 represents the part with
ξ−order 0, but with a positive order with respect to x. The real parts are given by
ReA2 = −∂ξa3∂xλ2 − Ima2 − k(t)∂ξa3∂x〈x〉1−σh +Re a2,ρ1 ,
ReA1 = −∂ξa3∂xλ1 − Ima1 − ∂ξRe a2∂xλ2 + ∂ξλ2∂xRe a2
− k(t)∂ξRe a2∂x〈x〉1−σh +Re a1,ρ1 ,
ReA0 = −Ima0 − k′(t)〈x〉1−σh +Re a1,0 +Re rσ,1.
In this section we will choose M2,M1 and k(t) in order to have ReAj ≥ 0 for j = 0, 1, 2 and |ξ|
large. The function k(t) will be of the form k(t) = K(T − t), t ∈ [0, T ], for a positive constant
K to be chosen.
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In the following computations we shall consider |ξ| > hRa3 . Let us remark that 2|ξ|2 ≥ 〈ξ〉2h
when |ξ| ≥ h > 1. For ReA2 we have:
ReA2 = M2|∂ξa3|〈x〉−σ − Ima2 − k(t)∂ξa3∂x〈x〉1−σh +Re a2,ρ1
≥M2Ca3 |ξ|2〈x〉−σ − Ca2〈ξ〉2h〈x〉−σ
− C˜a3k(0)(1− σ)〈ξ〉2h〈x〉−σh −max{1, k(0)}Cλ2,ρ1〈ξ〉
1+ 1
θ
h 〈x〉−σ
≥ (M2Ca3
2
− Ca2 − C˜a3k(0)(1− σ)−max{1, KT}Cλ2,ρ1〈ξ〉−(1−
1
θ
)
h )〈ξ〉2h〈x〉−σ
≥ (M2Ca3
2
− Ca2 − C˜a3k(0)(1− σ)−max{1, KT}Cλ2,ρ1h−(1−
1
θ
))〈ξ〉2h〈x〉−σ
= (M2
Ca3
2
− Ca2 − C˜a3KT (1− σ)−max{1, KT}Cλ2,ρ1h−(1−
1
θ
))〈ξ〉2h〈x〉−σ
For ReA1, we have:
ReA1 = M1|∂ξa3|〈ξ〉−1h 〈x〉−
σ
2ψ
(〈x〉σ
〈ξ〉2h
)
− Ima1 − ∂ξRe a2∂xλ2 + ∂ξλ2∂xRe a2
− k(t)∂ξRe a2∂x〈x〉1−σh +Re a1,ρ1
≥M1Ca3 |ξ|2〈ξ〉−1h 〈x〉−
σ
2ψ
(〈x〉σ
〈ξ〉2h
)
− Ca1〈ξ〉h〈x〉−
σ
2 − C˜a2,λ2〈ξ〉h〈x〉−σ
− Ck(0)(1− σ)〈ξ〉h〈x〉−σh −max{1, k(0)}CΛ˜,ρ1〈ξ〉
1
θ
h 〈x〉−σh
≥M1Ca3
2
〈ξ〉h〈x〉−σ2ψ
(〈x〉σ
〈ξ〉2h
)
− Ca1〈ξ〉h〈x〉−
σ
2 − C˜a2,λ2〈ξ〉h〈x〉−
σ
2
− Ck(0)(1− σ)〈ξ〉h〈x〉−
σ
2
h 〈x〉−
σ
2 −max{1, KT}CΛ˜,ρ1〈ξ〉
−(1− 1
θ
)
h 〈ξ〉h〈x〉−
σ
2
= (M1
Ca3
2
− Ca1 − C˜a2,λ2 − CKT (1− σ)〈x〉−
σ
2
h −max{1, KT}CΛ˜,ρ1〈ξ〉
−(1− 1
θ
)
h )〈ξ〉h〈x〉−
σ
2
−M1Ca3
2
〈ξ〉h〈x〉−σ2
(
1− ψ
(〈x〉σ
〈ξ〉2h
))
.
Since 〈ξ〉h〈x〉−σ2 ≤
√
2 on the support of 1− ψ
(
〈x〉σ
〈ξ〉2h
)
, we may conclude
ReA1 ≥ (M1Ca3
2
− Ca1 − C˜a2,λ2 − CKT (1− σ)h−
σ
2 −max{1, KT}CΛ˜,ρ1h−(1−
1
θ
))〈ξ〉h〈x〉−σ2
−M1Ca3
2
√
2.
For ReA0, we have:
ReA0 = −Ima0 − k′(t)〈x〉1−σh +Re a1,0 +Re rσ,1
= −Ima0 + (−k′(t)−max{1, k(0)}CT 〈x〉−σh − CT,Λ˜〈x〉−σh )〈x〉1−σh
≥ (−Ca0 +K −max{1, KT}CTh−σ − CT,Λ˜h−σ)〈x〉1−σh .
Finally, let us prooced with the choices of M1,M2 and K. First choose K > max{Ca0 , 1/T},
then choose M2 large in order to obtain M2
Ca3
2
−Ca2 − C˜a3KT (1− σ) > 0 and after that take
M1 in such way M1
Ca3
2
− Ca1 − C˜a2,λ2 > 0 (choosing M2, M1 we determine Λ˜). Enlarging the
parameter h we may assume
(7.2) KTCλ2,ρ1h
−(1− 1
θ
) <
1
4
(M2
Ca3
2
− Ca2 − C˜a3KT (1− σ)),
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(7.3) CKT (1− σ)h−σ2 +KTCΛ˜,ρ1h−(1−
1
θ
) <
1
4
(M1
Ca3
2
− Ca1 − C˜a2,λ2)
and
(7.4) KTCTh
−σ + CT,Λ˜h
−σ <
K − Ca0
4
.
With these choices we obtain that ReA2 ≥ 0, ReA1 +M1Ca32
√
2 ≥ 0 and ReA0 ≥ 0. Let us
also remark that the choices of M2,M1 and k(t) do not depend of ρ1 and θ.
8. Proof of Theorem 1
Let us denote
P˜Λ := e
ρ1〈D〉
1
θ eΛ(t, x,D)P{eρ1〈D〉
1
θ eΛ(t, x,D)}−1.
By (7.1), with the choices of M2,M1, k(t) in the previous section, we get
P˜Λ = ∂t + ia3(t, D) +
2∑
i=0
Ai(t, x,D) + r0(t, x,D) + r(t, x,D),
with
(8.1) ReA2 ≥ 0, ReA1 +M1Ca3
2
√
2 ≥ 0, ReA0 ≥ 0.
Fefferman-Phong inequality applied to A2 and sharp Gårding inequality applied to A1 +
M1
Ca3
2
√
2 and A0 give so
Re〈A2(t, x,D)v, v〉 ≥ −c‖v‖2L2 ,
Re〈A1(t, x,D)v, v〉 ≥ −
(
c+M1
Ca3
2
√
2
)
‖v‖2L2,
Re〈A0(t, x,D)v, v〉 ≥ −c‖v‖2L2
for a positive constant c. Now applying Gronwall inequality we come to the following energy
estimate:
‖v(t)‖2H0,0 ≤ C
(
‖v(0)‖2H0,0 +
∫ t
0
‖(iP˜Λv(τ)‖2H0,0dτ
)
, t ∈ [0, T ],
for every v(t, x) ∈ C1([0, T ];S (R)). By usual computations, this estimate provides well-
posedness of the Cauchy problem associated with P˜Λ in H
m(R) spaces, m = (m1, m2) ∈ R2: for
every f˜ ∈ C([0, T ];Hm(R)) and g˜ ∈ Hm(R), there exists a unique v ∈ C([0, T ];Hm(R)) such
that P˜Λv = f˜ , v(0) = g˜ and
‖v(t)‖2Hm ≤ C
(
‖g˜‖2Hm +
∫ t
0
‖f˜(τ)‖2Hmdτ
)
, t ∈ [0, T ].(8.2)
Let us now turn back to our original Cauchy problem (1.4), (1.5). Fixing initial data f ∈
C([0, T ], Hmρ,s,θ(R)) and g ∈ Hmρ,s,θ(R) for some m, ρ ∈ R2 with ρ2 > 0 and positive s, θ such that
θ > s0, we can define Λ as at the beginning of Section 6 with µ > 1 such that s0 > 2µ− 1 and
M1,M2, k(0) such that (8.1) holds. Then for every δ¯ > 0 we have
fρ1,Λ := e
ρ1〈D〉
1
θ eΛ(t, x,D)f ∈ C([0, T ], Hm(0,ρ2−δ¯),s,θ(R))
and
gρ1,Λ := e
ρ1〈D〉
1
θ eΛ(t, x,D)g ∈ Hm(0,ρ2−δ¯),s,θ(R).
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Since δ¯ can be taken arbitrarily small, we have that fρ1,Λ ∈ C([0, T ], Hm) and gρ1,Λ ∈ Hm.
Hence the Cauchy problem {
P˜Λv = fρ1,Λ
v(0) = gρ1,Λ
(8.3)
admits a unique solution v ∈ C1([0, T ], Hm) satisfying the energy estimate (8.2). Taking now
u = (eΛ(t, x,D))−1e−ρ1〈D〉
1/θ
v, then we have that u ∈ C1([0, T ], Hm
(ρ1,−δ˜),s,θ
(R)) for every δ˜ > 0
and it solves the Cauchy problem (1.5). Moreover, from (8.2) we get
‖u‖Hm
(ρ1,−δ˜),s,θ
≤ C‖v‖Hm ≤ C
(
‖gρ1,Λ‖2Hm +
∫ t
0
‖fρ1,Λ(τ)‖2Hmdτ
)
≤ C
(
‖g‖2Hmρ,s,θ +
∫ t
0
‖f(τ)‖2Hmρ,s,θdτ
)
.
This concludes the proof. 
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