We show that the use of a conditionally unbiased, but imperfect, volatility proxy can lead to undesirable outcomes in some commonly used methods for evaluating and comparing conditional variance forecasts: the true conditional variance may be rejected as being sub-optimal, and an imperfect volatility forecast may be selected over the true conditional variance. We also consider the extent of the problem when more efficient volatility proxies, such as the intra-daily range or realised volatility, are used for forecast comparison. We derive necessary and sufficient conditions on the loss function for the ranking of competing volatility forecasts to be preserved when a volatility proxy is employed.
Introduction
Given the central role that risk has in Þnancial decision making it is no surprise that much effort has been devoted to developing volatility models. The profusion of models that have been proposed since Engle's (1982) seminal ARCH paper leads one to the problem of comparing the available volatility forecasting models. Evaluating and comparing economic forecasts is a well-studied problem, dating back at least to Theil (1958) . However the evaluation and comparison of volatility forecasts, as opposed to other forecasts, is complicated by the fact that the variable of interest, the conditional variance, is not observable, even ex-post.
This complication was resolved, at least partly, by recognising that the squared return on an asset at date t (assuming a zero mean return) is a conditionally unbiased estimator of the true unobserved conditional variance of the asset at date t. The high/low range and realised volatility, see Parkinson (1980) and Andersen, et al. (2003) for example, have also been used as volatility proxies. Many of the standard methods for forecast evaluation and comparison, such as the MincerZarnowitz (1969) regression and the Diebold-Mariano (1995) test, can be shown to be applicable when such a conditionally unbiased volatility proxy is used, see Andersen and Bollerslev (1998) for example. However, it is not true that using a conditionally unbiased volatility proxy will always lead to the same outcome as if the true conditional variance was used. In particular, some of the modiÞcations of standard methods employed by some authors lead to perverse outcomes.
For example, in the volatility forecasting literature numerous authors have expressed concern that a few extreme observations may have an unduly large impact on the outcomes of forecast evaluation and comparison tests, see Bollerslev and Ghysels (1994) , Andersen, et al. (1999) and Poon and Granger (2003) amongst others. One common response to this concern is to employ forecast loss functions that are "less sensitive" to large observations than the usual squared forecast error loss function, such as absolute error or proportional error loss functions. In this paper we show that such an approach can lead to incorrect inferences and the selection of inferior forecasts over better forecasts.
Our research builds on recent work by Hansen and Lunde (2004) , who were the Þrst to analyse the problems introduced by the presence of noise in the volatility proxy. These authors provide a sufficient condition on the loss function to ensure that the ranking of various forecasts is preserved when a noisy but conditionally unbiased proxy for the conditional variance is employed rather than the conditional variance itself. The current paper extends the work Hansen and Lunde (2004) in two important directions. Firstly, we derive explicitly the undesirable outcomes that may arise when 2 some common loss functions are employed, considering the three most commonly used volatility proxies: the daily squared return, the intra-daily range and a realised variance estimator. Secondly, we provide necessary and sufficient conditions on the loss function to ensure that the ranking of various forecasts is preserved when using a noisy volatility proxy. These conditions are related to those of Gourieroux, et al. (1984) for quasi-maximum likelihood estimation.
In the presence of non-normally distributed returns the use of variance as a measure of risk has been called into question. Other risk measures, such as Value-at-Risk (VaR) and Expected Shortfoll (or "conditional VaR"), have been suggested in the literature, see Duffie and Pan (1997) or McNeil and Frey (2000) for example, as more relevant measures of risk. While we acknowledge the importance of the question of an appropriate risk measure, we take as given the fact that there is some interest in forecasts of conditional variance, and thus a derived demand in methods for evaluating and comparing forecasts of the conditional variance.
The canonical problem in point forecasting is to Þnd the forecast that minimises the expected loss, conditional on time t information. That is,
where Y t+h is the variable of interest and F t is the time t information set. Starting with the assumption that the forecast user is interested in the conditional variance, and that some noisy volatility proxy will be used in evaluation and comparison, we thus take the solution of the optimisation problem above (the conditional variance) as given, and consider the loss functions that would generate the desired solution. This approach is unusual in the economic forecasting literature: the more common approach is to take the forecast user's loss function as given and derive the optimal forecast for that loss function, related papers here are Granger (1969) , Engle (1993) , Christoffersen and Diebold (1997) , Christoffersen and Jacobs (2003) and Patton and Timmermann (2004a) , amongst others.
The fact that we know the forecast user desires a conditional variance forecast places limits on the class of loss functions that may be used for volatility comparison, ruling out some choices previously used in the literature. However the class of "appropriate" loss functions still admits a wide variety of loss functions and, without further information, conducting volatility forecast comparisons is not possible with existing tests. In separate work we propose a collection of tests that may be employed when only limited information is available about the forecast user's loss function.
In Sections 2 and 3 we derive expressions for the optimal forecast obtained by minimising the expected loss for various loss functions using the daily squared return, range, or realised volatility as a proxy for the conditional variance. The optimal forecasts are functions of conditional moments or quantiles of the volatility proxy employed. We do not consider the problem of building econometric models, such as GARCH, stochastic volatility, CAViaR, etc, for these quantities. Of course, even a forecast that is equal to the appropriate conditional moment/quantile (in our case, the conditional variance) can perform poorly if the model for the conditional moment/quantile is mis-speciÞed, or if there is substantial estimation error.
The remainder of this paper is as follows. In Section 2 we consider volatility forecast evaluation and comparison using the squared return as a volatility proxy, showing the problems that arise when using alternative Mincer-Zarnowitz regressions or Diebold-Mariano tests with alternative loss functions. In Section 3 we consider the same problem using the range and realised volatility as volatility proxies. In Section 4 we provide necessary and sufficient conditions that a loss function must satisfy so that perverse outcomes are avoided, and present a parametric class of loss functions appropriate for volatility forecast comparison. In Section 5 we illustrate the problem with three commonly-used volatility models, and in Section 6 we conclude and suggest extensions. All proofs and derivations are provided in appendices.
Notation
Let r t be the variable whose conditional variance is of interest, usually a daily or monthly asset return in the volatility forecasting literature. Let the information set available be denoted F t−1 , and
We will assume throughout that E t−1 [r t ] = 0, and so σ 2 t = E t−1 £ r 2 t ¤ . We will cover the general case that
with mean zero and variance σ 2 t , and then specialise to the case that
speciÞc results in certain cases. Let ε t ≡ r t /σ t denote the 'standardised return'. Let a forecast of the conditional variance of r t be denoted h t , or h i,t if there is more than one forecast under analysis.
The forecast loss function be L : R + × R ++ → R + , where the Þrst argument of L is σ 2 t or some proxy for σ 2 t , denotedσ 2 Forecast evaluation and comparison using squared returns
In this section we will focus on the use of daily squared returns for volatility forecast evaluation.
In Section 3 we will examine the use of "realised volatility" and the range.
Volatility forecast evaluation using a Mincer-Zarnowitz regression
A common method of evaluating a forecast is via a Mincer-Zarnowitz (1969), or MZ, regression 1 , which involves regressing the realisation of the variable of interest on the forecast. As the conditional variance is never observed, the usual MZ regression is infeasible for volatility forecast evaluation. 
Take the regression in equation (2) as an example. Under the null that h t = σ 2 t ∀ t the population 1 As Mincer and Zarnowitz (1969) note, this method for evaluating forecast accuracy dates back to Theil (1958) , however we will follow past work and call this a Mincer-Zarnowitz regression.
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values of the OLS parameter estimates are easily shown to be:
In the regression in equation (3) it is simple to show that the OLS parameter estimates are:
¢ using a second-order Taylor series approximation 2 for β 0 .
Thus while both of these approaches may initally appear reasonable, without some modiÞcation they lead to the undesirable outcome that the perfect volatility forecast, h t = σ 2 t ∀ t, will be rejected with probability approaching one as the sample size increases 3 . In both of the above cases the perverse outcomes above are the result of the fact that unbiasedness is not invariant to nonlinear transformations. It can be shown the distortion increases as the conditional kurtosis of daily returns increases, see Figure 1 for example 4 .
Volatility forecast comparison using a Diebold-Mariano test
The most widely used test for forecast comparison is the Diebold and Mariano (1995) test. If we
, where L is the user's loss function, and let d t = u 1,t − u 2,t , then the DM test of equal predictive accuracy can be conducted as a simple t-test that
In the appendix we provide an analytical, though less easily interpreted, expression for E £ log ε 2 t ¤ under normality and the Student's t distribution. 3 Bollerslev and Wright (2001) and Andersen, et al. (2003) adjust the regression in such a way that this problem does not arise. 4 In both panels we use the standardised Student's t distribution to represent the excess kurtosis case. The Þrst
Þgure is based on the expression in equation (16) . The second Þgure is based on an expression provided in Appendix • The ranking of any two (possibly imperfect) volatility forecasts by expected loss using the chosen loss function is the same whether the ranking is done using the true conditional variance or some conditionally unbiased volatility proxy.
Notice that this condition implies that the true conditional variance is the optimal forecast for the chosen loss function. Hansen and Lunde (2004) show that a sufficient condition for their condition to hold is that
Under squared-error loss one can easily show that the optimal forecast is the conditional vari-
Thus a Diebold-Mariano comparison of the true conditional variance with any other volatility forecast, using r 2 t as a volatility proxy and MSE as the loss function, will lead to the selection of the true conditional variance, subject to sampling variability. Further, it is clear that the MSE loss function also satisÞes the sufficient condition of Hansen and Lunde (2004) .
One common response to the concern that a few extreme observations drive the results of 
Consider the MAE loss function from above. As usual with an absolute-error loss function we obtain the median as the optimal forecast:
where
is the conditional median of r 2 t given Ω t−1 , and Student's t
Student's t distribution with mean zero, variance σ 2 t and ν degrees of freedom. Thus if we compare a forecast which is exactly equal to σ 2 t for all t to one that is equal to 0.4549σ 2 t for all t, using the squared daily return as a proxy for the conditional variance, we will usually conclude that the perfect forecast is inferior to the one which is wrong by more than a factor of 2. Figure 2 shows that if returns have a Student's t distribution then the degree of distortion is even larger.
Another commonly used loss function is the MSE loss function on standard deviations rather than variances, from equation (8) . The motivation for this loss function is that taking square root of the two arguments of the squared-error loss function shrinks the larger values towards zero, reducing the impact of the most extreme values of r t . However it also leads to an incorrect volatility 8 forecast being selected as optimal:
For this loss function it is also true that excess kurtosis in asset returns exacerbates the distortion, which we can see in Figure 3 for returns that have the Student's t distribution.
In the appendix we provide the corresponding calculations for the remaining loss functions in the list above, and summarise the results in Table 1 . Table 1 shows that the degree of distortion in the optimal forecast according to some of the loss functions used in the literature can be substantial.
Under normality the optimal forecast under these loss functions ranges from about one-third of the true conditional variance to three times the true conditional variance. If returns exhibit conditional kurtosis then the range of optimal forecasts from these loss functions is even wider.
Using these certain loss functions in Diebold-Mariano comparisons along with daily squared returns as a proxy for the true conditional volatility may lead to the perverse outcome that a competing variance forecast is selected rather than the true conditional variance. To illustrate and emphasize the importance of this point, consider the following example.
, and that σ 2 t follows a simple GARCH(1,1) process:
≈ 0.1632 √ n, when β = 0.9 and α = 0.05
The proof is in Appendix The sources of the mis-matches between the optimal forecast for a given loss function and the true conditional variance are easily identiÞed: the last three loss functions move from considering mean squared losses to considering mean absolute losses, which then change the solution of the optimisation problem from an expectation to a median. In the third and fourth cases the distortion follows again from the fact that the unbiasedness property is not invariant to nonlinear transformations. This is a relatively easy problem to remedy in practise; one needs to Þnd a conditionally 
Using better volatility proxies
It has long been known that squared returns are a quite noisy proxy for the true conditional variance.
One alternative volatility proxy that has gained much attention recently is "realized volatility", used alternative to squared returns is the intra-daily range. It is well-known that if the log stock price follows a Brownian motion then both of these estimators are unbiased and more efficient than the squared return.
In this section we obtain the rate at which the distortion in the ranking of alternative forecasts disappears when using realised volatility as the proxy, as the sampling frequency increases, for a simple DGP. These results can be viewed as complements to that of Hansen and Lunde (2004) , who showed that under certain conditions the degree of distortion in ranking alternative forecasts is increasing in the variability of the proxy error.
Assume that there are m equally-spaced observations per trade day, and let r i,m,t denote the i th intra-daily return on day t. In order to obtain analytical results for problems involving the range as a volatility proxy we consider only a simple DGP: zero mean return, no jumps, and constant conditional volatility within a trade day. Analytical results on the distribution of the range are not currently available for more realistic DGPs, and obtaining such results would be an interesting extension but is left for future work. Of course we could obtain approximate results via simulation for more realistic DGPs but we do not attempt this here. Let
The "realised volatility" or "realised variance" is deÞned as:
Realised variance, like the daily squared return (which is obtained in the above framework by setting
, is a conditionally unbiased estimator of the daily conditional variance. Its main advantage is that it is a more efficient estimator of the daily conditional variance than the daily squared return: for this DGP it can be shown that
t /m. Intra-daily returns are known to exhibit time-varying volatility, serial correlation, diurnality and non-normality, see Bai, et al. (2001) for example. The presence of these features mitigates some of the beneÞts of using high frequency data for volatility forecast evaluation, and so the improvements from using RV t presented below represent an upper bound on the actual improvements one may obtain when using high frequency data.
A volatility proxy that pre-dates realised volatility by many years is the range, or the high/low, estimator, see Parkinson (1980) , Garman and Klass (1980) and Ball and Torous (1984) . Alizadeh, et al. (2002) use the fact that the range is widely available for long series and is more efficient than squared returns to improve the estimation of stochastic volatility models. The intra-daily log range is deÞned as:
Under the dynamics in equation (18) Feller (1951) presented the density of RG t , and Parkinson (1980) presented a formula for obtaining moments of the range, which enable us to compute:
Details on the distributional properties of the range under this set-up are presented in Appendix 2. The above expression shows that squared range is not a conditionally unbiased estimator of σ 2 t . Most authors, Parkinson (1980) and Alizadeh, et al. (2002) for example, who employ the range as a volatility proxy are aware of this and scale the range accordingly. We will thus focus below on the adjusted range:
which, when squared, is an unbiased proxy for the conditional variance. It is simple to determine
which is approximately one-Þfth of the MSE of the daily squared return, and so using the range yields an estimator as accurate as a realised volatility estimator constructed using 5 intra-daily observations. This roughly corresponds to the comment of Andersen and Bollerslev (1998, footnote 20) that the adjusted range yields an MSE comparable to the MSE of realised volatilities constructed using 2 to 3 hour returns.
We now determine the optimal forecasts obtained using the various loss functions considered above, whenσ
t is used as a proxy for the conditional variance rather than r 2 t . We initially leave m unspeciÞed for the realised volatility proxy, and then specialise to three cases: m = 1, 12 and 78, corresponding to the use of daily, half-hourly and 5-minute returns, on a stock listed on the NYSE.
For MSE and QLIKE the optimal forecast is simply the conditional mean ofσ 2 t , which equals the conditional variance, as RV t and RG * 2 t are both conditionally unbiased. The MSE-SD loss function yields
2 as an optimal forecast. Under the set-up introduced above,
The results for the MSE-SD loss function using realised volatility again show that reducing the variance of the volatility proxy improves the optimal forecast, and asymptotically the perfect forecast is obtained 5 . Using the range we Þnd that
and so we Þnd that the distortion from using the range is approximately equal to that incurred when using a realised volatility constructed using 6 intra-daily observations.
Consider now the MAE loss function, which yields Median t−1 £σ 2 t ¤ as the optimal forecast.
Thus for realised volatility we have
For the range we have
which is equivalent to using about 4 observations to construct the realised volatility proxy. Calculations for the remaining loss functions are collected in Appendix 2. The results are summarised in Table 2 . These results conÞrm that as the proxy used to measure the true conditional variance gets more efficient the degree of distortion decreases for all loss functions. When using RV t as a volatility proxy we Þnd that
t for MSE and QLIKE
Note that the result for m = 1 is different to that obtained in Section 2, which was
. This is because for n = 1 we can obtain the expression exactly, using results for the normal distribution, whereas for arbitrary m we relied on a second-order Taylor series approximation.
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Across loss functions we found that the range was generally approximately as good a volatility proxy as the realised volatility estimator constructed with between 4 and 6 intra-daily observations.
A class of appropriate loss functions
In the previous section we showed that amongst eight commonly used loss functions employed for comparing volatility forecast accuracy, only the MSE and the QLIKE loss functions lead to
t from the Þrst-order condition. This prompts the question of whether there exist other loss functions that yield the conditional variance as the optimal forecast. The following proposition provides a necessary and sufficient family of such loss functions, which are closely related to the family of linear-exponential densities of Gourieroux, et al. (1984) . We make the following assumptions:
the set of all absolutely continuous distribution functions on
A3: L is twice continuously differentiable with respect to h.
A4: There exists some
Proposition 1 Let assumptions A1 to A5 hold. Then the forecast that minimises expected loss is σ 2 t , and the ranking of competing forecasts by expected loss is preserved whenσ 2 t is used rather than σ 2 t if and only if the loss function L is of the form:
where B and C are twice continuously differentiable, C is a strictly decreasing function on H, and C is the anti-derivative of C.
If we instead had a conditionally median-unbiased volatility proxy, then it is conjectured that the class of "appropriate" loss functions would change from that above, which resembles Gourieroux, et al. (1984) to the class of functions proposed by Komunjer and Vuong (2004) in the context of efficient conditional quantile estimation. Most work on volatility proxies has focussed on conditionally unbiased proxies, rather than median-(or quantile-) unbiased proxies, and so we focus solely on the use of conditionally unbiased proxies.
A parametric class of "appropriate" loss functions
Loss functions MSE and QLIKE are easily shown to be of the form given in Proposition 1, and thus are appropriate loss functions when using a conditionally unbiased volatility proxy. We now seek to Þnd a parametric class of loss functions, that is a member of the family proposed above, which includes MSE and QLIKE as special cases. We do this by noting that the Þrst-order conditions from MSE and QLIKE loss functions are both of the form:
ie, A 0 (h) = −ah b+1 and C 0 (h) = ah b , where a < 0. Integrating the above expression with respect to h yields:
Above is a general class of functions that yield the desired FOC. But a loss function is usually constrained to exhibit certain properties, such as having zero loss for a perfect forecast. We can use these properties to restrict the domains of the free parameters (b, c, d). We will impose three properties on the loss function, following the suggestions of Granger (1969 Granger ( , 1999 ) and Diebold
The Þrst of these properties is simply a normalisation. The second property ensures that the function is weakly increasing as the forecast error moves away from zero.
It also implies that the minimum of the function occurs when the forecast is perfect (though it does not impose that the function has a unique minimum). The third property ensures that the loss function is economically interpretable. We impose these properties and collect the results in the proposition below.
Proposition 2 The following collection of functions
where b (e) = − 3 2 + r e − 4 4e
where f and g are (possibly degenerate) functions of any Z t−1 ∈ F t−1 , both with range R − ≡ {x ∈ R : x < 0} , satisfy the following conditions:
The ranking of competing forecasts by expected loss is preserved whenσ 2 t is used rather than σ 2 t , for any variableσ
The proof is in Appendix 3. Note that in the proposition we allow the parameters a and e to be functions of elements, Z t−1 , of the time t − 1 information set, F t−1 . Doing so does not change the outcome of the Þrst-order condition, but it does change the loss from a forecast error. For example, the forecast user may be thought to experience a higher loss from forecast errors if the previous period's forecast error, or loss value, was large. Alternatively the losses from forecast errors may be increasing/decreasing over time or with the business cycle.
In Figures 4 and 5 
Empirical application to forecasting IBM return volatility [ PRELIMINARY AND INCOMPLETE! ]
In this section we consider the problem of forecasting the conditional variance of the daily return on IBM, using data over the period from January 1980 to December 2003, yielding 6058 observations in total. We consider three different volatility forecasts: those obtained from a 60-day rolling window variance, from the RiskMetrics volatility model, and from the EGARCH(1,1) model due to Nelson (1991) . These models are as follows:
Rolling window : h 1t = 1 60
We use the Þrst 18 years of observations (approximately equal to three-quarters of our sample)
for estimation, and the remaining 6 years of observations for forecast evaluation. The evaluation period thus runs from January 1998 to December 2003. We estimated the GARCH(1,1) parameters with an expanding window of data, obtaining volatility forecasts using parameters estimated only on data up until the day the forecast is obtained. A plot of the three volatility forecasts is provided in Figure 6 .
We employ two volatility proxies in the comparison of these forecasts: the daily squared return, and the adjusted intra-day range 6 . The daily squared return is a conditionally unbiased proxy under the assumption of a zero conditional mean. We de-mean the returns prior to using them in the tests to follow. The adjusted squared range is a potentially less noisy volatility proxy than squared returns, however it relies on stronger assumptions about the DGP. The adjustment factor for the squared range, under the assumption that intra-daily prices follow a zero mean, constant volatility diffusion with no jumps is 1/ log (16) ≈ 0.36, as discussed in Section 3. The ratio of the sample average (de-meaned) squared return to the sample average squared range was 0.54, which is signiÞcantly different from 0.36 at the 0.05 level, indicating that the assumptions underlying the use of the range as a volatility proxy may be violated. We employ the adjusted squared range (adjusted by 0.54) as a volatility proxy for comparison nevertheless.
In comparing these forecasts we present the results of individual DM tests under Þve loss functions; namely MSE loss, QLIKE loss, the "Class II" loss function from Section 4, the "Class I" loss function with parameter e = −0.25 and e = −5.
In Table 3 we present tests comparing the RiskMetrics forecasts with the 60-day rolling window volatility forecasts. The DM tests indicate that the RiskMetrics forecasts lead to lower average loss than the rolling window forecasts for 3 out of 5 loss functions. When using the range as a volatility proxy one of these differences was signiÞcant at the 0.05 level.
In Table 4 we present tests comparing the EGARCH(1,1) forecasts to the 60-day rolling window
forecasts. This table shows that the EGARCH forecasts signiÞcantly out-perform the rolling window forecasts for all Þve individual loss functions considered in DM tests, using both squared returns and the adjusted range as a volatility proxy.
Finally, in Table 5 we present tests comparing the EGARCH forecasts with the RiskMetrics forecasts. Here we again Þnd that the EGARCH volatility forecasts signiÞcantly out-perform the competing forecast; in this case the RiskMetrics forecast: for all Þve individual loss functions the DM test statistics are less than -1.96.
Conclusion
[ TO BE COMPLETED... ]
Appendix 1: Supporting calculations for Section 2
Wherever possible we derived solutions or approximate solutions analytically. This was not always possible and so in some cases we had to resort to simulations to obtain solutions.
Optimal forecasts under alternative loss functions:
MSE-prop:
where γ E ≈ 0.577216 is Euler's constant.
MAE-SD:
for any non-negative random variable X. Thus the optimal forecast is identical to that under MAE loss, which is given in the body of the paper.
Finding an explicit expression for h * t is difficult, and so we used 100,000 simulated draws and found that
Diebold-Mariano test using MSE-SD loss: We have
and we seek to Þnd an expression for
as a function of (ω, α, β, n) .
depend on the DGP for the returns, and in this case they equal:
In the interests of parsimony we present results under the false assumption that dt is serially uncorrelated.
In unreported work we also derived the variance allowing for serial correlation in dt and found that accounting for the serial correlation does not change the conclusion signiÞcantly. The serial correlation turns out to be negative, and so the correct variance is slightly smaller than the naïve variance estimator used, which makes our point even stronger.
as stated in the text. Note that the parameter ω does not affect the statistic.
Appendix 2: Calculations supporting Section 3
Feller (1951) presents the density of range:
where φ is the standard normal pdf . For practical purposes the sum in the above expression needs to be truncated at some Þnite value; we truncate at k = 1000. Parkinson (1980) presented the cdf of the range, and a formula for obtaining moments:
where erfc(x) ≡ 1− erf(x), erf(x) is the 'error function': erf (x) ≡ 2/ √ π R ∞ 0 e −t 2 dt, and ζ is the Riemann zeta function. From this expression we can obtain the necessary moments for computing optimal forecasts when the range is used as a volatility proxy. For the Þrst and second moments of RG t we can obtain simple expressions, but the fourth moment involves ζ (3) = Σ ∞ k=1 k −3 which is an irrational number, and thus only a numerical expression is available. In addition to the moments of RG t , we will need the mean of log RG t and the median of RG t . We used quadrature and OLS to obtain the expression 8 :
which is consistent with the expression given in Alizadeh, et al. (2002) . We numerically inverted the cdf of the range, given in Parkinson (1980) , and used OLS to determine the following relation 9 :
Median For the range we Þnd that
t is weakly positive we know that
2 , and so the results for this loss function are identical to those for the MAE loss function.
MSE-prop:
When realised volatility is used as the proxy we Þnd:
For the range we Þnd that: h * t = 10.8185/ ³ (log 16)
MAE-prop: For realised variance, like the daily squared return, obtaining an analytical, even approximate, solution to this problem is difficult and so we used simulations. In the set-up given in the text it is again possible to show that the optimal forecast is of the form h * t = γ * σ 2 t . For realised volatilty we simulated 50,000 "days" worth of observations, where the number of observations per day considered was m = {1, 3, 5, 7, 10, 13, 20, 40, 60, 79, 100}, and used numerical methods to locate the optimum forecast.
The following expression yielded an R 2 of 0.9999 :
For the range we again used a numerical minimisation algorithm, combined with quadrature to compute the expectation in the optimisation problem: h * t ≈ 0.9941σ 2 t . 9 The R 2 from this relation for σ = 0.5, 1, 1.5, ..., 10 was 1.0000.
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Appendix 3: Proofs of Propositions
Proof of Proposition 1: to be inserted.
Proof of Proposition 2:
In the following we drop time subscripts where they are not needed.
Consider Case III Þrst:
Thus both c and d drop out of the expression once we impose the normalisation that L ¡σ 2 ,σ 2 ¢ = 0. Now we use the second desired property:
So the Class III loss function becomes:
The QLIKE function is corresponds to a Class III loss function with a = −1, up to an additive constant
And so again the c and d terms drop out. Consider now
Thus the Class II loss functions are
Finally, let us examine the Class I loss functions:
This equality must hold for allσ 2 . Let us write c as eσ 2b+2 , where e 6 = 0.
Since we want b to be real, we require e ≥ 4 or e < 0.
Now consider
That is, a and e must have the same sign, and thus we know e < 0. Now consider
which implies that b > −2, as h > 0 and a < 0. The only remaining choice is between the plus and minus
subject to the constraint that b > −2. For all e < 0, − Thus the Class I loss functions are given by:
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The MSE element of this class is where a = −2 and e = − 1 2 , so b = 0.
All have been normalised to satisfy the Þrst condition. The Class II and III functions are real whenever σ 2 and h are real, and the Class I function parameters were chosen to ensure the function value is also always real, thus the third condition is satisÞed. By construction all of the functions satisfy the fourth condition.
To show the second condition it is sufficient to show that h =σ 2 is the global minimum of these functions.
Class I:
Thus h = 0 is an inßection point and h =σ 2 is the unique minimum of the function.
Class II:
and so h =σ 2 is the unique minimum of the function.
Class III:
Thus h =σ 2 is the unique minimum, wheneverσ 2 > 0. Thus for all three functions h =σ 2 is the unique minimum, and since all have been normalised so that L ¡σ 2 ,σ
It is easily veriÞed that ∂L ¡σ 2 , h ¢ /∂h ≥ (≤) 0 whenσ 2 ≤ (≥) h for all three loss functions. It is also easily seen that allowing a and e to be functions of the time t − 1 information set does not change the result of the Þrst-order condition, which involves a conditional expectation using F t−1 .
By verifying that the loss functions satisfy the representation conditions in Proposition 1 it is shown that this class also satisÞes the stronger condition that the ranking of any two (possibly imperfect) volatility forecasts using some conditionally unbiased volatility proxy is the same as that obtained using the true conditional variance. ¥ Notes: This table presents the t-statistics from Diebold-Mariano tests of equal predictive accuaracy for a 60-day rolling window forecast and RiskMetrics forecast over the period January 1998 to December 2003. A t-statistic greater than 1.96 in absolute value indicates a rejection of the null of equal predictive accuracy at the 0.05 level. These statistics are marked with an asterisk. The sign of the t-statistics indicates which forecast performed better for each loss function: a positive t-statistic indicates that the RiskMetrics forecast produced larger loss on average than the rolling window forecast, while a negative sign indicates the opposite. a rejection of the null of equal predictive accuracy at the 0.05 level. These statistics are marked with an asterisk. The sign of the t-statistics indicates which forecast performed better for each loss function: a positive t-statistic indicates that the EGARCH forecast produced larger loss on average than the rolling window forecast, while a negative sign indicates the opposite. a rejection of the null of equal predictive accuracy at the 0.05 level. These statistics are marked with an asterisk. The sign of the t-statistics indicates which forecast performed better for each loss function: a positive t-statistic indicates that the EGARCH forecast produced larger loss on average than the RiskMetrics forecast, while a negative sign indicates the opposite. 
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