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High-quality spatially-resolved measurements of electric fields are critical to understanding charge injection, charge
transport, and charge trapping in semiconducting materials. Here, we report a variation of frequency-modulatedKelvin
probe force microscopy (FM-KPFM) that enables spatially-resolved measurements of the electric field. We measure
electric field components alongmultiple directions simultaneously by employing position modulation and lock-in detec-
tion in addition to numeric differentiation of the surface potential. We demonstrate the technique by recording linescans
of the in-plane electric field vector in the vicinity of a patch of trapped charge in a DPh-BTBT organic field-effect tran-
sistor. This technique is simple to implement and should be especially useful for studying electric fields in spatially
inhomogeneous samples like organic transistors and photovoltaic blends.
In this letter we describe a simple modification of
frequency-modulated Kelvin probe force microscopy1 (FM-
KPFM) that enables the direct spatial imaging of electric field
components near a surface along multiple directions simul-
taneously. The lateral electric field in an FM-KPFM mea-
surement has to date been acquired by numerically differen-
tiating the measured surface potential versus position data to
obtain the electric field versus position.2–6 Here we show how
to microscopically measure multiple electric field components
simultaneously using sample-position modulation and lock-in
detection. In measurements of the electric field perpendicular
to the fast-scan direction, our position-modulation technique
improved spatial resolution by a factor of four compared to
numerical differentiation of the FM-KPFM surface potential
image.
Microscopically measuring electric fields can be helpful
for understanding both device physics and materials prop-
erties. Bu¨rgi et al. showed experimentally that the poten-
tial measured by FM-KPFM above a transistor reflected
the electrostatic potential of the accumulation layer at the
transistor’s buried semiconductor-insulator interface.2 This
finding was subsequently justified theoretically by Silveira,
Dunlap, and coworkers.7 Building on this observation, Bu¨rgi
and coworkers introduced the idea of using the locally-
inferred electric field, the locally-inferred electrostatic poten-
tial, and the measured bulk current to infer the mobility at each
location in the channel of a polymer field-effect transistor.2
The thus-measured mobility was analyzed as a function of
temperature and local electric field to draw conclusions con-
cerning charge-transport mechanisms in the polymeric semi-
conducting material. If an abrupt voltage drop is apparent at
a transistor contact, then the contact resistance can be com-
puted by dividing the observed voltage drop by the measured
current and likewise studied versus temperature and injecting-
contact composition.8 In samples where no such voltage drop
is apparent, Silveira et al. showed that charge injection could
nevertheless be studied microscopically by simultaneously
measuring the device current and the lateral electric field at
the injecting contact as a function of applied voltage and tem-
perature; plots of the current versus the electric field could
be directly compared to charge-injection theory.3,4 This pro-
cedure was used to assign an “ohmicity” to the metal-organic
contact in a two-terminal device exhibiting no potential drop
at the injecting contact.9 Recent work has extended FM-
KPFM’s ability to map the distribution of trapped or mobile
charges10–13 as a function of time or frequency. Experimental
protocols have also been developed to allow FM-KPFM to
make quantitative measurements of surface potential even in
the presence of parasitic capacitances.14,15 The method intro-
duced here was designed to expand KPFM’s ability to make
electric field measurements with high spatial resolution.
Below we report measurements over an organic field-effect
transistor made from the hole-transporting small molecule
DPh-BTBT.16 We used DPh-BTBT because it is an air-stable
small molecule that can be easily evaporated to produce high-
mobility field-effect transistors (µ = 2 cm2V−1 s−1). To
fabricate the transistor, we evaporated 100 nanometers of
DPh-BTBT onto a room-temperature transistor substrate at a
rate of ∼ 1 nm s−1. The transistor substrates were cleaned
before use by sonicating in 1:1 acetone:isopropyl alcohol for
15 min, scrubbing and sonicating 10 min with distilled water
and detergent (Aquet), sonicating in distilled water 10 min,
and ozone cleaning for 5 min. The transistor substrate was
comprised of a highly n-doped silicon gate, a 300 nm ther-
mally grown silicon oxide insulator layer, and 40 nm-thick
gold source and drain electrodes with a 5 nm chromium adhe-
sion layer. The electrodes were deposited using thermal evap-
oration and patterned into an interdigitated array. The channel
length was 5 µm and the total channel width was 19.8 cm.
In FM-KPFM (Fig. 1a), the sample’s surface potential is
determined by oscillating the cantilever at its resonance fre-
quency using a phase-locked loop controller and nulling the
cantilever frequency shift δf induced by tip-sample electro-
static forces
δf = − fc
4kc
C′′(Vt − φ)2, (1)
with fc the cantilever resonance frequency, kc the cantilever
spring constant, C′′ the second derivative of the tip-sample
capacitance with respect to the vertical direction, Vt the can-
tilever tip voltage, and φ the sample’s surface potential. The
applied tip voltage is the sum of a fixed-frequencymodulation
1
2FIG. 1. Experimental setup and data processing. (a) The cantilever position signal was filtered and phase-shifted by the phase-locked loop
(PLL). The PLL drove the cantilever at its resonance frequency and measured the cantilever frequency shift δf . A lock-in amplifier (LIA)
measured the component of δf at the voltage-modulation frequency fm. A proportional-integral-derivative (PID) controller nulled the LIAX-
channel output by adjusting the feedback voltage Vfb. Below, the sample was simultaneously scanned using a linear ramp pattern and modulated
using a sinusoidal waveform at the position-modulation frequency. (b) The surface potential-versus-time data measures the surface potential
and electric field in the scan direction at low frequencies and the electric field in the modulation direction at the modulation frequency. Inset:
Using the filterHpm (top), the raw data (bottom, dark curve) was processed using a software lock-in amplifier to determine the scan-direction
surface potential (light dashed curve), and modulation-direction electric field (light sinusoid). Experimental parameters: position-modulation
amplitude Apm = 45 nm, frequency fpm = 4.5Hz, tip velocity v = 414 nm s
−1, tip-sample separation h = 200 nm, cantilever zero-to-peak
amplitude A = 50nm.
voltage and a feedback voltage Vfb: Vt = Vm sin(2πfmt)+Vfb,
where Vm is the voltage-modulation amplitude and fm is the
voltage-modulation frequency. A lock-in amplifier measures
the oscillating frequency shift at the modulation frequency
δf(fm) = − fc
2kc
C′′Vm(Vfb − φ). (2)
A proportional-integral-derivative controller feedback loop
adjusts Vfb to maintain δf(fm) at zero. With large enough
feedback gain, δf(fm) ≈ 0, and the feedback voltage tracks
the surface potential closely: Vfb ≈ φ. The feedback voltage is
the measured surface potential. The assumption that Vfb = φ
is only valid at low frequencies or long times. The feedback
voltage Vfb also varies due to the effects of detector noise, low-
frequency position noise, and surface potential fluctuations.
Many KPFM measurements derive information mainly
from contrast in surface potential images or the average differ-
ence in surface potential over different regions of the sample.
These properties are relatively insensitive to feedback loop
dynamics, noise, and surface potential fluctuations. In con-
trast, these sources of error affect the calculated electric field
dramatically. To highlight the effect of these error sources, we
write the measured surface potential as
φmeas = Vfb = H ∗ (φ+ φn) (3)
where H is the feedback loop’s impulse response function,
∗ denotes convolution in the time domain, φ is the sample’s
actual surface potential and φn is an equivalent surface poten-
tial noise that accounts for noise in φmeas.
Noise in the measured surface potential typically arises
from two sources: cantilever position noise and low-
frequency surface potential noise. The effect of cantilever
position noise can be minimized by operating at a suf-
ficiently large modulation voltage or cantilever amplitude.
Low-frequency surface potential noise could arise from posi-
tion hysteresis and noise or real surface potential fluctuations
caused by trapped charge or dielectric fluctuations.17–19 In
either case, the effect of surface potential noise can be miti-
gated by increasing the scan speed.
Increasing the scan speed, however, comes at a cost. The
feedback loop response function H has a bandwidth b. This
temporal bandwidth limits the spatial resolution of the mea-
sured surface potential and electric field when the tip is
scanned.20 For a tip velocity v, the measurement response
function distorts the surface potential and electric field when
they change on a length scale smaller than xres = v/(2πb).
We find significant distortion near the contact of a DPh-BTBT
transistor when xres > 10 nm (Fig. S2).
If the scan speed is carefully optimized, low-frequency sur-
face potential noise along the scan axis can be avoided without
distorting the measured electric field significantly. In a 2D
raster scan, however, the electric field measured along the
slow scan axis will still be subject to large low-frequency
(< 1Hz) surface potential noise caused by position hysteresis
and slow surface potential fluctuations.
To avoid this low-frequency noise, we modify the KPFM
measurement by adding a small position modulation ~δr.
The position modulation allows us to measure the electric-
field component along the position-modulation directionEpm,
since to first order in ~δr
φ(~r + ~δr(t)) ≈ φ(~r) +∇φ · ~δr = φ(r) − ~E · ~δr(t). (4)
We use a modulation having a direction δˆr = xˆ or yˆ and a
3magnitude
δr(t) = Apm sin(2πfpmt), (5)
with Apm the modulation amplitude and fpm the modula-
tion frequency. We detect the electric field as an oscil-
lating potential at the modulation frequency with amplitude
δφ(fpm) = ApmEpm. To measure Epm accurately, the mod-
ulation amplitude Apm must be small enough that the poten-
tial can be approximated to first order in δr as in Eq. 4. The
position-modulation technique could be combined with any
KPFM technique that may be used to measure the sample’s
surface potential, including amplitude-modulation KPFM,21
heterodyne KPFM,20,22 dissipative KPFM,23,24 or open-loop
KPFM.25,26 We demonstrate the position-modulation tech-
nique in combination with FM-KPFM in this paper and call
the combined protocol pm-FM-KPFM. Because we detect
δφ(fpm) using the FM-KPFM feedback loop, the modula-
tion frequency fpm must be significantly smaller than the
feedback loop bandwidth b. In our measurements, we used
Apm = 30nm and fpm = 4.5Hz, with b = 29Hz over the
gate and b = 34Hz over the source/drain electrodes (noting
that b ∝ C′′).
To perform the pm-FM-KPFM measurement, we used
the experimental setup from Figure 1a and saved the mea-
sured surface potential φmeas-versus-time data (digitized at
8.192kHz). The surface potential-versus-time data measures
the surface potential and electric field in the scan direction at
low frequencies and the electric field in the modulation direc-
tion at the modulation frequency. We low-pass filtered φmeas
using the filter Hpm to estimate the sample surface potential
along the scan direction. We processed φmeas again using a
software lock-in amplifier with lock-in filter Hpm to extract
the electric field along the modulation direction
Epm =
δφ(fpm)
Apm
(6)
where δφ(fpm) is the in-phase component of the software
lock-in amplifier (supporting material S3). In writing Eq. 6,
we neglect a correction term that depends on the spatial
dependence of the tip-sample capacitance C′′, the sample
topography, and the position-modulation amplitude Apm. For
our sample and experimental conditions, the correction term
would cause a worst-case fractional error in the electric field
Epm of less than 0.1 percent (supporting material S4). If
this correction term were problematically large, changes in
C′′ could be corrected for by using the component of the
cantilever frequency shift at 2fm, as in open-loop KPFM
measurements.25,26 The Fig. 1b inset shows this analysis in a
representative region near the contact where φ along the scan
direction is relatively constant and the electric field along the
modulation direction is significant.
To verify the accuracy of the electric field calculated
using pm-FM-KPFM, we performed pm-FM-KPFM and FM-
KPFM line scans across a DPh-BTBT thin-film transistor
(Fig. 2). So that both techniques measure Epm, we applied
the position modulation along the scan axis (Fig. 2c inset).
The data in Fig. 2c confirms that the two techniques measure
FIG. 2. Demonstration of pm-FM-KPFM on a transistor. (a)
Cartoon of the transistor. (b) FM-KPFM image of the transistor
channel, acquired with tip-sample separation h = 150 nm, zero-to-
peak oscillation amplitude A = 50 nm, transistor source, gate, and
drain voltages VS = 0V, VG = −10V, and VD = −1V respec-
tively. Lines show contours at −0.9, −0.7, −0.4, −0.1, and 0.1V.
(c) Surface potential measured using FM-KPFM (squares) and pm-
FM-KPFM (triangles). The scan and modulation are both along the
x-axis (inset). (d) Comparison of the electric fields measured using
FM-KPFM and pm-FM-KPFM. Electric field calculated by taking
the numerical derivative of the KPFM surface potential (squares), the
numerical derivative of the pm-FM-KPFM surface potential (trian-
gles), and filtering the modulation component of the pm-FM-KPFM
surface potential (circles). Experimental parameters: Apm = 30 nm,
fpm = 4.5Hz, v = 0.37 µms
−1, voltage-modulation amplitude
Vm = 2V and frequency fm = 160Hz.
the same surface potential φ. We low-pass filtered the surface
potential at 0.8Hz, which corresponds to a spatial frequency
low-pass filter at ν = 2.2 µm−1.
From the two line scans, we calculated the electric fieldEpm
three ways (Fig. 2d). We numerically differentiated the FM-
KPFM surface potential (squares) and the pm-FM-KPFM sur-
face potential (triangles). To calculate the electric field from
the position-modulation signal, we processed the raw surface
potential data using a software lock-in amplifier whose refer-
ence frequency was set equal to the position-modulation fre-
quency fpm = 4.5Hz. To make a fair comparison to stan-
dard FM-KPFM, we used a 0.8Hz bandwidth lock-in ampli-
fier filter, identical to the filter used for the surface potential.
We plot the electric field Epm = XLI/Apm, where XLI is the
in-phase channel of the phased lock-in amplifier output (cir-
cles). The electric field and surface potential calculated from
4FIG. 3. Demonstration of pm-FM-KPFM vector electrometer. (a)
AFM image of height h over the transistor channel. Full scale is
120 nm. The image was clipped at the data’s 99th percentile for
clarity. (b) FM-KPFM image of surface potential φ over the tran-
sistor channel with VS = VD = VG = 0. Contours are shown every
75mV. (c) An expanded view of the FM-KPFM surface contours
in the boxed region of (b), with the vector electric field calculated
from a pm-FM-KPFM linescan. The electric field vectors are colored
differently for clarity. KPFM experimental parameters: tip-sample
separation h = 200 nm, zero-to-peak amplitude A = 50 nm, tip
velocity v = 1.55 µms−1, scan spacing along the slow scan axis
∆y = 50 nm, scan spacing along the fast scan axis ∆x = 90 nm.
pm-FM-KPFM experimental parameters: Apm = 30 nm, fpm =
4.5Hz, v = 0.37 µms−1.
pm-FM-KPFM agree with the FM-KPFM electric field and
surface potential. At equivalent bandwidth, all three electric
field measurements have similar noise.
Above we argued that pm-FM-KPFM should be useful
to measure the electric field along the slow scan axis with
greater signal-to-noise. As a demonstration, we collected
AFM and FM-KPFM images over the DPh-BTBT transistor
with source, gate, and drain voltages set to zero (Fig. 3(a,b)).
The FM-KPFM image revealed pockets of trapped charge in
the transistor channel (dark spots in box in Fig. 3b).
To probe the electric field near these trapped charges, we
took a pm-FM-KPFM linescan (Fig. 3c; Fig. 4). We applied
the position modulation perpendicular to the scan direction so
that we measured Ex and Ey simultaneously; Ex was deter-
mined by numerically differentiating the measured φ with
respect to the fast scan direction while Ey was obtained from
XLI as discussed above. Figure 3c shows the KPFM image
contours along with the in-plane electric field vector (Ex, Ey)
FIG. 4. (a) Surface potential measured using FM-KPFM (squares)
and pm-FM-KPFM (triangles). The scan was along the x-axis and
the modulation was along the y-axis (inset). (b) Electric fields mea-
sured along the scan axis. Numerical derivatives of the FM-KPFM
surface potential (squares) and the pm-FM-KPFM surface potential
(triangles). (c) Electric fields measured along the slow-scan, mod-
ulation axis Ey by pm-FM-KPFM (light circles) and FM-KPFM.
The upper line (squares) show Ey determined after filtering the
FM-KPFM-derived surface potential along the y-axis (bandwidth
ν3-dBy = 2.2 µm
−1, see supporting material S5). The lower, ver-
tically offset line shows the unfiltered FM-KPFM Ey (bandwidth
ν3-dBy = 4.4 µm
−1). Experimental parameters are given in Fig. 3.
measured by pm-FM-KPFM. One consequence of the electric
field being the negative gradient of the electrostatic potential
is that the electric field vector at location ~r must be perpendic-
ular to a line tangent to the constant-φ(x, y) surface passing
through ~r. This perpendicular relationship is clearly evident
in Fig. 3c, demonstrating pm-FM-KPFM’s ability to serve as
a vector electrometer.
In Figure 4, we quantitatively compare the surface potential
and the electric field measured by FM-KPFM and pm-FM-
KPFM. Both measurements computed the electric field along
the fast scan axis (Ex) by numerical differentiation, using sur-
face potential data averaged for 200ms in each case. The two
measurements of Ex are in close agreement (Fig. 4b). We
evaluate spatial resolution using the spatial frequency 3-dB
bandwidth, defined as the frequency at which the measured
electric field captures 70.8 percent of the actual electric field
signal. The measurements of Ex both have a bandwidth of
ν3-dB
x
= 2.2 µm−1.
Figure 4c shows the electric field along the slow scan axis
Ey . We plot the pm-FM-KPFM Ey (light circles) along with
two calculations of Ey obtained from the FM-KPFM image
of the sample’s surface potential. The dark squares show
a filtered FM-KPFM Ey , with the 3-dB spatial bandwidth
along the y-axis limited to ν3-dB
y
= 2.2 µm−1 using a 17-
point low-pass filter. The pm-FM-KPFM spatial bandwidth is
ν3-dB
y
= 8.6 µm−1, limited by the magnitude of the position-
modulation amplitude Apm. Even with a bandwidth along the
5y-axis nearly 4-times greater, the pm-FM-KPFM electric field
has similar or lower noise than the FM-KPFM electric field.
For comparison, in Fig. 4c we also we plot the unfiltered
FM-KPFM Ey (offset by −0.3V µm−1). The unfiltered Ey
has a spatial bandwidth ν3-dB
y
= 4.4 µm−1, limited by the
spacing between data points ∆y = 50nm. Despite having
a factor of two lower bandwidth than the pm-FM-KPFMmea-
surement, the FM-KPFM signal exhibits significantly worse
noise. We can understand this observation by noting that the
FM-KPFM Ey was computed by subtracting surface poten-
tial points acquired 8 s apart. Slow drift in the surface poten-
tial on this timescale thus shows up as noise in the FM-
KPFM-inferred Ey .
27 Viewing the measurements in the fre-
quency domain, the FM-KPFM measurement of Ey incor-
porates surface potential noise at temporal frequencies near
(8 s/line)−1 ∼ 0.1Hz. The pm-FM-KPFM measurement of
Ey incorporates surface potential noise at frequencies near
fpm = 4.5Hz, where overall surface potential noise is near
a minimum (Fig. S6). This advantage in signal-to-noise ratio
can be used to achieve higher spatial resolution at equiva-
lent bandwidth or lower noise at equivalent spatial resolution.
Moreover, pm-FM-KPFM allows Ey to be measured simulta-
neously with Ex.
We anticipate that the simple modification of KPFM intro-
duced here will facilitate electric field measurements in
a variety of systems. It is increasingly recognized that
transistor measurements significantly overestimate charge
mobility in high-performance organic semiconductors;28,29
1D electric field mapping, in conjunction with current mea-
surements, offers a general route to avoiding this materials-
characterization pitfall. Although we demonstrate its use for
measuring lateral electric fields, it should also be possible
to measure vertical electric fields with an additional vertical
position modulation. The local electric field vectors mea-
sured here are already an advance from lateral electric field
line scans, and we envision applying the pm-FM-KPFM tech-
nique to measure local electric fields in bulk heterojunction
solar cell blends30,31 and other composite materials.32 KPFM
measurements mimic device operation near the open-circuit
voltage VOC condition; acquiring 2D electric field scans would
allow the visualization of the current flow direction at domain
boundaries in illuminated films near the VOC condition.
The supplementary materials contain details of the exper-
imental setup, data analysis, and experimental noise.
The experimental data are available online.33 The authors
acknowledge support from Cornell University and the
National Science Foundation through an NSF Graduate
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supported by the National Science Foundation (Grant ECCS-
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FIG. S1. A block diagram showing the hardware used to perform the voltage modulation and position
modulation.
S1. SCANNED PROBE MICROSCOPY
All experiments were performed under vacuum (1× 10−6mbar) in a custom-built scanning
Kelvin probe microscope.1,2 The cantilever (MikroMasch HQ:NSC18/Pt conductive probe) had
resonance frequency fc = 66 401Hz, manufacturer-reported spring constant kc = 3.5Nm
−1 and
quality factorQ = 28900. Cantilever motion was detected using a fiber interferometer operating at
1490 nm (Corning SMF-28 fiber). The interferometer light was detected with a 200 kHz bandwidth
photodetector (New Focus model 2011).
Our FM-KPFM and position-modulated KPFM experiments used the experimental setup of
Figure 1a. A detailed analysis of the experimental setup, feedback loop, and gains can be found in
Chapter 5 of Ref. 2.
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Figure S1 shows the hardware used to perform the voltage modulation and position modulation
in more detail. The cantilever was driven using a commercial phase locked loop (PLL) cantilever
controller (RHK Technology, PLLPro2 Universal AFM controller), with PLL loop bandwidth
1 kHz (PLL feedback loop integral gain I = 2.5Hz−1, proportional gain P = −10 degrees/Hz).
The PLL frequency shift δf was input to a Stanford Research Systems SR830 lock-in amplifier
(LIA1, Fig. S1) operating at the voltage-modulation frequency fm = 160Hz. We set the LIA1 filter
time constant to 10ms, the filter slope to 6 dB octave−1 and turned the synchronous filter setting
on. To auto-phase LIA1, the time constant was increased to TC = 300ms and a 1V DC offset
was applied to the tip (Vts−φ = 1V+ Vm sin(2πfmt)). TheX-channel LIA1 output, proportional
to the cantilever frequency shift component at the modulation frequency δf(fm), was used as
the measurement input to a proportional-integral-derivative (PID) controller (Stanford Research
Systems SIM960).
We set the PID controller integral gain to I = 50 rad s−1 and derivative gain toD = 5× 10−5 s.
Before each KPFM scan, we set the proportional gain by increasing the gain until the feedback
loop became unstable (P = Punstable) and then reducing the gain to P = Punstable/3, corresponding
to a gain margin of 3. Typically, the resulting proportional gain was P = 0.1 to 0.6. With this
gain margin criteria, the overall feedback loop bandwidth was b ∼ 40Hz, measured using the
network analyzer function on a Digilent Analog Discovery USB Oscilloscope and Logic Analyzer
(see Figures 5.12 and 5.13 in Ref. 2). The proportional gain was set over the higher capacitance
source and drain electrodes; the overall bandwidth was lower over the transistor channel (b = 20
to 30Hz).
The applied tip voltage was the sum of the fm-LIA oscillator output voltage (OSC on LIA1,
Fig. S1) and the PID output voltage Vfb. We set the LIA1 oscillator rms-voltage to Vrms =
Vm/
√
2 = 1.5V. A home-built summing circuit (Analog Devices AD711 operational amplifier;
SUM1 in Fig. S1) was used to add the two voltages.
A second lock-in amplifier (PerkinElmer Signal Recovery 7265; LIA2 in Fig. S1) was used to
track the component of the cantilever frequency shift at twice the voltage-modulation frequency
δf(2m). This frequency shift component is proportional to the tip-sample capacitance derivative
C ′′(d). We set the LIA2 filter time constant TC = 50ms and the filter slope to 6 dB octave−1.
The sample positionwasmodulated using the oscillator of a third lock-in amplifier (PerkinElmer
Signal Recovery 7265, LIA3 in Fig. S1) set to the position-modulation frequency fpm. To apply
the position modulation along the KPFM-scan axis (as in Figure 2), a home-built summing circuit
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(Analog Devices AD711 operational amplifier; SUM2 in Fig. S1) was used to add the position-
modulation sinusoid to the KPFM ramp signal (typically −5 to 5V). The summing circuit output
was amplified by 15V/V using a Piezomecanik 350 amplifier (Amplifier in Fig. S1).
The tip-sample distance h was set by tapping the surface (60 percent amplitude set point, can-
tilever zero-to-peak amplitude A = 50nm away from the surface) over the source or drain elec-
trode then retracting the z-piezo by ∆z = h − 0.6A so that the mean tip-sample distance was
h.
For PM-KPFM and KPFM line scans, the PID feedback voltage Vfb = φmeas, PID error signal,
and the X-channel of LIA2, proportional to the tip-sample capacitance, were digitized at a sam-
pling rate fs = 8.192 kHz using custom LabVIEW data acquisition code and a National Instru-
ments PCI-6259. The full φmeas, PID error signal, and tip-capacitance transients were saved for
further analysis.
S2. SCAN SPEED
Figure S2 shows that with increasing scan speed, the feedback loop could not track the abrupt
changes in the sample’s surface potential. We scanned across the transistor channel (Fig. 2) at
a series of increasing scan speeds. We saw clear differences in the measured surface potential
profile (Fig. S2a) as the scan speed was increased from v = 0.74 µms−1 to 11.9 µms−1. Fig. S2b
highlights these differences by plotting the difference between the higher speed linescans φ(x, v =
1.48 µms−1 . . .) and the slowest linescan φ(x, v = 0.74 µms−1). The differences are consistent
with increasing error φerror = φ−φmeas caused by the feedback loop responding too slowly to keep
Vfb = φ as the tip scans across the edge of the transistor channel.
This explanation is supported by the corresponding increase in the PID error e shown in
Fig. S2c. The error e is the X-channel of the phased lock-in amplifier operating at the mod-
ulation frequency fm, which is related to the surface potential error φerror: Xfm ∝ δf(fm) =
−fcC ′′Vmφerror/(2kc). The capacitance data show the slow response of the lock-in amplifier oper-
ating at 2fm (Fig. S2d).
Based on this data, in the manuscript we chose a tip velocity v = 0.37 µms−1 for pm-FM-
KPFM and FM-KPFM linescans. For FM-KPFM images, we chose a tip velocity v = 1.5 µms−1
(8 s/line) so that an entire 128 by 128 image could be collected in 17min.
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FIG. S2. Increasing scan speed causes surface potential errors. The scan velocity is given in the legend. (a)
Measured surface potential φmeas = Vfb. (b) For the faster scan speeds v, the difference in surface potential
compared to the slowest line scan: φ(v) − φ(0.74 µms−1). (c) The X-channel of the LIA operating at fm,
which is the feedback loop error signal, Xfm ∝ δf(fm). (d) The X-channel of the LIA operating at 2fm,
which is proportional to the capacitance derivative C ′′. Experimental parameters: Tip-sample separation
h = 200 nm, Vm/
√
2 = 1.5V, transistor voltages VS = 0, VD = −1V, and VG = −10V.
5
❛❜
FIG. S3. The software lock-in amplifier filter. (a) The finite impulse response lock-in amplifier filter Hpm
in the time domain. The upper position axis shows x = vt, with v = 0.37 µms−1 the cantilever tip velocity
along the scan axis. (b) Hpm in the frequency domain. The upper spatial frequency axis shows ν = f/v,
with v = 0.37 µms−1 the cantilever tip velocity along the scan axis.
S3. DATA ANALYSIS
Using the full surface potential transients, the Figure 1b data analysis was performed in Python.
The raw surface potential φmeas = Φ versus time transient was filtered using the finite-impulse-
response filter Hpm to produce an estimate of the sample’s surface potential φ:
φ = Hpm ∗ Φ, (S1)
where ∗ denotes discrete time convolution. We discarded the portion of φ where the filterHpm did
not overlap fully with the data Φ. We associated each data point φi with the position along the
scan axis xi = vti, where v is the tip velocity, i = 0, 1 . . .N − 1 is the index, N = 262 144 the
number of data points collected, the time ti = i/fs, and the sampling rate fs = 8.192 kHz.
To calculate the electric field via numerical differentiation (E = −∂φ/∂x), we used a 2nd order
central difference approximation to compute the derivative of the potential
Ei = −(φi+1 − φi−1)
2∆x
= −(φi+1 − φi−1)
2v/fs
. (S2)
where ∆x is difference in position between adjacent data points: ∆x = xi − xi−1 = v/fs.
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FIG. S4. The software lock-in amplifier output channels (a) before phasing and, (b) after phasing. The
best-fit parameters (Eq. S4) were∆f = 4.8mHz and θ0 = 0.26 rad.
To calculate the electric field using the modulation component, we processed the raw surface
potential φmeas = Φ with a software lock-in amplifier filter (Fig. S3). First, the complex lock-in
amplifier signal z was generated using
z = Hpm ∗
(
exp(−2πj fpmt)× Φ
)
, (S3)
whereHpm is the finite-impulse-response filter, j =
√−1, fpm = 4.5Hz is the position modulation
frequency, and t is a vector of time data t = (0, 1, . . .N − 1)/fs. We discarded the portion of z
where the filter Hpm did not overlap fully with the data (about 1.1 s at the beginning and end of
the data set). From z, we calculated the signal’s amplitude A = |z| and phase θ = arg z. The real
(x = Re z) and imaginary (y = Im z) components of z are shown in Figure S4a.
The lock-in amplifier was phased by minimizing the signal in the out-of-phase channel. When
phasing the lock-in amplifier, we also adjusted the lock-in amplifier reference frequency. This pro-
cedure corrects for any correct slow drift in the phase. We optimize using the cantilever amplitude
and phase as follows:
min
∆f,θ0
N∑
i
A2i


∣∣∣∣∣|θi − 2π∆fti + θ0︸ ︷︷ ︸
∆θ
| − π
2
∣∣∣∣∣−
π
2


2
, (S4)
where the frequency ∆f is a correction to the reference frequency (typically 0 to 10mHz) and θ0
is the lock-in amplifier phase. The under-braced term is the ordinary phase difference; the rest of
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the bracketed expression accounts for phase reversals caused by a change in sign of Emod. With
this correction, a phase difference ∆θ = π contributes 0 to the sum, since ∆θ = π corresponds
to a signal of the opposite sign. After performing the minimization, the phased lock-in amplifier
output is
Z = X + Y j = z exp
(− 2πj∆f t− θ0 j), (S5)
plotted in Figure S4b. The electric field along the modulation direction was Epm = X/Apm, where
Apm was the zero-to-peak amplitude of the position modulation.
S4. TRANSFER FUNCTION SENSITIVITY ANALYSISS
The surface potential was measured using the KPFM feedback loop. The position modulation
causes a modulation in the feedback loop transfer function, which can be seen by writing the
closed-loop transfer function Hˆ (the Fourier transform of the impulse response function in Eq. 3)
can be written in terms of the open-loop transfer function Lˆ:
Hˆ(f) =
Lˆ(f)
1 + Lˆ(f)
(S6)
The open-loop transfer function Lˆ(f) is the product of the transfer functions of the individual loop
components:
Lˆ(f) = HˆPID(f)HˆLIA(f)HˆPLL(f)
fc
2kc
C ′′(~r)Vm. (S7)
The position modulation can cause an oscillation in the measured surface potential due an oscilla-
tion in the tip-sample capacitance C ′′(~r) related to the modulation. We expect the modulation to
be small because we use position-modulation amplitudes that are small compared to the sample’s
expected feature size. For example, in our sample, the maximum fractional change in C ′′ would
occur scanning across the edge of the transistor channel. The maximum fractional rate of change
of ∂(C ′′/C ′′0 )/∂x is 0.6 µm
−1 (Fig. S2). At our position-modulation amplitude Apm = 30nm, this
corresponds to a worst-case fractional change of 1.8 percent. By using a closed-loop technique
to measure the surface potential, we attenuate any contribution to the measured signal by a factor
related to the transfer function sensitivity dHˆ = dLˆ/(1 + Lˆ)2.3 Inverting the measured transfer
function Hˆ(f), we estimate that Lˆ(f = 4.5Hz) = 0.6− 5.9j. The 4.5Hz lock-in amplifier signal
is affected by disturbances to the lock-in amplifier X-channel: ReH∗(f) dHˆ(f)/|H(f)|. The
contribution of any fractional change in capacitance to the measured signal is attenuated by the
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closed-loop feedback by a factor of 20. Therefore the largest possible contribution of the change
in C ′′ to the measured electric field signal would be a 0.1 percent change in the magnitude of the
electric field measured.
S5. SLOW AXIS KPFM ELECTRIC FIELD MEASUREMENT
The KPFM surface potential shown in Fig. 4a was not filtered. The electric field along the
scan axis (Fig. 4b) was calculated using Equation S2 with ∆x = 90nm. Before calculating the
electric field along the slow-scan axis (dark squares), the KPFM image was filtered along the y-
axis using a filter designed using the same procedure as Hpm, with the same spatial bandwidth
ν3-dBy = 2.2 µm
−1. The unfiltered Ey determined from FM-KPFM had a spatial bandwidth in y of
ν3-dBy = 4.4 µm
−1 set by the bandwidth of the numerical derivative filter: sin(2π∆yνy)/(2π∆yνy).
The pm-FM-KPFM bandwidth along the y-axis ν3-dBy = 8.6 µm
−1 is determined by the size of the
position-modulation amplitude Apm: J1(2πApmνy)/(πApmνy) where J1 is a Bessel function of the
first kind.
S6. MODULATING AND SCANNING IN PERPENDICULAR DIRECTIONS
Figure S5 shows the new position-modulated KPFM measurement applied to measure perpen-
dicular components of the electric field simultaneously. We scanned across the transistor channel
(Fig. 2) at an angle of+45 degrees relative to the x-axis and applied a position modulation perpen-
dicular to the scan axis (Fig. S5a inset). In order to apply the modulation at an angle, an additional
summing circuit SUM3 (AD711 op-amp) was used to add the modulation to the x-axis as well as
the y-axis:
Vx-piezo = Gamp (Vx,ramp(t) + VOSC(t))︸ ︷︷ ︸
SUM3
(S8)
Vy-piezo = Gamp (Vy,ramp(t) + VOSC(t))︸ ︷︷ ︸
SUM2
(S9)
where the sums are labeled as in Fig. S1 and Vx,ramp and Vy,ramp are the X and Y voltage outputs
from the NI PCI-6259.
While the scan and modulation signals measure perpendicular components of the electric field
in the Fig. S5a experiment, both observe the same electric field drop at the transistor contacts
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FIG. S5. Comparison of electric fields measured using pm-FM-KPFM and KPFM. (a) Surface potential
measured using KPFM and position-modulated KPFM. The scan and modulation are at +45 and −45
degrees relative to the x-axis respectively (inset). (b) Comparison of the electric fields measured using FM-
KPFM and position-modulated KPFM. Numerical derivative of the FM-KPFM surface potential (squares),
numerical derivative of the pm-FM-KPFM surface potential (triangles), and the modulation component of
the pm-FM-KPFM surface potential (circles). Experimental parameters: position-modulation amplitude
Apm = 30 nm, frequency fpm = 4.5Hz, tip velocity v = 414 nm s
−1.
because there the electric field was entirely along the x-axis (Fig. 2c). At the contacts, the electric
field along the scan direction is Escan = Ex cos(45
◦) = Ex/
√
2. Likewise, the electric field along
the modulation direction is Emod = Ex cos(−45◦) = Ex/
√
2. Fig. S5b shows that the position-
modulated measurement tracks the electric field as measured by other KPFM measurements. At
the source contact, the measured electric field agrees with the electric field measured in Fig. 2d.
S7. NOISE IN FM-KPFM
We measured the surface-potential noise under the optimized conditions used in this experi-
ment. We collected surface-potential-versus-time data over the drain electrode (VD = −1V) with
the sample stationary (Fig. S6a). The surface potential had some high-frequency noise plus slow
drift on the seconds and longer time scale.
To better illustrate the surface potential noise versus frequency, Fig. S6b plots the power spec-
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FIG. S6. FM-KPFM surface potential noise. (a) Surface potential versus time measured through the FM-
KPFM feedback loop for different modulation voltages Vm/
√
2 = Vrms = 0.5, 1.0, 2.0 and 3V. (b) Power
spectral density of surface potential fluctuations Pδφ calculated from the data in (a).
tral density of surface potential fluctuations calculated from the time domain data in Fig. S6a. The
slow drift caused increased spectral density below 1Hz. For rms-modulation voltages 2V or less,
the low-frequency noise was not cantilever frequency noise, because the contribution of cantilever
frequency noise Pδf to surface potential noise is inversely proportional to the modulation voltage
Vm. There was a small region from approximately 1 to 10Hz where the surface potential noise was
minimized. For rms-modulation voltages 2V or less, the surface potential noise in the majority of
this region was inversely proportional to the modulation voltage Vm. This observation is consistent
with voltage noise arising from position-detection noise.4 The power spectral density of surface
potential fluctuations exhibited a roll-off between 10 and 20Hz due to the feedback-network filter,
as expected.
The electric field calculated by numerically differentiating the FM-KPFM image along the
slow-scan axis incorporates surface potential noise at temporal frequencies near the inverse line-
scan time (8 s/line)−1 ∼ 0.1Hz, where noise is increased by the slow drift. The pm-FM-KPFM
measurement incorporates surface potential noise at frequencies near fpm = 4.5Hz, where overall
surface potential noise is near a minimum.
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FIG. S7. Current-voltage curves collected on the DPh-BTBT transistor studied in this manuscript.
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