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This paper is concerned with the asymptotic behavior of a p-Ginzburg–Landau functional
with radial structure as parameter goes to zero in the case of p = 2. By analyzing
the functional globally, we show that the singularity of p-Ginzburg–Landau energy
concentrates on the origin. By the fact the singularity can be balanced by some
inﬁnitesimal weight, we prove that an energy with a proper weight is globally bounded.
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1. Introduction
Let C be the complex plane, and B = {x ∈ R2; |x| < 1}. Consider the following p-Ginzburg–Landau type functional
Eε(u, B) = 1
p
∫
B
|∇u|p dx+ 1
4εp
∫
B
(
1− |u|2)2 dx
with p = 2 and ε > 0. This functional was studied in [1,9,11] when p > 2, and in [10,14] when p ∈ (1,2). The latter is
associated with the singularity analysis of p-harmonic maps (cf. [5]).
There exists a minimizer uε of Eε(u, B) in the space
W = {u(x) = f (r)eidθ ∈ W 1,p(B,C); f (1) = 1},
where r = |x|, x = (cos θ, sin θ) and d > 0 is an integer (cf. [8]). When ε is suﬃciently small, the minimizer is unique in W
(cf. [10, Theorem 1.2]). This minimizer is named radial minimizer. Clearly, the radial minimizer is a weak solution to the
following system
−div(|∇u|p−2∇u)= 1
εp
u
(
1− |u|2), in B. (1.1)
Proposition 2.3 in [8] shows |uε|  1 in B . In addition, fε(r) = |uε(x)| belongs to { f ∈ C[0,1]; f (0) = 0} (cf. [8, Proposi-
tion 1.1]).
When p = 2, the functional is the well-known Ginzburg–Landau energy. The radial minimizer uε of Eε(u, B) in the class
H1(B,C) was studied well by many authors (see [2] and [6] and the references therein). Since the radial minimizer of the
Ginzburg–Landau functional must be a local minimizer, by Shafrir’s argument, we know d = 1 (cf. [13, Theorem 2]). So we
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the boundary condition f (1) = 1 only implies uε|∂B = eidθ .
Recall several results when p = 2. Theorems VII.2 and VII.3 in [2] show that there exist d points {a j}dj=1 in B , and a
subsequence εk of ε, such that
(R1) lim
εk→0
(1− |uεk |2)2
4ε2k
= π
2
d∑
j=1
δa j , in the weak star topology of C(G),
(R2) lim
εk→0
|∇uεk |2
| logεk| = 2π
d∑
j=1
δa j , in the weak star topology of C(G),
where δa j is the Dirac mass at a j . Nineteen open problems were posed in [2]. Comte and Mironescu gave a positive answer
to the seventh problem (cf. [3,4,12]). Particularly, there exists C > 0 such that as ε → 0,
(R3)
∫
G
(
1− |uε|2
)α |∇uε|2 dx C
α
, ∀α > 0,
(R4)
∫
G
∣∣det(∇uε)∣∣dx C .
When p > 2, paper [8] studies the asymptotic behavior of the radial minimizer when ε → 0. It turns out that there exists
C > 0 which is independent of ε, such that
εp−2
∫
B
|∇uε|p dx C, (1.2)
1
ε2
∫
B
(
1− |uε|2
)2
dx C, (1.3)
according to Propositions 2.4 and 3.2 in [8], respectively. In addition, (5.25) and (5.24) in [8] also show that, for any compact
subset K of B \ {0}, we can ﬁnd a constant C > 0 which is independent of ε such that
Eε(uε, K ) C . (1.4)
To investigate the properties of uε near the origin, we recall the location of zeros of uε . Theorem 3.5 in [8] shows that, for
any η ∈ (0,1), there exists a constant h = h(η) > 0 which is independent of ε, such that∣∣uε(x)∣∣ 1− η, for x ∈ B \ B(0,hε). (1.5)
When p ∈ (1,2), paper [10] discusses the asymptotic behavior of the radial minimizer uε when ε → 0. Clearly,
Eε(uε, B) Eε
(
eidθ , B
)
 2πd
p
p(2− p) . (1.6)
If we notice that the boundary value eidθ is S1-valued, the following results can also be deduced by the same arguments of
Propositions 3.2 and 4.5, (5.10) and Theorem 1.4 in [10]:
1
ε2
1∫
0
(
1− f 2)2r dr  C, (1.7)
1
εp
1∫
T
(
1− f 2)2r dr  C(T )εp, (1.8)
for any T ∈ (0,1), where C(T ) > 0 is independent of ε; and when p ∈ (
√
17−2
2 ,2),
1∫
T
( fr)
2r dr  C(T ), (1.9)
lim uε = eidθ , in C1,βloc
(
B \ {0}), ∀β ∈ (0,1/2). (1.10)ε→0
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the functional is regular (cf. [8] and [10]). So the singularity of the functional near the origin is interesting. When p = 2, the
results (R1)–(R4) describe the singularity. We expect to generalize (R1)–(R4) to the case of p = 2. Comparing with the case
of p = 2, we have to overcome two diﬃculties. First, the conformal transformation of the functional is lost, so the results
can not be concise. Second, Eq. (1.1) is degenerate when p > 2 and singular when p ∈ (1,2). Maybe (1.1) has no classical
solution. Therefore, we consider the regularized functional following Uhlenbeck’s idea,
Eτε (u, B) =
1
p
∫
B
(|∇u|p + τ )dx+ 1
4εp
∫
B
(
1− |u|2)2 dx.
We call its minimizer uτε in W regularized minimizer. According to Proposition 4.1 in [8] and the uniqueness of the radial
minimizer, the regularized minimizer satisﬁes
lim
τ→0u
τ
ε = uε, in W 1,p(B), (1.11)
where uε is the unique radial minimizer. Eq. (1.11) shows that the radial minimizer can be approximated by the regularized
minimizer. By the same proof of (5.14) in [10], we also have
lim
τ→0u
τ
ε = uε, in C1,βloc
(
B \ {0}), for β ∈ (0,1/2). (1.12)
The following theorem presents results similar to (R1)–(R4) in the case of p > 2. It is proved in Section 2.
Theorem 1.1. Assume p > 2, uε is a radial minimizer. Then as ε → 0, there exists a subsequence εk such that
1
4ε2k
(|uεk |2 − 1)2 → Lδo, weakly star in C(B), (1.13)
ε
p−2
k |∇uεk |p →
2p
p − 2 Lδo, weakly star in C(B). (1.14)
Here δo is the Dirac mass at the origin, and the positive constant L satisﬁes
π
p
dp sup
η∈(0,1)
(1− η)ph2−p(η) L 
(
1− 2
p
)
min
W
E1(u, B) + 2πd
p
p2
, (1.15)
where h(η) is a positive constant in (1.5). Furthermore, for any α  2 − 4p , we can ﬁnd positive constants L3 and L4 which are
independent of ε, such that as k → ∞,(
1− |uεk |2
)α|∇uεk |2 → L3δo, weakly star in C(B), (1.16)
ε
p−2
k
∣∣det(∇uεk )∣∣ p2 → L4δo, weakly star in C(B). (1.17)
The corresponding results in the case of p ∈ (1,2) are presented by the following theorem, which is proved in Section 3.
Theorem 1.2. Assume p ∈ (1,2), uε is the radial minimizer. Then as ε → 0, there exists a subsequence εk such that
1
4ε2k
(|uεk |2 − 1)2 → L5δo, weakly star in C(B), (1.18)
with some constant L5 satisfying
μ
4
 L5 
1
4
inf
δ> 2d
p
p
minW E1(u, B) + πdpδ2p(p−1)
π
2 − πd
p
pδ
, (1.19)
where μ > 0 is the constant in Proposition 3.1 in [10]. Moreover, when p ∈ (
√
17−1
2 ,2),
lim
k→∞
∫
BR (0)
|∇uεk |p dx =
2πdp
2− p R
2−p, ∀R ∈ (0,1], (1.20)
and there exists L6 > 0 such that∣∣det(∇uε )∣∣p/2 → L6δo, weakly star in C(B). (1.21)k
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1− |uεk |2
)α |∇uεk |2 → L7δo, weakly star in C(B). (1.22)
Remark 1. When p > 2, (1.13) and (1.14) show that the energy εp−2Eε(uε, B) concentrates on the origin. When p ∈ (1,2),
(1.18) shows that only the second term of the energy εp−2Eε(uε, B) concentrates on the origin. The ﬁrst term of the energy
εp−2Eε(uε, B) is blown up when ε → 0 by virtue of (1.20). In addition, if p = 2 in (1.15), then L = d2π2 . The result is identical
with (R1).
Remark 2. Clearly, (1 − |uε|2)α is an inﬁnitesimal when ε → 0 according to (1.3) and (1.7). On the other hand, the energy∫
B |∇uε|2 dx → +∞ when ε → 0 since it has singularity at the origin. Eqs. (1.16) and (1.22) show that the inﬁnitesimal
weight (1− |uε|2)α can balance the singularity of the energy.
Remark 3. When p ∈ (1,2), using an argument of the weakly lower semi-continuity of the functional, from (1.6) we can
deduce that
lim
ε→0 Eε(uε, B) = Eε
(
eidθ , B
)= 2πdp
p(2− p) .
When p ∈ (
√
17−1
2 ,2), this is a corollary of (1.18) and (1.20) for the case R = 1.
2. Proof of Theorem 1.1
In this section, we assume p > 2, and uε is the radial minimizer.
Proofs of (1.13) and (1.14). In view of (1.2) and (1.3), there exist two Radon measures ω1 and ω2, such that as ε → 0,
ε
p−2
k |∇uεk |p → ω1, weakly star in C(B), (2.1)
1
4ε2k
(
1− |uεk |2
)2 → ω2, weakly star in C(B), (2.2)
for some subsequence εk of ε. Sometimes we also denote uεk by uε if it is not confusing. Furthermore, (1.4) implies that as
ε → 0,
εp−2
∫
K
|∇uε|p dx → 0,
1
ε2
∫
K
(
1− |uε|2
)2
dx → 0,
where K is an arbitrary compact subset of B \ {0}. These results lead to supp(ωi) = {0} for i = 1,2. Then we can ﬁnd
constants L and L1 such that
ω1 = L1δo, ω2 = Lδo. (2.3)
Next, we shall point out the relation between L and L1.
It is not diﬃcult to see that the radial minimizer uτε solves the system
−div(v(p−2)/2∇u)= 1
εp
u
(
1− |u|2)
in B , where v = |∇u|2 + τ . According to Proposition 2.3 in [11], the solution uτε satisﬁes the Pohozaev type identity
−
∫
∂BR (0)
|x|v p−22 |∂νu|2 ds +
∫
BR (0)
v
p−2
2 |∇u|2 dx− 2
p
∫
BR (0)
v
p
2 dx+ 1
p
∫
∂BR (0)
|x|v p2 ds
= − 1
4εp
∫
∂BR (0)
|x|(1− |u|2)2 ds + 1
2εp
∫
BR (0)
(
1− |u|2)2 dx, (2.4)
for any R ∈ (0,1]. By (1.4) and the mean value theorem, there exists σ ∈ (0,1/2) such that
r
[
( fr)
2 + r−2d2 f 2]p/2∣∣r=σ + rp (1− f 2)2∣∣r=σ  C . (2.5)ε
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and (1.12), we have
−εp−2r[( fr)2 + r−2d2 f 2]p/2∣∣σ +
(
1− 2
p
)
εp−2
σ∫
0
[
( fr)
2 + r−2d2 f 2]p/2r dr + r2
p
εp−2
[
( fr)
2 + r−2d2 f 2]p/2∣∣
σ
= − r
2
4ε2
(
1− f 2)2∣∣
σ
+ 1
2ε2
σ∫
0
(
1− f 2)2r dr.
Using (2.5), we get(
1− 2
p
)
εp−2
∫
Bσ (0)
|∇uε|p dx− 1
2ε2
∫
Bσ (0)
(
1− |uε|2
)2
dx → 0 (2.6)
as ε → 0. Combining this result with (2.1)–(2.3), we obtain
L1 = 2p
p − 2 L.
Thus, (1.13) and (1.14) are proved. 
Proof of (1.15). Step 1. Upper bound.
From the proof of Proposition 2.4 in [8], it is easy to derive
εp−2Eε(uε, B)
2πdp
p(p − 2) +minW E1(u, B) + Cε
p−2. (2.7)
Here C > 0 is independent of ε. On the other hand, (1.13) and (1.14) lead to
lim
ε→0
[
εp−2
p
|∇uε|p + 1
4ε2
(
1− |uε|2
)2]= p
p − 2 Lδo. (2.8)
This result, together with (2.7), implies the upper bound of L in (1.15).
Step 2. Lower bound.
From (1.5), we can deduce that, for any σ > 0, there exists C > 0 independent of ε, such that
σ∫
hε
[
( fr)
2 + r−2d2 f 2]p/2r dr 
σ∫
hε
r1−pdp f p dr  d
p
p − 2 (1− η)
ph2−p(η)ε2−p − C(σ ). (2.9)
Applying (2.6), we obtain that
lim
ε→0ε
p−2Eε
(
uε, Bσ (0)
)= lim
ε→0
2πεp−2
p
σ∫
0
[
( fr)
2 + r−2d2 f 2]p/2r dr + lim
ε→0
2π
4ε2
σ∫
0
(
1− f 2)2r dr
= π lim
ε→0ε
p−2
σ∫
0
[
( fr)
2 + r−2d2 f 2]p/2r dr.
Inserting (2.9) into this result, we deduce that for any η ∈ (0,1),
lim
ε→0ε
p−2Eε
(
uε, Bσ (0)
)
 πd
p
p − 2 (1− η)
ph2−p(η).
Taking the supremum and writing
H := sup
η∈(0,1)
(1− η)ph2−p(η),
we have
lim
ε→0ε
p−2Eε
(
uε, Bσ (0)
)
 πd
p
p − 2H .
Combining this with (2.8), we obtain the lower bound of L in (1.15). 
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that
‖∇uε‖L∞(B(0,hε))  Cε−1. (2.10)
Therefore,∫
B(0,hε)
|∇uε|2
(
1− |uε|2
)α
dx C
ε2
π(hε)2  C . (2.11)
Next, using Hölder’s inequality and (1.4), we see that as ε → 0,
∫
B\B(0,σ )
|∇uε|2
(
1− |uε|2
)α
dx
[ ∫
B\B(0,σ )
|∇uε|p dx
] 2
p
[ ∫
B\B(0,σ )
(
1− |uε|2
) pα
p−2 dx
] p−2
p
→ 0. (2.12)
Similar to (13) in [12], we also get
σ∫
hε
d2
r2
f 2
(
1− f 2)αr dr  Cα−1 (2.13)
by using Hölder’s inequality. In addition, noting α  2− 4p , using Hölder’s inequality and (1.2), we also deduce that
σ∫
hε
( fr)
2(1− f 2)αr dr  C
σ∫
hε
( fr)
2(1− f 2)2− 4p r dr
 C
( σ∫
hε
(1− f 2)2r dr
)1− 2p( σ∫
hε
( fr)
pr dr
) 2
p
 Cε2(1−
2
p )+ 2p (2−p)  C .
Combining this result with (2.11)–(2.13), and noting |∇u|2 = ( fr)2 + d2r2 f 2, we obtain that |∇uε|2(1− |uε|2)α is bounded in
L1(B). Thus, there exists a Radon measure ω3 such that
lim
ε→0 |∇uε|
2(1− |uε|2)α = ω3, weakly star in C(B).
By virtue of (2.12), supp(ω3) ⊂ {0}. Hence we can ﬁnd L3  0 such that ω3 = L3δo .
We claim L3 > 0. Since f (r) ∈ C[0,1] and f (0) = 0, f (hε)  1/2 which can be seen by (1.5) with η = 1/2, there must
exist rε ∈ (0,hε) such that f (rε) = 1/4. Using Proposition 3.1 in [8], we can ﬁnd a suﬃciently small positive constant δ
which is independent of ε, such that
1
8
 f (x) 3
8
, r ∈ ((1− δ)rε, (1+ δ)rε).
Therefore,
∫
B(0,(1+δ)rε)\B(0,(1−δ)rε)
(
1− f 2)α|∇uε|2 dx 2πd2
(
1
8
)2(
1− 3
8
)α (1+δ)rε∫
(1−δ)rε
dr
r
> 0.
This implies L3 > 0. Eq. (1.16) is proved. 
Proof of (1.17). By a direct calculation, it follows
det(∇uε) = id
r2
f (x · ∇ f ). (2.14)
(Eq. (2.14) shows that, if noting f (0) = 0 and f (1) = 1, we also have ∫B det(∇uε)dx = 2πdi ∫ 10 f fr dr = πdi ∫ 10 ( f 2 − 1)r dr =
πdi.) Using Hölder’s inequality and (1.4), we get∫ ∣∣det(∇uε)∣∣p/2 dx C .B\B(0,σ )
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εp−2
∫
B\B(0,σ )
∣∣det(∇uε)∣∣p/2 dx → 0. (2.15)
In addition, by Young’s inequality,
εp−2
∫
B(0,σ )
∣∣det(∇uε)∣∣p/2 dx Cεp−2
[ ∫
B(0,σ )
(
f
r
)p
dx+
∫
B(0,σ )
| fr |p dx
]
. (2.16)
Clearly, (1.2) leads to
εp−2
∫
B(0,σ )
| fr |p dx C . (2.17)
By the integral mean value theorem, there exists t0 ∈ (0,1) such that
f (r) = f (0) + r df (t0r)
dr
= r df (t0r)
dr
.
Thus, if writing ξ = t0r, then we get
∫
B(0,σ )
(
f
r
)p
dx 2π
σ∫
0
∣∣∣∣ ddr f (t0r)
∣∣∣∣
p
r dr = 2πt p−20
t0σ∫
0
∣∣ fξ (ξ)∣∣pξdξ  C
∫
B(0,σ )
| fr |p dx.
Inserting this result into (2.16) and using (2.17), we have
εp−2
∫
B(0,σ )
∣∣det(∇uε)∣∣p/2 dx C .
Combining this with (2.15) yields the upper bound of εp−2|det(∇uε)|p/2 in L1(B). Then, we can ﬁnd a Radon measure ω4
such that
lim
ε→0ε
p−2∣∣det(∇uε)∣∣p/2 = ω4, weakly star in C(B).
In view of (2.15), supp(ω4) ⊂ {0}. There exists a constant L4  0 such that ω4 = L4δo .
We claim L4 > 0. By the mean value theorem, there exists ζ ∈ (0,1) such that
2hε∫
hε
(
f
r
)p/2
r dr 
2hε∫
hε
∣∣ f ′(ζ r)∣∣p/2r dr =
2ζhε∫
ζhε
ζ
p
2 −2
∣∣ f ′(r)∣∣p/2r dr. (2.18)
Here the proportion coeﬃcient ζ depends on r. However, we can also bound ζ away from zero. In fact, ζ is close to some
constant ρ ∈ (0,1) when ε → 0 by an analogous argument in [7]. Namely, there exists a suﬃciently small ε0 > 0, such that
as ε ∈ (0, ε0), ζ ∈ (ρ/2, (1+ ρ)/2). Therefore, by (2.18) and (1.5), we have
C∗
2hε∫
hε
∣∣ f ′(r)∣∣p/2r dr 
2hε∫
hε
(
f
r
)p/2
r dr  (1− η)p/2
2hε∫
hε
r1−p/2 dr  C(p,h, η)ε2−p/2.
Here C∗ max{( ρ2 )
p
2 −2, ( 1+ρ2 )
p
2 −2}. Inserting this consequence into the result
∫
B(0,2hε)\B(0,hε)
∣∣det(∇uε)∣∣p/2 dx 2π
(
d(1− η)
2hε
)p/2 2hε∫
hε
∣∣ f ′(r)∣∣p/2r dr,
which can be deduced by (2.14) and (1.5), we have∫
B(0,2hε)\B(0,hε)
∣∣det(∇uε)∣∣p/2 dx C(p,h, η,π,d,ρ)ε2−p .
Thus, L4 > 0 and (1.17) is proved. Theorem 1.1 is complete. 
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In this section, we assume p ∈ (1,2), and uε is the radial minimizer.
Proof of (1.18). Eq. (1.7) implies (1−|uε |
2)2
4ε2
is bounded in L1(B). Thus, there exist a subsequence εk of ε and a Radon
measure ω5, such that
lim
k→0
(1− |uεk |2)2
4ε2k
= ω5, weakly star in C(B).
By (1.8) we can see that supp(ω5) = {0}, and hence
ω5 = L5δo,
where L5 is a constant. Eq. (1.18) is proved. 
Proof of (1.19). Recalling the deﬁnition of a bad disc (cf. [10, §3]), we have
1
ε2
∫
B(0,hε)
(
1− |uε|2
)2
dxμ.
Combining with (1.18) yields the lower bound of L5 in (1.19).
Now, (1.7) is not suﬃciently precise to obtain the upper bound of L5. We shall give an accurate estimate by means of
the idea of Proposition 3.2 in [10]. In fact, we have
Eε(uε, B)min Eε
(
u, B(0, ε)
)+ Eε(eidθ , B \ B(0, ε)) ε2−p min
W
E1(u, B) + 2πd
p
p
1∫
ε
dr
rp−1
,
since uε is a minimizer. On the other hand,
Eε(uε, B)
2πdp
p
1∫
ε
f p
rp−1
dr.
Combining these results and using Young’s inequality, we obtain that for any δ > 2p−1dp ,
2π
4εp
1∫
0
(
1− f 2)2r dr  ε2−p min
W
E1(u, B) + 2πd
p
p
1∫
ε
r−p
(
1− f p)r dr
 ε2−p min
W
E1(u, B) + πd
p
pδεp
1∫
0
(
1− f p)2r dr + πdpδ
2p(p − 1)
(
ε2−p − εp).
Since δ > 2p−1dp is arbitrary, we have
1
4ε2
∫
B
(
1− ∣∣u2ε∣∣)2 dx 14 infδ> 2dpp
minW E1(u, B) + πdpδ2p(p−1)
π
2 − πd
p
pδ
.
Combining with (1.18) yields the upper bound of L5 in (1.19). 
Proof of (1.20). Let τ → 0 in (2.4). Using (5.1) and (5.14) in [10], we have
−
∫
∂BR (0)
|x||∇u|p−2|∂νu|2 ds +
(
1− 2
p
) ∫
BR (0)
|∇u|p dx+ 1
p
∫
∂BR (0)
|x||∇u|p ds
= − 1
4εp
∫
∂BR (0)
|x|(1− |u|2)2 ds + 1
2εp
∫
BR (0)
(
1− |u|2)2 dx, (3.1)
for any R ∈ (0,1].
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lim
ε→0
1
2εp
∫
BR (0)
(
1− |u|2)2 dx = 0. (3.2)
We claim that
lim
ε→0
1
4εp
∫
∂BR (0)
|x|(1− |u|2)2 ds = 0. (3.3)
We use the idea of blowing-up. Set y = xε−1, S = sε−1 and write U (y) = u(x). Then,
1
4εp
∫
∂BR (0)
|x|(1− |u|2)2 ds = ε2−p
4
∫
∂B(0,Rε−1)
|y|(1− |U |2)2 dS, (3.4)
and (1.7) means∫
B(0,Rε−1)\B(0,R(2ε)−1)
(
1− |U |2)2 dy  C . (3.5)
Using (3.5), we can deduce that
inf
r∈[ R2ε , Rε ]
∫
∂B(0,r)
|y|(1− |U |2)2 dS  1| log2|
R
ε∫
R
2ε
dr
|y|
∫
∂B(0,r)
|y|(1− |U |2)2 dS
 1| log2|
∫
B(0,Rε−1)\B(0,R(2ε)−1)
(
1− |U |2)2 dy  C .
Thus, there exists a subsequence εk of ε, such that
lim
k→∞
∫
∂B(0,Rε−1k )
|y|(1− |U |2)2 dS  C .
Combining this with (3.4) yields (3.3).
We claim that
lim
ε→0
∫
∂BR
|x||∇u|p−2|∂νu|2 ds = 0. (3.6)
In view of the radial structure of uε and (1.10), we have
lim
ε→0 f = 1, limε→0 fr = 0, in C
β
loc
(
B \ {0}),
and hence
|∇u|p−2|∂νu|2 =
[
( fr)
2 + d
2
r2
f 2
](p−2)/2
( fr)
2 → 0
at r = R when ε → 0. Thus, (3.6) is proved.
Similarly, we can also use (1.10) to deduce that
lim
ε→0
1
p
∫
∂BR
|x||∇u|p ds = 2π
p
dpR2−p. (3.7)
Inserting the results (3.2), (3.3), (3.6) and (3.7) into (3.1) with ε → 0, we have
lim
ε→0
(
2
p
− 1
) ∫
BR (0)
|∇uε|p dx = 2π
p
dpR2−p.
Consequently, (1.20) is proved. 
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B\Bσ (0)
∣∣det(∇uε)∣∣p/2 dx ( sup
B\Bσ (0)
| fr |p/2
)( ∫
B\Bσ (0)
(
d
r
f
)p/2
dx
)
→ 0 (3.8)
as ε → 0. On the other hand, by (2.14) and (1.6), there holds∫
Bσ (0)
∣∣det(∇uε)∣∣p/2 dx 1
2
[ ∫
Bσ (0)
(
d
r
f
)p
dx+
∫
Bσ (0)
( fr)
p dx
]
 C .
This result, together with (3.8), implies that |det(∇uε)|p/2 is bounded in L1(B), and hence
lim
εk→0
∣∣det(∇uε)∣∣p/2 = ω6, weakly star in C(B),
where ω6 is a Radon measure. Eq. (3.8) implies supp(ω6) ⊂ {0}. Thus, there exists L6  0 such that ω6 = L6δo . In addition,
similar to the proof of L4 > 0, we can also get L6 > 0. Thus, (1.21) is proved. 
Proof of (1.22). From (2.10), we can deduce∫
B(0,hε)
(
1− f 2)α |∇uε|2 dx C . (3.9)
Next, using (1.9) and (1.10), we derive∫
B\B(0,σ )
(
1− f 2)α |∇uε|2 dx ( sup
B\B(0,σ )
(
1− f 2)α)( ∫
B\B(0,σ )
|∇uε|2 dx
)
→ 0 (3.10)
when ε → 0. At last, using (5.4) in [10] and Hölder’s inequality, we obtain that for any γ > 0,∫
B(0,σ )\B(0,hε)
(
1− f 2)α |∇uε|2 dx
 εp−2
∫
B(0,σ )\B(0,hε)
(
1− f 2)α |∇uε|p dx
 εp−2
( ∫
B(0,σ )\B(0,hε)
|∇uε|p+γ dx
) p
p+γ ( ∫
B(0,σ )\B(0,hε)
(
1− f 2)(p+γ )α/γ dx)
γ
p+γ
. (3.11)
For given α > 0, there exists γ1 ∈ (0,1) such that 2γ1p+γ1  α. According to Proposition 3.1 in [9], and by (1.6), it follows
that, for some γ2 ∈ (0,1),( ∫
B(0,σ )\B(0,hε)
|∇uε|p+γ0 dx
) p
p+γ0

∫
B
(|∇uε|2 + 1)p/2 dx C,
where γ0 = min{γ1, γ2}. Inserting this result into (3.11) with γ = γ0 yields∫
B(0,σ )\B(0,hε)
(
1− f 2)α |∇uε|2 dx Cεp−2
( ∫
B(0,σ )\B(0,hε)
(
1− f 2)(p+γ0)α/γ0 dx)
γ0
p+γ0
. (3.12)
Since p is suﬃciently close to 2, we can assume p  2− 2γ0p+γ0 . Noting α 
2γ0
p+γ0 and using (1.7), we can deduce that∫
B(0,σ )\B(0,hε)
(
1− f 2)α |∇uε|2 dx C . (3.13)
Combining (3.9) with (3.10) and (3.13), we obtain that (1− f 2)α |∇uε|2 is bounded in L1(B), and hence
lim
(
1− f 2)α |∇uεk |2 = ω7, weakly star in C(B),εk→0
548 Y. Lei, Y. Xu / J. Math. Anal. Appl. 372 (2010) 538–548where ω7 is a Radon measure. Eq. (3.10) implies supp(ω7) ⊂ {0}. Thus, there exists a constant L7  0 such that ω7 = L7δo .
Using Proposition 2.2 in [10] instead of Proposition 3.1 in [8] in the proof of L3 > 0, we also get L7 > 0. Eq. (1.22) is proved
and the proof of Theorem 1.2 is complete. 
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