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Abstract
This paper deals with syzygies of the ideals of Segre embeddings. Let d ≥ 3 and n1, . . . , nd ∈ N − {0}. We prove that
OPn1×···×Pnd (1, . . . , 1) satisfies Green–Lazarsfeld’s property Np if and only if p ≤ 3.
c© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
Let L be a very ample line bundle on a smooth complex projective variety Y and let ϕL : Y → P(H0(Y, L)∗)
be the map associated to L . It is a natural problem to study the equations defining ϕL(Y ) and also their syzygies
and to wonder when they are as simple as possible, in particular linear. We recall the definition of Property Np of
Green–Lazarsfeld, studied for the first time by Green in [10], see [12]:
Definition 1. Let Y be a smooth complex projective variety and let L be a very ample line bundle on Y defining an
embedding ϕL : Y ↪→ P = P(H0(Y, L)∗); set S = S(L) = ⊕n SymnH0(L), the homogeneous coordinate ring of the
projective space P, and consider the graded S-module M = M(L) = ⊕n H0(Y, Ln); let E∗
0 −→ El −→ El−1 −→ . . . −→ E0 −→ M −→ 0
be a minimal graded free resolution of M ; the line bundle L satisfies Property Np (p ∈ N) if and only if
E0 = S
Ei = ⊕S(−i − 1) for 1 ≤ i ≤ p.
(Thus L satisfies Property N0 if and only if Y ⊂ P(H0(L)∗) is projectively normal; L satisfies Property N1 if and
only if L satisfies N0 and the homogeneous ideal I of Y ⊂ P(H0(L)∗) is generated by quadrics; L satisfies N2 if and
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only if L satisfies N1 and the module of syzygies among quadratic generators Qi ∈ I is spanned by relations of the
form
∑
L iQi = 0, where L i are linear polynomials; and so on.)
The general philosophy is that the “more positive” the line bundle, the longer the part of the resolution given by
linear syzygies, see [10,11,5,17,15,19,9,23] etc. (with some exceptions, see [24]).
In this paper instead, we consider a line bundle which is not a power of another line bundle; to be precise we
consider the case of Segre embeddings, i.e. Y = Pn1 × · · · × Pnd , L = O(1, . . . , 1).
The problem of syzygies of Segre–Veronese embeddings (i.e. the cases Y = Pn1 ×· · ·×Pnd , L = O(a1, . . . , ad)),
also if it deals with the simplest varieties, is not an easy problem and is not yet completely solved. Among the papers
on syzygies of Segre–Veronese embeddings we quote [2,10,14,16,20,18,8,21,22,13].
In the first one, the authors examined some of the cases where the resolution is “pure” i.e. the minimal generators
of each module of syzygies have the same degree. We quote the following results from the other papers:
Case d = 1, i.e. the case of the Veronese embedding:
Theorem 2 (Green [10]). Let a and n be positive integers. The line bundle OPn (a) satisfies Property Na .
Theorem 3 (Birkenhake [1]). If a ≥ 3, the bundle OP2(a) satisfies Property N3a−3.
Theorem 4 (Ottaviani–Paoletti [18]). If n ≥ 2, a ≥ 3 and the bundleOPn (a) satisfies Property Np, then p ≤ 3a−3.
Theorem 5 (Josefiak–Pragacz–Weyman [14]). The bundle OPn (2) satisfies Property Np if and only if p ≤ 5 when
n ≥ 3 and for all p when n = 2.
Besides in [22] we proved that OPn (3) satisfies N4.
(See [18] for a more complete bibliography for the case of the Veronese embedding.)
Case d = 2:
Theorem 6 (Gallego–Purnaprajna [8]). Let a, b ≥ 2. The line bundleOP1×P1(a, b) satisfies Property Np if and only
if p ≤ 2a + 2b − 3.
Theorem 7 (Lascoux–Pragacz–Weyman [16,20]). Let n1, n2 ≥ 2. The line bundle OPn1×Pn2 (1, 1) satisfies Property
Np if and only if p ≤ 3.
More generally Lascoux, Pragacz and Weyman describe completely the resolution of determinantal varieties.
Besides we recall that OP1×Pn (a, 1) satisfies Np∀p and ∀a ∈ N− {0} (see [18]).
Case d ≥ 3:
Theorem 8 (Rubei [21]). Let d ≥ 3. The line bundle OP1×···×P1(1, . . . , 1) (d times) satisfies Property Np if and only
if p ≤ 3.
Theorem 9 (Hering–Schenck–Smith [13]). The line bundleOPn1×···×Pnd (a1, . . . , ad) satisfies Property Nmin{a1,...,ad }.
Here we prove
Theorem 10. Let d ≥ 3 and n1, . . . , nd ∈ N − {0}. The line bundle OPn1×···×Pnd (1, . . . , 1) satisfies Property Np if
and only if p ≤ 3.
(The same proof proves again also that OPn1×Pn2 (1, 1) satisfies Property N3.) Thus we get the following statement
which summarizes the complete study of Property Np for Segre embeddings:
The line bundle OPn1×···×Pnd (1, . . . , 1) satisfies Property N3 and not Property N4 unless we are in one of the
following cases
(a) d = 1
(b) d = 2 and at least one of n1 and n2 is equal to 1
(in these cases it satisfies Property Np ∀p).
The longer part of the proof of Theorem 10 is the proof of the fact thatO(1, . . . , 1) satisfies Property N3. To prove
it, we use a topological approach (by using Theorem 13 below, see [25,3,4]). We point out that the problems that arise
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in proving Theorem 10 are similar to the problems that arise if we try to solve the open problem of the syzygies of
Veronese embeddings.
In [21] we proved that if a line bundle M1 on a variety X1 satisfies N1 but not Np, then p∗1M1⊗ p∗2M2 on X1× X2
does not satisfy Np ∀X2 variety, ∀M2 line bundle on X2 (where pi : X1 × X2 → X i , i = 1, 2, are the projections).
Thus, by the fact that O(1, . . . , 1) does not satisfy N4, we get
Corollary 11. For any X variety and any line bundle L on X, the line bundle p∗1O(1, . . . , 1)⊗ p∗2L on Pn1 × · · · ×
Pnd × X does not satisfy N4 if d ≥ 3 (or d = 2 and n1, n2 ≥ 2), where p1 is the projection onto Pn1 × · · · × Pnd and
p2 is the projection onto X.
In particular OPn1×···×Pnd (a1, . . . , ad) does not satisfy N4 if d ≥ 3 and at least three ai are equal to 1. The last
statement is proved also in the e-print [6] (almost contemporary to the e-print of the present paper) by Eisenbud, Green,
Hulek and Popescu by a different technique, precisely as a corollary of a general result connecting the syzygies of a
linear section of a variety with the syzygies of the variety.
We point out that Segre embeddings of Pn1 × · · · × Pnk are the first case (s = 2) of what we can call “s-slice-
determinantal varieties”, that is varieties which are zero loci of the s × s-determinants of the 2-dimensional “slices”
of a multidimensional matrix.
Finally we remark that the problem of Veronese embeddings is strictly connected with the problem to see whether
Property Np of a line bundle M implies Property Np of a multiple of M and the problem of Segre embeddings is
connected with the problem to see when Property Np of a line bundle M1 on a variety X1 and of a line bundle M2 on
another variety X2 implies Property Np of p∗1M1 ⊗ p∗2M2 (see Remark 26).
2. A preliminary proposition
Proposition 12. Let d, p, n1, . . . , nd ∈ N− {0}.
(a) If OPn1×···×Pnd (1, . . . , 1) does not satisfy Np then OPn1×···×Pni−1×Pn′i×Pni+1×···×Pnd (1, . . . , 1) does not satisfy
Np for every n′i ≥ ni .
(b) Suppose there exists an i in {1, . . . , d} such that ni ≥ p. Then OPn1×···×Pnd (1, . . . , 1) satisfies Np if and only
if OPn1×···×Pni−1×Pp×Pni+1×···×Pnd (1, . . . , 1) satisfies Np.
Proof. First we point out that the idea of the proof arises from the Remark of Section 2 of [10] and Proposition 1.8
in [18].
Let L be a very ample line bundle on a smooth complex projective variety Y . We recall from [11] that L satisfies
Np if and only if
(TorS(L)p (M(L),C))p+q = 0 ∀q ≥ 2
(see Introduction for the notation) and (TorS(L)p (M(L),C))p+q is equal to the homology of the Koszul complex
∧p+1 H0(L)⊗ H0(Lq−1) → ∧p H0(L)⊗ H0(Lq) → ∧p−1 H0(L)⊗ H0(Lq+1).
Now let Y = P(V∨1 ) × · · · × P(V∨d ) for some vector spaces V j and L = O(1, . . . , 1). In our case
(TorS(L)p (M(L),C))p+q is equal to the homology of
(∗V1,...,Vd )
. . . → ∧p+1(V1 ⊗ · · · ⊗ Vd)⊗ Sym(q−1)V1 ⊗ · · · ⊗ Sym(q−1)Vd
α
V1×···×Vd
p+1,q−1−→
∧p(V1 ⊗ · · · ⊗ Vd)⊗ SymqV1 ⊗ · · · ⊗ SymqVd
α
V1×···×Vd
p,q−→
∧p−1(V1 ⊗ · · · ⊗ Vd)⊗ Sym(q+1)V1 ⊗ · · · ⊗ Sym(q+1)Vd
α
V1×···×Vd
p−1,q+1−→ . . .
Let us fix i ∈ {1, . . . , d}; since the maps are GL(Vi )-invariant, (TorS(L)p (M(L),C))p+q is a GL(Vi )-module; thus it
is the direct sum of some Schur representations of GL(Vi ):, to be precise there exists a set A
p,q
Vi
of partitions λ such
that SλVi 6= 0 ∀λ ∈ Ap,qVi and
(TorS(L)p (M(L),C))p+q = ⊕λ∈Ap,qVi Wλ ⊗ S
λVi ,
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where Sλ denotes the Schur functor associated to λ and Wλ is a nonzero vector space (here i is fixed and the sum
is over a set Ap,qVi of partitions depending on p, q and the vector space Vi corresponding to the fixed i). The Young
diagrams of the irreducible subrepresentations of the GL(Vi )-module ∧p(V1 ⊗ · · · ⊗ Vd)⊗ SymqV1 ⊗ · · · ⊗ SymqVd
have at most p + 1 rows (see for instance p. 80 [7]). Thus
(?) also the Young diagrams corresponding to λ ∈ Ap,qVi have at most p + 1 rows.
Besides if V ′i is a vector space with dim(V ′i ) ≥ dim(Vi ), one can easily prove that (see the Remark of Section 2
of [10])
Ap,qVi ⊂ A
p,q
V ′i
(1)
and, by using (?), that, if dim V ′i ≥ dim Vi ≥ p + 1, then
Ap,qVi = A
p,q
V ′i
(2)
(consider an injective map Vi → V ′i and the induced commutative diagram with first row (∗V1,...,Vd ) and second row
(∗V1,...,Vi−1,V ′i ,Vi+1,...,Vd ) and see every term of the two rows as GL(Vi ) and GL(V ′i ) representations respectively).
Formula (1) implies a. Formula (2) implies b. 
3. Syzygies of toric ideals
We recall some facts on toric ideals from [25].
Let k ∈ N. Let A = {a1, . . . , am} with ai ∈ Zk . The toric ideal IA is defined as the ideal in C[x1, . . . , xm]
generated as vector space by the binomials
xu11 . . . x
um
m − xv11 . . . xvmm
for (u1, . . . , um), (v1, . . . , vm) ∈ Nm , with∑i=1,...,m uiai =∑i=1,...,m viai .
We have that IA is homogeneous if and only if there exists ω ∈ Qk such that ω · ai = 1 ∀i = 1, . . . ,m; the rings
C[x1, . . . , xm] and C[x1, . . . , xm]/IA are multigraded by NA via deg xi = ai ; the element xu11 ...xumm has multidegree
b =∑i uiai ∈ NA and degree∑i ui = b · ω; we define deg b = b · ω.
For each b ∈ NA, let ∆b be the simplicial complex on the set A defined as follows:
∆b = {〈F〉|F ⊂ A : b −
∑
a∈F
a ∈ NA}.
The following theorem studies the syzygies of the ideal IA; it was proved by Campillo and Marijuan for k = 1
in [3] and by Campillo and Pison for general k and j = 0 in [4]; the following more general statement is due to
Sturmfels (Theorem 12.12 in [25]).
Theorem 13 (See [25,3,4]). Let A = {a1, . . . , am} with ai ∈ Nk and let IA be the associated toric ideal. Let
0 → En → . . . → E1 → E0 → M → 0
be a minimal free resolution of M = C[x1, . . . , xm]/IA on C[x1, . . . , xm]. Each of the generators of E j has a unique
multidegree. The number of the generators of multidegree b ∈ NA of E j+1 equals the rank of the j-th reduced
homology group H˜ j (∆b,C).
4. Proof of Theorem 10
In all this section d, n1, . . . , nd will be nonzero natural numbers.
Let An1,...,nd be the set of all (X
n1 , . . . , Xnd ) where Xni is a row of length ni + 1 with ni entries equal to 0 and
one entry equal to 1, ∀i ∈ {1, . . . , d}. With the notation of the previous section, we have that IAn1,...,nd is the ideal of
the embedding of Pn1 × · · · × Pnd by O(1, . . . , 1).
By Theorem 13, to prove that the bundle OPn1×···×Pnd (1, . . . , 1) satisfies N3 we have to prove that H˜p−1(∆b) =
0 ∀b ∈ NAn1,...,nd with deg b ≥ p + 2 ∀p ≤ 3.
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Remark 14. Observe that in our case ω = ωd = 1d (1, . . . , 1). Thus, if b ∈ NAn1,...,nd , we have that deg b(= b·ω) = k
if and only if b is the sum of k (not necessarily distinct) elements of An1,...,nd .
Notation 15. • Let N :=∑i=1,...d(ni + 1) (the length of any element of An1,...,nd ).
• The i-th element of the canonical basis of RN will be denoted by ei .
• For any v ∈ RN , vi denotes the i-th coordinate, that is the lower index denotes the coordinate.
• Homologous means homologous in the reduced homology.
• The symbol∼A means homologous in A, i.e. γ ∼A γ ′ means that there exists a chain β in A such that ∂β = γ −γ ′.
• The symbol ∗ denotes the joining.
• Let b ∈ NAn1,...,nd . Let Xb be the following simplicial complex on An1,...,nd :
Xb := ∆b ∪∆(b1−1,b2+1,b3,...) ∪ · · · ∪∆(0,b2+b1,b3,...)
(in the obvious sense that a simplex with vertices in An1,...,nd is a simplex of Xb if and only if it is a simplex of
∆b−ke1+ke2 for some k ∈ {0, . . . , b1}).
Idea of the proof. Roughly speaking the idea of the proof of Theorem 10 is the following: we will fix d and we will
show by induction on
∑
i=1,...,d ni that, if b ∈ NAn1,...,nd with deg b ≥ p + 2, then H˜p−1(∆b) = 0 for p = 2, 3,
which implies the result by Theorem 13 (obviously we already know the result for p = 1): to prove that, we will
show that, if γ is a (p − 1)-cycle in ∆b, then γ ∼Xb γ ′ with γ ′ in ∆(0,b1+b2,b3,...) (Proposition 17); since obviously
the homology of ∆(0,b1+b2,b3,...) is the same as the homology of ∆(b1+b2,b3,...), which is 0 by induction assumption,
we get γ ′∼∆(0,b1+b2,b3,...) 0; in particular γ ′∼Xb 0; thus γ ∼Xb 0; then we will prove that γ ∼Xb 0 implies γ ∼∆b 0
(Proposition 18) and we will conclude.
The main points of the proof of Theorem 10 are Propositions 17 and 18. Before stating them precisely, we need
some other notation.
Observe that ∀b ∈ NAn1,...,nd , a simplex S with vertices in An1,...,nd is a simplex of ∆b if and only if the sum s
of the vertices of S is such that si ≤ bi ∀i = 1, . . . , N . We generalize the definition of the simplicial complex ∆b in
Section 3 in the following way:
Notation 16. Let v ∈ NN . Let ∆v be the following simplicial complex: a simplex S with vertices in An1,...,nd is a
simplex of ∆v if and only if the sum s of the vertices of S is such that si ≤ vi ∀i = 1, . . . , N.
Proposition 17. Let p ∈ {2, 3}. Let b ∈ NAn1,...,nd with deg(b) ≥ p + 2. Let γ be a (p − 1)-cycle in ∆b. If
OPn1×···×Pnd (1, . . . , 1) satisfies Property Np−1, then there exists a cycle γ ′ in ∆(0,b1+b2,b3,...) such that γ ∼Xb γ ′.
Proposition 18. Suppose n1 ≤ 3 and p ∈ {2, 3}. Let b ∈ NAn1,...,nd with deg(b) ≥ p + 2. Let γ be a (p − 1)-cycle
in ∆b. If γ ∼Xb 0 then γ ∼∆b 0.
We show now how Theorem 10 follows from Propositions 17 and 18.
Proof of Theorem 10. By Theorem 13, the bundle OPn1×···×Pnd (1, . . . , 1) satisfies Np if and only if H˜q−1(∆b) = 0
∀b ∈ NAn1,...,nd with deg b ≥ q + 2, ∀q ≤ p.
By Proposition 12(b), to prove that OPn1×···×Pnd (1, . . . , 1) satisfies N3, it is sufficient to prove our statement
when ni ≤ 3 ∀i . We fix d and we prove the statement by induction on ∑i=1,...,d ni ; the first step of induction
(i.e.
∑
i=1,...,d ni = d) is given by Theorem 8.
Now we will show, assuming the induction assumption,
(Ď) ∀p ∈ {2, 3}, if OPn1×···×Pnd (1, . . . , 1) satisfies Np−1, then it satisfies also Np.
Let p ∈ {2, 3} and let b ∈ NAn1,...,nd with deg(b) ≥ p + 2. Let γ be a (p − 1)-cycle in ∆b. We want
to prove that γ ∼∆b 0. By Proposition 17, there exists a cycle γ ′ in ∆(0,b1+b2,b3,...) such that γ ∼Xb γ ′. We
have H˜p−1(∆(0,b1+b2,b3,...)) = H˜p−1(∆(b1+b2,b3,...)) = 0, where the last equality holds by Theorem 13, since
OPn1−1×Pn2×···×Pnd (1, . . . , 1) satisfies Np by induction assumption. Thus γ ′∼∆(0,b1+b2,b3,...) 0. In particular γ ∼Xb 0
and then, by Proposition 18, we have that γ ∼∆b 0. By Theorem 13, this concludes the proof of (Ď).
We already know thatOPn1×···×Pnd (1, . . . , 1) satisfies N1. Then, by applying (Ď) with p = 2, we get that it satisfies
also N2 and, by applying again (Ď) with p = 3, we get that it satisfies also N3.
Finally, by Theorem 8 and Proposition 12(a), we get that OPn1×···×Pnd (1, . . . , 1) does not satisfy N4 if d ≥ 3. 
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Now we will prove Propositions 17 and 18.
Lemma 19. Let c ∈ NAn1,...,nd with deg(c) ≥ 4. Then H˜0(∆c−ei ) = 0 ∀i .
Proof. Let P, Q ∈ ∆c−ei . Then we can find s ∈ NAn1,...,nd with deg(s) ≥ 3 such that si ≤ ci ∀i and P, Q ∈ ∆s ;
sinceOPn1×···×Pnd (1, . . . , 1) satisfies Property N1 we have that H˜0(∆s) = 0; thus there is an 1-cycle η in∆s and then
in ∆c−ei such that ∂η = P − Q. 
Notation 20. Let b ∈ NAn1,...,nd and let p ∈ N, p ≥ 2. Let γ be a (p − 1)-cycle in Xb.
For every vertex a in γ , let Sa,γ be the set of simplexes of γ with vertex a and µa,γ be the (p − 2)-cycle such that
a ∗ µa,γ =∑τ∈Sa,γ τ . For a˜ ∈ An1,...,nd , let
αa,a˜,γ = (a − a˜) ∗ µa,γ .
Proof of Proposition 17. We order in some way the (finite) vertices of γ with nonzero first coordinate: a1, . . . , ar .
Let a˜ j = (0, a j2 + a j1 , a j3 , a j4 , . . .) for j = 1, . . . , r . The idea of the proof is to modify γ “by making it pass through
the a˜ j instead of the a j” (by summing cycles αa j ,a˜ j ).
First observe that obviously αa1,a˜1,γ ∼Xb 0, because µa1,γ is in ∆b−a1 and
H˜p−1((a1 − a˜1) ∗∆b−a1) = H˜p−2(∆b−a1) = 0
(since OPn1×···×Pnd (1, . . . , 1) satisfies Property Np−1 by assumption). Thus
γ1 := γ + αa1,a˜1,γ
is homologous to γ in Xb.
We define by induction
γ j := γ j−1 + αa j ,a˜ j ,γ j−1
for j = 2, . . . , r . Obviously γr is in ∆(0,b1+b2,b3,...); thus, if we prove that γr ∼Xb γ , we may define γ ′ = γr and
conclude the proof of the proposition. In order to prove that γr ∼Xb γ , we will prove that αa j ,a˜ j ,γ j−1 ∼Xb 0 for
j = 2, . . . , r .
Observe that µa j ,γ j−1 is in
∪ε∈{0,...,(b−a j )1}∆b−a j−εe1+εe2 .
We can find some cycles θε in ∆b−a j−εe1+εe2 for ε ∈ {0, . . . , (b − a j )1} such that
µa j ,γ j−1 =
∑
ε∈{0,...,(b−a j )1}
θε
in fact: if p = 2 the statement is obvious; let p = 3; let σ0 be the sum of the simplexes of µa j ,γ j−1 in∆b−a j and not in
∆b−a j−e1 ; ∂σ0 is in∆b−a j−e1 , then, by Lemma 19, there exists σ
′
0 in∆b−a j−e1 such that ∂σ
′
0 = ∂σ0; let θ0 = σ0−σ ′0;
now µa j ,γ j−1 − θ0 is in
∪ε∈{1,...,(b−a j )1}∆b−a j−εe1+εe2
and we can go on analogously: let σ1 be the sum of the simplexes of µa j ,γ j−1 − θ0 in ∆b−a j−e1+e2 and not in
∆b−a j−2e1 . . ..
Since deg(b − a j − εe1 + εe2) ≥ p + 1 and OPn1×···×Pnd (1, . . . , 1) satisfies Np−1 (by assumption) we have
H˜p−2(∆b−a j−εe1+εe2) = 0, thus θε ∼ 0 in∆b−a j−εe1+εe2 and then (a j − a˜ j ) ∗ θε ∼Xb 0; therefore αa j ,a˜ j ,γ j−1 ∼Xb 0.
Thus we have proved that γr ∼Xb γ . 
Definition 21 (See Fig. 1). Let p ∈ N and β ∈ NAn1,...,nd . We say that η is a UFO for the coordinate r of dimension
p in ∆β with axis 〈a1, . . . , at 〉 (for short a UFOrt,p+1(a1, . . . , at ,∆β)) if it is a p-chain in ∆β and there exists a
(p − t)-cycle Cη and a1, . . . , at distinct vertices in ∆β with
(a1 + · · · + at )r = βr (a j )r > 0 ∀ j = 1, . . . , l
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Fig. 1. How a UFO2,4(a1, a2) looks like (Cη is in boldface).
such that
η = 〈a1, . . . , at 〉 ∗ Cη.
We will denote the axis 〈a1, . . . , at 〉 by χη.
(Sometimes we will omit some index when it will be obvious.)
Observe, if η is a UFO for the r -th coordinate as above, we have that ∂η ⊂ ∆β−er and obviously ∂η∼∆β 0. The
idea of the proof of Proposition 18 is to prove that the border of a UFO for the r -th coordinate in ∆β is always
homologous to 0 in ∆β−er+el∀r, l ∈ {1, . . . , N }.
We have to distinguish various cases according to the number of the vertices of the axis.
Lemma 22 (UFOp+1,p+1, UFOp,p+1, UFO1,p+1). Let p ∈ N − {0} and r, l ∈ {1, . . . , N } with r 6= l. Let
β ∈ NAn1,...,nd with degβ ≥ p + 2. Let η be a UFOrt,p+1(a1, . . . , at ,∆β).
If t ∈ {p + 1, p, 1} then ∂η∼∆β+el−er 0.
Proof. We have to prove that there exists a p-chain η˜ in ∆β+el−er with ∂η˜ = ∂η.
Case t = p + 1. Since degβ ≥ p + 2 and η is a simplex with p + 1 vertices (the simplex 〈a1, . . . , a p+1〉), then
there exists x ∈ An1,...,nd such that x ∗ η ⊂ ∆β . Since (a1 + · · · + a p+1)r = βr then xr = 0. Take η˜ := x ∗ ∂η.
Case t = p. If degβ ≥ p + 3 then deg(β − a1 . . .− a p) ≥ 3, therefore H˜0(∆β−a1...−a p ) = 0, thus there exists γ
such that ∂γ = Cη and we can take η˜ = γ ∗ ∂χη.
Thus we can suppose degβ = p + 2. Since Cη is a 0-cycle it is sufficient to prove the statement when
Cη = P − Q for some P, Q ∈ An1,...,nd with P = Q + ei − e j for some i and j (in fact we can write Cη as∑
s(−1)s Ps with Ps+1 obtained from Ps by adding 1 to a coordinate and by subtracting 1 from another coordinate).
Let x = β − a1 . . .− a p − P and y = β − a1 . . .− a p − Q. Since (a1 + · · · + a p)r = βr we have xr = yr = 0.
Suppose first i, j 6∈ {l, r}. Let z = x + el − e j . The chain η˜ = z ∗ ∂η is in ∆β+el−er and ∂η˜ = ∂η.
Suppose now j 6∈ {l, r} and i = l. Then η˜ := y ∗ ∂η is in ∆β+el−er and ∂η˜ = ∂η.
Case t = 1. Let a˜1 = a1 + el − er ; take η˜ = a˜1 ∗ Cη. 
Lemma 23. Let p ∈ N − {0} and r ∈ {1, . . . , N } Let β ∈ NAn1,...,nd and degβ ≥ p + 2. Let η be a
UFOrt,p+1(a1, . . . , at ,∆β). If Cη = ∂σ where σ is a simplex (with p + 2 − t vertices) in ∆β−a1−···−at , then
∂η∼∆β−er 0.
Proof. We have to prove that there exists a p-chain η˜ in ∆β−er with ∂η˜ = ∂η. Since η = χη ∗ Cη = χη ∗ ∂σ , then
∂η = ∂χη ∗ ∂σ = ∂(∂χη ∗ σ).
Take η˜ = ∂χη ∗ σ . 
Lemma 24 (UFO2,4). Let p ∈ N−{0}. Let β ∈ NAn1,...,nd with degβ ≥ 5. Let η be a UFO22,4(a1, a2,∆β). If n1 ≤ 3
then ∂η∼∆β+e1−e2 0.
Proof. Observe Cη is an 1-cycle and obviously β2 = 2, since η is a UFO22,4(∆β).• Case where at least one of the first n1 + 1 coordinates of β except the second one is ≥2, say βi ≥ 2.
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Observe that (β − a1 − a2)i = βi ≥ 2, since only one of the first n1 + 1 coordinates of any element of An1,...,nd is
nonzero (and thus equal to 1) and the unique nonzero coordinate of the first n1 + 1 coordinates of a1 and a2 must be
the second one.
We can suppose Cη is in ∆β−a1−a2−ei , in fact: if 〈T1, T2〉 is a simplex of Cη and (T1 + T2)i = (β − a1 − a2)i ,
then (T1)i and (T2)i are nonzero (and thus precisely 1), since the coordinates of the elements of An1,...,nd are ≤ 1
and (β − a1 − a2)i ≥ 2; by Lemma 23, we can replace 〈T1, T2〉 with 〈T1, P〉 + 〈P, T1〉 where P is such that
〈P, T1, T2〉 ∗ 〈a1, a2〉 ⊂ ∆β . Thus η is ∆β−ei .
Let λ := 〈a2, a˜1〉∗Cη, where a˜1 = a1−e2+e1; λ is in∆β−e2+e1 ; thus ∂η is homologous to ∂(η+λ) in∆β−e2+e1 ;
but
∂(η + λ) = (a1 − a˜1) ∗ Cη = (a1 − a˜2 + a˜2 − a˜1) ∗ Cη = ∂((−〈a1, a˜2〉 − 〈a˜2, a˜1〉) ∗ Cη)
where a˜2 = a2 − e2 + ei ; since (〈a1, a˜2〉 + 〈a˜2, a˜1〉) ∗ Cη ⊂ ∆β−e2+e1 , we conclude.• Case where the first n1 + 1 coordinates of β except the second one are ≤1.
In this case, since n1 ≤ 3 and deg(β) ≥ 5, we have that all the first n1 + 1 coordinates except the second one are
equal to 1 (and n1 = 3 and deg(β) = 5). In particular β1 = 1.
Let λ := 〈a2, a˜1〉∗Cη, where a˜1 = a1−e2+e1; λ is in∆β−e2+e1 ; thus ∂η is homologous to ∂(η+λ) in∆β−e2+e1 ;
but ∂(η+λ) = (a1− a˜1)∗Cη = (a1− a˜2+ a˜2− a˜1)∗Cη = ∂((−〈a1, a˜2〉−〈a˜2, a˜1〉)∗Cη) where a˜2 = a2− e2+ e1.
If every vertex of Cη has its first coordinate equal to 0, then η ⊂ ∆β−e1 and (〈a1, a˜2〉+ 〈a˜2, a˜1〉)∗Cη ⊂ ∆β−e2+e1
and we conclude.
Suppose there is a vertex V of Cη with first coordinate equal to 1 (observe that then, if 〈P, V 〉 is a simplex in Cη,
then P1 = 0); then the simplexes of (〈a1, a˜2〉+〈a˜2, a˜1〉)∗Cη not in∆β−e2+e1 (which are the simplexes of 〈a˜2, a˜1〉∗Cη
not in ∆β−e2+e1 ) form some UFO13,4(∆β−2e2+2e1); thus by the case t = p of Lemma 22 we can prove that
∂((〈a1, a˜2〉 + 〈a˜2, a˜1〉) ∗ Cη)∼∆β−e2+e1 0
and this finishes the proof. 
Corollary 25. Suppose n1 ≤ 3 and p ∈ {2, 3}. Let β ∈ NAn1,...,nd and degβ ≥ p + 2. If η is a p-chain in ∆β with
∂η in ∆β−e2 , then ∂η∼∆β+e1−e2 0.
Proof. To prove the statement, is sufficient to prove it when η is a UFO2t,p+1 for t = 1, . . . , p + 1, p ∈ {2, 3} since η
is a sum of UFO2t,p+1 for t = 1, . . . , p + 1, p ∈ {2, 3}. Thus our statement follows from Lemmas 22 and 24. 
Proof of Proposition 18. We will show that if γ is a (p− 1)-cycle in∆b with γ = ∂η with η in ∪ε=0,...,k ∆b−εe1+εe2
for some k ≤ b1, then we can construct η′ in ∪ε=0,...,k−1∆b−εe1+εe2 such that ∂η′ = γ (this obviously implies
Proposition 18): let ν be the sum of the simplexes of η in ∆b−ke1+ke2 and not in ∆b−ke1+(k−1)e2 ; ∂ν is in
∆b−ke1+(k−1)e2 ; by Corollary 25 ∂ν = ∂ν′ for some ν′ in ∆b−(k−1)e1+(k−1)e2 let η′ = η − ν + ν′; η′ is in∪ε=0,...,k−1∆b−εe1+εe2 and ∂η′ = ∂η = γ . 
5. A final remark
Remark 26. Obviously the problem of Veronese embeddings is strictly connected with the problem to see whether
Property Np of a line bundle M on a variety X implies Property Np of a multiple of M . One can prove that if M
satisfies Np and a ≥ p then Ma satisfies Np (see [23]). Not by chance, if we take M = OPn (1) we deduce Green’s
Theorem 2. Besides we observe that if M is a line bundle on a variety X satisfying N1, then by the commutative
diagram
X → P(H0(X,M)∨)
↓ ↓
P(H0(X,Ma)∨) → P(SymaH0(X,M)∨)
we can see the image of X embedded by Ma , ϕMa (X), as a section of the Veronese variety ϕO(a)(P(H0(X,M)∨))
with a linear subspace.
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Analogously the problem of Segre embeddings is connected with the problem to see when Property Np of a line
bundle M1 on a variety X1 and of a line bundle M2 on another variety X2 implies Property Np of p∗1M1 ⊗ p∗2M2
where pi : X1 × X2 → X i , i = 1, 2, are the projections.
On the subject we know only that if M1 is a line bundle on a variety X1 and M2 is a line bundle on another variety
X2, both satisfying N1 and M1 does not satisfy Np for some p ≥ 2, then p∗1M1⊗ p∗2M2 does not satisfy Property Np
either (see [21]).
The Segre embedding supplies an example of X1, X2,M1,M2, p such that M1 and M2 satisfy Property Np and
p∗1M1 ⊗ p∗2M2 doesn’t.
Finally observe that, if M1 and M2 are two line bundles respectively on X1 and X2 satisfying N1 then, by
considering again a commutative diagram
X1 × X2 → P(H0(X1,M1)∨)× P(H0(X2,M2)∨)
↓ ↓
P(H0(X1 × X2, p∗1M1 ⊗ p∗2M2)∨) ' P((H0(X1,M1)⊗ H0(X2,M2))∨)
we can see the image of X1 × X2 embedded by p∗1M1 ⊗ p∗2M2 as a section of the image of the Segre embedding
P(H0(X1,M1)∨)× P(H0(X2,M2)∨) → P((H0(X1,M1)⊗ H0(X2,M2))∨) with some quadrics.
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