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Re´sume´
On compte le nombre d’intervalles dans les treillis de Tamari. On utilise
pour cela une description re´cursive de l’ensemble des intervalles. On in-
troduit ensuite une notion d’intervalle nouveau dans les treillis de Tamari
et on compte les intervalles nouveaux. On obtient aussi l’inverse de deux
se´ries particulie`res dans un groupe de se´ries formelles en arbres.
Abstract
We enumerate the intervals in the Tamari lattices. For this, we in-
troduce an inductive description of the intervals. Then a notion of “new
interval” is defined and these are also enumerated. A a side result, the
inverse of two special series is computed in a group of tree-indexed series.
0 Introduction
Les treillis de Tamari sont des ordres partiels remarquables, lie´s aux poly-
topes de Stasheff (associae`dres). On peut notamment les re´aliser comme l’ordre
induit par une forme line´aire particulie`re sur l’ensemble des sommets d’une cer-
taine version du polytope de Stasheff. Ils ont e´te´ re´cemment ge´ne´ralise´s par
Reading [8], qui a introduit des treillis dits cambriens, associe´s aux carquois sur
les diagrammes de Dynkin. Dans ce contexte, les treillis de Tamari correspon-
dent aux carquois de type A e´qui-oriente´s.
L’objectif principal de cet article est de compter les intervalles dans les treillis
de Tamari. On y parvient en obtenant une description re´cursive comple`te de
l’ensemble des intervalles. On montre ainsi l’existence d’une formule close pour
le nombre d’intervalles.
Un objectif secondaire est de compter ceux parmi les intervalles qui ne provi-
ennent pas de treillis de Tamari d’indice infe´rieur par une sorte d’“induction”.
En termes ge´ome´triques, ce sont ceux qui ne sont pas contenus dans une des
facettes du polytope de Stasheff. On les appelle les intervalles nouveaux, et on
de´montre aussi une formule close pour le nombre d’intervalles nouveaux.
Il est assez remarquable que ces nombres d’intervalles et d’intervalles nou-
veaux apparaissent aussi ensemble dans l’article [3] dont le sujet est l’e´nume´ration
de certaines classes de cartes planes.
Par ailleurs, on calcule l’inverse de deux e´le´ments particuliers dans un groupe
de se´ries formelles en arbres lie´ a` l’ope´rade dendriforme. Ces se´ries sont des raf-
finements de la se´rie ge´ne´ratrice usuelle des nombres d’intervalles. La de´couverte
de ces inverses a e´te´ la cle´ de la description re´cursive des intervalles.
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Fig. 1 – Les treillis de Tamari Y3 et Y4
L’utilisation du syste`me de calcul formel MuPAD a e´te´ cruciale dans la
recherche qui a abouti a` cet article.
1 Les treillis de Tamari
Un arbre binaire plan est un graphe fini plan connexe et simplement
connexe, dont les sommets ont pour valence 1 ou 3, muni d’un sommet de
valence 1 distingue´ appele´ la racine. Les autres sommets de valence 1 sont
appele´s les feuilles, les sommets de valence 3 sont appele´s sommets internes.
On dessine les arbres binaires plans avec les feuilles en haut et la racine en bas.
Soit Yn l’ensemble des arbres binaires plans a` n sommets internes. Le cardinal
de Yn est le nombre de Catalan cn =
1
n+1
(
2n
n
)
. Pour n = 1, il y a un seul arbre
binaire plan, qui sera note´ Y. Sauf mention explicite du contraire, on conside`re
toujours qu’un arbre binaire plan a au moins un sommet interne. L’utilisation
e´ventuelle de l’arbre trivial a` une feuille, note´ |, sera toujours explicite´e.
Le treillis de Tamari est un ordre partiel sur l’ensemble Yn, introduit par
Tamari [4]. Cet ordre partiel est de´fini comme suit : un arbre T est plus grand
qu’un arbre S si on peut passer de S a` T par une suite d’ope´rations consistant
a` remplacer localement la configuration par la configuration . Le treillis Y1
a un seul e´le´ment : Y. Le treillis Y2 est juste ≤ . La figure 1 repre´sente les
diagrammes de Hasse des treillis Y3 et Y4.
1.1 Structures alge´briques
On de´finit des ope´rations / et \ sur les arbres binaires plans (y compris
l’arbre trivial |) : S/T est obtenu en identifiant la racine de S avec la feuille la
plus a` gauche de T ; S\T est obtenu en identifiant la racine de T avec la feuille
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la plus a` droite de S. Ces ope´rations sont clairement associatives. Par exemple
Y/Y = et Y\Y = .
On conside`re l’espace vectoriel gradue´ Y ayant pour base Yn en degre´ n ≥ 1
et l’arbre trivial | en degre´ 0. On peut e´tendre les ope´rations / et \ par line´arite´.
Sur Y, on dispose donc de deux produits associatifs. Un troisie`me produit
associatif existe, qui sera note´ ∗, et qui peut eˆtre de´fini comme suit :
S ∗ T =
∑
S\T≤U≤S/T
U, (1)
ou` la relation d’ordre est celle du treillis de Tamari. L’arbre trivial | est une
unite´ pour les trois produits.
On va aussi utiliser l’ope´ration S ∨ T de´finie par la greffe de S a` gauche et
de T a` droite sur les deux feuilles de Y.
Pour plus de de´tails sur ces structures alge´briques, on renvoie le lecteur a`
[7].
2 E´nume´ration des intervalles
Soit In l’ensemble des intervalles dans le treillis de Tamari Yn.
En comptant les intervalles dans les premiers treillis de Tamari, on obtient
que les premiers termes de la suite |In| sont, pour n ≥ 1,
1, 3, 13, 68, 399, 2530, etc. (2)
Une consultation de l’encyclope´die des suites [9] me`ne imme´diatement a`
conjecturer le re´sultat suivant.
The´ore`me 2.1 Le nombre d’intervalles dans le treillis de Tamari Yn est
|In| =
2(4n+ 1)!
(n+ 1)!(3n+ 2)!
. (3)
Preuve. Il s’agit de calculer la se´rie ge´ne´ratrice
φ =
∑
n≥1
|In|y
n = y + 3y2 + 13y3 + . . . (4)
Pour cela, on introduit un parame`tre supple´mentaire. Si T est un arbre
binaire plan dans Yn, on note L(T ) le nombre de segments le long du bord
gauche de T . Par exemple L(Y) = 2, L( ) = 3 et L( ) = 2.
On conside`re alors la se´rie ge´ne´ratrice raffine´e
Φ =
∑
n≥1
∑
[S,T ]∈In
xL(T )yn = x2y+(2x3 +x2)y2+(5x4+5x3 +3x2)y3+ . . . , (5)
ou` la variable x tient compte compte du parame`tre L pour le maximum T de
l’intervalle [S, T ]. Bien suˆr, on retrouve φ en posant x = 1 dans Φ.
On montre de fac¸on combinatoire dans les sections 3, 4 et 5 que Φ ve´rifie
Φ = x2y (1 + Φ/x)
(
1 +
(
Φ− φ
x− 1
))
. (6)
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En isolant φ dans un membre, on obtient
φ = Φ + x− 1 +
1
y
(
1
x
−
Φ + 1
Φ + x
)
, (7)
et comme φ ne de´pend pas de x, le membre de droite est constant en la variable
x. Il en re´sulte que Φ est de´termine´e par l’e´quation diffe´rentielle ordinaire
∂xΦ =
(x+Φ)2(1/x2 − y)− 1− Φ
1− x+ y(x+Φ)2
(8)
et la condition initiale Φ = 0 en x = 0, car tout arbre binaire plan a au moins
deux segments sur son bord gauche.
On en de´duit que Φ ve´rifie l’e´quation alge´brique suivante :
0 = x4y4Φ8 + (4 y3x3 + 8 x5y4 − y3x4)Φ7+
(−3 y2x3 + 32 y3x4 + 6 y2x2 + 28 x6y4 − 3 x5y3)Φ6+
(56 x7y4 + 3 x6y3 + (108 y3 − 3 y2)x5 − 39 x4y2 + 40 y2x3 − 3 x2y + 4 xy)Φ5+
(1 + 70 x8y4 + 25 x7y3 + (200 y3 − 9 y2)x6 − 146 x5y2+
(116 y2 + 21 y)x4 − 33 x3y + 16 x2y − x)Φ4+
(56 x9y4 + 45 x8y3 + (−6 y2 + 220 y3)x7 + (−254 y2 − 3 y)x6+
(184 y2 + 66 y)x5 − 77 x4y + (−3 + 20 y)x3 + 3 x2)Φ3+
(28 x10y4 + 39 x9y3 + (6 y2 + 144 y3)x8 + (−231 y2 − 5 y)x7+
(166 y2 + 68 y)x6 + (−3− 67 y)x5 + (3 + 8 y)x4)Φ2+
(8 x11y4+17 x10y3+(52 y3+9 y2)x9+(−y− 107 y2)x8+(−1+80 y2+22 y)x7+
(1−20 y)x6)Φ+x12y4+3 x11y3+(3 y2+8 y3)x10+(y−20 y2)x9+(16 y2−y)x8.
(9)
En effet, la solution de cette e´quation alge´brique ve´rifie l’e´quation diffe´rentielle
(8) et la condition initiale.
On en de´duit par spe´cialisation en x = 1 (et simplification par factorisation)
que φ ve´rifie l’e´quation alge´brique suivante :
y3φ4 + (4 y + 3) y2φ3 +
(
6 y2 + 17 y + 3
)
yφ2
+
(
4 y3 + 25 y2 − 14 y + 1
)
φ+ y
(
y2 + 11 y − 1
)
= 0. (10)
Pour en de´duire les coefficients de φ, on peut utiliser comme suit les re´sultats
de [3] dans le cas a = b = 1. En posant φ = τ(1− τ − τ2) dans (10), on obtient
que τ ve´rifie τ = y(1 + τ)4. On calcule alors les coefficients de φ par inversion
de Lagrange. Ceci termine la de´monstration du The´ore`me.
3 De´composition des intervalles
L’objet de cette section est l’obtention d’une description par re´currence sur
n des intervalles.
Lemme 3.1 Il existe une unique de´composition maximale de chaque arbre bi-
naire plan T en T1/T2/ . . . /Tk.
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S T arbre plan associé
Fig. 2 – Un intervalle dans Y9
Preuve. Clair, par de´coupe de chaque segment le long du bord gauche.
Un arbre binaire plan T est dit inde´composable si sa de´composition max-
imale a un seul terme.
E´tant donne´ un arbre binaire plan T , on de´finit une composition c(T ) =
(c1, . . . , ck) ou` ci est le nombre de sommets internes de Ti dans la de´composition
maximale de T .
Soient S et T deux arbres binaires plans, et soient (Si)i et (Ti)i leurs
de´compositions maximales respectives.
Lemme 3.2 Si S ≤ T , alors ou bien la composition c(S) est strictement plus
grossie`re que c(T ) ou bien c(S) = c(T ) et on a Si ≤ Ti pour tout i.
Preuve. Il suffit de le montrer pour les relations e´le´mentaires locales ( ≤ )
qui engendrent l’ordre dans les treillis de Tamari. Si cette relation est utilise´e
dans un des termes de la de´composition, la composition c ne change pas et l’ordre
est respecte´ dans chaque terme, avec changement seulement dans un terme. Si
la relation est utilise´e a` la liaison entre deux termes, le long du bord gauche,
alors il y a fusion des deux termes conse´cutifs implique´s en un seul terme, donc
la composition devient strictement plus grossie`re et ne peut que le rester.
Par exemple, dans la figure 2, c(S) = (2, 7) et c(T ) = (1, 1, 2, 4, 1).
Lemme 3.3 Soient S = S1/ . . . /Sk et T = T1/ . . . /Tk deux arbres binaires
plans. On ne suppose pas que ces de´compositions sont maximales. On suppose
que |Si| = |Ti| pour tout i. Alors S ≤ T si et seulement si Si ≤ Ti pour tout i.
Preuve. Clairement Si ≤ Ti pour tout i entraˆıne S ≤ T . Montrons la re´ciproque.
Choisissons une chaˆıne de relations d’ordre e´le´mentaires de S a` T . Si une e´tape
de cette chaˆıne se trouve le long du bord gauche a` la liaison entre deux termes
de la de´composition de T fixe´e, la composition associe´e deviendrait strictement
plus grossie`re par le lemme pre´ce´dent, donc la composition associe´e a` S serait
strictement plus grossie`re que celle de T , ce qui contredit l’hypothe`se. Donc
toutes les e´tapes de la chaˆıne se produisent a` l’inte´rieur d’un des termes de la
de´composition de T fixe´e et la relation d’ordre se factorise.
E´tant donne´ deux intervalles J et K, on peut de´finir un nouvel intervalle
J/K avec min(J/K) = min(J)/min(K) et max(J/K) = max(J)/max(K).
Proposition 3.4 Il existe une unique de´composition maximale de chaque in-
tervalle I en I1/I2/ . . . /Ik.
Preuve. Soit S1/ . . . /Sk la de´composition maximale du minimum S de I. Par
le Lemme 3.2, la de´composition maximale du maximum T de I est plus fine que
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sintervalle J et segment s
intervalle indécomposable Y *s J
Fig. 3 – Un intervalle inde´composable
celle de S. Donc on peut en particulier de´composer le maximum T comme le
minimum S. Alors, chaque terme de la de´composition de S est plus petit que
chaque terme de T , par le Lemme 3.3.
Toute autre de´composition est un grossissement de celle-ci. En effet, elle est
ne´cessairement un grossissement pour le minimum S.
Dans l’exemple de la figure 2, la de´composition maximale a deux termes,
ayant respectivement 2 et 7 sommets internes.
On appelle intervalle inde´composable un intervalle dont la de´composition
maximale a un seul terme. On remarque que les intervalles inde´composables sont
exactement ceux dont le minimum est inde´composable.
4 Description des intervalles inde´composables
E´tant donne´ un intervalle J et un segment s du bord gauche de son maximum
max(J), on peut de´finir un nouvel intervalle Y∗sJ ou` max(Y∗sJ) est obtenu en
rajoutant a` gauche une areˆte sur l’areˆte s de max(J) et min(Y ∗s J) est obtenu
en rajoutant a` gauche une areˆte sur l’areˆte racine de min(J). On peut aussi
e´crire min(Y ∗s J) = Y\min(J). Pour justifier que ceci est bien un intervalle, on
a les relations
Y\min(J) ≤ Y\max(J) ≤ max(Y ∗s J), (11)
ou` la seconde relation est obtenue par une suite de relations e´le´mentaires faisant
remonter l’areˆte gauche le long du bord gauche de max(J), jusqu’a` atteindre le
segment s.
En particulier, l’e´le´ment min(Y ∗s J) est inde´composable, donc l’intervalle
Y ∗s J est inde´composable. Voir la figure 3 pour une illustration de cette con-
struction.
Proposition 4.1 Tout intervalle inde´composable I est ou bien [Y,Y] ou bien
de la forme Y ∗s J pour un certain intervalle J et un segment s du bord gauche
de max(J), uniquement de´termine´s.
Preuve. Excluons le cas de l’intervalle [Y,Y].
Ne´cessairement le minimum de I est de la forme Y \S pour un certain arbre
S. On peut aussi de´finir un arbre T en enlevant l’areˆte gauche dans le maximum
de I.
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Montrons que S ≤ T . Prenons une chaˆıne de relations e´le´mentaires de min(I)
a` max(I). Dans cette chaˆıne, certaines e´tapes font intervenir l’areˆte la plus a`
gauche. Si on enle`ve ces e´tapes, on obtient une chaˆıne de relations e´le´mentaires
de S a` T .
Donc on peut enlever l’areˆte la plus a` gauche du minimum et du maximum
de I pour obtenir un nouvel intervalle J = [S, T ].
Pour reconstituer de manie`re unique I, il suffit de se donner J et le segment
s sur le bord gauche de max(J) sur lequel se trouvait l’areˆte enleve´e.
5 E´quation fonctionnelle
On de´duit de la section pre´ce´dente une e´quation fonctionnelle pour Φ.
Soit θ la se´rie ge´ne´ratrice des nombres d’intervalles inde´composables :
θ =
∑
n≥1
∑
[S,T ]∈In
inde´c.
yn = y + 2y2 + 8y3 + 41y4 + . . . , (12)
et soit Θ la se´rie ge´ne´ratrice raffine´e correspondante :
Θ =
∑
n≥1
∑
[S,T ]∈In
inde´c.
xL(T )yn = x2y + (x3 + x2)y2 + (2x4 + 3x3 + 3x2)y3 + . . . (13)
Alors on a les relations suivantes. Par la de´composition unique d’un intervalle
en intervalles inde´composables (Prop. 3.4), on a
Φ = Θ+ ΦΘ/x. (14)
Par la description des intervalles inde´composables (Prop. 4.1) et la de´finition
de la fonction L, on a
Θ = x2y + y Φ˜, (15)
ou` Φ˜ est obtenu est remplac¸ant chaque xk dans Φ par x2+ · · ·+xk+1. Ceci peut
s’e´crire
Θ = x2y + x2y
(
Φ− φ
x− 1
)
. (16)
On a donc la relation fonctionnelle suivante :
Φ = x2y (1 + Φ/x)
(
1 +
(
Φ− φ
x− 1
))
. (17)
6 Se´ries formelles en arbres binaires plans
Cette section fait intervenir explicitement des notions alge´briques plus so-
phistique´es : l’ope´rade dendriforme (due a` Loday [6]) et le groupe de se´ries
formelles associe´. Les re´sultats de cette section ne sont pas utilise´s dans le reste
de l’article. On renvoie le lecteur aux articles [2, 7] pour la notion d’ope´rade et
pour le groupe associe´.
Soit Φ la se´rie ge´ne´ratrice des nombres d’intervalles selon leur maximum :
Φ =
∑
n≥1
∑
[S,T ]∈In
T = Y + 2 + + . . . (18)
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et Θ la se´rie ge´ne´ratrice similaire des intervalles inde´composables :
Θ =
∑
n≥1
∑
[S,T ]∈In
[S,T ] inde´c.
T = Y + + + . . . (19)
Par la de´composition unique en intervalles inde´composables (Prop. 3.4), on
a
Φ = Θ+Φ/Θ. (20)
Par la description des intervalles inde´composables (Prop. 4.1), on a
Θ = Y + Y ∗Φ. (21)
En effet, l’action du produit a` gauche par Y est pre´cise´ment de faire la somme
sur les arbres obtenus en rajoutant un areˆte a` gauche sur chaque segment du
bord gauche.
On a obtenu la proposition ci-dessous.
Proposition 6.1 On a l’e´quation fonctionnelle suivante :
Φ = Y +Φ/Y + Y ∗Φ+Φ/(Y ∗Φ). (22)
Cette relation caracte´rise la se´rie Φ.
Ceci a pour conse´quence les propositions ci-dessous.
Proposition 6.2 L’inverse de la se´rie Y − dans le groupe GDend des se´ries
formelles en arbres binaires plans est la se´rie Y + ◦1 Φ.
Preuve. Par la de´finition de la loi de groupe de GDend, on doit montrer
(Y) ◦1 (Y + ◦1 Φ)−
(
◦2 (Y + ◦1 Φ)
)
◦1 (Y + ◦1 Φ) = Y. (23)
Par line´arite´ et comme Y est une unite´ pour les compositions ◦, ceci devient
Y+ ◦1Φ− − ◦1( ◦1Φ)− ◦2( ◦1Φ)−
(
◦2( ◦1Φ)
)
◦1( ◦1Φ) = Y. (24)
Soit encore
◦1Φ = + ◦1 ( ◦1Φ) + ◦2 ( ◦1Φ) +
(
◦2 ( ◦1Φ)
)
◦1 ( ◦1Φ). (25)
Comme on a
x ◦1 ( ◦1 y) = y/x, (26)
x ◦1 (y ◦1 z) = (x ◦1 y) ◦1 z (27)
et
◦2 ( ◦1 x) = ◦1 (Y ∗ x), (28)
on peut re´e´crire l’e´quation (25) comme suit :
◦1 Φ = ◦1 (Y +Φ/Y + Y ∗Φ+Φ/(Y ∗Φ)). (29)
Ceci re´sulte imme´diatement de la relation fonctionnelle (22).
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Conside´rons la se´rie ∆ de´finie par
∆ =
∑
T1,T2
(−1)t1+t2(t1 + 1)T1 ∨ T2 = Y − (2 + ) + . . . , (30)
ou` les sommes portent cette fois sur les arbres binaires plans, y compris l’arbre
trivial |, et ou` on note ti le nombre de sommets internes de Ti.
Proposition 6.3 L’inverse de la se´rie Φ dans le groupe GDend des se´ries formelles
en arbres binaires plans est la se´rie ∆.
Preuve. Il s’agit de montrer que Φ∆ = Y dans le groupe GDend. Par la relation
(22), il suffit de calculer le produit
(Y +Φ/Y + Y ∗Φ+Φ/(Y ∗Φ))∆. (31)
Comme le groupe GDend est contenu dans une alge`bre associative et que la loi
de groupe est line´aire a` gauche, ceci vaut
Y∆ + (Φ/Y)∆+ (Y ∗Φ)∆ + (Φ/(Y ∗Φ))∆. (32)
Posons H = Φ∆. En utilisant la de´finition de la loi de groupe, on obtient la
relation
H =∆+
∑
k
(Hk/Y) ◦k+1 ∆+ (Y ∗H) ◦1 ∆+
∑
k
(Hk/(Y ∗H)) ◦k+1 ∆, (33)
ou` on utilise une de´composition H =
∑
kHk en composantes homoge`nes.
Cette relation caracte´rise uniquement la se´rieH par re´currence. Il suffit donc
de montrer que Y ve´rifie (33) pour pouvoir conclure que H = Y. Il faut donc
calculer
∆+ ( ) ◦2 ∆+ ( + ) ◦1 ∆+ (Y/( + )) ◦2 ∆. (34)
Ceci vaut∑
T1,T2
(−1)t1+t2(t1 + 1)T1 ∨ T2 +
∑
T1,T2
(−1)t1+t2(t1 + 1) (Y ∗ T1) ∨ T2
+
∑
T1,T2
(−1)t1+t2(t1 + 1) (T1 ∨ T2)/Y +
∑
T1,T2
(−1)t1+t2(t1 + 1)T1 ∨ (T2 ∗ Y)
+
∑
T1,T2
(−1)t1+t2(t1+1) ((Y∗T1)∨T2)/Y+
∑
T1,T2
(−1)t1+t2(t1+1) (Y∗T1)∨(T2∗Y).
(35)
En utilisant le fait que∑
T 6=|
T =
∑
S
Y ∗ S =
∑
S
S ∗ Y, (36)
on change les indices de sommation et on obtient∑
T1,T2
(−1)t1+t2(t1 + 1)T1 ∨ T2 −
∑
T1 6=|,T2
(−1)t1+t2(t1)T1 ∨ T2
+
∑
T1,T2
(−1)t1+t2(t1 + 1) (T1 ∨ T2)/Y −
∑
T1,T2 6=|
(−1)t1+t2(t1 + 1)T1 ∨ T2
−
∑
T1 6=|,T2
(−1)t1+t2(t1) (T1 ∨ T2)/Y +
∑
T1 6=|,T2 6=|
(−1)t1+t2(t1)T1 ∨ T2. (37)
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On simplifie les termes par paires (1 & 4), (2 & 6) et (3 & 5) :∑
T1
(−1)t1(t1+1)T1/Y−
∑
T1 6=|
(−1)t1(t1)T1/Y+
∑
T1,T2
(−1)t1+t2(T1∨T2)/Y. (38)
On simplifie a` nouveau :
Y +
∑
T1 6=|
(−1)t1(t1)T1/Y +
∑
T1 6=|
(−1)t1+1T1/Y. (39)
Ceci donne Y, ce qui termine la de´monstration.
7 De´coupage en intervalles nouveaux
Un arbre plan est un graphe fini plan connexe et simplement connexe,
dont les sommets ont une valence diffe´rente de 2, muni d’un sommet de valence
1 distingue´ appele´ la racine. Les autres sommets de valence 1 sont appele´s les
feuilles, les sommets de valence diffe´rente de 1 sont appele´s sommets internes.
On dessine les arbres plans avec les feuilles en haut et la racine en bas. Soit Pn
l’ensemble des arbres plans a` n+ 1 feuilles. Les arbres binaires plans introduits
pre´ce´demment sont en particulier des arbres plans.
E´tant donne´s un arbre plan T et, pour chaque sommet interne s de T de va-
lence v(s), un intervalle Is dans Yv(s)−2, on peut de´finir un intervalle G(T, (Is)s)
en greffant les minimum (resp. les maximum) des intervalles Is selon le sche´ma
de greffe fourni par l’arbre plan T . La figure 2 montre cette construction pour
un arbre plan a` trois sommets et trois intervalles.
On dit qu’un intervalle est nouveau s’il ne peut pas s’e´crire ainsi de fac¸on
non triviale, c’est-a`-dire s’il n’est pas de la forme G(T, (Is)s) avec T ayant au
moins deux sommets internes.
Remarque : tout intervalle nouveau est inde´composable. En effet, un inter-
valle de´composable n’est e´videmment a` fortiori pas nouveau.
On appelle de´coupage en nouveaux de I une e´criture de I sous la forme
G(T, (Is)s) ou` tous les Is sont nouveaux. L’existence d’une telle e´criture est
claire par la de´finition des intervalles nouveaux.
Lemme 7.1 Soit K un intervalle et s un segment du bord gauche de K. Si
Y ∗s K est nouveau, alors tout de´coupage en nouveaux de K est de la forme
K1/ . . . /Kk ou` les Ki sont nouveaux.
Preuve. Par l’absurde. Supposons qu’il existe un de´coupage de K d’une autre
forme. On peut donc en particulier de´crire K par la greffe de K ′′ sur une feuille
(autre que la feuille gauche) de K ′ pour certains intervalles K ′ et K ′′. Mais on
en de´duit alors un de´coupage de Y ∗s K sous la forme d’une greffe de K
′′ sur
une feuille de Y ∗s K
′. Ceci contredit l’hypothe`se.
Proposition 7.2 Tout intervalle I a un unique de´coupage en nouveaux.
Preuve. Il reste a` montrer l’unicite´. On proce`de par re´currence sur n, en util-
isant la description des intervalles obtenue pre´ce´demment.
Supposons d’abord que l’intervalle I est de´composable. On choisit un de´coupage
de I en intervalles nouveaux. Ce de´coupage induit par regroupement une de´composition
de I. Cette de´composition est ne´cessairement moins fine que la de´composition
maximale.
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Intervalle L
Intervalle indécomposable I
t
Fig. 4 – De´coupage en nouveaux d’un intervalle inde´composable
Si elle est strictement moins fine, un des termes admet une de´composition
non triviale. Le de´coupage en nouveaux de I induit un de´coupage en nouveaux
de ce terme. L’intervalle situe´ a` la racine de ce de´coupage en nouveaux est
ne´cessairement aussi de´composable. Ce qui est absurde, car il est nouveau, donc
inde´composable.
Par conse´quent, la de´composition induite par le de´coupage est e´gale a` la
de´composition maximale. Chacun des termes de la de´composition he´rite alors
d’un de´coupage en nouveaux, ces de´coupages sont uniques par re´currence, donc
le de´coupage en nouveaux de I est unique. Il s’obtient par recollement des
de´coupages en nouveaux des termes de la de´composition maximale de I.
Supposons maintenant que l’intervalle I est inde´composable. On peut sup-
poser que I n’est pas l’intervalle [Y,Y]. Il s’e´crit donc Y ∗t L pour certains t
et L. On choisit un de´coupage de I en intervalles nouveaux. Soit J l’intervalle
nouveau situe´ a` la racine de ce de´coupage. Ne´cessairement, dans le de´coupage
de I, il n’y a pas d’intervalle nouveau greffe´ sur la feuille de gauche de J , sinon
I serait de´composable.
Comme J est nouveau, donc inde´composable, J s’e´crit Y ∗sK pour certains
s,K, ou bien J = [Y,Y].
Supposons d’abord que J n’est pas [Y,Y]. Ce cas assez complexe est illustre´
par la figure 4. Par le Lemme 7.1, le de´coupage en nouveaux de K est de la
forme K1/ . . . /Kk. On en de´duit par recollement de ce de´coupage de K avec la
partie supe´rieure du de´coupage en nouveaux de I (les termes autres que J) un
de´coupage en nouveaux de L. Ce de´coupage en nouveaux de L est unique par
re´currence.
Donc le de´coupage en nouveaux de I est aussi unique et s’obtient a` partir
de celui de L par recollement des morceaux K1, . . . ,Kk, qui sont les morceaux
situe´s le long du bord gauche entre le segment racine et le segment t.
Supposons maintenant que J est l’intervalle [Y,Y]. Alors I est de la forme
Y\L pour un certain intervalle L, ou` l’ope´ration \ sur les intervalles est de´finie
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de manie`re similaire a` l’ope´ration /. Prenons un autre de´coupage en nouveaux
de I et soit J ′ l’intervalle nouveau a` la racine de ce de´coupage. Si J ′ n’est pas
l’intervalle trivial [Y,Y], on peut facilement construire un de´coupage de J ′, ce
qui est absurde.
Par conse´quent, tout de´coupage en nouveaux de I induit un de´coupage en
nouveaux de L, unique par re´currence. Donc le de´coupage en nouveaux de I est
unique, obtenu par greffe du de´coupage en nouveaux de L sur la feuille droite
de l’intervalle [Y,Y].
L’exemple de la figure 2 montre un intervalle et son de´coupage en trois
intervalles nouveaux, ainsi que l’arbre plan associe´ a` ce de´coupage.
Remarque : une autre de´monstration de la Proposition 7.2 peut sans doute
eˆtre obtenue en utilisant la description ge´ome´trique du treillis de Tamari par le
biais d’une forme line´aire sur le polytope de Stasheff.
8 Re´sultat auxiliaire
On va utiliser ici un troisie`me type d’arbres.
Un arbre enracine´ est un graphe fini connexe et simplement connexe muni
d’un sommet distingue´ appele´ la racine. On dessine les arbres enracine´s avec
la racine en bas, en choisissant un plongement arbitraire dans le plan. Par con-
vention, on oriente les areˆtes de haut en bas.
Un automorphisme d’un arbre enracine´ A est une permutation de ses som-
mets qui fixe la racine et pre´serve la relation d’adjacence. On note σA le cardinal
du groupe d’automorphismes de A.
On conside`re l’espace vectoriel gradue´ PL ayant pour base en degre´ n les
arbres enracine´s a` n sommets.
Cet espace PL est muni d’un produit biline´aire non-associatif : si A et B
sont des arbres enracine´s, on pose
Ax B =
∑
s∈A
Axs B, (40)
ou` la somme porte sur les sommets de A et Axs B est l’arbre enracine´ obtenu
en ajoutant, dans l’union disjointe de A et de B, une areˆte entre la racine de B
et le sommet s de A.
Soit ν une se´rie formelle en une variable y. On associe a` chaque arbre enracine´
A une fonction νA de´finie re´cursivement comme suit. On e´crit A comme la greffe
d’arbres enracine´s A1, . . . , Ak (ensemble e´ventuellement vide) sur une racine et
on pose
νA = (νA1 . . . νAk) ν
(k), (41)
ou` ν(k) de´signe la k-ie`me de´rive´e de ν par rapport a` y. On a alors la proprie´te´
suivante.
Proposition 8.1 Pour tous les arbres enracine´s A et B, on a
νAxB = (νA)
′νB . (42)
Preuve. Ceci re´sulte de la the´orie des alge`bres pre´-Lie, voir [1].
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Conside´rons maintenant la se´rie
U =
∑
A
1
σA
A, (43)
qu’on peut voir comme appartenant a` un comple´te´ de PL. On de´compose U
selon le nombre de sommets dans les arbres :
U =
∑
k≥0
Uk+1
k!
, (44)
ou` le terme Uk+1 est une combinaison line´aire d’arbres a` k + 1 sommets.
La proposition ci-dessous montre que la se´rie formelle en arbres enracine´s U
s’identifie, aux signes pre`s, a` l’idempotent introduit par Livernet [5] dans l’e´tude
des alge`bres pre´-Lie.
Proposition 8.2 Les e´le´ments Uk sont de´termine´s par la re´currence
Uk+1 =
k∑
ℓ=1
(
k − 1
ℓ− 1
)
Uℓ x Uk+1−ℓ, (45)
pour k ≥ 1 et la condition initiale que U1 est l’arbre enracine´ a` un sommet.
Preuve. Fixons un entier k positif ou nul et un entier ℓ strictement positif et
infe´rieur ou e´gal a` k.
Fixons un arbre enracine´A a` k+1 sommets,B un arbre enracine´ a` ℓ sommets,
C un arbre enracine´ a` k + 1− ℓ sommets,
Conside´rons l’ensemble E1(A,B,C) des triplets (s, i, j) ou` s est un sommet
de A distinct de la racine, i un isomorphisme entre C et le sous arbre de A de
racine s et j un isomorphisme entre B et le comple´mentaire de ce sous-arbre de
A.
Alors, cet ensemble E1(A,B,C) est en bijection avec l’ensemble E2(A,B,C)
des couples (s, ε), ou` s est un sommet de B et ε un isomorphisme entre A et
l’arbre B xs C. La bijection utilise les isomorphismes pour identifier le sommet
s de A a` un sommet s de B. On de´duit l’isomorphisme ε des deux isomorphismes
i et j et re´ciproquement.
On a donc une e´galite´
∑
E1(A,B,C)
A =
∑
E2(A,B,C)
B xs C.
De plus, les groupes d’automorphismes de B et C agissent librement sur
E1(A,B,C) et le groupe d’automorphisme de A agit librement sur E2(A,B,C).
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Calculons maintenant
Uk+1
k!
=
∑
A
1
σA
A =
1
k
∑
(A,s∈A)
1
σA
A (46)
=
1
k
∑
(A,B,C)
∑
(s,i,j)∈E1(A,B,C)
1
σAσBσC
A (47)
=
1
k
∑
(A,B,C)
∑
(s,ε)∈E2(A,B,C)
1
σAσBσC
B xs C (48)
=
1
k
∑
(B,C,s∈B)
1
σBσC
B xs C (49)
=
1
k
∑
(B,C)
1
σBσC
B x C (50)
=
1
k
(∑
B
1
σB
B
)
x
(∑
C
1
σC
C
)
(51)
=
1
k
Uℓ
(ℓ − 1)!
x
Uk+1−ℓ
(k − ℓ)!
. (52)
Ceci termine la de´monstration de la proposition.
9 E´nume´ration des intervalles nouveaux
Si on compte les intervalles nouveaux dans les premiers treillis de Tamari,
on trouve
1, 1, 3, 12, 56, 288, 1584, etc, (53)
pour n ≥ 1.
On est mene´, par consultation de l’encyclope´die des suites d’entiers, a` con-
jecturer le re´sultat suivant.
The´ore`me 9.1 Pour n ≥ 2, le nombre d’intervalles nouveaux dans le treillis
de Tamari Yn est
3
2n−2(2n− 2)!
(n− 1)!(n+ 1)!
. (54)
La preuve est l’objet de la suite de cette section.
A chaque arbre plan T , on peut associer un arbre enracine´ A(T ) (la forme
de T ) de la fac¸on suivante : les sommets de A(T ) sont les sommets internes de
T , les areˆtes de A(T ) sont les areˆtes entre sommets internes de T , la racine de
A(T ) est le sommet interne de T qui est adjacent a` la racine de T , voir la figure
5.
On introduit par commodite´ une version de´cale´e de la se´rie ge´ne´ratrice des
intervalles :
ψ = yφ =
∑
n≥1
|In|y
n+1 = y2 + 3y3 + 13y4 + . . . (55)
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Fig. 5 – Un arbre plan et l’arbre enracine´ associe´
et une se´rie ge´ne´ratrice similaire pour les intervalles nouveaux :
ν =
∑
n≥1
∑
[S,T ]∈In
nouveau
yn+1 = y2 + y3 + 3y4 + 12y5 + . . . (56)
On peut de´duire de l’e´quation alge´brique (10) pour φ une e´quation alge´brique
pour ψ :
ψ4 + (4 y + 3)ψ3 +
(
6 y2 + 17 y + 3
)
ψ2
+
(
4 y3 + 25 y2 − 14 y + 1
)
ψ + y2
(
y2 + 11 y − 1
)
= 0 (57)
On va chercher a` obtenir une e´quation alge´brique pour ν.
Soit Nn le nombre d’intervalles nouveaux dans le treillis de Tamari Yn. Le
de´coupage unique d’un intervalle en intervalles nouveaux donne la relation suiv-
ante :
ψ =
∑
n≥1
∑
T∈Pn
NT y
n+1, (58)
ou` Pn est l’ensemble des arbres plans a` n + 1 feuilles et NT est le produit sur
l’ensemble des sommets internes s de T des Nv(s)−2 (v(s) est la valence de s).
Dans cette somme, on regroupe les termes selon la valeur de A(T ) :
ψ =
∑
A
∑
n≥1
∑
T∈Pn
A(T )≃A
NT y
n+1, (59)
ou` la somme externe porte sur les arbres enracine´s.
Fixons un arbre enracine´ A et soit I l’ensemble de ses sommets. Notons vi
le nombre d’areˆtes entrantes du sommet i. La somme des vi vaut |I| − 1, car
chaque sommet sauf la racine a exactement une areˆte sortante.
On a besoin de de´crire l’ensemble des arbres plans de forme isomorphe a` A.
On a un bijection entre d’une part l’ensemble F1(A) forme´ par les paires (T, γ)
ou` T est un arbre plan et γ un isomorphisme entre A(T ) et A et d’autre part
l’ensemble F2(A) forme´ par les paires ((ℓi)i, (Zi)i) ou`, pour chaque sommet i de
A,
– ℓi est un nombre supe´rieur ou e´gal a` 2,
– Zi est une injection de l’ensemble des areˆtes entrantes en i dans l’ensemble
{1, . . . , ℓi}.
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La bijection est la suivante : a` la paire (T, γ), on associe les nombres ℓi tels
que ℓi+1 est la valence du sommet de T correspondant par γ au sommet i de A.
Par γ, les areˆtes entrantes en i dans A sont envoye´es dans l’ensemble des areˆtes
entrantes du sommet correspondant de T , ce qui donne l’injection Zi voulue.
Re´ciproquement, si on connaˆıt les nombres ℓi et les injections Zi, on peut
aise´ment reconstruire un arbre plan T muni d’une bijection γ.
La contribution de A a` ψ est donc donne´e par
1
σA
∑
(ℓi)i∈I
∏
i∈I
(
ℓi!
(ℓi − vi)!
Nℓi−1
)
yn+1, (60)
ou` n est la somme des ℓi − 1. En re´partissant la variable y, ceci vaut encore
1
σA
∑
(ℓi)i∈I
∏
i∈I
(
ℓi!
(ℓi − vi)!
Nℓi−1y
ℓi−vi
)
, (61)
soit
1
σA
∏
i∈I

∑
ℓi≥2
ℓi!
(ℓi − vi)!
Nℓi−1y
ℓi−vi

 . (62)
On reconnaˆıt dans les facteurs de cette formule les de´rive´es de ν, on obtient
donc
1
σA
∏
i∈I
ν(vi). (63)
En utilisant la de´finition des fonctions νA comme dans la section 8, on peut
donc e´crire
ψ =
∑
A
1
σA
νA = ν + νν
′ + ν(ν′)2 +
1
2
ν2ν′′ + . . . (64)
ou` la somme porte sur les arbres enracine´s,
Introduisons une suite de fonctions (αk)k≥1 de la variable y. Le terme initial
est α1 = ν. Les termes suivants sont donne´s pour k ≥ 1 par la re´currence
αk+1 =
k∑
ℓ=1
(
k − 1
ℓ − 1
)
∂y(αℓ)αk+1−ℓ. (65)
Alors, par les re´sultats de la section 8, l’e´quation (64) e´quivaut a`
ψ =
∑
k≥0
αk+1
k!
. (66)
Introduisons la se´rie ge´ne´ratrice double
Ψ =
∑
k≥0
αk+1
zk
k!
. (67)
La re´currence de´finissant les fonctions αk se traduit en une e´quation aux
de´rive´es partielles pour Ψ :
∂zΨ = (∂yΨ)Ψ, (68)
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avec la condition initiale
Ψ|z=1 = ψ. (69)
Par conse´quent, Ψ est solution de l´e´quation alge´brique
z4Ψ4+(4 zy − 8 + 11 z) z2Ψ3+
(
6 z2y2 − z2 + 33 z2y − 16 zy+ 16− 12 z
)
Ψ2
+
(
−8 y2 − 2 zy + 1 + 4 zy3 − 12 y + 33 zy2
)
Ψ+ 11 y3 + y4 − y2 = 0. (70)
En effet, la solution de cette e´quation alge´brique ve´rifie l’e´quation diffe´rentielle
(68) et la condition initiale (69) en z = 1. En utilisant la spe´cialisation
Ψ|z=0 = α1 = ν, (71)
on de´duit de cette e´quation alge´brique pour Ψ une e´quation alge´brique pour ν :
y2 − 11 y3 − y4 +
(
−1 + 12 y + 8 y2
)
ν − 16 ν2 = 0. (72)
Donc
ν =
1
32
(
−1 + 12 y + 8 y2 + (1− 8 y)3/2
)
. (73)
On en de´duit imme´diatement la formule attendue pour les coefficients de ν. Ceci
de´montre le The´ore`me 9.1.
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