Index Terms-Filtered-x LMS algorithm, delayed update LMS algorithm, reduced complexity.
Many conversion techniques operate on generalized moduli with the sacrifice of some speed and efficiency. The restrictions on the moduli values for this approach may not always be a significant drawback since the set of moduli, (2 k 0 1; 2 k ; 2 k + 1), possesses certain efficiencies both in terms of simplicity of implementation and representation. Additionally this set is supported by recent results on specialized division by values of the form 2 n 6 1 [12] , [13] that have been motivated by binary decimal conversion and decimal floating-point shifting [ 
Saving Complexity of Modified Filtered-X-LMS and Delayed Update LMS Algorithms
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Abstract-In some applications, like in active noise control, the error signal cannot be obtained directly but only a filtered version of it. A gradient adaptive algorithm that solves the identification problem under this condition is the well known Filtered-x Least-Mean-Squares (FxLMS) algorithm. If only one coefficient of this error-filter function is nonzero, a special case of the FxLMS algorithm, the Delayed-update LeastMean-Squares (DLMS) algorithm is obtained. The drawback of these algorithms is the increased dynamic order which, in turn, decreases the convergence rate. Recently, some modifications for these algorithms have been proposed, overcoming the drawbacks by additional computations of the same filter order as the filter length M . In this contribution, an improvement is shown yielding reduced complexity if the error path filter order P is much smaller than the filter order M , which is the case for many applications. Especially for the DLMS algorithm a strong saving can be obtained.
I. INTRODUCTION
Since the development of the Filtered-x Least-Mean-Squares (FxLMS) algorithm by Morgan in 1980 [1] and independently also by Widrow et al. [2] in 1981 the algorithm has been applied successfully in many situations. In contrast to the famed LMS algorithm, the error signal is now not directly available, but only a filtered version of it. The undesired algorithmic effect of slowing down the convergence rate can be removed by a modification that has been proposed recently by Bjarnason [3] , and also Kim and Kim [4] , and by Rupp and Frenzel for the case of the LMS algorithm with delayed update (DLMS) [5] . This modification assures the robust behavior of the LMS algorithm, however, for the additional cost of M operations, M being the number of the filter coefficients that are to be estimated. Many applications in noise control can be modeled by a pure delay in the error path (see [4] , [6] , [7] ) or very few coefficients [8] , [9] .
In [9] measurements on a duct with 2 m length and 0.4 m 2 0.4 m cross section are described where 15 coefficients for the error path were sufficient for running the FxLMS algorithm satisfactorily. Since the algorithm is very insensitive to estimation errors in the error path function, very often a shortened filter version is sufficient [7] . This effect of concentrating the error energy around a certain delay P is not only typical for applications in the noise control field but also in VLSI implementations of the LMS algorithm where a pure delay of the error occurs due to the synchronization of the various cells [10] . (If for example a tree structure is used the delay is given by P = log 2 M and thus P M for large enough M .) Due to the several inner vector products in the algorithm, it is possible to calculate the coefficient updates alternatively, thus saving complexity. The contribution of this correspondence is to propose an alternative method for calculating the coefficient update for the modified forms of FxLMS and DLMS algorithms that reduce the complexity of the algorithms if the error path filter length, or delay P M . II. THE FxLMS ALGORITHM Fig. 1 depicts the typical situation for active noise control: a (noise) signal from the primary source is to be cancelled at the location of the error-microphone. The primary source signal is available either directly or by a second microphone. The idea is to find the optimal filterĈ such that the primary source signal filtered by this optimal filter and sent out at the loudspeaker (secondary source) interferes with the primary source signal at the location of the error-microphone in such a way that the resulting signal is diminished. The error signal is therefore fed back to the adaptive algorithm as a control signal in order to find the optimal parameters. Fig. 2 shows an equivalent model of the above situation. The transfer function from primary source to the secondary source is denoted by the unknown plant C. If the filter coefficients ofĈ are chosen optimally, the filter outputŷ(k) cancels the output of the system C. Additional noise r(k) has been added in order to describe model errors and possible other sources.
The resulting error signal ee(k), however, cannot be obtained directly but only a filtered version e f (k) of it due to the construction and the microphone. In order to obtain convenient expressions the filters are described by a linear operator notation where we used the shorter notation H[y(k)] for denoting the filter operation. By using this notation, the filtered error e f (k) can then With these definitions, the update of the FxLMS algorithm [11] can be given toĉ
(1)
In (1), the coefficients of the error path H are assumed to be known.
The analysis of the update recursion (see [3] ) (1) unfortunately leads to a dynamic system of higher order and therefore, it is difficult to calculate a stable range for the step-size (k), to give suitable normalizations, or even to find an optimal value in order to obtain maximal convergence rate (see also [12] and [13] ).
III. THE MODIFIED FxLMS ALGORITHM
In [3] and [4] a modification of the FxLMS algorithm is given in such a way that the modified algorithm is again a system of order one and behaves basically like an LMS algorithm. A detailed stability analysis can be found in [4] . The modified system is depicted in Fig. 3 , where the filter in the error path has been moved backward to the driving sequence u(k). Although both systems are equivalent for a time invariant plant C, this is not longer true ifĈ(k) is timevarying. In order to compensate for this difference a new error signal (5) e f (k) has to be used. The new error signal e f (k) can be given as
Correspondingly, the update of the modified FxLMS algorithm can be written asĉ
a form that basically behaves like an LMS algorithm but with the filtered input sequence u f (k). However, (2) 
The first line (3) already shows how the modified error can be calculated. If, however, the update (2) is substituted into (4), the last line (5) can be obtained and complexity can be reduced. The computational and storage complexity for the modified FxLMS algorithm using (3) and (5), respectively, have been specified in the Tables I and II . By using (5) instead of (3) the complexity is reduced from 3M to 2M + P 2 , whereas the necessary storage remains basically 3M in both cases as long as P is not too large. Thus, if the filter order P 2 M, the complexity is reduced to a 2M -algorithm.
IV. SPECIAL CASE : THE MODIFIED DLMS ALGORITHM
The DLMS algorithm can be seen as a special case of the FxLMS algorithm, where only one coefficient of the filter path function H is nonzero h T = (0; 0; . . . ; 0; h P ): (6) If this special filter is used, the signals can be rewritten as u f (k) = hP u(k 0 P)
The update equation now readŝ
and the modified error e f (k) reads as
= e f (k) + h 
Equation (12) needs only O(P ) operations whereas (11) needs O(M).
If M > 2P this modification has less complexity and for P M it results in a small additional complexity and a 2M algorithm is obtained again.
V. CONCLUSION
Modifications of the well-known FxLMS and DLMS algorithms are known to remedy the drawback of these algorithms, i.e., the order of the corresponding dynamic system is reduced. The cost of this improvement, however, is an additional complexity of order O(M), where M is the length of the adaptive filter. In this paper a method has been presented in order to reduce complexity, while the behavior of the algorithms remains unchanged. If the filter order P of the error path is small in comparison to the filter length M, the complexity of the algorithms is approximately 2M .
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