Face and voice perception : understanding commonalities and differences by Young, Andy et al.
This is a repository copy of Face and voice perception : understanding commonalities and 
differences.




Young, Andy orcid.org/0000-0002-1202-6297, Fruehholz, Sascha and Schweinberger, 
S.R. (2020) Face and voice perception : understanding commonalities and differences. 





This article is distributed under the terms of the Creative Commons Attribution-NonCommercial-NoDerivs 
(CC BY-NC-ND) licence. This licence only allows you to download this work and share it with others as long 
as you credit the authors, but you can’t change the article in any way or use it commercially. More 
information and the full terms of the licence here: https://creativecommons.org/licenses/ 
Takedown 
If you consider content in White Rose Research Online to be in breach of UK law, please notify us by 
emailing eprints@whiterose.ac.uk including the URL of the record and the reason for the withdrawal request. 
Authors' version of manuscript, as accepted for publication in Trends in 
Cognitive Sciences.  
This paper is not the copy of record and may not exactly replicate the final, 
authoritative version of the article. Please do not copy or cite without 
authors' permission.  
Date of acceptance: 3rd February 2020. 
 
 
Face and voice perception: 
understanding commonalities and differences 
 
Andrew W. Young (University of York, UK), 
Sascha Frühholz (University of Zurich, Switzerland, 
and University of Oslo, Norway) 
and Stefan R. Schweinberger (University of Jena, Germany, and Swiss 
Center for Affective Sciences, University of Geneva, Switzerland) 
 
Keywords: Face perception, voice perception, identity, emotion, speech 
 
Contact details: 
Andy Young: andy.young@york.ac.uk 
Sascha Frühholz: sascha.fruehholz@uzh.ch 
Stefan Schweinberger: stefan.schweinberger@uni-jena.de 
 
Acknowledgements: Sascha Frühholz is supported by the Swiss National 
Science Foundation (SNSF PP00P1_157409/1 and PP00P1_183711/1). 
Stefan Schweinberger has been supported by grants from the Deutsche 
Forschungsgemeinschaft (DFG grant ref. SCHW 511/18-1 and SCHW 
511/22-1) and by the Swiss Center for Affective Sciences at the University of 
Geneva, Switzerland, hosting a sabbatical leave in summer 2019. Although 
views expressed here remain the authors' responsibility, we are grateful for 
helpful comments from the Editor and four anonymous reviewers.  






Faces and voices are of high importance in interpersonal communication, and 
there are notable parallels between face and voice perception. However, 
these parallels do not sit entirely comfortably with the full range of available 
evidence. This review evaluates parallels between the functional and neural 
organisation of face and voice perception, whilst locating these in the context 
of ways in which faces and voices also differ. It takes the discussion to the 
next level by asking why these commonalities and differences exist. A novel 
synthesis is offered, grounded in the interaction between intrinsic 
characteristics of faces and voices and the demands of everyday life, showing 
how the pattern of findings reflects a system that can respond optimally to 





• Similarities in functional organisation have led to the proposal of 
parallel, largely independent processing streams for voices and faces. 
Linked to this conception is the idea that the voice can be considered 
to be a kind of 'auditory face'. 
• However, neuroimaging studies show a strong contribution of 
multimodal regions that respond both to voices and to faces. Closer 
examination of neuropsychological and behavioural studies supports 
this form of organisation. 
• The contributions of differences between how relatively invariant 
information (such as a person's identity) and more rapidly changing 
information (such as their emotional state) must be represented need 
to be carefully considered. 
• Understanding the everyday demands of different tasks involving voice 
and face perception offers a resolution in which these serve as strong 






Understanding face and voice perception 
 
Human communication involves complex patterns of signals originating 
primarily from the face, voice, and body [1]. Whilst much of this 
communication takes the form of propositional speech, faces and voices can 
also convey common forms of information concerning a person's gender, age, 
identity, health and emotional state, and they create impressions of warmth, 
competence and other social traits [2,3]. Much modern research has therefore 
focussed on communication from the face and voice [4-9].  
 
This review aims to strengthen theoretical approaches to key properties of 
face and voice perception. It offers a synthesis of existing evidence based on 
evaluating functional perspectives (see Glossary) and neural 
perspectives in light of the overarching background of what can be 
communicated through faces and voices, the different contingencies this 
creates, the demands of everyday life, and the ways in which these act as 
determinants of a communicative system that has to balance the needs of the 
sender and recipient. 
 
Functional and neural perspectives 
 
Communication from the face and voice can be considered from different 
perspectives that can be subdivided into those where the focus of interest is 
primarily functional (the organisation of cognitive processes and components 
underlying face and voice perception) and those where the focus of interest is 
primarily in terms of underlying neural mechanisms (the brain regions and 
neural pathways involved in perceiving faces and voices). 
 
From a functional perspective, comparisons between face and voice 
perception have led to notable parallels and the useful and important 
theoretical suggestion that the voice can be considered as a kind of 'auditory 







BOX 1 ABOUT HERE 
------------------------------- 
 
Box 1:  The voice as an auditory face in functional modelling 
 
Nonetheless, this view has not gone unchallenged, and in some ways it does 
not sit entirely happily with perspectives centred on underlying brain regions 
[8,16]. As noted in Box 2, areas involved in voice perception show a relatively 
lower degree of functional specificity than regions involved in face perception. 
Unsurprisingly, then, a recent meta-analysis has questioned the 'voice as an 
auditory face' interpretation, calling instead for a more modality-specific 
perspective [16]. At the same time, though, Box 2 highlights the fact that there 
are more brain regions with multi-modal responses to both faces and voices 
than are suggested by Box 1, implying clear limits to the modality-specific 
view. Theoretical progress depends on reconciling such differences. 
 
------------------------------- 
BOX 2 ABOUT HERE 
------------------------------- 
 
Box 2: Brain regions involved in face and voice perception 
 
A longstanding debate involves the relation between functional and neural 
levels of explanation [30-32]. Whilst it is logically possible that these involve 
entirely different types of discourse that will not map on to each other, this 
theoretically possible scenario seems unlikely to turn out to be the case. 
Instead, it is reasonable to begin by expecting (and being reassured by) some 
degree of correspondence [2,30]. The fact that at present functional and 
neural models do not sit entirely comfortably together thus presents an 
interesting and unresolved theoretical puzzle. 
 
This review therefore evaluates the ways in which the functional and neural 




they differ. Moreover, and importantly, it takes the discussion to the next level 
by asking why these commonalities and differences exist. It offers a novel 
perspective grounded in the interaction between intrinsic characteristics of 
faces and voices and the demands of everyday life. 
 
The nature of visual and auditory transmission means there are a number of 
general differences between facial and vocal communication that form an 
essential background. The voice allows communication when the face is not 
visible, the voice can be silent even when the face is visible, and in most 
everyday contexts a person can hear their own voice but can't see their own 
face. Moreover, nonverbal communication often arises as a concomitant of 
propositional speech that may itself inform about a speaker´s thoughts and 
feelings or be influenced by the intention to elicit a specific response. Verbal 
and nonverbal content are thus often linked, and evidence from brain 
electrophysiology suggests that emotional word content affects early stages of 
processing [33]. However, this close coupling is not inevitable; whilst it is 
difficult to ignore emotional speech intonation, it is somewhat easier to ignore 
speech content when instructed to do so [34]. Because the present review 
focuses on commonalities and differences beween the face and the voice, 
addressing such interactions between verbal content and nonverbal cues in 
detail would be beyond its scope, but they have been discussed elsewhere 
[35]. 
 
In addition, some other more specific differences between faces and voices 
are immediately clear. For example, the important role of facial eye gaze in 
signalling someone´s focus of attention [2] has no direct counterpart in the 
voice, though it is true that other functions of gaze direction such as signalling 
conversational turn-taking [36] can equally well be communicated through the 
voice and that distinct neural mechanisms mediate the use of eye contact in 
spoken conversation [37]. 
 
As well as this background context involving the nature of visual or auditory 
signalling, a key factor involves the underlying time course of the 




signal things about an individual that are relatively stable across time (for 
example their identity, age, or gender) whilst other properties signal things 
that change from moment to moment (such as how they are feeling, or what 
they are saying). The consequences of this distinction are of critical 
theoretical importance. 
 
By considering such influences, the review develops a new synthesis of 









Figure 1: Revised functional model of face and voice perception. The model 




reddish highlighting, and components that involve relatively unimodal 
responses to faces in green highlighting. Relatively low-level analyses are 
indicated by more intense colour. Components shown in yellow highlighting 
involve multimodal perceptual integration for speech, affect, and identity, with 
the size of boxes and the weight of arrows indicating the relative importance 
of perceptual integration for speech, affect, and identity. A component that 
involves post-perceptual representations at the level of episodic or semantic 
processing is highlighted in blue. Line thicknesses are used to indicate the 
relative weighting of different functional connections at higher processing 
levels. 
 
Recognition of identity 
 
A useful place to begin is by considering the recognition of identity, which is 
often thought to offer a paradigmatic example of the need to determine a 
relatively stable personal characteristic [12,23,38-40]; identity does not 
change during a social encounter. The principal purpose of recognising a 
person's identity is, of course, to allow someone to bring to mind pertinent 
previously experienced facts and episodes that enable them to interact with 
the recognised person as a unique individual with a known background history 
[11,39,41,42]. This requirement has been hugely increased by modern life 
through the sheer number of familiar individuals most of us now know and 
recognise; a number which dwarfs the capacity needed in prehistoric times 
[43,44]. 
 
Evidence of modality-specific face and voice recognition 
 
Whilst person identity can be determined from facial, vocal or body cues 
[9,45-47], it is clear that there exist parallel forms of neuropsychological 
deficits of face and voice recognition following brain injury [48]. In some 
cases these involve severely impaired recognition of the identities of familiar 
faces (prosopagnosia) or severely impaired recognition of familiar voices 
(phonagnosia). Such deficits can be strikingly selective; in prosopagnosia, 




severe problem in recognising familiar voices, and in phonagnosia the severe 
voice recognition deficit is not accompanied by a correspondingly severe 
problem in recognising familiar faces. These patterns strongly suggest a 
degree of modality-specificity in face and voice recognition mechanisms 
[3,45,47,48]. Consistent with these observations, neuropsychological and 
functional brain imaging studies implicate substantially different underlying 
brain regions for initial stages of face and voice recognition [3,24,49-51]. 
 
This modality-dependent organisation may itself be driven by natural 
environments, in which a person's face is often seen before their voice is 
heard. Indeed, familiar face recognition is remarkably efficient; not only is 
recognition so readily achieved from even a severely degraded image of a 
familiar face that any contribution from the voice is not needed in most 
contexts [39.40], but identification is also more efficient for faces than voices 
[52]. Occasionally, though, the voice is heard before the face is seen; a 
circumstance that again puts a premium on a modality-specific mechanism 
that does not demand multimodal input [13]. 
 
Cross-talk between face and voice recognition 
 
Despite the substantial degree of modality-specificity of face and voice 
recognition noted above, commonalities in the neural coding of faces and 
voices have also been found. These include suggestions of some degree of 
cross-modal face-voice integration at an early stage of identity processing 
[53,54] and phenomena that were first demonstrated for faces, but have later 
been observed for voices too, such as contrastive adaptation aftereffects 
[55,56]. Such findings are consistent with the suggestion of a unified coding 
strategy for faces and voices [9,57]. Nonetheless, whilst there may be 
overarching common properties, the neural coding principles underlying the 
analysis and representation of faces and voices must also differ in important 
respects. Face perception can use a mix of spatially distributed (eyes, nose, 
mouth) as well as temporal information (facial movements and the effects of 
saccades), whereas voice perception inevitably depends heavily on the 





Functional demands of face and voice recognition 
 
Importantly, there are other notable parallels between the functional demands 
of face and voice recognition. These primarily involve the need to recognise 
familiar identities across substantial natural variation [3,39,40,58-61]. For face 
recognition, images or views of a familiar individual differ hugely across 
changes in lighting, viewpoint, expression, and even the time of day or a 
person's state of health [39,59,62]. Recognition of a familiar face across these 
enormous visual changes presents a substantial challenge. At first sight this 
challenge is exacerbated by the fact that some of this variability in 
appearance is identity-specific, in the sense that the way one person's face 
can differ across different views will not be the same as the ways in which 
another face differs [63]. However, it turns out that this identity-specific 
variability can facilitate recognition as long as the recognition mechanism can 
learn to encompass its implications [58,64,65]. In this sense, recognising 
faces involves being able to group very different images together (i.e. to 
recognise that despite the differences they represent the same identity) rather 
than (as is more often assumed) merely being able to tell similar images apart 
[59,62,66]. 
 
In the same way, the sound of a familiar voice will vary depending on a 
comparably wide range of factors involving local acoustics, the prevailing 
context (e.g. a job interview vs. an informal conversation), the person's 
emotional state, their health, whether they are talking, joking, asking 
questions or making nonverbal sounds, and so on [3,67,68]. Recent work 
shows that these differences in the sound of the same voice work in much the 
same way as differences in the appearance of the same face to drive a 
corresponding form of organisation that can achieve recognition of familiar 
individuals across widely differing examples of the same voice [60,61,68]. For 
this reason, recognition of familiar faces or familiar voices by most 
neurologically normal individuals far outstrips recognition of unfamiliar faces 
and voices [39,40,60], and impairments in recognition of familiar faces or 




matching of their unfamiliar counterparts [24,45,47]. In effect, a person can 
learn about the idiosyncratic variability of each familiar face and each familiar 
voice in order to recognise them. In contrast, recognising unfamiliar faces and 
unfamiliar voices presents a quite different set of challenges because their 
idiosyncratic identity-specific variability is by definition unknown, leading most 
of us to make substantial errors in recognising unfamiliar people [40,60,65]. 
 
This combination of functional demands, then, leads both to a substantial 
degree of modality-specificity of face and voice recognition and to a 
substantial degree of parallel functional organisation. That said, and as 
already noted, it is also clear that the frequent co-occurrence of facial and 
vocal communicative signals in the natural environment (i.e. the fact that 
people are often seen and heard at the same time) does lead to a degree of 
cross-modal integration that is evident in some circumstances [23-
25,53,54,69-72]. 
 
It is also evident that modality-specific face and voice recognition mechanisms 
must access modality-independent semantic and episodic information about 
the recognised individuals. This is highlighted in Box 1 and Box 2. It would be 
inefficient and probably ineffective to store separately from seeing someone 
and from talking to them the informative things that have been learnt about an 
individual; their likes and dislikes, their past history, the shared experiences, 
and so on. The same set of memories need to be accessible in any social 
interaction, and with sufficient flexibility to allow pertinent facts to be quickly 
brought to mind. You might be talking to your friend about their holidays one 
minute and then their new job the next, but of course their identity does not 
change across the shift in context. 
 
This point is clearly seen in case studies of neuropsychological deficits 
involving structural damage to anterior temporal lobes, which point strongly to 
the existence of modality-independent forms of loss of memory for people in 
which severe deficits affect the retrieval of identity-specific information about a 




[26,27,48,49,73,74]. The same underlying functional architecture is evident in 
widely-used functional models [11,75-78]. 
 
Recognition of emotion 
 
Having considered the factors that shape functional mechanisms underlying 
recognition of identity, it is instructive to contrast these with recognition of 
emotion. Critically, whereas a person's identity remains consistent throughout 
a social encounter, their emotions can change from moment to moment 
[2,12,13]. In consequence a strikingly different type of functional organisation 
arises for emotion recognition, where it has become evident that 
comprehension of facial and vocal cues is closely integrated [13,79,80] in a 
way that is not captured adequately by Box 1. 
 
Cross-modal integration characterises facial and vocal emotion recognition 
 
Most past research on emotion recognition was predicated on an assumption 
that modality-specific mechanisms underlie the recognition of facial 
expressions and vocal expressions, in much the same way that largely 
modality-specific mechanisms underlie the recognition of facial and vocal 
identity [8,81]. Based on this working assumption, the neuropsychological 
research literature has been dominated by studies that look exclusively at 
problems in facial expression recognition [8]. These have shown double 
dissociations between the recognition of facial identity and facial expressions 
that can be interpreted as consistent with the view that different mechanisms 
are involved in analysing identity and expression [81,82]. 
 
However, when the perspective is broadened to look also at recognition of 
vocal expressions, it turns out that patients with neuropsychological deficits 
following brain injury that affect emotion recognition invariably have problems 
that affect both facial and vocal expressions [13,79,82,83]. Even though the 
deficits in such cases may affect the recognition of some emotions more than 
others - for example compromising recognition of fear and anger after 




have a comparable impact on the recognition of these emotions from faces, 
voices and bodies. This is the case whether acoustic cues to emotion are 
conveyed through nonverbal sounds (laughing, crying, screaming, etc.), 
through tone of voice (prosody), or even through music [83-87]. Indeed, such 
impairments clearly affect the experience of the corresponding emotions 
themselves [85,86,88,89]. Moreover, facial and vocal emotion recognition 
impairments also co-occur in other disorders including Parkinson´s disease 
and autism [90-92]. 
 
Functional brain imaging studies also show the importance of a multimodal 
contribution to emotion recognition by demonstrating that audio-visual signals 
of emotion are integrated at a relatively early stage of processing and that 
posterior superior temporal cortex (pSTC), including posterior parts of the 
superior temporal sulcus (STS), plays a critical role in this integration 
[13,79,93]. For example, MEG reveals integrative responses to faces and 
voices in pSTC within the first 200 ms of stimulus onset [94,95]. 
 
Contrasting patterns of functional organisation for recognising identity and 
emotion from face and voice 
 
The functional organisation of emotion recognition described above is 
strikingly different from the functional organisation involved in recognising 
familiar identities. This is especially clearly seen from neuropsychological 
studies. Prosopagnosia and phonagnosia tend to be modality-specific, 
affecting only recognition of identity from the face or voice, but in each case 
virtually all familiar faces or familiar voices are affected [3,45,47,48]. In 
contrast, emotion recognition deficits are cross-modal, affecting recognition 
from the face and the voice, but they can compromise the recognition of some 
emotions more than others [13,79,82-89]. Brain imaging and MEG studies 
add the important information that this audio-visual integration arises at a 







Functional demands of facial and vocal emotion recognition 
 
From the standpoint of everyday functional demands, the organisation of 
emotion recognition is primarily driven by the need to resolve transient signals 
about mental and emotional states that require rapid readjustment of the 
perceiver's interpretation and intentions [13,96]; if your friend's mood shifts 
suddenly from apparent happiness to anger, it becomes a priority to 
understand why. In this context, pooling all sources of available information 
can maximise the speed and accuracy of responses. An additional strong 
driver is that many signals of emotion are themselves inherently somewhat 
ambiguous [97-99], but these ambiguities arise in different ways that will often 
make the signals complementary [100]. A multimodal mechanism that can 
integrate facial and vocal cues with contextual constraints [101] thus 
represents an optimal solution to these environmental and behavioural 
demands. Indeed, there is substantial overlap between the underlying 
structure of emotions recognised from faces and voices, with comparable 
patterns of confusion between different emotions despite the fundamental 
differences in how these are signalled [102].   
 
Emotion and other changeable social signals 
 
Although implications of the interpretation of propositional speech have mostly 
been set aside for this review, there is an instructive parallel to be made 
between recognition of emotion and early stages of speech perception.  
 
Cross-modal integration between faces and voices in speech perception 
 
The multimodal organisation of emotion recognition should perhaps not have 
come as such a surprise, as it has been known for decades that multimodality 
is especially clearly seen in the case of early stages of speech perception. 
Whilst it is natural to think of speech perception in terms of decoding the 
acoustic signal, and of course we know that purely acoustic analyses can 
support speech perception when we listen to a radio or talk to someone on 




someone's facial movements can make an important contribution to 
understanding what they are saying. A compelling example of this is the 
McGurk illusion [103,104], which shows that in hearing what someone says 
we make use of the correspondence between movements of their lips (and 
tongue) and the speech sounds. 
 
An important clue to why this happens comes from classic work on speech 
perception in noise demonstrating a substantial improvement when the 
speaker's face was visible [105]. In considering the cause of this effect, it was 
noted that cues such as place of articulation are particularly hard to hear but 
easy to see on a talker's lips. Conversely, other features can be hard to see, 
but easy to hear [105]. Hence the voice and face can to some degree offer 
complementary information to support early stages of speech perception; this 
offers a clear parallel with the complementarity between facial and vocal 
signals of emotion already noted [100,101]. Considered more generally, it 
seems that because speech signals involve changes across different time-
scales that have to be decoded as they unfold [14,15], integrating 
complementary information from face and voice offers an optimal way of 
dealing with these temporal constraints. In fact, whether the brain opts for 
integration or segregation is dependent on the degree of audio-visual 
synchrony [106,107] and studies of infants suggest that sensitivity to these 
audio-visual correspondences begins early in life [108,109]. 
 
Functional brain imaging studies offer an important contribution here by 
identifying brain regions that are involved in lipreading. Multimodal responses 
in audio-visual integration studies using talking faces are consistently found in 
left pSTC, including left posterior STS and possibly the adjacent left superior 
temporal gyrus [22,110.111]. The potential importance of left pSTC to audio-
visual integration has been confirmed by demonstrating that TMS to this 







Parallels between the functional demands of emotion recognition and speech 
perception 
 
Compared to emotion recognition, the temporal demands of speech 
perception are even higher - requiring disambiguation of cues that may only 
last for milliseconds [14,107] - and the nature of the complementarity between 
auditory cues and cues that can be read from movements of the lips and 
tongue is correspondingly strongly established. But the underlying drivers of 
needing to be able to interpret and respond to rapidly changing and partially 
ambiguous signals are much the same for emotion and for speech. 
 
Pushing this point further, it is also evident that integration of facial and vocal 
sources of information characterises other everyday tasks, such as 
determining the authenticity of someone's expressed emotion [113], in which 
there are ambiguous signals that may need a fairly rapid response. An 
important example involves forming a first impression of an unfamiliar 
individual, where there is again some overlap between the information that 
can be gained from faces and voices [114,115] and we seem to integrate this 
so readily that it is difficult to attend selectively to what is being gleaned from 
the face or voice itself [7,116].  
 
Concluding remarks and future directions 
 
This review has shown that that there are indeed parallels between face and 
voice perception that make the 'voice as an auditory face' metaphor a useful 
and informative place to begin. However, it is time also to take into account 
strong differences between face and voice perception on the cognitive and 
neural levels that are best understood as consequences of behavioural and 
environmental demands. Box 3 offers an overview of some of these differing 









BOX 3 ABOUT HERE 
------------------------------- 
 
Box 3: Functional demands of identity recognition and emotion recognition 
 
Whilst understanding the functional demands created by our everyday lives 
helps resolve fundamental issues of neural organisation involving the 
relatively unimodal or multimodal contributions of different brain regions, it is 
clear that there are also unresolved issues. For example, differences in the 
neural network for emotional processing across modalities obtained in 
functional brain imaging studies, in which the amygdala is involved in emotion 
processing both from faces and voices [84,85,121-124] but its response is 
more consistently noted for emotion perceived from faces than for voices 
[20,80,112]. Moreover, posterior STS should not be overinterpreted as the 
only region involved in audiovisual integration of speech; it clearly forms part 
of a larger network that is apparent in studies that have used different criteria 
[125-128]. This network includes other regions along the superior temporal 
sulcus and superior temporal gyrus that include classical auditory areas. 
 
An interesting and at present largely unexplored issue here concerns the role 
of familiarity in interpreting highly changeable social signals. Whilst familiarity 
is central to recognition of identity across different types of perceptual change 
[39,40,60-65,68] it seems less central to interpreting changeable signals. 
People do not make substantially more errors in understanding the speech or 
emotions of unfamiliar individuals than they make in understanding the 
speech or emotions of familiar individuals, though there are clearly some 
benefits to familiarity [111,129]. For example, familiarisation with individual 
talkers' voices promotes better speech recognition in noise [130], and facial 
familiarity or identity [131,132] may exert a small effect on emotion perception. 
One reason why the role of familiarity for interpreting highly changeable 
signals is small (relative to its prominent role for recognition) seems to be that 
whilst there are identity-specific differences that can to some extent limit the 




small compared to the identity-specificity of perceptual signals of personal 
identity [133]. This has the useful consequence of facilitating the many 
interactions with strangers that characterise much of modern life (or simply 
watching television). 
 
A potentially important and at present under-researched source of insight may 
also come from studies of the factor structure underlying individual differences 
in ability to recognise identity and emotion from faces and voices, which are 
beginning to offer complementary support to the type of model shown in 
Figure 1 [134,135]. 
 
Considering together the complementary influences of the intrinsic differences 
between faces and voices and the impact of the different demands of 
everyday life thus gives a richer understanding of properties that underlie the 
functional and neural organisation of how faces and voices are used in 
interpersonal perception. Approaching the issues in this way shows that the 
pattern of findings reflects a system that is well-tuned to respond optimally to 
different types of everyday demand, and that this point is key to 
understanding parallels, differences and convergences between face and 
voice perception. These insights offer a new perspective to drive the agenda 








• Some brain regions show strongly multimodal responses in which 
information from vocal and facial signals is integrated at relatively early 
stages of processing, but how is this achieved? 
• Integration is achieved despite many obvious differences between the 
basic perceptual mechanisms demanded by voices and faces, so are 
there common higher-order coding principles that facilitate this 
integration? If so, what are they? 
• Integration is most useful and most strongly evident for rapidly 
changing signals such as emotion, rather than for fixed characteristics 
such as identity, so why do some findings point to cross-talk between 
recognition of voice identity and face identity? 
• Does cross-talk between face and voice identity have functional 
significance, or is it better considered to be a by-product of testing the 
limits of a system whose organisation is primarily unimodal but has 
high interactivity across its components?  
• Is the extent of unimodal or multimodal organisation of identity 
recognition influenced to some degree by the associative contingencies 
of the natural environment (i.e. the fact that a person's face and voice 
will so often be experienced together in spatiotemporal 
correspondence)? 
• Emotions and speech need to be interpreted for both familiar and 
unfamiliar individuals, so to what extent is integration of audiovisual 
information in speech and emotion perception influenced by familiarity 










Contrastive adaptation aftereffects: Transient changes in perception 
induced by exposure to stimuli with particular characteristics. A classic 
example is the motion aftereffect, in which viewing a unidirectionally 
moving stimulus induces illusionary perception of motion in the opposite 
direction in a static scene. Within the last two decades, contrastive 
adaptation aftereffects have been demonstrated for the perception of 
complex stimuli, including emotion or identity perception in faces and 
voices. 
Functional perspectives: Used here to indicate approaches that attempt to 
delineate the organisation of cognitive processes and components 
underlying face and voice perception; often this is done with a 'box and 
arrow' type model. 'Functional' in this sense refers to how a particular 
function is organised - sometimes called 'cognitive architecture' in the 
research literature - rather than to function in the sense of utility to the 
organism. 
McGurk illusion: An audio-visual illusion in which a video showing the face of 
a person saying one phoneme (for example, "ga") is combined with a 
different phoneme (for example, "ba") on the soundtrack. Remarkably, 
the heard phoneme can then correspond neither to the auditory nor the 
visual part of the video, but reflects a fusion of the two (heard as "da" in 
the example used here).  
MEG: Magnetoencephalography. A measure of changes in the magnetic field 
around the skull resulting from neural activity that has excellent temporal 
resolution and is capable of localising activity to sources such as 
posterior STS that are close to the sensors. 
Neural perspectives: Used here to indicate approaches where the focus of 
interest is primarily in terms of the brain regions and neural pathways 
involved in perceiving faces and voices. 
Neuropsychological deficits: Used here to refer to consequences of brain 
injury. 
Prosopagnosia: A severe problem in recognising familiar faces that cannot 




be due to acquired brain injury (neuropsychological deficits) or 
congenital causes. Usually, even the most familiar faces are not 
recognised in neuropsychological cases. Studies of such cases have 
been very influential. 
Phonagnosia: A severe problem in recognising familiar voices that cannot be 
explained by more general auditory or intellectual difficulties. This can be 
due to acquired brain injury (neuropsychological deficits) or congenital 
causes. Although less widely reported and investigated than 
prosopagnosia, such cases are also of substantial importance. 
pSTC: The posterior part of superior temporal cortex, including posterior 
superior temporal sulcus and adjacent left superior temporal gyrus. 
Often noted to be involved in integration of visual and auditory signals in 
speech and in emotion perception. 
STS: Superior temporal sulcus. A major sulcus in the temporal lobe. 
TMS: Transcranial magnetic stimulation. A strong local magnetic field can 
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Box 1:  The voice as an auditory face 
 
Functional models offer a simplified and potentially falsifiable overview of the 
organisation of cognitive processes that underlie a particular task. 
 
-------------------------------------- 





Figure I: An influential functional model of face and voice perception. Adapted 
from Belin et al. [4] and reproduced with publisher's permission (RightsLink 
4681990357267). 
 
Figure I shows an adapted version of an influential model of face and voice 
perception [4] based on considering the functional organisation of voice 
perception as offering a close parallel to a widely-used functional model of 
face perception [11]. The model proposes that voice perception (highlighted in 
reddish tints) and face perception (green tints) each involve distinct modality-




face recognition units), recognising emotion (vocal affect analysis and facial 
affect analysis), and for speech perception (vocal speech analysis and facial 
speech analysis). Relatively low-level analyses are indicated by more intense 
colour. Access to post-perceptual episodic and semantic representations of 
identity-specific information is highlighted in blue. 
 
In this model, any audiovisual perceptual integration of speech, affect, or 
identity is implemented via direct links between modality-specific 
representations, rather than via potentially multimodal perceptual analysis 
components (see later, Box 3). Modality-specific perceptual recognition of a 
familiar identity from voice or face then converges on multimodal episodic and 
semantic representations of identity-specific information (via person identity 
nodes). 
 
The suggested parallel organisation of voice and face perception underscores 
the idea that the voice can be considered to be a kind of 'auditory face'. This 
type of model does not itself maintain that comparable analyses of voices and 
faces (for example, those involved in recognising emotion) are achieved in 
precisely the same way, but it is consistent with proposals for common coding 
mechanisms [9]. 
 
Such models reflect increasing interest in how voices, faces, and other 
sources of information (such as bodies) interact in interpersonal perception 
[1]. A key point in understanding how this may happen is to note that the 
different analyses themselves have different temporal demands. Because a 
person's identity is stable across a social encounter [12], recognition of 
identity (through voice or face recognition) has relatively low temporal 
demands, although efficient identity recognition is undoubtedly beneficial at 
the onset of an encounter. In contrast, emotions can change from moment to 
moment and these changes have important social implications, meaning that 
vocal and facial affect must be constantly monitored and have relatively high 
temporal demands [13]. Speech has the highest temporal demands of all, with 
differences between consonants involving only tens of milliseconds [14] and 




Box 2: Brain regions involved in face and voice perception 
 
-------------------------------------- 





Figure II: Brain regions responsive to faces, voices, or both. [Abbreviations: 
PAC primary auditory cortex; a/m/pSTC anterior/mid/posterior superior 
temporal cortex; PVC primary visual cortex; FG fusiform gyrus; LO lateral 
occipital cortex; aIT anterior inferior temporal lobe; Amy amygdala; TP 
temporal pole;  IFC inferior frontal cortex; MFC medial frontal cortex]. 
 
Figure II shows locations of unimodal and multimodal brain regions in the left 
and right hemispheres that are involved in decoding speech, affect, and 
identity information from facial and vocal signals. These are colour-coded with 
reddish tints for unimodal voice regions, green for unimodal face regions, 
yellow for regions with potential audiovisual responses, and blue for regions 
where information is likely to be represented at a post-perceptual level.  
 
These regions for voice and face processing are in some cases defined 
through higher responses to faces than to other visual stimuli [17] and 
stronger activation to voices than to other auditory stimuli [18,19]. In other 





Functional brain imaging studies demonstrate that, after basic sensory 
processing in primary sensory cortices (PAC, PVC), distinct cortical brain 
regions show strong and predominant unimodal responses to voices (the 
temporal voice area, located predominantly in an extended region of mSTC 
[18,19], indicated by red highlighting in Figure II) and unimodal responses to 
faces (the fusiform face area, located in FG, and occipital face area located in 
LO [17]; green highlighting) that provide a basic structural analysis of vocal 
and facial signals, respectively. While face-responsive regions usually appear 
as localised subregions of the cortical visual system [17], voice-responsive 
regions typically show spatial extension across subregions of the auditory 
cortex (PAC, mSTC) [18,19]. Overall, areas involved in voice perception show 
a relatively lower degree of regional functional specificity than regions 
involved in face perception [17-19]. 
 
Other regions show responses to both faces and voices (yellow highlighting), 
thus forming candidates for integrating vocal and facial signals involving 
speech, affect or identity [3,8,22-25]. Regions likely to also have relatively 
post-perceptual responses are highlighted in blue [19,23,26-27]. 
 
This neural network for the unimodal and multimodal processing of voice and 
face signals shows more regions with multimodal (yellow) responses than 
might have been expected from Box 1. Whilst functional (Box I) and neural 
levels of description (Box 2) need not necessarily be in full correspondence, 
this relative preponderance of multimodally responsive brain regions needs to 
be explained and if possible reconciled with the functional approach. 
 
The major source of current evidence underlying Figure II involves fMRI data 
with limited temporal resolution. It can therefore be anticipated that new 
evidence from methods with high temporal resolution (EEG, MEG, or 
intracranial recordings) will help further to integrate functional and neural 




Box 3: Functional demands of identity recognition and emotion 
recognition 
 
Table 1 summarises contrasting demands of identity recognition and emotion 
recognition from voices and faces. These clearly differ markedly along 
dimensions that involve the core task requirements, their behavioural 
implications, task complexity, the roles of within-person variability, and 
temporal demands. Taken together, these demands create compelling drivers 
of functional differences between the ways voices and faces are used in the 
recognition of identity and emotion. In effect, the everyday demands act as 
key determinants of the optimal functional organisation. 
 
--------------------------------- 
TABLE 1 ABOUT HERE  
--------------------------------- 
 
The points made concerning emotion recognition apply equally (and perhaps 
more strongly) to initial stages of speech perception, but Table 1 uses identity 
and emotion to point up key contrasts. 
 
These differing demands also need to be considered alongside differences 
between the information that is most readily accessed from voices and faces. 
Often, social signals can be ambiguous [97-99], but the nature of these 
ambiguities can differ between voices and faces in ways that make them 
complementary [100]. When this is the case, pooling information from voices 
and faces through a fundamentally multimodal mechanism will optimise the 
speed and accuracy of responses. 
 
The points summarised in Table 1 and discussed extensively in the main text 
of this review have been incorporated into the revised model of face and voice 
perception presented in Figure 1. In particular, Figure 1 emphasises the 
relative importance of multimodal perceptual integration for speech, affect, 





The model's architecture necessarily represents a degree of simplification in 
detail. For example, the main text makes clear how person familiarity is 
central to identity processing, whereas familiarity provides a much smaller but 
systematic benefit to emotion and speech processing that is not represented 
graphically in Figure 1. This small benefit of familiarity for emotion and speech 
can be thought of as resulting from relatively efficient structural analysis of 
familiar perceptual patterns, though further research is needed to address this 
point.  
 







Core requirement Recognise faces or voices 
across different emotions 
[2,11,13] 
Recognise emotions across 





episodic and semantic 




Modulate ongoing priorities: 
an obvious change in mood 
signals that something 
needs immediate attention 
[96] 
 
Task complexity High: most people can 
recognise thousands of 
familiar individuals from 
their faces [44] and a 
substantial number of 
voices [24] 
Moderate: limited number of 
basic emotions [99,117-120], 
but these are often 
dependent on context for 
correct interpretation [97-99] 
and some expressions 








Largely meaningless for 
identity [2,11,13] 
 
Highly meaningful [2,11,13] 
Temporal 
demands 
Relatively low (except at 
onset): once established, 
identity does not change 
during a social encounter 
[2,11-13] 
Relatively high: constant 
monitoring needed because 
moods and feelings can 
change in any direction from 
moment to moment [2,11-13] 
 
 
