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By decomposing a time series into its positive and negative partial
sums, a nonlinear version of cointegration is introduced. This generaliza-
tion of cointegration is appealing to model asymmetric behavior. Exami-
ning the properties of this peculiar form of cointegration, we show that
the stochastic structure of the relation calls for speciﬁc estimation and
testing procedures. The theory is applied to historical exchange rates
between the US dollar and some countries belonging to the European
Monetary system.
Keywords : Nonlinear transformations, integrated processes,
cointegration, asymmetry, exchange rates.
JEL classiﬁcation : C22, F31.
1. Introduction
Since Granger (1981, 1983), Engle and Granger (1987), two or more stochas-
tically trending series moving together over time are said to be cointegrated.
From then on, the concept of cointegration and its applications in a variety of
areas in economics have been the subject of an enormous amount of literature.
However, most of it has been devoted to the study of linear relationships.
The natural extension to the classical cointegration theory deals with non-
linearities in the cointegration relation. In that way, the contributions in Gran-
ger and Lee (1989), Granger and Hallman (1991), Granger (1995, 1997), Gran-
ger and Swanson (1996), Gregory and Hansen (1996), Balke and Fomby (1997),
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1Siklos and Granger (1997), Aparicio and Escribano (1998), Enders and Gran-
ger (1998), Escribano and Pfann (1998), Enders and Siklos (2001), Park and
Phillips (2001) provide new insights into the idea of cointegration and error
correction modelling.
In this paper, we explore a diﬀerent point of view by considering possible
stationary relationships between nonstationary components of data series ra-
ther than the series themselves. Explicitly, by distinguishing its positive and
negative increments, any time series can be broken down into its initial va-
lue and its negative and positive cumulative sums. In that way, a random
walk process can be decomposed into two random walk processes with drift.
Examining the multivariate combinations arising from this decomposition, we
investigate a new form of cointegration. This nonlinear version of cointegration
is intuitively appealing to model asymmetric behavior. We show that although
being apparently linear in some particular variables, the model does not stand
for a conventional cointegration relation.
The remainder of this paper is organized as follows. The next section pre-
sents the peculiar series on which is based the cointegration relation we have
been interested in. Focusing on the case where only one component of each
original series appear in the model, we discuss in section 3 the nonlinear pro-
perties of the equilibrium error and their implications on statistical inference.
We show that the stochastic structure of the cointegration relation calls for
speciﬁc estimation and testing procedures. The technique suggested is illus-
trated in Section 4 where the model is ﬁt to data of real exchange rates. Some
concluding remarks are provided in Section 5.
2. Deﬁnitions and conceptual framework
Consider the following decomposition of a time series, say fxtgT
t=0

















1f4xt¡i < 0g4xt¡i (3)
11f¢g is the indicator function taking the value 1 if the event in brackets occurs and zero







t=1 are respectively the cumulative sums of the positive and
negative shocks deﬁning the level of the original series at time t.
Assume now that fxtg is a random walk process with a possible linear time
trend in mean. The proposition below states the main properties characterizing
its components (2) and (3).
Proposition : Let fxtgT
t=1 be generated according to xt = xt¡1 +³t where
³t » iid(±;¾2
³) of probability density function f³t(³t) such that P(³t > 0) > 0,







the resulting components deﬁned as (2) and (3). Then
(a) fx
+
t g (respectively fx
¡



















t ) > 0.
Proof : See the appendix.
It follows from property (a) and (b) that fx
+
t g and fx
¡
t g are nonstationary
series. In this respect, remark that fx
+
t g and fx
¡
t g have a linear time trend in










t g are not independent.
In this framework, suppose that two time series, say fx1;tg and fx2;tg,
are not linearly cointegrated but there exists a linear combination of their
components, say
zt = ¯0 x
+
1;t + ¯1 x
¡
1;t + ¯2 x
+
2;t + ¯3 x
¡
2;t (4)
which has a stationary distribution. This leads to the following deﬁnition.





j;tg according to (2) and (3) j = 1;2. fx1;tg and fx2;tg are said
to be asymmetrically cointegrated if there exists a vector ¯0 = (¯0;¯1;¯2;¯3),
¯ 6= 0, such that fztg in (4) is a stationary process.
In reference to the classical cointegration theory, zt will be called the equi-
librium error.
The intuition behind the model is that the relation between some econo-
mic variables might not be the same whenever they increase or decrease. For
instance, setting ¯0 = ¯1 in (4) can be used to model asymmetric response
3of x1 to x2 in the sense that x1 reacts diﬀerently according to whether the
sign of the growth rate of x2 is positive or negative. Setting further ¯2 = ¯3
yields the relation examined by Engle and Granger (1987). Hence, model (4)
includes the classical cointegration relation as the particular case where there
is no asymmetry at all.
In what follows, we will focus on the situation where only one component of
each original series appears in (4). This may be seen as a cointegration relation
which ”operates”only in one direction. We show that although seemingly linear
in the peculiar variables introduced above, the model stands for a nonlinear
cointegration relation. Indeed, interpreting the model as a standard cointegra-
tion relation neglects the intrinsic nonlinear properties of the series involved.
Because of these, the regression function is nonlinear in the parameters and
the usual techniques of statistical inference are misspeciﬁed.
3. A nonlinear cointegration relation











2;tg are deﬁned as (2) with respect to some time series
fx1;tg and fx2;tg while fz1;tg denotes a stationary series. In the conceptual
framework (4), the model stands as the case where ¯1 = ¯3 = 0, ¯+ = ¡¯2=¯0.
Since x
+
j;t ! 1 as t ! 1 j = 1;2, the cointegrating parameter ¯+ takes a
positive value.
The idea of such a model has been suggested by Granger and Yoon (2002).





2;t, these authors do not take into account the nonstandard features of
the stochastic structure of the model. Here we aim to look into these aspects
in detail and discuss them in the context of statistical inference. We begin by
emphasizing the nonlinear properties characterizing the equilibrium error z1;t.
A. Nonlinear properties of the equilibrium error











2;t t = 2;:::;T (6)
while for t = 1
x
+




4As in the censored regression model developed by Tobin (1958) where the
limited dependent variable is viewed as the censoring process of some latent
variable with unbounded support, conditions (6) and (7) can be modeled by





2;t;"1;tg if t = 1
maxfx
+
1;t¡1 ¡ ¯+ x
+
2;t;"1;tg if t = 2;:::;T (8)











(8) can be rewritten as
z1;t = maxfz1;t¡1 ¡ ¯
+ 4x
+
2;t;"1;tg t = 1;:::;T (10)
with z1;0 = 0. fz1;tg follows a nonlinear autoregressive process. Substituting
recursively yields
z1;t = maxf"1;t ;"1;t¡1 ¡ ¯+ 4x
+
2;t ;"1;t¡2 ¡ ¯+ 4x
+
2;t¡1 ¡ ¯+ 4x
+
2;t ; :::;
"1;1 ¡ ¯+ 4x
+
2;2 ¡ ¯+ 4x
+
2;3 ¡ ::: ¡ ¯+ 4x
+
2;t¡1 ¡ ¯+ 4x
+
2;t ;
z1;0 ¡ ¯+ 4x
+
2;1 ¡ ¯+ 4x
+
2;2 ¡ ::: ¡ ¯+ 4x
+




where z1;0 = 0.
Basic properties of the stochastic process fz1;tg can be found in Helland
and Nilsen (1976). The latter have shown that if f"1;tg and f4x
+
2;tg are two
independent iid sequences with E(j"1;tj) < 1, E(4x
+
2;t) < 1, P(4x
+
2;t > 0) >
0, then fz1;tg has a unique stationary distribution.
Unless otherwise stated, we will consider the set of assumptions below.
Assumption : (a) f"1;tg » iid N(0;¾2
"). (b) f4x2;tg » iid N(± ;¾2
4x2).
(c) E("1;t 4x2;s) = 0 for all t and s.
The normality assumption is not essential but is useful for ease of exposition
of the next results. Note that in the context discussed here, it seems natural
to let E("1;t) = 0 since if there is no random disturbance, we expect the
cointegration relation to be in equilibrium meaning that z1;t = 0 for all t. This
is what we get by setting "1;t = 0 for all t.
B. The reciprocal component fx
¡
1;tg
At this stage, only one ”part”of fx1;tg has been modeled. Specifying the process
of the reciprocal component fx
¡
1;tg is required to obtain a model for fx1;tg.
5To be internally consistent, the generating process of fx
¡
1;tg must satisfy






1;t = 0 if 4x
+
1;t > 0













1;t¡1 + "1;tg if t = 2;:::;T (12)




















1;t¡1 + "1;tg (14)






2;1 + "1;1g (15)
We stress that (12) is only a convenient way to take the intrinsic properties
of 4x
¡
1;t into account. Provided that conditions 1. and 2. are fulﬁlled, a more
general deﬁnition of 4x
¡
1;t could have been considered. Yet as we will see, the
case where (12) holds has interesting properties and this is what we will assume
in the rest of the paper. In this respect, remark that (12) can be rewritten as
4x
¡







("1;t¡i ¡ z1;t¡i) t = 1;:::;T (17)
C. Simulated data
It is rewarding to look at the wide variety of dynamics allowed by a cointegra-
tion relation of the form (5). Towards this end, simulated data can be obtained
by the following procedure.
1. Generate a Gaussian random walk fx2;tgT








62. Simulate a Gaussian white noise f"1;tgT










t=1 from (17) and sum the two components to get fx1;tgT
t=1.
Add any constant as x1;0.
Figure 1 depicts the outcome of this exercise for ¯+ set to one and diﬀerent
values of ¾2
", T = 250. The mean and variance of f4x2;tg have been set to zero
and one respectively. The initial value x1;0 has been taken equal to x2;0. Note
that in the generating process, the ﬁrst hundred values of fx2;tg and f"1;tg
have been discarded.2
It is shown that the time paths of fx1;tg and fx2;tg can be quite diﬀerent
and seemingly unrelated. Interestingly, the variables can wander far from each
other and some features which could be thought to be structural changes are
consistent within the model.
Additional charts concerning the data such as the associated cointegration
relations and the equilibrium errors can be found in the appendix.
D. Estimating the cointegrating parameter
Since fz1;tg is deﬁned as the nonlinear process (10), the equilibrium error of (5)
cannot be assumed to be normally distributed. Moreover, fz1;tg depends on
some past and current realizations of the variables appearing in the model.





2;t and OLS on (5), although consistent, are likely to be substantially
biased in ﬁnite sample. The reasoning is similar to the one presented in the
analysis of linear cointegration relationships, yet the issue here is somewhat
diﬀerent and does not lead to the procedures suggested in the classical case.
Explicitly, let Ft = fx1;t¡1;x1;t¡2;:::;x1;0;x2;t;x2;t¡1;:::;x2;0g. Well-known
results on the truncated normal distribution yield
























where Φ(¢) and Á(¢) denote respectively the cumulative distribution and pro-
bability density functions of a standard normal variable. Accordingly, the re-
2The simulations have been carried out on a PC computer by using the statistical package
S-Plus. The code can be provided by the author upon request.
7sigma = .5






















































Fig. 1. Simulated pairs of asymmetrically cointegrated series. fx1;tg250
t=1 (solid line) is gene-
rated as described in section C where fx2;tg250
t=1 (dashed line) is a Gaussian random walk.
































where the error ºt is a martingale diﬀerence sequence with respect to Ft.
Performing OLS on (5) is based on a misspeciﬁed regression since some rele-
vant variables are neglected. However, because the omitted terms are bounded
while fx
+
2;tg is monotonic increasing, the former will be asymptotically domi-
nated by the latter and leaving the bounded regressors out of the speciﬁcation
does not matter as far as the consistency of the OLS estimator is concerned.
Though the conditional mean is nonlinear in the parameters, a simple pro-
cedure can be used to get an optimal estimate of ¯+. Combining (16) with (5)








2;t + "1;t (20)
Since the regressor has a linear time trend in mean, it can be shown that under
fairly general conditions, the OLS estimator of (20) is asymptotically normal
(see West, 1988). Statistical inference can then proceed in the usual way.
E. Testing the null of no cointegration
In empirical work, it is of prime importance to have a statistical test of whether
some data series may be linked by a cointegration relation. By deﬁnition, there
is no cointegration if the sequence fz1;tg is not stationary.
In this respect, consider applying the Engle and Granger (1987) testing
methodology to this particular context. This leads to estimate (5) by OLS
and test the unit root hypothesis in the residuals. However, it has been shown
that running OLS on the cointegration relation is expected to provide poor
estimate of the parameters. Hence, any statistic built on this procedure will be
badly aﬀected by this property. Furthermore, any linear time series model ﬁt to
the OLS residuals of (5) will be misspeciﬁed in view of the intrinsic nonlinear
properties of fz1;tg.
By contrast, consider the auxiliary regression (20). Optimal estimate can
be straightforwardly obtained from this latter model. Assuming that f"1;tg
is a classical linear process, standard unit root testing strategy such as the
augmented Dickey-Fuller test (henceforth ADF) can be applied to the OLS
residuals of (20). Recall ﬁnally that the properties of fz1;tg depend on those of
f"1;tg. In particular, it is evident from (11) that if f"1;tg is a unit root process,
then fz1;tg is not stationary as well.
These arguments lead to base the test on the auxiliary regression rather
than on the cointegration relation in itself. This approach can be seen as the
Engle and Granger procedure applied to (20) instead of (5). Since the explana-
tory variable in (20) has a deterministic trend, the critical values for the ADF
test can be found in Fuller (1976).3 Panel A of Table 1 reports the absolute
values of the critical values for one-tailed tests of size 1%, 5% and 10%.
Due to the speciﬁcities of the series involved, we have conducted a small
Monte Carlo experiment. Simulated data of fx1;tg and fx2;tg have been gene-
rated according to 4xj;t = Á4xj;t¡1 + ²j;t, j=1,2, where f²1;tg, f²2;tg are two
3When including a constant term on the right hand side of (20), the limiting distribution
of the ADF t-statistic for the test of a unit root in the OLS residuals of (20) turns out to
be the usual Dickey-Fuller t-distribution for a model with constant and time. See Hansen
(1992) for a detailed discussion.
9Table 1. Critical Values for the No Cointegration Test
A. Fuller’s critical valuesa
Sample size T 1% 5% 10%
100 4.04 3.45 3.15
250 3.99 3.43 3.13
1 3.96 3.41 3.12
B. Monte Carlo experimentb
Á = 0 Á = 0:6
Statistic 1% 5% 10% 1% 5% 10%
T = 100
DF 5.991 5.159 4.719 3.801 3.050 2.683
ADF(1) 4.585 3.927 3.577 3.946 3.302 2.993
ADF(2) 4.162 3.560 3.247 3.989 3.381 3.073
ADF(4) 3.935 3.371 3.078 3.951 3.348 3.053
T = 250
DF 6.023 5.161 4.725 3.527 2.833 2.512
ADF(1) 4.538 3.893 3.571 3.774 3.195 2.904
ADF(2) 4.147 3.563 3.268 3.916 3.332 3.045
ADF(4) 3.993 3.419 3.116 3.969 3.386 3.097
Notes :
a Source : Fuller (1976, Table 8.5.2).
b The critical values are computed by generating T observations of 4xj;t =
Á4xj;t¡1 + ²j;t, j = 1;2, where ²1;t and ²2;t are mutually and serially independent
standard normal, 50,000 replications. In order to initialize the process, the ﬁrst hun-







2;t and a constant, the DF statistic is the absolute t-ratio of the OLS
estimate of ° in 4ˆ "t = ° ˆ "t¡1 +errort while ADF(k) refers to the augmented regression
4ˆ "t = ° ˆ "t¡1 +
Pk
i=1 °i 4ˆ "t¡i + errort, k = 1;2;4.







2;tg have been constructed and the usual
ADF statistics have been computed on the OLS residuals of (20) including a
constant term amongst the regressors. Panel B of Table 1 reports the results
10of the simulations for 50,000 replications and diﬀerent parametrizations and
sample sizes. While the DF and ADF(k) k=1,2, statistics turn out to be de-
pendent on the underlying data generating process, the ADF(4) statistics are
reasonably insensitive to the level of serial correlation in the two variables. No-
tice that the critical values associated to the ADF(4) statistics are essentially
the same as those given in Fuller (1976).
It is interesting to compare the power of the suggested procedure with
the Engle and Granger methodology applied on (5). This has been done by
simulating 2,500 asymmetric cointegrated series following the steps described
in section C where T = 100, ¯+ = 1 and ¾" = 1. The model where f"1;tg is no
more white noise but a ﬁrst order autoregressive process has been considered as
well. In that case, two diﬀerent values of the autoregressive parameter ½ have
been investigated. Table 2 reveals the percentage of instances in which the
ADF(4) statistic correctly rejected the null of no cointegration for test sizes
of 10%, 5% and 1%. It is shown that the statistics relying on the auxiliary
regression (20) outperform the testing strategy based on (5).
Table 2. Power Test
No cointegration test on (20) No cointegration test on (5)
½ 10% 5% 1% 10% 5% 1%
0 98.7 95.9 77.4 81.4 65.8 33.3
0.8 49.2 32.8 10.0 32.8 18.5 4.6
0.9 23.6 13.3 2.6 16.0 7.6 1.3




2;t+z1;t, z1;t = maxfz1;t¡1¡
¯+ 4x
+
2;t;"1;tg, z1;0 = 0, "1;t = ½"1;t¡1 + »1;t, 4x2;t = »2;t, (»1;t;»2;t)0 » iidN(0;I2),







2;t +errort in case of the no cointegration test on (20) and x
+
1;t = c+¯+ x
+
2;t +
errort in case of the no cointegration test on (5). The statistics are then compared
to the critical values given in Fuller (1976), T = 100. Each entry is the percentage
of instances in which the null hypothesis of no cointegration is correctly rejected over
2,500 replications.
F. Extensions
Various extensions of model (5) are possible. Adding an intercept on the right
hand side yields x
+
1;t = c + ¯+ x
+
2;t + z1;t. Accordingly, the process driving the
equilibrium error is given by z1;t = maxfx
+
1;t¡1 ¡ c ¡ ¯+ x
+
2;t ; "1;tg.






2;t + z2;t (21)
In that case, (10) and (17) become respectively









("2;t¡i ¡ z2;t¡i) (23)
where z2;0 = 0 and "2;t the underlying disturbance generating z2;t. Similarly
to (5), ¯¡ takes a positive value since otherwise, z2;t ! ¡1 as t ! 1.
4. Example
As an illustration of the theory, we consider some data for which no evidence
of classical cointegration is found despite the fact that the variables should
be and do appear to be closely related.
Figure 2 depicts the historical paths of real exchange rates (in logarithms)
between three European currencies and the U.S. Dollar, namely the Deutsche
Mark (DM), French Franc (FF) and Italian Lira (IL). The data have been
constructed according to the formula
logRERj;t = logSj;t ¡ logPj;t + logPUS;t ; j = DM, FF, IL (24)
where RERj;t denotes the real exchange rate of currency j against the U.S.
Dollar, Sj;t is the nominal bilateral exchange rate, that is the number of foreign
currency units per U.S. Dollar, Pj;t is the foreign consumer price index and
PUS;t is the U.S. consumer price index. The price series as well as the nominal
exchange rates which consist of the monthly average values have been obtained
from International Financial Statistics (CD ROM of December 2002).4 Since
the European Monetary System was organized in 1979, the period considered
spans January 1980 to December 1998 for a total of 228 observations.
The stylized facts about these series are the following. Although we expect
them to be stationary according to the purchasing power parity, they fail to
reject the null hypothesis of standard unit root tests.5 From this perspective
4The series codes are given in the appendix.
5The empirical assessment of the purchasing power parity is a longstanding issue. In
post-1973 data, it is generally assumed that real exchange rates are nonstationary. See for
instance Kim (1997).

















Fig. 2. Natural logs of real exchange rates of the Deutsche Mark (solid line), the French
Franc (short dashed line), the Italian Lira (long dashed line) against the U.S. Dollar,
monthly, 1980-98. The initial value for 1980 :1 has been subtracted from each observation
in order to normalize each series to be zero for 1980 :1.
and in view of the rules set by the European Monetary System in order to
stabilize foreign exchange among members, we may think there exist some long-
run dependencies amongst them. Yet performing Johansen’s (1991) maximum
likelihood procedure provides no evidence of linear cointegration in the system
of the three variables considered.6
Examining the possibility of asymmetric behavior leads to diﬀerent conclu-
sions. Models (5) and (21) including an intercept on the right hand side of the
equations have been successively estimated for bivariate combinations of the
three variables. As shown in panel A of Table 3, the cointegration tests in-
dicate strong evidence of asymmetric cointegration in the form (21). Indeed,
the test statistics lie beyond the 5% critical values reported in Table 1 with all
but one lying beyond the 1% critical values.7 These results lead into thinking
6The details of the results not reported here are available from the author upon request.




1;t = c+¯¡ x
¡
2;t +errort takes the place
13that the series may be cointegrated only when there is real appreciation of the
European currencies.
The long-run economic relationships are reported in panel B of Table 3.





i;t = c + ¯
¡ logRER
¡
j;t + et (25)
where fi;jg = fDM, FF, ILg and et the regression disturbance. Due to the
presence of serial correlation in the residuals, the OLS formulas for standard
errors are incorrect. Following West (1988), consistent estimates of the stan-
dard deviations can be obtained by scaling the OLS statistics by (ˆ s=ˆ ¾2
e)1=2
where ˆ ¾e denotes the usual OLS standard error of regression and ˆ s is an esti-
mator of the spectral density at frequency zero of the regression disturbance.
Letting ˆ et be the OLS residual of (25), ˆ s has been computed as in Newey and
West (1987)
ˆ s = ˆ ¾(0) + 2
m X
h=1
[1 ¡ (h=m + 1)] ˆ ¾(h) (26)
where ˆ ¾(h) = 1
T
PT
t=h+1 ˆ etˆ et¡h, m = 4 since the number of observations inclu-
ded in the regression is 227.
Using these, we reject the null hypothesis that the intercept is equal to zero
in every case. The same is true of testing the cointegrating parameter to be
equal to one.
Note ﬁnally that reversing the causality in the regressions does not change
the qualitative conclusions.
5. Conclusion
This paper investigates the properties of a peculiar form of cointegration emer-
ging from decomposing time series into their positive and negative partial sums.
Our motivation has been driven by potential asymmetries in the interaction
among main economic indicators.
Although seemingly linear in the variables resulting from the decomposi-
tion introduced, the relation is shown to be nonlinear in two ways. First, it
is deﬁned in terms of nonlinear transformations of the raw data series. Se-
cond, the equilibrium error follows a nonlinear autoregressive process. These
characteristics imply that the model cannot be interpreted as a standard coin-
tegration relation. In particular, the usual statistical procedures devoted to





1;t = c + ¯+ x
+
2;t + errort in the Monte Carlo experiment.
14Table 3. Asymmetric Cointegration Analysis of Real Exchange Rates
A. Asymmetric Cointegration Testsa
Statistic i = FF;j = DM i = IL;j = DM i = IL;j = FF
DF 8.48 7.08 7.12
ADF(1) 6.42 6.09 5.92
ADF(2) 4.68 4.79 4.58
ADF(4) 3.61 4.18 4.00
B. Long-run Economic Relationshipsb



























FF;t 0:99 0:73 0.010
Notes :
a The entries refer to the DF and ADF t-statistics computed on the OLS residuals of (25).
Remark that in every case only the coeﬃcients of the ﬁrst and second lag are signiﬁcantly
diﬀerent from zero. Using Akaike or Schwartz information criterion leads to select k = 2 in
the augmented autoregressions.
b The reported parameters are the OLS estimates of (25). Standard errors calculated as
in West (1988) are in parentheses. DW, R2 and ˆ ¾e denote respectively the usual Durbin-
Watson statistic, the sample multiple correlation coeﬃcient and the residual standard error
resulting from OLS estimation of (25).
The theory is applied to the recent history of real exchange rates between
three European currencies and the U.S. Dollar. Since countries belonging to
the European Monetary System have agreed to coordinate their currencies
so that any one currency would not deviate too far from another currency
belonging to the System, we should expect the existence of some long-run
relationships amongst them. The fact that no evidence of linear cointegration
is found might be the consequence of some underlying nonlinear dynamics. In
15that way, the framework presented provides strong support to the hypothesis
of asymmetric cointegration relations.
Appendix
Proof of the Proposition
By construction, property (a) is immediate.
Regarding (b), let 4x
+
t be the non negative increment of the process bet-
ween epochs t ¡ 1 and t
4x
+
t = 1f4xt > 0g4xt (27)
Since 4xt = ³t » iid of probability density function f4xt(4xt) = f³t(³t),
4x
+















t ) = P(4xt > 0)E(4xtj4xt > 0) (29)
V (4x
+




¡P(4xt > 0)E2(4xtj4xt > 0)
¢ (30)






































t g is a random walk process with drift E(4x
+
t ).
A similar reasoning stands for fx
¡



















t ). Because E(4x
¡
t ) =
P(4xt < 0)E(4xtj4xt < 0) < 0, fx
¡
t g has a downward linear time trend in
mean.
Concerning property (c), notice that 4x
¡
t = 0 if 4x
+
t > 0 and conversely,
4x
+
t = 0 if 4x
¡













t ) with E(4x
+
t ) > 0, E(4x
¡
t ) < 0.
16Simulated Pairs of Asymmetrically Cointegrated Series
x1+, x2+
































Fig. 3. ¾" = :5
x1+, x2+



































Fig. 4. ¾" = :6
17x1+, x2+































Fig. 5. ¾" = :65
x1+, x2+






















Fig. 6. ¾" = :8
18International Financial Statistics Codes
Table 4. IFS Series Codes for Real Exchange Rates





Source : IFS CD ROM of December 2002.
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