ABSTRACT With the development of the neural network, some novel reconstructed networks are proposed to solve the problem of compressive sensing (CS) reconstruction. Compare with the traditional reconstruction algorithms, they can reconstruct the original images from the compressed measurement quickly and accurately with a low sampling rate. However, the CS reconstruction algorithms based on neural network ignore the image non-local similarity that is important prior information for the reconstruction. We propose a multi-scale residual reconstruction neural network with non-local constraint (NL_MRN). First, it considers the prior image non-local similarity and adds a non-local operation into the reconstruction network. Then, different scale residual reconstruction modules that have different convolution kernel size are combined to obtain the final output. Finally, the loss function of the whole network is defined as a weighted sum of the loss function of different scale reconstruction modules. What is more, the training efficiency of the network is improved by the proposed segmental training method. The theoretical analysis and the experimental results show that the proposed NL_MRN achieve better reconstruction compared with other reconstruction algorithms, especially at a low sampling rate.
I. INTRODUCTION
Compressed Sensing (CS) [1] - [3] is a sampling theory different with the traditional. It breaks through the limit of the Nyquist sampling and brings a great change to the data acquisition technology. CS has received extensive attention in academia and industry since it appeared. According to the CS theory, image and video and other signals can be reconstructed from the measurement which is far less than the real size of the data.
The research of CS is focused on three major aspects: measurement method, sparsity representation and signal
The associate editor coordinating the review of this manuscript and approving it for publication was Fang Yang. reconstruction method. And most of the research focuses on reconstruction. In the field of image CS reconstruction, more and more reconstruction algorithms take care of the image sparsity and non-local similarity to improve the quality of the CS reconstruction [4] - [9] . However, the modeling and optimization process are always the difficulties in the process of the CS image reconstruction.
Deep learning gradually becomes a hotspot in several fields of computer vision and image processing and has obtained excellent performance, such as image classification [10] , [11] , image restoration [12] , image superresolution [13] , [14] , etc. Deep learning can be free from the complex modeling and optimization process, because of its powerful self-learning ability. Then, the deep learning models, such as denoising autoencoder, convolution network, residual network etc., have also been successfully applied in CS image reconstruction [15] - [19] , which performs particularly well in low sampling. But compared with other traditional CS reconstruction algorithms, the CS reconstruction algorithms based on deep learning ignore the non-local similarity of the images. The non-local similarity means that a block often can find its similar blocks in the same image, and can be used to guide the image reconstruction. The image self-similarity means that for any image blocks, the similar blocks always can be found in the same image, and it has a guiding role for image reconstruction.
Considering the non-local similarity of the images, we propose a Multi-scale Residual reconstruction neural Network with Non-local constraint (NL_MRN). This network is composed of different reconstruction modules which have different size convolution kernels. The non-local operation is added into the reconstruction modules to capture the point-point dependence. In other words, the proposed reconstruction network considers the non-local similarity of images through non-local operation. Then for the loss function, not only the reconstructed image of the whole network output is considered, but also the reconstructed images of each scale convolution network. Overall, the three major contributions of the proposed NL_MRN are in the following.
1) Different reconstruction modules are designed in
NL_MRN. The convolution kernel scales of the different reconstruction modules are different from each other. It can take advantages of the different scale convolution kernels and works better than the single scale convolution kernel.
2) The non-local operation is applied to reconstruction modules. Each point of the image is associated with the whole image. This operation enables NL_MRN to capture the non-local similarity of the image. 3) The final loss function is defined as a weighted sum of loss function of different scale reconstruction modules. And the training process is divided into different stages which enhances the efficiency of training significantly.
II. RELATED WORK
This work involves image compressive sensing reconstruction, deep residual network and non-local neural network. Next, we will review these three categories of related works.
A. IMAGE COMPRESSIVE SENSING RECONSTRUCTION
The image compressive sensing reconstruction problem is to recover the unknown signal from the measurement. For a k-sparse signal x ∈ R N , through the measurement matrix ∈ R M ×N , M << N , the measurement is y = x, y ∈ R M . The CS theory indicates that if the signal x sufficiently sparse and the measurement matrix obeys a condition known as the Restricted Isometry Constants (RIP), the original signal can be recovered through the measurement y. RIP is defined as follows [20] , [21] :
For each interger k = 1, 2, . . ., define the isometry constant δ k of a matrix as the smallest number such that
holds for all k-sparse vectors. A vector is said to be k-sparse if it has at most k nonzero entries. If the isometry constant δ 2k < 1, the recovery problem has a unique k-sparse solution and can be solved through the following optimization problem
where • 0 is the 0 -norm. At present, the methods to solve the 0 optimization problem directly are based on greedy, natural optimization, etc. The greedy methods contain a serious of pursuit methods, such as Orthogonal Matching Pursuit (OMP) [22] , [23] , Compressive Sampling Matching Pursuit (CoSaMP) [24] , etc. The reconstruction algorithms based on natural optimization are proposed by Liu et al. and include Two-Stage Reconstruction Scheme of natureinspired optimization algorithm (TS_RS) [6] , the Overcomplete Dictionary-Based Directional Estimation Model and Nonconvex Reconstruction Methods (NR_DG) [7] , etc.
If the isometry constant δ 2k < √ 2 − 1, the solution to the 1 problem is that of the solution of the 0 problem. As 0 optimization problem is non-convex and difficult to solve directly, many algorithms are proposed to solve the 1 problem which is the convex relaxation of the 0 problem, such as Basis Pursuit (BP) [22] , Least Angle Regression (LARS) [23] , etc.
In recent years, with the development of deep learning, some algorithms based on deep neural networks have been proposed to solve the problem of image compressive sensing reconstruction. In [15] , Stacking Denoising Auto Encoder (SDA) is used to learn the mapping between the CS measurements and the original image signal. In [16] , a convolution network is built to reconstruct the image without iteration. Then, Deep Residual Reconstruction Network (DR2-Net) is proposed in [17] to improve the quality of the reconstructed image base on the residual learning. Compared with the traditional CS reconstruction algorithms, these neural network reconstruction algorithms can achieve faster reconstruction speed and better reconstruction results.
B. DEEP RESIDUAL NETWORK
Recently, the Residual Network (ResNets) [25] has an outstanding performance in computer vision. In ResNets, the ''shortcut connections'' which skip one or more layers perform identity mapping, and their outputs are added to the outputs of the stacked layers. Thus, it effectively avoids the signal attenuation which is caused by the nonlinear stacking. Compared with the traditional convolution network, the ResNets is easier to optimize and can gain accuracy from considerably increased depth. A Deep Residual Reconstruction Network for image compressive sensing (DR 2 -Net) has been proposed based on residual learning and has an excellent performance [17] . 
C. NON-LOCAL NEURAL NETWORKS
In Non-local Neural Networks [26] , the classical non-local mean method [27] in computer vision is integrated into the neural network. And the non-local operation computes the response at a position as a weighted sum of the features at all position. Compared with the classical recursion and convolution operations, the non-local operation can capture the relationship between any two points in the image or video.
III. MULTI-SCALE RECONSTRUCTION NEURAL NETWORK WITH NON-LOCAL CONSTRAINT A. FULLY CONNECTION LAYER
First, the observation data y ∈ R m×1 is entered into a fully connected layer, and a preliminary reconstruction result x f ∈ R n×1 is obtained:
Of which ReLU (Rectified Linear Unit) [28] is the activation function. x f is an initial estimate of the image, which is still quite different from the original image. Then, the image is improved by using the non-local reconstruction module.
B. RECONSTRUCTION MODULES WITH PRIOR CONSTRAINT
The idea of the non-local means is put forward by Baudes [27] in 2005. It uses the self-similarity prior in images to denoise. Each pixel is weighted averaging by all the pixels in the image, and the weighted values depend on the similarity between two pixels. Non-local neural network follows the idea of non-local mean and defines a generic non-local operation in the deep neural network as:
The output signal o has the same size as the input signal x. i is the index of the output position and j is the index of all possible positions in the image. The function f x i , x j is used to calculate the relationship of positions i and j, and the result is a weight scalar. The function g x j computes a representation of the input signal at the position j. The factor C(x) is used for normalization.
As the initial reconstructed image x f is not accurate, and it has error and noise compare with the target image, we establish a non-local reconstruction module to improve the quality of the image, as shown in Fig. 1 . Each point of the image is associated with the whole image by the non-local operation.
First, a two-layer convolution operation is performed for the initial reconstructed image x f ,
Of which W c1 , W c2 , b c1 , b c2 respectively represent filters and biases of the first and the second layer, and '' * '' represent the convolution operation. Then the feature graph is input into the non-local module, and the response output of each point is obtained:
where ''+z i '' is the residual connection [25] . 
The function is equivalent to the similarity measure of two positions, and the greater the similarity, the larger weight. Each point in feature map z represents the response value of the corresponding image block with some convolution features. The similarity of two points in feature map reflects the similarity of the local block in the image. The feature map is processed by the non-local operation, which is equivalent to a non-local self-similarity constraint on the image. Finally, the reconstructed image is obtained by convolution of feature map which is processed by the non-local operation
C. COMBINATORIAL RESIDUAL RECONSTRUCTION NETWORK
In the neural network, it is still an unsolved problem that how to select the convolution kernel size. The size of the convolution kernel is usually determined by experimental or empirical values, which has no guidance of a theoretical basis. It is recognized that the larger the size of the convolution kernel is, the greater the receptive field is, and the better it can reflect the global information of the image, but the more difficult it is to converge in training. In order to solve the problem of determining the size of the convolution kernel, three kinds of non-local reconstruction modules are used in the whole network, which has different kernel size respectively, as shown in Fig. 2 . In the experiment, we also find that the performance of convolution with different sizes is different under different sampling rate. When the sampling rate is lower, the smaller convolution kernel size can obtain better reconstruction result. It can be seen that the multi-scale convolution network can improve the robustness of image reconstruction under different sampling rate.
In the green non-local reconstruction module of the top of Fig. 2 , the first convolution layer generates 64 feature maps with 11 × 11 kernel, the second convolution layer generates 32 feature maps with 1 × 1 kernel, the third convolution layer generates one feature map (reconstruction image) with 7 × 7 kernel. A non-local module is added between the second and third convolution layers. In the convolution process, the step size is 1 and the size of feature map keeps 32 × 32.
In the orange non-local reconstruction module of the middle of Fig. 2 , the kernel size of the three convolution layers respectively is 9 × 9, 1 × 1 and 5 × 5. In the purple non-local reconstruction module of the lower of Fig. 2 , the size of all the convolution kernels is 3 × 3.
There is a residual connection between the input and output of the non-local reconstruction module. With different convolution kernel size, multiple non-local reconstruction modules are stacked to get the estimated values of the image:
Of which rec_1 rec_2 rec_3 are the parameters of the stacked non-local reconstruction modules, respectively. Finally, the reconstructed image is a combination of three images which are obtained by different scale non-local reconstruction modules:
The weight is obtained in the network training process.
D. LOSS FUNCTION
The mean squared error is used as the loss function. We now describe the training objective used to find optimal parameters of the proposed model. Let {x i , y i } n i=1 denotes the training dataset.
First, the images which are reconstructed by three different scale reconstruction networks are expected to be an accurate reconstruction of the original image. For the three intermediate outputs, we have the loss
where F rec_m (y i , rec_m ) denotes the output of the m-th scale reconstruction network. Then, for the final output, we have
At last, we give the final loss function L( , w). It equals the sum of the loss function of three scales and the final output,
where β denotes the importance of different objects.
E. TRAINING PROCESS
For effective training, the neural network is trained step by step as the following. The network is pre-trained by the reconstructed image at each scales non-local reconstruction network, that is, the loss functions in Eq. (11) are optimized respectively. It is noteworthy that the non-local module is not added into the network at the start of training, but in the later period of the training, and the parameters of the non-local module are initialized to 0.
After the pre-training completion, the whole network is trained by Eq. (13) . The weight values w of the different scale reconstructed images are set as equals. Setting β low makes the training procedure stable as early easily converge. Increase with the training iteration to boost the performance of the final output.
IV. EXPERIMENTS
In this section, we compare the performance of the proposed NL_MRN with state-of-the-art CS image recovery algorithms. We use the dataset of 91 images used in [13] to generate the training data, some images show in Fig. 3 . First, the 91 images are transformed into gray image. Then, the images are divided into non-overlapping blocks of size 32 × 32. Then the CS measurements for each block are computed by using the same random Gaussian measurement matrix: y i = x i . In training, (y i , x i ) is an input-output pair, where y i is the input of the network, x i is its ground truth label.
We use keras to implement and train the network. The training process is shown in section 3.5. The batch-size is set as 20 and learning rate is 0.0001. The experiments are committed on seven natural images depicted in Fig. 4 .
We compare NL_MRN with three existing methods, i.e., TVAL3 1 [29] , DAMP 2 [30] , and the deep learning-based ReconNet [16] . The parameters and iterations of the comparison methods are set to the default values. Fig. 6 and Fig. 7 show the reconstruction results for Boats and House with measurement ratio = 0.05, 0.10, 0.15, 0.25. The results are summarized in Table I and the best results are highlighted in bold. The validity of the proposed algorithms is proved by the numerical. Fig. 5 is the line charts of reconstruction results by different algorithms with different sampling rate. They show that either the Peak Signal to Noise Ratio (PSRN) and Structural Similarity index (SSIM) [31] of NL_MRN overpass the other three algorithms (TVAL3, DAMP, ReconNet). As the image self-similarity is not used in ReconNet, it can be seen that ReconNet which is also based on deep learning works not good as the traditional algorithms (TVAL3 and DAMP) at higher CS measurement rates. The performance of NL_MRN always outperforms ReconNet except for the measurement rate = 0.01. The effectiveness of non-local constraint depends on the initial reconstructed image.
However, when the measurement rate is very low, a relatively accurate initial reconstructed image cannot be obtained by the full connection of the first layer. So when the measurement rate is extremely low NL_MRN works similar to ReconNet.
V. CONCLUSION
In this paper, NL_MRN is proposed to reconstruct the image from the CS measurements. The proposed network is composed of several reconstruction modules of different scale convolution kernels. The final output is the weight of the VOLUME 7, 2019 reconstructed images of the multi-scale modules so that the final output can synthesize the advantages of each convolution kernel scale. In each reconstruction modules, the nonlocal operation is taken as a non-local constraint to enhance the similarity constraint between points and points in an image. Experiments show that our algorithm provides highquality reconstructions for a wide range of measurement rate. Compared with the image CS reconstruction, video has more prior information.
How to combine the neural network with the video prior to improving the reconstruction quality of the CS video reconstruction is the future research direction.
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