Abstract. We describe a perturbation method that can be used to reduce the problem of finding the multivariate generating function (MGF) of a nonsimple polytope to computing the MGF of simple polytopes. We then construct a perturbation that works for any transportation polytope. We apply this perturbation to the family of central transportation polytopes of order kn × n, and obtain formulas for the MGFs of the feasible cone of each vertex of the polytope and the MGF of the polytope. The formulas we obtain are enumerated by combinatorial objects. A special case of the formulas recovers the results on Birkhoff polytopes given by the author and De Loera and Yoshida. We also recover the formula for the number of maximum vertices of transportation polytopes of order kn × n.
Introduction
Counting the number of lattice points inside a polytope is a problem of much interest. One method that is widely used to obtain the number of lattice points of a rational polytope P is via its so-called "multivariate generating function" or "MGF". A benefit of this approach is that the method can be extended to obtain the volume of P and the number of lattice points in the dilations of P from its MGF as well. Therefore, the multivariate generating function is an interesting and useful object to study.
The most common approach to computing the MGF of a polytope (or a polyhedron) P is to compute the MGF of the feasible cone of P at each vertex and then sum them up, where the feasible cone of P at a vertex v is the cone generated by the edge directions coming out of v. However, computations involving non-simple cones are often complicated. When a cone is non-simple, a common method used to compute its MGF involves triangulating the cone into simple cones [2, 1] . Perturbation is another method often used to deal with non-simple cones in computational mathematics [5, 7, 9] , but it has not been widely used for computing MGFs. (However, see [4, 12] for some work in which perturbation is used for computing MGFs.) In the first part of our paper, we introduce a framework for perturbing polyhedra, with which we can compute the MGFs of non-simple polyhedra.
Although there are general formulas for counting lattices points of polytopes, there is a lot of interest in finding more explicit formulas for special families of polytopes. In the second half of our paper, we focus on the family of "transportation polytopes". We construct an explicit perturbation that works for any transportation polytope and then apply our perturbation method for computing MGFs to obtain combinatorial formulas for MGFs of transportation polytopes.
We now discuss our results in more detail. We start with the following theorem describing a framework for globally perturbing polyhedra, with which we can compute the MGFs of non-simple polyhedra. Although the theorem is equivalent to techniques known to the experts in the field, the particular presentation is well suited for our purposes, and we are not aware of it being in the literature in this form. Theorem 1.1. Let A be an N × D matrix and b ∈ R N . Suppose P is a non-empty integral polyhedron in R D defined by Ax ≤ b and b(t) is a continuous function on some interval containing 0 such that b(0) = b. Suppose for each t = 0 in the interval, b(t) defines a non-empty polyhedron P (t) = {x | Ax ≤ b(t)} with exactly ℓ vertices: w t,1 , . . . , w t,ℓ , and the feasible cone fcone(P (t), w t,j ) of P (t) at w t,j does not depend on t, that is, for each j : 1 ≤ j ≤ ℓ, there exists a fixed cone K j such that fcone(P (t), w t,j ) = K j for all t = 0. Then
Here f (P, z) and f (K j , z) denote the multivariate generating functions of P and K j , respectively.
See Definition 2.1 for the formal definition of multivariate generating function. Note that the convergence of w t,j is proved in Theorem 3.1, which also provides a local version for the perturbation method. According to Theorem 1.1, if we are given a non-simple integral polytope P and are able to find a way of perturbing P into simple polytopes satisfying conditions of Theorem 1.1, we can use the MGF of the feasible cones of the perturbed polytope P (t) to calculate the MGF of P. (See Example 3.2 for an example of how to use Theorems 1.1 and 3.1.) In [10] , the authors find a combinatorial expression for the MGF of the Birkhoff polytope B n , from which they obtain the first combinatorial formulas for the volume and Ehrhart polynomial of B n by residue calculations. In the present paper, we apply our perturbation method to generalize the results in [10] . Before stating our results, we recall some definitions.
The Birkhoff polytope belongs to the family of transportation polytopes: Given r = (r 1 , . . . , r m ) and c = (c 1 , . . . , c n ) two vectors of positive entries whose coordinates sum to a fixed number, the transportation polytope determined by r and c, denoted by T (r, c), is the set of all m × n nonnegative matrices in which row i has sum r i and column j has sum c j . We call T (r, c) a transportation polytope of order m × n. The problem of finding MGFs of transportation polytopes is relatively easy when a transportation polytope is "non-degenerate" (see Section 4 for the definition), in which case one can apply Corollary 4.11 to find its MGF. However, if a transportation polytope is degenerate, it is usually non-simple, in which case one often has to triangulate the non-simple feasible cones. We describe a perturbation (in Lemma 5.1) for all the transportation polytopes so that the problem is reduced to finding the MGF of non-degenerate cases. In addition to this, our perturbation provides families of transportation polytopes that obtain the maximum possible number of vertices among all the transportation polytopes of the same order (see Lemma 5.10) .
Addressing a question of Bernd Sturmfels, we consider a special family of transportation polytopes that contains the Birkhoff polytope: the family of central transportation polytopes. A classical central transportation polytope of order m × n is a transportation polytope whose column sums are all m and row sums are all n. However, strictly speaking Birkhoff polytopes do not belong to this family because the column sums and row sums are all 1 for B n . Therefore, we slightly generalize the definition of the classical central transportation polytopes to include Birkhoff polytopes. A transportation polytope T (r, c) is central of order m × n if all the column sums are the same and all the row sums are the same. The family of central transportation polytopes is an interesting subset of transportation polytopes. For example, when m and n are coprime, the central transportation polytope of order m × n achieves the maximum possible number of vertices among all the transportation polytopes of order m × n [3] . In [10] , the combinatorial data used to enumerate the MGF of B n is the family of rooted trees. Sturmfels asked whether we can give a nice description in terms of trees for the MGF of any central transportation polytope. We answer his question for central transportation polytopes of order kn × n by using the perturbation method we develop.
Denote by ST k,n the set of spanning trees of the complete bipartite graph K kn,n with right degree sequence (k + 1, k + 1, . . . , k + 1, k). Suppose M is a vertex of T (r, c). Then the MGF of the feasible cone fcone(T (r, c),
Thus, the MGF of T (r, c) is
In both equations, cycle(T, e) denotes the m × n (0, −1, 1)-matrix associated to the unique cycle in the graph T ∪ e (see Definition 4.6 for details). In the first equation, PertAux(M ) = {T ∈ ST k,n | the auxiliary graph of M is a subgraph of T , } and in the second equation, M T is the unique vertex of T (r, c) whose auxiliary graph is a subgraph of T. See Definition 4.2 for the definition of auxiliary graph.
Note that the Birkhoff polytope B n is a special case of this family of central transportation polytopes when k = 1. Our result recovers the formulas for the MGF of B n given in [10] .
We remark that in [11] , the authors also provided a framework for global perturbation method using the idea of lattice ideals (see [11, Corollary 7.5] ). The fundamentals of these two theories are similar; we just use different approaches. However, in our paper, we also provide a local version for the perturbation method in Theorem 3.1.
This paper is organized as follows. In Section 2, we give background on results related to multivariate generating functions. In Section 3, we give the framework for our perturbation method. In Section 4, we review results on properties of transportation polytopes. In Section 5, we give a perturbation that works for every transportation polytope. In Section 6, we apply the perturbation method to central transportation polytopes of order kn × n and give combinatorial formulas for the MGFs, Ehrhart polynomials, and volumes of these polytopes. When we specialize these formulas to Birkhoff polytopes, we recover the results in [10] . We also recover the formula for the maximum possible number of vertices of transportation polytopes of order kn × n.
Background
A polyhedron is the set of points defined by a system of linear inequalities
where n i is a D-vector and n i (·) is the linear function that maps x ∈ R D to the dot product of n i and x. Since we can consider n i (·) as a point in the dual space (R n ) * of R n , we will use the notation n i (or any bold letter) to denote both the D-vector and the linear function. For simplicity, we let A be the N × D matrix whose row vectors are n i 's and b = (b 1 , . . . , b N )
T , so the system of linear inequalities can be represented as Ax ≤ b. A polytope is a bounded polyhedron. We assume familiarity with basic definitions of polyhedra and polytopes as presented in [8, 14] . For any polyhedron P, we use Vert(P ) to denote the vertex set of P. An integral polyhedron is a polyhedron whose vertices are all lattice points, i.e., points with integer coordinates. A rational polyhedron is a polyhedron whose vertices are all rational points.
2.1. Ehrhart polynomials and multivariate generating functions. For any polytope P ⊂ R D , and a nonnegative integer t, we define
to be the number of lattice points inside tP = {tx | x ∈ P }, the tth dilation of P. It is well-known that given a d-dimensional integral polytope P, the function i(P, t) is a polynomial in t of degree d with leading coefficient being the normalized volume of P. Since this was first discovered by Ehrhart [6] , we often refer to i(P, t) as the Ehrhart polynomial of P. Because the leading coefficient of i(P, t) gives the volume of P, obtaining the Ehrhart polynomials of polytopes is one way people use to compute volumes of polytopes. One can find the Ehrhart polynomial i(P, t) of P using the multivariate generating function.
Definition 2.1. Let P ⊂ R D be a polyhedron. The multivariate generating function (or MGF) of P is:
Suppose P is the triangle defined by x ≥ 0, y ≥ 0 and x + y ≤ 2. It contains 6 lattice points: (0, 0), (1, 0), (2, 0), (0, 1), (1, 1) and (0, 2). Hence, its MGF is
Note that when P is a polytope, we obtain i(P, t) by plugging z i = 1 for all i in the MGF f (tP, z) of the tth dilation tP of P.
2.2.
Cones of polyhedra. One benefit of computing the MGF of a polyhedron is that the problem can be reduced to computing the MGF of the tangent/feasible cones of the given polyhedron by applying Brion's theorem. Let's first review some related definitions and results. Definition 2.3. Suppose P is a polyhedron defined by Ax ≤ b, where the row vectors of A are n 1 , . . . , n N . Let F be a face of P. If n i (x) = b i for any x ∈ F, we say the inequality n i (x) ≤ b i supports the face F or n i (x) = b i is a supporting hyperplane for F.
We denote by N (A, b, F ) = {n i | n i (x) = b i , ∀x ∈ F } the set of the normal vectors n i of all the inequalities among Ax ≤ b that support the face F.
The polar cone of K is the cone
Definition 2.5. Suppose P is a polyhedron and v ∈ P. The tangent cone of P at v is tcone(P, v) = {v + u | v + δu ∈ P for all sufficiently small δ > 0}. The feasible cone of P at v is fcone(P, v) = {u | v + δu ∈ P for all sufficiently small δ > 0}.
Let v be a vertex of P. One can check that the polar cone of the feasible cone of P at v is the cone generated by the vectors in N (A, b, v) :
Definition 2.6. Suppose P is a non-empty polyhedron defined by Ax ≤ b. The recession cone of P, denoted by K P , is
Indicator functions and Brion
We assume the readers are familiar with the definition of algebra of polyhedra/polytopes and valuation presented in [2] . The following lemma gives the two important equations of indicator functions of cones of polyhedra.
Lemma 2.7 (Theorem 6.4 and Problem 6.2 in [1] ). Suppose P is a non-empty polyhedron without lines. Then
[tcone(P, v)] modulo polyhedra with lines; (2.2)
[fcone(P, v)] modulo polyhedra with lines, (2.3) where K P is the recession cone of P.
The following lemma gives a connection between indicator functions of cones and indicator functions of their polars. Apply the above lemma to Equation (2.3) gives us the following, which will be useful to us later: Corollary 2.9. Suppose P is a non-empty polyhedron without lines.
• ] modulo polyhedra in proper subspaces.
It turns out that the multivariate generating functions define a valuation on the algebra of polyhedra. Theorem 2.10 (Theorem 3.1 and its proof in [2] ). There is a map F which, to each rational polyhedron
, such that the following properties are satisfied:
D where the series converges absolutely. (iv) If P is not pointed, i.e., P contains a line, then f (P, z) = 0.
Using this valuation property and Equation (2.2), we immediately have Brion's theorem: Theorem 2.11 (Brion, 1988; Lawrence, 1991) . Let P be a rational polyhedron. Then, considered as rational functions,
Corollary 2.12. If P an integral polyhedron, then
Hence, for any positive integer t,
Example 2.13. Let P be the integral interval [2, 5] , which is a 1-dimensional polytope whose vertices are v 1 = 2 and v 2 = 5. The feasible cone of P at v 1 is just the nonnegative x-axis: fcone(P, v 1 ) = {x : x ≥ 0}. Thus, the lattice points in fcone(P, v 1 ) are all the nonnegative integers. Hence,
where the second equality holds for |z| < 1. Similarly, we can get
where the second equality holds for |z| > 1. Brion theorem states that considered as rational functions, we have
which agrees with what one would get by computing f (P, z) directly using Definition 2.1.
By Theorem 2.11, the problem of finding the MGF of a rational polyhedron P is reduced to finding the MGF of each of its tangent cone. When P is integral, the problem is reduced further: by Corollary 2.12, it suffices to find the formulas for the MGF of the feasible cone of each vertex of P.
2.4.
MGFs of unimodular cones. In general, one cannot calculate the MGF of a cone just by reading its generating rays. If a cone is not simple, i.e., the number of rays that generate the cone is larger than the dimension of the cone, one usually has to triangulate the cone into simple cones first. Even if a cone is simple, it is usually impossible to calculate its MGF directly from its generating rays. However, it can be done when the cone is unimodular. A pointed cone K in R D generated by the rays {r i } 1≤i≤d is unimodular if r i 's form a Z-basis of the lattice
Lemma 2.14 (Lemma 4.1 in [2] ). Suppose K is a unimodular cone generated by the rays {r i } 1≤i≤d . Then
Because computing the MGF of a unimodular cone is easy, it is easy to compute the MGF of an integral polyhedron/polytope whose feasible cones are all unimodular. Therefore, we give the following definition. Definition 2.15. A polytope P ⊂ R D is totally unimodular if every vertex of P is a lattice point and every feasible cone of P is unimodular.
Corollary 2.16. Suppose P ⊂ R D is a totally unimodular polytope. Then
where r v,1 , . . . , r v,d are the generating rays of the vertex v.
Proof. It follows from Corollary 2.12 and Lemma 2.14.
2.5.
Obtaining volume and Ehrhart polynomial from MGF. Barvinok gives a polynomial algorithm to express a simple cone as signed sum of unimodular cones [2, Theorem 4.2] . Applying this algorithm to each simple cone in a triangulation of a cone, one can get the MGF of the cone. Using this idea and Theorem 2.11, Barvinok [2, Theorem 4.4] shows that for any P ⊂ R D a d-dimensional rational polyhedron, the multivariate generating function of P is in the form of
,
s are all vertices (with multiple occurrences) of P, and Cone(r i,1 , . . . , r i,d ) is unimodular, for each i.
Because the above formula is obtained via Theorem 2.11, by Corollary 2.12, if P is an integral polytope, we only need to replace v i with tv i in (2.7) to get the MGF of its dilation tP . Then one can use the residue calculation showed in [2] to find the Ehrhart polynoial and the volume of P.
Lemma 2.17 (Lemma 5.4 in [10] ). Suppose P ⊂ R D a d-dimensional integral polytope and the MGF of P is in the form of (2.7). Then for any choice of c ∈ R D such that c, r i,j = 0 for each i and j, the Ehrhart polynomial of P is
for definition of Todd polynomials.) In particular, the normalized volume of P is
Hence, the problem of finding formulas for the volume and Ehrhart polynomial of an integral polytope is reduced to finding the formula for its MGF. Therefore, our paper will be mainly focused on computing the MGFs of polytopes.
A perturbation method
When calculating the MGF of a polytope/polyhedron which has non-simple feasible cones, we usually triangulate those non-simple feasible cones into simple cones, and then apply various algorithms [1, Chapter 16] for computing MGFs of simple cones to find the final formula. In this section, we describe a perturbation method that can be used to replace the triangulation step in the above procedure. The method is particularly useful when the perturbed polytopes are totally unimodular, in which case instead of using other algorithms, it suffices to use Lemma 2.14 or Corollary 2.16 to obtain the MGFs.
Theorem 3.1. Let A be an N × D matrix and b ∈ R N . Suppose P is a non-empty polyhedron in R D defined by Ax ≤ b and b(t) is a continuous function on some interval containing 0 such that b(0) = b. Suppose for each t = 0 in the interval, b(t) defines a non-empty polyhedron P (t) = {x | Ax ≤ b(t)} with exactly ℓ vertices: w t,1 , . . . , w t,ℓ , and the feasible cone of P (t) at w t,j does not depend on t, that is, for each j : 1 ≤ j ≤ ℓ, there exists a fixed cone K j such that fcone(P (t), w t,j ) = K j for all t = 0. Then we have the following: (i) For each fixed j : 1 ≤ j ≤ ℓ, the set of vertices {w t,j } converges to some vertex of P as t goes to 0. (ii) For each vertex v ∈ Vert(P ), let J v be the set of j's where {w t,j } converges to v. Then
Therefore,
One sees that Theorem 1.1 follows directly from Theorem 3.1 and Corollary 2.12.
The phenomenon described in Theorem 3.1 is similar to the one in Theorem 18.3 of [1] . However, the conditions given in these two theorems are different. (For example, the convergence of the vertices w t,j is a hypothesis in Theorem 18.3 of [1] but is a conclusion in our theorem.) One might be able to modify the proof of Theorem 18.3 of [1] to give a proof for part (ii) of Theorem 3.1 provided that (i) is proved. We also remark that one can deduce part (ii) of Theorem 3.1 from the proposition (on page 818) in Section 3.1 of [4] . However, since the presentation we need is slightly different, we find it is easier to give an independent self-contained proof of the theorem in this article. Before we prove Theorem 3.1, we give an example demonstrating how this theorem (and Theorem 1.1) work and then give a preliminary lemma. 
1). Let
Then P = {x ∈ R 2 | Ax ≤ b} is just the unit square with vertices
For any t ∈ (0, 1/5), the polygon P (t) has seven vertices w t,1 = (t, 0), w t,2 = (t, 1),
See Figure 1 . It shows polygons P (3/20), P (1/10) and P (1/20). One can see that as t decreases, the polygons look more and more similar to the unit cube P = P (0). In this example, as t goes to 0,
Hence, w t3,4 w t3,5 Figure 1 . Example of polygons converging to the unit square Note that the feasible cone of P (t) at w t,j does not depend on t (for t ∈ (0, 1/5)). Let K j := fcone(P (t), w t,j ). By Theorem 3.1, we have
modulo polyhedra with lines; (3.1)
modulo polyhedra with lines; (3.2)
modulo polyhedra with lines.
We remark that Equations (3.1) and (3.2) are trivial, and actually hold with direct equalities (without modulo equivalence). Equations (3.3) and (3.4) are less trivial.
Finally, we have the conclusion of Theorem 1.1:
We need the following lemma to prove Theorem 3.1.
Lemma 3.3. Let A be an N × D matrix with row vectors n 1 , . . . , n N and b ∈ R N . Suppose P is a non-empty polyhedron in R D defined by Ax ≤ b and b(t) is a continuous function on some interval containing 0 such that b(0) = b. Let P (t) be the polyhedron defined by the linear inequalities Ax ≤ b(t). Then we have the following:
(i) The vertex sets {Vert(P (t)) | t = 0} converge to the vertex set Vert(P ) of P ; that is, for any ǫ > 0, there exists δ ǫ , such that for any t : 0 < |t| < δ ǫ , any vertex w of P (t), there exists a vertex v of P satisfying |w − v| < ǫ. (ii) Let ǫ be strictly smaller than one half of the minimum distances between two vertices of P, and t : 0 < |t| < δ ǫ , where δ ǫ is defined as in (i). For any vertex w of P (t), the vertex v of P satisfying |w − v| < ǫ is unique, and such a pair of w and v satisfies
Hence, we have
(iii) Choose ǫ and t as in (ii). Suppose P (t) is non-empty and has vertices. For any vertex v ∈ Vert(P ), let W t,v = {w ∈ Vert(P (t)) | |w − v| < ǫ} be the set of vertices of P (t) that are within ǫ-distance to v. Then
[fcone(P (t), w)] modulo polyhedra with lines.
Proof. Any D linearly independent rows of A form an invertible matrix. Let M 1 , . . . , M k be all the invertible matrices arising this way. For each j : 1 ≤ j ≤ k, let I j = { the indices of the rows from A that form matrix M j }, and let b j (t) = (b i (t)) i∈Ij be the corresponding sub-vector of b(t) and let b j = (b i ) i∈Ij be the corresponding sub-vector of b. Note that b j (t) is a continuous function where
) is a continuous function on t, there exists δ j such that
) is a continuous function on t, there exists δ
We choose
We claim for any t : 0 < |t| < δ ǫ , and any vertex w of P (t), there exists a vertex v of P such that |w − v| < ǫ. After all, since w is a vertex of P (t), for some (not necessarily unique) j, we have that
has to be a vertex of P because otherwise δ ′ j exists and (3.8) contradicts with (3.10). Then our claim, i.e., (i), immediately follows from (3.7).
We now prove (ii). The uniqueness choice of v follows from the triangle inequality. Finally, we prove (iii). Suppose P (t) is non-empty and has vertices. It is clear that P is a polyhedron with vertices, thus without lines. Also, P and P (t) have the same recession cone:
By (3.6), we have (fcone(P (t), w))
Thus,
However, applying (2.4) to both P and P (t), we get
modulo polyhedra in proper subspaces.
Hence, we must have
Then (iii) follows from Lemma 2.8, the above formula, and Theorem 2.10.
Proof of Theorem 3.1. Clearly, (ii) follows from (i) and Lemma 3.3/(iii). So we just need to prove (i). Fix j ∈ {1, . . . , ℓ}. By Lemma 3.3, for sufficiently small ǫ, there exists δ ǫ , such that for any t : 0 < |t| < δ ǫ , any w t,j is within ǫ-distance to a unique vertex, say v t , of P. It suffices to show that v t are the same vertex for any t : 0 < |t| < δ ǫ . We assume to the contrary that there exist t 1 = t 2 such that v t1 = v t2 . However, by (3.6), we have
Since K j is a pointed cone, the polar K
• j is full-dimensional. However, the intersection of (fcone(P, v t1 ))
• and (fcone(P, v t2 ))
• lies in the hyperplane {n | n(v t1 −v t2 ) = 0}. This is a contradiction. Hence, we have (i). 
Properties of Transportation Polytopes
In Section 5, we will apply the perturbation method introduced in the last section to transportation polytopes. Before that, we review properties of transportation polytopes. Most of them can be found in [13] .
We first note that the original interpretation of transportation polytope comes from planning the carriage of goods: There are m suppliers which can supply the same product and which must be delivered to n users. Suppose the ith supplier produces r i units of the product and the jth user requests c j units. Then each point M in T (r, c) corresponds to one way of distributing this product from the suppliers to the users, where M (i, j) is the number of units that is transported from the ith supplier to the jth user.
Transportation polytopes have natural connection to the complete bipartite graphs. Let K m,n be the complete bipartite graph with m vertices u 1 , . . . , u m on the left and n vertices w 1 , . . . , w n on the right. (One could consider that the u i 's are suppliers and w j 's are users.) Throughout the rest of the paper, we refer to u i 's as the left vertices and w j 's as the right vertices. Denote by e i,j the edge in K m,n connecting u i and the w j . For any subgraph G of K m,n , we denote by E(G) the edge set of G.
Let A m,n be the (m + n) × mn incidence matrix of K m,n . (Then the column A i,j m,n of A m,n corresponding to the edge e i,j is the (m + n)-vector where the ith and (m + j)th component are 1 and zero elsewhere.) Then the transportation polytope T (r, c) can be described by
We often call matrix A m,n the constraint matrix of the transportation polytopes of order m × n. A vertex of a transportation polytope of order m × n is non-degenerate if it has exactly m + n − 1 entries that are positive; otherwise it is degenerate. A transportation polytope is non-degenerate if all its vertices are non-degenerate; otherwise it is degenerate. It's easy to see that every non-degenerate transportation polytope is simple. It is known that A m,n is a totally unimodular matrix, i.e., every minor of A m,n is 0, 1, or −1. Therefore, if a transportation polytope is nondegenerate or simple, it is a totally unimodular polytope. Then we can apply Corollary 2.16 to find its MGF.
There is an easy way to identify non-degenerate transportation polytopes. To express the MGF of a totally unimodular polytope, we need to know how to describe its vertices, and the generating rays of each feasible cone. We denote by vertAux(r, c) the set of all the auxiliary graphs obtained from vertices of T (r, c).
A point M ∈ T (r, c) is a vertex of T (r, c) if and only if the column vectors {A
i,j m,n | M (i, j) > 0} are linearly independent. However, using matroid theory, one can show that given any index set ind ⊂ [m]×[n], the column vectors {A i,j m,n |(i, j) ∈ ind} are linearly independent if and only if the subgraph of K m,n with edge set {e i,j | (i, j) ∈ ind} is a forest. Therefore, we have the following theorem and lemma, both of which follow from Theorem 2.2 of Chapter 6 in [13] . Theorem 4.3. Let M ∈ T (r, c). Then M is a vertex of T (r, c) if and only if aux(M ) is a spanning forest of K m,n . Furthermore, aux induces a bijection between the vertex set of T (r, c) and the set of spanning forests of K m,n that are auxiliary graphs of some points in T (r, c).
In particular, if T (r, c) is non-degenerate, M is a vertex of T (r, c) if and only if aux(M ) is a spanning tree of K m,n . Thus, aux induces a bijection between the vertex set of T (r, c) and the set of spanning trees of K m,n that are auxiliary graphs of some points in T (r, c). Let T i = aux(M i ) be the auxiliary graph of M i for 0 ≤ i ≤ 6. Then E(T 0 ) = {e 1,1 , e 2,2 , e 3,3 }, E(T 1 ) = {e 1,2 , e 2,1 , e 3,3 }, E(T 2 ) = {e 1,1 , e 2,3 , e 3,2 , e 3,3 }, E(T 3 ) = {e 1,3 , e 2,2 , e 3,1 , e 3,3 }, E(T 4 ) = {e 1,2 , e 2,3 , e 3,1 , e 3,3 }, E(T 5 ) = {e 1,3 , e 2,1 , e 3,2 , e 3,3 }, E(T 6 ) = {e 1,3 , e 2,3 , e 3,1 , e 3,2 }.
Each T i is a spanning forest of K 3,3 .
We remark that a weak statement of Theorem 4.3 is that aux induces a bijection between Vert(T (r, c)) and vertAux(r, c). This is the first reason why the set vertAux(r, c) is important (and why we have defined this set). In fact, in addition to the one-to-one correspondence to the vertex set of T (r, c), the set vertAux(r, c) also determines the combinatorial structure of T (r, c) as we will see in the next subsection (cf. Corollary 4.12).
4.2.
Feasible cones of transportation polytopes. Section 4.1 of Chapter 6 in [13] gives a complete description of the generating rays of feasible cones of transportation polytopes, as well as a characterization of when two vertices are adjacent in a transportation polytope. We summarize the results as two lemmas below (Lemma 4.8 and Lemma 4.9). We note that although the results in [13] are presented slightly differently, our lemmas follow easily from them. We begin with a preliminary definition. Definition 4.6. Let T be a spanning forest of K m,n . Suppose e = {e (1) , e (2) , . . . , e (k) } is a set of distinct edges that are not in T satisfying the following conditions: a) T ∪ e creates a unique cycle. (Note that this cycle must have even length.) b) All the edges in the set e are contained in the cycle. c) Suppose this cycle is:
, e i2,j1 , e i2,j2 , . . . , e is,js , e i1,js .
Then each e (ℓ) appears at an odd position in the above list. This is equivalent to say that any two edges in the set e have an even distance in the cycle. Given such a pair T and e, we define cycle(T, e) to be the m × n matrix whose entries are defined as
otherwise. .3) {cycle(T, e) | e ∈ E(T )}.
Lemma 4.9. Let M and N be two distinct vertices in T (r, c). Then M and N are adjacent if and only if the union of aux(M ) and aux(N ) has a unique cycle. Moreover, if M and N are two adjacent vertices, the unique cycle in the union of aux(M ) and aux(N ) is the same as aux(M ) ∪ e, for some e = {e (1) , e (2) , . . . , e (k) } satisfying the conditions in Definition 4.6. Thus, the unique cycle determines the ray from M to N as described in (4.1).
Example 4.10. Let T (r, c) and M i and T i be the ones defined in Example 4.5. For each 1 ≤ i ≤ 5, the union of T 0 and T i has a unique cycle; but the union of T 0 and T 6 has more than one cycles. Therefore, the vertex M 0 has five adjacent vertices M 1 , M 2 , . . . , M 5 . For each 1 ≤ i ≤ 5, the unique cycle in the union of T 0 and T i determines one of the rays that generates the feasible cone of T (r, c) at the vertex M 0 .
The unique cycle in the union of T 0 and T 1 is the cycle described in Example 4.7. Hence, we obtain one ray
We can similarly find the other four rays, denoting by R i the ray determined by the union of T 0 and T i :
Thus, fcone(T (r, c), M 0 ) is generated by R 1 , R 2 , . . . , R 5 . Note that this is not a simple cone.
It turns out that the transportation polytope T (r, c) is integral if r and c are both integer vectors. Hence, the following corollary follows immediately from Lemma 2.14, Corollary 2.16 and Lemma 4.8.
Corollary 4.11. Suppose T (r, c) is a non-degenerate transportation polytope. For any vertex M of T (r, c), we have
Suppose further that r and c are integer vectors. Then the multivariate generating function of T (r, c) is
We also have the following corollary to Lemma 4.9. Let T ∈ vertAux(r, c), and M T and M ′ T be the vertices of T (r, c) and
A perturbation for transportation polytopes
We describe a perturbation that works for any transportation polytope.
Lemma 5.1. Suppose r = (r 1 , r 2 , . . . , r m ) and c = (c 1 , c 2 , . . . , c n ) are two rational positive vectors. We define
where K is the lowest common multiple of the denominators of r and c. Then we have the following: T is in the cone spanned by the column vectors of the constraint matrix A m,n . We expect that for any generic vector p in the cone spanned by the columns of A m,n , perturbing the original polytope by tp works. However, we choose this particular one since it gives nice combinatorial results for the central transportation polytopes of order kn × n, which we will discuss in the next section.
We give the following two definitions before the proof of the above lemma.
Definition 5.3. Let x be a real number. The floor or integer part of x, denoted by ⌊x⌋ is the biggest integer that is not greater than x, and the fractional part of x, denoted by frac(x), is x−⌊x⌋. The ceiling of x, denoted by ⌈x⌉ is the smallest integer that is not smaller than x, and the co-fractional part of x, denoted by cofrac(x), is ⌈x⌉ − x.
Definition 5.4. Let G be a subgraph of the complete bipartite graph K m,n . Let d j be the number of edges in G connecting to w j , the jth right vertex of K m,n . We call (d 1 , d 2 , . . . , d n ) the right degree sequence of G and write δ (G) = (d 1 , . . . , d n ) .
We also define l(G) := the number of u i 's in G, i.e., the number of left vertices in G.
For convenience, for any spanning tree T of K m,n , we consider T as a rooted tree rooted at w n , the nth right vertex. For any vertex v of T, we denote by T v the subtree of T rooted at v.
Proof of Lemma 5.1. Because T (Kr(t), Kc(t)) is a dilation of T (r(t), c(t)), the polytopes T (Kr(t), Kc(t)) and T (r(t), c(t)) have exactly the same combinatorial structures. Therefore, without loss of generality, we can assume that r and c are integer vectors, and K = 1. , and let T ∈ vertAux(r(t 0 ), c(t 0 )). By Theorem 4.3, T is a spanning tree of K m,n . It suffices to show that for any t ∈ (0, 1 m ), the tree T is the auxiliary graph of a vertex of T (r(t), c(t)). Let M T (t 0 ) be the vertex of T (r(t 0 ), c(t 0 )) corresponding to the tree T.
We claim that, considering T a rooted tree rooted at w n ,
and the matrix M T whose entries defined by the following equation is a vertex of T (r, c).
The claim can be proved by induction on hook lengths of vertices of T.
(Recall the hook length of a vertex v in a rooted tree is the number of descendants of v.) We define the matrix M T (t) as follows:
It is clear that M T (t) is a vertex of T (r(t), c(t)) with auxiliary graph T. See Figure 2 for an example. The tree on the right side of the figure is the same one as the one on the left; it is just drawn as it is a rooted tree rooted at w 3 . The solid lines are the edges where some w j is the parent and the dashed lines are the edges where some u i is the parent. The number next to an edge {u i , w j } is the entry of M T (t)(i, j). It turns out we can use auxiliary graphs to determine which vertices of the perturbed polytopes T (r(t), c(t)) (described in Lemma 5.1) converge to a given vertex of T (r, c).
Lemma 5.5. Assume the conditions of Lemma 5.1. Let t 0 ∈ (0, 1 Km ), and let T ∈ vertAux(r(t 0 ), c(t 0 )). Define M T and M T (t) as in (5.2) and (5.3), respectively. Then
(ii) M T is the unique vertex of T (r, c) satisfying that its auxiliary graph is a subgraph of T.
Proof. It is clear that M T (t) converges to M T , and M T is a vertex of T (r, c) satisfying that its auxiliary graph is contained in T. It is left to show the uniqueness. However, the uniqueness follows from Lemma 4.4.
Example 5.6. Let r = c = (1, 1, 2) and M 0 , M 1 , . . . , M 6 be the vertices of T (r, c) as defined in Example 4.5. Then we define
One can check that T (r(t), c(t)) have 18 vertices, which we list in the following table.
M i Vertices of T (r(t), c(t)) that converge to M i as t → 0
The auxiliary graph of each of the 18 vertices gives a spanning tree of K 3,3 . It is clear that vertAux(r(t), c(t)), the set of these 18 spanning trees, is independent of t.
One can tell which vertices of T (r(t), c(t)) converge to M i directly from the description of the vertices. However, we can also determine this using Lemma 5.5/(ii). For example, the auxiliary graph of M 0 is T 0 whose edge set is E(T 0 ) = {e 1,1 , e 2,2 , e 3,3 }.
If we examine the 18 spanning trees in vertAux(r(t), c(t)), three of them contains T 0 . The edge sets of these three trees are {e 1,1 , e 1,2 , e 2,2 , e 3,1 , e 3,3 }, {e 1,1 , e 2,1 , e 2,2 , e 3,2 , e 3,3 }, {e 1,1 , e 2,2 , e 3,1 , e 3,2 , e 3,3 }.
These are precisely the auxiliary graphs of the three vertices that converge to M 0 .
Lemma 5.5 tells us which vertices of the perturbed transportation polytopes T (r(t), c(t)) converge to a given vertex M of the original transportation polytope T (r, c) : [fcone(T (r(t), c(t)), M T (t))] (5.5) modulo polyhedra with lines, where M T (t) is defined as in (5.3) .
Hence,
Proof. Formula (5.5) follows from Lemma 5.1/(iii), Theorem 3.1, and Lemma 5.5.
Formula (5.6) follows from (5.5), Lemma 5.1/(i), and Formula (4.4).
Example 5.8. We assume the same setup as in Examples 4.5, 4.10 and 5.6. As we discussed in Example 4.10, the feasible cone of T (r, c) at M 0 is spanned by five rays and is not a simple cone. Therefore, it is hard to compute its MGF directly. Applying the perturbation we discuss in this section, as shown in Example 5.6, we see that there are three vertices of the perturbed transportation polytope T (r(t), c(t)) that converge to M 0 . Let K 1 , K 2 and K 3 be the feasible cones of T (r(t), c(t) at these three vertices. Then (5.5) says that
, modulo polyhedra with lines.
Since T (r(t), c(t)) is non-degenerate, each K i is unimodular and one can obtain a formula for f (K i , z) quickly from the set of generating rays of K i . Knowing the set vertAux(r(t), c(t)) of the auxiliary graphs of the vertices of T (r(t), c(t)), we are able to figure out the rays that generate the feasible cone of T (r(t), c(t)) at each of its vertices using Lemma 4.8 for non-degenerate polytopes. In particular, we are able to describe feasible cones K 1 , K 2 and K 3 , and then obtain a formula for f (fcone(T (r, c), M 0 ), z).
We can also describe the MGF of an integral transportation polytope. 
where M T is defined as in (5.2), or equivalently, M T is the unique vertex of T (r, c) satisfying that its auxiliary graph is a subgraph of T.
Proof. Formula (5.7) follows immediately from Lemma 5.1, Theorem 1.1, and Lemma 5.5.
Maximum number of vertices. We finish this section by an additional result we obtain from the perturbation we define in Lemma 5.1.
Suppose T (r, c) is a central transportation polytope of order m× n, and T (r ′ , c ′ ) is a transportation polytope of same order. By Theorem 7.1 of Chapter 6 in [13] , T (r ′ , c ′ ) has the maximum possible number of vertices if and only if for all λ ∈ (0, 1), the transportation polytope T (λr + (1 − λ)r ′ , λc + (1 − λ)c ′ ) is non-degenerate. Because the perturbation we define in Lemma 5.1 is linear, we have the following result:
Lemma 5.10. Suppose T (r, c) is a central transportation polytope. Then the transportation polytopes T (r(t), c(t)), 0 < t < 1 Km , we defined in Lemma 5.1 achieve the maximum number of vertices among all the transportation polytopes of order m × n.
Proof. For any λ ∈ (0, 1), it is clear that
Since 0 < (1 − λ)t < t < We have the following theorem on the vertices of T (r(t), c(t)). Recall that ST k,n is the set of spanning trees of K kn,n satisfying δ(T ) = (k + 1, . . . , k + 1, k).
The set of vertices of T (r(t), c(t)) is in bijection with the set ST k,n . More specifically, ST k,n is the set of the auxiliary graphs of the vertices of T (r(t), c(t)) :
Furthermore, for any T ∈ ST k,n , the corresponding vertex of T (r(t), c(t)) is the matrix M T (t) whose entries are defined as below, considering T a tree rooted at w n :
Proof. We have akn = bn. So ak = b. Suppose M is a vertex of T (r(t), c(t)). By Theorem 4.3, the auxiliary graph T := aux(M ) is a spanning tree. Hence, the number of edges in T is kn + n − 1 = (k + 1)n − 1. It is clear that each entry of M cannot exceed a − t. For any j : 1 ≤ j ≤ n − 1, since m i=1 M (i, j) = b and (a − t)k < b, there are at least k + 1 i's such that M (i, j) is positive. This means the right vertex w j has at least k + 1 adjacent edges in T. Similarly, we can argue that the right vertex w n has at least k adjacent edges. However, the sum of the right degree sequence of T is equal to the number of edges in T which is (k + 1)n − 1. Thus, we must have δ(T ) = (k + 1, . . . , k + 1, k).
On the other hand, given T ∈ ST k,n , to show that T is the auxiliary graph of a vertex of T (r(t), c(t)), it suffices to verify M T (t) defined by (6.1) is a point in T (r(t), c(t)). This can be proved directly by checking the row sum of M T (t) is always a − t, the first n − 1 column sums are always b = ak, and the last column sum is b − mt.
We see that Theorem 1.2 follows from Theorem 6.1 and Corollaries 5.7 and 5. 9 . We can actually analyze the data used to enumerate the formulas in Theorem 1.2 further, which helps to restate Theorem 1.2 with more fundamental combinatorial objects, as well as to figure out the number of vertices in T (r(t), c(t)). It is clear that the vertices of T (r, c) are the {0, a}-matrices in which each row has exact one entry of a and each column has exactly k entries of a. These matrices corresponding to "k to 1" matching from the m = kn left vertices to the n right vertices. This motivates the following definition. Definition 6.2. We call an kn × n matrix M a k-to-1 matching matrix if M is a {0, 1}-matrix such that there is exactly one 1 in each row and exactly k 1's in each column. We denote by Mat k,n the set of all the kn × n k-to-1 matching matrices.
We also call the auxiliary graph of each k-to-1 matching matrix a k-to-1 matching graph.
With this definition, the vertices of T (r, c) is the set Vert(T (r, c)) = {aM | M ∈ Mat k,n } =: aMat k,n . Now we connect the set vertAux(r, c) = ST k,n with simpler combinatorial objects, denoting by R n the set of all the rooted trees on {w 1 , w 2 , . . . , w n } rooted at w n . Lemma 6.3. There is a bijection between Mat k,n × R n × [k]
n−1 and ST k,n .
Proof. Given M ∈ Mat k,n , a rooted tree R ∈ R n and f = (f 1 , . . . , f n−1 ) ∈ [k] n−1 , we can construct a tree T ∈ ST k,n from (M, R, f ) in the following way: We start with the k-to-1 matching graph aux(M ). If w j0 is the parent of w j in R, we add an edge connecting w j and the (f j )th left vertex that is matched to w j0 in aux(M ). After adding these n − 1 edges, one can check that we actually obtain a spanning tree T of K kn,n rooted at w n and each right vertex w j has exactly k children. We can ignore the root. Then T is in ST k,n .
For example, the tree in Figure 2 is the image of the tuple (M, R, f ) shown in where M T is the matrix whose corresponding graph is the unique 1-to-1 matching subgraph of T.
Next, we give formulas for the number of vertices of T (r(t), c(t)). The number of vertices of T (r(t), c(t)) (t ∈ (0, 1 m )) is (kn)! (k!) n n n−2 k n−1 .
Proof. The first statement follows from the observation that the cardinality of Mat k,n is (kn)! (k!) n . It is well-known that the number of rooted trees on n vertices with a fixed root is n n−2 . Then the second statement follows from Lemma 6.3.
By Lemma 5.10, we obtain another known result.
Corollary 6.7 (Corollary 8.6 of Chapter 6 in [13] ). The maximum number of vertices among all the transportation polytopes of order kn × n is (kn)! (k!) n n n−2 k n−1 .
Finally, we apply Lemma 2.17 to Formula (6.4) to obtain formulas for the volume and Ehrhart polynomial of the central transportation polytope of order kn × n.
Corollary 6.8. Let C be a kn×n matrix such that C, cycle(T, e) = 0 for any pair of T ∈ ST k,n and e ∈ E(T ). Then the coefficient of t i in the Ehrhart polynomial of the central transportation polytope T (r, c) of order kn × n is given by
i td (kn−1)(n−1)−i ( C, cycle(T, e) | e ∈ E(T ))
e ∈E(T ) C, cycle(T, e)
.
In particular, the normalized volume of T (r, c) is given by Vol(T (r, c)) = 1 ((kn − 1)(n − 1))! T ∈ST k,n ( C, aM T ) (kn−1)(n−1) e ∈E(T ) C, cycle(T, e) .
We remark that when k = 1, the above corollary gives an equivalent result to Corollary 1.2 in [10] .
