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POSET SUBDIVISIONS AND THE MIXED cd-INDEX
PATRICK DORNIAN, ERIC KATZ, AND LING HEI TSANG
ABSTRACT. The cd-index is an invariant of Eulerian posets expressed as a polyno-
mial in noncommuting variables c and d. It determines another invariant, the h-
polynomial. In this paper, we study the relative setting, that of subdivisions of posets.
We introduce the mixed cd-index, an invariant of strong formal subdivisions of posets,
which determines the mixed h-polynomial introduced by the second author with Sta-
pledon. The mixed cd-index is a polynomial in noncommuting variables c′, d′, c, d,
and e and is defined in terms of the local cd-index of Karu. Here, use is made of the
decomposition theorem for the cd-index. We extend the proof of the decomposition
theorem, originally due to Ehrenborg–Karu, to the class of strong formal subdivisions.
We also compute the mixed cd-index in a number of examples.
1. INTRODUCTION
The enumeration of faces of polytopes is a central question in geometric combina-
torics. One can count the number of faces or of flags, but there are many relations
stemming from Euler’s formula applied to faces and links of faces. Consequently,
finding a packaging of the face and flag numbers is of key importance. Two ap-
proaches have emerged: the h-polynomial and the cd-index. The natural setting for
each of these is not polytopes but rather Eulerian posets. These are graded posets
such that any interval of positive length has an equal number of elements of each
parity.
The h-polynomial in the case of simplicial polytopes emerges from counting the
number of faces in each dimension, writing a generating function, and applying a
linear change of variables. The redundancies are then reflected in the symmetry of
the h-polynomial. The h-polynomial was generalized to Eulerian posets through a
recursive definition inspired by intersection homology of toric varieties.
The cd-index is defined by first counting the number of flags of each rank set and
encoding them in generating polynomial in noncommuting variables a and b. As
a consequence of the generalized Dehn–Sommerville equations [2], this generating
polynomial can be written more compactly as a polynomial in variables c = a + b
and d = ab+ ba [4]. See [1] for a survey. While the cd-index is not non-negative for
every Eulerian poset, as shown in [18, Exercise 3.193(a)], it has desirable positivity
properties for certain classes of posets [17, 11, 9].
A natural relative extension of the study of polytopes is that of subdivisions of
polytopes. Here, the natural notion of subdivision for an Eulerian poset is a strong
formal subdivision by a lower Eulerian poset. A strong formal subdivision is a poset
map φ : Γ → B satisfying certain properties. By work of the second author with Sta-
pledon [12], one can enrich the h-polynomial to a multivariable analogue, themixed
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h-polynomial, which captures enumerative properties of the subdivision. The defi-
nition is motivated by the mixed Hodge theory of degenerating families of toric vari-
eties (see [12, Sec. 6] for a discussion). The definition follows a certain pattern. One
expresses enumerative invariants of Γ in terms of those of B and of Γx = φ
−1([0̂B, x])
for x ∈ B; this has the form
h(Γ; t, u) =
∑
x∈B
ℓh
[0̂B,x]
(Γx; t, u) · g([x, 1̂B]; t, u)
where h and g are the (toric) h- and g-polynomials, and ℓh is the local h-polynomial,
an invariant of subdivisions introduced by Stanley [16]. Such a formula is inspired
by the decomposition theorem [5]. To define an invariant of subdivisions, one intro-
duces new variables t′, u′ to distinguish terms arising from invariants of Γx and from
invariants of B and defines
hB(Γ; t
′, u′, t, u) =
∑
x∈B
(t′u′)rank(Γx) · ℓh
[0̂B,x]
(Γx; t/t
′, u/u′) · g([x, 1̂B]; tt
′, uu′).
This invariant, by its nature, specializes to invariants of Γ but also captures properties
of the subdivision, often with desirable positivity properties.
The purpose of this paper is to introduce the mixed cd-index Ωφ of a strong formal
subdivision φ : Γ → B. We build on work by Karu [11] and Ehrenborg–Karu [9].
Karu defined in [11] the local cd-index ℓΦ of a near-Gorenstein∗ posets. Using sheaf
cohomology, Ehrenborg and Karu proved a decomposition theorem for the cd-index
for the class of strong Gorenstein∗ subdivisions [9]. We extend the definition of the
local cd-index to the class of near-Eulerian posets [17], which are defined to be those
obtained from an Eulerian poset by removing the unique maximal element 1̂ and
some element covered by 1̂. We give a combinatorial proof of the decomposition
theorem for strong formal subdivisions of rank 0:
Theorem 1.1 (Decomposition theorem for the cd-index). Let Γ be a lower Eulerian
poset and B be an Eulerian poset. Let φ : Γ→ B be a strong formal subdivision of rank
0. Then
ΦΓ =
∑
x∈B
ℓΦΓx · Φ[x,1̂].
We hope that this proof might be of independent interest. For a strong formal subdi-
vision φ : Γ→ B of rank 0, we define the mixed cd-index Ωφ as
Ωφ(c
′, d′, c, d, e) :=
∑
x∈B
ℓΦΓx(c
′, d′) · Φ[x,1̂](c, d, e).
The mixed cd-index specializes to the cd-index of Γ. While our approach to the mixed
cd-index proceeds by analogy to the construction of the mixed h-polynomial, we hope
to find a sheaf theoretic description and establish some positivity properties in future
work.
As an invariant of posets, the cd-index completely determines the h-polynomial
[3]. As invariants of subdivisions, neither the local cd-index nor the cd-index is strong
enough to determine even the local h-polynomial (see Example 8.14). Fortunately,
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the mixed cd-index does determine both the local h-polynomial and the mixed h-
polynomial. Here, we follow the approach of Bayer–Ehrenborg [3] who rephrase
the construction of the cd-index in terms of a coalgebra RΦ. In this case, we define a
comodule RΩ over R
e
Φ (where R
e
Φ is a slight modification of RΦ). The mixed cd-index,
which is an element of RΩ satisfies a structural equation (6.8) phrased in terms of
this comodule structure. Using this structural equation, we define two linear maps
LΩ and H
′
Ω recursively and prove the following theorem:
Theorem 1.2. The linear maps LΩ : RΩ → K[t, u], H
′
Ω : RΩ → K[t, t
′, u, u′] send the
mixed cd-index Ω to the local h-polynomial and the mixed h-polynomial respectively.
Finally, we compute some examples of the mixed cd-index. We discuss the different
behaviors for the h-polynomial and the cd-index in Example 8.1. Then, we give a
recursive formula of the local cd-index of the barycentric subdivision of a simplex
and write down the mixed cd-indices for the barycentric subdivisions of the Boolean
algebras B2 and B3. The cutting operation is applied to compute the mixed cd-index
of some polytopal subdivisions.
The paper is organized as follows. In Section 2, we set the notation for posets and
study near-Eulerian posets. Section 3 reviews the cd-index and gives the definition
of the local cd-index for a near-Eulerian poset. In Section 4, we study properties of
strong formal subdivisions of rank 0, setting the stage for the proof of the decompo-
sition theorem for the cd-index in Section 5. The definition and structural property
of the mixed cd-index are given in Section 6. In Section 7, we construct a linear map
that takes the mixed cd-index to the mixed h-polynomial. In Section 8, we compute
the mixed cd-index of some examples.
Acknowledgements. We would like to thank Kalle Karu, Satoshi Murai and Hailun
Zheng for valuable conversations. Sections 3, 4 and 5 are from the first author’s
Master thesis [7]. The second author was partially supported by NSF DMS 1748837.
The third author was partially supported by the Croucher Foundation.
2. POSETS
In this section we give a brief introduction to posets. See [18, Chapter 3] for more
details.
Let P be a poset. A chain (alt. flag) of P is a totally ordered subset of P :
C = {x0 < x1 < · · · < xk}.
For elements s, t ∈ P such that s < t, we say that t covers s if there exists no u ∈ P
such that s < u < t. We say that a chain is maximal if it is not properly contained in
another chain.
Definition 2.1. Given a poset P and s, t ∈ P , we define the intervals of P as follows:
[s, t] := {x ∈ P | s ≤ x ≤ t};
[s, t) := {x ∈ P | s ≤ x < t};
[s,∞) := {x ∈ P | s ≤ x}.
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We use 0̂ and 1̂ to denote the unique minimal element and the unique maximal
element of P if they exist.
Given a poset P of rank n, we can adjoin an element x to P , by adding x to
the underlying set and providing relations for x. We write I < x if we set y < x
whenever y ∈ I. If we are adjoining a maximal element 1̂ of rank n + 1, we do not
have to provide relations, since it is understood that we set P < 1̂. We write P for
the poset P ∪ {1̂} for simplicity.
Definition 2.2. For a finite poset P , it is said to be graded if every maximal chain
has the same length. In this case we call the length of maximal chains the rank of P ,
denoted by rank(P ). A ranked poset is a pair (P, ρP ) such that P is a graded poset,
ρP : P → Z is a function and ρP (y)− ρP (x) = rank([x, y]) for any x ≤ y.
We call ρP the rank function of P . By abuse of notation we write ρ when the poset
is clear.
If a graded poset contains 0̂, it is naturally a ranked poset with the natural rank
function, given by sending an element x to the rank of the interval [0̂, x]. In fact,
every rank function of a graded poset is the sum of the natural rank function and an
integer.
Notation 2.3. From now on every poset is graded with 0̂. Unless otherwise specified,
we are using the natural rank function, i.e. ρ(0̂) = 0.
If P contains 0̂, a subposet I is said to be a lower order ideal of P if for any x ∈ I
we have [0̂, x] ⊂ I. The lower order ideal generated by S ⊂ P is defined to be the
smallest lower order ideal in P containing S. If the elements in S 6= ∅ are of the same
rank, then the lower order ideal generated by S is a graded poset with 0̂.
Definition 2.4. For a graded poset P of rank n with 0̂, we define the boundary of P
as the lower order ideal generated by the rank n−1 elements covered by exactly one
element.
In particular if P has 1̂, then every rank n − 1 element is covered by exactly one
element, namely 1̂. Thus ∂P = P \ {1̂} and ∂P = P = ∂P . For a polytope, the
boundary of its face poset is the face poset of its boundary.
Definition 2.5. We say that a graded poset P with 0̂ and 1̂ is Eulerian if every interval
of positive rank satisfies the Euler–Poincaré relation. That is, it has the same number
of elements of each parity. We say that a graded poset is locally Eulerian if every
interval is Eulerian. We say that a graded poset is lower Eulerian if it has 0̂ and is
locally Eulerian.
Examples of Eulerian posets include face lattices of polytopes.
Example 2.6. The subsets of [n] := {1, . . . , n} ordered by inclusion is known as the
Boolean algebra Bn. The natural rank function is given by taking the size of the
subset. It is an Eulerian lattice of rank n. It is also the face lattice of the (n − 1)-
simplex.
POSET SUBDIVISIONS AND THE MIXED cd-INDEX 5
Definition 2.7. For graded posets P and Q with 0̂ and 1̂, we define the join of P and
Q to be the poset P ∗ Q with underlying set (P \ {1̂P}) ∪ (Q \ {0̂Q}) where we have
the relation x ≤ y if one of the following conditions is satisfied:
(1) x ≤ y in P ;
(2) x ≤ y in Q; or
(3) x ∈ P and y ∈ Q.
Observe that the join of Eulerian posets of positive rank is Eulerian.
2.1. Near-Eulerian posets. We discuss near-Eulerian posets, which were introduced
by Stanley [17].
Definition 2.8. We say a rank n poset P is near-Eulerian if there exists some rank
n+ 1 Eulerian poset Q such that P = Q \ {q, 1̂} for some q of rank n.
It can be seen that if such Eulerian poset Q exists, it is necessarily unique. We call
Q the associated Eulerian poset of P .
Proposition 2.9. The boundary of a near-Eulerian poset is the boundary of an Eulerian
poset.
Proof. This follows from the observation that for a near-Eulerian poset P , its bound-
ary is given by ∂P = [0̂, q) ⊂ Q, where Q = P ∪ {1̂, q} is the associated Eulerian
poset, and the fact that the interval [0̂, q] is Eulerian. 
Definition 2.10. Given a graded poset P of rank n, define the semisuspension of P
as Σ˜P := P ∪ {q} where we adjoin a new element q of rank n and set ∂P < q.
Proposition 2.11. Let P be a graded poset of rank n. Then P is near-Eulerian if and
only if the semisuspension Σ˜P is the boundary of an Eulerian poset.
Proof. If P is near-Eulerian, there exists some Eulerian poset Q such that P = Q \
{q, 1̂} where q is a rank n element. Note that the half-open interval [0̂, q) in Q is the
same as the boundary of P , thus taking semisuspension gives Σ˜P = Q \ {1̂} = ∂Q,
which is the boundary of an Eulerian poset.
On the other hand, suppose Σ˜P is the boundary of some Eulerian poset Q. Then
Q := Σ˜P is Eulerian and if we remove the newly adjoined elements q and 1̂ from Q
we get back P , which means P is near-Eulerian. 
It is necessary for a near-Eulerian poset to be lower Eulerian and have the same
number of elements of each parity. However, there are posets satisfying those condi-
tions that are not near-Eulerian.
We have the following characterization for near-Eulerian posets.
Proposition 2.12 (Near-Eulerian criterion for posets). Let P be a lower Eulerian poset
of rank n. Then P is near-Eulerian if and only if n > 0 and the following conditions are
satisfied for some graded lower order ideal I of rank n− 1:
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(1) For x ∈ I, we have
(2.1)
∑
y∈I∩[x,∞)
(−1)ρ(y) = (−1)n+1, and
(2.2)
∑
y∈[x,∞)
(−1)ρ(y) = 0;
(2) For x /∈ I, we have
(2.3)
∑
y∈[x,∞)
(−1)ρ(y) = (−1)n.
Furthermore if the conditions for I hold, then we have ∂P = I.
Proof. Suppose P is near-Eulerian. Let Q be the associated Eulerian poset of P such
that Q \ {q, 1̂} = P . Let I = ∂P . Clearly I is a graded lower order ideal of rank n− 1.
For x ∈ ∂P , the intervals [x, q] and [x, 1̂] are Eulerian, hence we have∑
y∈[x,q)
(−1)ρ(y) + (−1)ρ(q) = 0 and
∑
y∈[x,1̂]
y 6=q,1̂
(−1)ρ(y) + (−1)ρ(q) + (−1)ρ(1̂) = 0,
which are just Condition (2.1) and Condition (2.2), since [x, q) in Q is the same as
I ∩ [x,∞) in P , and [x, 1̂]\{q, 1̂} in Q is the same as [x,∞) in P . Similarly for x /∈ ∂P ,
by considering the Eulerian poset [x, 1̂] we have∑
y∈[x,1̂)
(−1)ρ(y) + (−1)ρ(1̂) = 0,
which gives Condition (2.3).
Now suppose the conditions are satisfied for some graded lower order ideal I of
rank n − 1 We define Q by adding q of rank n and 1̂ to P and setting I < q. Since I
is graded of rank n − 1, the resulting poset Q is graded of rank n + 1. It suffices to
show that Q is Eulerian. Since P is lower Eulerian, we need only show that intervals
of the form [x, 1̂] and [x, q] have the same number of elements of each parity. But as
we have seen they follow from Condition (2.1), Condition (2.2) and Condition (2.3).
Therefore Q is Eulerian and P is near-Eulerian. Since [0̂, q) in Q is given by ∂P , we
have that I = ∂P . 
Corollary 2.13. Suppose P is a near-Eulerian poset. Then the subposet [x,∞) is near-
Eulerian if x ∈ ∂P , and is the boundary of an Eulerian poset if x /∈ ∂P .
We introduce an important class of near-Eulerian posets.
Proposition 2.14. Eulerian posets of positive rank are near-Eulerian.
Proof. Let P be an Eulerian poset of rank n. The poset Q := Σ˜P is the join of the
Eulerian posets P and B2, hence Q is also Eulerian. By Proposition 2.11 we have that
P is near-Eulerian. 
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A natural example of a near-Eulerian poset is the face poset of the boundary of
a polytope with exactly one facet removed. We may think of the semisuspension as
“capping” the polytope off with the missing facet.
3. THE cd-INDEX AND THE LOCAL cd-INDEX
Notation 3.1. For graded posets with 0̂, we modify the definition of chain to mandate
that every chain contains 0̂.
For a chain C = {0̂ = x0 < x1 < · · · < xk}, the rank set ρ(C) is defined to be
{ρ(x1), . . . , ρ(xk)} ⊆ [n] = {1, 2, . . . , n}. Note that we do not include ρ(0̂) in ρ(C),
since the presence of 0̂ is assumed.
Definition 3.2. The flag f -vector of P is defined to be the function αP : 2
[n] → Z≥0
where αP (S) is the number of chains containing 0̂ with rank set S. The flag h-vector
of P is defined to be the function βP : 2
[n] → Z where
βP (S) =
∑
T⊆S
(−1)#(S\T )αP (T ).
By inclusion-exclusion we have α(S) =
∑
T⊆S β(T ).
Let RΨ := K〈a, b〉 be the polynomial ring generated by non-commutative variables
a and b, whereK is a field of characteristic 0. For S ⊂ [n], we define the characteristic
monomial uS = u1u2 · · ·un ∈ RΨ by letting
ui =
{
a if i /∈ S
b if i ∈ S
For example, if n = 5 and S = {1, 2, 5} we have uS = bbaab.
Definition 3.3. Let P be a graded poset of rank n with 0̂. The ab-index of P is the
element in RΨ defined by
ΨP (a, b) =
∑
S⊆[n]
βP (S)uS ,
and the flag enumerator of P is the element in RΨ defined by
ΥP (a, b) =
∑
S⊆[n]
αP (S)uS.
Alternatively the flag enumerator can be given as the sum of the characteristic
monomials of all the chains in P . Since P is graded, both the ab-index and the flag
enumerator are homogeneous of degree n.
It is easily seen that the flag enumerator and the ab-index are equivalent by a linear
change of variables [17]:
ΥP (a, b) = ΨP (a+ b, b),
ΨP (a, b) = ΥP (a− b, b).
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Note that our definition of flag enumerator would count 1̂ if the poset contains the
maximal element. That is, if P contains 1̂ then ΨP = Ψ∂P · a. This convention is
slightly different from the one in [18].
Bayer and Billera [2] showed that the flag f -vector satisfies the generalized Dehn–
Sommerville relations for Eulerian posets. Fine observed that this is equivalent to the
following additional constraints on the ab-index [4].
Theorem 3.4. Let P be an Eulerian poset. Then there exists a polynomial in non-
commuting variables c and d denoted Φ∂P (c, d) that satisfies Φ∂P (a + b, ab + ba) =
Ψ∂P (a, b).
Thus with c = a + b and d = ab + ba, we let RΦ := K〈c, d〉 ⊂ RΨ be a subring
of RΨ . We call the polynomial Φ∂P (c, d) ∈ RΦ the cd-index of ∂P . An immediate
consequence of the theorem is that the ab-index of ∂P is symmetric under switching
a and b. The symmetry of the ab-index is analogous to the symmetry of the h-vector
of simplicial polytopes and spheres.
3.1. The local cd-index. We may decompose the ab-index of a near-Eulerian poset
P into a term that is expressible in c and d, and a remainder term. This result is
described in [11, 9].
Lemma 3.5 (Local cd-index). Given a near-Eulerian poset P with boundary ∂P , we
may write its ab-index as
ΨP = ℓ
Ψ
P +Ψ∂P · a ,
where ℓΨP := ΨΣ˜P −Ψ∂P · (a+ b). Furthermore ℓ
Ψ
P is cd-expressible.
Note that if a polynomial in variables a and b can be expressed as f(c, d)+g(c, d) ·a
then such f and g are unique.
Proof. The semisuspension Σ˜P := P ∪{q} contains chains of exactly two types: those
contained in P , and chains in ∂P followed by q. Rewriting the flag enumerator of
Σ˜P , we have
ΥP = ΥΣ˜P −Υ∂P · b.
By substituting a− b for a, we have
ΨP = ΨΣ˜P −Ψ∂P · b
= (ΨΣ˜P −Ψ∂P · (a+ b)) + Ψ∂P · a
= ℓΨP +Ψ∂P · a.
Since both Σ˜P and ∂P are the boundaries of Eulerian posets, the polynomial ℓΨP is
cd-expressible and we have
ℓΦP = ΦΣ˜P − Φ∂P · c. 
By convention we set the local cd-index of the single element poset {0̂} as 1.
We call ℓΨP (a, b) and ℓ
Φ
P (c, d) the local ab-index and local cd-index of P respec-
tively. We also define the local flag enumerator as ℓΥP := ℓ
Ψ
P (a+ b, b) .
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We have defined cd-index for boundaries of Eulerian posets. We can also define
cd-index for near-Eulerian posets [11, Lemma 3.1].
Definition 3.6. Let P be a near-Eulerian poset of rank n. Then we define the cd-
index of P to be
ΦP := ℓ
Φ
P + Φ∂P .
Note that this is a non-homogeneous polynomial. The polynomial ℓΦP has degree n
while the polynomial Φ∂P has degree n− 1, where deg(c) = 1 and deg(d) = 2.
The local cd-index measures how different a near-Eulerian poset P is from the
Eulerian poset ∂P . Thus for Eulerian posets we have the following proposition.
Proposition 3.7. If P is Eulerian of positive rank, then the local cd-index ℓΦP = 0.
Proof. This follows from the observation ΨP = Ψ∂P · a. 
Note that for an Eulerian poset P of positive rank, because of ΨP = Ψ∂P · a, we
have ΦP = Φ∂P .
Remark 3.8. We have defined the cd-index for two classes of posets, namely the class
of the boundaries of Eulerian posets and the class of near-Eulerian posets. The cd-
index is well-defined, since no poset is both the boundary of an Eulerian poset and a
near-Eulerian poset. Even though the singleton poset is the boundary of an Eulerian
poset and is Eulerian, it is not a near-Eulerian poset. Note that by Proposition 2.9,
the cd-index is also defined for the boundary of a near-Eulerian poset.
4. STRONG FORMAL SUBDIVISIONS
A function φ : Γ→ B is said to be order-preserving if y1 ≤ y2 in Γ implies φ(y1) ≤
φ(y2). If both Γ and B are graded posets with rank functions ρΓ and ρB, a function
φ : Γ→ B is said to be rank-increasing if ρΓ(y) ≤ ρB(φ(y)) for all y ∈ Γ.
If both Γ and B are graded with 0̂ and φ : Γ → B is order-preserving, rank-
increasing and surjective, then we have φ(0̂Γ) = 0̂B and ρΓ(0̂Γ) ≤ ρB(0̂B). We define
the rank of φ as rank(φ) = ρB(0̂B)− ρΓ(0̂Γ).
For an order-preserving, rank-increasing and surjective function φ : Γ → B, we
define a few preimage posets for x ∈ B and y ∈ Γ:
Γx := {y
′ ∈ Γ | φ(y′) ≤ x};
Γ≥y := {y
′ ∈ Γ | y ≤ y′};
(Γ≥y)x := {y
′ ∈ Γ | y ≤ y′, φ(y′) ≤ x}.
We recall a notion of subdivision studied by Katz–Stapledon in [12].
Definition 4.1. Let Γ and B be locally Eulerian posets. An order-preserving, rank-
increasing and surjective function φ : Γ → B is said to be a strong formal subdivi-
sion if the following are true:
(1) (Strongly surjective) For all y ∈ Γ and x ∈ B such that φ(y) ≤ x, there exists
y′ ≥ y such that φ(y′) = x and ρ(y′) = ρ(x); and
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(2) For all y ∈ Γ and x ∈ P such that φ(y) ≤ x,
(4.1)
∑
y′∈φ−1(x)
y≤y′
(−1)ρ(y
′) = (−1)ρ(x).
There are several nice properties of the strong formal subdivision as shown in
[12]. The composition of strong formal subdivisions is a strong formal subdivision.
For any y ∈ Γ, the restriction φ|Γ≥y : Γ≥y → B≥φ(y) is a strong formal subdivision.
For any lower order ideal I of B, its preimage under φ is locally Eulerian and the
restriction φ|φ−1(I) : φ
−1(I) → I is a strong formal subdivision. Combining these last
two properties, the restriction φ(Γ≥y)x : (Γ≥y)x → [φ(y), x] is also a strong formal sub-
division.
We cite a characterization of strong formal subdivisions [12, Lemma 3.18].
Lemma 4.2. Let φ : Γ → B be an order-preserving, rank-increasing and strongly sur-
jective function between locally Eulerian posets. Then φ is a strong formal subdivision if
and only if for all y ∈ Γ, x ∈ B such that φ(y) ≤ x we have
(4.2)
∑
y′∈(Γ≥y)x
(−1)ρ(y
′) =
{
(−1)ρ(x) if φ(y) = x
0 otherwise.
Notation 4.3. From now on we let Π and Γ be lower Eulerian posets and B be an
Eulerian poset of rank n. We also let σ : Π → Γ and φ : Γ → B be order-preserving,
rank-increasing and surjective functions of rank 0. Thus without loss of generality
we may assume the rank functions are natural rank functions, i.e. ρ(0̂) = 0.
We have the following characterization of near-Eulerian posets for strong formal
subdivision of rank 0.
Proposition 4.4 (Near-Eulerian criterion for poset maps). Let Γ be lower Eulerian and
B be Eulerian, both of rank n. Let φ : Γ → B be an order-preserving, rank-increasing
and surjective function of rank 0. Then φ is a strong formal subdivision if and only if
for any 0̂ 6= x ∈ B, the preimage poset φ−1[0̂, x] is near-Eulerian of rank ρ(x) with
boundary φ−1[0̂, x).
Proof. First we see that the function φ is strongly surjective if and only if for any
x ∈ B, the preimage poset φ−1[0̂, x] is graded of rank exactly ρ(x).
Now suppose φ is a strong formal subdivision. We want to show that for 0̂ 6= x ∈ B
the preimage poset Γx = φ
−1[0̂, x] is near-Eulerian with boundary φ−1[0̂, x). If B is
the singleton poset this is clear since φ is of rank 0. Since [0̂, x] is a lower order ideal,
the preimage poset Γx is lower Eulerian and the restriction φx : Γx → [0̂, x] is also a
strong formal subdivision of rank 0. Thus by induction on the rank of B, it suffices
to only prove Γ = φ−1(B) is near-Eulerian with boundary φ−1(∂B).
We use the near-Eulerian criterion for posets with the lower order ideal I :=
φ−1(∂B). Both Condition (2.2) and Condition (2.3) follow from Lemma 4.2 with
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x = 1̂ and y ∈ Γ since ∑
y′∈[y,∞)
(−1)ρ(y
′) =
∑
y′∈(Γ≥y)1̂
(−1)ρ(y
′)
and y ∈ I if and only if φ(y) 6= 1̂. For y ∈ I, Condition (2.1) follows from Lemma 4.2
with x = 1̂ and an application of Condition (2.2):∑
y′∈I∩[y,∞)
(−1)ρ(y
′) =
∑
y′∈I∩[y,∞)
(−1)ρ(y
′) −
∑
y′∈[y,∞)
(−1)ρ(y
′)
= −
∑
y′
y≤y′,φ(y′)=1̂
(−1)ρ(y
′)
= −
∑
y′∈(Γ≥y)1̂
(−1)ρ(y
′)
= (−1)n+1,
since B = ∂B ∪ {1̂} and hence y′ /∈ φ−1(∂B) implies φ(y′) = 1̂. Thus by the near-
Eulerian criterion for posets, the poset Γ is near-Eulerian with boundary φ−1(∂B).
Now suppose φ−1[0̂, x] is near-Eulerian with boundary φ−1[0̂, x) for 0 6= x ∈ B. For
x ∈ B and y ∈ Γx we want to prove (4.2) in Lemma 4.2:∑
y′∈(Γ≥y)x
(−1)ρ(y
′) =
{
(−1)ρ(x) if φ(y) = x
0 otherwise.
Since φ(y) = x if and only if y /∈ φ−1[0̂, x), the equation follows from Condition (2.2)
and Condition (2.3) in the statement of the near-Eulerian criterion for posets. 
Remark 4.5. We can extend the criterion to subdivisions of positive rank by further
requiring the preimage φ−1{0̂} to be the boundary of an Eulerian poset.
For a subdivision on the interior of a poset, we have the following corollary.
Corollary 4.6. Let φ : Γ → B be an order-preserving, rank-increasing and surjective
function of rank 0. Suppose further φ−1(∂B) = ∂Γ and the restriction to the boundary
φ|∂Γ : ∂Γ → ∂B is an isomorphism. Then φ is a strong formal subdivision if and only if
Γ is near-Eulerian.
Proof. If φ is a strong formal subdivision, then by the near-Eulerian criterion for poset
maps φ−1(B) = Γ is near-Eulerian.
On the other hand, in order to prove that φ is a strong formal subdivision, by the
near-Eulerian criterion for poset maps, it suffices to prove that for any x 6= 0̂ the
preimage poset φ−1[0̂, x] is near-Eulerian with boundary φ−1[0̂, x). For x 6= 1̂, we have
x ∈ ∂B, and this is automatic. The case of x = 1̂ is equivalent to showing Γ has
boundary φ−1(∂B), which is one of our assumptions. 
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For a near-Eulerian poset Γ, we can define a function φ : Γ→ ∂Γ that is the identity
on ∂Γ and sends Γ \ ∂Γ to 1̂ ∈ ∂Γ. By the corollary, the function φ is a strong formal
subdivision.
4.1. Extensions. We explore some basic properties of strong formal subdivisions.
Definition 4.7 (Extension of posets and poset maps). Let σ : Π → Γ be an order-
preserving, rank-increasing and surjective function of rank 0 between lower Eulerian
posets. Suppose Γ is a lower order ideal in some Eulerian poset B. We define the
extension of Π over B to be Π˜ := Π ∪B \ Γ with relations y ≤ x when
(1) y ≤ x in B for x, y ∈ B \ Γ;
(2) y ≤ x in Π for x, y ∈ Π; or
(3) σ(y) ≤ x in B for y ∈ Π, x ∈ B.
We also define the extension of σ to be σ˜ : Π˜→ B with σ˜(y) = σ(y) if y ∈ Π ⊂ Π˜ and
σ˜(y) = y if y ∈ B \ Γ ⊂ Π˜.
The poset Π˜ is a graded poset of the same rank as B and its natural rank function
is given by
ρ(y) =
{
ρΠ(y) if y ∈ Π
ρB(y) if y ∈ B.
Furthermore the function σ˜ is order-preserving, rank-increasing and surjective of
rank 0. We call the induced function σ˜ the extension of σ over B and the induced
poset Π˜ the extension of Π over B.
Proposition 4.8. Suppose σ : Π→ Γ ⊂ B is a strong formal subdivision of rank 0. Then
Π˜, the extension of Π over B, is lower Eulerian and σ˜ is a strong formal subdivision.
Moreover Π˜ is Eulerian if Γ ( B.
Proof. Let [y1, y2] be an interval in Π˜ where y1 6= y2. We want to show that it has the
same number of elements of each parity. If it is entirely in B \ Γ or Π, then we are
done. Otherwise, we have y1 ∈ Π, y2 ∈ B and σ(y1) 6= y2. Then we have∑
z∈[y1,y2]⊂Π˜
(−1)ρ(z) =
∑
z′∈[σ(y1),y2]
∑
z∈σ˜−1(z′)
y1≤z
(−1)ρ(z)
=
∑
z′∈[σ(y1),y2]∩Γ
∑
z∈σ˜−1(z′)
y1≤z
(−1)ρ(z) +
∑
z′∈[σ(y1),y2]\Γ
∑
z∈σ˜−1(z′)
y1≤z
(−1)ρ(z)
=
∑
z′∈[σ(y1),y2]∩Γ
(−1)ρ(z
′) +
∑
z′∈[σ(y1),y2]\Γ
(−1)ρ(z
′)
=
∑
z′∈[σ(y1),y2]
(−1)ρ(z
′)
= 0,
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since for z′ /∈ Γ the only element of σ˜−1(z′) is z′ and for z′ ∈ Γ, we may apply (4.1) in
the definition of a strong formal subdivision. Thus the interval [y1, y2] has the same
number of elements of each parity, and Π˜ is lower Eulerian.
Now we want to prove that the function σ˜ is a strong formal subdivision. By
construction the function is order-preserving, rank-increasing and surjective. For
strong surjectivity, it suffices to prove that for any x ∈ B the preimage σ˜−1[0̂, x] is
graded of rank ρB(x). For x ∈ Γ the condition follows from the strong surjectivity of
σ while for x ∈ B \ Γ the condition follows from the construction of σ˜.
For (4.1), it suffices to prove∑
y′∈σ˜−1(x)
y≤y′
(−1)ρ(y
′) = (−1)ρ(x)
for x ∈ Γ and y ∈ Π such that σ˜(y) ≤ x, since for x ∈ B \ Γ, the preimage σ˜−1(x) is
a singleton of rank ρ(x). But this follows immediately from σ being a strong formal
subdivision.
If Γ ( B, then 1̂B is not in Γ and 1̂B ∈ Π˜. Hence Π˜ is Eulerian. 
If Γ happens to be near-Eulerian, it is naturally a lower order ideal of some Eulerian
poset, namely Σ˜Γ. This leads to the following proposition.
Proposition 4.9. Let σ : Π → Γ be an order-preserving, rank-increasing and surjective
function of rank 0. Suppose further that Γ is near-Eulerian. Then Π is near-Eulerian
and σ extends to a strong formal subdivision between the semisuspensions of Π and Γ.
Furthermore σ−1(∂Γ) = ∂Π.
Proof. Since Γ is near-Eulerian, we have that Γ ⊂ Σ˜Γ as a lower order ideal. Then
σ˜, the extension over Σ˜Γ, is a strong formal subdivision from Π˜ to Σ˜Γ. By Proposi-
tion 4.8, the poset Π˜ is Eulerian since Γ ( Σ˜Γ. By the construction of Π˜, we have
Π˜ = Π ∪ {qΠ, 1̂}, which means Π is near-Eulerian and Π˜ = Σ˜Π.
Now by the near-Eulerian criterion for poset maps, we have that the boundary of
[0̂, qΠ] = σ˜
−1[0̂, qΓ] is given by ∂Π = [0̂, qΠ) = σ˜
−1[0̂, qΓ) = σ
−1(∂Γ). 
4.2. Intermediate maps. Let φ : Γ→ B be an order-preserving, rank-increasing and
surjective function of rank 0, where Γ is lower Eulerian and B is Eulerian, both of
rank n. Let x0, . . . , xN be a list of all elements in B such that
ρ(x0) ≤ ρ(x1) ≤ · · · ≤ ρ(xN ).
In particular we have x0 = 0̂ and xN = 1̂. Note that for any i the subset {x0, . . . , xi}
is a lower order ideal of B.
Definition 4.10. We define the intermediate posets Bi for 0 ≤ i ≤ N as follows:
• Bi = φ
−1{x0, . . . , xi} ∪ {xi+1, . . . , xN}.
• We say y ≤ x in Bi if and only if exactly one of the following holds:
(1) x, y ∈ {xi+1, . . . , xN} and y ≤ x in B;
(2) x, y ∈ φ−1{x0, . . . , xi} and y ≤ x in Γ; or
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(3) y ∈ φ−1{x0, . . . , xi}, x ∈ {xi+1, . . . , xN} and φ(y) ≤ x in B.
We define the intermediate maps φi : Bi → Bi−1 for 0 < i ≤ N by
φi(y) =
{
φ(y) if y ∈ φ−1(xi)
y otherwise.
Note that while we are writing Γ = BN for simplicity, the poset Γ is not Eulerian in
general. For 0 < i < N , the natural rank function of Bi is given by
ρBi(y) =
{
ρΓ(y) if y ∈ φ
−1{x0, . . . , xi}
ρB(y) if y ∈ {xi+1, . . . , xN}.
By directly checking the definition, one can see that the intermediate maps φi’s are
order-preserving, rank-increasing and surjective. Thus we factorize φ : Γ → B into
poset maps:
Γ = BN BN−1 . . . B1 B0 = B.
φN φN−1 φ2 φ1
Note that for fixed i, the map φi is the identity map if and only if φ
−1(xi) is a singleton.
Proposition 4.11. Let φ be a strong formal subdivision. Then for 0 < i < N the poset
Bi is Eulerian and for 0 < i ≤ N the intermediate map φi is a strong formal subdivision.
Proof. For simplicity we fix i > 0 and write x = xi and τ = φi.
Since φ is a strong formal subdivision, by the near-Eulerian criterion for poset
maps Γx is near-Eulerian. Now consider the restriction of τx : Γx → [0̂, x] ⊂ Bi−1.
By construction, the poset map τx is the identity on the boundary ∂Γx. Thus by
Corollary 4.6 we have that τx is a strong formal subdivision.
By looking at the definitions of Bi and φi, one can see that they are the extension
of Γx over Bi−1 and the extension of τx over Bi−1, respectively. Thus by the properties
of extensions, the poset Bi is lower Eulerian and φi is a strong formal subdivision.
In particular for 0 < i < N , since [0̂, x] ( Bi−1, each Bi contains 1̂ and hence is
Eulerian. 
Example 4.12. Let B be a tetrahedron and let Γ be obtained from B by performing
stellar subdivision on an edge of B. The subdivision φ : Γ → B is a strong formal
subdivision of rank 0, and can be factorized into smaller strong formal subdivisions
as follows. Here we are omitting the identity maps.
1 5 2
3
4
φ{3,5}
1 5 2
3
4
φ{4,5}
51 2
3
4
φ{5}
1 2
3
4
FIGURE 1. An example of factorizing strong formal subdivisions.
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5. THE DECOMPOSITION THEOREM
In this section we prove Ehrenborg and Karu’s decomposition theorem for the cd-
index [9, Theorem 2.7]. By counting flags, we are able to extend the theorem to the
class of strong formal subdivisions.
Theorem 1.1 (Decomposition theorem for the cd-index). Let Γ be a lower Eulerian
poset and B be an Eulerian poset. Let φ : Γ→ B be a strong formal subdivision of rank
0. Then
ΦΓ =
∑
x∈B
ℓΦΓx · Φ[x,1̂].
Recall that, by convention, the local cd-index of the singleton poset is given by 1.
Hence, the summand for x = 0̂ is given by 1 · ΦB, the cd-index of B. We note that if
Γ is Eulerian, then ℓΦΓ = 0 and ΦΓ is homogeneous of degree n− 1.
Proof. Using the cd-indices of the intermediate posets, we have
(5.1) ΦΓ = (ΦΓ − ΦBN−1) + (ΦBN−1 − ΦBN−2) + · · ·+ (ΦB1 − ΦB) + ΦB.
We show that the first summand in the equation is given by the local cd-index of Γ.
Since BN−1 = φ
−1{x1, . . . , xN−1} ∪ {1̂} is Eulerian, its boundary is given by ∂BN−1 =
φ−1{x1, . . . , xN−1} = φ
−1(∂B) ⊂ Γ. On the other hand, by the near-Eulerian criterion
for poset maps, we have φ−1(∂B) = ∂Γ. Thus, ∂Γ = φ−1(∂B) = ∂BN−1 and, from the
definition of the cd-index of a near-Eulerian poset, the first summand in (5.1) gives
the local cd-index of Γ:
ΦΓ − ΦBN−1 = (ℓ
Φ
Γ + Φ∂Γ)− Φ∂BN−1 = ℓ
Φ
Γ .
Thus, it remains to prove for 0 < i < N ,
ℓΦΓxi · Φ[xi,1̂] = ΦBi − ΦBi−1 .
Since ΦP = Φ∂P for every Eulerian poset P of positive rank, it suffices to show, as we
will do below, the following equation for 0 < i < N
(5.2) ℓΥΓxi ·Υ[xi,1̂) = Υ∂Bi −Υ∂Bi−1 .
Equation (5.2) will follow from the two lemmas below, the first of which follows
from definitions.
Lemma 5.1. For 0 < i < N we have the identity
Υ∂Bi −Υ∂Bi−1 =
∑
C a chain of ∂Bi
C contains some element in φ−1i (xi)
uρ(C) −
∑
C a chain of ∂Bi−1
C contains xi
uρ(C).
Lemma 5.2. For 0 < i < N we have the identity
ℓΥΓxi ·Υ[xi,1̂) =
∑
C a chain of ∂Bi
C contains some element in φ−1i (xi)
uρ(C) −
∑
C a chain of ∂Bi−1
C contains xi
uρ(C).
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Proof. Note that the interval [0̂, xi] is considered to be in Bi−1. We first observe
ℓΥΓxi = ΥΓxi −Υ[0̂,xi]
=
∑
C a chain of Γxi
uρ(C) −
∑
C a chain of [0̂,xi]
uρ(C)
=
∑
C=C1<y a chain of Γxi
φi(y)=xi
uρ(C) −
∑
C=C1<xi a chain of [0̂,xi]
uρ(C).
where the second equality follows from the definition of the local flag enumerator
and the last equality follows from canceling chains that are present in both terms,
namely the chains contained entirely in ∂Γx in the first sum and chains whose max-
imal element is not xi in the second sum. This is possible, since by Proposition 4.4,
we have ∂φ−1i [0̂, xi] = φ
−1
i [0̂, xi). Multiplying Υ[xi,1̂) gives the result, since every chain
counted non-trivially in the difference of flag enumerators is the concatenation of a
chain counted in ℓΥΓxi
and a chain in [xi, 1̂). 
Similarly we can extend the result to poset maps between near-Eulerian posets.
Corollary 5.3. Let σ : Π → Γ be a strong formal subdivision of rank 0 between near-
Eulerian posets. Then we have the identity
ΦΠ =
∑
x∈Γ
ℓΦΠx · Φ[x,∞).
Proof. By considering the extension of σ over Σ˜Γ, we factorize the extension map
σ˜ into intermediate maps. By taking restrictions, we get a factorization of σ into
intermediate maps. Hence by Lemma 5.1 and Lemma 5.2 we prove (5.1). 
Remark 5.4. The decomposition theorem holds for subdivisions of positive rank if for
any Eulerian poset B, we define the local cd-index for ∂B by setting ℓΦ∂B := Φ∂B.
Note that our results do not require the posets to be Cohen-Macaulay, which was
needed in Ehrenborg–Karu’s proof of the decomposition theorem for the cd-index.
Here is a decomposition result for the local cd-index. Note that this is analogous
to the decomposition result for the local h-polynomial in [12, Lemma 4.7].
Proposition 5.5. Let σ : Π → Γ be strong formal subdivisions of rank 0 between near-
Eulerian posets. Then the local cd-index is given by
ℓΦΠ =
∑
y∈∂Γ
ℓΦΠy · ℓ
Φ
[y,∞) +
∑
y∈/∈∂Γ
ℓΦΠy · Φ[y,∞).
Recall by Corollary 2.13, the interval [y,∞) in Γ is the boundary of an Eulerian
poset if y /∈ ∂Γ and is near-Eulerian if y ∈ ∂Γ.
Proof. The local cd-index ℓΦΠ is given by ℓ
Φ
Π = ΦΠ−Φ∂Π. By Proposition 4.9, the strong
formal subdivision σ : Π→ Γ restricts to σ|∂Π : ∂Π→ ∂Γ. Thus the extension over ∂Γ
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gives σ˜|∂Π : ∂Π → ∂Γ as a strong formal subdivision. By applying the decomposition
theorem to the strong formal subdivisions σ : Π→ Γ and σ˜|∂Π : ∂Π→ ∂Γ, we have
ΦΠ − Φ∂Π =
∑
y∈Γ
ℓΦΓy · Φ[y,∞) −
∑
y∈∂Γ
ℓΦΓy · Φ∂[y,∞)
=
∑
y∈∂Γ
ℓΦΓy · (Φ[y,∞) − Φ∂[y,∞)) +
∑
y/∈∂Γ
ℓΦΓy · Φ[y,∞)
=
∑
y∈∂Γ
ℓΦΓy · ℓ
Φ
[y,∞) +
∑
y/∈∂Γ
ℓΦΓy · Φ[y,∞).
Note that we use the fact that for x ∈ ∂Γ, we have [x,∞) ∩ ∂Γ = ∂[x,∞). 
In particular if we consider the composition of strong formal subdivisions σ : Π→ Γ
and φ : Γ→ B, both of rank 0, then for any x ∈ B the restriction σx : Πx = σ
−1(Γx)→
Γx is a strong formal subdivision of rank 0 between near-Eulerian posets, and the
local cd-index of Πx is given by
ℓΦΠx =
∑
y∈∂Γx
ℓΦΠy · ℓ
Φ
Γ(≥y)x
+
∑
y∈/∈∂Γ
ℓΦΠy · ΦΓ(≥y)x .
6. PROPERTIES OF THE MIXED cd-INDEX
In this section we define the mixed cd-index, an invariant of subdivisions.
We introduce a new variable e of degree −1 and let ReΨ be the quotient ofK〈a, b, e〉
by the two-sided ideal generated by e2, ea, eb, ae and be. This is an algebra whose
underlying vector space is RΨ ⊕Ke. Similarly, let R
e
Φ be the subalgebra of R
e
Ψ that
has RΦ ⊕Ke as its underlying vector space.
We define R′Φ, the primed analogue of RΦ by R
′
Φ := K〈c
′, d′〉 ⊂ K〈a′, b′〉 with
c′ = a′+ b′ and d′ = a′b′+ b′a′. Themixed vector space RΩ := R
′
Φ⊗KR
e
Φ is the tensor
product of two vector spaces. By abuse of notation we write w′ · w for the element
w′ ⊗ w where w′ ∈ R′Φ is a primed monomial and w ∈ R
e
Φ is an unprimed monomial.
We have a natural degree map on RΩ, where deg(a) = deg(b) = deg(a
′) = deg(b′) = 1
and deg(e) = −1.
For the remainder of the paper, we refine the definition of the cd-index by setting
the cd-index of the singleton poset to be e ∈ ReΦ. Note that we recover the original
cd-index by the specialization e 7→ 1.
Definition 6.1. Let φ : Γ → B be a strong formal subdivision of rank 0, where Γ is
lower Eulerian and B is Eulerian. The mixed cd-index of φ : Γ→ B is an element in
RΩ given by
Ωφ(c
′, d′, c, d, e) =
∑
x∈B
ℓΦΓx(c
′, d′) · Φ[x,1̂](c, d, e).
Note that the mixed cd-index is homogeneous of total degree rank(B)− 1.
If both Γ and B are singleton posets, then the map φ : Γ → B is an isomorphism,
and the mixed cd-index is given by Ωφ = ℓ
Φ
{0̂}
· e = e.
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Lemma 6.2. Under the specialization c′ 7→ c, d′ 7→ d and e 7→ 1, the mixed cd-index Ωφ
specializes to the cd-index of Γ.
Proof. Under the specialization we have
Ωφ(c, d, c, d, 1) =
∑
x∈B
ℓΦΓx(c, d) · Φ[x,1̂](c, d, 1),
which gives the cd-index of Γ by the decomposition theorem. 
Lemma 6.3. Under the specialization c′ 7→ 0, d′ 7→ 0 and e 7→ 1, the mixed cd-index Ωφ
specializes to the cd-index of B.
Proof. Under the specialization we have
Ωφ(0, 0, c, d, 1) =
∑
x∈B
ℓΦΓx(0, 0) · Φ[x,1̂](c, d, 1) = 1 · Φ[0̂,1̂](c, d),
which gives the cd-index of B. 
There is an important structural property of the mixed cd-index, which we call the
comodule property. It is phrased in terms of the coalgebra structure of ReΦ and the
comodule structure of RΩ.
Let us recall the definition of a coalgebra. Fix a ground field K of characteristic 0.
A triple (C,∆, ǫ) is a coalgebra over K if the following conditions are satisfied.
(1) C is a vector space over K;
(2) ∆: C → C ⊗C is a linear map satisfying the coassociativity condition (∆⊗
id) ◦∆ = (id⊗∆) ◦∆; and
(3) ǫ : C → K is a linear map satisfying the counit condition (ǫ⊗ id) ◦∆ = id =
(id⊗ ǫ) ◦∆.
We call ∆ and ǫ the coproduct and the counit of C.
We present a variation of Ehrenborg and Fox’s coalgebra structure on ReΨ [8]. Let
∆: ReΨ → R
e
Ψ ⊗ R
e
Ψ be the linear map defined by sending a monomial w = w1 · · ·wn
where each wi is a letter to
∆(w) =
{
e⊗ w +
∑n
i=1w1 · · ·wi−1 ⊗ wi+1 · · ·wn + w ⊗ e if w 6= e
e⊗ e if w = e.
Let ǫ : ReΨ → K be the characteristic function of e ∈ R
e
Ψ. The following is a straight
forward verification.
Proposition 6.4. The triple (ReΨ ,∆, ǫ) is a coalgebra over K.
Note that ∆(c) = e⊗ c+ 2(1⊗ 1) + c⊗ e and ∆(d) = e⊗ d+ c⊗ 1 + 1⊗ c+ d⊗ e.
Hence the coproduct ∆ restricts to ∆|ReΦ : R
e
Φ → R
e
Φ ⊗ R
e
Φ and the triple (R
e
Φ,∆, ǫ) is
a coalgebra.
Ehrenborg and Readdy proved the following result in [10].
Proposition 6.5. For any Eulerian poset B we have
∆(ΦB) =
∑
0̂≤x≤1̂
Φ[0̂,x] ⊗ Φ[x,1̂].
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Remark 6.6. Let P be the vector space over K generated by isomorphism classes of
Eulerian posets. Let ∆: P → P⊗P be the linear map defined by sending an Eulerian
poset B to
∆(B) =
{
[0̂, 0̂]⊗B +
∑
0̂<x<1̂ [0̂, x]⊗ [x, 1̂] +B ⊗ [1̂, 1̂] if rank(B) 6= 0
[0̂, 0̂]⊗ [1̂, 1̂] if rank(B) = 0.
Let ǫ the characteristic function of the singleton poset. Then, the triple (P,∆, ǫ) forms
a coalgebra. Proposition 6.5 is equivalent to saying that the cd-index is a coalgebra
morphism from (P,∆, ǫ) to (ReΦ,∆, ǫ).
Let us recall the definition of a comodule. Suppose (C,∆, ǫ) is a coalgebra over K.
A pair (M, ̺) is a comodule over C if the following conditions are satisfied.
(1) M is a vector space over K;
(2) ̺ : M → M ⊗ C is a linear map satisfying the coassociativity condition
(id⊗∆) ◦ ̺ = (̺⊗ id) ◦ ̺; and
(3) ǫ : C → K from the coalgebra (C,∆, ǫ) satisfies the counit condition (id ⊗
ǫ) ◦ ̺ = id.
We call ̺ the comultiplication of M .
We define a comodule structure on RΩ as follows. Note that theK-vector space RΩ
is a left R′Φ-module. Hence the tensor product RΩ⊗R
e
Φ is naturally a left R
′
Φ-module,
where the scalar multiplication is defined by w′ · (w1⊗w2) = (w
′w1)⊗w2 for w
′ ∈ R′Φ
and w1⊗w2 ∈ RΩ⊗R
e
Φ. Now we define the linear map ̺ : RΩ → RΩ⊗R
e
Φ as follows:
For a primed monomial w′ and an unprimed monomial w, we set ̺(w′ ·w) = w′ ·∆(w)
by considering ∆(w) an element of RΩ ⊗ R
e
Φ, and extend linearly.
Proposition 6.7. The pair (RΩ, ̺) is a comodule over the coalgebra (R
e
Φ,∆, ǫ).
Proof. This follows from verifying definitions. 
We prove the comodule property of the mixed cd-index.
Theorem 6.8. Let φ : Γ→ B be a strong formal subdivision of rank 0. Then
̺(Ωφ) =
∑
x∈B
Ωφx ⊗ Φ[x,1̂],
where φx : Γx → [0̂, x] is the restriction of φ to Γx.
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Proof. By direct computation, we have
̺(Ωφ) =
∑
x∈B
ℓΦΓx(c
′, d′) ·∆(Φ[x,1̂](c, d, e))
=
∑
x∈B
ℓΦΓx(c
′, d′) ·
(∑
y≥x
Φ[x,y](c, d, e)⊗ Φ[y,1̂](c, d, e)
)
=
∑
y∈B
(∑
x≤y
ℓΦΓx(c
′, d′) · Φ[x,y](c, d, e)
)
⊗ Φ[y,1̂](c, d, e)
=
∑
y∈B
Ωφy ⊗ Φ[y,1̂](c, d, e).
By replacing y with x, we get the desired expression. 
Remark 6.9. There is a subdivision analogue of the observation that the cd-index is
a coalgebra homomorphism from (P,∆, ǫ) to (ReΦ,∆, ǫ). We may consider all iso-
morphism classes of strong formal subdivisions, and let S be the K-vector space
generated by them. Then S forms a comodule over P by the map
̺ : S → S ⊗ P
given by
̺ (φ : Γ→ B) =
∑
x∈B
φx ⊗ [x, 1̂].
Then, the content of the above theorem is that Ω is a homomorphism of comodules.
7. THE MIXED cd-INDEX AND THE MIXED h-POLYNOMIAL
In this section, we review the mixed h-polynomial [12] and show that it is deter-
mined by the mixed cd-index.
7.1. The mixed h-polynomial. Let Z[t, u] be the two-variable polynomial ring. We
have an involution on Z[t, u] given by interchanging t and u: for f(t, u) ∈ Z[t, u],
f(t, u) = f(u, t). Note that involution preserves total degree of monomials. We will
consider Z[t, u] as a ring graded by total degree. Here, our use of Z[t, u] differs from
that of [12] where Z[t] is used instead. The earlier definition arises by specializing u
to 1.
Definition 7.1. LetB be an Eulerian poset of rank n. We will define the g-polynomial
g(B; t, u) to be a particular element of Z[t, u] of total degree n. If n = 0, then
g(B; t, u) = 1. For n > 0, then g(B; t, u) is the unique polynomial of t-degree strictly
less than n/2 satisfying
g(B; t, u) =
∑
x∈B
g([0̂, x]; t, u) · (t− u)n−rank([0̂,x]).
Note that g-polynomial has total degree n. For example, for the Boolean algebra
Bn, we have g(Bn; t, u) = u
n.
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Definition 7.2. Let Γ be a lower Eulerian poset of rank n. The h-polynomial of Γ is
given by
h(Γ; t, u) =
∑
x∈Γ
g([0̂, x]; t, u) · (t− u)n−rank([0̂,x]).
Note that the h-polynomial has total degree n. If we further assume Γ is Eulerian,
then we have h(Γ; t, u) = g(Γ; t, u).
Suppose B is a rank n Eulerian poset. Then B \ {1̂} is a rank n− 1 lower Eulerian
poset and its h-polynomial is palindromic:
h(B \ {1̂}; t, u) = h(B \ {1̂}; t, u).
Furthermore we have
(7.1) (u− t) · h(B \ {1̂}; t, u) = g(B; t, u)− g(B; t, u).
Since g(B; t, u) is defined to be the polynomial of t-degree strictly less than rank(B)/2,
this formula characterizes the g-polynomial. Thus we can compute the g-polynomial
of an Eulerian poset from the h-polynomial of its boundary.
Definition 7.3. Let φ : Γ→ B be a strong formal subdivision between a lower Euler-
ian poset Γ and an Eulerian poset B. The local h-polynomial ℓhB(Γ; t) ∈ Z[t, u] is
defined by
ℓhB(Γ; t, u) =
∑
x∈B
h(Γx; t, u) · (−1)
rank([x,1̂])g([x, 1̂B]
∗; t, u),
where [x, 1̂B]
∗ is the dual poset of [x, 1̂B] that has the same underlying set but rela-
tions reversed.
Note that ℓhB(Γ; t, u) has total degree rank(Γ), and it is an invariant of subdivisions.
Furthermore, we have
(7.2) h(Γ; t, u) =
∑
x∈B
ℓh
[0̂B ,x]
(Γx; t, u) · g([x, 1̂B]; t, u).
Definition 7.4. Let φ : Γ→ B be a strong formal subdivision between a lower Euler-
ian poset Γ and an Eulerian posetB. Then themixed h-polynomial hB(Γ; t
′, u′, t, u) ∈
Z[t, t′, u, u′] is defined by
hB(Γ; t
′, u′, t, u) =
∑
x∈B
(t′u′)rank(Γx) · ℓh
[0̂B,x]
(Γx; t/t
′, u/u′) · g([x, 1̂B]; tt
′, uu′).
Note that hB(Γ; t
′, u′, t, u) is a polynomial since the local h-polynomial of Γx has
total degree rank(Γx). The total (t, u)-degree and the total (t
′, u′)-degree are both
equal to the rank of Γ. By specializing u and u′ to 1 and renaming t to u and t′ to v,
we obtain the mixed h-polynomial as in [12]
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7.2. Linear maps. In this subsection we discuss the linear maps defined in [3] that
send the cd-index to the g- and the h-polynomials.
Let ∇ : Z[t, u]⊗Z[t, u]→ Z[t, u] be the linear map defined by ∇(v⊗w) = v ·w. We
call ∇ the multiplication map.
We define a linear map κ : ReΨ → K[t, u] by
κ(w) =
{
(t− u)n if w = an
0 otherwise.
For example, we have κ(e) = 0, κ(1) = 1 and κ(a) = t−u. We use κ, the coproduct
∆ and the multiplication ∇ to construct the following linear maps.
Definition 7.5. We define linear maps F,G : ReΨ → K[t, u] recursively as follows:
(1) Let F (e) = 0 and G(e) = 1.
(2) For a monomial w 6= e, let F (w) be given by
F (w) = (∇ ◦ (G⊗ κ) ◦∆)(w).
(3) For a monomial w 6= e of degree n, let G(w) to be the sum of monomials in
(u− t)F (w) of t-degree strictly less than (n+ 1)/2.
Note that we have deg(F (w)) = deg(w) and deg(G(w)) = deg(w)+1 for a monomial
w.
For a cd-monomial w, the image F (w) is palindromic [3]:
F (w) = F (w).
Thus it follows from the definition that
(7.3) (u− t)F (w) = G(w)−G(w).
This is analogous to (7.1), the characterization of the g-polynomial.
Here are the images of the cd-monomials of degree at most 4 under the linear maps
F and G.
w F (w) G(w)
e 0 1
1 1 u
c u+ t u2
c2 u2 + t2 u3 − tu2
d tu tu2
c3 u3 − tu2 − t2u+ t3 u4 − 2tu3
cd 0 0
dc tu2 + t2u tu3
c4 u4 − 2tu3 − 2t3u+ t4 u5 − 3tu4 + 2t2u3
c2d −t2u2 −t2u3
cdc 0 0
dc2 tu3 + t3u tu4 − t2u3
d2 t2u2 t2u3
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There are explicit formulas for F and G [3]. Let p(n, k) =
(
n
k
)
−
(
n
k−1
)
. For any
non-negative integer n we define polynomials in Z[t, u] as follows:
Qn(t, u) :=
∑⌊(n−1)/2⌋
k=0 (−1)
kp(n− 1, k)tkun−1−k;
Rn(t, u) := Qn(u, t);
Tn(t, u) :=
{
(−1)(n−1)/2p(n− 1, (n− 1)/2) (tu)(n−1)/2 if n is odd
0 otherwise
The polynomials are fundamental building blocks of the formulas for F and G. In
fact, we have F (ck) = tRk + uQk, G(c
k) = uQk+1, F (c
kd) = tuTk+1 and G(c
kd) =
tu2Tk+1.
Proposition 7.6 ([3]). The maps F and G take the following values on cd-monomials:
F (ck1dck2d · · ·dckrdck) = (tu)r · (tRk + uQk) ·
r∏
j=1
Tkj+1
and
G(ck1dck2d · · ·dckrdck) = (tu)r · (uQk+1) ·
r∏
j=1
Tkj+1,
where we set tR0 + uQ0 = 1.
Since Tn(t, u) = 0 for even n, both F and G vanish if any of the ki’s is odd.
Proposition 7.7 ([3]). For a lower Eulerian poset P , we have F (ΨP ) = h(P ). For an
Eulerian poset B we have G(Ψ∂B) = g(B).
In particular for an Eulerian poset B, we have F (ΦB) = h(∂B) and G(ΦB) = g(B).
Since h(B) = g(B) we also have F (ΦB · a) = F (ΨB) = G(ΦB).
We define a linear map G∗ : ReΨ → K[t, u] by sending a monomial w = w1 · · ·wn
where each wi ∈ {a, b, e} to
G∗(w1 · · ·wn) = (−1)
n+1G(wn · · ·w1).
For example we have G∗(e) = 1 and G∗(1) = −u.
7.3. Mixed maps. In this subsection we define a linear map that sends the mixed
cd-index to the mixed h-polynomial.
Let φ : Γ → B be a strong formal subdivision of rank 0, where Γ is lower Eulerian
and B is Eulerian, both of rank n.
Definition 7.8. We define a linear map HΩ from RΩ → K[t, u] as follows:
HΩ(w
′ · w) =
{
F (w′|c′ 7→c,d′ 7→d) if w = e
G(w′|c′ 7→c,d′ 7→d · w) otherwise,
where w′ is an unprimed monomial and w is a primed monomial.
For example we haveHΩ(c
′e) = F (c) andHΩ(c
′c) = G(c2). Note that deg(HΩ(w)) =
deg(w) + 1 for any monomial w.
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Proposition 7.9. The map HΩ takes the mixed cd-index to the h-polynomial in the
following sense:
HΩ(Ωφ) = h(Γ).
Proof. By definition of the mixed cd-index, we have
HΩ(Ωφ) = F (ℓ
Φ
Γ) +G (Φ∂Γ) = F (ℓ
Φ
Γ) + F (Φ∂Γ · a) = F (ℓ
Φ
Γ + Φ∂Γ · a) = F (ΨΓ),
where the first equality follows from the fact that ℓΦΓ · e is the only term in Ωφ con-
taining e. Thus by Proposition 7.7 we have F (ΨΓ) = h(Γ). 
We know from [3, Proposition 7.12] that for any cd-monomials u and v, we have
G(u · d · v) = G(u · d) ·G(v)
F (u · d · v) = G(u · d) · F (v).
Thus for any u′ ∈ R′Φ and v ∈ RΩ we have
(7.4) H(u′ · d′ · v) = G(u′|c′ 7→c,d′ 7→d · d) ·H(v).
Proposition 7.10. We define the linear map LΩ from RΩ → K[t, u] by
LΩ := ∇ ◦ (H ⊗G
∗) ◦ ̺.
Then LΩ maps the mixed cd-index to the local h-polynomial in the following sense:
LΩ(Ωφ) = ℓ
h
B(Γ).
Note that deg(LΩ(w)) = deg(w) + 1 for monomial w.
Proof. By the comodule property,
LΩ(Ωφ) = (∇ ◦ (HΩ ⊗G
∗))
(∑
x∈B
Ωφx ⊗ Φ[x,1̂]
)
=
∑
x∈B
h(Γx) · (−1)
rank([x,1̂])g([x, 1̂]∗),
which is the local h-polynomial ℓhB(Γ). 
We write down explicit formula for LΩ as follows. For any non-negative integers
k, l we define polynomials in Z[t, u] as follows:
Sk(t, u) := 2u
2
∑k
j=1(−1)
k−j+1QjQk−j+1;
S ′l,k(t, u) := 2u
2
∑k
j=1(−1)
k−j+1Ql+jQk−j+1;
Ul,k(t, u) := u
2Ql+2Qk+1(−1)
k+1 + u2Ql+1Qk+2(−1)
k+2.
Note that we have
(∇ ◦ (H ⊗G∗))(∆|e 7→0(c
k)) = Sk(t, u);
(∇ ◦ (H ⊗G∗))((c′)l ·∆|e 7→0(c
k)) = S ′l,k(t, u);
(∇ ◦ (H ⊗G∗))(cl ·∆|e 7→0(d) · c
k) = Ul,k(t, u),
where ∆|e 7→0(w) := ∆(w)|e 7→0 and the multiplications are well-defined since RΦ ⊗RΦ
is both a left and a right RΦ-module.
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Proposition 7.11. Let E ′ = (c′)l1d′(c′)l2d′ · · · d′(c′)lsd′(c′)l and E = ck1dck2d · · ·dckrdck.
Then the explicit formula for LΩ(E
′ · E) is given by
(7.5) LΩ(E
′ ·E) = (tu)r+s
(
s∏
i=1
Tli+1
)(
r∏
i=2
Tki+1
)
Tk+1·(
(tRl + uQl) · uQk1+1(−1)
k1+1 + Tl+k1+1
uQk+1
Tk+1
+
(
S ′l,k1 + Tl+k1+1
r+1∑
i=2
Ski
Tki+1
)
+
( 1
tu
Ul+k1,k2
Tk2+1
+
1
tu
Tl+k1+1
r+1∑
i=2
Uki,ki+1
Tki+1Tki+1+1
))
Proof. By applying ̺ to a word E ′ · E, where E ′ = (c′)l1d′(c′)l2d′ · · · d′(c′)lsd′(c′)l and
E = ck1dck2d · · ·dckrdck, we have
̺(E ′ · E) = E ′e⊗ E + E ′E ⊗ e
+ E ′ ·
r+1∑
i=1
ck1d . . . cki−1d ·∆|e 7→0(c
k
i ) · dc
ki+1 . . . dckr+1
+ E ′ ·
r∑
i=1
ck1d . . . cki ·∆|e 7→0(d) · c
ki+1d . . . dckr+1,
where we let kr+1 = k. We then apply ∇ ◦ (H
∗ ⊗ G∗) and use Proposition 7.6 to get
the desired result. 
Note that LΩ vanishes if any of the li’s is odd.
Definition 7.12 (L′Ω and G
′). We define a linear map L′Ω : RΩ → K[t, t
′, u, u′] by
setting
L′Ω(w) = (t
′u′)deg(w)+1L(w)(t/t′, u/u′).
We define a linear map G′ : RΩ → K[t, t
′, u, u′] by setting
G′(w) = G(w)(tt′, uu′).
By checking the definitions we have
L′Ω(Ωφ) = (t
′u′)rank(Γ) ℓhB(Γ; t/t
′, u/u′)
and
G′(ΦB) = g(B; tt
′, uu′).
One can write down the explicit formula for L′Ω by modifying (7.5).
Theorem 7.13. We define a linear map H ′Ω : RΩ → K[t, t
′, u, u′] by setting
H ′Ω = ∇ ◦ (L
′
Ω ⊗G
′) ◦ ̺.
Then H ′Ω takes the mixed cd-index to the mixed h-polynomial:
H ′Ω(Ωφ) = hB(Γ; t
′, u′, t, u).
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Proof. By the comodule property,
H ′Ω(Ωφ) = (∇ ◦ (L
′
Ω ⊗G
′))
(∑
x∈B
Ωφx ⊗ Φ[x,1̂]
)
=
∑
x∈B
L′Ω(Ωφx) ·G
′(Φ[x,1̂])
=
∑
x∈B
(t′u′)rank(Γx) · ℓh
[0̂,x]
(Γx; t/t
′, u/u′) · g([x, 1̂]; tt′, uu′),
which is the mixed h-polynomial hB(Γ; t
′, u′, t, u). 
Similar to LΩ and L
′
Ω, the explicit formula for H
′
Ω can be determined. Note that for
E ′ = (c′)l1d′(c′)l2d′ · · · d′(c′)lsd′(c′)l and an unprimed monomial E, the image H ′Ω(E
′ ·
E) vanishes if any of the li’s is odd.
8. EXAMPLES
We devote this section to examples of strong formal subdivisions.
The following example illustrates the different behaviors of the local cd-index and
the local h-polynomial, despite their similar decomposition formulas.
Example 8.1. Let φ : Γ → B be a rank 0 strong formal subdivision and x0 ∈ B.
Suppose further φ−1(x) is a singleton unless x = x0 ∈ B. The mixed cd-index of φ is
given by
Ωφ(c
′, d′, c, d, e) =
∑
x∈B
ℓΦΓx(c
′, d′) · Φ[x,1̂](c, d, e)
= ΦB(c, d) + ℓ
Φ
Γx0
(c′, d′) · Φ[x0,1̂](c, d, e),
where we use Proposition 3.7 to get the last equality. By (7.2), the h-polynomial of
Γ is
h(Γ; t, u) = h(B; t, u) +
∑
x≥x0
ℓh
[0̂,x]
(Γx; t, u) · g([x, 1̂]; t, u).
Recall that the linear map HΩ takes the mixed cd-index to the h-polynomial. In
particular, the map HΩ takes ΦB to h(B) and Ωφ to h(Γ). Thus we have
HΩ
(
ℓΦΓx0 · Φ[x0,1̂]
)
=
∑
x≥x0
ℓh
[0̂,x]
(Γx) · g([x, 1̂]),
showing that the local cd-index is not mapped to the local h-polynomial. In fact, for
example the subdivision in Example 8.14 has two non-trivial local h-polynomials on
the right side of the above equation. However, if x0 = 1̂, we do have
HΩ(ℓ
Φ
Γ · e) = ℓ
h
B(Γ).
We now study the barycentric subdivision of a simplex. Recall from Example 2.6
we denote by Bn the poset of subsets of [n] = {1, . . . , n}.
Given two posets P1 and P2, the Cartesian product of P1 and P2 is defined as the
poset P1 × P2 with underlying set {(x, y) | x ∈ P1, y ∈ P2} such that (x1, y1) ≤ (x2, y2)
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if x1 ≤ x2 in P1 and y1 ≤ y2 in P2. We define the pyramid of a poset P as Pyr(P ) :=
P × B1.
Proposition 8.2 ([10, Proposition 4.2]). For an Eulerian poset B, the cd-index of its
pyramid Pry(B) is given by
(8.1) ΦPyr(B) =
1
2
ΦB · c+ c · ΦB + ∑
0̂<x<1̂
Φ[0̂,x] · d · Φ[x,1̂].

For example, the Boolean algebra Bn is given by Bn = Pyr(Bn−1). Using (8.1), we
have a recursive formula
ΦBn =
1
2
(
ΦBn−1 · c+ c · ΦBn−1 +
n−2∑
i=1
(
n− 1
i
)
ΦBi · d · ΦBn−1−i
)
,
since the intervals [0̂, x] and [x, 1̂] are both Boolean algebras.
Another example is the barycentric subdivision of an Eulerian poset. Given a
graded poset P with 0̂, the barycentric subdivision of P is defined as the poset
Bary(P ) with underlying set {C | C is a chain of P containing 0̂} such that C ≤ C ′ if
C ⊂ C ′ in P . The barycentric subdivision is related to the pyramid operation because
for an Eulerian poset P we have Bary(P ) = Pyr(Bary(∂P )), that is, the barycentric
subdivision of an Eulerian poset is the pyramid of the barycentric subdivision of its
boundary.
Proposition 8.3. The local cd-index of Sn := Bary(Bn) is given by
ℓΦSn =
1
2
c · Φ∂Sn − Φ∂Sn · c+ ∑
T⊂[n−1],T 6=∅
fT (Bn) ΦB|T | · d · ΦLT
 ,
where
L{t1<···<tr} := ∂St1 × ∂St2−t1 × · · · × ∂Sn−tr
and fT (Bn) is the number of chains with rank set T in Bn, which is given by
f{t1<···<tr}(Bn) =
n!
(t1)!(t2 − t1)! . . . (n− tr)!
.
Proof. We first apply (8.1) to the Eulerian poset Σ˜Sn = Pyr(∂Sn) and get
ΦΣ˜Sn =
1
2
Φ∂Sn · c+ c · Φ∂Sn + ∑
x∈∂Sn
0̂<x<1̂
Φ[0̂,x] · d · Φ[x,1̂]
 ,
since for an Eulerian poset B we have ΦB = Φ∂B. Now each x ∈ ∂Sn is a chain
in ∂Bn, and y < x in ∂Sn is equivalent to y being a subchain of x, hence we have
[0̂, x] ≃ Bρ(x).
On the other hand, for x, y ∈ ∂Sn, the relation x ≤ y is equivalent to y containing
x = {0̂ < x1 < · · · < xr} as a subchain. Then y is uniquely given by the union
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of chains, one from each interval [0̂, x1), [x1, x2), . . . , [xr, 1̂). This gives a bijective
correspondence between the set [x, 1̂) ⊂ ∂Sn and the set
∂Sρ(x1) × ∂Sρ(x2)−ρ(x1) × · · · × ∂Sn−ρ(xr).
By checking the poset relations one can verify that they are isomorphic as posets.
Now, we observe that for x ∈ ∂Sn both [0̂, x] and [x, 1̂) depend only on T :=
{ρ(x1), . . . , ρ(xr)}, and there are fT (Bn) many such chains in Bn. Hence we have
ΦΣ˜Sn =
1
2
c · Φ∂Sn + Φ∂Sn · c+ ∑
T⊂[n−1],T 6=∅
fT ΦB|T | · d · ΦLT
 ,
and by definition the local cd-index is given by
ℓΦSn = ΦΣ˜Sn − Φ∂Sn · c. 
The cd-index of ∂Sn can be computed by applying the decomposition theorem to
the map σn|∂Sn : ∂Sn → ∂Bn
Φ∂Sn = ΦBn +
n−1∑
i=1
(
n
i
)
ℓΦSi · ΦBn−i ,
which depends on the local cd-index of small barycentric subdivisions. Hence Propo-
sition 8.3 gives a recursive way of computing the cd-invariants.
For the corresponding subdivision map σn : Sn → Bn, we can write down the mixed
cd-index
Ωσn(c
′, d′, c, d, e) = ΦBn(c, d) +
n∑
i=1
(
n
i
)
ℓΦSi(c
′, d′) · ΦBn−i(c, d, e).
We remark that there are explicit formulas for both the local h-polynomial [16,
Proposition 2.4] and the mixed h-polynomial [12, Example 5.9] for the subdivision
σn : Sn → Bn.
Example 8.4. We compute the cd-invariants for σn : Sn → Bn for n = 2, 3 explicitly.
Note that Bary(B1) = B1.
The cd-index of B2, the face poset of an edge, is given by ΦB2 = c. Note that
∂B2 = ∂S2. For T = {1}, we have fT (B2) = 2 and LT = ∂S1 × ∂S1 = ∂B1. Thus the
local cd-index of S2 is given by
ℓΦS2 =
1
2
(
c2 − c2 + 2d
)
= d
and the mixed cd-index of σ2 : S2 → B2 is given by Ωσ2(c
′, d′, c, d, e) = c + d′e. Using
our linear maps the local h-polynomial is given by ℓhB(S2) = tu and the mixed h-
polynomial is given by hB(S2) = (uu
′)2 + tt′uu′.
The cd-index of B3, the face poset of a triangle, is given by ΦB3 = c
2 + d. The
cd-index of ∂S3, the face poset of a hexagon, is given by c
2+4d. For T = {1}, {2}, we
have fT (B3) = 3 and LT = ∂S2 × ∂S1 = ∂S1 × ∂S2 = ∂B2. For T = {1, 2}, we have
POSET SUBDIVISIONS AND THE MIXED cd-INDEX 29
fT (B3) = 6 and LT = ∂S1 × ∂S1 × ∂S1 = ∂B1. Thus the local cd-index of S3 is given
by
ℓΦS3 =
1
2
(
c(c2 + 4d)− (c2 + 4d)c+ 3dc+ 3dc+ 6cd
)
= 5cd+ dc,
and the mixed cd-index of σ3 : S3 → B3 is given by
Ωσ3(c
′, d′, c, d, e) = c2 + d+ 3d′ + 5c′d′e + d′c′e.
Using our linear maps the local h-polynomial is given by
ℓhB(S3) = tu
2 + t2u
and the mixed h-polynomial is given by
hB(S3) = (uu
′)3 + 3t′tu2(u′)2 + tt′uu′(t′u+ tu′).
We introduce a class of subdivisions called cuts, obtained by applying a cutting
operation to a poset. The cutting operation generalizes an operation of Stanley [17,
Lemma 2.1], and is dual to the zipping operation introduced in [14].
Definition 8.5. Let B be an Eulerian poset and x0 ∈ B be an element of rank k. Let
Σ1 and Σ2 be near-Eulerian lower order ideals in B such that Σ1 ∪ Σ2 = [0̂, x0) and
I := Σ1 ∩ Σ2 satisfies I = ∂Σ1 = ∂Σ2. The cutting operation on x0 changes B into
the poset Γ := B \ x0 ∪ {y, x1, x2} where the relations are given by
(1) z ≤ z′ if z ≤ z′ in B;
(2) I ≤ y ≤ xi for i = 1, 2;
(3) Σi ≤ xi for i = 1, 2; and
(4) xi ≤ z for i = 1, 2 if x0 ≤ z in B;
The corresponding poset map φ : Γ→ B , defined by
φ(z) =
{
x0 if z = y, x1, x2
z otherwise,
is called a cut on x0 along (Σ1,Σ2, I).
If we assume I 6= ∅, i.e. k ≥ 2, then both Σ1 and Σ2 are graded of rank k−1. Hence
one can easily check that the lower order ideal I is isomorphic to the boundary of an
Eulerian poset, the poset Γ is lower Eulerian, and φ is a strong formal subdivision of
rank 0. Note that we can apply the cutting operation to a near-Eulerian poset, since
every near-Eulerian poset is contained in an Eulerian poset.
Example 8.6. The subdivision of an edge by adding an interior vertex is a cut, with
x0 = 1̂, Σ1 = {0̂, 1}, Σ2 = {0̂, 2} and I = {0̂}, as shown in the following picture.
Hence the local cd-index is given by ℓΦΓ = d.
1 2 φ 1 2
Similarly, consider a square with 4 vertices, labeled by 1, 2, 3, 4. The subdivision
of the square into two triangles {1, 2, 3} and {1, 3, 4} is again a cut, with x0 = 1̂,
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Σ1 = {0̂, 1, 2, 3, a, b}, Σ2 = {0̂, 1, 3, 4, c, d} and I = {0̂, 1, 3}. The local cd-index is
given by ℓΦΓ = c · d.
d
c
b
a1
3
2
4
φ
d
c
b
a1
3
2
4
Lemma 8.7. Let Γ be a near-Eulerian poset. Let σ : Π → Γ be a cut on x0 along
(Σ1,Σ2, I) where I 6= ∅. Then the change in the cd-index is given by
ΦΠ − ΦΓ = ΦI · d · Φ[x0,∞).
Proof. The difference in the flag enumerator is given by
(8.2) ΥΠ −ΥΓ =
∑
C a chain of Π
C contains y, x1, or x2
uρ(C) −
∑
C a chain of Γ
C contains x0
uρ(C).
In the first sum, there are three types of chains: those that contain y only, those that
contain xi only, and those that contain both y and some xi. Hence we have∑
C a chain of Π
C contains y, x1, or x2
uρ(C) =
(
ΥI · ba + (ΥΣ1 · b+ΥΣ2 · b) + ΥI · 2bb
)
·Υ[x0,∞)
=
(
ΥI · ba + (ΥI · a+Υ[0̂,x0)) · b+ΥI · 2bb
)
·Υ[x0,∞),
where the last equality comes from the fact ΥΣ1 +ΥΣ2−ΥI · a = Υ[0̂,x0). On the other
hand, the second sum in (8.2) is given by∑
C a chain of Γ
C contains x0
uρ(C) = Υ[0̂,x0) · b ·Υ[x0,∞).
Thus the difference becomes
ΥΠ −ΥΓ = ΥI · (ba + ab+ 2bb) ·Υ[x0,∞),
which gives the desired result after a change of variables. 
Note that the change in the cd-index does not depend on Σ1 and Σ2. Hence we
only need to specify the element x0 and the lower order ideal I to carry out the
computation, as long as a cutting operation along such I exists. We may also omit
Σ1 and Σ2 when they are clear.
If we have a sequence of cuts, we can use Lemma 8.7 to compute the change in
the cd-index of each cut, and the sum of the changes gives the total change in the
cd-index. This is particularly useful when computing the local cd-index, see Exam-
ple 8.10, Example 8.11 and Example 8.12.
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Proposition 8.8. For a cut φ along I ≃ ∂Bk−1 with k > 2, the local h-polynomial
vanishes and the mixed h-polynomial is the same as that of the identity map id : B → B.
Proof. Recall we have G(ΦBn) = g(Bn; t, u) = u
n. From [3, Proposition 7.11] we have
that for any cd-monomial of degree n
G(v · d) =
{
tuT=n/2(G(v)) if n is even
0 if n is odd,
where T=m(f(t, u)) is the sum of terms in f(t, u) with t-degree exactly m. In particu-
lar, for k > 2 we have
G(ΦBk−1 · d) = 0.
Together with (7.4), for any v ∈ RΩ and k > 2 we have
HΩ
(
ΦBk−1(c
′, d′) · d′ · v
)
= G
(
ΦBk−1(c, d) · d
)
·HΩ(v) = 0.
Thus for a cut φ along I ≃ ∂Bk−1 with k > 2, by the definitions of LΩ and H
′
Ω, we
have
LΩ(Ωφ) = LΩ(ΦB) +HΩ(ΦBk−1(c
′, d′) · d′) · f1(t, u) = 0
H ′Ω(Ωφ) = H
′
Ω(ΦB) +HΩ(ΦBk−1(c
′, d′) · d′) · f2(t
′, u′, t, u) = H ′Ω(Ωid)
for some polynomials f1, f2. 
We now study subdivisions of polygons.
Lemma 8.9. Given a polygon B, any polytopal subdivision φ : Γ → B (as defined in
[19, Example 5.2]) can be factored into cuts.
Proof. Using the theory of intermediate maps we first decompose φ into the subdi-
vision of the boundary φ∂B and the subdivision of the interior φ1̂. Since we have
φ = φ1̂ ◦ φ∂B, it suffices to prove that each subdivision can be factored into cuts.
For φ∂B, the subdivision is determined by the number of vertices added to the
edges. Note that each addition of a new vertex can be considered as a cutting opera-
tion on an edge along I ≃ ∂B1, hence φ∂B can be factored into cuts.
For φ1̂, we prove by induction on f2, the number of faces. If f2 = 1, then φ1̂ is trivial.
If f2 = 2, by considering the graph of Γ we have that every vertex in the interior is
contained by exactly two edges. Thus, this subdivision can be obtained by applying
cutting operations on edges along I ≃ ∂B1. Undoing all such cutting operations,
we arrive at a planar graph with two faces and one edge in the interior, which can
be obtained from applying a cutting operation on a face along the endpoints of the
interior edge I ≃ ∂B2. This shows that φ1̂ can be factored into cuts.
For f2 > 2, we pick a polytopal path L in Γwith only the endpoints contained in the
boundary of Γ. The path divides Γ into two connected component C1 and C2, each
with fewer than f2 many faces. Then by induction the maps from the component Ci
to ∂Ci can be factored into cuts for i = 1, 2. Together with the case with f2 = 2, we
conclude that φ1̂ can be factored into cuts. 
Note that the proof works for a polytopal subdivision of the boundary of a 3-
polytope.
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Example 8.10 (Subdivision of polygons). Let B be a polygon with n vertices and
φ : Γ→ B be a polytopal subdivision of B. By Lemma 8.9 the map φ can be factored
into cuts of three types, namely the cut of an edge on the boundary, the cut of an edge
in the interior and the cut of a 2-face. Each type of cuts changes the triple (β, γ, ǫ),
where
β := #{x ∈ Γ | ρΓ(x) = 1, ρB(φ(x)) = 2},
γ := #{x ∈ Γ | ρΓ(x) = 1, ρB(φ(x)) = 3},
ǫ := #{x ∈ Γ | ρΓ(x) = 2, ρB(φ(x)) = 3}.
By looking at the definition of the cutting operation, the cut of an edge on the bound-
ary contributes 1 to β, the cut of an edge in the interior contributes 1 to both γ and ǫ,
while the cut of a 2-face contributes 1 to ǫ. We use Lemma 8.7 to compute the local
cd-indices. Together with ΦB = c
2 + (n − 2)d, the mixed cd-index of φ = φ1̂ ◦ φΓ is
given by
Ωφ = c
2 + (n− 2)d+ βd′ + γd′c′e + (ǫ− γ)c′d′e,
Hence by applying the linear map H ′Ω, we compute the mixed h-polynomial
hB(Γ) = (uu
′)3 + (n− 3)tt′u2(u′)2 + βtt′u2(u′)2 + γtt′uu′(t′u+ tu′).
This agrees with the results in [12, Example 5.7]. Note that the polynomial does not
depend on ǫ, since a cut along I ≃ ∂B2 does not contribute to the h-polynomial.
Example 8.11 (Subdivision of the boundary of a 3-polytope). Let B be a 3-polytope
with f -vector (1, f0, f1, f2, 1). It is known that the cd-index of B is given by
ΦB = c
3 + (f0 − 2)dc+ (f2 − 2)cd.
Let φ : Γ→ B be a polytopal subdivision of the boundary of B. This implies the poset
Γ is also Eulerian. By Lemma 8.9, we factor φ into cuts. By counting the number of
cuts of each type, we use Lemma 8.7 to compute the mixed cd-index of φ as
Ωφ = c
3 + (f0 − 2)dc+ (f2 − 2)cd+ βd
′c+ γd′c′ + (ǫ− γ)c′d′,
where β, γ and ǫ are as above. Then the mixed h-polynomial is given by
hB(Γ) = (uu
′)4+(f0−4)tt
′(uu′)3+βtt′(uu′)3+γ(t(t′)2u3(u′)2+t2t′u2(u′)3−t2(t′)2u2(u′)2),
which is independent of f2 and ǫ. Note that even though hB(Γ) has negative coeffi-
cients, under the specialization t′, u′ 7→ 1 we have h(Γ) = u4+(f0−4)tu
3+βtu3+γtu3,
the h-polynomial of Γ, which has non-negative coefficients.
Example 8.12 (Triangulation of 3-polytopes). Let B be a 3-polytope with f -vector
(1, f0, f1, f2, 1). In this example we compute the mixed cd-index for any triangulation
φ : Γ→ B having the following properties: for any x with ρ(x) = 3, the rank of every
element of φ−1(x) is 2 or 3; and every element of φ−1(1̂) is of rank 3 or 4. Note that
such triangulation does not exist for every polytope. First, we prove φ factors into
cuts. By Lemma 8.9, it suffices to prove this for φ1̂, the subdivision of the interior.
By hypothesis no edges nor vertices are introduced in the interior. Thus each 2-face
introduced in the interior has boundary isomorphic to ∂B3 since φ is a triangulation.
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Hence each introduction of a 2-face in the interior is a cut along I ≃ ∂B3, and φ1̂ can
be factored into cuts.
We only use two types of cuts: the cut on a 2-face on the boundary that adds an
edge and a face, and the cut on a 3-cell in the interior along I ≃ ∂B3. By considering
the graph of the boundary of the polytope, there are 2f1 − 3f2 many cuts along
I ≃ ∂B2. By considering the number of rank 4 elements in Γ, there are f3(Γ) − 1
many cuts along I ≃ ∂B3. With ΦB3 = c
2 + d, we compute the mixed cd-index
Ωφ = c
3 + (f0 − 2)dc+ (f2 − 2)cd+ (2f1 − 3f2)c
′d′ + (f3(Γ)− 1)((c
′)2 + d′)d′e,
and the mixed h-polynomial is given by
hB(Γ) = (uu
′)4 + (f0 − 4)tt
′(uu′)3,
which is the mixed h-polynomial of the identity map id : B → B, since those cuts do
not contribute to the mixed h-polynomial.
For example when P is the cube, since the triangulation of the cube into 5 simpli-
cies [6, Figure 2.61] satisfies the properties, the mixed cd-index is given by
Ωφ = c
3 + 6dc+ 4cd+ 6c′d′ + 4((c′)2 + d′)d′e,
and the mixed h-polynomial is given by
hB(Γ) = (uu
′)4 + 4tt′(uu′)3.
Remark 8.13. We remark that in [13], Murai and Nevo characterized the cd-index
of Gorenstein∗ posets of rank 5 using the zipping operation, the dual of the cutting
operation.
Example 8.14. Let B := B4 be the simplex with 4 vertices and φ : Γ → B be the
subdivision ofB into the triangular bipyramid Γ by replacing a facet with the pyramid
of its boundary. The local cd-index is given by ℓΦΓ = 0, since there is no subdivision in
the interior. Following Example 8.11, we get γ = 1 and ǫ − γ = 2. Thus the mixed
cd-index of φ is given by
Ωφ = c
3 + 2dc+ 2cd+ d′c′ + 2c′d′.
By applying LΩ and H
′
Ω, we get the local h-polynomial ℓ
h
B(Γ) = −t
2u2 and the mixed
h-polynomial hB(Γ) = (uu
′)4 + tu3(t′)2(u′)2 + t2u2(t′)(u′)3 − t2u2(t′)2(u′)2. Note that
both the local h-polynomial and the mixed h-polynomial have negative coefficients
while the mixed cd-index does not.
Remark 8.15. The mixed h-polynomial of a rational polytopal subdivision is non-
negative [12, Theorem 6.1]. Hence the example shows that the extension (as in
Definition 4.7) of a polytopal subdivision may not be polytopal.
Remark 8.16. This example was originally given by C. Chan as an example to show
that the local h-polynomial of a simplicial subdivision may have negative coefficients.
It was also studied in [12, Example 5.6].
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