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RESUMO
MAIER SOUZA, T.. Atratores para equac¸o˜es de ondas na˜o autoˆnomas com
condic¸a˜o de fronteira da acu´stica. 2016. 90 f. Tese (Programa de Doutorado em
Matema´tica) − Instituto de Cieˆncias Matema´ticas e de Computac¸a˜o (ICMC/USP), Sa˜o
Carlos − SP.
Esta tese e´ dedicada ao estudo de uma classe de equac¸o˜es de ondas com condic¸o˜es de
fronteira da acu´stica. Investigamos a dinaˆmica assinto´tica de tais equac¸o˜es no caso em
que o sistema esta´ sujeito a` ac¸a˜o de uma forc¸a externa na˜o autoˆnoma. Nessa situac¸a˜o,
adicionando uma dissipac¸a˜o fraca, provamos que o problema gera um processo de evoluc¸a˜o
dissipativo. O nosso objetivo e´ enta˜o o estudo da existeˆncia de atratores na˜o autoˆnomos.
Num primeiro momento estabelecemos a existeˆncia de um atrator do tipo “pullback”,
minimal, dentro de um universo de conjuntos temperados. Tambe´m estudamos a semi-
continuidade superior dos atratores quando a perturbac¸a˜o na˜o autoˆnoma tende para zero.
Nosso resultado permite considerar forc¸as externas na˜o limitadas e perturbac¸o˜es na˜o li-
neares com crescimento cr´ıtico (de Sobolev). Num segundo momento, fazemos um estudo
sobre a existeˆncia de atratores uniformes. Em vista de resultados recentes de Zelik (2015),
consideramos forc¸as externas mais gerais do que a dita classe das forc¸as compactas por
translac¸a˜o (translation-compact). Parte desta tese foi aceita para publicac¸a˜o na revista
“Differential and Integral Equations” sob o t´ıtulo “Pullback dynamics of non-autonomous
wave equations with acoustic boundary condition”.
Palavras-chave: Equac¸a˜o da Onda, Condic¸a˜o de Fronteira da Acu´stica, Atrator Uni-
forme, Atrator Pullback.

ABSTRACT
MAIER SOUZA, T.. Attractors for non-autonomous wave equations with acous-
tic boundary condition. 2016. 90 f. Tese (Programa de Doutorado em Matema´tica)
− Instituto de Cieˆncias Matema´ticas e de Computac¸a˜o (ICMC/USP), Sa˜o Carlos − SP.
This thesis is concerned with the study of a class of wave equations with acoustic boundary
conditions. We investigate the long-time dynamics of such equations in the case where
the system is subject to a non-autonomous external force. In this situation, by adding
a weak dissipation, we prove that the problem generates a dissipative evolution process.
Our goal is then the existence of non-autonomous attractors. In this direction, we first
establishes the existence of a minimal pullback attractor within a universe of tempered
sets. We also studied the upper semi-continuity of attractors when the non-autonomous
perturbation tends to zero. Our result allows to consider unbounded external forces and
nonlinear perturbation with critical (Sobolev) growth. Secondly, we establish the existence
of uniform attractors, as well. In view of recent results Zelik (2015) we consider more
general external forces than the so called class of translation-compact forces. Part of this
thesis was accepted for publication in the journal “Differential and Integral Equations”
under the title “Pullback dynamics of non-autonomous wave equations with acoustic
boundary condition”.
Keywords: Wave Equation, Acoustic Boundary Condition, Uniform Attractor, Pullback
Attractor.
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Introduc¸a˜o
Nas u´ltimas de´cadas, tem aumentado consideravelmente as pesquisas cient´ıficas en-
volvendo equac¸o˜es diferenciais parciais, modeladas por problemas provenientes das En-
genharias, F´ısica e Biologia. Tais pesquisas teˆm efetivamente contribu´ıdo para o avanc¸o
tecnolo´gico e cient´ıfico da sociedade moderna.
Na presente tese, estudamos a dinaˆmica assinto´tica de uma equac¸a˜o da onda, na˜o
autoˆnoma, com condic¸a˜o de fronteira da acu´stica. Adotaremos tanto o ponto de vista da
atrac¸a˜o pullback assim como o ponto de vista da atrac¸a˜o uniforme.
Mais precisamente, seja Ω ⊂ R3 um domı´nio limitado com fronteira regular Γ e
considere a seguinte equac¸a˜o da onda semilinear na˜o autoˆnoma com condic¸o˜es de fronteira
da acu´stica
utt −∆u+ ωut + u+ f(u) = h x ∈ Ω, t ≥ τ, (1)
δtt + νδt + δ = −ut x ∈ Γ, t ≥ τ, (2)
δt = ∂nu x ∈ Γ, t ≥ τ, (3)
onde ω, ν > 0 sa˜o coeficientes de dissipac¸a˜o (damping), f e´ um termo na˜o linear e
h = h(x, t) e´ uma forc¸a externa que depende do tempo. Condic¸o˜es iniciais tambe´m
sa˜o adicionadas ao sistema.
A modelagem f´ısica desse tipo de problema consiste em considerar um fluido com-
preendido em um domı´nio limitado do qual cada ponto da fronteira vibra como uma mola
reagindo a pressa˜o causada pelo fluido, descrita por −ut. Sendo u a velocidade poten-
cial do fluido e δ o deslocamento normal dos pontos da fronteira, este sistema descreve a
evoluc¸a˜o de u, que sofre pequenas perturbac¸o˜es, juntamente com a vibrac¸a˜o dos pontos
da fronteira. Aqui estamos supondo que a fronteira de Ω e´ uma superf´ıcie localmente re-
agente, ou seja, cada ponto da fronteira reage a pressa˜o, causada pelo fluido, de maneira
independente uns dos outros. A equac¸a˜o (2) descreve o efeito tipo mola na fronteira que
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interage com −ut e a equac¸a˜o (3) e´ uma condic¸a˜o de continuidade: a velocidade do deslo-
camento da fronteira δt esta´ compat´ıvel com a derivada normal ∂nu, chamada condic¸a˜o de
impenetrabilidade da fronteira. Essas duas equac¸o˜es sa˜o chamadas condic¸o˜es de fronteira
da acu´stica e foram propostas por Beale e Rosencrans [4].
Nesta tese ao inve´s de considerarmos o modelo pioneiro, adicionamos um termo na˜o
linear f(u) que induz alguns efeitos no movimento da onda, mais ainda, por simplicidade
escolhemos todos os coeficientes das equac¸o˜es igual a` 1 exceto os coeficientes de damping.
Vale ressaltar que, quando f = −u e ω = 0, o problema (1)-(3) foi considerado em [4, 5, 6],
onde foram estabelecidos, boa colocac¸a˜o do problema e algumas propriedades espectrais
do semigrupo associado.
Este modelo tem sido bastante estudado por va´rios autores e generalizado de va´rias
formas. A t´ıtulo de exemplo, citamos os trabalhos [3, 5, 6, 15, 21, 22, 23, 25, 27, 28, 30,
38, 43] e suas refereˆncias.
Conve´m comentar alguns resultados obtidos por Frigeri em [21], onde foi abordado
exatamente o problema (1)-(3), pore´m considerando h ≡ 0. Foi estudado o comporta-
mento a longo prazo das soluc¸o˜es desse problema, focando a atenc¸a˜o em propriedades
assinto´ticas globais, tal como a existeˆncia de um conjunto absorvente, de um atrator
global, de uma certa regularidade da atrac¸a˜o e, tambe´m, a existeˆncia de um atrator
exponencial.
Referente ao estudo de sistemas de evoluc¸a˜o na˜o autoˆnomos sa˜o conhecidas algumas
formas de generalizar o conceito de atrator global, por exemplo, tratar o atrator como
uma famı´lia dependente do tempo, como no caso dos atratores pullback. Uma outra
interessante abordagem, do atrator para sistemas na˜o autoˆnomos, poss´ıvel de se fazer
e´ baseada em, estudar de alguma maneira o sistema dinaˆmico na˜o autoˆnomo como um
sistema dinaˆmico autoˆnomo e neste caso o atrator sera´ um conjunto que independe do
tempo. Esse e´ o caso dos atratores uniformes. Existem alguns outros tipos de atrato-
res de sistemas dinaˆmicos na˜o autoˆnomos adaptados para sistema dinaˆmico aleato´rio ou
estoca´stico, mais ainda, tambe´m existem estudos sobre atratores pullback exponenciais.
Para maiores detalhes veja [10, 14, 19, 20, 36] e suas refereˆncias.
Num primeiro momento, nesta tese, foi considerado uma natural continuac¸a˜o do
estudo do Frigeri [21], pore´m aqui estamos interessados no comportamento a longo prazo
de soluc¸o˜es globais de (1)-(3) sobre perturbac¸o˜es de uma forc¸a externa dependendo do
Introduc¸a˜o xix
tempo h = h(x, t), que torna o sistema na˜o autoˆnomo. Estudamos a dinaˆmica pullback
desse tipo de problema, em busca de um u´nico D-atrator pullback onde permitimos f
com crescimento cr´ıtico do tipo |u|3 e forc¸a externa h = h(x, t) na˜o limitada e depen-
dendo do tempo. A relevaˆncia do nosso trabalho esta´ ligada ao fato de que, ale´m de
tomar cuidado com as ferramentas envolvendo a teoria de atratores pullback, o estudo da
dinaˆmica pullback desse tipo de problema na˜o tinha sido considerada ate´ enta˜o. A teoria
de atratores pullback que foi utilizada esta´ baseada nos seguintes trabalhos [10, 26, 41] e
suas refereˆncias. Os conceitos e resultados utilizados esta˜o dispon´ıveis na Sec¸a˜o 2.3.
Para ser um pouco mais preciso, exibimos a existeˆncia de um u´nico D-atrator pull-
back, primeiramente encontrando um conjunto D-absorvente no sentido pullback, que
absorve famı´lias do universo D que e´ formado por famı´lia de conjuntos temperados e, em
seguida, tratamos da compacidade assinto´tica no sentido pullback, que foi um dos desa-
fios, ja´ que a fronteira dinaˆmica causa algumas dificuldades em usar argumentos usuais
de poteˆncia fracionaria de operadores el´ıpticos, como tambe´m observado por Frigeri em
[21]. Para contornar tal dificuldade exibimos um crite´rio de compacidade que e´ adequado
para dinaˆmicas pullback em geral em um contexto de D-atrac¸a˜o. Veja Teorema 2.3.11.
Finalizamos o estudo, do ponto de vista da dinaˆmica pullback, exibindo um certa
continuidade de uma familia de atratores com respeito a perturbac¸a˜o da forc¸a externa
na˜o autoˆnoma, especificamente, como o cara´ter na˜o autoˆnomo do nosso problema e´ de-
terminado pela forc¸a externa h(x, t), substitu´ımos tal forc¸a por εh(x, t) e estudamos a
semicontinuidade superior dos atratores pullback quando ε→ 0, sendo que nesse contexto
vamos supor um pouco mais de regularidade com relac¸a˜o ao tempo t da forc¸a externa h,
isto e´, alguma limitac¸a˜o conveniente.
A colec¸a˜o desses resultados, boa colocac¸a˜o, existeˆncia de um u´nico D-atrator pull-
back e semicontinuidade superior sa˜o auteˆnticas e juntas resultaram em um artigo sub-
metido. Veja [34].
Como dito a pouco, uma outra interessante abordagem de um sistema de evoluc¸a˜o
na˜o autoˆnomo e´ fazer uso da teoria de atratores uniformes. Nesta direc¸a˜o existem va´rios
trabalhos que abordam o tema atrator uniforme e, tambe´m, fazem aplicac¸o˜es da teoria
em equac¸o˜es da onda. Veja [45, 14, 29, 32].
Para contextualizar o tema atrator uniforme, faremos alguns breves comenta´rios e
que sera˜o expostos com mais detalhes na Sec¸a˜o 2.4 e no Cap´ıtulo 4.
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Note que o problema (1)-(3) depende da forc¸a externa h. No contexto da teoria
de atratores uniformes primeiramente vamos considerar um problema na˜o autoˆnomo da
seguinte forma
utt −∆u+ ωut + u+ f(u) = g(t) sobre Ω, t ≥ τ, (4)
δtt + νδt + δ = −ut sobre Γ, t ≥ τ, (5)
δt = ∂nu sobre Γ, t ≥ τ, (6)
definido num espac¸o de fase H (a` definir) e supondo g uma forc¸a externa inicial depen-
dendo do tempo. Considere
Σ0 = {translac¸o˜es no tempo de g}
e defina a envolto´ria H(g) da forc¸a inicial g com sendo o fecho de Σ0 em uma topologia
conveniente. Estas translac¸o˜es no tempo sa˜o conhecidas como “shifts”. Assim podemos
definir uma nova famı´lia de problemas da seguinte forma
utt −∆u+ ωut + u+ f(u) = h x ∈ Ω, t ≥ τ, h ∈ H(g) (7)
δtt + νδt + δ = −ut x ∈ Γ, t ≥ τ, (8)
δt = ∂nu x ∈ Γ, t ≥ τ. (9)
Supondo que este problema acima e´ globalmente bem posto em H, como veremos
na Sec¸a˜o 4.3, conclu´ımos que, atrave´s do operador soluc¸a˜o, para cada h ∈ H(g), podemos
definir um processo de evoluc¸a˜o
Uh(t, τ) : H → H.
Assim, denotando por X = H×H(g), chamado espac¸o de fase extendido, podemos
definir um semigrupo extendido S(t) : X → X da seguinte forma,
S(t)(z0, h) = (Uh(t, 0)z0, T (t)h),
onde z0 ∈ H, h ∈ H(g) e [
T (s)h
]
(t) = h(t+ s).
No caso em que este semigrupo S(·) possui um atrator global A em X dizemos que a
projec¸a˜o na primeira coordenada de X, digamos A = pi1A, e´ o chamado atrator uniforme
associado ao problema (7)-(9).
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E´ fa´cil ver que essa construc¸a˜o acima depende claramente da topologia escolhida
no espac¸o de fase estendido. Segundo Chepyzhov e Vishik [14], existem duas formas
naturais de escolher tais topologias. A primeira e´ considerar a topologia fraca em ambas
coordenadas do espac¸o X e lidar com atratores uniformes fracos e a segunda e´ considerar
a topologia forte em ambas as coordenadas e lidar com atratores uniformes fortes. Note
que a topologia da envolto´ria depende da classe da forc¸a externa inicial g. Contudo, na
Sec¸a˜o 2.4 e no Cap´ıtulo 4, vamos abordar o caso em que temos topologia forte em H e
topologia fraca na envolto´ria H(g) e utilizaremos recentes resultados de Zelik [45] para
garantir existeˆncia de atrator uniforme forte.
Conforme Zelik, vamos apresentar uma classe nova de forc¸as externas que na˜o sa˜o
de translac¸a˜o compacta, porem ainda permanecem na classe das func¸o˜es de translac¸a˜o
limitadas, e que ainda garante a existeˆncia de atratores uniformes. A abordagem de Zelik
e´ feita levando em considerac¸a˜o que as forc¸as externas de translac¸a˜o compacta podem
ser aproximadas por func¸o˜es que sa˜o suaves com respeito ao espac¸o e o tempo. Seguindo
essa ide´ia surge a classe das forc¸as externas regulares no tempo que consiste de func¸o˜es
de translac¸a˜o limitada que podem ser aproximadas por func¸o˜es suaves no tempo. Vamos
formalizar tais conceitos na Sec¸a˜o 2.4. Veja tambe´m [45].
Como veremos na Sec¸a˜o 2.4, conve´m observar que se forc¸a externa inicial g e´ de
translac¸a˜o compacta a topologia na envolto´ria H(g) sera´ naturalmente a topologia forte e
ja´ no caso de a forc¸a externa inicial g for de translac¸a˜o limitada a topologia na envolto´ria
sera´ a topologia fraca.
Numa segunda parte dessa tese, mostramos a existeˆncia de um atrator uniforme fraco
do problema (7)-(9) no caso em que a forc¸a externa inicial g e´ de translac¸a˜o limitada e ao
supor que g seja regular no tempo usando alguns resultados e argumentos similares aos de
Zelik [45] conclu´ımos a existeˆncia de um atrator uniforme forte para o problema (7)-(9).
Aqui tambe´m foi necessa´rio um crite´rio de compacidade assinto´tica uniforme ana´logo ao
crite´rio de compacidade no caso da dinaˆmica pullback, veja Sec¸a˜o 2.4.7.

Cap´ıtulo 1
Notac¸o˜es e preliminares
Neste Cap´ıtulo iremos introduzir algumas notac¸o˜es e apresentar alguns resultados
cla´ssicos para facilitar a compreensa˜o do conteu´do abordado e com intuito de tornar essa
tese a mais autossuficiente poss´ıvel. Alguns resultados sera˜o apresentados sem uma prova
formal, pore´m forneceremos refereˆncias cla´ssicas para os mesmos.
Considere Ω um conjunto do Rn, aberto e limitado, com fronteira Γ suave que
denominamos por domı´nio do Rn. Neste caso a fronteira Γ e´ uma variedade compacta,
sem bordo, C∞ e de dimensa˜o n− 1.
Denotamos Lp(Ω) com 1 ≤ p < ∞, o espac¸o de Banach das func¸o˜es mensura´veis
u : Ω→ R tais que |u|p e´ Lebesgue integra´vel sobre Ω, cuja norma e´ dada por
‖u‖Lp(Ω) =
(∫
Ω
|u(x)|p dx
) 1
p
.
Por L∞(Ω) denotamos o espac¸o de Banach das func¸o˜es mensura´veis u : Ω → R que sa˜o
essencialmente limitadas em Ω. A norma em L∞(Ω) e´
‖u‖L∞(Ω) = supess
x∈Ω
|u(x)|.
Em particular, quando p = 2, L2(Ω) e´ um espac¸o de Hilbert cujo produto interno e´ dado
por
(u, v)L2(Ω) =
∫
Ω
u(x)v(x) dx.
De modo ana´logo ao L2(Ω), denotamos por L2(Γ) o espac¸o de Hilbert das func¸o˜es
mensura´veis u : Γ → R tais que |u|2 e´ Lebesgue integra´vel em Γ, cujo produto interno e
norma sa˜o
(u, v)L2(Γ) =
∫
Γ
u(x)v(x) dx e ‖u‖L2(Γ) =
(∫
Γ
|u(x)|2 dx
) 1
2
.
2 1 Notac¸o˜es e preliminares
Por D(Ω) denotamos o espac¸o das func¸o˜es testes sobre Ω, isto e´, D(Ω) e´ o espac¸o das
func¸o˜es infinitamente diferencia´veis com suporte compacto em Ω, C∞0 (Ω), munido com a
topologia do limite indutivo.
Denotamos por D′(Ω) o espac¸o vetorial das distribuic¸o˜es sobre Ω, munido com a
topologia fraca. Observe que, dado T ∈ D′(Ω) e α um multi-´ındice, definimos a derivada
da ordem α, da distribuic¸a˜o T , por
〈DαT, ϕ〉 = (−1)|α|〈T,Dαϕ〉,
para todo ϕ ∈ D(Ω). E´ poss´ıvel verificar que DαT e´ uma distribuic¸a˜o e, mais ainda,
que o operador Dα : D′(Ω) → D′(Ω), que associa cada T ∈ D′(Ω) com a distribuic¸a˜o
DαT ∈ D′(Ω), e´ linear e cont´ınuo.
Representa-se por Wm,p(Ω) o espac¸o vetorial de todas a func¸o˜es u ∈ Lp(Ω) tais que
Dαu pertence a` Lp(Ω) para todo multi-´ındice satisfazendo |α| ≤ m. O espac¸o Wm,p(Ω)
munido da norma
‖u‖Wm,p(Ω) =

∑
|α|≤m
∫
Ω
|Dαu(x)|p dx
 1p , para 1 ≤ p <∞,
∑
|α|≤m
supess
x∈Ω
|Dαu(x)|, para p =∞,
e´ um espac¸o de Banach. No caso em que p = 2, denotamos Wm,2(Ω) por Hm(Ω). Note
que os espac¸os de Sobolev Hm(Ω) sa˜o espac¸os de Hilbert, onde o produto interno e´ dado
por
(u, v)Hm(Ω) =
∑
|α|≤m
(Dαu,Dαv)L2(Ω).
Sabe-se que C∞0 (Ω) e´ denso em L
p(Ω), mas na˜o e´ verdade que C∞0 (Ω) e´ denso em
Wm,p(Ω) para m ≥ 1. Motivado por este fato define-se o espac¸o Wm,p0 (Ω) como sendo o
fecho de C∞0 (Ω) em W
m,p(Ω), isto e´, C∞0 (Ω)
Wm,p(Ω)
= Wm,p0 (Ω).
Suponha que Ω e´ um aberto e limitado em alguma direc¸a˜o xi do Rn e 1 ≤ p < ∞,
enta˜o podemos definir em Wm,p0 (Ω) a seguinte norma
‖u‖Wm,p0 (Ω) =
∑
|α|=m
∫
Ω
|Dαu(x)|p dx
 1p .
Note que esta norma e´ equivalente a norma ‖u‖Wm,p(Ω).
3Suponha que 1 ≤ p < ∞ e 1 ≤ q < ∞ tal que 1
p
+ 1
q
= 1. Representa-se por
W−m,q(Ω) o dual topolo´gico de Wm,p0 (Ω) e o dual topolo´gico de H
m
0 (Ω) e´ denotado por
H−m(Ω).
Ainda sobre os espac¸os de Sobolev, agora, de ordem s ∈ R+. Denotamos Hs(Rn) =
{u ∈ S ′; (1 + ‖x‖2) s2 uˆ ∈ L2(Rn)} o espac¸o de Hilbert munido com o seguinte produto
interno
(u, v)Hs(Rn) =
∫
Rn
(1 + ‖x‖2)s uˆ(x)vˆ(x) dx.
Aqui, uˆ indica a transformada de Fourier de u definida, para func¸o˜es u ∈ L1(Rn), por
uˆ(x) = (2pi)−
n
2
∫
Rn
e−i(x,y)Rn u(y) dy.
Ale´m disso, se s ≥ 0 temos que H−s(Rn) = (Hs(Rn))′ e Hs(Rn) ↪→ L2(Rn) ↪→ H−s(Rn).
Considere a seguinte aplicac¸a˜o:
rΩ : L
2(Rn) −→ L2(Ω)
u 7−→ rΩ(u) = u|Ω
que leva u na sua restric¸a˜o a` Ω. Para s ≥ 0 definimos Hs(Ω) = {u|Ω ; u ∈ Hs(Rn)}. A fim
de definir uma topologia em Hs(Ω) consideremos o seguinte espac¸o de Banach
Hs(Rn)
ker(rΩ)
= {v + ker(rΩ); v ∈ Hs(Rn)} = {[v]; v ∈ Hs(Rn)}
munido da norma
‖[v]‖ = inf{‖w‖Hs(Rn); w ∈ [v]} = inf{‖w‖Hs(Rn); w ∈ v + ker(rΩ)}.
Assim, para s ≥ 0 e u ∈ Hs(Ω) definimos
‖u‖Hs(Ω) = ‖[v]‖,
onde u = rΩ(v) para algum v ∈ Hs(Rn). Observe que Hs(Ω) e´ um espac¸o de Hilbert
munido com essa norma, e, ale´m disso, para s ∈ N as normas
‖u‖W s,2(Ω) =
∑
|α|≤m
∫
Ω
|Dαu(x)|2 dx
 12 e ‖u‖Hs(Ω) = inf{‖w‖Hs(Rn); rΩ(w) = u},
sa˜o equivalentes em Hs(Ω). Tambe´m denotamos H−s(Ω) =
(
Hs0(Ω)
)′
onde Hs0(Ω) =
D(Ω)H
s(Ω)
. Para maiores detalhes consulte [1, 11].
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Vamos definir os espac¸os de Sobolev sobre a variedade Γ, fronteira de Ω. Inicial-
mente, suponha que Ω = Rn+, neste caso Γ = {(x′, 0); x′ ∈ Rn−1} e identificamos toda
func¸a˜o real u definida em Γ com a func¸a˜o x′ → u(x′, 0) do Rn−1 em R. Com tal iden-
tificac¸a˜o temos que D(Γ) = D(Rn−1) e Lp(Γ) = Lp(Rn−1). Portanto, neste caso mais
simples, definimos Hs(Γ) como sendo Hs(Rn−1).
Por outro lado, quando Ω e´ um aberto e limitado do Rn com fronteira suave Γ,
fixamos um sistema de cartas locais de Γ, isto e´,
{
(U1, ψ1), ... , (UN , ψN)
}
e func¸o˜es teste
σ1, ... , σN no Rn tais que supp(σj) ⊂ Uj, j = 1, 2, ... , N tal que
∑
σj(x) = 1 para todo
x ∈ Γ. Assim dada uma func¸a˜o w definida sobre Γ, para todo j = 1, 2, ... , N defina
wj(y) =
 σj ◦ w
(
ψ−1j (y
′, 0)
)
, se y ∈ Ω0 = (0, 1)n−1;
0, se y′ ∈ [Rn−1 − Ω0].
Dado s > 0, enta˜o Hs(Γ) e´ o espac¸o de Hilbert das func¸o˜es w definidas em Γ tais
que wj ∈ Hs(Rn−1) para todo j = 1, 2, ... , N e munido com o seguinte produto interno:
(w, v)Hs(Γ) =
N∑
j=1
(wj, vj)Hs(Rn−1),
para todo w, v ∈ Hs(Γ).
Observe que, considerando D(Ω¯) com a topologia induzida do espac¸o H1(Ω) a
aplicac¸a˜o γ0 : D(Ω¯) → H 12 (Γ) e´ linear e cont´ınua. Sendo D(Ω¯) denso em H1(Ω), te-
mos que esta aplicac¸a˜o se estende por densidade a uma aplicac¸a˜o linear e cont´ınua, que
ainda representaremos por γ0, de H
1(Ω) em H
1
2 (Γ), satisfazendo a seguinte condic¸a˜o:
γ0u = u|Γ , para todo u ∈ D(Ω¯),
a qual denomina-se aplicac¸a˜o trac¸o de ordem zero. Note que a aplicac¸a˜o trac¸o γ0 :
H1(Ω)→ H 12 (Ω) e´ sobrejetiva e o nu´cleo de γ0 e´ o espac¸o H10 (Ω).
Seja n o vetor normal unita´rio exterior em Γ. Para todo u ∈ D(Ω¯), considere
γ1u = ∂nu |Γ a derivada normal de u. Assim, munindo D(Ω¯) com a topologia induzida
de H2(Ω) a aplicac¸a˜o γ1 : D(Ω¯) → H 12 (Γ) e´ linear e cont´ınua e portanto se estende por
densidade a uma aplicac¸a˜o linear e cont´ınua γ1 : H
2(Ω) → H 12 (Γ) a qual denomina-se
aplicac¸a˜o trac¸o de ordem 1.
Denotamos H(∆,Ω) = {u ∈ H1(Ω); ∆u ∈ L2(Ω)}, o espac¸o de Hilbert munido com
o produto interno
(u, v)H(∆,Ω) = (u, v)H1(Ω) + (∆u,∆v)L2(Ω),
5para todo u, v ∈ H(∆,Ω). Note que H2(Ω) ( H(∆,Ω), entretanto, ainda podemos definir
o trac¸o de ordem 1 para func¸o˜es de H(∆,Ω) num sentido mais fraco. Munindo D(Ω¯) com
a topologia induzida de H(∆,Ω), conclu´ımos que a aplicac¸a˜o γ1 : D(Ω¯) → H− 12 (Γ) e´
linear e cont´ınua e se estende por densidade a uma u´nica aplicac¸a˜o linear e cont´ınua
γ1 : H(∆,Ω)→ H− 12 (Γ).
Teorema 1.0.1 (Fo´rmula de Gauss e a Fo´rmula de Green). Seja Ω um aberto, limitado
e suave do Rn.
i) Se u, v ∈ H1(Ω), temos a fo´rmula de Gauss:∫
Ω
u
∂v
∂xi
dx = −
∫
Ω
∂u
∂xi
v dx+
∫
Γ
γ0(u) γ0(v) ni dγ,
para todo i = 1, ... , n. Observe que, n = (n1, ...,nn) denota o vetor normal unita´rio
exterior a` Γ.
ii) Se u ∈ H2(Ω) e v ∈ H1(Ω), temos a fo´rmula de Green:∫
Ω
∇u∇v dx = −
∫
Ω
∆u v dx+
∫
Γ
γ1(u) γ0(v) dγ.
Teorema 1.0.2 (Fo´rmula de Green generalizada). Seja Ω um aberto, limitado e suave
do Rn. Se u ∈ H(∆,Ω) e v ∈ H1(Ω) enta˜o,∫
Ω
∆u v dx+
∫
Ω
∇u∇v dx = 〈u, v〉H−1/2(Γ)×H1/2(Γ).
Observac¸a˜o 1.0.3. Para simplificar a notac¸a˜o vamos omitir as func¸o˜es γ1 e γ0 ao inte-
grarmos func¸o˜es sobre a fronteira.
Neste momento iremos definir alguns espac¸os que sera˜o frequentemente utilizados.
Considere Lp(0, T ;X), onde X e´ um espac¸o de Banach e 1 ≤ p < ∞, o conjunto das
func¸o˜es vetoriais mensura´veis u : (0, T )→ X,tais que ‖u(t)‖X pertence ao espac¸o Lp(0, T ).
O conjunto Lp(0, T ;X) e´ um espac¸o de Banach munido com a norma
‖u‖Lp(0,T ;X) =
(∫ T
0
‖u(t)‖pX dt
) 1
p
.
Quando p =∞, enta˜o L∞(0, T ;X) e´ um espac¸o de Banach, formado pelas func¸o˜es veto-
riais mensura´veis u : (0, T ) → X, tais que ‖u(t)‖X pertence a L∞(0, T ), munido com a
norma
‖u‖L∞(0,T ;X) = supess
t∈(0,T )
‖u(t)‖X .
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Definimos tambe´m o espac¸o da func¸o˜es vetoriais p-localmente integra´veis, denotado
por Lploc(R;X), que e´ formado por todas as func¸o˜es vetoriais u : R → X tais que para
cada intervalo [t1, t2] ⊂ R tem-se que u ∈ Lp(t1, t2;X).
A seguir exibiremos alguns resultados nota´veis e algumas desigualdades. Para mai-
ores detalhes veja [1, 7, 11, 12]. Comec¸amos com um Teorema de imersa˜o de Sobolev.
Teorema 1.0.4 (Imerso˜es de Sobolev). Seja Ω ⊂ RN um domı´nio limitado com fronteira
suave.
(i) Se mp < N , enta˜o a seguinte inclusa˜o e´ cont´ınua
Wm,p(Ω) ↪→ Lq∗(Ω), onde 1
q∗
=
1
p
− m
N
.
Ale´m disso, a inclusa˜o e´ compacta para qualquer q, tal que 1 ≤ q < q∗.
(ii) Se mp = N , enta˜o a seguinte inclusa˜o e´ continua e compacta
Wm,p(Ω)
c
↪→ Lq(Ω), para todo 1 ≤ q <∞.
Ale´m disso, se p = 1 e m = N , enta˜o vale a mesma relac¸a˜o acima quando q =∞.
(iii) Se k + 1 > m− N
p
> k, k ∈ N, enta˜o escrevendo m− N
p
= k + α, para 0 < α < 1
temos que a seguinte inclusa˜o e´ cont´ınua
Wm,p(Ω) ↪→ Ck,α(Ω¯),
onde Ck,α(Ω¯) representa o espac¸o das func¸o˜es em Ck(Ω¯) cujas derivadas de ordem k
sa˜o α-Holder cont´ınuas. Ale´m disso, se N = m− k− 1, α = 1 e p = 1 tem-se que a
inclusa˜o acima e a inclusa˜o Wm,p(Ω) ↪→ Ck,β(Ω¯) e´ compacta para todo 0 ≤ β < α.
Teorema 1.0.5 (Desigualdade de Ho¨lder Generalizada). Sejam 1 ≤ pi ≤ ∞, para todo
i = 1, 2, ... , n , tais que
1
p1
+
1
p2
+ ... +
1
pn
=
1
r
≤ 1.
Nessas condic¸o˜es, se fi ∈ Lpi(Ω) enta˜o f :=
n∏
i=1
fi ∈ Lr(Ω) e, mais ainda,
‖f‖r ≤
n∏
i=1
‖fi‖pi .
7Lema 1.0.6 (Desigualdade de Young com ). Sejam 1 < p, q < ∞ com 1
p
+
1
q
= 1 e
qualquer  > 0. Enta˜o,
ab ≤ ap + C()bq, para todos a, b ≥ 0,
onde C() = (p)−
q
p q−1.
Lema 1.0.7 (Desigualdade de Gronwall). Sejam α ≥ 0 uma constante, β ∈ L1(a, b) e
φ ∈ L∞(a, b) tais que β > 0 e φ > 0. Sob essas condic¸o˜es, se
φ ≤ α +
∫ b
a
β(s)φ(s) ds, para todo t ∈ [a, b].
Enta˜o
φ(t) ≤ α e
∫ b
a β(s) ds , para todo t ∈ [a, b].
O pro´ximo resultado exibira´ condic¸o˜es para que um conjunto limitado seja relativa-
mente compacto. A prova desse teorema pode ser encontrada em [40].
Teorema 1.0.8 (Teorema de Aubin-Lions). Assuma que X, Y e Z sa˜o treˆs espac¸os de
Banach satisfazendo as seguintes incluso˜es X
c
↪→ Y ↪→ Z.
• Se F e´ um conjunto limitado em Lp(a, b;X), para algum p ∈ [1,∞), tal que o
conjunto ∂tF :=
{
∂tf ; f ∈ F
}
e´ limitado em Lq(a, b;Z), para algum q ≥ 1. Enta˜o
F e´ relativamente compacto em Lp(a, b;Y ). Mais ainda, se q > 1, enta˜o F e´ tambe´m
relativamente compacto em C(a, b;Z). Aqui ∂tf significa a derivada no sentido das
distribuic¸o˜es.
• Se F e´ um conjunto limitado em L∞(a, b;X) e o conjunto ∂tF e´ limitado em
Lr(a, b;Z), para algum r > 1, enta˜o F e´ relativamente compacto em C(a, b;Y ).
Teorema 1.0.9 (Teorema de Lax-Milgram). Seja
(
H, (· , ·)H
)
um espac¸o de Hilbert e
a(u, v) uma forma bilinear cont´ınua e coerciva. Enta˜o para todo funcional ϕ ∈ H ′, existe
um u´nico u ∈ H tal que
a(u, v) = 〈ϕ, v〉H′,H , para todo v ∈ H.
Ale´m disso, se a(u, v) e´ sime´trica, enta˜o u ∈ H e´ tal que
1
2
a(u, u)− 〈ϕ, u〉H′,H = min
v∈H
{
1
2
a(v, v)− 〈ϕ, v〉H′,H
}
.
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Teorema 1.0.10. Seja X um espac¸o de Banach reflexivo. Se B ⊂ X e´ limitado, enta˜o
B e´ compacto na topologia fraca σ(X,X ′), ou seja, qualquer sequeˆncia {xn} ⊂ B possui
uma subsequeˆncia {xnk} convergente em X na topologia fraca σ(X,X ′).
Teorema 1.0.11. Seja X um espac¸o de Banach separa´vel. Se F ⊂ X ′ e´ limitado, enta˜o F
e´ compacto em X na topologia fraca estrela σ(X ′, X), isto e´, qualquer sequeˆncia {fn} ⊂ F
possui uma subsequeˆncia convergente em X ′ na topologia fraca estrela σ(X ′, X).
Teorema 1.0.12. Seja A : D(A) ⊂ H → H um operador maximal e mono´tono de um
espac¸o de Hilbert H. Enta˜o para todo u0 ∈ D(A) existe uma u´nica func¸a˜o
u ∈ C1([0,∞);H) ∩ C0([0,∞);D(A)),
de modo que
du
dt
(t) + Au = 0, para todo t > 0,
u(0) = u0 .
Ale´m disso, verifica-se as seguintes estimativas,
‖u(t)‖H ≤ ‖u0‖H e ‖du
dt
(t)‖H = ‖Au(t)‖H ≤ ‖Au0‖H ,
para todo t ≥ 0.
Teorema 1.0.13. O operador A − ωI e´ gerador infinitesimal de um semigrupo S, de
classe C0, satisfazendo ‖S(t)‖ ≤ M se, e somente se A e´ gerador infinitesimal de um
semigrupo S, de classe C0, satisfazendo ‖S(t)‖ ≤M eωt.
Teorema 1.0.14 (Teorema de Lummer-Phillips). Seja A : D(A) ⊂ H → H um operador
linear do espac¸o de Hilbert H, densamente definido. Se A e´ dissipativo e existe λ0 > 0
tal que Im(λ0I−A) = H, enta˜o A e´ gerador infinitesimal de um semigrupo de contrac¸o˜es
C0 sobre H.
Teorema 1.0.15. Suponha que A e´ um operador maximal e mono´tono sobre um espac¸o
de Hilbert H e que 0 = A0. Assumindo u0 ∈ D(A), f ∈ W 1,1(0, t;H) para todo t > 0 e
B : H → H e´ uma aplicac¸a˜o localmente Lipschitz, isto e´,
‖Bu−Bv‖H ≤ L(K)‖u− v‖H ,
9sempre que ‖u‖, ‖v‖ ≤ K. Enta˜o existe tmax ≤ ∞ tal que o seguinte problema
ut + Au+Bu = f,
u(0) = u0 ∈ H,
tem uma u´nica soluc¸a˜o forte no intervalo [0, tmax), isto e´, u ∈ W 1,∞(0, tmax;H) e u(t) ∈
D(A) para todo t ∈ [0, tmax).
Mais ainda, se assumirmos apenas que u0 ∈ D(A) e que f ∈ L1(0, t;H) para todo
t > 0, obtemos uma u´nica soluc¸a˜o generalizada u ∈ C([0, tmax);H) do problema acima
(generalizada, no sentido de que u e´ limite de soluc¸o˜es fortes, soluc¸o˜es com dado inicial
no domı´nio de A).
Em ambos os casos temos que lim
t→tmax
‖u(t)‖ =∞ sempre que tmax <∞.
Vamos finalizar esta sec¸a˜o com um pouco sobre o operador de Nemytskii que sera´
utilizado no estudo do expoente cr´ıtico. Veja [39]. Comec¸amos com a definic¸a˜o das
condic¸o˜es de Carathe´odory de uma func¸a˜o.
Definic¸a˜o 1.0.16. Seja Ω ⊂ Rn um domı´nio. Dizemos que uma func¸a˜o
Ω× Rm 3 (x, u) 7→ f(x, u) ∈ R,
satisfaz as condic¸o˜es de Carathe´odory se
• u 7→ f(x, u) e´ cont´ınua para quase todo x ∈ Ω;
• x 7→ f(x, u) e´ mensura´vel para todo u.
Definic¸a˜o 1.0.17. Dada uma func¸a˜o f satisfazendo as condic¸o˜es de Carathe´odory e uma
func¸a˜o u : Ω→ Rm, podemos definir uma outra func¸a˜o dada pela seguinte composic¸a˜o,
F(u)(x) := f(x, u(x)).
O operador composic¸a˜o F e´ chamado operador de Nemytskii.
A seguir exibiremos um teorema sobre a continuidade e limitac¸a˜o deste operador
indo de Lp em Lq.
Teorema 1.0.18. Sejam Ω ⊂ Rn um domı´nio e
Ω× Rm 3 (x, u) 7→ f(x, u) ∈ R,
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uma func¸a˜o satisfazendo as condic¸o˜es de Carathe´odory. Mais ainda, suponha que p ∈
(1,∞) e g ∈ Lq(Ω), onde 1
p
+ 1
q
= 1 tal que
|f(x, u)| ≤ c|u|p−1 + g(x).
Enta˜o o operador de Nemytskii F e´ limitado, isto e´, leva limitados em limitados, e e´
cont´ınuo de Lp(Ω) em Lq(Ω).
Cap´ıtulo 2
Teoria de Atratores
2.1 Introduc¸a˜o
Neste cap´ıtulo exibiremos alguns conceitos e resultados relacionados a teoria de
sistemas dinaˆmicos autoˆnomos e na˜o autoˆnomos. Na teoria de sistemas dinaˆmicos na˜o
autoˆnomos faremos duas abordagens distintas da dinaˆmica assinto´tica, especificamente,
atratores pullback e atratores uniformes.
Os conceitos e resultados a seguir podem ser encontrados nos seguintes trabalhos
[10, 14, 45, 26, 33].
2.2 Atratores para semigrupos
Considere X um espac¸o me´trico munido da me´trica d : X × X → R e denote
R+ = {t ∈ R; t ≥ 0}.
Definic¸a˜o 2.2.1. Um semigrupo em X e´ uma famı´lia {T (t); t ∈ R+} de aplicac¸o˜es
cont´ınuas de X em X tal que:
(i) T (0) = I, sendo I o operador identidade de X;
(ii) T (t+ s) = T (t) ◦ T (s), para todos t, s ∈ R+;
(iii) A aplicac¸a˜o (t, x) 7−→ T (t)x e´ cont´ınua de R+ ×X em X.
Observac¸a˜o 2.2.2. Dizemos que o par
(
X,T (t)
)
e´ um sistema dinaˆmico, definido pelo
semigrupo {T (t); t ∈ R+}.
Contextualizado pela definic¸a˜o de semigrupo, exibiremos alguns conceitos necessa´rios
para definir o atrator global de um sistema dinaˆmico.
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Definic¸a˜o 2.2.3. Um conjunto A ⊂ X e´ dito invariante pelo semigrupo T (·) quando
T (t)A = A, para todo t ≥ 0.
Para o estudo do comportamento das soluc¸o˜es a longo prazo, uma ferramenta u´til e´ a
semidistaˆncia de Hausdorff, que nos permitira´ “medir” a distaˆncia entre dois subconjuntos
e nos dara´ uma noc¸a˜o de atrac¸a˜o.
Definic¸a˜o 2.2.4. Sejam A ⊂ X e B ⊂ X subconjuntos na˜o vazios, definimos a semi-
distaˆncia de Hausdorff de A ate´ B por
distX(A,B) = sup
a∈A
inf
b∈B
d(a, b) = sup
a∈A
d(a,B).
Definic¸a˜o 2.2.5. Dizemos que um conjunto A ⊂ X atrai um conjunto B ⊂ X pela ac¸a˜o
do semigrupo T (·), quando
lim
t→∞
distX(T (t)B,A) = 0,
ou equivalentemente, se para todo ε > 0 existir τ = τ(ε, B) tal que
T (t)B ⊂ Oε(A), para todo t ≥ τ,
onde Oε(A) e´ a ε-vizinhanc¸a de A, isto e´, Oε(A) = {x ∈ X; d(x,A) < ε}.
Sob essas considerac¸o˜es podemos definir a noc¸a˜o de atrator global.
Definic¸a˜o 2.2.6. Um subconjunto A de X e´ dito ser atrator global para o semigrupo T (·),
quando:
(i) A e´ compacto;
(ii) A e´ invariante;
(iii) A atrai cada um dos limitados de X por meio do semigrupo T (·).
Afim de exibir um crite´rio para existeˆncia de atratores globais os seguintes conceitos
sa˜o de cara´ter fundamental.
Definic¸a˜o 2.2.7. Sejam B ⊂ X e D ⊂ X. Dizemos que D absorve o conjunto B pela
ac¸a˜o de T (·) quando existe τ = τ(B) de modo que
T (t)B ⊂ D, para todo t ≥ τ.
Mais ainda, o semigrupo T (·) e´ dito ser dissipativo quando existe um conjunto limitado
D ⊂ X que absorve cada um dos limitados de X pela ac¸a˜o de T (·).
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Definic¸a˜o 2.2.8. Um semigrupo {T (t); t ∈ R+} e´ dito ser assinto´ticamente compacto,
quando para qualquer sequeˆncia {tn}n∈N com tn →∞ e qualquer sequeˆncia {xn}n∈N limi-
tada em X, a sequeˆncia {T (tn)xn}n∈N admite uma subsequeˆncia convergente.
A seguir, introduziremos o importante conceito de conjunto ω-limite, que teˆm um
papel fundamental no desenvolvimento da teoria de atratores globais.
Definic¸a˜o 2.2.9. Seja B um subconjunto de X. Definimos o seu conjunto ω-limite como
sendo:
ω(B) =
⋂
t≥0
⋃
s≥t
T (s)B ,
ou equivalentemente,
ω(B) =
{
x ∈ X; existem sequeˆncia {tn} com tn →∞
e {xn} ⊂ B tal que x = lim
n→∞
T (tn)xn
}
.
Para finalizar essa sec¸a˜o, vamos enunciar uma condic¸a˜o necessa´ria e suficiente para
existeˆncia do atrator global de um sistema dinaˆmico (X,T (t)).
Teorema 2.2.10. Um semigrupo {T (t); t ∈ R+} admite um atrator global A se, e somente
se, e´ dissipativo e assinto´ticamente compacto. Em caso afirmativo, o atrator global e´ dado
por
A =
⋃
B∈B
ω(B),
onde B e´ a colec¸a˜o de todos os limitados de X.
2.3 Atrator pullback
Nesta sec¸a˜o iremos exibir uma visa˜o pullback de um sistema dinaˆmico na˜o autoˆnomo.
Comec¸amos com a definic¸a˜o de um dos principais objetos da teoria na˜o autoˆnoma, o
chamado processo de evoluc¸a˜o. Os conceitos e resultados exibidos aqui foram baseados
nos trabalhos [10, 14, 26].
Definic¸a˜o 2.3.1. Um processo de evoluc¸a˜o sobre um espac¸o me´trico X e´ uma famı´lia a
dois paraˆmetros {U(t, τ); t ≥ τ ∈ R} de aplicac¸o˜es de X em X tais que:
(i) U(t, t) = I, sendo I o operador identidade de X, para todo t ∈ R;
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(ii) U(t, s) ◦ U(s, τ) = U(t, τ), sempre que t ≥ s ≥ τ em R.
Definic¸a˜o 2.3.2. Um processo de evoluc¸a˜o {U(t, τ)}t≥τ e´ chamado de fechado se, sempre
que uma sequeˆncia xn → x em X e U(t, τ)xn → y para algum y ∈ X, enta˜o U(t, τ)x = y,
para quaisquer t ≥ τ .
Observac¸a˜o 2.3.3. Em geral, se uma equac¸a˜o de evoluc¸a˜o na˜o-autoˆnoma tem uma u´nica
soluc¸a˜o que depende continuamente dos dados iniciais, enta˜o esse problema gera um pro-
cesso de evoluc¸a˜o cont´ınuo, no sentido de que U(t, τ) : X → X e´ uma aplicac¸a˜o cont´ınua
para todos t ≥ τ . Claramente um processo cont´ınuo e´ tambe´m um processo de evoluc¸a˜o
fechado.
No que segue, denotaremos por D̂ uma famı´lia de subconjuntos de X, indexadas em
t ∈ R, isto e´:
D̂ = {D(t) ⊂ X; t ∈ R}.
A seguir, vamos definir o universo de famı´lias a serem atra´ıdas pelo atrator.
Definic¸a˜o 2.3.4. Um universo do espac¸o me´trico X e´ uma classe D formada de elementos
D̂ = {D(t)}t∈R tal que cada sec¸a˜o D(t) e´ um subconjunto na˜o vazio de X, para todo t ∈ R.
Mais ainda, dizemos que um universo D e´ fechado por inclusa˜o se, dados D̂ ∈ D e Ĉ com
C(t) ⊂ D(t), para todo t ∈ R, enta˜o Ĉ ∈ D.
Definic¸a˜o 2.3.5. Uma famı´lia D̂ e´ dita invariante pelo processo de evoluc¸a˜o U(· , ·) se
U(t, τ)D(τ) = D(t), para todo t ≥ τ .
Assim podemos definir a noc¸a˜o de atrac¸a˜o no sentido pullback.
Definic¸a˜o 2.3.6. Sejam U(· , ·) um processo em um espac¸o me´trico X e D um universo
em X.
(a) Dizemos que uma famı´lia B̂ D-atrai no sentido pullback se, para cada D̂ ∈ D tem-se
que
lim
τ→−∞
distX
(
U(t, τ)D(τ), B(t)
)
= 0,
para todo t ∈ R.
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(b) Uma famı´lia B̂ de conjuntos na˜o vazios de X e´ chamada de D-absorvente no sentido
pullback para o processo U(· , ·) se dados t ∈ R e D̂ ∈ D, existe T (t, D̂) ≤ t tal que
U(t, τ)D(τ) ⊂ B(t),
para todo τ ≤ T (t, D̂).
Salvo essas considerac¸o˜es, segue a seguinte definic¸a˜o.
Definic¸a˜o 2.3.7. Uma famı´lia Â e´ um D-atrator pullback para o processo de evoluc¸a˜o
{U(t, τ); t ≥ τ ∈ R} se,
(i) para todo t ∈ R, A(t) e´ um subconjunto compacto e na˜o vazio de X;
(ii) a famı´lia Â D-atrai no sentido pullback;
(iii) a famı´lia Â e´ invariante.
Mais ainda, um D-atrator pullback Â e´ dito ser minimal se, dada uma famı´lia Ĉ de
subconjuntos fechados e na˜o vazios de X que satisfaz a propriedade (ii), enta˜o A(t) ⊂ C(t)
para todo t ∈ R.
Ana´logo a` teoria de sistemas dinaˆmicos autoˆnomos, a compacidade assinto´tica no
sentido pullback sera´ fundamental na dinaˆmica na˜o autoˆnoma.
Definic¸a˜o 2.3.8. Dizemos que um processo de evoluc¸a˜o U(· , ·) e´ D-assinto´ticamente
compacto no sentido pullback se, dados qualquer t ∈ R, qualquer D̂ ∈ D e, quaisquer
sequeˆncias {τk} ⊂ (−∞, t] e {xk} ⊂ X satisfazendo τk → −∞ quando k → ∞ e xk ∈
D(τk) para todo k, enta˜o a sequeˆncia {U(t, τk)xk} e´ relativamente compacta em X.
Com as definic¸o˜es acima, obtemos o principal resultado dessa sec¸a˜o cuja demons-
trac¸a˜o pode ser encontrada nos trabalhos [10, 26].
Teorema 2.3.9. Seja {U(t, τ); t ≥ τ ∈ R} um processo de evoluc¸a˜o sobre um espac¸o
me´trico X e considere D um universo em X fixado. Suponha que o processo {U(t, τ)}t≥τ
e´ D-assinto´ticamente compacto no sentido pullback e admite um famı´lia B̂0 = {B0(t)}t∈R
D-absorvente no sentido pullback. Enta˜o, a famı´lia ÂD = {A0(t)}t∈R definida por
A0(t) =
⋃
D̂∈D
Λ(D̂, t),
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e´ um D-atrator pullback minimal para o processo U(· , ·). Aqui Λ denota o ω-limite pull-
back, isto e´,
Λ(D̂, t) =
⋂
s≤t
⋃
τ≤s
U(t, τ)D(τ).
Ale´m disso, se B̂0 ∈ D, enta˜o
A0(t) = Λ(B̂0, t) ⊂ B0(t).
Mais ainda, se o universo D e´ fechado por inclusa˜o e B̂0 ∈ D, enta˜o ÂD ∈ D.
2.3.1 Crite´rio para compacidade assinto´tica
A seguir vamos apresentar uma condic¸a˜o suficiente para compacidade assinto´tica
no sentido pullback de um processo de evoluc¸a˜o (segundo a Definic¸a˜o 2.3.8). No caso
autoˆnomo tal crite´rio foi proposto por Chueshov e Lasiecka no trabalho [17]. Algumas
verso˜es na˜o autoˆnomas podem ser encontradas nos seguintes trabalhos [33, 41, 42].
Definic¸a˜o 2.3.10. Seja X um espac¸o me´trico. Dizemos que uma func¸a˜o Ψ : X×X → R
e´ contrativa sobre um subconjunto limitado B de X se, para qualquer sequeˆncia {xn} de
B existe uma subsequeˆncia {xnk} tal que
lim
k→∞
lim
l→∞
Ψ(xnk , xnl) = 0.
Temos enta˜o o seguinte crite´rio da compacidade assinto´tica no sentido pullback [33],
cuja prova e´ apresentada para a convenieˆncia do leitor.
Teorema 2.3.11. Sejam X um espac¸o de Banach e U(· , ·) um processo que admite uma
famı´lia de subconjuntos limitados de X que e´ D-absorvente no sentido pullback, digamos
B̂0 = {B0(t)}t∈R. Suponha que para qualquer t ∈ R e qualquer ε > 0 existe τε ≤ t e uma
func¸a˜o Ψε contrativa sobre B0(τε), tal que
‖U(t, τε)x− U(t, τε)y‖X ≤ ε+ Ψε(x, y), para quaisquer x, y ∈ B0(τε).
Enta˜o o processo {U(t, τ); t ≥ τ ∈ R} e´ D-assintoticamente compacto no sentido pullback.
Demonstrac¸a˜o. Pela Definic¸a˜o 2.3.8, dados qualquer t ∈ R, qualquer D̂ ∈ D e, quaisquer
sequeˆncias {τk}k∈N ⊂ (−∞, t] com τk → −∞ e {xk}k∈N ⊂ X tal que xk ∈ D(τk) para
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todo k ∈ N, devemos provar que a sequeˆncia da forma {U(t, τk)xk} tem uma subsequeˆncia
convergente. Com efeito:
Seja {εn}n∈N uma sequeˆncia real tal que εn → 0 e εn > 0 para todo n ∈ N. Enta˜o,
pela hipo´tese, existem um τε1 ≤ t e uma func¸a˜o contrativa Ψε1 sobre B0(τε1) tais que
‖U(t, τε1)x− U(t, τε1)y‖X ≤
ε1
2
+ Ψε1(x, y),
para todos x, y ∈ B0(τε1).
Observe que, como τk → −∞ enta˜o existe um k0 ∈ N tal que
τk ≤ τk0 ≤ τε1 , para todo k ≥ k0,
e
U(τε1 , τk)D(τk) ⊂ B0(τε1), para todo k ≥ k0.
Passando para uma subsequeˆncia se necessa´rio, podemos assumir que
y
τε1
k = U(τε1 , τk)xk ∈ B0(τε1),
para todo k ∈ N. Usando o fato de que Ψε1 e´ contrativa sobre B0(τε1), conclu´ımos que
existem subsequeˆncia {x1k} de {xk} e subsequeˆncia {τ 1k} de {τk} tais que
Ψε1(y
τε1 ,1
k , y
τε1 ,1
l ) <
ε1
2
,
para todos k, l ∈ N. Assim, para todos k, l ∈ N,
‖U(t, τ 1k )x1k − U(t, τ 1l )x1l ‖X = ‖U(t, τε1)yτε1 ,1k − U(t, τε1)yτε1 ,1l ‖X < ε1.
Agora, procedendo analogamente, existem τε2 ≤ t e uma func¸a˜o contrativa Ψε2 sobre
B0(τε2) tais que
‖U(t, τε2)x− U(t, τε2)y‖X ≤
ε2
2
+ Ψε2(x, y),
para todos x, y ∈ B0(τε2).
Observe que τ 1k → −∞, enta˜o existe um k0 ∈ N tal que
τ 1k ≤ τ 1k0 ≤ τε2 , para todo k ≥ k0,
U(τε2 , τ
1
k )D(τ
1
k ) ⊂ B0(τε2), para todo k ≥ k0.
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Passando para uma subsequeˆncia se necessa´rio, podemos assumir que
y
τε2
k = U(τε2 , τ
1
k )x
1
k ∈ B0(τε2), para todo k ∈ N.
Pelo fato de que Ψε2 e´ contrativa sobre B0(τε2), devem existir subsequeˆncias {x2k} de {x1k}
e {τ 2k} de {τ 1k} tais que
Ψε2(y
τε2 ,2
k , y
τε2 ,2
l ) <
ε2
2
, para todos k, l ∈ N,
onde y
τε2 ,2
k = U(τε2 , τ
2
k )x
2
k e´ uma subsequeˆncia de y
τε2
k . Logo, para todos k, l ∈ N,
‖U(t, τ 2k )x2k − U(t, τ 2l )x2l ‖X = ‖U(t, τε2)yτε2 ,2k − U(t, τε2)yτε2 ,2l ‖X < ε2.
Finalmente, repetindo esse argumento n vezes, obtemos subsequeˆncia {xnk} de {xn−1k }
e {τnk } de {τn−1k } de modo que, para todos k, l ∈ N,
‖U(t, τnk )xnk − U(t, τnl )xnl ‖X = ‖U(t, τεn)yτεn ,nk − U(t, τεn)yτεn ,nl ‖X < εn.
Como εn → 0, obtemos que a subsequeˆncia diagonal {U(t, τ kk )xkk} de {U(t, τk)xk} e´
uma sequeˆncia de Cauchy no espac¸o de Banach X, para tal, basta notar que:
‖U(t, τ kk )xkk − U(t, τ ll )xll‖X < εl, desde que k ≥ l.
Isto conclui a demonstrac¸a˜o.
2.3.2 Semicontinuidade superior de atratores
Nesta sec¸a˜o consideraremos o universo D formado por famı´lias constantes e limita-
das, isto e´, formado por famı´lias D̂ = {D(t)} onde D(t) = D para todo t ∈ R, sendo
D um subconjunto limitado de X. Os pro´ximos resultados relacionam os atratores pull-
back de sistemas dinaˆmicos na˜o autoˆnomos e os atratores globais para sistemas dinaˆmicos
autoˆnomos. Os conceitos e resultados dessa sec¸a˜o podem ser encontrados no livro [10].
O primeiro resultado confirma que a noc¸a˜o de atrator pullback extende, de maneira
natural o conceito de atrator global sobre certas condic¸o˜es.
Lema 2.3.12. Sejam T (t) : X → X um semigrupo e ST (t, τ) : X → X o processo de
evoluc¸a˜o induzido pelo semigrupo, isto e´, ST (t, τ) = T (t− τ) para t ≥ τ . Enta˜o T (t) tem
um atrator global A se, e somente se ST (t, τ) tem um atrator pullback Â = {A(t)}. Em
caso afirmativo a famı´lia Â e´ constante, onde A(t) = A para todo t ∈ R.
2.4 Atrator uniforme 19
Agora vamos comparar atratores pullback de dois processos de evoluc¸a˜o pro´ximos,
em algum sentido. Antes iremos definir uma noc¸a˜o de continuidade de um famı´lia de
atratores pullback.
Definic¸a˜o 2.3.13. Dizemos que uma famı´lia de atratores pullback {Âε}ε∈[0,1) e´ semi-
cont´ınua superiormente em ε0 ∈ [0, 1) sempre que
lim
ε→ε0
dist(Aε(t),A(t)) = 0,
para todo t ∈ R.
Proposic¸a˜o 2.3.14. Suponha que Sε(t, τ) : X → X e´ uma famı´lia de processos indexados
por ε ∈ [0, 1) tal que
(i) Sε(t, τ) tem um atrator pullback minimal Âε para todo ε ∈ [0, 1);
(ii) Para todo t ∈ R, todo T ≥ 0 e todo conjunto limitado D ⊂ X,
sup
τ∈[0,T ], u0∈D
d
(
Sε(t+ τ, t)u0, S0(t+ τ, t)u0
)→ 0, quando ε→ 0.
(iii) Existe δ > 0 e t0 ∈ R tal que ⋃
ε∈(0,δ)
⋃
s≤t0
Aε(s),
e´ limitado.
Enta˜o a famı´lia de processos Sε(t, τ) : X → X e´ semicont´ınua superiormente em ε = 0.
2.4 Atrator uniforme
Ainda no contexto de sistemas dinaˆmicos na˜o autoˆnomos, nesta sec¸a˜o, iremos exibir
um outro ponto de vista dos atratores para sistemas dinaˆmicos na˜o autoˆnomos. Aqui a
ideia sera´ reduzir o sistema na˜o autoˆnomo em um autoˆnomo, sobre apropriados espac¸os
de fase. Os conceitos e resultados foram baseados nos trabalhos [14, 45].
Comec¸amos com a definic¸a˜o de algumas classes admiss´ıveis de forc¸as externas que
dependem do tempo e que sera˜o usadas no decorrer desta tese. Nesta sec¸a˜o vamos estudar
as relac¸o˜es entre tais classes.
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Seja V um espac¸o de Banach reflexivo. Lembrando que Lploc(R;V ) e´ o espac¸o de
todas as func¸o˜es g(s), s ∈ R, com valores em V e p-localmente integra´vel, p ≥ 1, isto e´,∫ t2
t1
‖g(s)‖pV ds <∞,
para todo intervalo [t1, t2] ⊂ R. Denote Lpb(R;V ) o espac¸o de todas as func¸o˜es g de
Lploc(R;V ) tal que
sup
t∈R
∫ t+1
t
‖g(s)‖pV ds <∞.
As func¸o˜es pertencentes ao espac¸o Lpb(R;V ) sa˜o chamadas de func¸o˜es de translac¸a˜o
limitada. Neste espac¸o, definimos a seguinte norma
‖g‖Lpb (R;V ) =
(
sup
t∈R
∫ t+1
t
‖g(s)‖pV ds
) 1
p
.
A seguir exibiremos um lema te´cnico que compara as normas dos espac¸os introdu-
zidos acima, cuja demonstrac¸a˜o pode ser encontrada no Lema II.1.3 do livro [14].
Lema 2.4.1. Seja σ > 0 qualquer constante positiva e considere g ∈ Lploc(R;V ). Enta˜o∫ t
τ
e−σ(t−s)‖g(s)‖pV ds ≤
1
1− e−σ supt∈R
∫ t+1
t
‖g(s)‖pV ds,
para quaisquer t ≥ τ . Melhor ainda, se g ∈ Lpb(R;V ) enta˜o∫ t
τ
e−σ(t−s)‖g(s)‖pV ds ≤
1
1− e−σ ‖g(s)‖
p
Lpb (R;V )
. (2.1)
2.4.1 Forc¸as externas de translac¸a˜o compacta
Note que o espac¸o Lpb(R;V ) e´ invariante com respeito as translac¸o˜es no tempo, ou
seja, considere g ∈ Lpb(R;V ) e defina
(T (s)g)(t) = g(t+ s).
Enta˜o,
T (s)g ∈ Lpb(R;V ),
para todo s ∈ R. Portanto podemos definir a orbita de g ∈ Lpb(R;V ) sobre o grupo de
translac¸o˜es T da seguinte forma
O(g) = {T (s)g; s ∈ R} ⊂ Lpb(R;V ).
Assim, dizemos que uma func¸a˜o g ∈ Lpb(R;V ) e´ de translac¸a˜o compacta se a orbita
O(g) e´ pre´-compacta no espac¸o de Frechet Lploc(R;V ).
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Proposic¸a˜o 2.4.2. Uma func¸a˜o g ∈ Lpb(R;V ) e´ de translac¸a˜o compacta se, e somente se
1) A func¸a˜o g tem uma continuidade do mo´dulo Lp, ou seja, existe uma func¸a˜o mono´tona
w : R+ → R+ tal que lim
z→0
w(z) = 0 e
sup
t∈R
∫ t+1
t
‖g(s+ τ)− g(s)‖pV ds ≤ w(τ).
2) Considere gh(t) =
1
h
∫ t+h
t
g(s)ds. Enta˜o a imagem de gh e´ pre´-compacta em V , para
cada h ∈ (0,∞), isto e´, o conjunto
{gh(t); t ∈ R} ⊂ V,
e´ pre´-compacto em V , para cada h ∈ (0,∞).
2.4.2 Forc¸as externas regulares no espac¸o
A grosso modo, as forc¸as externas de translac¸a˜o compacta sa˜o aquelas que tem certo
tipo de regularidade no espac¸o e no tempo sa˜o regulares, mais especificamente, podem
ser aproximadas por func¸o˜es suaves no espac¸o e no tempo. Nas pro´ximas definic¸o˜es,
apresentaremos novas classes de forc¸as externas que sa˜o apenas regulares no espac¸o ou no
tempo. Como veremos a seguir tal regularidade parcial e´ suficiente para a compacidade
assinto´tica de uma grande classe de problemas na˜o autoˆnomos.
Definic¸a˜o 2.4.3. Uma func¸a˜o g ∈ Lpb(R;V ) e´ regular no espac¸o se para todo ε > 0 existe
um subespac¸o de dimensa˜o finita Vε ⊂ V e uma func¸a˜o gε ∈ Lpb(R;V ) tal que
‖g − gε‖Lpb (R;V ) ≤ ε.
Em outras palavras, uma func¸a˜o g ∈ Lpb(R;V ) e´ dita ser regular no espac¸o se pode ser
aproximada por func¸o˜es com imagem de dimensa˜o finita.
A pro´xima proposic¸a˜o mostra um t´ıpico exemplo para func¸o˜es regulares no espac¸o.
Proposic¸a˜o 2.4.4. Sejam W
c
↪→ V e g ∈ Lpb(R;W ). Enta˜o a func¸a˜o g e´ regular no
espac¸o como uma func¸a˜o de Lpb(R;V ).
Observac¸a˜o 2.4.5. Nas aplicac¸o˜es geralmente V = Lp(Ω) ou V = W s,p(Ω). Neste caso,
pela perturbac¸a˜o arbitra´ria e suficientemente pequena do espac¸o de dimensa˜o finita Vε,
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envolvido na Definic¸a˜o 2.4.3, podemos escolher Vε regular, por exemplo Vε = C
∞(Ω).
Assim, sem perda de generalidade, podemos assumir que a aproximac¸a˜o gε e´ suave no
espac¸o. Esta simples observac¸a˜o e´ crucial para prova da compacidade assinto´tica no caso
de EDPs com forc¸as externas regulares no espac¸o.
2.4.3 Forc¸as externas regulares no tempo
Comec¸amos com a seguinte definic¸a˜o.
Definic¸a˜o 2.4.6. Uma func¸a˜o g ∈ Lpb(R;V ) e´ regular no tempo se para todo ε > 0 existe
uma func¸a˜o gε ∈ Ckb (R;V ), para qualquer k > 0, tal que
‖g − gε‖Lpb (R;V ) ≤ ε.
Em outras palavras, a func¸a˜o g ∈ Lpb(R;V ) pode ser aproximada em Lpb(R;V ) por func¸o˜es
suaves no tempo.
Observac¸a˜o 2.4.7. A hipo´tese gε ∈ Ckb (R;V ) as vezes na˜o e´ conveniente pois os espac¸os
Ck na˜o sa˜o reflexivos e na˜o temos a compacidade fraca da bola unita´ria. Por esta raza˜o,
ao inve´s de Ck, vamos usar a hipo´tese de que gε pertence ao seguinte espac¸o H
k
b (R;V ).
A pro´xima proposic¸a˜o estabelece uma importante caracterizac¸a˜o das forc¸as externas
regulares no tempo.
Proposic¸a˜o 2.4.8. Uma func¸a˜o g ∈ Lpb(R;V ) e´ regular no tempo se, e somente se possui
uma continuidade do mo´dulo em Lpb , isto e´, existe uma func¸a˜o mono´tona decrescente
w : R+ → R+ tal que lim
z→0
w(z) = 0 e
sup
t∈R
∫ t+1
t
‖g(s+ τ)− g(s)‖pV ds ≤ w(z).
Uma pergunta pertinente a se fazer e´: Qual a relac¸a˜o entre as forc¸as externas regu-
lares no espac¸o e regulares no tempo com as func¸o˜es de translac¸a˜o compacta?
A resposta vem com o seguinte resultado.
Teorema 2.4.9. Uma func¸a˜o g ∈ Lpb(R;V ) e´ regular no espac¸o e regular no tempo se, e
somente se g e´ de translac¸a˜o compacta.
Observac¸a˜o 2.4.10. Como podemos ver, as duas classes de forc¸as externas introduzidas,
regulares no espac¸o e regulares no tempo, se interceptam exatamente na classe das func¸o˜es
de translac¸a˜o compacta.
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2.4.4 Forc¸as externas: Normal, fracamente normal e fortemente
normal
As forc¸as externas normais foram a primeira grande classe de func¸o˜es que na˜o sa˜o
de translac¸a˜o compacta pore´m ainda e´ poss´ıvel mostrar a compacidade assinto´tica forte
em certas EDPs.
Definic¸a˜o 2.4.11. Seja g ∈ Lpb(R;V ). Dizemos que g e´ normal se
sup
t∈R
∫ t+τ
t
‖g(s)‖pV ds→ 0,
quando τ → 0.
Observac¸a˜o 2.4.12. Um t´ıpico exemplo de func¸a˜o normal no espac¸o Lpb(R;V ) e´ g ∈
Lp+εb (R;V ) para algum ε > 0. Embora existem mais exemplos complicados.
As aplicac¸o˜es da forc¸as externas normais para equac¸o˜es parabo´licas sa˜o baseadas no
seguinte lema.
Lema 2.4.13. Seja g ∈ Lpb(R;V ) normal. Enta˜o
sup
t∈R
∫ t
t−1
eN(t−s)g(s)ds→ 0,
quando N →∞.
Podemos introduzir mais uma classe de forc¸as externas, que e´ mais fraca do que a
classe das forc¸as normais, para de alguma forma unificar as classes regulares no espac¸o,
regulares no tempo e as forc¸as externas normais (cf. [45]).
Definic¸a˜o 2.4.14. Seja g ∈ Lpb(R;V ) uma forc¸a externa de translac¸a˜o limitada. Enta˜o,
a forc¸a externa g e´ fracamente normal se para qualquer ε > 0 existe τ = τ(ε) > 0, um
espac¸o de dimensa˜o finita Vε ⊂ V e uma func¸a˜o gε ∈ Lpb(R;Vε) tais que
sup
t∈R
∫ t+τ
t
‖g(s)− gε(s)‖pV ds ≤ ε. (2.2)
Lema 2.4.15. Seja g ∈ Lpb(R;V ) fracamente normal. Enta˜o existe uma func¸a˜o mono´tona
w : R+ → R+ satisfazendo lim
z→0
w(z) = 0 tal que, para todo ε > 0,
lim sup
N→∞
[
sup
t∈R
∫ t
t−1
e−N(t−s)‖g(s)− gε(s)‖pV ds
]
≤ w(ε), (2.3)
onde gε e´ como na Definic¸a˜o 2.4.14.
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A pro´xima proposic¸a˜o mostra que todas as classes de forc¸as externas introduzidas
ate´ agora esta˜o contidas na classe das forc¸as externas fracamente normais.
Proposic¸a˜o 2.4.16. Considere uma forc¸a externa g ∈ L2b(R;V ) regular no espac¸o ou
regular no tempo ou normal. Enta˜o g e´ fracamente normal.
Como podemos ver, a definic¸a˜o de forc¸a externa normal tem uma estrutura diferente
da definic¸a˜o de forc¸a regular no espac¸o e de forc¸a regular no tempo, na realidade ainda
na˜o se sabe com definir as forc¸as normais usando aproximac¸o˜es. Pore´m, exibiremos uma
classe de forc¸as externas ligeiramente mais restritiva e que esta´ contida na classe de forc¸as
normais. Essas forc¸as podem ser descritas por aproximac¸o˜es.
Definic¸a˜o 2.4.17. Uma func¸a˜o g ∈ Lpb(R;V ) e´ fortemente normal se para qualquer ε > 0
existe uma func¸a˜o gε ∈ L∞(R;V ) tal que
‖g − gε‖Lpb (R;V ) ≤ ε.
Proposic¸a˜o 2.4.18. 1) Seja g ∈ Lpb(R;V ) fortemente normal, enta˜o g e´ normal.
2) Seja g ∈ Lp+εb (R;V ) para algum ε > 0, enta˜o g e´ fortemente normal em Lpb(R;V ).
3) Seja g ∈ Lpb(R;V ) regular no tempo, entao g e´ fortemente normal.
2.4.5 Envolto´ria fraca para forc¸as externas de translac¸a˜o limi-
tada
Nesta sec¸a˜o, iremos mostrar algumas ferramentas te´cnicas que va˜o permitir che-
car a compacidade assinto´tica em certas classes de forc¸as externas ate´ agora definidas.
Primeiramente vamos definir a envolto´ria fraca de uma func¸a˜o de translac¸a˜o limitada
g ∈ Lpb(R;V ).
Observac¸a˜o 2.4.19. Ao contra´rio das func¸o˜es de translac¸a˜o compacta, agora a orbita
O(g) na˜o e´ pre´-compacta na topologia forte de Lploc(R;V ). Entretanto, como Lploc(R;V )
e´ reflexivo, a orbita O(g) e´ pre´-compacta na topologia fraca de Lploc(R;V ). O espac¸o
Lploc(R;V ) munido com a topologia fraca sera´ denotado por L
p
loc,w(R;V ). Lembrando que
uma sequeˆncia vn → v em Lploc,w(R;V ), se para todo intervalo [t1, t2] a sequeˆncia vn|[t1,t2]
converge fraco para func¸a˜o v|
[t1,t2]
em Lp(t1, t2;V ).
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Definic¸a˜o 2.4.20. Seja g ∈ Lploc(R;V ) uma func¸a˜o de translac¸a˜o limitada. Enta˜o a
envolto´ria fraca H(g) e´ definida como o fecho da orbita O(g) no espac¸o Lploc,w(R;V ), isto
e´,
H(g) = O(g)L
p
loc,w(R;V ).
Observe que a ac¸a˜o do grupo de translac¸o˜es T (·) na envolto´ria fraca satisfaz a
seguinte propriedade:
T (s) : H(g)→ H(g), s ∈ R e T (s)H(g) = H(g).
Esta simples observac¸a˜o e´ muito importante para reduzir o processo na˜o autoˆnomo,
em um semigrupo.
Proposic¸a˜o 2.4.21. Seja g ∈ Lploc(R;V ) uma func¸a˜o de translac¸a˜o limitada. Enta˜o:
1) Toda func¸a˜o h ∈ H(g) e´ de translac¸a˜o limitada e
‖h‖Lpb (R;V ) ≤ ‖g‖Lpb (R;V ), (2.4)
para todo h ∈ H(g).
2) Se g e´ uma forc¸a externa regular no tempo. Enta˜o h ∈ H(g) tambe´m e´ regular no
tempo.
3) Se g e´ uma forc¸a externa regular no espac¸o. Enta˜o h ∈ H(g) tambe´m e´ regular no
espac¸o.
4) Se g e´ normal. Enta˜o toda func¸a˜o h ∈ H(g) e´ normal. Mais ainda,
sup
h∈H(g)
[
sup
t∈R
∫ t+τ
t
‖h(s)‖pV ds
]
→ 0,
quando τ → 0.
5) Seja g fortemente normal. Enta˜o toda func¸a˜o h ∈ H(g) e´ fortemente normal.
6) Seja g fracamente normal. Enta˜o, para todo h ∈ H(g) e todo ε > 0 existe hε ∈
H(gε) ⊂ Lpb(R;Vε) tal que as desigualdades (2.2) e (2.3) sa˜o satisfeitas uniformemente
com relac¸a˜o a h ∈ H(g).
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Os pro´ximos resultados sa˜o fundamentais para demonstrac¸a˜o da compacidade as-
sinto´tica uniforme de alguns sistemas dinaˆmicos na˜o autoˆnomos. Nesta tese foram uti-
lizado resultados sobre as forc¸a externas regulares no tempo como veremos no Cap´ıtulo
4.
Proposic¸a˜o 2.4.22. Sejam g e gε forc¸as externas pertencentes ao espac¸o de func¸o˜es de
translac¸a˜o limitada Lpb(R;V ) tais que
‖g − gε‖Lpb (R;V ) ≤ ε,
para algum ε > 0. Enta˜o para todo h ∈ H(g) existe hε ∈ H(gε) tal que
‖h− hε‖Lpb (R;V ) ≤ ε.
Corola´rio 2.4.23. Sejam g ∈ Lpb(R;V ) regular no tempo e hn ∈ H(g) tal que hn → h em
Lploc,w(R;V ). Enta˜o, passando a` uma subsequeˆncia se necessa´rio, para todo ε > 0 existe
uma sequeˆncia ϕn ∈ Hkb (R;V ), para qualquer k ∈ N, tal que ϕn → ϕ em Hkloc,w(R;V ) e
‖hn − ϕn‖Lpb (R;V ) ≤ ε e ‖h− ϕ‖Lpb (R;V ) ≤ ε.
Corola´rio 2.4.24. Sejam g ∈ Lpb(R;V ) regular no espac¸o, V = Hs(Ω) com s ∈ R e
hn ∈ H(g) tal que hn → h em Lploc,w(R;V ). Enta˜o, passando a` uma subsequeˆncia se
necessa´rio, para todo ε > 0 existe uma sequeˆncia ϕn ∈ Lpb(R;Hk(Ω)), para qualquer
k ∈ N, tal que ϕn → ϕ no espac¸o Lploc,w(R;Hk(Ω)) e
‖hn − ϕn‖Lpb (R;V ) ≤ ε e ‖h− ϕ‖Lpb (R;V ) ≤ ε.
2.4.6 Processo de evoluc¸a˜o e atratores uniformes
Comec¸amos relembrando o conceito de processo associado a um sistema na˜o autoˆno-
mo, agora definido sobre um espac¸o de Banach reflexivo.
Definic¸a˜o 2.4.25. Seja W um espac¸o de Banach reflexivo. Uma famı´lia a dois paraˆmetros
de operadores U(t, τ) : W → W , τ ∈ R e t ≥ τ , e´ um processo de evoluc¸a˜o em W se as
seguintes propriedades sa˜o satisfeitas:
i) U(τ, τ) = Id, para todo τ ∈ R;
ii) U(t, τ) = U(t, s)U(s, τ), sempre que t ≥ s ≥ τ .
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Os processos de evoluc¸a˜o sa˜o tambe´m frequentemente chamados de processos dinaˆmicos.
Uma t´ıpica situac¸a˜o onde, naturalmente, aparece um processo e´ considerar o seguinte sis-
tema na˜o linear,
∂tu = A(u) + g(t), (2.5)
u|t=τ = uτ ,
onde A(u) e´ um operador na˜o linear (na˜o limitado), que na˜o vamos especificar agora e
g(t) e´ uma forc¸a externa na˜o autoˆnoma tal que
g ∈ Lpb(R;V ),
para algum espac¸o de Banach reflexivo V e para algum 1 < p <∞.
Suponha que o sistema na˜o linear (2.5) e´ bem posto globalmente em W , ou seja, para
todo τ ∈ R e todo uτ ∈ W existe uma u´nica soluc¸a˜o u(t) ∈ W , t ≥ τ . Consequentemente
o operador soluc¸a˜o de (2.5) gera o seguinte processo em W ,
U(t, τ) : W −→ W
uτ 7−→ U(t, τ)uτ = u(t),
para todo t ≥ τ .
Para o estudo do comportamento das soluc¸o˜es a longo prazo, e´ conveniente conside-
rar, na˜o somente g fixada, mas tambe´m estudar as soluc¸o˜es para todas as forc¸as externas
pertencentes a` envolto´ria fraca H(g), isto e´,
∂tu = A(u) + h(t), h ∈ H(g), (2.6)
u|t=τ = uτ .
Assim, associado ao sistema na˜o autoˆnomo (2.6), obtemos uma famı´lia de processos
Uh(t, τ)uτ , indexados em h ∈ H(g) e tal famı´lia satisfaz a chamada identidade de translac¸a˜o:
Uh(t+ s, τ + s) = UT (s)h(t, τ), (2.7)
para todo t ≥ τ , todo τ ∈ R e todo s ∈ R. Esta identidade permite reduzir a dinaˆmica
na˜o autoˆnoma em uma dinaˆmica autoˆnoma, pore´m agindo num espac¸o maior, a saber,
definimos tal espac¸o por
Φ = W ×H(g),
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chamado de espac¸o de fase estendido associado ao sistema (2.6). Logo o semigrupo esten-
dido definido sobre Φ e´ dado por
S(t)(u0, h) = (Uh(t, 0)u0, T (t)h),
para (u0, h) ∈ Φ e t ≥ 0. Observe que, da identidade (2.7),
S(t) : Φ −→ Φ
e S(t1 + t2) = S(t1)S(t2) para todos t1, t2 ≥ 0. Assim podemos falar sobre o atrator global
do semigrupo S(·).
Definic¸a˜o 2.4.26. Um conjunto A ∈ Φ e´ um atrator global fraco de S(t) se as seguintes
propriedades sa˜o satisfeitas:
i) A e´ um conjunto compacto no espac¸o Φ munido com a topologia fraca dada pelo
mergulho Φ ⊂ Ww × Lploc,w(R;V ). Vamos denotar Φ munido com esta topologia por
Φw.
ii) A e´ estritamente invariante, S(t)A = A.
iii) A atrai as imagens de conjuntos limitados de Φ na topologia fraca, isto e´, para todo
limitado B em Φ e toda vizinhanc¸a O(A) do conjunto A em Φw, existe T = T (B,O)
tal que
S(t)B ⊂ O(A), para todo t ≥ T.
Enta˜o a projec¸a˜o de A na componente W , e´ chamada atrator uniforme fraco associado a
famı´lia Uh(t, τ) : W → W , t ≥ τ e h ∈ H(g), denotado por
A = pi1A.
A fim de exibir um crite´rio que verifica a existeˆncia de um atrator fraco, precisamos
de algumas hipo´teses naturais sobre o processo Uh(t, τ), h ∈ H(g).
Definic¸a˜o 2.4.27. Uma famı´lia de processos Uh(t, τ) : W → W , h ∈ H(g) e´ uniforme-
mente dissipativa se a seguinte estimativa e´ satisfeita:
‖Uh(t, τ)uτ‖W ≤ Q(‖uτ‖W )e−β(t−τ) + C∗ ,
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para todo τ ∈ R, t ≥ τ e todo h ∈ H(g), onde β > 0 e Q e´ uma func¸a˜o mono´tona
que independe de uτ ∈ W , de h ∈ H(g) e t ≥ τ . Em particular, se a famı´lia Uh(t, τ),
h ∈ H(g) e´ uniformemente dissipativa, com relac¸a˜o a` h ∈ H(g), podemos exibir um
conjunto limitado B0 ⊂ W tal que para qualquer τ ∈ R e qualquer limitado B ⊂ W ,
existe T0 = T0(B, τ) ≥ τ de forma que⋃
h∈H(g)
Uh(t, τ)B ⊂ B0, para todo t ≥ T0.
Este conjunto limitado e´ chamado de conjunto uniformemente absorvente para famı´lia
Uh(t, τ), h ∈ H(g).
Definic¸a˜o 2.4.28. Dizemos que a famı´lia Uh(t, τ) : W → W e´ fracamente cont´ınua
se para quaisquer t e τ fixos, as convergeˆncias fracas unτ → u em Ww e hn → h em
Lploc,w(R;V ) implicam que
Uhn(t, τ)u
n
τ → Uh(t, τ)uτ ,
fracamente em W .
Com essas duas propriedades, podemos enunciar o seguinte crite´rio.
Teorema 2.4.29. Seja Uh(t, τ) : W → W , h ∈ H(g), uma famı´lia de processos associados
ao sistema (2.6). Suponha que a famı´lia Uh(t, τ), h ∈ H(g) e´ uniformemente dissipativa
e fracamente cont´ınua. Enta˜o o semigrupo estendido associado S : Φ → Φ admite um
atrator global fraco A. Mais ainda o atrator uniforme fraco associado, pi1A = A e´ gerado
por todas as soluc¸o˜es limitadas de (2.6) com h ∈ H(g). Isto e´,
A =
⋃
h∈H(g)
Kh|t=0 .
Denotamos por Kh ⊂ L∞(R;V ) o conjunto de todas as trajeto´rias u(t) com t ∈ R do
sistema (2.6) que sa˜o globais e limitadas. Este conjunto e´ chamado de nu´cleo da equac¸a˜o
(2.6) na terminologia introduzida por Vishik e Chepyzhov [14].
Observac¸a˜o 2.4.30. Existe uma definic¸a˜o intr´ınseca do atrator uniforme A que na˜o se
refere a reduc¸a˜o do sistema na˜o autoˆnomo para um sistema autoˆnomo. No entanto, do
nosso ponto de vista a definic¸a˜o baseada na reduc¸a˜o a` um semigrupo e´ mais transparente,
por isso vamos usa´-la como definic¸a˜o principal nesta sec¸a˜o. A definic¸a˜o intr´ınseca pode
ser encontrada no livro do Vishik e Chepyzhov, eles tambe´m mostram a equivaleˆncia das
definic¸o˜es.
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Em geral mostrar a existeˆncia de um atrator uniforme fraco na˜o apresenta gran-
des dificuldades, por isso vamos em busca de atratores uniformes em topologias mais
restritivas, ou seja, atrac¸a˜o na topologia forte. Com isso surge a seguinte definic¸a˜o.
Definic¸a˜o 2.4.31. Um conjunto A ⊂ Φ e´ um atrator global forte de S(t), se satisfaz as
seguinte propriedades:
i) A e´ compacto em Φ munido com a topologia forte induzida pelo mergulho Φ ⊂ W ×
Lploc,w(R;V ). Denotamos por Φs o espac¸o Φ munido com esta topologia.
ii) A e´ estritamente invariante, S(t)A = A.
iii) A atrai imagens de limitados de Φ na topologia forte, ou seja, para todo limitado B
em Φ e toda vizinhanc¸a O(A) em Φs, existe T = T (B,O) tal que
S(t)B ⊂ O(A), para todo t ≥ T.
Enta˜o, a projec¸a˜o de A na primeira componente W e´ chamada de atrator uniforme forte
associado a famı´lia Uh(t, τ), h ∈ H(g). Denotado por
A = pi1A.
Antes de exibirmos um crite´rio para existeˆncia de um atrator uniforme forte, preci-
samos de uma propriedade adicional na famı´lia de processos Uh(t, τ).
Definic¸a˜o 2.4.32. Uma famı´lia de processos Uh(t, τ) : W → W , h ∈ H(g) e´ unifor-
memente assinto´ticamente compacta, se para toda sequeˆncia {un} ⊂ W limitada, toda
sequeˆncia de forc¸as externas {hn} ⊂ H(g) e toda sequeˆncia tn ≥ τn com tn − τn → ∞,
enta˜o a sequeˆncia
{Uhn(tn, τn)un} ⊂ W,
e´ pre´-compacta em W .
Com esta definic¸a˜o, podemos exibir um crite´rio para existeˆncia de um atrator uni-
forme forte.
Teorema 2.4.33. Suponha que as hipo´tese do Teorema 2.4.29 sa˜o satisfeitas e que a
famı´lia de processos Uh(t, τ), h ∈ H(g), seja uniformemente assinto´ticamente compacta.
Enta˜o o atrator uniforme fraco, pi1A = A constru´ıdo no Teorema 2.4.29 e´ um atrator
uniforme forte em W , no sentido da Definic¸a˜o 2.4.31.
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Observac¸a˜o 2.4.34. Como podemos ver, para verificar a existeˆncia de um atrator forte,
basicamente, precisamos verificar a compacidade assinto´tica, por isso vamos nos concen-
trar a seguir na verificac¸a˜o desta propriedade. Note, tambe´m, que a condic¸a˜o de compa-
cidade assinto´tica pode ser ligeiramente simplificada utilizando a identidade de translac¸a˜o
(2.7). Ou seja, e´ suficiente verificar que para qualquer sequeˆncia limitada {un} ⊂ W ,
qualquer sequeˆncia de forc¸as externas {hn} ∈ H(g) e qualquer sequeˆncia tn → ∞, a
sequeˆncia
{Uhn(tn, 0)un} ⊂ W,
e´ pre´-compacta em W .
Na sequeˆncia, vamos exibir um crite´rio para compacidade assinto´tica uniforme.
2.4.7 Crite´rio para compacidade assinto´tica
Em geral, verificar a compacidade assinto´tica uniforme de uma famı´lia de processos
pela definic¸a˜o na˜o e´ uma tarefa muito fa´cil. Nesta sec¸a˜o daremos a definic¸a˜o de func¸a˜o
contrativa uniforme e finalizaremos com uma condic¸a˜o suficiente para compacidade as-
sinto´tica uniforme, que pode ser encontrada em alguns trabalhos. Ver [33, 42, 44].
Definic¸a˜o 2.4.35. Seja W um espac¸o de Banach, B um conjunto limitado de W e H(g)
o espac¸o de s´ımbolos. Uma func¸a˜o Φ(·, · ; ·, ·) definida sobre (W ×W )× (H(g)×H(g)) e´
contrativa sobre B × B se para toda sequeˆncia {un} ⊂ B e toda sequeˆncia {hn} ⊂ H(g)
existe uma subsequeˆncia {unk} ⊂ {un} e uma subsequeˆncia {hnk} ⊂ {hn} tais que
lim
k→∞
lim
l→∞
Φ(xnk , xnl ;hnk , hnl) = 0.
Teorema 2.4.36. Seja Uh(t, τ), h ∈ H(g) uma famı´lia de processos sobre um espac¸o
de Banach W que admite um conjunto uniformemente absorvente B0 ⊂ W e limitado
em W (uniformemente dissipativo). Mais ainda, suponha que para todo ε > 0 existe
T = T (B0, ε) e uma func¸a˜o contrativa ΦT em B0 ×B0, tal que
‖Uσ1(T, 0)u− Uσ2(T, 0)v‖ ≤ ε+ Φ(u, v;σ1, σ2),
para todos u, v ∈ B0 e todos σ1, σ2 ∈ H(g). Enta˜o Uh(t, τ), h ∈ H(g) e´ uniformemente
assintoticamente compacto em W .
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Demonstrac¸a˜o. Pela Observac¸a˜o 2.4.34, precisamos mostrar que dada qualquer sequeˆncia
limitada {un} ⊂ W , qualquer sequeˆncia de forc¸as {hn} ⊂ H(g) e tn →∞ enta˜o
{Uhn(tn, 0)un} ⊂ W,
e´ pre´-compacta em W . De fato, considere εm → 0 quando m→∞ e tal que εm > 0.
Para ε1 > 0, pela hipo´tese, existe T1(B0, ε1) > 0 e uma func¸a˜o contrativa ΦT1 em
B0 ×B0 tal que
‖Uσ1(T1, 0)u− Uσ2(T1, 0)v‖W ≤
ε1
2
+ ΦT1(u, v;σ1, σ2),
para todos u, v ∈ B0 e todos σ1, σ2 ∈ H(g).
Como B = {un, n ∈ N} e´ limitado em W e tn →∞, existe n0 ∈ N tal que
tn ≥ tn − T1 ≥ 0 e Uhn(tn − T1, 0)un ∈ B0,
para todo n ≥ n0. Passando a` uma subsequeˆncia se necessa´rio, podemos assumir que
yT1n = Uhn(tn − T1, 0)un ∈ B0, para todo n ∈ N.
Defina h˜T1n = T (T1 − tn)hn ∈ H(g) e note que a sequeˆncia {yT1n } depende das sequeˆncias
{hn}, {tn} e {un}, e a sequeˆncia {h˜T1n } depende de {hn} e {tn}. Portanto, como ΦT1 e´
contrativa, existem subsequeˆncias {yT1,1n } de {yT1n } e {h˜T1,1n } de {h˜T1n } tais que
ΦT1(y
T1,1
n , y
T1,1
m ; h˜
T1,1
n , h˜
T1,1
m ) ≤
ε1
2
, (2.8)
para todos m,n ∈ N.
Observac¸a˜o 2.4.37. A priori, as subsequeˆncias {h1n} de {hn}, {t1n} de {tn} e {u1n} de
{un} que definem {yT1,1n }, na˜o precisam, necessariamente serem as mesmas subsequeˆncias
que definem hT1,1n , pore´m para que possamos continuar a demonstrac¸a˜o, precisamos supor
que as subsequeˆncias {yT1,1n } e {h˜T1,1n } sa˜o definidas pelas mesmas subsequeˆncias {h1n},
{t1n} e {u1n}. Veremos que na pra´tica, as func¸o˜es contrativas obtidas ira˜o satisfazer essa
propriedade.
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Assim, sendo yT1,1n = Uh1n(t
1
n − T1, 0)u1n e h˜T1,1n = T (T1 − t1n)h1n, enta˜o
‖Uh1n(t1n, 0)u1n − Uh1m(t1m, 0)u1m‖W
= ‖Uh1n(t1n, t1n − T1)Uh1n(t1n − T1, 0)u1n − Uh1m(t1m, t1m − T1)Uh1m(t1m − T1, 0)u1m‖W
= ‖Uh1n(t1n, t1n − T1)yT1,1n − Uh1m(t1m, t1m − T1)yT1,1m ‖W
= ‖UT (T1−t1n)h1n(T1, 0)yT1,1n − UT (T1−t1m)h1m(T1, 0)yT1,1m ‖W
= ‖U
h˜
T1,1
n
(T1, 0)y
T1,1
n − Uh˜T1,1m (T1, 0)y
T1,1
m ‖W ≤
ε1
2
+ ΦT1(y
T1,1
n , y
T1,1
m ; h˜
T1,1
n , h˜
T1,1
m ).
Consequentemente, de (2.8),
‖Uh1n(t1n, 0)u1n − Uh1m(t1m, 0)u1m‖W ≤ ε1, para todos n,m ∈ N.
Procedendo analogamente, para ε2 > 0 existe T2(B0, ε2) e uma func¸a˜o contrativa
ΦT2 tal que
‖Uσ1(T2, 0)u− Uσ2(T2, 0)v‖W ≤
ε2
2
+ ΦT2(u, v;σ1, σ2),
para todos u, v ∈ B0 e todos σ1, σ2 ∈ H(g).
Como t1n →∞ e a subsequeˆncia {u1n} e´ um subconjunto de B, existe n0 ∈ N tal que
t1n ≥ t1n − T2 ≥ 0 e Uh1n(t1n − T2, 0)u1n ∈ B0,
para todo n ≥ n0. Passando para uma subsequeˆncia se necessa´rio, podemos supor que
yT2n = Uh1n(t
1
n − T2, 0)u1n ∈ B0 para todo n ∈ N.
Defina h˜T2n = T (T2 − t1n)h1n ∈ H(g). Assim pelo fato de que ΦT2 e´ contrativa, existem
subsequeˆncias {h2n} de {h1n}, {t2n} de {t1n} e {u2n} de {u1n} tais que
ΦT2(y
T2,2
n , y
T2,2
m ; h˜
T2,2
n , h˜
T2,2
m ) ≤
ε2
2
para todos n,m ∈ N,
onde yT2,2n = Uh2n(t
2
n − T2, 0)u2n e´ uma subsequeˆncia de yT2n e h˜T2,2n = T (T2 − t2n)h2n e´ uma
subsequeˆncia de hT2n . Portanto
‖Uh2n(t2n, 0)u2n − Uh2m(t2m, 0)u2m‖W = ‖Uh˜T2,2n (T2, 0)y
T2,2
n − Uh˜T2,2m (T2, 0)y
T2,2
m ‖W
≤ ε2
2
+ ΦT2(y
T2,2
n , y
T2,2
m ; h˜
T2,2
n , h˜
T2,2
m )
≤ ε2,
para todos n,m ∈ N.
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Repetindo este argumento k vezes, vamos obter subsequeˆncias {hkn} de {hk−1n }, {tkn}
de {tk−1n } e {ukn} de {uk−1n } tais que
‖Uhkn(tkn, 0)ukn − Uhkm(tkm, 0)ukm‖W ≤ εk,
para todos n,m ∈ N.
Finalmente, defina subsequeˆncia diagonal {Uhnn(tnn, 0)unn} de {Uhn(tn, 0)un} e observe
que
‖Uhnn(tnn, 0)unn − Uhmm(tmm, 0)umm‖W ≤ εm,
desde que n ≥ m. Como εm → 0, conclu´ımos que a subsequeˆncia diagonal {Uhnn(tnn, 0)unn}
e´ uma sequeˆncia de Cauchy em W e portanto convergente em W . Isto prova que as
sequeˆncia {Uhn(tn, 0)un} e´ pre´-compacta em W , como quer´ıamos.
Cap´ıtulo 3
Atrator pullback para equac¸a˜o da
onda com fronteira acu´stica
3.1 Introduc¸a˜o
Neste cap´ıtulo estudamos uma classe da equac¸a˜o da onda com condic¸a˜o de fronteira
da acu´stica. Primeiramente, vamos modelar fisicamente este tipo de problema. Este
modelo descreve o movimento de um onda acu´stica em um fluido ocupando uma regia˜o
limitada Ω do R3. Se u e´ a velocidade potencial, enta˜o −∇u e´ o campo velocidade da
part´ıcula e assim u deve satisfazer a seguinte equac¸a˜o da onda
utt −∆u = 0 em Ω.
Agora, suponha que a fronteira de Ω, denotada por Γ, na˜o e´ r´ıgida e esta sujeita a
pequenas oscilac¸o˜es. Vamos assumir que cada ponto de Γ reage a` pressa˜o causada pela
onda acu´stica como um oscilador harmoˆnico amortecido e mais, Γ e´ localmente reagente,
o que significa que cada um de seus pontos age, devido a pressa˜o da onda acu´stica, de
modo independente um do outro. Assim, denotando por δ o deslocamento da fronteira
na direc¸a˜o normal, obtemos que δ deve satisfazer a seguinte equac¸a˜o
δtt + δt + δ = −ut em Γ. (3.1)
Vamos assumir tambe´m uma condic¸a˜o de impenetrabilidade da fronteira, isto e´,
admite-se que ha´ compatibilidade entre a velocidade normal da fronteira, e a velocidade
normal do fluido. Logo devemos ter que
δt = ∂nu em Γ, (3.2)
onde n e´ o vetor normal unita´rio em Γ, exterior a` Ω.
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As equac¸o˜es (3.1) e (3.2) sa˜o chamadas de condic¸o˜es de fronteira da acu´stica e que
foram inicialmente propostas por Beale e Rosencrans [4]. Este modelo foi estudado por
muitos autores e extendido de va´rias maneiras. Por exemplo [3, 5, 6, 15, 21, 22, 23, 24,
25, 27, 28, 30, 38, 43].
Estamos interessados no comportamento a longo prazo do seguinte problema. Seja
Ω ⊂ R3 um domı´nio limitado com fronteira regular Γ e τ ∈ R um tempo inicial e considere
equac¸a˜o da onda na˜o autoˆnoma com condic¸a˜o de fronteira da acu´stica
utt −∆u+ ωut + u+ f(u) = h(x, t), x ∈ Ω, t ≥ τ, (3.3)
δtt + νδt + δ = −ut, x ∈ Γ, t ≥ τ, (3.4)
δt = ∂nu, x ∈ Γ, t ≥ τ, (3.5)
onde ω, ν > 0 sa˜o coeficientes de damping, f e´ um termo na˜o linear e h e´ uma forc¸a
externa dependendo do tempo t. As condic¸o˜es iniciais sa˜o denotadas por
u(x, τ) = u0τ (x), ut(x, τ) = u
1
τ (x), x ∈ Ω, (3.6)
δ(x, τ) = δ0τ (x), δt(x, τ) = δ
1
τ (x), x ∈ Γ. (3.7)
Este cap´ıtulo esta organizado da seguinte maneira. Na Sec¸a˜o 3.2 fixaremos as hipo´teses
sobre o termo na˜o linear e sobre a forc¸a externa da equac¸a˜o (3.3). Na Sec¸a˜o 3.3 exibi-
remos o resultado sobre a existeˆncia de soluc¸o˜es do problema (3.3)-(3.7), via me´todo de
semigrupos. Na Sec¸a˜o 3.4 apresentaremos estimativas da energia, associada ao problema,
que sera˜o cruciais na prova da existeˆncia do atrator pullback. Na Sec¸a˜o 3.5 mostraremos a
existeˆncia de um absorvente e a compacidade assinto´tica no sentido pullback do processo
de evoluc¸a˜o associado ao problema (3.3)-(3.7) e, consequentemente, a existeˆncia do atra-
tor pullback. Por fim, iremos considerar uma variac¸a˜o da forc¸a externa h substituindo-a
por εh e mostraremos uma certa continuidade da famı´lia de atratores quanto ε→ 0.
3.2 Hipo´tese e notac¸o˜es iniciais
Iniciaremos com as hipo´teses sobre as func¸o˜es f e h. Vamos considerar o termo na˜o
linear f ∈ C1(R) tal que
|f ′(u)| ≤ C(1 + |u|2), ∀ u ∈ R, (3.8)
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para alguma constante C > 0, e existe β ∈ (0, 1) e mf > 0 tal que
F (u) ≥ −β
2
u2 −mf e f(u)u− F (u) ≥ −β
2
u2 −mf , ∀ u ∈ R, (3.9)
onde F (u) =
∫ u
0
f(s)ds. Com respeito a forc¸a externa na˜o autoˆnoma assumimos que
existe um σ0 > 0 (a` ser fixado no Teorema 3.5.1) de modo que
h ∈ L2loc(R;L2(Ω)) e
∫ t
−∞
e−σ0(t−s)‖h(s)‖2L2(Ω)ds <∞, ∀ t ∈ R. (3.10)
Observac¸a˜o 3.2.1. (a) A condic¸a˜o (3.8) significa que f permite um crescimento cr´ıtico
do tipo |u|3. A condic¸a˜o (3.9) e´ usual e e´ satisfeita se
lim inf
|u|→∞
f ′(u) > −1.
(b) A segunda condic¸a˜o em (3.10) parece na˜o ser usual, pois depende de t, mas esta
condic¸a˜o e´ satisfeita se ∫ 0
−∞
eσ0s‖h(s)‖2L2(Ω)ds <∞,
como considerado em [9, 26].
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A boa colocac¸a˜o do problema (3.3)-(3.7) foi estudada em [21] no caso autoˆnomo,
com h = 0, usando a teoria de semigrupo. Um resultado ana´logo de existeˆncia e unicidade
desse problema, agora com uma forc¸a externa dependendo do tempo h = h(x, t), segue
usando argumentos similares.
Iniciaremos definindo os seguintes espac¸o de Hilbert
H = H1(Ω)× L2(Ω)× L2(Γ)× L2(Γ),
e (escrevendo w = (w1, w2, w3, w4))
H1 = {w ∈ H2(Ω)×H1(Ω)×H1/2(Γ)×H1/2(Γ) | ∂nw1 = w4},
equipados com as seguintes normas usuais
‖(w1, w2, w3, w4)‖2H = ‖w1‖2H1(Ω) + ‖w2‖2L2(Ω) + ‖w3‖2L2(Γ) + ‖w4‖2L2(Γ)
e
‖(w1, w2, w3, w4)‖2H1 = ‖w1‖2H2(Ω) + ‖w2‖2H1(Ω) + ‖w3‖2H1/2(Γ) + ‖w4‖2H1/2(Γ)
respectivamente.
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Definic¸a˜o 3.3.1. Dizemos que um par de func¸o˜es u : Ω× [τ,∞)→ R, δ : Γ× [τ,∞)→ R
e´ uma soluc¸a˜o fraca do sistema (3.3)-(3.7), desde que, dado T > τ arbitra´rio,
• u ∈ C([τ, T ];H1(Ω)), ut ∈ C([τ, T ];L2(Ω)), utt ∈ L∞([τ, T ];H−1(Ω));
• δ, δt ∈ C([τ, T ];L2(Γ)), ut ∈ L2([τ, T ];L2(Γ));
• Para todo φ ∈ H1(Ω), todo ψ ∈ L2(Γ), no´s temos:
(utt, φ) + (∇u,∇φ)L2(Ω) + (ωut + u+ f(u), φ)L2(Ω) = (h, φ)L2(Ω) + (δt, φ)L2(Γ),
(δtt, ψ)L2(Γ) + (νδt, ψ)L2(Γ) + (δ, ψ)L2(Γ) = (ut, ψ)L2(Γ),
u(τ) = u0τ , ut(τ) = u
1
τ , δ(τ) = δ
0
τ , δt(τ) = δ
1
τ .
Observac¸a˜o 3.3.2. O pro´ximo resultado ira´ mostrar que o problema de Cauchy equiva-
lente ao sistema (3.3)-(3.7) tem uma u´nica soluc¸a˜o cont´ınua no tempo no sentido gene-
ralizado, denotada por z, isto e´, podemos escrever z(t) = lim
n→∞
zn(t) onde zn e´ a soluc¸a˜o
do problema de Cauchy com zn(0) pertencente ao domı´nio do operador A (a` definir) e
esta´ convergeˆncia e´ na topologia forte de H. Tais soluc¸o˜es zn sa˜o fortes ou regulares
(satisfazem (3.3)-(3.5) quase sempre, com veremos a seguir).
Teorema 3.3.3. Sob as hipo´teses (3.8)-(3.10). Dados um tempo inicial τ ∈ R e um
dado inicial zτ = (u
0
τ , u
1
τ , δ
0
τ , δ
1
τ ) ∈ H, o problema (3.3)-(3.7) tem uma u´nica soluc¸a˜o
generalizada z = (u, ut, δ, δt) satisfazendo
z ∈ C0([τ,∞);H).
Se o dado inicial zτ = (u
0
τ , u
1
τ , δ
0
τ , δ
1
τ ) ∈ H1 e h ∈ H1loc(R;L2(Ω)) enta˜o a soluc¸a˜o acima e´
uma soluc¸a˜o regular, ou seja,
z ∈ C0([τ,∞);H1) ∩ C1([τ,∞);H).
Ale´m disso, se zi(t) = (ui(t), uit(t), δ
i(t), δit(t)), i = 1, 2, sa˜o duas soluc¸o˜es generalizadas
do problema (3.3)-(3.7), enta˜o para todo T > τ ,
‖z1(t)− z2(t)‖2H ≤ ec0(T−τ)‖z1(τ)− z2(τ)‖2H, (3.11)
para todo t ∈ [τ, T ], onde c0 e´ uma constante que depende dos dados iniciais.
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Demonstrac¸a˜o. A prova desse teorema consiste em escrever nosso problema (3.3)-(3.7) em
um problema de Cauchy equivalente, aplicar o Teorema 1.0.15 para obter uma soluc¸a˜o
local e posteriormente, com um argumento de contradic¸a˜o, obter uma soluc¸a˜o global. Por
fim mostrar a desigualdade (3.11) que implica dependeˆncia cont´ınua dos dados iniciais.
Dividimos essa demonstrac¸a˜o em algumas etapas.
Etapa 1: O problema (3.3)-(3.7) e´ equivalente a um problema de Cauchy.
Observe que podemos reescrever o problema (3.3)-(3.7) equivalentemente como o
seguinte problema de Cauchy em H,
dz
dt
= Az + Fz + G,
z(τ) = zτ ,
(3.12)
onde, denotando z = (z1, z2, z3, z4)
>,
Az =

z2
∆z1 − z1 − ωz2
z4
−z2 − z3 − νz4

com
D(A) =
{
(z1, z2, z3, z4) ∈ H; ∆z1 ∈ L2(Ω), z2 ∈ H1(Ω), ∂nz1 = z4
}
,
Fz = (0,−f(z1), 0, 0) e G = (0, h, 0, 0).
Como observado em [6, 21], na definic¸a˜o de D(A), a condic¸a˜o ∂nz1 = z4 e´ entendida no
sentido fraco, isto e´,∫
Ω
(
∆z1ϕ+∇z1∇ϕ
)
dx =
∫
Γ
z4 ϕdγ, ∀ϕ ∈ H1(Ω). (3.13)
Etapa 2: O operador A e´ mono´tono.
De fato, dado z = (z1, z2, z3, z4) ∈ D(A) temos que
(Az, z)H = (z2, z1)H1(Ω) + (∆z1 − z1 − ωz2, z2)L2(Ω)
+ (z4, z3)L2(Γ) + (−z2 − z3 − νz4, z4)L2(Γ)
= −ω‖z2‖2L2(Ω) − ν‖z4‖2L2(Γ) + (z2, z1)H1(Ω)
+ (∆z1, z2)L2(Ω) − (z1, z2)L2(Ω) − (z2, z4)L2(Γ).
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Usando o sentido fraco da derivada normal (3.13), obtemos que
(Az, z)H = −ω‖z2‖2L2(Ω) − ν‖z4‖2L2(Γ) ≤ 0.
Portanto o operador A e´ mono´tono.
Etapa 3: O operador A e´ maximal, ou seja, R(I − A) = H.
De fato, dado (f1, f2, f3, f4) ∈ H devemos mostrar que existe (z1, z2, z3, z4) ∈ D(A)
tal que
(I − A)(z1, z2, z3, z4)> = (f1, f2, f3, f4)>.
Isto e´, 
z1 − z2
z2 −∆z1 + z1 + ωz2
z3 − z4
z4 + z2 + z3 + νz4
 =

f1
f2
f3
f4
 .
Para isso consideramos em H1(Ω) a estrutura dada pelo seguinte produto interno:
(((u, v))) = (∇u,∇v)L2(Ω) + (2 + ω)(u, v)L2(Ω) + 1
2 + ν
(u, v)L2(Γ),
para todos u, v ∈ H1(Ω). Observe que, pela continuidade da aplicac¸a˜o trac¸o, a norma
induzida por esse produto interno e´ equivalente a norma usual em H1(Ω). Consequente-
mente H1(Ω) munido com o produto interno (((·, ·))) e´ um espac¸o de Hilbert. Definindo
χ : H1(Ω) −→ R
v 7−→ 〈χ, v〉 = (ξ1, v)L2(Ω) + (ξ2, v)L2(Γ),
onde
ξ1 = f2 + (1 + ω)f1 e ξ2 =
1
2 + ν
(
f4 + (1 + ν)f3 + f1
)− f3.
Novamente pela continuidade da aplicac¸a˜o trac¸o, podemos concluir que χ e´ um funcional
linear e cont´ınuo em H1(Ω), isto e´, χ ∈ (H1(Ω))′. Assim pelo teorema de Lax-Milgran
existe z1 ∈ H1(Ω) tal que
(((z1, v))) = 〈χ, v〉, ∀ v ∈ H1(Ω). (3.14)
Logo,
(∇z1,∇v)L2(Ω) + (2 + ω)(z1, v)L2(Ω) + 1
2 + ν
(z1, v)L2(Γ) = (ξ1, v)L2(Ω) + (ξ2, v)L2(Γ).
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Em particular, para v ∈ D(Ω), espac¸o das func¸o˜es testes, conclu´ımos que
−∆z1 + (2 + ω)z1 = ξ1 em D′(Ω),
consequentemente, −∆z1 ∈ L2(Ω) e
−∆z1 + (2 + ω)z1 = f2 + (1 + ω)f1 em L2(Ω). (3.15)
Assim, fazendo
z2 = z1 − f1, (3.16)
obtemos que
z1 −∆z1 + z1 + ωz2 = f2. (3.17)
Por outro lado, de (3.14) e usando (3.15) vem que
(∇z1,∇v)L2(Ω)+(2 + ω)(z1, v)L2(Ω) + 1
2 + ν
(z1, v)L2(Γ)
= (−∆z1 + (2 + ω)z1, v)L2(Ω) + (ξ2, v)L2(Γ).
Assim,
(∇z1,∇v)L2(Ω) + (∆z1, v)L2(Ω)
=
1
2 + ν
(− z1 + f4 + (1 + ν)f3 + f1 − (2 + ν)f3, v)L2(Γ),
para todo v ∈ H1(Ω). Escolhendo
z4 =
1
2 + ν
(− z1 + f4 + (1 + ν)f3 + f1)− f3 em L2(Γ), (3.18)
e
z3 = z4 + f3, (3.19)
obtemos que, ∂nz1 = z4 no sentido fraco e que, substituindo (3.18) em (3.19), lembrando
que z2 = z1 − f1 e z4 = z3 − f3, tem-se
z4 + z2 + z3 + νz4 = f4, (3.20)
Portanto, combinando (3.16), (3.17), (3.19) e (3.20) conclu´ımos que dado qualquer
(f1, f2, f3, f4) ∈ H existe (z1, z2, z3, z4) ∈ D(A) tal que
(I − A)(z1, z2, z3, z4)> = (f1, f2, f3, f4)>.
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Etapa 4: F : H → H e´ localmente Lipschitz.
Observe que a hipo´tese (3.8) implica que F : H → H e´ localmente Lipschitz. De
fato, basta notar que vale a seguinte estimativa:
‖F(z1, z2, z3, z4)−F(z¯1, z¯2, z¯3, z¯4)‖2H =
∫
Ω
|f(z1)− f(z¯1)|2dx
≤
∫
Ω
|f ′(θz1 + (1− θ)z¯1)|2(z1 − z¯1)2dx.
Logo, da estimativa (3.8), obtemos que F e´ Lipschitziana em qualquer limitado de H.
Etapa 5: Conclusa˜o, esta´ garantida a existeˆncia e unicidade local de soluc¸o˜es ge-
neralizadas.
Das Etapas 2,3 e 4 obtemos que o operadorA e´ maximal e mono´tono e F e´ localmente
lipschitz. Ale´m disso D(A) = H. Enta˜o dado o par τ ≤ t e dado uma condic¸a˜o inicial
zτ ∈ H, como h ∈ L2loc(R;L2(Ω)), pelo Teorema 1.0.15, o problema de Cauchy (3.12) tem
uma u´nica soluc¸a˜o generalizada (limite de soluc¸a˜o forte) local z ∈ C0([τ, tmax);H). Mais
ainda, analogamente, para cada τ ∈ R se zτ ∈ D(A) e desde que h ∈ H1loc(R;L2(Ω)),
enta˜o o problema tem uma soluc¸a˜o forte local definida em [τ, tmax) na classe
z ∈ C1([τ, tmax), D(A)) ∩ C0([τ, tmax),H).
Em ambos os casos se
tmax <∞ enta˜o lim
t→tmax
‖z(t)‖H =∞.
Assim, se ‖z(t)‖H < ∞, enta˜o necessariamente tmax = ∞, isto e´, z e´ uma soluc¸a˜o
global em ambos os casos.
Etapa 6: tmax =∞.
Mostremos que, de fato, ‖z(t)‖H <∞. Observe que,
1
2
d
dt
{
‖(u, ut, δ, δt)‖2H + 2
∫
Ω
F (u)
}
= −ω‖ut‖2L2(Ω) − ν‖δt‖2L2(Γ) +
∫
Ω
hut
≤ (−ω + ε)‖ut‖2L2(Ω) − ν‖δt‖2L2(Γ) + C(ε)‖h(t)‖2L2(Ω)
≤ C(ε)‖h(t)‖2L2(Ω).
Integrando de τ a t, obtemos
1
2
‖(u(t), ut(t), δ(t), δt(t))‖2H+
∫
Ω
F (u(t)) ≤ 1
2
‖(u(τ), ut(τ), δ(τ), δt(τ))‖2H
+
∫
Ω
F (u(τ)) + C(ε)
∫ t
τ
‖h(s)‖2L2(Ω).
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Usando que,
F (u) ≤ C(1 + |u|4),
e ∫
Ω
F (u) ≥ −β
2
‖u‖2H1(Ω) + Cf ,
Concluimos que
‖(u, ut, δ, δt)‖2H ≤ C
(
zτ
)
+ C(ε)
∫ t
τ
‖h(s)‖2L2(Ω).
Agora, note que,
C(ε)
∫ t
τ
eσ0(s−s)‖h(s)‖2L2(Ω) ≤ C(ε) sup
s∈(τ,t)
{
e−σ0s
}∫ t
−∞
eσ0s‖h(s)‖2L2(Ω),
≤ C(ε)C(τ)
∫ t
−∞
eσ0s‖h(s)‖2L2(Ω),
onde
C(τ) = sup
s∈(τ,t)
{
e−σ0s
}
= e−σ0τ ,
e´ uma constante que depende do τ .
Note que τ esta´ fixado e que pela hipo´tese (3.10),∫ t
−∞
eσ0s‖h(s)‖2L2(Ω) <∞.
Portanto
‖(u(t), ut(t), δ(t), δt(t))‖2H ≤ C
(
zτ
)
+ C(ε)
∫ t
τ
‖h(s)‖2L2(Ω) ≤ C(zτ , τ).
Note que esta desigualdade vale para soluc¸o˜es regulares e, tambe´m, para soluc¸o˜es
generalizadas por densidade. Portanto, se tmax < ∞ ter´ıamos uma contradic¸a˜o com a
limitac¸a˜o acima. Isto prova que tmax =∞.
Etapa 7: Finalmente vamos provar a desigualdade (3.11).
Dados T ≥ τ , seja z1 = (u1(t), u1t (t), δ1(t), δ1t (t)) e z2 = (u2(t), u2t (t), δ2(t), δ2t (t))
duas soluc¸o˜es de (3.3)-(3.7) cujos respectivos dados iniciais sa˜o z1(τ) = z1τ e z
2(τ) = z2τ .
Assim, definindo w = u1 − u2 e ζ = δ1 − δ2, temos que
wtt −∆w + w + ωwt = f(u2)− f(u1), x ∈ Ω, t ≥ τ,
ζtt + νζt + ζ = −wt, x ∈ Γ, t ≥ τ,
ζt = ∂nw, x ∈ Γ, t ≥ τ,
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com condic¸o˜es iniciais
w(x, τ) = u1(x, τ)− u2(x, τ), ∂tw(x, t)|t=τ = u1t (x, τ)− u2t (x, τ), x ∈ Ω,
ζ(x, τ) = δ1(x, τ)− δ2(x, τ), ∂tζ(x, t)|t=τ = δ1t (x, τ)− δ2t (x, τ), x ∈ Γ.
Como anteriormente, multiplicando a primeira equac¸a˜o por wt e a segunda por ζt,
integrando em Ω, obtemos que
1
2
d
dt
‖(w(t), wt(t), ζ(t), ζt(t))‖2H ≤ −ω‖wt(t)‖2L2(Ω) − ν‖ζt(t)‖2L2(Γ)
+
∫
Ω
[f(u2(t))− f(u1(t))]wt(t)dx
≤ C(z1τ , z2τ , τ)(‖w(t)‖2H + ‖wt(t)‖2H).
Pelo lema de Gronwall,
‖z1(t)− z2(t)‖2H ≤ eC(z
1
τ ,z
2
τ ,τ)(T−τ)‖z1(τ)− z2(τ)‖2H,
para todo t ∈ [τ, T ].
Etapa 8: Regularidade
Ana´logo ao trabalho do Frigeri [21]. Seja zτ = (u
0
τ , u
1
τ , δ
0
τ , δ
1
τ ) ∈ H1 e considere o
seguinte problema de valor inicial em K = H
1
2 (Γ)×H 12 (Γ)
zˆt = Bzˆ + y, (3.21)
zˆ(τ) = (δ0τ , δ
1
τ )
>,
onde zˆ(t) = (zˆ3(t), zˆ4(t))
> e
B =
 0 1
−1 −ν
 , y(t) =
 0
−ut(t)
 .
Aqui ut e´ a segunda componente da soluc¸a˜o global regular z obtida nas etapas anteriores.
Note que y ∈ C0([τ,∞);K). Como B ∈ L(X) e zˆ(τ) ∈ K, temos que o problema (3.21)
admite uma u´nica soluc¸a˜o zˆ ∈ C1([τ,∞);K). Pela comparac¸a˜o com o problema (3.12) e
pela unicidade, deduzimos que zˆ3 = δ e zˆ4 = δt em [τ,∞). Portanto, a soluc¸a˜o regular
deve satisfazer:
z ∈ C1([τ,∞),H1) ∩ C0([τ,∞),H).
sempre que o dado inicial zτ pertence a` H1.
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Observac¸a˜o 3.3.4. Aproximando localmente h ∈ L2loc(R;L2(Ω)) por func¸o˜es do espac¸o
H1loc(R;L2(Ω)), podemos ver que as soluc¸o˜es fracas podem ser aproximadas por soluc¸o˜es
regulares. Enta˜o, por densidade, todas as estimativas de energias a seguir sera˜o va´lidas
para soluc¸o˜es fracas.
Observac¸a˜o 3.3.5. Toda soluc¸a˜o generalizada e´ uma soluc¸a˜o fraca, segundo a Definic¸a˜o
3.3.1, e toda soluc¸a˜o fraca e´ u´nica. Mais ainda, pode escrever:
z(t) = eA(t−τ)zτ +
∫ t
τ
eA(t−s)
(F(z(s)) + G(s, z(s)))ds.
O operador soluc¸a˜o do problema (3.3)-(3.7) obtido no Teorema 3.3.3 define um
processo de evoluc¸a˜o sobre H da seguinte forma, dados τ ∈ R e zτ ∈ H defina U(t, τ) :
H → H por
U(t, τ)zτ = z(t) = (u(t), ut(t), δ(t), δt(t)),
ou seja, U(t, τ)zτ e´ a soluc¸a˜o do problema (3.3)-(3.7) no tempo t com tempo inicial τ e
dado inicial zτ . Claramente essa famı´lia de operadores satisfaz as propriedades de um
processo de evoluc¸a˜o, basta usar a unicidade de soluc¸a˜o generalizada.
Lema 3.3.6. O processo de evoluc¸a˜o U(t, τ) : H → H associado ao problema (3.3)-(3.7)
e´ fechado segundo a Definic¸a˜o 2.3.2.
Demonstrac¸a˜o. Suponha que znτ → zτ em H e que U(t, τ)znτ → y em H. Enta˜o pela
dependeˆncia cont´ınua dos dados e pela unicidade do limite, conclu´ımos que y = U(t, τ)zτ ,
ou seja, o processo U(t, τ) e´ fechado.
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No que segue vamos supor as hipo´teses do Teorema 3.3.3.
Nesta sec¸a˜o apresentaremos algumas estimativas da energia associadas ao problema
(3.3)-(3.7). Definimos o funcional energia ao longo de uma soluc¸a˜o de (3.3)-(3.7) como
E(t) = 1
2
‖u(t)‖2H1(Ω)+
1
2
‖ut(t)‖2L2(Ω) +
1
2
‖δ(t)‖2L2(Γ)
+
1
2
‖δt(t)‖2L2(Γ) +
∫
Ω
F (u(t))dx. (3.22)
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Enta˜o multiplicando (3.3) por ut, integrando em Ω e multiplicando (3.4) por δt e
integrando em Γ obtemos∫
Ω
uttut −
∫
Ω
ut∆u+ ω
∫
Ω
utut +
∫
Ω
uut +
∫
Ω
f(u)ut =
∫
Ω
h(x, t)ut,
∫
Γ
δttδt + ν
∫
Γ
δtδt +
∫
Γ
δδt = −
∫
Γ
utδt.
Assim, somando as igualdades e usando o fato de que ∂nu = δt num sentido fraco,
obtemos que∫
Ω
uttut +
∫
Ω
∇ut∇u+
∫
Ω
uut +
∫
Γ
δttδt +
∫
Γ
δδt −
∫
Γ
ut δt +
∫
Ω
f(u)ut
= −ω
∫
Ω
utut − ν
∫
Γ
δtδt +
∫
Ω
h(x, t)ut −
∫
Γ
utδt.
Consequentemente,
E ′(t) = −ω‖ut‖2L2(Ω) − ν‖δt‖2L2(Γ) +
∫
Ω
hut dx.
Lema 3.4.1. Existem β0, Cf , CF tais que
E(t) ≥ β0‖(u, ut, δ, δt)‖2H − Cf , t ≥ τ, (3.23)
e
E(t) ≤ CF
(
1 + ‖(u, ut, δ, δt)‖4H
)
, t ≥ τ. (3.24)
Demonstrac¸a˜o. Observe que, de (3.9),∫
Ω
F (u)dx ≥ −β
2
∫
Ω
|u|2 −
∫
Ω
mf
≥ −β
2
‖u‖2H1(Ω) −mf |Ω|,
Logo
E(t) = 1
2
‖(u, ut, δ, δt)‖2H +
∫
Ω
F (u)
≥ 1
2
‖(u, ut, δ, δt)‖2H −
β
2
‖u‖2H1(Ω) −mf |Ω|
≥ β0‖(u, ut, δ, δt)‖2H − Cf ,
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onde β0 =
1−β
2
e Cf = mf |Ω|. Por outro lado, de (3.8), existe uma constante C ′ > 0 tal
que F (u) ≤ C ′(1 + |u|4). Enta˜o, de 3.22,
E(t) = 1
2
‖(u, ut, δ, δt)‖2H +
∫
Ω
F (u)
≤ 1
2
‖(u, ut, δ, δt)‖2H + C ′
∫
Ω
|u|4 + C ′|Ω|
=
1
2
‖(u, ut, δ, δt)‖2H + C ′‖u‖4L4(Ω) + C ′|Ω|
≤ 1
2
‖(u, ut, δ, δt)‖2H + C ′′‖u‖4H1(Ω) + C ′|Ω|
≤ 1
2
‖(u, ut, δ, δt)‖2H + C ′′
(‖(u, ut, δ, δt)‖H)4 + C ′|Ω|.
Portanto, existe uma constante CF > 0 satisfazendo (3.24).
A seguinte estimativa da energia vai garantir a dissipatividade do sistema.
Lema 3.4.2. Existem constantes σ1, Cω > 0 tal que
E(t) ≤ 3 E(τ)e−σ1(t−τ) + 2Cω
∫ t
τ
e−σ1(t−s)‖h(s)‖2L2(Ω)ds+ 6Cf , t ≥ τ. (3.25)
Demonstrac¸a˜o. Comec¸amos definindo a energia perturbada
Eα(t) = E(t) + αΦ(t), α > 0,
onde,
Φ(t) =
∫
Ω
u(t)ut(t) dx+
∫
Γ
δ(t)δt(t) dγ +
∫
Γ
u(t)δ(t) dγ.
Para concluir, dividimos a demonstrac¸a˜o em treˆs etapas.
Etapa 1. Existe α0 > 0 tal que
1
2
E(t)− 1
2
Cf ≤ Eα(t) ≤ 3
2
E(t) + 1
2
Cf , ∀α ∈ [0, α0]. (3.26)
Com efeito, do teorema do trac¸o (preliminares),∫
Γ
uδ dγ ≤ ‖u‖L2(Γ)‖δ‖L2(Γ) ≤ cΓ‖u‖H1(Ω)‖δ‖L2(Γ)
≤ 1
2
‖u‖2H1(Ω) +
c2Γ
2
‖δ‖2L2(Γ),
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e usando a estimativa (3.23), obtemos
|Φ(t)| =
∣∣∣∣∫
Ω
u(t)ut(t) dx+
∫
Γ
δ(t)δt(t) dγ +
∫
Γ
u(t)δ(t) dγ
∣∣∣∣
≤ 1
2
‖u(t)‖2L2(Ω) +
1
2
‖ut(t)‖2L2(Ω) +
1
2
‖δ(t)‖2L2(Γ)
+
1
2
‖δt(t)‖2L2(Γ) +
1
2
‖u(t)‖2H1(Ω) +
c2Γ
2
‖δ(t)‖2L2(Γ)
≤ (1 + c2Γ)
(
‖u(t)‖2H1(Ω) + ‖ut(t)‖2L2(Ω) + ‖δ(t)‖2L2(Γ) + ‖δt(t)‖2L2(Γ)
)
≤ (1 + c2Γ)‖
(
u(t), ut(t), δ(t), δt(t)
)‖2H
≤ (1 + c2Γ)β−10
(E(t) + Cf).
Enta˜o, escolhendo α0 =
1
2
β0(1 + c
2
Γ)
−1, conclu´ımos que
α|Φ(t)| ≤ α0|Φ(t)| ≤ α0 (1 + c
2
Γ)
β0
(E(t) + Cf) ≤ 1
2
(E(t) + Cf),
desde que α ≤ α0, consequentemente,
Eα(t) = E(t) + αΦ(t) ≤ 3
2
E(t) + 1
2
Cf ,
Eα(t) = E(t) + αΦ(t) ≥ 1
2
E(t)− 1
2
Cf ,
para todo α ∈ [0, α0]. Concluindo a Etapa 1.
Etapa 2. Podemos estimar Φ′(t) como segue
Φ′(t) ≤ −E(t)+
(
3
2
+
2ω2
1− β
)
‖ut(t)‖2L2(Ω)
+
(
3 + ν2
2
+
4c2Γ
1− β
)
‖δt(t)‖2L2(Γ) +
2
1− β ‖h(t)‖
2
L2(Ω) + Cf . (3.27)
Usando as equac¸o˜es (3.3)-(3.5),
Φ′(t) =
∫
Ω
ut(t)ut(t) +
∫
Ω
u(t)utt(t) +
∫
Γ
δt(t)δt(t)
+
∫
Γ
δtt(t)δ(t) +
∫
Γ
δt(t)u(t) +
∫
Γ
δ(t)ut(t)
= ‖ut(t)‖2L2(Ω) +
∫
Ω
u(t)
(
∆u(t)− ωut(t)− u(t)− f(u(t)) + h(t)
)
+ ‖δt(t)‖2L2(Γ)
∫
Γ
(− νδt(t)− δ(t)− ut(t))δ(t) + ∫
Γ
δt(t)u(t)
∫
Γ
δ(t)ut(t).
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Pela fo´rmula de Green,
Φ′(t) = ‖ut(t)‖2L2(Ω) − ‖u(t)‖2H1(Ω) +
∫
Γ
u(t)∂nu(t)− ω
∫
Ω
u(t)ut(t)−
∫
Ω
f(u)u
+
∫
Ω
h(t)u(t) + ‖δt(t)‖2L2(Γ) − ν
∫
Γ
δt(t)δ(t)− ‖δ(t)‖2L2(Γ) −
∫
Γ
ut(t)δ(t)
+
∫
Γ
δt(t)u(t) +
∫
Γ
δ(t)ut(t).
Lembrando que ∂nu = δt em Γ,
Φ′(t) = ‖ut(t)‖2L2(Ω) − ‖u(t)‖2H1(Ω) − ω
∫
Ω
u(t)ut(t)−
∫
Ω
f(u(t))u(t) +
∫
Ω
h(t)u(t)
+ ‖δt(t)‖2L2(Γ) − ‖δ(t)‖2L2(Γ) − ν
∫
Γ
δ(t)δt(t) + 2
∫
Γ
δt(t)u(t).
Iremos omitir t para simplificar. Inserindo E(t), e usando (3.9), obtemos que
Φ′(t) = −
(
1
2
‖u‖2H1(Ω) +
1
2
‖ut‖2L2(Ω) +
1
2
‖δ‖2L2(Γ) +
1
2
‖δt‖2L2(Γ) +
∫
Ω
F (u)dx
)
− 1
2
‖u‖2H1(Ω) −
1
2
‖δ‖2L2(Γ) +
3
2
‖ut‖2L2(Ω) +
3
2
‖δt‖2L2(Γ) +
∫
Ω
[F (u)− f(u)u]
+
∫
Ω
hu− ω
∫
Ω
utu− ν
∫
Γ
δtδ + 2
∫
Γ
δtu
≤ −E(t)− 1
2
‖u‖2H1(Ω) −
1
2
‖δ‖2L2(Γ) +
3
2
‖ut‖2L2(Ω) +
3
2
‖δt‖2L2(Γ)
+
∫
Ω
(
β
2
u2 +mf
)
+
∫
Ω
hu− ω
∫
Ω
utu− ν
∫
Γ
δtδ + 2
∫
Γ
δtu
≤ −E(t)− 1
2
‖u‖2H1(Ω) −
1
2
‖δ‖2L2(Γ) +
3
2
‖ut‖2L2(Ω) +
3
2
‖δt‖2L2(Γ)
+
β
2
‖u‖2H1(Ω) + Cf +
∫
Ω
hu− ω
∫
Ω
utu− ν
∫
Γ
δtδ + 2
∫
Γ
δtu
= −E(t)−
(
1− β
2
)
‖u‖2H1(Ω) −
1
2
‖δ‖2L2(Γ) +
3
2
‖ut‖2L2(Ω) +
3
2
‖δt‖2L2(Γ)
+
∫
Ω
hu− ω
∫
Ω
utu− ν
∫
Γ
δtδ + 2
∫
Γ
δtu+ Cf . (3.28)
Note que
−ω
∫
Ω
uut ≤ ω‖u‖L2(Ω)‖ut‖L2(Ω) ≤ ω‖u‖H1(Ω)‖ut‖L2(Ω)
≤ 1− β
8
‖u‖2H1(Ω) +
2ω2
1− β ‖ut‖
2
L2(Ω),∫
Ω
hu ≤ 1− β
8
‖u‖2H1(Ω) +
2
1− β ‖h‖
2
L2(Ω),
ν
∫
Γ
δδt ≤ 1
2
‖δ‖2L2(Γ) +
ν2
2
‖δt‖2L2(Γ),
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2
∫
Γ
uδt dγ ≤ 2‖u‖L2(Γ)‖δt‖L2(Γ) ≤ 2cΓ‖u‖H1(Ω)‖δt‖L2(Γ)
≤ 1− β
4
‖u‖2H1(Ω) +
4c2Γ
1− β ‖δt‖
2
L2(Γ).
Portanto, voltando em (3.28) e combinando com as estimativas acima, temos que
Φ′(t) ≤ −E(t)−
(
1− β
2
)
‖u‖2H1(Ω) −
1
2
‖δ‖2L2(Γ) +
3
2
‖ut‖2L2(Ω) +
3
2
‖δt‖2L2(Γ)
+
∫
Ω
hu− ω
∫
Ω
utu− ν
∫
Γ
δtδ + 2
∫
Γ
δtu+ Cf
≤ −E(t)−
(
1− β
2
)
‖u‖2H1(Ω) −
1
2
‖δ‖2L2(Γ) +
3
2
‖ut‖2L2(Ω) +
3
2
‖δt‖2L2(Γ)
+
(
1− β
8
)
‖u‖2H1(Ω) +
(
2
1− β
)
‖h‖2L2(Ω) +
(
1− β
8
)
‖u‖2H1(Ω)
+
(
2ω2
1− β
)
‖ut‖2L2(Ω) +
1
2
‖δ‖2L2(Γ) +
ν2
2
‖δt‖2L2(Γ) +
(
1− β
4
)
‖u‖2H1(Ω)
+
(
4c2Γ
1− β
)
‖δt‖2L2(Γ)
= −E(t) +
(
3
2
+
2ω2
1− β
)
‖ut(t)‖2L2(Ω) +
(
3 + ν2
2
+
4c2Γ
1− β
)
‖δt(t)‖2L2(Γ)
+
(
2
1− β
)
‖h(t)‖2L2(Ω) + Cf .
Isso conclui a Etapa 2.
Etapa 3. Conclusa˜o: Levando em conta que
E ′(t) ≤ −ω‖ut‖2L2(Ω) − ν‖δt‖2L2(Γ) +
∫
Ω
hu
≤ −ω
2
‖ut‖2L2(Ω) − ν‖δt‖2L2(Γ) +
1
2ω
‖h(t)‖2L2(Ω),
escolhemos
α = min
{
α0,
ω
2
(3
2
+
2ω2
1− β
)−1
, ν
(3 + ν2
2
+
4c2Γ
1− β
)−1}
. (3.29)
Assim
E ′α(t) = E ′(t) + αΦ′(t)
≤ −ω
2
‖ut‖2L2(Ω) − ν‖δt‖2L2(Γ) +
1
2ω
‖h‖2L2(Ω) − αE(t)
+ α
(
3
2
+
2ω2
1− β
)
‖ut(t)‖2L2(Ω) + α
(
3 + ν2
2
+
4c2Γ
1− β
)
‖δt(t)‖2L2(Γ)
+ α
(
2
1− β
)
‖h(t)‖2L2(Ω) + αCf .
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Como α ≤ α0 ≤ β02 ≤
1−β
2
2
= 1−β
4
, tem-se
E ′α(t) ≤ −
ω
2
‖ut‖2L2(Ω) − ν‖δt‖2L2(Γ) +
1
2ω
‖h‖2L2(Ω) − αE(t)
+
ω
2
‖ut‖2L2(Ω) + ν‖δt‖2L2(Γ) +
1
2
‖h‖2L2(Ω) + αCf
≤ −αE(t) +
(1
2
+
1
2ω
)
‖h(t)‖2L2(Ω) + αCf .
Defina Cω =
1
2
+ 1
2ω
. Assim, usando (3.26) podemos ver que
E ′α(t) ≤ −
2α
3
Eα(t) + α
3
Cf + CΩ‖h‖2L2(ω) + αCf
≤ −2α
3
Eα(t) + Cω‖h(t)‖2L2(Ω) +
4α
3
Cf ,
e pela desigualdade de Gronwall (preliminares),
Eα(t) ≤ Eα(τ)e− 2α3 (t−τ) + Cω
∫ t
τ
e−
2α
3
(t−s)‖h(s)‖2L2(Ω)ds+
4α
3
Cf
∫ t
τ
e−
2α
3
(t−s)ds
≤ Eα(τ)e− 2α3 (t−τ) + Cω
∫ t
τ
e−
2α
3
(t−s)‖h(s)‖2L2(Ω)ds+ 2Cf .
Usando novamente (3.26), e definindo σ1 = 2α/3, obtemos que
E(t) ≤ 2Eα(t) + Cf
≤ 2Eα(τ)e−σ1(t−τ) + 2Cω
∫ t
τ
e−σ1(t−s)‖h(s)‖2L2(Ω)ds+ 4Cf + Cf
≤ 2
(
3
2
E(τ) + 1
2
Cf
)
e−σ1(t−τ) + 2Cω
∫ t
τ
e−σ1(t−s)‖h(s)‖2L2(Ω)ds+ 5Cf
≤ 3E(τ)e−σ1(t−τ) + 2Cω
∫ t
τ
e−σ1(t−s)‖h(s)‖2L2(Ω)ds+ 6Cf .
Portanto, segue (3.25).
Observac¸a˜o 3.4.3. Combinando (3.25) com (3.23)-(3.24), existem C1, C2, C3 > 0 tais
que, para qualquer z ∈ H,
‖U(t, τ)z‖2H ≤ C1
(
1 + ‖z‖4H
)
e−σ1(t−τ) + C2
∫ t
τ
e−σ1(t−s)‖h(s)‖2L2(Ω)ds+ C3Cf , (3.30)
para todo par τ ≤ t.
A pro´xima estimativa vai comparar duas soluc¸o˜es do problema (3.3)-(3.7) afim de
auxiliar na demonstrac¸a˜o da compacidade assinto´tica.
52 3 Atrator pullback para equac¸a˜o da onda com fronteira acu´stica
Lema 3.4.4. Dados quaisquer z1τ , z
2
τ ∈ H. Temos que existe σ2 > σ1, tal que
‖U(t, τ)z1τ − U(t, τ)z2τ‖2H ≤ 3‖z1τ − z2τ‖2He−σ2(t−τ) + Ct,τ
∫ t
τ
‖u1(s)− u2(s)‖2L4(Ω)ds
+ 4
∫ t
τ
∫
Ω
(
f(u2)− f(u1))(u1t − u2t ) dxds, (3.31)
onde U(t, τ)ziτ =
(
ui(t), ∂tu
i(t), δi(t), ∂tδ
i(t)
)
e Ct,τ > 0 e´ uma constante.
Demonstrac¸a˜o. A prova e´ dividida em treˆs etapas.
Etapa 1. Denote w = u1 − u2 e ζ = δ1 − δ2. Enta˜o ξ, ζ satisfazem
wtt −∆w + w + ωwt = f(u2)− f(u1), x ∈ Ω, t ≥ τ, (3.32)
ζtt + νζt + ζ = −wt, x ∈ Γ, t ≥ τ, (3.33)
ζt = ∂nw, x ∈ Γ, t ≥ τ, (3.34)
com condic¸o˜es iniciais
ξ(x, τ) = u1(x, τ)− u2(x, τ), ∂tξ(x, t)|t=τ = u1t (x, τ)− u2t (x, τ), x ∈ Ω,
ζ(x, τ) = δ1(x, τ)− δ2(x, τ), ∂tζ(x, t)|t=τ = δ1t (x, τ)− δ2t (x, τ), x ∈ Γ.
Defina o seguinte funcional
G(t) =
1
2
∥∥(w(t), wt(t), ζ(t), ζt(t))∥∥2H,
para todo t ≥ τ . Enta˜o, multiplicando (3.32) por wt, multiplicando (3.33) por ζt e usando
(3.34), deduzimos que
G′(t) = −ω‖wt‖2L2(Ω) − ν‖ζt‖2L2(Γ) +
∫
Ω
(
f(u2)− f(u1))wt dx. (3.35)
Etapa 2. Agora, definimos a energia perturbada por
Gη(t) = G(t) + ηΨ(t), η ≥ 0,
onde
Ψ(t) =
∫
Ω
w(t)wt(t) dx+
∫
Γ
ζ(t)ζt(t) dγ +
∫
Γ
w(t)ζ(t) dγ.
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Note que,
|Ψ(t)| ≤
∣∣∣∣∫
Ω
w(t)wt(t)
∣∣∣∣+ ∣∣∣∣∫
Γ
ζ(t)ζt(t)
∣∣∣∣+ ∣∣∣∣∫
Γ
w(t)ζ(t)
∣∣∣∣
≤ ‖w‖L2(Ω)‖wt‖L2(Ω) + ‖ζ‖L2(Γ)‖ζt‖L2(Γ) + ‖w‖L2(Γ)‖ζ‖L2(Γ)
≤ 1
2
‖w‖2L2(Ω) +
1
2
‖wt‖2L2(Ω) +
1
2
‖ζ‖2L2(Γ) +
1
2
‖ζt‖2L2(Γ) + cΓ‖w‖H1(Ω)‖ζ‖L2(Γ)
≤ 1
2
‖w‖2L2(Ω) +
1
2
‖wt‖2L2(Ω) +
1
2
‖ζ‖2L2(Γ) +
1
2
‖ζt‖2L2(Γ) +
c2Γ
2
‖w‖2H1(Ω) +
1
2
‖ζ‖2L2(Γ)
≤ (1 + c2Γ)G(t).
Assim, desde que η < η0 =
1
2(1+c2Γ)
,
Gη(t) = G(t) + ηΨ(t) ≤ G(t) + η(1 + c2Γ)G(t) ≤
3
2
G(t),
para todo t ≥ τ , e
Gη(t) ≥ G(t)− η(1 + c2Γ)G(t) ≥
1
2
G(t),
para todo t ≥ τ . Isto e´, sempre que η ∈ [0, η0],
1
2
G(t) ≤ Gη(t) ≤ 3
2
G(t), (3.36)
para todo t ≥ τ .
Etapa 3. Procedendo como na prova do Lema 3.4.2 (Lema anterior), podemos ver que
Ψ′(t) ≤ −G(t) +
(
3
2
+ ω2
)
‖wt‖2L2(Ω) +
(
3 + ν2
2
+ 4c2Γ
)
‖ζt‖2L2(Γ)
+
∫
Ω
(
f(u2)− f(u1))w dx. (3.37)
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De fato,
Ψ′(t) ≤
∫
Ω
wttw + ‖wt‖2L2(Ω) +
∫
Γ
ζttζ + ‖ζt‖2L2(Γ) +
∫
Γ
wtζ +
∫
Γ
ζtw
≤
∫
Ω
w
(
∆w − w − ωwt + f(u2)− f(u1)
)
+ ‖wt‖2L2(Ω)
+
∫
Γ
ζ
(− νζt − ζ − wt)+ ‖ζt‖2L2(Γ) + ∫
Γ
wtζ +
∫
Γ
ζtw
≤ −‖w‖2H1(Ω) − ω
∫
Ω
wtw +
∫
Ω
(
f(u2)− f(u1))w + ‖wt‖2L2(Ω)
− ‖ζ‖2L2(Γ) − ν
∫
Γ
ζζt + ‖ζt‖2L2(Γ) + 2
∫
Γ
ζtw
≤ −‖w‖2H1(Ω) − ‖ζ‖2L2(Γ) +
1
4
‖w‖2H1(Ω) + ω2‖wt‖2L2(Ω) + ‖wt‖2L2(Ω) + ‖ζt‖2L2(Γ)
+
1
2
‖ζ‖2L2(Γ) +
ν2
2
‖ζt‖2L2(Γ) +
1
4
‖w‖2H1(Ω) + 4c2Γ‖ζt‖2L2(Γ)
+
∫
Ω
(
f(u2)− f(u1))w
≤ −G(t) +
(
3
2
+ ω2
)
‖wt‖2L2(Ω) +
(
3 + ν2
2
+ 4c2Γ
)
‖ζt‖2L2(Γ)
+
∫
Ω
(
f(u2)− f(u1))w.
Etapa 4. Em vista de (3.35), escolhendo
η = min
{
η0, ω
(
3
2
+ ω2
)−1
, ν
(
3 + ν2
2
+ 4c2Γ
)−1}
, (3.38)
Conclu´ımos que
Gη(t) ≤Gη(τ)e−
2η
3
(t−τ) + sup
s∈[τ,t]
k(τ, s)
∫ t
τ
e−
2η
3
(t−s)‖w(s)‖2L4(Ω) ds
+
∫ t
τ
e−
2η
3
(t−s)
∫
Ω
(
f(u2(s))− f(u1(s)))wt(s) dxds,
onde k(τ, t) = C ′′
(
1 + ‖U(t, τ)z1τ‖2H + ‖U(t, τ)z2τ‖2H
)
, para alguma constante positiva
C ′′ > 0. De fato, observe que,
G′η(t) ≤ −ηG(t) +
∫
Ω
(
f(u2(t))− f(u1(t)))w(t) dx
+
∫
Ω
(
f(u2(t))− f(u1(t)))wt(t) dx. (3.39)
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Com efeito, de (3.35) e de (3.37),
G′η(t) = G
′(t) + ηΨ′(t) ≤ −ηG(t) +
(
η
(3
2
+ ω2
)
− ω
)
‖wt‖2L2(Ω)
+
(
η
(3 + ν2
2
+ 4c2Γ
)
− ν
)
‖ζt‖2L2(Γ) +
∫
Ω
(
f(u2)− f(u1))w
+
∫
Ω
(
f(u2)− f(u1))wt.
Logo, pela escolha do (3.38), segue a estimativa (3.39). Usando (3.8), para alguma
constante C > 0,∫
Ω
(
f(u2(t))− f(u1(t)))w(t) dx ≤ ∫
Ω
C(1 + |u2|2 + |u1|2)|w|2
≤ C ′(1 + ‖u1(t)‖2L4(Ω) + ‖u2(t)‖2L4(Ω))‖w(t)‖2L4(Ω)
≤ C ′′(1 + ‖u1(t)‖2H1(Ω) + ‖u2(t)‖2H1(Ω))‖w(t)‖2L4(Ω)
≤ C ′′(1 + ‖U(t, τ)z1τ‖2H + ‖U(t, τ)z2τ‖2H)‖w(t)‖2L4(Ω)
= k(τ, t) ‖w(t)‖2L4(Ω),
Pela equivaleˆncia das energias (3.36), obtemos que
G′η(t) ≤ −
2η
3
Gη(t) + k(τ, t)‖w‖2L4(Ω) +
∫
Ω
(
f(u2)− f(u1))wt.
Pelo lema de Gronwall
Gη(t) ≤Gη(τ)e−
2η
3
(t−τ) + sup
s∈[τ,t]
k(τ, s)
∫ t
τ
e−
2η
3
(t−s)‖w(s)‖2L4(Ω) ds
+
∫ t
τ
e−
2η
3
(t−s)
∫
Ω
(
f(u2(s))− f(u1(s)))wt(s) dxds.
Finalmente, comparando (3.29) e (3.38) observamos que α < η. Assim, escolhendo
2η
3
= σ2 conclu´ımos que σ1 < σ2 e usando (3.36) para substituir Gη(t) por G(t) chegamos
em
G(t) ≤ 3G(τ)e−σ2(t−τ) + 2 sup
s∈[τ,t]
k(τ, s)
∫ t
τ
e−σ2(t−s)‖w(s)‖2L4(Ω) ds
+ 2
∫ t
τ
e−σ2(t−s)
∫
Ω
(
f(u2(s))− f(u1(s))
)
wt(s) dxds.
Portanto, (3.31) esta´ satisfeita, onde Ct,τ = 4 sup
s∈[τ,t]
k(τ, s). Aqui estamos usando que
G(t) = 1
2
‖U(t, τ)z1τ − U(t, τ)z2τ‖2H e que e−σ2(t−s) < 1 para todo s ∈ [t, τ ].
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3.5 Existeˆncia do atrator pullback
Motivados pela estimava (3.30), primeiro vamos definir os elementos a` serem atra´ıdos
pela famı´lia absorvente e consequentemente atra´ıdos pelo atrator. Mais precisamente, seja
σ1 > 0 dado pelos Lemas 3.4.2 e 3.4.4. Defina
R0 =
{
ρ : R→ [0,∞) | lim
τ→−∞
eσ1τρ(τ)4 = 0
}
. (3.40)
Enta˜o podemos definir um famı´lia de subconjuntos limitados deH da seguinte forma
D̂ =
{
D(t) | D(t) ⊂ B(0, ρDˆ(t)), D(t) 6= ∅, ∀ t ∈ R, ρD̂ ∈ R0
}
, (3.41)
onde B(0, r) =
{
z ∈ H | ‖z‖H ≤ r}. Assim, nosso universo sera´ definido pela colec¸a˜o de
todas as famı´lias da forma (3.41), isto e´,
D = {D̂ | D̂ satisfaz (3.41)}. (3.42)
Teorema 3.5.1. Suponha que as hipo´teses (3.8) e (3.9) sa˜o satisfeitas e que (3.10) e´
satisfeita com σ0 ≤ σ1. Enta˜o o processo gerado pelo sistema (3.3)-(3.7) possui um D-
atrator pullback minimal. Adicionalmente, se σ0 <
σ1
2
, enta˜o esse atrator pertence ao
universo D.
Demonstrac¸a˜o. Primeiramente, para σ0 ≤ σ1, provaremos a existeˆncia de uma famı´lia D-
absorvente pullback B̂0 para o processo U(t, τ) (vide Lema 3.5.2). Segundo, mostraremos
a compacidade D-assinto´tica do processo associado ao problema (vide Lema 3.5.4). Enta˜o
a existeˆncia de um D-atrator pullback minimal Â seguira´ do Teorema 2.3.9 . Agora, se
σ0 < σ1/2, veremos que B̂0 ∈ D (vide Lema 3.5.2). Enta˜o, como D e´ fechado por inclusa˜o,
segue da parte final do Teorema 2.3.9 que Â ∈ D.
Lema 3.5.2. Se σ0 ≤ σ1 enta˜o o processo gerado pelo problema (3.3)-(3.4) tem uma
famı´lia D-absorvente pullback, denotada por B̂0. Mais precisamente, a famı´lia B̂0 e´ dada
por bolas fechadas B(0, ρ(t)), onde
|ρ0(t)|2 = C2
∫ t
−∞
e−σ0(t−s)‖h(s)‖2L2(Ω)ds+ C3Cf + 1, (3.43)
com t percorrendo R. Mais ainda, se σ0 < σ1/2, enta˜o B̂0 ∈ D, ou seja, a famı´lia B̂0
pertence ao universo D.
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Demonstrac¸a˜o. Seja D̂ uma famı´lia arbitra´ria D. Enta˜o para qualquer par τ ≤ t e
qualquer zτ ∈ D(τ), obtemos, de (3.30), que
‖U(t, τ)zτ‖2H ≤ C1(1 + ‖zτ‖4H) + C2
∫ t
τ
e−σ1(t−s)‖h(s)‖2L2(Ω)ds+ C3Cf
≤ C1
(
1 + ρD̂(τ)
4
)
e−σ1(t−τ) + C2
∫ t
τ
e−σ1(t−s)‖h(s)‖2L2(Ω)ds+ C3Cf .
Como σ0 ≤ σ1, podemos escrever∫ t
τ
e−σ1(t−s)‖h(s)‖2L2(Ω) ds ≤
∫ t
τ
e−σ0(t−s)‖h(s)‖2L2(Ω) ds,
para qualquer t ≥ τ. Logo
‖U(t, τ)zτ‖2H ≤ C1
(
1 + ρD̂(τ)
4
)
e−σ1(t−τ) + C2
∫ t
τ
e−σ0(t−s)‖h(s)‖2L2(Ω) ds+ C3Cf
≤ C1
(
1 + ρD̂(τ)
4
)
e−σ1(t−τ) + C2
∫ t
−∞
e−σ0(t−s)‖h(s)‖2L2(Ω) ds+ C3Cf
≤ C1
(
1 + ρD̂(τ)
4
)
e−σ1(t−τ) + ρ0(t)2 − 1. (3.44)
Pela condic¸a˜o (3.40), para cada t fixado,
lim
τ→−∞
C1
(
1 + ρD̂(τ)
4
)
e−σ1(t−τ) = 0.
Portanto existe T
(
t, D̂
) ≤ t tal que
U(t, τ)D(τ) ⊂ B0(t), ∀ τ < T
(
t, D̂
)
.
Isso mostra que B̂0 e´ uma famı´lia D-absorvente pullback. Resta mostrar que B̂0 ∈ D,
para tal, de (3.43), podemos ver que
|ρ0(τ)|2e
σ1
2
τ = C2e
−(σ0−σ12 )τ
∫ τ
−∞
eσ0s‖h(s)‖2L2(Ω)ds+ (C3Cf + 1)e
σ1
2
τ .
Como ∫ τ
−∞
eσ0s‖h(s)‖2L2(Ω)ds,
decresce quando τ → −∞, temos que
|ρ0(τ)|2e
σ1
2
τ → 0,
quando τ → −∞. Portanto ρ0 satisfaz (3.40) e consequentemente B̂0 ∈ D.
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Observac¸a˜o 3.5.3. Uma estimativa u´til e´ a seguinte. Para todo par τ < t e todo zτ ∈
D(τ), segue, de (3.44), que
‖U(t, τ)zτ‖2H ≤ C1
(
1 + |ρD̂(τ)|4
)
+ |ρ0(t)|2. (3.45)
Lema 3.5.4. O processo U(t, τ) e´ D-assintoticamente compacto no sentido pullback.
Demonstrac¸a˜o. Primeiro, note que do Lema 3.5.2 sabemos que o processo U(t, τ) admite
uma familia D-absorvente pullback B̂0 ∈ D. Agora observe que do Lema 3.4.4, para
quaisquer z1τ , z
2
τ ∈ B0(τ), tem-se
‖U(t, τ)z1τ − U(t, τ)z2τ‖2H ≤ 3‖z1τ − z2τ‖2He−σ2(t−τ) + Ct,τ
∫ t
τ
‖u1(s)− u2(s)‖2L4(Ω)ds
+ 4
∫ t
τ
∫
Ω
(
f(u2)− f(u1))(u1t − u2t ) dxds
≤ 3(2|ρ0(τ)|)2e−σ2(t−τ) + Ct,τ ∫ t
τ
‖u1(s)− u2(s)‖2L4(Ω)ds
+ 4
∫ t
τ
∫
Ω
(
f(u2)− f(u1))(u1t − u2t ) dxds, (3.46)
onde Ct,τ = 2 sup
s∈[τ,t]
k(τ, s) e (ui(t), uit(t), δ
i(t), δit(t)) denota o fluxo U(t, τ)z
i
τ . Note que, de
(3.45),
k(τ, t) = C ′′
(
1 + ‖U(t, τ)z1τ‖2H + ‖U(t, τ)z2τ‖2H
)
<∞, para todo t ≥ τ.
Note que, de (3.43),
|ρ0(τ)|2e−σ2(t−τ) = e(σ2−σ0)τ
(∫ τ
−∞
eσ0s‖h(s)‖2L2(Ω)ds+ C3Cf + 1
)
e−σ2t, τ ≤ t.
Feito essas considerac¸o˜es, dados t ∈ R e  > 0 existe τ = τ(t, B̂0, ) tal que
12|ρ0(τ)|2e−σ2(t−τ) < 
2
2
.
Definimos Ψ : B0(τ)×B0(τ)→ R por
Ψ(z1, z2) = 2
(
Ct,τ
∫ t
τ
‖u1(s)− u2(s)‖2L4(Ω)ds
) 1
2
(3.47)
+ 8
∣∣∣∣∫ t
τ
∫
Ω
(
f(u2)− f(u1)
)(
∂tu1 − ∂tu2
)
ds
∣∣∣∣ 12 . (3.48)
Assim, de (3.46), vemos que
‖U(t, τ)y − U(t, τ)z‖H ≤ + Ψ(y, z),
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para todo y, z ∈ B0(τ). Pelo Teorema 2.3.11, resta mostrar que Ψ e´ uma func¸a˜o contra-
tiva sobre B0(τ). De fato, seja {zn} uma sequeˆncia de B0(τ). Observe que, de (3.45),
obtemos
‖U(s, τ)zn‖H ≤
(
C1(1 + |ρ0(τ)|4) + |ρ0(t)|2
) 1
2
<∞,
para todo s ∈ [τ, t]. Consequentemente, ‖un‖L2(τ,t;H1(Ω)) e ‖∂tun‖L2(τ,t;L2(Ω)) sa˜o limita-
das. Lembrando que U(s, τ)zn =
(
un(s)∂tun(s), δn(s), ∂tδn(s)
)
. Pela imersa˜o compacta
de H1(Ω) em L4(Ω), em L2(Ω) e em L5(Ω), e aplicando o Teorema 1.0.8 conhecido com
Teorema de Aubin-Lions, existe uma func¸a˜o u e uma subsequeˆncia {unk} tal que
unk → u fortemente em L2(τε, t;L2(Ω)),
unk → u fortemente em L2(τε, t;L5(Ω)).
Note que, como L2(τ, t;L
2(Ω)) e´ reflexivo, logo
∂tunk ⇀ ∂tu fracamente em L
2(τ, t;L
2(Ω)).
Desta maneira, a subsequeˆncia correspondente {znk} e´ tal que a primeira parte de
Ψε(znl , znk) converge para zero, isto e´, {unk} e´ uma sequeˆncia de Cauchy em L2(τε, t;L4(Ω)),
ou melhor,
lim
k→∞
lim
l→∞
∫ t
τ
‖unk(s)− unl(s)‖2L4(Ω)ds = 0.
A segunda parte de Ψ(znk , znl) envolve os termos com crescimento cr´ıtico e portanto
apresentam um certa dificuldade. Observe que∫ t
τ
∫
Ω
(
f(unl)− f(unk)
)(
∂tunk − ∂tunl
)
dxds = I1(k, l) + I2(k, l) + I3(k, l),
onde
I1(k, l) = −
∫
Ω
[
F (unk(t)) + F (unl(t))
]
dx,
I2(k, l) =
∫
Ω
[
F (unk(τ)) + F (unl(τ))
]
dx,
I3(k, l) =
∫ t
τ
∫
Ω
[
f(unk(s))∂tunl(s) + f(unl(s))∂tunk(s)
]
dxds.
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Com efeito∫ t
τ
∫
Ω
(
f(unl)− f(unk)
)(
∂tunk − ∂tunl
)
dxds
=
∫ t
τ
∫
Ω
(
f(unl)∂tunk − f(unl)∂tunl − f(unk)∂tunk + f(unk)∂tunl
)
dxds
=
∫ t
τ
∫
Ω
(
f(unl)∂tunk −
d
dt
F (unl)−
d
dt
F (unk) + f(unk)∂tunl
)
dxds
=
∫
Ω
[− F (unl(t)) + F (unl(τ))] dx+ ∫
Ω
[− F (unk(t)) + F (unk(τ))] dx
+
∫ t
τ
∫
Ω
(
f(unl)∂tunk + f(unk)∂tunl
)
dxds.
Note que, de (3.9), segue que |F (u)| ≤ C(1 + |u|4), u ∈ R portanto F satisfaz a
condic¸a˜o de caratheodory e pelo Teorema 1.0.18 obtemos que o operador Nemytskii NF :
L5(Ω) → L 54 (Ω) e´ cont´ınuo. Como L 54 ↪→ L1 e unk → u fortemente em L2(τ, t;L5(Ω)),
obtemos que
‖F (unk)(x, t)‖L1(Ω) → ‖F (u)(x, t)‖L1(Ω),
‖F (unk)(x, τ)‖L1(Ω) → ‖F (u)(x, τ)‖L1(Ω),
ou seja,
lim
k→∞
lim
l→∞
[
I1(k, l) + I2(k, l)
]
= −2
∫
Ω
F (u(t))dx+ 2
∫
Ω
F (u(τ))dx.
Por outro lado, como |f(u)| ≤ C(1 + |u|3), obtemos que a na˜o linearidade f satisfaz
a condic¸a˜o de caratheodory e pelo Teorema 1.0.18 obtemos que o operador Nemytskii
Nf : L
6(Ω)→ L2(Ω) leva conjuntos limitados em conjuntos limitados. Agora, defina
Gl(s) =
∫
Ω
f(unl(s))∂tunk(s) dx e G(s) =
∫
Ω
f(u(s))∂tunk(s) dx.
Observe que
|Gl(s)| ≤
(∫
Ω
|f(unl(s))|2 dx
) 1
2
(∫
Ω
|∂tunk(s)|2 dx
) 1
2
.
Logo, usando que o operador Nf leva limitados em limitados e o fato de que
‖∂tun‖L2(τ,t;L2(Ω)) e´ limitado, obtemos que
|Gl(s)| ≤M, quase sempre em [τε, t].
Provemos que Gl(s)→ G(s) quase sempre em [τε, t] quando l→∞. De fato:
|Gl(s)−G(s)| ≤
∫
Ω
|f(unl(s))− f(u(s))| |∂tunk(s)| dx→ 0,
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quase sempre em [τε, t] e quando l → ∞. Portanto pelo teorema da convergeˆncia domi-
nada, ∫ t
τε
Gl(s)ds→
∫ t
τε
G(s)ds quando l→∞.
Assim, pelo fato de que ∂tunk ⇀ ∂tu em L
2(τε, t;L
2(Ω)), na˜o e´ dif´ıcil de ver que
lim
k→∞
[
lim
l→∞
∫ t
τε
∫
Ω
f(unl)∂tunkdxds
]
=
∫ t
τε
∫
Ω
f(u)∂tudxds
= lim
l→∞
[
lim
k→∞
∫ t
τε
∫
Ω
f(unl)∂tunkdxds
]
.
Consequentemente,
lim
k→∞
[
lim
l→∞
I3(k, l)
]
= 2
∫ t
τ0
∫
Ω
f(u(s))∂tu(s)dxds
= 2
∫
Ω
F (u(t))dx− 2
∫
Ω
F (u(τ0))dx.
Enta˜o
lim
l→∞
lim
k→∞
∫ t
τ
∫
Ω
(
f(unk)− f(unl)
)(
∂tunl − ∂tunk
)
ds = 0.
Isso prova que Ψ e´ contrativa sobre B0(τ0). Portando do Teorema 2.3.11 nosso
processo e´ D-assintoticamente compacto no sentido pullback.
3.6 Semicontinuidade superior
Nesta sec¸a˜o vamos supor que a forc¸a externa h(x, t) satisfaz as seguintes condic¸o˜es
h ∈ L2loc(R, L2(Ω)) e
∫ t
−∞
e−σ0(t−s)‖h(s)‖2L2(Ω)ds < Ch, ∀ t ∈ R. (3.49)
Essas condic¸o˜es sa˜o facilmente verificadas desde que
h ∈ L2(R;L2(Ω))
⋃
L∞(R;L2(Ω)).
Enta˜o considere o seguinte problema (3.3)ε-(3.7), pore´m trocando h(x, t) por εh(x, t),
isto e´, a equac¸a˜o (3.3) e´ reescrita da seguinte forma
utt −∆u+ ωut + u+ f(u) = εh(x, t), x ∈ Ω, t ≥ τ.
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Como, vamos fazer ε → 0, podemos assumir, sem perda de generalidade, que ε ∈
[0, 1]. Enta˜o, analogamente ao que foi feito na Sec¸a˜o 3.3, o problema (3.3)ε-(3.7) gera um
processo de evoluc¸a˜o Uε(t, τ) : H → H, para cada ε ∈ [0, 1].
Observe que para ε = 0, o problema (3.3)ε-(3.7) e´ autoˆnomo e gera um C
0-semigroupo
S(t) sobre H. Como provado em [21], S(t) admite um atrator global A0. Mais ainda,
podemos ver S(t) como um processo de evoluc¸a˜o definido por U0(t, τ) = S(t− τ). Enta˜o
a famı´lia constante A0 = {A0}, para todo t ∈ R, e´ precisamente o atrator pullback mini-
mal de U0(t, τ) com respeito ao universo DF de famı´lias constantes D̂ = {D(t)}t∈R onde
D(t) = D e´ um subconjunto limitado do espac¸o de fase H para todo t ∈ R. Veja Lema
2.3.12.
Feitas essas considerac¸o˜es, vamos provar que a famı´lia de absorventes, definida no
Lema 3.5.2, pode ser escolhida independente de t e ε. Com efeito, de (3.43) e (3.49),
|ρε(t)|2 ≤ C2Ch + C3Cf + 1, ∀ t ∈ R, ∀ ε ∈ [0, 1].
Portanto, definindo R = C2Ch + C3Cf + 1, vemos que
B̂ε = {Bε(t)}t∈R com Bε(t) = B(0, R),
e´ uma famı´lia absorvente para o processo Uε(t, τ), que absorve todos os limitados de H.
Em particular, B̂ε ∈ D, mas observe que D na˜o e´ fechado por inclusa˜o.
Sobre essas considerac¸o˜es,
Teorema 3.6.1. A famı´lia de D-atratores pullback Aε e´ semicont´ınua superiormente
quando ε→ 0, isto e´,
lim
ε→0
dist
(
Aε(t), A0
)
= 0,
para todo t ∈ R.
Demonstrac¸a˜o. Vamos aplicar a Proposic¸a˜o 2.3.14. Portanto, devemos provar que
(i) Existe δ > 0 e t0 ∈ R tal que
B =
⋃
∈(0,δ)
⋃
s≤t0
A(s) e´ limitado.
(ii) Para todo t ∈ R, todo T ≥ 0, e todo conjunto limitado D ⊂ H,
lim
ε→0
(
sup
τ∈[t−T,t], z∈D
‖Uε(t, τ)z − U0(t, τ)z‖H
)
= 0.
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A condic¸a˜o (i) e´ satisfeita, pois existe uma famı´lia absorvente uniformemente limi-
tada B0(t) = B(R, 0). De fato, pela invariaˆncia, Aε(t) ⊂ B(0, R) para todo t ∈ R e todo
ε ∈ [0, 1].
A fim de provar (ii), dados z ∈ D e τ ≤ t, escreva
Uε(t, τ)z =
(
u1(t), u1t (t), δ
1(t), δ1t (t)),
U0(t, τ)z =
(
u2(t), u2t (t), δ
2(t), δ2t (t)).
Enta˜o, podemos ver que w = u1 − u2 e ζ = δ1 − δ2 satisfazem o seguinte sistema
wtt −∆w + w + ωwt = f(u2)− f(u1) + εh, x ∈ Ω, t ≥ τ,
ζtt + ζ + νζt = −wt, x ∈ Γ, t ≥ τ,
ζt = ∂nw, x ∈ Γ, t ≥ τ,
com condic¸o˜es iniciais nulas. Multiplicando a primeira equac¸a˜o por wt e a segunda equac¸a˜o
por ζt obtemos,
d
dt
[
‖w‖2H1(Ω) + ‖wt‖2L2(Ω) + ‖ζ‖2L2(Γ) + ‖ζt‖2L2(Γ)
]
≤ 2
∫
Ω
(
f(u2)− f(u1))wt dx+ 2ε ∫
Ω
hwt dx.
Note que,∫
Ω
(
f(u2)− f(u1))wt dx ≤ C(1 + ‖u1‖2L6(Ω) + ‖u2‖2L6(Ω))‖w‖L6(Ω)‖wt‖L2(Ω)
≤ C(t, T,D)(‖w‖2H1(Ω) + ‖wt‖2L2(Ω)),
onde C(t, T,D) depende dos tempos t, T e de D. Note tambe´m que
ε
∫
Ω
hwt dx ≤ ε2‖h(t)‖2L2(Ω) +
1
4
‖wt‖2L2(Ω),
Portanto,
d
dt
[
‖w‖2H1(Ω) + ‖wt‖2L2(Ω) + ‖ζ‖2L2(Γ) + ‖ζt‖2L2(Γ)
]
≤ C(t, T,D)(‖w‖2H1(Ω) + ‖wt‖2L2(Ω))+ ε2‖h(t)‖2L2(Ω),
e pelo Lema de Gronwall (preliminar),
‖(w(t), wt(t), ζ(t), ζt(t))‖2H ≤ ε2
∫ t
τ
eC(t,T,D)(t−s)‖h(s)‖2L2(Ω)ds,
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e consequentemente,
‖Uε(t, τ)z − U0(t, τ)z‖2H ≤ ε2
∫ t
t−T
eC(t,T,D)(t−s)‖h(s)‖2L2(Ω)ds,
para todo τ ∈ [t − T, t] e z ∈ D. Levando em conta que h e´ localmente integra´vel, o
limite (ii) esta´ satisfeito. Enta˜o a semicontinuidade superior de Aε quando ε → 0 segue
da Proposic¸a˜o 2.3.14.
Cap´ıtulo 4
Atrator uniforme para equac¸a˜o da
onda com fronteira acu´stica
4.1 Introduc¸a˜o
Neste cap´ıtulo iremos em busca de um outro tipo de atrator, chamado atrator uni-
forme, para o mesmo problema abordado no cap´ıtulo anterior. Lembrando que no cap´ıtulo
anterior estudamos o comportamento das soluc¸o˜es do seguinte problema na˜o autoˆnomo:
utt −∆u+ ωut + u+ f(u) = h(t), x ∈ Ω, t ≥ τ, (4.1)
δtt + νδt + δ = −ut, x ∈ Γ, t ≥ τ, (4.2)
δt = ∂nu, x ∈ Γ, t ≥ τ, (4.3)
u(x, τ) = u0τ (x), ut(x, τ) = u
1
τ (x), x ∈ Ω, (4.4)
δ(x, τ) = δ0τ (x), δt(x, τ) = δ
1
τ (x), x ∈ Γ. (4.5)
onde a forc¸a externa h pertence ao espac¸o L2loc(R;L2(Ω)). No cap´ıtulo anterior foi adotado
um ponto de vista da dinaˆmica pullback. Uma outra abordagem interessante dos sistemas
na˜o autoˆnomos e´ a teoria dos atratores uniformes. Neste caso devemos considerar uma
famı´lia de problemas onde todas as forc¸as externas pertencem a envolto´ria H(g), de uma
forc¸a externa inicial dada g, gerada por todas as translac¸o˜es no tempo dessa forc¸a inicial
e depois tomar o fecho dessas translac¸o˜es em um topologia apropriada. Sobre certas
condic¸o˜es em f e g obtemos a existeˆncia de um atrator uniforme forte segundo a Definic¸a˜o
2.4.31.
Este cap´ıtulo esta´ dividido da seguinte forma, num primeiro instante, fixamos as
hipo´teses e as notac¸o˜es preliminares. Na Sec¸a˜o 4.3 exibimos um resultado de existeˆncia e
unicidade global do problema e por fim apresentamos algumas desigualdades importantes
e demonstramos a existeˆncia do atrator uniforme forte.
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4.2 Hipo´teses e notac¸o˜es preliminares
Como na Sec¸a˜o 3.2, suponha que o termo na˜o linear f ∈ C1(R) e´ tal que
|f ′(u)| ≤ C(1 + |u|2) (4.6)
para todo u ∈ R e para alguma constante C > 0. Admita que existem β ∈ (0, 1) e mf > 0
tais que
F (u) ≥ −β
2
u2 −mf e f(u)u− F (u) ≥ −β
2
u2 −mf , ∀ u ∈ R, (4.7)
onde
∫ u
0
f(s)ds. Vamos supor que a forc¸a externa inicial g ∈ L2loc(R;L2(Ω)) seja de
translac¸a˜o limitada, isto e´, g ∈ L2b(R;L2(Ω)). Defina a envolto´ria fraca da forc¸a inicial g
como na Definic¸a˜o 2.4.20,
H(g) = O(g)L
2
loc,w(R;L
2(Ω))
= {T (s)g, s ∈ R}L
2
loc,w(R;L
2(Ω)) ⊂ L2b(R;L2(Ω)),
onde T : H(g)→ H(g) e´ o grupo de translac¸o˜es.
Observac¸a˜o 4.2.1. Como vimos na Sec¸a˜o 2.4, desde que h ∈ L2b(R;L2(Ω)) enta˜o
sup
t∈R
∫ t+1
t
‖h(s)‖2L2(Ω)ds = ‖h‖2L2b(R;L2(Ω)) <∞.
Assim, pelo Lema 2.4.1, para qualquer ν > 0 e qualquer t ∈ R,∫ t
−∞
e−ν(t−s)‖h(s)‖2L2(Ω) ≤
1
1− e−ν supτ∈R
[∫ τ+1
τ
‖h(s)‖2L2(Ω)ds
]
<∞, (4.8)
para todo h ∈ H(g).
4.3 Existeˆncia e unicidade
A existeˆncia e unicidade do problema (4.1)-(4.3) ja´ foi estudada no cap´ıtulo anterior
no caso em que a forc¸a externa h ∈ L2loc(R;L2(Ω)). Agora estamos considerando uma
famı´lia de problemas indexadas por h ∈ H(g). Como anteriormente, considere o seguinte
espac¸o de fase
H = H1(Ω)× L2(Ω)× L2(Γ)× L2(Γ).
Assim, segue o seguinte teorema de boa colocac¸a˜o.
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Teorema 4.3.1. Suponha que f ∈ C1(R) satisfaz
|f ′(u)| ≤ C(1 + |u|2) e lim inf
|u|→∞
f(u)
u
> −1.
Suponha tambe´m que g seja de translac¸a˜o limitada. Enta˜o, dados um tempo inicial τ ∈ R,
um dado inicial zτ = (u
0
τ , u
1
τ , δ
0
τ , δ
1
τ ) ∈ H e uma forc¸a externa h ∈ H(g), o problema (4.1)-
(4.3) tem uma u´nica soluc¸a˜o generalizada z = (u, ut, δ, δt) satisfazendo
z ∈ C0([τ,∞);H).
Se zτ = (u
0
τ , u
1
τ , δ
0
τ , δ
1
τ ) ∈ H1 = {w ∈ H2(Ω) ×H1(Ω) ×H1/2(Γ) ×H1/2(Γ)|∂nw1 = w4} e
h ∈ H1loc(R;L2(Ω)) enta˜o a soluc¸a˜o acima e´ uma soluc¸a˜o regular, ou seja, satisfaz
z ∈ C0([τ,∞);H1) ∩ C1([τ,∞);H).
Ale´m disso, se zi(t) = (ui(t), uit(t), δ
i(t), δit(t)), i = 1, 2, sa˜o duas soluc¸o˜es generalizadas
do problema (4.1)-(4.3), enta˜o para todo T > τ ,
‖z1(t)− z2(t)‖2H ≤ ec0(T−τ)‖z1(τ)− z2(τ)‖2H, (4.9)
para todo t ∈ [τ, T ], onde c0 e´ uma constante que depende dos dados iniciais.
Demonstrac¸a˜o. Basta notar que:
h ∈ H(g) ⊂ L2b(R;L2(Ω)) ⊂ L2loc(R;L2(Ω)),
e que vale a desigualdade (4.8). Logo podemos aplicar o Teorema de existeˆncia demons-
trado na cap´ıtulo anterior, Teorema 3.3.3 e assim concluir que existe uma u´nica soluc¸a˜o
generalizada com tempo inicial τ e dado inicial zτ .
Observe que o problema
utt −∆u+ ωut + u+ f(u) = h(t), x ∈ Ω, t ≥ τ, h ∈ H(g)
δtt + νδt + δ = −ut, x ∈ Γ, t ≥ τ,
δt = ∂nu, x ∈ Γ, t ≥ τ,
u(x, τ) = u0τ (x), ut(x, τ) = u
1
τ (x), x ∈ Ω,
δ(x, τ) = δ0τ (x), δt(x, τ) = δ
1
τ (x), x ∈ Γ.
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gera uma famı´lia de processos Uh(t, τ) : H → H indexada em h ∈ H(g) e definida pelo
operador soluc¸a˜o, isto e´, para cada τ ∈ R, cada dado inicial zτ e cada forc¸a externa
h ∈ H(g) enta˜o
Uh(t, τ)zτ = z(t; τ, zτ , h) = z(t),
onde z(t) ∈ H, t ≥ τ e´ a soluc¸a˜o do problema dado pelo Teorema 4.3.1, com tempo inicial
τ , dado inicial zτ e forc¸a externa h.
Lema 4.3.2. A famı´lia de processos Uh(t, τ) : H → H associada ao problema (4.1)-(4.5),
e´ fracamente cont´ınua em H×H(g) segundo a Definic¸a˜o 2.4.28.
Demonstrac¸a˜o. Dados t ≥ τ , Suponha que
znτ = (u
0n
τ , u
1n
τ , δ
0n
τ , δ
1n
τ ) ⇀ zτ = (u
0
τ , u
1
τ , δ
0
τ , δ
1
τ ) em H,
e
hn ⇀ h em L
2
loc(R;L2(Ω)).
Agora, denote por zn(t) e z(t) as respectivas soluc¸o˜es, isto e´,
zn(t) = Uhn(t, τ)z
n
τ = (u
n(t), unt (t), δ
n(t), δnt (t)),
e
z(t) = Uh(t, τ)zτ = (u(t), ut(t), δ(t), δt(t)).
Olhando para o seguinte sistema
untt −∆un + ωunt + un + f(un) = hn(t), x ∈ Ω, t ≥ τ,
δntt + νδ
n
t + δ
n = −unt , x ∈ Γ, t ≥ τ,
δnt = ∂nu
n, x ∈ Γ, t ≥ τ,
un(x, τ) = u0nτ (x), ut(x, τ) = u
1n
τ (x), x ∈ Ω,
δn(x, τ) = δ0nτ (x), δ
n
t (x, τ) = δ
1n
τ (x), x ∈ Γ,
podemos concluir que
‖un(t)‖2H1(Ω) + ‖unt (t)‖2L2(Ω) + ‖δn(t)‖2L2(Γ) + ‖δnt (t)‖L2(Γ)
≤ C
(
‖znτ ‖2H +
∫ t
τ
‖hn(s)‖2L2(Ω) ds+ 1
)
.
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Como znτ ⇀ zτ em H e hn ⇀ h em L2loc(R;L2(Ω)), temos que
‖un(t)‖2H1(Ω) + ‖unt (t)‖2L2(Ω) + ‖δn(t)‖2L2(Γ) + ‖δnt (t)‖L2(Γ) ≤ C.
Logo conclu´ımos que
zn(t) = (un(t), unt (t), δ
n(t), δnt (t)) ⇀ z¯(t) = (u¯(t), u¯t(t), δ¯(t), δ¯t(t)) em H.
Similarmente a etapa de passagem de limite conhecida no me´todo de Galerkin,
podemos passar o limite no problema e assim conclu´ımos que z¯ e´ tambe´m uma soluc¸a˜o com
dado inicial zτ . Portanto pela unicidade z¯(t) = z(t) = Uh(t, τ)zτ , provando o desejado.
4.4 Desigualdades nota´veis
Sabendo que o processo Uh(t, τ), h ∈ H(g) ,associado ao problema (4.1)-(4.5) e´
fracamente cont´ınuo em H ×H(g), primeiramente vamos em busca do atrator uniforme
fraco, para tal provaremos um lema que e´ fundamental para exibir um conjunto absor-
vente uniforme, com respeito a` h ∈ H(g), segundo a Definic¸a˜o 2.4.27. Pore´m, queremos
exibir um atrator uniforme forte e para isso precisamos provar a compacidade assinto´tica
uniforme da famı´lia de processos, assim, tendo em vista esses objetivos vamos demonstrar
um lema crucial para verificar tal propriedade da famı´lia de processos.
As desigualdades obtidas nessa sec¸a˜o sa˜o ana´logas as desigualdades obtidas na Sec¸a˜o
3.4 . Lembrando que a energia ao longo de uma soluc¸a˜o do problema (4.1)-(4.5) e´ dada
por
E(t) = 1
2
‖u(t)‖2H1(Ω) +
1
2
‖ut(t)‖2L2(Ω) +
1
2
‖δ(t)‖2L2(Γ) +
1
2
‖δt(t)‖2L2(Γ) +
∫
Ω
F (u(t))dx,
e
E ′(t) = −ω‖ut‖2L2(Ω) − ν‖δt‖2L2(Γ) +
∫
Ω
hut dx,
para cada h ∈ H(g). Como antes, existem constantes β0, Cf , CF satisfazendo (3.23)-(3.24),
isto e´,
E(t) ≥ β0‖(u, ut, δ, δt)‖2H − Cf , t ≥ τ,
e
E(t) ≤ CF
(
1 + ‖(u, ut, δ, δt)‖4H
)
, t ≥ τ.
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O lema a seguir ira´ auxiliar na construc¸a˜o do conjunto absorvente uniforme para a
famı´lia de processos Uh(t, τ).
Lema 4.4.1. Existem constantes C1,C2,C3,σ1 > 0 tais que, para qualquer zτ ∈ H e para
qualquer h ∈ H(g),
‖Uh(t, τ)zτ‖2H ≤ C1
(
1 + ‖zτ‖4H
)
e−σ1(t−τ) +
(
C2
1− e−σ1
)
‖g‖2L2b(R;L2(Ω)) + C3Cf , (4.10)
para quaisquer t ≥ τ .
Demonstrac¸a˜o. A prova deste lema e´ similar a` prova do Lema 3.4.2, portanto iremos
demonstra-la de forma sucinta. Comec¸amos definindo a energia perturbada
Eα(t) = E(t) + αΦ(t), α > 0,
onde,
Φ(t) =
∫
Ω
u(t)ut(t) dx+
∫
Γ
δ(t)δt(t) dγ +
∫
Γ
u(t)δ(t) dγ.
Para concluir, dividimos a demonstrac¸a˜o em treˆs etapas.
Etapa 1. Existe α0 > 0 tal que
1
2
E(t)− 1
2
Cf ≤ Eα(t) ≤ 3
2
E(t) + 1
2
Cf , ∀α ∈ [0, α0]. (4.11)
Etapa 2. Podemos estimar Φ′(t) como
Φ′(t) ≤ −E(t) +
(
3
2
+
2ω2
1− β
)
‖ut(t)‖2L2(Ω) +
(
3 + ν2
2
+
4c2Γ
1− β
)
‖δt(t)‖2L2(Γ)
+
2
1− β ‖h(t)‖
2
L2(Ω) + Cf . (4.12)
Etapa 3. Conclusa˜o. Levando em conta que
E ′(t) ≤ −ω
2
‖ut‖2L2(Ω) − ν‖δt‖2L2(Γ) +
1
2ω
‖h(t)‖2L2(Ω),
escolhemos
α = min
{
α0,
ω
2
(3
2
+
2ω2
1− β
)−1
, ν
(3 + ν2
2
+
4c2Γ
1− β
)−1}
. (4.13)
Enta˜o, como α ≤ α0 ≤ (1− β)/4. Tem-se
E ′α(t) ≤ −αE(t) +
(1
2
+
1
2ω
)
‖h(t)‖2L2(Ω) + αCf .
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Defina Cω =
1
2
+ 1
2ω
. Assim, usando (4.11) podemos ver que
E ′α(t) ≤ −
2α
3
Eα(t) + Cω‖h(t)‖2L2(Ω) +
4α
3
Cf ,
e pela desigualdade de Gronwall, Lema 1.0.7,
Eα(t) ≤ Eα(τ)e− 2α3 (t−τ) + Cω
∫ t
τ
e−
2α
3
(t−s)‖h(s)‖2L2(Ω)ds+ 2Cf .
Usando novamente (4.11), e definindo σ1 = 2α/3, obtemos:
E(t) ≤ 6 E(τ)e−σ1(t−τ) + 2Cω
∫ t
τ
e−σ1(t−s)‖h(s)‖2L2(Ω)ds+ 6Cf , t ≥ τ. (4.14)
Combinando (4.14) com (3.23)-(3.24), existe C1, C2, C3 > 0 tal que, para qualquer
z ∈ H,
‖U(t, τ)z‖2H ≤ C1
(
1 + ‖z‖4H
)
e−σ1(t−τ) + C2
∫ t
τ
e−σ1(t−s)‖h(s)‖2L2(Ω)ds+ C3Cf , (4.15)
para todo par τ ≤ t. Logo, de (4.8),
‖U(t, τ)z‖2H ≤ C1
(
1 + ‖z‖4H
)
e−σ1(t−τ) +
(
C2
1− e−σ1
)
‖h‖2L2b(R;L2(Ω))ds+ C3Cf .
Finalmente, usando o item 1) da Proposic¸a˜o 2.4.21, obtemos
‖U(t, τ)z‖2H ≤ C1
(
1 + ‖z‖4H
)
e−σ1(t−τ) +
(
C2
1− e−σ1
)
‖g‖2L2b(R;L2(Ω))ds+ C3Cf ,
para todo h ∈ H(g).
O pro´ximo lema sera´ fundamental na prova da compacidade assinto´tica uniforme da
famı´lia de processos.
Lema 4.4.2. Dados quaisquer z1τ , z
2
τ ∈ H e quaisquer h1, h2 ∈ H(g). Temos que
‖Uh1(t, τ)z1τ − Uh2(t, τ)z2τ‖2H ≤ 3‖z1τ − z2τ‖2He−σ1(t−τ) + Ct,τ
∫ t
τ
‖u1(s)− u2(s)‖2L4(Ω)ds
+ 4
∫ t
τ
∫
Ω
(
f(u2(s))− f(u1(s)))(u1t (s)− u2t (s)) dxds
+ 4
∫ t
τ
e−σ1(t−s)
∫
Ω
(
h1(s)− h2(s)
)
(u1(s)− u2(s)) dxds
+ 4
∫ t
τ
e−σ1(t−s)
∫
Ω
(
h1(s)− h2(s)
)
(u1t (s)− u2t (s)) dxds,
onde Uhi(t, τ)z
i
τ =
(
ui(t), ∂tu
i(t), δi(t), ∂tδ
i(t)
)
e Ct,τ > 0 e´ uma constante.
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Demonstrac¸a˜o. A prova e´ dividida em treˆs etapas.
Etapa 1. Denote w = u1 − u2 e ζ = δ1 − δ2. Enta˜o w, ζ satisfazem
wtt −∆w + w + ωwt = f(u2)− f(u1) + h1 − h2, x ∈ Ω, t ≥ τ,
ζtt + νζt + ζ = −wt, x ∈ Γ, t ≥ τ,
ζt = ∂nw, x ∈ Γ, t ≥ τ,
com condic¸o˜es iniciais
ξ(x, τ) = u1(x, τ)− u2(x, τ), ∂tξ(x, t)|t=τ = u1t (x, τ)− u2t (x, τ), x ∈ Ω,
ζ(x, τ) = δ1(x, τ)− δ2(x, τ), ∂tζ(x, t)|t=τ = δ1t (x, τ)− δ2t (x, τ), x ∈ Γ.
Defina o seguinte funcional
G(t) =
1
2
∥∥(w(t), wt(t), ζ(t), ζt(t))∥∥2H, t ∈ R.
Enta˜o, deduzimos que
G′(t) = −ω‖wt‖2L2(Ω) − ν‖ζt‖2L2(Γ) +
∫
Ω
(
f(u2)− f(u1))wt dx+ ∫
Ω
(
h1 − h2
)
wt dx.
Etapa 2. Agora vamos definir a energia perturbada por
Gη(t) = G(t) + ηΨ(t),
onde
Ψ(t) =
∫
Ω
w(t)wt(t) dx+
∫
Γ
ζ(t)ζt(t) dγ +
∫
Γ
w(t)ζ(t) dγ.
Note que, como |Ψ(t)| ≤ (1 + c2Γ)G(t), segue que
1
2
G(t) ≤ Gη(t) ≤ 3
2
G(t), ∀ t ∈ R, ∀ η ≤ η0 = 1
2(1 + c2Γ)
. (4.16)
Procedendo como na prova do Lema 3.4.2 (Lema anterior), podemos ver que
Ψ′(t) ≤ −G(t) +
(3
2
+ ω2
)
‖wt‖2L2(Ω) +
(3 + ν2
2
+ 4c2Γ
)
‖ζt‖2L2(Γ)
+
∫
Ω
(
f(u2)− f(u1))w dx+ ∫
Ω
(
h1 − h2
)
w dx.
Em vista de G′(t), escolhendo
η = min
{
η0, ω
(3
2
+ ω2
)−1
, ν
(3 + ν2
2
+ 4c2Γ
)−1}
, (4.17)
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obtemos
G′η(t) ≤ −ηG(t) +
∫
Ω
(
f(u2(t))− f(u1(t)))w(t) dx+ ∫
Ω
(
f(u2(t))− f(u1(t)))wt(t) dx
+
∫
Ω
(
h1(t)− h2(t)
)
w(t) dx+
∫
Ω
(
h1(t)− h2(t)
)
wt(t) dx.
Usando (3.8), para alguma constante C > 0,∫
Ω
(
f(u2(t))− f(u1(t)))w(t) dx ≤ C(1 + ‖u1(t)‖2L4(Ω) + ‖u2(t)‖2L4(Ω))‖w(t)‖2L4(Ω)
≤ C(1 + ‖Uh1(t, τ)z1τ‖2H + ‖Uh2(t, τ)z2τ‖2H)‖w(t)‖2L4(Ω)
= k(τ, t) ‖w(t)‖2L4(Ω),
onde,
k(τ, t) = C
(
1 + ‖Uh1(t, τ)z1τ‖2H + ‖Uh2(t, τ)z2τ‖2H
)
, ∀τ ≤ t.
Enta˜o usando a equivaleˆncia da energia (4.16) conclu´ımos que
Gη(t) ≤Gη(τ)e−
2η
3
(t−τ) + sup
s∈[τ,t]
k(τ, s)
∫ t
τ
e−
2η
3
(t−s)‖w(s)‖2L4(Ω) ds
+
∫ t
τ
e−
2η
3
(t−s)
∫
Ω
(
f(u2(s))− f(u1(s)))wt(s) dxds
+
∫ t
τ
e−
2η
3
(t−s)
∫
Ω
(
h1(s)− h2(s)
)
w(s) dxds
+
∫ t
τ
e−
2η
3
(t−s)
∫
Ω
(
h1(s)− h2(s)
)
wt(s) dxds.
Finalmente, comparando (4.13) e (4.17) observamos que α ≤ η. Enta˜o podemos
escolher η tal que 2η
3
= σ1. Usando (4.16) para substituir Gη(t) por G(t) podemos obter
G(t) ≤ 3G(τ)e−σ1(t−τ) + 2 sup
s∈[τ,t]
k(τ, s)
∫ t
τ
e−σ1(t−s)‖w(s)‖2L4(Ω) ds
+ 2
∫ t
τ
e−σ1(t−s)
∫
Ω
(
f(u2(s))− f(u1(s))
)
wt(s) dxds.
+ 2
∫ t
τ
e−σ1(t−s)
∫
Ω
(
h1(s)− h2(s)
)
w(s) dxds
+ 2
∫ t
τ
e−σ1(t−s)
∫
Ω
(
h1(s)− h2(s)
)
wt(s) dxds.
Isto conclui a prova.
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4.5 Existeˆncia do atrator uniforme
Nesta sec¸a˜o vamos em busca do atrator uniforme. Conforme a Sec¸a˜o 2.4, vamos
exibir um atrator uniforme fraco para a famı´lia de processos Uh(t, τ), h ∈ H(g) e em
seguida mostraremos que esse atrator uniforme e´ forte no sentido da Definic¸a˜o 2.4.31,
desde que a forc¸a externa g seja de translac¸a˜o limitada e regular no tempo.
Teorema 4.5.1. Suponha que as hipo´teses (4.6)-(4.7) sa˜o satisfeitas e, tambe´m, que
g ∈ L2loc(R;L2(Ω)) seja de translac¸a˜o limitada. Considere Uh(t, τ) : H → H, h ∈ H(g)
a famı´lia de processos associados ao problema (4.1)-(4.5). Enta˜o o semigrupo extendido
associado S(t) : H × H(g) → H × H(g) admite um atrator global fraco A. Mais ainda
o atrator uniforme associado pi1A = A e´ definido por todas as soluc¸o˜es limitadas do
problema (4.1)-(4.5) com h ∈ H(g),
A =
⋃
h∈H(g)
Kh
∣∣∣
t=0
.
Demonstrac¸a˜o. Segundo o Teorema 2.4.29 precisamos mostrar que a famı´lia de processos
Uh(t, τ) : H → H, h ∈ H(g) e´ fracamente cont´ınua em H ×H(g) e admite um conjunto
limitado absorvente uniforme. Pelo Lema 4.3.2, segue que a famı´lia e´ fracamente cont´ınua.
Resta mostrar que existe um conjunto limitado uniformemente absorvente. De fato, tendo
em vista a estimativa do Lema 4.4.1, defina
R20 =
(
C2
1− e−σ1
)
‖g‖2L2b(R;L2(Ω)) + C3Cf + 1.
Em seguida, defina a seguinte bola fechada centrada na origem com raio R0,
B0 = {z ∈ H; ‖z‖H ≤ R0}.
Mostremos que B0 um conjunto uniformemente absorvente. Seja B um subconjunto
limitado de H, de (4.10), dado qualquer z ∈ B, qualquer τ ∈ R e qualquer h ∈ H(g),
‖Uh(t, τ)z‖2H ≤ C1(1 + ‖z‖4H)eσ1(t−τ) +
C2
1− e−σ1 ‖g‖
2
L2b(R;L2(Ω))
+ C3Cf
≤ C1(1 + ‖z‖4H)e−σ1(t−τ) +R20 − 1.
Como z ∈ B, tem-se que ‖z‖H e´ limitada e, portanto, existe T0 = T0(B, τ) > τ tal
que
C1(1 + ‖z‖4H)e−σ1(t−τ) ≤ 1, para todo t ≥ T0.
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Consequentemente,
‖Uh(t, τ)z‖2H ≤ R20.
Portanto, para todo τ ∈ R, todo conjunto limitado B ⊂ H, existe T0(B, τ) > τ de
modo que ⋃
h∈H(g)
Uh(t, τ)B ⊂ B0,
para todo t ≥ T0.
Logo, estamos na hipo´teses do Teorema 2.4.29, o que conclui a existeˆncia do atrator
uniforme fraco para a famı´lia de processos Uh(t, τ), h ∈ H(g).
Observac¸a˜o 4.5.2. Note que na prova do teorema anterior basta que a forc¸a externa g
seja de translac¸a˜o limitada, isto e´, na˜o precisamos que g seja regular no tempo.
Por fim chegamos ao resultado principal desse cap´ıtulo. Iremos demonstrar que
o atrator uniforme fraco para a famı´lia de processos Uh(t, τ), h ∈ H(g), associada ao
problema (4.1)-(4.5), obtido no teorema anterior e´ na verdade um atrator uniforme forte,
desde que g seja regular no tempo.
Teorema 4.5.3. Nas hipo´teses do Teorema 4.5.1 e, mais ainda, supondo que g e´ regular
no tempo. Enta˜o o atrator uniforme fraco exibido no Teorema 4.5.1 e´ um atrator uniforme
forte para a famı´lia de processos Uh(t, τ), h ∈ H(g) associada ao problema (4.1)-(4.5).
Demonstrac¸a˜o. Segundo o Teorema 2.4.33, para conclu´ırmos que o atrator uniforme fraco
e´ um atrator uniforme forte basta apenas verificar que a famı´lia de processos Uh(t, τ),
h ∈ H(g) e´ assintoticamente uniformemente compacta. Para tal, usaremos o crite´rio
introduzido no Teorema 2.4.36 e seguiremos de forma ana´loga ao Lema 3.5.4.
Na prova do Teorema 4.5.1 vimos que existe um conjunto absorvente uniforme e
limitado B0. Note que, pelo Lema 4.4.2,
‖Uh1(T, 0)z1 − Uh2(T, 0)z2‖2H ≤ 3‖z1 − z2‖2He−σ1T + CT,0
∫ T
0
‖u1(s)− u2(s)‖2L4(Ω)ds
+ 4
∫ T
0
∫
Ω
(
f(u2(s))− f(u1(s)))(u1t (s)− u2t (s)) dxds
+ 4
∫ T
0
e−σ1(T−s)
∫
Ω
(
h1(s)− h2(s)
)
(u1(s)− u2(s)) dxds
+ 4
∫ T
0
e−σ1(T−s)
∫
Ω
(
h1(s)− h2(s)
)
(u1t (s)− u2t (s)) dxds,
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para quaisquer z1, z2 ∈ B0, quaisquer h1, h2 ∈ H(g), onde
Uhi(t, 0)z
i = (ui(t), ∂tu
i(t), δi(t), ∂tδ
i(t)).
Observe que, dado ε > 0 existe T = T (B0, ε) > 0 tal que
3‖z1 − z2‖2He−σ1T <
ε2
2
.
Logo,
‖Uh1(T, 0)z1 − Uh2(T, 0)z2‖H ≤
{
ε2
2
+ CT,0
∫ T
0
‖u1(s)− u2(s)‖2L4(Ω)ds
+ 4
∫ T
0
∫
Ω
(
f(u2(s))− f(u1(s)))(u1t (s)− u2t (s)) dxds
+ 4
∫ T
0
e−σ1(T−s)
∫
Ω
(
h1(s)− h2(s)
)
(u1(s)− u2(s)) dxds
+ 4
∫ T
0
e−σ1T−s)
∫
Ω
(
h1(s)− h2(s)
)
(u1t (s)− u2t (s)) dxds
} 1
2
≤ ε+ 2
{
CT,0
∫ T
0
‖u1(s)− u2(s)‖2L4(Ω)ds
} 1
2
+ 8
{∫ T
0
∫
Ω
(
f(u2(s))− f(u1(s)))(u1t (s)− u2t (s)) dxds} 12
+ 8
{∫ T
0
e−σ1(T−s)
∫
Ω
(
h1(s)− h2(s)
)
(u1(s)− u2(s)) dxds
} 1
2
+ 8
{∫ T
0
e−σ1(T−s)
∫
Ω
(
h1(s)− h2(s)
)
(u1t (s)− u2t (s)) dxds
} 1
2
.
Assim, dado ε > 0 existe T (B0, ε) > 0 tal que
‖Uh1(T, 0)z1 − Uh2(T, 0)z2‖H ≤ ε+ ΦT (z1, z2;h1, h2),
para quaisquer z1, z2 ∈ B0 e quaisquer h1, h2 ∈ H(g), onde
ΦT (z
1, z2;h1, h2) = 2
{
CT,0
∫ T
0
‖u1(s)− u2(s)‖2L4(Ω)ds
} 1
2
+ 8
{∫ T
0
∫
Ω
(
f(u2(s))− f(u1(s)))(u1t (s)− u2t (s)) dxds} 12
+ 8
{∫ T
0
e−σ1(T−s)
∫
Ω
(
h1(s)− h2(s)
)
(u1(s)− u2(s)) dxds
} 1
2
+ 8
{∫ T
0
e−σ1(T−s)
∫
Ω
(
h1(s)− h2(s)
)
(u1t (s)− u2t (s)) dxds
} 1
2
.
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Sob essas considerac¸o˜es, para concluir a compacidade assinto´tica basta verificar que
ΦT e´ contrativa em B0 × B0. Com efeito, seja {zn} uma sequeˆncia em B0 e {hn} uma
sequeˆncia em H(g). Enta˜o de (4.10), obtemos que
‖Uhn(t, 0)zn‖ ≤ CT , para todo t ∈ [0, T ].
para alguma constante CT > 0. Consequentemente ‖un‖L2(0,T ;H1(Ω)) e ‖∂tun‖L2(0,T ;L2(Ω))
sa˜o limitados. Pela imersa˜o compacta de H1(Ω) em L2(Ω) e em L4(Ω), aplicando o
Teorema de Aubin-Lions, conclu´ımos que
un → u fortemente em L2(0, T ;L2(Ω)), (4.18)
un → u fortemente em L2(0, T ;L4(Ω)), (4.19)
un → u fortemente em L2(0, T ;L5(Ω)). (4.20)
Devemos ressaltar que, como L2(τ, t;L
2(Ω)) e´ reflexivo, enta˜o
∂tunk ⇀ ∂tu fracamente em L
2(0, T ;L2(Ω)).
Note que {un} tem sequeˆncias correspondentes {zn} e {hn}. Como {hn} ⊂ H(g) e
comoH(g) e´ compacto em L2loc,w(R;L2(Ω)), existe h ∈ L2loc(R;L2(Ω)) e uma subsequeˆncia,
que ainda vamos denotar por {hn}, tal que
hn → h fracamente em L2loc(R;L2(Ω)). (4.21)
Como g e´ regular no tempo, do Corola´rio 2.4.23, passando a uma subsequeˆncia de
{hn} se necessa´rio, dado η > 0 existe uma sequeˆncia {ϕn} ⊂ H1b (R;L2(Ω)) tal que
ϕn → ϕ, fracamente em H1loc(R;L2(Ω)), (4.22)
‖hn − ϕn‖L2b(R;L2(Ω)) + ‖h− ϕ‖L2b(R;L2(Ω)) ≤ η. (4.23)
Feito essas observac¸o˜es, para verificar que ΦT e´ contrativa, devemos mostrar que
ΦT (zn, zm;hn, hm)→ 0 quando n,m→∞,
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Lembrando que,
ΦT (zn, zm;hn, hm) = 2
{
CT,0
∫ T
0
‖un(s)− um(s)‖2L4(Ω)ds
} 1
2
+ 8
{∫ T
0
∫
Ω
(
f(um(s))− f(un(s))
)
(∂tun(s)− ∂tum(s)) dxds
} 1
2
+ 8
{∫ T
0
e−σ1(T−s)
∫
Ω
(
hn(s)− hm(s)
)
(un(s)− um(s)) dxds
} 1
2
+ 8
{∫ T
0
e−σ1(T−s)
∫
Ω
(
hn(s)− hm(s)
)
(∂tun(s)− ∂tum(s)) dxds
} 1
2
= 2
(
I1(n,m)
) 1
2 + 8
(
I2(n,m)
) 1
2 + 8
(
I3(n,m)
) 1
2 + 8
(
I4(n,m)
) 1
2 ,
onde Uhn(t, 0)zn = (un(t), ∂tun(t), δn(t), ∂tδn(t)), para todo t ∈ [0, T ].
Para finalizar iremos mostrar que Ii(n,m) → 0 quando n,m → ∞. Note que
I1(n,m) e I2(n,m) sa˜o termos similares aos termos da func¸a˜o contrativa Ψε dada por
(3.47) e (3.48), logo as demonstrac¸o˜es das convergeˆncias sa˜o ana´logas e aqui iremos fazer
de um modo resumido.
Comec¸amos provando que I1(n,m)→ 0, para tal, basta notar que, de (4.19), temos
que a sequeˆncia {un} e´ uma sequeˆncia de Cauchy em L2(0, T ;L4(Ω)) e consequentemente
I1(n,m) = CT,0
∫ T
0
‖un(s)− um(s)‖2L4(Ω)ds = ‖un − um‖2L2(0,T ;L4(Ω)) → 0, (4.24)
quando n,m→∞.
A parte I2(n,m) de ΦT envolve os termos de crescimento cr´ıtico. Escrevemos
I2(n,m) =
∫ T
0
∫
Ω
(
f(um)− f(un)
)(
∂tun − ∂tum
)
ds
= I21(n,m) + I22(n,m) + I23(n,m),
onde
I21(n,m) = −
∫
Ω
[
F (um(T )) + F (un(T ))
]
dx,
I22(n,m) =
∫
Ω
[
F (um(0)) + F (un(0))
]
dx,
I23(n,m) =
∫ T
0
∫
Ω
[
f(um(s))∂tun(s) + f(un(s))∂tum(s)
]
dxds.
Note que, de (4.7), segue que |F (u)| ≤ C(1 + |u|4), u ∈ R portanto F satisfaz
a condic¸a˜o de caratheodory e pelo Teorema 1.0.18 obtemos que o operador Nemytskii
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F : L5(Ω)→ L 54 (Ω) e´ cont´ınuo. Como L 54 ↪→ L1 e un → u fortemente em L2(0, T ;L5(Ω)),
obtemos que
‖F (un)(x, T )‖L1(Ω) → ‖F (u)(x, T )‖L1(Ω),
‖F (un)(x, 0)‖L1(Ω) → ‖F (u)(x, 0)‖L1(Ω).
Ou seja,
lim
n→∞
lim
m→∞
[
I21(n,m) + I22(n,m)
]
= −2
∫
Ω
F (u(T ))dx+ 2
∫
Ω
F (u(0))dx.
Por outro lado, como |f(u)| ≤ C(1 + |u|3), obtemos que a na˜o linearidade f satisfaz
a condic¸a˜o de caratheodory e pelo Teorema 1.0.18 obtemos que o operador Nemytskii
Nf : L
6(Ω)→ L2(Ω) leva conjuntos limitados em conjuntos limitados. Agora, defina
Gm(s) =
∫
Ω
f(um(s))∂tun(s) dx e G(s) =
∫
Ω
f(u(s))∂tun(s) dx.
Observe que
|Gm(s)| ≤
(∫
Ω
|f(um(s))|2 dx
) 1
2
(∫
Ω
|∂tun(s)|2 dx
) 1
2
.
Logo, usando que o operador Nf leva limitados em limitados e o fato de que
‖∂tun‖L2(0,T ;L2(Ω)) e´ limitado em R, obtemos que
|Gm(s)| ≤M, quase sempre em [0, T ].
Provemos que Gm(s)→ G(s) quase sempre em [0, T ] quando m→∞. De fato:
|Gm(s)−G(s)| ≤
∫
Ω
|f(um(s))− f(u(s))| |∂tun(s)| dx→ 0,
quase sempre em [0, T ] e quando m→∞. Portanto pelo teorema da convergeˆncia domi-
nada, ∫ T
0
Gm(s)ds→
∫ T
0
G(s)ds quando m→∞.
Assim, pelo fato de que ∂tun ⇀ ∂tu em L
2(0, T ;L2(Ω)), na˜o e´ dif´ıcil de ver que
lim
n→∞
[
lim
m→∞
∫ T
0
∫
Ω
f(um)∂tundxds
]
=
∫ T
0
∫
Ω
f(u)∂tudxds
= lim
m→∞
[
lim
n→∞
∫ T
0
∫
Ω
f(um)∂tundxds
]
.
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Consequentemente,
lim
n→∞
[
lim
m→∞
I23(n,m)
]
= 2
∫ T
0
∫
Ω
f(u(s))∂tu(s)dxds
= 2
∫
Ω
F (u(T ))dx− 2
∫
Ω
F (u(0))dx.
Enta˜o
lim
n→∞
lim
m→∞
∫ T
0
∫
Ω
(
f(um)− f(un)
)(
∂tun − ∂tum
)
ds = 0.
Isso prova que
lim
n→∞
lim
m→∞
I2(n,m) = 0. (4.25)
A parte I3(n,m) de ΦT envolve termos relacionados com a envolto´ria fraca H(g)
onde g e´ a forc¸a externa inicial regular no tempo. Escreva
I3(m,n) =
∫ T
0
e−σ1(T−s)
∫
Ω
(
hn(s)− hm(s)
)
(un(s)− um(s)) dxds
= I31(n,m) + I32(n,m) + I33(n,m) + I34(n,m),
onde
I31(n,m) =
∫ T
0
e−σ1(T−s)
∫
Ω
hn(s)un(s)dxds,
I32(n,m) = −
∫ T
0
e−σ1(T−s)
∫
Ω
hn(s)um(s)dxds,
I33(n,m) = −
∫ T
0
e−σ1(T−s)
∫
Ω
hm(s)un(s)dxds,
I34(n,m) =
∫ T
0
e−σ1(T−s)
∫
Ω
hm(s)um(s)dxds.
Comec¸amos analisando I31(n,m). Note que∫ T
0
e−σ1(T−s)
∫
Ω
[
hn(s)un(s)− h(s)u(s)
]
dxds
≤
∫ T
0
∫
Ω
[
hn(s)un(s)− hn(s)u(s) + hn(s)u(s)− h(s)u(s)
]
dxds
=
∫ T
0
∫
Ω
hn(s)
[
un(s)− u(s)
]
dxds+
∫ T
0
∫
Ω
[
hn(s)− h(s)
]
u(s)dxds. (4.26)
Observe que da convergeˆncia fraca (4.21), que
〈G, hn〉 → 〈G, h〉, para todo G ∈
[
L2(0, T ;L2(Ω))
]′
,
e que {hn} e´ uma sequeˆncia limitada, isto e´,
‖hn‖L2(0,T ;L2(Ω)) ≤M. (4.27)
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Em particular, defina
Gu : L
2(0, T ;L2(Ω)) −→ R
ξ −→ 〈Gu, ξ〉 =
∫ T
0
∫
Ω
ξ(s)u(s)dxds.
E´ fa´cil ver que Gu e´ linear e, da desigualdade de Holder,
|〈Gu, ξ〉| ≤ ‖u‖L2(0,T ;L2(Ω))‖ξ‖L2(0,T ;L2(Ω)),
isto e´, Gu ∈ [L2(0, T ;L2(Ω))]′. Portanto∣∣∣∣∫ T
0
∫
Ω
hn(s)u(s)dxds−
∫ T
0
∫
Ω
h(s)u(s)dxds
∣∣∣∣→ 0 quando n→∞. (4.28)
Voltando em (4.26), conclu´ımos que∣∣∣∣∫ T
0
e−σ1(T−s)
∫
Ω
[
hn(s)un(s)− h(s)u(s)
]
dxds
∣∣∣∣
≤
∣∣∣∣∫ T
0
∫
Ω
hn(s)
[
un(s)− u(s)
]
dxds+
∫ T
0
∫
Ω
[
hn(s)− h(s)
]
u(s)dxds
∣∣∣∣
≤
∫ T
0
‖hn(s)‖L2(Ω)‖un(s)− u(s)‖L2(Ω)ds+
∣∣∣∣∫ T
0
∫
Ω
[
hn(s)− h(s)
]
u(s)dxds
∣∣∣∣
≤ ‖hn‖L2(0,T ;L2(Ω))‖un − u‖L2(0,T ;L2(Ω)) +
∣∣∣∣∫ T
0
∫
Ω
[
hn(s)− h(s)
]
u(s)dxds
∣∣∣∣ .
Assim, de (4.18), (4.27) e (4.28), segue que
I31(m,n) =
∫ T
0
e−σ1(T−s)
∫
Ω
hn(s)un(s)dxds→
∫ T
0
e−σ1(T−s)
∫
Ω
h(s)u(s)dxds,
quando n→∞. Analogamente
I34(n,m) =
∫ T
0
e−σ1(T−s)
∫
Ω
hm(s)um(s)dxds→
∫ T
0
e−σ1(T−s)
∫
Ω
h(s)u(s)dxds,
quando m → ∞. Agora vamos analisar I32(n,m), para tal, primeiro vamos fazer m fixo
e n→∞, em seguida fazer m→∞. Enta˜o, para cada m fixo, defina
Gum : L
2(0, T ;L2(Ω))→ R
ξ → 〈Gum , ξ〉 =
∫ T
0
∫
Ω
ξ(s)um(s)dxds.
Claramente Gum ∈ [L2(0, T ;L2(Ω))]′ para cada m. Da convergeˆncia fraca (4.21),
para cada m, temos que
I32(n,m) = −
∫ T
0
e−σ1(T−s)
∫
Ω
hn(s)um(s)dxds→ −
∫ T
0
e−σ1(T−s)
∫
Ω
h(s)um(s)dxds,
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quando n→∞. Da convergeˆncia forte (4.18), tem-se
−
∫ T
0
e−σ1(T−s)
∫
Ω
h(s)um(s)dxds→ −
∫ T
0
e−σ1(T−s)
∫
Ω
h(s)u(s)dxds,
quando m→∞. Portanto
lim
m→∞
[
lim
n→∞
I32(n,m)
]
= −
∫ T
0
e−σ1(T−s)
∫
Ω
h(s)u(s)dxds.
Analogamente, olhando para I33(n,m),
lim
n→∞
[
lim
m→∞
I33(n,m)
]
= −
∫ T
0
e−σ1(T−s)
∫
Ω
h(s)u(s)dxds.
Combinando essas informac¸o˜es, chegamos na seguinte conclusa˜o
lim
n→∞
lim
m→∞
I3(n,m)
= lim
n→∞
lim
m→∞
[I31(n,m) + I32(n,m) + I33(n,m) + I34(n,m)] = 0. (4.29)
Resta verificar que
lim
n→∞
lim
m→∞
I4(n,m) = 0.
De fato, analisando I4(n,m), vemos que
I4(n,m) =
∫ T
0
e−σ1(T−s)
∫
Ω
(
hn(s)− hm(s)
)
(∂tun(s)− ∂tum(s))dxds
=
∫ T
0
e−σ1(T−s)
∫
Ω
(
hn(s)∂tun(s)− hn(s)∂tum(s)
− hm(s)∂tun(s) + hm(s)∂tum(s)
)
dxds
= I41(n,m) + I42(n,m) + I43(n,m) + I44(n,m),
onde
I41(n,m) =
∫ T
0
e−σ1(T−s)
∫
Ω
hn(s)∂tun(s)dxds,
I42(n,m) = −
∫ T
0
e−σ1(T−s)
∫
Ω
hn(s)∂tum(s)dxds,
I43(n,m) = −
∫ T
0
e−σ1(T−s)
∫
Ω
hm(s)∂tun(s)dxds,
I44(n,m) =
∫ T
0
e−σ1(T−s)
∫
Ω
hm(s)∂tum(s)dxds.
4.5 Existeˆncia do atrator uniforme 83
Olhando para I41(n,m), observe que∫ T
0
e−σ1(T−s)
∫
Ω
(hn(s)∂tun(s)− h(s)∂tu(s))dxds
=
∫ T
0
e−σ1(T−s)
∫
Ω
(
hn(s)∂tun(s)− ϕn(s)∂tun(s) + ϕn(s)∂tun(s)
− ϕ(s)∂tu(s) + ϕ(s)∂tu(s)− h(s)∂tu(s)
)
dxds. (4.30)
Provemos que∫ T
0
e−σ1(T−s)
∫
Ω
ϕn(s)∂tun(s)dxds→
∫ T
0
e−σ1(T−s)
∫
Ω
ϕ(s)∂tu(s)dxds,
Integrando por partes∫ T
0
e−σ1(T−s)
∫
Ω
ϕn(s)∂tun(s)dxds =
∫ T
0
∫
Ω
σ1e
−σ1(T−s)ϕn(s)un(s)dxds (4.31)
+
∫ T
0
∫
Ω
e−σ1(T−s)∂tϕn(s)un(s)dxds (4.32)
+
∫
Ω
ϕn(T )un(T )dx−
∫
Ω
e−σ1Tϕn(0)un(0)dx. (4.33)
Note que∫ T
0
σ1e
−σ1(T−s)
∫
Ω
[
ϕn(s)un(s)− ϕ(s)u(s)
]
dxds
≤
∫ T
0
∫
Ω
σ1
[
ϕn(s)un(s)− ϕn(s)u(s) + ϕn(s)u(s)− ϕ(s)u(s)
]
dxds
=
∫ T
0
∫
Ω
σ1ϕn(s)
[
un(s)− u(s)
]
dxds+
∫ T
0
∫
Ω
σ1
[
ϕn(s)− ϕ(s)
]
u(s)dxds.
Da convergeˆncia fraca (4.22), segue que∣∣∣∣∫ T
0
∫
Ω
σ1
[
ϕn(s)− ϕ(s)
]
u(s)dxds
∣∣∣∣ = |〈Gσ1u, ϕn〉 − 〈Gσ1u, ϕ〉| → 0,
onde Gσ1u ∈ [L2(0, T ;L2(Ω))]′ e´ dada por
〈Gσ1u, ξ〉 =
∫ T
0
∫
Ω
σ1u(s)ξ(s)dxds para todo ξ ∈ L2(0, T ;L2(Ω)).
Logo, como ϕn ⇀ ϕ em L
2(0, T ;L2(Ω)), enta˜o {ϕn} e´ limitada em L2(0, T ;L2(Ω)) e∣∣∣∣∫ T
0
σ1e
−σ1(T−s)
∫
Ω
[
ϕn(s)un(s)− ϕ(s)u(s)
]
dxds
∣∣∣∣
≤ σ1‖ϕn‖L2(0,T ;L2(Ω))‖un − u‖L2(0,T ;L2(Ω)) + |〈Gσ1u, ϕn〉 − 〈Gσ1u, ϕ〉| → 0,
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quando n→∞, isto e´,
(4.31)→
∫ T
0
σ1e
−σ1(T−s)
∫
Ω
ϕ(s)u(s)dxds. (4.34)
Analogamente, de 4.22, temos que ∂tϕn ⇀ ∂tϕ em L
2(0, T ;L2(Ω)) e∣∣∣∣∫ T
0
e−σ1(T−s)
∫
Ω
[
∂tϕn(s)un(s)− ∂tϕ(s)u(s)
]
dxds
∣∣∣∣
≤ ‖∂tϕn‖L2(0,T ;L2(Ω))‖un − u‖L2(0,T ;L2(Ω)) + |〈Gu, ∂tϕn〉 − 〈Gu, ∂tϕ〉| → 0,
quando n→∞, ou seja,
(4.32)→
∫ T
0
e−σ1(T−s)
∫
Ω
∂tϕ(s)u(s)dxds. (4.35)
Veja que, de (4.18) e de (4.22), temos
un(T )→ u(T ) fortemente em L2(Ω),
un(0)→ u(0) fortemente em L2(Ω),
ϕn(T )→ ϕ(T ) fracamente em L2(Ω),
ϕn(0)→ ϕ(0) fracamente em L2(Ω).
Portanto, similarmente ao que ja´ foi feito,
(4.33)→
∫
Ω
ϕ(T )u(T )dx−
∫
Ω
e−σ1Tϕ(0)u(0)dx. (4.36)
Combinando (4.34), (4.35) e (4.36), conclu´ımos que∫ T
0
e−σ1(T−s)
∫
Ω
ϕn(s)∂tun(s)dxds =
∫ T
0
∫
Ω
σ1e
−σ1(T−s)ϕn(s)un(s)dxds
+
∫ T
0
∫
Ω
e−σ1(T−s)∂tϕn(s)un(s)dxds
+
∫
Ω
ϕn(T )un(T )dx−
∫
Ω
e−σ1Tϕn(0)un(0)dx,∫ T
0
e−σ1(T−s)
∫
Ω
ϕn(s)∂tun(s)dxds→
∫ T
0
∫
Ω
σ1e
−σ1(T−s)ϕ(s)u(s)dxds
+
∫ T
0
∫
Ω
e−σ1(T−s)∂tϕ(s)u(s)dxds
+
∫
Ω
ϕ(T )u(T )dx−
∫
Ω
e−σ1Tϕ(0)u(0)dx
=
∫ T
0
e−σ1(T−s)
∫
Ω
ϕ(s)∂tu(s)dxds.
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Isto e´, ∫ T
0
e−σ1(T−s)
∫
Ω
ϕn(s)∂tun(s)dxds→
∫ T
0
e−σ1(T−s)
∫
Ω
ϕ(s)∂tu(s)dxds. (4.37)
Voltando em (4.30), temos que∣∣∣∣∫ T
0
e−σ1(T−s)
∫
Ω
(hn(s)∂tun(s)− h(s)∂tu(s))dxds
∣∣∣∣
≤
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣hn(s)∂tun(s)− ϕn(s)∂tun(s)∣∣dxds
+
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣ϕn(s)∂tun(s)− ϕ(s)∂tu(s)∣∣dxds
+
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣ϕ(s)∂tu(s)− h(s)∂tu(s)∣∣dxds
≤
(∫ T
0
‖∂tun(s)‖2L2(Ω)ds
) 1
2
(∫ T
0
e−2σ1(T−s)‖hn(s)− ϕn(s)‖2L2(Ω)ds
) 1
2
+
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣ϕn(s)∂tun(s)− ϕ(s)∂tu(s)∣∣dxds
+
(∫ T
0
‖∂tu(s)‖2L2(Ω)ds
) 1
2
(∫ T
0
e−2σ1(T−s)‖h(s)− ϕ(s)‖2L2(Ω)ds
) 1
2
≤ CT
1− e−2σ1
(
sup
t∈R
∫ t+1
t
‖hn(s)− ϕn(s)‖2L2(Ω)ds
) 1
2
+
CT
1− e−2σ1
(
sup
t∈R
∫ t+1
t
‖h(s)− ϕ(s)‖2L2(Ω)ds
) 1
2
+
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣ϕn(s)∂tun(s)− ϕ(s)∂tu(s)∣∣dxds
= CT
(
‖hn − ϕn‖L2b(R,L2(Ω)) + ‖h− ϕ‖L2b(R,L2(Ω))
)
+
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣ϕn(s)∂tun(s)− ϕ(s)∂tu(s)∣∣dxds.
Assim, de (4.23), segue que∣∣∣∣∫ T
0
e−σ1(T−s)
∫
Ω
(hn(s)∂tun(s)− h(s)∂tu(s))dxds
∣∣∣∣
≤ CT
1− e−2σ1 η +
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣ϕn(s)∂tun(s)− ϕ(s)∂tu(s)∣∣dxds,
para todo n ∈ N. Pela arbitrariedade do η > 0 e de (4.37)
lim
n→∞
lim
m→∞
I41(m,n) = lim
n→∞
lim
m→∞
[∫ T
0
e−σ1(T−s)
∫
Ω
hn(s)∂tun(s)dxds
]
=
∫ T
0
e−σ1(T−s)
∫
Ω
h(s)∂tu(s)dxds. (4.38)
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Analogamente
lim
n→∞
lim
m→∞
I44(m,n) = lim
n→∞
lim
m→∞
[∫ T
0
e−σ1(T−s)
∫
Ω
hm(s)∂tum(s)dxds
]
=
∫ T
0
e−σ1(T−s)
∫
Ω
h(s)∂tu(s)dxds. (4.39)
Agora, olhando para I42(n,m), observe que∫ T
0
e−σ1(T−s)
∫
Ω
(hn(s)∂tum(s)− h(s)∂tu(s))dxds
=
∫ T
0
e−σ1(T−s)
∫
Ω
(
hn(s)∂tum(s)− ϕn(s)∂tum(s) + ϕn(s)∂tum(s)
− ϕ(s)∂tu(s) + ϕ(s)∂tu(s)− h(s)∂tu(s)
)
dxds. (4.40)
Provemos que∫ T
0
e−σ1(T−s)
∫
Ω
ϕn(s)∂tum(s)dxds→
∫ T
0
e−σ1(T−s)
∫
Ω
ϕ(s)∂tu(s)dxds. (4.41)
Integrando por partes∫ T
0
e−σ1(T−s)
∫
Ω
ϕn(s)∂tum(s)dxds =
∫ T
0
∫
Ω
σ1e
−σ1(T−s)ϕn(s)um(s)dxds (4.42)
+
∫ T
0
∫
Ω
e−σ1(T−s)∂tϕn(s)um(s)dxds (4.43)
+
∫
Ω
ϕn(T )um(T )dx−
∫
Ω
e−σ1Tϕn(0)um(0)dx. (4.44)
Como ϕn ⇀ ϕ em H
1(0, T ;L2(Ω)) e un → u em L2(0, T ;L2(Ω)), temos, primeiro
fixando m ∈ N e fazendo n→∞, em seguida fazendo m→∞, que
lim
m→∞
[
lim
n→∞
(4.42)
]
= lim
m→∞
∫ T
0
∫
Ω
σ1e
−σ1(T−s)ϕ(s)um(s)dxds
=
∫ T
0
∫
Ω
σ1e
−σ1(T−s)ϕ(s)u(s)dxds,
lim
m→∞
[
lim
n→∞
(4.43)
]
= lim
m→∞
∫ T
0
∫
Ω
e−σ1(T−s)∂tϕ(s)um(s)dxds
=
∫ T
0
∫
Ω
e−σ1(T−s)∂tϕ(s)u(s)dxds,
lim
m→∞
[
lim
n→∞
(4.44)
]
= lim
m→∞
[∫
Ω
ϕ(T )um(T )dxds+
∫
Ω
e−σ1Tϕ(0)um(0)dxds
]
=
∫
Ω
ϕ(T )u(T )dxds+
∫
Ω
e−σ1Tϕ(0)u(0)dxds.
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Assim, vale a convergeˆncia (4.41) quando n,m → ∞. Voltando em (4.40), temos
que
∣∣∣∣∫ T
0
e−σ1(T−s)
∫
Ω
(hn(s)∂tum(s)− h(s)∂tu(s))dxds
∣∣∣∣
≤
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣hn(s)∂tum(s)− ϕn(s)∂tum(s)∣∣dxds
+
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣ϕn(s)∂tum(s)− ϕ(s)∂tu(s)∣∣dxds
+
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣ϕ(s)∂tu(s)− h(s)∂tu(s)∣∣dxds
≤
(∫ T
0
‖∂tum(s)‖2L2(Ω)ds
) 1
2
(∫ T
0
e−2σ1(T−s)‖hn(s)− ϕn(s)‖2L2(Ω)ds
) 1
2
+
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣ϕn(s)∂tum(s)− ϕ(s)∂tu(s)∣∣dxds
+
(∫ T
0
‖∂tu(s)‖2L2(Ω)ds
) 1
2
(∫ T
0
e−2σ1(T−s)‖h(s)− ϕ(s)‖2L2(Ω)ds
) 1
2
≤ CT
1− e−2σ1
(
sup
t∈R
∫ t+1
t
‖hn(s)− ϕn(s)‖2L2(Ω)ds
) 1
2
+
CT
1− e−2σ1
(
sup
t∈R
∫ t+1
t
‖h(s)− ϕ(s)‖2L2(Ω)ds
) 1
2
+
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣ϕn(s)∂tum(s)− ϕ(s)∂tu(s)∣∣dxds
= CT
(
‖hn − ϕn‖L2b(R,L2(Ω)) + ‖h− ϕ‖L2b(R,L2(Ω))
)
+
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣ϕn(s)∂tum(s)− ϕ(s)∂tu(s)∣∣dxds.
Assim, de (4.23), obtemos
∣∣∣∣∫ T
0
e−σ1(T−s)
∫
Ω
(hn(s)∂tun(s)− h(s)∂tu(s))dxds
∣∣∣∣
≤ CT
1− e−2σ1 η +
∫ T
0
e−σ1(T−s)
∫
Ω
∣∣ϕn(s)∂tun(s)− ϕ(s)∂tu(s)∣∣dxds,
para todo n ∈ N. Pela arbitrariedade do η > 0 e de (4.41)
lim
n→∞
lim
m→∞
I42(m,n) = lim
m→∞
[
lim
n→∞
−
∫ T
0
e−σ1(T−s)
∫
Ω
hn(s)∂tum(s)dxds
]
= −
∫ T
0
e−σ1(T−s)
∫
Ω
h(s)∂tu(s)dxds. (4.45)
88 4 Atrator uniforme para equac¸a˜o da onda com fronteira acu´stica
Analogamente
lim
n→∞
lim
m→∞
I43(m,n) = lim
n→∞
[
lim
m→∞
−
∫ T
0
e−σ1(T−s)
∫
Ω
hm(s)∂tun(s)dxds
]
= −
∫ T
0
e−σ1(T−s)
∫
Ω
h(s)∂tu(s)dxds. (4.46)
Combinando (4.38), (4.39), (4.45) e (4.46), chegamos em
lim
n→∞
lim
m→∞
I4(m,n)
= lim
n→∞
lim
m→∞
[I41(m,n) + I42(m,n) + I43(m,n) + I44(m,n)] = 0. (4.47)
Finalmente, dos limites (4.24), (4.25), (4.29) e (4.47), segue que
lim
n→∞
lim
m→∞
ΦT (un, um;hn, hm) = 0.
Consequentemente, ΦT e´ contrativa em B0 ×B0.
Resumindo, no Teorema 4.5.1 provamos que a famı´lia de processos Uh(t, τ), h ∈
H(g) admite um conjunto absorvente uniforme limitado B0 e e´ fracamente cont´ınuo em
H × H(g). Agora, provamos que dado qualquer ε > 0 existe T = T (ε, B0) > 0 e uma
func¸a˜o contrativa ΦT em B0 ×B0 tal que
‖Uh1(T, 0)z1 − Uh2(T, 0)z2‖H ≤ ε+ ΦT (z1, z2;h1, h2),
para quaisquer z1, z2 ∈ B0 e quaisquer h1, h2 ∈ H(g), onde
ΦT (z
1, z2;h1, h2) = 2
{
CT,0
∫ T
0
‖u1(s)− u2(s)‖2L4(Ω)ds
} 1
2
+ 4
{∫ T
0
∫
Ω
(
f(u2(s))− f(u1(s)))(u1t (s)− u2t (s)) dxds} 12
+ 4
{∫ T
0
e−σ1(T−s)
∫
Ω
(
h1(s)− h2(s)
)
(u1(s)− u2(s)) dxds
} 1
2
+ 4
{∫ T
0
e−σ1(T−s)
∫
Ω
(
h1(s)− h2(s)
)
(u1t (s)− u2t (s)) dxds
} 1
2
.
Portanto pelo Teorema 2.4.36 a famı´lia de processos Uh(t, τ), h ∈ H(g) e´ uniforme-
mente assitoticamente compacta e assim pelo Teorema 2.4.33 conclu´ımos que o atrator
uniforme fraco obtido no Teorema 4.5.1 e´ na verdade um atrator forte.
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