ABSTRACT The issue of high system stability is one of the major obstacles for real-time computing over fluctuating big data streams. A stable scheduling is more important than an efficient scheduling for stream applications, especially when a scheduling is to be rescheduled dynamically at runtime. In this paper, a stable online scheduling strategy with makespan guarantee SOMG is discussed, which includes the following features: 1) profiling mathematical relationships between system stability, response time, and resource utilization, and indicating conditions to meet the high system stability and acceptable response time objectives; 2) optimizing the structure of a data stream graph by quantifying and adjusting vertices of the graph; and 3) scheduling a data stream graph with heuristic critical path scheduling mechanism, which is subject to response time constraints, rescheduling only key vertices on dynamically changing critical path of the graph, and considering the historical information of current scheduling to maximize system stability with response time aware. Experimental results conclusively demonstrate that the SOMG framework has higher potential of providing enhancement on efficient system stability and guaranteeing significant response time. It efficiently and effectively makes a tradeoff between high system stability and acceptable response time objectives in big data stream computing environments.
I. INTRODUCTION A. BACKGROUND AND MOTIVATION
Big data is a term for datasets that are too large, too fast, too dispersed, and too unstructured, and are beyond the ability of available hardware and software facilities to undertake their acquisitions, accesses, analysis and/or applications in reasonable amounts of time and space. There are so many potential and highly useful values hidden in big data, and it is already true that big data has drawn huge attention from researchers in sciences, and policy and decision makers in governments and enterprises. The rise of big data presents big opportunities and big challenges [1] - [4] .
The era of big data has led to the emergence of big data stream computing platform for online, real-time, and distributed data stream computing. Many organizations rely heavily on real time streaming. Big data stream computing helps organizations spot opportunities and risks across real time data stream, and can be employed in many different scenarios, such as trading, emergency response, fraud detection, system monitoring, and to name but a few. Usually, when compared with bath data, big data stream is difficult to be processed in real time with traditional data computing infrastructures, as it has the following distinctive characteristics [2] , [5] - [7] . (1) The data are not all available at once. ( 2) The input data stream rate is often at a high speed level, and might fluctuate with time. (3) Timely analysis of the data stream is very important as life cycle of most of the data is very short. Nearly all the data in big data environments are with the feature of stream. Stream computing has appeared to solve the dilemma of big data computing by computing data online within real time constraints, so the stream computing models are a new trend for high-throughput computing in big data era, and it is urgent to research those challenges.
Issue of high system stability is one of the major obstacles for opening up the new era of big data stream computing. In big data stream computing environments, each application is commonly modeled as a set of sub-tasks interconnected via data dependencies, and is described by a corresponding DAG (directed acyclic graph). A schedule is a process of scheduling inter-dependent sub-tasks onto available computing nodes so that a DAG is able to complete its execution within some specified constraints. All those submitted applications are running continuously on the big data stream computing platform. Each application processes one or many continuous data streams. Each data stream dynamically changes at run time. The majority of state-ofthe-art solutions [8] , [9] do not support a proper online smart scheduler that knows how to coordinate the dynamically changing of remaining resources. Many scheduling strategies provide an efficient scheduling in static stream computing environments, however, they probably might fail in online dynamical big data stream computing environments, as the history-based scheduling and online rescheduling are always needed in the new ones. In this sense, a stable scheduling is more important than an efficient one for stream applications in online environments. Unstable scheduling will make the makespan of big data stream computing system increased dramatically, this satiation is not accepted in stream computing environments.
To achieve high stability, it is important to firstly obtain a clear picture of the changed status of a DAG and then decide which vertices of the DAG need to be rescheduled. More importantly, it is necessary to understand how to maximize system stability with makespan guarantee, and to deal with high performance and response time trade-off efficiently and effectively, which is missing in most existing researches in big data stream computing environments [8] . Currently, QoS attributes for users, such as response time, energy consumption, economic issue, are under consideration, while system stability is usually ignored, which directly affects the overall performance of stream computing environments. For example, efficient scheduling is emphasized, while historical information of current scheduling is ignored in the rescheduling process [10] . Optimizing the strategy of scheduling data stream graph of an application to resources is under consideration, while how to optimize the data stream graph is ignored. This justifies the importance of researching a stable online scheduling strategy with makespan guarantee in big data stream computing environments, so as to maximize system stability and guarantee response time.
B. CONTRIBUTIONS
Motivated by the above ideas, in this paper, we cover all the four aspects of SOMG (Stable Online scheduling strategy with Makespan Guarantee) by answering the following questions.
(1) Profiling the mathematical relationship between system stability, response time and resource utilization in big data stream computing, and indicating the conditions to achieve the high system stability and acceptable response time objectives.
(2) Optimizing the structure of a data stream graph by quantifying and adjusting each vertex in the data stream graph.
(3) Scheduling data stream graph with heuristic critical path scheduling mechanism subject to the constraint of response time, and rescheduling fewer critical vertices in dynamic critical path of DAG, and considering the historical information of currently scheduling to maximize system stability with response time aware.
Theoretical as well as experimental results conclusively demonstrate that the SOMG framework has higher potential of providing enhancement on system stability and guaranteeing response time. It makes a trade-off between high system stability and acceptable response time objectives efficiently and effectively.
Our contributions are summarized as follows:
(1) Formal definitions of data stream graph, big data stream computing architecture, and high system stability and acceptable response time objectives from quantitative perspective.
(2) Optimizing the structure of a data stream graph by quantifying and adjusting each vertex in data stream graph.
(3) Scheduling data stream graph with heuristic critical path scheduling mechanism subject to the constraint of response time, rescheduling fewer critical vertices in dynamic critical path of DAG.
(4) Prototype implementation, simulation, and performance evaluation of the proposed SOMG, which makes trade-off between high system stability and acceptable response time objectives efficiently and effectively.
C. PAPER ORGANIZATION
The remainder of this paper is organized as follows. In section II, the observations and challenges of Storm platform are discussed. Section III presents data stream graph models and data stream graph scheduling model. Section IV focuses on the system architecture, offline scheduling of DAG, DAG optimization, and online rescheduling of DAG in the proposed SOMG framework. Section V addresses the simulation environment, parameter setup and performance evaluation of SOMG. Section VI reviews the related work on big data stream computing systems and task scheduling on Storm platform. Finally, conclusions and future directions are given in section VII.
II. OBSERVATIONS AND CHALLENGES
Storm platform is one of the most popular big data stream computing platforms in industry today. It is a parallel, distributed, real-time, and open source big data stream computation system, and makes it easy to reliably process unbounded streams of data, doing for stream computing what Hadoop did for batch computing. In this section, we discuss the observations of current Storm platform and challenges associated with the platform [9] - [11] . 
A. OBSERVATIONS IN STORM
Our work is motivated by the following observations.
(1) Applications of big data stream computing are usually descried by data stream graphs, and running in a distributed cluster.
In big data stream computing environments, most of applications are descried by data stream graphs, which can be structured as simple as a linear pipeline or as complicated as precedence constraint based directed acyclic graph. As shown in Figure 1(a) , the Storm [10] , [16] source code is the main part to achieve TOP_N computing function. The corresponding data stream graph is a linear pipeline, as shown in Figure 1(b) , where each vertex only has one instance. A scheduling scheme is shown in Figure 1 (c). The data stream graph is executed in a Storm cluster, which is composed of one or multiple worker processes running on one or multiple worker nodes, and controlled by Nimbus. Each work node is coordinated by Supervisor.
As shown in Figure 2 (a), the Storm source code also is the main part to achieve TOP_N computing function. The corresponding data stream graph is a precedence constraint based directed acyclic graph, as shown in Figure 2(b) , where vertex v a is mapped into two parallel instances, vertex v b is mapped into parallel four instances, vertex v c is mapped into three parallel instances. A scheduling scheme is shown in Figure 2 (c).
Scheduling precedence constraint based directed acyclic graph is a process of mapping inter-dependent sub-tasks on the available computing nodes so that application is able to complete its execution within the user's specified SLAs (Service Level Agreements) constraints such as makespan. Finding an optimal schedule for precedence constraint based directed acyclic graph has been studied for years, and is proved to be NP-hard. Heuristics can be used to obtain a suboptimal scheduling rather than parsing all possible schedules [7] - [9] .
(2) Applications of big data stream computing usually run in an online environment.
Unlike big data batch computing environments, in big data stream computing environments, all those submitted applications run endlessly. Each data stream dynamically changes at run time. Most solutions do not support a proper online smart scheduler that knows how to coordinate the dynamically changing resources, and how to meet QoS for users. In the phase of submitting the application to a computing platform, many heuristics scheduling strategies can be directly applied. However, in the phase of online redeployment, because of the dynamical change of data stream, an optimal heuristics scheduling strategy might fail when too many vertices of the DAG are to be redeployed. As usual, in the phase of online redeployment, the remaining resources and the stress of data stream should be considered in the traditional sense. As the most important factor, a better scheduling strategy is expected to maximize system stability with makespan guarantee, minimizing vertex redeployment to meet the dynamically changed demand of data stream.
(3) Optimize the structure of data stream graph. In Storm platform, the structure of data stream graph is designed by user according to the function of the application, before the graph is submitted to the platform. However, most users do not have the expertise of designing a data stream graph. The submitted graph usually requires further optimization, especially when the remaining resources and data stream are dynamically changing. On one hand, when the number of instances of each vertex is more than the actual demand, the data stream processing pressure is not that great. However, more instances, more system resources consumed, so is the system management cost. On the other hand, when the number of instances of each vertex is less than the actual demand, the data stream processing pressure becomes greater, fewer instances might lead to significant reduce of the system performance. So the number of instances of each vertex should be dynamically adjusted according to current system status. All these issues are not fully considered in current big data stream computing environments.
B. CHALLENGES IN STORM
To demonstrate the impact of different topology structures and investigate whether a static structure is able to handle different situations, we conduct the following experiment. We use a single node cluster of 4 worker processes hosted on a machine with a 4-core 2.3GHz Intel Core i7 CPU, 16GB RAM, Mac OS X 10.11. Storm 0.10.0, zookeeper 3.4.7 and Oracle Java SE 8u40 are used to carry out the experiments.
The performance metric used in our experiment is execute latency and the energy metric is the overall CPU usage of the topology. The key indicators in our experiment are obtained through the Storm UI and the top command. Using the test topology as shown in Figure 3 , bolt A and bolt B each has one executor. However, the number of spout executor is configured first to one (referred to as 1-1-1 1ms) and later to three (referred to as 3-1-1 3ms). The time a spout takes to emit a tuple is manipulated so that the throughput of the two test cases are approximately identical and the actual computing workloads are nearly identical as well. Despite the relatively little overall throughput and complete latency differences (about 10%), the differences in bolt execute latency and CPU usage is huge (about 65%). This vivid contrast in resource utilization efficiency confirmed the prominent impact of topology structure and an urgent need for dynamic parallelism configuration, as shown in Figure 4 . Bolts carry out the actual computing of the topology. We first investigate the impact of different numbers of executors of the bolt on the performance of processing individual tuple and energy efficiency. We set N s (the number of executors of the spout v a ) to fixed number to keep the throughput nearly constant. Experiment results are showed in Figure 5 and Figure 6 . When the capacity of a bolt is very low, increasing the parallelism degree of the bolt will do no good to the topology. This argument is justified by the fact that when N b (the number of executors of the bolt v b ) increases from 2 to 10, the execute latency also increases while no obvious change is observed in the CPU usage of the topology. That means the performance actually deteriorates and the resource utilization efficiency stays the same. Part of the reason behind that phenomenon may be that the bolts are overly scheduled to run. What we should do is to consolidate the distribution of the bolts, reduce N b to minimize the operating cost of the platform and improve the performance. Another experiment is carried out with a different capacity range adopted. The different range is achieved by increasing the intensity of the incoming data flow. The result is showed in Figure 7 and Figure 8 . When the capacity of a bolt is moderate or a bit high, increasing the parallelism degree of the bolt will benefit the topology. When the parallelism degree of bolts increases, the capacity of bolt A decreases proportionally. However, the execute latency and the CPU usage also drop to a lower level. This is an evidence of better performance in processing individual tuple and higher energy efficiency because it achieves the same throughput with less overall computing resources consumption. The underlying reason is that by increasing the parallelism degree of bolts, Storm schedules the bolts to run more frequently, which increases the actual effective usage of computing resources in this context. Therefore, it is not hard to explain the overall drop in the CPU usage of the topology.
III. PROBLEM STATEMENT
In big data stream computing environments, one application is commonly modeled as a set of sub-tasks interconnected via data dependency, and is described by a corresponding DAG. All the directed acyclic graphs are submitted to data center, with each vertex of a graph is mapped to a computing node in the data center. To precisely reflect these factors in a schedule, related definitions are given as follows [10] , [12] - [14] .
A. DATA STREAM GRAPH MODELS
A big data stream application is usually described by a data stream graph G, composed of vertices set and directed edges set. It has a logical structure and specially function, and denoted as 
is a finite set of directed edges, which represents execution precedence between vertices without cycle. The logical structure of a data stream graph G is usually described by DAG. The function of data stream graph G is achieved by all n vertices, that is O = F (I ), where O, F, and I represent output data steam, function of data stream graph G, and input data steam, respectively.
Computation cost c v i ,cn j (described by milliseconds) is the time required to run vertex v i on computing node cn j , and is related to the instructions number n instr,v i (described by million instructions) of the tasks in vertex v i . The relationship between processing ability p cn j (described by million instructions per second) and the performance degradation percentage ε cn j ,ir v i of computing node cn j can be simply described by (1) .
Communication cost c e i,j (described by milliseconds) of directed edge e i,j is the time required to transmit data tuple VOLUME 4, 2016 from vertex v i to v j , and is related to the data output d v i (described by bits) of vertex v i , bandwidth b e i,j (described by bits per second) of the directed edge e i,j , and performance degradation percentage ε e i,j of the directed edge e i,j in different situations. Specially, if v i and v j run on the same computing node, then c e i,j = 0. Communication cost c e i,j can be simply described by (2) .
if v i and v j on the same computing node,
The in-degree of vertex v i is the number of incoming edges, and the out-degree of vertex v i is the number of outgoing edges. When all incoming data of vertex v i are available, the vertex v i is triggered to execute. After its execution, it generates corresponding output, and the output flows to the directly connected successors vertex (vertices) of vertex v i . The source vertex v s is the vertex whose in-degree is zero, and the end vertex v e is the vertex whose out-degree is zero. A data stream graph G has at least one source vertex and one end vertex. The input of source vertex comes from data source, and the output of end vertex flows to users. Without loss of generality, we assume that the data stream graph G has exactly one source vertex v s and one end vertex v e . In addition, each big data stream application has a makespan associated with it. A makespan is defined as time limit for the execution of the application.
The EST v i ,cn j and EFT v i ,cn j are the earliest start time and the earliest finish time of vertex v i running on computing node cn j , respectively. For the source vertex v s , the earliest start time EST v s on computing node cn j is shown in (3).
The earliest finish time EFT v i ,cn j of vertex v i running on computing node cn j is shown in (4).
The earliest finish time EFT v s is the finish time of source vertex v s on the computing node cn pbest with earliest time of the summary of available time and computing time, as shown in (5).
where ava (v i ) is the set of available computing nodes for vertex v i . For other vertices in the data stream graph G, the earliest start time can be calculated from the source vertex v s . To calculate EST v i ,cn j , all immediate predecessor vertices of v i must have been scheduled.
where t idle v i ,cn j is the earliest time at which computing node cn j is ready for v i use, and pred (v i ) is the set of immediate predecessor vertices of vertex v i .
The earliest finish time EFT v i ,cn j of vertex v i running on computing node cn j can be calculated by (7) .
LST v i ,cn j is the latest start time of vertex v i running on computing node cn j , which can be calculated by traversing the DAG G in a topology sort but in the reverse direction. For the end vertex v e , the latest start time LST v e ,cn j on computing nodes cn j equals to the earliest start time EST v e ,cn j on computing nodes cn j , which is,
For the other vertex in DAG, the latest start time can be calculated from the end vertex v e , which is the latest time of all output data of immediate successor vertices of vertex v i , and can be calculated by (9) .
where succ (v i ) is the set of immediate successor vertices of vertex v i . Some vertices have their earliest start time EST equal to latest start time LST or earliest finish time EFT equal to latest finish time LFT . All those vertices are critical vertices in the data stream graph G. The source vertex v s and end vertex v e must be a vertex in G. All critical vertices construct a critical path.
The makespan M of G is the total elapsed time required to execute G, and can be calculated as M = avg datastream t data finish − t data submisson , where t data submisson is the submission time of a data tuple, and t data finish is the finish time of the data tuple on the end node v e of G. For simplicity, the makespan M can be set to a value equal to the early finish time EFT v e of the end vertex v e , and is also equal to the latest finish time LFT v e of the end vertex v e , as shown in (10) .
B. DATA STREAM GRAPH SCHEDULING MODEL An application scheduling system typically consists of user broker, scheduling broker and data centers. The scheduling broker is the managing broker in data center. Some specific features of a data stream graph based scheduling system can be described as follows. Let U = {u 1 , u 2 , · · · , u m } be a user set composed of m users, Gs = {Gs 1 , Gs 2 , · · · , Gs m } be a set of data stream graphs of the user set U , and Gs j = G j 1 , G j 1 , · · · , G j m j be a sub-set of data stream graphs of the jth user u j , where m j is the number of data stream graphs of the jth user u j , and Gs k is the kth data stream graph submitted to the scheduling broker through a user interface and independent of the other users. The scheduling broker schedules them to appropriate computing nodes in data center. If u 0 has two data stream graphs, then Gs 0 = G 0 1 , G 0 2 , and m 0 = 2.
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For simplicity, we assume that a data stream graph is noninterruptible, which means that as soon as it is scheduled, it cannot be interrupted until all its vertices are completely allocated to computing nodes in the data center. All resources operate non-preemptively, which means that a data stream graph could not transfer execution from one computing node to anther once it gets started.
Let DC = {cn 1 , cn 2 , · · · , cn n } be a fully interconnected data center composed of n computing nodes, which are running on the virtual machines of physical machines, all those computing nodes are fully connected by an underlying communication subsystem. The computation can be overlapped with communication. So a data center DC can be described as an undirected graph, composed of a computing node set and undirected edge set. It has a physical structure and specific functions, denoted as UG = (CN (UG) , UE (UG)), where CN (UG) = {cn 1 , cn 2 , · · · , cn n } is a finite set of n computing nodes, and UE (UG) = ue 1,2 , ue 1,3 , · · · , ue n−i,n is a finite set of bi-directional communication link between the connected computing nodes. If ∃ue i,j ∈ UE (UG), then cn i , cn j ∈ CN (UG), cn i = cn j , and cn i , cn j is a bi-directional communication link between the connected computing nodes cn i and cn j .
A computing node cn k is characterized by a five-tuple (10) , and the data center DC should meet the constraint defined by (11) , so that task generating rate will not exceed the task processing rate.
where cdr j is the data stream arrival rate of vertex v j on computing node cn k .
In an online environment, we focus on finding a scheduling strategy to help the execution of a data stream graph on computing nodes so that the system stability is maximized and the makespan is guaranteed. The proposed data stream graph scheduling model is defined by Definition 1.
Definition 1 (Data Stream Graph Scheduling Model):
Let the data stream graph scheduling model Gm of a big data stream computing system be represented by a four-tuple Gm = (U , DC, Of , ), where U = {u 1 , u 2 , · · · , u m } is a user set composed of m users, and each user may request services independently. DC = {cn 1 , cn 2 , · · · , cn n } be a data center composed of n computing nodes, which are running on virtual machines of physical machines. For each data stream graph, Of is an objective function to schedule each data stream graph. It is defined according to (13) , and is an algorithm which implements optimal strategies to maximize the system stability and guarantee makespan.
IV. SOMG OVERVIEW
In order to have a bird's-eye view of the stable online scheduling strategy with makespan guarantee, in this section, we discuss the overall structure of the SOMG, which includes system architecture, online monitoring, DAG optimization, adaptive data stream diversion, offline scheduling of DAG, and online rescheduling of DAG [16] - [23] . 
A. SYSTEM ARCHITECTURE
The system architecture of SOMG is composed of four spaces, which are hardware space, Storm space, graph space, and user space, as shown in Figure 9 . In hardware space, one or many data centers are distributed at different geographical locations. At each data center, multiple physical machines provide hardware infrastructure for big data stream computing.
In Storm space, online monitoring model, DAG optimization model, adaptive data stream diversion model, offline scheduling of DAG model, online rescheduling of DAG model are employed to support stable online scheduling objectives on the open sourced Storm platform [16] . Storm is a distributed big data stream computing system. It provides a set of general primitives for doing real time big data stream computing. The online monitoring model is used to monitor related information to further optimize the system. The DAG optimization model is used to optimize the structure of DAG according to the stress of data stream. The adaptive data stream diversion model is used to split data stream among multi instances of a vertex. The offline scheduling of DAG model is used to give a scheduling strategy of a DAG, which is submitted by a user, and is in an offline statue. The online rescheduling of DAG model is used to reschedule an online DAG, and to improve the makespan in a stable manner.
In graph space, one or many DAGs are created according to the source code, which are designed and submitted by users. Each data stream graph represents a specific user application at one time. All those data stream graphs run concurrently.
In user space, users design and submit applications at any time, from any where, by any way. The topology structure of SOMG consists of Nimbus subsystem, Zookeeper subsystem, and Supervisor subsystem, as shown in Figure 10 . Nimbus subsystem is used to schedule DAG to appropriate Supervisor, which manages running vertices. Specific scheduling strategy can be achieved by implementing a predefined IScheduler interface. A user specifies which scheduler to use in a configuration file called storm.yaml. The Storm scheduler is invoked by Nimbus periodically, with a default time period set to 10 seconds. In each Supervisor subsystem, an online monitoring model is deployed, monitoring all relevant information.
B. OFFLINE SCHEDULING OF DAG
When a DAG is submitted, a dynamic critical path based earliest finish time priority strategy is employed, in which computing cost and communication cost are considered. In this strategy, the vertices in critical path are placed with Schedule vertex v sel to the computing nodes cn j , which has the earliest finish time in all remaining available computing nodes.
19.
Refresh the capacity ability of computing nodes cn j . 20.
Refresh the in degree of the immediate successor vertices of vertex v sel .
21.
Recalculate the earliest start time EST and the latest start time LST of each vertex in DSG G.
22.
Refresh the critical path CP of the DSG. 23. end for 24. return An offline scheduling strategy with makespan guarantee.
a high priority, onto the earliest completion computing node only if its predecessors have been placed; if the predecessors of this vertex have not been placed, the predecessors will be first placed to the earliest completion computing node based on a topology sort. The offline scheduling of DAG algorithm is described in Algorithm 1.
The input of Offline scheduling model includes DAG G, capacity ability of each computing node in data centers, and rate of data stream in real-time. The output is the offline scheduling strategy with makespan guarantee. Step 6 to step 24 allocate vertices to computing nodes by applying 8600 VOLUME 4, 2016 critical path based earliest completion time priority scheduling strategy, in which both the computing cost and communication cost are considered.
C. DAG OPTIMIZATION
The DAG of an application is designed by a user. Some part of the DAG may not be ideal, and requires re-optimization. When the rate of data stream changes, DAG needs to re-optimize as well. We try to re-optimize the DAG by optimizing the number of instances of each vertex and adjusting corresponding data stream of each instance.
(1) Instance of vertex Replication of vertex in a data stream graph can improve throughput by allocating vertex parallel instances. However, on Storm platform, the number of instances of each vertex in a DAG is determined by users in DAG design phase. More seriously, the instance number cannot dynamically adapt to the rate changes of data stream and computing resources.
Each vertex v i can create n different independent instances v ij , j ∈ (1, 2, · · · , n). Each instance runs on different machines, and works in parallel.
In the DAG design phase, the instance number of each vertex can be determined by instruction number of each vertex, as shown in (14) .
where n insta,v i is the instances number of vertex v i , n instr,v i is the instruction number of vertex v i , described by million instructions. The instance number n insta,v i of vertex v i can be further calculated by (15) .
where δ is the adjustment parameter. It can be determined by many factors, such as computing capacity, and makespan. The adjustment parameter δ for all vertices of a DAG G remains the same, which means once the adjustment parameter δ is determined according to vertex v i , it is applied to all other vertices in the same DAG G. In DAG running phase, the fragment of instances number of each vertex is also determined by (14) . However, when rate of data stream increases, more than x percent of vertices delay is increased. This cannot guarantee the makespan of DAG G in an acceptable range. It also means more than x percent of vertices needs more instances. If this is the case, we can adjust parameter δ, and create some new instances for each vertex. Similarly, when the rate of data stream decreases, more than x percent of vertices delay is decreased. Without affectting the makespan, we adjust parameter δ, and delete some instances for each vertex. The 'x' can be set according to the specific computing environments. The bigger the 'x', the less sensitive to the dynamic change of data stream in computing environments. E.g., 'x' can be set as 70%.
(2) Split data stream When a vertex has multiple instances, the input data stream needs to be split onto all the instances of the vertex. As usual, instances of the vertex always run on the different computing nodes, so the fragment of data stream for each instance is determined by (16) .
where p insta k ,v i is percentage of input data stream for the kth instance of vertex v i , and ap cn insta k ,v i is the available processing capacity of the computing node, which runs the kth instance of vertex v i . In a scenario, if vertex v i has three instances, v insta1,i , v insta2,i , and v insta3,i , running on three different computing nodes, the available processing capacity of each computing node is 300MIPS, 400MIPS and 300MIPS, respectively, then, the fraction of input data stream on those three different computing nodes is 30%, 40% and 30%, respectively. If a new instance of vertex v i is created and running on the third physical node, the two instances will bisect the data stream of that computing node. The fraction of data stream for two instances on the third physical node is the same, equal to 15% of the total data stream.
D. ONLINE RESCHEDULING OF DAG
When arrival rate of data stream is changed, the response time is changed. On one hand, when the rate increases or other DAGs seize more resources, the response time increases. In order to meet the makespan requirements, if the new response time meet (16) , the DAG is to be online rescheduled.
where ms is the makespan of DAG, rt is the actual response time of DAG, and ε is an adjustment parameter, set by users according to needs. On the other hand, when the rate of data stream decreases or other DAGs release resources, in order to save system resources, and guarantee the makespan, the DAG is to be online rescheduled, as shown in (18) . 
where save − energy shut−down cn is the total energy saved after shutting down some computing nodes, VOLUME 4, 2016 total − energy total cn is the total energy consumed by running DAG before employing online rescheduling strategy, and ε is an adjustment parameter, set by users. The purpose of online rescheduling is to achieve system stability with makespan guarantee. To achieve it, the current allocation status is to be considered. First, some relevant dynamical information, such as, input rate of data steam, current available capacity of each computing node, needs to be collected. The new rescheduling scheme is obtained through the dynamic critical path based earliest finish time priority strategy. If comparing the new rescheduling scheme and the current allocation status, we can find out which vertices are running on the same computing nodes under the two scheduling schemes, and which are not. Those vertices, which are not running on the same computing nodes, are identified as the condition rescheduling vertices.
The system stabilizing factor is shown in (19) .
where num − mov (v) is the number of can-be-rescheduling vertex, num − total (v) is the number of all vertices of DAG, and ε is a system stabilizing factor, set by user according to needs. If the number of condition rescheduling vertices is less than the number of can-be-rescheduled vertices, all those condition rescheduling vertices are rescheduled according to the new rescheduling scheme. However, if the number of condition rescheduling vertices is greater than the number of can-be-rescheduling vertices, these condition rescheduling vertices, which are not in the critical path under the new rescheduling scheme, are not rescheduled in order to keep system stability.
The online rescheduling of DAG algorithm is described in Algorithm 2.
The input of Online rescheduling of DAG algorithm is DAG G, current available capacity matrix C v n×m of computing nodes, and input rate of data stream in real-time. The output is an online rescheduling strategy with makespan guarantee.
Step 7 to step 21 reschedule vertices according to the changing rate of data stream and available computing recourse. The system stability is maximized with makespan guarantee.
V. SIMULATION AND PERFORMANCE EVALUATION
To evaluate the performance of the proposed SOMG system, simulation environment and parameter settings are firstly discussed in this section, followed by performance evaluation result.
A. SIMULATION ENVIRONMENT AND PARAMETER SETUP
Storm platform [10] , [16] , [17] is one of the most popular big data stream computing platforms in industry today. It is a parallel, distributed, and fault-tolerant system, designed to provide a platform that supports real-time data stream computing on clusters of horizontally scalable commodity machines. Recalculate the computation cost of each vertex running on each node under the new data rate. Recalculate relevant communication cost of the each edge between two related vertices, and produce the computation cost matrix C v n×m . 9.
Sort all vertices topologically in DAG G.
10.
Calculate the earliest finish time EFT and the latest finish time LFT for each vertex in DAG G.
11.
Determine the critical path of DAG G.
12.
The new rescheduling scheme is produced by the dynamic critical path based earliest finish time priority strategy as described by Algorithm 1.
13.
Compare the new rescheduling scheme and the current allocation status, find out which vertices are running on the same computing nodes under the two scheduling schemes, and which are not. Those vertices, which are not running on the same computing nodes, are identified as the condition rescheduling vertices. 14.
Accord to the condition (19) . 15 .
if the number of condition rescheduling vertices is less than the number of can-be-rescheduled vertices then 16.
All those condition rescheduling vertices are rescheduled according to the new rescheduling scheme. 17.
end if 18. if the number of condition rescheduling vertices is greater than the number of can-be-rescheduled vertices then 19.
These condition rescheduling vertices, which are not in the critical path of under the new rescheduling scheme, are not rescheduled in order to keep system stability 20.
end if 21. end if 22. return An online rescheduling strategy with makespan guarantee.
The proposed SOMG system is developed based on Storm 0.8.1, and installed it on top of Linux Ubuntu Server 13.04. Real data experiments are performed on a cluster to evaluate its performance. The cluster consists of 18 machines, with one designated as master node, running Storm Nimbus, one designated as Zookeeper node, and the rest 16 machines be worker nodes. Each machine runs Linux Ubuntu Server 13.04 with dual 8-core, Intel Core (TM) i7-4790, 3.6GHz, 4 GB Memory, and 100Mbps network interface cards. All those machines are interconnected by arbitrary processor network, communication links are bidirectional. The topological structure is a fully connected graph, as shown in Figure 10 .
Moreover, a linear pipeline based directed acyclic graph and a complicated precedence constraint based directed acyclic graph, as shown in Figure 1 and 2 , are submitted to the data center. Those two DAGs are critical path sensitive DAGs. Their function is to achieve TOP_N computing. The length of the critical path is significantly longer than other paths. The length of each tuple is considered as a random number within the range of [1000, 2000] KI.
B. Performance Evaluation
The experimental setting contains three evaluation parameters: the response time RT, system throughput ST, and vertices live migration ratio LR.
(1) Response time. The response time RT or makespan of a DAG is determined by the critical path of that DAG. RT can be calculated by EFT of the end vertex v e , as shown in (10) . RT can also be obtained from Storm UI. If the rate of data stream is stable, as running time progresses, the response time of DAG decreases. If the running time is long enough (about 50 seconds), the response time is stabilized at a low level. As shown in Figure 11 , when the rate of data stream is stable at 100 tuples/s, 2000 tuples/s, and 5000 tuples/s, the response time is kept as 0.8 ms, 1.2 ms, and 2.3 ms, respectively.
If the rate of data stream increases, more resources are required, and vertices are online rescheduled. As shown in Figure 12 , when the rate of data stream increases from 100 tuples/s to 200 tuples/s, from 2000 tuples/s to 4000 tuples/s, from 5000 tuples/s to 10000 tuples/s at the 200th second, the average response time increases from 0.8 ms to 1.1 ms, from 1.3 ms to 1.6 ms, and from 2.3 ms to 3.3 ms, respectively. The average response time re-enters a new stable state within 50 seconds. If the rate of data stream is stable, compared with the default, round-robin strategy, our SOMG has a better average response time. As shown in Figure 13 , when the rate of data stream is stable at 100 tuples/s, the average response time is 0.8 ms if employing SOMG, and the average response time is 2.2 ms if employing round-robin. The latency to enter a stable state with SOMG is shorter than that of round-robin. As shown in Figure 14 , if the rate of data stream is changes over time, e.g., the input rate stays at 100 tuple/s in interval (2) System throughput. System throughput ST reflects the data processing rate of a data center for the same data stream input by a DSG. ST is described by tuples per each millisecond of all the applications. If the rate of data stream is stable, as running time progresses, the system throughput fluctuates. If the time is long enough (about 50 seconds), the system throughput stabilizes at a reasonable level. As shown in Figure 15 , when the rate is stable at 100 tuples/s, 2000 tuples/s, and 5000 tuples/s, the system throughput is 1.3 tuples/ms, 19.2 tuples/ms, and 46.3 tuples/ms, respectively. If the rate of data stream is stable, compared with the default, round-robin strategy, SOMG has a better system throughput. As shown in Figure 16 , when the rate at 100 tuples/s, the average system throughput is 1.3 tuples/ms with SOMG, and the average system throughput is 0.7 tuples/ms with round-robin strategy.
(3) Vertices live migration ratio. Vertices live migration ratio LR reflects the live migration change or fluctuation of vertices among the computing nodes in the data center, following the changed rate of data stream. The less the vertex live migration ratio, the less the live migration change of the vertices among computing nodes, and the greater the improvement in the system stability. Specifically, the vertex live migration ratio LR is obtained by (20) .
where n is the total number of vertices in the DSG. With the increase of the vertex number, compared with the default, round-robin strategy, SOMG keeps the vertices live migration ratio at a lower level. As shown in Figure 17 , the vertices live migration ratio is maintained at a level of 0.1. Compared to the basic Round-Robin, it is a great improvement to system stability or live migration ratio of vertices among the virtual machines.
VI. RELATED WORK
In this section, two broad categories of related work are presented: big data stream computing systems, and task scheduling on Storm platform.
A. BIG DATA STREAM COMPUTING SYSTEMS
In big data era, the fresh data of every day grow rapidly as smart devices such as smartphones become more and more popular. Computing large amount of data in a timely fashion has become a major challenge. Big data stream computing system is one of the major way to processing data stream, providing knowledge to users, and allowing organizations to make smart decisions. There has been an increasing interest in building stream computing platform for processing fast, fresh data stream.
In the past years, many distributed computation systems, such as, Hadoop [24] , Spark [25] , and Zaharia et al. [26] , have been widely used and deployed to handle big data. Those systems have a batch computing architecture which is intended to compute static data. However, a demand has arisen for architecture that allows for computing of live, large, and dynamic streams of data on the fly and answering queries in real-time, within milliseconds latency. Such latency request becomes impractical by big data batch computing systems [10] , [27] . Many big data stream computing systems, like Storm, are built to address this concern. As is an open sourced distributed real-time computation system, Storm's goal is to reliably compute unbounded streams of data in an easy to program framework. What Hadoop has done for big data batch computing, Storm is effectively poised to do for big data stream computing.
As the scale of data being processed in real time at Twitter has increased, along with an increase in the diversity and the number of use cases, many limitations (i.e. scalability, debugability, manageability, efficient sharing of cluster resources) of Storm have become apparent. The key factors driving the need for Heron are to ease the task of manageability, improve developer productivity, and the predictability of performance. Heron [28] is API-compatible with Storm, which makes it easy for Storm users to migrate to Heron. Heron runs topologies. A topology is a directed acyclic graph of spouts and bolts. Each topology is scheduled by the Aurora scheduler, which is a generic service scheduler that runs as a framework on top of Mesos. Each topology is run as an Aurora job consisting of several containers. Containers run a Topology Master, a Stream Manager, a Metrics Manager, and a number of processes called Heron Instances. These containers are allocated and scheduled by Aurora based on the resource availability across the nodes in the cluster. Backpressure mechanism is employed in Heron to dynamically adjust the rate at which data stream through the topology, and data streams computing semantics include at most once and at least once.
In [29] , a distributed-system infrastructure, TimeStream, is designed specifically for reliable low-latency continuous computing of big streaming data on large clusters of commodity machines. The big streaming data has the following characteristics: (1) High volumes, the incoming data arrives continuously at volumes that far exceeds the capabilities of individual machines; (2) Low latency, input streams incur multi-staged computing at low latency to produce output streams. A powerful abstraction, called resilient substitution, serves as a uniform foundation for handling failure recovery and dynamic reconfiguration correctly and efficiently.
In [30] , a framework for building low-latency data computing applications, MillWheel, is widely used at Google. Users specify a directed computing graph and application code for individual nodes. Data streams are delivered continuously along edges in the graph. The system manages persistent state and the data stream. MillWheel provides fault tolerance at the framework level, where any node or any edge in the topology can fail at any time without affecting the correctness of the result. Each data stream is guaranteed to be delivered to its consumers. In practice, MillWheel has the following features: scalability, fault tolerance, persistent state, and a versatile programming model.
In [31] , a distributed system, Naiad, designed specifically for executing data parallel, cyclic dataflow programs. It offers the high throughput of batch computing, the low latency of stream computing, and the ability to perform iterative and incremental computing. A computational model, timely dataflow, enriches dataflow computation with timestamps that represent logical points in the computation and provide the basis for an efficient, lightweight coordination mechanism. Many powerful high-level programming models can be built on Naiad's low-level primitives, enabling such diverse tasks as streaming data analysis, iterative machine learning, and interactive graph mining.
To summarize, current big data computing schemes are not limited to one or other aspects. Up to now, most of the researches are working on big data batch computing, while the response time of batch computing at the level of several seconds or even minutes, which cannot meet the request of most of big data computing. The researches on big data stream computing are still not sufficient or not systematic. It needs to attract more attention.
B. TASK SCHEDULING ON STORM PLATFORM
On Storm platform, the round-robin scheduling is employed. It is simplistic and un-intelligent, in which many of the basic factors are not considered, such as, throughput performance, resource availability, or resource demands and availability. Usually, tasks in Storm are commonly modelled as a set of vertices interconnected via data dependencies. Task scheduling is a NP-hard problem, and has been studies extensively over the years.
In [10] , a resource-aware scheduling mechanism within Storm, R-Storm, is implemented. R-Storm is designed to increase overall throughput by maximizing resource utilization while minimizing network latency. The scheduling problem is modelled as a Quadratic Multiple 3-Dimensional Knap-sack Problem. It corresponding constraints are classified into two classes: hard constraints and soft constraints. If there are failures in a Storm cluster and executors need to be rescheduled, the scheduler must be able to produce another scheduling quickly. However, this rescheduling strategy is a full-volume type of scheduling, historically scheduling statues is not considered. In the rescheduling process, the system experiences obvious fluctuation.
In [16] , a new stream data computing system based on Storm, T-Storm, is designed. T-Storm has the following features: (1) It accelerates data computing by leveraging effective traffic-aware scheduling for scheduling/rescheduling tasks dynamically, which minimizes inter-node and inter-process traffic while ensuring no worker nodes are overloaded. (2) It enables fine-grained control over worker node consolidation such that T-Storm can achieve better performance with even fewer worker nodes. However, their solution only focuses on response time, many factors are not considered, such as initial scheduling and critical path of task topology.
In [32] , an adaptive online scheduling strategy in Storm is proposed. The adaptive online scheduling strategy includes two advanced generic schedulers that provide improved performance for a wide range of application topologies. The first scheduler works offline by analyzing the topology structure and adapting the deployment to it. The second scheduler enhances the previous approach by continuously monitoring system performance and rescheduling the deployment at run-time to improve overall performance.
As task migration is needed when big data computing systems scale in real time, in [33] , three task migration methods are proposed: worker level migration, executor level migration, and executor level migration with reliable messaging. All those migration methods are implemented in Apache Storm.
In [34] , a framework that provides confidentiality and access controls for data streams while allowing computation on untrusted servers, fused as CE-Storm. CE-Storm has two distinct components that are working in tandem. Synefo provides a data/control routing infrastructure on top of the Storm engine, in order to enable scale-out and scale-in of Continuous Query operators. CryptStream provides confidentiality and access controls for streaming data, according to policies established by the data providers.
In [35] , a stability property of clouds and cooperative scheduling policies is considered on multiple types of resources in cloud computing environments. Related work in Storm platform has not been found.
The aforementioned solutions provide a valuable insight into the challenges and potential solutions for application scheduling in big data stream computing environments. However, in big data era, novel approaches that address the particular challenges and opportunities of these technologies need to be developed, and some characteristics specific to big data stream computing environments need to be considered when developing online scheduling strategies. For example, dynamical data stream, online computing environments, an elastic scaling data stream computing platform which helps find the right point in a timely manner to scale in or out.
VII. CONCLUSIONS AND FUTURE DIRECTIONS
Issue of high system stability is one of the major obstacles for opening up the new era of big data stream computing. In big data stream computing environments, submitted applications will be running continuously. Each application processes one or many continuous data streams. Each data stream is dynamically changing at run time. The majority of state-of-the-art solutions do not support a proper online smart scheduler that knows how to coordinate the dynamically changed resources. Many scheduling strategies are employed which only work in static stream computing environments, and are doomed to fail in online stream computing environments. History based scheduling and online rescheduling are always needed. A stable scheduling strategy is more important than an efficient one for stream applications in online environments.
To achieve high system stability, it is important to obtain a clear picture of the states changed and the vertices needed to be rescheduled. QoS attributes for users, such as response time, energy consumption, economic issues, are to be considered. Efficient scheduling with the historical information in the rescheduling process, optimization of scheduling strategy with the optimization of data stream graph are all to be considered.
In this paper, our work and contribution are summarized as follows.
(1) Formal definitions of data stream graph, big data stream computing architecture, and high system stability and acceptable response time objectives from quantitative perspectives.
(2) Optimizing the structure of data stream graph in big data stream computing environments.
(3) Scheduling data stream graph with heuristic critical path scheduling mechanism, rescheduling fewer critical vertices, and considering the historical information in re-scheduling process.
(4) Prototype implementation, simulation, and performance evaluation of the proposed SOMG.
Future works will be focusing on the following:
(1) Developing a complete stable stream computing framework based on SOMG as a part of big data stream computing services.
(2) Deploying the SOMG on real big data stream computing environments.
(3) Extending the SOMG to other big data stream computing platform.
