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Abstract
We consider nonlinear systems of Timoshenko type in a one-dimensional bounded
domain. The system has a dissipative mechanism being present only in the equation for
the rotation angle; it is a damping effect through heat conduction. The global existence of
small, smooth solutions as well as the exponential stability are investigated.
 2002 Elsevier Science (USA). All rights reserved.
1. Introduction
We consider a nonlinear Timoshenko type system
ρ1ϕtt − σ(ϕx,ψ)x = 0, (1.1)
ρ2ψtt − bψxx + k(ϕx +ψ)+ γ θx = 0, (1.2)
ρ3θt − κθxx + γψtx = 0, (1.3)
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where the functions ϕ, ψ and θ depending on (t, x) ∈ (0,∞)× (0,L) model the
transverse displacement of a beam with reference configuration (0,L) ⊂ R, the
rotation angle of a filament, and the temperature difference, respectively.
By ρ1, ρ2, ρ3, b, k, γ, κ we are denoting positive constants, and σ will be
assumed to satisfy
σϕx (0,0)= σψ(0,0)= k (1.4)
and
σϕxϕx (0,0)= σϕxψ(0,0)= σψψ(0,0)= 0. (1.5)
A simple example with essential nonlinearity in the first variable is given by
σ(r, s)= k r√
1+ r2 + ks,
the nonlinear part corresponding to a vibrating string. The linearized system then
consists of (1.2), (1.3) and
ρ1ϕtt − k(ϕx +ψ)x = 0, (1.6)
the usual linear Timoshenko part for ϕ, cp. [2,8].
Boundary conditions both for the linear and the nonlinear system will be given
for t  0 by
ϕ(t,0)= ϕ(t,L)=ψx(t,0)=ψx(t,L)= θ(t,0)= θ(t,L)= 0, (1.7)
for the linear system we shall also consider
ϕ(t,0)= ϕ(t,L)=ψ(t,0)=ψ(t,L)= θx(t,0)= θx(t,L)= 0 (1.8)
or
ϕx(t,0)= ϕx(t,L)=ψ(t,0)=ψ(t,L)= θ(t,0)= θ(t,L)= 0. (1.9)
Additionally one has initial conditions
ϕ(0, ·)= ϕ0, ϕt (0, ·)= ϕ1, ψ(0, ·)=ψ0, ψt (0, ·)=ψ1,
θ(0, ·)= θ0 in (0,L). (1.10)
If γ = 0 then (1.6), (1.2) build a purely hyperbolic system where the energy is
conserved and solutions, respectively the energy, does not decay at all, of course.
Moreover, the system (1.1), (1.2) is expected to develop singularities in finite time
because of its typical nonlinear hyperbolic character in the equation (1.1).
If the term γ θx in (1.2) is replaced by a control function b¯(x)ψt , b¯ > 0, then
Soufyane [8] proved the exponential stability of the linearized system if and only
if
ρ1
k
= ρ2
b
(1.11)
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holds, that is, if and only if the wave speeds associated to (1.6), (1.2), respectively,
are equal.
A weaker type of dissipation, also being presented only in Eq. (1.3) for ψ , was
considered in [2] replacing γ θx by a memory term
∫ t
0 g(t − s)ψxx(s, x) ds. For
exponential type kernels g the exponential stability follows again if and only if
(1.11) holds.
Here we consider a dissipation through a coupling to a heat equation. The
coupling is direct only for the rotation angle ψ in (1.3) while the coupling to ϕ
is only given indirectly in (1.2). The equations (1.2), (1.3) are for k = 0 those of
linear thermoelasticity, for which the exponential stability for various boundary
conditions has been proved, see [4]. The questions here will be whether the
dissipation is strong enough to stabilize the whole linear system exponentially
under various boundary conditions, and if there are small, smooth solutions
to the nonlinear system that decay exponentially. In other words: The a priori
open problem if there is a control of the Timoshenko system through a heat
equation system in only one equation (for ψ), that exponentially stabilizes, will
be considered and solved. The positive answers to the questions under condition
(1.11) will be given in Sections 2 and 3 for the linearized system and different
boundary conditions, and in Section 5 for the nonlinear system, respectively. In
Section 4 we prove for the linearized case and for one of the boundary conditions
that the condition is also sufficient.
Energy methods and perturbation arguments will be used that will have
to combine methods previously used for pure thermoelastic systems [4], for
Timoshenko systems as in [2], and for nonlinear systems as described for Cauchy
problems in [7]. For the proof of the necessity of (1.11) for the exponential
stability we use an approach from [3], which is simpler than that from [6] used
in [2] for a hyperbolic situation, while we consider a more complex hyperbolic–
parabolic system. Standard notations for function spaces are used.
We remark that it might be possible to use the decoupling technique from [1].
This would require a careful analysis of domains of operators. We, instead, use
the energy method, which in addition yields the possibility to get estimates for the
constants appearing, like the decay rates.
2. Linear exponential stability—ϕ = ψ = θx = 0
First we consider the linear system (1.6), (1.2), (1.3), (1.8), (1.10), i.e.,
ρ1ϕtt − k(ϕx +ψ)x = 0 in (0,∞)× (0,L), (2.1)
ρ2ψtt − bψxx + k(ϕx +ψ)+ γ θx = 0 in (0,∞)× (0,L), (2.2)
ρ3θt − κθxx + γψtx = 0 in (0,∞)× (0,L) (2.3)
with positive constants ρ1, k, ρ2, b, γ , ρ3, κ together with initial conditions
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ϕ(0, ·)= ϕ0, ϕt (0, ·)= ϕ1, ψ(0, ·)=ψ0, ψt (0, ·)=ψ1,
θ(0, ·)= θ0 in (0,L) (2.4)
and boundary conditions
ϕ(t,0)= ϕ(t,L)=ψ(t,0)=ψ(t,L)= θx(t,0)= θx(t,0)
= 0 in (0,∞). (2.5)
The well-posedness of (2.1)–(2.5) is standard, see also Section 5, hence we
assume that the solution will have the regularity we work with in this section.
We look for the exponential decay of the energy
E(t) := 1
2
L∫
0
(
ρ1ϕ
2
t + ρ2ψ2t + bψ2x + k|ϕx +ψ|2 + ρ3θ2
)
(t, x) dx,
≡ E(t,ϕ,ψ, θ),
mostly dropping (t, x) in the sequel. The main idea is to construct a Lyapunov
functional L satisfying
β1E(t) L(t) β2E(t)
for t  0 and positive constants β1, β2, and
d
dt
L(t)−αL(t)
for some α > 0. A careful choice of multipliers and the sequence of estimates in
the energy method will give the desired result.
Multiplying (2.1) by ϕt , (2.2) by ψ , and (2.3) by θ , one easily concludes
d
dt
E(t)=−κ
L∫
0
θ2x dx. (2.6)
Let w be defined as solution to
−wxx = ψx, w(0)=w(L)= 0,
and let
I1 :=
L∫
0
ρ2ψtψ + ρ1ϕtw dx.
Then
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d
dt
L∫
0
ρ2ψtψ dx
= ρ2
L∫
0
ψ2t dx − b
L∫
0
ψ2x dx − k
L∫
0
ψ2 dx − k
L∫
0
ϕxψ dx + γ
L∫
0
θxψ dx,
d
dt
L∫
0
ρ1ϕtw dx = k
∫
(ϕx +ψ)xw dx + ρ1
L∫
0
ϕtwt dx
=−k
L∫
0
ϕψx dx + k
L∫
0
w2x dx + ρ1
L∫
0
ϕtwt dx.
Hence
d
dt
I1 = ρ2
L∫
0
ψ2t dx − b
L∫
0
ψ2x dx − k
L∫
0
ψ2 dx + k
L∫
0
w2x dx
+ γ
L∫
0
θxψ dx.
Observing
L∫
0
w2x dx 
L∫
0
ψ2 dx  c
L∫
0
ψ2x dx, (2.7)
with the Poincaré constant c > 0, we conclude that there is a constant C > 0, and
for any ε1 > 0 there is a positive constant Cε1 > 0 such that
d
dt
I1 −b2
L∫
0
ψ2x dx + ε1
L∫
0
ϕ2t dx +Cε1
L∫
0
ψ2t dx +C
L∫
0
θ2x dx. (2.8)
Let
θ¯ (t, x) := θ(t, x)− 1
L
L∫
0
θ0(x) dx.
From (2.3) we conclude
d
dt
L∫
0
θ(t, x) dx = 0,
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hence
L∫
0
θ¯ (t, x) dx = 0
for all t  0, making the first Poincaré inequality for θ¯ applicable. On the other
hand (ϕ,ψ, θ¯) satisfy the same differential equations (2.1)–(2.3) and boundary
conditions (2.5) as (ϕ,ψ, θ)—only the initial condition θ¯ (0, x) differs from
θ(0, x) in general. In the sequel we shall look at (ϕ,ψ, θ¯) and the associated
energy
E(t)≡E(t,ϕ,ψ, θ¯)
rather than at (ϕ,ψ, θ) with E(t), but for simplicity we keep the notation θ instead
of θ¯ , and E instead of E until the end of this section.
Let
I2(t) := ρ2ρ3
L∫
0
x∫
0
θ(t, y) dyψt(t, x) dx.
Then
d
dt
I2 =
L∫
0
x∫
0
ρ3θt dy ρ2ψt dx +
L∫
0
x∫
0
ρ3θ dy ρ2ψtt dx
=
L∫
0
x∫
0
κθxx − γψtx dy ρ2ψt dx
+
L∫
0
x∫
0
ρ3θ dy
(
bψxx + k(ϕx +ψ)+ γ θx
)
dx
=
L∫
0
(κθx − γψt )ρ2ψt dx −
L∫
0
ρ3θbψx dx + kρ3
L∫
0
θϕ dx
+ ρ3k
L∫
0
x∫
0
θ dy ψ dx −
L∫
0
γρ3θ
2 dx
which implies that for any ε2 > 0 there exists a positive constant Cε2 such that
d
dt
I2 −γρ22
∫
ψ2t dx + ε2
L∫
0
ψ2x dx + ε2
L∫
0
ϕ2x dx +Cε2
L∫
0
θ2x dx. (2.9)
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From (2.8) and (2.9) we get for N2 > 0
d
dt
(I1 +N2I2)
−
(
N2γρ2
2
−Cε1
) L∫
0
ψ2t dx −
(
b
2
−N2ε2
) L∫
0
ψ2x dx
+ (Cε1 +Cε2)
L∫
0
θ2x dx + ε1
L∫
0
ϕ2t dx +N2ε2
L∫
0
ϕ2x dx. (2.10)
At the end we shall choose ε1 small enough, then N2 large enough and afterwards
ε2 small enough.
Let, for N =N(ε1, ε2) > 0,
I3 :=NE + I1 +N2I2,
then, from (2.6) and (2.10), it follows
d
dt
I3 −
(
Nκ − (Cε1 +Cε2)
) L∫
0
θ2x dx −
(
N2γρ2
2
−Cε1
) L∫
0
ψ2t dx
−
(
b
2
−N2ε2
) L∫
0
ψ2x dx + ε1
L∫
0
ϕ2t dx +N2ε2
L∫
0
ϕ2x dx. (2.11)
On the other hand, let us define
I4 :=
L∫
0
ρ2ψt (ϕx +ψ)dx +
L∫
0
ρ2ψxϕt dx.
Then we have (cp. [2, Lemma 2.4])
Lemma 2.1. Assume (1.11), i.e.,
ρ1
k
= ρ2
b
.
Then there exists for any ε3 > 0 a constant Cε3 > 0 such that for t  0:
d
dt
I4(t) [bψxϕx ]x=Lx=0 − k
L∫
0
|ϕx +ψ|2 dx + ε3
L∫
0
ϕ2x dx + ε3
L∫
0
ψ2x dx
+ ρ2
L∫
0
ψ2t dx +Cε3
L∫
0
θ2x dx.
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Proof.
d
dt
L∫
0
ρ2ψt(ϕx +ψ)dx
= b
L∫
0
ψxx(ϕx +ψ)dx − k
L∫
0
|ϕx +ψ|2 dx
+ γ
L∫
0
θx(ϕx +ψ)dx + ρ2
L∫
0
ψt (ϕx +ψ)t dx
= [bψxϕx ]x−Lx=0 − b
L∫
0
ψxϕxx dx − b
L∫
0
ψ2x dx − k
L∫
0
|ϕx +ψ|2 dx
+ γ
L∫
0
θx(ϕx +ψ)dx + ρ2
L∫
0
ψ2t dx + ρ2
L∫
0
ψtϕxt dx
= [bψxϕx ]x=Lx=0 −
bρ1
k
L∫
0
ψxϕtt dx − k
L∫
0
|ϕx +ψ|2 dx
+ γ
L∫
0
θx(ϕx +ψ)dx + ρ2
L∫
0
ψ2t dx + ρ2
L∫
0
ψtϕxt dx
= [bψxϕx ]x=Lx=0 − k
L∫
0
|ϕx +ψ|2 dx
+ γ
L∫
0
θx(ϕx +ψ)dx + ρ2
L∫
0
ψ2t dx −
d
dt
ρ2
L∫
0
ψxϕt dx, (2.12)
where the last equality follows, using the assumption (1.11), from
ρ2
L∫
0
ψtϕxt dx = d
dt
ρ2
L∫
0
ψϕxt dx − ρ2
L∫
0
ψϕxtt dx
=− d
dt
ρ2
L∫
0
ψxϕt dx + ρ2
L∫
0
ψxϕtt dx.
The assertion of the lemma now follows from (2.12). ✷
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In order to deal with the boundary terms appearing in Lemma 2.1, we prove
(cp. [2, Lemma 2.5])
Lemma 2.2. Let q ∈ C1([0,L]) satisfy q(0)=−q(L)= 2, e.g., q(x)= 2 − 4
L
x .
Then there exists C1 > 0 and for any ε˜ > 0 a positive constant Cε˜ such that for
t  0 we have
(i)
d
dt
L∫
0
ρ2ψtqbψx dx
−{b2∣∣ψx(t,L)∣∣2 + b2∣∣ψx(t,0)∣∣2}+ ε˜ L∫
0
ϕ2x dx +C1
L∫
0
ψ2t dx
+Cε˜
L∫
0
θ2x +ψ2x dx.
(ii)
d
dt
L∫
0
ρ1ϕtqϕx dx
−k{∣∣ϕx(t,L)∣∣2 + ∣∣ϕx(t,0)∣∣2}+C1 L∫
0
ϕ2t + ϕ2x +ψ2x dx.
Proof.
d
dt
L∫
0
ρ2ψtqbψx dx
= b2
L∫
0
ψxxqψx dx − kb
L∫
0
(ϕx +ψ)qψx dx
− γ b
L∫
0
θxqψx dx + ρ2b
L∫
0
ψtqbψxt dx
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= b
2
2
[
qψ2x
]x=L
x=0 −
1
2
L∫
0
qxb
2ψ2x dx − kb
L∫
0
(ϕx +ψ)qψx dx
− γ b
L∫
0
θxqψx dx − 12ρ2b
L∫
0
qxψ
2
t dx
which proves (i). The assertion (ii) follows from
d
dt
L∫
0
ρ1ϕtqϕx dx
= k
L∫
0
qϕxxϕx dx + k
L∫
0
qψϕx dx + ρ1
L∫
0
ϕtqϕxt dx
= 1
2
k
[
qϕ2x
]x=L
x=0 + k
L∫
0
qψϕx dx − 12ρ1
L∫
0
qxϕ
2
t dx. ✷
Let, for δ > 0
I5 := I4 + N˜
L∫
0
ρ2ψtqψx dx + δ
L∫
0
ρ1ϕtϕx dx.
From Lemmas 2.1 and 2.2 we conclude, observing
−k
2
L∫
0
|ϕx +ψ|2 dx −k4
L∫
0
ϕ2x dx +C
L∫
0
ψ2x dx
for some constant C > 0, that for sufficiently small ε˜, ε3, δ > 0, large N˜ , we have
for 0 < τ < 1 and some Cτ > 0 and C2 > 0 that
d
dt
I5 −k2
L∫
0
|ϕx +ψ|2 +C2τ
L∫
0
ϕ2t dx +Cτ
L∫
0
ψ2x +ψ2t + θ2x dx. (2.13)
(Choose first δ of order τ , then ε3 small enough, then N˜ large enough, finally ε˜
small enough.)
With
I6 := −
L∫
0
ρ1ϕtϕ dx −
L∫
0
ρ2ψtψ dx
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it easily follows
d
dt
I6 −ρ1
L∫
0
ϕ2t dx − ρ2
L∫
0
ψ2t dx + k
L∫
0
|ϕx +ψ|2 dx
+C
L∫
0
ψ2x + θ2x dx (2.14)
for some constant C > 0.
The inequalities (2.13) and (2.14) imply, choosing τ small enough,
d
dt
{
I5 + 2C2τ
ρ1
I6
}
−k
4
L∫
0
|ϕx +ψ|2 dx −C2τ
L∫
0
ϕ2t dx +Cτ
L∫
0
ψ2t +ψ2x + θ2x dx. (2.15)
The Lyapunov functional L is now defined by
L := I3 +µ
(
I5 + 2C2τ
ρ1
I6
)
, (2.16)
for µ > 0, and we obtain from (2.11) and (2.15), choosing µ, ε1, ε2 sufficiently
small, and N2, N sufficiently large (order: µ, ε1, N2, ε2, N ),
d
dt
L(t)−β0E(t)
for some β0  0. Moreover, there are positive constants β1, β2 > 0 such that for
t  0
β1E(t) L(t) β2E(t) (2.17)
whence
d
dt
L(t)−2αL(t)
for α := β02β2 follows. Using (2.17) again we have thus proved the main result of
this section:
Theorem 2.3. Let the initial data satisfy
ϕ0,ψ0, θ0,x ∈H 10 ((0,L)), ϕ1,ψ1 ∈ L2((0,L)),
and assume for the coefficients the equality (1.11), i.e.,
ρ1
k
= ρ2
b
.
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Then the energy E of the solution (ϕ,ψ, θ) to (2.1)–(2.5),
E(t)= 1
2
L∫
0
(
ρ1ϕ
2
t + ρ2ψ2t + bψ2x + k|ϕx +ψ|2
+ ρ3
(
θ − 1
L
L∫
0
θ0(y) dy
)2)
(t, x) dx,
decays exponentially, that is, there exist constants C > 0 and α > 0, being
independent of the initial data, such that for all t  0:
E(t) CE(0)e−2αt .
Remark. The expectation is that the condition (1.11) on the coefficients is also
necessary for exponential decay but this has not been proved yet, cp. Section 4 for
the boundary condition (1.7).
3. Linear exponential stability—ϕ =ψx = θ = 0
The second set of boundary conditions will be
ϕ(t,0)= ϕ(t,L)=ψx(t,0)=ψx(t,L)= θ(t,0)= θ(t,L)
= 0, t  0 (3.1)
which consider for the linear system (2.1)–(2.4). These boundary conditions
will be also considered for the corresponding nonlinear system in Section 5. In
Section 5 we shall benefit from the linear exponential stability to be proved now.
The proof first is simple after the previous sections, but we shall also introduce a
semigroup formulation and estimates for higher derivatives that we shall need in
Section 5.
First, note that from (2.2) we conclude that
ρ2g
′′(t)+ kg(t)= 0,
where
g(t) :=
L∫
0
ψ dx,
that is, if
L∫
0
ψ0(x) dx =
L∫
0
ψ1(x) dx = 0 (3.2)
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holds, then g = 0 follows, hence
L∫
0
ψ(t, x) dx = 0, t  0. (3.3)
We shall assume (3.2) in the sequel and thus can exploit (3.3) in the usual Poincaré
estimate for ψ .
Let the energy E be defined as in Section 2, i.e.,
E(t)= 1
2
L∫
0
(
ρ1ϕ
2
t + ρ2ψ2t + bψ2x + k|ϕx +ψ|2 + ρ3θ2
)
(t, x) dx.
Then we have again as in (2.6)
d
dt
E =−κ
L∫
0
θ2x dx. (3.4)
Using I1 as in Section 2,
I1 =
L∫
0
ρ2ψtψ + ρ1ϕtw dx,
where w satisfies
−wxx =ψx, w(0)=w(L)= 0,
we find again (cp. (2.8)) the estimate,
d
dt
I1 −b2
L∫
0
ψ2x dx + ε1
L∫
0
ϕ2t dx +Cε1
L∫
0
ψ2t dx +C
L∫
0
θ2x dx, (3.5)
where ε1 > 0 and Cε1,C > 0 are positive constants.
Instead of I2 from Section 2 we now define
I˜2(t) := −ρ2ρ3
L∫
0
θ(t, x)
x∫
0
ψt (t, y) dy dx
and obtain, using (3.3),
d
dt
I˜2 =−ρ2ρ3
L∫
0
θt
x∫
0
ψtdy dx − ρ2ρ3
L∫
0
θ
x∫
0
ψtt dy dx
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=−ρ2
L∫
0
(κθxx − γψtx)
x∫
0
ψt dy dx
− ρ3
L∫
0
θ
x∫
0
bψxx − k(ϕx +ψ)− γ θx dy dx
= ρ2
L∫
0
κθxψt − γψ2t dx − ρ3
L∫
0
θ
(
bψx − kϕ − k
x∫
0
ψ dy − γ θ
)
dx
which implies (cp. (2.9))
d
dt
I˜2 −γρ22
L∫
0
ψ2t dx + ε2
L∫
0
ϕ2x dx + ε2
L∫
0
ψ2x dx +Cε2
L∫
0
θ2x dx, (3.6)
where ε2 > 0 and Cε2 > 0 is a constant.
Combining (3.4)–(3.6) we conclude for N =N(ε1, ε2) > 0, N2 > 0 and
I˜3 :=NE + I1 +N2I˜2,
that
d
dt
I˜3 −Nκ
L∫
0
θ2x dx −
(
N2γρ2
2
−Cε1
) L∫
0
ψ2t dx
−
(
b
2
−N2ε2
) L∫
0
ψ2x dx + (Cε1 +Cε2)
L∫
0
θ2x dx + ε1
L∫
0
ϕ2t dx
+N2ε2
L∫
0
ϕ2x dx. (3.7)
Lemma 2.1 holds again, now with
[bψxϕx]x=Lx=0 = 0,
hence we have, if (1.11) holds, i.e., if
ρ1
k
= ρ2
b
,
then for
I4 =
L∫
0
ρ2ψt (ϕx +ψ)dx +
L∫
0
ρ2ψxϕt dx
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we have
d
dt
I4 −k
L∫
0
|ϕx +ψ|2 dx + ε3
L∫
0
ϕ2x dx + ε3
L∫
0
ψ2x dx + ρ2
L∫
0
ψ2t dx
+Cε3
L∫
0
θ2x dx,
where ε3 > 0 and Cε3 > 0 is a constant, and choosing ε3 small, we get
d
dt
I4 −k2
L∫
0
|ϕx +ψ|2 dx + C˜1
L∫
0
(
ψ2x +ψ2t + θ2x
)
dx (3.8)
with a constant C˜1 > 0.
Letting
I6 =−
L∫
0
ρ1ϕtϕ dx −
L∫
0
ρ2ψtψ dx
again, we obtain as in (2.14)
d
dt
I6 −ρ1
L∫
0
ϕ2t dx − ρ2
L∫
0
ψ2t dx + k
L∫
0
|ϕx +ψ|2 dx
+ C˜2
L∫
0
ψ2x + θ2x dx (3.9)
for a constant C˜2 > 0.
Now choosing as Lyapunov functional
L˜ := I˜3 +µ(I4 + I6)
we conclude, choosing µ, ε1, ε2 sufficiently small and N2, N sufficiently large,
d
dt
L˜(t)−αL(t)
for some α > 0, and we get as in Section 2.3 the exponential stability.
Theorem 3.1. Let the initial data satisfy
ϕ0,ψ0,x , θ0 ∈H 10 ((0,L)), ϕ1,ψ1 ∈ L2((0,L)),
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as well as (3.2), and assume for the coefficients the equality (1.11), i.e.,
ρ1
k
= ρ2
b
.
Then the energy E of the solution (ϕ,ψ, θ) to (2.1)–(2.4), (3.1),
E(t)= 1
2
L∫
0
(
ρ1ϕ
2
t + ρ2ψ2t + bψ2x + k|ϕx +ψ|2 + ρ3θ2
)
(t, x) dx,
decays exponentially, that is, there exist constants C > 0 and α > 0, being
independent of the initial data, such that for all t  0:
E(t) CE(0)e−2αt .
We now present a semigroup formulation and estimates on higher derivatives
which we shall need for the discussion of the nonlinear problem in Section 5.
Let V := (ϕ,ϕt ,ψ,ψt , θ)′, then V formally satisfies
Vt =AV, V (t = 0)= V0 (3.10)
where V0 := (ϕ0, ϕ1,ψ0,ψ1, θ0)′ and A is the (formal) differential operator
A=

0 1 0 0 0
k/ρ1∂2x 0 k/ρ1∂x 0 0
0 0 0 1 0
−k/ρ2∂x 0 b/ρ2∂2x − k/ρ2 0 −γ /ρ2∂x
0 0 0 −γ /ρ3∂x κ/ρ3∂xx
 . (3.11)
Let
H :=H 10 ((0,L))×L2((0,L))×H 1∗ ((0,L))×L2∗((0,L))×L2((0,L))
be the Hilbert space with
H 1∗ ((0,L)) :=
{
w ∈H 1((0,L))
∣∣∣∣
L∫
0
w(x) dx = 0
}
,
L2∗((0,L)) :=
{
w ∈ L2((0,L))
∣∣∣∣
L∫
0
w(x) dx = 0
}
,
and norm given by
‖V ‖2H =
∥∥(V 1, . . . , V 5)′∥∥2H
≡ b∥∥V 3x ∥∥2L2 + k∥∥V 1x + V 3∥∥2L2 + ρ2∥∥V 4∥∥2L2 + ρ3∥∥V 5∥∥2L2 .
Then A, formally given in (3.11), with domain
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D(A) := {V ∈H ∣∣ V 1 ∈H 2((0,L)), V 2 ∈H 10 ((0,L)), V 3 ∈H 2((0,L)),
V 3x ∈H 10 ((0,L)), V 4 ∈H 1∗ ((0,L)),
V 5 ∈H 2((0,L))∩H 10 ((0,L))
}
,
generates a contraction semigroup {etA}t0. We observe that for a solution
(ϕ,ψ, θ) to (2.1)–(2.4), (3.1) and the corresponding V the energy E(t) of
(ϕ,ψ, θ) equals 12‖V (t)‖2H, independent of t . Theorem 3.1 now implies the
exponential stability of the semigroup as usual:
∃c1 > 0 ∀t  0 ∀V0 ∈H:
∥∥etAV0∥∥H  c1e−αt‖V0‖H. (3.12)
For the nonlinear part we shall need estimates for higher derivatives of (ϕ,ψ, θ)
and V , respectively.
Observe that if V0 ∈ D(A) then we can estimate AV (t) in the same way as
V (t) is estimated in (3.12), which in turn, using the structure of A in (3.11),
implies that (V 1x ,V 2x ,V 3x ,V 4x ,V 5xx)′ can be estimated in the ‖ · ‖H-norm, hence
we may estimate ((ϕx)x, (ϕt )x, (ψx)x, (ψt )x, θxx)′ in L2.
Let for s ∈N
Hs :=
(
Hs ×Hs−1 ×Hs ×Hs−1 ×H 2(s−1))((0,L))
with natural norms ‖ · ‖Hs for the components.
For V0 ∈D(As−1), we thus can estimate∥∥V (t)∥∥Hs  cs‖V0‖Hs e−αt (3.13)
with cs being a positive constant, independent of V0 and t .
4. Non-exponential decay if ρ1/k = ρ2/b
For the system considered in the last section we shall now prove that the
condition (1.11) is also necessary for exponential stability, i.e., we shall prove
Theorem 4.1. If
ρ1
k
= ρ2
b
(4.1)
then the system associated to the initial boundary value problem (2.1)–(2.4), (3.1)
is not exponentially stable.
Proof. We use the same approach as in [3]. Recalling from the previous section
that V = (ϕ,ϕt ,ψ,ψt , θ)′ satisfies
Vt =AV, V (t = 0)= V0
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where V0 = (ϕ0, ϕ1,ψ0,ψ1, θ0)′ and A is given as differential operator in (3.11),
we notice that A generates a contraction semigroup. By well-known results from
semigroup theory (see, e.g., [5, Theorem 1.3.2]) it suffices to show the existence
of sequences (λn)n ⊂ R with limn→∞ |λn| =∞, and (Vn)n ⊂D(A), (Fn)n ⊂H,
such that (iλn −A)Vn = Fn is bounded and
lim
n→∞‖Vn‖H =∞.
As F ≡ Fn we choose
F = (0, f 2,0, f 4,0)′
with
f 2(x) := sin(δλx), f 4(x) := cos(δλx)
where
δ :=
√
ρ2
b
, λ≡ λn := nπ
δL
(n ∈N).
The solution V = (v1, v2, v3, v4, v5)′ to (iλ − A)V = F , which will be
determined below, has to satisfy
iλv1 − v2 = 0, (4.2)
iλv2 − k
ρ1
v1xx −
k
ρ1
v3x = f 2, (4.3)
iλv3 − v4 = 0, (4.4)
iλv4 − b
ρ2
v3xx +
k
ρ2
v1x +
k
ρ2
v3 + γ
ρ2
v5x = f 4, (4.5)
iλv5 − κ
ρ3
v5xx +
γ
ρ3
v4x = 0. (4.6)
Eliminating v2, v4 we obtain for v1, v3, v5:
−λ2v1 − k
ρ1
v1xx −
k
ρ1
v3x = f 2, (4.7)
−λ2v3 − b
ρ2
v3xx +
k
ρ2
v1x +
k
ρ2
v3 + γ
ρ2
v5x = f 4, (4.8)
iλv5 − κ
ρ3
v5xx +
γ
ρ3
v3x = 0. (4.9)
This can be solved by the ansatz
v1(x)=A sin(δλx), v3(x)= B cos(δλx), v5(x)= C sin(δλx),
where A,B,C depend on λ and will be determined explicitly in the sequel. We
remark that this choice is just compatible with the boundary conditions and the
chosen right-hand sides f 2, f 4.
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In order to satisfy (4.7)–(4.9) with this ansatz, it is necessary and sufficient that
the coefficients A,B,C satisfy
−λ2A+ k
ρ1
δ2λ2A+ k
ρ1
δλB = 1, (4.10)
−λ2B + b
ρ2
δ2λ2B + k
ρ2
δλA+ k
ρ2
B + γ
ρ2
δλC = 1, (4.11)
iλC + κ
ρ3
δ2λ2C − iγ
ρ3
δλ2B = 0. (4.12)
The last identity gives
C =Q1(λ)B (4.13)
where
Q1(λ) := i(γ /ρ3)δλ
i + (κ/ρ3)δ2λ
satisfies
lim
λ→∞Q1(λ)=
iγ
κδ
. (4.14)
Observing δ =√ρ2/b we conclude from (4.11)
k
√
ρ2
ρ2
√
b
λA+ k
ρ2
B + γ
√
ρ2
ρ2
√
b
λC = 1
implying
A=−
√
b
ρ2
1
λ
B − γ
k
Q1(λ)B +
√
ρ2b
k
1
λ
. (4.15)
Combining (4.10) and (4.15) we obtain
−α0
√
b
ρ2
λB − α0γ
k
Q1(λ)λ
2B + α0
√
ρ2b
k
λ+ kδ
ρ1
λB = 1,
where α0 := kρ2ρ1b − 1. This implies
λ
(√
b
ρ2
− α0γ
k
Q1(λ)λ
)
B = 1− α0
√
ρ2b
k
λ
or
B = 1
λ
1− α0
√
ρ2b
k
λ√
b
ρ2
− α0γ
k
Q1(λ)λ
≡ 1
λ
Q2(λ). (4.16)
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Then Q2 satisfies
lim
λ→∞Q2(λ)= i
κρ2
γ 2
. (4.17)
We conclude combining (4.15), (4.16), and (4.13)
A=−
√
b
ρ2
Q2(λ)
λ2
− γ
k
Q1(λ)Q2(λ)
λ
+
√
ρ2b
k
1
λ
, (4.18)
C = Q1(λ)Q2(λ)
λ
. (4.19)
As a consequence we get from
L∫
0
∣∣v1x ∣∣2 dx = Lδ22 λ2|A|2
the uniform (in λ) boundedness of the H 1-norm of v1, and also of the L2-norm
of λv1. Analogously we obtain the uniform boundedness of the H 1-norm of v3,
v5 as well as of the L2-norm of λv3, λv5.
Multiplying Eq. (4.5) by v1x + v3 and integrating we obtain
iλ
L∫
0
v4
(
v1x + v3
)
dx + b
ρ2
L∫
0
v3x
(
v1xx + v3x
)
dx + k
ρ2
L∫
0
∣∣v1x + v3 ∣∣2 dx
+ γ
ρ2
L∫
0
v5x
(
v1x + v3
)
dx =
L∫
0
f 4
(
v1x + v3
)
dx. (4.20)
Let
I := iλ
L∫
0
v4v1x dx +
b
ρ2
L∫
0
v3x
(
v1xx + v3x
)
dx. (4.21)
By Eq. (4.3) we get
I = iλ
L∫
0
v4v1x dx −
b
ρ2
iλ
ρ1
k
L∫
0
v3xv
2 dx − bρ1
ρ2k
L∫
0
v3xf
2 dx.
Using Eqs. (4.2) and (4.4) we conclude
iλ
L∫
0
v4v1x dx = iλ
L∫
0
v3xv
2 dx,
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hence
I = iλ
(
1− bρ1
ρ2k
) L∫
0
v3xv
2 dx − bρ1
ρ2k
L∫
0
v3xf
2 dx. (4.22)
A combination of (4.20)–(4.22) yields
iλ
(
1− bρ1
ρ2k
) L∫
0
v3xv
2 dx
= bρ1
ρ2k
L∫
0
v3xf
2 dx − k
ρ2
L∫
0
∣∣v1x + v3 ∣∣2 dx − iλ L∫
0
v4v3 dx
− γ
ρ2
L∫
0
v5x
(
v1x + v3
)
dx +
L∫
0
f 4
(
v1x + v3
)
dx. (4.23)
We shall now show that the assumption, that ‖V ‖H remains bounded as λ→∞,
leads to a contradiction. If ‖V ‖H remains bounded, then we conclude from (4.23),
using the basic assumption (4.1), that∣∣∣∣∣λ
L∫
0
v3xv
2 dx
∣∣∣∣∣ remains bounded as λ→∞. (4.24)
On the other hand we have, using (4.2),
iλ
L∫
0
v3xv
2 dx =−iλ
L∫
0
Bδλ sin(δλx)
(−iλA¯ sin(δλx))dx
=−δL
2
λ3A¯B. (4.25)
Observing
lim
λ→∞
(
−δL
2
λ2A¯B
)
=−δL
2
(
−
√
b
ρ2
lim
λ→∞
|Q2(λ)|2
λ
− γ
k
lim
λ→∞Q1(λ)
∣∣Q2(λ)∣∣2
+
√
ρ2b
k
lim
λ→∞Q2(λ)
)
=−i δLρ2κ
2kγ 2
(
ρ2
δ
+√ρ2b), (4.26)
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a combination of (4.25) and (4.26) yields the contradiction to (4.24), and the proof
is completed. ✷
5. Global stability for the nonlinear system
Now we return to the nonlinear system (1.1)–(1.3), (1.7), (1.10), i.e., we
consider
ρ1ϕtt − σ(ϕx,ψ)x = 0, (5.1)
ρ2ψtt − bψxx + k(ϕx +ψ)+ γ θx = 0, (5.2)
ρ3θt − κθxx + γψtx = 0, (5.3)
with positive constants ρ1, ρ2, b, k, γ , ρ3, and κ , together with the boundary
conditions
ϕ(t,0)= ϕ(t,L)=ψx(t,0)=ψx(t,L)= θ(t,0)= θ(t,L)
= 0, t  0, (5.4)
and the initial conditions
ϕ(0, ·)= ϕ0, ϕt (0, ·)= ϕ1, ψ(0, ·)=ψ0, ψt (0, ·)=ψ1,
θ(0, ·)= θ0 in (0,L). (5.5)
We remark that we can also deal with other boundary conditions in the same way.
The nonlinear function σ is assumed to be smooth and to satisfy
σϕx (0,0)= σψ(0,0)= k (5.6)
and
σϕxϕx (0,0)= σϕxψ(0,0)= σψψ(0,0)= 0. (5.7)
The local well-posedness is standard by now and can be obtained as that for the
system of thermoelasticity, cp. [4].
Let for m 2, j  1
ϕm(·) :=
(
∂mt ϕ
)
(0, ·), ψm(·) :=
(
∂mt ψ
)
(0, ·), θj (·) :=
(
∂
j
t θ
)
(0, ·)
be defined through the differential equations (5.1)–(5.3) and the initial condi-
tions (5.5). For s  3 assume
ϕm ∈Hs−m((0,L))∩H 10 ((0,L)),
2m s − 1, ϕs,ψs ∈ L2((0,L)), (5.8)
ψm,x ∈Hs−m−1((0,L))∩H 10 ((0,L)),
2m s − 1, ψs ∈ L2((0,L)), (5.9)
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θj ∈Hs−j ((0,L))∩H 10 ((0,L)),
1 j  s − 2, θs−1 ∈ L2((0,L)). (5.10)
Theorem 5.1. Let s = 3 and assume the compatibility conditions (5.8)–(5.10).
Then there is T = T (‖(ϕ0, ϕ1,ψ0,ψ1, θ0)‖H3) > 0 such that (5.1)–(5.5) has a
unique local solution (ϕ,ψ, θ) satisfying
(ϕ,ψ) ∈
3⋂
k=0
Ck
([0, T ],H 3−k((0,L))),
θ ∈
1⋂
j=0
Cj
([0, T ],H 3−j ((0,L)))∩C2([0, T ],L2((0,L))),
∂2t θx ∈L2
([0, T ],L2((0,L))),
and (ϕ,ψ, θ) satisfy the boundary conditions (5.4).
As in Section 3 we rewrite everything as a first-order system for V = (ϕ,ϕt ,ψ,
ψt , θ) and obtain as in (3.10)
Vt =AV + F(V,Vx), V (t = 0)= V0 (5.11)
where A is defined in Section 3 and
F(V,Vx)≡
(
0, σϕx (ϕx,ψ)ϕxx − kϕxx + σψ(ϕx,ψ)ψx − kψx,0,0,0
)
= (0, σϕx (V 1x ,V3)V 1xx − kV 1xx + σψ (V 1x ,V3)V 3x
− kV 3x ,0,0,0
)
. (5.12)
As in the linear part in Section 3 we observe that the condition
L∫
0
ψ0(x)=
L∫
0
ψ1(x) dx = 0 (5.13)
implies
∀t  0:
L∫
0
ψ(t, x) dx = 0, (5.14)
and we shall assume (5.13) respectively (5.14) in the sequel. Moreover we observe
for each t
L∫
0
F(V ,Vx)3.,4.(t, x) dx =
L∫
0
0 dx = 0,
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hence F(V ,Vx)(t, ·) will be in the space H included in Section 3.
The (local) solution satisfies
V (t)= etAV0 +
t∫
0
e(t−r)AF (V,Vx)(r) dr. (5.15)
The technique that we use is an adaption of one known suitable for Cauchy
problems, see [7]. We point out that the energy method, which could be applied
also to the nonlinear thermoelastic problem, see [4] seems not to work here
because it seems to be not possible to exploit the condition ρ1/k = ρ2/b for a
nonlinear system. Therefore the perturbation arguments of the method used here
are more appropriate.
Here we will assume that the solution is small in the H2 norm. That is
‖V0‖H2 < δ.
But it can be large in the H3 norm. That is, let us fix a number µ> 1 such that
‖V0‖H3 <µ.
By the continuity of the solution we have that there exist intervals [0, T0] and
[0, T1], respectively, for which we have∥∥V (t)∥∥H2  δ, ∀t ∈ [0, T0],∥∥V (t)∥∥H3  µ, ∀t ∈ [0, T1].
Let us take d > 1 to be fixed later, and let the positive numbers T 1m and T 0m,
respectively, be the maximal values for which we have that the local solution
satisfies∥∥V (t)∥∥H2  2c1δ, ∀t ∈ [0, T 0m],
and, respectively,∥∥V (t)∥∥H3  dµ, ∀t ∈ [0, T 1m],
where c1 from (3.12) is such that∥∥eAtV0∥∥H2  c1‖V ‖H2 .
Under these conditions we have the following high energy estimate:
Lemma 5.2. There are constants c2, c3 > 0, neither depending on V0 nor on T ,
such that the local solution given in Theorem 5.1 satisfies for t ∈ [0, T 1m]:∥∥V (t)∥∥2H3  c2‖V0‖2H3ec3√dµ∫ t0 ∥∥V (r)∥∥1/2H2 dr.
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Proof. We rewrite (5.1) as
ρ1ϕtt − k(ϕx +ψ)x = b˜(ϕx,ψ)ϕxx + d˜(ϕx,ψ)ψx (5.16)
with
b˜(ϕx,ψ) := σϕx (ϕx,ψ)− σϕx (0,0),
d˜(ϕx,ψ) := σψ(ϕx,ψ)− σψ(0,0). (5.17)
Multiplying (5.16), (5.2), (5.3) in L2 by ϕt , ψt , and θ , respectively, we obtain
1
2
d
dt
L∫
0
ρ1ϕ
2
t + ρ2ψ2t + k|ϕx +ψ|2 + bψ2x dx + κ
L∫
0
θ2x dx
=
L∫
0
b˜(ϕx,ψ)ϕxxϕt + d˜(ϕx,ψ)ψxϕt dx dx
=
L∫
0
d˜(ϕx,ψ)ψxϕt dx dx −
L∫
0
(
∂xb˜(ϕx,ψ)
)
ϕxϕt dx
−
L∫
0
b˜(ϕx,ψ)ϕxϕxt dx
≡ I.1+ I.2+ I.3. (5.18)
Without loss of generality we neglect in the sequel lower order terms (l.o.t.) and
write b˜(ϕx) instead of b˜(ϕx,ψ); then b˜′ will denote the derivative with respect to
the first variable.
|I.2| 1
2
∥∥b˜′(ϕx)ϕxx∥∥L∞
L∫
0
ϕ2x + ϕ2t dx
 c‖ϕxx‖1/2L2 ‖ϕxx‖
1/2
H 1
L∫
0
ϕ2x + ϕ2t dx
 c‖V ‖1/2H2‖V ‖
1/2
H3
L∫
0
ϕ2x + ϕ2t dx, (5.19)
where c will denote a constant not depending on V 0 or on T .
I.3=−1
2
d
dt
L∫
0
b˜(ϕx)ϕ
2
x dx +
1
2
L∫
0
(
∂t b˜(ϕx)
)
ϕ2x ≡ I.3.1+ I.3.2. (5.20)
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The term I.3.2 can be estimated in the same way as I.2 in (5.19):
|I.3.2| c‖V ‖1/2H2‖V ‖
1/2
H3
L∫
0
ϕ2x dx. (5.21)
The term I.3.1 can be incorporated into and be dominated by the left-hand side of
inequality (5.18) after an integration with respect to t later on, since
t∫
0
I.3.1(r) dr
=−1
2
L∫
0
b˜(ϕx)ϕ
2
x dx +
1
2
L∫
0
b˜
(
ϕx(t = 0)
)
ϕ2x(t = 0) dx. (5.22)
Summarizing (5.18)–(5.22) we have proved
∥∥V (t)∥∥2H1  c‖V0‖2H1 +
t∫
0
c
∥∥V (r)∥∥1/2H2∥∥V (r)∥∥1/2H3∥∥V (r)∥∥2H1 dr. (5.23)
In order to get estimates for the higher-order derivatives of V we differentiate the
differential equation (5.16) with respect to t and obtain, again neglecting some
l.o.t.:
ρ1ϕtt t − k(ϕxt +ψt )x = b˜′(ϕx)ϕxtϕxx + b˜(ϕx)ϕtxx. (5.24)
Differentiating also the differential equations (5.2), (5.3) with respect to t and
multiplying the differentiated equations by ϕtt , ψtt and θt , respectively, in L2 we
get
1
2
d
dt
L∫
0
ρ1ϕ
2
t t + ρ2ψ2t t + k|ϕxt +ψt |2 + bψ2xt dx + κ
L∫
0
θ2xt dx (5.25)

L∫
0
b˜(ϕx)ϕtxxϕtt dx +
L∫
0
b˜′(ϕx)ϕxtϕxxϕtt dx + l.o.t.
≡ I.4+ I.5.+ l.o.t. (5.26)
The term I.4 can be treated like the term I.2+ I.3,
|I.5| c‖V ‖1/2H2‖V ‖
1/2
H3
L∫
0
ϕ2t t + ϕ2tx dx. (5.27)
Using the differential equations we obtain from (5.23), (5.26), (5.27)
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∥∥V (t)∥∥2H2  c‖V0‖2H2 +
t∫
0
c
∥∥V (r)∥∥1/2H2∥∥V (r)∥∥1/2H3∥∥V (r)∥∥2H2 dr. (5.28)
Differentiating the differential equation (5.24) once more with respect to t we get,
neglecting some l.o.t.,
ϕtt t t − k(ϕxtt +ψtt )x
= b˜′′(ϕx)ϕ2xtϕxx + b˜′(ϕx)ϕxttϕxx + 2b˜′(ϕx)ϕxtϕxxt + b˜(ϕx)ϕttxx. (5.29)
Differentiating also the differential equations (5.2), (5.3) once more with respect
to t and multiplying the differentiated equations by ϕtt t , ψttt and θtt , respectively,
in L2 we obtain
1
2
d
dt
L∫
0
ρ1ϕ
2
t t t + ρ2ψ2t t t + k|ϕxtt +ψtt |2 + bψ2xt t dx + κ
L∫
0
θ2xt t dx

L∫
0
b˜′′(ϕx)ϕ2xtϕxxϕtt t dx +
L∫
0
b˜′(ϕx)ϕxttϕxxϕtt t dx
+ 2
L∫
0
b˜′(ϕx)ϕxtϕxxtϕtt t dx +
L∫
0
b˜(ϕx)ϕttxxϕtt t dx
≡ I.6+ I.7+ I.8+ I.9. (5.30)
The term I.9 is again dealt with like I.2+ I.3,
|I.6| + |I.7| + |I.8| c(‖V ‖H2‖V ‖H3 + ‖V ‖1/2H2‖V ‖1/2H3 )
×
L∫
0
ϕ2xt + ϕ2t t t + ϕ2t t t + ϕ2xt t + ϕ2xxt dx. (5.31)
Hence we obtain from (5.28), (5.31),
∥∥V (t)∥∥2H3  c‖V0‖2H3 +
t∫
0
c
∥∥V (r)∥∥1/2H2∥∥V (r)∥∥1/2H3∥∥V (r)∥∥2H3 dr, (5.32)
which yields our conclusion. ✷
Next we want to prove a weighted a priori estimate for ‖V (t)‖H2 . Using the
representation (5.15) and (3.13)—if ρ1/k = ρ2/b is satisfied!—we can estimate
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∥∥V (t)∥∥H2  ∥∥eAtV0∥∥H2 +
t∫
0
∥∥e(t−r)AF(V ,Vx)(r)∥∥H2 dr
 c1e−αt‖V0‖H2 + c1
t∫
0
e−α(t−r)
∥∥F(V,Vx)∥∥H2 dr. (5.33)
We observe that F satisfies
F(V ,Vx)(r) ∈D(A), r  0,
hence (3.13) can be applied for s = 2. By the assumptions (5.6), (5.7) on the
nonlinearity σ the functions b˜ and d˜ defined in (5.17) we can estimate the
nonlinearity as follows.
Lemma 5.3. There exists a positive constant c such that for all W ∈H3 we have∥∥F(W,Wx)∥∥H2  c‖W‖2H2‖W‖H3 .
Proof. (cp. [7] in Rn). Let ϕ :=W 1 and ψ :=W 1. Then
F(W,Wx)=
(
0, b˜(ϕx)ϕxx + d˜(ϕx)ψx,0,0,0
)′
and ∥∥b˜(ϕx)ϕxx∥∥H 1  c∥∥b˜(ϕx)ϕxx∥∥L2 + ∥∥b˜′(ϕx)ϕxϕxx∥∥L2 + ∥∥b˜(ϕx)ϕxxx∥∥L2
 c‖ϕx‖2L∞‖ϕ‖H 3  c‖W‖2H2‖W‖H3 .
Analogously,∥∥d˜(ϕx)ψx∥∥H 1  c‖W‖2H2‖W‖H3 . ✷
Using Lemma 5.3 we conclude from (5.33)
∥∥V (t)∥∥H2  c1e−αt‖V0‖H2 + c
t∫
0
e−α(t−r)
∥∥V (r)∥∥2H2∥∥V (r)∥∥H3 dr, (5.34)
which is the starting point to prove the following weighted a priori estimate.
Lemma 5.4. For 0 t  T 1m let
M2(t) := sup
0rt
(
eαr
∥∥V (r)∥∥H2),
and let
ρ1
k
= ρ2
b
.
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Then there are M0 > 0 and δ > 0 such that if ‖V0‖H3 < µ and ‖V0‖H2 < δ we
have for all 0 t  T 1m:
M2(t)M0 <∞
M0 is independent of T (and of V0).
Proof. From (5.34) and the energy estimate in Lemma 5.2 we conclude∥∥V (t)∥∥H2
 c1‖V0‖H2e−αt + c
t∫
0
e−α(t−r)
∥∥V (r)∥∥2H2‖V0‖H3ec√dµ∫ r0 ∥∥V (τ)∥∥1/2H2 dr .
If ‖V0‖H2  δ (δ to be determined) we get for t min{T 0m,T 1m}∥∥V (t)∥∥H2
 c1δe−αt + cδ1/2µec
√
dµ
∫ t
0
∥∥V (τ)∥∥1/2H2 dτ
t∫
0
e−α(t−r)
∥∥V (r)∥∥3/2H2 dr
 c1δe−αt + cδ1/2µec
√
dµ
√
M2(t)M2(t)
3/2
t∫
0
e−α(t−r)e−3αr/2 dr
which implies
M2(t) c1δ+ cδ1/2µec
√
dµ
√
M2(t)M2(t)
3/2 sup
0t<∞
eαt
×
t∫
0
e−α(t−r)e−3αr/2 dr. (5.35)
Since it easily follows that
sup
0t<∞
eαt
t∫
0
e−α(t−r)e−3αr/2 dr  c <∞,
we obtain from (5.35)
M2(t) c1δ+ cδ1/2µM2(t)ec
√
dµ
√
M2(t). (5.36)
By standard arguments (cp., e.g., [7]), considering the function
f (x) := c1δ+ cδ1/2x3/2ec
√
x − x
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it follows that M2(t) is uniformly bounded by the first zero M0 of f if δ and
M2(0) are sufficiently small, up to now for t  min{T 0m,T 1m}. If T 0m  T 1m holds,
the claim of the lemma follows immediately.
Finally, suppose that T 0m < T 1m. Note that for δ small enough we have that
M0 < 2c1δ. In fact
f (2c1δ)= 2cc1µδ3/2ec
√
2c1dµδ − c1δ < 0
for small values of δ. This means that∥∥V (t)∥∥H2 M0 < 2c1δ.
But this inequality contradicts to the maximality of T 0m, therefore we must have
T 0m  T 1m, which completes the proof. ✷
Now we can formulate and prove the main theorem on global existence and
exponential decay.
Theorem 5.5. Let s = 3 and assume the conditions (5.8)–(5.10) on the initial data
as well as
L∫
0
ψ0(x) dx =
L∫
0
ψ1(x) dx = 0.
Let µ> 1 be arbitrary but fixed. If
ρ1
k
= ρ2
b
and (5.6) hold, there is a δ > 0 such that if ‖V0‖H2 < δ and ‖V0‖H3 < µ there
exists a unique global solution (ϕ,ψ, θ) to (5.1)–(5.5) satisfying
(ϕ,ψ) ∈
3⋂
k=0
Ck
([0,∞),H 3−k((0,L))),
θ ∈
1⋂
j=0
Cj
([0,∞),H 3−j ((0,L)))∩C2([0,∞),L2((0,L)))
and (ϕ,ψ, θ) satisfy the boundary conditions (5.4).
Moreover, there is a constant C0(V0) > 0 such that for t  0:
‖V (t)‖H2  C0e−αt ,
with α from Theorem 3.1.
Proof. From Lemmas 5.2 and 5.4 we conclude for the local solution on [0, T 1m]
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∥∥V (t)∥∥H3  c‖V0‖H3ec˜√dµ∫ t0 ∥∥V (r)∥∥1/2H2 dr  c‖V0‖H3ec˜√dµM0
 ce‖V0‖H3,
where c˜ > 0 and where we have chosen δ small enough such that
c˜
√
dµM0 < 1.
Taking d := 2ce we conclude that T 1m = T otherwise we arrive at a contradiction.
Since c is independent of t or V0, we conclude the global existence result by the
usual continuation argument. The claim on exponential decay of ‖V (t)‖H2 now
is a consequence of Lemma 5.4. ✷
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