Abstract. Let m ∈ N and X = (X, X , µ, (T α ) α∈R m ) be a measure preserving system with an R m -action. We say that a Borel measure ν on R m is weakly equidistributed for X if there exists A ⊆ R of density 1 such that for all f ∈ L ∞ (µ), we have
t∈A,t→∞ R m f (T tα x) dν(α) = X f dµ for µ-a.e. x ∈ X.
Let W (X) denote the collection of all α ∈ R m such that the R-action (T tα ) t∈R is not ergodic. Under the assumption of the pointwise convergence of double Birkhoff ergodic average, we show that a Borel measure ν on R m is weakly equidistributed for an ergodic system X if and only if ν(W (X) + β) = 0 for every β ∈ R m . Under the same assumption, we also show that ν is weakly equidistributed for all ergodic measure preserving systems with R m -actions if and only if ν(ℓ) = 0 for all hyperplanes ℓ of R m . Unlike many equidistribution results in literature whose proofs use methods from harmonic analysis, our results adopt a purely ergodic theoretic approach.
1. introduction 1.1. Strong equidistribution over dilated measures. Let G be a locally compact Hausdorff topological group. A measure preserving G-system (or a G-system) is a tuple X = (X, X , µ, (T g ) g∈G ), where (X, X , µ) is a separable probability space and T g : X → X, g ∈ G are measurable and measure preserving transformations such that T g • T h = T gh , T e G = id for all g, h ∈ G. We also require that for all x ∈ X, the map G → X, g → T g x is measurable. We say that X is ergodic if A ∈ X , T g A = A for all g ∈ G implies that µ(A) = 0 or 1.
Let m ∈ N, ν be a Borel measure on R m and X = (X, X , µ, (T g ) g∈R m ) be an ergodic R m -system. 1 We say that ν is (strongly) equidistributed for X if for all f ∈ L ∞ (µ) we have
for µ-a.e. x ∈ X. Birkhoff ergodic theorem for R-systems (see for example Corollary 8.15 [10] ) states that for every ergodic R-system (X, X , µ, (T t ) t∈R ) and every
for µ-a.e. x ∈ X, which is equivalent to say that the Lebesgue measure restricted to the interval [−1, 1] is equidistributed for every ergodic R-system. Similarly, Birkhoff ergodic theorem holds for R m -system for all m ∈ N: the Lebesgue measure restricted to the unit cube or ball in R m is equidistributed for every ergodic R msystem (see for example Theorem 8.19 [10] ).
It is an interesting to ask if similar results hold for the Lebesgue measure restricted to the boundary of the unit cube or ball. The motivation of this question was from a result of Stein [25] in 1976, who showed that for φ ∈ L p (R m ), p > m/(m − 1), m ≥ 3, and for Lebesgue-a.e. x ∈ R m , we have that
where σ m,t is the Lebesgue measure on R m restricted to S t , the sphere of radius t centered at the origin. Later an analog of this result was proved in the ergodic theoretic setting. It was proved by Jones [18] (for m ≥ 3) and Lacey [20] (for m = 2) that the Lebesgue measure restricted to the boundary of the unit ball σ m,1 is equidistributed for all ergodic R m -systems. We remark that on the other hand, it is not hard to see that the Lebesgue measure restricted to the boundary of the unit cube is not equidistributed for some ergodic R m -systems. It is then natural to ask which measure ν on R m is equidistributed for all ergodic R m -systems. It was proved by Björklund [6] that if ν has Fourier dimension a > 1, meaning that a is the supremium over all 0 ≤ a ≤ d such that lim ζ→∞ | ν(ζ)| · |ζ| a/2 < ∞, then ν is equidistributed for all ergodic R m -systems. It is worth noting that strong equidistribution for polynomial maps on special homogeneous systems have also been studied in recent years (see [19, 24] for example).
1.2.
Weak equidistribution over dilated measures. In contrast to the strong equidistribution, a notion called "weakly equidistribution" were studied recently, and various results were obtained in the settings of translation surfaces [8] and nil manifolds [19] . To be more precise, we say that a Borel measure ν on R m is weakly equidistributed for an R m -system X if there exists A ⊆ R of density 1 such that for all f ∈ L ∞ (µ), we have
for µ-a.e. x ∈ X. By the examples in Section 5 of [19] , strong and weak equidistributions are not equivalent conditions. It is natural to ask which measures ν on R m are weakly equidistributed for all ergodic R m -systems. In this paper, we provide a necessary and sufficient condition for such ν under the assumption of the pointwise convergence of double Birkhoff ergodic average. We say that an R m -system (X, X , µ, (T g ) g∈R m ) is good for double Birkhoff averages if for all f 1 , f 2 ∈ L ∞ (µ) and α 1 , α 2 ∈ R m , the limit
exists for µ-a.e. x ∈ X. Our first theorem is the following: 2 were obtain in recent years for some special type of systems, and so this paper can be viewed as an application of these results. We defer the discussion of this topic to Section 5.
Another question we study in this paper is the necessary and sufficient conditions for a Borel measure ν on R m to be weakly equidistributed on a particular R msystem. Let m ∈ N and X = (X, X , µ,
is the collection of all α ∈ R m such that the R-action (T tα ) t∈R is not ergodic on X. We have the following result: Theorem 1.3. Let m ∈ N and ν be a Borel measure on R m . If X is an ergodic R m -system which is good for double Birkhoff averages such that ν(W (X) + β) = 0 for every β ∈ R m , then ν is weakly equidistributed for X. Conversely, if X is an ergodic R m -system such that ν(W (X) + β) = 0 for some β ∈ R m , then ν is not weakly equidistributed for X.
We remark that the second part of Theorem 1.3 holds for every ergodic R msystem. We give an example to illustrate Theorem 1.3. Example 1.4. Let m ∈ N and (X = T m , X , µ) be an m-dimensional torus endowed with the Lebesgue measure µ. For all α ∈ R m , denote rational subspace of R m is equal to zero. This recovers a special case of Theorem 1.1 of [19] .
In the case m = 1, the assumption of the goodness for double Birkhoff averages can be dropped by using Bourgain's result [7] (see Section 5): Proposition 1.5. Let ν be a Borel measure on R and X be an ergodic R-system. Then ν is weakly equidistributed for X if and only if ν is atomless (meaning that ν({β}) = 0 for all β ∈ R).
It is an interesting question to understand the algebraic structure of W (X). Let
. By a result of Pugh and Shub [23] (see also Theorem 2.1), W ′ (X) is contained in the union of at most countably many hyperplanes of R m . We show in Section 2 an analog of this result for W (X): Theorem 1.6. Let m ∈ N and X be an R m -system. Then W (X) is the union of at most countably many proper subspaces of R m .
In other words, W (X) is contained in the union of at most countably many hyperplanes of R m passing through the origin. While all the previous mentioned results on the strong equidistribution rely heavily on tools from harmonic analysis, in this paper, we provide purely ergodic theoretic proofs for Theorems 1.1 and 1.3 and Proposition 1.5. An advantage of considering the weak equidistribution problem is that while the conditions in Theorems 1.1, 1.3 and Proposition 1.5 are almost necessary and sufficient, the conditions imposed in all the previously mentioned results for strong equidistribution seem to be far from being necessary. Moreover, we make no smoothness assumption for the Borel measure ν in the main results of this paper, as we do not apply Fourier analysis in the proofs.
1.3. Organization of the paper. In Section 2, we provide two variations of the result of Pugh and Shub [23] on the ergodic directions of R m -systems for later uses. In Section 3, we introduce Host-Kra characteristic factors, which is the main tool of this paper. For the convenience of our purpose and future researches, we develop the existing results on this topic into a more general setting. The proves of the main results (Theorems 1.1 and 1.3) are in Section 4. In Section 5, we take a review for systems which are good for the double Birkhoff averages, and discuss applications of the main theorems of this paper to such systems (including the proof of Proposition 1.5).
Ergodic elements in Ergodic systems
Let m ∈ N, X be an R m -system and H be a subgroup of G. We say that (T h ) h∈H is ergodic for X if all the H-invariant subsets of X are of measure either 0 or 1.
A key ingredient connecting R m -systems and Z m -systems is the following:
Theorem 2.1 (Pugh and Shub [23] , Theorem 1.1). Let m ∈ N and X be an ergodic R m -system. Then for all α ∈ R m except at most a countable family of hyperplanes of R m , the Z-action (T nα ) n∈Z is ergodic for X.
In this section, we provide two generalization of Pugh and Shub's Theorem. The first is a relative version of Theorem 2.1.
Lemma 2.2. Let m ∈ N and X be a (not necessarily ergodic) R m -system. Then for all α ∈ R m except at most a countable family of hyperplanes of R m , we have that I((nα) n∈Z ) = I(R m ).
The proof of this lemma is almost identical to that of Theorem 2.1, and so we only provide a sketch.
Sketch of the proof. Let G be an abelian, Hausdorff, locally compact and separable group, and X = (X, X , µ, (T g ) g∈G ) be an G-system. Using Zorn's Lemma, and the fact that X is separable, we may decompose L 2 (µ) as a countable direct sum of orthogonal closed subspaces
where H consists of all the G-invariant functions, and for each i,
To each i, there corresponds a unique normalized Borel measure β i on the dual group
For g ∈ G, denote ker(g) = {χ ∈ G : χ, g = 1}. Following the proof in [23] , we can deduce the following:
Claim 1: The identity element of G has zero β i measure for all i.
For Claim 1, if the identity element of G has positive β i measure for some i, by the argument of the proof of Lemma 1 of [23] , one can construct a non-trivial Ginvariant function lying in H i , a contradiction. For Claim 2, if I((g n ) n∈Z ) = I(G) for some g ∈ G, then there exists a g-invariant function which does not belong to H, and the rest of the proof is identical to Lemma 2 of [23] .
We now return to the case when G = R m . By using Claims 1 and 2 to replace Lemmas 1 and 2 of [23] , and following the same argument as in Section 5 of [23] , we finish the proof.
We now prove Theorem 1.6, which is a variation of Theorem 2.1 for the ergodicity of R-actions. This result is interesting on its own.
Proof of Theorem 1.6. We first claim that for every subspace V of R m , either V ⊆ W (X) or there exists a family of at most countably many proper subspaces (
. Suppose that for every family of at most countably many proper subspaces 
Since α / ∈ j∈J V j implies that tα / ∈ j∈J V j for all t = 0, we must have that {tα : t ∈ R} ⊆ j∈J ′ V j . However, since V j does not pass through the origin for all j ∈ J ′ , {tα : t ∈ R} ∩ j∈J ′ V j is a countable set, which leads to a contradiction. This proves the claim. Now we return to the proof of the theorem. By Lemma 2.2, W (X) = R m . By the claim, there exists a family of at most countably many subspaces (
Applying the claim to each subspace in J 1 , there exists a family of at most countably many subspaces (
Using the claim repeatedly, there exists a family of at most countably many subspaces (
Since J m is an empty set, we have that W (X) = j∈Jm V j , which finishes the proof.
3. Characteristic factors and structure theorem 3.1. Host-Kra characteristic factors. Let G be an abelian locally compact Hausdorff topological group and
consisting of all the sets which are invariant under T
[j] g for all g ∈ H j+1 . We inductively define the Host-Kra measures
). We define the Host-Kra seminorm by The following lemma is useful in many circumstances:
Lemma 3.1. Let G be an abelian locally compact Hausdorff topological group and
The proof is similar to [14] and so we only provide a sketch. It suffices to show that for all subgroups H 1 , . . . , H d of G and 1
5 By the definition of the Host-Kra measure, it suffices to show that f X,H 1 ,...,
) g∈G ), it suffices to show that for all G-system X and subgroups H 1 , H 2 of G, we have that
4 Sometimes we will slight abuse the notation and say that "Z H1,...,H d is a factor X", meaning that the system (X, Z H1,...,H d , µ, G) is a factor of (X, X , µ, G).
5 It seems that the proof of Proposition 3 of [14] can be adapted to proving that f X,H1,...,Hi,Hi+1,...,H d = f X,H1,...,Hi+1,Hi,...,H d for all f ∈ L ∞ (X). But we do not need this property in this paper.
Suppose first that f X,H 1 ,H 2 = 0. We may assume that f L ∞ (µ) ≤ 1. Let (F 1,n ) n∈N and (F 2,n ) n∈N be any Følner sequences of H 1 and H 2 , respectively. Similar to Lemma 2 of [14] , it is not hard to show that
f dµ exists and equals to 0. On the other hand, similar to (11) of [14] (and invoke Theorem 8.13 of [10] , the Birkhoff ergodic theorem for G-systems),
where the limit
exists for all g 2 ∈ H 2 . By Lemma 1.1 and 1.2 of [3] ,
We now prove (ii). By (i), we may assume without loss of generality that j = 1. Note that
, which finishes the proof.
The following is an immediate corollary of Lemma 3.1: Lemma 3.2. Let G be an abelian locally compact Hausdorff topological group and X be a G-system. Let
3.2. Structure theorems for R m -systems. In this section, we establish structure theorems for R m -systems. These questions has been studied in various papers, see for example [2, 4, 22, 26] . As none of the existing results can be applied directly to our problem, we need to develop the past results into a more general setting. In this paper, we only use some special cases of the theorems developed in this section. But we still write all the results in full generality for the purpose of future researches. The Host-Kra characteristic factor is an important tool in the study of problems related to multiple averages. For example, certain Host-Kra characteristic factors control the L 2 limit of multiple averages for Z m -systems:
exist and coincide (as L 2 (µ) functions). Moreover, if both limit exist for µ-a.e. x ∈ X, then they coincide for µ-a.e. x ∈ X.
Proof. The existence and coincidence of the L 2 (µ) limits is a result of Host ([14] , Proposition 1). The existence and coincidence of the pointwise limit follows from the fact that if a sequence of bounded functions converge both as L 2 (µ) functions and almost everywhere, then both limits are the same.
The following lemma illustrates the connection between Host-Kra measures, seminorms and characteristic factors for R m -systems and that for Z m -systems.
Lemma 3.5. Let X be an R m -system and α 1 , . . . , α d ∈ R m . Then for Lebesgue almost every s ∈ R, µ sα 1 ,...,
Proof. Let H i denote the R-span of α i and H i denote the Z-span of α i . Applying Lemma 2.2 to each H i , we have that for Lebesgue almost every s ∈ R, we have that
We can now prove the following analogue of Theorem 3.4 for R m -systems: Proposition 3.6. Let m ∈ N, X = (X, X , µ, (T g ) g∈R m ) be an R m -system and let
, both the limits
exist and coincide (as L 2 (µ) functions). Moreover, if both limit exists for µ-a.e. x ∈ X, then they coincide for µ-a.e. x ∈ X.
Proof. By Lemma 3.5, there exists s ∈ R such that
For convenience we may assume without loss of generality that s = 1. By Theorem 3.4, for all f 1 , .
where the limits are taken in L 2 (µ). Using the fact that every
Note that if a sequence of bounded functions converge both as L 2 (µ) functions and almost everywhere, then both limits are the same. So (1) also holds for µ-a.e. x ∈ X if all the limits in (1) exist for µ-a.e. x ∈ X.
Let X = N/Γ, where N is a (k-step) nilpotent group and Γ is a discrete cocompact subgroup of N. Let X and µ be the Borel σ-algebra and Haar measure of
It is classical that we can choose N to be simply connected, and we make this assumption throughout this paper. We remark that if G is connected, then we may also assume that N is connected. The following theorem is a combination of Theorem 3.4 in this paper and Theorem 3.7 of [26] . We omit the proof: Theorem 3.7. Let m ∈ N, X be an ergodic R m -system and let α 1 , . . . ,
We have the following structure theorem for R m -actions, which should be viewed as an analogue of the Host-Kra structure theorem [16] .
Proposition 3.8. Let m ∈ N and X be an ergodic R m -system. Then Z R m ,...,R m (X) with d-copies of R m is an inverse limit of
Proof. By Lemma 2.2, it is not hard to show that there exist a Z-action (
Proof of the main theorems
We prove Theorems 1.1 and 1.3 in this section.
Lemma 4.1. Let m ∈ N, ν be a Borel measure on R m and X be an
Proof. By Proposition 3.8, if all the three R-actions (T tα ) t∈R , (T tβ ) t∈R and (T t(α−β) ) t∈R are ergodic for X, then Z α,α−β = Z β,α−β = Z R m ,R m . So it suffices to show that the sets
and
On the other hand,
This finishes proof.
We start with a special case of Theorem 1.3:
Proposition 4.2. Let d, m ∈ N, ν be a Borel measure on R m and X be an ergodic R m -system such that Z R m ,...,R m (X) = X with d-copies of R m . If ν(W (X) + β) = 0 for all hyperplane β ∈ R m , then ν is weakly equidistributed for X.
Proof. It suffices to show that for all f ∈ L ∞ (µ) with X f dµ = 0,
Since Z R m ,...,R m (X) = X, by Proposition 3.8 and an approximation argument, we may assume without loss of generality that X is an R m -nilsystem. We may assume without loss of generality that X is connected.
Suppose that X = N/Γ, where N is a (k-step) nilpotent group and Γ is a discrete cocompact subgroup of N. Let X and µ be the Borel σ-algebra and Haar measure of X. Assume that
which finishes the proof.
We now prove that ν ×ν(J) = 1. Since R m is a connected group, we may assume that X = N/Γ with N being connected and simply connected. Note that for all nontrivial horizontal character χ of X, 6 the complement of the set
Since there are only countably many horizontal characters, ν(A) = 1. Fix α ∈ A. Let B α denote the set of β such that ((b tα Γ, b tβ Γ)) t∈R is not equidistributed on X × X. Then for β ∈ B α , by Leibman's Theorem [21] , there exists a nontrivial horizontal character χ α,β of X × X such that χ α,β (b α , b β ) = 1. Since α ∈ A, there exists horizontal characters χ and χ ′ of X such that χ(b α ) = χ ′ (b β ) = 1. For all horizontal characters χ and χ ′ of X, let
B χ,χ ′ is obviously non-empty. Pick any γ 0 ∈ B χ,χ ′ . Then
This finishes the proof.
Proof of Theorem 1.3. We start with the first part. Let X = (X, X , µ, (T α ) α∈R m ) be an ergodic R m -system which is good for double Birkhoff averages such that ν(W (X) + β) = 0 for all β ∈ R m . Since X is separable, it suffices to show that for all f ∈ L ∞ (µ), there exists A ⊆ R of density 1 such that
for µ-a.e. x ∈ X. Suppose first that f is measurable with respect to Z R m ,R m . Consider the factor system Y = (X, Z R m ,R m , µ, (T α ) α∈R m ) of X. Since W (Y) ⊆ W (X), we have that ν(W (Y) + β) = 0 for all β ∈ R m . So (3) follows from Propositions 4.2.
We now assume that E(f |Z R m ,R m ) = 0. To show (3), it suffices to show that
for µ-a.e. x ∈ X. By Proposition 3.6 and the assumption that X is good for double Birkhoff averages,
and we are done.
We now prove the second part. Let X = (X, X , µ, (T α ) α∈R m ) be an ergodic R m -system and suppose that ν(W (X) + β) > 0 for some β ∈ R m . We wish to show that ν is not weakly equidistributed for X. By Theorem 1.6, there exists β ∈ R m and a subspace V of R m contained in W (X) such that ν(V + β) > 0 and ν(V ′ + β) = 0 for every proper subspace V ′ of V . Again by Theorem 1.6, it is not hard to show that there exists an (m − 1)-dimensional subspace V 0 of R m which contains V such that for every subspace V ′′ of R m which is contained in W (X) but not contained in V , we have that V ′′ + V 0 = R m . Let U be the 1-dimensional subspace of R m which is the orthogonal complement of V 0 , and let π :
where π * ν is the push-forward of ν under π. In order to show that ν is not weakly equidistributed for the ergodic R m -system X, it suffices to show that π * ν is not weakly equidistributed for the ergodic U-system Y.
We may decompose π * ν as the sum of two (unnormalized) measures π * ν = ν c + ν d , where ν c ({β}) = 0 for all β ∈ U, and ν d is supported on at most countably many points on U. Since π * ν({π(β)}) = ν(V 0 + β) ≥ ν(V + β) > 0, we have that ν d = 0. Since U is isomorphic to R, applying the conclusion of the first part, we have that (the normalization of) ν c is weakly equidistributed for Y. So it suffices to show that (the normalization of) ν d is not weakly equidistributed for Y.
Suppose that (the normalization of) ν d is weakly equidistributed for Y. We may assume that ν d = j∈J c j δ α j for some nonempty countable index set J, c j > 0, α j ∈ U, where α j = α j ′ for j = j ′ . We assume without loss of generality that
also equals to 0. Since U is of dimension 1, by Theorem 1.6, for all α ∈ U\{0}, (T tα ) t∈R is ergodic for Y. So
So,
whenever f L 2 (µ) > 0 (since J is nonempty), a contradiction. This proves the second part of the theorem.
We are now ready to prove Theorem 1.1.
Proof of Theorem 1.1. Suppose first that ν is a Borel measure on R m such that ν(ℓ) = 0 for all hyperplanes ℓ of R m . Let X be an ergodic R m -system which is good for double Birkhoff ergodic averages. By Theorem 1.6, for every β ∈ R m , W (X) + β is contained in an at most countable union of hyperplanes of R m . So ν(W (X) + β) = 0. By Theorem 1.3, ν is weakly equidistributed for X. This proofs the "if" part.
We now prove the "only if" part. Suppose that there exists a hyperplane of R m ℓ = {α ∈ R m : α · β = c} such that ν(ℓ) = 0, where β ∈ R m and c ∈ R. Let (X, X , µ) be the 1 dimensional torus. Let (S s ) s∈R be the ergodic R-action on X given by S s x = x + s mod 1, x ∈ [0, 1). We now consider the R m -system X 0 = (X, X , µ, (T α ) α∈R m ), where T α = S π(α) for all α ∈ R m with π : R m → R being the linear map given by π(α) = α · β, α ∈ R m . This system is obviously good for Birkhoff double averages. Note that W (X 0 ) = {α ∈ R m : α · β = 0} and so ν(ℓ) = ν(W (X 0 ) + c) = 0. By Theorem 1.3, ν is not weakly equidistributed for X 0 .
Systems good for double Birkhoff averages
In this section, we discuss to what extend do the main theorems of this paper apply, i.e. which systems are good for double Birkhoff averages. Using an argument similar to the proof of Proposition 3.6 (or use Theorem 3.1 of [4] ), it is not hard to show:
exists for µ-a.e. x ∈ X, then X is good for double Birkhoff averages.
Combining Lemma 5.1 with past results in literature, we have that the following R m -systems X = (X, X , µ, (T α ) α∈R m ) are good for double Birkhoff averages:
• Assani [1] : every weakly mixing R m -system X such that for every g ∈ R m , the restriction of T g to the Pinsker algebra of X (the maximal sub σ-algebra on which T g has zero entropy) has singular spectrum with respect to the Lebesgue measure;
7
• Bourgain [7] : every R-system (or every R m -system X = (X, X , µ, (T α ) α∈R m ) for which there exist an R-action (S t ) t∈R on X and β ∈ R m such that T α = S α·β for all α ∈ R m ).
• Donoso and Sun [9] : every distal R m -system X.
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For completeness we recall the definition of distal systems (and refer the readers to [12] Chapter 10 for further details). Let G be a group and π : X = (X, X , µ, (T g ) g∈G ) → Y = (Y, Y, ν, (S g ) g∈G ) be a factor map between two Gsystems. We say π is an isometric extension (or X is an isometric extension of Y) if there exist a compact group H, a closed subgroup Γ of H, and a cocycle ρ : G × Y → H such that (X, X , µ, (T g ) g∈G ) ∼ = (Y × H/Γ, Y × H, ν × m, (T g ) g∈G ), where m is the Haar measure on H/Γ, H is the Borel σ-algebra on H/Γ, and that for all g ∈ G and (y, aΓ) ∈ Y × H/Γ, we have T g (y, aΓ) = (S g y, ρ(g, y)aΓ).
Definition 5.2. Let X be a G-system. We say that X is distal if there exist a countable ordinal η and a directed family of factors X θ , θ ≤ η of X such that (1) X 0 is the trivial system, and X η = X; (2) For θ < η, the extension π θ : X θ+1 → X θ is isometric and is not an isomorphism; (3) For a limit ordinal l ≤ η, X l = lim ←θ<l X θ .
As a result of [9] , we have the following applications of Theorems 1.1 and 1.3:
Proposition 5.3. Let m ∈ N and ν be a Borel measure on R m . Then (i) ν is weakly equidistributed for an ergodic distal R m -system X if and only if ν(W (X) + β) = 0 for every β ∈ R m . (ii) ν is weakly equidistributed for all ergodic distal R m -systems if and only if ν(ℓ) = 0 for all hyperplanes ℓ of R m .
Proof. Fix α 1 , α 2 ∈ R m and let G ′ denote the Z-span of α 1 , α 2 . Then it is easy to see by definition that if X = (X, X , µ, (T α ) α∈R m ) is a distal R m -system, then (X, X , µ, (T α ) α∈G ′ ) is a distal Z 2 -system. By [9] , the limit (4) exists for all f 1 , f 2 ∈ L ∞ (µ) and µ-a.e. x ∈ X. By Lemma 5.1, X is good for double Birkhoff averages, and so the "if" parts of (i) and (ii) follow from the first part of Theorem 1.3 and the "if" part of Theorem 1.1, respectively. The "only if" part of (i) follows from the second part of Theorem 1.3 (which is valid for every R m -system). The "only if" part of (ii) follows from the "only if" of Theorem 1.1 as the system X 0 constructed in the proof of Theorem 1.1 is distal.
Using the result of [7] , we can deduce Proposition 1.5 from Theorem 1.3:
Proof of Proposition 1.5. Let ν be a Borel measure on R and X be an ergodic R-system. By [7] , X is good for double Birkhoff averages. Then by Theorem 1.3, ν is weakly equidistributed for X if and only if ν(W (X) + β) = 0 for all β ∈ R. Since X is an ergodic R-system, it is easy to see that W (X) = {0}. This finishes the proof.
