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RESUMEN
Este trabajo desarrolla la estimacio´n de estados de un sistema de potencia mediante
la aplicacio´n de la metodolog´ıa basada en la Regularizacio´n De Tikhonov, cuyo
para´metro de regularizacio´n es seleccionado por el me´todo de la curva L. El me´todo
se propone mediante el ana´lisis de el sistema de potencia de 14 nodos tomado de la
IEEE (Institute of Electrical and Electronics Engineers). La estimacio´n de estados
consiste en la obtencio´n de mediciones del sistema en cada instante de tiempo, estas
mediciones pueden ser magnitudes de voltajes, a´ngulos, flujos de potencia o inyecciones,
a partir de las cuales y por medio de un procedimiento estipulado se busca evitar
futuros problemas operativos debido a la falta de informacio´n del sistema; tales como
inestabilidad, black outs (apagones) y fallas operativas en general.
La funcio´n de estimacio´n de estados, tiene el objetivo de obtener, de un conjunto
redundante de mediciones, el mejor estimado de las variables de estado de los sistemas
de potencia. Las variables de estado de los sistemas de potencia, bajo re´gimen
estacionario, son las tensiones en barras, magnitud y a´ngulo. Una vez obtenidas las
variables de estado, todas las variables del sistema de potencia, pueden ser calculadas,
garantiza´ndose la disponibilidad de todos los datos e informacio´n forma ininterrumpida
y coherente, ofreciendo una visio´n consistente, completa y precisa del estado del
sistema de potencia.[1]
Partiendo de los datos medidos(salidas), el problema de tratar de reconstruir los
estados del sistema(entradas) se le conoce como un problema inverso. En general,
frecuentemente decimos que un problema inverso es cuando se mide el efecto y se
requiere determinar la causa. Desde el punto de vista matema´tico, todos los problemas
inversos se pueden clasificar como bien condicionados o mal condicionados. En este
trabajo se desarrollan procedimientos que permiten plantear soluciones a problemas
inversos mal condicionados de tipo dina´mico, por medio de un me´todo conocido como
Regularizacio´n De Tikhonov se obtienen soluciones razonables y satisfactorias, bajo
condiciones de ruido y malcondicionamiento de la matriz de ganancia. [2].
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INTRODUCCIO´N
La estimacio´n de estados es el proceso mediante el cual se asigna un valor a una
variable de estado del sistema, basado en mediciones sobre ese sistema y algu´n criterio
determinado. Por lo general, este proceso involucra un conjunto imperfecto y redundante
de medidas y el criterio utilizado para el ca´lculo de las variables de estado consiste en
minimizar alguna funcio´n estad´ıstica [1].
El estimador de estado del sistema de potencia juega un papel importante en los
sistemas de manejo de energ´ıa para proporcionar la mejor estimacio´n posible de
los estados del sistema procesando el conjunto de mediciones recogidas durante un
intervalo de tiempo [3].
El conjunto de mediciones que se genera, se utiliza en cierto nu´mero de aplicaciones;
algunos datos son requeridos para evaluar la operacio´n econo´mica del sistema y otros
para evaluar la seguridad de la red en caso de fallas ele´ctricas o disparos de lineas por
emergencia [4].
El estimador de estados puede incluir las siguientes funciones [4]:
Ana´lisis de la topolog´ıa. Ana´lisis del estado del sistema a partir de la posicio´n de
interruptores en el circuito y diagramas de linea.
Ana´lisis de observabilidad. Determina si puede ser obtenido el estado del sistema;
de ser as´ı, se identifican las ramas no observables y las posibles islas del sistema,
en caso contrario, se efectu´a un ana´lisis para la restauracio´n de observabilidad.
Solucio´n al algoritmo de la estimacio´n de estado. Determina el estado actual del
sistema, que consiste en un vector de voltajes complejos de la red, este tiene
como base datos espec´ıficos y mediciones del sistema. Como resultado se tienen
los mejores estimados para los flujos de l´ıneas y cargas.
Ana´lisis de error. Se detecta la existencia de errores sustanciales dentro de un
conjunto de mediciones. Se identifican y eliminan mediciones erro´neas dentro de
la configuracio´n de la red.
El problema de convergencia interviene de manera muy cr´ıtica para el problema de
estimacio´n de estado, a menudo se refleja en el mal condicionamiento de la matriz
de ganancia para el uso comu´n del me´todo mı´nimos cuadrados ponderados. El
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comportamiento nume´rico del proceso de estimacio´n se ve afectada por las mediciones,
los pesos diferenciales asignados a las mediciones y la informacio´n de la red [3].
El conjunto de mediciones consideradas para la estimacio´n del estado en el presente
trabajo son las inyecciones de potencia nodales y los flujos de potencia en la l´ınea
(tanto activa y reactiva), adema´s de los fasores de voltaje del PMU. Se propone
una metodolog´ıa para direccionar el problema de mal condicionamiento nume´rico de
estimacio´n de estado utilizando la regularizacio´n de Tikhonov, y el para´metro de
regularizacio´n se evalu´a usando el me´todo curva L con la intervencio´n del me´todo de
descomposicio´n de valor singular (svd) de la matriz de ganancia[8].
Justificacio´n
Unos de los mayores retos en la actualidad al momento de obtener mediciones
confiables del estado y estabilidad de un sistema ele´ctrico, se debe en ocasiones al
condicionamiento del mismo, es decir, que tan mal o bien condicionado sea el sistema;
ya que si el sistema se caracteriza como mal condicionado, el sistema es tan sensible a
cualquier cambio que puede tener infinitas soluciones; por otro lado las PMU instaladas
en el sistema, cuya finalidad es la de entregar medidas fasoriales tanto de voltaje como
de corriente y sus respectivos a´ngulos en tiempo real, son limitadas debido a su alto
costo de produccio´n. Por lo tanto se hace necesario el estudio de nuevas metodolog´ıas
para alcanzar el objetivo principal de determinacio´n del modelo de espacio de estados
del sistema de potencia.
La problema´tica central se basa en encontrar una serie de metodolog´ıas adecuadas para
solucionar el problema de estabilidad en un sistema de potencia desde su planeacio´n,
proteccio´n y puesta en operacio´n.
Algunas investigaciones se centran en la solucio´n del sistema utilizando metodolog´ıas
de problemas inversos mediante te´cnicas de regularizacio´n basadas en me´todos de
Tikhonov con restricciones esta´ticas y dina´micas. El reto principal del me´todo se basa
en encontrar los para´metros de regularizacio´n requeridos para su implementacio´n.
Otro de los temas a tratar es el estudio de la contribucio´n de las PMUs a la mejora
de los resultados y desempen˜o de los Estimadores de Estado. Primero se establece la
diferencia entre mediciones provenientes de PMU y mediciones obtenidas a trave´s de
los Sistema de Adquisicio´n de Datos (SCADA), luego, se muestra el impacto en los
resultados obtenidos por el algoritmo cla´sico de estimacio´n de Estado de Mı´nimos
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Cuadrados Ponderados y la regularizacio´n de Tikhonov con restricciones esta´ticas o
dina´micas, cuando le son anexadas mediciones proveniente de las PMUs [5].
Con las metodolog´ıas propuestas en este trabajo se busca optimizar la estimacio´n
de estado de un sistema de potencia de 14 nodos tomando en cuentas los diferentes
obsta´culos que se presentan en la actualidad tales como: nu´mero limitado de PMUs
y la sincronizacio´n de mediciones SCADA con medidas de PMUs, implementacio´n de
controladores para la reinsercio´n del sistema en el menor tiempo posible en caso de una
falla momenta´nea y mantener el mejor ajuste de los datos medidos [3].
Objetivos
Objetivo general.
El objetivo general de este trabajo de investigacio´n es realizar la estimacio´n de
estados para problemas inversos mal condicionados de un sistema de potencia aplicando
me´todos de regularizacio´n dina´mica de Tikhonov con modelos de estimacio´n dual. De
esta manera, se pretende que el sistema de potencia en caso de falla vuelva a su estado
estable lo ma´s pronto posible.
Objetivos espec´ıficos
Describir un sistema de potencia a partir de un modelo de espacio de estados.
Estimar los estados del sistema de potencia a partir de las mediciones hechas
sobre el mismo usando PMU.
Determinar el modelo de espacio de estados del sistema y usarlo como restriccio´n
en la solucio´n del problema dina´mico inverso.
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1. MODELO NO LINEAL DE LA DINA´MICA DE UN
SISTEMA DE POTENCIA
El estado de un sistema queda definido por el conjunto de valores que adquieren
aquellas propiedades del sistema que pueden variar. Por otra parte, las variables de
estado de un sistema son el conjunto mı´nimo de variables internas del sistema que es
necesario conocer para determinar el estado del sistema frente a cualquier estimulo de
entrada en todo tiempo posterior. En el contexto de los sistemas de potencia (SP ) esto
corresponde al conjunto de tensiones complejas de los nodos del sistema [3].
La estimacio´n de estado del SP significa estimar las tensiones complejas en todos
los nodos ele´ctricos de un sistema dado, mediante el procesamiento de las medidas
disponibles e informacio´n sobre la topolog´ıa de la red: sus lineas, transformadores y
elementos constitutivos en general.
Los tipos de mediciones ma´s comu´nmente utilizados son los siguientes:
Flujos de potencia activa y reactiva a trave´s de l´ıneas y transformadores.
Inyecciones de potencia activa y reactiva en los nodos de generacio´n y consumo.
Tensiones en los nodos del sistema.
En este capitulo se presenta la introduccion a la estimacion de estados de un sistema de
potencia (en este caso un sistema de potencia de 14 nodos de la IEE como se muestra
en la figura 1.1.)[6]
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Figura 1.1: Sistema de 14 nodos de la IEEE
Para un sistema de N nodos, se tienen n = 2N−1 variables de estado, correspondientes
a los niveles de tensio´n en los N nodos y los N − 1 a´ngulos medidos con respecto al
voltaje en un nodo de referencia llamado slack. Considerando adema´s m medidas, el
modelo no lineal que describe el sistema es el siguiente:
z = h (x) + e (1.1)
donde z es el vector de m medidas, provenientes de las mediciones PMU; h(x) es la
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relacio´n entre el vector de medida z y el vector de estado x que consta de magnitudes
de voltaje y los a´ngulos de fase en los nodos y el e es el error en la estimacio´n.En este
documento el flujo de potencia as´ı como la inyeccio´n de potencia (tanto real como
reactiva) son considerados como mediciones SCADA.Las mediciones PMU incluyen los
fasores de tensio´n en los nodos monitoreados.
La solucio´n de estimacio´n de estado se alcanza solucionando de manera iterativa el
siguiente sistema linealizado:
[G] [∆x] = b (1.2)
donde G = H es la matriz de ganancia correspondiente al me´todo de WLS (mı´nimos
cuadrados ponderados) sin restricciones de igualdad y b = z − z0. Tambie´n se puede
hacer una modificacio´n de la medicio´n del sistema resolviendo el problema para una
matriz de la forma HTH, para este sistema se multiplica por HT en ambos lados de la
ecuacio´n:
∆z = H∆x (1.3)
donde ∆z = z − z0, ∆x = x − x0 y H = Jac = dhdx |x0 . Despues de multiplicar HT en
ambos lados se obtiene el siguiente modelo:
G = HTH
b = HT (z − z0)
Por ambos enfoques la ecuacio´n (1.2)se puede expresar como:
Ey = b, donde E = G, ∆x = y (1.4)
La matriz h (x) representa el conjunto de ecuaciones no lineales de potencia activa y
reactiva, de las cuales se obtendra´n mediciones aleatorias para la solucio´n y posterior
comparacio´n de la estimacio´n de los estados del sistema en cada instante de tiempo.
Las ecuaciones de flujo de potencia activa y reactiva de una linea de transmisio´n son
en su forma general:
Pkm = V
2
k gkm − VkVmgkm cos θkm − VkVmbkm sin θkm (1.5)
Qkm = −
(
bkm + b
sh
km
)
V 2k + VkVmbkm cos θkm − VkVmgkm sin θkm (1.6)
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h (x) =

P12
P23
P15
P24
P25
P34
P45
P6−11
P6−12
P6−13
P9−10
P9−14
P10−11
P12−13
P13−14
Q12
Q23
Q15
Q24
Q25
Q34
Q45
Q6−11
Q6−12
Q6−13
Q9−10
Q9−14
Q10−11
Q12−13
Q13−14

(1.7)
1.1. Problemas directos e inversos
La teor´ıa de problemas inversos ha sido de amplio intere´s para investigadores de
diversas a´reas, i.e., geof´ısica, en este contexto se trata fundamentalmente de entender
el interior de la tierra a partir de datos o informacio´n obtenidos desde la superficie de
la misma [3]. Algo parecido ocurre en el estudio de la dina´mica de algunos o´rganos
vitales del cuerpo humano, tales como el corazo´n y el cerebro, es decir, el conocimiento
de la dina´mica subyacente a estos se logra de manera indirecta a partir de mediciones
electromagne´ticas tomadas en la superficie de la cabeza y en el tronco respectivamente
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[7].
Dados dos problemas A y B, uno se denomina inverso del otro si la formulacio´n de uno
involucra toda o parte de la solucio´n del otro.
Figura 1.2: Esquema tema´tico de problemas directos e inversos
Con frecuencia y por razones histo´ricas, uno de los dos problemas ha sido estudiado
ampliamente durante algu´n tiempo, mientras que el otro no ha sido estudiado a
profundidad y por tanto no ha sido bien entendido. En tal caso, al problema conocido
se le denomina directo y al desconocido inverso.
1.2. Problemas bien condicionados, y mal condicionados
El concepto ba´sico de problema bien condicionado se introdujo por vez primera en un
art´ıculo publicado en el an˜o 1902. La autor´ıa de este art´ıculo corresponde al matema´tico
france´s Jacques Adamar. Ba´sicamente trataba problemas de valores en la frontera
para ecuaciones diferenciales parciales, y sus correspondientes interpretaciones f´ısicas.
En esta primera formulacio´n se considera que un problema esta´ bien condicionado,
si existe su solucio´n y adema´s de ser u´nica depende continuamente de los datos.
Los problemas que no son bien condicionados, se denominan mal condicionados o
incorrectamente condicionados. De esta manera, si se tiene un problema directo cuyos
datos se conocen con una determinada precisio´n ε, entonces sera´ dif´ıcil y en algunos
casos quiza´s imposible obtener una funcio´n f con la misma precisio´n, dado que alguna
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informacio´n se ha perdido durante la evolucio´n natural del sistema.[2][8].
Sin embargo, en distintas situaciones f´ısicas surgen problemas donde el objeto
bajo estudio cambia durante el proceso de medicio´n de la respuesta observada, es
decir, el objeto estudiado, dada su naturaleza, constantemente exhibe actividad
durante el proceso de medicio´n. Con el fin de obtener resultados razonables y un
tanto satisfactorios, se considera como informacio´n auxiliar la denominada informacio´n
temporal a priori. Tales situaciones son frecuentes en los campos de las reconstrucciones
de ima´genes, procesamiento de sen˜ales, reconstruccio´n de densidad de corriente, y
en electrocardiograf´ıa, donde se desea concluir a partir de mediciones indirectas la
ubicacio´n de cierta actividad (cerebral o card´ıaca) que pudiera ser de importancia.
Problemas de este tipo se conocen con el nombre de problemas dina´micos inversos.
Las anteriores dificultades son inherentes a problemas inversos, y en particular a
los de tipo de dina´mico, y tales dificultades se caracterizan con el nombre de mal
condicionamiento [2][8].
El mal condicionamiento de la matriz E y el error de las mediciones al lado derecho de
la ecuacio´n (1.4) hace que la solucio´n por medio de la inversio´n de la matriz E no lleve a
un buen estimado de y, incluso la solucio´n nunca se alcanza, pues cada solucio´n parcial
del sistema es un numero dividido por cero, por lo tanto no existe(NaN). Para manejar
este tipo de problemas, se recurre a me´todos para solucionar el mal condicionamiento
de la matriz E[2].
1.3. Problema Inverso
La solucio´n general de un problema inverso se puede lograr mediante la aplicacio´n del
Me´todo de Regularizacio´n de Tikhonov.
min
y
{‖Ey − b‖2 + λ2‖I(y − y0)‖2} (1.8)
siendo y0 el conocimiento previo de y e I ∈ Rn×n una matriz ponderada, donde λ
es el para´metro de regularizacio´n que expresa el equilibrio entre el ajuste del modelo y
la restriccio´n antes de minimizar ‖I (y − yo)‖2.
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1.4. Problema Inverso Dina´mico
El problema inverso dina´mico puede ser formulado como la solucio´n de una
representacio´n de espacios de estados con dina´micas muy generales, como el siguiente
conjunto de ecuaciones
xk = f (xk−1, ..., xk−p) + nk (1.9)
yk = Gxk + εk (1.10)
donde nk ∼ o y donde el vector f puede ser no lineal, dependiente al tiempo. El
problema inverso dina´mico resultante puede formularse como:
∆xk = min
xk
{‖yk −Gxk‖2 + λ2k‖xk − f (xk−1, ..., xk−p)‖2} (1.11)
y puede ser resuelto anal´ıticamente como
∆xk =
(
GTG+ λ2k
)−1 (
GTyk + λ
2
kf (xk−1, ..., xk−p)
)
(1.12)
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2. ME´TODOS PARA LA ESTIMACIO´N DE ESTADOS
2.1. Mı´nimos Cuadrados Ponderados.
En el problema de estimacio´n de estado se reciben un conjunto de medidas z basa´ndose
en el hecho de querer estimar el estado x. Esto se basa en el hecho de que si se han
observado dichas medidas es porque el estado que dio lugar a ellas es, en sentido
estad´ıstico, el ma´s probable, y si no lo es, se habr´ıan observado otras medidas con una
probabilidad bastante alta [4].
Siendo xˆ el estimado de ma´xima verosimilitud, e´ste posee propiedades deseables para un
estimador segu´n la estad´ıstica matema´tica cla´sica, la cual toma como criterio de bondad
para un estimador la varianza del mismo. Es posible afirmar que este estimador posee
asinto´ticamente (siendo m un valor elevado) las siguientes propiedades:
Insesgado: E (xˆ) = x.
Suficiente: Utiliza toda la informacio´n estad´ıstica existente en la muestra.
Eficiente: Alcanza la cota de Cramer-Rao
−E
[(
δ ln f (x, θ)
δθ
)(
δ ln f (x, θ)
δθ
)T]
(2.1)
Consistente: xˆm → x si m→∞.
As´ı pues, desde el punto de vista estad´ıstico, es posible afirmar que, como mucho, se
encontrara´ un estimador tan bueno como xˆ, pero no mejor.
Maximizar f(z) es equivalente a minimizar el te´rmino cuadra´tico del exponente:
J (x) = [z − h (x)]TW [z − h (x)] (2.2)
=
m∑
i=1
|zi − hi(x)|2
σ2i
(2.3)
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siendo J(x) la funcio´n objetivo.
Como en este caso el estimador de ma´xima verosimilitud minimiza el error cuadra´tico
ponderado con la exactitud de las medidas, e´ste es el estimado de mı´nimos cuadrados
ponderados.
La solucio´n del problema de mı´nimos cuadrados ponderados (2.2) proporciona el estado
estimado xˆ que satisface la siguiente condicio´n de optimizacio´n:
∂J(x)
∂x
= 0 =⇒ g (xˆ) = HT (xˆ)W [z − h (xˆ)] = 0 (2.4)
donde
H (x) =
∂h(x)
∂x
(2.5)
es la matriz jacobiano.
Independientemente de la visio´n estad´ıstica de la funcio´n J(x) es posible dar otra
interpretacio´n geome´trica de dicha eleccio´n. Por analogia con mı´nimos cuadrados
lineales se puede decir que minimizar dicha funcio´n es encontrar el estado que hace
que la distancia desde las medidas obtenidas alas medidas estimadas sea mı´nima.
La solucio´n xˆ de la ecuacio´n no lineal (2.4) se puede obtener mediante un me´todo
iterativo en el que el vector de estado en la iteracio´n k e´sima es xk y en cada iteracio´n
se resuelve la ecuacio´n lineal:
E
(
xk
)
∆xk = −HT (xk)W [z − h (xk)] (2.6)
y de la se obtiene la correccio´n ∆xk = xk+1 − xk. En (2.6), E (xk) es una matriz
no singular que depende del me´todo utilizado y mientras que la secuencia de puntos
xk generada por el me´todo iterativo converja, convergera´ a la solucio´n de (2.4). La
dependencia de x se omitira´ en lo sucesivo para simplificar la notacio´n.
Un me´todo que garantiza convergencia cuadra´tica local es el me´todo iterativo de
Newton, para el cual la matriz E(x) viene dada por:
E (x) =
∂g
∂x
(2.7)
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siendo el elemento ij-e´simo de ∂g/∂x
∂gi
∂xj
=
(
∂2h (x)
∂xi∂xj
)T
W [z − h (x)]−
(
∂h
∂xi
)T
W
(
∂h
∂xj
)
(2.8)
El me´todo de Newton ignora los te´rminos de derivadas segundas (en [4] se discute lo
significativo que pueden llegar a ser estos te´rminos) y queda:
E (x) = HT (x)WH (x) (2.9)
por lo que la ecuacio´n (2.6) se transforma en:
G (x) ∆x = HT (x)W [z − h (x)] (2.10)
G (x) = HT (x)WH (x) (2.11)
es la matriz de ganancia. E´sta es dispersa, definida positiva y sime´trica lo que asegura
la observabilidad del sistema. Las ecuaciones (2.10) son las ecuaciones normales del
problema de mı´nimos cuadrados ponderados que se resuelven mediante la factorizacio´n
triangular de la matriz de ganancia
G = UTU (2.12)
siendo U una matriz triangular superior. Seguidamente se resuelve ∆x mediante
eliminacio´n hacia adelante y sustitucio´n hacia atra´s de
(
UTU
)
∆x = HTW∆z (2.13)
siendo ∆z = z − h (x).
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2.2. Mı´nimos Cuadrados para el caso Dina´mico
Para obtener la solucio´n del problema de estimacio´n no lineal, se asume que se conoce
un vector x0 y se linealiza el vector de funciones h(x) en ese punto:
h (x) = h (x0) +
∂h (x)
∂x
|x=x0 (x− x0) (2.14)
Si se define H como la matriz jacobiana, se produce la expresio´n:
h (x) = h (x0)H (x− x0) (2.15)
Al reemplazar la ecuacio´n anterior en la expresio´n del error se produce:
r = z − h (x) = z − h (x0) +Hx0 −Hx (2.16)
Como los te´rminos z, h(x0) y Hx0 se conocen, se puede definir z
′
= z − h(x0) +Hx0 y
as´ı se obtiene una expresio´n similar a la del problema de estimacio´n lineal:
r = z
′ −Hx (2.17)
Entonces, la solucio´n es la misma del caso lineal. Despue´s de reemplazar z
′
y efectuar
los productos se llega a:
x = x0 +
(
HTWH
)−1
HTW (z − h (x0)) (2.18)
La ecuacio´n anterior se generaliza en la siguiente forma iterativa:
∆xk = ∆xk−1 +
(
HTWH
)−1
HTW (z − h (xk)) (2.19)
Donde, H es la matriz jacobiana de h(x) evaluada en el punto xk y se puede decir que
(z − h (xk)) = b [9].
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2.3. Regularizacio´n de Tikhonov.
Sin duda, una de las te´cnicas de regularizacio´n ma´s comu´n y conocida es la
regularizacio´n de Tikhonov(Tikhonov, 1963). La idea central en este me´todo es la
definicio´n de la solucio´n regularizada ∆xλ como aquella que minimiza la combinacio´n
ponderada (mediante λ) de la norma residual del sistema lineal de ecuaciones que se
desea resolver y a la del requerimiento de la norma de la solucio´n sea pequen˜a. En forma
general la solucio´n regularizada ∆xλ, se define mediante:
argλ min
(‖E∆x− b‖22 + λ2‖L∆x‖22) (2.20)
donde L es una matriz general con rango de columnas completo, y que normalmente
esta relacionado con algu´n operador de derivacio´n (Hansen,1992).
Aqu´ı λ es el para´metro de regularizacio´n o el para´metro de regularizacio´n de Tikhonov
y debe ser no negativo. L puede elegirse como una matriz de ponderacio´n o como un
operador derivativo discreto, an˜adiendo informacio´n adicional al problema.
Un problema de regularizacio´n se dice que se encuentra en su forma esta´ndar si la
matriz L es la matriz identidad. En muchas aplicaciones, la regularizacio´n de la forma
esta´ndar no es la mejor opcio´n, es decir, se debe utilizar L 6= I. La eleccio´n adecuada
de la matriz L depende de la aplicacio´n en particular, pero a menudo una aproximacio´n
al primer o segundo operador derivativo de buenos resultados.[10]
En este trabajo nos centramos en L igual que la matriz de identidad, L = I.
De acuerdo a la ecuacio´n (2.20) se establece que λ en un balance entre los dos te´rminos.
Los dos te´rminos pueden expresarse como:
‖E∆x− b‖22,que es una medida de lo bien que x se ajusta a la medicio´n b.
‖∆x‖22, que es un te´rmino de regularizacio´n.
Vemos que si λ = 0, tenemos un problema de Mı´nimos Cuadrados. Adema´s, cuando
λ −→∞ la solucio´n ∆xλ −→ 0, y filtrara´ todos los componentes.
La eleccio´n de λ es realmente muy importante y puede tener una influencia dra´stica
sobre la calidad de la solucio´n regularizada.
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Los para´metros de regularizacio´n por Tikhonov determina si la solucio´n regularizada
se ajustara´ a los datos o si eliminara´n la mayor parte del ruido. Cuando λ es muy
grande, se an˜ade demasiada regularizacio´n y el te´rmino ‖E∆x− b‖2, sera´ grande, y la
solucio´n no se ajustara a los datos de b. Por otro lado, si λ es pequen˜o y se aplica muy
poca regularizacio´n, la solucio´n estara´ dominada por el ruido, tal y como lo estaba la
solucio´n inicial. Por lo tanto, es necesario encontrar un buen meto´do para establecer
un valor aceptable para λ.[10]
La solucio´n de Tikhonov esta´tico se da:
∆x =
(
ETE + λ2I
)−1
ET b
2.4. Regularizacio´n de Tikhonov para problemas inversos de
tipo dina´mico.
La regularizacio´n de Tikhonov para el caso se describe como:
min
∆xk
{‖E∆xk − bk‖2 + λ2k‖L (∆xk + x0)‖2} (2.21)
donde L se refiere como un operador de regularizacio´n y λ(> 0) es el para´metro de
regularizacio´n. La eleccio´n comu´n de L es la matriz identidad I. El vector x0 es una
estimacio´n a priori de ∆x. En ausencia de informacio´n a priori, x0 se supone cero [8].
Con estas suposiciones, (2.21) se simplifica como:
min
∆xk
{‖E∆xk − bk‖2 + λ2k‖∆xk‖2} (2.22)
El primer te´rmino ‖E∆xk − bk‖2 se conoce como la norma residual o mı´nimo cuadrado
y ‖∆xk‖2 es la norma de la solucio´n regularizada. La solucio´n para la ecuacio´n (2.22)
se da como [11]:
∆xk =
(
ETE + λ2KI
)−1 (
ET bk + λ
2
k∆xk−1
)
(2.23)
teniendo ∆xk y con x0 que se toma como un vector columna de ceros y unos se halla
la solucio´n xk.
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xk = ∆xk + x0 (2.24)
A partir de (2.23), es evidente que la estimacio´n de ∆xk depende del para´metro de
regularizacio´n. La solucio´n no regularizada de (2.23) con λ = 0 lleva a la solucio´n de la
pseudo inversa. La Solucio´n de la pseudo-inversa so´lo tiene en cuenta la idea del ajuste
de la curva es decir, la minimizacio´n de la norma residual. No tiene en cuenta solucio´n
de la norma.[2]
2.5. La curva L.
Una de las herramientas gra´ficas ma´s convenientes para el ana´lisis de los problemas
mal condicionados es la llamada curva L que es una representacio´n (para todos
los para´metros de regularizacio´n va´lidos) de la seminorma ‖xreg‖2 de la solucio´n
regularizada frente a la correspondiente norma residual ‖Exreg − b‖2. De esta manera,
la curva L muestra claramente el compromiso entre la minimizacio´n de estas dos
cantidades, que es la clave de cualquier me´todo de regularizacio´n.[10]
La Curva L de los problemas discretos mal condicionados, cuando se traza en escala
de log-log, tienen casi siempre una aparente forma en L ( de ah´ı su nombre) con una
esquina caracter´ıstica que separa la parte vertical de la parte horizontal de la curva.[10]
La parte vertical de la curva L corresponde a la soluciones donde ‖Lxreg‖2 es muy
sensible a los cambios en el para´metro de regularizacio´n porque el error perturbacional e
domina xreg y porque e no satisface la condicio´n de Picard discreta. La parte horizontal
de la curva L corresponde a soluciones donde es la norma residual ‖Exreg − b‖2 la que
es ma´s sensible al para´metro de regularizacio´n porque xreg esta´ dominada por el error
de regularizacio´n siempre y cuando b satisfaga la condicio´n de Picard discreta.[10]
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Figura 2.1: Forma gene´rica de la Curva L.
2.6. Evaluacio´n de la curvatura basada en la Descomposicio´n
del Valor Singular
El para´metro de regularizacio´n en el punto de la esquina se elige como el o´ptimo,
ya que da lugar a valores ma´s bajos posibles de las dos normas simulta´neamente.
La norma residual, as´ı como la norma regularizada se evalu´a en te´rminos de b y
descomposicio´n de valor singular (SVD) de componente E [12] para el ana´lisis del
para´metro de regularizacio´n o´ptimo y su correspondiente solucio´n a trave´s de criterio
de la curva L.[2]
La descomposicio´n del valor singular de la matriz E se expresa como
E =
ns∑
i=1
uiσiv
T
i (2.25)
donde ui y vi son los vectores singulares izquierdo y derecho para el valor propio
correspondiente σi, ns es el nu´mero de valores singulares no nulos de E. Los valores
singulares son, en orden decreciente tal que σ1 ≥ σ2 ≥ σ3 ≥ ... ≥ σns ≥ 0[2].
2.7. Me´todo de pseudoinversa
Este me´todo tambie´n llamado de Peters y Wilkinson, realiza la minimizacio´n del error
de mı´nimos cuadrados mediante la siguiente transformacio´n del problema original[13]
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H˜ = W−1/2H (2.26)
∆z˜ = W−1/2∆z (2.27)
con lo que el problema se reduce a:
minimizarJ(x) = r˜T r˜ (2.28)
siendo
r˜ = H˜∆x−∆z˜ (2.29)
Factorizando H˜ de manera que:
H˜ = LU (2.30)
siendo L una matriz trapezoidal inferior y U una matriz triangular superior, y
definiendo:
∆z = U∆x (2.31)
el problema se reduce a:
minimizar r˜T r˜
sujeto a : r˜ = L∆z −∆z˜ (2.32)
De este problema transformado se obtiene ∆z de la ecuacio´n:
[
LTL
]
∆z = LT∆z˜ (2.33)
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no siendo LTL tan mal condicionado como G y obtenie´ndose la solucio´n del problema
original mediante la resolucio´n del sistema triangular superior de ecuaciones U∆x =
∆z.La resolucio´n se puede expresar como:
H˜∆x = ∆z (2.34)
realiza´ndose la misma factorizacio´n que en el me´todo sin restricciones. Se crea una
matriz triangular superior U no singular y una trapezoidal inferior L, teniendo e´sta la
siguiente estructura[13]
[
0 0
L21 L22
]
(2.35)
se obtiene otra variable intermedia ∆z de:
LT22L22∆z = L
T
22∆z˜ (2.36)
mediante factorizacio´n dispersa.Por ultimo se resuelve U∆x = ∆z y se obtiene ∆x
mediante sustitucio´n hacia atra´s[13].
2.8. Algoritmo de estimacio´n de estado propuesto.
La ecuacio´n iterativa para la estimacio´n de estado se resuelva a trave´s de la
regularizacio´n de Tikhonov y el para´metro de regularizacio´n se calcula utilizando el
criterio de la curva L. El diagrama de flujo completo para el procedimiento de estimacio´n
de estado se muestra en la figura 2.2. Los pasos cubiertos bajo la l´ınea punteada
constituyen el proceso de regularizacio´n de Tikhonov.[2]
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Figura 2.2: Diagrama de flujo de estimacio´n de estados.
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3. ANA´LISIS DE RESULTADOS
3.1. Representacio´n del Sistema de Potencia 14 Nodos IEEE.
Para labores de ana´lisis y comparacio´n de resultados, el sistema de potencia cuenta
con unidades de medicio´n fasorial en cada nodo del sistema, mediante los cuales se
obtienen mediciones confiables de voltaje y corriente fasorial, as´ı como de flujo de
potencia por las lineas. La implementacio´n de herramientas de simulacio´n nos permite
evaluar en tiempo real el comportamiento del sistema de potencia.
En la figura 3.1 se aprecia el sistema de prueba, con las respectivas mediciones requeridas
para la implementacio´n del algoritmo de estimacio´n de estado.
Figura 3.1: Sistema de potencia de 14 nodos IEEE.
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Figura 3.2: Simbolog´ıa de las mediciones
De la figura 3.2:
Punto verde: Representa las mediciones de flujo de potencia activa por cada l´ınea
de transmisio´n del sistema.
Punto rojo: Representa las mediciones de flujo de potencia reactiva por cada l´ınea
de transmisio´n del sistema.
Punto azul: Representa los voltajes con su respectivo a´ngulo de desfase, para cada
nodo del sistema.
Las direcciones de flujo de potencia se toman con respecto a la posicio´n de cada punto
en la l´ınea de transmisio´n. Por ejemplo en la l´ınea 1 − 2 la medida de flujo que se
utiliza es P12 etc.
3.2. Estimacio´n de Estados a partir de las Mediciones de Flujo
de Carga.
A partir de un estudio de flujos de potencia usando la plataforma de simulacio´n por
bloques (simulink); se obtienen los valores de flujo por las l´ıneas, valores de voltaje y
a´ngulo en cada nodo del sistema, estos valores se muestran en los cuadros 3.1,3.2.
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Cuadro 3.1: Flujos de potencia por las l´ıneas
FLUJOS DE POTENCIA (P.U.)
NODO A NODO B MW MVA
1 2 2.417241074 -0.380621618
2 3 1.049658048 0.014230291
1 5 1.103063089 0.098653486
2 4 0.782496872 0.05025839
2 5 0.578379902 0.069995735
3 4 -0.316614409 0.191843609
4 5 -0.838772448 0.155363018
6 11 0.118597844 0.128439545
6 12 0.114066979 0.045914222
6 13 0.259890775 0.144462271
9 10 0.060133347 -0.013893625
9 14 0.120005373 0.005180665
10 11 -0.065984751 -0.095407342
12 13 0.027043847 0.02013603
13 14 0.092596846 0.073130844
Cuadro 3.2: Mediciones de voltaje y a´ngulo
NODO VOLTAJE A´NGULO
1 1.06 0
2 1 -0.041713369
3 0.95 -0.100356432
4 0.87 -0.083775804
5 1 -0.048694686
6 1 -0.052010812
7 1.12 -0.095818576
8 1.16 -0.129677963
9 1.12 -0.121823982
10 1.06 -0.093200582
11 1.03 -0.085870199
12 1.05 -0.10262536
13 1.11 -0.132994089
Teniendo valores iniciales para voltaje 1.0p.u y a´ngulos de 0 radianes; El vector
de estado inicial tiene la siguiente forma estructural de la ecuacio´n 3.1.
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x0 =

∂1
∂2
∂3
∂4
∂5
∂6
∂8
∂9
∂10
∂11
∂12
∂13
∂14
|v1|
|v2|
|v3|
|v4|
|v5|
|v6|
|v8|
|v9|
|v10|
|v11|
|v12|
|v13|
|v14|

=

0
0
0
0
0
0
0
0
0
0
0
0
0
1
1
1
1
1
1
1
1
1
1
1
1
1

(3.1)
La Ybus del sistema de 14 nodos se obtiene como requerimiento primordial en el
algoritmo de estimacio´n de estados (Cuadro 3.3).
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Cuadro 3.3: Ybus del sistema de 14 nodos IEEE.
NODO A NODO B YBUS
1 1 6.0250 -19.4471i
2 1 -4.9991 +15.2631i
5 1 -1.0259 + 4.2350i
1 2 -4.9991 +15.2631i
2 2 9.5213 -30.2721i
3 2 -1.1350 + 4.7819i
4 2 -1.6860 + 5.1158i
5 2 -1.7011 + 5.1939i
2 3 -1.1350 + 4.7819i
3 3 3.1210 - 9.8224i
4 3 -1.9860 + 5.0688i
2 4 -1.6860 + 5.1158i
3 4 -1.9860 + 5.0688i
4 4 10.5130 -38.6542i
5 4 -6.8410 +21.5786i
7 4 0 + 4.8895i
9 4 0 + 1.8555i
1 5 -1.0259 + 4.2350i
2 5 -1.7011 + 5.1939i
4 5 -6.8410 +21.5786i
5 5 9.5680 -35.5336i
6 5 0 + 4.2574i
5 6 0 + 4.2574i
6 6 6.5799 -17.3407i
11 6 -1.9550 + 4.0941i
12 6 -1.5260 + 3.1760i
13 6 -3.0989 + 6.1028i
4 7 0 + 4.8895i
7 7 0 -19.5490i
8 7 0 + 5.6770i
9 7 0 + 9.0901i
7 8 0 + 5.6770i
8 8 0 - 5.6770i
4 9 0 + 1.8555i
7 9 0 + 9.0901i
9 9 5.3261 -24.0925i
10 9 -3.9020 +10.3654i
14 9 -1.4240 + 3.0291i
9 1 -3.9020 +10.3654i
10 1 5.7829 -14.7683i
11 1 -1.8809 + 4.4029i
6 11 -1.9550 + 4.0941i
10 11 -1.8809 + 4.4029i
11 11 3.8359 - 8.4970i
6 12 -1.5260 + 3.1760i
12 12 4.0150 - 5.4279i
13 12 -2.4890 + 2.2520i
6 13 -3.0989 + 6.1028i
12 13 -2.4890 + 2.2520i
13 13 6.7249 -10.6697i
14 13 -1.1370 + 2.3150i
9 14 -1.4240 + 3.0291i
13 14 -1.1370 + 2.3150i
14 14 2.5610 - 5.3440i
EL vector Z de mediciones se conforma de los valores de P y Q en una sola
columna.
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El vector e es calculado con base en el vector z y los valores estimados de las mediciones
H(x), llegando a los valores del cuadro 3.4
z =

|v1|
· · ·
P1−3
P2−3
P2−4
P2−5
P3−4
P4−5
· · ·
P2−1
P3−1
P4−2
P5−2
· · ·
Q1−3
Q2−3
Q2−4
Q2−5
Q3−4
Q4−5
· · ·
Q2−1
Q3−1
Q4−2
Q5−2

(3.2)
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Cuadro 3.4: Vector z
MEDICIO´N VARIABLE Z
z1 p12 2.417241074
z2 p23 1.049658048
z3 p15 1.103063089
z4 p24 0.782496872
z5 p25 0.578379902
z6 p34 -0.316614409
z7 p45 -0.838772448
z8 p611 0.118597844
z9 p612 0.114066979
z10 p613 0.259890775
z11 p910 0.060133347
z12 p914 0.120005373
z13 p1011 -0.065984751
z14 p1213 0.027043847
z15 p1314 0.092596846
z16 q12 -0.380621618
z17 q23 0.014230291
z18 q15 0.098653486
z19 q24 0.05025839
z20 q25 0.069995735
z21 q34 0.191843609
z22 q45 0.155363018
z23 q611 0.128439545
z24 q612 0.045914222
z25 q613 0.144462271
z26 q910 -0.013893625
z27 q914 0.005180665
z28 q1011 -0.095407342
z29 q1213 0.02013603
z30 q1314 0.073130844
3.3. Ana´lisis de Enfoques de Solucio´n
Para el ana´lisis de resultados se propone una serie de variaciones en el modelo de
estimacio´n de estado para el me´todo de regularizacio´n de tikhonov, as´ı como tambie´n
para el me´todo de mı´nimos cuadrados ponderados; con el fin de comprobar y comparar
cada resultado con el equivalente de cada enfoque.
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3.3.1. Enfoque A.
El enfoque A, expresa el me´todo de estimacio´n de estado en su forma natural haciendo
la matriz de ganancia igual al jacobiano del sistema. Se expresa la solucio´n para el
me´todo de mı´nimos cuadrados esta´tico.
G = H (3.3)
Con lo cual la solucio´n para ambos me´todos, se plantea de la siguiente manera:
z = h (x) + e (3.4)
mı´n J (x) = [z − h (x)]T W [z − h (x)] (3.5)
La estimacio´n de estado se alcanza mediante la solucio´n del siguiente sistema de
ecuaciones lineales:
G∆x = b (3.6)
Solucio´n general:
∆x =
(
GTG
)−1 (
GT b
)
(3.7)
De donde,
G = H, H =
∂h (x)
∂x
y b = [z − h (x0)]
∆x =
(
HTH
)−1 (
HTW [z − h (x0)]
)
(3.8)
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3.3.2. Enfoque B
El enfoque B, expresa el me´todo de estimacio´n de estado cuya principal caracter´ıstica
es multiplicar a ambos lados de la ecuacio´n 3.7 por HT con la finalidad de convertir
la matriz de ganancia G en una matriz sime´trica. A partir de esto se obtiene la
matriz de ganancia correspondiente al estimador de estados por mı´nimos cuadrados
sin restricciones de igualdad. Esto es:
G = HTWH y b = HTW [z − h (x)]
Por lo tanto, el segundo enfoque se expresa:
∆x =
((
HTWH
)T (
HTWH
))−1 (
HTWH
)T (
HTW [z − h (x)]) (3.9)
3.4. Descripcio´n de los Me´todos de Solucio´n para Ambos
Enfoques.
3.4.1. Me´todo de mı´nimos cuadrados ponderados aplicado al modelo
esta´tico del sistema de potencia de 14 nodos IEEE.
Partiendo de la solucio´n propuesta en el numeral anterior, se procede a plantear
el me´todo para el primer enfoque.
El jacobiano del sistema de 14 nodos se haya derivando cada funcio´n del vector z
y evaluando el resultado con el vector de estado inicial x0.
Sea zm, las funciones que representan las mediciones de flujo de potencia por las l´ıneas
de transmisio´n y xn, los estados del sistema representados en a´ngulos y voltajes en cada
nodo.
H = Jac =

∂z1
∂x1
· · · ∂zn
∂xn
...
. . .
...
∂zm
∂x1
· · · ∂zm
∂xn

El siguiente paso radica en encontrar la matriz de ganancia G, correspondiente al
enfoque de solucio´n. Para este caso G = H.
Despue´s se evalu´a el vector h(x) en funcio´n del vector de estado inicial x0 , para
as´ı obtener las medidas del flujo por las l´ıneas alrededor del punto de operacio´n
inicial.
Adicionalmente el vector b, queda totalmente descrito con valores nume´ricos.
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La solucio´n depende de la inversio´n de (HTH)−1; puesto que es una matriz mal
condicionada, la inversio´n tradicional da como resultado una indeterminacio´n
(NaN), por lo que se procede a usar la solucio´n por la pseudoinversa.
∆x = pseudoinv
(
HTH
) (
HT [z − h (x0)]
)
(3.10)
Cuadro 3.5: Comparacio´n vector zreal y zestimado
MEDICIO´N VARIABLE Zreal Zestimado Zls = Jac*h(Xls)
z1 p12 2.417241074 2.419396836
z2 p23 1.049658048 1.032693776
z3 p15 1.103063089 0.077705357
z4 p24 0.782496872 0.787623386
z5 p25 0.578379902 0.596236244
z6 p34 -0.316614409 -0.334070654
z7 p45 -0.838772448 -0.841534243
z8 p611 0.118597844 0.119665269
z9 p612 0.114066979 0.113812298
z10 p613 0.259890775 0.259308899
z11 p910 0.060133347 0.05969881
z12 p914 0.120005373 0.121451962
z13 p1011 -0.065984751 -0.066994077
z14 p1213 0.027043847 0.026975151
z15 p1314 0.092596846 0.09071863
z16 q12 -0.380621618 -0.374039759
z17 q23 0.014230291 -0.003914608
z18 q15 0.098653486 0.320773698
z19 q24 0.05025839 0.056714307
z20 q25 0.069995735 0.097953496
z21 q34 0.191843609 0.177766652
z22 q45 0.155363018 0.15325644
z23 q611 0.128439545 0.128471597
z24 q612 0.045914222 0.046365117
z25 q613 0.144462271 0.144223318
z26 q910 -0.013893625 -0.013944032
z27 q914 0.005180665 0.005232866
z28 q1011 -0.095407342 -0.09547994
z29 q1213 0.02013603 0.02067528
z30 q1314 0.073130844 0.073095184
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Cuadro 3.6: Comparacio´n Xestado, Xestimado y error
Xestado Xls ∆Xls Error parcial els
0 -0.207983587 -0.207983587 0.043257172
-0.041713369 -0.057578985 -0.057578985 0.000251718
-0.100356432 0.147047349 0.147047349 0.061208631
-0.083775804 0.077999102 0.077999102 0.02617112
-0.048694686 0.040516121 0.040516121 0.007958568
-0.052010812 -0.018621318 -0.018621318 0.001114858
-0.095818576 2.76E-17 2.76E-17 0.009181199
-0.129677963 -0.007476814 -0.007476814 0.014933121
-0.121823982 -0.001988705 -0.001988705 0.014360494
-0.093200582 -0.007022128 -0.007022128 0.007426726
-0.085870199 0.004794269 0.004794269 0.008220046
-0.10262536 0.00561848 0.00561848 0.011716729
-0.132994089 0.024696217 0.024696217 0.024866233
1.06 0.949293662 -0.050706338 0.012255893
1 0.974049641 -0.025950359 0.000673421
0.95 1.021800946 0.021800946 0.005155376
0.87 1.029818302 0.029818302 0.02554189
1 1.025037449 0.025037449 0.000626874
1 0.957659424 -0.042340576 0.001792724
1.12 1 4.74E-18 0.0144
1.16 1.01769318 0.01769318 0.020251231
1.12 1.018413928 0.018413928 0.01031973
1.06 0.994578232 -0.005421768 0.004280008
1.03 0.983508754 -0.016491246 0.002161436
1.05 0.99360068 -0.00639932 0.003180883
1.11 1.034545801 0.034545801 0.005693336
0.336999417
3.4.2. Me´todo de regularizacio´n de tikhonov aplicado al modelo esta´tico
del sistema de potencia de 14 nodos IEEE.
Encontrar la matriz de ganancia G, correspondiente al enfoque de solucio´n. Para
este caso G = H.
El jacobiano del sistema de 14 nodos se conserva para todos los me´todos.
Despue´s se evalu´a el vector h(x) en funcio´n del vector de estado inicial x0 , para
as´ı obtener las medidas del flujo por las l´ıneas alrededor del punto de operacio´n
inicial.
Adicionalmente el vector b, queda totalmente descrito en valores nume´ricos.
El para´metro de regularizacio´n lambda λ, se halla mediante el me´todo de la curva
L.
29
Figura 3.3: Curva L Tikhonov Esta´tico
La solucio´n por regularizacio´n de tikhonov tiene la forma
∆xtikh =
(
HTH + λ2I
)−1 (
HT [z − h (x0)] + λ2∆x0
)
(3.11)
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Cuadro 3.7: Comparacio´n vector zreal y zestimado estatico tikhonov
MEDICIO´N VARIABLE Zreal Zestimado (Ztikh)=Jac*h(Xtikh)
z1 p12 2.417241074 2.419396829
z2 p23 1.049658048 1.032693762
z3 p15 1.103063089 0.077705357
z4 p24 0.782496872 0.78762337
z5 p25 0.578379902 0.596236231
z6 p34 -0.316614409 -0.334070654
z7 p45 -0.838772448 -0.841534234
z8 p611 0.118597844 0.119665266
z9 p612 0.114066979 0.113812298
z10 p613 0.259890775 0.259308897
z11 p910 0.060133347 0.05969881
z12 p914 0.120005373 0.121451957
z13 p1011 -0.065984751 -0.066994072
z14 p1213 0.027043847 0.026975149
z15 p1314 0.092596846 0.090718623
z16 q12 -0.380621618 -0.374039758
z17 q23 0.014230291 -0.00391461
z18 q15 0.098653486 0.320773696
z19 q24 0.05025839 0.056714307
z20 q25 0.069995735 0.097953498
z21 q34 0.191843609 0.177766653
z22 q45 0.155363018 0.153256449
z23 q611 0.128439545 0.128471591
z24 q612 0.045914222 0.046365119
z25 q613 0.144462271 0.144223318
z26 q910 -0.013893625 -0.01394403
z27 q914 0.005180665 0.005232867
z28 q1011 -0.095407342 -0.095479933
z29 q1213 0.02013603 0.020675278
z30 q1314 0.073130844 0.073095177
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Cuadro 3.8: Comparacio´n Xestado, Xestimado y error esta´tico tikhonov
Xestado Xtikh ∆Xtikh Error parcial etikh
0 -0.207983582 -0.207983582 0.04325717
-0.041713369 -0.057578981 -0.057578981 0.000251718
-0.100356432 0.14704735 0.14704735 0.061208631
-0.083775804 0.077999103 0.077999103 0.026171121
-0.048694686 0.040516123 0.040516123 0.007958568
-0.052010812 -0.018621318 -0.018621318 0.001114858
-0.095818576 0 0 0.009181199
-0.129677963 -0.007476814 -0.007476814 0.014933121
-0.121823982 -0.001988705 -0.001988705 0.014360494
-0.093200582 -0.007022128 -0.007022128 0.007426726
-0.085870199 0.004794269 0.004794269 0.008220046
-0.10262536 0.00561848 0.00561848 0.011716729
-0.132994089 0.024696216 0.024696216 0.024866232
1.06 0.949293664 -0.050706336 0.012255893
1 0.974049642 -0.025950358 0.000673421
0.95 1.021800947 0.021800947 0.005155376
0.87 1.029818303 0.029818303 0.02554189
1 1.02503745 0.02503745 0.000626874
1 0.957659426 -0.042340574 0.001792724
1.12 1 0 0.0144
1.16 1.017693178 0.017693178 0.020251232
1.12 1.018413927 0.018413927 0.01031973
1.06 0.994578232 -0.005421768 0.004280008
1.03 0.983508757 -0.016491243 0.002161436
1.05 0.993600681 -0.006399319 0.003180883
1.11 1.034545799 0.034545799 0.005693336
0.336999416
3.4.3. Me´todo de mı´nimos cuadrados ponderados aplicado al modelo
dina´mico del sistema de potencia de 14 nodos IEEE.
El jacobiano del sistema de 14 nodos se conserva para cada me´todo.
G = H
Despue´s se evalu´a el vector h(x) en funcio´n del vector de estado inicial x0 , para
as´ı obtener las medidas del flujo por las l´ıneas alrededor del punto de operacio´n
inicial.
Adicionalmente el vector b, queda totalmente descrito en valores nume´ricos.
La solucio´n depende de la inversio´n de (HTH)−1; puesto que es una matriz mal
condicionada, la inversio´n tradicional da como resultado una indeterminacio´n
(NaN), por lo que se procede a usar la solucio´n por la pseudoinversa.
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∆xk = ∆xk−1 + pseudoinv
(
HTH
) (
HT [zk − h (x0)]
)
(3.12)
Cuadro 3.9: Comparacio´n Zreal y Zestimado dina´mico
MEDICIO´N VARIABLE Zreal Zls=jac*Xls
z1 p12 -0.327367694 -0.326600828
z2 p23 -0.166743628 -0.161412343
z3 p15 -0.035354261 -0.043706843
z4 p24 -0.338683577 -0.3293945
z5 p25 -0.020509063 -0.036051384
z6 p34 -0.175783977 -0.166062416
z7 p45 1.200802774 1.206954793
z8 p611 -0.084308408 -0.082982185
z9 p612 -0.090295449 -0.091948336
z10 p613 -0.168469538 -0.171386151
z11 p910 -0.199029592 -0.199179348
z12 p914 -0.140792906 -0.143924254
z13 p1011 0.041904105 0.042180903
z14 p1213 -4.44E-16 0.003253326
z15 p1314 -0.039626542 -0.044574679
z16 q12 -0.548633638 -0.542937577
z17 q23 -0.156854741 -0.144603556
z18 q15 -0.145945113 -0.180425212
z19 q24 -0.641313046 -0.595208464
z20 q25 0.031087894 -0.012049995
z21 q34 -0.459879227 -0.448742889
z22 q45 2.44782221 2.465614929
z23 q611 0.355283145 0.381067449
z24 q612 0.1614978 0.153565179
z25 q613 0.317485211 0.319060758
z26 q910 -0.623123046 -0.6299864
z27 q914 -0.179786425 -0.190633307
z28 q1011 -0.317371063 -0.345037838
z29 q1213 0 0.007634519
z30 q1314 0.245621528 0.281154937
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Cuadro 3.10: Comparacio´n Xestado, Xeestimado Y error
Xestado Xls ∆Xls Error parcial etikh
0 0.017888977 0.017888977 0.000320016
-0.04171337 0.009086136 0.009086136 0.00258059
-0.10035643 -0.016073744 -0.016073744 0.007103571
-0.0837758 -0.014405138 -0.014405138 0.004812289
-0.04869469 0.003503769 0.003503769 0.002724679
-0.05201081 0.0609945 0.0609945 0.012770201
-0.09581858 7.72E-18 7.72E-18 0.009181199
-0.12967796 -0.031325696 -0.031325696 0.009673169
-0.12182398 -0.028116483 -0.028116483 0.008781095
-0.09320058 0.008295557 0.008295557 0.010301466
-0.0858702 0.0185985 0.0185985 0.010913709
-0.10262536 0.017562157 0.017562157 0.014445039
-0.13299409 -0.046008536 -0.046008536 0.007566486
1.06 1.063653829 0.063653829 1.34E-05
1 1.025198688 0.025198688 0.000634974
0.95 0.988986756 -0.011013244 0.001519967
0.87 0.901110418 -0.098889582 0.000967858
1 1.021050309 0.021050309 0.000443115
1 0.918915296 -0.081084704 0.006574729
1.12 1 -3.14E-19 0.0144
1.16 1.109208184 0.109208184 0.002579809
1.12 1.049638438 0.049638438 0.004950749
1.06 0.986827963 -0.013172037 0.005354147
1.03 0.946897434 -0.053102566 0.006906036
1.05 0.949142147 -0.050857853 0.010172307
1.11 1.039370538 0.039370538 0.004988521
0.160679073
3.4.4. Me´todo de regularizacio´n de tikhonov aplicado al modelo dina´mico
del sistema de potencia de 14 nodos IEEE.
G = H
El jacobiano del sistema de 14 nodos se conserva para todos los me´todos.
Despue´s se evalu´a el vector h(x) en funcio´n del vector de estado inicial x0 , para
as´ı obtener las medidas del flujo por las l´ıneas alrededor del punto de operacio´n
inicial.
Adicionalmente el vector b, queda totalmente descrito en valores nume´ricos.
El para´metro de regularizacio´n lambda λ, se halla mediante el me´todo de la curva
L.
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Figura 3.4: Curva L Tikhonov Dina´mico
La solucio´n por regularizacio´n de tikhonov dina´mico tiene la forma
∆xtikhk = λ
2
k∆xtikhk−1 +
(
HTH + λ2kI
)−1 (
HT [zk − h (x0)]
)
(3.13)
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Cuadro 3.11: Comparacio´n Zreal y Zestimado dina´mico
MEDICIO´N VARIABLE Zreal Ztikh=Jac*Xtikh
z1 p12 -0.327367694 -0.324739541
z2 p23 -0.166743628 -0.158481985
z3 p15 -0.035354261 -0.042681313
z4 p24 -0.338683577 -0.326398991
z5 p25 -0.020509063 -0.033347782
z6 p34 -0.175783977 -0.166472781
z7 p45 1.200802774 1.205622664
z8 p611 -0.084308408 -0.083025366
z9 p612 -0.090295449 -0.09047933
z10 p613 -0.168469538 -0.16917936
z11 p910 -0.199029592 -0.199663507
z12 p914 -0.140792906 -0.13902793
z13 p1011 0.041904105 0.040564558
z14 p1213 -4.44E-16 1.76E-06
z15 p1314 -0.039626542 -0.041822187
z16 q12 -0.548633638 -0.540609586
z17 q23 -0.156854741 -0.141605794
z18 q15 -0.145945113 -0.176191745
z19 q24 -0.641313046 -0.590797248
z20 q25 0.031087894 -0.008186108
z21 q34 -0.459879227 -0.447291747
z22 q45 2.44782221 2.463044334
z23 q611 0.355283145 0.352129818
z24 q612 0.1614978 0.161952845
z25 q613 0.317485211 0.319359228
z26 q910 -0.623123046 -0.621880908
z27 q914 -0.179786425 -0.184050108
z28 q1011 -0.317371063 -0.314436409
z29 q1213 0 0.000515206
z30 q1314 0.245621528 0.251193119
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Cuadro 3.12: Comparacio´n Xestado, Xestimado Y error
Xestado Xtikh ∆Xtikh Error, Etikh
0 0.017644651 0.017644651 0.000311334
-0.04171337 0.008906826 0.008906826 0.002562404
-0.10035643 -0.015813796 -0.015813796 0.007147457
-0.0837758 -0.014312616 -0.014312616 0.004825135
-0.04869469 0.003574513 0.003574513 0.002732069
-0.05201081 0.058120185 0.058120185 0.012128836
-0.09581858 0 0 0.009181199
-0.12967796 -0.028340058 -0.028340058 0.010269371
-0.12182398 -0.025429593 -0.025429593 0.009291878
-0.09320058 0.008161149 0.008161149 0.010274201
-0.0858702 0.015069043 0.015069043 0.010188731
-0.10262536 0.014955577 0.014955577 0.013825277
-0.13299409 -0.042535821 -0.042535821 0.008182698
1.06 1.06301181 0.06301181 9.07E-06
1 1.024730489 0.024730489 0.000611597
0.95 0.989249721 -0.010750279 0.001540541
0.87 0.901594073 -0.098405927 0.000998185
1 1.021407932 0.021407932 0.0004583
1 0.924157959 -0.075842041 0.005752015
1.12 1 0 0.0144
1.16 1.102276542 0.102276542 0.003331998
1.12 1.043376309 0.043376309 0.00587119
1.06 0.98631083 -0.01368917 0.005430094
1.03 0.954466302 -0.045533698 0.00570534
1.05 0.954569671 -0.045430329 0.009106948
1.11 1.034841234 0.034841234 0.00564884
0.159784708
3.5. Enfoque B
3.5.1. Me´todo de mı´nimos cuadrados ponderados aplicado al modelo
esta´tico del sistema de potencia de 14 nodos IEEE.
Partiendo de la solucio´n propuesta en el numeral anterior procedemos a plantear
el me´todo para el segundo enfoque.
El jacobiano del sistema de 14 nodos se conserva para ambos enfoques y todos
los me´todos.
El siguiente paso radica en encontrar la matriz de ganancia G, correspondiente al
enfoque de solucio´n. Para este caso G = HTWH.
Despue´s se evalu´a el vector h(x) en funcio´n del vector de estado inicial x0 , para
as´ı obtener las medidas del flujo por las l´ıneas alrededor del punto de operacio´n
inicial.
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Adicionalmente el vector b, queda totalmente descrito en valores nume´ricos.
La solucio´n depende de la inversio´n de ((HTWH)T (HTWH))−1; puesto que
es una matriz mal condicionada, la inversio´n tradicional da como resultado
una indeterminacio´n (NaN), por lo que se procede a usar la solucio´n por la
pseudoinversa.
∆x = pseudoinv
((
HTWH
)T (
HTWH
))(
HTWH
)T (
HTW [z − h (x0)]
)
(3.14)
Cuadro 3.13: Comparacio´n Zreal y Zestimado esta´tico enfoque B
MEDICIO´N VARIABLE Zreal Zls=Jac*Xls
z1 p12 2.417241074 2.419396836
z2 p23 1.049658048 1.032693776
z3 p15 1.103063089 0.077705357
z4 p24 0.782496872 0.787623386
z5 p25 0.578379902 0.596236244
z6 p34 -0.316614409 -0.334070654
z7 p45 -0.838772448 -0.841534243
z8 p611 0.118597844 0.119665269
z9 p612 0.114066979 0.113812298
z10 p613 0.259890775 0.259308899
z11 p910 0.060133347 0.05969881
z12 p914 0.120005373 0.121451962
z13 p1011 -0.065984751 -0.066994077
z14 p1213 0.027043847 0.026975151
z15 p1314 0.092596846 0.09071863
z16 q12 -0.380621618 -0.374039759
z17 q23 0.014230291 -0.003914608
z18 q15 0.098653486 0.320773698
z19 q24 0.05025839 0.056714307
z20 q25 0.069995735 0.097953496
z21 q34 0.191843609 0.177766652
z22 q45 0.155363018 0.15325644
z23 q611 0.128439545 0.128471597
z24 q612 0.045914222 0.046365117
z25 q613 0.144462271 0.144223318
z26 q910 -0.013893625 -0.013944032
z27 q914 0.005180665 0.005232866
z28 q1011 -0.095407342 -0.09547994
z29 q1213 0.02013603 0.02067528
z30 q1314 0.073130844 0.073095184
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Cuadro 3.14: Comparacio´n Xestado, Xestimado Y error
Xestado Xls ∆Xls Error, Els
0 -0.207983587 -0.207983587 0.043257172
-0.04171337 -0.057578985 -0.057578985 0.000251718
-0.10035643 0.147047349 0.147047349 0.061208631
-0.0837758 0.077999102 0.077999102 0.02617112
-0.04869469 0.040516121 0.040516121 0.007958568
-0.05201081 -0.018621318 -0.018621318 0.001114858
-0.09581858 -8.22E-16 -8.22E-16 0.009181199
-0.12967796 -0.007476814 -0.007476814 0.014933121
-0.12182398 -0.001988705 -0.001988705 0.014360494
-0.09320058 -0.007022128 -0.007022128 0.007426726
-0.0858702 0.004794269 0.004794269 0.008220046
-0.10262536 0.00561848 0.00561848 0.011716729
-0.13299409 0.024696217 0.024696217 0.024866233
1.06 0.949293662 -0.050706338 0.012255893
1 0.974049641 -0.025950359 0.000673421
0.95 1.021800946 0.021800946 0.005155376
0.87 1.029818302 0.029818302 0.02554189
1 1.025037449 0.025037449 0.000626874
1 0.957659424 -0.042340576 0.001792724
1.12 1 -9.69E-18 0.0144
1.16 1.01769318 0.01769318 0.020251231
1.12 1.018413928 0.018413928 0.01031973
1.06 0.994578232 -0.005421768 0.004280008
1.03 0.983508754 -0.016491246 0.002161436
1.05 0.99360068 -0.00639932 0.003180883
1.11 1.034545801 0.034545801 0.005693336
0.336999417
3.5.2. Me´todo de regularizacio´n de tikhonov aplicado al modelo esta´tico
del sistema de potencia de 14 nodos IEEE.
Encontrar la matriz de ganancia G, correspondiente al enfoque de solucio´n. Para
este caso G = HTWH.
El jacobiano del sistema de 14 nodos se conserva para todos los me´todos.
Despue´s se evalu´a el vector h(x) en funcio´n del vector de estado inicial x0 , para
as´ı obtener las medidas del flujo por las l´ıneas alrededor del punto de operacio´n
inicial.
Adicionalmente el vector b, queda totalmente descrito en valores nume´ricos.
El para´metro de regularizacio´n lambda λ, se halla mediante el me´todo de la curva
L.
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Figura 3.5: Curva L Tikhonov Esta´tico Enfoque B
La solucio´n es:
∆x =
((
HTWH
)T (
HTWH
)
+ λ2I
)−1(
HTWH
)T (
HTW [z − h (x0)]
)
(3.15)
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Cuadro 3.15: Comparacio´n Zreal y Zestimado esta´tico enfoque B
MEDICIO´N VARIABLE Zreal Ztikh=Jac*Xtikh
z1 p12 2.417241074 1.650953875
z2 p23 1.049658048 -0.166447582
z3 p15 1.103063089 0.016070497
z4 p24 0.782496872 -0.115610629
z5 p25 0.578379902 -0.29880157
z6 p34 -0.316614409 0.06442025
z7 p45 -0.838772448 -0.752789673
z8 p611 0.118597844 0.028855573
z9 p612 0.114066979 0.020855831
z10 p613 0.259890775 0.064525392
z11 p910 0.060133347 0.054609353
z12 p914 0.120005373 0.009277594
z13 p1011 -0.065984751 -0.007026654
z14 p1213 0.027043847 0.013326944
z15 p1314 0.092596846 -0.009531715
z16 q12 -0.380621618 -0.276941258
z17 q23 0.014230291 0.030474091
z18 q15 0.098653486 0.066340248
z19 q24 0.05025839 0.058460545
z20 q25 0.069995735 0.098186654
z21 q34 0.191843609 0.00620502
z22 q45 0.155363018 0.154738985
z23 q611 0.128439545 0.018327846
z24 q612 0.045914222 0.01298293
z25 q613 0.144462271 0.039031097
z26 q910 -0.013893625 0.006469848
z27 q914 0.005180665 -4.52E-05
z28 q1011 -0.095407342 0.002024328
z29 q1213 0.02013603 0.002622542
z30 q1314 0.073130844 -0.00651292
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Cuadro 3.16: Comparacio´n Xestado, Xestimado Y error
Xestado Xtikh ∆Xtikh Error, Etikh
0 -0.059300738 -0.059300738 0.003516577
-0.04171337 0.043753325 0.043753325 0.007304556
-0.10035643 0.009369719 0.009369719 0.012039828
-0.0837758 0.019971716 0.019971716 0.010763548
-0.04869469 -0.013794022 -0.013794022 0.001218056
-0.05201081 -0.003400224 -0.003400224 0.002362989
-0.09581858 0 0 0.009181199
-0.12967796 -0.002294608 -0.002294608 0.016226519
-0.12182398 0.002114077 0.002114077 0.015360642
-0.09320058 0.000598371 0.000598371 0.008798244
-0.0858702 0.000339174 0.000339174 0.007432056
-0.10262536 0.002423592 0.002423592 0.011035282
-0.13299409 0.000219618 0.000219618 0.017745892
1.06 0.987141471 -0.012858529 0.005308365
1 1.002750342 0.002750342 7.56E-06
0.95 1.000961926 0.000961926 0.002597118
0.87 1.006339972 0.006339972 0.018588588
1 1.002806289 0.002806289 7.88E-06
1 0.994579357 -0.005420643 2.94E-05
1.12 1 0 0.0144
1.16 0.998869367 -0.001130633 0.025963081
1.12 1.001153193 0.001153193 0.014124564
1.06 1.000965468 0.000965468 0.003485076
1.03 1.000463911 0.000463911 0.000872381
1.05 1.003932293 0.003932293 0.002122234
1.11 1.000036411 3.64E-05 0.012091991
0.22258361
3.5.3. Me´todo de mı´nimos cuadrados ponderados aplicado al modelo
dina´mico del sistema de potencia de 14 nodos IEEE.
El jacobiano del sistema de 14 nodos se conserva para cada me´todo.
G = HTWH.
Despue´s se evalu´a el vector h(x) en funcio´n del vector de estado inicial x0 , para
as´ı obtener las medidas del flujo por las l´ıneas alrededor del punto de operacio´n
inicial.
Adicionalmente el vector b, queda totalmente descrito en valores nume´ricos.
La solucio´n depende de la inversio´n de ((HTWH)T (HTWH))−1; puesto que
es una matriz mal condicionada, la inversio´n tradicional da como resultado
una indeterminacio´n (NaN), por lo que se procede a usar la solucio´n por la
pseudoinversa.
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∆xk = pseudoinv
((
HTWH
)T (
HTWH
)) (
HTWH
)T
[z − h (x0)] + ∆xk−1
(3.16)
Cuadro 3.17: Comparacio´n Zreal y Zestimado dinamico enfoque B
MEDICIO´N VARIABLE Zreal Zls=Jac*Xls
z1 p12 -0.327367694 -0.324739552
z2 p23 -0.166743628 -0.158481982
z3 p15 -0.035354261 -0.042681325
z4 p24 -0.338683577 -0.326399006
z5 p25 -0.020509063 -0.033347808
z6 p34 -0.175783977 -0.166472797
z7 p45 1.200802774 1.205622618
z8 p611 -0.084308408 -0.083025369
z9 p612 -0.090295449 -0.09047933
z10 p613 -0.168469538 -0.169179361
z11 p910 -0.199029592 -0.199663513
z12 p914 -0.140792906 -0.139027933
z13 p1011 0.041904105 0.040564557
z14 p1213 -4.44E-16 1.76E-06
z15 p1314 -0.039626542 -0.041822188
z16 q12 -0.548633638 -0.540609534
z17 q23 -0.156854741 -0.141605808
z18 q15 -0.145945113 -0.176191795
z19 q24 -0.641313046 -0.59079726
z20 q25 0.031087894 -0.008186183
z21 q34 -0.459879227 -0.447291742
z22 q45 2.44782221 2.463044071
z23 q611 0.355283145 0.352129816
z24 q612 0.1614978 0.161952847
z25 q613 0.317485211 0.319359228
z26 q910 -0.623123046 -0.621880914
z27 q914 -0.179786425 -0.18405011
z28 q1011 -0.317371063 -0.314436407
z29 q1213 0 0.000515204
z30 q1314 0.245621528 0.251193117
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Cuadro 3.18: Comparacio´n Xestado, Xestimado Y error
Xestado Xls ∆Xls Error, Els
0 0.017644737 0.017644737 0.000311337
-0.04171337 0.00890691 0.00890691 0.002562413
-0.10035643 -0.015813711 -0.015813711 0.007147472
-0.0837758 -0.014312533 -0.014312533 0.004825146
-0.04869469 0.003574597 0.003574597 0.002732078
-0.05201081 0.058120116 0.058120116 0.012128821
-0.09581858 -1.53E-15 -1.53E-15 0.009181199
-0.12967796 -0.028340127 -0.028340127 0.010269357
-0.12182398 -0.025429662 -0.025429662 0.009291865
-0.09320058 0.00816108 0.00816108 0.010274187
-0.0858702 0.015068974 0.015068974 0.010188717
-0.10262536 0.014955508 0.014955508 0.01382526
-0.13299409 -0.04253589 -0.04253589 0.008182686
1.06 1.063013007 0.063013007 9.08E-06
1 1.024731688 0.024731688 0.000611656
0.95 0.989250918 -0.010749082 0.001540635
0.87 0.901595269 -0.098404731 0.000998261
1 1.021409117 0.021409117 0.00045835
1 0.924158124 -0.075841876 0.00575199
1.12 1 -2.57E-17 0.0144
1.16 1.102276707 0.102276707 0.003331979
1.12 1.043376474 0.043376474 0.005871165
1.06 0.986310995 -0.013689005 0.00543007
1.03 0.954466467 -0.045533533 0.005705315
1.05 0.954569836 -0.045430164 0.009106916
1.11 1.034841398 0.034841398 0.005648815
0.159784767
3.5.4. Me´todo de regularizacio´n de tikhonov aplicado al modelo dina´mico
del sistema de potencia de 14 nodos IEEE.
G = HTWH.
El jacobiano del sistema de 14 nodos se conserva para todos los me´todos.
Despue´s se evalu´a el vector h(x) en funcio´n del vector de estado inicial x0 , para
as´ı obtener las medidas del flujo por las l´ıneas alrededor del punto de operacio´n
inicial.
Adicionalmente el vector b, queda totalmente descrito en valores nume´ricos.
El para´metro de regularizacio´n lambda λ, se halla mediante el me´todo de la curva
L.
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Figura 3.6: Curva L Tikhonov Dina´mico Enfoque B
La solucio´n por regularizacio´n de tikhonov dina´mico tiene la forma:
∆xtikhk =
((
HTWH
)T (
HTWH
)
+ λ2kI
)−1 (
HTWH
)T
[z − h (x0)] + λ2k∆xtikhk−1
(3.17)
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Cuadro 3.19: Comparacio´n Zreal y Zestimado dinamico enfoque B
MEDICIO´N VARIABLE Zreal Ztikh=Jac*Xtikh
z1 p12 -1.312920342 -1.50487436
z2 p23 -0.422613689 -0.224149835
z3 p15 -0.014193143 -0.128237182
z4 p24 -0.4549585 -0.370624092
z5 p25 -0.054854984 -0.025166114
z6 p34 -0.062894745 -0.169046698
z7 p45 1.573295227 1.439056009
z8 p611 -0.134847114 -0.199681645
z9 p612 -0.109554831 -0.201478153
z10 p613 -0.206335872 -0.371360181
z11 p910 -0.099037713 -0.079300153
z12 p914 -0.104729464 -0.094256753
z13 p1011 0.078898378 -0.087999918
z14 p1213 0 -0.043983879
z15 p1314 -0.07011866 0.043913519
z16 q12 0.082589201 -0.563385751
z17 q23 -0.05187818 0.053204025
z18 q15 -0.058590386 -0.52937296
z19 q24 -0.558538367 -0.586791255
z20 q25 0.062021688 -0.35120077
z21 q34 -0.528776798 -0.664632993
z22 q45 2.212952995 1.027988655
z23 q611 0.346110692 0.301565549
z24 q612 0.150619211 0.08916991
z25 q613 0.297179965 -0.11128444
z26 q910 -0.64584341 -0.640450735
z27 q914 -0.19044626 -0.092937344
z28 q1011 -0.326307245 -0.3488226
z29 q1213 0 -0.137044509
z30 q1314 0.251322976 0.477909279
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Cuadro 3.20: Comparacio´n Xestado, Xestimado Y error
Xestado Xtikh ∆Xtikh Error, Etikh
0 0.094873505 0.094873505 0.009000982
-0.04171337 0.019169803 0.019169803 0.003706761
-0.10035643 -0.033334468 -0.033334468 0.004491944
-0.0837758 -0.011859254 -0.011859254 0.00517199
-0.04869469 0.024900414 0.024900414 0.005416239
-0.05201081 0.056034635 0.056034635 0.011673818
-0.09581858 0 0 0.009181199
-0.12967796 -0.036636198 -0.036636198 0.00865677
-0.12182398 -0.025724735 -0.025724735 0.009235065
-0.09320058 -0.010182975 -0.010182975 0.006891923
-0.0858702 -0.005493052 -0.005493052 0.006460486
-0.10262536 0.014208788 0.014208788 0.013650218
-0.13299409 -0.050746281 -0.050746281 0.006764702
1.06 1.039100851 0.039100851 0.000436774
1 1.012945667 0.012945667 0.00016759
0.95 0.995075165 -0.004924835 0.002031771
0.87 0.857246315 -0.142753685 0.000162656
1 0.970632002 -0.029367998 0.000862479
1 0.888166458 -0.111833542 0.012506741
1.12 1 0 0.0144
1.16 1.073645447 0.073645447 0.007457109
1.12 1.014243448 0.014243448 0.011184448
1.06 0.943849971 -0.056150029 0.013490829
1.03 0.898138925 -0.101861075 0.017387343
1.05 0.872798834 -0.127201166 0.031400253
1.11 1.033766293 0.033766293 0.005811578
0.217601671
3.6. Comparacio´n de Resultados
Los estimadores de estado basados en la regularizacio´n de tikhonov y mı´nimos cuadrados
fueron evaluados y validados en la seccio´n anterior. La importancia de los enfoques de
solucio´n radica en encontrar el mejor estimado a partir de mediciones confiables de
flujos de potencia y voltajes complejos. Con el objetivo de encontrar el me´todo y el
enfoque que reduzca al ma´ximo el error de estimacio´n de estado, se procede comparar
cada me´todo. Las figura 3.7,3.8,3.9, 3.10, representan la relacio´n entre los errores de los
estimadores de estado correspondientes al enfoque A con respecto a los estimadores del
enfoque B.
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Figura 3.7: Comparacio´n de Errores Mı´nimos Cuadrados Esta´ticos.
Figura 3.8: Comparacio´n de Errores Tikhonov Esta´ticos.
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Figura 3.9: Comparacio´n de Errores Mı´nimos Cuadrados Dina´micos.
Figura 3.10: Comparacio´n de Errores Tikhonov Dina´micos.
A partir de las gra´ficas se puede asumir que el enfoque B, provee una mejor
estimacio´n de solucio´n para los me´todos esta´ticos de tikhonov, ya que el error
encontrado para cada me´todo se ve notoriamente reducido con respecto al enfoque
A. haciendo el enfoque B ma´s preciso para el caso esta´tico.
Para los me´todos dina´micos de tikhonov se observa un comportamiento inverso
pues el error reflejado en los me´todos es ma´s pequen˜o en el enfoque A que en el
enfoque B. Haciendo el enfoque A para este caso dina´mico ma´s preciso.
En los me´todos por mı´nimos cuadrados esta´ticos, por los dos enfoques se observa
que la solucio´n da como resultado un valor igual.
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En los me´todos por mı´nimos cuadrados dina´micos, para los dos enfoques se
observa que el enfoque B reduce un poco ma´s el error de solucio´n que el enfoque
A, haciendo el enfoque B un estimado ma´s preciso.
50
4. CONCLUSIONES Y TRABAJO FUTURO
4.1. Conclusiones
El estimador de estado en sistemas de potencia es de gran importancia en la operacio´n
de mercados de energ´ıa, donde cuestiones econo´micas entran en conflicto, como son
los limites de operacio´n del sistema. El estimador de estado invierte su mayor esfuerzo
en el calculo y construccio´n de la matriz Jacobiana y la matriz de ganancia, las cuales
son muy grandes y en el caso de la segunda es muy mal condicionada. Por lo tanto se
emplea la pseudoinversa o factorizacion LDU.[14]
Los me´todos propuestos de estimacio´n de estados como mı´nimos cuadrados y
regularizacio´n de tikhonov se aplica en el sistema de 14 nodos de la IEEE para
diferentes casos y enfoques. El proceso de regularizacio´n requiere un para´metro de
regularizacio´n o´ptimo. Este para´metro de regularizacio´n es seleccionado por una
te´cnica robusta utilizando el me´todo de la curva L.
Se realizo el ana´lisis tambie´n, a partir de mediciones de inyeccio´n cero en la red,
verificando que el algoritmo efectuaba mayor nu´mero de operaciones para lograr la
obtencio´n del estado, ya que las mediciones virtuales o lecturas cero, representan valores
de variancia cero y en consecuencia el mal condicionamiento en la matriz H del sistema.
Se plantearon maneras de solucionar problemas inversos de tipo dina´mico y esta´tico
para el modelo no lineal de un sistema de potencia; se pudo observar que para la
solucio´n por el me´todo de regularizacio´n de tikhonov, la adecuada seleccio´n del
para´metro de regularizacio´n puede marcar la diferencia para alcanzar un estimado
poco confiable o muy confiable. Por otro lado para el me´todo de mı´nimos cuadrados se
debe recurrir a la factorizacio´n de la matriz de ganancia para encontrar una solucio´n
aproximada ya que debido a su caracter´ıstica de tratar con matrices muy grandes y
dispersas, la solucio´n se ve reflejada en infinitas soluciones.
Se utilizaron toolboxes de matlab que permitieron desarrollar de manera selectiva,
con base a los datos del sistema, la mejor aproximacio´n posible para distintos
problemas que requer´ıan solucio´n media´tica; tales como flujo de potencia por el me´todo
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de newton-raphson para determinar los estados del sistema, as´ı como tambie´n la
descomposicio´n de valor singular (SVD) en la intencio´n de encontrar el para´metro de
regularizacio´n lambda, requerido finalmente para la solucio´n de estimacio´n de estados
por el me´todo de regularizacio´n de tikhonov.
4.2. Trabajos Futuros
Con base en el avance gradual en la insercio´n de unidades de medicio´n fasorial (PMU)
en el sistema ele´ctrico colombiano se busca mejorar el estimador de estado capaz de
trabajar con un nu´mero determinado de PMUs en un sistema aleatorio y devolver el
estimado ma´s confiable y con el mejor rendimiento posible, capaz de evitar problemas
operativos y futuros apagones en el sistema nacional.
Para futuras investigaciones se busca mejorar el co´digo para que se pueda implementar
en cualquier sistema de potencia; puesto que inicialmente fue disen˜ado exclusivamente
en la bu´squeda de la solucio´n puntual para el sistema de 14 nodos IEEE.
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5. APE´NDICE
A partir de tener todos los datos del sistema de potencia compilados la solucio´n para
cada me´todo se basa en las siguientes lineas:
5.1. Solucio´n de Mı´nimos Cuadrados y Tikhonov Esta´tico
Enfoque A
Ge=Jac;
b=Zreal-Zo;
[U,s,V]=csvd(Ge);
[lambda,rho,eta,reg_param]=l_curve(U,s,b);
%Solucio´n del me´todo:
DXestimate=inv(Ge’*Ge+lambda^2*I)*(Ge’*b+lambda^2*zeros(26,1));
Xestimate=Xo+DXestimate
DXls=pinv(Ge’*Ge)*Ge’*b;
Xls=Xo+DXls
Zthik=Jac*Xestimate;
Zls=Jac*Xls;
etikh=sum((Xestado-Xestimate).^2)
et1=Zreal-Zthik
et=sum(et1)
els=sum((Xestado-Xls).^2)
eparcial=(Xestado-Xls).^2
eparcial2=(Xestado-Xestimate).^2
el1=Zreal-Zls
el=sum(el1)
5.2. Solucio´n de Mı´nimos Cuadrados y Tikhonov Esta´tico
Enfoque B
Ge=Jac’*W*Jac;
E=Ge;
b=Jac’*W*(Zreal-Zo);
[U,s,V]=csvd(Ge);
[lambda,rho,eta,reg_param]=l_curve(U,s,b);
%Solucio´n del me´todo:
DXestimate=inv(Ge’*Ge+lambda^2*I)*(Ge’*b+lambda^2*zeros(26,1));
Xestimate=Xo+DXestimate
DXls=pinv(Ge’*Ge)*Ge’*b;
Xls=Xo+DXls
Zthik=Jac*Xestimate;
Zls=Jac*Xls;
etikhparcial=(Xestado-Xestimate).^2
elsparcial=(Xestado-Xls).^2
etikh=sum((Xestado-Xestimate).^2)
et=sum(Zreal-Zthik)
els=sum((Xestado-Xls).^2)
el=sum(Zreal-Zls)
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5.3. Solucio´n Mı´nimos Cuadrados Dina´mico Enfoque A
iter=3000;
division=30;
for i=1:iter/division
Ge=Jac;
b(:,i+1)=(Zreal(:,i+1)-Zo);
%Solucio´n del me´todo:
if i==0
Dxls(:,1)=pinv(Ge’*Ge)*(Ge’*b(:,i+1));
else
Dxls(:,i+1)=pinv(Ge’*Ge)*(Ge’*b(:,i+1)+Dxls(:,i));
end
Xls(:,i+1)=Xls(:,1)+Dxls(:,i+1);
end
Xls;
Zls=zeros(30,101);
e=zeros(iter/division,1);
for w=1:iter/division;
Zls(:,w+1)=Jac*Xls(:,w+1);
e(w,1)=sum((Zreal(:,w)-Zls(:,w)).^2);
end
et=sum(e);
eparcial=(Xestado-Xls(:,101)).^2
5.4. Solucio´n Mı´nimos Cuadrados Dina´mico Enfoque B
iter=3000;
division=30;
for i=1:iter/division
Ge=Jac’*W*Jac;
b(:,i+1)=[Jac’*W*(Zreal(:,i+1)-Zo)];
%Solucio´n del me´todo:
if i==0
Dxls(:,1)=pinv(Ge’*Ge)*(Ge’*b(:,i+1));
else
Dxls(:,i+1)=pinv(Ge’*Ge)*(Ge’*b(:,i+1));
end
Xls(:,i+1)=Xls(:,1)+Dxls(:,i+1);
end
Dxls;
Xls;
Zls=zeros(30,101);
e=zeros(iter/division,1);
for w=1:iter/division;
Zls(:,w+1)=Jac*Xls(:,w+1);
e(w,1)=sum((Zreal(:,w)-Zls(:,w)).^2);
end
et=sum(e);
eparcial=(Xestado-Xls(:,101)).^2
5.5. Solucio´n Tikhonov Dina´mico Enfoque A
iter=3000;
division=30;
for i=1:iter/division
Ge=Jac;
b(:,i+1)=(Zreal(:,i+1)-Zo);
[U,s,V]=csvd(Ge);
[lambda,rho,eta,reg_param]=l_curve(U,s,b(:,i+1));
%Solucio´n del me´todo:
if i==0
Dx(:,1)=inv(Ge’*Ge+lambda^2*I)*(Ge’*b(:,i+1));
else
Dx(:,i+1)=inv(Ge’*Ge+lambda^2*I)*(Ge’*b(:,i+1) + lambda^2*Dx(:,i));
end
Xestimate(:,i+1)=Xestimate(:,1)+Dx(:,i+1);
end
Dx;
Xestimate;
e=zeros(iter/division,1);
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Ztikh=zeros(30,101);
e=zeros(iter/division,1);
for w=1:iter/division;
Ztikh(:,w+1)=Jac*Xestimate(:,w+1);
e(w,1)=sum((Zreal(:,w)-Ztikh(:,w)).^2);
end
et=sum(e);
eparcial1=(Xestado-Xestimate(:,101)).^2
5.6. Solucio´n Tikhonov Dina´mico Enfoque B
iter=5000;
division=50;
for i=1:iter/division
Ge=Jac’*Jac;
b(:,i+1)=[Jac’*(Zreal(:,i+1)-Zo)];
[U,s,V]=csvd(Ge);
[lambda,rho,eta,reg_param]=l_curve(U,s,b(:,i+1));
%Solucio´n del me´todo:
if i==0
Dx(:,1)=inv(Ge’*Ge+lambda^2*I)*(Ge’*b(:,i+1));
else
Dx(:,i+1)=inv(Ge’*Ge+lambda^2*I)*(Ge’*b(:,i+1)+ lambda^2*Dx(:,i));
end
Xestimate(:,i+1)=Xestimate(:,1)+Dx(:,i+1);
end
Dx;
Xestimate;
e=zeros(iter/division,1);
Ztikh=zeros(30,101);
e=zeros(iter/division,1);
for w=1:iter/division;
Ztikh(:,w+1)=Jac*Xestimate(:,w+1);
e(w,1)=sum((Zreal(:,w)-Ztikh(:,w)).^2);
end
et=sum(e);
eparcial=(Xestado-Xestimate(:,101)).^2
5.7. Gra´ficas Simulacio´n Sistema de Potencia
Figura 5.1: Voltaje y Angulo del nodo 1
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Figura 5.2: Voltaje y Angulo del nodo 2
Figura 5.3: Voltaje y Angulo del nodo 3
Figura 5.4: Voltaje y Angulo del nodo 4
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Figura 5.5: Voltaje y Angulo del nodo 5
Figura 5.6: Voltaje y Angulo del nodo 6
Figura 5.7: Voltaje y Angulo del nodo 8
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Figura 5.8: Voltaje y Angulo del nodo 9
Figura 5.9: Voltaje y Angulo del nodo 10
Figura 5.10: Voltaje y Angulo del nodo 11
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Figura 5.11: Voltaje y Angulo del nodo 12
Figura 5.12: Voltaje y Angulo del nodo 13
Figura 5.13: Voltaje y Angulo del nodo 14
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