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Abstract—Physical interactions are inevitable part of human-
robot collaboration tasks and rather than exhibiting simple
reactive behaviors to human interactions, collaborative robots
need to be endowed with intuitive behaviors. This paper proposes
a trajectory advancement approach that facilitates advancement
along a reference trajectory by leveraging assistance from helpful
interaction wrench present during human-robot collaboration.
We validate our approach through experiments in simulation
with iCub.
Index Terms—Human-Robot Collaboration, Physical Human-
Robot Interaction, Trajectory Advancement
I. INTRODUCTION
Technological progress is headed in the direction of co-
existence between humans and robots. The research field of
Human-Robot Collaboration (HRC) is vital to realize many
potential applications such as collaborative manufacturing and
elderly assistance. Typical HRC scenarios involve a human
and a robotic agent engaged in physical interactions with a
common goal of accomplishing a task. During such scenarios,
rather than exhibiting simple reactive robot behavior it is desir-
able to display intuitive behavior leveraging human assistance
to achieve the robot’s task quicker. This paper presents an
intuitive approach of advancement along a reference trajectory
by exploiting assistance provided during HRC.
Physical interactions during HRC are often intentional
and can provide informative insights that can augment the
task completion [1]. Consider an example case of a robot
moving its center of mass (CoM) along a given Cartesian
reference trajectory to perform a complicated task of sit-to-
stand transition. An intuitive interaction of a human with the
intention to speed up the robot motion is to apply forces
in the robot’s desired direction. Under such circumstances,
traditionally, the robot can either render a compliant behavior
through impedance/admittance control or be robust to any
external interactions even if it is helpful for the task at hand.
Instead, a more intuitive behavior is to advance further along
the reference trajectory and stand-up quicker. This motivates us
to propose a trajectory advancement approach through which
the robot can advance along the reference trajectory leveraging
assistance from physical interactions.
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II. BACKGROUND
The equations of motion of a floating base robotic system
are described by,
M(q)ν˙ + C(q, ν)ν +G(q) = Bτ + JTc f
∗ (1)
where, M ∈ Rn+6×n+6 is the mass matrix, C ∈ Rn+6×n+6
is the Coriolis matrix, G ∈ Rn+6 is the gravity term,
B = (0n×6, 1n)T is a selector matrix, τ ∈ Rn is a vector
representing the robot’s joint torques, f∗ ∈ R6nc represents
the external wrenches acting on nc contact links of the robot,
and Jc ∈ Rn+6×6nc is the contact jacobian. Consider the
problem of Cartesian trajectory tracking by a link of the robot
where xd(t), x˙d(t), x¨d(t) ∈ R6 denote the desired position,
velocity and acceleration in Cartesian space, parametrized in
time t. Now, ˙˜x = x˙(t) − x˙d(t) is the velocity tracking error
to be minimized. The control objective for the tracking task
is defined as,
x¨ = x¨∗ := x¨d −KD ˙˜x−KP
∫ t
0
˙˜xdu, KD,KP > 0 (2)
where KP ,KD ∈ R6×6 are positive symmetric feedback
matrices. According to the classical feedback linearisation
approach [2], the robot control torques necessary for trajectory
tracking with the desired dynamics directed by Eq. (2) are
given by,
τ =∆†[x¨∗ −Ωf∗ +Λ] (3)
where ∆ = JM−1B ∈ R6×n; Ω = JM−1JTc ∈ R6×6nc ;
Λ = J M−1h − J˙ν ∈ R6. The above control torques
completely cancel out any external wrench applied during
physical interactions with the robot. Although this approach
is quite robust to external perturbations, it is also limited in
facilitating HRC scenarios that require active collaboration
between a human partner and a robot [3].
III. METHOD
We design a parametric curve parametrized with a free
parameter ψ ∈ [0,∞). The resulting parametric curve xd(ψ)
is the desired geometric path to be followed spatially by
a link of the robot. The term Ωf∗ in the control torques
Eq. (3) represents the Cartesian resultant acceleration that
results under the influence of external interaction wrench f∗.
Let us define the helpful interaction by decomposing the
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Fig. 1: iCub at different states during sit-to-stand transition
external wrenches into parallel and perpendicular components
along the desired velocity as,
Ωf∗ = α x˙‖d + β x˙
⊥
d
x˙
‖
d =
x˙d
‖x˙d‖ , α =
x˙TdΩf
∗
‖x˙d‖
where x˙‖d ∈ R6 is the unit vector along the direction of the
desired velocity, α ∈ R is the resultant acceleration component
projected along parallel direction of desired velocity.
Proposition The time evolution of the free parameter ψ for
trajectory advancement leveraging assistance is given by the
following update rule,
ψ˙ = min
ψ˙upper,max
1, x˙(t)T ∂ψxd(ψ)∥∥∂ψxd(ψ)∥∥2

 (5)
A complete proof of the proposition and the choice of α is
available in [4].
IV. EXPERIMENTS & RESULTS
The task of the robot is to do a sit-to-stand transition
by moving its center of mass along a reference trajectory
with momentum control as the primary objective [3] [5]. The
robotic platform used in our simulation experiments is the
iCub humanoid robot [6] [7]. The external wrench that mimic
the physical interactions from a human are realized through
a plugin [8]. The Simulink controller is designed with four
states for the robot as highlighted in Fig. 1.
During the state 1, the robot balances on a chair and enters
to state 2 when an interaction wrench of a set threshold is
detected at the hands indicating the start of pull-up assistance
from an external agent Fig. 1a. During state 2, the robot moves
its center of mass forward and enters state 3 when the external
wrench experienced at the feet of the robot is above a set
threshold Fig. 1b. During state 3, the robot moves its center
of mass both in forward and upward directions and enters state
4 when the external wrench experienced at the feet of the robot
are above another set threshold Fig. 1c. Finally, during state
4 the robot moves its center of mass further upward to stand
fully erect on both the feet Fig. 1d. Also, the external wrenches
applied at the hands of the robot are shown.
The results of trajectory advancement in simulation are
shown in Fig. 2. The external wrench that is helpful to achieve
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Fig. 2: Gazebo simulation trajectory advancement during sit-
to-stand transition
the task is shown in Fig. 2a. The reference trajectory is
similar to a time parametrized trajectory i.e., ψ = t until
any helpful wrench is applied at the hands of the robot.
Under the influence of helpful wrenches, the derivative of the
trajectory free parameter ψ˙ changes as shown in Fig. 2b and
the corresponding trajectory advancement is reflected as an
increase in ψ as seen in Fig. 2c. Accordingly, the reference
is advanced further along the CoM reference trajectory as
shown in Fig. 2d. The original CoM reference trajectory
without trajectory advancement is shown in the same figure
with reduced transparency.
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