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DIRECT SUMS OF FINITE DIMENSIONAL SL∞N SPACES
RICHARD LECHNER
Abstract. SL∞ denotes the space of functions whose square function is in
L∞, and the subspaces SL∞n , n ∈ N, are the finite dimensional building blocks
of SL∞.
We show that the identity operator IdSL∞n on SL
∞
n well factors through
operators T : SL∞N → SL∞N having large diagonal with respect to the standard
Haar system. Moreover, we prove that IdSL∞n well factors either through any
given operator T : SL∞N → SL∞N , or through IdSL∞N −T . Let X
(r) denote the
direct sum
(∑
n∈N0 SL
∞
n
)
r
, where 1 ≤ r ≤ ∞. Using Bourgain’s localization
method, we obtain from the finite dimensional factorization result that for
each 1 ≤ r ≤ ∞, the identity operator IdX(r) on X(r) factors either through
any given operator T : X(r) → X(r), or through IdX(r) −T . Consequently,
the spaces
(∑
n∈N0 SL
∞
n
)
r
, 1 ≤ r ≤ ∞, are all primary.
1. Introduction
Let D denote the collection of dyadic intervals contained in the unit interval [0, 1);
it is given by
D = {[(k − 1)2−n, k2−n) : n ∈ N0, 1 ≤ k ≤ 2n}.
Let | · | denote the Lebesgue measure. For any N ∈ N0 we put
DN = {I ∈ D : |I| = 2−N} and DN =
N⋃
n=0
Dn. (1.1)
We denote the L∞-normalized Haar function supported on I ∈ D by hI ; i.e. if
I0, I1 ∈ D are such that inf I0 < inf I1 and I0 ∪ I1 = I, then
hI = χI0 − χI1 ,
where χA denotes the characteristic function of A ⊂ [0, 1). The Rademacher func-
tions rn, n ∈ N0 are given by
rn =
∑
I∈Dn
hI , n ∈ N0.
The non-separable Banach space SL∞ is given by
SL∞ =
{
f =
∑
I∈D
aIhI ∈ L2 : ‖f‖SL∞ <∞
}
, (1.2)
equipped with the norm∥∥∥∑
I∈D
aIhI
∥∥∥
SL∞
=
∥∥∥(∑
I∈D
a2Ih
2
I
)1/2∥∥∥
L∞
. (1.3)
(To see that SL∞ is non-separable, consider any infinite collection of pairwise
disjoint dyadic intervals {Ij : j ∈ N} ⊂ D, and embed `∞ into SL∞ by ej 7→ hIj ,
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2 R. LECHNER
where ej denotes the jth standard unit vector in `∞.) We want to emphasize
that throughout this paper, any series in SL∞ merely represents the vector of
coefficients, and it does not indicate any kind of convergence. For variants of the
space SL∞, we refer the reader to [8]. The Hardy space H1 is the completion of
span{hI : I ∈ D} (1.4)
under the norm ∥∥∑
I∈D
aIhI
∥∥
H1
=
∫ 1
0
(∑
I∈D
a2Ih
2
I(x)
)1/2
dx. (1.5)
We define the duality pairing 〈·, ·〉 : SL∞ ×H1 → R by
〈f, g〉 =
∫ 1
0
f(x)g(x) dx, f ∈ SL∞, g ∈ H1. (1.6)
and note the well-known and obvious inequality (see e.g. [5]):
|〈f, g〉| ≤ ‖f‖SL∞‖g‖H1 , f ∈ SL∞, g ∈ H1. (1.7)
We call a bounded linear map between Banach spaces an operator. By (1.7), the
operator J : SL∞ → (H1)∗ defined by g 7→ (f 7→ 〈f, g〉) has norm 1. Now, let
I : H1 → (H1)∗∗ denote the canonical embedding. Hence, for any given operator
T : SL∞ → SL∞, the operator S : H1 → (SL∞)∗, defined by S := T ∗J∗I is
bounded by ‖T‖ and satisfies
〈Sg, f〉 = 〈g, Tf〉, f ∈ SL∞, g ∈ H1, (1.8)
where the duality pairing on the left hand side is the canonical duality pairing
between (SL∞)∗ and SL∞, and the duality pairing on the right hand side is given
by (1.6). For the sake of brevity, we shall write T ∗ instead of T ∗J∗I.
Given n ∈ N0, we define the following finite dimensional spaces:
SL∞n = span{hI : I ∈ Dn} ⊂ SL∞ and H1n = span{hI : I ∈ Dn} ⊂ H1. (1.9)
Let n ∈ N0, δ > 0, and let T : SL∞n → SL∞n denote an operator. We say that T
has a δ-large diagonal with respect to the Haar system (hI : I ∈ Dn) if
|〈ThI , hI〉| ≥ δ|I|, I ∈ Dn. (1.10)
If unambiguous, we simply say T has large diagonal without explicitly specifying δ
and the system of functions.
2. Main Results
Theorem 2.1 asserts that the identity operator on SL∞n factors through any op-
erator T : SL∞N → SL∞N having large diagonal, where N depends (among other
parameters) on n and ‖T‖. It is the first step towards a factorization result for di-
rect sums of SL∞n spaces. Theorem 2.1 is a finite dimensional quantitative version
of the infinite dimensional factorization result [11, Theorem 2.1].
Theorem 2.1. Let n ∈ N0, Γ, η > 0 and δ > 0. Then there exists an integer
N = N(n,Γ, η, δ), such that for any operator T : SL∞N → SL∞N with ‖T‖ ≤ Γ and
|〈ThK , hK〉| ≥ δ|K|, K ∈ DN ,
there exist operators R : SL∞n → SL∞N and S : SL∞N → SL∞n such that the diagram
SL∞n
Id //
R

SL∞n
SL∞N T
// SL∞N
S
OO
(2.1)
DIRECT SUMS OF FINITE DIMENSIONAL SL∞n SPACES 3
is commutative. Moreover, the operators R and S can be chosen in such way that
they satisfy ‖R‖‖S‖ ≤ (1 + η)/δ.
Our next result is the local factorization Theorem 2.2. The key difference be-
tween Theorem 2.2 and Theorem 2.1 is that in Theorem 2.2 we do not require the
operator T to have large diagonal. To compensate, we will use additional com-
binatorics to select a large subset of intervals L, on which either T or Id−T has
large diagonal (see Section 4.2 and 4.3). It is the choice of that L which determines
whether the identity factors through T or Id−T (see Section 4.3).
Theorem 2.2. Let n ∈ N0 and Γ, η > 0. Then there exists an integer N =
N(n,Γ, η), such that for any operator T : SL∞N → SL∞N with ‖T‖ ≤ Γ, we can find
operators R : SL∞n → SL∞N and S : SL∞N → SL∞n , such that for either H = T or
H = Id−T the diagram
SL∞n
Id //
R

SL∞n
SL∞N H
// SL∞N
S
OO
(2.2)
is commutative. Moreover, it is possible to choose the operators R and S in such
way that they satisfy ‖R‖‖S‖ ≤ 2 + η.
Recall that a Banach spaceX is primary if for every bounded projectionQ : X →
X, either Q(X) or (Id−Q)(X) is isomorphic to X (see e.g. [13]). In Theorem 2.3
we tie the local results of Theorem 2.2 for the spaces SL∞n , n ∈ N0 together, to
obtain factorization results in X(r) =
(∑
n∈N0 SL
∞
n
)
r
, 1 ≤ r ≤ ∞. Specifically, we
obtain that all the spaces X(r), 1 ≤ r ≤ ∞, are primary. Moreover, in Section 5.1,
we will show that SL∞ is isomorphic to X(∞); consequently, SL∞ is primary, as
well.
Theorem 2.3. Let 1 ≤ r ≤ ∞, put X(r) = (∑n∈N0 SL∞n )r and let T : X(r) → X(r)
denote an operator. Then for any η > 0, there exist operators R,S : X(r) → X(r)
such that for either H = T or H = IdX(r) −T the diagram
X(r)
Id
X(r) //
R

X(r)
X(r)
H
// X(r)
S
OO
(2.3)
is commutative. The operators R and S can be chosen such that ‖R‖‖S‖ ≤ 1 + η.
Consequently, the spaces
(∑
n∈N0 SL
∞
n
)
r
, 1 ≤ r ≤ ∞, as well as SL∞ are all
primary.
We remark that the primarity of SL∞ has previously been established in [11],
by working directly in the non-separable space SL∞ using infinite dimensional
methods instead of Bourgain’s localization method. In contrast, here we will use
Bourgain’s localization method to show the primarity of SL∞.
3. Embeddings, projections and quantitative diagonalization of
operators
The main point of this section is to provide the technical main result (see Theo-
rem 3.7) of this paper. Theorem 3.7 permits us to quantitatively almost-diagonalize
a given operator T by a block basis of the Haar system. Moreover, it is possible to
select the block basis in such way, that if the operator T has large diagonal with
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respect to the Haar system, then T has large diagonal with respect to the block
basis.
Before we come to the proof of Theorem 3.7, we will discuss several results on
embeddings and projections in SL∞ established in [11], which will play a vital
role in the proof of Theorem 3.7. Additionally, we replace the techniques involving
qualitative limits of Rademacher functions in [11] with quantitative combinatorics
of dyadic intervals (see Lemma 3.6).
3.1. Embeddings and projections.
Here, we briefly discuss the conditions (J1)–(J4) (which go back to Jones [7]) and
their consequences. First, we will show that the conditions (J1)–(J4) are stable
under reiteration (see Theorem 3.3). Then we will prove that whenever a block
basis (bI : I ∈ Dn) of the Haar system (hI : I ∈ DN ) is selected according to (J1)–
(J4), (bI : I ∈ Dn) spans a complemented copy of SL∞n (see Theorem 3.4; the
constants for the norms of the isomorphism and the projection do not depend on
n).
Let I ⊂ D be a collection of dyadic intervals, and let N be a collection of sets.
Let I index collections BI ⊂ N, I ∈ I, and put
B =
⋃
I∈I
BI and BI =
⋃
BI , for all I ∈ I. (3.1)
We say that the (possibly finite) sequence (BI : I ∈ I) satisfies Jones’ compatibility
conditions (see [7]) with constant κJ ≥ 1, if the following conditions (J1)–(J4) are
satisfied:
(J1) The collection N consists of measurable sets with finite and positive measure
and is nested, i.e. whenever N0, N1 ∈ N with N0 ∩N1 6= ∅, then N0 ⊂ N1
or N1 ⊂ N0. Moreover, for each I ∈ I, the collection BI ⊂ N is finite.
(J2) For each I ∈ I, the collection BI is non-empty and consists of pairwise
disjoint sets. Furthermore, BI0 ∩BI1 = ∅, whenever I0, I1 ∈ I are distinct.
(J3) For all I0, I1 ∈ I holds that
BI0 ∩BI1 = ∅ if I0 ∩ I1 = ∅, and BI0 ⊂ BI1 if I0 ⊂ I1.
(J4) For all I0, I ∈ I with I0 ⊂ I and N ∈ BI , we have
|N ∩BI0 |
|N | ≥ κ
−1
J
|BI0 |
|BI | .
In the following Lemma 3.1, we record three facts about collections satisfy-
ing (J1)–(J4). It is a straightforward finite dimensional adaptation of [11, Lemma 3.1].
Lemma 3.1. Let n ∈ N0 and let (BI : I ∈ Dn) satisfy (J1)–(J4). Then the
following statements are true:
(i) (BI : I ∈ Dn) is a finite sequence of nested measurable sets of finite positive
measure.
(ii) Let I, I0 ∈ Dn, then
BI0 ⊂ BI if and only if I0 ⊂ I.
(iii) Let I0, I ∈ Dn, with I0 ⊂ I. Then for all N0 ∈ BI0 there exists a set N ∈ BI
such that N0 ⊂ N .
Proof. Replacing Dn with D in the proof of [11, Lemma 3.1] and repeating it, yields
the above result. 
Remark 3.2. By Lemma 3.1 (ii), we can uniquely identify I with BI .
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The following Theorem 3.3 (which is a finite dimensional version of [11, The-
orem 3.2]) asserts that Jones’ compatibility conditions (J1)–(J4) are stable under
iteration.
Theorem 3.3. Let n,N ∈ N0, and let (AI : I ∈ DN ) be a finite sequence of col-
lections of sets that satisfies (J1)–(J4) with constant κJ ≥ 1. Put M =
⋃
I∈DN AI
and AI =
⋃
AI , I ∈ DN . Let N denote the collection of nested sets given by
N = {AI : I ∈ DN}.
For each J ∈ Dn let BJ ⊂ N be such that (BJ : J ∈ Dn) satisfies (J1)–(J4) with
constant κJ ≥ 1, where we put BJ =
⋃
BJ . Finally, for all J ∈ Dn, we define
CJ =
⋃
AI∈BJ
AI and CJ =
⋃
CJ ,
and we note that CJ = BJ . Then (CJ : J ∈ Dn) is a finite sequence of collections
of sets in M satisfying (J1)–(J4) with constant κ2J .
Proof. The proof of Theorem 3.3 follows immediately by replacing Dn with D in
the proof of [11, Theorem 3.2], and repeating the argument. 
Here we establish that if (BI : I ∈ Dn) with BI ⊂ DN , I ∈ Dn, satisfies Jones’
compatibility conditions (J1)–(J4), then the block basis (bI : I ∈ Dn) given by
bI =
∑
K∈BI
hK , I ∈ D
spans a complemented copy of SL∞n (the constants for the norms of the isomorphism
and the projection do not depend on n). Theorem 3.4 is a straightforward finite
dimensional adaptation of [11, Theorem 3.3]
Theorem 3.4. Let n,N ∈ N0 and BI ⊂ DN , I ∈ Dn. Assume that the finite se-
quence of collections of dyadic intervals (BI : I ∈ Dn) satisfies Jones’ compatibility
conditions (J1)–(J4) with constant κJ ≥ 1. Let (bI : I ∈ Dn) denote the block basis
of the Haar system (hI : I ∈ DN ) given by
bI =
∑
K∈BI
hK , I ∈ Dn. (3.2)
Then the operators B : SL∞n → SL∞N and Q : SL∞N → SL∞n given by
Bf =
∑
I∈Dn
〈f, hI〉
‖hI‖22
bI and Qg =
∑
I∈Dn
〈g, bI〉
‖bI‖22
hI , (3.3)
satisfy the estimates
‖Bf‖SL∞N ≤ ‖f‖SL∞n and ‖Qg‖SL∞n ≤ κ
1/2
J ‖g‖SL∞N , (3.4)
for all f ∈ SL∞n , g ∈ SL∞N . Moreover, the diagram
SL∞n
IdSL∞n //
B ##
SL∞n
SL∞N
Q
;;
(3.5)
is commutative. Consequently, the range of B is complemented by the projection BQ
with ‖BQ‖ ≤ κ1/2J , and B is an isomorphism onto its range with ‖B‖‖B−1‖ ≤ κ1/2J .
Proof. Clearly, the finite dimensional operators B and Q in the above theorem
are truncated versions of the corresponding infinite dimensional operators in [11,
Theorem 3.3]. Hence, the result follows by 1-unconditionality of the Haar system
in SL∞. 
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Remark 3.5. Let n,N ∈ N0 and BI ⊂ DN , I ∈ Dn be such that (BI : I ∈ Dn)
satisfies Jones’ compatibility conditions (J1)–(J4) with constant κJ ≥ 1. Recall
that in (3.1) we defined B =
⋃
I∈Dn BI . Now, given a finite sequence of signs
ε = (εK ∈ {±1} : K ∈ B) we put
b
(ε)
I =
∑
K∈BI
εKhK , I ∈ Dn. (3.6)
We call (b(ε)I : I ∈ Dn) the block basis generated by (BI : I ∈ Dn) and ε = (εK ∈
{±1} : K ∈ B).
The block basis (b(ε)I : I ∈ Dn) gives rise to the operators B(ε) : SL∞n → SL∞N
and Q(ε) : SL∞N → SL∞n :
B(ε)f =
∑
I∈Dn
〈f, hI〉
‖hI‖22
b
(ε)
I and Q(ε)g =
∑
I∈Dn
〈g, b(ε)I 〉
‖b(ε)I ‖22
hI , (3.7)
f ∈ SL∞n , g ∈ SL∞N . Before we proceed, recall the definitions of the operators B,Q
(see Theorem 3.4). By the 1-unconditionality of the Haar system in SL∞ and
Q(ε)g = Qg(ε), for all g ∈ SL∞N and g(ε) =
∑
K∈B
εK
〈g, hK〉
‖hK‖22
hK ,
we obtain
‖B(ε)‖ ≤ ‖B‖ and ‖Q(ε)‖ ≤ ‖Q‖. (3.8)
Moreover, we have the identity
Q(ε)B(ε) = IdSL∞n . (3.9)
Consequently, the range of B(ε) is complemented by the projection B(ε)Q(ε) with
‖B(ε)Q(ε)‖ ≤ κ1/2J , andB(ε) is an isomorphism onto its range with ‖B(ε)‖‖(B(ε))−1‖ ≤
κ
1/2
J .
3.2. A combinatorial lemma.
The following Lemma 3.6 will later be used in the proofs of the local results The-
orem 3.7, and Corollary 3.10. We remark that in the infinite dimensional setting
(see [11]), we used that the Rademacher functions tend to 0 in a specific way
which is related to weak and weak∗ convergence (see [11, Lemma 4.1, Lemma 4.2]).
Lemma 3.6 can be viewed as a quantitative substitute for those arguments.
There are versions of Lemma 3.6 involving spaces other than H1 and SL∞, e.g.
bi-parameter H1 and bi-parameter BMO (see [12, Lemma 4.1]), or mixed norm
Hardy spaces (see [10, Lemma 4.1]). Their origin is the version for one parameter
H1 and one parameter BMO (see [14]; see also [15, Lemma 5.2.4]).
Lemma 3.6. Let i ∈ N, K0 ∈ D, and let fj ∈ SL∞ and gj ∈ (SL∞)∗, 1 ≤ j ≤ i,
be such that
i∑
j=1
‖fj‖SL∞ ≤ 1 and
i∑
j=1
‖gj‖(SL∞)∗ ≤ |K0|. (3.10)
The local frequency weight ω : D→ [0,∞) is given by
ω(K) =
i∑
j=1
|〈fj , hK〉|+ |〈hK , gj〉|, K ∈ D. (3.11)
Given τ > 0, and r ∈ N0 with 2−r ≤ |K0|, we define the collection of dyadic
intervals
G(K0) =
{
K ∈ D : K ⊂ K0, |K| ≤ 2−r, ω(K) ≤ τ |K|
}
.
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K0
Gr+1(K0)
Gr+2(K0)
Gr+3(K0)
Gr+4(K0)
Gr+5(K0)
Gr+6(K0)
Figure 1. The interval K0 at the top is partially covered by each
of the collections Gk, r+ 1 ≤ k ≤ r+ 6. In this case,
⋃
Gr+4 is the
largest in measure of all of those sets.
Moreover, we put
Gk(K0) = G(K0) ∩Dk, k ∈ N.
Then for each ρ > 0, there exists an integer k with
r ≤ k ≤
⌊
4
ρ2τ2
⌋
+ r (3.12)
such that ∣∣⋃Gk(K0)∣∣ ≥ (1− ρ)|K0|. (3.13)
See Figure 1 for a depiction of the collections Gk(K0), r ≤ k ≤
⌊
4
ρ2τ2
⌋
+ r.
Proof. The proof of Lemma 3.6 is obtained by essentially repeating the argument
given for [14, Lemma 4]. Define
Hk(K0) = {K ∈ Dk : K ⊂ K0, K /∈ Gk(K0)}, k ∈ N0,
and put
A =
⌊
4
ρ2τ2
⌋
+ r.
Assume that the conclusion of Lemma 3.6 is not true, i.e. assume that∣∣⋃Hk(K0)∣∣ > ρ|K0|, r ≤ k ≤ A.
On the one hand, summing these above estimates yields
A∑
k=r
∣∣⋃Hk(K0)∣∣ ≥ (A− r + 1) ρ|K0|. (3.14)
On the other hand, observe that by definition of Hk(K0) and G(K0), we have
τ
A∑
k=r
∣∣⋃Hk(K0)∣∣ ≤ i∑
j=1
A∑
k=r
∑
K∈Hk
|〈fj , hK〉|+ |〈hK , gj〉|. (3.15)
Now, we rewrite the right hand side of (3.15) in the following way:
i∑
j=1
∣∣∣〈fj , A∑
k=r
∑
K∈Hk(K0)
±hK
〉∣∣∣+ ∣∣∣〈 A∑
k=r
∑
K∈Hk(K0)
±hK , gj
〉∣∣∣. (3.16)
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Note the estimates: ∥∥∥ A∑
k=r
∑
K∈Hk(K0)
±hK
∥∥∥
H1
≤ √A− r + 1|K0|, (3.17a)
∥∥∥ A∑
k=r
∑
K∈Hk(K0)
±hK
∥∥∥
SL∞
≤ √A− r + 1. (3.17b)
Combining (3.15) and (3.16) with (3.17), and using (3.10) yields
τ
A∑
k=r
∣∣⋃Hk(K0)∣∣ ≤ i∑
j=1
‖fj‖SL∞
∥∥∥ A∑
k=r
∑
K∈Hk(K0)
±hK
∥∥∥
H1
+
i∑
j=1
‖gj‖(SL∞)∗
∥∥∥ A∑
k=r
∑
K∈Hk(K0)
±hK
∥∥∥
SL∞
≤ 2√A− r + 1|K0|
By (3.14) and the above estimate we obtain
A ≤ 4
ρ2τ2
+ r − 1,
which contradicts the definition of A. 
3.3. Quantitative diagonalization of operators on SL∞N .
Here, we will show that any given operator T acting on SL∞N which has large diag-
onal with respect to the Haar system, can be almost-diagonalized by a block basis
of the Haar system (b(ε)I : I ∈ Dn) (see (3.6) for the definition of b(ε)I ) in the space
SL∞N , that spans a complemented copy of SL∞n (the constants for the norms of the
isomorphism and the projection do not depend on n; see Theorem 3.7), where the
dimensions N and n are quantitatively linked. This will be achieved by constructing
the block basis (b(ε)I : I ∈ Dn) so that Jones’ compatibility conditions (J1)–(J4) are
satisfied. In order to keep the diagonal of the operator (with respect to the block
new basis (b(ε)I : I ∈ D)) large, we will choose signs appropriately; this technique
was introduced by Andrew in [1]. The signs in [1] are selected semi-probabilistically,
where in contrast our argument is entirely probabilistic.
From here on, we will regularly identify a dyadic interval I ∈ D with the natural
number O(I) given by
O(I) = 2n − 1 + k, if I = [(k − 1)2−n, k2−n). (3.18)
Specifically, for O(I) = i we identify
BI = Bi and b(ε)I = b
(ε)
i .
Theorem 3.7. Let n ∈ N0, Γ, η > 0 and δ ≥ 0. Then there exists an integer
N = N(n,Γ, η), such that for any operator T : SL∞N → SL∞N with ‖T‖ ≤ Γ and
|〈ThK , hK〉| ≥ δ|K|, K ∈ DN ,
there exists a finite sequence of collections (BI : I ∈ Dn) and a finite sequence of
signs ε = (εK ∈ {±1} : K ∈ B), where B =
⋃
I∈Dn BI , which generate the block
basis of the Haar system (b(ε)I : I ∈ Dn) given by
b
(ε)
I =
∑
K∈BI
εKhK , I ∈ Dn,
such that the following conditions are satisfied:
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(i) BI ⊂ DN , I ∈ Dn, and (BI : I ∈ Dn) satisfies Jones’ compatibility condi-
tions (J1)–(J4) with constant κJ = (1− η)−1.
(ii) (b(ε)I : I ∈ Dn) almost-diagonalizes T in such way that T has δ-large diagonal
with respect to (b(ε)I : I ∈ Dn). To be more precise, we have the estimates
i−1∑
j=1
|〈Tb(ε)j , b(ε)i 〉|+ |〈b(ε)i , T ∗b(ε)j 〉| ≤ η4−i‖b(ε)i ‖22, (3.19a)
〈Tb(ε)i , b(ε)i 〉 ≥ δ‖b(ε)i ‖22, (3.19b)
for all 1 ≤ i ≤ 2n+1 − 1.
Proof. The proof is divided into the following steps:
. Preparation: setting up the inductive argument;
. Construction of Bi0 : using the combinatorial Lemma 3.6 to select Bi0 ;
. Choosing the signs εK ∈ {±1}, K ∈ Bi0 : using a probabilistic argument;
. (Bj : j ≤ i0) satisfies Jones’ compatibility conditions: verifying that (J1)–
(J4) is satisfied with constant κJ = (1− η)−1;
. (b(ε)i : i ≤ i0) almost-diagonalizes T : showing that (3.19a) is satisfied;
. Conclusion of the proof: summarizing the previous steps.
Preparation.
Let n ∈ N0, Γ, η > 0, δ ≥ 0, and define the following constants, which will be used
within the proof:
ρi = η2−i, τi+1 = η8−i−12−mi/Γ,
m1 = 0, mi+1 = mi + 1 +
⌊ 4
ρ2i+1τ
2
i+1
⌋
, N = m2n+1−1,
(3.20)
for all 1 ≤ i ≤ 2n+1−1. Clearly, N depends only on n,Γ and η, i.e. N = N(n,Γ, η).
Finally, let T : SL∞N → SL∞N be such that ‖T‖ ≤ Γ and
|〈ThK , hK〉| ≥ δ|K|, K ∈ DN .
Before we proceed with the proof, observe first, that by 1-unconditionality, we
can assume that
〈ThK , hK〉 ≥ δ|K|, K ∈ DN .
Second, given K ∈ DN , we write
ThK = αKhK + rK , (3.21a)
where
αK =
〈ThK , hK〉
|K| and rK =
∑
L∈DN
L6=K
〈ThK , hL〉
|L| hL. (3.21b)
Thirdly, note the estimate
δ ≤ αK ≤ ‖T‖, K ∈ DN . (3.22)
We will now inductively define the block basis (b(ε)I : I ∈ Dn). To begin the
induction, we simply put
B1 = B[0,1) = {[0, 1)} and b(ε)1 = b(ε)[0,1) = h[0,1).
and note that B1 ⊂ Dm1 by (3.20).
For the inductive step, let i0 ≥ 2 and assume that
. we have already chosen finite collections Bj with Bj ⊂ Dmj \Dmj−1 , 2 ≤
j ≤ i0 − 1;
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. the finite sequence of collections (Bj : 1 ≤ j ≤ i0 − 1) satisfies (J1)–(J4)
with constant κJ = (1− 3
∑i0−1
j=1 ρj)−1;
. we made a suitable choice of signs ε = (εK ∈ {±1} : K ∈
⋃i0−1
j=1 Bj);
. the block basis elements b(ε)j have been defined by
b
(ε)
j =
∑
K∈Bj
εKhK , 1 ≤ j ≤ i0 − 1,
and satisfy (3.19) for all 1 ≤ i ≤ i0 − 1.
In the following step, we will choose a finite collection Bi0 ⊂ Dmi0 \ Dmi0−1 ,
select signs ε = (εK ∈ {±1} : K ∈ Bi0), so that if we put
b
(ε)
i0
=
∑
K∈Bi0
εKhK , (3.23)
(bj : 1 ≤ j ≤ i0) satisfies (3.19) for all 1 ≤ i ≤ i0, and (Bj : 1 ≤ j ≤ i0)
satisfies (J1)–(J4) with constant κJ = (1− 3
∑i0
j=1 ρj)−1.
Construction of Bi0 .
Let I0 ∈ D be such that O(I0) = i0. Let I˜0 denote the unique dyadic interval with
I˜0 ⊃ I0 and |I˜0| = 2|I0|. Furthermore, for every dyadic interval K0, we denote its
left half by K`0 and its right half by Kr0 . Following the construction principle of
Gamlen-Gaudet [4], we define the collections of dyadic intervals
B`
I˜0
= {K`0 : K0 ∈ BI˜0} and BrI˜0 = {K
r
0 : K0 ∈ BI˜0}.
By induction hypothesis we know that BI˜0 = BO(I˜0) ⊂ D
m
O(I˜0) \DmO(I˜0)−1 , thus,
since (mi)2
n+1−1
i=1 is a finite increasing sequence by (3.20), and O(I˜0) ≤ i0 − 1, we
obtain
min{|K1| : K1 ∈ B`I˜0 ∪B
r
I˜0
} ≥ 2−mI˜0−1 ≥ 2−mi0−1−1. (3.24)
Now, define the functions
fj =
Tb
(ε)
j
2j2mi0−1+1Γ and gj =
T ∗b(ε)j
2j2mi0−1+1Γ , 1 ≤ j ≤ i0 − 1, (3.25)
and note that we have the estimates
i0−1∑
j=1
‖fj‖SL∞ ≤ 1 and
i0−1∑
j=1
‖gj‖(SL∞)∗ ≤ 2−mi0−1−1, 1 ≤ j ≤ i0 − 1.
The local frequency weight ωi0 : D→ [0,∞) is given by
ωi0−1(K) =
i0−1∑
j=1
|〈fj , hK〉|+ |〈hK , gj〉|, K ∈ D. (3.26)
By Lemma 3.6 and (3.24), we find for each K1 ∈ B`I˜0 ∪B
r
I˜0
a collection of pairwise
disjoint dyadic intervals Zi0(K1) such that∣∣⋃Zi0(K1)∣∣ ≥ (1− ρi0)|K1|, ωi0−1(K) ≤ τi0 |K|, K ∈ Zi0(K1). (3.27a)
Recall that by (3.20) we have mi0 = mi0−1 + 1 +
⌊ 4
ρ2i0
τ2i0
⌋
, hence (3.24) yields
min{|K| : K ∈ Zi0(K1)} ≥ |K1|2
−
⌊
4
ρ2
i0
τ2
i0
⌋
≥ 2−mi0 . (3.27b)
If I0 is the left half of I˜0, we put
Bi0 = BI0 =
⋃{
Zi0(K1) : K1 ∈ B`I˜0
}
, (3.28a)
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K0
K`0
K
B
I˜0
B`
I˜0
BI0
Figure 2. The picture shows the construction of BI0 , if I0 is the
left half of I˜0. The large dyadic intervals K0 on top form the set
BI˜0 . The medium sized dyadic intervals K
`
0 denote the left half of
theK0, and the set B`I˜0 is the collection of all theK
`
0. The small in-
tervals K at the bottom (which are selected with Lemma 3.6) form
the almost-cover of each of the intervals in
⋃
B`
I˜0
. The collection
of all those K is denoted by BI0 .
and if I0 is the right half of I˜0, we define
Bi0 = BI0 =
⋃{
Zi0(K1) : K1 ∈ BrI˜0
}
. (3.28b)
See Figure 2 for a depiction of the collection Bi0 . By (3.27b) and (3.28), we have
the inclusion
Bi0 ⊂ Dmi0 . (3.29)
In either of the cases (3.28a) and (3.28b), we put (with a slight abuse of notation)
b
(ε)
i0
= b(ε)I0 =
∑
K∈BI0
εKhK , (3.30)
for all choices of signs ε = (εK ∈ {±1} : K ∈ BI0).
Choosing the signs εK ∈ {±1}, K ∈ Bi0 .
Continuing with the proof, we obtain from (3.21) that for all choices of signs ε =
(εK ∈ {±1} : K ∈ BI0)
Tb
(ε)
i0
=
∑
K∈Bi0
εKαKhK +R(ε)i0 , (3.31)
where
R
(ε)
i0
=
∑
K∈Bi0
εKrK . (3.32)
Now, put
Xi0(ε) = 〈R(ε)i0 , b
(ε)
i0
〉, ε = (εK ∈ {±1} : K ∈ Bi0),
and observe that by (3.31) and (3.22) we obtain
〈Tb(ε)i0 , b
(ε)
i0
〉 ≥ δ‖b(ε)i0 ‖22 +Xi0(ε), ε = (εK ∈ {±1} : K ∈ Bi0). (3.33)
By (3.21), we have that 〈rK , hK〉 = 0, hence
Xi0(ε) =
∑
K0,K1∈Bi0
K0 6=K1
εK0εK1〈rK0 , hK1〉, ε = (εK ∈ {±1} : K ∈ Bi0).
Now, let Eε denote the average over all possible choices of signs ε = (εK ∈ {±1} :
K ∈ Bi0). If K0 6= K1, then Eε εK0εK1 = 0; therefore
EεXi0 = 0.
Taking the average Eε in (3.33) we obtain
Eε〈Tb(ε)i0 , b
(ε)
i0
〉 ≥ δ Eε ‖b(ε)i0 ‖22. (3.34)
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Hence, by (3.34) there is an ε = (εK ∈ {±1} : K ∈ Bi0) such that
〈Tb(ε)i0 , b
(ε)
i0
〉 ≥ δ‖b(ε)i0 ‖22. (3.35)
This concludes the constructive part of the inductive step. Next, we will demon-
strate that our construction has the properties claimed in the theorem.
(Bj : 1 ≤ j ≤ i0) satisfies Jones’ compatibility conditions.
Note that by our induction hypothesis, (3.18) and (3.29), we obtain that Bj ⊂ DN ,
1 ≤ j ≤ i0. We will now show inductively that the finite sequence of collec-
tions of dyadic intervals (Bj : 1 ≤ j ≤ i0) satisfies (J1)–(J4) with constant
κJ = (1 −
∑i0
j=1 ρj)−1. By our choice of Zi0(K1) in (3.27), it should be clear
that the properties (J1)–(J3) are satisfied. We will now prove that (J4) is satisfied,
as well.
To this end, let us record that by induction hypothesis, we have the estimate
|K ∩BI0 |
|K| ≥
(
1−
i0−1∑
j=1
ρj
) |BI0 |
|BI | , (3.36)
for all I0, I ∈ Dn with O(I0) ≤ i0 − 1, I0 ⊂ I and K ∈ BI . Now, let I0, I ∈ Dn
be such that O(I0) = i0, I ) I0 and let K ∈ BI . First, note that (J3), (J2) and
Lemma 3.1 (iii) give us
|K ∩BI0 | = |K ∩BI0 ∩BI˜0 | =
∑
L∈B
I˜0
L⊂K
|L ∩BI0 | =
∑
L∈B
I˜0
L⊂K
|L` ∩BI0 |+ |Lr ∩BI0 |.
Recall that L` denotes the left half of L, and that Lr denotes the right half of L.
Considering our choice for ZI0(L`) and ZI0(Lr) in (3.27a), and for BI0 in (3.28),
we find that
|L` ∩BI0 | ≥ (1− ρI0)|L`| and |Lr ∩BI0 | ≥ (1− ρI0)|Lr|, L ∈ BI0 .
Now observe that by (3.28), BI0 ∩ Lr = ∅, if I0 is the left half of I˜0, and that
BI0 ∩ L` = ∅, if I0 is the right half of I˜0. Combining everything after (3.36) with
Lemma 3.1 (iii) yields
|K ∩BI0 | ≥
1
2(1− ρI0)
∑
L∈B
I˜0
L⊂K
|L| = 12(1− ρI0)|K ∩BI˜0 |. (3.37)
Similar considerations give us
|BI˜0 | =
∑
L∈B
I˜0
|L`| =
∑
L∈B
I˜0
|Lr| ≥ 2|BI0 |. (3.38)
Note that by (3.18) O(I˜0) ≤ O(I0)−1. Hence, the estimate (3.37), our induction
hypothesis (3.36) and (3.38) yield
|K ∩BI0 | ≥
1
2(1− ρI0)
(
1−
i0−1∑
j=1
ρj
)
|K| |BI˜0 ||BI |
≥
(
1−
i0∑
j=1
ρj
)
|K| |BI0 ||BI | .
(3.39)
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Thus, we proved that (3.36) holds true for i0 instead of i0 − 1.
(b(ε)j : 1 ≤ j ≤ i0) almost-diagonalizes T .
By (3.25) and (3.30), we obtain
i0−1∑
j=1
|〈Tb(ε)j , b(ε)i0 〉|+ |〈b
(ε)
i0
, T ∗b(ε)j 〉| ≤ 2i02mi0−1Γ
∑
K∈Bi0
i0−1∑
j=1
|〈fj , hK〉|+ |〈hK , gj〉|.
Recall that by (3.20) τi0 = η8−i02−mi0−1/Γ, thus, the above inequality, (3.26),
(3.27a), (3.28) and (3.30) yield
i0−1∑
j=1
|〈Tb(ε)j , b(ε)i0 〉|+ |〈b
(ε)
i0
, T ∗b(ε)j 〉| ≤ 2i02mi0−1Γ
∑
K∈Bi0
τi0 |K| = η4−i0‖b(ε)i0 ‖22.
(3.40)
Hence, (3.40) combined with (3.35) shows that (3.19) is true for all 1 ≤ i ≤ i0.
Conclusion of the proof.
Thus far, we proved the following:
. we chose finite collections Bj with Bj ⊂ Dmj \ Dmj−1 , 2 ≤ j ≤ i0 and
B1 ⊂ Dm1 ;
. the finite sequence of collections (Bj : 1 ≤ j ≤ i0) satisfies (J1)–(J4) with
constant κJ = (1−
∑i0
j=1 ρj)−1;
. we chose signs ε = (εK ∈ {±1} : K ∈
⋃i0
j=1Bj);
. the block basis elements b(ε)j have been defined by
b
(ε)
j =
∑
K∈Bj
εKhK , 1 ≤ j ≤ i0,
and satisfy (3.19) for all 1 ≤ i ≤ i0.
We conclude the proof by stopping the induction process after 2n+1 − 1 steps and
considering the definition of the constants in (3.20).

Remark 3.8. We note the following:
(i) Recall that in (3.20) we defined ρI = ρi = η2−i, 1 ≤ i ≤ 2n+1 − 1, whenever
O(I) = i. Now, observe that by summing (3.37) over all K ∈ BI , we obtain
by (J2) and (J3) that
|BI | ≥ 12(1− ρI)|BI˜ |, I ∈ D
n \ {[0, 1)}.
Recall that we chose B[0,1) = {[0, 1)}, and note that iterating the latter in-
equality yields
|BI | ≥ |I|
∏
J∈Dn
(1− ρJ) ≥ |I|(1− η), I ∈ Dn. (3.41)
Furthermore, it is a simple observation that we have the estimate |BI | ≤ |I|,
I ∈ Dn.
(ii) If δ = 0, we can choose the signs arbitrarily; in particular, we can choose
εK = 1, K ∈ DN , and in that case b(ε)j = bj (see (3.2)).
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3.4. Almost-annihilating finite dimensional subspaces of SL∞N .
When using Bourgain’s localization method, one eventually needs to pass from the
local factorization results to factorization results on the direct sum of the finite
dimensional spaces (which in our case are SL∞n , n ∈ N0). One of the ingredients is
showing that in a large enough space, any finite dimensional space can be almost-
annihilated by a bounded projection that has a large image, which goes back to [3,
Lemma 1]. The following Definition 3.9 is merely an abstract version for sequences
of finite dimensional Banach spaces of the corresponding Lemma in [3, Lemma 2].
In [10], the following notion was introduced.
Definition 3.9. We say that a non-decreasing sequence of finite dimensional Ba-
nach spaces (Xn)n∈N with supn dimXn = ∞ has the property that projections al-
most annihilate finite dimensional subspaces with constant CP > 0, if the following
conditions are satisfied:
For all n, d ∈ N and η > 0 there exists an integerN = N(n, d, η) such that for any
d-dimensional subspace F ⊂ XN there exists a bounded projection Q : XN → XN
and an isomorphism R : Xn → Q(XN ) such that
(i) ‖Q‖ ≤ CP ,
(ii) ‖R‖, ‖R−1‖ ≤ CP ,
(iii) ‖Qx‖ ≤ η‖x‖, for all x ∈ F .
In the following Corollary 3.10 we establish that (SL∞n )n∈N0 has the property
that projections almost annihilate finite dimensional subspaces, which is a crucial
ingredient in the proof of Theorem 2.3.
Corollary 3.10. Let n, d ∈ N0 and η > 0. Then there exists an integer N =
N(n, d, η) such that for any d-dimensional subspace F ⊂ SL∞N there exists a block
basis (bI : I ∈ Dn) satisfying the following conditions:
(i) BI ⊂ DN , for all I ∈ Dn.
(ii) For every finite sequence of scalars (aI : I ∈ Dn), we have that
(1 + η)−1
∥∥∥ ∑
I∈Dn
aIhI
∥∥∥
SL∞
≤
∥∥∥ ∑
I∈Dn
aIbI
∥∥∥
SL∞
≤ (1 + η)
∥∥∥ ∑
I∈Dn
aIhI
∥∥∥
SL∞
. (3.42)
(iii) The orthogonal projection Q : SL∞N → SL∞N given by
Qf =
∑
I∈Dn
〈f, bI〉
‖bI‖22
bI
satisfies the estimates
‖Qf‖SL∞ ≤ (1 + η)‖f‖SL∞ , f ∈ SL∞N ,
‖Qf‖SL∞ ≤ η ‖f‖SL∞ , f ∈ F. (3.43)
Proof. Corollary 3.10 is obtained by modifying the proof of Theorem 3.7 in the fol-
lowing way: We choose a finite η/2-net {f1, . . . , fk0} of the compact unit ball of the
d-dimensional subspace F , and we use the frequency weight ω(K) =
∑k0
k=1 |〈fk, hK〉|
in all stages of the proof instead of the ones defined in (3.26). 
Remark 3.11. Corollary 3.10 implies that for any η > 0, the sequence of finite
dimensional Banach spaces (SL∞n )n∈N0 has the property that projections almost
annihilate finite dimensional subspaces with constant 1 + η.
4. Local factorization of the identity operator on SL∞N through
operators with large diagonal
Here, we will prove the local factorization results Theorem 2.1 and Theorem 2.2.
The key ingredients are the finite dimensional quantitative almost-diagonalization
Theorem 3.7 and the projection Theorem 3.4.
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4.1. Proof of Theorem 2.1.
The basic pattern of the following proof was recently employed in [12, 9, 10, 11].
Let n ∈ N0, Γ, η > 0, δ > 0, and let η1 = η(n, δ, η) denote the largest positive
constant such that
0 < η1 ≤ 1/2, η12
n+1
δ
≤ 1/2, 1
1− η12n+2δ
≤ 1 + η. (4.1)
Thus, by Theorem 3.7, there exists an integer N = N(n,Γ, η1) = N(n,Γ, η, δ), such
that for any operator T : SL∞N → SL∞N with ‖T‖ ≤ Γ and
|〈ThI , hI〉| ≥ δ|I|, I ∈ DN ,
there exists a finite sequence of collections (BI : I ∈ Dn) and a finite sequence of
signs ε = (εK ∈ {±1} : K ∈ B), where B =
⋃
I∈Dn BI , which generate the block
basis of the Haar system (b(ε)I : I ∈ Dn) given by
b
(ε)
I =
∑
K∈BI
εKhK , I ∈ D,
such that the following conditions are satisfied:
(i) BI ⊂ DN whenever I ∈ Dn, and (BI : I ∈ Dn) satisfies Jones’ compatibility
conditions (J1)–(J4) with constant κJ = (1− η1)−1.
(ii) For all 1 ≤ i ≤ 2n+1 − 1, we have the estimates
i−1∑
j=1
|〈Tb(ε)j , b(ε)i 〉|+ |〈b(ε)i , T ∗b(ε)j 〉| ≤ η14−i‖b(ε)i ‖22, (4.2a)
〈Tb(ε)i , b(ε)i 〉 ≥ δ‖b(ε)i ‖22. (4.2b)
Recall that Bi = BI and b(ε)i = b
(ε)
I , whenever O(I) = i.
Moreover, by (J2) and (3.41) in Remark 3.8, we have the estimate
‖b(ε)I ‖22 = |BI | ≥ (1− η1)|I| ≥ (1− η1)2−n, I ∈ Dn. (4.2c)
Since (BI : I ∈ Dn) satisfies Jones’ compatibility conditions (J1)–(J4) with
κJ = (1 − η1)−1, Remark 3.5 and Theorem 3.4 imply that the operators B(ε) :
SL∞n → SL∞N and Q(ε) : SL∞N → SL∞n given by
B(ε)f =
2n+1−1∑
i=1
〈f, hi〉
‖hi‖22
b
(ε)
i and Q(ε)g =
2n+1−1∑
i=1
〈g, b(ε)i 〉
‖b(ε)i ‖22
hi (4.3)
satisfy the estimates
‖B(ε)f‖SL∞ ≤ ‖f‖SL∞ and ‖Q(ε)g‖SL∞ ≤ (1− η1)−1/2‖g‖SL∞ , (4.4)
f ∈ SL∞n , g ∈ SL∞N . By (4.3), the operator P (ε) : SL∞N → SL∞N defined as
f 7→ B(ε)Q(ε)f has the form
P (ε)f =
2n+1−1∑
i=1
〈f, b(ε)i 〉
‖b(ε)i ‖22
b
(ε)
i , f ∈ SL∞N . (4.5)
Therefore, P (ε) is an orthogonal projection, which, by (4.4), satisfies the estimate
‖P (ε)f‖SL∞ ≤ (1− η1)−1/2‖f‖SL∞ , f ∈ SL∞N . (4.6)
Let Y denote the subspace of SL∞N given by
Y =
{
g =
2n+1−1∑
i=1
aib
(ε)
i : ai ∈ R
}
,
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and note that Y is the image of the projection P (ε). By (3.9) and (4.4), B(ε) :
SL∞n → Y is an isomorphism; thus we obtain the following commutative diagram:
SL∞n
IdSL∞n //
B(ε)

SL∞n
Y
IdY
// Y
B(ε)
−1
OO
, (4.7)
where ‖B(ε)‖ = 1 and ‖B(ε)−1‖ ≤ (1− η1)−1/2. Now, define U : SL∞N → Y by
Uf =
2n+1−1∑
i=1
〈f, b(ε)i 〉
〈Tb(ε)i , b(ε)i 〉
b
(ε)
i , (4.8)
and note that by (4.2b), the 1-unconditionality of the Haar system in SL∞ and (4.6)
‖U : SL∞N → Y ‖ ≤
1
δ(1− η1)1/2 . (4.9)
Observe that for all g =
∑2n+1−1
i=1 aib
(ε)
i ∈ Y , we have the following identity:
UTg − g =
2n+1−1∑
i=1
i−1∑
j=1
aj
〈Tb(ε)j , b(ε)i 〉
〈Tb(ε)i , b(ε)i 〉
b
(ε)
i +
2n+1−1∑
i=1
i−1∑
j=1
ai
〈
b
(ε)
i , T
∗b(ε)j
〉
〈Tb(ε)j , b(ε)j 〉
b
(ε)
j . (4.10)
Using the estimates (4.2) and |aj | ≤ ‖g‖SL∞ , together with the above identity (4.10)
yields
‖UTg − g‖SL∞ ≤ η1
δ
(
1 + 2
n
1− η1
)
‖g‖SL∞ . (4.11)
Finally, let J : Y → SL∞N denote the operator given by Jy = y. By our choice
of η1 in (4.1), the operator V : SL∞N → Y given by V = (UTJ)−1U is well defined.
With these definitions, the following diagram is commutative:
Y
IdY //
J

UTJ ""
Y
Y
(UTJ)−1
<<
SL∞N T
// SL∞N
U
aa V
OO
‖J‖‖V ‖ ≤ (1 + η)/δ. (4.12)
Merging the diagrams (4.7) and (4.12) concludes the proof.
4.2. Preparation for the proof of Theorem 2.2.
Before we come to the proof of Theorem 2.2, we develop some notation and intro-
duce another combinatorial lemma (see Lemma 4.1).
Let N be a nested collection of sets with finite and positive measure. Given
X ⊂ N, we define the founding generation G0(X) of X by
G0(X) = {N ∈ X : there is no M ∈ X with M ) N}. (4.13)
We now inductively define the kth generation Gk(X) of X. Assuming that G0(X), . . . ,Gk−1(X)
have already been defined, we put
Gk(X) = G0
(
X \ (G0(X) ∪ · · · ∪ Gk−1(X))), k ∈ N. (4.14)
We denote the point-set of Gk(X) by Gk(X), i.e.
Gk(X) =
⋃
Gk(X). (4.15)
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Clearly, Gk(X) ⊂ Gk−1(X), k ∈ N. The Carleson constant JXK of X is defined as
JXK = sup
N∈X
1
|N |
∑
M∈X
M⊂N
|M |. (4.16)
The dyadic version of Lemma 4.1 (including a proof) can be found in [15,
Lemma 3.1.4].
Lemma 4.1. Let N be a collection of measurable, nested sets with finite and positive
measure, k ∈ N and ρ > 0. If X ⊂ N is a collection with JXK > kρ , there exists a
set N0 ∈ N such that∣∣G`({N ∈ X : N ⊂ N0})∣∣ > (1− ρ)|N0|, 0 ≤ ` ≤ k.
Proof. Although the proof is completely analogous the dyadic case, we give it here
for sake of completeness. Let N be a collection of nested sets with finite and positive
measure, k ∈ N and 0 < ρ < 1. Suppose that the lemma fails, i.e. there exists an
` ∈ N0 with 0 ≤ ` ≤ k such that∣∣G`({N ∈ X : N ⊂ N0})∣∣ ≤ (1− ρ)|N0|, N0 ∈ N.
Certainly, the above inequality implies that∣∣Gk({N ∈ X : N ⊂ N0})∣∣ ≤ (1− ρ)|N0|, N0 ∈ N.
Now, let N0 ∈ N be fixed, and put X0 = {N ∈ X : N ⊂ N0}. By iterating the
above inequality, we obtain∣∣Gmk+`(X0)∣∣ ≤ (1− ρ)m|N0|, m ∈ N0, 0 ≤ ` ≤ k − 1.
Summing these estimates yields∑
N∈X0
|N | =
k−1∑
`=0
∑
m∈N0
∣∣Gmk+`(X0)∣∣ ≤ k−1∑
`=0
∑
m∈N0
(1− ρ)m|N0| ≤ k
ρ
|N0|.
Since N0 ∈ X was arbitrary, we obtain from the above inequality that JXK ≤ kρ ,
which contradicts our hypothesis. 
The next Lemma is a monochromatic (and simplified) version of Jones’ argu-
ment [7].
Lemma 4.2. Let n ∈ N0 and α, β ∈ R be such that
0 < β < 1 and 0 < α < 2−n−1βn+1.
Let X denote a collection of measurable nested sets with finite and positive measure
which satisfies
|Gn(X)| > (1− α)|G0(X)|.
Then there exists a subcollection Y of X such that
|Gn(Y)| >
(
1− α 2
n+1
βn+1
)|G0(X)|, (4.17a)
and
|N ∩Gn(Y)| ≥ (1− β)|N |, N ∈ Y. (4.17b)
Proof. Put F0 = Gn(X), F0 =
⋃
F0 and note that by our hypothesis we have the
estimate
|F0| > (1− α)|G0(X)|. (4.18)
Let j0 ∈ N and assume that we already defined F0, . . . ,Fj0−1 and F0, . . . , Fj0−1.
To conclude the inductive step, we simply put
Fj0 = {N ∈ Gn−j0(X) : |N ∩ F0 ∩ · · · ∩ Fj0−1| ≥ (1− β)|N |}, Fj0 =
⋃
Fj0 .
(4.19)
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Stopping the induction process after n+1 steps yields collections of pairwise disjoint
sets Fj , 0 ≤ j ≤ n, and Fj =
⋃
Fj , 0 ≤ j ≤ n.
Let 1 ≤ j ≤ n be fixed. We define
Ej = Gn−j(X) \ Fj , Ej =
⋃
Ej , (4.20)
and note that by (4.19) and (4.20) we have |N ∩ F0 ∩ · · · ∩ Fj−1| < (1− β)|N |, for
all N ∈ Ej . Now, observe that
|N | = |N∩F0∩· · ·∩Fj−1|+|N \(F0∩· · ·∩Fj−1)| < (1−β)|N |+|N \(F0∩· · ·∩Fj−1)|,
for all N ∈ Ej . Summing the above estimate over all N ∈ Ej yields
|Ej | ≤ (1− β)|Ej |+ |G0(X) \ (F0 ∩ · · · ∩ Fj−1)|.
Consequently, we obtain
|Ej | ≤ 1
β
|G0(X) \ (F0 ∩ · · · ∩ Fj−1)|.
Combining (1−α)|G0(X)| ≤ |Gn−j(X)| = |Ej |+ |Fj | with the latter estimate gives
us
|Fj | ≥ (1− α)|G0(X)| − 1
β
|G0(X) \ (F0 ∩ · · · ∩ Fj−1)|, 1 ≤ j ≤ n. (4.21)
We claim that the following inequality holds:
|Fj | ≥ (1− α 2
j
βj
)|G0(X)|, 0 ≤ j ≤ n. (4.22)
We will prove the inequality (4.22) by induction on j. By (4.18), the inequal-
ity (4.22) is true for j = 0. Now let 0 ≤ j0 ≤ n − 1 and assume we have already
proved that (4.22) holds for all 0 ≤ j ≤ j0. By (4.21) and our induction hypothesis
we obtain
|Fj0+1| ≥ (1− α)|G0(X)| −
1
β
|G0(X) \ (F0 ∩ · · · ∩ Fj0)|
≥ (1− α)|G0(X)| − 1
β
j0∑
j=0
|G0(X) \ Fj |
≥ (1− α)|G0(X)| − 1
β
j0∑
j=0
α
2j
βj
|G0(X)|.
Using α ≤ α
βj0+1
to estimate the first term and 1β
∑j0
j=0 α
2j
βj ≤ α 2
j0+1−1
βj0+1
for the
second term yields (4.22) for j0 + 1. Thus, we proved (4.22).
By (4.22), we obtain
|F0 ∩ · · · ∩ Fn| ≥
(
1− α
n∑
j=0
2j
βj
)|G0(X)| ≥ (1− α 2n+1
βn+1
)|G0(X)|. (4.23)
Finally, we define the subcollection Y of X by putting
Y = {N : N ∈ Fj , N ∩ F0 ∩ · · · ∩ Fn 6= ∅, 0 ≤ j ≤ n}.
We will now verify that Y satisfies (4.17). First, we will show that
Gn(Y) = F0 ∩ · · · ∩ Fn. (4.24)
To this end, let x ∈ Gn(Y) and note that in this case, there exist sets Nj ∈ Y,
0 ≤ j ≤ n, with x ∈ N0 ( · · · ( Nn. Clearly, this is only possible if Nj ∈ Fj ,
0 ≤ j ≤ n. Now, since N0 ∈ Y, we have N0 ∩ Fj 6= ∅, 0 ≤ j ≤ n, which implies
N0 ⊂ Fj , 0 ≤ j ≤ n. Consequently, x ∈ N0 ⊂ F0 ∩ · · · ∩ Fn. If on the other hand
x ∈ F0 ∩ · · · ∩ Fn, then we know that there exist Nj ∈ Fj with Nj 3 x, 0 ≤ j ≤ n.
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Hence, x ∈ N0 ( · · · ( Nn and Nj ∩ F0 ∩ · · · ∩ Fn 6= ∅, 0 ≤ j ≤ n. Therefore,
we obtain Nj ∈ Y for all 0 ≤ j ≤ n, and that N0 ∈ Gn(Y), which shows that
x ∈ N0 ⊂ Gn(Y).
Second, note that combining (4.24) with (4.23) yields (4.17a).
Thirdly, let N ∈ Y. Thus, there exists an integer j0 with 0 ≤ j0 ≤ n such that
N ∈ Fj0 , and N ∩ F0 ∩ · · · ∩ Fn 6= ∅. Now, observe that whenever j ≥ j0 and
N ∩ Fj 6= ∅, then N ⊂ Fj . Hence, N ∩ F0 ∩ · · · ∩ Fn = N ∩ F0 ∩ · · · ∩ Fj0−1, and
we obtain (4.17b) by (4.19) and (4.24). 
4.3. Proof of Theorem 2.2.
The framework for the proof of Theorem 2.2 is similar to that of [11, Theorem 2.2],
although here we certainly use quantitative, finite dimensional techniques instead
of qualitative, infinite dimensional techniques.
Proof of Theorem 2.2. Let n ∈ N0 and Γ, η > 0. Let η1 = η1(n, η) denote the
largest positive constant satisfying the inequalities
0 < η1 ≤ 1/2, η14n+3n ≤ 1/2, 11− η14n+4n ≤ 1 + η. (4.25)
Define the integers
n1 =
⌊(32n
η1
)n+2⌋
+ 1, N = N(n1,Γ, η1). (4.26)
where N(n1,Γ, η1) is the integer in Theorem 3.7 with the parameters n1, Γ, η1 and
δ = 0. Note that by the above definitions of n1 and η1, we have actually that N
depends only on n, Γ and η, i.e. N = N(n,Γ, η). Finally, let T : SL∞N → SL∞N
with ‖T‖ ≤ Γ be fixed throughout the rest of the proof.
The proof will be divided into the following four steps.
Step 1 By Theorem 3.7, there exists a finite sequence of collections (BK : K ∈ Dn1)
with BK ⊂ DN , K ∈ Dn1 , satisfying Jones’ compatibility conditions (J1)–
(J4). These collections generate the block basis (bK : K ∈ Dn1), which
simultaneously almost-diagonalizes the operators T and IdSL∞N −T .
Step 2 One of the two collections
M =
{
BK : K ∈ Dn1 , 〈TbK , bK〉 ≥ ‖bK‖
2
2
2
}
,
N =
{
BK : K ∈ Dn1 , 〈(IdSL∞N −T )bK , bK〉 ≥
‖bK‖22
2
}
,
contains a finite sequence of subcollections (CI : I ∈ Dn) that satisfies
Jones’ compatibility conditions (J1)–(J4).
Step 3 Consequently, by the reiteration Theorem 3.3 and Theorem 3.4, the block
basis (˜bI : I ∈ Dn) given by
b˜I =
∑
BK∈CI
bK , I ∈ Dn,
spans a complemented copy of SL∞n (the constants for the norms of the iso-
morphism and the projection do not depend on n). Moreover, the operators
T and IdSL∞N −T are both almost-diagonalized by (˜bI : I ∈ Dn), and either
T or IdSL∞N −T has large diagonal with respect to (˜bI : I ∈ Dn) (depending
on whether we selected CI ⊂M, I ∈ Dn or CI ⊂ N, I ∈ Dn, in the previous
step).
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Step 4 Finally, repeating the proof of Theorem 2.1 with b˜I instead of bI yields the
commutative diagram
SL∞n
IdSL∞n //
R

SL∞n
SL∞N H
// SL∞N
S
OO
‖R‖‖S‖ ≤ 2 + η,
where H is either T or IdSL∞N −T .
Step 1.
By the definition of N (see (4.26)), the almost-diagonalization Theorem 3.7 (and
Remark 3.8 (i) and (ii)) with parameters n1, Γ, η1 and δ = 0, we obtain a finite
block basic sequence (bK : K ∈ Dn1) given by
bK =
∑
Q∈BK
hQ, K ∈ Dn1 , (4.27)
which has the following properties:
(i) BK ⊂ DN , K ∈ Dn1 , and the finite sequence of collections (BK : K ∈ Dn1)
satisfies Jones’ compatibility conditions (J1)–(J4) with constant κJ = (1 −
η1)−1, and
(1− η1)|K| ≤ |BK | ≤ |K|, K ∈ Dn1 . (4.28)
(ii) For any 1 ≤ i ≤ 2n1+1 − 1 we have the estimate
i−1∑
j=1
|〈Tbj , bi〉|+ |〈bi, T ∗bj〉| ≤ η1‖bi‖22. (4.29a)
Since 〈bj , bi〉 = 0, i 6= j, we also have
i−1∑
j=1
|〈(IdSL∞N −T )bj , bi〉|+ |〈bi, (IdSL∞N −T )∗bj〉| ≤ η1‖bi‖22. (4.29b)
Step 2.
We define the collections of measurable, nested sets with finite and positive measure
M =
{
BK : K ∈ Dn1 , 〈TbK , bK〉 ≥ ‖bK‖
2
2
2
}
,
N =
{
BK : K ∈ Dn1 , 〈(IdSL∞N −T )bK , bK〉 ≥
‖bK‖22
2
}
.
Note that by (4.28) we have (1 − η1)n1 ≤ JM ∪ NK ≤ JMK + JNK (see (4.16) for a
definition of J·K). If JMK ≥ (1− η1)n12 , we define L = M and H = T ; otherwise, we
put L = N and H = IdSL∞N −T . We note the estimate
JLK ≥ (1− η1)n12 and 〈HbI , bI〉 ≥ ‖bI‖222 , I ∈ L. (4.30)
By (4.30) and (4.26) we have that JLK ≥ (1−η1)n12 > n(η1/(32n))n+1 , thus Lemma 4.1
(with a parameter setting of k = n and ρ = ( η132n )n+1) implies that there exists a
set B0 ∈ L such that∣∣Gk({B ∈ L : B ⊂ B0})∣∣ > (1− ( η132n)n+1)|B0|, 0 ≤ k ≤ n. (4.31)
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Put L0 = {B ∈ L : B ⊂ B0}. Since
(
η1
32n
)n+1
< 2−n−1
(
η1
8n
)n+1, Lemma 4.2 yields
a subcollection L1 of L0 containing B0 such that
|B ∩Gk(L1)| ≥
(
1− η18n
)|B|, B ∈ L1, 0 ≤ k ≤ n. (4.32)
We will now inductively define a finite sequence of collections (CI : I ∈ Dn) with
CI ⊂ L1, I ∈ Dn. To begin, we simply put
C1 = C[0,1) = {B0}. (4.33)
Let us assume that we have already defined the collections C1, . . . ,Ci0−1. We will
now construct Ci0 . To this end, let I0 ∈ Dn with O(I0) = i0, and define
C`
I˜0
=
⋃{
B`K : BK ∈ CI˜0
}
and Cr
I˜0
=
⋃{
BrK : BK ∈ CI˜0
}
,
where the sets B`K and BrK are given by
B`K =
⋃{
Q` : Q ∈ BK
}
and BrK =
⋃{
Qr : Q ∈ BK
}
.
If I0 is the left half of I˜0 and |I0| = 2−k0 , k0 ≤ n, we put
CI0 = {B ∈ Gk0(L1) : B ⊂ C`I˜0}, (4.34a)
and if I0 is the right half of I˜0 and |I0| = 2−k0 , we define
CI0 = {B ∈ Gk0(L1) : B ⊂ CrI˜0}. (4.34b)
We stop the induction after the construction of the collections CI , I ∈ Dn.
It is easily verified that (CI : I ∈ Dn) satisfies (J1)–(J3). We will now verify
that (CI : I ∈ Dn) satisfies (J4) with constant (1 − η1)−1. First, note that by the
inductive construction above (see (4.33) and (4.34)), we have Gn(L1) =
⋃
I∈Dn CI ,
and thus, (4.32) gives us∣∣B ∩ ⋃
I∈Dn
CI
∣∣ ≥ (1− η18n)|B|, B ∈ ⋃
I∈Dn
CI . (4.35)
Second, let I ∈ Dn \ {[0, 1)} and B ∈ CI˜ be fixed (if I = [0, 1), there is nothing to
show). Choose J ∈ Dn \{[0, 1)} such that I∪J = I˜ = J˜ . Hence, by (4.35) and (J3)
we obtain (
1− η18n
)|B| ≤ |B ∩ CI |+ |B ∩ CJ |.
Considering (4.34) and that |B`| ≤ |B|/2, |Br| ≤ |B|/2, the above estimate yields(
1− η18n
)|B| ≤ {|B` ∩ CI |+ |B|/2, if I is the left half of I˜ ,|Br ∩ CI |+ |B|/2, if I is the right half of I˜ .
Since either B ∩ CI = B` ∩ CI or B ∩ CI = Br ∩ CI , the latter estimate gives us
1
2
(
1− η14n
)|B| ≤ |B ∩ CI | ≤ 12 |B|, I ∈ Dn \ {[0, 1)}, B ∈ CI˜ . (4.36)
The estimate on the right hand side is obvious from the principle of our construction
(see (4.33) and (4.34)). Summing (4.36) over all B ∈ CI˜ yields together with (J2)
and (J3) that
1
2
(
1− η14n
)|CI˜ | ≤ |CI | ≤ 12 |CI˜ |, I ∈ Dn, I 6= [0, 1).
By iterating the latter inequality we obtain
(1− η14 )|I| ≤
|CI |
|C[0,1)| ≤ |I|, I ∈ D
n. (4.37)
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Let I0, I ∈ Dn with I0 ⊂ I, 4|I0| ≤ |I|, and B ∈ CI , then (J2) and (J3) imply
|B ∩ CI0 | = |B ∩ CI˜0 ∩ CI0 | =
∑
A∈C
I˜0
∣∣B ∩A ∩ CI0∣∣. (4.38)
Since I˜0 ⊂ I, we know that A ⊂ B whenever A ∈ CI˜0 , B ∈ CI and B ∩ A 6= ∅.
Hence, (4.38), (4.36) and (J2) yield
|B ∩ CI0 | =
∑
A∈C
I˜0
A⊂B
∣∣A ∩ CI0 ∣∣ ≥ 12(1− η14n)|B ∩ CI˜0 |. (4.39)
Iterating (4.38) and (4.39) while using (4.36) in each of those iterations, we obtain
|B ∩ CI0 | ≥
(
1− η14
) |I0|
|I| |B ∩ C[0,1)| B ∈ CI .
Combining the latter estimate with (4.37) and noting that B ⊂ C[0,1) yields
|B ∩ CI0 | ≥
(
1− η12
) |CI0 |
|CI | |B|, B ∈ CI , (4.40)
whenever I0, I ∈ Dn with I0 ⊂ I. By (4.40), the finite sequence (CI : I ∈ Dn)
satisfies Jones’ compatibility conditions (J1)–(J4) with constant κJ = (1 − η12 )−1.
Furthermore, in Step 1 we showed that (BK : K ∈ Dn1) satisfies Jones’ compat-
ibility conditions (J1)–(J4) with constant κJ = (1 − η1)−1. Consequently, if we
put
B˜I =
⋃
BK∈CI
BK and B˜I =
⋃
B˜I , I ∈ Dn, (4.41)
the reiteration Theorem 3.3 implies that (B˜I : I ∈ Dn), satisfies (J1)–(J4) with
constant κJ = (1− η1)−2.
Step 3.
Define the block basis (˜bI : I ∈ Dn) of (bK : K ∈ Dn1) by putting
b˜I =
∑
BK∈CI
bK =
∑
BK∈CI
∑
Q∈BK
hQ =
∑
Q∈B˜I
hQ, I ∈ Dn. (4.42)
Now, let I ∈ Dn be fixed. By (J2), (4.30) and (4.29), we obtain the diagonal
estimate
〈Hb˜I , b˜I〉 ≥ 12‖b˜I‖
2
2 −
∑
BK ,BL∈CI
O(K)<O(L)
|〈HbK , bL〉|+ |〈bL, H∗bK〉|
≥ 12‖b˜I‖
2
2 − η1
∑
BL∈CI
‖bL‖22 =
(1
2 − η1
)‖b˜I‖22.
We summarize what we proved so far:
〈Hb˜I , b˜I〉 ≥
(1
2 − η1
)‖b˜I‖22, I ∈ Dn. (4.43)
For the off diagonal estimate, we define
C =
⋃{
CJ : J ∈ Dn, O(J) < O(I)
}
.
and note that by (J2) we have the estimate∑
J∈Dn
O(J)<O(I)
|〈Hb˜J , b˜I〉| ≤
∑
BL∈CI
∑
BK∈C
O(K)<O(L)
|〈HbK , bL〉|+
∑
BL∈CI
∑
BK∈C
O(K)>O(L)
|〈bK , H∗bL〉|.
(4.44)
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Estimating the first sum on the right hand side of (4.44) by (4.29) yields∑
BL∈CI
∑
BK∈C
O(K)<O(L)
|〈HbK , bL〉| ≤ η1
∑
BL∈CI
‖bL‖22 = η1‖b˜I‖22. (4.45)
The latter equality follows from (J2). By (4.29), we obtain the following estimate
for the second term on the right hand side of (4.44):∑
BL∈CI
∑
BK∈C
O(K)>O(L)
|〈bK , H∗bL〉| =
∑
BK∈C
∑
BL∈CI
O(L)<O(K)
|〈bK , H∗bL〉| ≤ η1
∑
BK∈C
‖bK‖22.
(4.46)
(J2) and (4.28) gives us∑
BK∈C
‖bK‖22 ≤
∑
BK∈C
|K| ≤
∑
J∈Dn
|CJ | ≤ n|C[0,1)|. (4.47)
Combining (4.46) with (4.47) yields∑
BL∈CI
∑
BK∈C
O(K)>O(L)
|〈bK , H∗bL〉| ≤ η1n|C[0,1)|. (4.48)
Collecting the estimates (4.48) (4.45) and (4.44) we obtain∑
J∈Dn
O(J)<O(I)
|〈Hb˜J , b˜I〉| ≤ 2η1n|C[0,1)| (4.49)
Repeating the above argument with the roles of H and H∗ reversed yields∑
J∈Dn
O(J)<O(I)
|〈˜bI , H∗b˜J〉| ≤ 2η1n|C[0,1)| (4.50)
Adding (4.49) and (4.50) yields our desired off-diagonal estimate∑
J∈Dn
O(J)<O(I)
|〈Hb˜J , b˜I〉|+ |〈˜bI , H∗b˜J〉| ≤ 4η1n|C[0,1)|, I ∈ Dn. (4.51)
Step 4.
As usual, we identify b˜i = b˜I , whenever O(I) = i. Thus, (4.51) and (4.43) read as
follows:
i−1∑
j=1
|〈Hb˜j , b˜i〉|+ |〈˜bi, H∗b˜j〉| ≤ 4η1n|C[0,1)|, 1 ≤ i ≤ 2n+1 − 1, (4.52a)
〈Hb˜i, b˜i〉 ≥
(1
2 − η1
)‖b˜i‖22, 1 ≤ i ≤ 2n+1 − 1. (4.52b)
Moreover, by (J2) and (4.37), we have that
‖b˜i‖22 = ‖b˜I‖22 ≥ (1−
η1
4 )|I||C[0,1)| ≥ (1−
η1
4 )2
−n|C[0,1)|, (4.52c)
for all 1 ≤ i ≤ 2n+1−1 and I ∈ Dn with O(I) = 2i. Comparing (4.52) with (4.2), the
only relevant difference is the presence of the additional factor |C[0,1)| on the right
hand sides of (4.52a) and (4.52c). We will now repeat the proof of Theorem 2.1
with b˜i in place of b(ε)i . By (4.41) in Step 2, (B˜I : I ∈ Dn) satisfies (J1)–(J4)
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with constant κJ = (1 − η1)−2. Thus, by (4.42) and Theorem 3.4, the operators
B˜ : SL∞n → SL∞N and Q˜ : SL∞N → SL∞n given by
B˜f =
2n+1−1∑
i=1
〈f, hi〉
‖hi‖22
b˜i and Q˜g =
2n+1−1∑
i=1
〈g, b˜i〉
‖b˜i‖22
hi (4.53)
satisfy the estimates
‖B˜f‖SL∞ ≤ ‖f‖SL∞ and ‖Q˜g‖SL∞ ≤ (1− η1)−1‖g‖SL∞ , (4.54)
for all f ∈ SL∞n , g ∈ SL∞N .
Moreover, the diagram
SL∞n
IdSL∞n //
B˜ ##
SL∞n
SL∞N
Q˜
;;
(4.55)
is commutative. By (4.53), the bounded projection P˜ : SL∞N → SL∞N given by
P˜ = B˜Q˜ has the form
P˜ f =
2n+1−1∑
i=1
〈f, b˜i〉
‖b˜i‖22
b˜i, f ∈ SL∞N , (4.56)
and is therefore an orthogonal projection. By (4.54), P˜ satisfies the estimate
‖P˜ f‖SL∞ ≤ (1− η1)−1‖f‖SL∞ , f ∈ SL∞N . (4.57)
Now, we define the subspace Y˜ of SL∞N by
Y˜ =
{
g =
2n+1−1∑
i=1
aib˜i : ai ∈ R
}
,
which is the image of the projection P˜ . By (4.54) and (4.55), we obtain the following
commutative diagram:
SL∞n
IdSL∞n //
B˜

SL∞n
Y˜
Id
Y˜
// Y˜
Q˜|Y˜
OO
, ‖B˜‖‖Q˜|Y˜ ‖ ≤ (1− η1)−1. (4.58)
Now, define U˜ : SL∞N → Y˜ by
U˜f =
2n+1−1∑
i=1
〈f, b˜i〉
〈Hb˜i, b˜i〉
b˜i, f ∈ SL∞N . (4.59)
and note that by (4.52b), the 1-unconditionality of the Haar system in SL∞
and (4.57), the operator U˜ has the upper bound
‖U˜ : SL∞N → Y˜ ‖ ≤
2
1− 3η1 . (4.60)
Observe that for all g =
∑2n+1−1
i=1 aib˜i ∈ Y˜ , the following identity is true:
U˜Hg − g =
2n+1−1∑
i=1
i−1∑
j=1
aj
〈Hb˜j , b˜i〉
〈Hb˜i, b˜i〉
b˜i +
2n+1−1∑
i=1
i−1∑
j=1
ai
〈
b˜i, H
∗b˜j
〉
〈Hb˜j , b˜j〉
b˜j . (4.61)
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Using |aj | ≤ ‖g‖SL∞ together with (4.25), (4.52) and (4.61) yields
‖U˜Hg − g‖SL∞ ≤ η14n+3n‖g‖SL∞ . (4.62)
Finally, let J : Y˜ → SL∞N denote the operator given by Jy = y. By our choice of
η1 in (4.25), the operator V˜ : SL∞N → Y˜ given by V˜ = (U˜HJ)−1U˜ is well defined.
Thus, the following diagram is commutative:
Y˜
Id
Y˜ //
J

U˜HJ !!
Y˜
Y˜
(U˜HJ)−1
==
SL∞N H
// SL∞N
U˜
aa V˜
OO
‖J‖‖V˜ ‖ ≤ (1− η1)(1 + η)/δ. (4.63)
The estimate for V˜ follows from the choice we made for η1 in (4.25). Merging the
diagrams (4.58) and (4.63) concludes the proof. 
5. Direct sums of SL∞n spaces are primary
First, we establish that SL∞ is isomorphic to the `∞ direct sum of its finite dimen-
sional building blocks SL∞n . Second, we combine the finite dimensional factorization
results Theorem 2.2 for SL∞n , n ∈ N0 to obtain the factorization result Theorem 2.3
for
(∑
n∈N0 SL
∞
n
)
r
, 1 ≤ r ≤ ∞. Consequently, we obtain that SL∞ is primary.
5.1. Isomorphisms and non-isomorphisms of direct sums of SL∞n .
We show that taking direct sums of SL∞n with different parameters produces iso-
morphically different spaces, and that SL∞ is isomorphic to the `∞ direct sum of
SL∞n . We give two proofs for the latter fact: one using the Hahn-Banach theorem,
and another using a compactness argument. Both rely on Pełczyński’s decomposi-
tion method [17]; we refer the reader to [21].
Lemma 5.1. The spaces
(∑
n∈N0 SL
∞
n
)
r
, 1 ≤ r ≤ ∞, are all mutually non-
isomorphic. The spaces SL∞ and
(∑
n∈N0 SL
∞
n
)
∞ are isomorphic.
Proof. By a version of Pitt’s theorem for direct sums of finite dimensional Banach
spaces (see e.g. [10, Theorem 5.6] for more details), the spaces
(∑
n∈N0 SL
∞
n
)
r
,
1 ≤ r ≤ ∞, are mutually non-isomorphic.
Using Pełczyński’s decomposition method, we will now show that SL∞ is isomor-
phic to
(∑
n∈N0 SL
∞
n
)
∞. First, we will show that SL
∞ contains a complemented
copy of
(∑
n∈N0 SL
∞
n
)
∞. To this end, consider the collections An ⊂ D given by
An = {I ∈ D : I ⊂ [1− 2−n, 1− 2−n−1)}, n ∈ N0,
and define E :
(∑
n∈N0 SL
∞
n
)
∞ → SL∞ by
(fn)∞n=0 7→
∞∑
n=0
χ[1−2−n,1−2−n−1)fn ◦ ϕn,
where ϕn is the affine linear transformation that maps [1 − 2−n, 1 − 2−n−1) into
[0, 1), and therefore ϕn(An) = D. Note that
‖E((fn)∞n=0)‖SL∞ = sup
n∈N0
‖χ[1−2−n,1−2−n−1)fn ◦ ϕn‖SL∞ = sup
n∈N0
‖fn‖SL∞
=
∥∥(fn)∞n=0∥∥(∑n∈N0 SL∞n )∞ ,
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for all (fn)∞n=0 ∈
(∑
n∈N0 SL
∞
n
)
∞, hence, E is an isometric embedding. By
the 1-unconditionality of the Haar system in SL∞, the projection P : SL∞ →
SL∞ given by f 7→ ∑∞n=0∑I∈An〈f, hI〉hI |I|−1 has norm 1, and P (SL∞) =
E
(
(
∑
n∈N0 SL
∞
n )∞
)
.
Second, we will now show that
(∑
n∈N0 SL
∞
n
)
∞ contains a complemented copy
of SL∞. Let G : SL∞ → (∑n∈N0 SL∞n )∞ denote the norm 1 operator given by∑
I∈D
aIhI 7→
( ∑
I∈Dn
aIhI
)∞
n=0
.
Let L : `∞ → R be a norm 1 functional such that L(1, 1, 1, . . . ) = 1. Now, we define
the operator Q :
(∑
n∈N0 SL
∞
n
)→ SL∞ by( ∑
I∈Dn
an,IhI
)∞
n=0
7→
∑
I∈D
L
(
(an,I)∞n=0
)
hI ,
and claim that Q has norm 1. Let fn =
∑
I∈Dn an,IhI , n ∈ N0 be such that
(fn)∞n=0 is in the unit ball of
(∑
n∈N0 SL
∞
n
)
∞, i.e. supn∈N0 ‖fn‖SL∞ ≤ 1. Assume
that
∥∥Q((fn)∞n=0)∥∥> 1. Thus, there exists a I0 ∈ D such that∑
I∈D
I⊃I0
(
L
(
(an,I)∞n=0
))2
> 1. (5.1)
But then again, we have the estimate∑
I∈D
I⊃I0
(
L
(
(an,I)∞n=0
))2
= L
(∑
I∈D
I⊃I0
L
(
(ak,I)∞k=0
)
(an,I)∞n=0
)
≤ sup
n∈N0
∣∣∣∑
I∈D
I⊃I0
L
(
(ak,I)∞k=0
)
an,I
∣∣∣ ≤ sup
n,k∈N0
∣∣∣∑
I∈D
I⊃I0
ak,Ian,I
∣∣∣
≤ sup
n,k∈N0
(∑
I∈D
I⊃I0
a2k,I
)1/2(∑
I∈D
I⊃I0
a2n,I
)1/2
≤ 1,
which contradicts (5.1). Hence, ‖Q‖ has norm 1. By definition of G and Q, the
following diagram is commutative:
SL∞
IdSL∞ //
G ''
SL∞
(∑
n∈N0 SL
∞
n
)
∞
Q
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‖G‖, ‖Q‖ = 1. (5.2)
Consequently, SL∞ is isomorphic to a complemented subspace of
(∑
n∈N0 SL
∞
n
)
∞,
as claimed.
Finally, since
(∑
n∈N0 SL
∞
n
)
∞ is isomorphic to
(∑
m∈N0
(∑
n∈N0 SL
∞
n
)
∞
)
∞
,
Pełczyński’s decomposition method (see e.g.[21]) yields that SL∞ is isomorphic
to
(∑
n∈N0 SL
∞
n
)
∞. 
Remark 5.2. We want to point out that the construction of the operator Q in the
above proof could be replaced by a standard argument, which goes back to [21,
Theorem III.E.18], [20], [6] and [18]. We will now present this alternative. The
following proof was taken from [15, Theorem 2.2.3] and adapted to fit our purpose.
Let C denote the closed unit ball of SL∞, and let T denote the smallest topology
on C such that every functional of the form 〈·, hI〉 : C → R, I ∈ D is continuous. We
will now prove that (C,T) is a compact topological space. We endow [−1,+1]D with
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the product topology P, which, by Tychonov’s theorem, is a compact topological
space, and define the map Φ : (C,T)→ ([−1,+1]D,P) by putting
f 7→
( 〈f, hI〉
|I|
)
I∈D
.
By (1.7), Φ is well defined, and one can easily check that Φ is a topological em-
bedding. We will now verify that Φ(C) is closed. To this end, let (fα) denote
a net in C, such that Φ(fα) converges to some (aI)I∈D ∈ [−1,+1]D. We define
f =
∑
I∈D aIhI , and assume that ‖f‖SL∞ > 1. Then there exists an I0 ∈ D such
that ∑
I∈D
I⊃I0
a2I > 1
We now write (aα,I)I∈D = Φ(fα) for each α, and note that by our hypothesis
aα,I → aI , for each I ∈ D. Consequently, there exists an α0 such that
‖fα0‖2SL∞ ≥
∑
I∈D
I⊃I0
a2α0,I > 1,
which contradicts fα0 ∈ C. Thus, we know that Φ(C) is a closed subset of the
compact topological space ([−1,+1]D,P), and is therefore itself compact. Since Φ
is a topological embedding, (C,T) is a compact topological space.
As in the proof of Lemma 5.1, let G : SL∞ → (∑n∈N0 SL∞n )∞ denote the
isometric embedding given by
f 7→
( ∑
I∈Dn
〈f, hI〉
|I| hI
)∞
n=0
.
Let B denote the closed unit ball of
(∑
n∈N0 SL
∞
n
)
∞, and for each m ∈ N0 define
Rm : B → C by
(fn)∞n=0 7→ fm.
In other words, Rm ∈ CB ,m ∈ N0, and since CB is compact in the product topology
by Tychonov’s theorem, there exists a subnet (Rα) of (Rm)∞m=1 converging to, say,
R. This means that for each (fn)∞n=0 ∈ B, we have that Rα
(
(fn)∞n=0
)→ R((fn)∞n=0)
in the topology T of C. Now let f ∈ C, then
〈R(Gf), hI〉 = lim
α
〈Rα(Gf), hI〉 = 〈f, hI〉, I ∈ D.
i.e. RG|C = IdC . Certainly, we can extend R to an operator on
(∑
n∈N0 SL
∞
n
)
∞.
We claim that R is bounded by 1. Assume to the contrary, that there exists a
(fn)∞n=0 ∈ B with
∥∥R((fn)∞n=0)∥∥SL∞ > 1. Then there is an interval I0 ∈ D such
that ∑
I∈D
I⊃I0
(〈
R
(
(fn)∞n=0
)
, hI
〉
|I|
)2
> 1.
Since Rα
(
(fn)∞n=0
)→ R((fn)∞n=0) in (C,T), there exists an α0 such that
1 <
∑
I∈D
I⊃I0
(〈
Rα0
(
(fn)∞n=0
)
, hI
〉
|I|
)2
=
∥∥Rα0((fn)∞n=0)∥∥2SL∞ = ‖fα0‖2SL∞ ,
which contradicts (fn)∞n=0 ∈ B. Thus, R has norm 1.
The above R would be a suitable replacement for Q in the proof of Lemma 5.1.
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5.2. Proof of Theorem 2.3.
When using Bourgain’s localization method, see e.g. [3, 2, 15, 19, 16, 12], we even-
tually have to pass from the local result to the global result; in our case from The-
orem 2.2 to Theorem 2.3 below, which includes diagonalizing operators on the sum
of the finite dimensional spaces. For us, these sums are
(∑
n∈N0 SL
∞
n
)
r
, 1 ≤ r ≤ ∞.
Due to a gliding hump argument, this diagonalization process does not require any
additional hypothesis if r <∞; if r =∞ however, we require that the sequence of
spaces (SL∞n )n∈N0 has the property that projections almost annihilate finite dimen-
sional subspaces (which it has), see Definition 3.9, Corollary 3.10 and Remark 3.11.
For more details, we refer the reader to [10, Section 5].
Proof of Theorem 2.3. By Theorem 2.2, the first part of the hypothesis of [10,
Proposition 5.4] is satisfied. Moreover by Remark 3.11 for each η > 0, the se-
quence of finite dimensional Banach spaces (SL∞n )n∈N0 has the property that pro-
jections almost annihilate finite dimensional subspaces with constant 1 + η (which
is only needed in the case r = ∞). Thus, applying [10, Proposition 5.4] yields the
diagram (2.3).
It is easily verified that for fixed 1 ≤ r ≤ ∞, the Banach space X(r) is isomorphic
to
(∑
m∈NX
(r))
r
, hence, by Pełczyński’s decomposition method (see e.g. [21]) and
diagram (2.3), we obtain that X(r) is primary.
Finally, by Lemma 5.1, SL∞ is isomorphic to the primary Banach space X(∞),
and is thereby itself primary. 
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