I. INTRODUCTION
The last ten years have brought about a large development of blue light emitting diodes and laser diodes made in GaN based multilayers, 1 the active region of these devices is made of InGaN/GaN quantum wells ͑QWs͒. Their high luminescence in comparison to GaAs based devices is in contrast with the huge densities of defects present inside the layers (10 8Ϫ10 cm Ϫ2 ). The first observations attributed this performance to the presence of In rich nanometer islands, which behave like quantum dots. 2 This was in agreement with theoretical calculations, which predicted that InN and GaN are not miscible for typical growth temperatures around 800°C. 3 Subsequently, a number of experimental reports have shown that phase separation occurs during growth 4 or annealing of InGaN layers. 5 These results appear to agree with the optical measurements, which showed strong localization effects that exist even for very low In content. 6 In as low as 1%-2% In quantum wells, such studies indicate that the high luminescence can be attributed to InN nano-clusters whose size may increase with subsequent In concentrations. 7, 8 In parallel, a number of other behaviors have been reported for InGaN alloys such as the incorporation of In up to xϭ0.8 in GaN/In x Ga 1Ϫx N/GaN double heterostructures or multiple types of ordering along the ͓0001͔ direction. [9] [10] [11] These reports suggest that the InGaN system is complex and that the nature of the high efficiency emitter in this system may not yet have been completely identified. To this end, high-resolution electron microscopy ͑HREM͒ can be used to investigate the structure at nanometer scale. Using pattern recognition on cross-section HREM images taken in ͓112 0͔ zone axis, Kisielowski, Liliental Weber, and Nakamura 12 have shown that In segregates in 1-3 nm areas inside GaN/In x Ga 1Ϫx N/GaN heterostructures. More recently, Gerthsen et al. 13 analyzed lattice fringe images obtained close to ͓101 0͔ zone axis; they pointed out that the In may be present in clusters of 3-5 nm lateral size with concentration up to 70%-80% inside layers of 10%-20% nominal composition.
In the following, we present a comparative study of metalorganic chemical vapor deposition ͑MOCVD͒ and molecular beam epitaxy ͑MBE͒ InGaN quantum wells grown with similar nominal In composition ͑15%-17%͒. By a combination of finite element analysis and strain measurements, it has been possible to show that in both types of samples, composition fluctuations of In take place. Scaling the strains in homogeneous composition by finite element analysis, it is shown that, for MOCVD samples, the clusters are slightly larger and well separated with an In composition close to 40% inside the clusters. In the MBE layers, highest strains ͑Ͼ0.05͒ are measured in the middle of the QWs, but the In fluctuations are shown to take place at a smaller scale. A detailed finite element analysis of the possible threedimensional structure of indium distribution allows to conclude that, in both types of samples, clustering into pure InN cannot be excluded.
II. EXPERIMENTAL PROCEDURE
The investigated ternary layers were In x Ga 1Ϫx N QWs MBE or MOCVD with a nominal composition of 15%-17% a͒ Author to whom correspondence should be addressed; electronic mail: ruterana@ismra.fr
In. The nominal thickness was 4.5 nm for the MBE multi quantum wells and 2.4 nm for a set of three MOCVD quantum wells.
The cross-section transmission electron microscopy ͑TEM͒ samples were prepared along the ͓112 0͔ zone axis. They were mechanically polished down to 100 m and then dimpled to 10 m. For electron transparency, ion milling was used at 5 kV and 15°incidence, with the sample holder kept at liquid nitrogen in order to minimize the ion beam damage; it has been known for a long time that In containing materials are beam sensitive.
14 High-resolution transmission electron microscopy ͑HRTEM͒ was carried out on a Topcon 002B microscope operating at 200 KV with point resolution of 0.18 nm.
III. APPROACH TO THE LOCAL IN COMPOSITION DETERMINATION
As the lattice parameter of InN is larger than that of GaN, the layers are grown in pseudomorphic regime below the critical thickness, therefore the lattice parameter a InGaN is strained to equal a GaN , and the c InGaN is expanded depending on the In composition and elastic constants. This distortion along the growth direction can be precisely extracted from HREM micrographs by image processing.
For this analysis, the HREM observations were carried out along the ͓112 0͔ GaN zone axis and 0001, 0002, 0004, 101 1, and 11 02 beams were used to form the images. As can be seen on the intensity and phase profiles ͑Fig. 1͒ of GaN, unlike AlN in which the weak phase object approximation holds until more than 10 nm thickness, 15 the image contrast is very sensitive to variation of foil thickness. There is a first maximum of the diffracted beams close to 5 nm, then, until 12 nm, the 000 beam almost keeps the same intensity, whereas that of the other beams decreases ͓Fig. 1͑a͔͒. Above 15 nm, the intensity of the transmitted beam drops strongly.
As will be shown on the experimental images, these features can be used to estimate the sample thickness and this was found to be useful in modeling the strain fields.
Images were recorded on negative films and digitized by sampling of 36 pixel/nm and 8 bits dynamics. Processed images had typically 2048ϫ2048 or 4096ϫ2048 pixel size; the analyzed areas were about 60ϫ60 nm. Analysis of images of large crystal areas helps us to visualize the long-range thickness variation; thus we are able to chose areas of homogeneous contrast and thickness below 10 nm for analysis. The thickness ͑t͒ estimation was based on the position of observed zone in relation with the thickness fringes which are known with an accuracy of ⌬tϭ5 nm.
Processing of experimental images was performed using routines written in analytical language for images of Optimas graphical environment. 16 For noise reduction, we used Wiener filtering and localization of intensity maxima by 4 parabolas as described by Rosenauer et al. 17 The reference lattice with unit cell d(0002)*d(101 0) was determined in GaN area and extrapolated to the quantum well region. Next, the discreet displacement field component u x (x,z) parallel to the growth direction x was calculated as the difference between the corresponding reference and deformed lattice nodes d i j . The lattice distortion components parallel to the growth direction were obtained as the derivatives ⑀ xx ϭ‫ץ‬u x /‫ץ‬x as described in Ref. 18 . In a bulk multilayer sample, ⑀ xx can be related to local In composition within the Vegard law approximation
where c GaN ϭ0.5185 nm, c InN ϭ0.527 nm. In a TEM cross-section thin foil of pseudomorphic multilayers, the lattice parameters of the individual layers depend on GaN/InGaN thickness ratio, elastic constants, foil normal, and the foil thickness.
In recent similar studies 13 only the two limits of the thin foil and bulk sample approximations were used to calculate the error bars for composition evaluation. We can reduce this error by modeling the real sample geometry. In a typical experiment geometry, the surface normal ͑y direction͒ and the electron beam are parallel to the ͓112 0͔ zone axis, the growth direction x is parallel to ͓0001͔. The TEM thin foil prepared for cross section observation undergoes partial strain relaxation: the pseudomorphically strained InGaN layer relaxes in the y direction; the strain and stress state are modified as compared to the bulk material. The surface of the thin foil and the lattice planes are curved. For these GaN and InGaN layers, the deformation is not pseudomorphic: the lattice parameters of GaN layer are expanded in the y direction and shortened in the x direction, therefore the measured expansion of the lattice parameters of InGaN is smaller than before thinning. This type of thin foil relaxation was previously investigated by Treacy and Gibson 19 for a GaAs/ GaInAs superlattice and ͓001͔ foil normal using Fourier series methods. In their finite element study of InGaAs, Tillmann, Lentzen, and Rosenfeld 20 used the lattice mis-
Beam profiles for GaN along the ͓112 0͔ zone axis. ͑a͒ Intensity, ͑b͒ phases are relative to the 0000 beam.
match and the thermal expansion coefficients to induce the strain, and, by heating the heterostructure with steps of 1 K, they generated the desired configuration.
In the present approach, we calculate the strain distribution in an xy section of the TEM sample, a projection along the y direction leads to averaged profiles of the strain which are directly comparable to the data extracted from experimental HREM images. 13 This two-dimensional ͑2D͒ finite element ͑FE͒ calculation uses a Taylor's FEAP program, 21 which was modified to take into account the finite deformation. 22 The formalism of the finite deformation ͑where the calculation distinguishes precisely the initial and final configurations͒ is suitable for a proper description of highly strained heterostructures in which a deformation of several percent takes place. Due to the high deformation levels, an important role is played by the elastic nonlinearity; we applied the anisotropic hyperelastic model that uses hardening for the compression and softening for the extension. 23 This asymmetry in the behavior of the material corresponds to experimental observations and to atomistic simulations based on interatomic potentials. 24 Our numerical procedure allows us to impose stress free lattice deformation at each node. This initial deformation was calculated using the relationship between lattice parameters of the relaxed materials. For nodes corresponding to GaN, ⑀ xx ϭ0 and ⑀ yy ϭ0, whereas for InGaN nodes, the following deformation was attributed:
The calculation is carried out in the xy plane; however, it is necessary to take into account additional deformations along the z direction. In this direction, the lattice of the GaN and InGaN are coherent with common lattice parameter a z , which depends on the layers' relative thickness ͑geometry͒, chemical composition and elastic constants. We consider that in a relaxed sample, the volume is close to that of the corresponding bulk with the same number of unit cells. So, the additional equilibrium equation for stresses in the z direction is introduced into the algorithm to obtain a realistic value of the a z : ͐ S zz (x,y)ϭ0 ͑S denotes the area of xy cross section of the sample͒. The final position of the nodes is calculated using a newly developed element in the FEAP program and the Newton-Raphson method was used to solve the equilibrium equations. This nine-node biquadratic element for planar stress calculation uses logarithmic stress-strain relation in this case of anisotropic hexagonal materials. 25 All calculations were performed for abrupt interfaces between the GaN and In x Ga 1Ϫx N layers. We have investigated two types of geometries: ͑i͒ G1 ͑L1ϭ10 nm of GaN, L2 ϭ5 nm of InGaN͒, foil thickness (tϭ1 -50 nm) and composition (xϭ0.05-0.6). ͑ii͒ For the MOCVD sample, the geometry G2 was used: the thick layer of GaN (L0ϭ50 nm) is followed by three layers of InGaN (L1ϭ4 nm) separated by a GaN spacer L2ϭ8 nm and L3ϭ10 nm thick cap layer. This geometry corresponds exactly to experimental configuration of the studied epilayers. The elastic constants for different indium composition were calculated using the Vegard's law on the values of InN and GaN ͑Table I͒.
From FE calculation, the 2D distortion distribution is extracted and Fig. 2͑a͒ shows the contour maps of ⑀ xx component in the xy plane obtained for a foil thickness t ϭ10 nm. For a direct comparison with HREM images, averaging of ⑀ xx was performed. In these one-dimensional profiles ͓Fig. 2͑b͔͒, it can be seen that the deformation occurs in InGaN as well as in GaN layers. This expansion results in a contraction in the x direction which can be seen in Fig. 2͑b͒ where the ⑀ xx (x) values are negative close to the interface. In Fig. 2͑b͒ . The next step is to calculate a set of ⌬⑀ xx for different foil thickness and In concentration in the ternary layer and compare them to experimentally measured ⌬⑀ xx exp . In this way, the composition can be determined. For example, the calculated ⌬⑀ xx values for different thickness and composition for geometry G1 are drawn in Fig. 3͑a͒ . As we can see, for a given foil thickness, the indium concentration is linear in function of ⌬⑀ xx and can be expressed as: x In ϭA G1 ⌬⑀ xx . A depends on the foil thickness t as shown in Fig. 3͑b͒ . The error bars on composition evaluation depend mainly on the accuracy in foil thickness determination. For example, for a foil thickness between 5 and 10 nm, and a measured ⌬⑀ xx is 0.08, the indium concentration x of In x Ga 1Ϫx N is 55%-60% ͓as shown by arrows in Fig.  3͑a͔͒ . This is a substantial improvement to using the thin/bulk limits, where the error bar is ⌬ 1 % Inϭ20 ͑44%-65% as shown by dashed arrows͒. From Fig. 3͑b͒ , the most favorable range of foil thickness is between 0 and 5 nm and above the 20 nm where the variation of A versus t is slow.
Similar scaling curves can be obtained for geometry G2, which correspond to the MOCVD sample. In G1 geometry, the In x Ga 1Ϫx N layer is more strained and for equivalent composition of indium and foil thickness ⌬⑀ xx is higher. In the range of 3-20 nm the indium concentration can be expressed as in the case of G1 geometry: x In ϭA G2 ⌬⑀ xx . For example, for tϭ7 nm A G1 ϭ720 and A G2 ϭ650 which means that for the same measured distortion the In concentration will be higher in G1 geometry. The total InN content in the ternary layer, in units of InN monolayers inside QW, can be determined by integration of experimental maps of indium concentration X In (x,z) along the x axis. And, if the criteria 
IV. EXPERIMENTAL RESULTS

A. MOCVD samples
A typical high-resolution image of a thin area used for composition evaluation is shown in Fig. 4 . There are three QWs in this image. The whole image was processed, but only part of the area in the frame is suitable for quantitative evaluation. In this frame we have relatively slow rise of thickness for the two InGaN layers marked 1 and 2. In the neighborhood of the upper InGaN layer a large change in thickness is present, so it is not usable for quantitative evaluation. The strain distribution ͑Fig. 5͒ clearly shows maxima that can be attributed to indium reach clusters as suggested by Gerthsen et al. 13 As seen in Fig. 5͑a͒ , In segregation has a lateral size of about 2.5-3.5 nm and a height of about 2 nm. The thickness t of the zone shown in Fig. 4 is estimated to be between 5 and 10 nm, so the indium composition was calculated for a foil thickness tϭ7.5 nm (Aϭ650). This induces an error on the calculated indium concentration of Ϯ2.5%. Sometimes, clusters are very close to each other forming doublets or triplets in the image ͑projection͒ as can be seen for clusters 2, 3, 5, 8, 13. In the evaluated area, the foil thickness is larger than the size of clusters and the doublet image is due to superimposed isolated clusters. The maximum concentration of indium in cluster centers varies from 18 to 30. For the cluster marked 2, the measured In composition is 45%, in contrast, cluster 4 has a lower In concentration because it is probably not completely embedded in the foil ͓Fig. 5͑b͔͒.
B. MBE samples
High-resolution images obtained for the MBE sample have a more homogeneous contrast inside the InGaN QW in comparison to evaluated areas of MOCVD samples independently of the foil thickness ͑Fig. 6͒. The evaluated zone corresponds to the areas in the frame, its thickness is below 10 nm and no visible difference in mean contrast is observed between the InGaN layer and GaN spacer. For larger thickness, the position of InGaN layers starts to be clearly visible.
From composition evaluation, the In distribution is more homogeneous in comparison to the MOCVD analyzed sample ͑Fig. 3.9 ͑6.7 MOCVD͒. In the MOCVD sample, the concentration between peak drops to 13.6%, which is at least a half of maximal values ͑Table II͒.
The profiles obtained by vertical averaging of In distribution from Fig. 7 are different between the layers ͓Fig. 8͑a͔͒. The maximum concentrations are, respectively, 27%, 23%, and 25%. The total In content obtained by integration of the profiles along the growth direction is, respectively, 1.85, 1.55, 1.85 equivalent monolayers of InN ͓Fig. 8͑b͔͒. By taking 11c as the mean well width, the average In concentrations are: 16%, 13.5%, 16% for the three quantum wells, which is close to the nominal value of 15%.
V. INDIUM CLUSTERING
The above discussion and interpretation of the composition of the layers has been carried out in the approximation of uniform In composition in the quantum wells. The measurements have demonstrated that this is not the case. Now one can look at the data in terms of clusters and try to determine the composition and size of each of them. As can be seen on the maps of the MOCVD quantum wells above, clusters are mainly separated and one can measure distances close to 5 nm between them. The size of each cluster appears to be 3 nm wide and 2 nm high. It is then possible to go back to the finite element modeling and take an average composition of 16% indium inside the three nm QWs. With the above geometry, it is probable to have only one cluster inside a 7-nm-thick foil, and we can locate it in the middle for the calculation of the projected strain profile. In Fig. 9͑a͒ is shown the geometry ͑1 spherical cluster͒ for the calculation and the strain ⌬⑀ xx in function of In composition and cluster diameter. As can be see, it will only be possible to measure ⌬⑀ xx of 0.05 for a pure 2.8 nm InN cluster imbedded in a much lower indium matrix from the intended nominal 16% In QW.
In the case of the MBE quantum wells, the maximum value measured for ⌬⑀ xx is also close to 0.05. However, the peaks of maximum deformation are rather close, and the size of the clusters seems to be in the range of 1.5 nm in height 
and 2 nm in width. The average distance between them is about 3 nm. Using this input for a 7-nm-thick foil for TEM, it is possible to image two clusters in projection as seen in Fig. 9͑b͒ ; the resulting ⌬⑀ xx is 0.052 for two clusters of 1.6 nm diameter.
VI. DISCUSSION
The recent quantitative studies tended to show that indium composition fluctuation does occur independently of the growth method; of course most of the work has been carried out on MOCVD samples. In their report, Kisielowski and co-workers, 12 analyzed Nichia layers and demonstrated that indium rich clusters could be as small as 1-2 nm in lateral extension inside In 0.43 Ga 0.67 N quantum wells. However, no typical In composition inside the clusters could be provided. In their strain analysis, Gerthsen et al. 13 also investigated MOCVD samples using lattice fringe HREM images recorded close to ͓101 0͔ zone axis. They determined the In composition within the thin/thick foil approximation and pointed out that the In may be present in clusters of 3-5 nm with concentration up to 70%-80% in layers of 10%-20% nominal composition.
Above, we have presented a comparative study of MOCVD and MBE InGaN quantum wells grown with similar nominal composition 15%-17%. Carrying out the observations along the ͓112 0͔ has allowed us to have smaller windows of sample thickness. The finite element modeling of the real sample geometry has shown that the measured strain can lead to determining the local composition within 2.5% accuracy. However, this analysis was carried out in the approximation of homogeneous In composition and peak compositions inside In clusters were found to be ϳ45% inside MOCVD and ϳ30% in MBE samples, respectively. By taking into account the clusters' average size, distance and TEM sample thickness, we then show that the homogeneous In composition model for the quantum wells leads to an underestimation of the cluster composition. In MOCVD samples, the strain comes from the projection of one indium rich cluster, whereas for MBE samples, there is a high probability that more than one cluster is always projected. The corresponding modeling of imbedded pure InN clusters leads to theoretical strains in agreement with the measured ones. It is, therefore, most probable that in both types of samples indium may segregate in the form of InN clusters that are 1-1.6 and 2-3 nm ͑height, width͒ in MBE and MOCVD, respectively.
VII. CONCLUSION
In summary, it has been possible to improve the accuracy of quantitative measurements of composition fluctuation inside InGaN ultrathin layers. It is pointed out that the main problem in HREM investigations is the projection of the data along the observation direction. Therefore, a reliable reconstruction of the three-dimensional configuration will need to use very thin sections ͑2-5 nm͒ and probably carry out observations along two zone axes (͓112 0͔,͓101 0͔). This will be possible using the procedure of chemical etching proposed earlier by Kisielowski and co-workers 12 in order to eliminate most of the amorphous surface layers on the TEM samples. For such investigations, three beam images, which mask the effects of thickness fluctuation and allow the use of thicker areas, are not a good way for monitoring the evaluated areas, nor for separating individual clusters. In this investigation, it is clearly shown that both growth methods lead to the formation of In rich clusters, which are smaller in MBE, layers.
