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Solar radiation management (SRM), a form of geoengineering, might be used to offset some fraction of
the anthropogenic radiative forcing of climate as a means to reduce climate change, but the risks and
effectiveness of SRM are uncertain. We examine the possibility of testing SRM through sub-scale
deployment as a means to test models of climate response to SRM and explore risks prior to full-scale
implementation. Contrary to some claims, this could provide meaningful tests of the climate’s response
to SRM within a decade. We use idealized simulations with the HadCM3L general circulation model
(GCM) to estimate the response to SRM and signal-to-noise ratio for global-scale SRM forcing tests,
and quantify the trade-offs between duration and intensity of the test and it’s ability to make
quantitative measurements of the climate’s response to SRM forcing. The response at long time-scales
would need to be extrapolated from results measured by a short-term test; this can help reduce the
uncertainty associated with relatively rapid climate feedbacks, but uncertainties that only manifest at
long time-scales can never be resolved by such a test. With this important caveat, the transient climate
response may be bounded with 90% conﬁdence to be no more than 1.5  C higher than it’s estimated
value, in a single decade test that used roughly 1/10th the radiative forcing perturbation of a CO2-
doubling. However, tests could require several decades or longer to obtain accurate response estimates,
particularly to understand the response of regional hydrological ﬁelds which are critical uncertainties.
Some ﬁelds, like precipitation over land, have as large a response to short period forcing as to slowly-
varying changes. This implies that the ratio of the hydrological to the temperature response that results
from a sustained SRM deployment will differ from that of either a short-duration test or that which has
been observed to result from large volcanic eruptions.
Introduction
While not new,
1,2 the idea of deliberate solar radiation manage-
ment (SRM) has attracted renewed interest. Suggested
approaches include increasing the amount of light-scattering
stratospheric aerosols
3 or increasing the reﬂectivity of low-alti-
tude marine clouds.
4 There are enormous uncertainties about the
risks and effectiveness of SRM. Many uncertainties could be
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bSchool of Engineering and Applied Sciences, and Kennedy School of
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Environmental impact
Solar radiation management (SRM), a form of geoengineering, might reduce the risks of climate change, but its effectiveness and
risks are uncertain. While it is clearly premature to consider any testing at a scale large enough to measure climate response, it is not
premature to understand what we can learn from such tests. Indeed, understanding how testing might be linked to gradual
deployment is crucial to understanding our ability to manage SRM’s deep uncertainties. The possibility of tests has been the subject
of a conference at Asilomar and several opinion pieces, but while discussions of ethics and governance have begun, no analysis yet
published has attempted to quantify what tests could learn. We show that by modulating the forcing, it would be possible to learn
something about the climate’s response from a subscale test, but that these tests could take decades. This is critical for understanding
the timetable required if we want to have this option available. We also show that neither a short-duration test nor a volcanic
eruption would have the same effect as a sustained implementation; this matters because volcanic eruptions are often pointed to as
proxies for geoengineering, yet the precipitation response can be quite different. Both of these conclusions are essential to inform the
current discussions on geoengineering.
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Important uncertainties arise from poorly understood atmo-
spheric processes operating at small scales, such as the transport
of sea salt particles from the ocean surface to cloud base, or
aspects of aerosol formation and coagulation in the stratosphere.
The ﬁrst step beyond laboratory studies might be open-atmo-
sphere experiments aimed at resolving these uncertainties.
Because these processes act at small scales it is possible to test
them – albeit imperfectly – with experiments that are at a scale
that is far too small to have any measurable climatic impact.
If there was ever a serious intent to deploy SRM, then some
initial phase of testing at a reduced amplitude could ﬁrst be used
to reduce (not eliminate) uncertainty about the effectiveness and
risks of SRM, by improving our understanding of the climate
response to SRM forcing. (The response per W m
 2 SRM forcing
will not be the same as that to CO2 with the same radiative
forcing.) The utility of tests prior to any full-scale implementa-
tion has been raised before.
5–8 Of course, testing at any amplitude
large enough to be detectable at a global scale presents
substantial ethical and governance challenges.
7–9 At this scale,
such activities could accurately be described as sub-scale
deployment, nevertheless we use the word ‘‘tests’’ to describe
these activities; indeed an appropriate test signal could be
superimposed on a gradual ramp up of SRM.
In this paper we focus on understanding the limits of what
such a test could tell us; and in particular, we examine the trade-
off between the duration and magnitude of the test and its ability
to provide useful measures of the climate response in the presence
of noise. This question has received little attention, yet is crucial
to an understanding of our ability to manage SRM’s deep
uncertainties. (We do not address other important questions
regarding the ability to conduct such a test, including the social
and political implications of such testing, the technology
required to produce a desired radiative forcing, or other impacts
(e.g. ozone loss) of producing the radiative forcing that are
speciﬁc to the forcing method.) While it is clearly premature to
begin any large spatial-scale test, it is not premature to consider
the implications. For SRM approaches to be available as an
option by, for example, 2050, as an insurance policy against
either high climate sensitivity or insufﬁcient emissions reduc-
tions, then we would either need to begin tests decades earlier, or
face the prospect of decisions about a full-scale implementation
without sufﬁcient information to ensure that we understand the
effects.
Estimating the climate response to forcing is primarily
a question of identifying a signal in the presence of the back-
ground ‘‘noise’’ of natural climate variability. The time required
to detect a small signal may be signiﬁcant, and thus there is
a trade-off between the amplitude of the introduced perturbation
in radiative forcing during a test, the length of time, and the
uncertainty in estimating the effect on any relevant climate
variable. Here our goal is to provide a quantitative test of
assertions that ‘‘.geoengineering cannot be tested without full-
scale implementation’’.
9 The response of climate models to
radiative forcing is remarkably linear at the global scale, as
illustrated both here (we quantify below the linearity of both
temperature and precipitation) and elsewhere.
10,11 Thus while we
agree with many of the points made in [9], our results demon-
strate that useful knowledge can be obtained without full-scale
implementation. Note that there may also be nonlinearities
involved in creating a desired radiative forcing (e.g., in the
aerosol size distribution if SRM is implemented via stratospheric
aerosols
12,13); however, that issue is distinct from understanding
the climate response to an applied radiative forcing.
It will be difﬁcult to distinguish between the effects of a small-
amplitude forcing that is constant or slowly varying, and gradual
changes due to other anthropogenic forcings or unforced climate
variability. More information can thus be obtained using peri-
odic (e.g., on/off/on/off.) or pseudo-random forcing, possibly
superimposed on a gradual ramp-up of initial SRM deployment,
and estimating the correlated climate response signal. Since the
climate responds differently to forcing at different time-scales,
the response measured in such a test would need to be extrapo-
lated from the response at a relatively short period (a few years)
to estimate the response on longer (century scale) time-scales
most relevant to climate policy.
There are clear limitations in the ability of such a test to esti-
mate the effects resulting from long time-scale feedbacks. In
a model with a single time-constant, the feedback affects only the
equilibration time and not the response to perturbations that
vary much faster than this time-constant.
14,15 The case with
multiple time-constants can be illustrated by a two-box model:
after a few years, the ‘‘fast’’ dynamics (associated with the
atmosphere and ocean mixed-layer) have equilibrated, and the
two-box system exhibits a quasi-equilibrium response roughly
equivalent to the transient climate response or TCR.
16 In general,
a short-term time-varying test will yield information about these
‘‘fast’’ dynamics, with time constants faster than the test signal
period. Note that many of the feedbacks that contribute most to
the uncertainty in predictions of century-scale climate change,
e.g., cloud, snow/ice-albedo, lapse-rate, and water vapor,
17,18 act
sufﬁciently rapidly so that their effects on climate response would
be apparent in a test that used short-period modulation, while
uncertainties that manifest only at longer time-scales (e.g., due to
uncertain ocean circulation changes) would not be resolved by
such a test. This is a fundamental limitation of any short-term
test, but does not mean that useful knowledge could not be
gained.
It is also worth noting that because the land temperature
responds to a radiative forcing perturbation more rapidly than
the ocean,
19 and land-sea temperature contrast inﬂuences
monsoonal precipitation,
20 then the relative precipitation
response from a dynamic SRM test is much larger than what
would be expected from a more slowly time-varying SRM
implementation, particularly over areas such as the Indian
sub-continent. Similarly, one should expect that the ratio of
precipitation changes to temperature changes resulting from
short-duration volcanic events
21 would be greater than those
induced by SRM implementation with the same radiative
forcing.
We explore these issues using HadCM3L GCM simulations
with periodic forcing between 2- and 64-year periods. Since our
goal is to estimate the detectability of atmospheric response, and
not to choose a particular SRM scheme, we varied the solar
forcing directly as a proxy for any SRM scheme that would
produce global scale reduction of radiative forcing, as in [22–24].
While these and other studies have explored the effects of
deploying SRM,
25–27 this is the ﬁrst study to focus on the global-
This journal is ª The Royal Society of Chemistry 2011 Energy Environ. Sci., 2011, 4, 5044–5052 | 5045
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View Article Onlinescale testing phase. We focus on the changes in the temperature
and precipitation that are correlated with the forcing signal, at
the global scale, and over the Indian subcontinent as an example
of regional scale.
In the presence of natural climate variability, then accurate
estimates of the response (e.g., 25% uncertainty) will require
several decades, even with a test that introduced a 1 W m
 2
maximum perturbation; this is a signiﬁcant fraction of the
amplitude required to offset a CO2-doubling. The signal-to-noise
ratio (SNR) is smaller for precipitation than for global temper-
ature, and smaller still for regional-scale effects, requiring either
higher amplitude testing or a longer test. Indeed, even a ‘‘full-
scale’’ implementation would take time to accurately assess
effects. However, to usefully bound the response, much less time
and/or smaller radiative forcing perturbations are required.
Simulations
The HadCM3L fully-coupled atmosphere-ocean GCM from the
UK Met Ofﬁce is used here to estimate the climate response to
SRM forcing and the SNR for multiple ﬁelds at different spatial
scales as a function of the forcing period. HadCM3L has reduced
ocean resolution compared to the more extensively used
HadCM3. The model resolution is 3.75  in longitude by 2.5 
latitude in both the atmosphere and ocean, with 19 vertical levels
in the atmosphere and 20 in the ocean.
23,28,29 The version used
here avoids the use of ﬂux adjustment by removing Iceland,
28 and
has climate sensitivity of 3  C, similar to that of HadCM3; the
transient climate response (temperature change averaged over
60–80 years due to a 1% annual increase in CO2, see ref. 30
(p. 629)) is 2.2  C. In addition to a reasonable model represen-
tation of climate sensitivity, the key characteristics we rely on
here are a reasonable representation of precipitation and of
climate variability. At the spatial scales considered herein, the
climate variability of HadCM3L is quite similar to the real
climate variability, as shown below in Fig. 4; it also captures
ENSO.
31 This model has also been used in a slightly different
conﬁguration for exploring regional effects of SRM.
27 HadCM3,
which has the same atmospheric model but higher ocean reso-
lution, has been shown to have a reasonably realistic monsoon
precipitation.
32
Any desired time-varying perturbation can be expressed as
a sum of its frequency components, so the frequency response
provides a useful way to explore the behavior of the system to
time-varying inputs.
33 Twelve 500-year simulations were con-
ducted, each with sinusoidally varying solar constant at periods
from 2- to 64-years and at 0.5%, 1% and 2% maximum variation.
Additional simulations were run with no change in forcing to
obtain variability statistics, and an ensemble of three 100-year
simulations with a ramp decrease in solar constant that gives
radiative forcing of 3.7W m
 2, equivalent to 2   CO2, at 70 years.
We use the average from 60–80 years from these last simulations
to be representative of the longer time-scale response relevant for
SRM implementation; this gives the transient climate response for
SRM forcing. All simulations used ﬁxed pre-industrial green-
house gas concentrations, and all of the response information
herein is normalized by the perturbation in absorbed solar
radiation, roughly 70% of the variation in incident solar
radiation.
The response of each model climate ﬁeld to the periodic SRM
forcing was obtained by discarding the ﬁrst 50 years of simula-
tion to avoid initialization transients, and computing the Fourier
transform of monthly averaged ﬁelds over an integer number of
forcing cycles. This gives the magnitude and phase of the
response that is correlated with the time-varying forcing; 450
years of output are sufﬁcient to give less than a few percent error
at the global scale. All of the response information in Fig. 1–4
plot this correlated component, per W m
 2 forcing. At a 2-year
forcing period, the results depend strongly on the phase of the
forcing relative to the seasonal cycle (consistent with ref. 34); at
4-year and longer periods the correlated component evaluated
here on monthly model output is nearly the same as evaluating
the change in the annual mean climate that is correlated with the
forcing.
The surface air temperature and precipitation responses at a
2-, 4- (representative of an SRM test), and a 64-year forcing
period (more representative of SRM implementation) are shown
in Fig. 1. There is some delay between the maximum of the
Fig. 1 Frequency dependence of the climate response that is correlated
with the forcing: surface temperature ( C per W m
 2, left) and precipi-
tation (relative change compared to baseline, per W m
 2, right), due to
forcing at 2 yr (top), 4 yr (middle) and 64 yr (bottom row) periods. The
middle and bottom cases are representative of what might be expected
from an SRM test and SRM implementation respectively. The sign is
estimated from the phase of the response and plotted as negative
(decreased temperature or precipitation when solar radiation is
decreased) if the phase is between a 45  lead and a 135  lag; blue thus
indicates cooling or increased precipitation due to an SRM perturbation.
5046 | Energy Environ. Sci., 2011, 4, 5044–5052 This journal is ª The Royal Society of Chemistry 2011
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View Article Onlinesinusoidal radiative forcing and the maximum response. At short
periods, the dominant temperature response is over land. For
longer periods, the average response increases. Both of these are
expected from considerations of thermal inertia. In addition, the
response pattern changes,due in partto spatially varying thermal
inertia; this raises issues regarding the extrapolation of estimated
responses from short-period tests (or volcanic eruptions) to
longer time-scales.
The frequency response of several spatially-averaged ﬁelds is
shown in Fig. 2. Ofparticular concern for SRM approachesis the
impact on rainfall.
24,26 The global land-averaged precipitation
has a different dependence on perturbation period than the
global mean temperature, and the relative change in precipitation
for a given change in temperature is thus much larger for short-
period perturbations than for long. Precipitation changes over
India have also been noted for volcanic events;
21 while such
changes can be expected from short-period SRM tests, the effect
for implementation should be much smaller. In this model, and
depending on the the phase of the forcing relative to the seasonal
cycle, the ratio of Indian precipitation to global temperature
response at a 2-year forcing period can be  7 times larger than
the ratio at long time-scales (given by the transient climate
response deﬁned earlier). Similar behavior also exists for other
regions, see Fig. 1.
The global mean response to radiative forcing is quite linear in
this model at the magnitudes and durations under consideration
here (see additional data points in Fig. 2). Nonlinearity could be
a more signiﬁcant issue in some regions of the world; see Fig. 3.
However, in this model, the grid-scale temperature response per
Wm
 2 SRM estimated for a 0.5% periodic change in solar radi-
ation (1.2 W m
 2) is within 25% of the value resulting from
a forcing that is 4 times larger, for more than 68% of the Earth
surface area, and nearly 80% of the land surface area. The
precipitation response is less linear, with the grid-scale response
perWm
 2SRMforcingforthe0.5%casefallingwithin25%ofthe
value for the 2% forcing case over 1/3 of the Earth surface, and
within 33% for half the surface area. There are also nonlinearities
intherelationshipbetweenradiativeforcingandaerosolinjection
rate,
12,13forexample,butthesedonotaffecttheabilitytoestimate
the climate response to radiative forcing perturbations at an
amplitude smaller than expected for SRM implementation.
Thus, a short-term small-amplitude SRM test will not give
the same response per W m
 2 SRM forcing as full-scale
Fig. 2 Response to solar radiative forcing at different periods:
comparison of temperature response (red ‘,’, right-axis) and land-
average fractional change in precipitation (blue ‘B’, left-axis). Solid lines
are global averages, dashed lines show the response for the Indian
subcontinent, deﬁned here as the land-average over 8.75–33.75 N and
73.125–91.875 E (chosen to include full grid-boxes and capture the
dominant monsoonal precipitation). The degree of linearity is also
illustrated; the response per W m
 2 obtained with forcing at half the
amplitude (0.5% instead of 1%) is shown for the 2, 8, and 64-year periods
with solid symbols (black for global response, red/blue for India). Short
period forcing results in signiﬁcantly larger precipitation response per
unit temperature response than long period forcing. For the Indian
subcontinent, this ratio of responses is a factor of 6 larger at a 2-year
period than it is at a 64-year period. The phase of the 2-year data point
here corresponds to maximum/minimum forcing in Northern Hemi-
sphere (NH) summer; this is appropriate for maximizing the signal in the
Arctic temperature, but also leads to a more signiﬁcant Indian monsoon
response than for a phase chosen to peak in NH winter.
Fig. 3 Linearity of response to forcing: surface air temperature response
( C per W m
 2, left) and precipitation response (change relative to
baseline, per W m
 2, right), estimated for solar perturbations of 0.5%,
1%, and 2% forcing amplitude at an 8-year period. The sign is computed
as in Fig. 1. The difference in response per W m
 2 SRM between tests
conducted at 1% (2.4 W m
 2) and 2% (4.8 W m
 2) change in radiative
forcing is relatively small, but the difference is higher in a few regions
between 1% and 0.5% changes. While the global mean response is
reasonably linear, local nonlinearities can be signiﬁcant, particularly at
small amplitudes.
This journal is ª The Royal Society of Chemistry 2011 Energy Environ. Sci., 2011, 4, 5044–5052 | 5047
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View Article Onlineimplementation, and models would still be required to extrapo-
late to full-scale behavior. Because the model system response is
mostly linear, the amplitude mostly affects the ability to estimate
the signal in the presence of noise. In contrast, the frequency
dependence strongly affects characteristics of the signal. This is
particularly important in comparing the relative reductions in
precipitation and temperature, especially on a regional scale.
Detection
The information in Fig. 2 is useful in understanding the trade-off
between forcing amplitude (u in W m
 2), length of test (N in
years), and the uncertainty in estimating the response of any
particular variable at the forcing frequency (s, dimensionless
ratio of standard deviation of an estimate to its value). This
trade-off depends on the SNR. The response of some variable of
interest due to forcing (the signal) is measured in response units,
e.g.  C, per W m
 2. The broadband natural variability (the noise)
has amplitude spectrum measured in response units per square
root of frequency, e.g.  C per (1/year)
1/2. We deﬁne the normal-
ized SNR s as the ratio of these two values, in (1/year)
1/2 per
Wm
 2. Averaging reduces the variance of the estimated response
inversely with the length of the test, thus after N years the
standard deviation of the error in estimating the response,
normalized by the response itself, is
s ¼
1
su
ﬃﬃﬃﬃﬃ
N
p (1)
This is just the un-normalized SNR of the test, that is, the ratio of
the standard deviation to the mean response. Also note that the
variability statistics are nearly Gaussian (using a Lilliefors test on
the annual-mean variables considered here then the differences in
the distributions from Gaussian are not statistically signiﬁcant
for either the model or the detrended data sources described
below). Hence with no prior being used here, the uncertainty
distribution on the estimated response is also Gaussian.
The SNR obtained for varying incoming solar forcing in
HadCM3L is shown in Fig. 4 for surface air temperature and
land-average fractional precipitation changes, for both the globe
and the Indian sub-continent. Each plot shows the response as
a function of the forcing period, and the natural variability
amplitude spectrum estimated from both the model and monthly
anomaly data. The actual climate variability is obtained from
NOAA National Climatic Data Center (reconstructed data from
1880–2009) for the global mean surface air temperature, and
from NCEP/NCAR reanalysis
35 from 1948–2009 for the
remaining ﬁelds. The shorter data record results in a more
uncertain spectrum, and thus the deviations between model and
actual spectra should not be over-interpreted. Since there is good
agreement between the model and the actual spectrum of natural
Fig.4 Signal-to-noiseratio (SNR)forclimateforcingatdifferentperiodsandfordifferentﬁelds.Upperplotsarefor globalmeantemperature (left)and
global-land-averaged precipitation (right), while lower plots are averaged only over the Indian subcontinent. Each plot includes the response to 1 Wm
 2
forcing (blue circles, left axis) and the amplitude spectrum of natural variability per
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
yr 1 p
(red, right axis) obtained from the model, and with a ﬁt
(dashed line). The plots are thus normalized to show the effective SNR per year of test at a 1 W m
 2 amplitude. The actual background spectrum (gray) is
estimatedfrom monthlyanomalies usingNOAANCDCdatafrom1880–2009for the globalmeantemperature and usingNCEP/NCAR reanalysisfrom
1948–2009 for the remaining ﬁelds.
5048 | Energy Environ. Sci., 2011, 4, 5044–5052 This journal is ª The Royal Society of Chemistry 2011
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View Article Onlineclimate variability, but the former is better known, we use the
model spectrum for SNR calculations; uncertainty in the
amplitude of variability would not affect the estimated response
to SRM, but would affect the estimated conﬁdence in the
response-estimates. The background variability of global mean
temperature is known to have a 1/f power spectrum dependence
on frequency f; the best ﬁt to this is shown. The precipitation
variability is white noise for these time-scales at both the global
and regional scale (best ﬁts shown), while the temperature vari-
ability over India appears to have a power spectrum dependence
of f
 2/3, and this is used in the ﬁt shown. Some variability can be
attributed to known factors (e.g., volcanoes, El Ni~ no), and thus
our SNR estimates are slightly conservative.
The SNR is not strongly dependent on frequency for anyof the
ﬁelds, although slightly higher for global mean temperature at
shorter periods, and the 2-year period case has greater SNR for
Indian precipitation due to the larger response. This two-year
response is not representative of the long-term response to sus-
tained forcing, and also depends on the phase relative to the
seasonal cycle. It would thus be preferable to avoid these very
short periods, but otherwise the frequency or frequency content
of forcing is not critical (it may also be worth using periods long
enough to avoid excitation of or attribution issues associated
with El Ni~ no, which has a period ranging from 2–7 years). The
forcing signal may be chosen with multiple frequencies to
understand climate response at different time-scales, but this
decision does not have a signiﬁcant inﬂuence on SNR and hence
on the required length of a test. The SNR depends on the root-
mean-square amplitude of the time-varying forcing, so an on/off/
on/off pattern yields the same SNR as a sinusoidal variation of
the same peak magnitude, used in constructing Fig. 4.
We estimate the SNR based on a 4-year forcing period, and
normalize by a 1 W m
 2 forcing perturbation in absorbed solar
radiation and per (year)
1/2 of test-time (this approximation is
valid only for tests longer than the forcing period). This gives, for
this model:
Global mean surface air temperature: s x 0.83
Global land-average precipitation change: s x 0.66
Indian sub-continent surface air temperature: s x 0.33
Indian sub-continent land precipitation: s x 0.27
The global mean temperature SNR is consistent with the
estimate in ref. 5. A factor of two in SNR requires either double
the forcing amplitude or four times the length of the test to
achieve comparable accuracy, so the effect of the reduced SNR at
regional scales is quite signiﬁcant. Using these SNRs, the impli-
cations of eqn (1) are illustrated in Fig. 5 for a 1 W m
 2 case. At
half this amplitude, comparable accuracy requires four times as
much time. Note that the climate variability limits the absolute
estimation error; using the SNR means that the relative accura-
cies in Fig. 5 are normalized by the response per W m
 2 SRM
forcing of this particular model.
Accurate estimates at a local scale would require greater time
or larger forcing. The normalized uncertainty s(N) in (1) can be
computed from the SNR at each location; this assumes that the
variance of the (Gaussian) natural variability is known, rather
than simultaneously estimating this variance during the test. The
time required to detect a change with 95% conﬁdence is the time
at which 1/s(N) < 1.65 (the 95th percentile of the Gaussian
distribution). This will only give an estimate for the detection
time, since the variability statistics themselves are likely to also be
varying during the test due to climate change. At the grid scale of
this model (3.75  by 2.5 ), and using a 1 W m
 2 test, the time
required to detect a local-scale temperature change with 95%
conﬁdence exceeds 50 years for most of the planet, longer for
detecting local-scale precipitation changes (see Fig. 6), and
longer still to provide accurate response estimates. This implies
that it will be difﬁcult to conﬁdently attribute local changes to
any SRM test. This inability to detect such changes locally means
both that it is difﬁcult to establish the spatial pattern of change
resulting from a small-scale test and that the local temperature
and precipitation changes are likely to be undetectably small.
The discussion above relates to estimating the response to
SRM forcing of any particular ﬁeld to some speciﬁed accuracy;
next we discuss the potential of tests to rule out the possibility of
high sensitivity. After N years of a test with peak amplitude of u
Wm
 2 and background noise of n response-units per (1/year)
1/2,
there is a 90% conﬁdence that the actual response per W m
 2
SRM is less than its measured value plus 1:28n=ðu
ﬃﬃﬃﬃﬃ
N
p
Þ.
As noted earlier, effects on temperature and precipitation
would need to be extrapolated from the values measured at the
period of the test to estimate the response on longer time-scales
relevant for full-scale deployment. For precipitation, the
response of the HadCM3L model is roughly independent of
frequency for forcing slower than a 4-year period. For temper-
ature changes, we use the ratio of the transient climate response
(deﬁned earlier) to the response at the forcing period in the
HadCM3L model (roughly a factor of 3.5), and this could be
done for other models. While this will give an estimate of the
transient climate response, uncertain climate feedbacks that
change the response at long time-scales will also change the
system time-constants,
14,15and so this ratio of responses can itself
depend on the climate sensitivity.
Fig.5 Testing time requiredtoachieve aspeciﬁedaccuracyin estimating
the response to SRM forcing (standard deviation, normalized by the
estimate) for 1 W m
 2 forcing; the required time scales inversely with the
square of the forcing amplitude. Temperature (red ‘,’) and land-average
precipitation (blue ‘B’). Fields averaged only over India (dashed) require
signiﬁcantly longer than global averages (solid) to obtain comparable
accuracy.
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View Article OnlineFig. 7 shows the combination of forcing and length of test that
would be required to constrain the maximum error in estimating
the response per W m
 2 SRM forcing, for the global mean
temperature and the Indian precipitation change. The response is
scaled to the longer-time response of this model as described
above, and scaled by 3.7 W m
 2 to illustrate the error in con-
straining the transient climate response either due to 2   CO2
(assuming comparable sensitivity for the same radiative forcing)
or to the SRM forcing required to fully counteract that.
Relatively short tests would thus signiﬁcantly constrain our
current uncertainty about high climate sensitivity. Current esti-
mates of the climate sensitivity [ref. 30, p. 749] of 2–4.5  C
(‘‘likely’’ range) have a normalized 1-s conﬁdence of roughly 0.4
(i.e. 3.2   1.3), although the distribution is not Gaussian; the
normalized uncertainty in the transient climate response (‘‘very
likely’’ range 1–3  C) is about 0.3. A 20-year test at 1 W m
 2
would thus improve our knowledge (1-s conﬁdence from Fig. 5
of 0.25), while a single-decade test with even 1/10th the radiative
forcing from 2   CO2 could still provide a useful constraint on
the chance that the transient climate response is above the high
end of IPCC estimates. Given that climate impacts and thus
climate policy are driven by the possibility that climate sensitivity
is at the high-impact low-probability tail of the distribution, such
a subscale test might make an important contribution to the
assessment of climate risks, which may, in turn, improve our
ability to manage those risks.
Finally, all of the estimates here are upper bounds on the
required time in the sense that they are based purely on signal
detection and do not take into account either any priors nor any
understanding of physics. Fingerprint analysis has been quite
successful in global warming attribution.
30 Similarly, multiple
ﬁelds could be considered in order to test between different
hypotheses predicted by different models regarding the impact of
SRM on some particular response such as the Indian monsoon.
Detection at the global scale could also be improved by taking
advantage of the optimal spatial pattern for discriminating the
signal, as in analysis of the response to the solar cycle.
36 Note that
whilethiswouldimprovedetectiontime,itresultsinanestimateof
the response of a particular spatial pattern, not the global mean.
Summary
Simulations with the HadCM3L GCM illustrate trade-offs
associated with small-amplitude SRM testing that might precede
any possible future deployment. The relative accuracies quoted
herein depend on the sensitivity of the model used, and will
therefore vary for different models, while the absolute accuracy is
a function of only the background variability and not the model.
Time-dependent forcing can yield more information, however,
the climate responds differently at different time-scales, and in
particular, there can be a much larger precipitation response for
short-period forcing than for gradual changes. In this model, the
change in Indian precipitation for a given change in global mean
temperature can be a factor of 7 higher for a two-year forcing
period than it is for long time-scale changes (here we use the
Fig. 6 Time required (years) to detect a change with 95% conﬁdence on
a grid-box scale (3.75  by 2.5 ) for a test with forcing level of 1 Wm
 2 for
temperature (top) and precipitation (bottom). Conﬁdently attributing
speciﬁc local effects to an SRM test will be challenging.
Fig. 7 Required test time and forcing amplitude to achieve a 90%
conﬁdence that the actual climate response to a 3.7 W m
 2 radiative
forcing perturbation does not exceed the measured response by more
than a given bound for global mean temperature (top) and regional
Indian precipitation (bottom). The 4-year period response is extrapolated
to the predicted error in transient climate response for this model.
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View Article Onlinetransient climate response, deﬁned as the response due to
a steady increase in radiative forcing equivalent to 2   CO2 at 70
years). It would be valuable to understand these relative
frequency response characteristics in different models. The time-
scale of forcing is also important in using volcanic events to
understand SRM; volcanoes are not direct analogues for
understanding expected precipitation changes, although the
ability to successfully reproduce the consequences of volcanic
aerosols would increase conﬁdence in predictions for a sustained
aerosol layer. A related issue with short-duration tests is that
they will yield estimates of the response to short-period forcing,
which need to be extrapolated to estimate the response on longer
time-scales. While some use of models is thus still required, the
information gained would nonetheless reduce SRM risks and
help validate models.
The trade-off between forcing amplitude, length of test, and
conﬁdence in estimating climate response can be estimated from
our simulations and the spectrum of natural climate variability
(which is quite similar to the model variability at the spatial
scales considered here). A 1 W m
 2 test would require about 20
years to estimate the global mean temperature response to SRM
to  25% accuracy, but  50 years to estimate the precipitation
response over India to 50% accuracy. However, high accuracy is
not required to constrain the probability of outliers. E.g., if the
transient climate response to SRM is x  C, then a single decade
with 0.4 W m
 2 periodic forcing is sufﬁcient to constrain the
upper bound on the error in estimating the transient climate
response to be less than x + 1.5  C with 90% conﬁdence. Any test
will only probe Earth system feedbacks that respond detectably
on the time scales of the test, and thus these estimates do not
include the uncertainty in extrapolating from short time-scale
response to long. Nonetheless, an initial test (or sub-scale
deployment phase) could provide important tests of the climate’s
response to geoengineering within a decade, although accurate
estimates could require several decades or longer. Testing cannot
eliminate uncertainty about the risks posed by geoengineering,
but testing by modulation could improve understanding of risks
of geoengineering and might also constrain our estimate of the
climates sensitivity to CO2.
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