[1] The NO 2 total column abundance, C NO 2 , was measured with a direct Sun viewing technique using three different instruments at NASA Jet Propulsion Laboratory's (JPL) Table Mountain Facility in California during an instrument intercomparison campaign in July 2007. The instruments are a high-resolution (∼0.001 nm) Fourier transform ultraviolet spectrometer (FTUVS) from JPL and two moderate-resolution grating spectrometers, multifunction differential optical absorption spectroscopy (MF-DOAS) (∼0.8 nm) from Washington State University and Pandora (∼0.4 nm) from NASA Goddard Space Flight Center. FTUVS uses high spectral resolution to determine the absolute NO 2 column abundance independently from the exoatmospheric solar irradiance using rovibrational NO 2 absorption lines. The NO 2 total column is retrieved after removing the solar background using Doppler-shifted spectra from the east and west limbs of the Sun. The FTUVS measurements were used to validate the independently calibrated measurements of multifunction differential optical absorption spectroscopy (MF-DOAS) and Pandora. The latter two instruments start with measured high-Sun spectra as solar references to retrieve relative NO 2 columns and then apply modified Langley or "bootstrap" methods to determine the amounts of NO 2 in the references to obtain the absolute NO 2 columns. The calibration offset derived from the FTUVS measurements is consistent with the values derived from Langley and bootstrap calibration plots of the NO 2 slant column measured by the grating spectrometers. The calibrated total vertical column abundances of NO 2 , C NO 2 , from all three instruments are compared showing that MF-DOAS and Pandora data agree well with each other, and both data sets agree with FTUVS data to within (1.5 ± 4.1)% and (6.0 ± 6.0)%, respectively.
Introduction
[2] Nitrogen dioxide (NO 2 ) is closely related to atmospheric O 3 production and loss. In the upper troposphere and stratosphere, NO 2 plays a role in the catalytic destruction of O 3 [Logan et al., 1981; Brasseur et al., 1998; Crutzen, 1970] . In the troposphere, NO 2 from both anthropogenic emissions and natural sources are precursors of tropospheric O 3 , largely through reactions with hydrocarbons [e.g., Murphy et al., 1993 ]. The tropospheric NO 2 level and distribution directly affect air quality [e.g., Seinfeld and Pandis, 1998 ]. Measurements of NO 2 abundance seasonally and diurnally are thus important to the understanding of tropospheric and stratospheric chemistry.
[3] Total column abundance measurements of NO 2 (C NO 2 ) have been made from space by a number of satellite-based instruments, e.g., the Global Ozone Monitoring Experiment (GOME) since 1995, the Scanning Imaging Absorption Spectrometer from Atmospheric Cartography (SCIAMACHY) since 2002, and the Ozone Monitoring Instrument (OMI) on board Aura since 2004 [Boersma et al., 2007; Bucsela et al., 2006; van der A et al., 2008; Wenig et al., 2004] . One of the key steps in the satellite data retrieval is to convert the measured trace gas slant column densities into vertical column densities through the air mass factor (AMF). The AMF is calculated using radiative transfer models that account for optical geometry, surface reflectivity, clouds and aerosol properties, and the vertical distribution of the absorbing trace gas.
[4] The validation of satellite measurements of C NO 2 is often done through comparison with ground-based measurements at various locations [e.g., Ionov et al., 2008; Wenig et al., 2008; McPeters et al., 2008; Kramer et al., 2008; Celarier et al., 2008; Herman et al., 2009] . There are a number of techniques to measure C NO 2 using groundbased instruments. Multiaxis differential optical absorption spectroscopy (MAX-DOAS) measures the scattered skylight spectrum over a range of viewing angles from nearly horizontal to zenith, providing both total and tropospheric C NO 2 [Platt and Stutz, 2008; Hönninger et al., 2004; Wittrock et al., 2004] . The major challenge in the MAX-DOAS method is determination of the AMF, which depends on observational parameters that are often difficult to accurately determine, e.g., aerosol loading and the vertical profile shape.
[5] Direct Sun DOAS (DS-DOAS) is another technique to measure C NO 2 from the ground [Herman et al., 2009; Cede et al., 2006; Brewer et al., 1973] . Since the unscattered solar irradiance is measured at a known solar zenith angle (SZA), the conversion factor from slant column to vertical column for DS-DOAS is geometrically determined as approximately sec (SZA) and does not require sophisticated radiative transfer models. While the absolute C NO 2 should be determined from the exoatmospheric solar irradiance spectrum (I 0 ) at the top of the atmosphere convolved with the spectrometer's point-spread function and then ratioed to the measured spectrum of a particular observation (equivalent to a spectrum free of NO 2 absorption), I 0 is not directly accessible; however, absolute C NO 2 can be obtained using field calibration techniques, e.g., the commonly used Langley extrapolation method [Roscoe et al., 1999] and its modified version, minimum-amount Langley extrapolation (MLE) [Herman et al., 2009] .
[6] Recently a technique employing high-resolution direct Sun spectroscopy with solar Doppler differencing has been developed to measure absolute C NO 2 without the need for I 0 (T. J. Pongetti et al., Retrieval of NO 2 absolute columns in the stratosphere and troposphere from ground-based UVvisible measurements with the Fourier transform ultraviolet spectrometer (FTUVS) at Table Mountain , manuscript in preparation, 2010) . This method uses the Jet Propulsion Laboratory (JPL) high-resolution Fourier transform ultraviolet spectrometer (FTUVS) instrument [Cageao et al., 2001 ] to measure the Doppler-shifted solar lines from the east and west limbs of the rotating Sun. The advantage of high spectral resolution and the dual solar limb measurements is that the unknown I 0 is canceled out (see details in section 2.1). Thus, the field calibration techniques required for DS-DOAS to account for the amount of NO 2 in the high-Sun reference are not needed for the FTUVS. It is therefore an absolute NO 2 measurement technique which does not require the determination of the NO 2 -free exoatmospheric solar irradiance.
[7] During an intercomparison field campaign in July 2007, three direct Sun viewing instruments, a high-resolution FTUVS (∼0.001 nm) from JPL and two low-resolution (∼0.8 nm and ∼0.4 nm) spectrometers (multifunction differential optical absorption spectroscopy (MF-DOAS) from Washington State University and Pandora from NASA Goddard Space Flight Center (GSFC)), were operated sideby-side to measure C NO 2 from the Table Mountain Facility  (TMF) (34.4°N , 117.7°W) in California. The absolute measurement results from the FTUVS are used to validate the calibration of the other two instruments, which utilize highSun references followed by application of the modified Langley or "bootstrap" methods to determine the NO 2 absolute column amounts [Herman et al., 2009] . The independent results from all methods are compared and shown to agree. The calibrated absolute columns C NO 2 from all instruments during this campaign are presented. The intercomparison is discussed in detail.
Direct Sun NO 2 Measurement Techniques

FTUVS Description
[8] The JPL FTUVS has been measuring the vertical column abundance of trace species over TMF under clear to lightly cloudy sky conditions since 1997 [Cageao et al., 2001; Li et al., 2005; Mills et al., 2002; Wang et al., 2008; Cheung et al., 2008; Pongetti et al., manuscript in preparation, 2010] . NO 2 measurements started in 2005. It has a broad spectral coverage, ranging from 4000 cm −1 to 40,000 cm −1 and a resolving power of over 500,000. The spectral resolution is 0.06 cm −1 (on the order of 0.001 nm at 400 nm). The instrument system contains three subsystems: a heliostat for tracking the Sun, a beam defining telescope, and an interferometer. The details of the instrument design and parameters are described by Cageao et al. [2001] . For NO 2 measurements, a narrow-band-pass filter with a bandpass range of 488-498 nm (20,100-20,500 cm −1 ) is placed at the entrance to the interferometer to improve the signalto-noise ratio, which is typically a few thousand for a single scan. The details of the data acquisition and data reduction methods are given by Pongetti et al. (manuscript in preparation, 2010) .
[9] The most important advantage of high-resolution solar absorption spectroscopy for C NO 2 is that the unknown exoatmospheric solar irradiance (I 0 ) can be removed using the Doppler differencing method [Cageao et al., 2001] , thus eliminating the need for external calibration. During each measurement cycle, high-resolution spectra from the east and west limbs of the Sun are taken alternately (17 min integration time for each limb). While solar spectral lines are Doppler shifted between the east and west limb spectra (about 0.28 cm −1 ), NO 2 lines from the Earth's atmosphere remain unshifted. By matching and ratioing a pair of spectra (east limb spectrum divided by the west limb spectrum that is spectrally shifted to match the east limb), in principle, solar features are canceled out, leaving only terrestrial NO 2 absorption features. The examples in Figures 1a, 1b, 1e , and 1f illustrate the matching and ratioing steps of the measured spectra. This Doppler shift method has been used to successfully retrieve other trace species such as OH [Cageao et al., 2001; Iwagami et al., 1995] . Since each limb spectrum is paired with the opposite limb spectra taken before and after it to generate two data points, the recorded time interval for FTUVS measurements is about 17 min although each independent measurement cycle covers a period of at least 34 min. The ratio of the east limb solar spectrum and the shifted west limb solar spectrum before and after the high-pass FFT filter, which shows NO 2 features on top of strongly attenuated solar features. The ratio after high-pass FFT filter shows a flat background while the one before filter has a broad-bond solar baseline feature. (c and g) The weighted fit after the convolution at 2 atm and (d and h) the residuals are also shown.
[10] In practice, the solar features are strongly attenuated in the ratio but not completely removed because of the asymmetry of the Sun and the imperfection of the shift-andratio procedure. In the spectral window for NO 2 retrieval, the remaining solar features have two major components, a broadband solar baseline and the residual of each solar line. A fast Fourier transform (FFT) high-pass filter is applied to the ratioed spectra to remove the low-frequency solar baseline, leaving only high-frequency NO 2 lines and residual solar lines. Figures 1b and 1f show an example spectrum ratio before and after the FFT filter. To show the overall effect, the overview of the spectrum ratios before and after the FFT filter in the entire 400 wave number spectral window is plotted in Figure 2 . The resulting spectrum ratio contains numerous high-frequency NO 2 rovibrational lines as well as the residual of each solar line (indicated by the sharp spikes). To avoid the interference from the solar line residual during the NO 2 spectral fit, a weighted fit is applied so that the spectral regions with strong solar residuals are masked out from the fit window. The weight is calculated on the basis of the strength and the shape of the solar lines (Pongetti et al., manuscript in preparation, 2010) . It is unity where there is no influence from solar features and smaller elsewhere and zero where strong solar residual persists in the ratio ( Figure 3) . As a result of this weighted fit, numerous microwindows, each covering a number of NO 2 lines but including no effective solar lines, are selected from the original spectral window and are treated simultaneously during the least squares spectral fit.
[11] The NO 2 reference spectra used in the spectral fit are taken from the laboratory study of Nizkorodov et al. [2004] . In this study, NO 2 cross sections were measured using the McMath Fourier transform spectrometer at the National Solar Observatory at high spectral resolution (0.06 cm −1 ) over a range of pressures and temperatures relevant to atmospheric conditions. The shape and the depth of NO 2 Figure 2 . Overview of the effect of the high-pass FFT filter in removing broadband background features. Figure 3 . The weight applied during the NO 2 spectral fit in comparison to the original solar spectrum. Where the solar lines are strong and a strong solar residual may occur in the spectrum ratio, the weight goes to zero so that these regions are masked out during the NO 2 spectral fit. absorption lines are strongly pressure broadened and are also sensitive to temperature. Using interpolation formulae determined by Nizkorodov et al. [2004] , the NO 2 cross sections at any atmospheric pressure and temperature can be derived. In the current retrieval algorithm, the atmosphere is divided into 21 layers. The NO 2 reference spectrum in each layer is derived according to the corresponding pressure and temperature. With assumed a priori profiles of NO 2 in the stratosphere and the troposphere (Pongetti et al., manuscript in preparation, 2010) , the weighted average NO 2 references in the stratosphere and the troposphere are calculated. These references are processed using the same procedures that are applied to the measured spectra to remove the solar features (e.g., the ratio of shifted spectra and the application of a FFT filter). The reference for the total column in the atmosphere is derived on the basis of an estimated NO 2 partition between stratosphere and troposphere (3:1 for this field campaign, according to the multiyear measurements at TMF during this time of year and with similar meteorological conditions).
[12] Because FTUVS records the NO 2 spectrum with a spectral resolution that resolves the pressure-broadened NO 2 lines, the resulting NO 2 line shapes carry information about the vertical concentration profile. Since we are comparing the measurements of the NO 2 total column between instruments, it is desirable to remove the sensitivity of the FTUVS retrievals to the measured and a priori vertical profiles. To accomplish this, both measured and reference spectra are convolved to high pressure (2 atm, empirically selected as the optimal pressure level for this convolution) so that the sensitivity to vertical profile information is minimized (Pongetti et al., manuscript in preparation, 2010) . The equivalent effective spectral resolution after this convolution is about 0.24 cm −1 . Note that while a higher pressure helps to further reduce vertical profile information, it smears NO 2 spectral features. With this approach, the systematic error in absolute NO 2 column arising from the assumed a priori NO 2 partitioning between the stratosphere and troposphere varies from a couple percent to up to ten percent when tropospheric NO 2 is as large as or even higher than stratospheric NO 2 , a condition uncommon at this time of year at TMF (Pongetti et al., manuscript in preparation, 2010 ). An example of the weighted spectral fit after convolution and the corresponding residuals is shown in Figures 1c, 1d, 1g , and 1h. The selected window includes one of the strongest solar lines, which is excluded from the fit by the zero weight (blue line).
[13] The spectral analysis described above generates the absolute slant column abundances of NO 2 , SC NO 2 , which are easily converted into vertical column abundances, C NO 2 , through the geometrically determined SZAs. These absolute (I 0 -independent) measurements of C NO 2 during the instrument intercomparison campaign thus provide an independent approach to validate the field calibration of the other instruments that were operated simultaneously.
MF-DOAS and Pandora Description
[14] The two grating spectrometers, multifunction differential optical absorption spectroscopy (MF-DOAS) and Pandora, are both array detector (CCD and complementary metal oxide semiconductors (CMOS)) instruments. They have been deployed during a number of recent campaigns at various sites, providing both short-term and long-term (multiyear) NO 2 data for OMI validation [e.g., Herman et al., 2009] . The MF-DOAS system is based on an extensively reworked 30 cm focal length Acton SP-2300i single-pass Czerny-Turner spectrograph with a back illuminated UVcoated rectangular CCD detector (512 pixels × 2048 pixels). The spectral range covered is 282-498 nm with a spectral resolution of ∼0.8 nm and a spectral sampling of 7.8 CCD pixels per full width at half maximum (FWHM) of a spectral feature. The spectral fitting for NO 2 measurements uses the window between 405-460 nm. Typical integration times are on order of 1 s with excellent signal-to-noise ratio and precision. The Pandora spectrometer uses an Avantes symmetrical Czerny-Turner optical design with a focal length of 7.5 cm. The 1200 lines per millimeter diffraction grating provides a spectral range from 265 to 500 nm with a spectral resolution of ∼0.4 nm and a spectral sampling of 3 CMOS pixels per FWHM. A spectral fitting window of 370-500 nm was selected for NO 2 . The CMOS detector is a lownoise 1024 pixel Hamamatsu linear array. The larger CCD and longer focal length of the MF-DOAS are the two main features that give MF-DOAS improved precision, for a given exposure time, compared to the Pandora instrument for direct Sun observations. More details about the instrument design and operation are given by Herman et al. [2009] . A side-by-side comparison of these instruments and FTUVS is shown in Table 1 .
[15] The NO 2 retrieval method for this type of direct Sun instrument has been described in detail by Herman et al. [2009] . The retrieval of MF-DOAS and Pandora data uses a similar method, with different spectral ranges. The NO 2 absolute absorption cross sections used in the spectral fit are Figure 4 . Schematics of the NO 2 retrieval method for lowresolution direct Sun spectrometers.
derived from moderately high spectral resolution (0.003 nm) laboratory measurements [Harder et al., 1997] assuming a weighted column average atmospheric temperature of 238 K at TMF. The uncertainty introduced by this assumption is expected to be small and will be discussed in section 5.4.
[16] Since the exoatmospheric solar irradiance (I 0 ) cannot be directly determined by ground-based instruments, both MF-DOAS and Pandora use a measured clean day high-Sun spectrum, which contains the smallest SC NO 2 , as reference spectra for their initial NO 2 retrieval for all the campaign data. As illustrated in Figure 4 , the spectral signal measured at a SZA of , S , is a combination of NO 2 slant column absorption signal (S NO 2 ) and the exoatmospheric solar irradiance S solar (or I 0 ). During the initial retrieval, the selected high-Sun spectrum (S ≈0 ) is used to cancel out S solar (or I 0 ), generating a relative SC NO 2 , which is the difference between the two absolute slant columns (S NO 2 ) and (S NO 2 ) ≈0 . During this TMF field campaign, the initial reference spectrum for each instrument was selected from measurements obtained at local noon on 7 July 2007, a day with very small tropospheric NO 2 column abundances above TMF.
[17] To calculate the absolute slant columns from these retrieved relative slant columns, the amount of NO 2 in the high-Sun reference has to be determined by calibration. This necessary calibration of the reference slant columns can be derived using MLE or bootstrap estimate (BE) methods as described by Herman et al. [2009] . Comparisons of these relative slant columns with simultaneous FTUVS measurements provide an independent calibration that can be used to validate the above-mentioned field calibration techniques. Section 4 will discuss the calibration using FTUVS data and its comparison to two other calibration methods used on the MF-DOAS and Pandora data, MLE and BE [Herman et al., 2009] .
Overview of Measurement Results
[18] Figure 5 shows an overview of SC NO 2 (open circles) and C NO 2 (solid squares) from FTUVS absolute measurements during the 11 day field campaign. Since the FTUVS observations require clear or lightly cloudy conditions, the periods with heavy clouds are marked (dark gray shading in Figure 5 ) and excluded from the discussions beyond this point. There were also periods when the FTUVS results were judged to be unreliable, mainly because of alignment problems associated with the recent replacement of the instrument's reference laser. The misalignment problems were found to correlate with the laboratory temperature, which was part of the data archive. Data associated with periods of misalignment were highlighted in Figure 5 (light gray shading) and also excluded from consideration. A more detailed description of the exclusion of questionable data is provided in the auxiliary material.
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[19] The relative SC NO 2 measurements from MF-DOAS and Pandora show excellent agreement. The one-to-one correlation scatterplot of the two data sets during the entire campaign is shown in Figure 6 . The Pandora SC NO 2 data were averages of measurements over about 3 min. To facilitate the comparisons, the MF-DOAS data (averaged over 1 min to avoid overcrowding) were linearly interpolated to the corresponding Pandora measurement time. The linear fit shows an excellent correlation coefficient of 0.993. The slope of 1.05 (with a small intercept of −2.65 × 10 14 cm −2 ) suggests that the agreement between these two data sets is within 5%, with Pandora slant columns being slightly larger than those from MF-DOAS.
Calibration Methods
Calibration Against FTUVS Absolute Measurements
[20] During the TMF intercomparison campaign, FTUVS, MF-DOAS, and Pandora were operated simultaneously to measure NO 2 column abundances. The FTUVS measured the absolute slant columns at any given time t, SC(t), while the other spectrometers measured the relative slant columns, SC rel (t) before the field calibration. The difference between SC(t) and SC rel (t) should be the slant column in the highSun reference, SC ref , which is a constant:
[21] The scatterplot in Figure 7 shows the linear correlation of the relative slant columns from MF-DOAS and Pandora versus the absolute slant columns from FTUVS during this campaign. As mentioned earlier, since the time interval of FTUVS data is about 17 min, the raw data from the other two instruments were averaged for 17 min periods around the center of each FTUVS measurement cycle. The solid and the dash-dotted line are the linear fits of MF-DOAS and Pandora data versus FTUVS data, respectively. Both fits show an excellent correlation, with the coefficient R being 0.96 and 0.94 for MF-DOAS and Pandora, respectively. The slopes are 1.04 ± 0.02 and 1.09 ± 0.03 for MF-DOAS and Pandora data sets, which again suggests that Pandora data are slightly higher than MF-DOAS as shown in Figure 6 . As indicated in equation (1), the negative intercepts may be interpreted as the SC NO 2 in the high-Sun references. For MF-DOAS and Pandora data sets, the intercepts in Figure 7 suggest the SC NO 2 in the references to be 2.9 ± 0.2 × 10 15 cm −2 (about 0.11 ± 0.01 Dobson unit (DU); 1 DU = 2.69 × 10 16 cm −2 ) for both data sets.
[22] As mentioned earlier (section 2.1), when the tropospheric NO 2 contribution is significantly larger than 25% of the total column (the assumed partition between stratosphere and troposphere in FTUVS data retrieval), the total NO 2 column C NO 2 would be slightly underestimated (from a couple percent to up to ten percent). On typical clean days, e.g., 6 July and 7 July 2007, the end-of-day C NO 2 at TMF approaches 0.2 DU. Assuming that when observed C NO 2 is over 0.2 DU the tropospheric NO 2 contribution is larger than our assumption, there are a total of less than 20 FTUVS data points that could have an underestimation. Sensitivity studies to estimate the associated impact on calibration results shown in Figure 7 were performed with these data points adjusted with a small increase of a couple of percent to ten percent followed by similar linear correlations. The intercepts resulting from such "adjusted" linear correlation studies have values somewhat smaller than 0.11 DU with the lowest value being 0.10 DU. All these values are within the 0.11 ± 0.01 DU uncertainty range of the linear fits in Figure 7 .
[23] While this linear correlation approach provides information about the amount of NO 2 in the high-Sun reference, the larger scatter range among fewer data points at high SZAs (corresponding to the points with high NO 2 slant columns) could potentially introduce bias to the fit. To avoid this possible bias, another statistical approach was also used to determine the reference. Equation (1) can be rearranged into the following equation (2). The reference is simply determined by the difference between the absolute slant columns from FTUVS, SC(t), and the relative slant columns from the lower-resolution instruments, SC rel (t):
The histograms of SC(t) − SC rel (t) for both data sets have shapes that are close to Gaussian distribution (Figure 8 ). The peak center of the Gaussian fits suggests that the amount of NO 2 in the high-Sun reference is about 0.10 DU for both data sets. These calibration results are the lower ends of the calibration ranges determined by the linear correlation of the slant columns (0.11 ± 0.01 DU). In the following discussion, the mean of values from these two methods is used for the calibration (i.e., 0.105 DU). The calibration uncertainty is estimated to be ∼0.01 DU (0.01 DU divided by AMF for each vertical column data point). Further sensitivity studies show that a difference of 0.01 DU in calibration could contribute about 1% to the differences in NO 2 vertical columns among these measurements, which is not a significant source of differences.
Other Calibration Methods (Langley and Bootstrap)
[24] Herman et al.
[2009] also described two other methods to calibrate these direct Sun instruments, MLE and BE. Both methods involve assumptions that may not be valid for the conditions of the intercomparison.
[25] The MLE method assumes that the minimum vertical column of NO 2 is independent of the AMF over some periods (e.g., a short period during a subset of the measurement days). Assuming that during periods with the lowest C NO 2 the tropospheric NO 2 is negligible and the stratospheric NO 2 is a constant, VC 0 , equation (1) can be rewritten as:
Figure 5. The overview of the FTUVS NO 2 absolute slant column and vertical column data during this field campaign. The questionable data points obtained during periods of instrument misalignment or heavy clouds were highlighted in light gray and dark gray, respectively. These data are excluded from the final results and discussions in this work.
While the MLE assumption, i.e., the AMF-independent minimum vertical column, may or may not occur during a short campaign period at a polluted site, it is very likely to occur for longer-term (many months) measurements at a fixed location or for short campaigns at a clean site. TMF is generally a clean site with low tropospheric NO 2 . This elevated observatory (2.25 km) is mostly free from the polluted air transported from the Los Angeles basin. The air column above TMF often has low tropospheric NO 2 as well as stable stratospheric NO 2 levels, which makes it an excellent location to calibrate direct Sun instruments with the Langley method. During this field campaign, 7 July appeared to be the day with the lowest amount of NO 2 and, thus, with conditions closest to the assumptions of the MLE method (and the BE method described below Table 2 ). The agreement between the MLE calibration using an 11 day campaign data set and the FTUVS calibration confirms that the tropospheric component of NO 2 during the selected measurement period at TMF was small.
[26] The BE method is also based on an assumption about VC 0 . While the MLE method assumes a constant VC 0 , the BE method assumes VC 0 to be 0.1 DU, the nominal midlatitude stratospheric NO 2 column [Herman et al., 2009] . Equation (2) is thus rewritten as
The left side of equation (4) Figure 10] ). The MLE method requires that the minimum C NO 2 is a constant during a portion of the measurement period. The BE method requires assumptions of the minimal C NO 2 , to be 0.1 DU in this case, during at least some part of the field campaign. Both methods work the best during extended campaigns with long data records (e.g., at GSFC as shown by Herman et al. [2009] ) or at clean locations with very low tropospheric NO 2 . The calibration through comparison with FTUVS measurements does not involve any of these assumptions (the assumption of the partition between stratospheric and tropospheric NO 2 is shown to have only a small impact of less than 0.01 DU on the calibration result as discussed in section 4.1) and works as a validation of the two calibration methods mentioned above. The agreement shown in Table 2 during TMF campaign with a period of only 11 days, therefore, confirms that TMF, though close to the Los Angeles basin, is a fairly clean observation site and can be free of pollution in the troposphere during some days. The calibration results are also very close to the nominal midlatitude stratospheric NO 2 column of 0.1 DU. For the rest of this manuscript, the data from MF-DOAS and Pandora are calibrated with SC ref = 0.105 DU according to the FTUVS calibration method.
Vertical Column Results and Discussion
Diurnal Variation Comparison
[28] For direct Sun measurements, the slant column results can be easily converted into vertical column data through the geometrically determined AMF. All three data sets use the same method to calculate AMF [Herman et al., 2009] . Any discrepancy originating from different AMF calculations at high SZAs is thus minimized. Since the FTUVS measurement cycle consists of two 17 min integration time periods for the opposite limbs, the average AMF during the short transition time between two limb measurements (at most a couple of minutes) was used for the corresponding C NO 2 data. The resulting C NO 2 data during this field campaign from all three instruments are plotted together in Figures 9 and 10 .
[29] To facilitate the comparisons, the MF-DOAS (blue) and Pandora (red) data in Figure 9 were averaged during 17 min periods around each FTUVS data point (with an apparent time resolution of ∼17 min). The error bars for FTUVS column data come from the spectral fit uncertainty. The error bars for MF-DOAS and Pandora data are the rootsum-square of two components, the standard deviation of the measured NO 2 vertical columns during the 17 min averaging period (up to 0.02 DU for MF-DOAS and up to 0.05 DU for Pandora) and the calibration uncertainty (0.01 DU divided by AMF). The measurement precision for each slant column data point (∼0.01 DU) becomes very small after averaging in the vertical columns and is not shown here. For example, the averaging period typically covers a few hundred MF-DOAS data points (tens of data points for days when the instrument was operated alternately between the direct Sun mode and scattered-sky MAX-DOAS modes). The systematic errors are not shown in the plot. For FTUVS, the systematic errors are ∼10%, corresponding to ∼0.01-0.03 DU depending on the NO 2 column abundance. For MF-DOAS and Pandora data, the systematic error mostly comes from the calibration uncertainty, which is estimated to be within 0.1 DU when using the Langley or bootstrap method and leads to an uncertainty of (0.1/AMF) DU in the calibrated vertical column. To show the temporal behavior of C NO 2 , especially during periods when FTUVS data were not available, in Figure 10 , the Pandora data (red) with an interval of a few minutes are used while the MF-DOAS data (blue) are 1 min averages (the original data have very fine time resolution and can dominate the plots). The error bars (except FTUVS data) are omitted in Figure 10 to avoid being overcrowded. Figure S2 included in the auxiliary material is equivalent to Figure 10 but with error bars for all data included.
[30] For reasons discussed above, there were several days during the campaign during which little or no data were available for one or more of the instruments. On 1 July, MF-DOAS was not fully configured and Pandora was undergoing initial alignment, which is reflected by the relatively large scatter in the Pandora data (Figure 10 ). The Pandora data during this day are not included in the calibration study discussed in section 4.1 or the overall comparison presented in sections 5.2 and 5.3. FTUVS data were unavailable during most of the day on 4 and 5 July because of heavy clouds. During the late afternoons of 3, 8, and 11 July and the midday of 7 July, multiple instrument alignments were required for FTUVS. The corresponding data were also excluded as mentioned in section 3.
[31] As shown in Figures 9 and 10 , during most days, C NO 2 from all instruments agree well. In particular, the diurnal variation patterns of the 17 min averaged data show excellent agreement. For most data points, the error bar ranges of all data sets overlap. In Figure 10 with higher time resolution, MF-DOAS data show somewhat less scatter than the Pandora data after 1 min averaging. Figure S2 in the auxiliary material shows that they correlate very well in most cases within the error ranges.
[32] Notable differences between data sets occur in two cases:
[33] 1. The end-of-day data of FTUVS, especially on days with high NO 2 levels, are often slightly lower than other data sets (e.g., the last one or two points on 2, 6, 11, and 12 July). As mentioned earlier in the experimental section, the total column retrieval algorithm of FTUVS uses an assumed partition of NO 2 between the troposphere and the stratosphere (tropospheric NO 2 contributes ∼25% to the total column). The sensitivity of C NO 2 retrieval results to this assumption is minimized after the high-pressure convolution. However, in cases with high tropospheric NO 2 , the difference between the assumed and the true partition could introduce an underestimation of C NO 2 . In contrast, if the troposphere is even cleaner than our assumption, a small overestimation could occur. This effect should be, however, very small (generally within a Figure 9 . Comparison of NO 2 total vertical column abundances from three instruments. The data from MF-DOAS and Pandora are calibrated using the absolute measurement results from the high-resolution FTUVS. Only 17 min average data around each FTUVS measurement time are shown. For the complete data comparison, see Figure 10 . couple percent). While TMF is relatively clean, in some late afternoons, polluted air masses can be transported to the site leading to higher tropospheric NO 2 . The resulting underestimation of FTUVS C NO 2 could reach up to ∼10% for polluted cases. Since this small discrepancy occurs at the end of the day when NO 2 levels are high, this source of systematic error may be responsible.
[34] 2. Several FTUVS data points on the morning of 2 July (0800-1000 LT) are higher than the MF-DOAS data (with a difference of 0.5-1.5 × 10 15 cm −2 ). Unfortunately, there are no Pandora data available during this period for comparison. Since the Pandora data typically has a combined error bar on the order of ±1 × 10 15 cm −2 , it is likely that both FTUVS and MF-DOAS data would fall in the Pandora data range if Pandora data were available. The Pandora data also show multiple peaks of C NO 2 in the diurnal variation on 2 July, most of which are also reflected in the time series of MF-DOAS and FTUVS data with relatively weaker variations.
Linear Correlation of the Vertical Columns
[35] In order to assess the overall agreement among these measurements, an orthogonal least square linear correlation (also known as the "total" least squares regression) as well as the standard linear fit are applied. In Figure 11 , the FTUVS absolute measurement results are plotted on the horizontal axis, and the calibrated vertical columns from MF-DOAS and Pandora (17 min averaged data as shown in Figure 9 ) are plotted on the vertical axis. As mentioned earlier, the horizontal error bars are the 1 s precision from the FTUVS spectral retrieval. The vertical error bars for MF-DOAS and Pandora data are combinations of standard deviation of the data during the 17 min averaging period and the calibration uncertainty (the measurement precision becomes very good after averaging).
[36] The advantage of the orthogonal linear fit over the standard linear fit is that it takes into account the deviation of the data points in both x and y directions from the fitted line and the error bars in both directions (s x and s y ) are weighted. Instead of minimizing the sum of the squared vertical distance from the data points to the fitted line, the orthogonal linear fit minimizes the sum of the squared orthogonal distance between the data points (x i , y i ) and the prediction (X i , Y i ). The intercept a and slope b are obtained by minimizing Reed, 1989; 1992; York, 1966] .
[37] The linear correlation coefficients in Figure 11 are good for both data sets (R = 0.86 and 0.80). For MF-DOAS versus FTUVS, both orthogonal and standard fits are very Figure 10 . Comparison of NO 2 total vertical column abundances from three instruments during the 11 day field campaign. The data from MF-DOAS (1 min average) and Pandora are calibrated using the absolute measurement results from the high-resolution FTUVS. Days with fewer MF-DOAS data points were days when the instrument was taking direct Sun and scattered-sky measurements alternately.
close to the one-to-one line. The orthogonal fit gives a slope of (1.5 ± 4.1)% and the slope from the standard fit is within this range. It is thus suggested that MF-DOAS data are about (1.5 ± 4.1)% larger than FTUVS measurements. The fits for Pandora versus FTUVS give two slope ranges slightly wider with partial overlapping. By combining the two slope ranges, Pandora data are shown to be about (6.0 ± 6.0)% larger than FTUVS data.
Histograms of Measurement Differences
[38] Histograms of the differences between various measurements are useful in assessing the statistical distributions of the ensemble. For the data sets in Figure 11 , the horizontal error bar is on the order of ±1 × 10 15 cm −2 and the range of the scatter is large (the typical y range at a given x value is as large as 3 × 10 15 cm −2 ). The range of C NO 2 (5∼6 × 10 15 cm −2 from minimum to maximum) is not much larger than the data scatter range, which leads to the relatively large uncertainty range of the linear fit slopes in Figure 11 . In such a case, histograms can be used to confirm linear correlation results. Unlike the orthogonal linear fit for which the data are weighted by the uncertainties, the error bars are not considered in the histograms.
[39] Figure 12 shows the histograms of the C NO 2 difference between measurements from different instruments. Figures 12a and 12b show the percentage difference, which is equivalent to a standard linear fit (no error bars weighted) through zero. Figures 12c and 12d show the absolute difference, equivalent to a standard fit with a slope of unity. The Gaussian fits of the histograms are also plotted to show the center and the sigma range. The differences among these measurements are shown to have near-Gaussian distributions and are random in nature. The centers of the Gaussian fits (Figures 12a and 12b ) to these histograms suggest that MF-DOAS and Pandora data are ∼3% and ∼5% larger than FTUVS. These values are both well within the value ranges suggested by the linear correlation studies ((1.5 ± 4.1)% and (6.0 ± 6.0)%).
[40] In terms of the absolute difference in C NO 2 , MF-DOAS and Pandora data are (0.13 ± 0.45) × 10 15 and (0.23 ± 0.43) × 10 15 cm −2 larger than FTUVS data (suggested by the centers of the Gaussian fits in Figures 12c and 12d) . Changing the size of the bins in the histograms leads to negligible changes in these values. Assuming the absolute measurements derived from the FTUVS to be the true NO 2 column abundances, the standard deviations of the MF-DOAS and Pandora data sets from the FTUVS data during the entire campaign are found to be small, 6.36 × 10 14 cm −2 and 7.36 × 10 14 cm −2 , respectively.
Comparison Between MF-DOAS and Pandora Measurements
[41] Although the two data sets generally agree very well in Figure 10 , the midday Pandora data appear to be slightly smaller on some days (e.g., 4 and 7 July). Figure 6 shows that Pandora slant columns are about 5% larger than MF-DOAS data with a small negative intercept of 2.65 × 10 14 cm −2 . Therefore, the correlation between the calibrated C NO 2 from these two instruments is expected to be
where SC 0 is the NO 2 slant column in the high-Sun reference (0.105 DU) and [NO 2 ] is the NO 2 vertical column abundance. Depending on the magnitudes of [NO 2 ] and the AMF, the Pandora NO 2 columns could be larger or smaller than the MF-DOAS data. When the value of the negative term on the right side of (5) is 5% of [NO 2 ], the two measurements are the same. At the end of the day with high [NO 2 ] and large AMFs, the Pandora data could be slightly larger (less than 5%) than the MF-DOAS data. Near noontime when the AMF is about 1, the effect of the negative term in (5) is maximized. The Pandora data could be slightly smaller than MF-DOAS data. In the scatterplot of Pandora data versus MF-DOAS data ( Figure 13a ), two straight lines are calculated on the basis of (5), with AMFs of 5 (during the last hour of the day) and 1.01 (noon). The scatters are color coded according to AMFs. The straight line with end-of-day AMF (blue) fits the colored data at relatively large AMFs, while the other line with noontime AMF (red) fits very well the data at low AMFs (in black). The AMF variation of the difference between these two measurements, (Pandora minus MF-DOAS), is also seen in Figure 13b . The value of (Pandora minus MF-DOAS) tends to be positive at high AMFs. At low AMFs, it has much larger variability and tends to be more negative. Since the systematic error for both instruments is about 0.1 DU, 2.69 × 10 15 cm −2 at low AMFs, the NO 2 vertical column difference between these measurements is within the systematic error for 99.9% of the data.
Possible Sources of Differences
[42] While the diurnal variations of C NO 2 from all three instruments generally agree well (Figure 9 ), the measurements from MF-DOAS and Pandora appear to be statistically slightly higher than the FTUVS measurements (Figures 11-13 ) after correction for the NO 2 column in the reference spectra. A few possible reasons for these differences are discussed below.
[43] The first possible cause of differences is the usage of different NO 2 cross sections. As shown in sections 2.1 and 2.2, both MF-DOAS and Pandora used NO 2 cross sections from Harder et al. [1997] , which covers a wider spectral region that is required for the grating spectrometers. These cross sections cannot be used for FTUVS since the moderate spectral resolution (0.15 cm −1 ) is not high enough to accurately match the Doppler shifted (∼0.28 cm −1 ) spectra from the east and west limbs of the Sun. The FTUVS NO 2 reference was derived from high-resolution (0.06 cm −1 ) cross section measurements by Nizkorodov et al. [2004] . To compare the two sets of cross sections, the high-resolution data from Nizkorodov et al. [2004] that were measured at low pressure and various temperatures were interpolated to 1 atmosphere pressure and 238 K (similar conditions of the measurements by Harder et al. [1997] ). The comparison between these cross section data show very small differences, mostly within 2%, with a maximum of 4% (see Figure S3 in the auxiliary material). The differences between NO 2 columns from FTUVS and the grating spectrometers that are caused by differences in cross sections are thus expected to be within a few percent.
[44] Second, as described in section 2.2, an average temperature of 238 K is assumed for the NO 2 absorption cross sections used in the MF-DOAS and Pandora retrievals, while FTUVS uses a temperature profile based on the standard atmosphere. The FTUVS NO 2 cross sections are calculated on the basis of the NO 2 density-weighted average temper- Figures 12a and 12b show the percentage differences between vertical columns from different instruments. Figures 12c and 12d show the absolute differences. ature in the atmosphere. The sensitivity studies suggest that retrieved FTUVS NO 2 columns would increase by about 1% if the weighted average temperature was replaced with a constant temperature of 238 K.
[45] The third possible source of discrepancy arises from a systematic error in the FTUVS total column retrieval algorithm, when the troposphere is significantly more polluted than our a priori assumption. As discussed in section 5.1, when the tropospheric contribution to the total column is significantly larger than the assumed stratospheric/tropospheric partition (the ratio of the stratospheric partial column to the tropospheric partial column) in building the total atmospheric NO 2 absorption cross sections, the NO 2 column could be slightly underestimated. While this underestimation is small, in cases when polluted air mass is transported to TMF so that the tropospheric NO 2 contribute to at least half to the total column, this underestimation could reach 10%. Table Mountain generally has low tropospheric NO 2 . However, when the wind favors transport of air with high NO 2 from Los Angeles urban pollution to the mountains in the late afternoon, a significant underestimation cannot be ruled out. In Figure 9 , the late afternoon NO 2 abundance on 2 July and 9-12 July, for example, appears to be higher than on other days, implying that the tropospheric NO 2 is higher than usual cases. The FTUVS data during the last hour of these days is also shown to be lower than the other measurements. We calculated back trajectories with the NOAA Hybrid Single-Particle Lagrangian Integrated Trajectory (HYSPLIT) model, but it was not able to describe a reasonable air mass transport route because of the complex nature of the topography in the TMF area. Thus, the exact effect of transport is not known.
[46] The fourth cause of the measurement difference could be the AMF used by different groups. The three involved instruments have significantly different time resolutions. A typical measurement cycle for FTUVS takes about 17 min for each limb. The AMF is calculated at the beginning and the end of the measurement of each limb. The AMF used for each data point is calculated on the basis of the linear mean of the AMFs at the end of the first limb and the beginning of the second limb that are often a few minutes apart. This approximation of using linear mean instead of exponential interpolation could, in principle, introduce a small error (leading to smaller C NO 2 ) when the AMF is changing rapidly at the very end of the day. During this field campaign, the largest AMF for FTUVS data is about 5. The possible error due to this approximation in FTUVS AMF averaging is believed to be very small, less than 1%.
Conclusions
[47] During an intercomparison campaign at JPL's Table Mountain Facility in July 2007, NO 2 total columns, C NO 2 , were measured using three independent direct Sun viewing instruments. The JPL FTUVS, a high-resolution Fourier transform spectrometer, measured absolute I 0 -independent slant columns while the lower-resolution grating spectrometers, Pandora and MF-DOAS, measured differential NO 2 slant columns and then used field calibrations to produce absolute slant columns. The cross correlation of absolute slant columns from the FTUVS and differential slant columns from colocated MF-DOAS and Pandora provides an accurate and precise calibration validation for the latter two instruments. The statistic studies show a calibration uncertainty of 0.01 DU, which is much smaller than the calibration uncertainty of MLS or BE method (∼0.1 DU). The calibrations using the modified Langley and bootstrap methods (MLE and BE) are shown to be consistent with the calibrations derived from comparison with FTUVS within experimental errors. While the accuracy of BE method requires short periods of extremely low levels of tropospheric NO 2 , the MLE method requires portions of the data to have a nearly constant C NO 2 . Since TMF usually has very low tropospheric NO 2 , the two methods have comparable accuracy and are shown to be both valid during this TMF campaign.
[48] The calibrated slant columns are converted into vertical columns via geometrical AMFs. The vertical column data from all three instruments agree very well. Detailed statistical studies suggest that both MF-DOAS and Pandora data sets agree with FTUVS data to within a few percent. They are found to be (1.5 ± 4.1)% and (6.0 ± 6.0)% larger than FTUVS measurements. The absolute C NO 2 differences of (MF-DOAS minus FTUVS) and (Pandora minus FTUVS) are found to be (0.13 ± 0.45) × 10 15 and (0.23 ± 0.43) × 10 15 cm −2 , respectively. All these differences are well within the systematic uncertainty ranges. Possible sources of differences include the temperature profiles used in calculating the NO 2 absorption cross sections, the assumed stratospheric/tropospheric NO 2 partitioning in the FTUVS retrieval algorithm, and errors associated with the rapidly changing AMFs at sunset.
