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Abstract Microbursts are meteorological phenomena in the lower troposphere which can produce
damaging surface winds and pose a severe risk to aircraft flying close to the ground. As these events
usually span less than 4 km and 15 min, the spatiotemporal resolution is a challenge for numerical
simulations. Although research of microburst using operative mesoscale models is scarce, the Weather
Research and Forecasting (WRF) model has been used in the diagnosis of this phenomenon. In this paper,
such model is used to simulate several microburst conducive days using two different boundary conditions.
The energy spectra of the simulations are computed to evaluate the effective resolution of the model. The
results are in line with previous studies and produce no notable differences among the boundary conditions.
Nonetheless, the energy spectra show an overenergetic troposphere at microscale resolutions, rendering the
effective resolution inadequate for microburst forecasting using the simulated physics variables. Thus,
mesoscale indices are analyzed as a prognostic tool. The wind index, the wet microburst severity index and
the microburst windspeed potential index do not show high forecasting performances, even though
improving the results of climatology. Also, notable differences among the boundary conditions can be seen.
The most consistent results are achieved by the wet microburst severity index.
1. Introduction
A microburst is a strong downdraft in the lower troposphere, generated by dynamic and thermodynamic
effects in the midtroposphere, which produces a divergent pattern of surface wind with a differential speed
of, at least, 20 m s−1 (Fujita, 1985; Fujita & Byers, 1977; Fujita & Wakimoto, 1981; Wakimoto, 1985). This
surface wind forms a toroidal‐shaped gust front (outflow) prone to producing severe damage, presenting a
diameter under 4 km and a lifespan under 15 min (Fujita, 1980, 1981a). The differential wind speed over
a relatively small distance produces a severe change in the relative airspeed of an aircraft flying through
the outflow, posing a risk for aircraft flying low and slow, as in take off and landing operations. Being the
event related to several accidents in the decade of 1980, microbursts are defined as a major meteorological
hazard for aviation and flight safety (Fujita, 1980, 1981b; Wolfson et al., 1994). This promoted four major
field campaigns, the latest one being the microburst and severe thunderstorm (MIST) project (Atkins &
Wakimoto, 1991). Since these, no other major observational research has been performed specifically for
microbursts, and thus, there is not much data based on adequate instruments. Srivastava (1987) performed
notable studies in laboratory conditions to develop an ideal one‐dimensional thermodynamic model, which
was then confirmed by Doppler radar observations (Atlas et al., 2004). Proctor (1988) used ad hoc numerical
models to gain further insight on the evaporative cooling of rain and hail, and on the dynamics of the out-
flow. This was later reproduced in idealized runs of numerical models (Lin et al., 2007; Vermeire et al., 2011),
also used by James and Markowski (2010) to prove that dry air aloft is detrimental to microburst generation,
contrary to previous findings. Some other ideal cloud models have been used for the research of downbursts
(Oreskovic et al., 2018; Orf et al., 2012), but not particularly for microbursts. The review on aviation meteor-
ology conducted by Gultepe et al. (2019) shows that research on the topic has been scarce in the last two dec-
ades, and that it still remains a very elusive phenomenon for prediction. To the authors' knowledge, the
simulations performed by Bolgiani et al. (2020) are the first attempt to evaluate the ability of a mesoscale
numerical weather prediction model to capture the characteristic variables of the microburst.
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Microbursts can be divided in two categories considering the amount of precipitation generated and the
radar reflectivity of the convective cell (Fujita, 1985; Fujita & Wakimoto, 1981; Wilson et al., 1984). Thus,
low‐reflectivity or dry microbursts generate less than 0.25 mm of precipitation and a reflectivity below
35 dBZ, while high‐reflectivity or wet microbursts show values above those thresholds. High‐reflectivity
microbursts are associated with the development of convective cells (Atkins & Wakimoto, 1991), which
occur at small spatiotemporal scales (Kunz, 2007), rendering the forecast a challenging task. In this regard,
the use of thermodynamic indices can be very useful in the operation forecasting of extreme weather events
(Gascón et al., 2015). Previous results by the authors show the ability of the Weather Research and
Forecasting (WRF) numerical model to properly capture the variables and dynamics of the
high‐reflectivity microburst (Bolgiani et al., 2020). The vertical thermodynamic profile, the dimensions,
and timing of the event are appropriately reproduced. The simulations show a descending reflectivity core
which generates a precipitation shaft, associated with a vertical wind speed minimum and the related sur-
face outflow. Surface and vertical wind speeds, reflectivity, precipitation, temperature lapse rate, and surface
temperature are correctly reproduced as well, although a tendency to underestimate their intensity is
observed. Nonetheless, the model presents a low sensitivity to the thermodynamic conditions, generating
microbursts even when the simulated atmospheric environment is nonconducive to it. This casts doubts
on the ability of the WRF model to properly forecast the phenomenon. In turn, the question arises as to
whether using microscale spatial resolutions adds value to the simulations or simply forces the model to
compute equations without retaining any useful data from the mesoscale and boundary conditions
information.
This article is based on the aforementioned results and expands the previous research. The objectives of this
study are two. First, to evaluate the effective resolution of the WRFmodel, used as an operational mesoscale
model, in high spatiotemporal resolutions with two different boundary conditions. This is done to establish
the ability of the model to forecast microburst events. The second objective is to evaluate different micro-
burst forecasting indices currently used as operational tools. Accordingly, the paper is organized as follows:
Section 2 describes the data used, the model configuration, the kinetic energy spectrum, and the microburst
forecasting indices. Section 3 presents the assessment methods used, followed by the results and discussion
in section 4. Finally, the conclusions are summarized in section 5.
2. Experiment Design
The experiment for this paper consists of the numerical simulation and assessment of two sets of simula-
tions. Each set comprehends 20 days with recorded observations. The data used for validation are the obser-
vations of the MIST project (Atkins & Wakimoto, 1991), which is one of the major researches performed in
microbursts. This field program was conducted in the northern part of the State of Alabama (USA) during
June and July 1986, using a mesoscale array of 71 surface stations and three Doppler radar stations. A total
of 62 microbursts are observed in 15 days, and 3 days are described as thunderstorm situations with no
microbursts observations. All these days are simulated along with two others, which are randomly chosen
among the remaining 43 days with no recorded microbursts nor special observations (Table 1).
2.1. WRF Configuration
The simulations are performed using the nonhydrostatic mesoscale Advanced ResearchWRFmodel version
4.0.3, which has been extensively proven and validated (Skamarock et al., 2008; Skamarock & Klemp, 2008).
The configuration of the model is based on the best results from previous research by the authors on the
same subject and study domain (Bolgiani et al., 2020). Four concentric domains (D1, D2, D3, and D4 from
outermost to innermost) are defined with a two‐way nesting strategy (Figure 1). The position and area of
D4 approximately corresponds to the spatial domain of the MIST project (Atkins & Wakimoto, 1991), cen-
tered on 086°50″W 34°44″N. The resolution for each domain is as follows: D4 is 202 × 202 grid points with
400 m spatial and 3 min of output temporal resolution, D3 is 151 × 151 grid points with 1,200 m spatial and
30min temporal resolution, D2 is 121 × 121 grid points with 3,600 m spatial and 60min temporal resolution,
and D1 is 121 × 121 grid points with 10,800 m spatial and 180 min temporal resolution. The vertical domain
is 59 sigma levels from 1,000 to 50 hPa, with resolution decreasing with altitude, and four soil levels. Each
day is simulated with a cold start run from 01:00 to 01:00 local time (LT) the next day. This allows for spin
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up, reaching the simulation daytime in stable conditions. Please note, LT is Universal Time Coordinated
minus 5 hr for this time and location.
As per the parametrizations used, the microphysics scheme is Morrison (Morrison et al., 2009) and the pla-
netary boundary layer (PBL) scheme isMellor‐Yamada‐Janjic (Janjic, 1994). Longwave and shortwave radia-
tion schemes are New Goddard called every 10 min (Chou et al., 2001; Chou & Suarez, 1999), soil layers
scheme (technically, land surface scheme) is Unified Noah (Tewari et al., 2004), and surface‐atmosphere
interface scheme (technically, surface layer scheme) is Eta Similarity (Janjic, 1994). Cumulus clouds are
computed for D3 and D4, while the Grell‐Freitas Ensemble scheme called every time step (Grell &
Freitas, 2014) is used for D1 and D2. The model is operated as nonhydrostatic in the four domains, with
no w‐damping. Please, refer to the data set associated with this paper for the complete model configuration
details (see Data Availability Statement).
Two sets of simulations are performed, the only difference being in the boundary conditions used. One is
taken from the Climate Forecast System Reanalysis (CFSR) developed by the National Centers for
Environmental Prediction (NCEP). This has a surface spatial resolution of 0.312°, atmospheric spatial reso-
lution of 0.5° and 37 vertical levels (Saha et al., 2010). The other conditions used are the European Centre for
Medium‐Range Weather Forecasts Re‐Analysis 5 (ERA5), with a spatial resolution of 0.25° and 37 pressure
levels (European Centre for Medium‐RangeWeather Forecast, 2019). In both cases, the boundary conditions
are provided to the model at 6 hr intervals.
2.2. Kinetic Energy Spectrum and Model Resolution
Since the numerical simulation of meteorology became a widespread
research tool, the increase of spatiotemporal resolutions has been one
of the paradigms for improving models and forecasting. As the avail-
ability of computational power has made high resolutions possible,
the question arose as to what point increasing the model resolution
is productive. One simple method of evaluating the effective resolu-
tion is to produce a diagram of the kinetic energy spectrum of the
model (Skamarock, 2004). The spectral decomposition of the simu-
lated wind produces a curve of the kinetic energy dissipation of the
model. When this is compared to the theoretical dissipation curves,
the performance of the model can be evaluated. The observations
by Nastrom and Gage (1985) confirm that the kinetic energy asso-
ciated with lower wave numbers (k), namely the planetary and
large‐scale processes, follows a theoretical dissipation curve propor-
tional to k−3, while the mesoscale (<400 km) atmospheric energy dis-
sipates proportional to k−5/3 (Kolmogorov, 1941). These observations
of the upper troposphere confirm the theoretical curves down to the
microscale limit (≈4 km) and are used by Lindborg (1999, equation
71) to create an equation which describes the energy dissipation. It
has to be considered that the kinetic energy spectrum can be altered
by synoptic conditions, the geographical region and even the local
topography, thus, the domain selected for evaluation can induce
Table 1
Dates Selected for Evaluation and Number of Microbursts Observed During the MIST Project
Date Observation Date Observation Date Observation Date Observation
3 Jun 3 24 Jun 6 16 Jul 1 4 Jun TH
7 Jun 6 26 Jun 2 17 Jul 1 10 Jun TH
8 Jun 3 1 Jul 1 19 Jul 2 28 Jun TH
17 Jun 5 6 Jul 4 20 Jul 1 10 Jul NIL
21 Jun 1 13 Jul 25 28 Jul 1 23 Jul NIL
Note: TH indicates observation of thunderstorms but no microburst, NIL indicates no special observation.
Figure 1. Orographic elevation and configuration of the nested domains used for
the experiment.
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differences in the spectrum curve (Ricard et al., 2013; Skamarock, 2004). On the other hand, it is not notice-
ably affected by the altitude selected (in the free troposphere) nor by the dimension in which the spectral
decomposition is performed (latitude or longitude).
As evident as it may be, mesoscale models are not optimized for microscale events. In consequence, most of
the parametrizations schemes are not designed for microscale grid resolutions, and they may limit the com-
petence of the model in these simulations, for example, two‐dimensional radiation schemes. Bolgiani
et al. (2020) results yield that the model configuration used is able to properly reproduce the microburst,
but show no sensitivity of the variables to the thermodynamic conditions conducive to the phenomenon.
This may be related to the aforementioned inadequacy. In the case of kinetic energy, turbulence, and wind,
the vast majority of operative mesoscale models lack a large eddy simulation process and simply parameter-
ize the energy dissipation (Skamarock et al., 2008), rendering it an unreliable process at high frequencies.
There is a limit where the model parameterizations cannot produce a realistic dissipation curve anymore,
and the kinetic energy spectrum diverges from the observed curve; this marks the effective resolution of
the model. Skamarock (2004) defines the effective resolution as the wavelength where the model's spectrum
begins to decay relative to the observed spectrum. He also estimates it to be approximately seven times the
grid resolution (7Δx) down to spatial resolutions of 4,000 m for the WRF model. Any resolution under this
limit may be considered inadequate as per the kinetic energy simulated. Even more, the Nyquist‐Shannon
sampling theorem (Nyquist, 1928) states that to completely reproduce a certain frequency the sampling rate
must be at least 2 times the frequency. Thus, the models filter out any wavelengths below 2Δx, marking the
minimum resolution (Skamarock & Klemp, 2008). Nevertheless, it is not clear that the model follows the
same dissipation behavior as resolution is forced into microscale. In fact, these resolutions are named terra
incognita by Wyngaard (2004) as they are too coarse for large eddy simulations and too small for the spatial
filtering of the equations of motion. For the WRFmodel the threshold into terra incognita may be ≈1,400 m,
as Rai et al. (2017) results show large variations of the wind speed field for higher resolutions.
Notwithstanding, finer resolutions can be explored as a better resolved orography and land surface processes
can improve the PBL modelization (Skamarock, 2004).
2.3. Microburst Forecasting Indices
The dimensions of the microbursts are a challenge for predictability, not only when using numerical models
but also when using real time data. As per the state of the art, the most reliable technique today would be
nowcasting high‐reflectivity microbursts by observing the descent of the reflectivity core using a
Doppler‐radar (Roberts &Wilson, 1989). Apart from this, every other forecasting technique relies on mesos-
cale data; essentially, algorithms trying to condensate the thermodynamic situation conducive to a micro-
burst. There are three principal ad hoc algorithms for microburst forecasting:
McCann (1994) introduced the wind index (WINDEX) as a dimensionless index based on the thermody-
namic profiles observed in microburst situations. It is designed to be computed from a regular sounding
(it can also be calculated from satellite soundings) and comprehends the data from the ground to the 0°C
level, where the microbursts initiate. It is formulated as follows:
WINDEX¼2:572 HM RQ Γ2−30þQL−2QM
  0:5
(1)
where HM is the height of the 0°C level in (km above the ground), RQ = QL/12 but not greater than 1, Γ is
the temperature lapse rate from the surface to the 0°C level (°C km−1), QL is the average mixing ratio in
the lowest 1 km above the surface (g kg−1), and QM is the mixing ratio at the 0°C level (g kg
−1). Originally,
the WINDEX is calibrated to yield a product equal to knots, but here the scaling factor is 2.572 to estimate
the index in m s−1. Typical values for this index would be the same as for the wind speed associated with
the microburst.
Pryor and Ellrod (2004) produced the wet microburst severity index (WMSI). This dimensionless index con-
siders convection to summarize the thermodynamic profile and precipitation formation, and the equivalent
potential temperature deficit from the ground to the midtroposphere as an indicator of evaporative cooling
and the generation of negative buoyancy. It is designed to be computed from satellite data. It is defined as
follows:
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WMSI¼CAPE ϴemax − ϴeminð Þ=1; 000 (2)
where CAPE is the surface based convective available potential energy (J kg−1), ϴemax is the maximum
value of equivalent potential temperature at the surface, and ϴemin is the minimum value of equivalent
potential temperature in the midlevels of the troposphere. The scaling factor of 1,000 J kg−1 is applied
based on observations. Typical values for this index would be ≈50 for a 18 m s−1 wind gust or 80 for a
26 m s−1 wind gust.
Pryor (2015) then developed the microburst windspeed potential index (MWPI). This is another dimension-
less index, formulated as an improvement of the previous one. It considers updated knowledge on the role of
relative humidity in the troposphere and is designed to consider both high and low reflectivity microbursts.
It is composed as follows:
MWPI¼CAPE=1; 000þ Γ=5þ T−Tdð Þ850 − T−Tdð Þ670
 
=5 (3)
where Γ is the temperature lapse rate from 850 to 670 hPa (°C km−1), T is temperature (°C) and Td is dew-
point temperature (°C), both at 850 and 670 hPa. The scaling factors of 1,000 J kg−1, 5°C km−1 and 5°C are
applied based on observations. Typical values for this index would be ≈2 for a 19 m s−1 wind gust or 4 for
a 23 m s−1 wind gust.
Most of the data used to compute these products are derived from satellite instruments such as the Infrared
Atmospheric Sounder Interferometer (Menzel et al., 2018), which provides a vertical resolution of 1 km in
the lower troposphere, a horizontal resolution of 25 km, and an accuracy of 1 °K. This instrument is cur-
rently operating in polar orbiting satellites and is planned to be onboard the geostationary Meteosat Third
Generation (Serio et al., 2012). As a consequence of the resolutions provided, none of these indices can pro-
duce a spatiotemporal accurate prognostic, although they are useful tools to identify meso‐beta conditions.
3. Assessment Methodology
The software used to perform the evaluation are the R programming language (R Core Team, 2020) version
3.4.4 and the National Center for Atmospheric Research Command Language (NCAR, 2019) version 6.6.2.
Please refer to the data set associated with this paper for the script details (see Data Availability Statement).
The methodology used for producing the kinetic energy spectrum is based on the procedure described by
Skamarock (2004) and Abdalla et al. (2013). Wind speed is calculated (using u, v, and w components) at
hourly intervals from 07:00 to 24:00 LT. This time window allows for a spin up time of 6 hr while spanning
the complete diurnal variation of microbursts recorded by Atkins and Wakimoto (1991). The anomalies are
computed by removing the average wind speed, and the time series is detrended before calculating the
energy. The spectral decomposition of the energy is performed longitudinal‐wise (at each latitudinal grid
point) using single vertical (sigma) levels. The resulting energy spectra are averaged over latitude and then
over every day simulated. Thus, hourly energy spectra for each set of simulations are derived. These are
plotted together with the total average. The plots are redimensioned into wave number and energy density
for easier understanding. The Lindborg (1999, equation 71) energy dissipation curve is added to ease the
assessment. The wind speed at 1,000 hPa is selected for evaluation, as the closest level to the ground, where
the microburst's outflow takes place. It is worth mentioning that, as we are evaluating the energy on a single
level and a relatively small domain, the potential energy differences can be overlooked and the kinetic
energy can be considered the total of the system.
To test the aforementionedmicroburst indices, a dichotomous validation is performed (Nurmi, 2003). This is
computed usingmany thresholds for each index, thus assessing the sensitivity of the algorithm. As the obser-
vational data available (Atkins & Wakimoto, 1991) does not provide location or timing of the microbursts
(only the number observed each day), the validation needs to be performed for the complete domain in daily
time windows. To achieve this, the indices are calculated at every grid point for D2, D3, and D4, from 07:00 to
24:00 LT at each output time. To equate the assessment area, D2 and D3 are cropped to match D4.
Considering that the microburst downdraft requires ≈10 min to reach the surface (Srivastava, 1987), and
an average microburst outflow lifespan of 15 min (Hjelmfelt, 1988), the domain maxima are then selected
every 30 min (as D2 has a temporal resolution of 60 min, results are linearly interpolated). This yields 34
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maximum values for each index at each day. To create the daily contingency tables, a threshold is selected for
the index in question, and any value reaching that threshold is considered a hit. When the number of hits
does not reach the number of daily observations, the remainder are considered misses. When the daily hits
exceed the number of observations, the surplus are considered false alarms. If there are no hits and no obser-
vations, a correct negative is considered. Following the previous procedure, contingency tables are computed
for various threshold values: WINDEX from 0 to 29 at single‐unit increases, WMSI from 0 to 290 at 10‐unit
increases, and MWPI from 0 to 14.5 at 0.5‐unit increases. The resulting tables are used to calculate the prob-
ability of detection (POD) and probability of false detection (POFD) of each threshold and domain resolu-
tion. These are then averaged over every day creating a POD and a POFD for each index threshold
considered, which can be compared in a receiver operating characteristic (ROC) curve plot. In addition,
the area under the curve (AUC) for each index are computed (Nurmi, 2003) using a trapezoidal integration.
Finally, to establish a reference for comparison, the climatology ROC curve is also plotted. The climatology is
defined as the daily average from the summation of the three major microburst field programs (Atkins &
Wakimoto, 1991; McCarthy et al., 1982; Wolfson et al., 1985), considering every day of study and conforming
the data to the MIST domain area. Thus, the climatology results in an average of 1.5 microbursts per day in
theMIST domain and a standard deviation (σ) of 3.7. The aforementioned procedure is followed to create the
contingency tables for climatology, although in this case the thresholds are computed using ±3σ increases
from the average.
4. Results and Discussion
As the spectra are affected by the amount of energy in the system, before evaluating the overall energy spec-
trum for the simulations, it is worth to previously consider the response it shows to several factors. With this
objective, different days at 18:00 LT are evaluated against the thermodynamic diagram and the synoptic
situation in Figure 2. Three days are selected, each one representing a different situation: 6 July is a day with
four microburst observations, 10 June is a day with thunderstorms but no microbursts observations, and 23
July is a typical summer day with no thunderstorm nor microburst observations. As the results are very simi-
lar for both boundary conditions, only those for ERA5 are shown, based on the better resolution provided by
these conditions. The 6 July day presents a characteristic high‐reflectivity microburst thermodynamic dia-
gram associated with deep convection (Atkins & Wakimoto, 1991) and showing an almost superadiabatic
dry layer below the cloud base (850 hPa). These mesoscale conditions are in contrast with the low energetic
synoptic conditions, which show small pressure gradients andwind speeds for D1. Thus, the spectrum for D1
falls below the expected curve, in line with previous results (Ricard et al., 2013; Skamarock, 2004). It should
also be considered that the theoretical curve (Lindborg, 1999) is estimated for the upper troposphere and
these spectra are computed at 1,000 hPa. At finer resolutions, higher amounts of energy are captured by
the model (Rai et al., 2017; Skamarock & Klemp, 2008), hence the parallel shifting to lower wavelengths
in smaller domains, which can also be appreciated in Skamarock (2004) results. This is most evident for
D4, which produces an unrealistically overenergized spectrum as a consequence of the model trying to
resolve microscale winds affected by convection and orographic forcing. To illustrate this, the average wind
speed over the D4 area is computed on 6 July at 18:00 LT. The results for each resolution are 1.25 m s−1 for
10,800 m, 1.28 m s−1 for 3,600 m, 1.30 m s−1 for 1,200 m, and 1.83 m s−1 for 400 m.
The 10 June day presents a more humid thermodynamic diagram with a deep conditionally unstable layer
reaching above the 0°C level, at ≈600 hPa (Figure 2). The atmospheric pattern highlights an energetic situa-
tion, with a low‐pressure system on the west generating a considerable gradient and wind speeds in agree-
ment with a front passage. As a result, the dissipation curves are steeper and yield larger amounts of
energy for every domain, most noticeable for D3. D4 yields an unrealistic result again and D1 comes closer
to the expected curve, correcting the low‐energy situation of 6 July but still penalized by the lower‐energy
content of near‐surface winds. The results for 23 July show a low‐energy stable atmospheric pattern with
unstable local conditions. These are evident in the thermodynamic diagram and the wind speed “spots,”
probably generated by mesoscale convective systems. Thus, D1 and D2 present a somewhat mixed state
between the previous two situations, while D3 shows a curve very similar to 6 July most probably due to local
instability. These three spectra seem to converge into a general spectrum, as they also do for 6 July.
Nevertheless, D4 is an outlier once more, generating an unrealistic level of energy, even this being the lowest
of the three days evaluated.
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Figure 2. Synoptic analysis for ERA5 simulations at 18:00 LT for 6 Jul (four microbursts observed), 10 Jun (thunderstorms observed), and 23 Jul (no significant
weather observed): (left column) Thermodynamic diagram at the center of the domain; black line is temperature, blue line is dew point temperature. (middle
column) Sea level pressure (hPa) and wind speed at 1,000 hPa; black squares represent inner domains as per Figure 1. (right column) Wind kinetic energy spectra
at 1,000 hPa; dashed line represents dissipation rates as per Lindborg (1999, equation 71).
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4.1. Energy Spectrum
When evaluating the total average kinetic energy spectra for each set of simulations (Figure 3), the first
results to consider are the differences among them. The spectra are very similar for CFSR and ERA5,
although CFSR inputs a slightly larger amount of energy in the simulations, most noticeable in the smaller
wave numbers at D1 and D2. This is consistent with the fact that both boundary conditions are taken from
smooth reanalyses, which contribute little energy to the mesoscale spectrum. Nevertheless, the different
energy content can also be appreciated in themesoscale wave numbers, as the spin up time allows the energy
to be transmitted downstream from large‐scale wave numbers, generating fine‐scale structures
(Skamarock, 2004). Notwithstanding the previous considerations, the similarity of the spectra renders the
influence of boundary conditions negligible. The maximum resolution of each spectra equals the domain
size, as this acts as a filter for larger wavelengths. The decay of the curves when reaching the upper energy
limits is related to the fact that they are computed at 1,000 hPa, removing the planetary‐scale waves present
in the upper troposphere (Skamarock, 2004). The minimum resolution for the curves follows the 2Δx rule as
expected (Nyquist, 1928). The spectra also produce a decaying tail with a small upturn before the minimum
resolution, proving only that a small aliasing of larger wave numbers is being generated, in accordance with
the typical limited‐area model behavior described by Skamarock (2004). The dispersion generated for each
domain is created by the hourly spectra, and thus represents the average daily variability. As the majority
of days simulated can be considered highly convective (Table 1), the variability is large and more pro-
nounced in the smaller wavelengths. The convective activity is also responsible for part of the energy over-
estimation in the smaller wavelengths of the spectra. Nevertheless, similar to previous results, D4 produces a
highly improbable overenergetic curve. In consequence, 400 m should be considered an unreliable resolu-
tion to simulate the meteorological conditions of the days selected. The same consideration should be done
with the resolution of 1,200 m, as D3 also shows a large part of the curve above the expected energy level.
This is consistent with the results of Rai et al. (2017) which establish the spatial resolution of 1,400 m as
the beginning of terra incognita for the WRF model. On the other hand, the curve for D1 adjusts reasonably
well to the expected dissipation rate for the larger wavelengths, as the energy deficit observed may be attrib-
uted to low‐energy synoptic situations and the near‐surface wind speeds. D2, with 3,600 m resolution, is the
best performing domain. This is in line with the fact that WRF is a mesoscale model, not optimized to use
microscale resolutions.
In addition, even if the spectra do not show a marked decay (Figure 3), an effective resolution can be estab-
lished. A drop of the spectrum is clearly visible at a wavelength of ≈3 km for D4 and at ≈9 km for D3. The
decay is still observable for D2 around 30 km. These effective resolutions are about 8Δx, not far from the
behavior described by Skamarock (2004). This has important implications for the simulation of
Figure 3. Wind kinetic energy spectra at 1,000 hPa for each domain and set of simulations: (left) CFSR; (right) ERA5.
Black curves correspond to the spectral average. Dashed line corresponds to dissipation rates as per Lindborg (1999,
equation 71).
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microbursts withWRF, as these cannot be considered appropriate resolutions for this kind of event. Bolgiani
et al. (2020) results prove that the model is able to diagnose the microburst, properly simulating the
characteristic variables and dynamics of the event, although when the physical variables' sensitivity are
tested, they show no ability for forecasting. The results here produced for the energy spectrum are in line
with these conclusions: as per the uncertainty introduced, no forecasting ability can be expected from the
simulation of the microscale physical variables of a microburst. However, most of the variables considered
by the microburst forecasting indices are mesoscale‐related conditions (see section 2.3), therefore, these
are worth to be evaluated.
Figure 4. Average ROC curves and AUC for (top row) WINDEX, (middle row) WMSI, and (bottom row) MWPI tested at
each domain and set of simulations: (left) CFSR; (right) ERA5. The black curve in each plot corresponds to the
climatology ROC.
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4.2. Microburst Forecasting Indices
Figure 4 depicts the ROC curves for the three indices considered at both sets of simulations. Before evaluat-
ing the indices, it is worth analyzing the climatology curve. The forecast based on the climatological data
yields a poor performance, even a negative predictive ability, as evident by a curve clearly below the nondis-
crimination diagonal (this would represent a zero skill, random guess forecasting). These results are under-
standable when taking into account the large variability of the event, as highlighted by Table 1 and the first‐
and second‐order moments of the climatology (1.5 and 3.7, respectively). In addition, as microbursts obser-
vations with the appropriate equipment are so scarce, the available climatological data yield a large uncer-
tainty, making it a poor forecasting tool. Another feature to take into account is the behavior of the curve
when reaching the maximum POFD. The curve reaches an inflection point, rapidly increasing the POFD
for marginal increases of POD, which may be related to the contingency table for 13 July, as on this date
25 microbursts are observed. When the threshold used to compute the contingency table is decreased to a
minimum, with the objective of reaching the 25 hits on this date, the number of false alarms rises dramati-
cally for every other date. Thus, the average POFD reaches themaximum value before reaching a POD of 0.8.
This feature is reproduced in every other curve in the figure.
When the ROC curves for the indices are evaluated (Figure 4), the results show that every one of them
improves the results of the climatology forecast. Nevertheless, none shows an outstanding performance
as no curve largely separates from the diagonal. Also, AUC values are hindered by the aforementioned
inflection near the maximum POFD. Comparing the results for each boundary condition, CFSR per-
forms better than ERA5 at every index. Even if the total energetic input is practically the same for both,
that energy may be distributed in dissimilar spatial patterns or atmospheric variables. These variations
will yield different energy expressions when downscaled and, in turn, the model will compute different
values for a given variable. This effect is stronger for variables which are postprocessed from simpler
ones, like CAPE or convection triggering. Although the different indices' results are not optimal, there
is a clear added value against the climatology for the CFSR simulations. For the ERA5 set, only the
WINDEX shows a forecasting ability (with slightly worse AUC than for CFSR), the WMSI and the
MWPI being close to a random forecast.
Regarding the results for the CFSR (Figure 4), the WMSI yields the most robust ones, as every domain
produces a similar curve with a maximum around 0.50 POD and 0.35 POFD. The AUC values reflect
the same behavior, with very consistent results close to 0.49. The WINDEX at D3 produces the best
AUC (0.51), nonetheless, each domain generates a different curve reflecting a less coherent forecast.
The MWPI shows similar curves for D3 and D4, although D2 is a very poor performer, close to the cli-
matology. The differences shown by the indices are in part related to the variables they consider and the
complexity of the algorithm. This is evident for WINDEX, which presents a large variability among the
different resolutions as it contemplates variables verging the microscale. The WMSI, on the other hand,
only accounts for CAPE and ϴe, which are variables indicative of the mesoscale behavior. It also may
be tempting to conclude that the WINDEX at D3 presents the best AUC and therefore is the best per-
former, but here the energy spectrum results should be taken into account. The uncertainty and the
effective resolution produced by microscale grid resolutions demand to take with care any other result
on these domains and give priority to the most consistent ones.
5. Conclusions
In this study, several days with observed microbursts activity are simulated using the WRF model at high
spatiotemporal resolutions and two different boundary conditions. The energy spectra of the simulations
are evaluated to establish the minimum and effective resolutions of the model. These prompt the use of
mesoscale forecasting indices for microbursts. According to the results, we can yield the following
conclusions:
1. The kinetic energy quantity and dissipation rate simulated by theWRFmodel responds adequately to the
different large‐scale and mesoscale conditions evaluated.
2. The total input of energy by the CFSR and ERA5 reanalyses is practically identical.
3. The energy spectra fit reasonably well the observations in meso‐beta resolutions. Nonetheless, when the
model is forced into finer resolutions it produces an overenergetic troposphere.
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4. Due to the unrealistic energy spectrum, the resolutions of 400 m (D4) and 1,200 m (D3) should be con-
sidered unreliable. Thus, considering the grid spacing of 3,600 m (D2), the minimum resolution for the
simulations is 7.2 km and the effective resolution is approximately 30 km.
5. As per the aforementioned conclusion, the WRF simulation of microbursts is not reliable in atmospheric
energy terms. This would partly explain the poor sensitivity of the characteristic variables shown by the
authors in previous results (Bolgiani et al., 2020).
6. The forecasting ability of microburst climatology is very poor, most probably due to the very rare scien-
tific observations.
7. When microburst forecasting indices based on mesoscale variables are applied, these show an improve-
ment over a prognostic based on climatology.
8. CFSR boundary conditions show better prognostic results for the forecasting indices than ERA5.
9. The WMSI produces the most robust results, consistently achieving a POD of 0.50 against a POFD of 0.35
for every domain evaluated. Nevertheless, the WINDEX and the MWPI indices yield similar AUC values
in some domains.
In summary, it can be concluded that the WRF model performs an adequate diagnosis of the microburst,
although it does not present a high performance in the forecasting of the event. Nevertheless, the results
show an added value over statistical data, indicating that it may be viable to achieve a reliable forecasting
tool. Further research is required to improve the microburst detection using the WRF model, by
fine‐tuning the parametrizations, the model configuration, or developing new forecasting indices adapted
to mesoscale numerical simulations.
Data Availability Statement
The model configuration files, data processing scripts, and processed data used to support the conclusions of
this paper are available for further examination (https://doi.org/10.17632/fv6tg9n2jh.1).
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