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To my family
iii

And now, I said, let me show in a figure how far our nature is enlightened or unenlightened: –Behold!
human beings living in a underground den, which has a mouth open towards the light and reaching all along
the den; here they have been from their childhood, and have their legs and necks chained so that they cannot
move, and can only see before them, being prevented by the chains from turning round their heads. Above
and behind them a fire is blazing at a distance, and between the fire and the prisoners there is a raised way;
and you will see, if you look, a low wall built along the way, like the screen which marionette players have
in front of them, over which they show the puppets.
I see.
And do you see, I said, men passing along the wall carrying all sorts of vessels, and statues and figures
of animals made of wood and stone and various materials, which appear over the wall? Some of them are
talking, others silent.
You have shown me a strange image, and they are strange prisoners.
Like ourselves, I replied; and they see only their own shadows, or the shadows of one another, which
the fire throws on the opposite wall of the cave?
(...)
And if they were able to converse with one another, would they not suppose that they were naming
what was actually before them?
Very true.
And suppose further that the prison had an echo which came from the other side, would they not be sure
to fancy when one of the passers-by spoke that the voice which they heard came from the passing shadow?
No question, he replied.
To them, I said, the truth would be literally nothing but the shadows of the images.
That is certain.
And now look again, and see what will naturally follow it’ the prisoners are released and disabused of
their error. At first, when any of them is liberated and compelled suddenly to stand up and turn his neck
round and walk and look towards the light, he will suffer sharp pains; the glare will distress him, and he will
be unable to see the realities of which in his former state he had seen the shadows; and then conceive some
one saying to him, that what he saw before was an illusion, but that now, when he is approaching nearer
to being and his eye is turned towards more real existence, he has a clearer vision, -what will be his reply?
And you may further imagine that his instructor is pointing to the objects as they pass and requiring him to
name them, -will he not be perplexed? Will he not fancy that the shadows which he formerly saw are truer
than the objects which are now shown to him?
Far truer.
Plato, “The Republic”, Book VII, (360 B.C.E).
Translated by Benjamin Jowett.
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T
he boom of the Computer Age, triggered by the start of the Digital Revolution in the
past century, has definitely changed our society today. Part of this change has been starred
by semiconductor materials, whose dimensions can be miniaturized and their electrical and
optical properties can be controlled at will. Among the many technological successes occurred
during the past 100 years in semiconductor physics, it is worthwhile to mention the invention of
the dynamically tunable conductance of a germanium-based transistor [1, 2], demonstrated by J.
Bardeen and W. Brattain in the group of W. Shockley in Bell Laboratories [3]. Unprecedented
techniques in sample growth, controlled miniaturization and final optimization of the speed of
semiconductor based devices were also achieved in this mythical center. Nowadays, the transistor,
constituting a fundamental component in computers, has reached minimum sizes in the order of
tens of nanometers and increased its processing speed up to GHz regime [4, 5].
This year 2015 has been proclaimed the “International Year of Light and Light-based Tech-
nologies”. Light plays a key role as an intercross branch of knowledge, with a crucial importance
in our daily lives. It is fair to say that the present century will depend as much on photonics as the
20th century did on electronics. In the context of our Computer Age, the need for further pushing
the limits of the modulation speed in electronics and the seek of new routes for constructing and
expanding the worldwide telecommunications have produced the appearance of hybrid electro-optic
technologies, which try to profit from the best qualities of semiconductor electronics and photonics.
Nowadays silicon is the key material used in the actual electronic components. Nevertheless,
silicon-based computer CPUs are reaching the physical limits for the amount of information to be
transferred and processed. The limited bandwidth of the electronic-signals modulation imposes the
necessity of exploring new technological alternatives that, in addition, should solve the problems
of heat dissipation in the present transistors.
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The research on optoelectronics presents the best alternative for the next impulse of our In-
formation Era, even though there are still many challenges to be addressed before photon-based
transistors become a reality [6]. There have been many advances in silicon photonics [7], notwith-
standing this material posses an indirect band-gap, and thus requires phononic assistance (exchange
of momentum through vibrations of the system) in optical transitions. This property of its band
structure negatively biases the optical efficiency of the material for its use in optoelectronics.
III-V compounds, with a direct band gap, have been one of the choices during the last decades
to develop optoelectronics. For example, it is notable to mention the realization of the first semi-
conductor laser at the beginning of 1960s [8], constituted from forward biased GaAs p − n junc-
tions. The appearance of nano-structured semiconductor materials took place after developing
more complex crystal growth techniques: molecular beam epitaxy (MBE) or metalorganic vapor
phase epitaxy (MOVPE). Layered structures combining GaAs and AlAs or the alloy AlxGa1−xAs
opened the door to a new generation of engineered materials whose optical and electrical proper-
ties can be designed with those growth techniques. The choice for these materials is based on the
similarity of their lattice constant. This significantly reduces the inter-layer strain and permits the
growth of high quality layers whose thickness can be also reduced up to tens of nanometers.
The technological pursuit was directed to create efficient lasing nanostructured materials,
known as Vertical Cavity Surface Emitting Lasers (VCSELs), demonstrated in 1979 [9]. The
efforts in research aimed to lower the VCSEL lasing threshold and to force single mode emission;
as a result, semiconductor microcavities (MCs) were created, inaugurating a second generation of
advanced engineered-materials. MC structures are composed by a planar emitting active medium
surrounded by two high quality mirrors, the so-called distributed Bragg reflectors (DBRs), which
are composed by many thick layers of semiconductors. Nowadays, there are many applications of
optical MCs in technology, for example, III-V semiconductors MCs are used to control the laser
emission spectra in long-distance data transmission through optical fibers. MCs also permit the
narrowing of the laser spot-size that is necessary in the read/write processes of CD, DVD and
blue-ray players.
The quest for thresholdless lasers [10] improved the quality of the DBR-mirrors, so that now
cavity-photons can be kept between the mirrors for times long enough to be absorbed and emitted
by the active media, a quantum well (QW), many times creating excitons. In such conditions, the
oscillation between the photon- and the exciton-state renders a new quasi-particle called exciton-
polaritons [11]. The properties of polaritons combine the ones of its constituents, and so, on the one
hand polaritons possess strong dipole-dipole and Coulomb interactions from its excitonic part. This
makes polaritons suffer strong nonlinear phenomena, such as parametric scattering. On the other
hand, from its photonic part, polaritons have a mass which is five orders of magnitude lighter than
that of electrons in vacuum. The light polariton mass renders a macroscopic de Broglie wavelength
that becomes comparable to the polariton inter-particle distance — in the micrometer scale —
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at temperatures up to 300 K. In this framework of solid state physics, new quantum many-body
phenomena can be explored using simple experimental apparatus.
Particles with an integer spin are classified as bosons and they can constitute a single state
composed by a macroscopic number of them [12] in a well-known phenomenon called Bose-Einstein
condensation (BEC). The experimental demonstration of this effect was firstly accomplished in cold
atom gases by the group of C. E. Wieman and E. A. Cornell [13] and a few months later by the
group of W. Ketterle [14]. Atomic BECs, apart from their interest in fundamental physics, have
proven their potential for practical applications as, for example, interferometric devices with high
precision measurements for gravimeters, accelerometers, etc [15–19].
Polaritons condensates, as a real alternative candidate in solid-state physics to atomic-BECs,
were demonstrated by several groups 10 years ago [20–22] They display very attractive, flexible
qualities such as high-temperature of condensation [23] and the possibility to achieve condensation
through electrical injection [24, 25], among many others.
The difference of polariton condensates when compared to BEC atomic gases, is that polari-
tons have a finite lifetime, and that they recombine and are emitted outwards the MC. This fact
conditions the theoretical formalism in which polariton are described, given the impossibility to de-
fine a “temperature” of the system, and instead of having a thermodynamic equilibrium polaritons
are said to constitute “out-of-equilibrium” BEC condensates — we will discuss these differences in
the first part of this thesis. However, the photonic emission of the polaritons after their annihila-
tion presents an unprecedented advantage in the experimental measurements when compared with
those performed in atomic BECs or superfluid helium. The wavefunction of the emitted photons
is an exact copy of the intra-cavity polariton wavefunction and thus the optical measurements
performed on these photons bestow full information about, for example, the polariton dynamics
and their coherence.
The manipulation of the condensed polariton flow has revealed its superfluid behavior [26–28].
Recent progresses augur the appearance of a new generation of optoelectronic devices based on
MC-polaritons in the next years [29–45], some of them discussed in this thesis [46–48].
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Abstract
T
his PhD thesis is devoted to the study of exciton-polariton condensates in semiconductor
MCs. Here these gases made of exciton-photon mixtures are optically excited, both reso-
nantly and non-resonantly, and imaged in real and momentum spaces by means of optical
setups. The possibility to measure the polariton coherence and phase properties, together with
their emission energy and dynamics, allows for the full characterization of the polariton macroscopic
wavefunctions. Thanks to their photonic character, polaritons can be manipulated at will through
all-optical excitation and constitute promising building-blocks for the realization of polariton-based
semiconductor chips.
The thesis is divided in four parts comprising the following Chapters.
Part I describes the physics background underlying the creation of polariton condensates. The
interactions between cavity photons and semiconductor quasi-particles, excitons, involved in the
formation of polaritons are described from a classical, semiclassical and quantum points of view
in Chapter 1. Special attention is given to light propagation in MCs and its interaction with the
dipole moment of QW excitons that form polaritons. High bosonic densities and liquid Helium
temperatures enable polaritons to condense into a single coherent state out-of-equilibrium, whose
basic properties are discussed in Chapter 2 and contrasted with those of other types of BECs.
We present in Part II a detailed description of the samples, Chapter 3, and experimental
procedures, Chapter 4, used for excitation and detection of the samples emission. We also describe
the experimental methodology used for the data analysis in the different parts of this thesis.
Part III is devoted to the study of four fundamental phenomena in polariton condensates: the
optical parametric oscillator (OPO) regime, the quantized rotation of superfluid polaritons, the
coherence dynamics of polariton in momentum space and the polariton spin textures induced by
the spin Hall effect in quasi-1D systems for which the energy relaxation plays an important role.
The occurrence of topological defects in polariton superfluids in the OPO regime has been
demonstrated in the last years in the group hosting this PhD work [28, 49]. These studies reported
the observation of metastable persistent polariton superflows sustaining a quantized angular mo-
mentum, m, after applying a 2-ps laser pulse carrying a vortex state. A gain response in the
condensate lasts for tens of picoseconds during which no dissipation of the circulating currents is
detected. Angular momentum was also transferred directly into the steady state, which acquired
permanent rotation for as long as the vortex remains within the condensate. Although there are
similarities with rotating trapped atomic gases, non-equilibrium systems show a richer phenomenol-
ogy. In Chapter 5, the deterministic behavior of both the onset and dynamics of vortex-antivortex
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pairs generated by perturbing the system with a pulsed probe is explained in terms of local super-
currents [50, 51]. Simulations elucidate the reason why topological defects form in pairs and can
be detected by direct visualizations in multishot OPO experiments.
Chapter 6 studies the polariton OPO dynamics in a 40 µm-∅ pillar MC using a pump +
probe excitation scheme, that differs from common resonant excitation [29, 52–54]. A long-lived
(1 ns) OPO polariton signal is ignited and we observe a transient behavior, characterized by a
collective oscillation of the condensed OPO polaritons in the pillar. Thereafter, they reach a quasi-
steady state displaying a ring-like emission pattern, due to repulsive interaction with the exciton
population in the center of the pillar. We study the full dynamics of the creation and decay
of this OPO condensate in real and momentum-space. The interpretation of the experimental
measurements of the spatial emission dynamics is supported by theoretical simulations using the
two-dimensional (2D) coupled Gross-Pitaevskii (GP) equations for excitons and photons [55].
Exciton-polariton BECs, due to their dual wave-particle nature, share many properties with
classical waves as, for instance, interference phenomena, which are crucial to gain insight into their
ondulatory character. In Chapter 7 we show that the use of momentum-space optical interferome-
try, which avoids any spatial overlap between two parts of a macroscopic quantum state, presents
a unique way to study coherence phenomena in polariton condensates. We address a longstand-
ing question in quantum mechanics: “Do two components of a condensate, which have never seen
each other, possess a definitive phase?” [56]. A positive answer to this question is experimentally
obtained for light-matter condensates [57], created under precise symmetry conditions, in semicon-
ductor MCs, taking advantage of the direct relation between the angle of emission and the in-plane
momentum of polaritons.
In Chapter 8, we investigate optically the spin transport by propagating polariton condensates
along macroscopic distances in a quasi-one-dimensional (1D) MC ridge. Under circularly polarized,
non-resonant excitation, a sinusoidal precession of the spin in real space is observed, whose phase
depends on the emission energy. Through polarization- and time-resolved spectroscopy, we demon-
strate that the power and the degree of polarization of the excitation determines the polariton
condensate spin textures. The experimental results are compared with simulations of the polari-
ton condensate dynamics based on a generalized GP equation, modified to account for incoherent
pumping, decay and energy relaxation within the condensate [58].
Part IV is devoted to the implementation and optimization of polariton devices in quasi-1D
MCs. Such systems, which can be reconfigured on the fly, pave the way to widespread applications
in the control of quantum fluidic circuits [39, 41, 42].
Many theoretical works [31, 32, 35, 59, 60] anticipate promising perspectives for the imple-
mentation and development of polariton circuits in 1D geometries, where the polariton flow can
be guided, gated and trapped in many practical ways. After the seminal studies of E. Wertz
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and coworkers [36, 40, 61], on the propagation, manipulation and amplification of macroscopically
extended polariton condensates, an intense research for probing the practical properties of 1D po-
lariton circuits has thriven, such as the realization of a double-barrier resonant tunneling diode and
the implementation of an Mach–Zehnder interferometer with all-optical phase modulation [44, 45].
In a different way, T. Gao and coworkers developed a polariton condensate transistor switch
in a quasi-1D MC ridge through non-resonant optical excitation of a MC ridge with two beams [43].
In this device, polaritons are formed at the source, from where they are ballistically ejected towards
the edge of the ridge (collector), relaxing their energy in presence of the excitonic reservoir. The
polariton propagation can be gated using a 20 times weaker second beam (gate) to switch on and
off the flux of polaritons, and therefore, the formation of the trapped collector state. In the first
part of Chapter 9 we present a time-resolved study of the logic on/off operation of this polariton
condensate transistor switch. The experimental results are interpreted in the light of simulations
based on the generalized GP equation, including incoherent pumping, decay, and energy relaxation
within the condensate [46].
Following these studies in the second part of Chapter 9 we present a time-resolved study of
energy relaxation and trapping dynamics of polariton condensates in a semiconductor MC ridge.
In these experiments, the combination of the two non-resonant, pulsed laser sources gives rise
to profuse quantum phenomena where the repulsive potentials created by the lasers allow the
modulation and control of the polariton flow. We analyze in detail the dependence of the dynamics
on the power of both lasers and determine the optimum conditions for realizing an all-optical
polariton condensate transistor switch [62].
Chapter 10 addresses an important aspect of the polariton condensate transistor switch: the
operation speed of the device by means of excitonic gating. We present a time-resolved photolumi-
nescence (PL) study in real and momentum space of the switch. A study of the device operation
dependence on the power of the pulsed gate beam obtains a satisfactory compromise for the on-
off signal ratio and switching time of the order of 0.3 and ∼50 ps, respectively. The opposite
transition is governed by the long-lived gate excitons, consequently, the off-on switching time is
∼200 ps, limiting the overall operation speed of the device to ∼3 GHz [48].
Further studies on the spin-based polariton transistor switch have been performed in collab-
oration with the group of Prof. P. Savvidis. Nevertheless, for the sake of limiting the extension of
the thesis, we do not include these results here.
In Chapter 11, an approach for the implementation of a logic and gate is performed under two
pulsed, spatially separated and delayed excitation-beams, tuned to the bare exciton mode. In this
scheme, we study the dynamics of polariton condensate wave trains that propagate along a quasi-
1D waveguide. Through the application of tunable potential barriers the propagating polaritons
can be reflected and multiple reflections used to confine and store an initially propagating state.
xii
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Energy-relaxation processes allow the delayed relaxation into a long-living coherent ground state.
Aside from the potential routing of polariton condensate signals, the system forms an and-type
logic gate compatible with incoherent inputs [47].
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Resumen
E
sta tesis esta´ dedicada al estudio de condensados de polaritones excito´nicos en micro-
cavidades (MCs) semiconductoras. Estos gases compuestos por la mezcla de excitones y
fotones se excitan o´pticamente, tanto resonantemente como no-resonantemente, y la dis-
tribucio´n de la emisio´n de dichos condensados se reconstruye tanto en el espacio real como en el
espacio de momentos mediante sistemas experimentales o´pticos. La posibilidad de medir la fase y
las propiedades de coherencia de los polaritones, junto con su energ´ıa de emisio´n y su dina´mina,
permite la caracterizacio´n completa de la funcio´n de onda macrosco´pica de los polaritones. Gra-
cias a su cara´cter foto´nico, los polaritones pueden ser manipulados a voluntad mediante excitacio´n
puramente o´ptica y constituyen “bloques de construccio´n fundamentales” en la realizacio´n de dis-
positivos semiconductores basados en polaritones.
Esta tesis se divide en cuatro partes, comprendiendo los Cap´ıtulos siguientes.
La Parte I describe la base fundamental de la f´ısica subyacente en la creacio´n de los conden-
sados de polaritones. Las interacciones entre los fotones de la cavidad y las cuasi-part´ıculas de los
semiconductores, llamadas excitones, que participan en la formacio´n de polaritones, se describen
desde puntos de vista cla´sicos, semicla´sicos y cua´nticos en el Cap´ıtulo 1. Se presta atencio´n especial
a la propagacio´n de la luz en las MCs semiconductoras y a su interaccio´n con el momento dipolar
de los excitones de pozo cua´ntico que da lugar a la formacio´n de polaritones. La obtencio´n de una
alta densidad boso´nica y el uso de bajas temperaturas de helio l´ıquido permiten que los polaritones
condensen en un u´nico estado coherente fuera-de-equilibrio, cuyas propiedades ba´sicas se discuten
en el Cap´ıtulo 2 y se contrastan con las de otros tipos de condensados de Bose-Einstein.
En la Parte II se presenta una descripcio´n detallada de las muestras de MCs semiconductoras
empleadas en los experimentos, Cap´ıtulo 3, los procedimientos experimentales usados para la ex-
citacio´n y deteccio´n de la emisio´n de las muestras, Cap´ıtulo 4. Tambie´n se describe la metodolog´ıa
experimental utilizada para el ana´lisis de datos en las diferentes partes de esta tesis.
La Parte III se dedica al estudio de cuatro feno´menos fundamentales en condensados de polari-
tones: el re´gimen del oscilador parame´trico o´ptico (OPO), la rotacio´n cuantificada de polaritones
superfluidos, la dina´mica de coherencia de polaritones en espacio de momentos y las texturas del
“spin” de los polaritones inducidas por el efecto spin-Hall o´ptico en sistemas cuasi-1D en los que
la relajacio´n de energ´ıa juega un papel importante.
La aparicio´n de defectos topolo´gicos en superfluidos de polaritones en el re´gimen OPO se ha
estudiado en los u´ltimos an˜os en el grupo anfitrio´n de este trabajo de doctorado [28, 49]. Estos
estudios demostraron la observacio´n de superfluidos persistentes meta-estables de polaritones, ca-
paces de mantener un momento angular cuantizado, m, despue´s de su excitacio´n con un pulso
la´ser de 2-ps de duracio´n llevando consigo un vo´rtice de luz con momento angular m. La respuesta
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de ganancia del condensado dura decenas de picosegundos, per´ıodo durante el cual no se detecta
ninguna disipacio´n de las corrientes circulantes de polaritones. El momento angular tambie´n se
pudo transferir directamente al estado estacionario de los polaritones, que adquieren una rotacio´n
permanente durante el tiempo que el vo´rtice se matiene en el condensado. A pesar de que hay
similitudes con sistemas formados por gases ato´micos confinados y en rotacio´n, los sistemas de
no-equilibrio de polaritones muestran una fenomenolog´ıa ma´s rica. En el Cap´ıtulo 5, el compor-
tamiento determinista de la formacio´n y la dina´mica de pares de vo´rtices-antivo´rtices, generados
por perturbaciones del sistema con haces pulsados de luz la´ser (“pruebas”), se explica en te´rminos
de supercorrientes locales de polaritones [50, 51]. Las simulaciones llevadas a cabo en este trabajo
elucidan los motivos por los cuales los defectos topolo´gicos se forman en parejas y explican por
que´ dichos pares de vo´rtice-antivo´rtice pueden ser detectados mediante una visualizacio´n directa
en experimentos de OPO con disparos mu´ltiples del la´ser de “prueba”.
El Cap´ıtulo 6 estudia la dina´mica de polaritones OPO en una MC con forma de pilar cuyo
dia´metro es 40 µm-∅. Se ha empleado en la excitacio´n un esquema de bombeo + prueba, que
difiere de la excitacio´n resonante comu´nmente empleada [29, 52–54]. Se logra encender una sen˜al de
polaritones OPO de gran duracio´n (1 ns) y se observa un comportamiento transitorio caracterizado
por una oscilacio´n colectiva de los polaritones OPO condensados en el pilar. A continuacio´n de
dicho periodo transitorio, los polaritones alcanzan un estado cuasi-estacionario mostrando una
distribucio´n de la emisio´n en forma de anillo, debido a la repulsio´n excito´nica localizada en el
centro del pilar. Estudiamos en detalle la dina´mica completa de la creacio´n y decaimiento de
este condensado OPO tanto en el espacio real como en el de momentos. La interpretacio´n de las
medidas experimentales de la dina´mica de emisio´n se apoya en simulaciones teo´ricas que emplean
las ecuaciones de Gross-Pitaevskii (GP) en dos dimensiones para excitones y fotones [55].
Los condensados de Bose-Einstein de polaritones excito´nicos, debido a su naturaleza dual
onda-corpu´sculo, comparten muchas propiedades con ondas cla´sicas como, por ejemplo, feno´menos
de interferencia, los cuales son cruciales para comprender mejor su cara´cter ondulatorio. En el
Cap´ıtulo 7 mostramos que el uso de la interferometr´ıa o´ptica en el espacio de momentos, sin que
exista ningu´n solapamiento espacial entre dos partes de un estado cua´ntico macrosco´pico, presenta
una manera u´nica para estudiar los feno´menos de coherencia en los condensados polaritones. En
este Cap´ıtulo abordamos a una pregunta de larga data en la meca´nica cua´ntica: “¿Poseen una
fase definida dos componentes de un condensado que jama´s se han visto el uno al otro?” [56].
Obtenemos experimentalmente una respuesta positiva a esta pregunta en el caso de condensados
de luz-materia (polaritones), que se han creado bajo condiciones precisas de simetr´ıa, en MCs
semiconductoras, aprovechando la relacio´n directa entre el a´ngulo de emisio´n de los fotones y la
proyeccio´n del momento de los polaritones en el plano de la MC [57].
En el Cap´ıtulo 8 investigamos o´pticamente el transporte de “spin” en condensados de po-
laritones propagantes a lo largo de distancias macrosco´picas en MCs cuasi unidimensionales (1D).
xv
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Mediante excitacio´n no resonante con luz la´ser polarizada circularmente, se observa una precesio´n
sinusoidal del spin de los polaritones en el espacio real, siendo la fase de dicha oscilacio´n dependi-
ente de la energ´ıa de emisio´n de los polaritones. A trave´s de espectroscopia resuelta en polarizacio´n
y en tiempo, se demuestra que la potencia y el grado de polarizacio´n de la excitacio´n determinan
las texturas de spin de los condensados polarito´nicos. Los resultados experimentales se comparan
con simulaciones de la dina´mica de condensados de polaritones basadas en una ecuacio´n de GP
generalizada, la cual ha sido modificada para dar cuenta del bombeo incoherente, el decaimiento
de los polaritones y su relajacio´n de energ´ıa dentro del condensado [58].
La Parte IV esta´ dedicada a la implementacio´n y optimizacio´n de dispositivos de polaritones
en MCs cuasi-1D. Estos sistemas, que pueden ser re-configurados con facilidad, abren un camino
para obtener aplicaciones dedicadas al control de circuitos de fluidos cua´nticos [39, 41, 42].
Existen muchos trabajos teo´ricos que anticipan perspectivas prometedoras para la aplicacio´n y
desarrollo de circuitos polaritones en geometr´ıas 1D [31, 32, 35, 59, 60], donde el flujo de polaritones
puede ser guiado, controlado y atrapado en diversas formas pra´cticas. Los estudios seminales de
E. Wertz y sus colaboradores [36, 40, 61], sobre la propagacio´n, manipulacio´n y amplificacio´n de
condensados de polaritones extendidos microsco´picamente, han provocado una investigacio´n intensa
para indagar en las propiedades pra´cticas de los circuitos de polaritones 1D, dando lugar a trabajos
tales como la realizacio´n de un diodo-tu´nel resonante con doble barrera y la implementacio´n de
un interfero´metro de Mach-Zehnder, donde la modulacio´n de la fase de los polaritones en dicho
interfero´metro se realiza mediante excitacio´n o´ptica [44, 45].
De una manera diferente, T. Gao y sus colaboradores desarrollaron un transistor-interruptor
de polaritones condensados en una MC con una estructura cuasi-1D MC, mediante la excitacio´n
con dos haces de luz la´ser no resonantes [43]. En este dispositivo, los polaritones se forman en la
fuente, desde donde son expulsados bal´ısticamente hacia el borde de la estructura 1D (colector),
relajando su energ´ıa en presencia de un reservorio de excitones. La propagacio´n de los polaritones
puede ser controlada empleando un haz la´ser secundario (puerta), el cual tiene una intensidad 20
veces ma´s de´bil que la de la fuente, pero siendo capaz de cambiar el estado del transistor entre on
y off (encendido y apagado, respectivamente) bloqueando el flujo de polaritones hacia el colector,
y por lo tanto, condicionando la formacio´n del estado de colector atrapado. En la primera parte del
Cap´ıtulo 9 se presenta un estudio resuelto en tiempo del funcionamiento de la lo´gica operacional
on/off de este transistor-interruptor de polaritones condensados. Los resultados experimentales
se interpretan a la luz de las simulaciones basadas en la ecuacio´n GP generalizada, incluyendo
bombeo incoherente, el decaimiento de los polaritones y su relajacio´n de la energ´ıa dentro del
condensado [46].
A ra´ız de estos estudios, en la segunda parte del Cap´ıtulo 9 presentamos un minucioso estudio
resuelto en tiempo de la relajacio´n de energ´ıa de los polaritones y de la captura dina´mica de
dichos condensados en la MC semiconductora 1D. En estos experimentos, la combinacio´n de dos
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fuentes de luz la´ser no resonantes y pulsadas da lugar a feno´menos cua´nticos donde los potenciales
excito´nicos repulsivos (creados por dichos la´seres) permiten la modulacio´n y el control del flujo de
los polaritones propagantes en la estructura. Analizamos con detalle la dependencia de la dina´mica
polarito´nica con la potencia de excitacio´n de ambos la´seres y determinamos las condiciones o´ptimas
para la realizacio´n del transistor-interruptor o´ptico de polaritones condensados [62].
El Cap´ıtulo 10 aborda un aspecto importante del transistor-interruptor de polaritones con-
densados: la velocidad de operacio´n del dispositivo por medio del control excito´nico de la puerta.
Presentamos un estudio de la fotoluminiscencia resuelta en tiempo en el espacio real y de mo-
mentos del interruptor. El estudio de la dependencia de operacio´n del dispositivo con la potencia
de excitacio´n del haz de puerta pulsado nos ha permitido obtener el compromiso satisfactorio del
cociente entre las sen˜ales de on-off del orden de 0.3 y el tiempo de conmutacio´n de ∼ 50 ps. La
transicio´n opuesta off-on esta´ condicionada por el largo tiempo de vida de los excitones en la
puerta, en consecuencia, el tiempo de conmutacio´n de dicha transicio´n off-on es de ∼ 200 ps, lo
que limita la velocidad total del funcionamiento del dispositivo a ∼ 3 GHz [48].
Se han realizado otros estudios, en colaboracio´n con el grupo del Prof. P. Savvidis, sobre un
transistor-interruptor de polaritones basado en el spin de los polaritones. Sin embargo, en aras de
limitar la extensio´n de la tesis, no incluimos aqu´ı estos resultados.
En el Cap´ıtulo 11, un nuevo enfoque para la implementacio´n de una puerta lo´gica tipo and
(conjuncio´n) se realiza bajo excitacio´n con dos haces de luz la´ser pulsada, separados espacialmente
y retrasados temporalmente, cuya energ´ıa adema´s ha sido sintonizada a la del modo excito´nico.
En este esquema, se estudia la dina´mica de trenes de ondas de polaritones condensados que se
propagan a lo largo de una gu´ıa de onda cuasi-1D. A trave´s de la aplicacio´n de barreras de poten-
cial sintonizables, los polaritones al propagarse sufren reflexiones y estas mu´ltiples reflexiones se
emplean para confinar y almacenar un estado polarito´nico inicialmente propagante. Los procesos
de relajacio´n de energ´ıa que experimentan los polaritones permiten la relajacio´n retardada en un
estado de baja energ´ıa con un largo tiempo de vida. Aparte de la capacidad para re-direccionar la
propagacio´n de los polaritones, este sistema constituye una puerta lo´gica tipo and compatible con
entradas de excitacio´n incoherentes [47].
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as much as we did planning, performing and analyzing the experiments that it compiles.
Here we give you some brief indications for a comfortable reading of this thesis.
The different Sections (and corresponding lower sub-levels of organization) on each Chapter
will be referred in the text with the symbol § and the corresponding linked reference number (see
also the list of Contents for a detailed organization of the book). We highly recommend to follow
the Nomenclature, where three different categories index and describe the Abbreviations, Physical
Constants and Symbols used along this book, indicating the page where they appear for the first
time.
Many of the experimental figures showing the dynamics of polariton condensates in the dif-
ferent Chapters are accompanied by external links to the websites where the videos of such figures
are permanently available. We strongly suggest to consult those videos in order to gain insight in
the time-resolved phenomena (when demanded by the reader). Most of the references of this thesis
are hyperlinked to their publication websites in order to ease a faster access of the reader to the
cited work.
Please, take your seat and fasten your seat belt.
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Density of the order parameter Ψcoh1 (kx) in k-space, see equation (7.4).
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Number of photons (excitons) in the second quantization picture, see equation (1.46).
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Distribution of particles in thermal equilibrium at the ith energy level, see equation (2.1).
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Density of the propagating polariton WPs, given by nA,Bj = (ψ
A,B
j )
†ψA,Bj , where j = 1, 2.
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Pressure of a weakly-interacting Bose gas, see equation (2.11).
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Pumping rate from the reservoir, see equation (2.36).
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Pump power of excitation with the gate (source) laser beam, used in Chapters 9 and 10.
PNR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Nonresonant pumping feeding the exciton reservoir, see equation (2.40).
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Momentum in the second quantization picture, see equation (2.8).
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Quality factor, see equation (1.28).
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Reflectivity, see equation (1.17).
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Real part of a complex function, see equation (1.41).
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Operator accounting for polariton energy-relaxation processes, see equation (2.42).
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Electron-hole distance, see equation (1.3).
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Fresnel amplitude reflection coefficient, see equation (1.16).
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Rate at which polaritons scatter from the excitonic reservoir, see equation (2.39).
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Degree of linear/diagonal/circular (x/y/z) polarization, see equation (1.57).
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Transmittance, see equation (1.17).
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Temperature, see equation (2.1).
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Time delay between maxima of the source and collector intensities, see Chapter 9.
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Fresnel amplitude transmission coefficient, see equation (1.16).
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Linear coupling factor between the inactive and the dark exciton reservoir, see equa-
tion (2.45).
tR/t
′
R . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
Linear/nonlinear coupling factor between the inactive and the active reservoir, see equa-
tion (2.44).
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Time spent by the polariton PL to drop (raise) from an intensity of 1 (0.5) up to the value
of 0.5 (1), in a normalized scale, see Chapter 9.
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Upper polariton annihilation/creation operator, see equation (1.49).
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Coefficient of the Bogoliubov transformation, see equation (2.19).
NOMENCLATURE lv
V . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
Matrix element describing the coupling strength between the exciton resonance and the
cavity mode, see equation (1.36).
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Spin dependent effective potential experienced by polaritons, where σ = ± denotes the two
circular polarizations of polaritons, see equation (8.4).
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Background
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Chapter 1
Semiconductor Microcavities
I
n this Chapter the main physical processes behind light-matter interaction in semiconductor
microcavities (MCs) are described. Special attention is given to AlGaAs-based distributed
Bragg reflector-microcavities (DBR-MCs), with embedded quantum wells (QWs), in the strong
coupling regime (SCR), which is the physical system underlying all the results obtained in this
thesis.
1.1 Semiconductor crystals
A first attempt to physically describe a semiconductor crystal is to write up the Hamiltonian
describing all possible interactions between the crystal constituents. As this is clearly impossible
to compute, a number of approximations has to be made, according to which phenomena are to be
described. The first is to separate electrons into two groups: core electrons, the ones in the filled
orbitals localized around the nuclei forming the ion cores; and the valence electrons, the ones in
the unfilled orbitals that can move around the crystal.
The next approximation usually invoked is the Born-Oppenheimer or adiabatic approximation,
that assumes that electrons respond almost instantaneously to the movement of the nuclei or, in
other words, that to the electrons the ions are essentially stationary. On the other hand, ions
cannot follow the motion of the electrons and they see only a time-averaged adiabatic electronic
potential. The Hamiltonian of a semiconductor crystal can then be written as:
H = Hions +He +He−ions (1.1)
The first term, Hions, describes the interaction between atomic nuclei and cores electrons. Its
ground state accounts for the crystalline structure. As an example, we describe Gallium Arsenide
compounds, which are the materials used on the experiments performed in this work. GaAs has a
3
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Figure 1.1: GaAs crystal structure in real and reciprocal spaces. (a) Zincblende unit cell, showing
Ga and As atoms linked together in a tetrahedral structure. a is the lattice parameter. (b) 1st
Brillouin zone inside a cubic unit cell, with special high-symmetry points denoted by Γ, X, L, K,
W and U , while high-symmetry lines joining some of these points are labeled as Λ, Σ, ∆, Q, Z
and S. b indicates the typical lattice parameter in reciprocal space for GaAs. Figure adapted from
Wikipedia site for Zincblende structure description.
zincblende cubic crystal structure, where each Ga (As) atom is surrounded by four As (Ga) atoms
placed at the vertices of a tetrahedron [see Fig. 1.1(a)], where Ga atoms are represented by yellow
spheres and As by grey ones. The square box in this figure defines the unit cell which, in a perfect
crystal, is repeated side-by-side all over the crystal dimensions. In GaAs, the lattice parameter is
a = 0.565 nm.
Before describing the other two terms in Eq. 1.1, let us first define a fundamental concept
in condensed matter physics: the 1st Brillouin zone. Eigenstates of the Hamiltonian described in
Eq. 1.1 are usually written in momentum (k) basis, defining a reciprocal space which is related to
propagation directions inside the crystal. Periodical potentials implies Bloch-like solutions φ(k),
whose values for any k are mapped into a small region in reciprocal space, the primitive unit cell,
called 1st Brillouin zone. Figure 1.1(b) shows the 1st Brillouin zone of a GaAs crystal, whose
typical size given by b = 2pi/a ∼ 11 nm−1. Its high-symmetry points and directions are named
by Greek and capital letters (see the Nomenclature list, where these symbols are alphabetically
ordered and described).
The termHions also accounts for crystal collective excitations, such as phonons (quasi-particles
representing vibrational excitations of the crystal, characterized by a definite energy and momen-
tum). The phonon dispersion curves in a GaAs crystal are shown in Fig. 1.2 where, instead of
showing the energy as a function of all possible three-dimension (3D) k values, high-symmetry
directions defined in Fig. 1.1(b) are chosen. In the diamond- and zincblende-type lattices there
are two atoms per primitive unit cell, and hence there are six phonon branches. These are divided
into three acoustic-phonon (the three lower energy curves) and three optical-phonon branches
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Figure 1.2: GaAs phonon dispersion curves along high-symmetry directions of the 1st Brillouin
zone, measured by inelastic neutron scattering (dots) and calculated using a rigid-ion model (lines).
The horizontal axis and its dimensions are defined in Fig. 1.1(b). The three upper modes are known
as optical-phonons and the three lower ones acoustic-phonons. Adapted from Ref. [67].
(Fig. 1.2). Along high-symmetry directions the phonons can be classified as transverse or longi-
tudinal according to whether the displacements are perpendicular or parallel to the propagation
direction.
The middle term in Eq. 1.1, He, is the Hamiltonian for the valence electrons with the ions
frozen in their equilibrium positions. Again, different approximations may be taken: in the mean-
field approximation, every electron experiences the same averaged potential that includes the nuclei
and core electrons. Also, the highly attractive nuclei potentials may be replaced by smoother ion
pseudopotentials that include core electrons, yielding slowly oscillating valence electron wavefunc-
tions. Such approximations yield to solutions that are determined by the specific chemical nature
of each material. These solutions are again given in energy vs momentum basis as a single electron
dispersion, also known as band structure. Figure 1.3 provides the GaAs band structure, calculated
by the pseudopotential technique [67], along the main symmetry directions of the 1st Brillouin
zone. According to the Pauli’s Exclusion Principle, each eigenstate can only accommodate up to
two electrons of opposite spin. At zero temperature, electron fill up all the valence band (VB),
defined by the energy states below 0 eV. As temperature increases, or any other external excitation
is given to electrons, they might acquire enough energy as to start filling also the conduction band
(CB).
The energy difference between the maximum of the VB and the minimum of the CB is known
as bandgap, Egap. In AlxGa1−xAs compounds, the bandgap at room-temperature varies between
1.42 eV (x = 0, GaAs) and 2.16 eV (x = 1, AlAs). For x < 0.35, the bandgap is direct (the
minimum of the CB and the maximum of the VB are at the same wave-vector k = 0), which
makes this material good for optical applications, since transitions of electrons from VB to CB and
vice-versa happens without any change in momentum, and so no phonon contributions are needed.
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Figure 1.3: GaAs electron dispersion curves, calculated by the pseudopotential technique. The
horizontal axis and its dimensions are defined in Fig. 1.1(b). Positive energy branches are named
as conduction band whereas negative ones as valence band. Adapted from Ref. [67].
Finally, the last term in Eq. 1.1, He−ions, describes changes in the electronic energy as a
result of the displacements of the ions from their equilibrium positions. He−ions is also known as
electron-phonon interaction, since under the second quantization picture it accounts for scattering
between electron and phonon to final states through momentum and energy exchange. When
electrons are excited from their equilibrium state to higher energy ones, He−ions accounts for
electron thermalization by loosing energy to lattice phonons. When external radiation excites
electron-hole pairs in the sample, close to the point E = Egap, Γ, (see Fig. 1.2), electrons and holes
relax to lower energy states by converting their excess energy to phonons. If the excess energy
is higher (smaller) than the lattice optical-phonons energies, this relaxation is fast (slow) through
interactions that exchange high (small) energy and momentum. Finally, the emission produced
by the recombination of relaxed electron-hole pairs renders full information of the bandgap of the
semiconductor.
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1.2 Excitons
In a semiconductor at zero temperature, the fundamental optical excitation consists on the promo-
tion of an electron from the top of the VB to the bottom of the CB. The state left empty in the VB
can be pictured as a positive charge in an empty band, which is defined as a quasi-particle called
hole. This enables us to consider the VB masses1 as positive in all calculations, despite the fact
that from the single electron picture they have negative curvature (see Fig. 1.3). The two highest
energy branches in the VB dispersion are called heavy-hole and light-hole branches, according to
their curvatures.
The properties of the electron and the hole are both described by the band structure within the
one-electron approximation. Negatively charged electrons in the CB and positively charged holes
in the VB are subject to Coulomb attraction. This electron-hole interaction gives rise to bound
states called excitons. In most semiconductors, in particular in the GaAs compounds used in this
work, the Coulomb interaction is strongly screened by the valence electrons: the large dielectric
constant causes that the electrons and holes are only weakly bound. Such excitons, known as
Wannier-Mott excitons, have a typical size of the order of tens of lattices constants and a relatively
small binding energy (typically, a few meV).
Confinement of matter excitations (electrons, holes and excitons) can be easily attained in
heterostructures composed of layers of different semiconductor materials. 2D confinement is typ-
ically created in QWs by embedding a thin layer of a semiconductor crystal between two thick
layers of a wider gap semiconductor. Matter excitations with low momentum that fall into the
QW layer get trapped in a 2D structure in which movement in the z-direction is inhibited. In
these heterostructures quantum confinement effects start to be important when the extension of
the excitation wavefunctions are greater or of the same size than the confinement dimension. A
characteristic dimension in the systems we are interested in is given by the excitonic size. In GaAs
based QWs, confinement sizes of the order of tens of nm or less are necessary to observe quantum
confinement effects (aB = 11.4 nm in GaAs). Several approaches have been traditionally con-
sidered when calculating the eigenfunctions and eigenenergies in a 2D heterostructure. The tight
binding [68, 69], pseudopotential [70] and k · p [71] methods, which have been widely used in bulk
semiconductors, have also proved successful in the determination of the band structure in QWs.
Another intuitive method is the envelope wavefunction approach, explained below [72–74].
In 2D systems, the potential energy of electrons and holes, Ve and Vh, are described in the
growth direction by QWs whose depth and size can be tuned by changing the layer composition
and thickness (see insets in Fig. 1.4). The electron and hole ground state energies, Ee and Eh, and
1the effective mass is defined as m∗ = ~2/
(
∂2E
∂k2
)
, where E(k) is the electron dispersion relation. Note that close
to the Γ point in Fig. 1.3 the VB has a negative mass whereas the CB has a positive mass. Note also that the
effective mass is inversely proportional to the dispersion curvature.
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Figure 1.4: Exciton binding energy as a function of the QW width (scheme). The insets show
the QW potentials, Ve and Vh, and ground state energies, Ee and Eh, and wave functions, Φe and
Φh, of electron (blue) and hole (red), respectively, for different QW widths. Adapted from Ref.
[75].
wave functions, Φe and Φh, are tuned accordingly. The large size of Wannier-Mott excitons makes
them strongly sensitive to nanometre-scale variations in the QW size (see graph in Fig. 1.4). These
QWs are placed inside the MCs used in this thesis in such a way that the exciton energy can be
tuned to resonance with the photons2 confined inside the MC, as will be discussed in § 1.3.1.
The relative electron-hole motion can be found from the Hamiltonian describing the exci-
ton envelope wavefunction [67, 75]. We then add one extra term in the Hamiltonian 1.1 (He−h)
that describes the electron and hole states confined in a QW and accounts also for the coulomb
interactions between them:
H = Hions +He +He−ions +He−h (1.2)
He−h = − ~
2
2me
∇2e −
~2
2mh
∇2h + Ve(z) + Vh(z)−
e2
4pir
(1.3)
where me(h) is the electron (hole) effective mass, z the axis in the confinement direction, e
the elementary charge,  the electric permittivity and r the electron-hole distance. Without the
potentials Ve(z) and Vh(z), which describe the QW confinement, Eq. 1.3 is equivalent to one
describing the electron state in a hydrogen atom (see also § 1.4.3 for a deeper explanation about
the band structure and spin of confined excitons). The wavefunction of the 1s state of a bulk
2From now on we will use indistinctly the nomenclature: photon, photon mode, cavity mode, cavity resonance.
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GaAs exciton Hydrogen atom
Reduced mass µ/me 0.058 ∼1
Bohr radius aB 15 nm 0.053 nm
Binding energy 4.1 eV 13.6 eV
Table 1.1: Comparison between GaAs exciton parameters in the reduced mass approximation
and those of the hydrogen atom.
exciton reads:
f1s =
e−r/aB√
pia3B
(1.4)
with the Bohr radius aB given as:
aB =
4pi~2
µehe2
(1.5)
with µeh =
memh
me+mh
the electron-hole reduced effective mass. The binding energy of the ground
exciton state is
EB =
~2
2µeha
2
B
(1.6)
Table 1.1 presents the exciton parameters in the reduced mass approximation for GaAs, compared
to those of the hydrogen atom. The description we have followed so far used the single electron
picture. However, under high densities when both excitons and electron-hole plasma are present,
the Coulomb carrier-carrier potential becomes important, changing the dielectric constant . Thus,
the exciton binding energy gets progressively reduced. When dealing with materials with bandgap
in the infrared region, i.e. GaAs, this corresponds to a blueshift in the electromagnetic spectra. If
the carrier density is further increased, the excitons eventually dissociate [76].
1.3 Electromagnetic fields in matter
In this section we explain in detail how electromagnetic-waves propagate inside materials, giving
special attention to DBR-MCs — engineered nanostructures that confine and guide light using
index of refraction differences in different materials (see § 1.3.1) The electric field, E, and the
magnetic field, H, inside a medium are related spatio-temporally to the charge density ρe, current
density J, electric polarization per unit volume P, and magnetic polarization per unit volume M,
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through the Maxwell equations (SI units) [77]:
∇·D = ρe (1.7a)
∇·B = 0 (1.7b)
∇×E = −∂tB (1.7c)
∇×H = J + ∂tD (1.7d)
The electric displacement D, and magnetic induction field B, are defined by:
D = 0E + P = E (1.8a)
B = µ0H + M = µH (1.8b)
(1.8c)
Where  is called permittivity and µ, permeability.
Considering a medium with neither free charge (ρe = 0) nor currents (J = 0), taking the curl
of Eq. 1.7(c) and using Eqs. 1.7(d) and 1.8, one gets to the following equation for the electric field
[78]:3
∇2E = µ∂
2E
∂t2
(1.9)
which can be identified as a wave equation whose solutions propagate with velocity given by,
v =
c
n
=
1√
µ
(1.10)
where the refractive index, n, accounts for the speed of an electromagnetic wave propagating inside
a medium. In this thesis we consider n as a scalar with constant value for each material, however,
in general it can be a tensor (accounting for birefringence in anisotropic materials), complex-valued
(accounting for absorption) and dependent on the electric field (non–linear electric materials) and
on the magnetic field (non–linear magnetic materials).
For a light wave propagating in a transverse plane along the z-direction in a medium with
wave-vector k = k0n, where k0 is the wave-vector in vacuum, solutions of Eq. 1.9 have the general
form:
E(z) = A+(z) +A−(z) = |A+|eik0nz + |A−|e−ik0nz (1.11a)
B(z) =
−i
k0c
∂zE(z) =
n
c
|A+|eik0nz − n
c
|A−|e−ik0nz (1.11b)
3using the relation ∇×∇×E = ∇(∇·E)−∇2E and considering ∇·E = 0.
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which can also be represented using the positive, A+(z), and negative, A−(z), propagating electric
fields:
A+(z) =
1
2
(
E(z) +
c
n
B(z)
)
(1.12a)
A−(z) =
1
2
(
E(z)− c
n
B(z)
)
(1.12b)
The electromagnetic fields at two different positions along the propagation direction, z and z+ a,
are related through a transfer matrix [75]:
Φz+a = TaΦz (1.13a)
Φz =
(
E(z)
cB(z)
)
=
(
E(z)
−i
k0
∂zE(z)
)
(1.13b)
Ta =
(
cos(k0na)
i
n sin(k0na)
in sin(k0na) cos(k0na)
)
(1.13c)
Such an approach is very useful when solving Maxwell equations in multilayer dielectric structures,
where the transfer matrix across m layers is found as:
T =
m∏
i=1
Ti (1.14)
In condensed matter materials, light is guided modulating their refraction indices. When coming
from the left side of a boundary between two media with refraction indices n1 (left) and n2 (right)
— see Fig. 1.5(a), the matching of the tangential components of electric and magnetic fields yields:
A+1 +A
−
1 = A
+
2 (1.15a)
(A+1 −A−1 )n1 = A+2 n2 (1.15b)
The Fresnel amplitude reflection, r, and amplitude transmission, t, coefficients are defined as:
r =
A−1
A+1
=
n1 − n2
n1 + n2
(1.16a)
t =
A+2
A+1
=
2n1
n1 + n2
(1.16b)
The reflectivity R (ratio of reflected to incident energy flux) and the transmittance T (ratio of
transmitted to incident energy flux) are defined as
R = |r|2 (1.17a)
T =
n2
n1
|t|2 (1.17b)
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Figure 1.5: (a) Schematic representation of an electromagnetic wave incident perpendicularly on
an interface between two media with refractive indices n1 and n2. Arrows represent the incoming,
A+1 , the reflected, A
−
1 , and the transmitted, A
+
2 , amplitudes. (b) Reflectivity between the two
media in (a) as a function of n1 and n2. (c) Transmitivity between the two media in (a) as a
function of n1 and n2.
The factor n2/n1 comes from the ratio of light velocities in the two media. If losses are negligible,
T = 1− R.
Figure 1.5(b)/(c) shows the reflectivity R/transmitivity T between the two media with re-
fraction indices n1 and n2 [Eqs. 1.16(a) and 1.17(a)]. Clearly the amount of reflected wave on an
interface between two media is higher for higher index contrasts, but does not depend on which side
of the interface has the higher index. On the other hand, it follows from Eq. 1.16(a) that, when
incident on a higher n medium (n2 > n1), the reflected field has a pi-phase shift (r is negative),
whereas no shift appears when the field is reflected by a lower n medium (n2 < n1, r is positive).
Moreover, from Eq. 1.16(b), t is always positive and so there is no phase-shift on the transmitted
field.
The reflectivity can be improved with the use of multiple interfaces that reflect a wave multiple
times. The amplitude reflection and transmission coefficients (rs and ts) of a structure containing
m layers between two semi-infinite media with refractive indices nleft and nright before and after
the structure, respectively, can be found by solving the system [75]:
T
(
1 + rs
nleft(1− rs)
)
=
(
ts
nrightts
)
(1.18)
Moreover, if such interfaces are engineered in such a way that multiple reflections interfere de-
structively for the transmitted wave, even higher reflectivity can be achieved. This is the main
concept behind the high-reflectivity mirrors used in MC structures, described in the next Section.
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Figure 1.6: Schematic FP interferometer, showing a Lc-thick medium with refractive index nc
between air (n = 1). The incident, transmitted and reflected beams are represented by arrows,
with amplitude on the left side labelled by Ai (incident) and A
n
r (reflected), with n = 1, 2, 3.
1.3.1 Microcavities
A microcavity is an optical resonator that confines light to small volumes by resonant recirculation.
Its dimensions are related to the wavelength of the mode confined inside — micrometer scale for
light modes, hence its name. Although geometrical and resonant properties of MCs are diverse [79],
two basic different schemes are used to confine light. In the first, reflection off a single interface
is used, for instance from a metallic surface, or from total internal reflection at the boundary
between two dielectrics. The second scheme is to use the interference between multiple reflections
on microstructures periodically patterned on the scale of the resonant optical wavelength, like e.g.
in a photonic crystal. Below we describe two devices representative of the second scheme: the
Fabry-Pe´rot interferometer and the DBR-MC. We illustrate all the devices with simulations using
the Transfer Matrix Method (TMM), see Eq. 1.13, choosing for that the parameters of a sample
investigated on this thesis — described in § 3.2.
1.3.1.1 Fabry-Pe´rot interferometer
A Fabry-Pe´rot (FP) interferometer consists ideally of a transparent plate with two reflecting sur-
faces. It can be found as a central part of most lasers, forming the cavity resonator, but also has
its role on more fundamental physics, e.g. circuit quantum electrodynamics [80]. Figure 1.6 shows
a simple version of a FP interferometer, made of a medium with thickness Lc and refractive index
nc > 1 surrounded by air. Let us consider only the waves reflected into the air on the left side of the
FP. Light with amplitude Ai incident into the left interface is partially reflected with amplitude:
A1r = −|r|Ai (1.19)
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where r = (1 − nc)/(1 + nc) and the minus sign accounts for a pi-phase jump from reflection by
the higher refractive index FP medium. Another part is transmitted into the FP medium, being
partially reflected on the right interface and partially transmitted into air at the left interface with
amplitude:
A2r = Ait−|r|t+eiδ (1.20)
where t+ = 2/(1 + nc) is the transmission coefficient into the FP medium, t− = 2nc/(nc + 1) the
transmission coefficient out from the FP medium, and
δ =
2pi
λ0
2ncLc =
ω
c
2ncLc (1.21)
is the phase acquired by the beam while propagating inside FP medium, with λ0 the wavelength
in air and ω the wave frequency multiplied by 2pi.
The process described above happens many times with the field on the left side of the FP
being then the sum of all the reflected beams:
Ar =
∞∑
n=1
Anr = Ai
(
−|r|+ t−t+
∞∑
n=2
|r|2n−3eiδ(n−1)
)
= Ai
[
−|r|+ t+t−|r|
(
1
1− r2eiδ − 1
)]
(1.22)
Note that the relative phase between subsequent reflections is always δ. The amount of reflected
light — and hence the reflective character of the FP interferometer — depends on interferences
between multiple reflections, and so, from Eq. 1.21 on the wave frequency ω and on the FP
parameters nc and Lc.
Figure 1.7(a) shows the electric field profile (simulated using Eq. 1.13) with wavelength in air
λ0 = 800 nm incident on a FP interface with nc = 3.4 and Lc = 5λ0/(2nc) ∼ 588 nm. Putting these
values into Eq. 1.21 we have δ = 10pi, meaning that all the An>1r come out of the mirror with the
same phase, which have a pi-phase difference with respect to the A1r component. The result is that
A1r is destructively interfered by all the A
n>1
r components, and the only component on the left side
of the structure is Ai, making a flat electric field profile |E| = |Ai|. Since no light is reflected, the
reflectivity of such a FP is zero at 800 nm — see the FP reflectivity dependence on wavelength in
Fig. 1.7(c). Inside the FP medium, the difference in phase between right propagating components
and left propagating ones is an integer multiple of 5pi, generating a standing wave [Fig. 1.7(a)].
Following the same logic, if the incident field has a wavelength such that δ = 11pi (or any other
odd multiple of pi), the second and third reflected components will sum up to:
A2r +A
3
r = Ait+t−(e
i11pi + r2ei22pi) = Ait+t−(−1 + r2) (1.23)
which is a negative number since r2 < 1. These two components then constructively interfere with
the also negative A1r component, the same holding for A
4
r+A
5
r and so on. The overall reflected field
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Figure 1.7: FP interferometer as simulated by the TMM — Eq. 1.13, using parameters nc = 3.4,
Lc = 588 nm. The squared-field spatial profile is plotted for (a) λ0 = 800 nm (red line) and (b)
λ0 = 727 nm (blue line). In (a,b) the refractive index is represented by both the black line and
the gray color scale. (c) Reflectivity curve for different incident light frequencies, calculated using
Eq. 1.18. The red arrow marks the wavelength of the field plotted in (a) whereas the blue arrow
marks the wavelength of the field plotted in (b). The choice for the red/blue colors of the arrows
in panel (c) reflects the relative value of their higher/smaller wavelengths, whose values were used
to simulate the two different light fields plotted in panels (a) and (b), respectively (same situation
holds for the next Figs. 1.8 and 1.9).
is then greatly enhanced and the FP becomes reflective. This is indeed observed when calculating
the electric field profile for λ0 = 2pi/(11pi)2ncLc ∼ 727 nm — see Fig. 1.7(b), where the reflected
field generates an interference pattern on the left side of the FP. Accordingly, the reflectivity is
maximum at 727 nm — blue arrow in Fig. 1.7(c).
Till now we have considered light impinging perpendicularly to the FP interface. For oblique
incidence, the beam should be decomposed inside the cavity into its perpendicular and parallel
components to the surface, and then apply a similar analysis to that already described for the
perpendicular component. The perpendicular wave-vectors k⊥ for which the FP reflectivity goes
to zero are found when making δ = 2piq, with q integer, and k⊥ = 2pinc/λ0 on Eq. 1.21:
k⊥ =
piq
Lc
(1.24)
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The modes defined by Eq. 1.24, known as cavity modes, have an integral number of half-wavelengths
that fit into the MC. Their energy Ec is given by:
Ec = ~ck =
~c
nc
√
k2‖ + k
2
⊥ = ~c
√
k2‖ +
(
piq
Lc
)2
(1.25)
Equation 1.25 is the dispersion relation of a photon with energy Ec inside the FP cavity. Close to
perpendicular incidence (k‖  k⊥) it can be approximated to:
Ec = E
0
c +
~2k2‖
2m∗ph
(1.26)
where E0c = (~piqc)/(ncLc) is the mode energy for perpendicular incidence andm∗ph = (~piqnc)/(Lcc)
is the so called photon effective mass.
Another important feature of a FP is its reflectivity. It is characterized by the finesse F , which
is the ratio between the mode separation (in energy) and the mode full width at half maximum
(FWHM). It can be shown that it depends only on the reflectivity of the FP interfaces [75]:
F = pir
1− r2 (1.27)
The higher the reflectivity between interfaces, the higher the photon lifetime inside the cavity. The
cavity mode width depends on the reflectivity of each mirror and sets the photon lifetime inside
the cavity. High quality samples are those with long photonic lifetimes, and so it is useful to define
a quality factor, defined as the ratio of a resonant cavity frequency, ωc, to the linewidth (FWHM)
of the cavity mode, δωc [75].
Q =
ωc
δωc
(1.28)
The Q-factor is an indicator of the photonic losses in the MC in terms of absorption, scattering
or leakage through the imperfect mirrors. Q−1 is the fraction of photonic energy that is lost in a
single round-trip of a photon inside the cavity. The exponentially decaying cavity-photon number
has a lifetime given by τ = Q/ωc.
The best candidates to achieve high quality factors through the use of high reflectivity mirrors
are described in next section.
1.3.1.2 DBR-mirror
The ideas based on multiple inferences described in previous sections to achieve high reflectivity
mirrors can be further developed by adding more extra layers to the FP scheme in Fig. 1.6. In
fact, if all the components reflected by each layer come out of the structure on the left side with
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Figure 1.8: Bragg mirror as simulated by the TMM - Eq. 1.13, using 32 pairs of layers with
n1 = 3.5, n2 = 3, L1 ∼ 57 nm and L2 ∼ 67 nm. The squared-field spatial profile is plotted for (a)
λ = 800 nm (red line) and (b) λ = 756 nm (blue line). In (a,b) the refractive index is represented
by both the black line and the gray color scale. (c) Reflectivity curve for different incident light
frequency, calculated using Eq. 1.18. The red arrow marks the wavelength of the field plotted in
(a) whereas the blue arrow marks the wavelength of the field plotted in (b).
the same phase, pi-shifted with respect to the incident beam, they will all interfere constructively
and the reflectivity will be maximum. This can be achieved, e.g., for a given λ0 for which we want
the structure to be highly reflective, by using for the first layer n1L1 = λ0/4, and n2L2 = λ0/4 for
the second, with n1 > n2, and then repeating this pair of layers a number of times. Such multilayer
periodic structure is called Bragg mirror, also known as distributed Bragg reflector (DBR) mirror.
The working principle relies on light interference: all the waves propagating on the reflection
direction, after multiple reflections on all the interfaces present in the structure, are in phase.
Conversely, all the waves propagating in the transmission direction interfere destructively.
Figure 1.8(a) shows the electric field profile (simulated using Eq. 1.13) with wavelength in air
λ0 = 800 nm incident on a DBR-mirror made of 32 pairs of layers with n1 = 3.5, n2 = 3, L1 ∼ 57
nm and L2 ∼ 67 nm. Under these conditions all the layer reflect the field with the same phase,
creating a standing wave made of incident and reflected waves on the left side of the structure (air).
Note that the standing wave nodes have zero intensity, meaning that the incident and reflected
components have the same magnitude, and hence the mirror is ∼100% reflective. Differently from
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a FP interferometer, a DBR-mirror possess a considerable field penetration on the cavity due to
low index contrast.
Figure 1.8(c) shows the DBR reflectivity dependence on wavelength. Apart from the maximum
expected at 800 nm (red arrow), the reflectivity is close to 1 for a wide range of wavelength values
centered at 800 nm. Such a plateau region of high reflectivity, known as stop-band, becomes
broader for higher index contrast between layers and higher number of pair layers. The stop-band
is surrounded by transmissive energy modes called Bragg modes, whose name is due to the fact
that the field distribution is mainly concentrated inside the DBR-mirror — see Fig. 1.8(b) for the
field profile corresponding to a wavelength λ0 = 756 nm, marked by a blue arrow in Fig. 1.8(c).
1.3.1.3 DBR-microcavity
A semiconductor MC is formed by two DBR mirrors separated by a dielectric layer (the cavity
itself), whose thickness determines the cavity mode wavelength, in the same way as in a FP
interferometer.
To illustrate how an electromagnetic field behaves inside a semiconductor MC, simulations
are performed based on a semiconductor MC similar to the one described in § 3.2: the left DBR is
made of 32 pairs of layers with n1 = 3.5, n2 = 3, L1 ∼ 57 nm and L2 ∼ 67 nm, whereas the right
DBR is made of 35 pairs of layers with n1 = 3, n2 = 3.5, L1 ∼ 67 nm and L2 ∼ 57 nm. Between
both mirrors there is a a 5λ0/2 cavity with nc = 3.4 and Lc = 5λ0/(2nc).
Figure 1.9(a) shows the electric field profile (simulated using Eq. 1.13) with wavelength in
air λ0 = 800 nm. Although the mirrors are ∼100% reflective under these conditions interferences
with the components reflected by the cavity interfaces makes the whole structure transmissive at
this specific wavelength — indicated by a blue arrow in Figs. 1.9(c,d). The effect of the cavity
on the reflectivity spectra is to open a sharp minima on the DBR stop band. The field is mainly
confined inside the cavity, and so photons entering the cavity remain inside for a long time, which is
consistent with a extremely sharp energy linewidth [Figs. 1.9(d)] and high Q-factor. The standing-
wave profile with 5 nodes is consistent with the condition Lc = 5λ0/(2nc). Inside the cavity, the
field has maximum amplitude at four antinodes that can be used to couple photons to exciton in
QWs put at such positions, as it will be explained in § 1.4.
Figure 1.9(c) shows the DBR reflectivity spectrum. The mirror stop-band can be again
observed, with the transmissive Bragg modes (red arrow) having again a field distribution mainly
concentrated inside the DBR-mirrors — see Fig. 1.9(b) for the field profile corresponding to a
wavelength marked by a red arrow in Fig. 1.9(c).
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Figure 1.9: Semiconductor MC as simulated by the TMM — Eq. 1.13, using 32 pairs of layers
with n1 = 3.5, n2 = 3, L1 ∼ 57 nm and L2 ∼ 67 nm for the left DBR, a 5λ0/2 cavity with nc = 3.4
and Lc ∼ 588 nm, and 35 pairs of layers with n1 = 3, n2 = 3.5, L1 ∼ 67 nm and L2 ∼ 57 nm for
the right DBR. The field spatial profile is plotted for (a) λ0 = 800 nm (red line) and (b) λ0 = 759
nm (blue line). In (a,b) the refractive index is represented by both the black line and the gray
color scale. (c) Reflectivity curve for different incident light frequency, calculated using Eq. 1.18.
The red arrow marks the wavelength of the field plotted in (a) whereas the blue arrow marks the
wavelength of the field plotted in (b). (d) is a zoom of (c) close to the cavity mode (800 nm).
Finally we consider oblique incidence. Reflectivity spectra as a function of incidence angle
φleft can be calculated by replacing on Eq. 1.18
nleft → nleft cos(φleft), nright → nright cos(φright) (1.29)
Figure 1.10 shows the transmittance (T = 1 − R) dispersion for the MC described in Fig. 1.9.
As the in-plane momentum k‖ increases, the energy of transmissive modes increase, including the
weakly transmissive cavity mode.
The dispersion of the cavity mode is expected to be parabolic for a FP cavity (Eq. 1.26), but
the wave vector kz in the direction of the growth axis z is quantized: kz = (p+1)pi/Lc [81], where p
is an integer and positive number. We calculate the cavity mode energy for perpendicular incidence
E0c = ~pi5c/(ncLc) = 1.5498 eV and the photon effective mass m∗c = ~pi5nc/(Lcc) = 2.2276× 10−34
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Figure 1.10: Transmittance spectra for the MC described in Fig. 1.9, as a function of incident
wave energy and k-vector in air, simulated using Eqs. 1.18 and 1.29. High- and low-energy Bragg
modes are indicated, as well as the weaker cavity mode. The transmittance of the region inside the
dashed gray square has been multiplied by 105 to make the cavity mode to appear visible in the
color scale. The cavity mode dispersion, estimated using Eq. 1.26, is plotted as a dashed red line.
kg = 2.4454×10−4me, where me is the electron mass. The resulting parabolic dispersion is plotted
in Fig. 1.10 (dashed red line). It fits quite well the simulated cavity dispersion, seen as red.
Photons behave then as massive particles while propagating inside a cavity, with an effec-
tive mass extremely light if compared to that of an electron. The photon-exciton quasi-particles
described in § 1.4 will also have a very light mass, what is crucial for observing the macroscopic
quantum effects described in Chapter 2 at high temperatures.
1.4 Polaritons
When an intrinsic semiconductor crystal is held at cryogenic temperatures, like in all the results
presented on this thesis, the thermal energy is not high enough as to promote electrons from the
VB to the CB, and so the system remains electronically on its ground state. Excitation to higher
modes can be done by laser beams, where the energy carried by photons are absorbed by electrons
that acquire higher energy.
The photon dispersion relation was computed in § 1.3 when considering the electromagnetic
field propagation inside materials. The cavity mode energy was considered to remain unaffected
while propagating inside the media. This is equivalent to add a Hph term to the Hamiltonian in
Eq. 1.2 that accounts for photonic dispersion.
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In this section we describe how photons drive excitonic-dipole oscillations that changes the
energy modes of the system, introducing a last term in Hamiltonian described in Eq. 1.2 called
electron-photon interaction, He−ph:
H = Hions +He +He−ions +He−h +Hph +He−ph (1.30)
1.4.1 Semiclassical light-matter coupling
First we consider light coupling to elementary semiconductor crystal excitations — excitons —
and discuss the optical properties of mixed light-matter quasi-particles named exciton-polaritons,
which play a decisive role in optical spectra of MCs. Our considerations are based on the classical
Maxwell equations coupled to quantum properties of excitons.
In the semiclassical approximation of light-exciton interaction, electron and hole are bounded
together by an harmonic potential µehω
2
x, ~ωx being the exciton energy and µeh its reduced mass,
1/µeh = 1/me + 1/mh. The exciton oscillates when light irradiates the atom, E(t), following
[67, 75]:
µehr¨x + µeh2γxr˙x + µehω
2
xr
2
x = eE(t) (1.31)
where rx is the electron-hole distance and γx the damping caused by non-radiative processes such
as scattering with phonons.
Solutions to Eq. 1.31 give a steady state where the exciton also oscillates harmonically with
the frequency of the external field, ω [75]:
rx(t) =
e/µeh
ω2x − ω2 − 2iωγx
E(t) (1.32)
Following the approach proposed by Hopfield [82], the excitonic influence on the dielectric constant
can be calculated. The polarization density P created by excitons is taken to be proportional to
the amplitude of the harmonic oscillator, which constitutes the so-called dipole approximation.
Using Eq. 1.32,
P(ω) =
B2ωxωLT
ω2x − ω2 − 2iωγx
E(ω) ≈ BωLT
ωx − ω − iγxE(ω) (1.33)
where ωLT is the so-called longitudinal-transverse splitting, which is proportional to the exciton
oscillator strength, and B is the normalized background dielectric constant that does not contain
the excitonic contribution, and the approximation has been taken in the vicinity of the resonant
frequency. It must be mentioned that the full derivation of Eq. 1.33 is detailed in the book of
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Haug and Koch, see Ref. [83], and that, for the sake of simplicity, in this equation we assumed
that excitons do not move, so that k = 0.
Equation 1.33 says that the polarization density of an excitonic media depends on the fre-
quency of the electric field. From Eq. 1.8(a), the same holds for the permittivity , making the wave
equation 1.9 a non-linear equation that changes the properties of the propagating field including
its frequency.
1.4.1.1 Microcavities containing quantum wells
The frequency-dependent polarization, P(ω), described by Eq. 1.33 is proportional to the exciton
oscillator strength, but such expression is not valid in a system where the movement of excitons is
restricted by the spatial confinement in QWs. In these conditions where the free exciton dynamics
is prohibited, its wave vector is not defined in the confinement direction. In § 1.3.1.3 it was shown
that the field inside a MC is concentrated at the antinodes of a standing wave profile [Figs. 1.9(a,b)].
It is then desirable that confined excitons are created at such antinode regions, what can be done
by using QWs inside the MC. This also gives a second advantage, namely that the exciton energy,
ωx, can be tuned with the QW width — see § 1.2.
The theory of spatial dispersion in an optical media is applied to describe the dielectric
response of quantum structures containing excitons, where the local presence of an exciton wave-
function affects the dielectric polarization. In this section we follow the semiclassical description
of the exciton-photon coupling in QWs given in Ref. [75], it is based in the non-local dielectric
response theory developed by the seminal works of Andreani, et al. [84], and Ivchenko [85]. The
dielectric polarization changes in presence of an exciton according to the following expression:
P(ω, z) = Φ(z)
∫
Φ(z′)
B2ωLTpia
3
B
ωx − ω − iγxE(ω, z
′) dz′ (1.34)
where Φ(z) is the exciton wavefunction obtained when solving Eq. 1.3 using a potential well for
Ve,h(ze,h) and aB is the Bohr radius of exciton in the bulk material (Eq. 1.5). Introducing Eq.
1.34 into Eqs. 1.8 and 1.9, the latter becomes an integro-differential equation and can be solved
exactly using the Green’s function method [75]. The reflection and transmission amplitudes can
be then calculated using 1.16:
rQW (ω) =
iΓx
ωx − ω − i(Γx + γx) (1.35a)
tQW (ω) = 1 + rQW (ω) (1.35b)
where Γx is the so-called exciton radiative broadening which is connected to the exciton radiative
lifetime.
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A finite exciton radiative lifetime is a peculiarity of confined semiconductor systems. In an
infinite bulk crystal, an exciton-polariton can freely propagate in any direction and its lifetime is
limited only by non-radiative processes such as scattering with acoustic phonons. On the contrary,
in a QW the exciton-polariton can disappear by giving its energy to a photon which escapes the
QW plane. After calculating the transfer matrix of a DBR-MC containing a QW in the middle of
the Lc-thick cavity layer, solving an eigenvalue equation yields [75]:
(ωx − ω − iγx)(ωc − ω − iγc) = V 2 (1.36a)
γc =
c(1−√R)
nc
√
R(LDBR + Lc)
(1.36b)
V 2 =
c(1 +
√
R)Γx
nc
√
R(LDBR + Lc)
(1.36c)
where R is the DBR reflectivity, γc the photon lifetime and LDBR =
n1n2pic
ωc(n2−n1) is the so called
DBR effective length, it accounts for the penetration depth of the electromagnetic field inside the
mirror.
Equation 1.36(a) describes a system of two damped harmonic oscillators, namely the exciton
and the cavity mode, coupled by a matrix element V . It has two complex solutions:
ω± =
1
2
[
ωx + ωc − i(γx + γc)±
√
4V 2 + (ωx − ωc − i(γx − γc))2
]
(1.37)
If ωx = ωc, the splitting between the two values is given by the so-called Rabi splitting:
ΩR =
√
4V 2 − (γx − γc)2 (1.38)
This coupling changes the modes of the electric field on the excitonic media. The splitting is
analogous to the normal mode splitting observed in atoms inside cavities [86, 87].
The parameter V is the coupling strength between the cavity photon mode and the exciton.
2V reaches 15 meV in GaAs MCs, 30 meV in CdTe MCs, and 50 meV in GaN cavities [29, 88–90].
In order to discuss the influence of a finite linewidth of the uncoupled modes on the light-
matter coupling in a MC, it is convenient to distinguish between homogeneous and inhomogeneous
broadening mechanisms. Interpreting the homogeneous linewidths of exciton (γx) and cavity-
photon (γc) as damping constants in analogy to the mechanically-coupled oscillators (see next
§ 1.4.2 and Fig. 1.13), the dephasing time can be approximated by Heisenberg’s uncertainty
principle: τx,c ' 2pi/γx,c. If now τx,c is shorter or close to the Rabi-oscillation period, given by
τR = 2pi/ΩR, an efficient energy transfer between both oscillators is prevented and the system
remains weakly coupled. This intuitive criterion for the occurrence of the so-called SCR can be
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expressed as:
τR  min(τx, τc), or, equivalently ΩR  max(γx, γc) (1.39)
An alternative expression for the homogeneous linewidth limitation can be obtained via Eq. 1.38.
As the Rabi-splitting is only defined as a real quantity, it holds:
ΩR

0 when V ≤ |γx−γc|2
√
4V 2 − (γx − γc)2 when V > |γx−γc|2
(1.40)
When considering MCs with γx  γc, such as typical III-nitride based MCs featuring Q ' 1000
(in particular at room temperature), the SCR conditions should be stringent. In this case both
above-mentioned approaches in Eqs. 1.39 and 1.40 would yield identical criteria for observing the
SCR. Note that in low-quality cavities, where γx ∼ γc  2V , Eq. 1.40 would still yield finite
values for the vacuum Rabi-splitting, even though the SCR could not be observed according to the
criterion defined in Eq. 1.39 and the potential presence of any polariton mode would be blurred
by the immense broadening. A more refined theory abolishing this artifact has been provided by
Savona and co-workers in Ref. [91]. Therein, they examined the Rabi-splitting values that occur
in the reflection (R), absorption (A), and transmission (T) spectra of the MC and evidenced that
it should hold: ΩAR ≤ ΩTR ≤ ΩRR. The most stringent condition is thus given by the absorption:
ΩAR

0 when V 2 ≤ γ2x+γ2c2
2
√
V 2 − γ2x+γ2c2 when V 2 > γ
2
x+γ
2
c
2
(1.41)
Note that for the case γx  γc (or vice versa) all three criteria yield equivalent restrictions for the
SCR.
Contrary to the homogeneous linewidth the impact of a statistical contribution, due to disor-
der, defects and layer-thickness fluctuations giving rise to an inhomogeneous broadening cannot be
modeled within the mechanically-coupled oscillators. These non-idealities often play an only minor
role in GaAs-based structures, but they are omnipresent in III-nitride ones. This is not necessarily
due to the lower crystal quality, but rather caused by a much smaller exciton Bohr-radius and a
therefore increased sensitivity to alloy composition fluctuations and crystal defects.
Lets consider the criteria for the SCR given by Eq. 1.40, suitable for GaAs-based MCs given
the small values of γx and γc; when 2V > |γx− γc|, in this case ΩR is a real number and so ω± are
different frequencies from ωc,x, defining new eigenmodes of the MC spectra, called upper polariton,
ω+, and lower polariton, ω−. On the other hand, in the weak coupling regime, 2V < |γx − γc|
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Figure 1.11: Comparison between WCR and SCR. Panels are solutions of Eqs. 1.37 and 1.42 using
parameters ~γx =0.4 meV (τx = 2pi/γx =10 ps exciton lifetime [92]), ~γc = 4 meV (τc = 2pi/γc =1
ps photon lifetime), ~ωx =1550 meV and (a) 2V = 2.4 meV < |γx − γc| = 3.6 meV (WCR) or (b)
2V = 8 meV > |γx − γc| = 3.6 meV (SCR). In (a) the coupled modes are practically the same as
bare ωx and ωc modes, with an decrease of the exciton decay rate at the crossing point. In (b) ω+
and ω− modes are separated by ~ΩR at the anticrossing point.
making ΩR a pure complex number, and so the eigenfrequencies ωc,x remain unchanged except
from their linewidth. VCSEL lasers operate under the WCR.
To illustrate better the difference between both regimes we simulate a cavity spectra as the
sum of two Gaussians whose peaks and FWHMs are given by the real (R) and imaginary (I) parts,
respectively, of ω±:
T (ω) = e
− (ω−R(ω+))
2
2
( I(ω+)
2
√
2 ln 2
)2
+ e
− (ω−R(ω−))
2
2
( I(ω−)
2
√
2 ln 2
)2
(1.42)
Figure 1.11 shows the exciton and photon-cavity mode anti-crossing by comparing the tran-
sition from the WCR to the SCR; the cavity mode energy varies inside the MC (as shown in Fig.
1.10) and therefore the cavity mode crosses the exciton mode (with a constant energy). We use
realistic parameters in order to reproduce the behavior of the cavities used in this thesis — see
Chapter 3. In the WCR [Fig. 1.11(a)], the bare exciton and photon modes remain the eigenmodes
of the system, with slight changes in lifetimes (observed in the width of the lines) at the crossing
region. On the other hand, in the SCR [Fig. 1.11(b)], a clear distinction between upper and lower
polariton branches (UPB and LPB, respectively) can be seen, with normal mode splitting given
by ΩR.
The conditions for SCR are thus high exciton-dipole oscillator strength, good field-exciton
overlap and similar, and small, linewidths of the cavity photon (γc, controlled by the finesse)
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and the exciton (γx, controlled by the inhomogeneous broadening of the excitons in the sample)
compared to ΩR [93].
1.4.2 Quantum description of light-matter interaction
In order to understand the consequences of the strong exciton-photon interaction inside the cav-
ity, we are going to follow a second quantization approach, which provides very intuitive results.
Nonetheless, the physics behind this phenomena do not require the use of a quantum mechanical
treatment; similar results can be obtained following classical linear approaches [87, 94–96].
In the previous Section, a semiclassical approach to photon-exciton interaction inside a semi-
conductor MC has been shown to change the dielectric constant yielding a normal mode splitting
that appears as two new modes. This is in close analogy to the classical two-coupled harmonic os-
cillator problem [97], where two masses mA and mB are attached to springs with constants κA and
κB and linked together by a third spring with constant κ — see Fig. 1.12(a). The eigenfrequencies
of the system are given by (damping is ignored):
ω2± =
1
2
[
ω2A + ω
2
B ±
√(
ω2A − ω2B
)2
+ 4Γ2ωAωB
]
(1.43)
where ωA =
√
(kA + κ)mA, ωB =
√
(kB + κ)mB and
Γ =
κ√
mAωAmBωB
(1.44)
Each eigenmode correspond to both masses oscillating harmonically with a single frequency,
for ω− with the same phase and for ω+ with a pi−phase difference. Any other solution to the
problem is a linear superposition of these two eigenmodes, and will be then characterized by a
periodic beating of each mass oscillation. Figure 1.12(b) shows one of these possible solutions,
with kA = kB = 12.5κ. Note the pi-phase difference between the beating of each mass, which is
responsible for a periodic transfer of energy from one oscillator to the other and vice-versa.
To illustrate the solutions given by Eq. 1.43 we set kA = k0, kB = k0 + ∆k, and mA =
mB = m0. Figure 1.13(a) shows the frequencies of the two oscillators in the absence of coupling
(κ = 0). As ∆k is increased from −k0 to +k0 , the frequency of oscillator increases from zero to√
2ω0, while the frequency of oscillator A stays constant. The two curves intersect at ∆k = 0.
Once coupling is introduced, the two curves no longer intersect. Instead, as shown in Fig. 1.13(b),
there is a characteristic anticrossing with a frequency splitting of Γ. It is remarkable that such
coupling between the classical oscillators changes significantly the shape of the modes ω0B and ω−
for negative values of ∆k, away from ∆k = 0 (where the maximum coupling occurs), compare their
dependences as function of ∆k in Figs. 1.13(a,b), respectively.
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Figure 1.12: Coupled mechanical oscillators. (a) Schematic representation of two harmonic
oscillators defined by masses mA and mB attached to springs (kA and kB) and coupled through a
third spring of constant κ. Each mass position, xA(t) and xB(t), is displayed as a function of time
in (b) for a superposition of the two eigenmodes taking kA = kB = 12.5κ. Adapted from Ref. [97].
Figure 1.13: SCR illustrated by mechanical oscillators. (a) Eigenfrequencies of two uncoupled
oscillators (κ = 0) with equal mass and spring constants k0 and k0+∆k. (b) Frequency anticrossing
due to coupling of strength κ = 0.08k0. The coupling of the two oscillators leads to a shift of the
eigenfrequencies and a characteristic frequency splitting Γ, which scales linearly with the coupling
strength κ. From [97].
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Equation 1.43 and Fig. 1.13 are in full analogy with polariton modes in a MC (Eq. 1.37 and
Fig. 1.11), so one might look for a quantum description of photon-exciton interaction in a MC
under the coupled oscillators picture. In fact, in the low excitonic density limit, the Hamiltonian
describing photons, excitons and their mutual coupling through the dipole moment can be written,
in the second quantization picture, as [75]:
He−ph = ~ωCCˆ†Cˆ + ~ωXXˆ†Xˆ + ~ΩR
2
(
Cˆ†Xˆ + Xˆ†Cˆ
)
(1.45)
where ωC (ωX) are the photon (exciton) frequencies and ΩR the Rabi frequency in the exciton-
photon basis
(
Xˆ, Cˆ
)
. The photon (exciton) creation and annihilation operators, Cˆ† and Cˆ (Xˆ†
and Xˆ), are to be understood, when applied in the uncoupled photon-exciton number basis, as:
Cˆ† |nC , nX〉 =
√
nC + 1 |nC + 1, nX〉 (1.46a)
Cˆ |nC , nX〉 = √nC |nC − 1, nX〉 (1.46b)
Xˆ† |nC , nX〉 =
√
nX + 1 |nC , nX + 1〉 (1.46c)
Xˆ |nC , nX〉 = √nX |nC , nX − 1〉 (1.46d)
Given an arbitrary state in the exciton-photon basis, |ψ(t)〉 = c(t) |1, 0〉 + x(t) |0, 1〉, its time-
evolution can be found when solving the Schro¨dinger equation, i~∂t |ψ(t)〉 = He−ph |ψ(t)〉
i~ [c˙(t) |1, 0〉+ x˙(t) |0, 1〉] = ~ωCc(t) |1, 0〉+ ~ωXx(t) |0, 1〉+ ~ΩR
2
(c(t) |1, 0〉+ x(t) |0, 1〉) (1.47)
Equation 1.47 can be written in its matrix from,
i~
(
c˙(t)
x˙(t)
)
= He−ph
(
c(t)
x(t)
)
=
(
~ωC ~ΩR2
~ΩR
2 ~ωX
)(
c(t)
x(t)
)
(1.48)
which is a matrix differential equation that can be easily solved in a different basis where the
He−ph matrix in Eq. 1.48 is diagonal. The diagonalization of He−ph is obtained under the trans-
formation Hpol = PHe−phP−1; P is known as the Hopfield matrix, this invertible matrix yields
the diagonalization from the exciton-photon basis
(
Xˆ, Cˆ
)
to the upper and lower polariton basis(
Uˆ , Lˆ
)
.
Hpol = ~ω+Uˆ †Uˆ + ~ω−Lˆ†Lˆ (1.49)
Equivalently to the case described in Eq. 1.45, the upper (lower) polariton creation and an-
nihilation operators, Uˆ † and Uˆ (Lˆ† and Lˆ), are to be understood, when applied in the coupled
upper-lower polariton number basis.
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In this way we obtain a pair of uncoupled differential equations:
i~
(
u˙(t)
l˙(t)
)
= Hpol
(
u(t)
l(t)
)
=
(
~ω+ 0
0 ~ω−
)(
u(t)
l(t)
)
(1.50)
where
(
u(t)
l(t)
)
= P
(
c(t)
x(t)
)
=
(
χ ς
ς −χ
)(
c(t)
x(t)
)
. The eigenfrequencies are given by:
ω± =
1
2
(
ωX + ωC ±
√
∆2 + Ω2R
)
(1.51)
for detuning ∆ = ωC − ωX . Polaritons can then be seen in a simplified, but very accurate model,
as the new eigenstates that arise from the coupling of two oscillators, i.e., the photon and the
exciton. On resonance, polaritons are half-light, half-matter quasi-particles, with wavefunctions
that are superpositions between the excitonic and photonic ones, ψ = 1√
2
(ψX ± ψC).
The corresponding eigenvectors are
(
χ
ς
)
and
(
ς
−χ
)
, where χ and ς are the Hopfield coeffi-
cients [82]:
χ =
(
1 + 4
(
ω− − ωX
ΩR
)2)−1/2
(1.52a)
ς = −
(
1 +
1
4
(
ΩR
ω− − ωX
)2)−1/2
(1.52b)
This finally yields the time-evolution of |ψ(t)〉 in the uncoupled photon-exciton basis
(
c(t)
x(t)
)
=
P−1
(
u(t)
l(t)
)
. One possible solution is u(t) = 1√
2
e−iω+t and l(t) = 1√
2
e−iω−t, yielding:
c(t) ∝ χe−iω+t + ςe−iω−t (1.53a)
x(t) ∝ ςe−iω+t − χe−iω−t (1.53b)
The coefficients defined by Eq. 1.53 can be used to calculate the probability of having a photon
or an exciton at a given time t. Taking the simple case ωC = ωX = ω, we have, χ = −ς = 1/
√
2
and ω± = ω ± ΩR/2. Equation 1.53 yields:
|c(t)| ∝ (1 + cos ΩRt) (1.54)
Equation 1.54 tells us that such a polariton state is seen as a chain process where the exciton
annihilates, emitting a photon with the same energy E and momentum k, which is later reabsorbed
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Figure 1.14: Computed dispersions of the upper ω+ (thin, red line, UPB) and lower ω− (thick,
blue line, LPB) polariton branches as a function of in plane wave-vector (k‖) along with the
uncoupled cavity ωC and exciton ωX modes (gray lines) for negative detuning, showing the Rabi
splitting ΩR where the two bare dispersions cross. (b)/(c) Corresponding exciton (χ) and photon
(ς) fractions in full and dot dash lines, respectively, of the UPB/LPB.
by the medium, creating a new exciton with the same (E, k). This processes is repeated with a
frequency 2ΩR, very similarly to two classically coupled oscillators.
Other two possible solutions would be the polaritonic eigenmodes, taking u(t) = 0 or l(t) = 0.
The first corresponds to an in-phase harmonic oscillation of the photonic and exciton fields, whereas
with a pi-relative phase in the second, again in close analogy with the classical coupled oscillators
picture.
The dispersion of each polariton mode can be calculated from Eq. 1.51 or 1.37 by taking
the momentum dependence of excitonic and photonic modes. Since the exciton mass is much
heavier than the photonic one, we assume the excitonic dispersion to be flat and the photonic one
to be parabolic. This yield the polariton dispersion for each Hamiltonian eigenvalue, known by
the upper polariton branch (UPB) and the lower polariton branch (LPB) — see Fig. 1.14. The
first measurement of a Rabi splitting of the normal modes of a semiconductor MC was done 20
years ago [11], where, using a five-QW MC, the exciton and photon dips in the reflectivity spectra
anticrossed when they came into resonance [Fig. 1.15(a)]. Two years later, the PL dynamics of
this semiconductor MC was studied [98] under femtosecond optical spectroscopy: vacuum Rabi
oscillations between coupled exciton-photon modes were directly observed. When excited by a
coherent optical pulse whose spectral bandwidth exceeds the normal-mode splitting, the initial
state of the system is a linear superposition of normal modes corresponding to the photon mode.
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Figure 1.15: (a) Reflectivity peak positions as a function of photon-exciton detuning for a five-
quantum-well MC sample at T = 5 K from Ref. [11]. (b) Time-resolved emission intensity from
a MC with photonic and excitonic modes close to resonance, excited with a pulsed laser. In the
inset, the dotted line shows the incident pump spectrum, and the solid line the reflected pump
spectrum. The two dips in the selected pump spectrum correspond to the normal modes of the
system resonance, from Ref. [98]. (c) Evolution of the normalized excited-state population of
sodium Rydberg atoms inside a millimeter-wave cavity as a function of time (solid line: experiment;
dotted line: theoretical calculation), from Ref. [99].
As the system evolves in time, the character of the excitation oscillates between the cavity and
exciton modes at the vacuum Rabi frequency [Fig. 1.15(b)].
The interaction between a photon and an exciton in a semiconductor provides the solid-state
analog of photon-atom interaction in cavity quantum-electrodynamics (CQED). In fact, when an
ideal two-level absorber (atom or exciton) is resonantly coupled to a single mode of the electro-
magnetic field, the field induces a periodic excitation and deexcitation of the absorber excited
state given by the Rabi frequency ΩR = e〈r〉E/~, where 〈r〉 is the transition dipole moment and
E the electric field. Such Rabi dynamics has been measured 30 years ago with sodium Rydberg
atoms prepared in a millimeter-wave FP resonator [99] — see Fig. 1.15(c). This Rabi flopping is
manifested in the normal-mode spectrum as a splitting (or anticrossing) of the uncoupled atom
and field modes [100, 101]. Analogous phenomena have been more recently observed between a
single photon and a superconducting qubit using circuit quantum electrodynamics, where a super-
conducting two level system, playing the role of an artificial atom, is coupled to an on-chip cavity
consisting of a superconducting transmission line resonator [102].
1.4.3 The spin of polaritons
The spin structure of exciton polaritons is determined by the underlying structure of excitons. As
excitons are composite particles occurring from the Coulomb interaction of an electron with a hole,
their spin depends on the spin of the two constituents. The spin of the CB electrons and the VB
holes furthermore depends on the crystal structure (Zinc-blend crystal for GaAs and CdTe) [103].
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Figure 1.16: (a) The energy levels and their angular momentum states without S-O coupling
(left), with S-O coupling middle and under confinement in a QW at k = 0. (b) Mass reversal:
Strong mixing of heavy and light hole causes the heavy hole to have a lighter mass than the light
hole close to the band edge. The uncoupled light and heavy hole excitons are represented in gray
dashed lines and the mixed states in solid red lines. Adapted from Ref. [104].
The precise band structure of this type of crystals can be calculated using the k · p method
[105]. The lowest CB is an s orbital (l = 0, ml = 0, s = 1/2, ms = ±1/2) which is two-fold
degenerate, Fig. 1.16(a). The uppermost VB on the contrary is a p orbital which in the absence of
spin orbit (S-O) coupling is a six-fold degenerate state (l = 1, ml = 0,±1, s = 1/2, ms = ±1/2).
The initial and the new eigenstates after S-O coupling for k = 0, are shown in Fig. 1.16(a).
The j = 3/2 with mj = ±3/2 eigenstate is the so called heavy hole band and is degenerate with
the j = 3/2,mj = ±1/2 which is the light hole band. The j = 1/2, mj = ±1/2 is the so called S-O
split off VB.
Up to here, the description does not include any confinement and hence it is applicable only
for the bulk CBs and VBs. The effect of the QW confinement further modifies the band structure
as was demonstrated by Luttinger [104, 105]. Confinement leads to a crossing of the light hole
band by the heavy hole band, as shown in Fig. 1.16(b) with the dashed lines. In the framework of
Luttinger, significant band mixing takes places and the two bands present anticrossing as seen in
Fig. 1.16(b) (solid lines).
In the direction of confinement the otherwise heavy hole excitons are now lighter and the light
hole excitons become heavier. This phenomenon is known as the “mass reversal” [104, 105]. Optical
transitions can only take place if the total angular momentum of the created exciton coincides with
the spin of the emitted/absorbed photon. More specifically, the spin of a photon mp has to obey
the equality mp = mje+mjh. The excitons with total angular momentum ±2 are optically inactive
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Figure 1.17: (a) The allowed optical transitions with the respective polarization of the emitted
photon and (b) the dark transitions.
but can abundantly be created in non-resonant excitation experiments. A large amount of work
has been done on the spin of excitons either for bulk semiconductors or for QWs and the reader
can find more in [104–107] and references therein.
Excitons can decay via emission of a photon if mje + mjh = ±1, where ±1 correspond to
the two circular polarization [Fig. 1.17(a)]. The transition corresponding to mje + mjh = ±2 are
optically inactive, this is why the quasi-particles involved in this process are called dark excitons
[Fig. 1.17(b)]. These dark excitons, although they do not couple to light and do not form polaritons
still play an important role. They interact with optically active polaritons, they are involved in
relaxation mechanisms via the Coulomb interaction and they also contribute to the total exciton
density that determines whether the system is below or above the Mott transition.
The final spin of the excitons and polaritons is always integer, which makes them bosons,
according to the spin statistic theorem.
1.4.3.1 The Poincare´ sphere
The polarization of emitted light is directly related to the spin of polaritons. The polarization of a
plane monochromatic wave is fully characterized by the general Stokes parameters, defined by the
following four quantities:
s0 =
〈
a21
〉
+
〈
a22
〉
(1.55a)
s1 =
〈
a21
〉
+
〈
a22
〉
(1.55b)
s2 = 2 〈a1a2 cos(δ)〉 (1.55c)
s3 = 2 〈a1a2 sin(δ)〉 (1.55d)
where, a1 and a2 are the instantaneous amplitudes of two orthogonal components Ex and Ey of
the electric vector and δ = φ1 − φ2 is their phase difference. Only three of them are independent
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Figure 1.18: The Poincare´ sphere representing the polarization state of light. The poles corre-
spond to the circular polarization, the linear polarizations lie on the equator and all other latitudes
represent elliptical polarizations. The red line indicates an arbitrary state of light.
since they are related by the identity:
s20 = s
2
1 + s
2
2 + s
2
3 (1.56)
which represents the equation of a sphere (Fig. 1.18).
The normalized quantities of s1,2,3 are easily accessible by measuring the intensities of the
light in the linear and circular polarization and calculates as
sx =
s1
s0
=
IH − IV
IH + IV
(1.57a)
sy =
s2
s0
=
ID − IA
ID + IA
(1.57b)
sz =
s3
s0
=
Iσ+ − Iσ−
Iσ+ + Iσ−
(1.57c)
where the intensity is analyzed in the different degrees of polarization: horizontal (H), vertical (V ),
diagonal (D), anti-diagonal (A), left-hand (σ−) and right-hand circularly polarized (σ+) detection.
The poles of the sphere correspond to the circular polarization and the linear polarization lie on
the equator (Fig. 1.18). All intermediate points represent elliptical polarization.
Chapter 2
Quantum liquids
Q
uantum liquids are many-particle systems in which not only the effects of quantum me-
chanics but also those of quantum statistics — specifically, indistinguishability of elemen-
tary particles — are important. Any elementary particle can be classified according to its
intrinsic angular momentum: bosons have integer spin whereas fermions have a half-integer one.
According to the spin-statistics theorem [108], the total wave function of any many-particle system
must be even under an interchange of coordinates of any two bosons, and odd under interchange
of any two fermions. This theorem implies that the distribution of particles in thermal equilibrium
is given by:
ni =
1
e
i−µc
kBT ± 1
(2.1)
where µc is the chemical potential, T the temperature, kB the Boltzmann constant and the ±
sign now refers to fermions or bosons, respectively. The distribution given by Eq. 2.1 with the
plus sign is known as the Fermi-Dirac distribution, whereas with the minus it corresponds to the
Bose-Einstein distribution.
Quantum effects start to be important when the thermal energy kBT falls below a typical
single-particle excitation energy. A rough estimation for this energy [109] may be obtained by
imagining each particle of mass m to move in a 3D cage of side a ∼ (N/V )−1/3 (N/V = particle
density) formed by its neighbours; the typical single-particle excitation energy is then of order of
the first energy state of a infinite potential well ∼ ~2/(ma2), so the criterion for quantum effects
to be relevant is
Tc ∼ ~
2(N/V )2/3
mkB
(2.2)
Thus, a quantum liquid is a many-particle system in which (i) the temperature is less than or of the
order of Tc, defined by Eq. 2.2, and (ii) the particles can change places relatively easily. The most
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studied quantum liquids are the bosonic systems, such as liquid 4He and Bose alkali gases, which
undergo the phenomenon of BEC, and the fermionic systems, such as liquid 3He and electrons
in some metals, which display the related phenomenon of Cooper pairing. Another examples are
neutrons in neutron stars and possibly more exotic forms of matter such as quark stars.
2.1 Bose-Einstein condensation
2.1.1 The ideal Bose gas
The chemical potential is the energy cost of adding a particle to a gas, and increases with the
total number of particles. For a non-interacting gas of bosons described by the Bose-Einstein
distribution, Eq. 2.1, the chemical potential µc has to be smaller then the lowest energy 0 in order
that the occupation number ni is always positive.
Let us write the total number of particles as
N = N0 +NT (2.3)
where N0 is the number of particles in the ground state (condensate) and
NT =
∑
i 6=0
ni (2.4)
is the number of particles out of the condensate, also called the thermal component of the gas.
When the chemical potential µc approaches 0 from below, the ground-state occupation num-
ber
n0 =
1
e
0−µc
kBT − 1
(2.5)
of the lowest energy state becomes increasingly large. This is actually the mechanism at the origin
of BEC and it was used as a footprint for its first observation in 1995 [13], where a macroscopic
occupation of a zero-momentum state was shown.
The value of ni is proportional to the density of states, which for a 3D gas of free particles
with a parabolic dispersion  = 0 +
~2k2
2m is given by g() =
m2/3√
2~3pi2
√
− 0. When µc → 0, the
density of particles out of the condensate is given by:
Nµc→0T
V
=
∫ ∞
0
m2/3√
2~3pi2
√
− 0 1
e
−0
kBT − 1
d =
2.612
λ3T
(2.6)
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Figure 2.1: Ideal gas model. Number of particles out of the condensate (NT , solid line) and in
the condensate (N0, dashed line) as a function of the chemical potential, for a fixed value of T . The
system ground state energy is given by 0 and the maximum non-condensed number of particles is
represented by Nc when µc = 0. Adapted from Ref. [111].
where
λT =
√
2pi~2
mkBT
(2.7)
is the de Broglie wavelength, which reflects the average quantum size of the particles conforming
the gas at temperature T , and V is the volume of the gas. For a fixed value of T , the function NT
has a smooth behavior as a function of µc and reaches its maximum, critical value, Nc = N
µc→0
T at
µc = 0 (see Fig. 2.1). The behavior of No is very different: it diverges when µc is close to 0. If the
total number of particles exceeds Nc then the additional particles, N−Nc, will populate the ground
state. In other words, above Nc if we add a new particle in such a way that this particle does not
change the temperature of the system, this particle will occupy the ground state. In this way, the
ground state can achieve macroscopic occupations (in free space, this is the zero-momentum state),
and BEC takes place [110]. Equivalently, at a finite T , when the number of particles increases and
the chemical potential µc approaches the ground state 0 from lower values, the number of particles
in all the excited states saturates asymptotically and the ground state occupation diverges (Fig.
2.2). In this way, the ground state can achieve macroscopic occupations, and BEC takes place.
2.1.2 Discussion about different systems for Bose-Einstein condensation
Equation 2.5 means that in order for a Bose gas to condensate in a BEC, the average distance
between particles must be on the order of their quantum size (note that Eq. 2.5 defines a critical
temperature Tc of the same order as the one defined by Eq. 2.2). Due to the heavy mass of the
atomic bosons employed in BEC studies, Eq. 2.5 implies working at sub-µK temperatures. In the
following lines we discuss three novel systems where BEC phenomena have been observed in the
recent years.
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Figure 2.2: Bose-Einstein occupation distribution (Eq. 2.1) for increasing values of chemical
potential (which is equivalent to higher particle densities).
Exciton-polaritons
Exciton-polaritons are bosonic quasi-particles composed by light and matter. Due to their
photonic component, the polariton effective mass is 109 times smaller than that of atoms, yielding
much higher temperatures for condensation — see Table 2.1 — even a room temperature in ZnO,
GaN and organic MCs. The first theoretical proposal of this innovative system where BEC could
be feasible was posed by A. Imamogˇlu et al. [112]. They suggested to obtain coherent light emission
from an out-of-equilibrium condensed state of exciton-polaritons for the realization of a “polariton
laser” device. A few years later, the bosonic character of these quasi-particles was finally proven
by the work of P. Savvidis et al. [52] and R. M. Stevenson et al. [113], who observed stimulated
scattering of polariton particles in a pump-probe experiment. The full convincing evidence of
polariton BEC was reported in 2006 by J. Kasprzak et al. [21] (subsequently followed by many
others [23, 114]); in this work the most important characteristics of BEC were shown:
• Narrowing of the momentum-space distribution [Fig. 2.3(a)].
• Buildup of the first order temporal coherence measured by the line width emission [Fig.
2.3(b)].
• Change in the polariton distribution from Boltzmann-like to Bose-Einstein-like distribution
with a degenerate ground state [Fig. 2.3(c)].
• Build-up of a collective spinor wavefunction by polarization measurements [Fig. 2.3(d)].
• Macroscopic phase coherence [Fig. 2.3(e)].
Excitons
For the sake of completeness, let us discuss also the quest for condensation with excitons. As
already described in § 1.2, excitons are composite particles that form a hydrogen-like state out
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Figure 2.3: Summary of the most important characteristics of exciton-polariton BEC, shown by
Kasprzak and co-workers, adapted from Ref. [21]. (a) Momentum space distribution narrowing
as function of the pump power excitation and blueshift of the polariton emission. (b) Spectral
narrowing and nonlinear increase of the ground state emission. (c) Polariton occupancy in ground-
and excited-state levels for various excitation powers. (d) Polarization properties of the polariton
emission. Below threshold (solid blue diamonds), the emission is completely depolarized for linear
polarization, whereas above threshold (solid green circles) a linear polarization exceeding 80% is
observed. (e) Real space distribution map of the coherence buildup, measured below and above
threshold.
of an electron and a hole in a semiconductor. The spin adds up to a total integer spin, making
the composite a boson. The suitability of excitons for BEC was theoretically investigated since
the 1960s [115–117]. Excitons have smaller effective masses than that of the free electron and
therefore should condense at temperatures of about ∼ 1 K, attainable with helium refrigerators.
Furthermore, in the case of bright excitons, BEC should be easily experimentally observed by
emission of coherent light. Recent but inconclusive claims for experimental observation have been
made for excitons in 1980 [118] and bi-excitons in 1979 [119]. Unfortunately, bright excitons have
short lifetimes, preventing them to thermalize below quantum degeneracy. Therefore researchers
focused on condensation of dark excitons [120] and excitons in coupled QWs where the electron
and the hole are confined in separate QWs, typically dubbed indirect excitons. This increases their
radiative lifetime and decreases their scattering time with acoustic phonons [121–123]. A few years
ago, long-range spatial coherence has been confirmed in these systems [124].
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Systems atomic gases excitons polaritons
Effective mass (m∗/me) 103 10−1 10−5
Bohr radius aB (A˚) 10
−1 102 102
Particle spacing: n−1/d 103 A˚ 102 A˚ 1 µm
Critical temperature Tc 1 nK − 1 µK 1 mK − 1 K 1 K − > 300 K
Thermalization time
Lifetime
1 ms
1 s ≈ 10−3 10 ps1 ns ≈ 10−2 1−10ps1−10ps ≈ 0.1− 10
Table 2.1: Summary of the critical values for condensation of atoms, excitons and polaritons
[125]. The effective mass determines the condensation temperature. A lighter mass results in a
higher condensations temperature. The Bohr radius determines the particle spacing at which the
wave functions start overlapping and condensation occurs. d signifies the dimensionality of the
system. The critical temperatures are given for typical experimental particle densities. The ratio
of thermalization time and lifetime is given, as the particles need to thermalize within their lifetime
for condensation to occur. Excitons and polaritons are superior candidates for condensation in all
listed categories except for their short lifetime.
Photons
Finally, we comment some aspects about the condensation of photons. The fact is that photons
cannot undergo BEC by lowering the temperature because it leads to photonic absorption, and
therefore the total number of photons is not conserved. This phenomenon is commonly known as
“black body radiation” [126], and it follows the Stefan-Boltzmann law, indicating that the total
number of photons depends on the temperature of the system. The direct consequence of this is
that photons are absorbed at low temperature instead of condensing in a macroscopic ground state.
This idea was questioned by the group of M. Weitz, who observed a number of particles conserving
thermalization [127] and subsequent BEC at higher excitation powers [128] in a high quality MC,
filled with a dye [Fig. 2.4(a)]. This system operates in the WCR. In principle, the phenomenon
can be interpreted as the weak coupling of photons with Frenkel-excitons of the dye molecules.
Photons are efficiently confined inside the cavity mirrors, which also provides a parabolic
dispersion and therefore an effective photon mass. This makes the system formally equivalent to
a 2D gas of trapped, massive bosons. Photons thermalize through multiple scattering events with
the dye molecules in the cavity. At criticality the photons start to condense in the ground state
at the centre of the trap [Fig. 2.4(a)]. The measured condensation threshold corresponds well
to the density of photons where the de Broglie wave-packets start to overlap [nλ2db, Fig. 2.4(c)].
Finally thermal redistribution causes condensation in the trap centre even for a pump-spot, that
is spatially displaced from the trap centre [Fig. 2.4 (d)]. This effect was previously observed in
polariton BECs [22], but is unknown in lasers.
In lasers a macroscopic number of photons becomes coherent and occupies the same state,
but both the light field and the gain medium are out of thermal equilibrium, which is in contrast
to the observations described above.
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Figure 2.4: (a) Resonator geometry used for photon condensation. (b) Spectral and spatial
distribution of the emission. Upper right panel below threshold, lower right panel above threshold.
(c) Measured and calculated critical power as function of the curvature radius of the confining
mirrors. (d) Spatial emission distribution for a spatially displaced pump spot [128].
2.1.3 Weakly-interacting Bose gas and the Bogoliubov approximation
The ideal Bose gas considered in the previous chapter does not take into account interactions
between particles, which do affect the properties of the gas and are expected to play a role even
for dilute species. Interactions are particularly important in this thesis since polaritons strongly
scatter via the dipole moment of its excitonic part.
Let us deal with a weakly interacting 3D Bose gas, where the scattering length a is much
smaller then the average distance between particles d  (N/V )−1/3. This allows one to consider
only configurations involving pairs of interacting particles, while configurations with three or more
particles interacting simultaneously can be safely neglected. A similar phenomenon to BEC occurs,
in thermal equilibrium, in a system of interacting bosons, provided that the interaction is overall
positive (repulsive). We shall always consider gases at temperatures smaller than the critical
temperature for BEC (Eq. 2.2). This implies that the relevant values of momenta always satisfy
the inequality pd ~.
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Under such conditions, the Hamiltonian of a weakly-interacting Bose gas can be written in
the second quantization picture as [111]:
H =
∑
p
p2
2m
aˆ†paˆp +
V0
2V
∑
p1,p2,q
aˆ†p1+qaˆ
†
p2−qaˆp1 aˆp2 , (2.8)
where aˆp (aˆ
†
p) is the operator annihilating (creating) a particle in the single-particle state
with momentum p and V0 is an macroscopic approximation to the microscopic two-body potential
(V is the total volume).
In the so called Bogoliubov approximation [129], the single-particle annihilation operator is
replaced by a number, a ≡ √N0, which is valid for the effective smooth inter-particle potential V0
[111]. For a Bose gas at T = 0, the occupation of states with p 6= 0 is small, N ∼ N0, and V0
depends only on the scattering length a in the Born approximation
V0 = 4pi~2a/m = g (2.9)
where g is called the interaction coupling constant. The ground state energy of the hamiltonian
described in previous Eq. 2.8 takes the form
E0 =
N2g
2V
(2.10)
Contrary to the ideal case, the pressure of a weakly-interacting Bose gas does not vanish at zero
temperature:
P = −∂E0
∂V
=
g (N/V )2
2
, (2.11)
Accordingly, the compressibility is also finite:
∂(N/V )
∂P
=
V
gN
, (2.12)
and tends to infinity when g → 0. Using the hydrodynamic relation 1
mc2
= ∂(N/V )∂P for the com-
pressibility one obtains the sound speed:
cs =
√
gN
mV
(2.13)
The condition of thermodynamic stability implies that the value of the compressibility must
be positive, i.e. a > 0 from Eqs. 2.9-2.12. Then a dilute uniform BEC gas can exist only if the
scattering length is positive.
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The chemical potential is given by:
µc =
∂E0
∂N
=
gN
V
= mc2s (2.14)
The momentum dependence on the energy (dispersion relation) of the weakly-interacting Bose
gas can be calculated by considering the p 6= 0 terms in the Hamiltonian 2.8. However now the
lowest-order Born approximation for the two-body potential V0 no longer holds. Using higher-order
perturbation theory one finds the result [130]
V0 = g
1 + g
V
∑
p6=0
m
p2
 (2.15)
where g is related to the scattering length by Eq. 2.9. Equation 2.15 renormalizes the relationship
between the effective potential and the physical coupling constant g. The Hamiltonian in Eq. 2.8
becomes quadratic in the operators aˆp and aˆ
†
p and can be diagonalized to [111]
H = E0 +
∑
p
(p)bˆ†pbˆp, (2.16)
where
E0 = g
N2
2V
[
1 +
128
15
√
pi
√
Na3
V
]
(2.17)
is the ground state energy calculated to the higher-order of approximation [131, 132],
(p) =
√
gN
mV
p2 +
(
p2
2m
)2
(2.18)
is the so called Bogoliubov dispersion law for the elementary excitations of the system, and the
new quasi-particle operators bˆp and bˆ
†
p are related to the to the single-particle operator through
the Bogoliubov transformation
aˆp = upbˆp + v
∗
−pbˆ
†
−p (2.19a)
aˆp† = u∗pbˆ†p + v−pbˆ−p (2.19b)
where the coefficients up and v−p are given by:
up, v−p = ±
√
p2/(2m) + gN/V
2(p)
± 1
2
(2.20)
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Figure 2.5: Excitation spectrum (p) of a 87Rb trapped BEC measured with Bragg scattering
(black circles). The solid line is the Bogoliubov spectrum, Eq. 2.18, and the dashed line is the
parabolic free-particle spectrum. The inset shows the linear phonon regime. The transition between
the phonon (csp) and the free-particle (p
2/(2m)) regimes takes place at p ∼ ~/ξ. Adapted from
Ref. [64].
Equations 2.16 and 2.18 mean that the original system of interacting particles can be de-
scribed in terms of a Hamiltonian of non-interacting quasi-particles having energy (p) and whose
annihilation and creation operators are given, respectively, by bˆp and bˆ
†
p. The ground state of the
interacting system then corresponds to the vacuum of quasi-particles.
For small momenta p mcs the dispersion law of quasi-particles takes the phonon-like form,
(p) ≈ csp, where cs is the sound velocity defined in Eq. 2.13 — see Fig. 2.5. The Bogoliubov
theory then predicts that the long wavelength excitations of an interacting Bose gas are sound
waves. These excitations can also be regarded as the Goldstone modes associated with breaking of
a gauge symmetry caused by BEC. In the opposite limit p  mcs the dispersion law approaches
the free particle law, (p) ≈ p22m + gNV (see Fig. 2.5).
The transition between the phonon and particle regimes takes place when p2/(2m) ∼ gN/V ,
i.e. for p ∼ √2mcs. This allows to define the characteristic interaction length (also called the
healing length) by making p = ~/ξ (see Fig. 2.5):
ξ =
√
~2V
2mgN
=
1√
2
~
mcs
(2.21)
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2.2 Superfluidity
The first observation of superfluidity was made simultaneously by Pyotr Kapitsa in Moscow [133]
and John F. Allen in Cambridge [134] in 1938, using liquid 4He. They measured the resistance
to the flow of liquid helium clamped in narrow channels and subjected to a pressure drop. It was
found that while the so-called He-I phase, i.e., helium above 2.17 K, the “lambda” temperature,
showed a behavior that could be described in terms of conventional viscosity, whereas below the
lambda point (in the so-called He-II phase) the liquid flowed so easily that if the concept of viscosity
was applicable at all, it would have to be at least a factor of 1500 smaller than in the He-I phase.
Superfluids can flow through narrow capillaries or slits without dissipating energy, their shear
viscosity being equal to zero. The fact that superfluidity appear below a critical temperature and
that the 4He atom is composed of an even number of elementary particles (2 protons, 2 neutrons,
and 2 electrons), and so the system should obey Bose statistics, have motivated the quest for an
explanation to superfluidity phenomena based on BEC. Next section develops these ideas in a
quantitative way.
2.2.1 Landau’s criterion of superfluidity
To understand under which conditions a moving fluid can give rise to dissipation, let us follow the
ideas of Landau [135, 136]. A moving fluid produces dissipation of energy, with consequent heating
and decrease of the kinetic energy, through the creation of elementary excitations. If the excitation
spectrum of given fluid is known on its reference frame, the same will be known under movement
after Galilean transformations. Let us first consider a uniform fluid at zero temperature flowing
along a capillary at constant velocity v. In the fluid reference system, if a single excitation with
momentum p appears then the total energy is E0 + (p), where E0 and (p) are, respectively, the
energy of the ground state and of the excitation. In the reference system where the capillary is at
rest (this reference moves with velocity −v relative to the fluid) the energy E′ and momentum P′
are given, using Galilean transformations, by:
E′ = E0 + (p) + p·v + 1
2
Mv2 (2.22a)
P′ = p +Mv (2.22b)
where M is the mass of the fluid.
Equations 2.22 show that the quantities (p) + p·v and p are, respectively, the change in
energy and in momentum in the frame where the capillary due to the appearance of the excitation.
The process of spontaneous creation of excitations can take place only if the excitation energy is
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negative:
(p) + p·v < 0⇒ v > (p)/p (2.23)
In this case the flow of the fluid is unstable and its kinetic energy will be transformed into heat. If
instead
v < vc = min
p
(p)/p (2.24)
then the condition given by Eq. 2.23 is never satisfied and no excitation will spontaneously grow
in the fluid. Condition 2.24 is the so called Landau’s criterion for superfluidity. It ensures that if
the relative velocity between the fluid and the capillary is smaller than the critical value vc then
there will be a persistent flow without friction.
By looking at the Bogoliubov excitation spectrum (Eq. 2.18 and Fig. 2.3), one easily concludes
that the weakly-interacting Bose gas fulfills the Landau criterion for superfluidity and that the
critical velocity is given by the velocity of sound cs (Eq. 2.13). Superfluidity is then strongly
related to the phenomenon of BEC. However according to the Landau criterion the ideal Bose gas
is instead not superfluid since the value of vc is equal to zero.
2.3 Long-range order
Given a field ψ(r, t), the density matrix (also called correlation function), ρ = |ψ〉〈ψ|, in space-time
representation is given by:
ρ(r, r′, t, t′) = 〈r, t|ρ|r′, t′〉 = 〈r, t|ψ〉〈ψ|r′, t′〉 = 〈ψ(r, t)ψ∗(r′, t′)〉 (2.25)
where the last 〈〉 denotes statistical average. It is clear that ρ(r, r, t, t) = n(r, t) is a real number
(since ρ is an Hermitean operator, ρ† = ρ) that represents the density of particles in position r at
a time t.
The field can also be represented in energy-momentum space after Fourier transform, ψ˜(k, ω) =∫
drdt ψ(r, t)ei(k·r−ωt). The Wiener-Khinchin identity [137–139] states that the energy and momen-
tum distribution |ψ˜(k, ω)|2 of such a field can be calculated from its density matrix through a simple
Fourier transform:
|ψ˜(k, ω)|2 =
∫
drdr′dtdt′ ρ(r, r′, t, t′)ei[k·(r−r
′)−ω(t−t′)] (2.26)
As discussed in § 2.1, BEC appears when the main population occupies a single energy-
momentum state. Using Fourier transform properties and the Wiener-Khinchin identity 2.26, a
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narrow momentum distribution |ψ˜(k, ω)|2 implies a broad correlation ρ(r − r′) and so the off-
diagonal terms of the density matrix ρ(r, r′) are different from zero. More specifically, if the
|ψ˜(k, ω)|2 distribution is concentrated on the k = 0 value, ρ(r − r′) tends to a plateau value
different from zero as |r − r′| → ∞. This corresponds to the existence of off-diagonal long-range
order (ODLRO) and was proposed by Penrose and Onsager in 1956 [12] as a general definition of
a BEC. This is equivalent to say that N0, the largest eigenvalue of ρ, is of the order of the total
number of particles in the quantum fluid.
The density matrix of a macroscopic quantum system can be then decomposed into its ground
state part and the excited states part,
ρ(r, r′) = 〈ψ0(r)ψ∗0(r′)〉+ 〈ψexc(r)ψ∗exc(r′)〉 (2.27)
The second term in the right hand side of Eq. 2.27 goes to zero when |r − r′| goes to ∞, while
the first term has a finite and constant value due to the well defined phase of the macroscopically
occupied ground state [140].
Figure 2.6 shows the measured spatial dependence of the normalized correlation function
ρ(∆r)/ρ(r) for 87Rb atoms trapped and cooled by a magneto-optical trap, from Ref. [65]. The
correlation values are extracted from the visibility of interferences between distant points of the
gas. The thermal non-condensed fraction of the gas is responsible for a Gaussian decay of the
correlation, with a a spatial scale given by the de Broglie wavelength, Eq. 2.5. Above the critical
temperature for condensation, such a decay goes down to zero for large distances, differently for the
non-zero plateau observed for temperatures bellow condensation threshold — see Fig. 2.6. Such
a plateau has the value of the fraction of atoms occupying the zero-momentum state, N0/N also
called condensed fraction [111].
2.3.1 Condensation in low dimensions
Conventional long-range order, as in a ferromagnet or a crystal, is common in 3D systems at
low temperature. However, in 2D systems with a continuous symmetry, true long-range order is
destroyed by thermal fluctuations at any finite temperature [141]. Consequently, for the case of
identical bosons, a uniform 2D fluid cannot undergo BEC, in contrast to the 3D case.
In fact, if one tries to calculate the critical density for condensation to take place, by per-
forming an integral similar to Eq. 2.5 but using instead a 2D density of states, the result diverges
at non-zero temperature. Thus, the non-interacting Bose gas cannot condense in an infinite 2D
system. The same statement turns out to be also true when interactions are taken into account. A
rigorous proof of the absence of BEC in two dimensions has been given by P. C. Hohenberg [142].
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Figure 2.6: Normalized spatial correlation function ρ(∆r)/ρ(r) of a 87Rb trapped Bose gas, for
temperatures above and below the critical temperature Tc = 430 nK. The white circles show the
measurements for thermal gases at 450 nK. The grey data points (310 nK) and the black data
points (250 nK) are the results obtained for temperatures below Tc, where the visibility decays to
a nonzero value due to the long-range phase coherence of the condensate fraction. The data sets
are plotted with a gaussian function and an offset. Adapted from Ref. [65].
However, the 2D system can form a quasi-condensate and become superfluid below a finite
critical temperature. The Berezinskii-Kosterlitz-Thouless (BKT) theory [143, 144] associates this
phase transition with the emergence of a topological order, resulting from the pairing of vortices
with opposite circulation (see next § 2.4). At the transition temperature T = TBKT , the spatial
correlation function decays according to a power-law with a value of the decay exponent equal to
1/4 [111, 145]. Above the critical temperature, proliferation of unbound vortices is expected and
the quasi-long-range order is lost.
2.4 Rotation of quantum fluids
To construct a quantitative theory of the flow properties of He-II, Landau postulated that it
consisted of two components: the superfluid component, which he identified, in an intuitive way,
with the part of the liquid that remained in its ground state, and a normal component, which
corresponded to the thermal cloud. The superfluid component was conceived as carrying zero
entropy and flowing irrotationally; by contrast, the normal component behaved like any other
viscous liquid.
The presence of a large number of atoms in the ground state (forming a BEC) allows the
introduction of a classical function ψ0(r, t) to describe the order parameter. In the mean field
approximation, assuming that ψ0 varies slowly on distances of the order of the range of the in-
teratomic forces, one can introduce interactions to the Schro¨dinger Hamiltonian by means of the
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density-dependent chemical potential defined in Eq. 2.14:
i~∂tψ0(r, t) =
(
−~
2∇2
2m
+ V + g|ψ0(r, t)|2
)
ψ0(r, t) (2.28)
where g is the interaction coupling constant defined by Eq. 2.9.
Equation 2.28 was derived independently by Gross and Pitaevskii in 1961 [146, 147] and is
the main theoretical tool for investigating non-uniform dilute Bose gases at low temperatures.
An important peculiarity is the nonlinearity arising from the interaction among particles, which
introduces an important analogy between BEC and nonlinear optics.
Equation 2.28 holds the continuity equation1,
∂t|ψ0|2 +∇ · j = 0 (2.29)
where the current density j is given by
j(r, t) = −i ~
2m
(ψ∗0∇ψ0 − ψ0∇ψ∗0) =
~
m
∇|ψ0|2φ (2.30)
Here φ is the phase of the order parameter, ψ0(r, t) = |ψ0|eiφ(r,t). Equation 2.30 shows that the
vector
vs(r, t) =
~
m
∇φ(r, t) (2.31)
is the velocity of the condensate flow, which turns out to be irrotational (∇ × vs = 0), a typical
characteristic of superfluids. For a simply connected region of space in which |ψ0(r, t)| is everywhere
nonzero, the application of Stokes’ theorem to the curl of Eq. 2.31 leads to the conclusion that the
integral of vs around any closed curve is zero.
2.4.1 Quantized vortices
The GP equation 2.28 also admits non-trivial solutions with a core region where the density goes
to zero. Such a solution is no longer imposed by the Stokes’ theorem to have a vanishing integral
of the velocity around a circuit that encloses the core. The fact that the phase φ(r) must be
single-valued, modulo 2pi, leads to the Onsager-Feynman quantization condition∮
vsdl =
Mh
m
(2.32)
The parameter M is an integer in order to ensure that the wave function is single valued.
1This is not the case of the GP equation for the polaritons simulation (see next § 2.5.2), where pumping and
decay terms are included in the Hamiltonian.
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Such vortex solutions are written in cylindrical coordinates as
ψ0(r) = e
iMϕ|ψ0(r)|, (2.33)
with ϕ the azimuthal angle and r the radius. The size of the zero-density core in |ψ0(r)| is of the
order of the healing length, Eq. 2.21 [111]. Equation 2.33 is an eigenstate of the third component of
the angular momentum2 with lz = M~, so that the vortex carries a total angular momentum equal
to Lz = N0M~. This wave function represents a gas rotating around the z-axis with tangential
velocity vs =
M~
mr , completely different from the rigid rotational field, which is also tangential, but
whose modulus increases with r.
The result obtained in Eq. 2.32 is independent of the radius of the contour. This is a
consequence of the fact that the vorticity $ of the velocity field is concentrated on the z-axis
according to the law
$ = ∇× rs = Mh
m
δ(2)(r)zˆ (2.34)
where δ(2)(r) is the 2D Dirac delta function and r is the radial position vector perpendicular to
zˆ. Results compiled in Eqs. 2.33 and 2.34 show that the irrotationality criterion, associated with
the occurrence of BEC, is satisfied everywhere except on the line of the vortex. This equations
establishes the irrotationality of the superfluid motion, the phase of the order parameter playing
the role of a velocity potential.
The existence of vortices was first predicted in superfluids [148, 149], and later in coherent
waves [150]. Nowadays, quantum vortices have been the subject of extensive research across several
areas of physics and have been observed in type-II superconductors, 4He, ultracold atomic gases
and nonlinear optics media (for a review see, e.g., [151, 152]). The direct visualization of vortices
was achieved in the experiments by Packard and Sanders [153]. In this experiment one injects a
beam of electrons inside a rotating cylinder of liquid 4He. Vortex lines trap the electrons, which are
then accelerated along the vertical line by an electric field and are eventually detected after escaping
from the liquid. Figure 2.7 (upper graph) show the electrometer voltage output as a function of
the rotating cylinder angular velocity. Clearly a rotation threshold is needed for the superfluid
to start rotating and the electron signal to be detected. As the rotation is further increased, the
detected signal increases by quantized jumps, which are related to the creation of extra vortices.
A similar apparatus with spatial resolution have been used to image arrays of quantized vortex
lines distributed in a regular geometry, through electrons that create spots on a fluorescent screen
[154] — Fig. 2.7 (lower panels).
2For the sake of simplicity, and making an abuse of language, we shall call in the rest of the manuscript angular
momentum to its third component.
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Figure 2.7: Quantized rotation of superfluid helium. (upper graph) Measured voltage of an
electrometer that detects electrons transmitted by rotating superfluid helium through its vortex
lines, as a function of the container angular velocity. The signal is proportional to the number of
vortices in the system. (lower panels) Photographs of stable vortex arrays in superfluid helium for
different angular velocities. Upper graph from Ref. [153]. Lower panels from Ref. [154].
Quantized vortices in trapped Bose gases have become experimentally available by making
use of a suitable rotating modulation of the trap to stir the condensate [155], in close resemblance
with the rotating bucket experiment of superfluid helium. However in situ measurements cannot
provide any evidence of the vortex core, whose size (typically less than one micron) is too small,
which introduces the need to expand the condensate cloud in order to enlarge the vortex to become
visible. Above a critical angular velocity one observes the formation of the vortex. A typical picture
is shown in Fig. 2.8, where one can see that, at sufficiently high angular velocities, arrays with
more vortices are also formed. It is possible to create arrays containing a very large number of
vortical lines — see Ref. [66] and last panels of Fig. 2.8. These arrays form a typical triangular
lattice, which is similar to what happens in superconductors [156].
2.5 Exciton-polariton quantum fluids
As previously discussed in § 2.1.2, the phenomenon of condensation has not only resided in the
atomic or superfluid helium community but it has rather stimulated the semiconductor community
from the early years. As early as 1962, excitons were proposed by Blatt and Moskalenko as
promising candidates for the realization of BEC [157]. The bosonic nature of these quasi-particles
and their light mass, were the main reasons for the long efforts to demonstrate condensation, with
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Figure 2.8: Observation of vortex lattices in an atomic BEC. The examples shown contain
approximately (a) 16, (b) 32, (c) 80, and (d) 130 vortices. The vortices have “crystallized” in a
triangular pattern. Extracted from [66]
good progresses made in bilayer systems [158]. More recently excitons have been shown to display
spontaneous spatial coherence at cryogenic temperatures [124].
The observation of SCR in semiconductor MCs [11] showed that polaritons — composite
bosons with a half exciton- half photon-nature — could be a new system to study condensation in
semiconductor materials. The polariton dispersion can act as a trap in momentum space and the
mass of polaritons is four orders of magnitude lighter than that of excitons, theoretically allowing
condensation even at room temperatures, according to Eq. 2.2.
The first theoretical discussion on the strong potential of exciton-polaritons for the realization
of novel quantum degenerate Bose gases was done by A. Imamogˇlu and co-workers in 1996 [112].
It was suggested that, provided that the thermal de Broglie wavelength λT exceeds the exciton
Bohr radius aB, an exciton laser would operate without electronic population inversion — the light
emitted by a polariton condensate after decay is coherent, hence the analogy with a laser.
The properties of a polariton condensate differ from those of other known condensates, such
as ultracold atomic BECs and superfluid 4He. In particular, polaritons have a short lifetime of
the order of picoseconds, which allows to study their phase and coherence in a direct way through
the photons leaking out of the cavity, a feature not accessible to other bosonic quasi-particles.
Therefore a continuous pumping is necessary to balance the polariton decay and reach a steady-
state regime. Rather than a drawback, the intrinsic non-equilibrium nature enriches the features
of polariton condensation.
Condensation-related phenomena has been experimentally observed in polaritons in different
samples, excitation setups and temperatures [20–23, 26, 27, 36, 41, 42, 49, 50, 54, 113, 114, 159, 159–
176]. However, there are still many open questions about the best way to qualify a polaritonic
macroscopically occupied quantum state [177, 178]. Polaritons are 2D quasi-particles which cannot
exhibit a strict BEC phase transition, but possibly a local condensation or a BKT phase transition
(§ 2.3.1). However such a description is also inaccurate since, being an out-of-thermodynamical
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equilibrium system, neither a temperature nor even a phase transition can be defined in planar
semiconductor MCs.
2.5.1 Excitation schemes
Polaritons can exist in semiconductor MCs with long photon lifetimes (high-Q optical cavities) and
large light-matter Rabi coupling exceeding thermal energies (~ΩR > kBT ). The physical processes
underlying the creation of a polariton condensate are strongly dependent on the way the driving
field is injected into the cavity. We classify the many available excitation geometries into three
different groups in the following sections, starting with the one most related with cold atom BECs.
2.5.1.1 Non-resonant pumping
In the non-resonant scheme, no coherence is introduced in the system via the excitation laser. It
allows for thermodynamics to play an important role in the mechanism of polariton condensation.
The laser beam excites free hot electron-hole pairs, whose main excess energy is relaxed by several
very fast emissions of LO-phonons in the lattice — see Fig. 2.9. A hot exciton gas is thus
formed [179]. For this population to relax into the polariton states of lowest energy, a few tens
of meV below, acoustic phonon emission is the main possible channel. As the energy dispersion
of polaritons is very steep as compared to acoustic phonons, this relaxation mechanism happens
through very small momentum-energy exchanges, so it is very inefficient. This problem, known as
the relaxation bottleneck was well identified both experimentally [180, 181] and theoretically [182],
using a Boltzmann description of the dynamics in the latter case. At high excitation intensity, i.e.
at high exciton density, the relaxation bottleneck can be overcame by polariton-polariton inelastic
scattering in such a way that the polariton ground state occupancy can be high enough to trigger
bosonic stimulation of the relaxation [183]. However, there is a limit in the polariton density
above which the photo-induced electron-hole plasma bleaches the electron-hole coupling and so the
exciton oscillator strength decreases.
There are three main solutions to achieve high enough polariton populations, without breaking
the SCR, as to surpass the relaxation bottleneck: the first is to use MCs with higher number of QWs
inside, reducing then the carrier density per QW while the overall polariton density is unaffected;
the second is to use DBRs mirrors with high reflectivity as to increase the polariton lifetime allowing
enough time for the slow bottleneck relaxation towards low energies to take place; the third is to
use materials where the exciton oscillator strength is high enough.
The choice of the material is also important when evaluating the critical temperature for
condensation Tc. Equation 2.2 says that in principle such a temperature can be made arbitrary
low by increasing the boson density n. However, in excitonic systems, if the thermal energy kBT is
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Figure 2.9: Non-resonant excitation scheme. A pump laser enter the cavity through the reflectiv-
ity minima of the Bragg modes, creating a hot electron-hole plasma that loses energy after many
collisions with lattice LO-phonons. Electron-hole pairs then bind together to create an exciton
reservoir at high-k values, that continues losing energy (through the acoustic phonon emission
channel) until the bottom of the polariton dispersion relation. A macroscopically occupied state is
formed at the bottom of the LPB, eventually emitting a photon. This photon carries full informa-
tion about the condensed polaritons.
higher than the biding energy the exciton dissociates and the fermionic nature of its constituents
is recovered. The critical temperature for exciton unbinding in GaAs compounds is ∼70 K [184],
reaching ∼120 K in CdTe materials where the exciton binding energy is higher.
In fact, a first clear observation of bosonic stimulation within a polariton gas was obtained
by L.S. Dang and co-workers in 1998, in a CdTe-based MC with 16 embedded QWs, in which a
non-linear increase of polariton PL has been observed when increasing the pump power, followed
by VCSEL lasing from an electron-hole plasma at much higher powers [161]. Some years later the
pioneering work of Richard et al. [162] showed that such a non-linear increase of the polariton
emission originates from a spectrally narrow ring in k-space, exhibiting enhanced spatial and an-
gular coherence. Soon after, by increasing the excitation spot size, emission from a single quantum
state lying at the bottom of the LPB was reported [185], giving a direct evidence for spontaneous
formation of a non-equilibrium BEC. Although this ground state emission had an spatial origin in
many small islands where polaritons where trapped by sample disorder, such a state has been show
to have macroscopic long-range order in the work of J. Kasprzak et al. [21], where the condensate
has been shown to spontaneous develop out of a thermalized Boltzmann-like incoherent reservoir.
2.5. EXCITON-POLARITON QUANTUM FLUIDS 55
The reason for such a spatially extended coherence lies in phase-locking mechanisms between many
condensates localized by the sample disorder potential [186]. The final energy-momentum state
chosen by the condensate is strongly dependent on the excitation spot size: whereas big pumps
create a ground state stopped (k = 0) condensate [21], tighter pump spots favors the appearance
of a expanding condensate at a finite k-ring [36, 160, 162]. The continuously adjustable proportion
of exciton to photon in a polariton allows exploring a wide range of non-equilibrium situations. At
higher excitonic fractions of the LPB (positive photon-exciton detuning), higher collision rates and
therefore faster thermalization allows for condensation at quasi-equilibrium with a defined temper-
ature, whereas higher photonic fractions (negative detunings) yield out of equilibrium condensation
without thermalization [163].
Although many achievements have been done in CdTe-based samples, their strong disorder
and consequently short lifetimes limit polariton free propagation. Because GaAs and AlAs are
practically lattice-matched, the MC-layers have very little induced strain, which allows many DBR
layers (yielding long photon lifetimes) to be grown and with very weak disorder.
The first AlGaAs-based MC, with 12 QW, showing evidences for condensation [20] were
excited in a pumping scheme closely related but, strictly speaking, different from the one previously
described: instead of creating a hot excitonic reservoir after relaxation from the electron-hole
plasma, the reservoir was resonantly excited by a pump laser at very high angles, where the LPB
is purely excitonic. Under fully non-resonant excitation, BEC has been observe in GaAs MCs
under stress [22]. Better quality samples with low disorder and long lifetimes showed recently
spontaneous condensation of polaritons in both the LPB ground state [165] or in a k-space ring,
with a large spatial extension in the latter case [36].
Condensation of polaritons under non-resonant excitation has been demonstrated through
the observation of a macroscopic occupation of a narrow ground energy-momentum state, which
corresponds, according to the Wiener-Khinchin identity, Eq. 2.26, to extended spatial- [21] and
long time- [22] correlations. The spatial correlation function of a polariton condensate has a power-
law decay [172] as expected in a 2D condensate (see § 2.3.1), a signature of a BKT transition which
is related to spontaneous creation of vortex-antivortex (V-AV) pairs [171]. However this decay is
much shaper, with a decay exponent around four times bigger than the one in an equilibrium BKT
transition. Reduced energy linewidths provide high correlation times, which have been studied as a
footprint of polariton condensation. However the correlation time-decay is influenced by a number
of factors related to the non-equilibrium nature, including pump noise, interactions and reservoir
fluctuations [164].
In large bandgap materials the critical temperature for exciton unbinding is as high as 400
K (GaN), where the first room-temperature polariton laser has been demonstrated [23, 114], and
560 K (ZnO), where many recent works report on high temperature polariton non-linearities and
condensation [187–191].
56 CHAPTER 2. QUANTUM LIQUIDS
2.5.1.2 Coherent drive in the pump-only configuration
Thanks to their photonic component, polaritons can be coherently excited by an incident laser
field resonant with the LPB at a small k vector, creating a moving polariton fluid with the same
energy and momentum as the pumping laser. Its coherence clearly do not appear spontaneously
due to bosonic condensation, but is inherited from the pumping field. Under continuous-wave (cw)
excitation, the phase is imprinted by the laser beam, however it can evolve freely out from the
excitation spot if the polariton lifetime is long enough [175, 176]. An extra pulsed beam resonant
with the cw one can also be used to trigger a moving extra population [38]. Under pulsed-only
excitation, the fluid phase, initially imprinted by the pulsed laser, freely evolves according to the
quantum hydrodynamics of the system [159, 173].
The advantage of using the pump-only excitation scheme is that an accurate control of the
polariton dynamics can be achieved by properly tuning the external laser. However care should be
taken when detecting the polariton emission pumped resonantly by a cw -laser. Since both laser
and polariton fields have the same energy and momentum, the latter cannot be detected in the
direction of the reflected laser beam, because the laser bleaches the much less intense polariton
luminescence. In this case, the detection has to be made in transmission geometry [27], all the
light that passes through the cavity acquires a polaritonic character before being transmitted,
and so fully carries information about the polaritonic field inside. When propagating out from
the excitation area [175, 176], the polariton PL is not superimposed with the excitation field and
therefore it can be detected in both the transmitted or reflected directions. Under pulsed excitation
[38, 159, 173], separation between polariton and laser fields are done in time since the pulse beam
lasts much less than the polariton population lifetime.
2.5.1.3 Excitation in the optical-parametric-oscillator (OPO) regime
Thanks to their excitonic component, polaritons have strong non-linear behavior inherited from
the exciton-exciton interactions. In the parametric scattering process, two polaritons from a pump
mode, with wave-vector and frequency [kp, ωp], scatter into a lower energy signal mode [ks, ωs] and
a higher energy idler mode [ki, ωi]. This scattering process has to conserve energy and momentum,
therefore requiring the phase matching conditions:
2kp = ks + ki (2.35a)
2ωp = ωs + ωi (2.35b)
This condition cannot be satisfied by any particle dispersion. For example, parametric scat-
tering is forbidden for particles with a quadratic dispersion. On the other hand, the “S”-shape of
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Figure 2.10: Illustration of parametric scattering excitation scheme, where polaritons injected
by a laser beam resonant with the inflection point of the LPB scatter from the pump state [kp, ωp]
towards the signal [ks, ωs] (here at zero momentum) and the idler state [ki = 2kp−ks, ωi = 2ωp−ωs]
(at higher momentum), conserving momentum and energy.
the LPB makes it a good candidate to have the conditions described in Eq. 2.35 satisfied, since
the LPB is approximately symmetric in energy and momentum around its inflection point — see
Fig. 2.10. In fact, if ks = 0 then the momenta of pump and idler are uniquely selected, for a given
the value of the pumping angle — also referred to as the “magic angle” — located close to the
inflection point of the LPB.
The simplest way of reach experimentally parametric scattering in a MC is to pump it reso-
nantly close to the inflection point of the LPB. Parametric instabilities populate signal and idler
modes which, at a certain threshold, have a state occupancy of order one, and so bosonic final-state
stimulation causes polariton pairs to coherently scatter from the pump state to the signal and idler
states [113], in the so-called OPO excitation regime of a polariton condensate [54].
A second laser beam can be used to trigger parametric processes if there are more available
states (called conjugate states) in the LPB in such a way that the phase matching conditions 2.35
are satisfied by probe, pump and conjugate states (whose may be in principle different from the
signal and idler states). This holds even if the pump beam is below OPO threshold (but close to it),
in which case the probe state will still be amplified. This optical parametric amplification (OPA)
regime — also called triggered optical parametric oscillator (TOPO) regime [26] when the process
is ignited by a pulsed probe that fulfills the phase matching conditions described in Eq. 2.35 —
was first observed in an InAlGaAs MC [52]. Ultrafast parametric amplification of polaritons with
extraordinary gains up to 1500 and temperatures up to 220 K has been reached, in this regime, in
CdTe-based MCs [29].
58 CHAPTER 2. QUANTUM LIQUIDS
On the other hand, when a cw pump laser drives the system above OPO threshold, the probe
and conjugate states are extra population states, on top of the steady state OPO signal and idler
states. When triggered by a pulsed laser, both probe and conjugate states are traveling decaying
states that can evolve freely from the laser probe constraints once the pulse switches off. If the pulse
lies at a region of the LPB with a large exciton content, the small-k conjugate extra population
lasts for up to the nanosecond timescale [192], and its energy and momentum can be tuned by the
pulsed probe as long as phase-matching conditions are satisfied [26]. When the trigger is resonant
with the OPO signal, the extra-population lifetime is shorter, but still bigger than the polariton
lifetime [28, 49].
The OPO state, characterized by the macroscopic occupation of three polariton states only,
looks at first sight very different from an equilibrium weakly interacting BEC, where the macro-
scopic occupation of the ground state occurs from a thermal distribution of bosons. The OPO state
does, however, share with a BEC the fundamental property of spontaneous symmetry breaking of
the phase symmetry [193]. In fact, the external laser fixes the phase of the pump state φp and para-
metric scattering processes constrain the sum of the signal and the idler phase only, 2φp = φs + φi
[194], but leaves the system to arbitrarily choose the phase difference φs − φi. In fact, above OPO
threshold, the signal and idler spontaneously select their phase, though not independently. This
spontaneous symmetry breaking when choosing a phase above OPO threshold implies that the
long-wavelength excitations (Bogoliubov) of the OPO signal state have similarities to the ones of
an equilibrium BEC.
The excitation spectrum of the OPO signal state is expected to have a vanishing energy
linewidth [193], which would give extremely long correlation times, another footprint of condensa-
tion, according to the Wiener-Khinchin identity Eq. 2.26. In fact, using an extremely low noise
pump laser, correlation times in the nanosecond time scale has been reported [167] one order of
magnitude longer if compared to non-resonant excitation geometries [164], where the reservoir noise
play an important role.
In addition, the appearance of spontaneous spatial coherence in the OPO signal has been
shown via quantum Monte Carlo simulations [195], and recently confirmed by experiments [167, 168]
through the divergence of the coherence length when the pump energy approaches that of the LPB
from below.
2.5.2 Modelling polariton phenomena
Unlike BECs of weakly interacting Bose gases for which the GP equation has been shown to
accurately represent the states of the condensates, the polariton condensates are nonequilibrium
systems, which are best understood as a steady-state balance between pumping and decay, rather
than true thermal equilibrium.
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Using a mean-field description of the condensate [196, 197] one can recover a complex GP
equation (cGPE), including terms representing gain, loss and an external trapping potential, de-
scribing the dynamics of the lower polariton wavefunction, ψ,
i~∂tψ =
(
EˆLP + α|ψ|2 + V
)
ψ +
i~
2
(P − Γ)ψ (2.36)
where the operator EˆLP = −~2∇22mP represents the parabolic dispersion of the LPB, with mP being
the polariton effective mass, Γ is the polariton decay rate, P the pumping rate, α the polariton
repulsive interaction coupling constant3, V the external potential.
This modification of the GP equation to account for such nonequilibrium properties of the
condensates is a complex Ginzburg-Landau equation (cGLE), a universal equation of mathematical
physics describing the behavior of systems in the vicinity of an instability and symmetry breaking
[198], e.g. nonlinear waves, superconductivity, superfluidity, liquid crystals and strings in field
theory, and capable of spontaneous pattern formation. Formally, it is a nonlinear Schro¨dinger
equation with complex coefficients.
The superfluid properties of nonequilibrium condensates in a dissipative environment still need
to be completely understood [199]. For polariton fluids, one has to singularly assess the system
properties in the three different pumping schemes available.
2.5.2.1 Pump-only configuration
Let us consider the propagation of a resonantly created polariton fluid in the presence of a static
small defect V (r). The driving field is assumed to be a coherent and monochromatic laser field of
frequency ωp, P (r, t) = e
i(kp·r−ωpt), which generates a polariton fluid with a nonzero flow velocity
and a spatial plane-wave profile of wave vector kp along the cavity plane.
Under resonant excitation, the polariton field oscillation frequency is not fixed by an equation
of state relating the chemical potential to the particle density, but it can be tuned by the frequency
of the exciting laser. This opens the possibility of having a collective excitation spectrum which
has no analog in usual systems close to thermal equilibrium.
The response of the system to a weak perturbation is obtained using a linearized theory
analogous to the well-known Bogoliubov theory of the weakly interacting Bose gas. Close to the
bottom of the LPB, ωLPB(k = 0), the spectrum of the Bogoliubov excitations can be approximated
3The inter-particle repulsive interaction coupling constant in the GP equation, typically defined as g, will be
dubbed as α for polaritons, keeping this same nomenclature from now on.
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by the simple expression [196]
ω±Bog ' ωp + (k− kp)·vp − iΓ±
√[
2α|ψ|2 + (k− kp)
2
2mP
−∆p
] [
(k− kp)2
2mP
−∆p
]
(2.37)
where vp = ~kp/mP is the flow velocity and ∆p = ωp − ωLPB(kp) − α|ψ|2 the effective pump
detuning. The ± branches correspond to, respectively, the particle- and the hole-like branches of
the Bogoliubov dispersion, and are images of each other under the transformation k → 2kp − k,
ω → −ω.
The solutions of Eq. 2.37 for different pump conditions are plotted on the left column of
Fig. 2.11. The effect of the finite flow velocity vp is to tilt the standard Bogoliubov dispersion via
the term (k − kp)·vp. When colliding against the static defect, polaritons can scatter elastically,
exciting modes given by the intersections of the Bogoliubov dispersion with the horizontal dotted
lines. The spectrum of the Bogoliubov-like excitations reflects onto the shape and intensity of
the resonant Rayleigh scattering (RRS) emission pattern in both momentum and real space. The
central and right panels of Fig. 2.11 show the polariton intensity in the momentum and the real
space for the different regimes on the left column, respectively.
In the resonant case (∆p = 0), the ± branches (full/dashed lines, respectively) touch at k = kp
[Figs. 2.11(a,d,g)]. In the noninteracting case [Fig. 2.11(a)] the dispersion remains parabolic, with
the k-space emission pattern [Fig. 2.11(b)] containing a peak at the incident wave vector kp, plus
the RRS ring. In the real space pattern [Fig. 2.11(c)], as the polariton fluid is moving to the right,
the defect at r = (0, 0) induces a propagating perturbation with parabolic wave fronts oriented in
the left direction.
In the presence of interactions [Fig. 2.11(d,g)] the dispersion slope has a discontinuity at k =
kp: on each side of the corner, the + branch starts linearly with group velocities, respectively, given
by vg = cs ± vp, cs being the usual sound velocity of the interacting Bose gas cs =
√
~α|ψ|2/mP .
In this resonant case, when α|ψ|2 is large enough for the sound velocity cs in the polaritonic fluid
to be larger than the flow velocity vp, there is no intersection of the Bogoliubov branches [Fig.
2.11(d)] with the horizontal dotted line any longer. In this regime, RRS is no longer possible [Fig.
2.11(e)], and the polaritonic fluid behaves as a superfluid in the sense of Landau criterion. As no
propagating mode is resonantly excited, the perturbation in real space remains localized around
the defect, as shown in Fig. 2.11(f).
Still in the resonant case, but now with vp > c, the stronger Bogoliubov tilt of the dispersion
is responsible for an intersection with the horizontal dotted line [Fig. 2.11(g)] that forms a RRS
curve in a ∞-like shape, with the low-k lobe more intense than the high-k one [Fig. 2.11(h)], a
sign of the disappearance of superfluidity. The aperture angle 2φ of the singularity at kp satisfies
the simple condition cosφ = cs/vp. In this Cˇherenkov regime where the polariton fluid is moving
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at a supersonic speed, the defect produces a peculiar real-space pattern [Fig. 2.11(i)] showing
linear Cˇherenkov-like wavefronts. The aperture 2θ of the Cˇherenkov angle has the usual value
sin θ = cs/vp.
Coming back to excitation below the sound velocity, vp < cs, but now decreasing the mean-field
shift α|ψ|2 in such a way that the effective pump detuning ∆p is positive, the argument of the square
root in Eq. 2.37 is negative for the wave vectors k such that ∆p > (k−kp)2/(2mP ) > ∆p−2α|ψ|2.
In this region, the ± branches stick together and have an exactly linear dispersion of slope vp [Fig.
2.11(j)]. The resonant Rayleigh scattering intensity in this non-superfluid regime is a deformed
RRS ring strongly amplified on a segment parallel to y including the point kp because of the
reduced linewidth of the Bogoliubov modes in the regions where the ± branches stick together
[Fig. 2.11(k)]. The main consequence of this in the real-space pattern of Fig. 2.11(l) is an overall
amplification of the density modulation induced by the defect, in stark contrast with the superfluid
regime. In particular, the derivative of the dispersion at the rightest point of the ring gives a group
velocity point towards the right, which is responsible for the long “shadow” in the downstream
direction with respect to the central defect, which extends to relatively far distances thanks to the
linewidth narrowing effect.
By increasing the pumping strength |P |, the mean-field shift α|ψ|2 increases and the effective
pump detuning ∆p becomes negative. In this case, as it is shown in Fig. 2.11(m), the branches no
longer touch each other at k = kp. The two lobes in the RRS circle are separated by a gap [Fig.
2.11(n)]. The real-space wavefronts shown in Fig. 2.11(o) are still Cˇherenkov-like, if the separation
between the two branches is relatively small. A full gap between them opens up for sufficiently
negative values of ∆p or for smaller kp values (not shown). In this case, there are no available
states for scattering and the system becomes superfluid in the sense of Landau.
In conclusion, superfluidity of resonantly-excited polaritons depends on the pump-polariton
mode detuning ∆p. Three qualitatively different types of spectra appear for the interacting case:
linear for ∆p = 0, diffusive-like for ∆p > 0 and gapped for ∆p < 0. A moving polariton fluid
is superfluid if its velocity is smaller than a critical value and ∆p = 0 or ∆p < 0. In this case,
analogously to liquid Helium and atomic condensates, the resonantly-driven polariton fluid has
a superfluid behavior in the sense of Landau criterion with respect to both elastic and inelastic
processes.
The ∆p = 0 detuning is the only one that can be achieved experimentally, since if the laser is
not resonant with the (blueshifted) polariton mode no field enters the cavity and so no polaritons
are excited. Indeed, recent experiments agree with the theoretical predictions [27]: below the sound
velocity, a quenching of the RRS intensity due to polariton-polariton interactions can be observed
in both momentum and real space; above the sound velocity, linear Cˇherenkov waves were also
observed.
62 CHAPTER 2. QUANTUM LIQUIDS
Figure 2.11: (left column) Bogoliubov dispersions ~(ω±Bog − ωp) (full/dashed lines, respectively)
of the elementary excitations in MC polaritons under resonant excitation, calculated from Eq. 2.37,
and their effect on the intensity and shape of the resonant Rayleigh scattering by defects in (central
column) momentum space and (right column) real space. Red crosses represent the resonant pump
energy and momentum for each row. The dispersion in (a) is parabolic (α|ψ|2 = 0, ∆p = 0). For
α|ψ|2 > 0, close to ∆p the dispersions are (d,g) linear (∆p = 0), (j) diffusive (∆p > 0) and (m)
gapped (∆p < 0). Adapted from Refs. [196, 201].
Under a monochromatic and spatially homogenous plane-wave pump, neither vortices can be
observed in the polariton fluid, nor solitons. The local phase of the polariton field is in fact fixed
by the pump phase, which inhibits the appearance of topological defects. By using a properly
spatially-shaped pump profile, polaritons can be resonantly created immediately before a defect
and made to freely propagate past it with no phase imposed by the pumping field [200]. If the
defect size is big enough, rich phenomena appear: for low enough fluid speeds and high densities,
the flow is superfluid and no excitation appear; as the density is decreased, turbulence occurs in
the form of vortex pairs ejection [159, 173, 175], vortex streets [174] and dark solitons [175].
The superfluid behavior of a system can also be characterized as a function of the drag force
exerted by the defect on the flowing fluid [202–205]:
Fd =
∫
dr|ψ(r, t)|2∇V (r) (2.38)
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For a flowing polariton condensate satisfying the Landau criterium, like in Fig. 2.11(d), the
broadening of the polariton modes due to its finite lifetime allow for a weak amount of scattering,
which is asymmetric in the propagation direction [Fig. 2.11(e)]. This yields an also asymmetric
small density perturbation close to the defect [Fig. 2.11(f)], and so the fluid always experiences a
residual drag force, Eq. 2.38. When flowing through defects, non-equilibrium superfluids do not
have zero viscosity even in the superfluid regime.
However, the drag force and the onset of fringes in the density profile have a sharp threshold
as a function of the velocity [204, 205] and so a generalized Landau criterion, with a critical velocity
vc, can still be defined. This is true for all the cases in Fig. 2.11 [linear, (d), diffusive, (g), and
gapped, (m)], the critical velocity for pronounced drag being the same as the sound velocity in
the linear and diffusive cases [Figs. 2.11(d,g)] but higher in the gapped case [Fig. 2.11(m)]. The
crossover becomes sharper for increasing polariton lifetimes [204, 205]: in the supercritical regime,
vp > vc, the lifetime tends to suppress the propagation of the Cˇherenkov waves away from the
defect and therefore to suppress the drag, whereas in the subcritical regime, vp < vc, the residual
drag increases linearly from zero when the polariton lifetime decreases.
2.5.2.2 Nonresonant pumping with a single reservoir
When creating a polariton condensate by means of non-resonant excitation (§ 2.5.1.1), the macro-
scopically coherent field ψ in Eq. 2.36 is fed by an incoherent reservoir of excitons N(r, t) instead
of directly by the laser beam [206]:
P (r, t) = rN(r, t) (2.39)
where r is the rate at which polaritons scatter from the reservoir. Equation 2.39 means that, in
this case, the amplification rate of the condensate due to stimulated scattering of polaritons from
the excitonic reservoir increases linearly with N .
The full system is described by two populations: polaritons around the lower energy minimum
of the dispersion, ψ(r, t), and polaritons with larger momenta at the reservoir (excitons in practical
terms), N(r, t). These two populations are weakly coupled, which allows us to define a quasi-
thermal equilibrium for each one. The exciton density dynamics is fully determined by N [41, 206]:
∂tN(r, t) = −
(
ΓR + βr|ψ|2
)
N(r, t) + PNR(r) +D∇2N(r, t) (2.40)
The reservoir is fed by the laser beam at a rate PNR(r) and relaxes at a rate ΓR. D is the reservoir
spatial diffusion coefficient, but it must be mentioned that sometimes D is neglected due to the
huge effective exciton mass compared to that of polaritons, having a negligible contribution in Eq.
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2.40. β is a phenomenological coefficient whose value is chosen to describe particular experimental
situations [41].
It is very important to account for energy shifts originated from Coulomb repulsion between
condensed and reservoir polaritons. The potential V is assumed to be:
V (r, t) = ~gRN(r, t) + V0(r) (2.41)
The polariton repulsive interactions are produced by the terms (i) polariton-polariton α|ψ|2, (ii)
polariton-exciton ~gRN(r, t) and (iii) a static potential V0(r) (conditioned by the geometry of the
MC, see § 3.2.1.1).
The Bogoliubov spectrum of a non-equilibrium condensate described by Eqs. 2.36, 2.39, 2.40
and 2.41 has a diffusive Goldstone mode around k = 0 [206], and so a na¨ıve application of the
Landau criterion predicts a vanishing critical velocity, vc = 0. Even though strictly speaking there
cannot be superfluid behavior, there are regimes close to equilibrium, where the drag force exerted
on a small moving defect shows a sharp threshold at velocities close to the speed of sound [203].
For velocities below the sound velocity, the drag force increases as the decay, Γ, increases [203].
There has been experimental indications of a diffusive Bogoliubov mode in non-resonantly
excited polariton condensates [166], where the diffusive region of the spectra could be tuned with
power from zero diffusion at threshold up to a ∆k ∼ 0.8 µm−1 diffusive region at high powers
an negative photon-exciton detunings. However the condensate excitation spectrum and the LPB
luminescence are superimposed and so it is not immediately clear whether the equilibrium Bogoli-
ubov dispersion or the diffusive Goldstone mode dispersion corresponds better to the experimental
results. The existence of an equilibrium Bogoliubov mode has been reported in a previous work
[207].
As a result of the non-equilibrium nature of the polariton condensate in an inhomogeneous
system, there are spontaneous supercurrents that may carry polaritons from gain- to loss-dominated
regions. This give rise to spontaneous formation of vortices pinned by sample defects [169, 170] in
analogy to classical water sinks, which do not necessarily imply superfluidity [197, 199].
In conclusion, apart from having a diffusive excitation spectra, the superfluid behavior of
a non-equilibrium polariton condensate can also be characterized by a dramatic increase in the
lifetime of a quantized vortex, analogously to BECs that persist rotating after stirring [208], showing
one more connection between the two intriguing phenomena of superfluidity and long-range spatial
coherence.
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2.5.2.3 Polariton energy relaxation under nonresonant pumping with a three exciton-
types reservoir
The theoretical model of the experimental results described in Part IV (except those included in
§ 9.2) make use of a phenomenological treatment of polariton energy-relaxation processes taking
place in the system. Such processes are not only responsible for the relaxation of hot excitons
(injected by the pump) into polaritons in the form of a condensate, but also for the further relax-
ation in energy of the polariton condensate as it propagates. This latter energy relaxation process
can be strongly influenced by a spatially dependent potential coming from repulsion from the hot
excitons. Let us first introduce the description of the polariton condensate.
A fundamental feature of BECs is their spatial coherence that allows them to be well described
with a mean-field approach [140]. The GP equation, previously presented in Eq. 2.36, includes a
new term i~R [ψ(x, t)], accounting for polariton energy-relaxation processes:
i~∂tψ(x, t) =
[
EˆLP + α|ψ(x, t)|2 + V (x, t) + i~
(
rNA(x, t)− Γ
2
)]
ψ(x, t) + i~R [ψ(x, t)] (2.42)
Here, EˆLP is the kinetic energy dispersion of polaritons, which at small wave vectors can be
approximated as EˆLP = −∇ˆ2/(2m) with m the polariton effective mass. The polariton-polariton
interactions, being repulsive (α > 0), allow both a spatially dependent blueshift of the polariton
condensate energy and energy-conserving scattering processes. Our analysis shows, however, that
neither of these effects will play a dominant role in our experiments. The effective potential acting
on polaritons caused by repulsive interactions between polaritons and higher energy excitons is
more significant, and is responsible for the blocking of polariton propagation in the presence of a
gate pump (see the introduction to Part IV for a further description on the gating of polaritons).
The effective potential V (x, t) can be divided into a contribution from three different types of hot
exciton states, which will be described shortly, as well as a static contribution due to the structural
potential, V0(x) (see § 3.2.1.1 for a further description and experimental characterization of such
static potential in our ridge structure):
V (x, t) = ~ [gRNA(x, t) + gINI(x, t) + gDND(x, t)] + V0(x) (2.43)
NA, NI and ND correspond to density distributions of “active”, “inactive” and dark excitons,
respectively, as described below. gR, gI and gD define the strengths of interaction with the various
hot exciton states.
NA represents the density distribution of an “active” hot exciton reservoir [139, 209]. These
excitons have the correct energy and momentum for direct stimulated scattering into the condensate
and so appear as an incoherent pumping term in Eq. 2.42 with r the condensation rate.
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To describe the dynamics of the system, it is important to note that not all excitons in the
system are in this active form. In fact, the non-resonant pumping creates excitons with very high
energy and they must first relax in energy before becoming active. Therefore, it can be identified
an “inactive” reservoir of hot excitons that is excited by the non-resonant pump but not directly
coupled to the condensate. The three exciton densities (NA , NI , and ND) are in general spatially
and time dependent. Therefore, the dynamics of the exciton densities are described by the following
rate equations:
dNA(x, t)
dt
= − (ΓA + r|ψ(x, t)|2)NA(x, t) + (tR + t′RNI(x, t))NI(x, t) (2.44)
dNI(x, t)
dt
= − (ΓI + tR + t′RNI(x, t) + tD)NI(x, t) (2.45)
dND(x, t)
dt
= tDNI(x, t)− ΓDND(x, t) (2.46)
When solving the equations the following conditions are imposed: the initial conditionNA(x, 0) =
0, ND(x, 0) = 0 and a density proportional to the Gaussian intensity profile of the pump in the
inactive reservoir, NI(x, 0). In case of having an excitation pulsed beam, the temporal profile of
the pump is Gaussian. This represents an instantaneous injection by the non-resonant ultra-short
pulse used in the experiment. The inactive reservoir is coupled by both linear and non-linear terms
to the active reservoir, described by tR and t
′
R, respectively.
As previously mentioned, in Part IV the theoretical models that reproduce the experimental
findings (aside those included in § 9.2) are based on the one described in the present section. There
are small differences between these versions and we note here that the described exciton rate Eqs.
2.44 and 2.45 are the same as those used in § 9.3.2 (see Eqs. 9.7 and 9.8). However, in Chapters 10
and 11 the rate equations for the active and inactive reservoirs do not contain the coupling term
t′RNI(x, t); we noticed that it was not relevant for the simulation of the experiments contained in
the cited Chapters.
The model also accounts for a linear coupling from the inactive to the dark exciton reservoir,
ND(x, t), described by coupling rate tD. Dark excitons are long-lived states that are optically
inactive yet can nevertheless be populated as high energy excitations from the non-resonant pump
relax in energy. The dark excitons introduce a long-lived repulsive contribution to the effective
polariton potential, V (x, t), and are thus efficient at gating propagating polaritons at long-times.
ΓA, ΓI and ΓD describe the decay rates of each of the reservoirs.
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Figure 2.12: Schematic representation of the rate Eqs. 2.44-2.46, describing the dynamics of the
density distributions of “active”, “inactive” and dark excitons. “Active” excitons are coupled to
polaritons according to Eq. 2.42.
The model neglects any further conversion between bright and dark excitons. Nonlinear
conversion has been shown to generate oscillations between bright and dark excitons [210, 211].
However, these processes require coherent excitation of exciton-polaritons near the dark exciton
resonance. In this case, it is not expected accumulation of exciton-polaritons at such an energy.
Furthermore, the fact that no oscillations in the polariton condensate density were observed, sug-
gests that any coupling between bright and dark states is slower than the condensation rate.
It is worthwhile mentioning that the very first version of the model included a term accounting
for the hot-exciton diffusion in the system (using typical exciton diffusion rates) when solving
Eqs. 2.44-2.46. Let us note that this term, D∇2N(r, t), was considered in Eq. 2.40 for the model
describing the nonresonant pumping with a single reservoir (§ 2.5.2.2). However, in the present
model, the inclusion of the exciton diffusion term produced no noticeable effects on the polariton
dynamics. Consequently, we decided to remove it for the sake of simplicity.
Returning to Eq. 2.42, the decay of polaritons is accounted for by the decay rate Γ. The
final term in Eq. 2.42 accounts for energy relaxation processes of condensed polaritons. Polaritons
are expected to condense at the pump position into the lowest energy state, where they have
zero kinetic energy and potential energy given by V (x, t) (and an additional blueshift due to
polariton-polariton interactions). While this is the lowest energy state available at the pump
position, one notes that the potential energy can be reduced if polaritons propagate away from
this position (V (x, t) decreases away from the source, where the reservoir densities are weaker). If
polaritons were to conserve their energy, then they would convert this potential energy into kinetic
energy as they move away from the reservoir, accelerating down the potential gradient. However,
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the polariton kinetic energy can be lost as polaritons scatter with acoustic phonons [182] or hot
excitons [183]. Surface scattering could be also responsible for this loss; however since the model
considers a phenomenological energy relaxation, the actual mechanism that causes that relaxation
does not play a direct role in the calculations.
Previous methods to introduce energy relaxation into a description of polariton condensates
have been based on the introduction of an additional decay of particles depending on their en-
ergy [40, 203, 212, 213] (occasionally known as the Landau-Khalatnikov approach). The polariton
number can be conserved in such a process via the introduction of an effective chemical poten-
tial [203, 213]. The energy relaxation term is:
R[ψ(x, t)] = − (ν + ν ′|ψ(x, t)|2) (EˆLP − µ(x, t))ψ(x, t), (2.47)
where ν and ν ′ are phenomenological parameters determining the strength of energy relaxation
[40, 203, 212, 213] with justification arising from consideration of Boltzmann scattering rates [214].
Equivalently, the relaxation is due to the scattering of particles into and out of the condensate,
which introduces an imaginary component to the kinetic energy operator as recently demonstrated
within a Keldysh functional integral approach [215]. The local effective chemical potential, µ(x, t),
is chosen to enforce particle number conservation [213, 216]. We must mention that Eq. 2.47
differs from that used in § 9.2.2, Eq. 9.3, when modeling the dynamics of a polariton transistor
switch. The inclusion of the phenomenological parameter ν ′|ψ(x, t)|2 in Eq. 2.47 yields an optimum
matching in the polariton energy relaxation dynamics between experiments and theory, addressed
in § 9.3. The term ν ′|ψ(x, t)|2 is also included in the model of the following Chapters 10 and 11.
The model does not attempt a microscopic derivation of the energy relaxation terms, it only
accounts energy relaxation at low polariton densities (described by the parameter ν) as well as a
stimulated component of the relaxation proportional to the polariton density, |ψ(x, t)|2 (described
by the parameter ν ′). The energy relaxation rate is assumed proportional to the kinetic energy of
polaritons; polaritons will relax in energy until they decay from the system or until their kinetic
energy is zero (such that they have zero in-plane wave-vector).
The local effective chemical potential, µ(x, t), can be obtained from the condition:
∂
√
n(x, t)
∂t
∣∣∣∣∣
R
= 0, (2.48)
where, ψ(x, t) =
√
n(x, t)eiθ(x,t) for n(x, t) real, and:
dψ(x, t)
dt
∣∣∣∣
R
≡ R[ψ(x, t)] = ∂
√
n(x, t)
∂t
∣∣∣∣∣
R
eiθ(x,t) + i
√
n(x, t)eiθ(x,t)
∂θ(x, t)
∂t
∣∣∣∣
R
. (2.49)
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|R denotes the components of the derivatives due to the term R[ψ(x, t)] in Eq. 2.42. Other terms in
Eq. 2.42, namely the pumping and loss terms, do not conserve the number of condensed polaritons.
A clarification must be done concerning other sources of polariton energy-relaxation processes.
Given the fact that in this thesis we study edged MCs, another energy loss contribution might be
related to surface scattering at the surface of the etched ridge. In this respect, studies with different
widths of the ridges might be interesting. Nevertheless, we have not performed such studies since
our wires have a fixed dimension (20×300 µm2, see Fig. 3.5). Furthermore, since we have considered
a phenomenological energy relaxation, the actual mechanism that causes that relaxation does not
play a direct role in our calculations.
It would be also interesting to define an energy-dependent “mean free path” between scattering
events in order to assess how far the polaritons can be transferred along the ridges. Nevertheless,
it is not intuitive and trivial to define such “mean free path” because the energy-relaxation rate
is both energy and density dependent. Consequently, it is non-uniform in space and it is time
dependent.
2.5.2.4 OPO regime
When excited under the OPO geometry (see § 2.5.1.3 for details), the full LPB dispersion, calcu-
lated in § 1.4.2, has to be taken into account. The quantum fluid dynamics of a non-equilibrium
polariton condensate excited under the OPO geometry can be then simulated by adding excitonic
interactions, pump and decay to the Hamiltonian defined by Eq. 1.48
i∂t
(
ψX
ψC
)
=
[
He−ph +
(
gX |ψX |2 0
0 VC(r)
)(
ψX
ψC
)]
+
(
ψX
ψC
)
+
(
0
P
)
(2.50)
Here the polariton field is described by a spinor containing its excitonic, ψX , and photonic, ψC ,
parts. gX is the excitonic repulsive interaction coupling constant, VC(r) is the potential seen by
photons due to fluctuations and disorder in the cavity width and P is the pumping field acting
on the cavity mode. The non-interacting Hamiltonian He−ph accounts for the polariton modes
dispersion including decay broadening:
He−ph =
(
ωX − iΓX ΩR2
ΩR
2 ωC − iΓC − ∇
2
2mC
)
(2.51)
Here the excitonic dispersion is assumed to be flat, ωX(k) = ωX , due to its heavy mass, whereas
the photonic dispersion is parabolic, ωC(k) = ωC + k/(2mC). ΓX and ΓC are the excitonic and
photonic decay rate, respectively and ΩR the exciton-photon Rabi splitting.
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Above a pump strength threshold P = Pth, the system is driven into the OPO regime where
the solutions to Eq. 2.50 are three-mode (pump, signal and idler) states [196]. Such solutions are
in principle invariant under a simultaneous phase rotation of both signal and idler states, however
the signal and idler spontaneously select their phase in the OPO regime, spontaneously breaking
the phase rotation symmetry. The Goldstone theorem [217] states that this symmetry breaking
implies that the excitation spectrum goes to zero (both in the real and imaginary parts) in the long
wavelength limit k → 0. This can be better understood as follows: as any global phase rotation
maps into the same eigenvector of the Bogoliubov Hamiltonian, no restoring force opposes a global
rotation of the signal-idler phases.
The dispersion for the Goldstone mode in the OPO regime has been derived in Ref. [196] by
analytically solving Eq. 2.50 in momentum representation, with the calculated gap-less excitation
spectrum being diffusive (∂kE = constant) at k = 0, in analogy with positively-detuned-resonant
and non-resonant excitation schemes — see § 2.5.2.1 and 2.5.2.2, and Fig. 2.11(j). This implies
that a polariton condensate created under the OPO excitation regime is not a superfluid when the
Landau criterion is applied.
Moreover recent calculations [218] show that coupling between two coherently-injected, at
different momenta and energies, polariton condensates requires that either both components flow
without friction or both scatter against the defect. This suggests that when investigation super-
fluidity of a multimode OPO state, all of its modes have to be taken into account.
However, when triggered by a short-duration pulse, the traveling parametrically-scattered
polariton wave-packet has been shown to display superfluid-like behavior in the form of frictionless
flow and suppression of Rayleigh scattering [26].
Part II
Samples and Experimental
Techniques
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Introduction: Samples and Experimental
Techniques
S
ince polaritons have both electronic and photonic character, their creation, manipulation
and detection can be achieved by both electrical and optical means. Looking back in time,
the current inorganic MCs, in which we have performed our experiments, are the result
of a vast research during the last 40 years on FP interferometers (used for the study of optical
bistabilities), non-linear etalons and VCSELs. After the pioneering work of C. Weisbuch and
coworkers in 1992 [11], where the light-matter coupling in a semiconductor MC was demonstrated
for the first time, some other key experimental steps were performed in the 90s. These works,
pursuing the enhancement of the light-matter coupling, were responsible for further improvements
in the engineering of semiconductor MCs, such as (i) the modification of the exciton dipole moment,
(ii) the spatial overlap between the cavity mode and the QWs and (iii) the control of the exciton-
cavity detuning on the samples. Following the review of G. Khitrova and coworkers [219], here we
cite below some of those experiments.
In the first place, Y. Yamamoto and coworkers [220] studied the light-matter coupling in III-
V semiconductor MCs with a single 20-nm GaAs QW embedded in a λ cavity. They spectrally
investigated the spontaneous emission from confined excitons under different excitation schemes.
Abram and coworkers [221], used an alternative design of the MC with two QWs in a λ/2 AlAs
spacer, showing an exciton-photon splitting of 4 meV. Larger normal-mode coupling was achieved
in II-VI MCs (ZnCdSe) in 1995 by Kelkar et al. [222], reporting an oscillator strenght of ∼ 20
meV.
In the second place, the control on the spatial overlap between the exciton and cavity mode
function was optimized by tuning the relative location of the QW with respect to the position of
the antinodes of the cavity mode. Zhang et al. [223] performed such experiments by selectively
comparing the exciton-photon coupling in a sample containing two different types of QWs: one
of them was centered in the antinode of a λ spacer, showing a remarkable mode-splitting in the
reflectivity spectra, and the other type of QWs were sitting at each of the optical-field node
positions, without signatures of coupling between the modes. These results demonstrated the
controllability on the exciton-photon coupling as function of the optimal engineering of the cavity-
QW distribution.
In the third place, the modification of the exciton-cavity detuning was studied with different
approaches. When the MC quality is uniform enough, the scanning of the cavity mode across
the sample can be done by moving the spot excitation throughout the sample surface. Initially,
this scan was not linear, difficulting the conversion between spot-scanning position and relative
mode-detuning. The works reported in Refs. [221, 224] could clearly map the evolution of the
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spectral position of the exciton and the cavity modes, from the region of resonance to those with
uncoupled modes. Other works [225] also reported the possibility to control the exciton-photon
detuning through electric-field and temperature tuning.
Semiconductor MCs based in inorganic compounds such as II-VI CdTe and III-V GaAs
require cryogenic temperatures (∼ 10 K) for the observation of SCR, with the exception of GaN
[23] and ZnO [191] semiconductors MCs, where SCR has been reported at room temperature. The
∼ 10 K limit in the SCR temperature for the former compounds arises from the weak interaction
strength binding together electrons and holes in Wannier–Mott (inorganic) excitons [226]. At higher
temperatures, the thermal energy is responsible for the dissociation of the exciton, hindering the
SCR. We recall here that a typical value of the vacuum Rabi splitting in III–V (GaAs) based MCs
structures is ∼9 meV [227] and ∼26 meV in II–IV (CdTe) MCs [228].
The scenario in inorganic semiconductor crystals, conditioned by Wannier excitons, totally
changes in organic semiconductor compounds. In the latter case the binding energy of the organic
exciton species (Frenkel-type excitons) largely exceeds the thermal energy at room temperature
and therefore SCR is accessible. Frenkel excitons were found in ionic crystals, where electrons
and holes are strongly bind together, having their wavefunctions localized in the same or nearest
unit cell of the crystal. Analogously, organic Frenkel-type excitons in semiconductors possess a
strong molecular localization whose binding energy is larger than kBT ' 26 meV (thermal energy
at T = 300 K).
Lidzey et al. [229] were the first to prove SCR at room temperature on a planar MC where
the active medium of the system was made by a thin film of organic dye (they measured a Rabi
splitting as large as 160 meV). Similarly as done by Weisbuch et al. [11], Lidzey and coworkers
performed reflectivity measurements detecting the PL emission at different angles, obtaining the
polariton anti-crossing as proof and clear signature of SCR. This work has triggered the research
in obtaining higher quality MCs and fabricating organic polariton devices. It must be mentioned
that the physics of organic semiconductors is not explored in this thesis, despite of the fact that
nowadays these systems are attracting the interest of a broad audience in the polariton community
[229–231].
Great progresses have been made also in inorganic MCs towards electrical injection [232–234]
and manipulation [30, 235, 236] of polaritons. In these cases, the injection of free carries to the
system screened the Coulomb interaction in such a way that excitons dissociate at densities below
the condensation threshold. A recent work [237], has reported an electrically pumped polariton
laser, based on a MC containing multiple QWs. Additionally, Bhattacharya and coworkers have
claimed the demonstration of polariton condensation through electrical injection of carriers [24, 25]
(additional discussion about this work is addressed in the conclusions contained in Chapter 12).
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In this thesis, we restrict the creation and manipulation of polariton condensates to optical
excitation. Moreover, polaritons, being neutral particles, are detected by optical means, through
the photons emitted after recombination processes. A crucial advantage with respect to supercon-
ductors, superfluids and atomic BECs is the possibility of fully reconstructing both the density
and the phase pattern of the polariton condensate from the properties of the emitted light. This
provides a direct measurement of the condensate properties.
In this Part we describe the experimental setups to create, manipulate and detect the polariton
condensates that were used to acquire the data presented in Parts III and IV. Two samples are
described, as well as the data analysis methods used to recover and reconstruct the time dynamics,
the condensate density, the phase and the coherence in both real and momentum spaces.

Chapter 3
Samples
T
he semiconductor structures used in this thesis to create cold polariton 2D fluids are planar
DBR-MCs with embedded QWs, already described in Chapter 1. These are basically
constituted of tens of parallel layers, with widths in the nanoscale, of AlxGa1−xAs alloys,
where the ratio between Aluminium and Gallium concentration determines the layer refractive
index and electronic band structure. They are grown by a MBE process [238], where Aluminium
and/or Gallium solid sources are heated releasing a high-velocity beam traveling in a ultra-high
vacuum chamber, directed towards a GaAs substrate where the layers grow epitaxially. Usually,
the substrate wafer, typically circular of ∼10 cm-diameter, is mounted on a rotating platter to
provide equal grow rates all over the substrate. By controlling the flow of each component over
the wafer, different concentrations of Al and Ga are achieved for each layer. The surface geometry,
morphology and constitution can be further controlled by electron diffraction techniques, allowing
precise control of the thickness of each layer down to a single layer of atoms.
When growing cavity layers, the wafer rotation is stopped and a growth rate gradient appears,
yielding a cavity whose thickness varies along the radial direction of the sample. This wedge allows
for the cavity mode energy to be chosen by moving the excitation spot around the sample, selecting
the cavity-exciton detuning. However, the wedge is small enough so that it can be neglected within
the extension of the excitation spot.
3.1 Single-QW sample
The sample used in the experiments described in Chapter 5 has been grown under the supervision
of Dr. Aristide Lemaˆıtre in the group of Prof. Jacqueline Bloch at the Laboratoire de Photonique
et de Nanostructures (LPN-CNRS, Marcoussis, France), see a scheme of the sample structure in
Fig. 3.1. It consists of a λ/2 AlAs MC (nominal width of ∼120 nm) with a 20 nm GaAs QW
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Figure 3.1: Scheme of the DBR and MC distribution of the single-QW sample; the thickness of
the DBR pairs, AlAs MC and GaAs QW are not at their corresponding scale.
placed at the antinode of the cavity electromagnetic field. The cavity is surrounded by two Bragg
mirrors made of alternating λ/4 layers of Al0.15Ga0.85As (57.2 nm thick) and AlAs (67.5 nm thick),
with 24 pairs of layers at the bottom (left DBR in Fig. 3.1) and 15.5 on the top of the structure
(right DBR in Fig. 3.1). One additional narrow GaAs QW (2.6 nm thick) is present at each side
of the wide QW, separated by an AlAs layer of 10 nm. The exciton resonances of these QWs are
much higher in energy than any of the polariton resonances of interest here (in fact these QWs can
be excited by a HeNe laser to study polariton relaxation dynamics in the presence of an electron
gas [239–241]), and do not affect the polariton physics.
Figure 3.2 shows the sample luminescence at 10 K when excited with a low power cw laser
tuned to the first Bragg mode of the cavity (∼1.65 eV ), for three different positions of the excitation
spot on the sample corresponding to decreasing photon-exciton detuning. The emission comes
mainly from three branches that we fit to three polariton modes whose energies are given by the
eigenvalues of the coupling frequency matrix — analogously to Eq. 1.48 but with three modes:
ωC(k‖)
ΩHH
2
ΩLH
2
ΩHH
2 ωHH 0
ΩLH
2 0 ωLH
 (3.1)
where ωC,HH,LH are the photon, heavy- and light-hole excitons frequencies, k‖ the in-plane wave-
vector and ΩHH,LH are the photon-heavy-hole and photon-light-hole Rabi splittings. The three
fits are done using the same photon mass and Rabi splittings ~ΩLH = 3.0 meV and ~ΩHH = 4.4
meV.
The use of a single QW results in very narrow exciton linewidths, as the effect of interface
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Figure 3.2: Single-QW MC PL dispersion images for different photon-heavy-hole-exciton detun-
ings δC−HH (indicated on top of each panel): (a) +3.9, (b) −1.3 and (c) −9.4 meV, respectively,
taken at 10 K, showing fitted (red, full line) bare light- and heavy-hole excitons (XLH and XHH)
and cavity mode (C) and (gray dashed line) lower, middle and upper polariton branches (LPB,
MPB and UPB). The photon-light hole splitting is ~ΩLH = 3.0 meV and the photon-heavy hole
splitting is ~ΩHH = 4.4 meV. In panel (c), for the sake of a better parameter fitting we assume
that the energy of XHH and XLH is blueshifted by ∼ 0.6 meV with respect to panels (a,b) due to a
local modification of the QW width in the growth process. The PL is coded in a false, logarithmic
color scale (not shown).
fluctuations and width distributions are greatly suppressed. In this case the heavy-hole QW exciton
presents a low-temperature linewidth of about 0.3 meV, while the cavity-mode lifetime is sf the
order of 4 ps, which yields a Q-factor of ∼ 9000.
3.2 Multiple-QW sample
The sample used in the experiments described in Parts III (except Chapter 5) and IV has been
grown under the supervision of Prof. Zacharias Hatzopoulos in the group of Prof. Pavlos Savvidis
at the Institute of Electronic Structure and Laser (FORTH, Heraklion, Greece). It consists of a
5λ/2 Al0.3Ga0.7As cavity (nominal width of 583.1 nm) containing four sets of three 10 nm-thick
GaAs QWs placed at the antinodes of the cavity electric field — see Fig. 3.3(a). The cavity is
surrounded by two Bragg mirrors made of alternating λ/4 layers of Al0.15Ga0.85As (57.2 nm thick)
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Figure 3.3: (a) Refractive index profile of the cavity with 12 QWs and first Bragg layers sur-
rounding it, together with the electric field profile simulated with a transfer matrix code. (b) SEM
image of the full MC structure showing the cavity (µ-cav) and DBR layers on the top of the GaAs
substrate. Courtesy from Prof. P. G. Savvidis group, FORTH-IESL, Crete.
and AlAs (65.4 nm thick), with 35 pairs of layers at the bottom and 32 on the top of the structure,
respectively. Fig. 3.3(b) shows a Scanning Electron Microscopy (SEM) image of the cavity, where
it is possible to appreciate the MC between the two Bragg mirrors, the substrate at the bottom
and vacuum on the top.
Figure 3.4 shows the sample luminescence at 50 K when excited with a low power cw laser
tuned to the first Bragg mode of the cavity. We fit the emission to the three polariton modes whose
energies are given by the eigenvalues of the coupling frequency matrix, Eq. 3.1. The fit yield Rabi
splittings ~ΩLH = 6.0 meV and ~ΩHH = 11.2 meV
The linewidth of the LPB at very negative detuning (δC−HH = −9.4 meV ) is measured to be
90 µeV, corresponding to an experimental Q-factor of at least 16000 (cavity photon lifetime τC = 9
ps) [242] in close agreement with the simulations of the TMM, where Q ∼ 20000. The sample is
capable of polariton lasing in the SCR for temperatures of up to ∼50 K [242], in accordance to
theory [184].
The sample (with dimensions 4 × 13 mm) has been patterned through reactive ion etching;
the pattern, shown in Fig. 3.5(a), has been repeatedly printed over all the surface of the sample. A
total number of 15 pillars with different diameters (ranging from 1 up to 40 µm) have been printed
in the pattern, including the numbers that indicate their corresponding diameter (in µm units).
The sculpted structures used in the experiments are: the thickest pillar [with 40 µm-diameter, see
detail in Fig. 3.5(b)] and a ridge [with dimensions 20 × 300 µm2, see detail in Fig. 3.5(c)].
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Figure 3.4: Multiple-QW MC PL dispersion relation image taken at 50 K, showing fitted (red
lines) bare light- and heavy-hole excitons (XLH and XHH) and cavity mode (C), and (gray dashed
lines) LPB, MPB and UPB. The detuning is found to be δC−HH = −3.5 meV, the photon-light
hole splitting is ~ΩLH = 6.0 meV and the photon-heavy hole splitting is ~ΩHH = 11.2 meV. The
PL is coded in false, logarithmic color scale. Experimental data is a courtesy from P. G. Savvidis
group, FORTH-IESL, Crete.
Figure 3.5: (a) Top-view SEM image of the unitary pattern printed on the sample through
reactive ion etching on the sample. (b) and (c) detail of the two structures, a 40 µm-diameter
pillar and a 20 × 300 µm2 ridge, respectively. SEM images are a courtesy from P. G. Savvidis
group, FORTH-IESL, Crete.
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3.2.1 Dispersion relation of quasi-1D structures
Hitherto we have discussed the dispersion relation of our samples in planar MCs, where we observe
the typical LPB, explained with Eq. 1.51. Now we turn our attention to the dispersion relation in
the quasi-1D structure shown in Fig. 3.5(c). The lateral confinement in a MC (added to the con-
finement in the growth axis z) yields a lateral discontinuity in the refractive index. The additional
real-space confinement, with dimension Ly, along the in-plane, confinement axis (y) introduces a
quantization of the momentum ky: ky,j = (j + 1)pi/Ly, where j is a quantization number, integer
and positive, identifying each LPB sub-band composing the fan of the photonic modes. The re-
lationship between energy and wave vector in 1D-MCs reflects this additional quantization and is
only continuous along kx (propagation direction along the long axis of the 1D structure, x). We
must note that in our ridges the lateral confinement is smaller compared to, much thinner (∼ 2
µm), 1D-MC wires [36, 40]. Nevertheless, as we show below, the quantification of ky is present in
the dispersion relation and it must be considered as a fundamental effect in the experiments that
we performed in our ridges (for example, the polariton energy relaxation).
The ridges have been aligned along the cavity wedge so that the exciton-photon detuning
varies ∼ 2 meV/mm on the sample. All the experiments on the ridges have been performed in
a region of the sample corresponding to a detuning between the bare exciton and bare cavity
mode δ v 0. We start by describing the dispersion relations of polaritons along two orthogonal
directions in the ridge, kx at ky = 0 and ky at kx = 0. The confinement in the y axis of the ridge
results in the discretization of the ky in-plane momentum, splitting the LPB in many subbands,
Fig. 3.6(b), whose antinodes along ky are visible in Fig. 3.6(d). It is important to emphasize that
only even subbands are visible in Fig. 3.6(b), since along kx we spectrally resolve the PL at ky = 0.
Odd modes (with a node at k = 0) are visible in Fig. 3.6(d), see for example the subband at
1.5405 eV. The scenery seen in these dispersion relations is very interesting because it reveals the
possibility of parametric scattering processes among many different sub-branches. Recent works on
1D semiconductor MCs exploit these extra-confinement effects to study new parametric phenomena
(see, for example, Refs. [189, 243] and references therein).
In planar MCs, the energies of the linear polarizations TM and TE are split due to the long-
range exciton interaction [244] and the transverse electric and magnetic mode splitting of the cavity
[245]. This splitting vanishes for the normal incidence (k = 0) and acts as a directionally dependent
effective magnetic field in the plane of the MC, which causes the precession of the pseudospin for
polaritons with a finite k vector [246].
Confinement in a quasi-1D cavity enhances the splitting between the two light polarizations
TM and TE, parallel and perpendicular to the x axis of the ridge, respectively. We identify TM
(TE) as the H (V) direction used to define the linear degree of polarization sx =
ITM−ITE
ITM+ITE
, where
ITM (ITE) is the PL intensity under TM (TE) detection (see § 1.4.3 for further information about sx
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Figure 3.6: (a) SEM image of a 20-µm wide ridge, including an angular scheme of the PL emitted
from the center of the ridge (see cone of light as a guide to the eye), z direction is perpendicular to
the plane of the paper. The bottom panels display, under non-resonant (1.612 eV), weak, circularly
polarized-light excitation: (b) and (d) energy dispersions of the PL along kx and ky, respectively;
(c) and (e) linear degree of polarization (sx) versus energy and kx and ky, respectively. Dot-dot-
dashed white and black lines in panels (d,e) mark the energy value (1.5407 eV) used for Fig. 3.7(b).
Red and blue arrows in panels (a,b,d) mark the TM and TE character of the even subbands in
the dispersion relations, respectively. Orange and black arrows in panels (b-e) mark the energy
positions of weakly-polarized, consecutive higher subbands. The PL and sx are coded in linear,
normalized, false color scales.
and the different degrees of polarization). Considering the kx direction, the lowest energy subband
is TM0 polarized, see label in Fig. 3.6(b), and its corresponding sx is shown in Fig. 3.6(c), where
an intense, red subband appears, whose minimum is at E = 1.5397 eV and kx = 0. The next
TM1 mode is 0.2 meV blueshifted, lying very close to the TE0 mode [intense blue subband in
Fig. 3.6(c)]. The splitting between TM0 and TE0 is 0.36 meV. Higher energy modes, with a weaker
degree of polarization, are visible at 1.5407 and 1.5411 eV, marked by orange and black arrows in
Figs. 3.6(b,d) and Figs. 3.6(c,e), respectively. Analyzing the dispersion relation ky, Figs. 3.6(d,e),
a further, horizontal discretization of the energy levels is clearly observed. The separation in ky
between consecutive antinodes of a single state is ∼0.4 µm−1.
Detailed spectra at kx = 0, both for intensity (thick, gray line) and sx (thin, purple line), are
given in Fig. 3.7(a), with different, labelled modes indicated by arrows. The aforementioned higher
energy modes are marked by orange arrows. Figure 3.7(b) details a profile of the PL and sx versus
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Figure 3.7: (a) PL (sx) as a function of energy at kx = 0 in a gray, thick (purple, thin) line.
(b) PL (sx) as a function of ky at E = 1.5407 eV in a gray, thick (purple, thin) line. Red and
blue arrows in panels (a,b) mark the TM and TE character of the even subbands in the dispersion
relations, respectively. Orange arrows in panel (a) mark the energy positions of weakly-polarized,
higher subbands.
ky, at E = 1.5407 eV: the predominant structures at |0.7| < ky < |1.8| µm−1 in thick gray line are
constituted by the modes (TM0+TM1) and (TE0+TE1) modes at high ky values, while the three
central antinodes correspond to other confined modes at lower ky values. Only when a polarization
analysis is performed, TE and TM distributions are resolved (thin purple line), as marked in the
figure.
Assuming a square well type potential in the y direction, the energies of the TM- and TE-
polarized photonic modes can be approximated by:
EC;TM,TE(n, kx) =
(n+ 1)2~2pi2
2mCL2y
+
~2k2x
2mC
±∆TM,TE (3.2)
where n = 0, 1, 2... is the subband index, mC is the photon effective mass, Ly is the ridge width
and ∆TM,TE characterizes the splitting between the H and V polarizations. The dispersion of the
upper (+) and lower (−) polariton modes is given by the standard two oscillator formula (up to a
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Figure 3.8: (a) and (c) Calculated energy dispersion relations of lower polariton modes along kx
(at ky = 0) and ky (at kx = 0), respectively; (b) and (d) corresponding linear degree of polarization
(sx). The intensity and sx are coded in linear, normalized, false color scales.
constant energy shift):
E±TM,TE(n, kx) =
1
2
EC;TM,TE(n, kx)±
√
E2C;TM,TE(n, kx) + 4Ω
2 (3.3)
where Ω = ΩR/2 is the exciton-photon coupling constant. Assuming a Lorentzian line-shape (with
a FWHM corresponding to a 18 ps lifetime) and an independent Boltzmann population of the TM
and TE polarized energy levels (T = 10 K), we calculate the dispersions corresponding to lower
polariton modes (E−) shown in Fig. 3.8. As in the experiments, we show the ky = 0 (kx = 0) PL
when resolving the dispersion along kx (ky). The results show that the TM bands are hidden by
the stronger populated TE bands at slightly higher energies.
3.2.1.1 Trapping potentials in the lateral edges of the quasi-1D structures
Stunning energy relaxation effects have appeared in recent experiments on polariton microwires [36].
In particular, the striking appearance of harmonic modes, roughly equally spaced in energy, due
to a potential trap formed between the wire edge and the pump-induced potential (constituting a
semi-harmonic potential), V (x), has been reported both experimentally and theoretically [36, 216].
The positioning of the optical pump near the wire edge introduces a strong asymmetry between
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Figure 3.9: Polariton PL map as function of the emission energy and spatial position (x) under
a pulsed, non-resonant (1.612 eV) and very weak (7 µW) excitation pump, placed at x = 10 µm.
The dashed red line shows, as a guide to the eye, the sample-geometry induced potential, V0(x).
The intensity is encoded in a logarithmic, false-color scale.
relaxation on the two sides of the pump. It is observed that relaxation is more effective when
polaritons interact with the wire edge. These effects have been described theoretically accounting
for both the energy relaxation of excitons into condensed polaritons and relaxation of polaritons
within the condensed fraction of the polariton gas (polaritons can relax their energy by scattering
with phonons or hot excitons). While the first-order process is included in most kinetic theories
of polariton condensation, the second was theoretically addressed by M. Wouters and coworkers
[216].
Similar effects on harmonic potential traps have been reported by G. Tosi and coworkers [41],
where two close, non resonant pump spots create a potential yielding the polaritons relaxation in
energy. In this work, the authors claim that the resulting new polariton density profile modifies
the polariton potential itself, leading to more parabolic and equally spaced energies, thus speeding
up scattering and feeding back positively.
In the following, we discuss the intrinsic structural potential V0(x) of our quasi-1D structures
(see Eq. 2.41), which has been created by the etching process on the planar MC. We do not
consider the potencial suffered by condensed polaritons, sculpted by the presence of an excitonic,
repulsive reservoir (the described case up to now).
The existence of this structural trapping potential in the two borders of our ridges has consti-
tuted a fundamental part in our polariton devices for the obtention of confined condensates at low
energy, regarded as output signals of our polaritonic switches and gates. Therefore it is important
to obtain a quantitative description of V0(x). To do so, we create a dilute polariton gas at the
border of the ridge by a pulsed, non-resonant (1.612 eV) and very weak (7 µW) excitation pump,
placed at x = 10 µm far from the left edge of the ridge, see Fig. 3.9: the polariton PL map is
plotted as function of the emission energy and spatial position (x). The potential trap, induced by
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the sample geometry, is visualized by the emission of the non-condensed polariton gas. The trap
is located at a distance of ∼ 7 µm from the end of the ridge and it is ∼ 1 meV deep.
For the sake of completeness in the description of polariton energy relaxation processes and
intrinsic, structural, confined potentials, we must mention that, in this sense, a different approach
was accomplished by Savenko and coworkers in Ref. [247]. They addressed a theoretical description
of the polariton energy relaxation based on the polariton coupling to only a thermal bath of
phonons. In this work they assumed that the structural potential V0(x) can be considered as a
linear potential gradient function V0(x) = V0 − βx composed of the potential defining the walls
of the polariton wire V0 and a potential gradient β = 9 meV/mm, what actually it was almost 5
times overestimated with respect to our samples (β ∼ 2 meV/mm) and those reported in Ref. [43].
They based the polariton relaxation, mediated by phonos, on a structural potential V0(x) that is
not experimentally realistic.
We present now the dispersion relations of polaritons in relevant, different ridge’s regions used
in the experiments, obtained under non-resonant (1.612 eV), weak, pulsed excitation conditions
(∼20 µW). Figure 3.10 (a) shows a SEM image of the 20-µm wide ridge. Two rectangles centered at
x = 0 and 90 µm mark the spatial regions from where the real-space emission was collected in order
to obtain the corresponding dispersion relations. The different sub-branches, originating from the
quasi-1D confinement in the y direction of the ridge, are clearly resolved at x = 0 in Fig. 3.10(b).
The two bands centered at 1.545 and 1.547 eV correspond to the emission from bare exciton levels
(we discuss them in detail below). The experiments described in Chapters 7 and 11 were carried
out by exciting at the energy indicated by the dashed arrow. The dispersion obtained close to
the ridge’s border, Fig. 3.10 (c), reveals the lack of translational invariance of polaritons at this
position, evidenced by the formation of additional, non-dispersive low energy states at ∼1.5388,
1.5391, 1.5393 and 1.5394 eV. Since the dispersion relation is obtained at the right ridge’s border,
only states in the dispersive branches with negative kx are occupied by left propagating polaritons
(we recall here that in this case the pump spot is placed on the right edge of the ridge, therefore
the propagation is possible only leftwards).
Figure 3.11 shows the PL spectra at the center and border of the ridge, integrated in mo-
mentum space from Fig. 3.10(b,c), in a green green and orange traces, respectively. There are
two remarkable bare exciton levels X1c and X2c [X1b and X2b] that have been obtained with a
double gaussian fit, see dot-dashed green [orange] lines. Their energy peaks, located at ∼1.5447
and ∼1.5467 [∼1.5438 and ∼1.5460] eV, respectively, differ δE ' 2 meV (same value at the center
and the edge of the ridge). It is very interesting that the bare exciton energy levels at the border
are redshifted by ∆E = 0.95 meV with respect to those at the center of the ridge. This redshift
affects to the distribution of the polariton subbands, where the lowest-energy, confined polariton
state (at ∼1.5388 eV) is ∆E redshifted at the border of the ridge with respect to the minimum
value of the lowest-energy polariton subband at the center of the ridge (∼1.5398 eV). The FWHMs
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Figure 3.10: (a) SEM image of a 20-µm wide ridge, including the filtered areas where time-
integrated dispersion relations were measured under weak, non-resonant (1.612 eV), pulsed ex-
citation: (b) far from its borders; (c) at the right ridge’s border. The insets in panels (b) and
(c) compare the dispersion relation quantization of polaritons at low energies. The dashed arrow
indicates the energy of the excitation laser used for the experiments described in Chapters 7 and
11. The intensity is coded in a linear, normalized, false color scale.
of X1c and X2c [X1b and X2b] gaussian fits are ∼1.44 and 1.11 [∼2.34 and 1.44] meV. Therefore
we observe that the bare exciton levels at the border are broaden by a factor of ∼ 1.5 with respect
to the those at center of the ridge. This effect, added to the energy-redshift already discussed,
highlights the presence of exciton complexes at the lateral edges of the ridge due to (probably) the
particular chemical etching used for the patterning of our samples and the presence of impurities
at the lateral, edged interfaces of the MC. These results explain the presence of the intrinsic, struc-
tural potential trap V0(x), which is a fundamental characteristic of our polariton devices in order
to obtain trapped polariton states.
3.2. MULTIPLE-QW SAMPLE 89
Figure 3.11: PL spectrum at the center [border] of the ridge integrated in momentum space, from
Fig. 3.10(b) [(c)], in a green [orange] trace. The dashed, vertical lines depict the energy range shown
in the insets of Figs. Fig. 3.10(b,c), with the lowest energy polariton state at the center [border] of
the ridge highlighted with a green [orange], vertical line. The two bare exciton levels X1c and X2c
[X1b and X2b] are obtained with a double gaussian fit, see dot-dashed, green [orange] lines, whose
maxima are marked with two vertical, green [orange] lines. The energy difference between the bare
exciton peaks, δE ' 2 meV, has the same value in both center and border regions of the ridge.
The bare exciton levels in the border of the ridge are ∆E = 0.95 meV redshifted and broaden by
a factor ∼ 1.5 with respect to the bare excitons at center of the ridge. The exciton energy-redshift
equals the one of that of polaritons, explaining the existence of the structural trapping potential
at the edges of the ridge.
3.2.2 Dispersion relation of a 40 µm-∅ pillar
In the last section we described the effects on the discretization of ky by reducing the lateral size of
the MC, we now discuss the dispersion relation of the pillar shown in Fig. 3.5(b). Figure 3.12(a)
displays the dispersion relation of the 40 µm-∅ pillar, obtained under weak (∼20 µW), non-resonant
(1.612 eV), pulsed excitation. The comparison between the pillar dispersion relation and the one
of the planar multiple-QW MC, shown in Fig. 3.4, yields no significant differences [apart from the
fact that the former (latter) one was obtained in a region of the sample at 0 (−3.5 meV) detuning].
No apparent discretization in many sub-bands of the LPB is observed for the pillar structure given
the macroscopic surface of the edged area, ky is a continue variable. Nevertheless, we include in
Fig. 3.12(b) a zoomed area of an enclosed region highlighted in Fig. 3.12(a), it details the shape of
the LPB between ±1 µm−1; the dashed red line hints the presence of a weak additional polariton
subband.
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Figure 3.12: (a) Experimental LPB dispersion obtained under non-resonant (1.612 eV), weak
(∼20 µW) excitation conditions; the overlapping thin, full curve is a guide to the eye. The area
enclosed with a red, full-line rectangle indicates the zoomed dispersion relation displayed in panel
(b). (b) Detail on the dispersion relation around k = 0, the quantization of the in-plane momentum
in the pillar barely shows a second subband, highlighted with a dashed red line. The PL is coded
in a false, normalized, logarithmic color scale.
Chapter 4
Experimental setups
T
he samples are kept in cold finger-cryostats, which are connected to high-vacuum pumps
yielding pressures on the order of 10−7 mbar inside. The cryostats are also connected to
a liquid helium dewar and to another weaker pump. This last pump is responsible for a
flow of helium gas through the cryostat, making possible to decrease the sample temperature down
to ∼ 4 K. A temperature sensor is placed very close to the sample holder, where the sample is
attached with silver paint to ensure a good thermal contact. All the data presented in this thesis
were taken with the samples at 10 K.
Excitation lasers are focused onto the sample by an objective lens (see Fig. 4.1) which is
chosen accordingly to better suit the specific experiment to be performed — see § 4.1. The same
objective lens is used to collect the polariton PL, in the retro-reflection direction. The sample
emission comes from a region on the micrometer-scale, which can be considered as a point-like
source since the objective diameters are in the centimeter scale. It follows that the beam of the
condensate light emission acquires a plane wavefront after the objective, and propagates parallel
to the objective optical axis over a long distance before being focused, by an imaging lens, into the
detection apparatus, where images are taken — see § 4.2.
In the region between the objective lens and the detection, different combinations of optical
elements are used depending on what is to be measured. If only mirrors are used, the image
created by the two lenses is simply a magnified image of the sample emission, and in this case the
setup is equivalent to an optical emission microscope. If one is interested in resolving the angular
emission of the sample, which is equivalent to image the momentum space (also dubbed far-field
or k-space) [162], a third lens is placed between the imaging real space lens and the detection,
in such a way that the momentum space lens’ focus coincides with the objective lens’ Fourier
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Figure 4.1: Excitation and detection setup scheme. The “Excitation” labelled rectangle repre-
sents cw and pulsed lasers used to pump polariton condensates. They propagate through a beam
splitter and are focused by a objective lens onto the sample, held at 10 K inside a cold finger
cryostat, whose window is shown in the figure. The objective lens also collects the emitted PL,
which passes through the beam-splitter and enters a region between the objective lens and the
detection (“Optical elements”) that might contain either mirrors, if the light path has to be redi-
rected, pinholes and/or slits, if filtering measurements are performed, a lens, if momentum-space
intensity images are recorded, or interferometers, if interferometric or coherence experiments are
required. The field is finally focused by another lens into the “Detection” apparatus, which contains
a spectrometer coupled to a CCD and/or to a streak-camera.
plane1, and in this case the image formed by the momentum space imaging lens is the Fourier
(momentum) space of the sample emission. The specific position and focal distance of the third
lens determines the momentum space magnification. Note that switching from the real to the
momentum space configuration, and vice-versa, is straightforward taking just a few seconds, and
the excitation conditions are not altered.
When taking position- (momentum-) space images, a pinhole can be placed at the emission
in far- (near-) field to select a specific momentum (position-space) area and take the profile of
such a local region. This filtering is done, e.g., in Chapters 5 and 6, where only the spatial profile
of the signal state is measured by filtering-out in far-field the pump and idler states under OPO
excitation configuration. Further details on filtering analysis are discussed in § 4.2.2.
When performing non-resonant excitation and imaging the full, not resolved in energy, emis-
sion of the sample, a filter is used (typically placed just before the CCD camera) to filter out the
laser reflection without blocking the polariton emission which is at a different wavelength2.
1The objective Fourier plane is defined as the plane perpendicular to the optical axis and located at the objective
focus opposed to the focus where the sample is located. All rays coming out from the sample at a given angle (which
correspond to a well defined in-plane momentum) form a point in the Fourier plane, which is therefore a map of the
angular emission from the sample. In other words, the third lens is a Fourier transform performer.
2The PL energy in our experiments is ∼ 805 nm, therefore, the filter used in our non-resonant excitation experi-
ments was a Iridian 752 nm low pass filter (1 inch-∅).
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Finally, combinations of beam-splitters and mirrors can be used to build interferometers in
the region between the objective lens and the detectors. Interferometry provides information about
the polariton PL coherence and phase as it will be described in § 4.3.
4.1 Excitation
The samples have been excited with cw and pulsed laser beams. The cw laser is a 3900S Tita-
nium:Sapphire CW Laser–Spectra Physics R© model based on a Ti : Al2O3 crystal. The wavelength
can be continuously tuned between 720 nm and 860 nm. This cw laser is pumped by a Millen-
nia Prime Spectra Physics R© laser, whose wavelength is 532 nm. This pumping laser contains a
Nd : Y V O4 laser crystal and a LBO frequency-doubling crystal), which is pumped by a diode
laser. The output power of the cw laser varies from 200 mW to 1 W (maximum at ∼ 800 nm)
under a 5 W-pumping from the Millennia Prime laser (the maximum output power for this laser
is 10 W).
The pulsed laser is a Tsunami Spectra Physics R© model, the laser wavelength can be tuned
from 700 nm to 1µm (in this case using adapted optics in the laser). The Ti : Al2O3 crystal of the
pulsed laser is pumped by a cw laser (Millennia Pro Spectra Physics R©, similar to that used for the
Millennia Prime model, the only difference is the maximum output power, 15 W in this case). The
time-integrated output pump power of the pulsed laser ranges between 1 and 2 W (maximum at
∼ 825 nm), under a 7 W-pumping from the Millennia Pro laser. The pulsed laser is mode-locked
with the help of an acousto-optical modulator, and it was operated in the picosecond configuration,
yielding pulses with a temporal width of ∼2 ps and a repetition rate of 82 MHz.
Under OPO excitation configuration, used in Chapters 5 and 6,3 a good angular resolution is
needed. In this case, the first lens after the sample is an achromatic, ∼6.4 cm-∅ lens, its focal length
is 4 cm and the numerical aperture isNA = 0.6. The excitation beam is directed towards the sample
by an independent mirror. By positioning them at different distances from the optical axis (∆x) of
the objective lens, the angle of incidence θinc of each beam can be selected (θinc = arctan(∆x/f),
where f is the focal distance of the objective lens), see an schematic description of this setup in
Fig. 4.2.
Under non-resonant excitation configuration, we have used two different schemes: (i) excita-
tion at the first high-energy Bragg mode of the MC (1.612 eV) (Chapters 8-10) and (ii) excitation
at the bare exciton level (∼1.545 eV) (Chapters 6, 7 and 11). Under non-resonant excitation con-
figuration different lenses and objectives have been used in the experimental setups, depending on
the purpose of each experiment. For the sake of clarity, details about the optical specifications of
these lenses and objectives are detailed on each Chapter.
3In Chapter 6 a pump+probe excitation is used, the pump excites under OPO configuration, while the probe is
tuned to the bare exciton level (non-resonant excitation configuration), see § 6.1 for further details.
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Figure 4.2: Scheme of the selective angular excitation in the OPO excitation regime. The OPO
pump excitation beam is directed towards the sample by an independent (small) mirror, mounted in
a translation stage that moves perpendicularly to the optical axis (dot dashed line). By positioning
the mirror at different distances from the optical axis (∆x) of the lens, the angle of incidence θinc
of the beam can be selected, θinc = arctan(∆x/f), where f is the focal distance of the objective
lens.
The lens collecting the light emitted by the sample provides a spatial resolution given by
R = λ/(2NA), depending on the NA of the lens: ∼ 0.5 µm in the case of the collecting lens (∼6.4
cm-∅ and 4 cm-focal length) used in Chapters 5-7 and ∼ 1 µm in the rest of the thesis (Objective
Lens Nikon 10× f = 20 mm, NA = 0.30).
4.2 Detection
The simplest way of detecting the polariton PL is to place a Charge-coupled device (CCD) camera
at the focus of the imaging lens. We used a Hitachi R© KP-M2RN CCD. In this case, the emission
intensity is time-averaged (acquisition time-scales are usually on the millisecond or second range)
and all the wavelengths are superimposed.
Alternatively, the PL intensity can be resolved into its energy components by using a spec-
trometer, whose working principle goes as follows: a 1D slice of the image on the focus of the
imaging lens passes through the spectrometer’s entrance slit and reaches a diffraction grating.
Here each energy component is reflected at a different angle in the perpendicular direction to the
entrance slit. After propagating over tens of centimeters, the PL is collected by a CCD, recording
an image that contains the energy-dependent map intensity for each point of the image that passes
through the slit. We use a 0.50 m imaging triple-grating spectrometer (Acton SpectraPro 2500i
with a 1200 lines/mm diffraction grating) with a high resolution CCD (Acton Pixis 1024 with
1024× 1024 pixels).
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Figure 4.3: Apparatus used in the spectral and temporal tomography detection. A stepping
motor moves laterally the imaging lens (forming the real or momentum-space PL distribution),
sweeping the total PL distribution over the slit entrance and focusing the PL onto the entrance slit
of the spectrometer. The PL is dispersed by the grating of the spectrometer and its spectrum is
recorded by either a CCD camera (time-integrated measurement) or a streak-camera (time-resolved
measurement).
More complete information about the sample emission and its energy dependence is provided
by tomographically reconstructing its 2D image onto the spectrometer slit (§ 4.3.1 describes this
method for spectral analysis). This is done by sequentially translating the imaging lens perpendic-
ularly to the optical axis, which moves the image across the entrance slit of the spectrometer, thus
recording spectra for each line scan of the image — see a scheme of the apparatus in Fig. 4.3. By
acquiring a number of these 1D spatial slices vs energy, the energy dependence of each point of the
2D image is composed. The step-motors, as well as the image acquisition sequence, are controlled
by a home-made software programmed with LabView R©.
4.2.1 Streak-camera
The streak camera is a device used to measure ultra-fast time-dynamics of the light emitted by the
samples. We use a Hamamatsu R© C5680 streak camera with a M5675 synchroscan sweep unit and
a C5680 blanking unit, coupled to a Hamamatsu R© C4742-95 digital camera. In order to measure
the polariton dynamics presented in this thesis, the streak-camera is coupled to one of the exit
windows of the spectrometer — see Fig. 4.3. In Fig. 4.4(a) we depict an scheme of the temporal
PL signal detection and its spectral analysis through the spectrometer and the streak-camera. The
emitted polariton PL is composed by a “droplet” of photons, whose physical information about
polaritons is: their real space distribution (x, y) (or equivalently, momentum space distribution
(kx, ky), if the angular distribution is imaged onto the spectrometer’s slit), the time dynamics and
the energy of this distribution.
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Figure 4.4: (a) Schematic representation of the temporal PL signal detection and spectral analysis
through the spectrometer and the streak-camera. (b) Operating principle of a Streak Tube and
(c) operation timing of the streak-camera where a trigger signal (synchronized to the pulsed laser
frequency) indicates the start of the sweeping voltage which deflects electrons on the phosphor
screen, yielding the pico-second time-resolution.4
We have to analyze this (initially) mixed information in order to provide a comprehensive
interpretation of the polariton spectrum and dynamics. Firstly, the “droplet’s” perpendicular
direction to the spectrometer’s slit is filtered out (y axis, or ky axis) leaving a single cross-section
of the droplet at a given position of y0, whose information becomes I(E, x, t) (x is the parallel axis
to the slits orientation). This PL cross-section is spectrally analyzed by the spectrometer’s grating
yielding a continuum of cross-sections with individual energy values, this constitutes an analyzable
set of information where one can retrieve the intensity of polaritons as function of x, energy and
time (see in Fig. 4.4(a) the 4D matrix represented as a box with x, E and t axis).
If the streak-camera is oriented in such a way that its entrance slit is oriented in the same
direction as the spectrometer one, we will measure I(x, t) at a given value of energy (that we
can adjust by changing the grating rotation). This configuration has been used in Chapters 6,
7, 9-11, providing a temporal and spectral resolution of ∼ 15 ps and 0.4 meV, respectively. The
4Adapted from Interactive Java Tutorials–Streak Lifetime Imaging (FLIM) Camera.
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tomography technique described before (see Fig. 4.3) would provide the additional reconstruction
of the y (ky) axis and therefore the total real (momentum) space distribution. If the grating is
oriented in such a way that we image the 0th diffraction order in the streak camera (Chapter 5)
we achieve a better time-resolution (∼ 2 ps). If the streak-camera is oriented perpendicularly to
entrance slit of the spectrometer (by carefully rotating 90◦ the streak camera), we will measure
I(E, t) at a given position of the x axis (that we can adjust by changing the grating rotation).
The principles of the streak camera operation are depicted in Fig. 4.4(b). The PL, whose
dynamics is to be measured, passes through a slit and is focused by a lens into a photocathode
of the streak tube, where photons are converted into electrons. The latter are accelerated by an
accelerating mesh passing then between a pair of sweep electrodes, where a high-speed sweeping
voltage is applied, making electrons swept in the direction from top to bottom). The electrons
are deflected at different times, and at slightly different angles in the perpendicular direction [Fig.
4.4(c)], and are then conducted to a micro-channel plate (MCP). As the electrons pass the MCP,
they are multiplied several thousands of times, after which they impact against a phosphor screen,
where they are converted back into photons.
On the phosphor screen, the earliest electron to arrive is placed in the uppermost position,
with the other electrons being arranged in sequential order from top to bottom. In other words, the
vertical direction on the phosphor screen serves as the time axis. Also, the brightness of the various
phosphor images is proportional to the intensity of the respective incident light. The position in the
horizontal direction of the phosphor image corresponds to the horizontal location of the incident
light. Finally, the light emitted by the phosphor screen is recorded by a CCD (not shown). In the
CCD the vertical direction means time while the horizontal direction has the same meaning as the
horizontal dimension of the light arriving at the photocathode, which can be wavelength or spatial
dimension (real space or momentum space).
The emission intensity of a polariton condensate is very weak to be time-resolved with pi-
cosecond resolution in a single-shot measurement, even a high excitation powers. This yields a
very low signal/noise ratio, which can be improved by making multiple-shot measurements. In
this case, each laser pulse excites the polariton condensate under the same conditions, with the
follow-up dynamics being recorded multiples times, one per pulse, by the streak camera, and av-
eraged over the many realizations. To perform such a measurement, the sweeping voltage that
deviates the photoelectrons is synchronized with the same repetition rate as that of the excitation
laser via a fast photodiode. The acquisitions times employed in this thesis are on the order of 1
second, meaning that a single image is a average over 82 million experiments (82 MHz being the
laser repetition rate). The sweeping voltage has a sinusoidal shape, but only the linear part of the
sinusoidal is employed. The largest time window of the streak camera has a size of 2100 ps with a
resolution of about 30 ps. However the resolution can be improved below 10 ps by operating the
camera in regimes with smaller time windows.
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Figure 4.5: Scheme of the real and momentum-space filtering setup: The lenses “LR” and “LK”
image the Fourier plane of the microscope objective “O”, which collects the PL emitted from the
sample (x is a perpendicular axis to the optical axis of the setup, dot-dashed blue line). If lens “LK”
is removed, lens “LR” images the real space distribution. fO, fR, and fK are the focal lengths of
the objective, “LR,” and “LK” lenses, respectively. A slit is placed in the common focal plane of
two lenses “LT1” and “LT2” (focal lengths fT1and fT2, respectively), providing the filtering in the
real space plane (all the different lenses’ Fourier planes are marked with a dashed vertical line). A
second slit is placed in the common optical plane between “LT2” and “LR” in order to perform
filtering in the momentum space place. A schematic full (dashed) red trace depicts the path of a
light beam emitted at x > 0 and k = 0 (x = 0 and k < 0) when collecting the real- (momentum-)
space PL distribution. 5
4.2.2 Real and momentum-space filtering analysis
In this section we describe the standard optical setup used for detection in the experiments compiled
in Chapters 7 and 10. Real and/or momentum space filtering has been used to selectively analyze
the local polariton distribution, this detection technique renders rich information about the local
dynamics of polaritons and also the local properties of certain regions of the sample selected at
will (see, for example, § 7.2.0.1 and Appendices C and D).
Figure 4.5 depicts the disposition of five lenses in order to image the polariton distribution
in real (momentum) space in a plane, green (orange) dashed line, where we introduce a slit that
placed between “LT1” and “LT2” (“LT2” and “LR”) lenses, see green (orange), dashed box. The
magnification factor in the mentioned, real (momentum) space plane is −fT1fO (−
fT2fO
fT1
). This set of
lenses produces a final real (momentum) space image of the PL in the detectors with a magnification
factor given by fRfT1fOfT2 (
fOfKfT2
fRfT1
). The dashed line depicting lens “LK” means that this lens should
be used only in the case that momentum distribution is imaged in the detector plane.
5Follow the link Ray Diagrams for Microscope and Telescope, by V. Holovatsky at Wolfram Demonstration
Project, in order to gain insight in the ray diagrams of optical system described in Fig. 4.5.
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4.3 Methods
4.3.1 Spectral tomography techniques
One common technique used during this thesis was the spectral tomography. This is done by decom-
posing a real (momentum) space image into several slices by the entrance slit of the monochromator
oriented along x. Laterally shifting along y the imaging lens with respect to its optical axis, induces
a displacement of the luminescence real (momentum) space image with respect to the entrance slit
of the monochromator.
Figure 4.6: Illustration of spectral tomographic technique here done in real space. Each of the
slices on the left side corresponds to a specific y and have energy versus x information. After the
decomposition, access to the real space image for any energy is possible as shown with the three
reconstructed layers at E1-E3.
Figure 4.6 presents an example to obtain slices at different energies of the PL in real space of
a polariton condensate. If for each displacement an acquisition is made, the real (or momentum)
space is effectively “cut” in slices. At the output of the monochromator, each slice is a 2D image
with real space (momentum space) information on one axis and energy on the other axis. The
number of slices used in a given experiment varied depending on the size of real (or momentum)
space PL distribution at the plane of the spectrometer slit entrance. This method can also be used
to spectrally resolve an interference pattern.
4.3.2 Temporal tomography techniques
The same technique can be used redirecting the PL from the spectrometer to the streak camera. A
streak-camera image contains the time-dynamics of a 1D slice of the image created at the focus of
100 CHAPTER 4. EXPERIMENTAL SETUPS
Figure 4.7: Temporal tomographic technique. On the left side an illustration of the slicing of
a momentum space image is shown where each of the slices is an image taken at the output of
the streak camera (kx momentum space vs. time). Different slices correspond to subsequent ky
momentum space positions. After the decomposition in slices, access to the full momentum space
image at any time t, is accessible by looking at the layer that corresponds to the desired time. Here
(on the right side) three layers at three different times t1-t3 are shown.
the imaging lens. The dynamics of the full image can be measured using a tomographic procedure
similar to the one described to measure the energy dependence of the PL: by progressively moving
the imaging lens, the time-dynamics is measured for each 1D slice of the 2D image.
To perform such a measurement, we take the time dynamics sequence of about 100 slices of
the condensate, each image being integrated for about a second. Figure 4.7 presents an example to
obtain snapshots at different times of the emission in momentum space of a polariton condensate.
The full measurement lasts some minutes, during which care should be taken that the lasers and
the sample are extremely stable in such a way that all the steps correspond to the same excitation
conditions. The full experiment is stored in a 3D matrix whose time-slices correspond to the
condensate image at a specific time. This allows for tomographic reconstructions of real space,
momentum space and interferometric images with full temporal resolution.
4.3.3 Interferometry
The milestone for the demonstration of condensation is the appearance of long range spatial co-
herence (§ 2.3). This section describes the interferometry methods that were used in this thesis for
the demonstration of the coherence of polariton condensates.
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In general, the interference between two fields, ψ1(r) = A1e
iφ1(r) and ψ2(r) = A2e
iφ2(r), is
given by:
I12 = 〈|ψ1 + ψ2|〉 =
〈|ψ1|2 + |ψ2|2 + ψ∗1 · ψ2 + ψ∗2 · ψ1〉 (4.1)
I12(r) =
〈
A1(r)
2
〉
+
〈
A2(r)
2
〉
+
(
g(1) + g(1)∗
)
·
√
〈A1(r)2〉+ 〈A2(r)2〉 (4.2)
Where 〈〉 denotes statistical average in Eqs. 4.1 and 4.2. For non-stationary states, such as a
decaying polariton condensate created by a pulsed laser, the ensemble is made up by many pulses.
When one deals with stationary states, where the statistical properties do not change with time,
such as those created in cw experiments, one can replace the ensemble average with a time average.
g(1) is the degree of coherence between ψ1 and ψ2, given by [248]:
g(1) (ψ1, ψ2) =
〈ψ∗1 · ψ2〉√〈|ψ1|2〉+ 〈|ψ2|2〉 (4.3)
g(1) (ψ1, ψ2) (r) =
〈
A1(r) ·A2(r) · ei(φ2(r)−φ1(r)
〉√〈A1(r)2〉+ 〈A2(r)2〉 (4.4)
The argument of g(1) gives the averaged phase difference between the two fields and its modulus
the predictability of such a phase difference, known as coherence. g(1) is a complex number in
general satisfying the following properties:
• g(1) (ψ1, ψ1) = 1 (autocorrelation)
• g(1) (ψ1, ψ2)∗ = g(1) (ψ2, ψ1)
The first order correlation function is very important when fully describing a quantum state as it
is related to the density matrix, ρ = |ψ〉〈ψ|, since:
ρ(r, r′) = 〈r|ρ|r′〉 = 〈r|ψ〉〈ψ|r′〉 = ψ(r)ψ∗(r′) = g(1)(r, r′)|ψ(r)||ψ(r′)| (4.5)
4.3.3.1 Interferometers
Let ψ1 = A1e
iφ1 be the wavefunction of a polariton condensate. Its intensity, |A1|2, is directly
recorded by a CCD camera. Its phase, φ1, and coherence properties are recorded by placing an
interferometer on the region between the objective lens and the detectors (Fig. 4.1) and recording
interference maps. The way interferences are obtained, given by the interferometer geometry,
depends on the physical magnitudes to be determined.
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Figure 4.8: Interferometer geometries used to split the sample PL into two separate beams that
are made to interfere again on the spectrometer slit entrance, providing fringes for interferometry.
The bottom boxed-S images schematically represent, in each panel, the two images originating
from each interferometer arm that are made to interfere. In (a) each spatial point is interfered with
another one on the opposite side of the condensate, whereas in (b) each spatial point is interfered
with itself at a different time delay. In the Mach-Zehnder interferometer (c), one of the arms
contains two lenses that decreases the far-field propagation diameter and so magnifies the emission
image, making the condensate emission to be interfered with an small expanded part of itself.
When measuring spatial coherence it is convenient to use a Michelson interferometer in the
so-called retroreflected configuration, in which one of the interferometer arms contains a normal
mirror whereas the other arm contains a retroreflector [Fig. 4.8(a)]. In this way, at the image plane
on the entrance slit of the spectrometer, each point of the condensate is interfered with another
one at the opposite side with respect to the condensate centre. The visibility of the interference
fringes is related to g(1) (ψ1(r), ψ
∗
1(−r)) [21]. Such a measurement also provides a phase-map [169],
given by the difference between two phases in opposite sides of the condensate, so it clearly does
not represent the wave-function phase.
When measuring time coherence, the most appropriate configuration is a Michelson inter-
ferometer with one retroreflector in each arm, with one of them mounted on a delay stage [Fig.
4.8(b)]. Under this geometry, each condensate point is interfered with itself at a time delay that
can be controlled by the path difference between both arms. Again, the fringe visibility is related
to the coherence g(1)(r, r,∆t), which can be extracted after performing Fourier transform analysis
— see § 4.3.3.2.
In order to correctly extract the condensate phase, φ1(r), a constant-phase field ψ2(r) = A2e
iφ2
is needed as a reference. When the condensate is created resonantly by a pump laser, the laser itself
can be used as a reference [159, 173–175] — note that the polariton emission and the reference wave
should have the same energy in order to see interferences in a time-averaged measurement. An
alternative is to use an expanded small part of the condensate which can be considered as a constant
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phase reference. In this technique, introduced in Refs. [28, 50], the condensate emission is split
into two arms of a Mach-Zehnder interferometer, one of them containing two lenses that magnify
the emission [Fig. 4.8(c)]. A small portion of the expanded image, considered as a constant phase
reference, is interfered with the sample emission. After Fourier transform analysis (§ 4.3.3.2), a
phase map is extracted which contains the relative phase between both interfering fields. Since the
expanded image is assumed to have a constant phase, the extracted phase map actually contains
the condensate phase spatial profile.
4.3.3.2 Off-axis digital holography
Interferometric measurements have proved an extremely powerful tool for the evaluation of the
degree of coherence in the emitted luminescence and consequently the evaluation of the condensate
fraction. It is actually more powerful than that. The mere interference pattern also contains
information on the phase of the interfering beams and can consequently provide access to the
condensate wavefunction phase.
A widely used method for the extraction of the phase of an interference pattern is the so called
(off axis) digital holography, widely used for optical metrology purposes [249]. The evaluation of
the condensate phase is described in this section using the Fourier transform phase evaluation
method [250].
Here a well known wavefunction, a single-charged vortex [Eq. 4.6(a)], will be used and it will
be interfered with an oblique plane wave [Eq. 4.6(b)] for reasons of simplicity.
ψ1 (x, y) = A1 (x, y) e
iφ1(x,y) (4.6a)
ψ2 (x, y) = A2 (x, y) e
i(kxx+kyy) (4.6b)
The amplitude A1 (x, y) of the vortex field [with a FWHM∼ 8 µm, see 4.9(a)] is defined by
the Laguerre-Gauss (LG) profile when the charge of the vortex is +1 [the phase increases in the
clockwise direction, increasing by 2pi in a complete turn, see Fig. 4.9(b)]. The amplitude A2 (x, y)
of the plain wave is represented with a gaussian profile, with a FWHM∼ 20 µm [Fig. 4.9(c)], twice
bigger than the vortex size [depicting a similar situation of that represented in the Mach-Zenhder
interferometer in Fig. 4.8(c)]. We note that the momentum of the plain wave is (kx, ky) = (−4,+4)
µm−1, this angle determines the phase field of the plain wave, Fig. 4.9(d), where moving a distance
of 2pi µm either along the x or y axis implies a total phase change of 4× 2pi.
The resulting interference pattern [Fig. 4.9(e)], formed by the interference of the fields de-
scribed in Eqs. 4.6(a) and 4.6(b), is described in a similar way to that shown in Eq. 4.2:
I (x, y) = a (x, y) + c (x, y) + c? (x, y) (4.7)
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Figure 4.9: Phase retrieval of light using the off-axis digital holography technique. (a)/(b)
[(c)/(d)] Distribution in real space of the amplitude/phase of a vortex field [plain wave]. (e)
Resulting interference pattern of the vortex and the plain wave, (f) corresponding absolute value
of the FFT of previous panel (e). (g) Filtering out the terms C ∗ and A of the FFT shown in
panel (f). The left-bottom inset depicts the corresponding iFFT retrieved phase-map of panel (g)
in a zoomed real space region of 5×5 µm2 around the origin (x, y) = (0, 0). (h) Shifting of C term
to Fourier origin. (i) Distribution of the retrieved vortex-phase in real space after calculating the
iFFT of the complex field, C , shown in panel (h). Note the similarity between panels (b) and (i),
apart from those far regions from the origin where the intensity of the interferogram is very low
and the phase retrieval is hindered by the noise introduced by the filtering process in Fourier space.
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The right hand side terms are:
a (x, y) = A1 (x, y)
2 +A2 (x, y)
2 (4.8a)
c (x, y) = A1 (x, y)A2 (x, y) e
i[kxx+kyy−φ1(x,y)] (4.8b)
c? (x, y) = A1 (x, y)A2 (x, y) e
−i[kxx+kyy−φ1(x,y)] (4.8c)
The discreet 2D Fourier transform (FFT) of the interference pattern (using the FFT algo-
rithm) will give in momentum space an intensity pattern, I (kx, ky), of the form [Fig. 4.9(f)]:
I (kx, ky) = A (kx, ky) + C (kx, ky) + C
? (kx, ky) (4.9)
Since the intensity profile in real space is real-valued, in the frequency space it will be Hermitian
obeying C (kx, ky) = C ? (−kx,−ky).
The term A is centered around the frequency (0, 0) and its form is related to the terms A1
and A2. C and C ? are centered around the frequencies (−4,+4) and (+4,−4) µm−1, respectively.
By filtering the components A and C ? in the momentum space domain, we obtain a pattern in
frequency space that is not Hermitian, Fig. 4.9(g). The inverse FFT (iFFT) of field C at (−4,+4)
µm−1 renders a phase field that adds the vortex singularity and constant oscillation (given by the
position of C in momentum space).
In order to obtain the corrected, vortex phase-field, one has to shift the complete Fourier
space, so that the term C is located in the origin (kx, ky) = (0, 0) [Fig. 4.9(h)]. We perform its
iFFT, retrieving a complex field in real space, whose phase contains the original vortex phase-field,
see Fig. 4.9(i). This figure has to be compared with the initial phase field previously shown in
Fig. 4.9(b). Divergence with respect to the initial phase can be found only for intensities that are
more that 3 orders of magnitude lower that the maximum intensity of the interferograms. The
amplitude of the vortex (absolute value of the retrieved complex field, not shown) contains the real
space distribution previously depicted in Fig. 4.9(a).
If the aforementioned shift of the term C would have not been performed, the iFFT would
have yielded a non-corrected phase map where a constant phase ramp would have been added to
the phase dislocation, impeding the correct retrieval of the initial phase map. To visualize this
artifact, such effect is observed in the red-framed inset of Fig. 4.9(g), which shows a zoomed real
space region of 5×5 µm2 around the origin (x, y) = (0, 0), when the shift of C has not been done.

Part III
Some fundamental phenomena of
polaritons physics
107

Introduction: Some fundamental phenomena
of polaritons physics
B
ose-Einstein condensation of quasi-particles in solid-state systems has been observed in
excitons in quantum Hall bilayers [158], exciton-polaritons in semiconductor MCs [21],
gases of magnons [251, 252], cavity photons [128], indirect excitons [124] and dark excitons
[120, 253]. Exciton-polaritons, mixed light-matter quasi-particles behaving as bosons, can form
condensates which exhibit fundamental properties of quantum gases and also new fascinating phe-
nomena related to their out-of-equilibrium character [254]. The photonic component of polaritons
is responsible for their light mass, which makes condensation possible up to room temperature [23],
and for their easy creation, manipulation and detection by using “simple” optical-microscopy se-
tups. On the other hand, their excitonic component yields strong Coulomb repulsive interactions
that make them promising candidates for future non-linear optical technologies.
The peculiar quantum fluid properties of polariton condensates are under intense research
nowadays. Recent findings include: robust propagation of coherent polariton bullets [26] and eluci-
dation of the validity of the Landau criterion for frictionless flow in the presence of weak structural
defects [27], persistent quantized superfluid rotation [28, 255], and solitary waves resulting from
compensation between dispersion and particle interaction [38, 174, 175, 256]. Moreover, the intrin-
sic out-of-equilibrium character of polariton condensates has motivated recent theoretical studies
on how to describe properly the energy flow from an optically-injected hot exciton reservoir to the
coherent polariton modes [125, 213].
In this Part, we discuss some of the many different fundamental phenomena that can be
investigated with polaritons (superfluidity, quantized rotation, soliton physics, spin-phenomena,
etc.). We illustrate their potential as an experimental platform to realize, in a relatively “easy”
way as compared to atomic gases, complex experiments of BEC phenomena. The topic that we
address in this Part are the followings:
Topological defects in a OPO polariton condensate
Quantum vortices (Vs) are topological defects occurring in macroscopically coherent systems.
Their existence was first predicted in superfluids [148, 149], and later in coherent waves [150].
Nowadays, quantum Vs have been the subject of extensive research across several areas of physics
and have been observed in type-II superconductors, 4He, ultracold atomic gases, nonlinear optics
media (for a review see, e.g., [151, 152, 257–260]) and very recently MC polaritons [28, 159, 169–
171, 173, 194, 209]. The phase of a quantized V winds around its core from 0 to 2pim (with m
integer), implying that the V carries a quantized angular momentum, ~m. In contrast with the
classical counterpart, quantum Vs with the same m are all identical, with a size (or healing length)
determined by the system nonlinear properties.
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Recently, the study of quantized Vs imprinted in polariton condensates using pulsed laser
fields has attracted noticeable interest both experimentally [28] and theoretically [255, 261–263],
providing a diagnostics for superfluid properties of such a non-equilibrium system. In particular,
resonantly pumped polaritons in the OPO regime [54, 113] have been recently shown to exhibit
a new form of nonequilibrium superfluidity [26, 28]. In Chapter 5, polaritons are continuously
injected into the pump state, undergoing coherent stimulated scattering into the signal and idler
states. An additional pulsed probe can initiate a traveling decaying gain, which evolves freely from
the probe constraints. By using a pulsed LG beam, vorticity has been shown to persist not only in
absence of the rotating drive, but also longer than the gain induced by the probe, and therefore to
be transferred to the OPO signal, demonstrating metastability of quantum Vs and persistence of
currents [28, 255]. However, if the extension of the probe carrying a V/AV with charge m = ±1 is
smaller than the size of the V-free OPO signal, continuity of the polariton wave function requires
that necessarily an AV/V with charge m = ∓1 has to form at the edge of the probe. In Chapter
5, we demonstrate that “unintended” AVs do appear in the signal at the edge of the imprinting V
probe and explain, both theoretically and via experiments, the origin of the deterministic behavior
of the AV onset and dynamics.
Ignition and formation dynamics of a polariton condensate on a semiconductor
microcavity pillar
Exciton-polaritons in semiconductor MCs, when injected with a pump laser close to the in-
flection point of the LPB dispersion, undergo a nonlinear process above a pump power threshold.
Carrier-carrier interactions self-stimulate a coherent scattering from the pump state into signal and
idler polariton states, whose frequency and in-plane momentum fulfill phase-matching conditions.
The signal state population, generated by this OPO process [29, 52–54, 113], reaches occupation
values above one, exhibiting a new form of non-equilibrium superfluid behavior [26], metastability
of quantum vortices [194, 264] and persistence of currents [28, 49, 51].
Lateral etching of planar MCs has been successfully exploited for the creation of a new,
large variety of geometries: the resulting discretization of the energy spectrum opens an interest-
ing scenario of different OPO phase-matching conditions in one- (1D) and zero-dimensional (0D)
MCs. In the former case, the 1D discretization of the LPB in several energy sub-bands yields
the opportunity to obtain exotic intra- and inter-branch OPO processes [243, 265–267]. Further-
more, interesting studies of the second order coherence of both signal and idler states have been
performed recently [268]. In the latter case (0D OPO polaritons), although the most common exci-
tation scheme for micro pillars is non-resonant excitation [269–273], different groups have reported
the possibility to induce a parametric oscillation between discrete energy states: from the initial
injected energy mode to two neighboring, signal and idler states [274–276].
In Chapter 6, we study a 40 µm-∅ pillar MC, which is sufficiently large to neglect 0D confine-
ment effects, but still with a bounded spatial extension where polaritons cannot propagate large
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distances. We excite the sample using a new pump+probe excitation scheme, that differs from
common resonant excitation [29, 52–54]. We ignite a long lived OPO polariton signal and observe
a transient behavior, characterized by a collective oscillation of the condensed OPO polaritons in
the pillar. Thereafter, they reach a quasi-steady state displaying a ring-like emission pattern, due
to repulsive interaction with the exciton population in the center of the pillar [277]. The OPO
signal is switched on with the pulsed probe at the exciton energy level, which blueshifts the LPB
making the cw pump enter in resonance conditions in a OPO-process that lives for ∼1 ns. We
study the full dynamics of the creation and decay of this confined OPO condensate in real and
momentum-space (k-space). The interpretation of the experimental measurements of the spatial
emission dynamics is supported by theoretical simulations using the 2D coupled GP equations for
excitons and photons.
Quantum coherence in momentum space of light-matter condensates
Cold atoms and exciton-polaritons in semiconductor MCs are systems where their capabil-
ity to constitute BECs has been demonstrated in recent years [14, 21, 278]. These BECs, due
to their dual wave-particle nature, share many properties with classical waves as, for instance,
interference phenomena [15, 279–281], which are crucial to gain insight into their undulatory char-
acter [248, 282]. One of the main differences between atomic and polariton condensates resides in
the particles lifetime: the finite lifetime of polaritons, in contrast with the infinite one of atoms,
can be regarded as a complication. But making virtue of necessity, a short lifetime also implies a
significant advantage: polaritons have a mixed exciton-photon character [283], their lifetime being
determined by the escape of their photonic component out of the cavity. These photons are easily
measured either in real- (near field spectroscopy) or momentum-space (far field spectroscopy) [284],
rendering full information about the polariton BECs wave-function and, in particular, about its co-
herence [21]. Our goal is to profit from these measurements in momentum space to experimentally
investigate something far from accessible in atomic condensates: the interference in momentum
space produced by the correlation between two components of a condensate, which are, and have
always been, spatially separated. Understanding coherence is important for a large number of
disciplines spanning from classic optics to quantum information science and optical signal process-
ing [285, 286].
Pitaevskii and Stringari made a theoretical proposal to investigate experimentally these inter-
ference effects in momentum space via the measurement of their dynamic structure factor [287]. In
related experiments, coherence between two spatially separated atomic BECs has been indirectly
obtained using stimulated light scattering [288, 289]. In Chapter 7 we perform a direct measurement
of this phenomenon in polariton BECs, which moving in a symmetrical potential landscape, acquire
a common relative phase, obtaining a positive answer to Anderson’s question: “Do two components
of a condensate, which have never seen each other, possess a definitive phase?” [56, 111, 290, 291],
which opens new perspectives in the field of multi-component condensates.
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On the route of spin-based devices: spin textures within the macroscopic propa-
gation of polaritons
Semiconductor MCs in the strong coupling regime are excellent candidates for designing novel
“spinoptronic” devices due to their strong optical nonlinearities [292], polarization properties [246,
293, 294], and fast spin dynamics [295]. The control of polariton condensates propagation and
their polarization[246] provide the necessary ingredients for future optical circuits. The first steps
towards the fabrication of spin-based polariton condensate switches [33, 256, 296, 297], gates [298]
and memories [34, 299] have been recently achieved. They fulfill the fundamental technological
requirements for the operation with polarization-encoded signals: micrometric size, non-local action
triggering and high-speeds (of the order of ∼ 1 µm/ps due to the ballistic polariton propagation).
New schemes for the realization of spinoptronics devices [300, 301] and “polariton neurons” in
circuits, the building blocks of all-optical integrated logic circuits [31, 32, 302], have been recently
proposed. 1D and quasi-1D patterned high-finesse MCs provide an ideal platform for all-optical
manipulation [36], ballistic propagation and amplification [40] and gating of polariton condensates
[43–47]. The waveguide nature of these structures induces the channeling of polariton propagation,
while the discretization of energy levels results in a rich relaxation dynamics [62, 213].
In Chapter 8, we investigate optically the collective spin dynamics of polariton condensates
moving along macroscopic distances in a quasi-1D MC ridge. We adopt the pseudospin formalism,
described in Section 1.4.3, in order to describe the polarization state of exciton-polaritons [303].
All the results, obtained in the Laboratorio de Espectroscopia Ultrarra´pida at the Universidad
Auto´noma de Madrid, under the supervision and leadership of Prof. Luis Vin˜a, are collaborative
achievements by the SemicUAM group. The experiments compiled in this Part have been performed
by: Chapter 5 Dr. Guilherme Tosi and the author of this thesis (the holograms used to generate a
V profile in the pulsed-laser beam have been produced by the group of Prof. Lorenzo Marrucci at
the Universita` di Napoli), Chapter 6 by the author of this thesis and partially by Dr. Guilherme
Tosi, Chapter 7 by the author of this thesis and, finally, Chapter 8 by Dr. Peter Eldridge, Dr.
Tingge Gao and the author of this thesis.
The simulations and theory presented in this Part have been performed by: Chapter 5 by the
theoretical members of the group, leaded by Prof. Carlos Tejedor, in special by Dr. Francesca M.
Marchetti and Dr. Marzena H. Szyman´ska (from the University of Warwick), with help from An-
drei Berceanu, Chapter 6 Dr. Dmitry Solnyshkov (Universite´ Blaise Pascal), member of the group
“Theory of light-matter coupling in semiconductor nanostructures”, leaded by Prof. Guillaume
Malpuech (CNRS Senior Researcher), in Chapter 7 the theoretical description of the experiments
has been proposed by Prof. Carlos Tejedor, and finally, in Chapter 8 the simulations and theoret-
ical model have been performed by Skender Morina and Dr. Tim Liew (Nanyang Technological
University), members of the group “Mesoscopic Optics and Transport”, leaded by Prof. Ivan A.
Shelykh (University of Iceland).
Chapter 5
Onset and dynamics of
vortex-antivortex pairs in polariton
OPO superfluids
T
he vortex (V) state of an m = 1 Laguerre-Gauss (LG) probe beam can be transferred into
a polariton condensate created under OPO excitation [28, 49, 50, 194]. In those cases, the
extension of the probe is smaller than the size of the vortex-free OPO signal, an hence the
single-valued condensate phase has to be continuously linked between the doughnut-shaped region
where the V is imprinted and the vortex-free condensate region. Imposing a topological defect
requires the branch-cut (−pi → pi phase jump), present in the new vortical state, to terminate
where the phase is not imposed by the probe, i.e., at the border between the probe and the OPO
signal state. This is only possible if a V, with a charge opposite to the injected one, is created at
the probe edge.
The Chapter is organized as follows. In § 5.1 we describe the simulations of the GP equation
that predict the experiments on the V-AV onset and dynamics. In § 5.2 we present the experiments
that demonstrate the creation of “unintended” polariton AVs/Vs after the resonant injection of a
pulsed V/AV beam in a continuously pumped OPO signal. In § 5.2.1 we excite V-AV pairs with a
resonant, gaussian probe that impinges on the sample at a certain angle. Finally, in § 5.3 we draw
the conclusions of this study.
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5.1 Numerical simulations
We start with numerical solutions to the two-component GP equation defined by Eqs. 2.50 and
2.51, that we include here again, respectively:
i∂t
(
ψX
ψC
)
=
[
He−ph +
(
gX |ψX |2 0
0 VC(r)
)(
ψX
ψC
)]
+
(
ψX
ψC
)
+
(
0
P
)
(5.1)
and
He−ph =
(
ωX − iΓX ΩR2
ΩR
2 ωC − iΓC − ∇
2
2mC
)
(5.2)
The polariton field is described by a spinor containing its excitonic, ψX , and photonic, ψC , parts.
gX is the excitonic repulsive interaction coupling constant. P is the pumping field acting on the
cavity mode. We consider a static photonic disorder potential VC(r) that varies spatially in a ∼ 20
µm scale with 0.1 meV standard deviation. Note that the presence of the photonic disorder does
not influences qualitatively our results. Its role is to break the y → −y symmetry left by the pump
with kp = (kp, 0) and to change the supercurrents accordingly.
In order to reproduce properly multiple-shot experiments, simulations of the time-dynamics
are averaged over a thousand times with random relative phase between pump and probe, what is
done by considering the external pumping term as
P = Fp + Fpbe
iΦrdm (5.3)
where Fp represents the cw laser defined as,
Fp(r, t) = fp (|r− rp|) ei(kp·r−ωpt) (5.4)
with frequency ωp and incidence parallel momentum kp, and with the strength fp having a top-hat
profile with FWHM σp, centered at rp; and Fpb is the pulsed probe, defined as
Fpb(r, t) = fpb (|r− rpb|) e
− |r−rpb|
2
2σ2
pb eimϕ(r)e
− (t−tpb)
2
2σ2t ei(kpb·r−ωpbt) (5.5)
centered at rpb with a density increasing linearly at its centre and decaying gaussianly with width
σpb. The probe, with frequency ωpb and in-plane momentum kpb (resonant with the OPO signal
frequency and momentum), lasts σt and contains a V with charge m = 1. Finally, in Eq. 5.3 Φrdm
is a random relative phase between pump and probe.
Figure 5.1(a) shows the density profile of the steady state signal before the arrival of the probe,
together with the currents streamlines, obtained by taking the spatial gradient of the signal phase.
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Figure 5.1: Simulated profile and supercurrents of the steady state OPO signal, before the arrival
of the probe (a) and associated interference fringes (b). Location of (c) antivortices (AVs) (dots)
and (e) Vs (stars) at the arrival (t = 0) of (c) a V (stars) or (e) an AV (dots) probe, for 1000
realizations of the random relative phase between pump and probe. The size of the dots in (c)
[stars in (e)] is proportional to the number of times the AVs [Vs] appear in that location. Panel
(d) [(f)] shows single shot interference fringes when the probe carries a V [AV]. Contour-level lines
in (c) and (e) represent the photonic disorder V (r). The white circle represents the edge of the
probe.
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The photonic disorder is represented by the contour-level lines in Figs. 5.1(c,e). In order to identify
Vs by fork-like dislocations in interference images, analogously to what is done in experiments, we
plot the intensity of the signal state interfered with the pump state — which has a flat phase
imposed by the pumping field — in the right panels of Fig. 5.1. The OPO conditions are chosen
to give a vortex-free signal [see Figs. 5.1(a,b)]. The signal currents have a dominant component
pointing leftwards and an equilibrium position where all currents point inwards at around (−8,−14)
µm.
In single shot simulations (one realization of the random phase Φrdm), it is found that if the
probe is positioned well inside the OPO signal, then the imprinting of an m = +1 V at t = 0
imposes the system to spontaneously generate, at the same time, an m = −1 AV at the edge of
the probe [Fig. 5.1(d)]. Equivalently an injected m = −1 AV forces the appearance of an m = +1
V — see Fig. 5.1(f). This is a consequence of the continuity of the photonic and exciton wave
functions already discussed. However this argument alone does not predict the specific position
around the probe where the AV appear.
When simulating the dynamics following the arrival of a V probe for 1000 different random
realizations of the relative phase Φrdm, uniformly distributed between 0 and 2pi, it is found that
the AV appear in different locations around the V probe. The pink circles in Fig. 5.1(c) mark the
positions where the AV appear, with its size being proportional to the number of random phase
realizations in which it appears at that specific position. It is found out that the AVs are more
likely to appear on positions where the current of the steady state OPO signal, before the probe
arrival, and the probe current are opposite. For example, for a V probe m = +1 [Fig. 5.1(c)], the
current constantly winds anti-clockwise, therefore, comparing with the OPO signal steady currents
[Fig. 5.1(a)], ones realizes that both currents are mostly anti-parallel in the bottom right region
on the probe edge, where is found that very likely an AV is formed. Similarly, both currents are
parallel in the top left region on the probe edge, where is very unlikely that an AV is formed.
In the same way, if the probe carries an AV m = −1, it is expected that the spontaneous V is
more likely to appear in the top left border of the probe, i.e. in a location given by changing (x, y) to
(−x,−y) with respect to the previous case. The blue stars in Fig. 5.1(e) mark the positions where
the V appear, with its size being proportional to the number of random phase realizations in which
it appears at that specific position. The upper left border of the probe containing the highest
concentration of big stars confirms our expectations. Finally, let us note that phase continuity
arguments allows the formation of additional V-AV pairs on the probe edge, which are in fact
observed in simulations, but are however rare events.
If we now take the signal wave function, triggered by a V probe, averaged over the 1000
realizations, 〈|ψsC(r, t)|eiφ
s
C(r,t)〉Φrdm , similarly to what is done in multiple-shot experiments, neither
the imprinted V nor the AV can be seen at the probe arrival time t = 0 ps (see the first column
of Fig. 5.2), because on average the differently positioned branch-cuts wash away both phase
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Figure 5.2: Simulated time evolution of signal after the arrival of the V probe, averaged over
1000 realizations of the random phase Φrdm, 〈|ψsC(r, t)|eiφ
s
C(r,t)〉Φrdm . Spatial profiles of density and
currents (top) and phase (bottom). Contour-level lines in the last panel represent the photonic
disorder.
singularities. However, remarkably, the steady state condensate currents push the V and AV,
initially positioned in different locations, towards the same equilibrium position where all currents
point inwards. As a consequence, as shown in the other panels on Fig. 5.2, while at t = 0 ps, on
average, we do not see the V-AV pair, after ∼ 10 ps both V and AV appear and last ∼ 75 ps, till
they eventually annihilate.
5.2 Experimental results
In order to check whether the theoretical predictions indeed describe properly the onset and dy-
namics of V-AV pairs, we perform experiments where the single-QW sample is resonantly pumped,
in a region where the photon-exciton detuning is δC−HH = −0.7 meV, by a cw -laser at 1.528 eV
and kp = 1.4 µm
−1. Since we are interested in the regime where the V is transferred into the OPO
signal, which is preferably achieved when the polariton condensate is highly dense, the cw -pump
power is set to 450 mW (4× Pth). The OPO signal is created at 1.5268 eV, ∼ 1 meV blueshifted
from the LP bare dispersion.
In order to confirm the role played by the relative currents of probe and OPO signal on the
appearance of the unintended AV, we inject the V probe with a power of 3 µW, far above threshold
for the V to be transferred into the condensate [49], and with a finite in-plane momentum with
respect to that of the signal. In Fig. 5.3(a) we plot the momentum distribution of the probe as
a function of k − kpb, indicating with a straight arrow the value of ks − kpb. Figure 5.3(b) shows
the real space profile of the probe carrying an m = 1 vortex. The relative in-plane momentum
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Figure 5.3: (a) Measured momentum distribution of the V probe vs k−kpb. The arrow indicates
the signal momentum ks − kpb. Panel (b) [(f)] shows the real space intensity profile of the m = 1
(m = −1) LG probe. The straight arrow in (b),(f) represents the signal current direction in
the probe reference frame, while the probe current winds anticlockwise for m = 1 (clockwise for
m = −1). Panels (c-e) [panels (g-i)] compile, through phase images, the time evolution of an
imprinted m = 1 V (m = −1 AV) and its associated m = −1 AV (m = 1 V). The unintended AV
(V) appears in (c) [(g)] at the edge of the probe where the signal and probe currents are antiparallel.
V-AV pair dynamics can be followed in both cases for about 30 ps, after which they annihilate.
between signal and probe means that, sitting in the reference frame of the probe, the OPO signal
has a definite homogeneous current [straight arrow in Fig. 5.3(b)], while the V probe has anti-
clockwise winding currents. According to the previous theoretical analysis (see Fig. 5.1), we can
therefore predict the location of the unintended AV, namely where the signal and probe currents
are anti-parallel, which is in the upper-right corner of Fig. 5.3(b).
In order to measure the time-dynamics of the condensate phase after the arrival of the probe,
therefore being available to track the appearance and dynamics of Vs and AVs, we interfere the
region where the V is injected with an expanded, flat-phase, part of the condensate by using
a Mach-Zehnder interferometer. The interferograms are later analyzed using Fourier transform
techniques in order the extract the condensate phase.
Figs. 5.3(c-e) show the time-evolution of the condensate phase (now in its own reference
frame), after the V have been imprinted into it. In accordance to our predictions, the unintended
AV in Fig. 5.3(c) appears on the upper-right side of the injected V. Despite the many-shot average,
the dynamics of the V-AV pair can be experimentally followed after its onset for tens of picoseconds
[Figs. 5.3(c-e)], thereafter the pair eventually annihilates.
If we now invert the topological charge of the probe LG beam (which is done by taking the
opposite diffraction order of the pulsed laser beam after the hologram) and inject an m = −1 AV at
the same position and with the same in-plane momentum as in the just described m = 1 case, the
unintended V should now appear at the inverse side of the probe, namely the lower-left corner of
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Figure 5.4: Spatial profile of the Gaussian probe at rest kpb = 0 (a) and moving kpb 6= 0 (b)
shone on the vortex-free OPO signal. The condensate phase, measured 20 ps after the probe arrival,
shows that no V-AV pair is created if the probe is at rest (c), while a V-AV pair appears for a
moving probe (d).
Fig. 5.3(f), which is where the clockwise currents of the probe are antiparallel to the strait current
of the OPO signal. In fact, this is observed in the phase spatial dynamics shown Fig. 5.3(g-i),
where here the V-AV pair also annihilates at long times.
5.2.1 Gaussian probe
For the sake of compactness, this section contains a shortened version of the experimental results
reported in Ref. [51]. This work reports a detailed time-resolved, interferometric analysis of the
polariton emission, where it is observed the creation and annihilation of polariton V-AV pairs in the
signal state of a polariton OPO by means of short optical gaussian probe-pulses at a certain finite
pump wave-vector. We extract the phase of the perturbed condensate, revealing the dynamics of
the supercurrents created by the pulsed probe. This flow is responsible for the appearance of the
topological defects when counter-propagating to the underlying currents of the OPO signal.
We have already shown that Vs are likely to appear where the currents of an injected probe and
the ones of the OPO signal counter-propagate. To check that this idea is valid in the more general
case when the probe carries no angular momentum, we shine a flat-phase Gaussian probe, with a
tunable in-plane momentum, onto a vortex-free condensate, pumped under similar conditions to
those described at the beginning of this section.
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Figure 5.4(a) shows the spatial profile of a Gaussian pulsed beam shone at rest with respect
to the OPO signal, kpb ' ks. Since in this case no appreciable counter-propagating currents are
generated in the condensate, we do not expect any topological defect to be created. Indeed, by
inspecting the condensate phase 20 ps after the probe injection, no branch-cut is observed [Fig.
5.4(c)].
Figure 5.4(b) shows the spatial profile of a Gaussian probe beam injected with a finite mo-
mentum with respect to the OPO signal one, kpb = 0.5 µm
−1 6= ks = 0. Note that tilting the
beam implies that its shape is elongated in the direction of incidence (vertical in the figure). We
have chosen the momentum of the probe to be ks − kpb = 0.5 µm−1 based on the experimental
findings, shown in Fig. 5.3, that counter-propagating currents with a magnitude of |kpb−ks| ' 0.2
µm−1 were enough to create a topological defect. Since there is a difference in the signal and probe
currents in the upper and lower edges of the probe, according to the experiments and simulations
described above we expect that Vs appear at such places. More precisely, an anti-clockwise m = 1
V should appear at the upper border whereas a clockwise m = −1 AV should appear at the lower
border. The dynamics of the condensate indeed agree with the predictions, with its phase, 20 ps
after the probe injection, showing a V in the right part and an AV in the left part [Fig 5.4(d)].
5.3 Conclusions
We have demonstrated that unintended AVs appear in the signal at the edge of an imprinting V
probe and explained, both theoretically and experimentally, the origin of the deterministic behavior
of the AV onset and dynamics. In particular, we showed where AVs are more likely to appear in
terms of the supercurrents of the imprinting probe and the currents of the underlying OPO. The
theoretical predictions are borne out by the experimental observations. In addition, our study
reveals that the onset of Vs in polariton superfluids does not require a LG imprinting beam, but
instead V-AV pairs can also be generated when counter-propagating currents are imposed, similarly
to what happens in normal (classical) fluids.
Crucially, via numerical simulations, we elucidate the reason why an experimental average
over many shots allows detecting a V by direct visualizing the density and phase profiles. Recently,
it has been suggested by stochastic simulations [261] that Vs in non-resonantly pumped polariton
condensates undergo a random motion which will hinder their direct detection, unless they are
close to being pinned by the stationary disorder potential and thus follow a deterministic trajectory
[209]. In the case considered here of a superfluid generated by the OPO, we can instead explain a
deterministic dynamics of the V-AV pair in terms of the OPO steady state supercurrents, which
determine a unique trajectory for the pair, allowing their observation in multishot measurements.
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The mechanism for V-AV pair formation reported here differs from the V-AV binding-unbinding
associated to the BKT phase transition — see § 2.3.1 —, recently adopted to interpret the V-AV
observation in non-resonantly pumped polaritons [171]. In our case, the pair onset can be ex-
plained in terms of the OPO and probe relative currents, a simple mechanism which does not
require resorting to phase fluctuations induced by the pump.

Chapter 6
Ignition and formation dynamics of a
polariton condensate on a
semiconductor microcavity pillar
I
n this Chapter we study the time-resolved ignition and decay of a polariton OPO in a semicon-
ductor MC pillar. The combination of a cw laser pump, under quasi phase-matching conditions,
and a non-resonant, pulse probe, together with the use of spectral tomography techniques, al-
lows us to obtain the full dynamics of the system.
This Chapter is organized as follows. In § 6.1 we describe the details of the pillar MC
sample and the specific excitation conditions used for the experiments. § 6.2, which compiles the
experimental results and discussion, it is divided in four parts: § 6.2.1, where we perform a cw
spectroscopy characterization of the OPO signal emission, § 6.2.2, which compiles the experiments
where we ignite a long-living OPO-process with a probe-induced blueshift, § 6.2.3, where the
pillar is excited with a non-resonant pulsed probe only and finally, § 6.2.4, where we compare
the polariton dynamics under the two excitation schemes involving a probe. § 6.3 compiles the
theoretical description of the 2D coupled GP equations for photons and excitons that reproduce
and interprete the results of § 6.2.2. Finally, in § 6.4 we discuss the conclusions of this work.
6.1 Experimental setup
We investigate the high-quality 5λ/2 AlGaAs-based MC described in § 3.2, we have chosen a 40
µm-∅ pillar. Figure 6.1 shows a SEM image of such a pillar, including the excitation scheme.
The sample is excited with pump and probe laser beams under the following conditions: (a)
for the cw experiments, § 6.2.1, we use only a pump beam obtained from a cw Ti:Al2O3 laser. It is
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Figure 6.1: SEM image of a 40 µm-∅ pillar with the pump+probe excitation scheme: the full
arrows, contained in the XZ plane, sketch the beams directions, kpb and kp, impinging at the center
of the pillar. Three dot-dashed arrows define the coordinates origin chosen for the experiments.
tuned at Ep = 1.5416 eV, impinging on the sample with an in-plane momentum (kp)x = −1.9 µm−1,
fulfilling the phase-matching conditions 2Ep = Es + Ei and 2kp = ks + ki (where the subindex
s/i means signal/idler). Its power is set to Pp = 160 mW. (b) For the time-resolved experiments,
§ 6.2.2 and 6.2.3, the excitation scheme is represented in Fig. 6.2. In this case the cw pump beam
is out of OPO phase-matching conditions, since now its energy is tuned slightly above the LPB
(Ep = 1.5419 eV). The second excitation source, probe, is a pulsed Ti:Al2O3 laser (2 ps-long pulses);
it is tuned into resonance with the exciton mode (Epb = 1.5445 eV), and its power, Ppb = 230 mW,
is strong enough to trigger the OPO-process together with the pump. The origin of time t = 0 is
set to the instant when the probe impinges on the pillar. The two excitonic lines labelled X1 and
X2 originate from excitons uncoupled to the cavity modes, due to slight QW thickness variations,
of the order of a monolayer, between different QWs. Further information about the origin of the
exciton emission is given in Ref. [277].
For the experimental results described in § 6.2, the laser beams are focused on the sample
through a high numerical-aperture (0.6) lens, forming two overlapping elliptically shaped spots
(10/20 µm-∅ minor/major axis along the Y/X axis) impinging on the pillar with an in-plane
momentum kp/pb =
{
(kp/pb)x, (kp/pb)y
}
= {−1.9, 0} µm−1, see full arrows in Fig. 6.1. The same
lens is used to collect and direct the emission towards a 0.5 m spectrometer coupled to a CCD
(§ 6.2.1) and a streak camera (§ 6.2.2 and 6.2.3). The PL can be resolved in the near- (real-space)
as well as in the far-field (k-space). The distribution of polaritons in k-space is accessed by imaging
the Fourier plane of the lens used to collect the PL, taking advantage of the direct relation between
the angle of emission and the in-plane momentum of polaritons [162]. To avoid the direct reflection
of the pump and probe beams, we block the emission in k-space for |k| > 1.5 µm−1 and we spectrally
filter the polariton PL with an energy detection range of 1 meV around 1.54 eV. The lens that
focuses the real or k-space PL distribution into the spectrometer entrance slit is displaced laterally
by discrete steps, yielding a tomographic reconstruction of energy- and time-resolved images.
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Figure 6.2: (a) Experimental LPB dispersion obtained under non-resonant (1.612 eV), weak
excitation conditions; the overlapping thin, full curve is a guide to the eye. The horizontal dot-
dashed and dashed lines mark the energies 1.544 eV and 1.546 eV of the excitons X1 and X2,
respectively. The energy, Ep (Epb), and momentum, kp (kpb), of the pump (probe) is marked with
a circle and pointing arrows to the energy and kx axis. Dot-dashed arrows depict the OPO process
that yields the OPO signal at Es and ks ≈ 0, marked with an elongated circle. The PL is coded in
a false, normalized, logarithmic color scale. (b) Spectrum emission integrated in k-space depicted
in a full line. The two bare exciton levels are obtained with a double gaussian fit: the dot-dashed
(dashed) horizontal line marks the energy of the maximum PL emitted by the X1 (X2) exciton. A
horizontal full line schematically separates, at 1.543 eV, the spectrum that correspond to excitons
(above, upward pointing arrow) and polaritons (below, downward pointing arrow) in the pillar.
6.2 Experimental results and discussion
This section compiles the results of cw and time-resolved experiments in the pillar, which are
organized as follows. In § 6.2.1 we address the tomographic spectral distribution of polaritons in
the pillar under cw -OPO excitation, in both real- and k-space. In § 6.2.2 we study the dynamics
of the polariton emission under pump+probe excitation. In this case, the cw pump laser beam is
out of OPO-conditions (slightly blue-detuned from the LPB); only after the arrival of the probe,
the induced blue-shift of the LPB is large enough to start the OPO-process. In § 6.2.3, for the
sake of completeness, we present the polariton dynamics with the probe excitation only, where the
decay of the polariton PL is faster and limited by the relaxation dynamics from photo-generated
excitons towards the polariton ground state.
6.2.1 CW spectroscopy characterization of OPO signal emission
Figure 6.3 summarizes the spectral tomography of the polariton emission in both real- and k-
space under a cw pump excitation. The OPO signal energy is Es ≈ 1.54 eV, with a full width
∆Es ≈ 0.8 meV. Figure 6.3(a)/(e) shows the polariton emission in real-/k-space (Y /ky) at the
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Figure 6.3: (a)/(e) Real-/Momentum-space polariton spectrum emission at X = 0/kx = 0
cross-section in the pillar. The three, dashed, vertical lines mark the position where the full
X − Y /kx − ky PL map has been reconstructed in panels (b-d)/(f-h). The three selected energies
are: E1 = 1.5398 eV, E2 = 1.5400 eV and E3 = 1.5402 eV. In panels (b-d) dashed, red circles mark
the limits of the pillar. Vertical, dashed lines in panels (a)/(e) mark the resolved cross-section of
the spectrum shown in panels (b-d)/(f-h) for real-/k-space. The PL maps are coded in linear, false
color scales.
central X = 0/kx = 0 cross-section. Since the pump is impinging at the center of the pillar, the
polariton emission displays a ring-like distribution, as can be seen in the cross-section in Fig. 6.3(a),
where the emission is spatially enclosed in the area 5 < |r| < 15 µm. Figure 6.3(e) shows that
polaritons are static at low energies (∼1.5398 eV), since their emission is confined at k ∼ 0, and
they spread in a disk of radius |k| < 1.2 µm−1 at slightly higher energies (∼1.540 eV).
We perform a 2D reconstruction of the spectrum emission, showing the full X − Y /kx − ky
PL distribution of polaritons at three, selected energies: E1 = 1.5398 eV, E2 = 1.5400 eV and
E3 = 1.5402 eV, Figs. 6.3(b-d)/(f-h). Figure 6.3(b) reveals the ring-like distribution of polaritons
at E1. The angle of incidence of the pump creates an asymmetrical blueshift in the left side of the
pillar due to polariton propagation, so the polariton ring-shaped emission is broken in the region
{x, y} = {−10, 0} µm. At a higher energy E2, Fig. 6.3(c), polaritons emit from a ring of radius
10 µm with a smaller side gap. Figure 6.3(d) shows an almost flat disk of emission, whose radius
is ∼15 µm.
In k-space, Fig. 6.3(f) shows a small disk (radius 0.7 µm−1) in the polariton distribution.
This demonstrates that polaritons lying at low energy (E1), which are distributed along the ring
in Fig. 6.3(b), are confined in real space, with a small amount of kinetic energy. The confinement
of polaritons at E1 is also hinted in the momentum cross-section in Fig. 6.3(e). Figures 6.3(g) and
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6.3(h) evidence a flat distribution in momentum space, where polaritons have all possible values of
momenta inside a disk of radius |k| < 1 and 1.5 µm−1, respectively. For energies higher than E3,
polariton emission is distributed in a ring (not shown) corresponding to a cloud of uncondensed,
hot polaritons in the LPB.
6.2.2 Igniting a long-living OPO-process with a probe-induced blueshift
In this section we show how the OPO process is triggered by the arrival of a probe beam. Moreover,
through real-space measurements, we reveal the ring-shape distribution of signal polaritons and,
analyzing k-space images, we characterize their movement around the pillar.
The pump (cw) + probe (pulsed) excitation configuration activates a long-lived stimulated
OPO scattering process. The time during which the OPO is active is much longer than the photon
lifetime, estimated from the Q-factor to be ∼ 10 ps. The real- and k-space dynamics or the signal
emission are presented in Figs. 6.4 and 6.5, respectively. In these time-resolved experiments, the
energy resolution is similar to that of the energy width of the OPO signal ∆Es.
Figure 6.4: Real-space polariton emission dynamics in the pillar under pump and probe beam
excitation. The time is shown by the labels in each panel. The time t = 0 coincides with the
arrival of the probe. The PL is coded in a linear, false color scale shown on the right of each
panel. The complete X − Y polariton emission dynamics is available as a supplemental movie in
http://link.aps.org/supplemental/10.1103/PhysRevB.90.155311.
Figure 6.4 compiles 2D images of the polariton signal emission at different times in real-space.
For each panel, the time is displayed at the left upper corner, being the temporal origin set at
the instant when the probe impinges on the sample. Fig. 6.4(a) shows that, before the arrival of
the probe pulse (t = −99 ps), there is no signal emission since the pump is off of phase-matching
conditions. At t = 0, Fig. 6.4(b), the probe impinges on the pillar; the spot shape is distorted due
to the fact that kpb 6= 0. The polariton emission rapidly arises from the whole pillar surface, seen
as a flat homogeneous disk, Fig. 6.4(c). The PL increases during ∼100 ps, as shown in Fig. 6.4(d);
thereafter, the extra-population of polaritons induced by the probe decreases. When the OPO
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process has switched-on, the polariton dispersion becomes ring-shaped, Fig. 6.4(e): the real-space
polariton distribution resembles that shown in Fig. 6.3(c). Polaritons emit close to the border of
the pillar, due to the blueshift induced by the cw pump. This polariton emission persists for more
than ∼1 ns, see Figs. 6.4(f-h).
Figure 6.5: Momentum-space polariton emission dynamics in the pillar. Same excita-
tion conditions as in Fig. 6.4. The time is shown by the labels in each panel. The
PL is coded in a linear, false color scale shown on the right of each panel. The
complete kx − ky polariton emission dynamics is available as a supplemental movie in
http://link.aps.org/supplemental/10.1103/PhysRevB.90.155311.
Figure 6.5 shows the dynamics in k-space of the polariton population. As observed in real-
space, there is no OPO signal emission before the arrival of the probe, Fig. 6.5(a). The pulsed probe
arrives to the pillar at t = 0, Fig. 6.5(b), the spurious emission from k ∼ 0 is unfiltered scattered
laser light. The probe creates an extra polariton population around k = {−1.5, 0} µm−1 that
rapidly moves in the +kx direction. At t = 34 ps, Fig. 6.5(c), the population has moved towards
k = {1.5, 0} µm−1. Fig. 6.5(d) shows that, at t = 50 ps, the polariton emission is homogeneously
distributed in a disk of radius |k| ≈ 1 µm−1. At t = 67 ps, Fig. 6.5(e), the population reverts its
angle of emission towards −kx. As it was mentioned for Fig. 6.4, ∼ 100 ps after the arrival of the
probe, its induced extra-population weakens and the OPO signal is redistributed at the center of
k-space, Fig. 6.5(f).
The oscillations arise from the probe-injected excitons, which are excited with a certain angle.
The relaxation of excitons yields polaritons that possess a non-zero momentum. As clearly inferred
from the dynamics of the k-space distribution, polaritons change their initial momentum due to
several bounces against the MC wall. The gain follows the injected probe distribution as it moves
within the pillar, until the excitonic population dies off and a more stable, switched-on OPO process
takes place, which resembles the polariton distribution in real and k-space shown in Fig. 6.3. For
longer times, t = 212 ps [Fig. 6.5(g)], the emission is mainly perpendicular to the sample surface,
i.e. at k ≈ 0. At later times, Fig. 6.5(h), two effects are observed: firstly, there is a lobe-like
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structure at k = {1.0, 0} µm−1 and, secondly, there is a progressive decay of the central (k = 0)
population.
There are several possible explanation to address the former effect on the lobe-like structure.
One possible reason is that a real-space separation between polaritons generate a k-space modu-
lation (analogous phenomenology is also reported in next Chapter 7). In Fig. 6.4(e) polaritons
are occupying upper and lower sides of the ring, separated by ∼ 16 µm. These two populations
interfere in k-space, giving a 2pi/(16µm) = 0.4 µm−1 fringe separation, which is the one we see in
Fig. 6.5(e,h). This agrees with the message of Chapter 7, and, in this case, it proves that the OPO
polariton condensate maintains the coherence over its spatial extension. An alternative explana-
tion for the lobe-like structure in k-space could be the discretization of the dispersion relation due
to the spatial dimensions of the pillar. But this effect is not observed in the dispersion relation
of Fig. 6.2(a), obtained under non-resonant excitation in the center of the pillar (as mentioned
in the figure caption). Maybe, the excitation close to the border of the pillar could reveal some
discretized structure in the dispersion relation, as thoughtfully discussed in § 3.2.1.1.
The latter effect, the progressive decay of the k = 0 population, is due to the fact that the
emission energy is red-shifting with time and we have not been following this red-shift with the
streak camera since its energy detection is fixed for these experiments.
6.2.3 Non-resonant excitation solely with a pulsed probe
In this section, for completeness, we address the polariton dynamics obtained when only the pulsed
probe beam excites the pillar. The polariton emission dynamics in real- and k-space is summarized
in Figs. 6.6(a-d) and Figs. 6.6(e-h), respectively. Fig. 6.6(a) shows the absence of emission before
the arrival of the probe. Figs. 6.6(b,c) show the switch-on of the polariton emission, following a
similar dynamics to that shown in Fig. 6.4, during the first ∼100 ps. Fig. 6.6(d) demonstrates the
shorter lifetime of the polariton population created under these excitation conditions; after ∼250
ps, the polariton PL has disappeared.
In a similar fashion, Figs. 6.6(e-h) show the dynamics of the emission in k-space. An oscillation
of the polariton momentum similar to that described in Fig. 6.5(c-e) is obtained here during the first
∼100 ps. The polariton emission moves in the kx direction, going from −1.5 µm−1 to +1.5 µm−1
in ∼70 ps. At later times, Fig. 6.6(g), the emission originates from k ≈ 0, and for t = 355 ps, the
lack of emission is confirmed, Fig. 6.6(h).
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Figure 6.6: (a)-(d) Real/(e)-(h) k-space polariton emission distribution in the pillar, the time is
shown by the labels in each panel. Only the probe beam excites at the center of the pillar. The time
t = 0 coincides with the arrival of the probe. The PL is coded in a linear, false color scale shown on
the right of each panel. The complete X − Y and kx − ky polariton emission dynamics is available
as a supplemental movie in http://link.aps.org/supplemental/10.1103/PhysRevB.90.155311.
6.2.4 Comparison of the dynamics of the two excitation schemes involving a
probe
The dynamics of the spatially integrated emission build-up and decay is depicted in Fig. 6.7. A
similar behavior is obtained for the build-up in both cases: pump+probe (blue line) and probe-only
(orange line) excitation conditions. The PL reaches its maximum emission ∼50 ps after the probe
is gone. It is on the decay dynamics that differences between the two excitation conditions appear.
Under probe-only excitation we observe a mono-exponential decay of the PL, with a characteristic
decay time of 63 ps. The decay is markedly different in the presence of the out-of-resonance pump.
In this case, the PL decay is bi-exponential, with a fast decay time of 76 ps, and a long-lived
polariton population lasting more than 1 ns, evidenced by the slow, ∼ 500 ps, decay time.
6.3 Theoretical description
To model our experimental results under the OPO configuration, described in § 6.2.2, we make use
of the 2D coupled GP equations for photons ψ(x, y), Eq. 6.1, and excitons ϕ(x, y), Eq. 6.2:
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Figure 6.7: Dynamics of the integrated polariton PL under the two excitation conditions:
pump+probe (full line) and probe-only (dashed line). Full, straight lines are included in the different
exponential decays as guides to the eye. PL is plotted in a logarithmic axis.
Here, mph = 4 × 10−5m0 is the photon mass, mX = 0.6m0 is the exciton mass (m0 is the
free electron mass), ~ΩR = 9 meV is the Rabi splitting, α1 = 6Eba2B is the triplet interaction
constant [304] (Eb = 10 meV is the exciton binding energy and aB = 10 nm is the exciton Bohr
radius).
The confinement potential of the pillar, acting on the photonic and excitonic parts, is described
by U . τph = 1 ps is the photon lifetime (the exciton decay is neglected), P is the quasi-resonant
pumping term, exciting the system at a given frequency and in-plane momentum (same values as
in the experiments), blue-detuned with respect to the polariton branch, and f is the noise, which
serves to account for the effects of spontaneous scattering. The cw pumping provides an average
of 10 particles in a unit cell of length 0.25 µm in the steady state, while the spontaneous scattering
creates 0.01 particles. To describe the non-resonant probe, we use a pulsed pumping term PX ,
tuned at the exciton resonance, with the same duration and wave-vector as in the experiments. No
disorder potential was taken into account, because its effects were not observed in the experiments.
The results of the theoretical simulations are presented in Fig. 6.8. We plot the spatial
distribution of the PL from the MC for the signal state, by applying a filter in k-space, blocking
the emission for k > 1.5 µm−1 as in the experiments. This spatial distribution is plotted at
two different instants, in order to demonstrate the agreement between experiment and theory.
Figure 6.8(a)/(b) (25/400 ps delay) is to be compared with Fig. 6.4(c)/(g).
First of all, the main conclusion is that both in experiment and theory the creation of excitons
by the probe laser leads to a blue-shift of the polariton dispersion, which moves it into resonance
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Figure 6.8: Real-space polariton emission dynamics in the pillar under pump and probe beam
excitation. Panel (a)/(b) correspond to 25/400 ps after the probe excitation. The PL is coded in
a linear, false color scale.
with the pump laser. The density of the pump state becomes then sufficient to start OPO scattering
into the signal and idler states.
Because of the hysteresis of the polariton system in the bistable regime, the pump density
remains high even when the probe excitons have decayed through relaxation and emission from
strongly photonic states. The OPO regime persists for more than 1 nanosecond, much longer
than the characteristic decay times in the system. The presence of the confinement potential of
the pillar prevents the escape of the signal polaritons under the influence of the potential of the
pump, contributing to the persistence of the OPO. The decay of the OPO is due to the overall
imbalance between pumping and losses. The small difference between pumping and losses becomes
more and more important because the decrease of the total polariton density leads to a redshift of
the pumped mode, bringing it out of OPO resonance, decreasing the efficiency of pumping even
further. This is evidenced in the experiments by the fact that the time evolution of the intensity
becomes a concave function of time (the effective lifetime becomes progressively shorter at longer
times). In the simulations, increasing the pumping allows to overcome this decay and to maintain
a permanently stable OPO regime. However, one should note that in the bistable configurations,
the presence of noise (spontaneous scattering) leads to spontaneous transitions between the two
stable solutions at long time scales. This noise also contributes to drive the system towards the
low-intensity state and to switch-off the OPO.
More conclusions can be drawn from the spatial shape of the signal at different moments of
time, which results from the interplay of several effects. At initial moments of time, the density
becomes sufficient to surpass the OPO threshold everywhere in the pillar, with a large spreading
in the reciprocal space caused by different phase matching conditions (different signal wave vectors
and energies) in different points because of the non-homogeneous pump profile. However, the
signal exhibits a homogeneous emission over the whole surface of the pillar, the rapid spreading of
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polaritons being caused by the strong interactions between all particles: those created by the pump
(once the bistability is passed) and those injected with the probe. This is well reproduced by the
theoretical simulations [Fig. 6.8(a)]. At later times [Fig. 6.8(b)], as the total density drops down
and the spatial redistribution stabilizes, the signal concentrates around opposite sides of the pillar
along the X axis. This is due to the spatial shape of the pump laser, which creates the conditions
favorable for the OPO only in these points, located at the minima between the pump spot and the
pillar boundary: the pump density at the center of the pillar is too high to maintain resonant OPO,
because the signal polaritons are pushed away from the center and there their density becomes
insufficient to maintain stable OPO. The overall good agreement between theory and experiment
supports our interpretation of the experimental observations.
6.4 Conclusions
We have presented new experimental conditions to obtain a long-lived polariton condensate in a
pillar MC and allowing to study the dynamics of its formation and decay. It involves two excitation
beams impinging at the center of the pillar with the same wave-vector: a cw pump, slightly blue-
detuned from the inflection point of the LPB, and a pulsed probe, resonantly creating excitons.
The polariton population created with the arrival of the probe induces a blue-shift of the LPB,
which enters into resonance with the pump beam, triggering the OPO-process. The cw pump
keeps on feeding the OPO after the pulsed probe has disappeared, because of the hysteresis of the
polariton bistability. As a result of the combined effect of both beams, the OPO signal emission
lasts for more than 1 ns, much longer than any of the characteristic times of the MC. The polariton
condensate dynamics observed when using just the probe beam is remarkably similar, but much
shorter lived, to that obtained for the two beam excitation. The exciton population created by
the probe beam efficiently relaxes to the LPB and from there follows the OPO dynamics. The
characteristic decay time is one order of magnitude shorter than that obtained under the two beam
excitation conditions.

Chapter 7
Quantum coherence in momentum
space of light-matter condensates
E
xciton-polariton BECs, due to their dual wave-particle nature, share many proper-
ties with classical waves as, for instance, interference phenomena, which are crucial to
gain insight into their ondulatory character. In this Chapter, we show that the use of
momentum-space optical interferometry, which avoids any spatial overlap between two parts of a
macroscopic quantum state, presents a unique way to study coherence phenomena in polariton
condensates.
We address a longstanding question in quantum mechanics: “Do two components of a con-
densate, which have never seen each other, possess a definitive phase?” [56]. A positive answer to
this question is experimentally obtained here for light-matter condensates, created under precise
symmetry conditions, in semiconductor MCs, taking advantage of the direct relation between the
angle of emission and the in-plane momentum of polaritons.
This Chapter is organized as follows. In § 7.1 we explain the experimental setup used for the
experiments. § 7.2 compiles the experimental results and discussion of the observation of coherence
in momentum space between spatially separated polariton bullets. The following additional sections
compile supplemental results on this phenomena, such as: § 7.2.2, Young interference experiment
with polariton bullets, § 7.2.3, invariance morphology of the bullets after their real space overlap,
§ 7.2.4, scaling behavior of the relation ∆kx = 2pi/d, § 7.2.1, study on the visibility dynamics of
the interference patterns observed in local regions of momentum and real space, and, finally, in
§ 7.2.5 we include the experiments that show coherence in momentum space using a single spot
excitation. Conclusions are drawn in § 7.3.
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7.1 Experimental setup
The sample is the high-quality 5λ/2 AlGaAs-based MC described in § 3.2. We perform our
experiments in the ridge structure shown in Fig. 3.5, whose dimensions are 20× 300 µm2.
The sample is excited with 2 ps-long light pulses from a Ti:Al2O3 laser. We split the laser
beam to produce two twin photon beams, named as A and B , whose intensities, spatial positions
and relative time delay can be independently adjusted. For the results presented here, the time
delay between A and B is zero. In Fig. 7.1(b) we sketch the spatial position of A and B beams.
We focus both beams on the ridge to form 10-µm ∅ spots spatially separated by d = 70 µm.
Figure 7.1: (a) Sketch of the excitation and relaxation processes to form propagating polariton
WPs on a background showing the energy vs. kx emission obtained under non-resonant, low
power excitation conditions. The grey ellipse depicts the excitation laser at 1.545 eV and kx ∼ 0.
The dashed lines indicate the energy relaxation of excitons into polariton WPs. Polariton WPs,
propagating with kx ≈ ±1.6 µm−1 (slightly displaced for the sake of clarity), are depicted with
circles, coded in colors explained in (b). The emission intensity is coded in a logarithmic, false color
scale. (b) Sketch in real space of the experimental configuration. A laser beam is split into two
arms, A and B, distanced by d. They create four propagating polariton WPs, coded in different
colors, nA1,2 (magenta, blue) and n
B
1,2 (red, green) moving along the x axis of a MC ridge in the
direction depicted by the arrows.
In all the experiments described in this Chapter the emission has been filtered at the energy
of the polariton condensates. Every picture is the result of an average over millions of shots1, as
single-shot measurements would give a too low signal-to-noise ratio. For the excitation conditions
used in our experiments, the density power required for polariton condensation, Pth, is relatively
large, since the reflectivity at the excitation energy, 1.545 eV, is high; we use a power PA = PB =
5 × Pth = 22 mW. The choice of the power used in the experiments determines the final value
of kx [see Figs. A.1(d,f) in Appendix A]. We must stress that our setup is able to measure either
interferences of polariton wave packets (WPs) in real space, by means of near-field detection, or
1Laser repetition rate 82 MHz and integration time 1.1 s, see § 4.1 for further information.
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interferences of WPs in reciprocal space by means of far-field detection. Therefore, it is unable of
directly measuring Wigner functions that would be a good alternative for describing WPs dynamics
in phase space. Our experimental approach, as any amplitude interference experiments, can never
present negative intensities, while Wigner functions of quantum states do.
7.2 Experimental results and discussion
A crucial issue when optically creating polaritons is the excess energy of the excitation laser. There
are two well explored alternatives: non-resonant excitation at very high energies [21] and strictly
resonant excitation [27]. The latter situation generally produces macroscopic polariton states with
a phase inherited from that of the laser, unless special care is taken in the experiments [175].
The former case is appropriate to avoid phase heritage, but it does not provide the momentum
distribution, shown below, required for our experiments. In order to avoid these difficulties, we opt
for a different alternative, depicted in Fig. 7.1(a): the laser beams excite the sample at the energy
of bare excitons and kx ∼ 0, where our sample shows a non-negligible absorption. The broad bands
between 1.542 and 1.548 eV corresponds to excitonic emission bands; the sub-bands below 1.542
eV are the confined LPBs. After energy relaxation, polariton condensates are created in a process
that involves a non-reversible dressing of the excitons and therefore an erasure of the laser phase.
For the sake of completeness, in Appendix B we detail the polariton energy relaxation process that
takes place under pulsed excitation at the bare exciton level with one beam only.
Above a given pump intensity threshold, polaritons with kx ∼ 0 evolve towards two states
with momenta ±kx [Fig. 7.1(a)]. As sketched in Fig 7.1(b), this procedure results in the formation
of four propagating polariton WPs. We label the macroscopic state of the WPs as ψA1 , ψ
A
2 , ψ
B
1 , ψ
B
2 ,
where the superscript refers to the excitation beam, the subscript 1(2) is for WPs initially moving
to the left (right), i.e. with kx < 0 (kx > 0). The direction of propagation is determined by the
presence of local effective-barrier potentials (VA and VB), associated to a blue-shifted dispersion
relation, coming from carrier-carrier repulsive interactions [36]. The densities of the polariton WPs
are given by nA,Bj =
∣∣∣ψA,Bj ∣∣∣2 , j = 1, 2.
WPs created by A have never been together with those generated by B, as sketched in
Fig. 7.1(b). However, WPs with the same subscript j are in the same quantum state. Since
all WP have the same spreading, we employ the usual terminology simply labeling each WP by
its central value kx. Using the capability of measuring directly in momentum space, a unique
condition only achievable in light-matter condensates, we can assess whether or not WPs ψA1 and
ψB1 (or ψ
A
2 and ψ
B
2 ) are correlated to each other, being components of the same condensate. The
two WPs propagating to the left are described by a common macroscopic order parameter
Ψcoh1 (x) = ψ
A
1 (x) + e
iφψB1 (x) , (7.1)
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while those propagating to the right are described by
Ψcoh2 (x) = e
iφψA2 (x) + ψ
B
2 (x) . (7.2)
The phases are chosen to have inversion symmetry with respect to x = 0, because in our experiments
we tune the intensities of the two lasers in order to get a symmetrical potential V (x) = V (−x).
In that respect, our condensates are related to each other through the symmetry of the excitation
process.
Furthermore, our potential landscape renders an equal motion for ψAj and ψ
B
j , i.e. equal
momenta | (kx)Aj | = | (kx)Bj | = kx. These are precisely the suitable conditions to observe coherence
between two components spatially separated by d, i.e. ψAj (x− d/2) = ψBj (x+ d/2) = ψ0 (x), of a
given condensate Ψcohj . This coherence can be observed in k-space as we discuss now.
For the sake of clarity, we focus in the following discussion only on the left-propagating WPs.
The corresponding order parameter in k-space can be written as:
Ψcoh1 (kx) = ψ
A
1 (kx) + e
iφψB1 (kx) = e
−ikxd/2ψ0 (kx) + ei(φ+kxd/2)ψ0 (kx) (7.3)
with ψ0 (kx) being the Fourier transform of ψ0 (x) [287]. This yields a momentum distribution
ncoh1 (kx) =
∣∣∣Ψcoh1 (kx)∣∣∣2 = 2 [1 + cos (kxd+ φ)] |ψ0 (kx)|2 . (7.4)
The coherence between the two components produces interference fringes with a period
∆kx = 2pi/d. (7.5)
Our aim is to observe the existence of interferences in k-space coming from this macroscopic
two-component condensate. Far-field detection allows the direct measurement of momentum dis-
tributions, i.e. it gives a direct determination of the existence, and the period, of these interference
fringes. It must be taken also into account that the measured total polariton density is formed
by a condensed population, ncoh, coexisting with a thermal one [305], therefore the interference
patterns visibility, ν, is expected to be lower than 1 (see § 7.2.1 where we study the visibility of
the interference fringes in both real and momentum space versus time).
Our most important result is shown in Fig. 7.2(b): we indeed observe the interference fringes
in k-space, described by Eq. 7.4, directly in the polariton emission. This certifies the correctness of
our hypothesis that each couple of WPs (ψAj , ψ
B
j ) constitutes a two component condensate. Fig-
ure 7.2(a) shows the actual evolution in time of the four WPs schematically depicted in Fig. 7.1(a):
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Figure 7.2: (a) Emission in real space, along the x axis of the ridge, versus time. Gray circles at
x = ±35 µm indicate the spatial location of the A and B laser beams; the trajectories of the four
WPs, nA1 , n
A
2 , n
B
1 and n
B
2 , are indicated by the dashed arrows. (b) Momentum space emission,
along kx, versus time. The grey circle indicates that the laser beams, A and B, excite the ridge at
kx ∼ 0. The dashed, black arrows indicate the acceleration of the condensates ncoh1 and ncoh2 , as
well as the deceleration of the WPs nB1 and n
A
2 . Intensity is coded in a normalized, logarithmic
false color scale.
our results clearly demonstrate that the distance d between the two components of each conden-
sate (nAj , n
B
j where j = 1, 2) remains constant with time during the first ∼ 70 ps (d = dAB), as
evidenced by the dashed parallel arrows. Figure 7.2(a) contains also interesting real-space inter-
ferences when WPs ψA2 and ψ
B
1 overlap in real space at 66 ps that we shall discuss in more detail
below. A peculiarity of our experiments is that we observe the dynamics of the coherence; this
allows us to determine that the two components of the condensate are phase locked since there is
not any drift in the interference patterns.
As readily seen in Fig. 7.2(b), an initial acceleration of the four WPs, from rest, kx = 0, to
kx = ±1.6 µm−1 during the first 40 ps, is followed by a uniform motion taking place from 40 ps
to 70 ps. The interference pattern of each condensate is observed until ∼ 75 ps, instant at which
ψA1 and ψ
B
2 disappear from the sample region imaged in the experiments. Then WPs ψ
B
1 and
ψA2 are progressively slowed by the presence of the barriers at the excitation spots (VA/VB halts
ψB1 /ψ
A
2 ). When these two WPs, which are the components of two different condensates Ψ
coh
1 and
Ψcoh2 , are stopped (at ∼ 100 ps) another interference appears in k-space, but now at kx = 0 as it
corresponds to WPs at rest. This means that these two condensates also interfere with each other,
being remarkable that Ψcoh1 and Ψ
coh
2 still preserve some kind of mutual coherence, supporting the
functional form of Eqs. 7.1 and 7.2. For longer times, the two WPs move again, as can be observed
in Figs. 7.2(a,b), becoming more difficult to track their trajectories.
Note that our measurements are performed averaging over millions of shots of the pulsed laser,
therefore if φ were a phase determined by the projection involved in the measurement process [290,
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Figure 7.3: (a) Momentum distribution n (k), at 35 ps after the excitation, showing the conden-
sates ncoh1 /n
coh
2 at kx = ∓1.6 µm−1, respectively. (b) Corresponding n (r) distribution showing
WPs nA1 , n
A
2 , n
B
1 and n
B
2 . (c) Fourier transform of n (k), obtaining a frequency at ∆X = d = 70 µm.
(d) Momentum distribution n (k) at 66 ps showing nB1 and n
A
2 at kx = ∓1.6 µm−1, respectively. (e)
Real space distribution n (r) showing the interferences of n12 at x = 0, created by the overlapping
in real space of ψB1 and ψ
A
2 . White dashed rectangle marks the region of interest where the interfer-
ence occurs. (f) Fourier transform restricted to the region of interest in n (r), showing a frequency
at ∆Kx = κ = 3.2 µm
−1. (g) Momentum distribution n (k) at 108 ps, showing the interferences n12
at kx ∼ 0. (h) Corresponding n (r) distribution showing nB1 and nA2 . (i) Fourier transform of n (k),
obtaining a frequency at ∆X = d12 = 60 µm. Intensities in the false color scales for momentum,
real and Fourier spaces are normalized to unity. The tilt in all panels originates from the orientation
of the ridge with respect to the entrance slit of the spectrometer. The white dashed arrows mark
the distances in real- and momentum-space between WPs. The full arrows show these distances
in the corresponding Fourier transform. See supplemental videos of the polariton dynamics in
real and momentum space at http://link.aps.org/supplemental/10.1103/PhysRevB.90.081407 for
further details.
291], it would take a random value in each realization. Then, averaging over all the possible
results, the interference pattern would not be observed. In first place we must emphasize that the
WPs n
A(B)
1 and n
A(B)
2 , created by the A (B) beam, possess the same phase since they initially
split from the same condensate with a given phase. In second place, as a consequence of the
symmetry V (x) = V (−x) of the potential, the whole state of the four WPs, Ψ, is symmetric, both
in real- and momentum-space. In other words, the spatial symmetry involved in the buildup of
the condensates determines the relative phase φ = 0. In this sense, they are not independent from
each other although they have never before coincided in real space.
Further insight into the quantum coherence is obtained by analyzing in detail the interfer-
ences occurring in momentum- and real-space. Accordingly, we present in Fig. 7.3 2D maps of the
polariton emission at three consecutive, relevant times. Given the lateral width of 20 µm of our
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MC ridges, we provide full images of the PL emission in 2D spaces. We focus on the correspon-
dence between the period of the interference patterns in each space (real and momentum) and the
separation between the WPs in the complementary space. Figure 7.3(a) shows the momentum dis-
tribution n (kx, ky), 35 ps after the impinging of the laser beams on the sample. The coherence of
each Ψcohj is observed by the conspicuous interference patterns, n
coh
j , centered at kx = ±1.6 µm−1.
In both cases, the fringes period amounts to ∆kx = 0.088(5) µm
−1 that, according to Eq. 7.5,
should correspond to a distance between WPs of d = 71(4) µm. This is in very good agreement
with the experimental distance seen in Fig. 7.3(b): the two components of each condensate, nAj
and nBj , are separated by d ' 70 µm (see dashed arrows). Our findings are further supported by
the Fourier transform map of n (kx, ky) shown in Fig. 7.3(c): a well-defined Fourier component at
∆X = d = 70 µm is obtained, in accordance with the separation directly observed in real space.
Coherence in real space have been profusely studied in cold atoms [15, 280, 306], exci-
tons [124, 307] and polariton condensates [21, 22, 139, 168, 172, 308]. In the recent years, new
time-resolved studies on the phase-locking mechanisms of polariton condensates have been per-
formed [309–311]. G. Christmann and coworkers demonstrated in Ref. [310] the phase locking
dynamics of two independent, spatially separated and expanding condensates by means of time-
resolved and interferometric measurements, under pulsed, non-resonant excitation. H. Ohadi and
coworkers have claimed to observe the dissipative coupling between two spatially separated con-
densates leading to a relative in-phase or out-of-phase locking between them [311]. In this work,
the authors recall Ref. [312], which studies theoretical mechanisms of radiative coupling between
individual condensates via polaritons that are emitted outside the MC through the DBR mirrors.
This coupling mechanism might be also interesting for the results reported here.
Our experiments also show interferences in real space between two condensates, similar to
those reported in atomic BECs [15, 280]. This is shown in Fig. 7.3(e) at 66 ps when WPs ψA2
and ψB1 meet each other at x ∼ 0. The appearance of interference fringes in real space, n12,
signals unambiguously to coherence between these two WPs. Since real and momentum spaces
are reciprocal to each other, equivalent results for the interference patterns are expected. The
complementary expression in real space to Eq. 7.5 reads now ∆x = 2pi/κ, where ∆x is the period
of the fringes and κ the difference in momentum of the propagating WPs. The experimental
period of the fringes, seen in the dashed-rectangle area in Fig. 7.3(e), ∆x = 1.99(17) µm, should
correspond to κ = (kx)
A
2 − (kx)B1 = 3.2(2) µm−1. This is again borne out by our results, as shown
in Fig. 7.3(d), where the emission in k-space shows clearly that WPs ψA2 and ψ
B
1 are counter-
propagating with kx = ±1.6 µm−1, respectively. Figure 7.3(f) shows the Fourier transform of n12
in the region enclosed by the rectangle in Fig. 7.3(e). It reveals a strong ∆Kx Fourier component
at 3.1 µm−1, in full agreement with the value of κ displayed in Fig. 7.3(d). Let us also emphasize
that WPs first meet in real space at 66 ps, while interferences in momentum space are seen as early
as ∼ 10 ps demonstrating that the phase locking occurs before the WPs spatially overlap.
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The third result that we present corresponds to the arrival at 108 ps of ψA2 and ψ
B
1 to the
excitation regions B and A, respectively. Here, they run into the hills of the photogenerated
potentials VB and VA that elastically convert their kinetic energy into potential energy [62]. They
slow down, halting, providing a new separation between WPs nA2 and n
B
1 , d12 ∼ 60 µm [see
Fig. 7.3(h)]. Their emission in momentum space, arising from kx ∼ 0, evidences an interference
pattern with ∆kx = 0.108(5) µm
−1 [n12, see Fig. 7.3(g)]. Once again, Eq. 7.5 predicts a separation
d12 = 60(4) µm between n
A
2 and n
B
1 , as observed in the experiments. For completeness, we also
show in Fig. 7.3(i) the Fourier transform map of the density that exhibits an emerging component
at ∆X = d12 = 60 µm.
7.2.0.1 Filtering the emission of polariton droplets in real space
The filtering process presented in § 4.2.2 is also very useful in this experiment to determine the
distance in momentum space, with high accuracy, between the counter propagating bullets that
overlap at x = 0, giving rise to the buildup of coherence in real space, we recall here that instant
at t = 66 ps compiled in Figs. 7.3(d-e).
Figure 7.4: Improving the determination of frequencies in the Fourier analysis. (a) Real space
map at t = 66 ps showing the polariton emission: the bullets ψB1 and ψ
A
2 meet at x ' 0 giving
rise to the interference pattern, n12, enclosed by a white dashed rectangle. n
A
1 /n
B
2 is escaping
from the imaged area at the left/right part of the figure and additional residual emission is seen
at the excitation regions ±35 µm. (b) and (c) corresponding noisy Fourier transform map of (a)
and emission in momentum space, respectively. In the latter figure, some weak interferences at
kx = ∓1.6 µm−1 emerge from the intensity emission of the escaping nA1 and nB2 bullets, respectively.
(d) A much better defined interference pattern between ψB1 and ψ
A
2 is obtained when razor blades
are used to cover the spurious contributions away from x ∼ 0. (e) Corresponding Fourier transform
exhibiting a well-defined frequency at ∆Kx = 3.2 µm
−1. (f) The filtering in real space gives rise
also to a neat emission in momentum space, where the interference fringes at kx = ∓1.6 µm−1 are
absent.
Figure 7.4(a,c,e) are the same real-space PL map, momentum-space PL map and FFT inten-
sity map as those already described in Figs. 7.3(e,d,f), respectively.
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Now, in Fig. 7.4(b) we plot the FFT intensity map of the total real-space distribution of
polariton shown in Fig. 7.4(a). The direct FFT from this PL map renders a noisy distribution
of frequencies, mainly from ∆Kx = ∆Ky = 0 [compare with Fig. 7.4(e)], hindering the possible
identification of κ2. This FFT map noise arises from those regions far from x = 0 whose intensity
is relatively higher (for example, the PL emitted from B area at x = 40 µm). These intensities,
without any oscillation in real space and therefore contributing to the zero frequencies in the FFT
map, blind other relevant frequencies (such as κ) in the FFT intensity map.
However, if real space filtering is applied in the overlapping region between nA2 and n
B
1 , Fig.
7.4(d), in first place the momentum space distribution, Fig. 7.4(f), is cleaned in the sense that
only the velocities of these internal bullets are recorded. The obtention of their relative distance is
done in a more proper way, as compared to Fig. 7.4(c). In second place, when the FFT is applied
over this filtered real space PL map, we obtain a FFT map, Fig. 7.4(e), where now it is very clear
to extract the value of κ and therefore, to obtain the total matching between this value and the
relative distance in momentum space between nA2 and n
B
1 .
7.2.1 Visibility of the interference patterns
We address now the visibility of the interference fringes as an indication of the amount of polaritons
participating in condensed states at a given time. We define the experimental visibility, either in
real (νR) or momentum (νK) space, as ν = (Imax − Imin)/(Imax + Imin), where Imax(min) is the
maximum (minimum) intensity of the interference patterns. The time evolution of the maximum
visibility of the coherent states at selected regions in each space is compiled in Fig. 7.5.
For the coherent states constituted by the left/right propagating WPs (ncoh1 /n
coh
2 ), for t < 75
ps, νK , grows from 4% at t=0 up to 24% in 25 ps with a later decay indicating a progressive
loss of coherence. The visibility can be tracked up to 75 ps when ψA1 and ψ
B
2 escape from the
imaged area. From this instant on, we follow the visibility at kx = 0 (n12), when WPs ψ
A
2 and
ψB1 interfere as they are gradually stopped by VB and VA. Again an initial buildup of νK , i.e. of
the coherence between the two WPs, is obtained followed by a rapid decay. The time-evolution of
the coherence in real space, νR, in the region enclosed by the dashed rectangle in Fig. 7.3(e), is
depicted in Fig. 7.5(b). As the WPs ψA2 and ψ
B
1 counter-propagate towards B and A, respectively,
νR slowly increases, reaching a maximum value of 32% at 66 ps, when they meet for the first time
at midpoint, x = 0. Further crossings, originating from the oscillatory movement of ψA2 and ψ
B
1 in
the potential landscape created by VA and VB, give rise to a stair-like decay of νR extending more
than 200 ps.
2As we already mentioned before, κ is the difference between the kx values of the counter-propagating bullets n
A
2
and nB1 at t = 66 ps.
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Figure 7.5: (a) Time evolution of the maximum visibility, νK , of the coherent states at selected
regions (given in parenthesis) in momentum space: ncoh1 (kx < 0)/n
coh
2 (kx > 0)/n12 (kx = 0) de-
picted with red/green/black lines. (b) Time evolution of the maximum visibility in real space, νR,
of n12 at x = 0: black arrows mark the consecutive crossings between WPs ψ
A
2 and ψ
B
1 at this
position. The ordinate axis is in logarithmic scale.
7.2.2 Young interference experiment with condensed polariton bullets
Experimentally, a priori, it is not trivial to identify which pair of propagating bullets in real
space is forming the condensate manifested by the interference patterns in momentum space. This
identification can be performed by a series of experiments in which we excite either with only one
beam or with two beams (blocking the emission at certain regions in real space, using razor blades)
as described in § 4.2.2. This procedure is presented in Fig. 7.6 compiling six related experiments,
representing the same instant t = 53 ps after the laser excitation, to fully identify the components
of the condensates. It is worthwhile to mention that bullets nA1 and n
A
2 (or n
B
1 and n
B
2 ) do not
show any interference pattern since they never overlap either in real- or momentum-space, even
though they are mutually coherent.
Figure 7.6(a) shows the real space distribution of polaritons at t = 53 ps under A and B
excitation. At this instant, the leftward [rightward] propagating bullets nA1 and n
B
1 [n
A
2 and n
B
2 ]
flow away from the exciton reservoir with a in-plane wave vector kx = −1.3 [+1.3] µm−1, Fig.
7.6(b), yielding interference fringes in momentum space given the spatial separation between them
(see ncoh1 [n
coh
2 ]). We note that the tails of n
A
2 and n
B
1 wave packets start overlapping at x = 0
since an interference pattern between them is visible in real space, Fig. 7.6(a).
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Figure 7.6: Filtering images in real space to identify the bullets forming the condensates in
momentum space. Real- (left column) and momentum-space (right column) emission at 53 ps for
different experimental conditions. (a) shows the four propagating bullets nA1 , n
A
2 , n
B
1 and n
B
2 at
positions x ∼ −65,−15,+5,+55 µm, respectively, created by two, A and B, laser beams. The
equal separation between nA1 ↔ nB1 and nA2 ↔ nB2 gives rise to interference patterns in momentum
space, (b) with the same fringe period, ∆kx, at both, positive/negative, values of kx. When only
the A beam excites the sample, (c) bullets nA1 and n
A
2 do not give rise to any interference pattern
in momentum space, (d) due to the absence of the corresponding nB1 and n
B
2 counterparts. An
analogous situation is shown in (e,f) when exciting only with the B beam. A more subtle case
is show in (g)/(i), where both beams, A and B, excite the sample but the emission from x > 20
µm/x < −20 µm is blocked by the right/left razor blade: This measurement process filters out
the emission from the bullet nB2 /n
A
1 and destroys the n
coh
2 /n
coh
1 state, (h)/(j), where only an
interference pattern is detected at kx = ∓1.6 µm−1, respectively. Finally, when both bullets nA1
and nB2 are blocked by the razor blades, (k), the interference patterns are completely absent in
momentum space, (l).
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Now we consider the simple case in which we only excite the ridge with the A [B] pulse,
Fig. 7.6(c) [(e)]. Only two bullets are created, nA1 and n
A
2 [n
B
1 and n
B
2 ] and therefore interference
patterns are not visible in real nor momentum space, see Fig. 7.6(d) [(f)] where bullets nA1 and n
A
2
[nB1 and n
B
2 ] propagate with kx = ∓1.3 µm−1, respectively.
For the following panels in Fig. 7.6 we discuss the situation in which A and B impinge on the
ridge and real space filtering is performed in the polariton PL in order to systematically analyze
the origin of the interference fringes in momentum space. In Fig. 7.6(g) [(i)] the bullet nB2 [n
A
1 ] is
filtered out in the left [right] region of the real space distribution (see gray, filled rectangle) in order
to remove the interference pattern in momentum space, Fig. 7.6(h) [(j)], produced by the mutual
overlap with the bullet nA2 [n
B
1 ], propagating with the same kx value (+1.3 [−1.3] µm−1). We
only observe interferences in momentum space, ncoh1 [n
coh
2 ], arising from the leftward [rightward]
propagating polariton bullets.
Finally, in Fig. 7.6(k) we filter out the bullets nA1 and n
B
2 , propagating in the external sides
of the A and B potentials. In this situation, only the real space interference at x = 0 between
nA2 and n
B
1 survives. We are totally erasing the overlap between bullets moving at the same kx in
momentum space, see Fig. 7.6(l) where no interference patterns are visible in comparison with the
initial situation shown in Fig. 7.6(b).
7.2.3 Labeling bullets after a real space encounter
An interesting question that can be discussed in the encounter of bullets ψA2 and ψ
B
1 at x = 0 and
t = 66 ps, is whether the propagating bullets after the mutual overlap are a mixture of the initial
crossing bullets and therefore whether they conserve their identity. The answer to this question
can be elucidated by inspecting the morphology of the bullets at times slightly larger than 66 ps,
as shown in Fig. 7.7, which indicates that they do maintain their identity, as we discuss in the
following.
Figure 7.7(a,b,c) shows the real space distribution of polaritons at 74 ps after the laser excita-
tion with A, B and A+B beam(s), respectively. Figure 7.7(a) [(b)] shows the rightward [leftward]
propagating bullet nA2 [n
B
1 ] located at x ∼ 0, a full white [red] line depicts the PL profile distri-
bution of the bullet. Figure 7.7(c) displays an interference pattern n12 at x = 0, formed by the
mutual overlap between nA2 and n
B
1 , as a guide to the eye, we depict again the profile lines, shown
before, under the excitation configuration A+B. As we can see, the morphology of the bullets is
preserved after the real space encounter, and therefore we conclude that the bullets conserve their
identity in the whole crossing process.
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Figure 7.7: Labeling bullets after a real space encounter. Emission in real space at 74 ps:
(a) exciting the ridge with laser beam A only, where the bullet nA2 is identified and its shape is
highlighted by the white line; (b) exciting the ridge with laser beam B only, where the bullet nB1 is
identified and its shape is highlighted by the red line; (c) exciting the ridge with both laser beams A
and B, where bullets ψA2 and ψ
B
1 give rise to the interference pattern labeled n12. The highlighting
contours are copied from panel a and b to identify the individual bullets involved in the crossing,
demonstrating that both retain their identity after the encounter.
7.2.4 Scaling behavior of ∆kx = 2pi/d and temporal matching between pulses
In this section we discuss how the relative spatial-temporal coordinates of the A and B excitation
beams modify the interference patterns in momentum space. In the first case, Eq. 7.5 predicts the
spatial separation between the two components of a condensate, d, when they display interference
patterns in momentum space with a certain modulation of the fringes given by ∆kx. In the second
case, the temporal variation between the pulses impinging on the sample creates two delayed pairs
of ballistic bullets which do not overlap in the acceleration process.
Let us first consider the spatial variation between pulses. Figure 7.3 describes two instants,
t = 35 and 108 ps, where different ∆kx are obtained under different spatial separations between
WPs (d and d12), determined by the movement of polariton bullets in the potential profile. In this
subsection, we compile in Fig. 7.8 three cases where the A and B lasers impinge, on a similar ridge
to that used in the previous sections, at three chosen separations, 120, 100 and 60 µm. Now the
new experimental conditions yield that the main |kx| value of propagating polaritons is ∼ 1.1 µm−1.
An analysis of the data of Fig. 7.8(a) yields a value of ∆kx = 0.053(4) µm
−1, corresponding to a
distance d = 119(9) µm. Similarly, Fig. 7.8(b)/(c) displays a period of ∆kx = 0.065(3)/0.105(3)
µm−1, corresponding to a distance d = 97(4)/60(2) µm, respectively, reinforcing the aforementioned
prediction.
For the sake of clarity, Fig. 7.8(d) compiles the PL versus kx of the time integrated area (from
0 to 20 ps) corresponding to the acceleration process (the bullet pairs are spatially separated in
the whole process) for the three distances explained before. This representation of the momentum
space oscillation clearly shows that the periodicity in kx, for the distance d = 60 µm, is doubled
for the case of d = 120 µm.
We now turn our attention to the case where we introduce a relative temporal delay between
A and B pulses, keeping constant their spatial separation, d ' 80 µm. Figure 7.9 compiles the real-
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Figure 7.8: Momentum space emission along kx versus time, showing interference patterns (see
dashed rectangles), for different distances d between two pulsed excitation laser beams: (a), 120
µm; (b), 100 µm; and (c), 60 µm. (d), Time-integrated momentum distribution in the regions
enclosed by the rectangles.
(upper row) and momentum-space (lower row) dynamics of polaritons for three different temporal
delays ∆t = tA − tB: ∆t1 = 0 delay (first column), ∆t2 = 15 ps (second column) and ∆t3 = 45 ps
(third column).
In the first case the simultaneous arrival of the beams yields an equivalent situation to the one
discussed previously in this section, an interference pattern in the acceleration process spans from 0
to |1.2| µm −1, Fig. 7.9(b), given the identical speeds between leftward and rightward propagating
bullets in real space, Fig. 7.9(a). Further instants in the real space dynamics correspond to
situations that we have deeply discussed in this Chapter, such as: the mutual overlap at x = 0
(t ' 20 ps), re-amplification of the internal bullets intensity when halting in the tails of the A and
B repulsive potentials, etc. Figures 7.9(c,d) shows the case of a ∆t2 = 15 ps temporal delay, which
totally changes the experimental configuration of the experiment. In such a configuration, the
polariton WPs are created at a different time and the subsequents instants of equal acceleration
and mutual overlap at x = 0 do not happen anymore, see Figs. 7.9(c) and 7.9(d), respectively. It
is remarkable to note that in Fig. 7.9(d) a weak interference pattern is observed at the coordinates
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Figure 7.9: Temporal variation between pulses and eventual disappearance of interferences in
momentum space, three different delays are used: ∆t1 = 0 delay (first column), ∆t2 = 15 ps
(second column) and ∆t3 = 45 ps (third column). The dynamics of the polariton PL is resolved in
real space (upper row) and momentum space (lower row). The PL is coded in a linear, false color
scale.
(kx, t) = (+0.5 µm
−1, 50 ps ) arising from the overlap in momentum space between two spatially
separated WPs, distanced by ∼ 75 µm. At this instant, they are accelerating rightwards, moving
away the repulsive barriers at the pump spots and the WPs are located at the spatial coordinates
∼ −25 and ∼ 50 µm, respectively. A longer delay ∆t3 = 45 ps, Figs. 7.9(e,f), further increases the
asymmetry of the experimental situation, where now the bullet nB1 impacts against the A barrier
and nA2 , which was starting his propagation at that moment. As expected, no interferences in
momentum space are observed again in this last case.
7.2.5 Coherence in momentum space using a single spot excitation
The observation of coherence in momentum space between two spatially separated condensates
can be achieved in a simple way under single spot excitation. In this case, the pump spot excites
an excitonic reservoir that, in turn, creates a polariton condensate that is ejected rightwards and
leftwards (±kx, respectively), away from the repulsive potential, similarly to what happened with
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Figure 7.10: (a)/(b) Dynamics of the polariton PL versus x/kx at y = 0/ky = 0, same excitation
conditions as those described for the A and B pulses are used in this experiment, the laser spot is
placed at the real space origin, 45 µm far from the left edge of the rige. The trajectory in real and
momentum space of the leftward/rightward propagating bullet n1/2 is highlighted with a purple/-
green, dashed arrow. The full, horizontal, red line at t = 77 ps points out the instant when n1 and
n2, distanced in real space by d ' 75 µm overlap in momentum space, ncoh, at kx ' +1.3 µm−1.
(c)/(d) Real/momentum space PL distribution at 77 ps after the pulsed excitation, panel (c) shows
the n1 and n2 polariton droplets, spatially separated by d, propagating rightwards, whilst panel
(d) shows the mutual overlap of these bullets in momentum space, forming the interference pattern
ncoh, boxed in a full-line, while rectangle. A white, dot-dashed line marks the limits of the ridge.
The PL is coded in all panels in a normalized, logarithmic, false color scale.
each of the excitation spot in the experiments described in § 7.2. In order to produce interferences
in momentum space, we have to force the direction of propagation reversal in one of the polariton
bullets. The way to do so is to force the elastic reflection of one of the bullets at the edge of the
ridge, which constitutes an infinite potential wall (more details about these elastic reflections are
discussed in § 11.2.1 and 11.2.3), whilst the other one propagates freely at a constant speed. In this
manner, both polariton droplets propagate with the same speed (same kx) and yield interferences
in the momentum space distribution while being spatially separated.
Figure 7.10(a,b) compiles the polariton PL dynamics map in both real and momentum spaces
at y = 0 and ky = 0, respectively. The photo-generated excitons within the excitation area of the
pump spot [x = 0, see vertical, dot-dashed, red line in Fig. 7.10(a)] create a repulsive potential
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barrier whose spatial width is ∼ 17 µm. The two leftward and rightward propagating bullets (n1
and n2) originate from x = 0 and rapidly accelerate in presence of the excitonic potential. The
bullet n2 propagates freely along the positive direction of x, at a constant speed of vx = +0.82
µm/ps, where its dynamics is time-resolved in the spatial region of visualization up to t = 120
ps. The vertical interference fringes observed along the propagation of n2, and also at subsequent
instants and x > 0 positions arise from backscattered polaritons within the disordered photonic
potential of the MC ridge (similar effects have been previously reported in Ref. [61]). We further
discuss on this backscattering phenomenon in Appendix D. The polariton condensate n1 remains
trapped between the left edge of the ridge and the excitonic barrier (dot-dashed white and red lines,
respectively). n1 performs a zig-zag movement in real space [see dashed, purple arrow in 7.10(a)]
having elastic collisions agains the ridge’s border and soft decelerations and accelerations in the
surroundings of the exciton barrier (due to the exchange between kinetic and potential energy).
The dynamics of this bullet is lost after ∼ 250 ps, the PL of n1 is longer (more than 300 ps) than
the one of n2 since the former one is continuously amplified by the excitons at x = 0 (further details
on the re-amplification of polariton bullets in presence of an excitonic reservoir are addressed in
§ 11.2.4).
Reciprocally, Fig. 7.10(b) shows the momentum space (kx and ky = 0) dynamics of n1 and
n2. In the latter case, an initial acceleration from kx ≈ 0 is observed, n2 acquires a constant
momentum value of ∼ +1.3 µm−1 when its position is sufficiently far away from the repulsive
interactions of the reservoir at x = 0. In the former case, n1 is initially accelerated leftwards,
reaching a minimum value of −1.3 µm−1 at ∼70 ps. Then, the elastic reflection agains the border
of the ridge instantaneously changes its speed from −1.3 to +1.3 µm−1, yielding the overlap of n1
and n2 at {kx[µm−1], t[ps]} = {+1.3, 77}, and therefore forming the coherent state in momentum
space, dubbed ncoh, that shows a conspicuous interference pattern [a full, red, horizontal line marks
this relevant instant in both Figs. 7.10(a,b)]. After this remarkable instant, the trajectory of n1 in
momentum space draws a sawtooth function, due to its confinement between the wall and exciton
potentials.
Figure 7.10(c) shows the PL map of the polariton real space distribution at 77 ps. We
mark again the relative distance d ' 75 µm between the rightward propagation bullets n1 and
n2. Figure 7.10(d) displays the momentum space distribution of polariton at the same instant,
77 ps, where n1 and n2 mutually overlap at kx ≈ + ± 1.3 µm−1. The fringes periodicity is
∆kx = 2pi/d = 0.083 µm
−1, given by the bullets separation in real space. Polaritons propagating
with negative values of kx (visible in the PL map at kx ' −1.3 µm−1) corresponds to polaritons re-
amplified by the exciton reservoir that move leftwards in the x < 0 region and also to backscattered
polaritons in the region x > 0.
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7.3 Conclusions
In summary, the convenience of monitoring the evolution of exciton-polaritons in semiconductor
MCs, through the detection of emitted light, makes this system an ideal platform to study quan-
tum coherence properties in real- as well as in momentum-space. Profiting from this fact, we have
demonstrated the existence of quantum remote coherence between spatially separated polariton
condensates whose phase is determined by the symmetry of the excitation conditions and therefore
is constant in each realization of our multi-shot experiments. This issue is related to the super-
position principle in quantum mechanics and it is crucial to understand how mutual coherence is
acquired.
Chapter 8
Spin textures in
quasi-one-dimensional polariton
condensates
T
his Chapter is devoted to the investigation, through polarization-resolved spectroscopy,
of the spin transport by propagating polariton condensates in a quasi-1D MC ridge along
macroscopic distances. In planar semiconductor MCs, the splitting of the transverse electric
(TE) and magnetic (TM) modes of the cavity [245] induces an effective magnetic field, which
on its own produces a precession of the polaritons spin, when they propagate over macroscopic
distances. This effect is well-known as the optical spin Hall effect [246, 313] and it was first
predicted by Kavokin and co-workers [314] as an analogue of the electronic spin Hall effect [315,
316]. Initial experiments were conducted with resonant excitation [313] making use of Rayleigh
scattering [317] or tightly focused laser spots [318] to excite multiple states in reciprocal space.
These experiments represented purely linear effects, not relying on the excitonic component of
polaritons [319]. The presence of quantum well excitons is required for non-resonant excitation,
leading to the spontaneous formation of a propagating polariton condensate [246]. The effective
magnetic field representing the optical spin Hall effect can be utilized, for example, to generate
polarization textures [246, 320], where the polaritons propagate in rings spreading in real space,
showing oscillations of the polarization degree in azimuthal angle and time; to convert the spin to
orbital angular momentum [321]; to create spin-polarized vortices [321–324] and to form half dark
solitons [176, 325] and very similar structures [326] in the wake of an obstacle. Recent theoretical
work has also studied the role of the optical spin Hall effect in driving polarized bright solitons
[327] and other spin patterns [328, 329].
In this Chapter, we investigate optically the collective spin dynamics of polariton condensates
moving along macroscopic distances in a quasi-1D MC ridge. The discretization in energy of the
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LPB in our quasi-confined structure has notable consequences in the coherent transport of the spin
vector. In the first place, the confinement renders a TE-TM mode splitting, which remains for zero
in-plane wavevector, and acquires larger values than the TE-TM splitting in 2D MCs. Furthermore,
a spectral analysis of the spin transport reveals different polariton spin textures to those observed
in 2D systems [246]. The richness of these textures is related to the energy dependent speed of
propagation of polaritons in our system with lowered dimensionality. The ballistic propagation of
spin polarized polaritons along the ridge is observed over distances of ∼ 100 µm.
This Chapter is organized as follows. In § 8.1 we discuss the sample and the experimental
setup. In § 8.2 we present and discuss our results; we first show, under cw excitation, the optical
spin Hall effect [246, 314] in a quasi-1D structure, discussing the sz oscillations in real space,
for a σ+-polarized pump. In § 8.2.1 we systematically investigate the distribution of the Stokes
components as function of the PL energy and position along the ridge. In § 8.2.2 we demonstrate
that the sz precession is lost under linear excitation and/or high power excitation conditions. In
§ 8.3 the experiments are compared with simulations of the spinor-polariton condensate dynamics
based on a generalized GP equation, modified to account for incoherent pumping, decay and energy
relaxation within the condensate. Finally, in § 8.4 we provide the conclusions of this work.
8.1 Experimental setup
The sample used for the experiments is the high-quality 5λ/2 AlGaAs-based MC described in
§ 3.2. We perform our experiments in the ridge structure shown in Fig. 3.5, whose dimensions are
20× 300 µm2.
The sample is excited with a cw laser, tuned to the first high-energy Bragg mode of the MC
(1.612 eV). The cw laser is chopped at 300 Hz with an on/off ratio of 1:2 in order to prevent
unwanted sample heating. We focus the laser beam on the sample through a microscope objective
to form a 10 µm-∅ spot. The same objective is used to collect (angular range ±18◦) the PL, which
is directed towards a 0.5 m imaging spectrometer. Calibrated wave plates and polarizers were
positioned in the excitation line, to control the polarization state of the excitation beams, and also
in the detection path, to analyze the polarization state of the emitted polariton PL.
In our experiments, polaritons propagate predominantly along the x axis of the ridge [see Fig.
3.6(a)]. Therefore in all the images presented in the Chapter, where the y direction is not shown,
the spectral PL distribution is analyzed along the x axis from a ∆y = 2 µm-wide, central region
of the ridge. However, for the sake of completeness, the full 2D polariton intensity and degree of
circular polarization distributions are presented when appropriate.
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8.2 Experimental results and discussion
Recently, E. Kammann and coworkers reported an analogue of the optical spin Hall effect of an
exciton-polariton condensate in a planar MC, under cw, non-resonant, circularly-polarized exci-
tation [246]. Circularly polarized condensates propagate over macroscopic distances, while the
collective condensate spins coherently precess around an effective magnetic field. This effective
magnetic field can be expressed as
−→
H eff =
~
µBg
−→
Ω k, where µB is the Bohr magneton, g is the
electron g-factor, and
−→
Ω k is the in-plane vector with the following components:
Ωx =
∆TM,TE
~k2
(k2x − k2y), Ωy =
∆TM,TE
~k2
kxky, (8.1)
where
−→
k = (kx, ky) is the in-plane wave vector of the polariton.
Here we study a similar phenomenon in our quasi-1D structure: we start focusing on the
polariton distribution in real space and its degree of circular polarization, under cw, circular exci-
tation, without resolving the PL energy.
Figure 8.1(a) shows the energy-integrated distribution of the polariton PL in real space, under
σ+-polarized, non-resonant excitation at (x, y) = (0, 0) with a pump power of 3.75 × Pth. The
power threshold for polariton condensation is Pth = 2 mW. The pump creates outflowing polariton
condensates due to the repulsive interactions with the excitonic reservoir [36, 62]. The propagation
inside the ridge is not purely 1D since slanted traces of the polariton flow are visible (see white
dashed arrows as a guide to the eyes), as a result of the reflection of the fluid against the lateral
borders at y = ±10 µm. Interference patterns in the PL, due to polariton-polariton scattering,
are also observed (see, for example, the region enclosed by a dashed box). This effect has been
also reported in the 2D case [160]. A FFT of this enclosed region, shown in Fig. 8.1(c), obtains
the frequencies corresponding to counter-propagating polariton wave packets, with a difference in
momentum propagation of ∆Kx ≈ 3.4 µm−1 (see the area enclosed by a dot-dashed box). The
corresponding value of kx matches the typical speed of polariton wave packets in 1D systems
(∼ 1 µm/ps) [40, 62].
Outside the pump spot, the potential energy is converted into kinetic energy. Polaritons also
relax and lose energy through scattering with the excitonic reservoir and through intra-branch
scattering [47, 62, 213]; the energy of condensed polaritons spans ∼ 1.5 meV across the subbands
(see below). Therefore, the description of the spin distribution in our quasi-1D structure, in the
presence of polariton energy relaxation, becomes more complex than in 2D (where the ballistic spin
precession occurs in a simpler dispersion relation). However, for the sake of simplicity, we show
in Fig. 8.1(b) the energy-integrated distribution of the circularly-polarized component of the PL
(sz). The large red area in the central region corresponds to the predominantly spin-up aligned
polaritons at the excitation area. The spin of leftwards and rightwards propagating polaritons
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Figure 8.1: Collective polariton condensate spin precession in a quasi-1D ridge. (a) Polariton PL
distribution in real space under non-resonant (1.612 eV), circular-polarized (σ+) excitation at the
center of the ridge. The pump power is 3.75×Pth. Dashed white arrows sketch the direction of the
polariton flow along its propagation. (b) Corresponding circular degree of polarization distribution
(sz). Vertical blue and red arrows highlight the spin precession, oscillating from negative (σ
−)
to positive (σ+) values, respectively. (c) FFT intensity of the region enclosed by a dashed, white
rectangle in panel (a). The dot-dashed, white rectangle marks the region of relevant frequencies
arising from interferences between propagating and backscattered polaritons in real space. The PL
and the FFT map are coded in a logarithmic, false color scale, while a linear one is used for sz. (d)
PL (sz) versus x in the central region of the ridge y = 0, plotted with a thick-gray (thin-purple)
line.
precesses with a periodicity of ≈ 40 µm (see up- and down-arrows). The energy integration is
responsible for the relatively low values of sz. In Fig. 8.1(d) we quantify both the total PL (thick
gray line) and sz (thin purple line) as function of x at the central cross-section of the ridge (y = 0).
The oscillations in the PL are caused by the fluid reflections against the borders of the ridge,
obtaining large intensities when polaritons merge at the center [see arrows in Fig. 8.1(a)]. The spin
oscillation and its damping along its propagation are clearly visible (thin purple line). Note that
the periodicities of the PL and the spin oscillations do not match since they arise from different
phenomena.
8.2.1 PL spectroscopy on the spin Hall effect
Figure 8.2 shows the energy- and space-resolved Stokes components of the polarized PL under
the same excitation conditions as those described in Fig. 8.1. The polariton condensates span an
energy of 1.5 meV around ∼1.540 eV. We present here a spatial analysis of sx, sy and sz at two
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Figure 8.2: Stokes parameters of the polariton PL as function of energy and spatial position
(x): (a) sx, (b) sy, and (c) sz, respectively, under non-resonant (1.612 eV), circular-polarized (σ
+)
excitation. (d) Corresponding PL. The pump power is 3.75×Pth. Slanted, dot-dashed (solid) lines
in panels (b,c) sketch the continuos shift with energy of the minima (maxima) values of sy and sz.
The horizontal purple, solid (orange, dashed) line at E1 = 1.5403 eV (E0 = 1.5396 eV) marks the
energy of interest used for the data depicted in Fig. 8.3. The PL (degree of polarization) is coded
in a logarithmic (linear), false color scale.
different energies E0 = 1.5396 eV and E1 = 1.5403 eV, which correspond to those of polaritons
condensing into the TM’s and the TE’s subbands (see in Figs. 8.2(a-c) dashed and solid horizontal
lines), respectively. Figure 8.2(a) shows a weak spatial oscillation of sx at E1. Additionally, a small
positive sx from higher-energy excitons (from 1.5405 to 1.5415 eV) is present at x = 0; this was
already present in Fig. 3.6(c), under below-threshold excitation. At E0, sx is large and positive, as
expected from the TM-character of the lowest polariton subband [see Figs. 3.6(c) and 3.7(a)]. The
diagonal component sy displays a significant spatial oscillation with a period of ∼ 40 µm at E1 [see
Fig. 8.2(b)]. In contrast, sy barely oscillates around a value of ∼ −0.2 at E0. Figure 8.2(c) shows
a highly σ+-polarized population at x = 0 at E1 and above, set by the excitation laser. At E1 the
condensed, spreading polaritons exhibit a precessing sz, again with the same period of ∼ 40 µm.
This precession, although weaker, is also seen at E0.
These oscillations in the Stokes parameters are similar to those previously reported in planar
MCs, considering that in our case the propagation takes place along the ridge channel (equivalent
to a given radial direction of the 2D rings, see Fig. 3 of Ref. [246]). The effective magnetic field,
induced by the splitting of the TE-TM modes, is responsible for this precession of the polaritons
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Figure 8.3: Stokes parameters of the polariton PL as function of x at energies E0 = 1.5396 eV
(dashed line) and E1 = 1.5403 eV (solid line), extracted from Fig. 8.2. Dot-dashed (solid) lines in
panels (b,c) are guides to the eye linking the minimum (maximum) value of sy and sz at the two
energies, respectively, highlighting the spatial shift with energy of their oscillations.
spin, while they propagate over the ridge, due to the optical spin Hall effect [314]. The main
difference in our case lies in the energy-dependence of the precession pattern, giving rise to distinct
spin textures. The phase of the spatial sz oscillations shifts continuously with increasing energies,
so that at E0 and E1 they are shifted with respect to each other by a pi phase approximately. In
Figs. 8.2(b) and 8.2(c) the slanted, dot-dashed (solid) lines highlight the minimal (maximal) points
of the sy and sz oscillation across the PL energy, respectively. This phase shift arises from the
different propagation speeds of polaritons at different energies: polaritons at higher energies move
at higher speeds and therefore travel longer distances for each precession of the spin. Nevertheless,
the spin spatial-periodicity does not change significantly with energy. Finally, Fig. 8.2(d) displays,
for completeness, the PL along the x axis, from 1.5395 to 1.5405 eV. In figure 8.3 we detail the
different sx,y,z profiles at the two selected energies E0 and E1. The dashed line at E0 shows a
constant sx ≈ 0.5 profile as function of x; at E1 (solid line) sx varies weakly [see Fig. 8.3(a)].
Figures 8.3(b) and 8.3(c) detail the sy and sz oscillations, respectively, at E0 and E1. The
displacement in real space of the minimal (maximal) points of the sy and sz oscillation from the
lower energy E0 to the higher one E1 are evidenced by straight, dot-dashed (solid) lines.
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8.2.2 Spin precession collapse
A recent study shows that a transfer of the polarization of a non-resonant excitation laser to
polariton condensates occurs for excitation powers slightly above the condensation threshold and
that the transfer efficiency decays with increasing pump power [330]. We also profit from the former
fact to non-resonantly create polariton condensates with a predominant circular polarization. In
this section, we investigate not only the latter fact, i.e. the influence of the pump power, but also
that of its spin polarization (circular or linear) on the collective polariton spin state and on its
propagation.
Two different pump powers are used for the experiments compiled in Fig. 8.4: 3.75 (4.75)×Pth
for the left (right) column. sz maps as a function of energy and x under σ
+ (linear excitation)
are shown in Figs. 8.4 (a-1) and 8.4(a-2) [Figs. 8.4(b-1) and 8.4(b-2)]. Finally, for the sake of
completeness, Figs. 8.4(c-1) and 8.4(c-2) show the polariton PL. In Fig. 8.4(a-1) sz oscillations are
clearly observed from 1.5395 to 1.5408 eV. The σ+-polarized, non-resonant excitation induces a
highly σ+-polarized, blueshifted population at x = 0, whose PL spans from 1.5400 to 1.5415 eV.
A 25% increase of the pump power strongly reduces the amplitude of the spin precession, which
becomes barely visible in Fig. 8.4(a-2). These oscillations are also suppressed for linear excitation,
as shown in Figs. 8.4(b-1) and 8.4(b-2). The PL map at high excitation power, 4.75×Pth, reveals
a non-emitting region around x = 0 with an energy-width of 0.7 meV and a spatial extent FWHM
of ∼ 20 µm, highlighted with a dashed line in Fig. 8.4(c-2). This dark region is caused by the
excitonic reservoir, which ejects polariton outwards from x = 0.
8.3 Model
To model the spatial structure of polariton condensates we use a mean-field description including
incoherent pumping and decay [206] as well as energy relaxation [213]. The version of the model
followed in this Chapter is slightly different from that previously described in § 2.5.2.3, which will
be used in Part IV to describe the dynamics of condensate transistors in our microwire ridges. In
the current experiment it is important to use a 2D model that accounts for the subband structure
reported in Fig. 3.6 as well as a two-component spinor wavefunction to account for the spin degree
of freedom. The spinor polariton wavefunction ψσ(~r, t) obeys the dynamical equation
i~
dψσ(~r, t)
dt
=
[
EˆLP + (α1 − iΓNL) |ψσ(~r, t)|2 + α2|ψ−σ(~r, t)|2 + V0(~r) + Vσ(~r)
+i
(
Wσ(~r)− Γ
2
)]
ψσ(~r, t) + ∆TM,TEψ−σ + i~R [ψ(~r, t)] . (8.2)
where σ = ± denotes the two circular polarizations of polaritons. α1 and α2 represent the strengths
of interactions between polaritons with parallel and antiparallel spins, respectively. Here, ~r is a
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Figure 8.4: Polariton spin precession and PL as a function of pump power at 3.75 × Pth (left
column), and 4.75 × Pth (right column). The non-resonant excitation (1.612 eV) at x = 0 is
circularly- (linearly-) polarized in the first (second) row. Panels (a,b) depict the circular degree
of polarization (sz); panels (c) show the polariton PL. In panel (c-2) the local repulsive potential
induced by photo-generated excitons at x = 0 is sketched by a dashed line. The PL (sz) is coded
in a logarithmic (linear), false color scale.
two-component vector consisting of the real space coordinates lying on the ridge, the origin of this
coordinate system being in the center of the ridge.
Polaritons enter the condensate at a rate determined by Wσ(~r), which is both polarization
and space dependent. While the non-resonant laser used in the experiment is polarized, due to
the presence of spin relaxation, one does not expect a full polarization of the photocreated hot
excitons. Consequently we expect a partially polarized reservoir of excitons to drive the polariton
condensates, eventually yielding both possible circular polarizations. The condensation rate for
the σ+-polarized polaritons from the excitonic reservoir is given by:
W+(~r) = W0e
−r2/L2 (8.3)
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where W0 is the peak condensation rate and L is the width. In principle, the spatial profile of the
condensation rate includes the effects of exciton dispersion, diffraction and nonlinear repulsion after
excitons are excited by the non-resonant laser pump. In practice, the effective mass of excitons
is four orders of magnitude larger than that of polaritons and there is very little spreading of the
excitons over length scales relevant for polaritons, such that L can be taken to be the same as the
pump-spot diameter. The condensation rate for the σ−-polarized polaritons is smaller and given
by W− = ρW+, where ρ is a parameter that is fitted to the experimental results. In this form, the
condensation rate is explicitly spin anisotropic.
The spin dependent effective potential experienced by polaritons can be described by:
Vσ(~r) = GσWσ(~r) (8.4)
where Gσ is a constant representing the strength of forward scattering processes between excitons
in the reservoir and in the condensate.
We also consider a spin-independent component in the effective potential, V0, which is the
profile potential of the ridge. We assume it to be that of a 2D infinite square well, where the
confinement in the y direction gives rise to the subband structure observed experimentally (Fig. 3.6)
and theoretically (Fig. 3.8).
The polaritons decay with a decay rate Γ. They also experience a nonlinear loss corresponding
to scattering out of the condensate. According to estimates in Ref. [197], ΓNL ≈ 0.3α1. Once
injected, different circular polarizations are also coupled by the linear polarization splitting ∆XY
in the system, which can give rise to oscillations between spin components. While in 2D MC
the dominant polarization splitting is wave-vector dependent, the dominant splitting in polariton
channels is due to strain giving an anisotropic lattice constant [331]. A splitting occurs between
polarizations aligned parallel and perpendicular to the channel axis, which remains for zero in-plane
wave-vector [as can be seen in Figs.3.6(c,e)], and takes larger values than the TE-TM splitting in
2D MCs.
The final term in Eq. 8.2 accounts for energy relaxation processes of condensed polaritons:
R[ψ(~r, t)] = −ν
(
EˆLP − µ(~r, t)
)
ψ(~r, t), (8.5)
where ν is a phenomenological parameter determining the strength of energy relaxation [40, 213]
and µ(~r, t) is a local effective chemical potential that conserves the polariton population. These
terms cause the relaxation of any kinetic energy of polaritons and allow the population of lower-
energy states trapped between the pump-induced potentials. For the simulation that produce the
results in Figs. 8.5 and 8.6, the following parameters are used: α1 = 2.4×10−3 meVµm2, ~ν = 0.14,
Γ = 0.0366 meV (Ref. [62]), α2 = −0.2α1 (Ref. [34]). The LP dispersion is characterized by an
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Figure 8.5: Simulations of the collective polariton condensate spin precession in a quasi-1D
ridge. (a) PL rendering polariton distribution in real space under non-resonant, circularly polarized
excitation at the center of the ridge, with a pump power P = 3.75 × Pth. The dashed, white box
marks the spatial region that is Fourier transformed. (b) Corresponding simulation on the circular
degree of polarization distribution (sz). (c) FFT intensity of the simulated polariton PL distribution
in the framed area in panel (a); remarkable FFT frequencies arise at ∼ 3 µm−1 from the counter
propagating polariton populations, see the delimited region by a dot-dashed, white box. The PL
and the FFT map are coded in a logarithmic, false color scale, while a linear one is used for sz.
effective mass m = 7.3× 10−5me, fitted to Fig. 3.6, where me is the free electron mass. G+ = 1.0
and G− = 0.7 are fitted to the measured space- and polarization-resolved energy distributions.
W0 = 0.185 meV, ρ = 0.5 and ∆TM,TE = −0.15 meV. The width of the condensation rate profile is
taken to be L = 10 µm. The calculations were performed using an adaptive step Adams-Bashforth-
Moulton error-corrector procedure in a grid with 384 × 32 points. The polariton wavefunctions
were initialized with a weak intensity noise, the distribution of which was found to have no effect on
the end result. After a period of initial dynamics, energy distributions are obtained from Fourier
transformation over a time window of 250 ps.
The simulated images shown in Figs. 8.5 and 8.6, can be compared to the experimental
results in Figs. 8.1(a,b) and 8.2(a-c), respectively. The calculated dependence of sz on pump
power can be observed in Figs. 8.6(c,d): a blueshift of the maximum polariton energy as well as
a slight reduction of the spin precession with increasing power is obtained, in agreement with the
experiments reported in Figs. 8.4(a-1,a-2). The localized, polarized, incoherent pumping generates
two distributions of polaritons separated both in polarization and in energy at x = 0: while the
majority of polaritons are σ+-polarized, a significant number of polaritons also condense into a
σ−-polarized state, which has lower energy due to the spin-dependent blueshifts in the system
Vσ(~r, t). A very good agreement between the experimental and theoretical (x, y) maps is obtained.
The potential Vσ(~r), which is mostly induced by hot excitons with the same spatial distribution
as the pump, represents a strongly repulsive potential in the system that accelerates polaritons
outwards. The simulated energy- and space-resolved map of the sx Stokes parameter, shown in
Fig. 8.6(a) is also in reasonable agreement with the experimental results depicted in Fig. 8.2(a).
As the accelerated polaritons move outward, their spins precess, due to the polarization splitting,
giving rise to oscillations in sy and sz [see Fig. 8.6(b,c)] as in the experiments [Fig. 8.2(b,c)]. Note
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Figure 8.6: Simulation on the Stokes parameters of the polariton PL as function of energy and
spatial position (x): (a) sx, (b) sy, and (c) sz, respectively, under non-resonant, circular-polarized
excitation. The degree of polarization is coded in a linear, false color scale.
that the theoretical model does not reproduce directly oscillations in the spatial distribution of sx.
Theoretically, any polarization splitting in the system can always be represented by an effective
magnetic field about which the Stokes’ vector rotates. It is impossible to find a effective magnetic
field that causes oscillations between both negative and positive values in all three components of
the Stokes’ vector simultaneously (even if multiple forms of splitting are present, the total effective
magnetic field cannot make an angle greater than 45◦ with the sx, sy and sz axes simultaneously).
We thus conclude that the experimentally observed oscillation in sx is not directly due to spin
precession caused by the polarization splitting. Instead, we speculate that the oscillations in sx are
linked to the oscillations in the total PL intensity, which competes with a background of incoherent
polaritons that are linearly polarized due to the TE-TM splitting. Where the condensate intensity
is high, sx is given by the mean-field theoretical value, while when the condensate intensity is low
there may well be incoherent polaritons, not accounted for in the mean-field theory, that give a
different polarization. Consequently, oscillations in intensity give the impression of oscillations in
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the linear polarization degree represented by sx. The oscillations in intensity are due to the 2D
nature of the propagation, where both theory and experiment show that polaritons tend to travel
at an angle to the x axis, being guided by reflections from the ridge edges. The intensity viewed
along the x axis is then greatest when polaritons propagating off-axis cross the x axis.
8.4 Conclusions
In summary, we have studied the optical spin Hall effect in a quasi-1D MC, where the lateral
confinement yields a suitable scenario for the intra-branch polariton energy relaxation, enriching
the phenomenology of the polariton spin patterns. Thanks to a spectroscopic analysis of the
optical spin Hall effect, we have shown that a phase-shift in the oscillations of the sy and sz Stokes
parameters results from the different speeds of propagation of polaritons. These oscillations collapse
either when linear-polarized excitation is used or when the pump power of the circular-polarized
excitation exceeds a certain level. Our results are interpreted within the framework of a mean-field
model for polariton dynamics, which includes incoherent gain from a polarized exciton reservoir,
the energy shift due to the reservoir, TE-TM splitting and energy relaxation. The demonstration of
the inversion of the polariton spin as it propagates or relaxes in energy is an important ingredient
for realizing polaritonic circuits based on the spin degree of freedom.
Part IV
All-optical devices based on polariton
condensates
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Introduction: All-optical devices based on
polariton condensates
I
n this introduction we discuss the state-of-the-art on the development of all-optical based
devices in several platforms: atoms, quantum dots (QDs) and exciton-polaritons. Particularly,
we also discuss the contribution of this thesis to the advance in polariton-circuits and polariton-
based transistor switches and gates.
During the last two decades, the fundamental research on the development of ultrafast com-
munication and signal processing systems has been devoted to conceive new all-optical devices
(as potential candidates to substitute to electronic ones) profiting from their reduced noise, power
dissipation and higher data transfer rates. However, typically photons do not interact with each
other, what implies a fundamental drawback to devise photonic building blocks for all-optical com-
puters. Photon-photon coupling can be only achieved in special materials with the help of coherent,
intense light, whilst electrons, benefiting from their strong interactions, permit much easier ways
to perform logical operations based on Coulomb interactions.
In the following text, we discuss three different systems where light interaction is mediated
by matter at three different (low to high) scales: (i) at the atomic level, (ii) within accumulations
of atoms at the nanoscale (QDs) and (iii) macroscopic, multilayer semiconductor nanostructures
(MCs).
Rydberg atoms
Rydberg states are optically excited atoms in high-excitation states and they have shown their
potential to intervene the photon-photon coupling [332–334]. In the recent years, single-photon
sources [332], photon phase-shifters [333, 335] and a single-photon transistors [336, 337] have been
demonstrated. The latter achievement, a single-photon transistors with high gain, constitutes an
important breakthrough in the route of “future Data-Highways” to conceive worldwide optical
networks for quantum information.
The modus operandi of these Rydberg atom-based transistors is similar to the electronic ones:
a few photons are able to gate the amplification of an output light signal. These optical transistors
are constituted by three basic elements: (i) an optical medium sensible to light at the single-photon
level, (ii) a photon acting as “gate” that determines the properties of the medium and (iii) the
amplified optical signal, constituted by a certain number of incoming, delayed photons encountering
the medium after the photon gate acts on it. Depending on the single-photon gate, the output
signal can be switched on (transmitted photons) or off (blocked photons). The efficiency (gain)
of the optical transistor is given in this case by the ratio of the number of incoming photons and
the number of gate photons.
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S. Baur and coworkers have demonstrated the optical switching in an atomic system using
a single-photon gate [338]. However, in these experiments the efficiency of the transistor is 0.24,
quite below unity. This reduced gain compromise the cascadability and fan-out of the device (the
cascadability problem is also discussed in our polaritonic devices, see below). This is why atom-
based optical transistors with gains above unity are required: the solution to this problem is the
obtention of strong photon-photon interactions in the Rydberg blockade that occurs in clouds of
identical atoms [339, 340].
The Rydberg blockade mediates the photon-photon interactions in the following manner. A
highly-excited atomic state possesses a large electric dipole. Within an area called the “block-
ade radius”, this dipole provokes a shift in the energy levels of the surrounding atoms. In such
conditions, the energy detuning of an excitation beam on the energy state of a Rydberg atom
conditions the optical properties of the neighboring atoms, which become transparent or nontrans-
parent within the “blockade radius” region (outside this area the effect does not happen) [341].
The Rydberg blockade can have “nonlocal” effects when the interaction between several Rydberg
atoms is probed, forming a quantum nonlinear medium. This way, when photons travel inside a
cloud of strongly interacting atoms, it provides a huge photon-photon interaction providing strongly
correlated states of light [333].
The research groups of G. Rempe [337] and that of S. Hofferberth [336] have reported recently
the realization of a single-photon transistor, whose net gain amounted to a value of 20 and ∼ 10,
respectively. In the first case, the experiments were performed on a Rb-atom cloud of Rydberg
states confined in an optical trap and kept at 0.33 µK. One single atom of the cloud was excited
into a Rydberg state by a gate photon tuned at 795 nm. The lifetime of the excited state was on the
order of 0.1 ms, before the gate photon was re-emitted again. During that time, the energy state
of the neighboring atoms in the aforementioned “blockade radius” area were shifted and thus the
atomic gas became nontransparent for the following, incoming 20 signal photons. In other words,
the efficiency of the device was 20, since the gate was operated by a single-photon, and it is a
remarkable achievement as compared to previous mentioned attempts. In the second case, done by
the S. Hofferberth’s team, the experiments were carried in similar conditions were the Rb-atomic
cloud was at 0.40 µK. The efficiency of this single-photon transistor demonstrated a final optical
gain of ∼ 10.
In conclusion, the state-of-the-art on Rydberg atoms phenomena probes their potential to
control high-sensitive photonic transistors working on the single-photon level. The potential of
such systems applied to quantum information purposes seems to be very promising. Finally, we
want to add to the previously discussed systems that recent studies in CQED with only two
isolated neutral cesium atoms confined in a magneto-optical-trap [342] have proven the control in
the atomic scattering emission (enhanced or suppressed) from the two atoms as function of the
relative spatial separation. Parallel to these studies, Ref. [343] has reported the control in the
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super- and sub-radiant emission of a CQED system depending on the entanglement configuration
between two 40Ca+ ions embedded in a cavity.
Quantum dots
On the side of solid-state physics, semiconductor materials are a very suitable choice for the
realization of such devices (see Ref. [6]). Impressive progress in the perspective of building a
quantum network based on semiconductor QDs have occurred in recent years. To a large extend,
QDs have been shown to behave as artificial atoms that can emit single-photons [344], entangled
photon pairs [345, 346] and even indistinguishable photons [347–352].
Like atoms, QDs offer the possibilities to perform optical nonlinearities at the few photon
scale, where the absorption of a photon would enable or prohibit the transmission of a second
one [353–356]. Nevertheless further research is necessary for the realization of QD-based devices
operating at the single-photon level. Very recent works have demonstrated the implementation of
optical switches or optical gates based on QDs [357]. Taking advantage from all the semiconductor
technology, one can also dope the system so as to have a single spin (electron or hole) in a QD
[358]. Recently, many works have shown optical, coherent manipulation of a single spin [359–365].
Lately, spin photon entanglement was also demonstrated [366, 367].
While all these results are exciting, most of them lack the level of efficiency required to build a
solid-state quantum network. Indeed, only few percent of the photons emitted by a QD, embedded
in a bulk host, can be collected out of such a structure. Reciprocally, dozens of photons must be
sent on a QD in bulk for only one to interact with it. In the last few years, an important research
effort has been devoted to building an efficient interface between a QD and a propagating mode
of the electromagnetic field [351, 368–371]. Two approaches have shown to be most successful:
inserting the QD in a monomode nanowire [369] or coupling the QD to a pillar MC [351]. In
both cases, ultra-bright single-photon sources have been demonstrated, with brightness as large as
70-80%.
For the cavity-based approach, the photons have been shown to be highly indistinguishable,
opening the way to optical quantum computing, with first demonstration of an entangling cnot
gate operating on single photons [372]. This QD-photon interface has also allowed the implementa-
tion of optical nonlinearity with a threshold of eight incident photons [353]. Such highly nonlinear
device could be brought to the single-photon level with the current state-of-the-art technology.
With a spin in a cavity, such devices could also open a new paradigm in quantum computing with
the possibility for instance to entangle delayed-photons [373].
Exciton-polaritons
Exciton-polaritons, due to their mixed light-matter nature and their optical nonlinearities,
are suitable to create optical amplifiers [54, 113, 374], optical gates [30, 39, 47, 375], transistors
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[43, 46, 48], spin-switches [33, 293, 295, 296, 376], diodes [44, 377] and circuits [31, 45, 302]. For
the sake of completeness, it is worth to mention that excitonic-based circuits have been proposed
[378] and demonstrated [379–382] in the recent years.
Further functionalities can be achieved creating polariton condensates and reducing the di-
mensionality by patterning the MCs. Propagation of such condensates over macroscopic distances
has been achieved in wire MCs with very long polariton lifetimes [36]. The addition of a periodic
modulation along the 1D MC has been demonstrated to show a mini-band structure that dramati-
cally influences the condensation process [383, 384]. These systems are foreseen as building blocks
for polaritonic circuits, where propagation and localization are optically controlled and reconfig-
urable. Further studies on 2D lattices of coupled micropillars etched in a planar semiconductor MC
have been performed in the group of J. Bloch and G. Malpuech. These systems offer a workbench
to engineer the band structure of polaritons [385, 386].
The condensates can be conveniently manipulated using repulsive local potentials created by
photogeneration of excitons [387]. Large band-width amplification of polariton condensates under
non-resonant excitation has been proven by a proper location of the laser excitation spot to create
a condensate close to the edge of a 1D microwire [40]. In these systems, thanks to their superfluid
character, one can benefit from high lateral speed of propagation and ballistic transport without
energy loss [61].
Using wider microwire ridges, a polariton condensate transistor switch has been realized
through optical excitation with two beams [43]. Figures IV-1(a,b) show an schematic descrip-
tion of the device performance on its two on and off states, respectively. One of the beams
creates a polariton condensate which serves as a source (S) of polaritons. The on state of the
transistor corresponds to forming a trapped condensate (CC) at the edge of the ridge (collector,
C), Fig. 3.2.1.1(a). The polariton propagation is gated using a second weaker gate beam (G) that
controls the polariton flow by creating a local blueshifted barrier, Fig. 3.2.1.1(b). The presence
of G hinders the propagation of polaritons towards C, remaining blocked between S and G (off
state), this condensate is dubbed as CS−G.
In this Part, we discuss in detail the dynamics of such polariton transistor switch, where
we time-resolve the logic on/off operation of CC , shown in Fig. IV-1, Chapter 9. The energy
relaxation processes within the polariton condensate are also addressed in this Chapter, where a
systematic study of energy relaxation and trapping dynamics of polariton condensates propagating
in the quasi-1D MC structure, under one and two beam excitation is reported. We also determine
the optimum conditions of the on state in terms of fast formation (for a given relative distance
between laser pulses and C) and the longest lifetime of the state. In Chapter 10 we address the
operation speed of the device by means of excitonic gating. Finally, in Chapter 11 the approach
for the implementation of a logic and gate is performed under two pulsed, spatially separated
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Figure IV-1. Schematic of the polariton condensate transistor based on a MC ridge: (a) on state
of the device without G, forming a trapped condensate CC at C and (b) off state of the device with
the G barrier that blocks the CC formation and, on the contrary, forms CS−G, trapped between S
and G. The vertical axis is energy, representing the repulsive potentials created by excitons. The
polariton PL is coded in a false, color scale (not shown). Adapted from Ref. [43].
and delayed excitation-beams. Energy-relaxation processes allow the delayed relaxation into a
long-living coherent ground state.
All the results, obtained in the Laboratorio de Espectroscopia Ultrarra´pida at the Universidad
Auto´noma de Madrid, under the supervision and leadership of Prof. Luis Vin˜a, are collaborative
achievements by the SemicUAM group. The experiments compiled in this Part have been per-
formed by the author of this thesis. The simulations and theory presented in this Part have been
implemented by Dr. Tim Liew (Nanyang Technological University).

Chapter 9
Dynamics of a polariton condensate
transistor switch and polariton energy
relaxation processes in
quasi-one-dimensional microcavities
T
he functionalities of MCs in the SCR, as integrated optical elements, promote polaritons as
an emergent platform to create new logical devices [37]. Thanks to their interactions with
non-condensed excitons, polaritons can be easily accelerated, propagating over macroscopic
distances in high finesse MCs [36, 160]. In this case, new devices can be built by properly shaping
the excitation profile [42, 388–391] as well as the MC etching [44–46, 383–385]. Optical devices
incorporating such condensates are promising candidates for new ultrafast, low-power consuming
information processing components [299, 392, 393]. Different structures, including 1D ones, have
been proposed recently for the realization of transistors [301, 394], diodes [377], optical routers
[60], spin current controllers [395], logic gates [31] and for building a universal set of logic and-
and not-type gates [302].
In this Chapter we present and discuss, in first place, a time-resolved study of a polariton
transistor switch, which is optically controlled through laser excitation with two beams (source, S,
and gate, G) in quasi-1D microwire ridges. We provide a complete insight of the on/off states
of such a transistor and we compare them with a theoretical description of the device, based on
the generalized GP equation, which was modified to account for incoherent pumping, decay and
energy relaxation within the condensate. In second place, we make a systematic study of the
influence of the density of polaritons created in S and G on the propagation and the gating of
polariton bullets, of their energy and density relaxation and of the optimal conditions for realizing
an all-optical polariton condensate transistor switch. Our experiments are compared again with
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simulations of the polariton condensate dynamics based on a generalized GP equation, slightly
modified and improved to that used in the first part of this Chapter, where the addition of certain
phenomenological parameters render a better description of the polariton energy relaxation.
This Chapter is organized as follows. In § 9.1 we describe the experimental setup used to
perform the experiments and we include a general scheme of the polariton transistor switch for the
sake of clarity. In first place in § 9.2 we present de time-resolved working principle of the polariton
transistor switch. § 9.2.1 describes the experimental results on the on and off dynamics of the
transistor and in § 9.2.2 we theoretically reproduce the on/off states through the simulations of
the GP equation, coupled to an exciton reservoir and accounting for polariton energy relaxation. In
second place, in § 9.3 we further discuss the energy relaxation phenomena occurring in our quasi-
1D MC; in § 9.3.1 we compile the polariton PL dynamics under one- and two-beam excitation
conditions for different pump powers of S and G. We analyze the pump power dependance of the
polariton energy and intensity emission decays and we also probe the optimal excitation conditions
of the switching time of the on state. In § 9.3.2 we compile the simulations for the one- and
two-beam excitation conditions and we compare the theoretical results with our experiments. The
simulations on the power dependance of the energy and intensity decays are analyzed.
9.1 Experimental setup
The sample is the high-quality 5λ/2 AlGaAs-based MC described in § 3.2. We perform our exper-
iments in the ridge structure shown in Fig. 3.5, whose dimensions are 20× 300 µm2. Figure 9.1(a)
shows a SEM image of such a ridge, including the excitation scheme; a temporal scheme of the
excitation and emission processes is given in Fig. 9.1(b).
The sample is excited with 2 ps-long light pulses from a Ti:Al2O3 laser, tuned to the first high-
energy Bragg mode of the MC (1.612 eV). We split the laser beam into two independent beams, S
and G, whose intensities, spatial positions and relative time delay (zero for these experiments) can
be independently adjusted. We focus both beams on the sample through a microscope objective
to form 5 µm-∅ spots spatially separated by v40 µm along the ridge. The same objective is
used to collect (angular range ±18◦) and direct the emission towards a spectrometer coupled to a
streak camera obtaining energy-, time- and spatial-resolved images. In our experiments polaritons
propagate along the X axis of the ridge. There is also some diffusion of polaritons in the Y
direction, but it is not relevant for the operation of our device (further discussion about this lateral
propagation of polaritons is explained in § 10.2.3). All the images in this Chapter show the PL
emission collected along the X axis from a 10-µm wide, central region of the ridge. The power
threshold for condensation of polaritons is Pth = 1.5 mW.
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Figure 9.1: (a) SEM image of a 20-µm wide ridge, including the excitation scheme with the S
and G beams, and the position of the trapped condensates: CS−G, between S and G, and CC , at
C. (b) Temporal scheme to clarify the choice of the time origin: the instant t = 0 is set at the
maximum S -intensity, the arrival of a given laser beam takes place at an instant t < 0.
Figure 9.2 shows, as an example, under cw conditions, the intensity distribution of the polari-
ton emission as a function of energy and of the position in the ridge: when we only use the S beam,
Fig. 9.2(a), we place it v75 µm away from the right ridge border; in the S+G beam excitation, G
is placed v35 µm away from the border, Fig. 9.2(b). In Fig. 9.2(a), exciting with a power PS = Pth,
a blue-shifted (v 3 meV) emission at S, together with a weak condensate emission CC , are clearly
observed. CC emits from an energy lower than that of the propagating polaritons as a result of
an unintentional modification of the MC structure created by the etching process at the edge of
the ridge (see § 3.2.1.1 for details). Polaritons propagate at a constant energy towards the left and
right sides of the ridge. Exciting with both laser beams, under different excitation conditions for
a typical off state, PS = 7.2 × Pth and PG = 0.4 × Pth, the gating state of the switch is readily
seen with the stopped, condensed polaritons just before the G position.
9.2 Dynamics of a polariton condensate transistor switch
From the different configurations presented in Fig. 3 of Ref. [43], where the S power is kept constant
and the G one is varied, we present in this section the dynamics of the two most relevant cases,
corresponding to the on and off states of the transistor switch, corresponding to the presence and
absence of the CC condensate at C, respectively.
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Figure 9.2: Polariton PL emission as function of energy and real space (X) image of a cross-
section along the ridge under non-resonant cw -excitation. (a) Only one beam (S ) at v75 µm from
the right ridge border. (b) Two beam (S+G) placed at v75 µm and v35 µm from the border,
respectively; the dashed vertical line indicates the gate position. The intensity is coded in a false,
logarithmic color scale shown on the right.
9.2.1 Experimental results
In our experiments, the on (off) state has been obtained under the following pump power con-
ditions at S and G: PS = 10.8 mW and PG = 0(0.6) mW, respectively. The S spot is placed
80 µm away from the right ridge border (location of C), the G beam is placed in between S and
G, spatially separated by 40 µm away of S. PS correspond to ∼ 7 times the power threshold for
condensation of polaritons, while PG is well below threshold.
Figures 9.3(a-e) show the dynamics for the on state. X = 0 and time 0 ps, in the panels,
are chosen at the S position and when the PL reaches its maximum intensity. In Fig. 9.3(a),
the initial S signal, at an energy of ∼1.546 eV, arises from the PL of large momentum excitons,
extending ∼10 µm. At longer times, these excitons relax rapidly their energy and concomitantly
polaritons that are formed at S expand in space. These two processes give rise to an emission at
S relaxing rapidly its energy in a doubly exponential fashion with a fast decay time τ1 and a slow
one τ2, the latter corresponding to the polariton energy relaxation. Further discussion about the
polariton energy relaxation processes at S are addressed in momentum- and real-space in § 9.3.1.2
and § 9.3.1.5, respectively.
Simultaneously with these decay processes at S, two polariton populations emerge at lower
energy than that of S; they travel left (not shown in these time-resolved figures, see Fig. 9.2
to appreciate the free leftward propagation of polaritons in the ridge under cw detection) and
right away from the excitation spot due to the local energy potential landscape (see § 3.2.1.1)
[36]. Initially the right traveling polaritons decrease their energy as they move away from S, Fig.
9.3(b), until a condensate propagates ballistically and reaches C, see Fig. 9.3(c), the interferences
appearing around 65 µm corroborate that the flowing polaritons are in a condensed state. At later
times, Fig. 9.3(d), a large fragment of this population becomes trapped just before the end of the
ridge forming the CC condensate, at 1.539 eV, while a smaller part bounces back from the edge
and travels back towards S at a constant energy ∼1.540 eV. At very long times, ∼600 ps, Fig.
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Figure 9.3: (a-e)/(i-v) Experimental results on the polariton PL dynamics as function of
energy and position for the on/off transistor state. The snapshots are taken at the times
shown in the labels. The PL is coded in a false, linear color scale shown on the right of each
panel. The complete dynamics of the on [off] transistor state is available in the video following
http://dx.doi.org/10.1063/1.4773376.2 [http://dx.doi.org/10.1063/1.4773376.1].
9.3(e), only the CC condensate and the polaritons at S remain. The gradual decrease of the PL is
due to recombination processes.
It is also important to note that the duration over which the condensate is present greatly
exceeds the polariton lifetime. This is because the condensate is continuously fed by high energy
excitons (not visible in the spectrum and distinct from the excitonic states initially emitting at
S) excited by the non-resonant pulse. The emission at S is determined by repulsive interactions
with hot excitons which contribute a blueshift to the potential energy. As hot excitons decay from
the system, either through recombination or condensation, this potential energy decreases over
time [see the energy relaxation dynamics of the PL emitted at S, X = 0, in the different instants
represented in Figs. 9.3(a-e)]. Once the polariton condensate has formed, due to the low density
of polaritons, there are minimal energy relaxation processes, such that the propagating polaritons
tend to conserve their energy as they spread out from S [see, for example, Fig. 9.3(d)].
The corresponding dynamics of the off state is compiled in Figs. 9.3(i-v). In this case, the
G-laser beam, which arrives simultaneously with the S-beam, is placed at 40 µm and constitutes
an invisible barrier as its power is only 0.4 × Pth, but the G becomes visible at higher powers
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(see § 9.3.1.4). The right propagating polaritons display a similar initial behavior to that shown
before, compare Fig. 9.3(b) with Fig. 9.3(ii). However, a very large population, which dominates
the PL emission, Fig. 9.3(iii), gets trapped between S and G, which has been previously dubbed
CS−G. It emits at a slightly larger energy, 1.541 eV, than that of C, due to the addition of the
S and G potential profiles and to its own blueshift. When the G barrier becomes lower, Fig.
9.3(iv), a tiny part of the trapped population tunnels through and reaches the border of the ridge
without becoming confined at C. At long times, Fig. 9.3(v), the emission arises only from CS−G.
The dynamics of the distant filling of the condensate at C by the population at S is presented in
§ 9.3.1.6.
9.2.2 Theory
A theoretical description of the polariton condensate transistor can be based on the generalized
GP equation, described in Eq. 2.42 and repeated here for the sake of clarity (Eq. 9.1), for the
condensed polariton wavefunction ψ(x, t) [206]:
i~∂tψ(x, t) =
[
EˆLP + α|ψ(x, t)|2 + V (x, t) + i~
(
rN(x, t)− Γ
2
)]
ψ(x, t) + i~R [ψ(x, t)] , (9.1)
EˆLP is the kinetic energy dispersion of polaritons, which at small wave vectors can be approximated
as EˆLP = −∇ˆ2/(2m) with m the polariton effective mass. α represents the strength of polariton-
polariton interactions. V (x, t) represents the effective potential acting on polaritons, and we will
refer to it again a few paragraphs below. There are a few differences between the model used in
this section and that described in § 2.5.2.3 (used in the following section § 9.3 in Chapters 10 and
11). The reason of these differences is that the model was developed alongside the experiments,
and thus many modifications and improvements to mach experiments and theory were required
and accomplished. For the sake of clarity, we explain these differences in the following lines. In this
section, the description of the hot exciton reservoir feeding the polariton condensate (see § 2.5.2.3)
is simplified to a single reservoir N(x, t) (whose initial conditions are N(x, 0) ∝ P (x), being P (x)
the shape of the pulsed pump laser), whilst, as we will discuss below in § 9.3.2, the active exciton
reservoir that feeds the polariton condensate is determined by the rate equations 2.44-2.46 (these
equations are also included in § 9.3.2, see Eqs. 9.7-9.9).
The incoming rate of polaritons into the condensate is determined by the exciton reservoir
density, which was calculated from the evolution equation given in Ref. [206] and included here
for the sake of clarity:
dN(x, t)
dt
= P (x, t)− (ΓR + r|ψ(x, t)|2)N(x, t) +D∇2N(x, t), (9.2)
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where P (x, t) is the pulsed pump beam, ΓR is the decay of the exciton reservoir, whose lifetime
was taken as 200 ps, r is the coupling term between the polariton wavefunction ψ(x, t) and the
reservoir and D is the spatial diffusion rate of the excitons.
This theory, or similar versions, has been used to describe a variety of recent experiments under
incoherent pumping, including the dynamics of vortices [209] as well as various spatial patterns
[160, 396] and spin textures [246] (and also § 8.3).
Here, we recall that V (x, t) = V0(x) + gN(x, t) is the polariton potential, given by the static
potential defining the wire edge, V0(x), and a potential shift, proportional to the constant g, due
to the presence of a hot exciton reservoir, N(x, t).
Experimentally, the energy relaxation of polariton condensates is most clearly observed as they
propagate down static [22, 43] or pump induced [36] potentials. Previous descriptions of energy
relaxation have been based on the introduction of an additional decay of particles depending on
their energy [36, 212, 213, 216] (occasionally known as the Landau-Khalatnikov approach).
In this section, the energy relaxation processes are given in Eq. 9.1 by the term described in
Eq. 9.3:
R [ψ(x, t)] = −ν
(
EˆLP − µ(x, t)
)
ψ(x, t) (9.3)
where ν is a phenomenological parameter determining the strength of energy relaxation [36, 212,
213, 216], we neglected any spatial dependence of ν. The R [ψ(x, t)] term present in Eq. 2.47 (Eq.
9.4 in § 9.3.2), is redefined this time to a simpler version without the term ν ′|ψ(x, t)|2, see Eq.
9.3. The inclusion of the phenomenological parameter ν ′|ψ(x, t)|2 in Eq. 2.47 yields an optimum
matching in the polariton energy relaxation dynamics between experiments and theory. We will
come back to this modification in the model section of energy relaxation processes § 9.3.2.
The mechanism of polariton energy relaxation remains a debatable topic. In some experiments
[36, 397], polariton scattering with hot-excitons is dominant; however, it is insufficient to describe
our case where significant energy relaxation occurs far from the pump spot (where hot excitons
are not present). Phonon scattering is expected across the whole sample [247], although alone may
not give the complete picture due to limited scattering matrix elements. In § 9.3.1.3 we discuss a
experiment that could address the phonon scattering as a channel of relaxation for polaritons. In
this experiment, we study the pump power dependence of the polariton energy relaxation at C,
where excitons (a hundred microns away) are not present and therefore phonon scattering might
drive the polariton relaxation in energy.
The parameters used in these calculations are: m = 7.3 × 10−5me (obtained from fits to
the dispersions measured in § 3.2.1; me is the free electron mass), ~r =0.01 meV µm; ν = 0.425
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Figure 9.4: Theoretical dynamics of the polariton PL dynamics as function of energy and position
in the on (a-d)/off (i-iv) transistor state, evaluated from Fourier transforms of ψ(x, t). The white
dashed lines show the effective potential experienced by polaritons, V (x, t). On the right of each
panel, the false, linear false-color scale of the PL is depicted in arbitrary units.
meV−1 ps−1; the reservoir lifetime was taken as 200 ps. The calculated evolution of the energy-
position distribution is shown in Fig. 9.4 and reproduces satisfactorily the experimental findings.
As polaritons move away from S, their potential energy decreases and is converted into kinetic
energy. Due to the term in Eq. 9.3, this kinetic energy is relaxed and the polariton energy follows
the effective potential, V (x, t). In the absence of G (on state), the polaritons can be reflected from
the ridge edge giving rise to the interference fringes seen at t = 250 ps [Fig. 9.4(c)]. At longer
times, further energy relaxation results in trapping in a potential minimum near the ridge edge (C),
whose depth was inferred from the experimental results. In addition, the fraction of polaritons that
remain at the S position also relax their energy, as the effective potential lowers due to decay of
the exciton reservoir. The blocking of polaritons in the presence of G (off state) is also observed,
in agreement with the experiments, where polaritons are trapped between S and G constituting
the CS−G condensate. Some quantum tunneling across G occurs, particularly at later times when
the barrier height has decreased.
While the theoretical model captures the main qualitative features of the experiment, there
are differences in the timescales involved. This is partly due to an oversimplification of the hot
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Figure 9.5: Polariton PL emission as function of energy and real space (X) for
PS = Pth at different times shown by the labels. S and C mark the source and
collector positions, respectively. The intensity is coded in a false, linear color scale
shown on the right of each panel. See the complete dynamics of this figure at
http://journals.aps.org/prb/supplemental/10.1103/PhysRevB.88.035313/Video1.mov.
exciton dynamics, which is treated as a single reservoir [206]. In reality, a cascade between many
different states can contribute to a richer and slower dynamics.
9.3 Energy relaxation processes of polariton condensates in quasi-
one-dimensional microcavities
In this section, a systematical study of the energy relaxation processes occurring along the prop-
agation of polariton condensates in the MC ridges is performed, and their trapping dynamics in
presence of one and two pulsed beams. In our experiments, we time-resolve the different excitation
configurations presented in Ref. [43]: Fig. 2 (where the PS is varied whilst PG = 0, § 9.3.1.1) and
Fig. 3 (PS = const. and PG is varied, § 9.3.1.4). Our study obtains intensity- and energy-dynamics
of exciton and polariton emission in the ridge. In the former case varying PS , we fully characterize
the on state response of a polariton transistor switch; in the latter one, we modulate the polariton
condensate trapping potential [36].
9.3.1 Experimental results and discussion
9.3.1.1 One-beam excitation
In this section we present three time-resolved cases for different PS pump powers, Figs. 9.5-
9.7. Figure 9.5 shows the dynamics of the emission when PS = Pth. For each panel the time
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Figure 9.6: Polariton PL emission as function of energy and real space (X) for PS =
1.7 × Pth at different times shown by the labels. S, C and CC mark the source, the collec-
tor and the trapped condensate positions, respectively. The intensity is coded in a false, lin-
ear color scale shown on the right of each panel. See the complete dynamics of this figure at
http://journals.aps.org/prb/supplemental/10.1103/PhysRevB.88.035313/Video2.mov.
is displayed at the right upper corner, being the temporal origin set at the instant when the S
intensity is maximum. Fig. 9.5(a) shows that the emission from S at -24 ps occurs at 1.545 eV; at
31 ps, Fig. 9.5(b), the emission redshifts and a small spatial expansion around 0 µm is observed;
propagating polaritons, expanding more rapidly towards the border, at an energy of 1.542 eV, are
detected at 194 ps Fig. 9.5(c), eventually reflecting backwards, interfering coherently and creating
the CC condensate, weakly emitting at 1.539 eV at later times, 483 ps Fig. 9.5(d). Since the pump
power is at threshold, the emission intensity of polaritons is weak and slightly higher than the noise
level in all panels of Fig. 9.5.
Let us note that at early times, the emission observed in Fig. 9.5 appears blueshifted from
the lower polariton minimum by an amount comparable to one-half of the Rabi splitting. This
suggests that the emission at the source comes from polaritons with a strong excitonic character
(see next § 9.3.1.2 for a clear characterization of the carriers at S). For this reason we will refer
to the emission from S as arising from excitons, although the decrease in the blueshift over time
corresponds to a continuous transition from excitonic polariton states to those with roughly equal
excitonic and photonic fractions. The emission from the propagating states and collector region,
at lower energy, is clearly a polaritonic emission.
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Figure 9.7: Polariton PL emission as function of energy and real space (X) for PS =
10.5 × Pth at different times shown by the labels. S, C and CC mark the source, the collec-
tor and the trapped condensate positions, respectively. The intensity is coded in a false, lin-
ear color scale shown on the right of each panel. See the complete dynamics of this figure at
http://journals.aps.org/prb/supplemental/10.1103/PhysRevB.88.035313/Video3.mov.
The dynamics of the emission increasing PS to 1.7 × Pth is shown in Fig. 9.6: the initial
excitonic emission at S takes place at 1.546 eV Fig. 9.6(a), slightly higher than before, due to
increased blueshift due to a larger hot-exciton repulsion. At t = 73 ps, Fig. 9.6(b), an essential
difference with respect to the case of Fig. 9.5(b) is revealed: polaritons emit from a lower energy
than that of S, which is v2 meV blueshifted; this situation holds during the first v200 ps of the
decay process. Figure 9.6(c) shows the arrival of polaritons at the ridge border at 140 ps, and the
eventual condensation of CC , Fig. 9.6(d). This final relaxation phase in the dynamics takes place
into a state defined in a minimum of the wire structural potential located at the wire edge. A clear
indication of the polariton coherence is evidenced by the interference at 1.540 eV between counter-
propagating wave-packets. The source population at S, still 1 meV blueshifted with respect to
propagating polaritons, expands around X = 0 as it decays in energy, and continuously feeds the
propagating polariton condensate, increasing its effective lifetime, Fig. 9.6(e). Finally, as shown in
Fig. 9.6(f) at 617 ps, polaritons at S merge with those propagating along the ridge. The emission
is still observed for times as large as v 1 ns (not shown).
The case of the highest source power used in our experiments is shown in Fig. 9.7: at −9 ps
the excitonic source population emits at 1.547 eV, Fig. 9.7(a). The progressive spatial expansion
of the excitonic population and the fast relaxation of the polariton condensate, as it propagates
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towards the right side, at 1.541 eV, reaching the ridge edge at 35 ps, is shown in Figs. 9.7(b) and
9.7(c). CC is now slightly blueshifted, with respect to its energy at lower PS conditions, to 1.540
eV, due to the higher density condensate population at this place of the ridge, Fig. Fig. 9.7(d).
At later times, as those shown in Figs. 9.7(e,f) for 300 and 508 ps, the population at S decreases
and expands in space whilst CC redshifts its energy emission due to its reduced occupancy.
9.3.1.2 Analysis of the carriers relaxation phenomena at S in momentum space
Hitherto, we have discussed the polariton relaxation phenomena in the frame energy-real space.
In this section we complementarily analyze the polariton PL decay in energy and intensity in
momentum space. The energy-momentum space distribution of polaritons yields a rich insight for
time-resolved experiments since, in this case, we are able to distinguish at a glance different types
of carriers according to the dynamics of their dispersion relations.
Figure 9.8(a) shows a single snapshot at t = 10 ps of the polariton PL dynamics in momentum
space under single spot excitation PS = 2 × Pth. In this panel there are two species of emitting
carriers and they are very well differenced by their spectroscopic characteristics: see full, horizontal,
red line at 1.544 eV, dividing Fig.9.8(a) in two upper and lower regions with an up- and down-
pointing arrows, respectively. In first place we consider the region below the red line; we observe
left- and rightward propagating polaritons moving away from the exciton reservoir with in-plane
wave vectors kx = ∓1 µm−1, respectively, their energy emission is ∼ 1.542 eV. In second place
we turn our attention to the upper region, where we observe a flat distribution of carriers at high
energy, 1.545 eV, corresponding to PL emitted from X = 0, they are very well localized at the
pump spot in real space, without spreading away (not shown). The dispersion relations of the
ridge, previously studied in § 3.2.1, permit us to clearly identify this second type of carriers as
excitons, according to the energy of their PL emission and their momentum space distribution.
Now we restrict the analysis of the momentum space dynamics of carriers to those that we
have been identified initially as excitons. We track closely their spectral characteristics (spectral
peak position, FWHM and PL intensity) as function of time. This way we are able to identify in the
relaxation process the gradual change when the PL emission properties evolve from excitonic-like
to polariton-like. Figure 9.8(b) compiles the dynamics of two of those features: spectral position
of the PL peak and its FWHM (left and right, linear axis, respectively). A double exponential
decay fit (dot-dashed green line) to the peak spectral position dynamics (full, red line) highlights
two different regimes in the energy relaxation process. The decay times of the resulting fitting
are a fast decay time τX = 30 ps, corresponding to excitons and a second, slower decay time
τpol = 10 × τX , corresponding to polaritons at S. The linewidth (FWHM), blue line, also suffers
a remarkable transition from the exciton-like behavior, whose value is around ∼0.8 to ∼ 0.4 meV
when t < 45 ps, to the situation from 45 ps and so on, where the linewidth of the emission remains
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Figure 9.8: Analysis of the relaxation phenomena of the PL at S in momentum space. (a)
Snapshot of the PL dynamics at t = 10 ps under single spot excitation PS = 2 × Pth. A red,
horizontal line at 1.544 eV divides the panel in an upper and lower region, differencing between
excitons and polaritons, respectively. Panels (b,c) analyze the relaxation dynamics of carries that
are initially identified as excitons at high energies: (b) Dynamics of the peak spectral position (PL
linewidth FWHM) in red (blue) line in the left (right) axis. The dot-dashed, green line is a double
exponential decay fit to the energy decay of carriers. (c) Again, for the sake of comparison the red
line shows the dynamics of the peak spectral position in the left axis and the green line shows the
PL dynamics in the right axis of the panel. The dot-dashed magenta line is a single exponential
decay fit to the PL decay dynamics. Panels (b,c) have a vertical, full, black line at t = 45 ps
indicating the transition from exciton- to polariton-like of carriers at S.
more or less constant at ∼ 0.3 meV (oscillations of this value in the order of ∼0.1 meV correspond
to the accuracy limit of the gaussian fittings to the PL peak profiles at each time). For the sake of
comparison, Fig. 9.8(c) reproduces the same plot for the peak spectral position (red line, left axis)
and we also plot the PL intensity dynamics in a green, full line (right, logarithmic axis). In this case
there is a noteworthy feature and it is the fact that the PL emission from excitons is very bright
at t = 0, then it decreases as it redshifts in energy, having a PL intensity minimum at t = 20 ps,
and then the PL reaches its maximum value at 45 ps in the transition from excitonic to polaritonic
carriers, see black vertical, full line evidencing the distinction between the two regimes. Inside the
polariton-like regime, i.e. t > 45 ps, a single exponential decay fit is done to the polariton PL [see
dot-dashed, magenta line in Fig. 9.8(c)] yielding a PL intensity decay time of 85 ps.
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9.3.1.3 Pump power dependence of the polariton energy relaxation at C
After studying the carrier relaxation at S, where we have observed a transition from excitons to
polaritons, we now turn our attention to those polariton phenomena taking place at C. This case
is particularly interesting because the processes of energy relaxation at the border of the ridge,
under single pulse excitation (S-beam), occur in absence of an excitonic environment (the most
determining factor for polariton energy relaxation), since these carriers are very well localized at
the pump spot, tents of microns away (in this case).
Figure 9.9: Polariton PL emission as function of energy and time at C for different pump powers
of PS : Pth (a), 1.7× Pth (b), 4.6× Pth (c), 10.5× Pth (d) and 19.4× Pth (e). The PL maps have
been integrated in a spatial region 5 µm wide centered at C, the S spot has been placed 60 µm
away from the right edge of the ridge. The intensity is coded in a false, linear color scale shown on
the right of each panel.
Figure 9.9 shows the formation and decay dynamics of CC for five different PS pump powers.
In this set of experiments, S is placed 60 µm away from C, and the PL maps have been integrated
in an area of 5 µm-wide at C in order to fully observe the dynamics of the trapped condensate
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CC . In Figs. 9.9(a,b), where PS equals Pth and 1.7 × Pth, respectively, there is a clear difference
between propagating polaritons, lying in at ∼ 1.541 eV, highlighted by a dashed, red trace, at
higher energy than that of CC (∼ 1.539 eV). We observe that CC is formed at the minimum of
the structural potential, V0(x), and its energy remains constant along the whole dynamics (total
duration of ∼200 and 400 ps in Fig. 9.9(a) and 9.9(b), respectively). An alternative analysis of
the CC formation and energy decay dynamics is described in Fig. 9.13 of § 9.3.1.5, where energy
and intensity maps of the polariton PL are shown and discussed.
In the polariton dynamics presented in previous Fig. 9.5 [lowest excitation power correspond-
ing to Fig. 9.9(a)] is observed that CC appears only when the propagating polaritons bounce for
the first time at the ridge border, and then eventually relax and get trapped in this condensate.
The same process applies in Fig. 9.9(b). In Figs. 9.9(c-e) a different CC formation is observed.
Now, there is not any energy gap between the incoming flow of polaritons (previously depicted
with the dashed, red line) and CC , but there is a continuous PL trace in energy, placed below 1.541
eV where the propagating polariton and CC overlap in energy. This over populated CC condensate
experiments an increasing blueshift, due to polariton-polariton interactions, and a faster formation,
due to a faster propagation of the incoming polariton flow, for increasing PS values. The CC energy
remains almost constant for ∼ 700 ps and placed at 1.5395, 1.5399 and 1.540 eV in Figs. 9.9(c,d,e),
respectively.
9.3.1.4 Two-beam excitation
The introduction of a new secondary pulse, dubbed before as gate (G), between S and C, adds
new interaction phenomena. The existence of two condensates becomes very clear in this case:
one of them located initially between S -G, CS−G, which eventually becomes propagating, and a
second one, already labelled as CC . The polariton propagation towards C along the ridge can be
hindered with a below-threshold intensity gate beam, see Fig. 9.2(b) and Fig. 9.10, rendering the
CC switch-off and creating the trapped condensate CS−G. As the G-repulsive potential gradually
decreases in time, a tiny fraction of CS−G is able to tunnel through the barrier and it spreads
between 40 and 80 µm, see Fig. 9.10(d). This configuration has been already discussed in detail in
previous § 9.3.
Figure 9.11 shows the dynamics for PS = 7.2× Pth and PG = 1.8× Pth. The visibility of the
emission at G is delayed by v20 ps with respect to that at S, despite of the fact that both beams
reach the sample simultaneously, Figs. 9.11(a,b). This delay is due to the power dependence of the
emission rise time, which increases with decreasing power. The CS−G condensate lies at a constant
energy, 1.541 eV, remaining trapped, Fig. 9.11(c). On their own account, the emission energy of
S and G decay, at a rate determined by the carrier density and the carrier-carrier interactions,
until they reach 1.542 eV for both. The population between G and C, mainly created by the G
188 CHAPTER 9. DYNAMICS OF A POLARITON CONDENSATE TRANSISTOR...
Figure 9.10: Polariton PL emission as function of energy and real space (X) for
PS = 7.2 × Pth and PG = 0.4 × Pth at different times shown by the labels. S,
G, C and CS−G mark the source, the gate, the collector and the, between S-G,
trapped condensate positions, respectively. The intensity is coded in a false, linear color
scale shown on the right of each panel. See the complete dynamics of this figure at
http://journals.aps.org/prb/supplemental/10.1103/PhysRevB.88.035313/Video4.mov.
pulse, propagates towards the border, Fig. 9.11(c), being reflected, Fig. 9.11(d), and forming the
CC condensate, Fig. 9.11(e). When the G barrier further decays the CS−G condensate becomes
propagating and coherent interference patterns are generated from counter-propagation, see Fig.
9.11(f).
For completeness, Fig. 9.12 depicts the case corresponding to large values of PG. Figure 9.12(a)
depicts the excitonic emission at 1.547 eV when the laser beams arrive at S and G. CS−G is trapped
around X=20 µm, blueshifted up to 1.542 eV, due to repulsive interactions, Fig. 9.12(b), whilst
polaritons between G and C propagate towards the border. At 76 ps, a new condensate, CC ,
becomes trapped at 1.540 eV, and the emission energy of S and G reaches that of CS−G, see
Fig. 9.12(c). Due to the barrier reduction at G, CS−G propagates along the ridge from 0 to 60 µm,
Fig. 9.12(d). CC remains confined for later times at a constant energy, whereas CS−G decays and
interferes with itself, Figs. 9.12(e,f).
9.3.1.5 Power dependance of the energy/intensity decays
In our sample, the emission above 1.544 eV is coming from excitonic states. The polariton emission
lies at lower energies, down to 1.538 eV at the C region. In this section, we analyze the dynamics
of the energy and population relaxation along the full region of propagation of the condensates
between S and C both in the presence or absence of G, obtaining quantitative values for the energy
time-decays and the optimal working conditions for the on-state.
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Figure 9.11: Polariton PL emission as function of energy and real space (X) for PS =
7.2 × Pth and PG = 1.8 × Pth at different times shown by the labels. S, G, C, CS−G
and CC mark the source, the gate, the collector, the trapped condensate between S-G and
the trapped one at C positions, respectively. The intensity is coded in a false, linear
color scale shown on the right of each panel. See the complete dynamics of this figure at
http://journals.aps.org/prb/supplemental/10.1103/PhysRevB.88.035313/Video5.mov.
Figures 9.13 and 9.14 show spatial-temporal maps of the energy (a-c)/intensity (d-f) evolution
of the emission for the same power values as those used in Figs. 9.5-9.7 and 9.10-9.12, respectively.
Figures 9.13(a-c) and 9.14(a-c) have been obtained identifying the time at which the maximum
PL emission takes place, at a given X position on the ridge, for every energy: this gives a point
in the map whose energy is coded with the false-color scale shown on the right-hand side of the
upper row. Note that all the information concerning the strength of the emission, and therefore
the polariton population, is lost in this representation. The energy maps consider a cutoff based
on the experimental background noise, leaving white points when the intensity is below that noise
level. The complementary information is encoded in the second row in Figs. 9.13 and 9.14, giving
in this case the polariton population from integrating all emission energies. These plots provide a
straight and precise insight on the energy/intensity decay of the population at every position along
the ridge.
Let us start by considering the one-beam excitation compiled in Fig. 9.13. In Figs. 9.13(a,b)
the energy trap created atv 60 µm due to the potential discontinuity close to the border of the ridge
is clearly observed: CC , emitting at 1.539 eV, is separated by a small energy gap from the polaritons
propagating above at 1.540 eV. The horizon, DP , on the right upper corners, between white and
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Figure 9.12: Polariton PL emission as function of energy and real space (X) for PS =
7.2 × Pth and PG = 9.0 × Pth at different times shown by the labels. S, G, C, CS−G
and CC mark the source, the gate, the collector, the trapped condensate between S-G and
the trapped one at C positions, respectively. The intensity is coded in a false, linear
color scale shown on the right of each panel. See the complete dynamics of this figure at
http://journals.aps.org/prb/supplemental/10.1103/PhysRevB.88.035313/Video6.mov.
colored points is given by the arrival of polaritons at different positions along the ridge. Another
discontinuity is observed between the decay of carriers at S and the propagating polaritons, DS−P .
The power dependence of both discontinuities is evident in these panels and gives information
about the speed of propagation of different emitting species. At Pth, the border, D
S−P , between
carriers at S and polaritons, whose propagation is seen for X ' 15 µm, is absent [Fig. 9.13(a)],
because the energy of excitons and polaritons decay at the same rate, but it becomes very clear
in Figs. 9.13(b,c). The speed of propagation of the carriers can be obtained from the slope of
DS−P and DP lines. For the carriers at S in Fig. 9.13(b), DS−P is almost straight, therefore a
mean speed value, vS(@1.7×Pth), can be obtained amounting to v 0.02 µm/ps. At the highest power
Fig. 9.13(c), vS(@10.5×Pth) initially has increased by a factor of v3 as compared to vS(@1.7×Pth),
but the strong non-linearities associated with the high carrier densities lead to the appearance of
deceleration rendering a gradual decrease of vS . The spatial extension of the carriers around S also
widens with increasing power, almost doubling its value from v30 to v60 µm at 400 ps as seen in
Figs. 9.13(b) and 9.13(c). It is also noticeable that the energy decay of the carriers is spatially flat
in the region enclosed by DS−P .
The acceleration/deceleration of the propagating polaritons is distinct in the slope changes of
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Figure 9.13: (a-c) Energy/(d-f) Intensity of the emission vs. real space (X) and time for different
source excitation powers: (a/d) 1.0×Pth (b/e) 1.7×Pth and (c/f) 10.5×Pth. S, C and CC mark
the source, the collector and the trapped condensate at C positions, respectively. The DP (DS−P )
line marks the horizon between propagating polaritons and noise (carriers at S and propagating
polaritons), see text for further details. The information is coded in a linear/logarithmic false color
scale shown on the right side of the upper/lower row.
DP , Figs. 9.13(a-c). For PS = Pth, a rough estimation of the speed obtains v
P (@Pth)= 0.4 µm/ps;
vP increases to 0.6(1) and 1.1(1) µm/ps for PS = 1.7 × Pth and 10.5 × Pth, respectively. In
the later case vP amounts to 0.3 % of the speed of light in vacuum. The formation of CC at
threshold, Fig. 9.13(a), is seen by the purple (1.539 eV) oval shape at (v 60 µm, 400-600 ps).
The enhancement of vP together with that of stimulated scattering processes with power give rise
to an earlier appearance of CC at v280 ps lasting for 400 ps, almost doubling its spatial extent,
at PS = 1.7 × Pth, Fig. 9.13(b). The values for vP are in agreement with others reported in the
literature (see, for example, Ref. [26]). The much smaller values for vS are due to the larger exciton
mass compared to that of polaritons. The energy gap between CC and the propagating polaritons
dissolves at PS = 10.5×Pth due to the very large number of polaritons and the very fast formation
of this condensate. Finally, let us remark that the ballistic propagation of polaritons is evidenced
in Fig. 9.13(b) by the constant energy (same color), for a given time, seen in the region enclosed by
the DS−P -border and C. However, in case shown in Fig. 9.13(c) a gradual change in energy (color)
is observed, indicating the energy loss during the polariton propagation towards C.
We briefly discuss now the density maps for different power excitation shown in the lower
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row of Fig. 9.13, in a normalized, logarithmic false-color scale shown on their right-hand side.
Figures 9.13(d-f) show that the main emission intensity arises from the population at S, with a
gradual expansion towards C with a much lower polariton population. The emission-intensity
decay becomes faster with increasing PS power. For PS = 1.7 × Pth, Fig. 9.13(e), an enhanced
emission following the DS−P is apparent; interferences of polaritons in the region between v20 and
v60 µm are visible; the formation of CC appears at 280 ps. Figure 9.13(f) shows several reflections
of condensed polaritons between the ridge edge and the left-bouncing positions marked with white
bars, which are determined by the potential delimited by DS−P and the energy of the bouncing
condensates: the longer the time, the larger the energy loss of the polaritons, which become less
able to climb the barrier side, as borne out by the progressively increasing distance between the
bars and the DS−P line, obtained from Fig. 9.13(c) and depicted with a white dotted line. At
v60 µm and 100 ps a considerable amount of population forms the CC condensate.
We turn now to the two-beam excitation compiled in Fig. 9.14. Figure 9.14(a) displays the
energy decay of the polaritons in the off-state for PS = 7.2× Pth and PG = 0.4× Pth. The CS−G
condensate, extending 20 µm, reveals an almost constant energy emission in time. The contrast
of the off-state is high as assessed by the negligible amount of polaritons that goes through the
G potential, Fig. 9.14(d); only a hint of the polaritons that were able to tunnel through is seen at
(80 µm, 400 ps) in Fig. 9.14(a), that codifies the energy but not the intensity of the signal. The
ratio I (CS−G) /I (S) is much larger than I (CC) /I (S), obtained in the one beam case since CS−G
is trapped closer to S and its feeding process is more efficient. Increasing PG to 1.8 × Pth both
S and G beams contribute to the formation and trapping of polariton condensates, Fig. 9.14(b),
CS−G and CC . Figure 9.14(c), for PG = 9.0 × Pth, shows that, for the first v 100 ps, the energy
decays at S and G are much faster than those of the polariton condensates. For longer times,
t ≥ 100 ps, the energy decay of the populations at S, CS−G and G is almost identical; however, CC
is always at a lower energy due to the trapping at C.
A further inspection of the energy-integrated intensity maps shows that in Fig. 9.14(e), at
300 ps, when the G-barrier has considerably decayed, so that its energy coincides with that of
CS−G, the CS−G condensate starts expanding along the ridge; concomitantly a slanted interference
pattern is obtained, revealing the dynamics of merging counter-propagating polaritons.
The CS−G formation time, v70 ps, is much shorter than that of CC , v350 ps, due to the
fact that PS is much larger than PG and that both beams contribute to feed CS−G while only the
population at G refills the CC condensate, which reaches its maximum intensity emission at 400
ps. In Fig. 9.14(f), the high S - and G-pump powers make the CS−G condensate very intense at
40 ps. The confluence of the S - and G-population with CS−G takes place at 100 ps and 1.542 eV.
Then CS−G doubles its spatial width, as observed by the spreading cone of polaritons extending
20 µm at 40 ps to 40 µm at 250 ps. A clear back and forth bouncing of the CC condensate between
the G-barrier and the ridge edge is observed during the first 100 ps. After losing its kinetic energy
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Figure 9.14: (a-c) Energy/(d-f) Intensity of the emission vs. real space (X) and time for a
constant source excitation power PS = 7.2 × Pth and different gate powers PG: (a/d) 0.4×Pth
(b/e) 1.8×Pth and (c/f) 9.0×Pth. S, G, C, CS−G and CC mark the source, the gate, the collector,
the trapped condensate between S-G and the trapped condensate at C positions, respectively, see
text for further details. The information is coded in a linear/logarithmic false color scale shown on
the right side of the upper/lower row.
at t v 150 ps, CC stops and emits for more than 600 ps, as its population is continuously fed by
propagating polaritons at v 1.541 eV.
The energy maps shown in Figs. 9.13-9.14(a-c) allow to quantitatively analyze the energy
decay at every X-position; in particular we present in Fig. 9.15 this decay at the S position for
PS = 10.5× Pth. The solid white line in Fig. 9.15(a) corresponds to its best fit to the sum of two
exponentially decaying functions, shown separately by the dashed and dot-dashed lines. The double
fashion decay is attributed to two different physical processes: a fast decay due to relaxation driven
by exciton-exciton interactions and a slow one, attributed to the decreasing blueshift caused by the
diminishing exciton and polariton populations. The rate of condensation can be expected to be
faster at early times due to larger densities of carriers resulting in stronger stimulated scattering
processes. A fast condensation rate results in an initial fast drop in the exciton density since
excitons condense rapidly into polaritons that quickly decay. This drop in the exciton population
gives a corresponding drop in the polariton population and so both blueshifts, due to polariton-
exciton and polariton-polariton repulsion, drop sharply at early times. At longer times polariton
condensation proceeds slower, due to weaker stimulated scattering and the exciton populations
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Figure 9.15: (a) Energy shift at S vs. time for PS = 10×Pth (black circles). Double exponential
decay fit(solid white line): fast component (τfast = 18 ps, red dashed line), slow component
(τslow = 270 ps, dot-dashed blue line). (b) τslow/τfast decay times (blue square/red circle markers,
blue full/ dashed red line is a guide to the eye) vs. normalized PS power.
decay with a slow exponential dependence due to exciton recombination. Figure 9.15(b) compiles
the power dependence of the decay times: both decrease with increasing power, more markedly
for τfast (circles), which decreases by v 65% for a 20 fold increase of power, whilst τslow (squares)
only diminishes by v 20%, revealing the larger influence of density in exciton-exciton scattering
processes than in exciton-polariton ones.
The spatial integration of the data shown in Figs. 9.5-9.12 reveals the total energy and intensity
decay dynamics for the different configurations under study as shown in Fig. 9.16: Figs. 9.16(a-
c)/(i-iii), correspond to one/two beam excitation under different PS/PG powers. The addition of
contributions from different population species gives rise to a very rich dynamics. Figures 9.16(a-
c) exhibit a critical difference in the power dependence of the total decay: Fig. 9.16(a) shows
a collective energy decay for all spatial positions along the ridge. Figures 9.16(b,c) show a low
energy streak corresponding to a polariton condensate drop that propagates along the ridge with
an almost constant energy, unveiling the ballistic propagation of the condensate. The two streaks
presented in Fig. 9.16(i) correspond to the decay of population at S (high energy one) and the
emission of CS−G for a typical switch off state (low energy one): the dynamics of both streaks
is similar to those shown in Fig. 9.16(c), with the difference, not appreciated in the figure, that
polaritons now are stopped just before the G barrier.
The three traces appearing in Fig. 9.16(ii), ordered by decreasing energy, compile the emission
from: the population at S and G (S+G), the CS−G condensate and the CC condensate, respectively.
It is worthwhile noting the identical decay dynamics of the S and G populations, observed by the
existence of only one streak for both populations. The CC condensate shows an emission at v1.539
eV, with a dynamics similar to that shown in Fig. 9.16(b). As the S power is kept constant in this
subset of experiments, the G power permits manipulating on demand the amount of condensed
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Figure 9.16: Energy decay, spatially-integrated, vs. time for one (a-c) and two beams (i-iii)
excitation conditions. (a) PS = 1.0× Pth, (b) 1.7×Pth and (c) 10.5×Pth. For PS = 7.2× Pth: (i)
PG = 0.4× Pth, (ii) 1.8×Pth and (iii) 9.0×Pth, see text for further details. The intensity is coded
in a logarithmic false color scale shown on the right.
polaritons at CS−G: if it would have been formed only by the S pulse, its energy should decay
slightly; however, the extra population injected by the G pulse contributes with an additional
blueshift giving rise to an increase of the CS−G emission energy, hinted at v 300 ps in Fig. 9.16(ii),
which becomes clearly visible in Fig. 9.16(iii). In this latter panel, the S+G decays are also
superimposed and CC emits at a constant energy of 1.540 eV for t > 50 ps. It is important to
note that in Figs. 9.16(ii,iii), the additional polaritons provided by the G pulse make the CS−G
condensate the highest populated state in the device with an emission intensity even larger than
that of S +G together.
9.3.1.6 Optimization of the switching time
We are going to discuss now the optimal power conditions for the on state for a S-C spatial
separation of v 60 µm. We present in Fig. 9.17 the main effects of the PS power on the transistor
switch on state, which was illustrated before in Figs. 9.5-9.7. Figure 9.17(a) plots the normalized
intensity dynamics of the source, at X = 0, (shadowed traces) and that of CC , at X = 60 µm, (full
lines), for different PS/Pth values.
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Figure 9.17: (a) Integrated PL at S position in filled lines and integrated intensity at C in full
line for PS = 1.0, 1.7, 4.6, 10.5, 19.4 × Pth. (b) Up/ Down triangles show the raising/decreasing
time tup/tdown from 0.5 to 1/1 to 0.5. (c) Full circles show the temporal separation between S and
C intensity peaks; open diamonds depict the initial energy shift of the emission at S. Same color
legend for the values of PS are used in (a), (b) and (c).
We define the switch on time, Ton, as the temporal delay between the S maximum intensity
and that of the CC . It is clearly observed that Ton decreases, and the shape of the CC time-
evolutions becomes more asymmetric with increasing PS . The asymmetry of the CC temporal
evolution [see Fig. 9.17(a)], which strongly depend on PS , is characterized in Fig. 9.17(b), where
we define a raise time, tup (up triangles), given by the time spent to raise from an intensity of 0.5
up to the maximum value of 1. Similarly, tdown (down triangles) is given by the time interval in
which the intensity falls from a value of 1 to 0.5. A non monotonic dependence of tdown on power is
observed with a sharp raise at low PS values and a gradual fall for high ones: if the aim is to create
a long lived on state, the optimal power corresponds to PS/Pth ≈ 7, where tdown v 175 ps. On its
own hand, the raise time, tup, decreases monotonically with increasing PS , reaching a minimum
value of v 50 ps: a marked dependence at small powers, followed by an almost negligible decay at
high ones, results in an optimum power to create a fast response transistor at similar powers than
those required for a long lived on state.
Figure 9.17(c) shows the power dependence of Ton (full circles) together with the initial
energy shift of the emission at S (∆ES , open diamonds). The monotonous decrease of Ton with
power (increase of switching rate) is linked to the increase of ∆ES , due to the enhanced polariton
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acceleration from S to C produced by the augmented photo-generated repulsive excitonic potential,
but other contributions as, for example, increase of stimulated scattering processes in the creation of
CC are also responsible for the quickening of Ton. The minimum value of Ton, v 80 ps, corresponds
to a polariton propagation speed of v 1.1 µm/ps in agreement with the values of vP obtained from
the horizon established by DP in the energy maps of Fig 9.13(a-c). Finally, we should mention
that our results indicate that the optimal conditions for gating are obtained for PG = 0.6×Pth, in
agreement with the previous results of Ref. [43]. At this power, the maximum attenuation of the
CC condensate is obtained yielding the highest contrast for the off state; at lower values of PG
the traveling polaritons are not gated efficiently and at higher values G starts feeding CC .
9.3.1.7 Drifting interference fringes in the X-t maps
In this section we investigate in detail the interference fringes in the polariton X−t maps observed,
for example, in Figs. 9.5(d), 9.6(d) and 9.11(f). In Chapter 7 we have discussed the polariton inter-
ferences in the momentum space distribution, as result of two polariton condensates propagating
in the same direction at the same speed. The polariton interferences have been also observed in the
real space distribution when two counter-propagating polariton condensates overlap in the same
spatial position. Recalling this latter case, in this section we extract the value of ∆kX between two
counter propagating polariton flows (from the interferences in real space) through an FFT analysis
of the X − t maps.
Figure 9.18: (a-c) Integrated intensity of the emission vs. real space (X) and time for a constant
source excitation power PS = 7.2×Pth and three different gate powers PG: (a) 0.4×Pth (b) 1.8×Pth
and (c) 9.0×Pth. White dashed lines mark as guide to the eyes the fringes drift in a region of the
X-t map. (d-f) Corresponding Fourier transform of the X-t map. Red boxes mark the relevant
information in the reciprocal space as guide to the eyes. The X-t origins in (a-c) panels are the
same as those used in Fig. 9.13.
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In these maps we also observe a temporal drift in the interferences, see for example Fig.
9.14(e-f), producing curved fringes in the X − t maps and therefore producing interferences in
the time domain. This effect is produced at instants with spatial overlap between polariton flows
emitting at slightly different energies. From the interferences in the temporal axis we infer the
difference in energy ∆E, extracted in the FFT analysis, which renders a complete characterization
of the interferences in both real and time domains.
We analyze in the maps of Fig. 9.18 a spatial-temporal region with conspicuous interference
patterns that was previously energy-integrated within a selected range of the total spectrum of
the polariton PL presented in Figs. 9.14(d-f). Figures 9.14(d-f) display barely visible interferences
because the main emission arises from S, CS−G and CC , hindering the visualization of the oscillatory
patterns. Since the polariton oscillations take place at a relatively small range of energy (< 1 meV)
as compared to the spectral extension of the PL in such experiments (∼ 8 meV), we display in
Fig. 9.18 the corresponding, integrated ranges of energy of those X− t-maps shown in Figs. 9.14(d-
f) in order to enhance the interferences visualization. The limits of integration of the polariton PL
shown in Figs. 9.14(d-f) are the following: (a) 1.5396− 1.5402 eV, (b) 1.5396− 1.5404 eV and (c)
1.5404− 1.5411 eV, respectively.
We discuss the drifting patterns in the spatial-temporal region ∆X = {10, 30} µm and
∆t = {400, 700} ps. White dashed lines sketch the interference fringes as a guide to the eye
in Figs. 9.18(a-c). Their periodicity along the X-axis is given by ∆X = 2pi/κ, where κ is the
difference in the in-plane momentum of the polariton flows overlapping and counter-propagating in
real space (for further details, see the complementary expression in real space to Eq. 7.5 discussed
in § 7.2). In the FFT map we identify the value of κ in the horizontal axis, ∆kX . The angle of
the polariton oscillations with respect to the temporal axis is determined by the energy difference
∆E = |ES − EG|, between the polariton populations created at S and G. An increase in PG induces
a higher {EG, kG} resulting in an increase of the slope in the fringes and in the spatial periodicity,
respectively.
Figures 9.18(d-f) depict the FFT of the interferences shown in Figs. 9.18(a-c), respectively.
The FFT maps display two conjugated off-axis contributions spanning a difference of momentum of
the counter-propagating polaritons, |∆kX |, from v0.5 to v4 µm−1 [Figs. 9.18(d,e)], which increases
slightly with PG, see how the FFT values spans in a broader range in Fig. 9.18(f) from |∆kX | v 0.5
to v 5 µm−1. The distribution of ∆E is blue-shifted and broadens with increasing PG: it is
centered at {0.05, 0.07, 0.11} meV with a width σE = {0.01, 0.03, 0.08} meV when the value of PG
is PG = {0, 4, 1.8, 9.0} × Pth, respectively (see red boxes). When the pump power of G increases,
in first place, the polariton density of the ejected flow increases, enhancing the polariton-polariton
interactions and blue-shifting the emission, the polariton propagation also takes place at higher
energy subbands of the ridge’s dispersion relation, this explains the broadening in ∆E and its
blueshift. In second place, a denser exciton reservoir at G enhances the repulsive interactions with
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the ejected polaritons, imprinting on them a bigger value of kx. This effect accounts for a broader
range of ∆kx values in the FFT maps for increasing PG values.
9.3.2 Model
To model our experimental results theoretically, we make use of the phenomenological treatment
described in § 2.5.2.3, accounting for the polariton energy-relaxation processes taking place in the
system. The GP Eq. 2.42 is also included here for the sake of clarity (see new Eq. 9.4), it has been
developed to describe the non-equilibrium dynamics of condensed polaritons, where losses due to
the short polariton lifetime [196] and gain due to non-resonant pumping [193, 197] were included
phenomenologically.
i~∂tψ(x, t) =
[
EˆLP + α|ψ(x, t)|2 + V (x, t) + i~
(
rNA(x, t)− Γ
2
)]
ψ(x, t) + i~R [ψ(x, t)] (9.4)
The term accounting for the polariton energy relaxation, R [ψ(x, t)], in Eq. 9.4 is called back
from § 3.2.1.1, it is differently defined as it was previously introduced in Eq. 9.3 for experiments
described in § 9.2, see Eq. 9.5:
R[ψ(x, t)] = − (ν + ν ′|ψ(x, t)|2) (EˆLP − µ(x, t))ψ(x, t), (9.5)
In the present case, R[ψ(x, t)] accounts for the energy relaxation at low polariton densities (de-
scribed by the parameter ν) as well as a stimulated component of the relaxation proportional to the
polariton density, |ψ(x, t)|2 (described by the parameter ν ′). The energy relaxation rate is assumed
proportional to the kinetic energy of polaritons; polaritons will relax in energy until they decay
from the system or until their kinetic energy is zero (such that they have zero in-plane wave-vector).
The two terms accounting for repulsive interactions in Eq. 9.4 are the polariton-polariton
interactions, α|ψ(x, t)|2 (α > 0), and the effective potential V (x, t) acting on polaritons caused
by repulsive interactions between polaritons and higher-energy excitons. The latter term is more
significant than the former one and it is responsible for the blocking of polariton propagation in
the presence of a G pump. V (x, t) can be divided into a contribution from three different types
of hot-exciton states (described below) as well as a static contribution due to the wire structural
potential V0(x) (it is experimentally characterized in § 3.2.1.1):
V (x, t) = ~ [gRNA(x, t) + gINI(x, t) + gDND(x, t)] + V0(x) (9.6)
It is worth to remember that NA, NI and ND correspond to density distributions of “active”,
“inactive” and dark excitons, respectively. gR, gI and gD define the strengths of interaction with
the various hot exciton states. The description of the GP Eq. 9.4 that includes the interaction with
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a three-exciton level reservoir is addressed in § 2.5.2.3, nevertheless we recall again the dynamics
of the exciton densities described by the following rate equations:
dNA(x, t)
dt
= − (ΓA + r|ψ(x, t)|2)NA(x, t) + (tR + t′RNI(x, t))NI(x, t) (9.7)
dNI(x, t)
dt
= − (ΓI + tR + t′RNI(x, t) + tD)NI(x, t) (9.8)
dND(x, t)
dt
= tDNI(x, t)− ΓDND(x, t) (9.9)
The dark excitons (Eq. 9.9) introduce a long-lived repulsive contribution to the effective
polariton potential, V (x, t) (Eq. 9.6), and are thus efficient at gating propagating polaritons at
long-times. Polaritons are expected to condense at S into the lowest energy state, where they
have zero kinetic energy and potential energy given by V (x, t) (and an additional blueshift due to
polariton-polariton interactions). While this is the lowest energy state available at S, one notes
that the potential energy can be reduced if polaritons propagate away from S (V (x, t) decreases
away from S, where the reservoir densities are weaker). If polaritons were to conserve their energy,
then they would convert this potential energy into kinetic energy as they move away from S,
accelerating down the potential gradient.
Equations 9.4-9.9 were solved numerically for different initial density profiles NI(x, 0), cor-
responding to the different source and gate configurations studied experimentally. We used the
following parameters in the theory: m = 7.3 × 10−5me (obtained from fits to the dispersion re-
lations measured in § 3.2.1; me is the free electron mass), α = 2.4 × 10−3meVµm2 (Ref. [246]),
Γ = 1/18 ps−1, ΓA = 0.01 ps−1, ΓI = ΓD = 10−3 ps−1, tR = 10−4 ps−1, tD = 2 × 10−4 ps−1,
t′R = 10
−4 ps−1µm2, gR = gI = 0.04 ps−1µm2, gD = 0.5 ps−1µm2, ~ν = 0.014, ~ν ′ = 0.075µm2.
9.3.2.1 Simulations for the one-beam excitation
Figure 9.19 shows the evolution of the spectrum in real space for PS = Pth. As in the experimen-
tal case (Fig. 9.5), condensation initially takes place into a state blueshifted due to the repulsive
interactions from the hot exciton reservoirs contributing to the effective potential V (x, t). Over
time, this blueshift decays resulting in progressively lower energy of S state. In addition, a propa-
gating polariton state can be observed, which forms interference fringes due to reflection from the
end of the ridge. Energy relaxation is slow, appearing only at very long times due to the lack of
stimulation by the low polariton density.
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Figure 9.19: Polariton PL emission as function of energy and real space (X) for PS = Pth at
different times shown by the labels. The white dashed curves show the evolution of the effective
potential V (x, t) due to hot exciton repulsion as well as the ridge structural potential (same for
Figs. 9.20-9.22). S and C mark the source and the collector positions, respectively. The intensity
is coded in a false, linear color scale shown on the right of each panel.
For higher power (PS = 1.7× Pth), Fig. 9.20 shows the onset of stimulated energy relaxation
processes. As in the experimental case (Fig. 9.6) the relaxation takes place in two subsequent
stages: first there is relaxation from the S state into the extended state with energy set by the
ridge potential, followed by relaxation into the CC condensate at low energy.
At 10.5×Pth, Fig. 9.21 shows that the energy relaxation occurs rapidly. As in the experimental
case (Fig. 9.7) CC is rapidly populated. It is interesting to note that, as shown for the experiments
in Fig. 9.17(c), the blueshift of the condensate at the S position does not increase linearly with
the pump power. This is because even though the injected hot exciton population can be expected
to increase linearly, the increased carrier density results in a faster condensation rate due to the
stimulation of scattering processes (hot exciton relaxation processes as well as processes that cause
excitons to relax into condensed polaritons). Polaritons decay much faster than uncondensed hot
excitons, such that a high intensity pumping of hot excitons is quickly depleted giving rise to a
limited blueshift of polaritons at S.
9.3.2.2 Simulations for the two-beam excitation
In the presence of the gating pulse, the propagation of the CS−G condensate is blocked, as shown
in Fig. 9.22. This is due to the injected hot exciton density at G position that adds to the polariton
effective potential profile, V (x, t). At long times, the theory predicts a small transmission across
G pulse, due to the decay of the potential barrier, as previously reported in the discussion of the
off transistor state experiments presented Fig. 9.3.
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Figure 9.20: Polariton PL emission as function of energy and real space (X) for PS = 1.7× Pth
at different times shown by the labels. S, C and CC mark the source, the collector and the trapped
condensate at C positions, respectively. The intensity is coded in a false, linear color scale shown
on the right of each panel.
9.3.2.3 Simulations on the power dependance of the energy/intensity decays
Spatial-temporal maps of the peak emission energy with one-beam excitation are shown in Fig. 9.23.
In Fig. 9.23(a) there is a fast propagation of a high energy mode from S followed by a decrease
in energy of the emission over the whole space. At longer times, one identifies relaxation into
CC , near the wire edge. This behavior is in qualitative agreement with the experimental result,
however, it can be noted that the speed of propagation appears overestimated in the theory. This
is because the theory neglects changes in the shape of the polariton dispersion caused by the hot-
exciton induced blueshift, which can be particularly important at early times when the particles
are strongly excitonic with a larger effective mass and slower group velocity. Figures 9.23(b) and
9.23(c) show the peak emission energy maps for increasing source intensity, where the relaxation
into an extended state with lower energy than S can be identified. The relaxation is stronger at
the highest pump power, due to increased stimulated energy relaxation processes. This is also
evidenced by the shorter time required for CC to appear with increasing pump power.
We discuss now the simulated energy- and intensity maps under two-beam excitation condi-
tions compiled in Fig. 9.24. Figure 9.24(a) shows the case when a gate pulse, PG = 0.4 × Pth, is
present. At short times the energy of CC is low, although it should be noted that it is populated
with a small density, Fig. 9.24(d). The weak tunneling of particles across G is better evidenced
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Figure 9.21: Polariton PL emission as function of energy and real space (X) for PS = 10.5×Pth
at different times shown by the labels. S, C and CC mark the source, the collector and the trapped
condensate at C positions, respectively. The intensity is coded in a false, linear color scale shown
on the right of each panel.
Figure 9.22: Polariton PL emission as function of energy and real space (X) for PS = 7.2× Pth
and PG = 0.4×Pth at different times shown by the labels. S, G, C and CS−G mark the source, the
gate, the collector and the, between S-G, trapped condensate positions, respectively. The intensity
is coded in a false, linear color scale shown on the right of each panel.
by the increase of the CC energy, since the tunneling particles have higher energy than the CC
ground state. At these low gate powers, the theory appears to predict a high number of polari-
tons passing G. These polaritons have relatively high momentum and are expected to be less
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Figure 9.23: Energy of the emission vs. real space (X) and time. (a)PS = Pth, (b) PS = 1.7×Pth,
(c) PS = 10.5 × Pth and (d) PS = 7.2 × Pth and PG = 0.4 × Pth. S, C and CC mark the source,
the collector and the trapped condensate at C positions, respectively. The intensity is coded in a
false, linear color scale shown on the right.
visible experimentally due to their reduced photonic fractions. An increase of the G power above
threshold, Figs. 9.24(b,c,e,f), leads to an enhanced collector signal, as in the experimental case,
see Figs. 9.14(b,c,e,f), and the device leaves the off state. This is expected as additional excited
polaritons move directly from G to C.
Figure 9.25 shows the time evolution of the spatially integrated spectra. In agreement with
the experimental results (Fig. 9.16) there is a decay with two different time scales of the emission
energy. At early times, the fast drop is due to the fast condensation rate in the presence of strong
stimulated scattering. As mentioned earlier, this fast condensation rapidly depletes the hot exciton
reservoir and the total particle density quickly drops as polaritons quickly decay. At longer times,
reduced relaxation between the active and inactive reservoirs limits the effective condensation rate.
The condensate is continuously fed while the reservoir intensities slowly decay.
The short lifetime of the condensate for pumping at threshold [Fig. 9.25(a)] is expected from
the theoretical definition of threshold where the incoming rate rNA(x, t) is slightly larger than the
polariton decay rate Γ in Eq. 9.4. As soon as condensation starts, the reservoir density NA drops
below threshold such that continued condensation cannot take place. For higher pump powers,
Figs. 9.25(b,c) show that both emission into a high energy mode, corresponding to the source, and
a lower energy emission coexist. This fact is in close agreement with the experimental data shown
in Figs. 9.16(b,c) and 9.16(i), with the relaxation into the lower energy state occurring earlier for
increased pumping power.
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Figure 9.24: (a-c) Energy/(d-f) Intensity of the emission vs. real space (X) and time for a
constant source excitation power PS = 7.2 × Pth and different gate powers PG: (a/d) 0.4×Pth
(b/e) 1.8×Pth and (c/f) 9.0×Pth. S, G, C, CS−G and CC mark the source, the gate, the collector,
the trapped condensate between S-G and the trapped condensate at C positions, respectively, see
text for further details. The information is coded in a linear/logarithmic false color scale shown on
the right side of the upper/lower row.
9.4 Conclusions
In the first part of this Chapter, § 9.2, we have presented the full dynamics of an all-optical
transistor switch, which is promising for high-speed inter-chip and intra-chip communication for
core-based integrated circuits. The results are interpreted as a result of polariton propagation
and energy relaxation in a dynamic potential due to the exciton reservoir, which can be optically
controlled.
In the second part of this Chapter, § 9.3, we have time-resolved the energy and intensity
relaxation processes of excitons and polaritons in a MC ridge. Two different excitation configura-
tions have been studied with one and two non-resonant, pulsed laser beams, permitting polariton
condensate trapping on demand. A detailed analysis of the decay processes has been accomplished
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Figure 9.25: Energy decay, spatially-integrated, vs. time. (a)PS = Pth, (b) PS = 1.7 × Pth, (c)
PS = 10.5×Pth and (d) PS = 7.2×Pth and PG = 0.4×Pth. The intensity is coded in a logarithmic,
false color scale shown on the right. The dashed curve shows the evolution of the polariton effective
potential at S, V (x = 0, t).
by mapping the energy and intensity emission along the ridge. Decay times of the S emission are
reported under one-beam excitation, where we show the acceleration of the decaying processes as
a function of increasing PS . The time response of the polariton transistor switch is characterized
and optimized.
In both parts we used a generalized GP model to describe the spatial dynamics of our prop-
agating polariton condensates, which includes a phenomenological treatment of energy-relaxation
processes that cause condensates to further thermalize as they travel in a non-uniform effective
potential. In the theoretical description of the first part, § 9.2.2, a single exciton reservoir was used
to describe the repulsive interactions that mediate the gating in the polariton transistor. A more
depurated model including a three-exciton level reservoir was developed in § 9.3.2 to describe the
pump power dependence under one and two beam excitation in the polariton energy relaxation
processes.
The nonlinearity of energy-relaxation processes throughout the system, those causing relax-
ation between polariton states as well as relaxation between higher energy exciton states, is neces-
sary to explain features of the experimental results. Approximating the system as a 1D system, we
are able to describe the main qualitative features of the experiment. While the system is essentially
1D, lateral expansion could result in a lower propagation speed than that predicted theoretically.
We investigate lateral propagation effects in next Chapter 10, see § 10.2.3 concerning the leakage
effects in the operation of the polariton device.
The optimization of individual condensate transistor elements, as we have reported here, is
an essential step towards developing information processing devices with the present scheme. In
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the future, an important goal is the achievement of cascadability and fan-out of multiple elements
for the construction of extended circuits. Such a feat was very recently achieved in polariton
based systems with coherent near-resonant excitation [39]. Achieving the same with the gating of
incoherently generated polariton condensates, as we study here, would be particularly promising as
it would open up routes toward electrically injected devices and consequently hybrid electro-optical
processing systems.

Chapter 10
Operation speed of polariton
condensate switches gated by excitons
I
n the previous Chapter 9 we have shown that the use of two non-resonant laser beams on
20-µm wide ridges are capable to block the polariton flow by optical means [43, 46, 62]. In
this Chapter we investigate the dynamics of the device focussing on the operating conditions
in terms of speed and on/off-signal contrast. In particular, we show that the speed is mainly
limited by the off-on switching processes, which is conditioned by the lifetime of excitons at G.
This Chapter is organized as follows. We discuss in § 10.1 the sample and the experimental
setup. In § 10.2, we present and discuss our results. We first show (§ 10.2.1) the principle of
operation, i.e. we discuss the switching dynamics for a selected G power PG. In § 10.2.2, we
systematically investigate the dynamics of the device for varying PG in order to find an optimized
operation point with an acceptable on/off-signal ratio. Finally, in § 10.2.3, we show that the
actual 2D character of the device does not affect adversely the operation for high and wide enough
barriers at G, i.e., basically no significant amount of polaritons circumvents G. In § 10.3, our
experiments are compared with numerical simulations of the polariton condensate dynamics based
on a generalized GP equation, which is accordingly modified to account for incoherent pumping,
decay and energy relaxation within the condensate.
10.1 Experimental setup
The sample is the high-quality 5λ/2 AlGaAs-based MC described in § 3.2. We perform our
experiments in the ridge structure shown in Fig. 3.5, whose dimensions are 20× 300 µm2.
Figure 10.1(a) shows a SEM image of the 20-µm wide ridge and illustrates the nomenclature
we use, in close analogy to the terminology used in the previous Chapter 9 and in conventional
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Figure 10.1: (a) SEM image of a 20-µm wide ridge, including the excitation scheme with the
continuous wave S and pulsed G beams, and the position of the trapped condensates: CS−G,
between S and G, and CC , at C. (b) Scheme of the imaging setup: The lenses LR and LK image
the Fourier plane of the microscope objective O. If lens LK is removed, lens LR images the real
space. A slit is placed in the common focal plane of two lenses LT1 and LT2 with focal length
fT1 = 80 mm and fT1 = 150 mm, respectively. fO mm (numerical aperture = 0.3) , fR mm and
fK mm are the focal lengths of the objective, LR and LK lenses, respectively.
electronic devices. We refer to different locations on the device as S, G, and C in accordance with
the functionality of conventional transistor terminals. We assign correspondingly the symbols CC
and CS−G to polariton condensates at and in-between these locations, respectively. In this Chapter
we choose the origin x = 0 of the x-axis at the left border of the ridge [see schematic x− y axis in
Figure 10.1(a)]. The threshold power for condensation of polaritons under cw/pulsed excitation is
P cwth = 7.5 mW / Pth = 1.5 mW.
Figure 10.1(b) shows a scheme of the experimental imaging setup. The sample is mounted
in a cold-finger cryostat and kept at 10 K. It is excited with cw and pulsed Ti:Al2O3 lasers, both
tuned to the first high-energy Bragg mode of the MC at 1.612 eV. The cw -laser acts as a source,
and creates a continuous flow of polaritons towards both ends of the ridge. It is chopped at 300
Hz with an on/off ratio of 1:2 in order to prevent unwanted sample heating. The pulsed laser
actuates as a gate at G by means of 2 ps-long light pulses. The intensities and spatial positions
of the S and G laser beams can be independently adjusted. We focus both beams on the sample
through a microscope objective (O) to form two spots at S and G of 20 µm and 5 µm diameter,
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respectively. The distance between S and G (C) is v 75 µm (v 115 µm). Although a more compact
device could be realized (S-C distance v 50 µm), we have chosen larger separations between the
terminals to clearly monitor the polariton dynamics, including the macroscopic propagation of the
polariton flow, the trapping of polaritons between S and G (CS−G formation) and the dynamics
of the off/on transition at C. The same objective is used to collect the photoluminescence (PL)
within an angular range of ±18◦. For momentum-space imaging [162], an additional lens (LK) is
placed in the optical path in order to image the Fourier plane of the microscope objective (O).
We filter out the signal from x > 125 µm, in order to facilitate the analysis of the momentum
space images, placing a slit at the real-space image plane [Fig. 10.1(b)]. The PL is analyzed with
a spectrometer coupled to a streak camera obtaining energy-, time- and spatial-resolved images.
Time t = 0 corresponds to the pulse arrival at G.
In our experiments polaritons propagate predominantly along the x-axis of the ridge, as
demonstrated in § 10.2.3. The propagation in the y-direction, if any, is not crucial for the operation
of our device. Therefore, all the images in the manuscript, where the y-direction is not shown,
collect the PL along the x-axis from a ∆y = 2 µm-wide, central region of the ridge.
10.2 Experimental results and discussion
10.2.1 Characterization of the device: polariton flow dynamics in real and
momentum space
We present a description of the polariton-flow switching dynamics in real- and momentum-space for
a given power PG = 0.55×Pth . We show that the CC PL intensity can be manipulated modulating
temporarily the polariton flow by a potential barrier at G, which is induced by photo-generated
excitons. The use of PG as a tuning parameter is of central interest in this work, and will be
discussed in detail later in § 10.2.2.
Figure 10.2 shows the energy relaxation dynamics of the switching process versus real-space
(x). The PL intensity is presented in false-color maps using a linear scale for different times. In
Fig. 10.2(a), at t = −100 ps, the PL of the polariton condensates CC at ∼ 10 µm (C) and of the
excitons located at ∼ 125 µm (S) are observed, respectively. The excitons at S, created by the
cw -laser, act as source and emit at 1.544 eV. This energy is considerably blue-shifted with respect
to the rest of the polaritons shown in the figure due to the high carrier density and repulsive
interactions at this position.
Dashed white lines in Fig. 10.2 outline the potential landscapes. They are the sum of poten-
tials due to sample geometry and optically induced blue-shifts. It is experimentally impossible to
separate both contributions quantitatively, however, an idea of the former potential is obtained in
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Figure 10.2: Energy vs. real space (x) at different times shown by the labels. S, G, CS−G and CC
mark the source, the gate, the trapped condensate between S-G and the trapped one at C positions,
respectively. The white dashed lines show, as a guide to the eye, the effective potential experienced
by polaritons, V (x, t). The continuous flow of polaritons from S to C (in absence of G) is indicated
with a red arrow in panel (a). The relative blueshift ∆E between CS−G and CC is indicated with red
arrows in panel (c). The intensity is coded in a linear false-color scale. The movie corresponding to
this figure is provided following http://link.aps.org/supplemental/10.1103/PhysRevB.89.235312.
Fig. 3.9 of § 3.2.1.1. By comparison with the results shown in Fig. 10.2, we observe that the trap
is shallower in the present experiments. This is due to the strong blue-shift induced by the high
density of the condensate at C. Furthermore, we can conclude that the slope of potential along the
ridge is almost entirely governed by the density of the polariton population and not by the sample
geometry.
The potential slope causes polaritons to flow towards lower energies away from S to the
left and right (not shown) along the x-direction of the ridge. This flow is observed as a weak
PL between S and C. At C the flow is stopped and polaritons accumulate at CC , emitting at
1.5407 eV. This energy is lower than that of the propagating polaritons as a result of a static
potential, which has a minimum near the edge of the ridge (for further information about this
static potential see § 3.2.1.1). CC corresponds to the on-state of our polariton transistor device,
as reported in Ref. [43] and previous Chapter 9. At t = 130 ps, the barrier induced by the high
carrier density created by the pulse at G hinders the polariton flow towards C [Fig. 10.2(b)]. At
G, carriers emit at 1.543 eV. The polaritons accumulate before G and form the condensate CS−G
emitting at an energy of 1.5408 eV, lying ∆E=1.1 meV above CC . This configuration corresponds
to the off-state of the device, since the polariton density at C has decreased by ∼ 40 %, compared
to the situation shown in Fig. 10.2(a). At t = 430 ps [Fig. 10.2(c)] the barrier height at G lowers,
since the carrier density has decreased, allowing polaritons again to move towards C, where the
PL intensity increases again. Finally, at t = 670 ps [Fig. 10.2(d)], the device is basically back in
the on-state.
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Figure 10.3: Energy vs. momentum space (kx) at different times as shown by the labels. CS−G
and CC mark the trapped condensates between S-G and the trapped one at C positions in real
space, respectively. The acceleration of flowing polaritons is indicated by horizontal red arrows in
panels (b) and (e). The relative blueshift ∆E between CS−G and CC is indicated by vertical red
arrows in panel (c). The intensity is coded in a linear, false-color scale. The movie corresponding to
this figure is provided following http://link.aps.org/supplemental/10.1103/PhysRevB.89.235312.
One can obtain a wealth of useful information on the polariton dynamics of the system from
the real-space dynamics. However, an analysis of the momentum space images complements and
deepens the insight into the dynamics of the device operation. Figure 10.3 shows PL intensity maps
versus PL energy and momentum along the kx-direction. The PL intensity is coded in a linear
false-color scale. Figure 10.3(a) shows the PL at t = −100 ps. The flat and broad PL in momentum
space, up to k ≈ −1.5 µm−1, at E = 1.544 eV stems from excitons at S, as demonstrated in the
analysis made previously in real-space. Below that energy, all polaritons appear to move mainly
leftwards (kx < 0) towards C (region enclosed by the white dashed line). Note that the right
propagating flow from S has been blocked, for the sake of clarity, as mentioned in § 10.1. The
peak energy and momentum of polaritons flowing towards C is 1.541 eV and kx = 0.8 µm
−1,
respectively. The polaritons slow down while approaching C, coming to a rest (kx = 0) at an
energy E = 1.5405 eV, where they form the trapped condensate CC . After the laser pulse has
arrived at G, shown in Fig. 10.3(b) and Fig. 10.3(c) at t = 15 ps and t = 45 ps, respectively, the
polaritons decelerate (decrease of |kx|). Concomitantly, an increasing PL is observed at kx = 0 and
E = 1.542 eV. At t = 130 ps [Fig. 10.3(d)] all the polaritons have been stopped and accumulate
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Figure 10.4: (a) Map of the polariton PL intensity, energy-integrated between 1.5412 and
1.5424 eV, versus kx and time. (b) Polariton PL intensity map for kx = 0 versus energy and
time. CS−G and CC mark the trapped condensates between S and G as well as the trapped one
at C, respectively. Red arrows indicate the energy difference ∆E between CS−G and CC . Both
intensity maps are encoded in a normalized false-color scale shown in panel (b). The white arrows
sketch the duration of the on- and off-states. The white dashed lines sketch the duration of the
switching process.
in the highly populated CS−G (region enclosed by the red dashed line): this condition corresponds
to the off-state of the switch. At longer times, the CS−G polaritons start to accelerate towards
C again, as can be inferred from the shift of the PL peak from kx = 0 to more negative values
[Figs. 10.3(e) and 10.3(f)]. The polaritons reach a maximum value of kx ≈ −1.3 µm−1 with a
peak at kx = −0.8 µm−1 [Fig. 10.3(g)]. Finally, Fig. 10.3(h) shows that at t = 1200 ps, the same
situation as shown in Fig. 10.3(a) is encountered. The initial on-state is completely recovered,
i.e. polaritons are able to flow again from S to C; CS−G disappears, and only the trapped CC is
present at kx = 0.
Figure 10.4 completes the analysis of the switching dynamics in momentum space by paying
attention to the flow in the S−G region and CS−G. PL intensity maps are shown in a normalized,
linear false-color scale. Figure 10.4(a) shows a PL map, integrated between 1.5412 and 1.5424 eV,
versus kx and time. The chosen range corresponds to the energy of the flow and CS−G. This figure
clearly illustrates differences between the speed of the two switching processes. The off-state,
which is characterized by PL from CS−G at kx = 0, is reached within one hundred picoseconds
after the G pulse has arrived at t = 0. In contrast, the on-state, which is distinguished by the flow
with a peak momentum of kx ∼ −0.8 µm−1, is recovered only after several hundreds of picoseconds.
This asymmetry is a clear signature of the fast formation and slow decay dynamics of excitons.
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Figure 10.4(b) provides a complementary perspective on the dynamics by showing the PL at kx = 0,
i.e. that of both CC and CS−G. The energy of the latter condensate is blue-shifted by ∆E ≈ 1 meV
with respect to that of CC at ∼ 1.5405 eV. There are two remarkable effects on the dynamics of
CS−G and CC . First, there is a marked PL intensity drop of CC during the off-state from ∼ 50
to ∼ 400 ps. Secondly, the temporal variation of the blueshift, which is induced by carrier density
dependent polariton-polariton interactions, gives rise to an ’airfoil’-like shape of the CS−G PL.
10.2.2 Dependence of the off-state on PG
The lateral width of the ridge is in principle a relevant parameter that should be taken into account
optimizing these 1D devices. Narrower ridges than the typical extension of the excitonic reservoir
(whose spatial dimensions are determined by the pump spot) would ease the efficient blocking of
the polariton flow and therefore improve the signal contrast between the on/off-states at C, but
surface losses could be detrimental. Therefore, instead of varying the width of the ridge, we change
the G pump power PG, which modifies the height and width of the G barrier. This is in some
degree equivalent to changing the width, while keeping the G power constant. Also, in practical
terms, it is more convenient to change the laser power than using different devices, where different
potential landscapes would influence the results in an uncontrollable manner.
After having demonstrated the working principle of the device in the previous subsection, we
discuss now how to establish its optimal point of operation in the sense of a compromise between
speed and an acceptable on/off-signal ratio. The speed of our device is mainly determined by the
exciton dynamics at G. As shown in the previous § 10.2.1, this dynamics is of the order of hundreds
of picoseconds, implying that the device cannot reach the THz range. As we will show here, weaker
barriers allow a faster switching. However, the signal-ratio between both states diminishes, so that
a trade-off between on/off-signal ratio and device speed has to be made.
In order to characterize the device operation, we present in Fig. 10.5 a systematic study based
on the PL intensity dynamics. This is analyzed at different regions as a function of the normalized
G power PG/Pth. Figure 10.5(a) shows a top-view scanning electron microscope image of the part of
the ridge relevant for the experiment. The dynamics in three centrally located rectangular regions,
indicated by dot-dashed boxes, are investigated in detail. These regions correspond to the polariton
flow against the gate (S−G), G and C. Figures 10.5(b) - 10.5(d) compile the PL dynamics versus
PG (logarithmic ordinate) and time (linear abscissa) in each of the aforementioned regions. The
up-pointing arrows on the linear false-color bars indicate the PL intensity at t ≤ 0; the left/right
down-pointing arrows mark the minimum/maximum PL intensities. Figure 10.5(b) shows that for
PG/Pth > 0.01 the PL increases after the G pulse arrives, since the G barrier blocks the polariton
flow, resulting in the formation of CS−G. CS−G persists longer for increasing PG: for PG ∼ Pth, it
lasts longer than 400 ps. The white line in Fig. 10.5(b) identifies the time when the maximum PL
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Figure 10.5: (a) SEM image of a 20-µm wide ridge, marking in dot-dashed lines three selected
spatial areas under study: flowing polaritons [red, (S-G)], the gate [orange, (G)] and the collector
[green, (C)]. The position of G is indicated with a dashed orange circle as a guide to the eye. (b)
Polariton PL dynamics (spatially integrated in region S-G) as a function of PG; for large values
of PG polaritons are trapped forming the CS−G condensate. (c) Polariton PL dynamics (spatially
integrated in region G) as a function of PG. (d) Polariton PL dynamics (spatially integrated in
region C ) as a function of PG; in this case the polariton PL corresponds to the CC condensate.
The intensity is coded in a linear false-color scale. The initial value of the intensity at each region
is indicated with an up-pointing arrow at the color scale. The left/right down-pointing arrows
mark the minimum/maximum PL intensities. The white lines give the times when the extreme PL
intensity values are obtained as a function of PG.
intensity of CS−G is reached as a function of PG. Note, that for powers PG > 0.1× Pth there is a
small decrease of the PL at t = 45 ps, which is due to thermal effects caused by the G pulse [398].
Together with the formation of CS−G, the blockade of the polariton flow is observed as a sudden
decrease of the polariton population at G and C, as shown in Figs. 10.5(c) and 10.5(d), respectively.
The conspicuous PL drop observed in Fig. 10.5(c) is caused by the repulsive interactions between
the photo-generated excitons and the passing polaritons at G. The time when the PL minimum
intensity occurs is nearly independent of PG, as shown by the white line in Fig. 10.5(c). In
Fig. 10.5(d), the decrease of the PL intensity at C is exclusively caused by the ceasing of the
polariton flow. The best on/off ratio obtained at C is of the order of 50 %. The temporal width
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Figure 10.6: Polariton PL dynamics at S, G, C regions in full red, orange and green colors,
respectively, for PG = 0.47 × Pth. The initial value of the intensity is indicated with a dot-
dashed horizontal line. The scattered circles/(squares, triangles), extracted from the white curves
in Fig. 10.5, represent the maximum/minimum PL values and their time of occurrence for the
S-G/(G, C) regions. Their colors correspond to the PG value, encoded in a logarithmic, false-color
scale shown at the right side of the figure.
of the drop at C increases significantly with PG, as evidenced by the blue region in Fig. 10.5(d),
reaching a value of ∼ 380 ps at PG = 0.8Pth. It is worthwhile mentioning that the leading edge of
the PL drop at C appears at later times than that at G, due to the time of flow from remaining
polaritons from G to C.
The optimal power PG for the best on/off-signal ratio is discussed in detail in Fig. 10.6.
The three curves correspond to horizontal cuts at PG/Pth = 0.47 in Figs. 10.5(b)-10.5(d) and
show the PL intensity at the regions S − G, G and C. In region S-G (dashed line), there is a
small dip in intensity at t = 45 ps as discussed previously. Thereafter, the PL intensity strongly
increases and reaches its maximum at t = 250 ps, where it doubles the initial value. The intensity
at G (dot-dashed line) quickly decreases by ∼ 50 % and recovers after a few hundred picoseconds.
After recovering, it surpasses the initial value, due to the large polariton population released from
the condensate CS−G. The higher value of the initial intensity at C (full line) reflects the larger
population in C as compared with the other regions of interest of the device. It drops down to
∼ 50 % of its initial value at ∼ 150 ps. Again, as observed for G, there is an intensity overshoot
due to the release of a large polariton flow from CS−G. Since the PL at C does not drop down
to zero, the on/off signal contrast, (Ion − Ioff)/(Ion + Ioff), is merely ∼ 30 %. This contrast
is slightly better at G than at C due to the fact that in the former case we have a potential hill,
forcing polaritons away from G, while in the latter one there is a potential trap for the polaritons.
The data presented as white curves in Fig. 10.5 are shown now in Fig. 10.6 as scattered data
points. The symbol color encodes PG/Pth in a logarithmic, false-color scale, as shown by the bar
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at the right of the figure. For the region S−G, the full circles indicate the maximum PL intensity
(ordinate) and the time when it is reached (abscissa) for different PG/Pth. Similarly, the squares
and triangles show, for G and C, respectively, the minimum PL intensity and the time when this is
obtained. As aforementioned, in region S−G, the maximum PL intensity is increased and delayed
with increasing PG. The minimum intensity at G drops down rapidly by ∼ 50 % and then remains
almost constant for PG/Pth & 0.2. An inspection of the points corresponding to C reveals that the
lowest PL intensities are reached also for the same PG. Therefore, the optimum operation point,
which gives the best compromise regarding contrast and speed is PG ∼ 0.2 Pth.
Recently, different approaches have been investigated experimentally and theoretically to re-
alize polariton switching systems in MCs, in the following lines we compare the capabilities of our
device with others reported in the literature focusing on the pump power requirements for their
operation. These approaches involve various methods and features of polariton systems including
parametric scattering [298] [power per gate/switch 9− 40 mW, operation time 1 ns (theoretical)],
hysteresis control [392] (∼ 30 mW, 5 ps switching + 1 ns recovery), resonant blueshift [39] (∼ 5
mW, 1 ns), spin domain walls [33, 296] [140 mW (pump)+ 4.5 mW (probe), ∼ 70 ps] and polariton
condensate bullets [47] (44 mW, 150 ps switching + 250 ps recovery). Compared with these studies,
our procedure lies within the lower range of gate pump powers of a few mW.
Regarding the speed of the device, the switching into the off-state is faster than the reversing
from off- to on-state. The speed of this reversal is certainly the main drawback of this device. It
is determined by the long-lived exciton reservoir created at G in the off-state. Solutions would
imply to find a way to make the excitons decay faster, or not making use of long-lived excitons at
all. An on/off-transition time of a few picoseconds, but the reversal off/on-transition time still
being in the hundreds of picoseconds, has been reported for resonant injection of polaritons in the
LPB, avoiding the generation of excitons [392]. Ultrafast shifts of the LPBs and UPBs exploiting
the Stark effect in MCs [399] have been proposed to implement optical switches with high repetition
rates [393]. Furthermore, one can envision more complex geometries where, instead of excitons,
polaritons flowing in a crosswise direction are employed to create the G barrier. The present work
is a conceptual study of a polariton switch and this particular design may not provide an easy way
for cascadability so far. However, there are other schemes, where the connectivity of propagating
polariton signals has been recently demonstrated by a complex set of resonantly tuned lasers [39].
10.2.3 Leakage effects
So far, for the sake of simplicity, we have considered 1D dynamics of polaritons, analyzing the
PL along the x-axis of a 2-µm wide, central stripe only. We have discussed the effect of the G
barrier height only, disregarding its lateral extension. In the following, we take into account that
our system is not strictly 1D, i.e. we also discuss the lateral effects depending on the size of G. For
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a given laser spot size at G, both the resulting extent and height of the excitonic barrier depend
strongly on the power of the gaussian laser beam. We show that the choice of working parameters
is essential for a proper operation of the device, minimizing leakage currents around G. In order
to observe the dynamics of these currents, it is convenient to avoid the steady state flow that is
obtained under cw -pumping at S. Therefore, we use now a pulsed laser with a power PS = 4 Pth.
Figure 10.7 compiles the 2D real space dynamics of polariton propagation for two different G
powers PG, keeping the laser spot size constant. The left and right columns show energy-integrated
PL intensities, encoded in a logarithmic false-color scale, for PG = 0.07× Pth and PG = 0.5× Pth,
respectively. The former case creates a low and small barrier VL, sketched by a dashed circle,
which still permits polaritons to flow towards C. The latter case, which corresponds to the typical
off-state discussed so far, induces a higher and larger barrier VH , outlined by the bigger dashed
circle.
We discuss both situations in parallel. Initially, the front of the polariton flow approaches the
barriers VL and VH at x = 50, as shown in Figs. 10.7(a) and 10.7(e), respectively. Polaritons occupy
the full width of the ridge, indicated by the dot-dashed lines, and propagate uniformly with a well-
defined velocity of vx = −1.8 µm/ps, with negligible ky components. Figures 10.7(b) and 10.7(f)
show instants when polaritons have collided against the VL and VH barriers, respectively. Since VL
is significantly smaller than VH , polaritons are able to overcome the VL barrier, basically bypassing
it laterally, close to the edge of the ridge.
In contrast, this is not possible in the case of VH , where all polaritons remain blocked by the
higher and wider barrier VH . At times 75 and 60 ps, shown in Figs. 10.7(c) and 10.7(g), respectively,
polaritons continue to propagate. In Fig. 10.7(c), a complex structure is observed in the real-space
density distribution of polaritons in the region from x = 40 to 20 µm. Here, polaritons, which
bypass the barrier, propagate in negative x-direction but with a small ky component, sketched by
the slanted arrows. Further apart from G, there are two lobes of polaritons with ky ∼ 0, indicated
by horizontal arrows. Figures 10.7(d) shows that at longer times polaritons do not bypass the VL
barrier anymore: the fast energy relaxation of polaritons as compared with the decay rate of VL
results in the trapping of CS−G. Furthermore, the weak PL at x ∼ 10 µm arises from CC , formed
by polaritons which have formerly overcome VL. The trapping of CS−G at very long times is also
clearly observed in Fig. 10.7(h).
Figures 10.7(i) and 10.7(j) show the real-space dynamics in x-direction as PL intensity maps
encoded in a logarithmic false-color scale for the two PG values, respectively. In the y-direction
the full lateral width of the ridge is integrated. The widths of the potential barriers VL and VH
are sketched by vertical, dashed lines. The trajectories of the polariton flow are indicated by
white arrows. Figure 10.7(i) illustrates that polaritons, having bypassed the barrier, experience
a zig-zag movement on the left side of VL in the time range from ∼ 50 to ∼ 200 ps. They are
reflected between the barrier and the potential wall at the end of the ridge [40, 47], where, finally
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Figure 10.7: (a)-(h) Real-space PL intensity maps for different times as indicated by the labels.
The intensity is encoded in a logarithmic false-color scale. PS = 4 × Pth and PG = 0.07 × Pth
and 0.5 × Pth for the left and right column, respectively. A sketch of the extension of the bar-
riers VL and VH is show by dashed white circles. White arrows in panel (c) visualize the di-
rection of the flow behind the barrier. (i)-(j) PL intensity maps versus time and the real space
x-direction. Real space in the y-direction is integrated from y = −10 to 10 µm. The widths of
the potential barriers VL and VH are sketched by vertical, dashed lines. The trajectories of the
polariton flow are indicated by white arrows. Movies corresponding to this figure are provided in
http://link.aps.org/supplemental/10.1103/PhysRevB.89.235312.
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at ∼ 250 ps, a part of these polaritons is trapped and form CC . The main part of the initial
polariton flow remains trapped between S and G, also moving in a zig-zag path. The polaritons
gradually lose their kinetic energy, which is evidenced in the figure by the changing slope of the
white lines. This is caused by a decrease of the potential gradient due to a reduced blue-shift
originating from a falling carrier population. In principle, this could affect the device operation
speed. However, this effect can be neglected in our device since the limiting factor is the existence
of long-lived excitons at G. Eventually at ∼ 250 ps, the stationary CS−G forms at ∼ 70 µm.
Figure 10.7(j) shows the case of the higher and wider barrier VH . The high exciton density at G
forms a ∼ 20 µm-wide barrier potential. It completely blocks and reflects the polariton flow, which
rapidly loses its kinetic energy. Finally at ∼ 100 ps, CS−G is formed at ∼ 80 µm. In the movies
provided by http://link.aps.org/supplemental/10.1103/PhysRevB.89.235312, for times around 60
ps, the just discussed zig-zag oscillations in the propagation of polaritons between S and G are
clearly observed.
We have shown here the influence of PG on the existence of leakage currents around the G
barrier, which implies the worsening of the on/off-ratio of the device. An alternative approach
to avoid leakage could be either a geometrical constriction at G and/or the use of an elongated
profile, along y, for the laser spot at G.
10.3 Model
10.3.1 Simulations of the experimental results
In this section we recall the theoretical model used in previous Chapter 9 (and described in
§ 2.5.2.3), and we simulate our experimental results, based on a phenomenological treatment of
polariton energy-relaxation processes. It is important to recall that energy relaxation occurs in
multiple stages in our experiment. First, the non-resonant pump creates a reservoir of hot exci-
tons, which can relax in energy to form polaritons. Given that excitons diffuse very slowly and that
energy relaxation is local, these polaritons form initially at the same position as the pump S. The
polaritons then travel down a potential gradient, which is caused by repulsion between polaritons
and hot excitons. It is the ability of polaritons to further relax their energy as they travel that
allows them to be so sensitive to a changing potential landscape, as seen in a variety of different
experiments in planar MCs [22, 388], 1D microwires [36, 383] and in condensate transistors, see
Ref. [43] and previous Chapter 9.
The polaritons, having condensed from excitons, are known to be coherent [21], which allows
their description in terms of a GP type Eq. 2.42 for the polariton wave-function, ψ(x, t). For the
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sake of clarity, this equation is written here again:
i~∂tψ(x, t) =
[
EˆLP + α|ψ(x, t)|2 + V (x, t) + i~
(
rNA(x, t)− Γ
2
)]
ψ(x, t) + i~R [ψ(x, t)] (10.1)
Here, EˆLP represents the kinetic energy dispersion of polaritons, which at small wavevectors can
be approximated as EˆLP = −∇ˆ2/(2m) with m the polariton effective mass. α represents the
strength of polariton-polariton interactions. V (x, t) represents the effective potential acting on
polaritons [193] and can allow or block the polariton propagation depending on its shape. V (x, t)
can be divided into a contribution from three different types of hot exciton states (see Eq. 2.43 in
§ 2.5.2.3), which will be described shortly, as well as a static contribution due to the wire structural
potential, V0(x):
V (x, t) = ~ [gRNA(x, t) + gINI(x, t) + gDND(x, t)] + V0(x) (10.2)
where subindices A, I, D refer to active, inactive, and dark excitons, respectively. In this Chapter
we assume that the three different exciton-polariton interactions gA/I/D have the same value g.
As discussed in Chapter 9 and in § 2.5.2.3, previous studies of polariton dynamics have revealed
that not all excitons are available for direct scattering into the polariton states [400]. Rather, one
can distinguish between “active” excitons and “inactive” excitons [209, 401]. The active excitons
have the correct energy and momentum for direct stimulated scattering into the condensate (and
so appear as the incoherent gain term in Eq. 10.1 with r the condensation rate). However,
nonresonant pumping creates initially excitons with very high energy that must first relax before
becoming active. We thus identify the “inactive” reservoir that feeds the active reservoir. In
principle, inactive excitons can also relax into dark exciton states that are uncoupled to polaritons.
The three exciton densities (NA , NI , and ND) are in general spatially and time dependent. They
each give a repulsive contribution to the effective polariton potential (see Eq. 10.2) with strength
described by the parameter g, previously mentioned. In the simulations reported in this Chapter,
the dynamics of the exciton densities is slightly different from that previously used in Chapter 9,
in the present case the term t′RNI(x, t) is not considered in the coupled exciton equations of NI
and NA:
dNA(x, t)
dt
= − (ΓA + r|ψ(x, t)|2)NA(x, t) + tRNI(x, t) (10.3)
dNI(x, t)
dt
= P (x, t)− (ΓI + tR + tD)NI(x, t) (10.4)
dND(x, t)
dt
= tDNI(x, t)− ΓDND(x, t) (10.5)
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Figure 10.8: (a)-(h)Calculated PL intensity false-color scale maps vs. energy and real space (x)
for different times shown by the labels. CS−G and CC mark the trapped condensates between S-G
and the trapped one at C positions in real space, respectively.The relative blueshift ∆E between
CS−G and CC is indicated by vertical red arrows in panel (c).
The constants tR and tD describe the transfer of inactive excitons into lower-energy active and dark
exciton states, respectively. P (x, t) represents the incident pumping intensity distribution. This
includes Gaussian spots for the continuous wave S and pulsed G, which also has a Gaussian time
dependence. We neglect any nonlinear conversion between bright and dark excitons [210, 211],
which we only expect to be significant under coherent excitation resonant with the dark exciton
energy. Finally, the term accounting for the phenomenological energy relaxation of condensed
polaritons in Eq. 10.1 is recalled here:
R[ψ(x, t)] = − (ν + ν ′|ψ(x, t)|2) (EˆLP − µ(x, t))ψ(x, t), (10.6)
where ν and ν ′ are parameters determining the strength of spontaneous and stimulated energy
relaxation, respectively.
For the calculations we used the following parameters: mP = 7.3× 10−5m0, with m0 the free
electron mass, α = 2.4× 10−3 meV µm2, Γ = 1/18 ps−1, ΓA=1/100 ps−1, ΓI = ΓD = 1/250 ps−1,
tR = tD = 0.02 ps
−1, g = 0.018 ps−1 µm2, ~r = 0.02 meV µm2, ~ν = 0.014, ~ν ′ = 0.075 µm2.
Figure 10.8 shows the variation with time of the energy spectrum in space. Before the arrival of
the G pulse, polaritons are free to relax down to the C state. As in the experiment, the application
of G introduces a potential barrier that blocks polariton propagation. This is temporary, as at
later times the excitons in the reservoir at the G position decay and polaritons are able to once
again flow to the C region.
For simplicity, the theoretical model assumes perfect Gaussian shaped laser spots and neglects
the influence of disorder. Differences in the exact pump profiles and a complicated disorder potential
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Figure 10.9: Calculated PL false-color scale maps vs. energy and momentum space (kx) for
different times shown by the labels. CS−G and CC mark the trapped condensates between S-G and
the trapped one at C positions in real space, respectively. The acceleration of flowing polaritons is
indicated by horizontal red arrows in panel (c). The relative blueshift ∆E between CS−G and CC
is indicated by vertical red arrows in panel (c).
give rise to a slightly different shape of the effective polariton potential in the experiments. However,
the overall form of the potential is similar, allowing the theory and experiment to demonstrate the
same phenomenology. The presence of disorder in the experiments also gives rise to inhomogeneous
broadening, not accounted for in the theory. Fluctuations in the laser intensities may also contribute
to broader experimental frequency distributions than in the theory.
Figure 10.9 shows the corresponding energy spectrum in reciprocal space for the same selected
times as those used in Fig. 10.8. The results of the simulations are very similar to the experimental
ones shown in Fig. 10.3. Before the arrival of G one can identify polaritons propagating to the left,
with negative in-plane wave-vector, which have relaxed from S. At C, these polaritons have lost
their kinetic energy. The application of G blocks the polaritons, such that they remain trapped
in a higher energy state without kinetic energy [see Fig. 10.9(b)]. Polaritons become accelerated
towards C again as the G barrier disappears, recovering the initial situation [see Fig. 10.9(d)], in
a similar fashion to that observed in the experiments.
10.3.2 Predictions for multiple switches
While we have focused on the behavior of an individual condensate transistor switch, future studies
will likely be devoted to the linking of multiple elements in analogy to transistors based on coherent
excitation [39]. Here the flexibility in controlling the strength of the individual gate powers may be
particularly useful in going beyond the optical replication of CMOS-type logic and considering a
neural-type logic inspired by biological networks. For artificial neural networks [402], one typically
aims to combine the signals of different transistors but with arbitrary controllable weights, which
can be engineered to give different functionalities. The sum of the weighted signals is then compared
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Figure 10.10: (a)-(c) Calculated PL false-color scale maps vs. energy and real space (x), for a
neural-type logic gate with two inputs, for different gate power combinations: PG1 = PG2 > 0,
PG1 = PG2 = 0 and PG1 > PG2 = 0, respectively. (d) Calculated PL at C in a false-color scale
versus gate powers PG1 and PG2. The powers used in panels (a)-(c) are marked by a circle, square,
and triangle, respectively.
to some threshold to determine the result. This ability is known to allow the implementation of
certain tasks with significantly fewer elements than with using chains of typical Boolean logic gates,
which is why neural networks can be particularly efficient even if their individual elements may be
slow.
As a theoretical example, we consider here the combination of the signals from two condensate
transistors in a single polariton channel. Polaritons are excited at two source positions and travel
toward the C region, which is at the mid-point between the two sources. The weighting of the
number of polaritons arriving from each source can be independently controlled by two gates. The
weighted input from each source is then summed at C. In Fig. 10.10(d) we present the dependence
of the C intensity on the two gate intensities. It is well-known that neural-type logic [402] can
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reproduce many Boolean-type logic gates. Among the conceivable regimes of operation it is, for
example, possible that the device acts as an and- or OR-type logic gate, depending on the choice
of collector threshold (if the collector intensity exceeds some value the result is considered 1 while if
not it is considered 0). Situations where the C signal is weak and strong are shown in Figs. 10.10(a)-
10.10(c), which correspond to the different points marked in Fig. 10.10(d) by a circle, square, and
triangle, respectively. We stress that the combination of two weighted inputs at the collector is
only a first step. In principle the combination of larger numbers of inputs could also be imagined,
by designing patterned MCs where multiple ridges join together.
10.4 Conclusions
In summary, we have presented a time-resolved PL study in real and momentum space of a polariton
transistor switch consisting of a 20 micron-wide ridge where the optimal conditions for the switching
were demonstrated through pump power dependence studies. A polariton flow in real space from
S to C is gated by a potential barrier induced by optically generated excitons at G. By choosing
comparatively low gate powers interruption of the flow can be achieved within tens of picoseconds,
while maintaining a reasonably high on/off-signal contrast. However, the inverse process, i.e.
switching from the off- to the on-state, takes hundreds of picoseconds due to the long-lived
excitons at G. Numerical simulations based on the modified GP equation reproduce well the
dynamics of our device.
Chapter 11
Quantum reflections and shunting of
polariton condensate wave trains:
Implementation of a logic AND gate
A
s discussed in the previous introduction to Part IV and Chapters 9 and 10, research
on exciton-polariton condensates in semiconductor MCs has initiated a quest for novel
technological applications. This research effort is motivated by the fusion of photon and
exciton properties that appear in exciton-polariton systems, giving rise to a fast (picosecond scale)
response time, a long (nanosecond scale) dephasing time [403] and strong nonlinearities.
In the preliminary comments to Part II we have discussed briefly the importance of the
injection and manipulation of polaritons by electrical means for the development and integrability of
polariton optical information processing. This objective may well require designs using incoherent
or non-resonant carrier injection methods. For this reason we focus again in this Chapter on
non-resonantly excited polariton condensates, in contrast to previous studies aimed at developing
functional logical switches based on polaritons [33, 296, 392]. In Chapters 9 and 10 we have
found that repulsive interactions between polaritons and hot excitons in the system, which are
inevitably excited with a non-resonant scheme, allow the acceleration of polariton condensates
[43, 46, 48]. This is consistent with earlier experiments by Wertz, et al. [40], and measurements
under cw excitation [36, 43]. In this Chapter, we introduce a time-dependent control of propagating
polariton condensates using optically-induced tunable repulsive potential barriers. These barriers
block propagation, causing reflection of an incident polariton condensate WP. The presence of
multiple barriers allows multiple reflections and the re-routing of the WP into a confinement
region. Differently to the situation presented in the previous Chapters 9 and 10 on the gating
of polariton condensates, in the results reported here the confined polaritons are still propagating
and in excited states.
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Following the work of R. W. Keyes [404], the five mainstays that must characterize a fully
operational device are:
1. Universal Logic: and- and not-type logic gates (or equivalent ones) should operate the
device
2. Cascadability : the output signal, ruled by a gate in a device, must be able to control the gate
of a second device and so on.
3. Fan Out : it has to be possible to split or duplicate an output signal, facilitating the cascad-
ability of many devices.
4. Amplification: related to the previous point on the manipulability of the output signal, its
losses should be compensated somehow; the re-amplification of the output signal must be
feasible to conserve its logical value.
5. Input-Output Isolation: the device operation must be unidirectional, the output signal should
not interfere with the inputs of the device.
In the experiments presented in this Chapter, we were able to fulfill points 1 (half of it), 3 (partially),
4 and 5. Concerning the first point, we demonstrate the ability of our system to function as an
and-type logic gate, considering the signal represented by propagating polariton condensates, and
the output by a trapped condensate at the border of the ridge (as similarly reported in previous
Chapters of Part IV). When the propagating condensate is strongly confined, the energy-relaxation
present in the system causes the formation of a long-living coherent ground-state. Taking this
as the output state, its formation requires both the initial injection beam and the presence of
the optically-induced barrier. Our approach using only non-resonant excitation anticipates the
implementation of new ultrafast, non-linear switches based on the electrical injection of polariton
condensates. Despite of the many efforts put on it, no alternatives were found to reproduce the
not-type logic operation in our device. The negation operation is certainly difficult to be realized
under the present conceptual premises of excitation and the available sample.
The cascadability problems in our present ridge structure, corresponding to point 2 in the
“Keyes-list”, was previously discussed in § 10.2.2 of Chapter 10. We stress again that it was not
possible to conceive a cascade-process from an static polariton condensate output. Interesting
alternatives have been proposed by T. Espinosa-Ortega and T. C. H. Liew [302], where a special
patterning of a 1D MC grid could lead to a feasible signal-cascade. To the best of our knowledge,
a few research groups are pursuing the experimental demonstration of this theoretical proposal.
As previously said in point 2, the impossibility to generate a propagating polariton signal
from an static, trapped polariton condensate at the border of the ridge obstructs the cascadability
fulfillment and biases the way of fanning-out the signal to subsequent devices in our proposed
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scheme. However, we say that point 3 is partially verified because, in principle, a propagating
polariton WP can be split (see for example § 10.2.3 or also the polariton circuiting reported in
Ref. [45]) and duplicated. Point 4 is clearly demonstrated in 11.2.4, the intensity of a propagating
polariton WP is amplified when it comes into contact with a repulsive exciton barrier; we observe
the continuous repetition of such process when the WP bounces back and forth in a region delimited
by the repulsive potential and the border of the ridge. We note also that the first demonstration
of the amplification process of propagating polariton WPs in a similar structure was reported in
by E. Wertz and coworkers [40]. Finally, point 5 is positively checked in the list because, first,
the gate of our device is constituted by excitons, whose effective mass is ∼ 4 orders of magnitude
more massive than that of polaritons, their dynamics is typically ∼ 3 orders of magnitude slower as
compared to the picosecond-lifetime of polaritons. In second place, while it is true that there are
mechanisms in with propagating polariton WPs can interfere with themselves when overlapping
in real space (see, for example, § 11.2.3 in this Chapter, § 7.2), it must be mentioned that in our
device no negative feedback effects can happen between input and output signals. Furthermore,
making virtue of necessity, the interference effects between overlapping WPs can drive the working
principle of polariton-based devices in elegant ways [45].
It is important to remark that in computing science, the crucial, entangling gate that con-
stitutes the key building block to conceive a “quantum” computer is the cnot-type logic gate
(controlled-not gate) [405].1 The modus operandi of such gate, with two inputs and two outputs,
consist on flipping the second output if and only if the logic value of the first input (typically
dubbed control input) is 1. In the recent scientific literature there several experimental realiza-
tions of the not-operation using parametric down-conversion as photonic sources [406–409], and
also using highly efficient QD emitters embedded in a MC [372]. We emphasize that, despite of
the fact that the implementation of this logic operation would be a key step in polaritonics, it was
not considered in our experiments.
This Chapter is organized as follows. In § 11.1 we briefly present the sample used for the
experiments and we explain the excitation scheme chosen in this case for obtaining ballistic prop-
agation of condensed polariton WPs. In § 11.2 we describe the main experimental results divided
in two parts: the optimal conditions for and gating (§ 11.2.1) and the corresponding unsuitable
conditions (shown in a particular case, § 11.2.2). Some other interesting aspects are analyzed in
this section such as the observation of real space interferences from counter propagating polariton
WPs and the amplification of polariton WPs in presence of excitonic reservoirs, § 11.2.3 and 11.2.4,
respectively. In § 11.3 we discuss the polariton dynamics, which has been modeled again using a
generalized GP description. Finally in § 11.4 we draw the conclusions of this Chapter.
1The classical analog to the cnot-gate is a reversible xor-gate.
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11.1 Experimental setup
The sample is the high-quality 5λ/2 AlGaAs-based MC described in § 3.2. We perform our
experiments in the ridge structure shown in Fig. 3.5, whose dimensions are 20× 300 µm2.
We excite the sample with 2 ps-long light pulses from a Ti:Al2O3 laser, tuned to the bare
exciton energy level (1.545 eV). Two independent, twin beams, dubbed A and B, are split from the
laser: their intensities, spatial positions and relative time delay (∆t = tB−tA) can be independently
adjusted. We have determined that the power threshold to produce polariton condensates by each
of the beams is Pth = 4.4 mW. The two laser beams are focused on the sample through a high
numerical-aperture (0.6) lens, to form 10-∅ µm spots. The laser beams impinge on the sample at
a certain angle so that their direct reflection is filtered out in far-field to prevent it from blinding
the polariton emission. The excitation at normal incidence would hinder the observation of the
polariton emission since the laser is only 5 meV blue-detuned with respect to the polariton emission
energy.
11.1.1 Excitation scheme for ballistic propagation of condensed polariton WPs
Before presenting the device operation, let us discuss first briefly the choice of the excitation
conditions used for these new set of experiments. In this case the sample is excited with a laser
tuned to the bare exciton level, as similarly done in the experiments presented in Chapters 6 and
7. This excitation choice allows to obtain polariton WPs propagating almost ballistically, reducing
as much as possible the effects of the polariton energy relaxation in presence of a dense excitonic
reservoir at the pump spot (obtained under excitation at the first minimum of the stop band). We
illustrate this effect in the following Fig. 11.1. It shows the energy of the emission in the ridge, in
both real- and momentum-space under excitation at the first minimum of the stop band, 1.612 eV,
[Figs. 11.1(a,b)] and under excitation at the excitonic resonance, 1.544 eV, [Figs. 11.1(c,d)].
While in the former case polaritons have to relax their energy by almost 2 meV (from 1.5419
eV to 1.5406 eV) and ballistic propagation is never achieved for any pump power, in the latter one
polaritons propagate ballistically at 1.541 eV.
11.2 Experimental results and discussion
In this section we describe our main results which demonstrate the and gating operation. In first
place, § 11.2.1 discusses the optimal conditions for the gating. In second place, in § 11.2.2 we report
a particular case where the choice of certain unsuitable conditions for the operation breaks the logic
and operation. Further interesting phenomenology in polariton physics observed in this device,
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Figure 11.1: (a)/(b) [(c)/(d)] Energy vs real-space (x)/momentum-space (kx) image of a cross-
section along the ridge under excitation at the first minimum of the stop band (1.612 eV) [at the
excitonic resonance (1.544 eV)], with a cw beam of −30 µm in the center of the ridge. The pump
power is set to 16.7 mW in both excitation regimes, corresponding to: (a,b) 11.1×P 1th and (c,d)
6.7×P 2th, the two different pump power thresholds, P 1,2th , correspond to the two different absorptions
of the MC at 1.612 eV and 1.544, respectively.
such as real space interferences and polariton amplification in presence of the exciton reservoir is
analyzed in § 11.2.3 and § 11.2.4, respectively.
11.2.1 Optimal conditions for and gating
To achieve the and gating operation of the device a proper choice of (i) the A and B beam
locations, (ii) their power and (iii) the delay, ∆t, between them must be made. Concerning the
power, for the experiments described in this subsection we have used PA = 7×Pth and PB = 3×Pth
(Pth = 4.4 mW), which are appropriate to obtain the and response of the device. Although we
have used a non-resonant excitation, the power requirements remain comparable to previous MC
switch designs based on hysteresis control (> 30 mW) [392] or resonant blueshift (∼ 5 mW) [39].
As for the positioning and ∆t, the A beam is located v100 µm away from the right ridge’s border,
Fig. 11.2 (a), the A and B beams are spatially separated by ∼50 µm and ∆t ≈ 80 ps, Fig. 11.2
(b).
As described in Ref. [36], the photo-generated excitons within the excitation area of a given
beam, A (B), create a repulsive potential barrier; in our case at {x, t} = {0, 0} ({x, t} = {50 µm, 80
ps}), labeled as VA (VB). As discussed below, VA and VB determine the dynamics of the propagating
polaritons in the ridge. Under the experimental conditions (B,A) = (1, 1) (indicating that both
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beams excite the sample) we obtain at long times a quasi-static, trapped polariton condensate,
dubbed as CB∧A, Fig. 11.2 (c), which constitutes the [on] state (B ∧ A = 1) of the device. The
other states, given by (B,A) = (0, 1) and (1, 0), correspond to the [off] states (B ∧ A = 0).
Figure 11.2(d) shows the evolution of the emission, spatially-integrated in the enclosed areas by
the squares in Figs. 11.2(a-c). The emission from CB∧A (filled area) displays a fast rise time after
the arrival of the B pulse, with its maximum obtained at ∼ 200 ps; this is followed by a decay, with
a weakly oscillating behavior. The corresponding emission, from the same enclosed region, in the
A-only (B -only) configuration is negligible in this scale, see dotted (dot-dashed) trace, verifying
the and operation of the device.
The truth table of the device in real- and momentum-space is summarized in Figs. 11.3 and
11.4, respectively. The emission along the perpendicular coordinate, y/ky, has been integrated.
Figure 11.2: Real space intensity emission of the ridge at 1.539 eV: (a) scattered reflection of
A pulse impinging on the sample at t = 0 and at x = 0; (b) scattered reflection of a second B
pulse, with a temporal delay of ∆t = 80 ps, at x = 50 µm; (c) output polariton emission, CB∧A,
(at 175 ps after the arrival of the A pulse) close to the ridge’s border, x = 85 µm. The dotted,
dot-dashed and full line boxes enclose the region of the output signal 0, 0 and 1, respectively. The
intensity is coded in a normalized, linear, false color scale. (d) Corresponding time evolution of
the spatially integrated intensity from the boxes described before, the three traces are background-
noise subtracted and normalized to the maximum of the (B,A) = (1, 1) trace. The vertical arrows
mark the arrival of the A and B beams at 0 and 80 ps, respectively.
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The polariton dynamics is shown at three-selected different energies, in the rows (a) 1.5415, (b)
1.5400 and (c) 1.5392 eV, since a full understanding of the device operation is only obtained when
a spectroscopic analysis of its emission is performed. For the sake of clarity, we have included
an additional row in both Figs. 11.3 and 11.4, labeled (b[t]), where the trajectories in real- and
momentum-space, respectively, are sketched with colored arrows. The A (B) beam creates two,
initially left/right propagating condensates along the x-axis, named AL/AR (BL/BR).
We start describing the dynamics of the system under only one beam excitation. The first
column in Figs. 11.3(1) and 11.4(i) show, for the different detection energies, the configuration
(B,A) = (0, 1), where the output address level reads zero, [off]. Figure 11.3 (a-1) displays hot
polaritons propagating rapidly away from the A excitation area (the large intensities at very short
times arise partially from scattered laser light), and subsequently decaying into lower energy states,
Fig. 11.3(b-1), where an elastic reflection of the AR polariton condensate at the ridge’s border is
clearly observed at ∼125 ps. AR reaches the hill of VA at {x[µm],t[ps]} ≈ {0, 225}, as depicted
in Fig. 11.3(b[t]-1) (at this instant the emission is very weak). It is remarkable that interference
fringes exist in the polariton emission after the elastic reflection of AR at the border of the ridge, see
the zoomed inset in Fig. 11.3(b-1). They evidence the system coherence, even after the energy loss
processes experienced by the original condensate created close to A. Figure 11.3(c-1) shows only
scattered light arising from the A pulse at {x, t} ={0,0}; the absence of any emission establishes
the [off] state.
The corresponding momentum space dynamics is compiled in the first column, (i), of Fig. 11.4.
Hot polaritons at 1.5415 eV show a quasi-homogeneous distribution of momenta in a k-space ring;
these polaritons rapidly decay in energy, Fig. 11.4(b-i) (1.540 eV): in the time interval 50 to 100 ps,
AL and AR propagate at kx = ±1.1 µm−1, as sketched in Fig. 11.4(b[t]-i). The elastic reflection of
AR at ∼125 ps is evidenced by the jump observed in k-space from +1.1 to −1.1 µm−1 [horizontal
segment of the dashed yellow arrow in (b[t]-i)]. Figure 11.4(c-i) (1.5392 eV) demonstrates the [off]
state, where only scattered light by A is present.
We discuss now the second configuration where the output address level reads zero under B -
only excitation, (B,A) = (1, 0), shown in columns (2) and (ii) of Figs. 11.3 and 11.4, respectively,
for the three detection energies. Figure 11.3(a-2) displays hot polaritons created at t =80 ps,
propagating rapidly away from the B area and subsequently decaying to lower energy states,
Fig. 11.3(b-2), in a similar fashion to what has been described before in the (B,A) = (0, 1)
configuration, but with a more conspicuous BR trajectory due to the vicinity of VB and the ridge’s
border. BL moves at a constant speed of vx = −0.74 µm/ps and the several reflections of BR take
place at the positions sketched by the trajectory line, shown in Fig. 11.3(b[t]-2). At each reflection
against VB, where a reservoir of excitons exist, an amplification of BR is observed, as previously
reported in Ref. [40]. Figure 11.3(c-2) shows information concerning only the scattered light by
the B pulse at {x[µm],t[ps]} = {50, 80}.
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Figure 11.3: Real-space dynamics of the polariton emission, exciting with three logic address in-
puts, (B,A) (see lower labels): (0, 1) A-only [column (1)]; (1, 0) B -only [column (2)] and (1, 1)
A + B beams [column (3)], at different detection energies: 1.5415 eV (a), 1.5400 eV (b,b[t])
and 1.5392 eV (c). The inset in (b-1) shows the detail of the elastic reflection of AR against
the ridge’s border in the framed area. The trajectories of the polariton condensates at 1.540
eV are sketched by colored arrows in row b[t], on a background, false, grey color scale for
the corresponding intensities in row (b). The intensities are coded in logarithmic, normalized,
false color scales, shown at the left side of row (b). See supplemental videos of this figure at
http://link.aps.org/supplemental/10.1103/PhysRevB.88.245307 for further details on the polari-
ton dynamics in real space.
The corresponding momentum-space dynamics for the configuration (B,A) = (1, 0) is com-
piled in the second column, (ii), of Fig. 11.4. The momenta of hot polaritons at 1.5415 eV show a
similar behavior to that discussed previously for the (B,A) = (0, 1) case, see Fig. 11.4(a-i). The
evolution of the emission in k-space, appearing in Fig. 11.4(b-ii), evidences the four reflections of
BR in the same instants as those in Fig. 11.3(b-2). The 1
st and 3rd reflections show a sudden
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Figure 11.4: Momentum-space dynamics of the polariton emission, exciting with three logic
address inputs, (B,A) (see lower labels): (0, 1) A-only [column (i)]; (1, 0) B -only [column (ii)]
and (1, 1) A + B beams [column (iii)], at different detection energies: 1.5415 eV (a), 1.5400
eV (b,b[t]) and 1.5392 eV (c). The trajectories of the polariton condensates at 1.540 eV are
sketched by colored arrows in row b[t], on a background, false, grey color scale for the cor-
responding intensities in row (b). The intensities are coded in logarithmic, normalized, false
color scales, shown at the left side of row (b). See supplemental videos of this figure at
http://link.aps.org/supplemental/10.1103/PhysRevB.88.245307 for further details on the polari-
ton dynamics in momentum space.
reversal in the propagation direction during an elastic scattering process [horizontal dashed seg-
ments of the arrow in Fig. 11.4(b[t]-ii)]. However, the 2nd and 4th ones correspond to a continuous
trade off between potential and kinetic energy [slanted segments of the arrow in Fig. 11.4(b[t]-ii)]:
BR propagates towards VB decelerating until it comes to a halt, and then it flows back towards
the edge of the ridge; the continuous conversion of kinetic into potential energy are observed as
continuous lines in the kx vs. time diagram from −1.1 to +1.1 µm−1. Figure 11.4(c-ii), shown for
completeness, displays only the scattered light by B.
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The [on] state of the device is demonstrated in columns (3) and (iii) of Figs. 11.3 and 11.4,
respectively; the input address level reads now (B,A) = (1, 1). Figure 11.3(a-3) displays the real-
space dynamics of hot polaritons at 1.5415 eV, propagating rapidly and decaying to lower energy
states: it is clearly seen that AR surpasses the position of the B pulse, before the latter impinges
on the sample, in its way towards the edge of the ridge. Now, this edge and the double excitonic
barrier, composed by VA and VB, determine the trajectories of the polariton condensates, as shown
in Fig. 11.3(b[t]-3). The creation of VB is delayed by ∆t, which is precisely set to 80 ps in order to
allow the passage of the AR condensate and its subsequent trapping together with BR, Fig. 11.3(b-
3). The combination of VA and VB constitutes a potential trap, in which BL oscillates periodically.
Its amplification by the excitons at A and B is proven by a significantly stronger emission intensity
than that shown in Fig. 11.3(b-2) for BL, where VA was absent.
The confinement of polaritons in a potential trap increases their density and when polaritons
exceed an occupation threshold (at a certain high energy level), they scatter, relaxing into lower
energy states [36, 41]. This stimulated scattering process mediates the creation of CB∧A: it occurs
only when AR and BR are simultaneously confined between VB and the ridge’s border, resulting
in an over-populated energy state at 1.540 eV compared to that shown in Fig. 11.3(b-2), where
only BR was present. The former situation, shown in Fig. 11.3(b-3), evolves so that part of the
population of the AR andBR condensates relaxes and gives rise to the CB∧A condensate, Fig. 11.3(c-
3), which lasts for ∼200 ps displaying weak oscillations. A detailed study of the formation of such
a trapped condensate, using different (but equivalent for the trapping process) beam-configuration
conditions, has been performed in § 9.3.1. The CB∧A lifetime, as already shown in Fig. 11.2(d), is
notably larger than that of those condensates expelled far away from the laser position, since the
presence of the excitonic reservoir continually feeds CB∧A.
The dynamics of the [on] state in k-space is summarized in the third column, (iii), of Fig. 11.4.
In Fig. 11.4(a-iii), the two populations of hot polaritons, delayed with respect to each other,
manifest the same behavior as that obtained for the individual emissions, reported separately
in Figs. 11.4 (a-i,ii). Figure 11.4(b-iii) displays a complex distribution of polariton momentum
from t ≈ 100 ps to t ≈ 400 ps, since AR, BL, and BR momenta are superimposed in a range of
|kx| > 1.5 µm−1. AR and BR suffer elastic collisions almost simultaneously against the ridge’s
border at ∼150 and ∼250 ps [dashed segments in Fig. 11.4(b[t]-iii)]; their dynamics is similar to
the one of BR reported in Fig. 11.4(b[t]-ii). On its own account, BL shows a zig-zag movement in
k-space, since it suffers continuous accelerations/decelerations in the VA + VB potential sculpted
by the A and B beams. In this case, the absence of collisions against a hard-well potential (as
described for AR and BR) yields only slanted trajectories from ±1.0 to ∓1.0 µm−1 for the BL
movement. The conspicuous interference patterns around |kx| > 0.9 µm−1 arise from the mutual
coherence between different condensates. Finally, Fig. 11.4(c-iii) shows the quasi-steady dynamics
of the CB∧A condensate ([on] state): the confined population sustains an oscillatory movement with
a period of 25 ps and an amplitude of ∼ 0.75 µm−1. The CB∧A effective lifetime is determined by
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the excitons at B, which feed the scattering process towards this final state, lasting for more than
200 ps, as reported in Fig. 11.2 (d).
11.2.2 Unsuitable conditions for and gating: a particular case
The choice of the spatial-temporal coordinates of the A and B beams is crucial to obtain the and-
type logic gate. We illustrate this fact in this subsection presenting a particular case, among the
plethora of possible choices for these coordinates, where a trapped condensate is also formed at the
ridge’s edge but the and operation is not obtained. The spatial distance and the temporal delay
between A and B are ∼20 µm and ∼25 ps, respectively. The position of the A beam is 45 µm away
from the right border. Due to the fact that the beams are closer together to each other and also
to the edge of the ridge, the used power beam are slightly lower, PA = 6×Pth and PB = 1.5×Pth,
than those used in § 11.2.1.
Here we present only the polariton dynamics in real space, as summarized in Fig. 11.5, where
again the emission along y has been integrated. We follow the same nomenclature for the polariton
WPs as the one used before in Fig. 11.3. Due to the rich dynamics obtained under these new
excitation conditions, and its strong dependence on the detection energy, four selected energies (a)
1.5411 eV, (b) 1.5405 eV, (c) 1.5400 eV and (d) 1.5396 eV are now shown.
The first row (a) in Fig. 11.5 shows similar dynamics to those already shown in § 11.2.1,
Fig. 11.3(a), with hot polaritons rapidly decaying into lower energies. Figure 11.5 (b-1) reveals
several reflections of AR at the ridge’s border (x =100 µm) and at VA (x =55 µm). At 1.5400
eV, Fig. 11.5(c-1), the zig-zag movement of AR overlaps with the incipient formation of a trapped
condensate, dubbed CA, which is clearly observed at x = 90 µm and 1.5396 eV, Fig. 11.5(d-1).
Therefore, under this single-beam excitation, a trapped condensate is already created, lasting for
more than 300 ps, evidencing that these excitation conditions are unsuitable to achieve an and
operation.
Column (2) in Fig. 11.5 compiles the polariton emission under B -only excitation. Fig-
ure 11.5(b-2) shows that the lower intensity used in this case for the B beam creates a BR WP
with a shorter propagation and weaker emission than AR. Figure 11.5(c-2) depicts the BR re-
amplification and its tunneling trough the VB barrier [40] (see the magenta arrows as a guide to
the eye for the tunneling processes). At 1.5396 eV, Fig. 11.5(d-2), there is not any trace of a
trapped condensate and only the scattered light by the B pulse is observed.
Finally, we show in column (3) of Fig. 11.5 the polariton emission under A+B excitation. The
propagation at high energy, 1.5411 eV, of polaritons rapidly decaying into lower energy states is
shown in Fig. 11.5(a-3): in this case, the proximity of the A and B beams results in an apparent
overlap of the AR and BR emission, but the choice of ∆t ≈ 25 ps still allows that AR surpasses the
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Figure 11.5: Real-space dynamics of the polariton emission, exciting with three logic address
inputs, (B,A) (see lower labels): (0, 1) A-only [column (1)]; (1, 0) B -only [column (2)] and (1, 1)
A + B beams [column (3)], at different detection energies: 1.5411 eV (a), 1.5405 eV (b), 1.5400
eV (c) and 1.5396 eV (d). The trajectories of the polariton WPs AL/R and BL/R at 1.5411 eV
are sketched by colored arrows in panels (a-1) and (a-2), respectively. The re-amplification and
tunneling of BR is marked with dashed arrows in panel (c-2) (see text for further details). The
intensities are coded in a logarithmic, normalized, false color scale, shown in the panel (d-3). The
same spatial-temporal origin is used as that shown in Fig. 11.3.
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barrier VB created by the B beam. The short A−B distance used in this configuration creates a
trapped condensate between them, dubbed as CA−B, lasting for more than 200 ps, Fig. 11.5(b-3).
The polariton emission at the ridge’s edge (region between 80 and 100 µm) lasts .150 ps at this
energy, polaritons rapidly decay in energy forming a trapped condensate, CB∧A. Figure 11.5(c-3)
shows the coexistence of both CA−B and CB∧A condensates at 1.5400 eV, the latter being three
times more intense than the former one. At 1.5396 eV, Fig. 11.5(d-3) shows the output signal
CB∧A. This was the [on] state under suitable excitation conditions (§ 11.2.1), which appeared only
for the (B,A) = (1, 1) input address, however in the present excitation conditions such a signal
appears also in the (B,A) = (0, 1) case, violating the and truth table.
It is remarkable that the CA−B emission, Fig. 11.5(b-3), is 1 meV blue shifted with respect
to the CB∧A, Fig. 11.5(d-3). This difference is due to the combination of the VA and VB barriers
and the short distance between them: the potential created by the barriers increases the CA−B
energy, while CB∧A emits from the available lower energy states close to the ridge’s border [shown
in the inset of Fig. 3.10(c)]. Focusing now at the lowest energy, 1.5396 eV, a comparison between
the trapped condensates CA and CB∧A, Figs. 11.5(d-1,3), shows that the CB∧A emission is 4 times
stronger and lasts ∼ 50 ps longer than the CA emission. The addition of AR and BR populations
and the re-feeding of CB∧A in presence of the VB exciton barrier yield this intense and long-living
condensate.
From these experiments we conclude that (i) a single WP (AR) is able to create a trapped
condensate (CA) close to the border (unsuitable condition for the and operation), (ii) inadequate
parameters of beam power and distance to the border hinder the formation of this trapped conden-
sate (case of the B beam excitation), and (iii) the photo-generated excitonic potentials permit to
create blue shifted, trapped condensates on demand (as it has been demonstrated by the creation
of CA−B).
11.2.3 Real space interferences from counter propagating polariton WPs
Figure 11.6 compiles a deeper analysis of the inset of Fig. 11.3(b-1), demonstrating that the inter-
ference comes from backscattered polaritons. The integrated profiles at different times (100, 117
and 129 ps), Fig. 11.6(i-iii), demonstrate the appearance of the interference fringes, in the region
from 70 to 85 µm, arising from counter-propagating polariton WPs. The additional oscillations,
between 50 and 60 µm, seen in Fig. 11.6(a) are due to backscattering of polaritons at the lower
horizontal edge of the ridge.
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Figure 11.6: Detailed snapshots of the emission maps in real space, corresponding to the y-
integrated emission shown in Fig. 11.3(b-1). (a) AR WP, extending from ∼50 to ∼90 µm at 100
ps. (b) AR impact against the right border at 117 ps and creation of a counter-propagating WP.
(c) The two counter-propagating WPs at a later time, 129 ps. A full white line depicts the borders
of the ridge; magenta arrows indicate the direction of propagation of AR. Intensity is coded in a
linear, false color scale. (i-iii) Corresponding PL intensity versus x, integrated along the y direction
of the ridge, for the instants compiled in panels (a-c), a PL profile free from fringes is seen in panel
(i), while in panels (ii,iii) interference fringes, with a periodicity of ∼2 µm, are clearly observed
from 70 to 85 µm.
11.2.4 Amplification of polariton WPs in presence of excitonic reservoirs
The polariton amplification phenomena, in presence of photo-generated excitonic reservoirs [40],
has been also observed in our experiments since potentials VA and VB act as excitonic re-amplifiers
of polariton WPs when approaching them. Figure 11.3 shows two amplifying mechanisms. In the
former case, Fig. 11.3(b-2), BR is trapped between VB and the ridge border, BR is amplified when
it approaches the excitonic area of B. In the latter case, Fig. 11.3(b-3), BL becomes trapped in a
repulsive potential sculpted by VA + VB; BL experiments a strong amplification in every reflection
against the barriers.
Figure 11.7 describes the former case where BR bounces back and forth between the VB
potential and the right border of the ridge. We track the integrated BR PL emission, Fig. 11.7(a),
showing its amplification at the instants where BR touches the tails of the excitonic potentials,
Fig. 11.7(i-viii).
The first peak at 80 ps in panel (a) mark the arrival of the B pulse, then Figs. 11.7(i-viii)
capture the following instants where the amplification is evidenced. At 130 ps, BR propagates
towards the border of the ridge, Fig. 11.7(i): the bounce against this hard-well potential is evidenced
at 150 ps, Fig. 11.7(ii), where a very strong emitting peak emerges from this border [see dark
blue point in Fig. 11.7(a)]. After the elastic reflection of BR, it propagates leftwards, 167 ps,
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Figure 11.7: (a) Integrated emission dynamics in the region between VB and the right border of
the ridge, under the (B,A) = (1, 0) configuration excitation [Fig. 11.3(b-2)]. The colored points on
the filled trace indicate consecutive instants in the 2D dynamics shown in panels (i-viii) (the time
is indicated by the upper left labels): (i)/(v)/(viii) free right WP propagation, (ii)/(vi) impact and
reflection of the WP against the ridge border, (iii) free left WP propagation, (iv)/(vii) impact and
reflection of the WP against VB . White arrows indicate the direction of propagation of BR, dashed
circles mark the impact of the WP against VB or the ridge border. The intensity is coded in a false
color scale shown on the right of each panel.
Fig. 11.7(iii), and its impact against VB is clearly seen at 196 ps, Fig. 11.7(iv). The polariton
amplification occurs at 216 ps, Fig. 11.7(v), where the intensity emission of BR increases by a
factor of 2 compared to the same situation reported in Fig. 11.7(i). Figure 11.7(vi), corresponding
to a time t = 245 ps, shows the impact of BR against the border of the ridge (see dashed red circle),
then BR is elastically reflected leftwards (not shown). A second re-amplification process of BR is
observed in Figs. 11.7(vii,viii). In first place, at 305 ps [Fig. 11.7(vii)], BR halts at x = 50 µm in
presence of the excitonic reservoir, this spatial overlap enhances amplification of the WP for the
second time. In second place, at 322 ps [Fig. 11.7(viii)], BR propagates rightwards, the analysis of
its integrated intensity in Fig. 11.7(a) (see brown circle at 322 ps over the integrated PL dynamics
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trace) reveals that, even 200 ps after the WP injection, the BR intensity is slightly enhanced after
the excitonic amplification.
11.3 Model
The simulations on the polariton dynamics are modeled following the generalized GP description,
Eq. 11.1, that has been used in the previous Chapters 9 and 10.
i~∂tψ(x, t) =
[
EˆLP + α|ψ(x, t)|2 + V (x, t) + i~
(
rNA(x, t)− Γ
2
)]
ψ(x, t) + i~R [ψ(x, t)] (11.1)
EˆLP represents the kinetic energy dispersion of polaritons, which at small wavevectors can be
approximated as EˆLP = −∇ˆ2/(2m) with m the polariton effective mass. α represents the strength
of polariton-polariton interactions. The effective potential, given by the Eq. 11.2
V (x, t) = ~ [gRNA(x, t) + gINI(x, t) + gDND(x, t)] + V0(x), (11.2)
describes both the static structural potential of the microwire, V0(x) (see § 3.2.1.1 for a further
description of this static potential), and a dynamic contribution from a repulsive potential caused
by hot excitons in the system (responsible for the pulse induced barriers). In this way, the evolution
equation for the polariton mean-field wavefunction, ψ(x, t), is coupled to a system of semiclassical
rate equations for higher energy excitations, Eqs. 11.3-11.5 [206], they are identical as those
described in the previous Chapter.
dNA(x, t)
dt
= − (ΓA + r|ψ(x, t)|2)NA(x, t) + tRNI(x, t) (11.3)
dNI(x, t)
dt
= P (x, t)− (ΓI + tR + tD)NI(x, t) (11.4)
dND(x, t)
dt
= tDNI(x, t)− ΓDND(x, t) (11.5)
A, I , and D describe the decay rates of each of the exciton types. tR and tD are inter-reservoir
coupling constants, while r gives the rate of condensation, which enters into Eq. 11.1. Γ is the
decay rate of polaritons. The non-resonant pumping P (x, t), excites different states in an “inactive”
reservoir, which is coupled to the “active” reservoir. As it has been indicated in § 10.3.1 and also in
Chapter 10, the model considers equal, repulsive-interaction constants for the “active”, “inactive”
and dark exciton reservoirs, so that gA/I/D = g in Eq. 11.2. The final term in Eq. 11.1 accounts
11.3. MODEL 243
for energy relaxation processes of condensed polaritons:
R[ψ(x, t)] = − (ν + ν ′|ψ(x, t)|2) (EˆLP − µ(x, t))ψ(x, t), (11.6)
where ν and ν ′ are phenomenological parameters determining the strength of energy relaxation
[40, 213] and µ(x, t) is a local effective chemical potential that conserves the polariton population.
Figure 11.8: Calculated real-space dynamics of the polariton emission, filtered at high (a),
intermediate (b) and low (c) energies. The columns (1), (2) and (3), correspond to the cases
(B,A) = (0, 1), (1, 0) and (1, 1), respectively, as in the experimental Fig. 11.3. The intensity is
coded in a logarithmic, normalized, false color scale, shown in (c-2).
Equations 11.3-11.5 were solved numerically with Gaussian pulses corresponding to the ex-
perimental configurations, with the results shown in Fig. 11.8. We used the following parameters
(compare with those used in § 9.3.1): α = 2.4 × 10−3 meVµm2, Γ = 1/18 ps−1, ΓA = 0.01 ps−1,
ΓI = ΓD = 10
−3 ps−1, ~ν = 0.014 µm2, ~ν ′ = 0.075 µm2, tR = tD = 0.02 ps−1 µm2, g =
0.018 ps−1µm2. The dispersion was characterized by an effective mass m = 7.3×10−5me, obtained
from fits to the dispersion relations measured in § 3.2.1; me is the free electron mass. The simulated
excitation pulses A and B, described by P (x, t), had the same shape, size and duration but were
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separated by 80 ps and 50 µm. The B pulse was taken with 60% the intensity of the A pulse,
similar to the experimental situation discussed in § 11.2.1.
At high energies, the pulses create polariton condensates at their impinging positions, which
spread out over time. After a time delay, the polaritons relax their energy entering trapped states,
which undergo multiple reflections depending on the excitation configuration, as in the experimental
case. In the case when both pulses are present, (B,A) = (1, 1), an enhanced polariton density in
a trapped state near the wire edge allows further stimulated energy relaxation, populating the low
energy condensate, CB∧A, seen in Fig. 11.8(c-3). The localization of this condensate is partly due
to a static potential V0(x), which is known to have a minimum near the wire edge. Note that
the theory only reproduces the emission from condensed polaritons; it does not show the scattered
light responsible for the peaks at the pulse positions and arrival times seen in Fig. 11.3.
11.4 Conclusions
Using time- and energy-resolved measurements, we studied the dynamics of polariton condensate
WPs propagating in a 1D semiconductor MC ridge. The WPs were created by two pulsed exci-
tation laser whose energy was tuned to the bare exciton level, yielding a ballistic propagation of
polaritons, in contrast to the previous cases studied in Chapters 9 and 10, where strong polariton
energy relaxation was present. The introduction of dynamic, fully controllable potential barriers
allows the reflecting and re-routing of the WPs. Multiple reflections occurring between pairs of
barriers (optical induced or formed by the wire edge) allow the confinement and storage of prop-
agating polariton states. This localization also gives rise to an enhancement of energy relaxation
into a coherent ground-state, which forms a convenient output of a logical and gate. The total
dynamics in real- and momentum-space has been tracked yielding the modus operandi of the de-
vice. Theoretical simulations based on a generalized GP description reproduce the experimental
dynamics and confirm our understanding of the system. These results pave the way for the realiza-
tion of ultrafast, compact switches based on the manipulation of Bose-Einstein-like condensates.
Due to the use of incoherent/non-resonant excitation, this framework provides a path toward hy-
brid electro-optical information processing devices and offers additional functionalities for different
applications ranging from coherent matter transport to interferometry.
Chapter 12
Conclusions and future perspectives
I
n the introduction of this thesis it was mentioned that this year 2015 has been proclaimed
the “International Year of Light and Light-based Technologies”. Such honorific celebration
has almost coincided with the Nobel Prize of Physics in 2014 rewarding to the researchers I.
Akasaki, H. Amano and S. Nakamura, for their relentless pursuit of new blue light-emitting
LEDs. The implications of such success, yielding the obtention of white LED-light, will have
notable and positive consequences in our society during the 21st century. This stately achievement
in semiconductor physics is part of the huge efforts done by the scientific community during the last
∼ 60 years to investigate and develop photonic devices based on semiconductor technology, starting
from the engineering and devising of practical semiconductor light emitters in the early 1960s (see
an interesting paper about the origins of the LED discovery in Ref. [410]) and optical fibers in the
1970s. Following the timeline of these great inventions, VCSEL structures were realized in the late
1970s by A. Scherer and J. Jewell, accounting nowadays for a broad number of applications among
which include gesture recognition, “touchless” sensing and chip-interconnection.
The research addressed in this thesis has been carried on a new generation of semiconductor
samples that belong to the “close” family of VCSEL structures. The development of the MBE
techniques (invented in the Bell Telephone Laboratories in the late 1960s [238]), as we know them
today, permitted the realization of MCs with high enough quality to yield SCR in an exciton-
cavity system [11]. The attainment of this milestone motivated the start of the era of CQED in
nanostructured semiconductors, as an alternative to atom-based CQED systems. The recent results
obtained in this new frontier of solid-state physics are helping to deepen in the understanding of
fundamental quantum physics phenomena and also in the realization of new quantum protocols for
future information processing and communication [411].
The work described in this PhD thesis is framed in the context of solid-state physics in
semiconductor MCs. The inorganic semiconductor MCs studied in this thesis, working in the SCR
under laser light excitation, allow for the carriers density (formed by a macroscopic number of
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particles in a micrometrical region of space) to be increased up to values of occupation where the
quantum nature of the bosonic quasi-particles drives the system into an out-of-equilibrium exciton-
polariton BEC, occupying a single “quantum” state. Polaritons form an experimental system in
which the frontiers of BEC physics can be investigated in a relatively easy way. Their properties
are inherited by the photons emitted by the MCs and therefore can be readily measured by means
of optics and spectroscopic setups including ultrafast detection systems.
In this polariton BEC regime, analogous to an atomic-BEC, polaritons can propagate over
macroscopic distances without loosing their coherence [36, 246, 412] and be electrically [236]) and
optically manipulated in planar [41, 42, 387–391, 396] and etched MCs [40, 383–385, 397]. Polariton-
based logic operational routines have been theoretically proposed and implemented [39, 47, 302] as
well as polariton circuits [31, 35, 37, 45], diodes [30, 44, 232, 234, 377, 413] and ultrafast switches and
transistors [33, 43, 46, 48, 267, 300, 301, 392], some of the theoretical proposals and experimental
results in the interesting time-response range of terahertzs [59, 414–416].
Apart from a new platform for promising technological applications, coherent polariton fluids
have been shown to present a number of non-linear phenomena as quantized rotation [28, 169,
170, 401, 417] (cited only a few of them, for the sake of extension) and solitons, dark- [174–
176, 200, 325, 418, 419] and bright-type ones [38, 256, 420]. An interesting debate about the
role of polariton nonlinearities in dark-soliton phenomena has recently discussed in the work of
P. Cilibrizzi and coworkers [326], reporting the observation of polaritonic dark-solitons having
a negligible excitonic character and therefore excluding nonlinear polariton contributions to the
effect.
Although polaritons present many analogies with atomic BEC and superfluidity phenomena,
their out-of-equilibrium character poses fundamental questions about the proper way of describing
their behavior. Our research group SemicUAM in Universidad Auto´noma de Madrid has observed
the suppression of Rayleigh scattering when creating polariton bullets, excited in the OPO regime,
and the flow against defects [26]. A year later, in 2010, the group demonstrated the persisten flow
of polariton quantum fluids, injected by a resonant LG probe and also created in the OPO regime
[28, 421].
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12.1 Conclusions of this thesis
In the next lines we summarize the main achievements of this thesis, following the ordering of the
Chapters and highlighting the main findings of each one.
Polariton OPO phenomena: quantized rotation and OPO ignition in micropillars
Following the research line of our group SemicUAM in polariton quantized rotation phenom-
ena, in Chapter 5 we have demonstrated that unintended AVs appear in the signal at the edge
of an imprinting V probe and explained, both theoretically and experimentally, the origin of the
deterministic behavior of the AV onset and dynamics [50]. In particular, we showed where AVs
are more likely to appear in terms of the supercurrents of the imprinting probe and the currents of
the underlying OPO. The theoretical predictions are borne out by the experimental observations.
In addition, our study reveals that the onset of Vs in polariton superfluids does not require a LG
imprinting beam, but instead V-AV pairs can also be simply generated when counter-propagating
currents are imposed, similarly to what happens in normal (classical) fluids [51].
Again under OPO excitation, in Chapter 6 we have presented the experimental conditions to
obtain a long-lived polariton condensate in a pillar MC [55]. The process involves two excitation
beams impinging at the center of a 40 µm-∅ pillar: a cw pump, slightly blue-detuned from the
inflection point of the LPB, and a pulsed probe, which resonantly creates excitons. The polariton
population excited by the arrival of the probe induces a blueshift of the LPB, which enters into
resonance with the pump beam, triggering the OPO process. As a result of the combined effect
of both beams, the OPO signal emission lasts for more than 1 ns, much longer than any of the
characteristic times of the MC.
Interfering in momentum space two spatially separated polariton condensates
In Chapter 7 we have conceived innovative measurement schemes in momentum space in or-
der to probe the remote coherence between spatially separated polariton condensates [57]. The
convenience of monitoring the evolution of exciton-polaritons in semiconductor MCs, through the
detection of emitted light, makes this system an ideal platform to study quantum coherence prop-
erties in real space as well as in momentum space. We have profited from the finite lifetime of
polaritons inside the MC to demonstrate the existence of quantum interferences between spatially
separated polariton condensate WPs, propagating with the same kx value.
The optical spin Hall effect and the spin textures in a polariton circuit
In Chapter 8 we have studied the optical spin Hall effect in a quasi-1D MC. In such system
the lateral confinement yields a suitable scenario for the intra-branch polariton energy relaxation,
enriching the phenomenology of the polariton spin patterns. Thanks to a spectroscopic analysis of
the optical spin Hall effect, we have shown that a phase-shift in the oscillations of the sy and sz
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Stokes parameters results from the different speeds of propagation of polaritons. These oscillations
collapse either when linear-polarized excitation is used or when the pump power of the circular-
polarized excitation exceeds a certain level of pump power excitation. Our results are interpreted
within the framework of a mean-field model for polariton dynamics, which includes incoherent
gain from a polarized exciton reservoir, the energy shift due to the reservoir, TE-TM splitting and
energy relaxation [58].
On the route of polariton-based, all-optical, ultrafast devices (I): a polariton tran-
sistor switch
Great efforts of the research carried out in this thesis have been dedicated to optimize and
control the dynamics of the polariton condensate transistor switch, initially reported by T. Gao
and coworkers [43]. The first step in this research line was described in the first part of Chapter 9,
where we presented the full dynamics of this all-optical transistor switch. It constitutes a promising
first step for future high-speed inter-chip and intra-chip communication in core-based integrated
polariton circuits [46].
In order to fully address the underlying physics of such device, in the second part of Chapter
9 we have time resolved the energy and intensity relaxation processes of excitons and polaritons in
a MC ridge [62]. A detailed analysis of the decay processes has been accomplished by mapping the
energy and intensity emission along the ridge structure. Decay times of the source emission are
reported, where we also show the acceleration of the decay processes as a function of the S pump
power. The on time-response of the polariton transistor switch was characterized and optimized.
We used a generalized GP model to describe the spatial dynamics of our propagating polariton
condensates.
Finally, in Chapter 10 we presented an alternative time-resolved study of the polariton tran-
sistor switch, in both real and momentum spaces, giving full insight on the speed of operation of
our proposed transistor [48]. By choosing comparatively low G powers, the interruption of the flow
can be achieved within tens of picoseconds, while maintaining a reasonably high on-off signal
contrast. However, the inverse process, i.e., switching from the off to the on state, takes hun-
dreds of picoseconds due to the long-lived excitons at G. The results compiled in this Chapter
have dispelled the doubts about the operation speed of the transistor switch under excitonic gating,
which is ∼ 3 GHz, similar to the values that, nowadays, silicon-based devices have.
On the route of polariton-based, all-optical, ultrafast devices (II): conceiving log-
ical gates
Following this innovative research line of implementing new functionalities in polariton con-
densates, in Chapter 11 we implemented a logic and gate by means of polariton condensate wave
trains propagating in a 1D semiconductor MC ridge [47]. The introduction of dynamic, fully
controllable potential barriers allows the reflecting and re-routing of the wave trains. Multiple
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reflections occurring between pairs of barriers (optical induced or formed by the wire edge) allow
the confinement and storage of propagating polariton states. This localization also gives rise to an
enhancement of energy relaxation into a coherent ground state, which forms a convenient output
of a logical and gate. The total dynamics in real and momentum space was tracked yielding the
modus operandi of the device.
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12.2 Conclusiones de esta tesis
En las siguientes l´ıneas resumimos las conclusiones principales de esta tesis, en dicha descripcio´n
seguiremos el orden de los cap´ıtulos y destacaremos los puntos principales de cada uno.
Feno´menos de polaritones en re´gimen de excitacio´n de oscilador parame´trico
o´ptico (OPO): rotacio´n cuantizada e ignicio´n de procesos OPO en micropilares
Siguiendo la l´ınea de investigacio´n previa del grupo SemicUAM, en el Cap´ıtulo 5 hemos
estudiado algunos aspectos relacionados con feno´menos de rotacio´n cuantizada en polaritones. En
estos experimentos hemos demostrado la creacio´n no intencionada de antivo´rtices (AVs) en el
condensado de polaritones OPO. Estos AVs surgen en el borde del vo´rtice (V) contenido en el haz
de prueba como consecuencia de su impresio´n resonante en el condensado. Hemos explicado tanto
teo´ricamente como experimentalmente el origen del comportamiento determinista de la aparicio´n de
dichos AVs y su dina´mica [50]. En particular, hemos mostrado que la probabilidad de aparicio´n de
los AVs en una determinada regio´n del espacio depende de las supercorrientes locales inducidas por
la prueba y las corrientes subyacentes del condensado de polaritones OPO. Las predicciones teo´ricas
respaldan las observaciones experimentales. Adema´s, nuestro estudio revela que la formacio´n de los
Vs en condensados de polaritones superfluidos no requiere la impresio´n de un haz de tipo Laguerre-
Gauss, ya que los pares de V-AV tambie´n pueden formarse simplemente en presencia de corrientes
polarito´nicas contrapropagantes, de manera similar a lo que ocurre en los fluidos normales (cla´sicos)
[51].
Siguiendo en la configuracio´n de excitacio´n OPO, en el Cap´ıtulo 6 hemos estudiado las condi-
ciones experimentales o´ptimas para obtener un condensado de polaritones con un tiempo de vida
muy largo en una microcavidad (MC) con forma de pilar cil´ındrico, cuyo dia´metro es de 40 µm-∅
[55]. Este experimento se ha llevado a cabo con dos haces de excitacio´n incidentes en el cen-
tro del pilar, los describimos a continuacio´n: en primer lugar, hemos usado un haz de bombeo
(“bomba”) con excitacio´n de onda continua, cuya energ´ıa estaba sintonizada ligeramente fuera de
las condiciones de resonancia de excitacio´n OPO; en segundo lugar hemos empleado un haz de
prueba (“prueba”), con su energ´ıa sintonizada resonantemente a la misma que la de los excitones
de la MC. Tras la excitacio´n con la prueba, la rama polarito´nica inferior entra en resonancia con
el haz de bombeo produciendo la ignicio´n del proceso OPO de los polaritones. Como resultado
del efecto combinado de ambos haces, hemos observado que la emisio´n de la sen˜al de polaritones
OPO perdura durante ma´s de 1 ns, suponiendo mucho ma´s tiempo que cualquiera de los tiempos
caracter´ısticos de la MC.
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Interferencia en el espacio de momentos de dos condensados de polaritones sep-
arados espacialmente
En el Cap´ıtulo 7 hemos investigado esquemas experimentales innovadores para estudiar en el
espacio de momentos la coherencia de condensados de polaritones separados espacialmente [57].
Los polaritones se recombinan y emiten luz fuera de la MC. La deteccio´n de dicha luz permite
seguir la evolucio´n de los condensados de polaritones excito´nicos, haciendo de este sistema una
plataforma ideal para estudiar las propiedades de coherencia cua´ntica tanto en el espacio real
como en el espacio de momentos. En particular, dicha propiedad nos ha permitido demostrar la
existencia de interferencias cua´nticas remotas en el espacio de momentos entre paquetes de onda
de polaritones condensados separados espacialmente, propaga´ndose con el mismo valor de kx.
El efecto spin-Hall o´ptico y las texturas de spin en un circuito polarito´nico
En el Cap´ıtulo 8 hemos estudiado el efecto spin-Hall o´ptico en una MC cuasi-1D. En este
sistema el confinamiento lateral de la estructura cuasi-1D ofrece un escenario adecuado para la
relajacio´n de energ´ıa de los polaritones entre las distintas sub-bandas de la relacio´n de dispersio´n.
Esto enriquece la fenomenolog´ıa de los patrones del spin de los polaritones. Gracias al ana´lisis
espectrosco´pico del efecto spin-Hall o´ptico, hemos demostrado la existencia de un desplazamiento
de la fase en las oscilaciones a distintas energ´ıas de los para´metros de Stokes sy y sz, ya que
para distintas energ´ıas los polaritones se propagan a distinta velocidad. Las oscilaciones de spin
desaparecen bajo excitacio´n linealmente polarizada o tambie´n cuando la potencia de bombeo, bajo
excitacio´n circularmente polarizada, supera un cierto nivel. Hemos interpretado nuestros resultados
empleando un modelo de campo medio para la dina´mica de los polaritones, el cual incluye la
descripcio´n de la ganancia polarito´nica incoherente desde un reservorio de excitones polarizados,
el incremento en energ´ıa de los polaritones debido al reservorio, el desdoblamiento TE-TM y la
relajacio´n de energ´ıa [58].
En la bu´squeda de dispositivos totalmente o´pticos y ultra-ra´pidos basados en
polaritones (I): un transistor-interruptor de polaritones
Gran parte del esfuerzo en la investigacio´n de esta tesis se ha dedicado a optimizar y contro-
lar la dina´mica del transistor-interruptor de condensados de polaritones, el cual fue inicialmente
demostrado por T. Gao y sus colaboradores [43]. El primer paso en esta nueva l´ınea de investi-
gacio´n se recogio´ en la primera parte del Cap´ıtulo 9, donde se presento´ la dina´mica completa del
transistor-interruptor totalmente o´ptico. Este dispositivo constituye un primer paso prometedor en
comunicaciones futuras “inter-” e “intra-chip”, basadas en circuitos polarito´nicos integrados [46].
Para describir completamente la f´ısica involucrada en el funcionamiento de este dispositivo,
en la segunda parte del Cap´ıtulo 9 hemos resuelto en tiempo los procesos de relajacio´n de energ´ıa
y decaimiento de los polaritones en la MC cuasi-1D [62]. Del ana´lisis detallado de los procesos
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dina´micos de decaimiento, haciendo mapas espacio-temporales de la energ´ıa y la intensidad de
la emisio´n de los polaritones en la MC cuasi-1D, hemos obtenido los tiempos de decaimiento
de la emisio´n localizada en la fuente. Tambie´n hemos mostrado la aceleracio´n de los procesos de
decaimiento como funcio´n de la potencia de bombeo de la fuente. Hemos caracterizado y optimizado
el tiempo de respuesta del estado on del transistor-interruptor de polaritones. Hemos empleado un
modelo basado en la ecuacio´n de Gross-Pitaevskii generalizada para describir la dina´mica espacial
de los condensados de polaritones.
Finalmente, en el Cap´ıtulo 10 hemos presentado un estudio alternativo del transistor-interruptor
de polaritones, tanto en espacio real como en el espacio de momentos, que nos ha permitido de-
terminar la velocidad de operacio´n del dispositivo [48]. Hemos conseguido bloquear el flujo de los
polaritones en decenas de picosegundos empleando potencias excitacio´n en la puerta G comparati-
vamente bajas. Hemos obtenido un contraste de intensidad de las sen˜ales on-off razonablemente
alto. Hemos identificado una de las debilidades de nuestro dispositivo, la lentitud en la transicio´n
del estado de off al estado de on, debida al largo tiempo de vida de los excitones en la puerta. Los
resultados recogidos en este Cap´ıtulo han demostrado que la velocidad de operacio´n del transistor
bajo control excito´nico es de ∼ 3 GHz. Dicha frecuencia de repeticio´n es comparable a los valores
actuales de los dispositivos electro´nicos basados en silicio.
En la bu´squeda de dispositivos totalmente o´pticos y ultra-ra´pidos basados en
polaritones (I): disen˜ando puertas lo´gicas
Siguiendo la l´ınea de investigacio´n para implementar nuevas funcionalidades de los conden-
sados de polaritones, en el Cap´ıtulo 11 hemos realizado una puerta lo´gica tipo and por medio de
trenes de ondas de polaritones en una MC semiconductora cuasi-1D [47]. El empleo de barreras
de potencial dina´micas o´pticamente controlables permite la reflexio´n y la re-direccio´n de los trenes
de onda. La reflexio´n multiple que tiene lugar en las barreras de potencial (excitadas o´pticamente
o constituidas por el borde de la estructura cuasi-1D) ha permitido el confinamiento y almace-
namiento de los trenes de onda de polaritones. Esta localizacio´n tambie´n estimula la relajacio´n en
energ´ıa a un estado polarito´nico coherente fundamental, el cual constituye la sen˜al de salida de la
puerta lo´gica tipo and. El estudio de la dina´mica completa tanto en el espacio real como en el de
momentos nos ha permitido explicar detalladamente el modus operandi del dispositivo.
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12.3 A few general remarks on the future perspectives of polari-
tonics
Following the same subdivision of the conclusions of this thesis as done before in § 12.1, in the
following paragraphs we outline some experimental ideas that could be carried out in the future,
based on the knowledge generated by the research results of this thesis.
Polariton OPO phenomena: quantized rotation and OPO ignition in micropillars
Given the large-enough dimensions of the pillar where the experiments were performed and
the availability to carry on polariton OPO excitation, interesting experiments could be performed
in the near future joining the experienced gained in the last two Chapters 5 and 6. These experi-
ments would deepen into the fundamental phenomena of polariton quantized rotation. One of the
main difficulties in the experiments described in Chapter 5 was to find the proper location of the
sample (single-QW one, § 3.1) and the optimum OPO excitation conditions where vortices could
be imprinted in the OPO signal and last for long times (> 50 ps) in the MC avoiding the influence
of the local supercurrents of the OPO signal on the vortex dynamics. We think that the 40 µm-∅
pillar (on the etched multiple-QW sample, § 3.2) might offer a promising opportunity to create a
stable OPO signal with less photonic disorder in the MC and reduced polariton currents than the
situation that we observed with the sample used in Chapter 5. In such conditions, a quantized
rotation memory could be probed by resonantly injecting in the OPO signal at the same position of
the pillar two delayed vortices with certain angular momenta m1 and m2. The resulting quantized
rotation of the fluid would be expected to be the addition of m1 +m2 phase dislocations, imprinted
in the OPO polariton signal. Other different and interesting theoretical proposals for polariton
vortex-based devices have been brought forward recently [422].
Interfering in momentum space two spatially separated polariton condensates
Further investigation in the results compiled in Chapter 7 is still being carried on by our
group. Thanks to our collaboration with Prof. P. Savvidis, we are envisaging new sample scenarios
where new momentum space interferometry experiments could be accomplished. The next proposed
samples to be studied consist on etched patterns containing two parallel, near (separated by ∼ 10
µm), twin ridges. Each ridge would be excited by a single, pulsed beam. The beams impinging on
each ridge might be spatially shifted from each other along the x axis of the ridges by a distance
similar to the one used in the discussed experiment (that is to say similar to d). This way, the
independency in the creation process of a pair of polariton WPs from different ridge-structures,
propagating in the same direction (ψAj and ψ
B
j , where j = 1, 2 indicating the same direction of
propagation ±kx), would not be questioned anymore. Another improvement to be considered
in future experiments is to excite the mentioned ridges with two pulsed beams arising from two
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different pulsed-laser sources. Nevertheless, the difficulty of having two pulsed lasers and the
needed investment makes this idea become a hardly realizable proposal.
The optical spin Hall effect and the spin textures in a polariton circuit
The observation and the study of the fundamental phenomena studied in Chapter 8 are the
base for the realization of an all-optical polariton spin filter (to appear soon, in collaboration with
Prof. Savvidis group). The working principle of the spin filter relies on the previously and vastly
explored polariton transistor switch mechanisms (Chapters 9 and 10), together with the physics
discussed in this Chapter. We would like to mention that both time- and polarization-resolved ex-
periments have been also performed in the MC ridges, but, hitherto, no fair theoretical explanation
has been found for the unexpected results that we have found (we do not observe the polariton
spin precession along their propagation). Therefore we omitted the inclusion and experimental
discussion of such experiments. During the execution of these time-resolved experiments, we com-
plementarily tried to observe the theoretical results reported by M. Y. Petrov and A. V. Kavokin
in Ref. [395]; this work address the polariton spin transport in 1D channels. Nevertheless, in such
proposal, the scheme of excitation is resonant and such choice is crucial to obtain the theoretically
heralded stationary spin domain in the channel. For the sake of simplicity, our first attempt was to
mimic the experimental conditions under non-resonant excitation, which unfortunately faded any
satisfactory result. Future experiments on this topic should consider the pure resonant excitation
as described in the cited work.
On the route of polariton-based, all-optical, ultrafast devices (I): a polariton tran-
sistor switch
The optimization of individual condensate transistor elements, as we reported in Chapter 9,
was an essential step towards developing information processing devices with the present scheme.
In the future, an important feature to be achieved is the cascadability and fan-out of multiple
elements for the construction of extended circuits. Such a feat was recently achieved by D. Ballarini
and coworkers in polariton-based systems with coherent, resonant excitation [39]. We must keep
in mind that this configuration excitation offers a very complex interconnection of consecutive
cascaded polariton signals: the working principle of their device consist on exciting the MC with
particular angular and spectral tunings of each resonant laser that triggers the polariton signal
in a cascaded scheme. In the present form of this resonant excitation scheme, a future electronic
polariton-injection is not compatible. Achieving the fan-out of polariton devices working with
incoherently generated polariton condensates, as we study in this Chapter, would be particularly
promising since it would open up new routes towards electrically injected devices and, consequently,
hybrid electro-optical processing systems. So far, it must be emphasized that the present scheme
of a polariton transistor switch in our ridges does not offer the possibility to cascade the on-state
signal. Our future effort will be put in studying new theoretical proposals for devising polariton
gates with more attractive and functional designs [302]. Let us finally mention that, in order to
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account for the relaxation phenomena occurring at C without the presence of the exciton reservoir
(described in § 9.3.1.3), a phonon-scattering theory is being implemented by Dr. Tim Liew to
understand such experimental phenomenon.
Concerning the operation speed of the polariton transistor switch studied in Chapter 10,
the possible “polariton applications” will not attract special interest unless our efforts are put in
entering the THz range for the gating-response. To do so, the gating mechanism must be based
on a system whose total lifetime is below 10 ps. This implies that non-resonantly photo-generated
excitons do not constitute a suitable agent to gate the polariton flow. By the way, it is worth
to remark that other recent experimental polariton devices such as the “double-barrier resonant
tunneling diode” and the “Mach–Zehnder interferometer” [44, 45] are also based on the presence
of excitons to rule the switching process, rendering comparable operation-speeds to ours.
On the route of polariton-based, all-optical, ultrafast devices (II): conceiving log-
ical gates
The main drawback of the work reported in Chapter 11 is, again, the lack of a scheme for
output-signal cascading. Added to this complication, we were not able to conceive and implement
the indispensable not-type logic operation (negation operation with a single input) in order to fulfill
the Universal logic condition of the “Keyes-list” (see the introduction of Chapter 11). The future
experiments aim to conceptualize a polariton device performing both and- and not-operations
in a MC structure where the output-input signals can be cascaded between consecutive polariton
devices.
I
n the following lines, some future and general perspectives of the research on polaritons are
discussed. From our point of view, we consider which are the main difficulties to be overcome
in short term to hold the polariton research in a sustainable, optimum regime. The main
challenges to be addressed could be itemized in the three following topics:
(i) the seek of efficient electrically-excited polaritons in the MC,
(ii) the need for easier/accesible MC growth techniques and methods, or equivalently, new (or-
ganic) materials for MC samples (compatible with electrical excitation) and consequently:
(iii) the working temperature for polariton condensation or lasing.
Regarding the first point, one could argue that such goal has been already demonstrated in
the recent works of Bhattacharya and coworkers [24, 25]. They claimed to have implemented a
“room temperature electrically pumped inversionless polariton lasing” in a GaN MC diode, solving
in one go the mentioned points (i) and (iii). There are two opposed points of view in the community
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against and for these results (see for example Refs. [423, 424] for a positive report on the work;
a critical reply to the Letter of Ref. [25] is expected to appear soon). The truth is that a deep
inspection in their MC structure reveals that, somehow, Bhattacharya and coworkers were able to
grow a p − i − n diode junction in a perpendicular direction to the DBRs of the MC (in a usual
situation, the QW is a parallel plane to the DBRs). They obtain a cavity-photon lifetime of 0.387
ps in such MC but contradictory values of the cavity linewidth γc are reported in the Letter and
the supplementary report, where the peak of the cavity spectrum is only three times bigger that
the noise fluctuations. They show a different threshold for the linewidth and the nonlinear PL
emission as function of the current injection, which can not be reconciled with a correct threshold
for condensation of polaritons. Authors claim to observe non negligible values of visibility of the
polariton interference patterns (∼ 0.3 for a complete overlapping between the interfered images)
below the threshold, this is not compatible with the results reported, for example, in Ref. [21].
These results reported in Refs. [24, 25] must be reproduced and ratified by other laboratories.
Other studies on polariton phenomena are trying to exploit their pure quantum properties by
devising MC samples where the “single-polariton” emission could be realized and manipulated for
quantum information purposes. It is fair to point out that this quantum information research line
in polariton-based systems is still very young and accounts just a few experimental results [425].
The second mentioned point, the lack of easier/accesible MC growth techniques, is the reason
why nowadays the research breakthrough successes are mainly concentrated in those groups, work-
ing on III-V and II-IV semiconductor compounds, with exclusive access to clean rooms mastered
in MBE tehcniques. In this case, these research groups are able to envisage, from a privileged sit-
uation, new samples and polariton devices, to the detriment of those researchers who do not have
such direct access to new MC samples. This fact, somehow, conditions the expansion of the field
as compared to other relatively new physics fields (graphene-based physics and QD fluorescence
bioimaging, for example). The way to avoid this research bottleneck is to conceive new materials
(if any), presumably made with organic compounds, which, in principle are cheaper and accesible
to get MC structures working in the SCR [231, 426]. In these cases, as no crystal growth is in-
volved [427], the approach reduces the complexity of experiments to investigate BEC physics and
establish promising ways for a new generation of opto-electronic devices, taking advantage of the
processability and flexibility of polymers as active media of the polariton condensation. Still great
strides must be done in this direction in order to obtain reliable platforms of organic compounds
where polariton condensation is easily achievable and manipulable (see Ref. [423] for a review of
this topic).
Concerning the last point, while it is true that the main advantage of polaritons is their
relatively high temperature for condensation when compared to atomic systems, still any “feasible”
polariton chip or transistor must work (at least) at a higher temperature than 77 K to be relevant
for technological purposes. This is where ZnO-based MCs enter the scene [187–191] (for the sake
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of simplicity, we do not discuss here GaN -based MCs, which also yield polariton condensation at
room temperature). The main drawback in ZnO systems is the low Q factor of their MCs due to
the dense presence of impurities in the DBRs. This reduces the photon lifetime and therefore the
possibility to enter the SCR. Following the approach developed in GaN -based systems, ZnO-based
planar cavities have been fabricated with a bottom epitaxial mirror, an epitaxial ZnO active layer,
and a final top dielectric DBR [187, 428–430]. VCSEL [428] and polariton lasers [187, 429] were
fabricated from such structures, despite a low Q (200 − 600) and remarkable presence of defects.
Polycrystalline ZnO could serve as alternative to increase the cavity Q up to 1000, sacrificing
the crystalline quality of the active material. This achievement has permitted the observation of
polariton lasing up to 250 K [188]. Other types of MCs are merging the good crystalline properties
of bulk ZnO substrates (reduced presence of defects) with the large Qs of dielectric DBRs (up to
∼4000). As a result, polariton condensates in ZnO can be created in a broad range of temperatures
up to 300 K [191].
Many more fascinating results are expected to arrive in polariton physics. The fundamental
phenomena of polaritons studied in GaAs semiconductor MCs will surely bring exciting results at
the frontiers of research, cross-talking with fluid dynamics, thermodynamics, magnetism, CQED,
and even astrophysics. The future applications of polariton condensates will depend on bringing
their working regimes to room temperature in novel materials (presumably organic ones) and, of
course, using electrical injection.
This thesis tried to be a tiny input in both fundamental phenomena and applications areas.

Appendix A
Polariton condensation in a quasi-1D
microcavity ridge
I
n Chapters 6, 7 and 11 we have used an excitation regime where lasers has been tuned to
the bare exciton level in order to create polariton condensates. In our sample not all cavity
QWs are degenerate, thus one gets additional bright states at the exciton energies between
the two UPB and LPB. These are exactly the two bands centered at 1.545 and 1.547 eV that
we already discussed in Fig. 3.10(b). As a result, the mirror reflectivity is not anymore 0.9999
percent. This means that one can reasonably inject light at the energy shown by the dashed, red
arrow considering also the linewidth of the two lines. We wanted to uniformly populate all the
QW states and therefore we chose to pump in the middle of the two bands.
In this Appendix we spectrally analyze the polariton condensation as function of the pump
power under pulsed excitation at the bare exciton level. The time-integrated experiments show the
polariton PL in both real and momentum space in the quasi-1D MC ridge, previously described in
§ 3.2. Figure A.1 shows energy-resolved distributions of polaritons in real and momentum space
for different excitation powers. The emission in real space below threshold for condensation is
depicted in Fig. A.1(a): it is centered at the position of the laser impinging on the sample (x = 0);
the corresponding dispersion relation is shown in Fig. A.1(b), where several polariton sub-bands
are observed, originating from the 1D confinement. The emission spans a large energy and kx
range. As the pump power is increased to threshold (Pth = 2.77 mW), polaritons move away
from x = 0 [Fig. A.1(c)] and the emission slightly blueshifts and narrows in energy [Fig. A.1(d)]:
narrow spots are observed in the dispersion at |kx| ∼ 1 µm−1 (moving, non dispersive condensates)
coexisting with a dispersive, thermal population. At even higher pump powers, twice the threshold
for condensation, the condensates travel even higher distances away from x = 0 [Fig. A.1(e)], the
energy of the emission becomes narrower and in the dispersion, close to |kx| ∼ 1 µm−1, emission
from two confined sub-bands is observed [Fig. A.1(f)].
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Figure A.1: Time-integrated dispersion relations of the ridge, under pulsed excitation at the
exciton energy (laser straight light is observed at ∼ 1.545 eV). Left panels compile the emission
(Energy vs. x position along the ridge) for three different excitation powers: (a), 0.5 × Pth, (c),
1.0× Pth and (e), 2.0× Pth. The corresponding dispersion relations (Energy vs. kx) are compiled
in panels (b), (d) and (f), respectively.
The formation of condensed states is demonstrated by the power dependence of the emission
intensity and the energy linewidth, summarized in Fig. A.2. A clear decrease of the linewidth
(blue diamonds) is obtained at threshold. The typical non-linear behavior of the emission intensity
(red circles) as a function of pump power (Ppump) is also observed.
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Figure A.2: Pump power (Ppump) dependence of the emission intensity showing the polariton
condensation at the power threshold (Pth) through the non-linear increase of the intensity and
the narrowing of the momentum distribution linewidth. Left axis (red circles): polariton emission
intensity vs. normalized pump power. Right axis (blue diamonds): polariton energy linewidth vs.
normalized pump power.

Appendix B
Polariton energy relaxation under
excitation at the bare exciton level
W
e address in this Appendix the energy relaxation dynamics of the excitons created by
the pulse excitation at the bare exciton level with a single pulse. This excitation scheme
gives rise to the formation of two polariton wave packets (WPs) propagating towards
the left/right hand side of the excitation spot.Further details on the polariton condensation under
this excitation scheme is addressed in Appendix A.
We include here, in Fig. B.1, time-resolved dispersion relations showing the process of polariton
WPs formation. Figure B.1(a) shows the arrival of the laser beam at the ridge (1.546 eV). After
16 ps, the emission from excitons at kx ∼ 0 and 1.546 eV, together with its relaxation towards
polaritons at the lower branch, is observed in Fig. B.1(b). Further relaxation is shown in Fig. B.1(c)
where a population of propagating polaritons at aprox.1.541 eV with |kx| ≤ 2 µm−1 is observed.
At even longer times after the excitation, Figs. B.1(d,e) illustrate the formation of propagating
polariton WPs, with a narrow energy band-width, at |kx| ∼ 1.6 µm−1, and the decrease of the
excitonic emission.
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Figure B.1: Time-resolved dispersion relations of the emission in the ridge, under pulsed excita-
tion at the exciton energy. (a), Arrival of the laser beam to the ridge at 1.546 eV. (b), Appearance
of emission from excitons close to kx = 0 at 1.546 eV together with its relaxation towards po-
laritons at the lower branch. (c), Further relaxation and increased emission from polaritons close
to kx = 0, together with a weaker one of |kx| ≤ 2 µm−1 propagating polaritons. (d), and (e),
Increased emission of propagating polariton wave-packets, with a narrow energy band width, at
|kx| ∼ 2 µm−1.
Appendix C
Analysis of the polariton momentum
space distribution under local
emission filtering in real space
I
n this appendix we include some supplemental results, related to Chapter 7, where we studied
the momentum space distribution of condensed polaritons and their spectral emission at dif-
ferent positions along the ridge under the two beam excitation conditions, described in § 7.1.
These experiments show in a systematic way how the local polariton dynamics is affected in the
presence of a repulsive potential formed by A and B pump spots.
Time-integrated emission in real and momentum space at different x values are shown in Fig.
C.1. The full, not-filtered, spectrally-resolved polariton PL in real space is shown in Fig. C.1(a):
A and B pump spots are located at x = −45 and +55 µm, respectively. The polariton condensate
extends along the full length of the ridge (∼ 300 µm) and its emission is remarkably intense at
the pump spot positions. The presence of the subbands structure in the dispersion relation of the
ridge yields a polariton spectral FWHM above condensation of ∼ 0.25 meV, centered at 1.5407
eV. The intensity of the scattered laser light, tuned at 1.545 eV, is saturated in the shown false,
color scale. The boxed areas in different positions of real space in Fig. C.1(a) correspond to the
regions where we filtered the polariton PL in order to observe its local distribution in momentum
space. The corresponding dispersion relation is displayed in Fig. C.1(i). A clear emission from
ballistic condensates is observed at kx = ±1 µm−1, together with some emission at kx = 0 and a
thermal population of uncondensed polaritons that lies at higher energies (∼ 1.541 eV) between
1 < |kx| < 2 µm−1
In Fig. C.1(b) we filter the real space emission around x = 0, between the exciton reser-
voirs, the corresponding momentum space distribution of this polariton population reveals that
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Figure C.1: Time-integrated spectra in real and momentum space of the emission in the ridge
under two pulsed excitation laser beams at the exciton energy (1.545 eV), the laser spots are
placed at x = −45 and 55 µm, respectively. (a) Energy vs. real space (x) distribution of polaritons
with a narrow energy linewidth at 1.5405 eV, spatially extending from −150 to +150 µm. (i)
Corresponding energy vs. momentum space (kx) distribution: the polariton emission spans |kx| ∼
1.2 µm−1. (b) Energy vs. x polariton emission at x = 0. (ii), Corresponding energy vs. kx
polariton emission showing that, at x = 0, polaritons move with kx ∼ ±1.2 µm−1. (c)/(d) Energy
vs. x polariton emission at the two spot locations, x = −45 and 55 µm, respectively. (iii)/(iv),
Corresponding energy vs. kx distribution of polaritons demonstrating that they remain at rest,
kx ∼ 0. (e)/(f) Energy vs. x polariton emission at x = −100 µm and +100 µm, respectively.
(v)/(vi), Corresponding energy vs. kx polariton emission, showing its flow at kx ∼ −1.2 µm−1 and
+1.2 µm−1, respectively.
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are moving with an in-plane wave vector kx = ±1 µm−1, see Fig. C.1(ii). When we filter the PL
at the pump spot positions, x = −45 and +55 µm, see Figs. C.1(c,d), respectively, the reciprocal
distribution in momentum space, Figs. C.1(iii,iv) shows that polaritons are stopped, their emission
originates from kx ' 0.
Finally, in Figs. C.1(e,f) we filter the external regions of the polariton PL, located at x = ∓100
µm, where polaritons move away from the exciton potentials, A and B, respectively. We observe
that in the momentum space distribution, Figs. C.1(v,vi), polaritons propagate leftwards/right-
wards (kx = ∓1 m−1) since that is the favored direction of propagation in presence of the repulsive
potential. Some weak PL arising from backscattered polaritons is observed at kx = ±1 m−1, further
discussion on this effect is addressed in Appendix D.

Appendix D
Direct observation of backscattered
polariton condensates
E
ffects of inter-particle interactions on the propagation of a polariton condensate are
discussed in a quasi-1D semiconductor ridge MC, by time-resolved experiments in both real-
[Fig. D.1(a)] and momentum-space [Fig. D.1(e)]. By performing emission filtering in real-
[Fig. D.1(b)] and momentum-space [Figs. D.1(g,h)], we extract the polariton signal backscattered
by the imperfections of the structure. Similar results have been previously addressed by D. Tanese
and coworkers [61]. They observed a strong suppression of the backscattering produced by the
imperfections of the structure when increasing the condensate density. This suppression occurred
in the supersonic regime and is simultaneous to the onset of parametric instabilities which enable
the “hopping” of the condensate through the disorder. We want to emphasize that the “unintended”
interference effects of backscattering that we observe in real space in this case arise from a different
situation to that described in Chapter 7, where the real space interferences were produced by the
mutual overlap between two counter-propagating bullets, created on purpose to observe interference
effects in momentum space.
In these experiments we excite in the central region of the ridge (150 µm away from the lateral
edges) with a pulsed laser tuned to the bare exciton level, imitating the excitation conditions as
those used in Chapter 7. The pulsed laser excites an exciton reservoir that creates a ballistically
ejected polariton condensate. The filtering techniques, described in § 4.2.2, are used in both real
and momentum spaces in order to extract the backscattered population in one of the sides of the
polariton propagation.
Figure D.1(a) shows left- and rightwards propagating polaritons moving at ∼ 1 µm/ps; con-
spicuous, vertical interference fringes (with a period ∆x = 2.4 µm) manifest the presence of a
backscattered polariton population, due to the spatial overlapping of counter-propagating conden-
sates. The corresponding momentum space, Fig. D.1(e), displays a constant |kx| value of ∼ 1.3
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Figure D.1: Time-resolved real-/momentum-space distribution of the polariton wave trains emis-
sion under the following filtering conditions: (a)/(e) no-filtering, (b)/(f) filtered real-space for
x < 0, (c)/(g) filtered real-space for x < 0 and restricted region (kx < 0.8)&(kx > 1.6) µm
−1 in
momentum-space and (d)/(h) filtered real-space for x < 0 and restricted region (kx > −1.6)&(kx <
−0.8) µm−1 in momentum-space. Polariton emission in panels (d,h) is multiplied by a factor 10.
Red, dot-dashed (white, dashed) arrows depict in real space the incident (backscattered) polariton
population. In panel (f), green, dashed (white, dot-dashed) lines depict the region resolved in
momentum space in panel (g) [(h)], (kx < 0.8)&(kx > 1.6) [(kx > −1.6)&(kx < −0.8)] µm−1.
Intensity is coded in a linear, normalized, false color scale.
µm−1. The complete polariton distribution in momentum-/real-space is represented at a given
time t = 41 ps in Figs. D.2(a)/(i). Real space filtering for x < 0 in Fig. D.1(b) [see also Fig.
D.2(ii)] removes the main leftward propagating WP, as evidenced in Fig. D.1(f) [Fig. D.2(b)]. It
must be noted that in Fig. D.1(b) the same conspicuous interference pattern in the PL profile
of rightward propagating WP is observed, as in Fig. D.1(a). In Fig. D.2(b) [momentum-space
restricted to x > 0 region], backscattered polaritons (kx < 0) are barely visible, see dashed, green
circle.
An iris in momentum space [white, full lines/circle in Fig. D.1(g)/D.2(c)] allows imaging the
rightward propagating polaritons in x > 0 solely: now the interference fringes disappear in real
space, see Figs. D.1(c) and D.2(iii), since the backscattered population has been totally removed.
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Figure D.2: Momentum/Real-space distribution of the polariton wave trains emission, 41 ps after
the pulsed excitation, under the following filtering conditions: (a)/(i) no-filtering, (b)/(ii) filtered
real-space for x < 0, (c)/(iii) filtered real- and momentum-space for x < 0 and (kx < 0.8)&(kx >
1.6) µm−1 and (d)/(iv) filtered real- and momentum-space for x < 0 and (kx > −1.6)&(kx < −0.8)
µm−1. Polariton emission in panels (d,h) is multiplied by a factor 4. Red, dot-dashed (white,
dashed) arrows depict in real space the incident (backscattered) polariton population. In panel
(b), green, dashed (white, dot-dashed) circles encloses the region resolved in momentum space in
panel (c) [(d)], (kx < 0.8)&(kx > 1.6) [(kx > −1.6)&(kx < −0.8)] µm−1. Intensity is coded in a
linear, normalized, false color scale.
When the iris is located in the kx value of the backscattered population [green, full lines/circle in
Fig. D.1(h)/D.2(d)], we detect only the backscattered population, whose emission intensity is less
than ∼ 1% of the rightward propagating polariton WP, Figs. D.1(d) and D.2(iv).
In this way we are able to image the backscattered polariton population, responsible for a
stunning effect of interferences in real space, and compare the backscattered PL intensity with
that of the incoming polariton droplet. Further experiments on this phenomenon should address
the interplay of the pump power excitation in order to corroborate the suppression of polariton
backscattering [61], and therefore the decrease of the interference fringes visibility in real space or
even their total disappearance.
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