The transition towards a renewable energy system is essential in order to reduce greenhouse gas emissions. The increase in the share of variable renewable energy sources (VRES), which mainly comprise wind and solar energy, necessitates storage technologies by which the intermittency of VRES can be compensated for. Although hydrogen has been envisioned to play a significant role as a promising alternative energy carrier in a future European VRES-based energy concept, the optimal design of this system remains uncertain. In this analysis, a hydrogen infrastructure is posited that would meet the electricity and hydrogen demand for a 100% renewable energybased European energy system in the context of 2050. The overall system design is optimized by minimizing the total annual cost. Onshore and offshore wind energy, open-field photovoltaics (PV), rooftop PV and hydro energy, as well as biomass, are the technologies employed for electricity generation. The electricity generated is then either transmitted through the electrical grid or converted into hydrogen by means of electrolyzers and then distributed through hydrogen pipelines. Battery, hydrogen vessels and salt caverns are considered as potential storage technologies. In the case of a lull, stored hydrogen can be re-electrified to generate electricity to meet demand during that time period. For each location, eligible technologies are introduced, as well as their maximum capacity and hourly demand profiles, in order to build the optimization model. In addition, a generation time series for VRES has been exogenously derived for the model. The generation profiles of wind energy have been investigated in detail by considering future turbine designs with high spatial resolution. In terms of salt cavern storage, the technical potential for hydrogen storage is defined in the system as the maximum allowable capacity per region. Whether or not a technology is installed in a region, the hourly operation of these technologies, as well as the cost of each technology, are obtained within the optimization results. It is revealed that a 100 percent renewable energy system is feasible and would meet both electricity demand and hydrogen demand in Europe.
INTRODUCTION
Approximately 75% of global greenhouse gas emissions in 2017 comprised carbon dioxide, 90% of which were the result of fossil fuel combustion [1] . With the goal 80% to 95% greenhouse gas emission reduction against 1990 levels by 2050, renewable energy is of high importance to the energy system transition. The increase in the installed capacities of renewables over the last decade can also be interpreted to understand their role and infer the shift towards higher renewable energy shares in the energy mix. The increase in the global renewable energy capacity between 2010 and 2018 is reported as 1127 GW, with nearly 75% of this capacity being constituted by wind and solar technologies [2] . Being environmentally-friendly, globally available and showing decreasing cost, wind and solar energy technologies, as variable renewable energy sources (VRES), have the drawback of intermittency [3] . In order to overcome this obstacle, chemical energy carriers, which are produced at peak generation time periods, have been proposed as a mitigating option. Thus, such a chemical energy carrier can be used to balance the grid or as a feedstock for other processes [4] . Amongst many possible chemical energy carriers, hydrogen is considered to be amongst the most promising owing to its high energy density and carbon-free nature. Hydrogen can be produced directly by splitting water molecules into hydrogen and oxygen, which is called electrolysis. It can also be used in many industries, such as ammonia, steel, iron, polymer production, as well as in petroleum refineries [5] ; furthermore, it can serve as fuel in fuel cell-electric vehicles [4] . As a result, different sectors can be coupled by means of hydrogen [6] .
Several studies conceptualize a future European energy system based on large shares of renewables without the use of hydrogen as a chemical energy carrier. Nevertheless, many key methodological aspects of these would not significantly change with the addition of hydrogen. For instance, Aboumahboub et al. [7] models both the global and European energy systems assuming 100% renewable utilization with an objective function of the minimization of the total annual cost. In their study, the method employed to obtain renewable energy time series is not explained, but the optimization results reveal a total European capacity of 6 TW to 6.7 TW, a large proportion of which is from wind energy [7] . Moreover, 10% of these capacities are made up by solar energy. Siala and Mahfouz [8] performed an analysis of the influence of regionalization of the European energy system. Assuming 2015 as the weather year, and the second weeks of January, April, July and October as the representative time series for that year, they optimized the system [8] . Zappa et al. [9] , meanwhile, conceived a 100% renewable energy system at the European level using 2010 as the weather year. However, the optimization is performed by using monthly load duration curves, which is then followed by hourly simulations for the unit commitment and economic dispatch model [9] . However, these hourly simulations only involve the first week of each month with a solution time limitation of 2 hours [9] . All in all, it must be noted that despite the interesting analyses, none of the previously mentioned studies take hydrogen into account in the energy system design.
European analyses conducted by Bussar et al. [10] [11] [12] employ 21 regions in order to design the system in the context of 2050. The approach used to obtain the hourly time series is not explicitly indicated in any of the studies mentioned. A wind-to-solar ratio of 40:60 is assumed in all of them. Although hydrogen storage and conversion technologies are taken into account, the transmission of hydrogen is not modeled [10] [11] [12] . Grid versus storage is investigated by Steinke et al. [13] for a 100% renewable energy system, with a wind-to-solar ratio of 65:35. Although the use of 8-year weather data is acknowledged, the method used for estimating the time series remains unclear [13] . A major drawback of this analysis is the consideration of single storage technology for each model run; in other words, the combination of hydropower, batteries and hydrogen storage is not addressed [13] . A future energy system design and its evolution are investigated by Schlott et al. [14] in the context of 2100. In this analysis, the years between 1970 and 2100 are grouped into 4 periods with 6-8 yearly model runs and 3-hourly temporal resolution [14] .
Although the aforementioned studies consider hydrogen to some degree in the design of the energy system, none of them fully address all of the necessary characteristics of a future system. Firstly, consideration of future-oriented wind and solar technologies is lacking, although the analyses are conducted in a future-looking context. Secondly, the temporal resolution of these studies does not cover the entire year with hourly time series. Rather, either three-hourly time series or representative periods are employed. Finally, although hydrogen is considered a commodity, hydrogen transmission between regions is not modeled in any of these studies.
Both the design of future energy systems and the utilization of hydrogen as an energy carrier have been investigated by several studies in the literature [15] [16] [17] . Designing a hydrogen infrastructure has mostly been performed at a national level, generally assuming the country of focus to be an island without any interactions with neighboring countries [15] . In contrast, when imports and exports are taken into account with a detailed electrical grid, hydrogen infrastructure is not usually incorporated into the analysis [18] . This is generally observed in power flow simulations with a multinational spatial system boundary. Alongside consideration of the hydrogen infrastructure, three main points should be addressed in design analyses. First, a detailed spatial and temporal resolution of the models is vital to accounting for the spatial variability of VRES technologies. Secondly, as a future context is assumed, the considered technologies should also reflect future characteristics, such as larger wind turbines and improved efficiencies of components, e.g., electrolyzers or fuel cells. Finally, energy systems that include VRES sources and hydrogen as commodity technologies are likely to also require seasonal storage technologies. Therefore, consideration of geological underground storage, including a founded analysis of their storage potentials is crucial, as it has been proven that salt caverns are the most economical seasonal storage technology [19] . Up until now, all of these points have not yet been addressed in the literature.
In this analysis, a European hydrogen infrastructure to supply electricity and hydrogen based on 100% renewable energy sources is designed in the context of 2050. It utilizes hydrogen as a chemical energy carrier and considers different renewable energy sources alongside the electrical grid. The potentials and generation profiles of wind and solar technologies are obtained by drawing future designs derived from a detailed pre-analysis based on the work of Ryberg et al. [20] and Caglayan et al. [21] . In addition, the maximum capacities of salt caverns available within each region are also investigated by means of a dedicated pre-analysis based on the methodology suggested by Caglayan et al. [22] . The optimizer determines whether or not a technology should be installed, as well as the capacity to be installed, with an objective function of minimizing the system's total annual cost (TAC). Additionally, the hourly operation of all technologies is obtained as a result of the analysis.
METHODOLOGY
In order to perform the analysis, an open-source optimization framework called the Framework for Integrated Energy System Assessment (FINE) [23] is employed, the formulation and constraints of which are explained in detail by Welder et al. [15] . The objective function of the optimization is to minimize the TAC of the system. The framework can be used to develop optimization models with different spatial and temporal resolutions, but in this analysis the regional scope is defined as Europe. The region of interest is divided into 96 smaller regions following the regional boundaries suggested by the E-Highway study [24] (see Figure 1 ). The temporal resolution of the problem has been altered to observe the impact of the time series aggregation with a large regional scope. Nevertheless, without time series aggregation, the model consists of hourly data for one year, which is taken as 2050 in this study. Figure 1 illustrates the system configuration employed in this analysis, in which two commodities are considered: hydrogen and electricity. Therefore, the blue and green boxes represent electricity and hydrogen and the technologies shown for these areas work with the corresponding commodity. Given hourly demand and generation, conversion, transmission and storage technologies for electricity and hydrogen for each defined region, the overall system design and operation of the technologies can be obtained as a result of the optimization. Each region contains a specific technology portfolio and expansion options and regions can interact by using either the electricity grid or hydrogen grid. Figure 1 . Technologies and the selected system boundaries employed in this analysis.
Hydrogen and Electricity Demand
Electricity demand is estimated by using the methodology suggested in the E-Highway study [24] . This approach provides electricity demand by also including the large share of electrified heat demand and transport demand for battery-electric and plug-in hybrid vehicles. In this work, transport demand is excluded from the electricity demand, as the methodology used in the estimation of electric vehicle demand differs from that of fuel cell-electric vehicles. Referring to the previous analyses [6, 17, 25] , hydrogen demand for fuel cell-electric vehicles will be taken into account instead of that of electric vehicles.
In order to obtain the yearly demand for hydrogen, the driving behavior of existing vehicles is transposed to fuel cell-electric vehicles. Annual driving distance and the number of passenger vehicles for each country in the context of 2050 is obtained from the E-Highway "100% RES" scenario [24] , as it provides consistent data for the region of interest. Following this, overall demand is distributed across each country with the population density distribution. Temporal resolution is obtained by projecting yearly demand onto an hourly profile of a fueling station.
Generation Technologies
In order to maintain the consistency amongst renewable technologies, historical data for 2015 are used, both as the weather year and also for the electricity demand. The operation time series for onshore and offshore wind energy, open-field and rooftop photovoltaic (PV) are calculated using the Modern-Era Retrospective analysis for Research and Applications (MERRA-2) dataset [26] . Run-of-river operation time series are obtained from Syranidis et al. [27] . Finally, biomass capacity defined by the E-Highway "100% RES" Scenario [24] is introduced into the model. The economic parameters for PV, hydropower and biomass technologies are assumed in accordance with the reference scenario by Arantegui et al. [28] . Moreover, these parameters are assumed to be constant for all regions. However, for onshore and offshore wind energy, cost variation with respect to turbine location and size is estimated by the cost models [21, 29] . Figure 2 shows the full load hours (FLH) of onshore and offshore wind energy installations across each region, as well as their specific cost as a demonstration for the spatial resolution of this analysis. It must be noted that higher FLH are due to the consideration of future turbine designs, which has not been addressed in detail in the energy system design. Additionally, the spatial resolution shown in Figure 2 represents a strength of the approach presented here. The applied approach allows similar results to be obtained for every technology. In particular, the specific costs of wind turbines vary significantly, as the cost is always site-specific. For instance, although high full load hours are observed around Italy, the specific costs of the wind turbines are 2-3 times higher than those in the near-shore North Sea region. It must be noted that the average specific cost per region is calculated and defined in the model as a simplification, as optimization problems can easily become intractable. 
Conversion Technologies
Six conversion technologies are included for conversion between electricity and hydrogen in this analysis: Polymer electrolyte membrane (PEM) electrolyzers, polymer electrolyte membrane (PEM) fuel cells, solid oxide fuel cells (SOFCs), hydrogen combine cycle gas turbines (CCGTs), hydrogen open cycle gas turbines (OCGTs) and hydrogen gas engines. The production of hydrogen is conducted by means of electrolyzers, which are electrochemical devices for splitting water into hydrogen and oxygen using electricity. Alkaline electrolysis, polymer electrolyte membrane (PEM) electrolysis and solid oxide electrolysis are considered the electrolyzer technologies with different technology readiness levels. Being still in the development phase, solid oxide electrolyzers operate at high temperatures (around 600-1000 °C), causing thermal stress on the ceramics [4, 30] . Both alkaline electrolyzers and PEM electrolyzers require high hydrogen purity and a fast response time of nearly 20 minutes [30, 31] . While alkaline electrolyzers consist of hazardous electrolyzers, precious metals are required for PEM electrolyzers [30] . Taking into account the aforementioned aspects of these technologies, it was decided to only include PEM electrolyzers in the energy system design. In terms of the reelectrification of hydrogen, several different options are included, in accordance with the technologies assessed by Welder et al. [32] . For this purpose, the optimizer is used to decide which technology to use in the re-electrification pathways of hydrogen amongst the five technologies mentioned previously.
Storage Technologies
There are several technologies that can be used for the storage of hydrogen and electricity. In terms of electricity storage, pumped hydro storage and hydro reservoirs are taken into account without allowing for capacity expansion following the similar methodology applied in the literature [18, 33] . The determination of the potential locations for these technologies and also the inflow time series requires a more detailed analysis with appropriate data, which is also beyond the scope of this work. Therefore, the capacities of these technologies are kept constant at the values reported for 2015, as well as the water inflow time series. These data are derived from the work of Syranidis et al. [27] . In addition, lithium-ion batteries are considered for electricity storage.
Gas vessels and salt caverns are considered as hydrogen storage technologies. In particular, salt caverns are the most promising seasonal storage technology due to their high storage capacities and relatively lower costs, as is also stated by Crotogino et al. [19] . Consideration of salt caverns should be emphasized, as they have not been investigated on a European scale in an energy system model. Including thin-bedded and salt domes, an eligibility assessment is performed on European salt deposits. Following this, the technical potential is determined by distributing salt caverns and calculating cavern potential based on the thermo-dynamic properties of hydrogen at each location. Finally, the maximum technical potential in terms of capacity is extracted from the results of the aforementioned assessment and integrated into the model. In order to consider the seasonal storage of hydrogen as a possibility in the regions that do not have salt cavern potential, vessels are taken into account as a second storage technology.
Transmission Technologies
Two transmission technologies are considered for electricity transmission between regions: highvoltage alternating-current (HVAC) and high-voltage direct-current (HVDC) lines. Consideration of HVAC and HVDC connections in the context of 2050 is not possible due to the lack of data. Electricity transmission is taken into account with the grid enhancements as per the "Ten Year Network Development Plan (TYNDP)" [34] , the methodology of which is explained in Syranidis et al. [27] . However, the electrical grid is exogenously fixed without investment costs, and further grid enhancements beyond the TYNDP are prohibited.
In terms of hydrogen transportation between regions, only pipelines are considered transmission technologies, as they are found to be the cheapest transportation method for large-scale transportation across long distances [35] . Only newly built hydrogen pipelines are considered; since the technology is concluded to have a business case [4] . The routing of these pipelines is conducted by calculating the shortest path between regions by using a candidate grid consisting of existing natural gas pipelines [36] , railways, highways and primary roads. 1 The routing and estimation of distances is only performed between neighboring regions.
RESULTS
This section consists of the results obtained by using the proposed methodology to design the energy system, and is divided into two discussions. The first part considers the reference system design by means of capacity distribution, as well as the optimal operation of the system components. The second part provides insight into the impact of time series aggregation on the energy system design, and how the different number of typical periods affects the overall system in terms of cost and design. These results are compared against the reference system design, which is obtained without the application of time series aggregation. Figure 3 illustrates the system design obtained without time series aggregation. In order to conduct a succinct discussion, other technologies such as batteries or electrolyzers are not included in the plot. nevertheless, the investment cost of PV panels with tracking systems is nearly 36% higher than that without tracking system [28] . In case of rooftop PV, the cost deviates by nearly 70% (rooftop PV has a higher investment cost). Although slight increases in the generation can be achieved with these technologies, they are not found to be necessary in the system. In other words, slightly higher generation in the early morning and late evening obtained by open-field PV with tracking does not compensate its relatively higher investment cost.
100% Renewable European Energy System Design
Differing than the results presented by Schlott et al. [14] , Europe is not divided into two in terms of wind and PV locations. In fact, the installation of PV can be seen in several regions in the north (cf. central United Kingdom and northern Poland), despite their comparably low generation potential. Nevertheless, instead of a clear differentiation of wind and PV technologies, hybrid systems are found to provide smoother generation with fewer fluctuations. Therefore, countries such as Ireland, the United Kingdom and Poland utilize the combination of onshore and offshore wind energies, as well as PV technologies. Nevertheless, the preference for open-field PV without tracking in southern Europe is also evident.
Looking at the pipeline capacities reveal that cheap electricity generation locations in Ireland and the United Kingdom could provide large amounts of hydrogen for continental Europe. Furthermore, hydrogen transport from the Nordic countries is also apparent with lower pipeline capacities. It can be seen that pipeline capacities around the regions with salt cavern availability is higher because of the availability of cheap hydrogen storage. An example for this large pipeline capacity and the availability of salt cavern is the connection between northwestern Spain and the southeastern France. The region in France imports hydrogen from both Spanish regions via large pipelines. A total utilization of 187 TWh of salt caverns is seen in the overall system, the largest portions of these capacity deployments being observed in the Netherlands, northwestern Germany, regions in the United Kingdom around Manchester and Liverpool and in the central France region neighboring Paris. In addition to the salt caverns, the deployment of 1 TWh of lithium-ion battery storage and 0.7 TWh of vessels are observed in the system. A detailed capacity distribution can be found in the appendix. The capacity values provided by the E-Highway study ("100% RES") scenario includes 760 GW onshore, 115 GW offshore and 662 GW PV as VRES technologies besides the 184 GW of biomass CHP plants and 297 GW of hydropower [24] . Comparison of the capacities shows that the results are very similar for wind energy, yet the capacity estimated for open-field PV in this work is nearly 180 GW higher than what is reported in the E-Highway study [24] . This is due to the elimination of 73 GW of fossil fuel plants, half of which are installed in France, Italy and Spain. In the present work, the fossil fuel is substituted by the open-field PV technology, especially in the afore-mentioned countries, which causes this 180 GW discrepancy in the results.
An exemplary operation time series is shown in Figure 4 for the region that includes London as a high demand center. It must be noted that the operation time series can be obtained for any region and any time period between January 1 st and December 31 st . However, in this specific example, the second half of April is illustrated for both hydrogen and electricity flows. The negative flow mean that the commodity is consumed in or transported from the region, whereas the positive values indicate the generation/production of the respective commodities. Focusing on the electricity flow reveals that the region largely relies on electricity imports. In addition, the utilization of onshore wind energy and open-field PV without tracking can also be seen. Unlike what is reported by Schlott et al. [14] , solar energy is utilized in the United Kingdom in spite of its relatively low generation potential. At certain time periods, when the demand cannot be supplied by imports, onshore wind energy and open-field PV, the utilization of lithium-ion batteries, as well as the re-electrification of hydrogen, is evident. Furthermore, when the generation is higher than the demand, charging lithium-ion batteries and the use of electricity in the electrolyzers is also to be seen. Although it is not especially clear, the curtailment of energy on April 18 th is apparent in the time periods when the generation is apparently larger than that of the demand and energy that can be utilized in the other technologies. Finally, electricity is occasionally exported to the neighboring regions, but the amount is significantly smaller than in the imports.
Analysis of the hydrogen flow shows that hydrogen demand in this region is mainly supplied by imports via hydrogen pipeline. Nevertheless, the utilization of the electrolyzers can also be seen in the figure. In spite of the relatively small electrolyzer capacity, some portion of the demand is still supplied by local hydrogen production. Salt caverns are not available in this region; nevertheless, a small vessel storage capacity is deployed. Although it is not clearly visible, hydrogen discharge at some periods can be seen, especially at the end of April 23 rd . Finally, the utilization of re-electrification technologies can be seen in the lower figure too. Note that the lower and upper figures have different scales of the y-axes. 
Impact of Time Series Aggregation on the Design of Energy Systems
This analysis is conducted by using a different number of typical days to represent the overall energy system design. For representation, 5, 10, 15, 20, 30, 45, 60 and 90 typical days are used. The maximum number of typical days is limited to 90 because of computational memory limitations. The results without time series aggregation are obtained by using a workstation (different than the dedicated computer); as a result, the solution time of the problem is not comparable against other calculations. The solution time for the optimization model is affected by the other processes in the computer; therefore, a dedicated computer is used for model runs to eliminate this impact as much as possible. The computer used for this analysis has 32 GB RAM with Intel Core i7-6700 processors with a 3.40 GHz frequency and 8 threads. The workstation has 500 GB RAM with 2 Intel Xeon Platinum 8176 processors with 2.10 GHz frequency and 112 threads. As was mentioned earlier, other jobs/processes running in parallel affect the solution time; therefore, the workstation is not used throughout the analysis in order to not occupy the 112 threads. It must be noted that the variation of the solution time is only provided to illustrate the model's complexity and the time elapsed for the analysis rather than to draw conclusions based on these biased values. The numbers might vary significantly for the same problem when another computational setup is used.
The change of solution time for different numbers of typical days is illustrated in Figure 5 . The time series data defined exogenously in the energy system designs consists of nearly 10 different technologies for 96 regions, all of which have different characteristics. Even the time series of wind energy in the United Kingdom and southern Italy do not have the same profiles, let alone the differences in the technologies. Therefore, the use of a few typical days might not be sufficient to represent an entire year for a large regional context such as Europe. However, as shown previously, a higher number of typical days increases the solution time. Thus, the role of time series aggregation in the complex systems is evident. Use of this tool varies the input time series of the optimization model when the number of typical days is altered; hence, the system design might change. In order to investigate this, the cost breakdown of the overall system with respect to different numbers of typical days is shown in Figure 6 .
When values below 30 typical days are used, the total annual cost is underestimated. This underestimation is more pronounced, especially between 5 and 10 typical days with a value of 15%. A large variation in the shares of VRES technologies is apparent for these model runs.
Moreover, shares of electrolyzer, biomass, salt caverns and hydrogen re-electrification technologies are lower than in the reference scenario. In fact, biomass and hydrogen reelectrification is almost not utilized in these model runs, despite their relatively larger share in the reference scenario. It can be clearly seen that the system cannot be represented by too few typical days, which causes the use of very similar normalized profiles for all technologies. The scaling of these, normalized by the optimal capacities, results in a synchronous time series of source and sink technologies, which eliminates the requirement for the storage and conversion technologies. Therefore, the optimal capacities for these technologies are underestimated when the typical days are not sufficient to represent the system. Nevertheless, there is no rule of thumb to determine the most appropriate number of typical days, as it is a strong function of the fluctuations in the time series, as well as differences in the characteristics of individual technologies. All in all, in spite of the variations between 5 and 30 typical days, variations in the cost of components are insignificant above 30 typical days in this case. Drawing conclusions based on the variations in the total annual cost is not sufficient to understand the variations. Although the shares of technologies do not change, their distribution might alter, keeping the total capacities nearly the same. Thus, the distribution of VRES technologies and the optimal pipeline connections are shown in Figure 7 for 5, 10 and 30 typical days, respectively, in addition to the results without time series aggregation.
Looking at the regions connected via pipeline and their respective capacities reveals that the design changes significantly, especially for 5 and 10 typical days. These discrepancies are more pronounced in the Nordic countries, the United Kingdom and Ireland. The optimal capacities in these regions are underestimated by nearly half of their optimum capacity in the reference case. Not only the capacity variations, but also the connections in the cases of 5 and 10 typical days apparently differ from those of the reference scenario (especially in northern Norway and Sweden). Furthermore, Spain and Portugal also experience variations in their pipeline connections. For example, regions in Portugal are not connected to the others in the reference scenario; however, the connections in that area alter in all of the other cases when time series aggregation is used. Southern Portugal is connected to northern Portugal and western Spain when 5 typical days are assumed, whereas it is only connected to southwestern Spain in the 10 typical days case.
In addition to the pipeline connections, the optimal capacities of generation technologies vary drastically in these systems. For instance, except in the case of 5 typical days, southern Sweden utilizes offshore wind energy in all the scenarios. Similarly, change in the technologies between onshore and offshore wind energies is observed in many regions such as northwestern Germany, northeastern Poland and northwestern Spain. The main reason for this switch is the lack of representation of time series for these technologies due to fewer typical days, as nearly 1000 individual time series consisting of 8760 time steps are represented by using 5 normalized daily profiles scaled to match the total generation-consumption. Therefore, considering the different daily profile patterns of hydropower inflow time series, PV and wind technologies, a clear distinction and accurate representation are not possible. As a result, the accuracy of the prediction increases with more typical days with an exponential increase in the solution time.
Overall, hourly time series of this system for the year 2015 can be represented by 30 typical days with slight variations in the resulting system design. However, it must be noted that the variation in the weather time series might alter the number of typical days that can represent these time series. As is indicated by Caglayan et al. [25] , selection of the weather year plays a significant role in energy system design. Variation in the generation time series of VRES technologies are a strong function of the weather patterns, which alter from year to year. However, within the scope of this work, the analysis of individual weather years is not possible mainly because of the requisite computational power intensity. Nevertheless, the variation caused by different weather years is expected as another source for uncertainty besides time series aggregation. Figure 7 . Capacity distributions of generation technologies and hydrogen pipelines for different numbers of typical days (5, 10 and 30) and without time series aggregation.
SUMMARY AND OUTLOOK
An analysis of a 100% renewable European energy system was conducted that assumed the introduction of hydrogen into the system. Unlike existing studies, high spatial and temporal resolutions were employed (hourly time series across 96 European regions). Moreover, consideration of hydrogen transmission and seasonal storage enhance the uniqueness of this work. The optimization of the energy system without time series aggregation results in a generation technology mix as follows: 737 GW onshore, 125 GW offshore, 844 GW open-field PV without tracking and 33 GW biomass CHP plants. Due to the higher investment costs, openfield PV with tracking and rooftop PV are not installed in any regions. Similarly, PEM fuel cells, solid oxide fuel cells and hydrogen gas engines are not preferred in the system, either. A total deployment of 187 TWh of salt caverns, 1 TWh of lithium-ion battery and 0.7 TWh of vessels is observed.
The application of time series aggregation in a European context for many typical periods was conducted. According to the results, misrepresentation of the overall time series is apparent when few typical periods are used (i.e., up to 30 typical days). Due to the lack of representation in the time series, storage and transmission capacities in particular are underestimated. Nevertheless, in spite of few changes, the system design does not significantly alter after 30 typical days.
In this analysis, the problem is simplified by using the average time series of all possible placements within a region. Nevertheless, higher fidelity and spatial resolution can be attained by consideration of different classes for these technologies. The analysis is only conducted for the weather year 2015, which has the inflow time series for hydropower plants. Consideration of different weather years to ensure the security of supply will therefore be necessary for future energy system designs.
