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Abstract
Averaging schemes for functional differential inclusions in Banach spaces with slow and fast time
variables are studied. Under mild suppositions on the regularity, the periodic case and the case of non-
existence of an average are investigated. The accuracy of the averaging technique is considered as
well. In particular, for periodic systems, the usual linear approximation is achieved. Under stronger
regularity conditions, approximation orders for Krylov–Bogoliubov–Mitropolskii type right-hand
sides are derived.
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1. Preliminaries
Let (E, | · |) be a Banach space. For a fixed τ > 0 let B = C([−τ,0],E) be the Banach
space of all continuous functions acting from [−τ,0] to E, equipped with the maximum
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x˙(t) ∈ F(t, xt )+G
(
t
ε
, xt
)
, x0 = ϕ, t ∈ I := [0,1]. (1)
Here xt ∈ B is defined by xt (s) = x(t + s) and ε > 0 is a small parameter reflecting that
the trajectories t → x(t) move slowly compared to the time variable entering G. We are
interested in the limiting behavior of the trajectories, as the perturbation parameter ε > 0
tends to zero. For this purpose we make use of the averaging method under rather weak
suppositions on the multimappings involved.
The multimappings F(·,·) and G(·,·) are compact-valued and bounded on bounded sets.
Let G(·, α) be T -periodic for every α ∈ B. For α ∈ B we define by
G0(α) := cl 1
T
T∫
0
G(t,α)dt
the average, where the integral is understood in the Aumann sense. Then the corresponding
averaged functional differential inclusion becomes
x˙(t) ∈ F(t, xt )+G0(xt ), x0 = ϕ, t ∈ I. (2)
Note that all the concepts not discussed in details can be found in [4,8]. For the theory of
functional differential inclusion we refer to [12].
Notations. We set C(E) := {A ⊂ E; A nonempty, compact}. By U or UE we denote the
open unit ball in E. For a nonempty and bounded subset A of a normed space, we denote by
clA (or equivalently A¯), respectively coA, respectively coA, the closed, respectively the
convex, respectively the closed convex hull of A. For x ∈ E and A ⊂ E we set dist(x,A) :=
infa∈A |x − a| and for bounded subsets A,B ⊂ E we set dH(A,B) := supa∈A dist(a,B).
Finally, the Hausdorff distance is defined by DH(A,B) := max{dH(A,B), dH(B,A)}. It is
well known that C(E) equipped with the Hausdorff distance becomes a complete metric
space. For x, y ∈ E we define [x, y]+ := limh→0+ h−1{|x +hy| − |x|}, the right derivative
of |x| in direction y. The map [·,·]+ :E ×E →R is upper semicontinuous and, moreover,
|[x, y]+ −[x, z]+| |y−z| (see [15, p. 7]). We consider continuous functions F : I ×B →
C(E), where the C(E) is equipped with the Hausdorff metric.
Let E1,E2 be normed spaces. A multifunction F :E1 → C(E2) is called lower semi-
continuous (LSC) at x ∈ E1, if for every open set V ⊂ E2 with V ∩ F(x) = ∅ there exists
a neighborhood A 
 x such that F(y)∩ V = ∅ for all y ∈ A.
A multifunction F :E1 → C(E2) is called upper semicontinuous (USC) at x ∈ E1, if for
any ε > 0 there exists δ > 0 such that dH(F (y),F (x)) < ε, whenever |x − y| < δ.
The mapping F : I ×E1 → C(E2) is almost LSC (almost USC) if for every ε > 0 there
exists a closed Iε ⊂ I with Lebesgue measure meas(I \ Iε) < ε, such that F is LSC (USC)
on Iε ×E. The mapping F is almost continuous if it is almost LSC and almost USC.
Notice that when E is separable, a mapping F : I ×E1 → C(E2) is almost USC (LSC)
if and only if it is jointly measurable and USC (LSC) in the second variable. This is not the
case for non-separable E.
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a real constant L such that for every α,β ∈ B with α − β ∈ B0 := {α ∈ B: |α(0)| = ‖α‖B}
and all fα ∈ F(t,α) there exists fβ ∈ F(t, β) such that[
α(0)− β(0), fα − fβ
]
+ L
∣∣α(0)− β(0)∣∣.
We also consider the relaxed Cauchy problem
x˙(t) ∈ coF(t, xt )+ coG
(
t
ε
, xt
)
, x0 = ϕ, t ∈ I. (3)
We use the following assumptions.
A1. F : I × B → C(E) and G : [0,∞) × B → C(E) are bounded on bounded subsets and
coF(·, ·), coG(·, ·) are almost continuous.
A2. F(·, ·) and G(·, ·) are OSL with constants L1 and L2. We set L := L1 +L2.
The next lemma is proved in [5], under a more general OSL condition, but under an ad-
ditional growth condition. However, the proof is the same except for trivial modifications.
Lemma 1. Under A1, A2 the solution set of (1) is nonempty and dense in the solution set
of (3) with respect to the uniform C(I,E) topology.
Notice that in A1 we assume F and G with compact (not necessarily convex) values.
However, since we are comparing the distance of the trajectories of the perturbed system to
the trajectories of the averaged system in the uniform C(I,E) topology, due to Lemma 1
we can suppose without loss of generality that F and G are convex-valued. Furthermore,
the following variant of the Filippov–Plis lemma is valid (see [5], for instance).
Lemma 2. Let A1, A2 hold. If x : I → E is absolutely continuous (AC) with
d
(
x˙(t), coF(t, xt )+ coG
(
t
ε
, xt
))
 δ
for a certain δ > 0, then there exists a solution y(·) of (3) such that
∣∣x(t)− y(t)∣∣ exp(Lt)
(∣∣x(0)− y(0)∣∣+ δ
t∫
0
exp(−Lτ)dτ
)
.
For ε > 0, we denote by X(ε) the solution set of (1). By X(0) we denote the solution set
of (2). A solution is an absolutely continuous mapping satisfying the differential inclusion
for a.a. t ∈ I .
Comprehensive studies of the averaging method in connection with a multi-valued dy-
namics were performed within the school of Viktor Plotnikov. We mention only the books
[18,19] and references therein. The averaging problem (1), (2) is studied (without time
lags) and F(t,α) ≡ 0 in [3,14] under compactness type methods. Similar results in the
case of differential equations are obtained in [2,10,13]. Problems without time lag are
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technique is applied to functional differential equations (inclusions). Theorem 4 of the
present work deals with the averaging problem when the average does not necessarily ex-
ist. It extends earlier results of [21] (ordinary differential inclusions) and [11] (functional
differential inclusions). We mention also [20], where the averaging method is applied to
differential equation with Hukuhara derivative and infinite delay.
In the next section we prove our main averaging results under very mild assumptions.
In the last section we estimate the accuracy of averaging method under much stronger
assumptions (Lipschitz continuity of the right-hand side). We present also an example,
where our results are applicable.
2. General averaging results
The first averaging result concerns the problem (1), (2).
Theorem 3. Let X : [0,∞) → C(C([0,1];E)) be the solution mapping assigning to any
ε > 0 the solution set to (1) and to ε = 0 the solution set to (2). Under the assumptions A1
and A2, X(·) is LSC at ε = 0+. If G0(·) is uniformly continuous on bounded sets then X(·)
is also USC at ε = 0+.
Proof. Evidently G0(·) has nonempty convex compact values and is bounded on the
bounded sets. Fix α ∈ B. Let αi → α (in the uniform topology) as i → ∞. Fix δ > 0
and the set Iδ ⊂ [0, T ] such that G(·, ·) is continuous on Iδ ×B and meas([0, T ] \ Iδ) δ.
It is easy to see that
lim
n→∞DH
(
G0(αn),G0(α)
)
 lim
n→∞
1
T
T∫
0
DH
(
G(s,αn),G(s,α)
)
ds Nδ.
Here
N = sup
i1
ess sup
s∈[0,T ]
∣∣G(t,αi)∣∣.
Since δ > 0 is arbitrary, one has that G0(·) is continuous.
Let α − β ∈ B0. Let fα ∈ G0(α). Given δ > 0 there exists a strongly measurable g(s) ∈
G(s,α) such that
∣∣∣∣∣fα − 1T
T∫
0
gα(s) ds
∣∣∣∣∣ δ.
Therefore there exists gβ(s) ∈ G(s,β) such that[
α(0)− β(0), gα(s)− gβ(s)
]
 L2
∣∣α(0)− β(0)∣∣+
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fβ = 1
T
T∫
0
gβ(s) ds.
Consequently [α(0) − β(0), fα − fβ ]+  L2|α(0) − β(0)| + δ. Since δ is arbitrary, one
has that G0(·) is OSL with constant L2.
Using standard arguments (see e.g. [5]) one can show that there exist constants M,K
such that for every AC function x(·) with
dist
(
x˙(t), coF(t, xt +U)+ coG
(
t
ε
, xt +U
))
 1,
x0 = ϕ one has∣∣x(t)∣∣M and ∣∣∣∣F(t, xt +U)+G
(
t
ε
, xt +U
)∣∣∣∣K
for a.a. t ∈ I and every ε > 0. Since we will consider only AC functions, satisfying the last
condition, we will assume that∣∣∣∣F(t,α)+G
(
t
ε
, α
)∣∣∣∣K.
Denote Nε = [1/(T ε)], where [a] is the largest integer less or equal to a. Let ti = iT ε,
i = 0,1, . . . ,Nε and tNε+1 = 1. Let also δε = T ε.
Step 1. The solution set of (2) is C([−τ,1],E) (pre)compact. Let x(·) be a solution
of the problem (2). Therefore to δ > 0 for sufficiently small ε > 0 one has dist(x˙(t),
F (t, xt )+G0(xi)) δ, where xi = xti . Consider the discrete inclusion:
y˙(t) ∈ F(t, yt )+G0(yi), yi = yti , y0 = ϕ. (4)
From [5, Theorem 2] we know that there exists a solution y(·) of (4) such that |x(t) −
y(t)|  r(t), where r˙(t) = Lr + δ and r(0) = 0. Furthermore, y˙(t) = f (t) + li for t ∈
[ti , ti+1), where f (t) ∈ F(t, yt ) and li ∈ G0(yi). By the definition of G0(·) there exists a
(strongly) measurable gi(t) ∈ G(t, yi) such that∣∣∣∣∣li − 1δε
ti+1∫
ti
gi
(
t
ε
)
dt
∣∣∣∣∣< δ.
We define iteratively zδ(t) to be z0 = ϕ,
zδ(t) = yi(0)+
t∫
ti
f (s) ds + ε
t∫
ti
gi
(
t
ε
)
dt for t ∈ [ti , ti+1].
Since G(·, ·) and F(·, ·) are almost continuous, one has that for sufficiently small ε > 0
there exists δ > 0 such that
d(t) = dist
(
z˙δ(t),F
(
t, zδt
)+G( t , zδt
))
 δ
ε
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we know that there exists a solution zε(·) of (1) such that |zδ(t) − zε(t)|  s(t), where
s(0) = 0, s˙(t) = Ls + δ + λ(t), λ(t) = 0 for t ∈ Iδ and λ(t) = 2K on I \ Iδ .
Consequently
lim
ε→0+
dist
(
x(·),X(ε))= 0,
i.e. X(·) is LSC at ε = 0+.
Step 2. Let yε(·) be a solution of (1). Therefore y˙ε(t) = uε(t) + vε(t), where uε(t) ∈
F(t, yεt ) and vε(t) ∈ G(t/ε, yεt ). Furthermore, given δ > 0 one has
li = ε
δε
ti+1∫
ti
vε(s) ds ∈ G0(yt )+ δU for sufficiently small ε > 0.
We define iteratively
y˜ε(t) = y˜εi (0)+
t∫
ti
uε(s) ds + li (t − ti ).
Here y˜εi = y˜εti , y˜ε0 = ϕ. Consequently |y˜ε(t)− yε(t)|Nδ. Moreover,
dist
( ˙˜yε(t),F (t, y˜εt )+G0(y˜εt )) δ + λ(δ),
where λ(t) is the function considered in the previous step. Therefore there exists a solution
x(·) of (2) such that |x(t)− y˜ε(t)| s(t), where s(0) = 0 and s˙(t) = Ls + δ + λ(t). Thus
|x(t)− yε(t)| s(t)+Nδ. Hence
lim
ε→0+
dist
(
yε(·),X(0))= 0,
i.e. X(·) is also USC at ε = 0+. 
For non-periodic G(·, α), one still can consider an averaged version of (1), even when
the limit
lim
T→∞
1
T
cl
t+T∫
t
G(s,α)ds
does not exist. Theorem 4 extends the main result of [21] and partially [11, Theorem 1].
The following additional assumptions are needed.
C1. There exists an almost continuous OSL mapping G− :B → C(E) such that for any
η > 0 there exists T η such that for T > T η one has
G−(α) ⊂ 1
T
t+T∫
t
G(t, α) dt + ηU
uniformly in (t, α) ∈ [0,∞)×B. Then the corresponding averaged system becomes
x˙(t) ∈ F(t, xt )+G−(xt ), x0 = ϕ, t ∈ I. (5)
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such that for any η > 0 there exists T η such that for T > T η one has
G+(α)+ ηU ⊃ 1
T
t+T∫
t
G(t, α) dt
uniformly in (t, α) ∈ [0,∞)×B. Then the corresponding averaged system becomes
x˙(t) ∈ F(t, xt )+G+(xt ), x0 = ϕ, t ∈ I. (6)
A3. Let Rε(t, α) := G(t/ε,α). Suppose Rε(·, ·) is almost continuous uniformly in ε, i.e.
to δ > 0 there exists a compact set Iδ not depending on ε with measure meas(I \ Iδ) < δ
such that Rε is continuous on Iδ ×B for all ε > 0.
For the averaging problems (1)–(5), (1)–(6) the following theorem is valid.
Theorem 4. Suppose A1–A3 hold.
(I) Under C1, for each η > 0 there exists εη > 0 such that for every ε ∈ (0, εη) and for
every solution y(·) of (5) there exists a solution x(·) of (1) such that |x(t)− y(t)| η
for any t ∈ [−τ,1].
(II) Under C2, for each η > 0 there exists εη > 0 such that for every ε ∈ (0, εη) and for
every solution y(·) of (1) there exists a solution x(·) of (6) such that |x(t)− y(t)| η
for any t ∈ [−τ,1].
Proof. From the proof of Theorem 3 we know that there exist constants M and K such
that ∣∣x(t)∣∣M and ∣∣F(t, xt +UB)∣∣+
∣∣∣∣G
(
t
ε
, xt +UB
)∣∣∣∣K
for every AC function x(·) such that
dist
(
x˙(t), coF(t, xt +UB)+ coG
(
t
ε
, xt +UB
))
 1.
(I) Due to C1 there exists mε → ∞ and εmε → 0 as ε → 0+ such that
lim
ε→0+
dH
(
G−(α), 1
qε
t+qε∫
t
G(s,α)ds
)
= 0,
where q	 = 1/(εmε). Let tεi = i/mε for i = 0,1, . . . , [mε]; and let tε[mε]+1 = 1. From[5, Theorem 1] we know that the solution set of (5) is C([−τ,1]),E pre-compact. Let
x(·) be a solution of (5). Fix δ > 0. For sufficiently small ε > 0 one has
dist
(
x˙(t),F (t, xt )+G−(xi)
)
 δ and DH
(
G−(xt ),G−(xi)
)
 δ
for t ∈ [tεi , tεi+1], where xi := xtεi . From [5, Theorem 1] we know that there exists a solution
yε(·) of the discrete inclusion
y˙(t) ∈ F(t, yt )+G−(yi), yi = ytε , y0 = ϕ,i
T. Donchev, G. Grammel / J. Math. Anal. Appl. 311 (2005) 402–416 409such that |x(t) − yε(t)| r(t), where r(0) = 0 and r˙(t) = Lr + δ. Let y˙ε(t) = f (t) + li ,
f (t) ∈ F(t, yεt ) and li ∈ G−(yεi ) on [tεi , tεi+1). Due to C1 there exists T (δ) such that
dist
(
li ,
1
T
t+T∫
t
G(t, yεi ) dt
)
< δ for any T > T (δ).
Therefore for sufficiently small ε > 0 there exists gi(s) ∈ G(s, yεi ) such that∣∣∣∣∣li − 1qε
tεi +1∫
tεi
gi
(
t
ε
)∣∣∣∣∣< δ.
Define zδ(·) as in step 2 of the proof of Theorem 3. Hence |yε(t) − zδ(t)| < Kδ. Due to
C1 and A3 one has that
d(t) = dist(z˙δ(t),F (t, zδt )+Rε(t, zδt ))< δ
on a set Iδ ⊂ I with meas(Iδ) > 1 − δ/2 and d(t) < 2K on I \ Iδ for sufficiently small
ε > 0. Therefore there exists a solution zε(·) of (1) such that∣∣zδ(t)− zε(t)∣∣ s(t),
where s(0) = 0 and s˙(t) = Ls + δ+λδ(t). Here λδ(t) is 0 on Iδ and 2K on I \ Iδ . One has
only to use triangle inequality.
(II) Let yε(·) be a net of solutions of (1). Then y˙ε(t) = uε(t) + vε(t), where uε(t) ∈
F(t, yεt ) and vε(t) ∈ G(t/ε, yεt ). Given δ > 0, due to C2 and A3 one has that
li = ε
δε
ti+1∫
ti
vε(s) ds ∈ G+(yεt )+ δU
for sufficiently small ε > 0. Define
y˜ε(t) = y˜εi (0)+
t∫
ti
uε(s) ds + li (t − ti ).
Here y˜εi = y˜εti , y˜ε0 = ϕ. Consequently |y˜ε(t)− yε(t)|Kδ. Moreover,
dist
( ˙˜yε(t),F (t, y˜εt )+G0(y˜εt )) δ + λ(δ),
where λ(t) is considered in the proof of Theorem 3. Thus there exists a net xε(·) of solu-
tions of (6) such that
lim
ε→0+
∥∥yε(t)− xε(t)∥∥= 0 uniformly on [0,1]. 
Remark 5. Notice that for the periodic problem (1)–(2), one can set G−(·) := G0(·) =:
G+(·). In this sense, Theorem 4 generalizes Theorem 3. In the non-periodic case, Theo-
rem 4 is quite useful in connection with investigating asymptotic stability properties of the
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asymptotically stable, then one cannot expect the perturbed system (1) to be asymptoti-
cally stable. On the other hand, under mild additional suppositions, exponential stability of
the averaged system (6) should imply exponential stability of the perturbed system (1) for
sufficiently small parameters ε > 0.
3. Estimates for the order of approximation
In this section we give some estimations of the distance between the solution sets of the
perturbed system and the solution set of the averaged functional differential inclusion. Here
we assume that a certain multi-valued average of the right-hand side exists uniformly in
the state variable, i.e. that the multi-valued mappings involved are of Krylov–Bogoliubov–
Mitropolskii type.
As usual, the periodic case has to be treated separately in order to achieve the linear
(in ε) approximation order. The differential inclusion
z˙(t) ∈ F(t, zt )+G
(
t
ε
, zt
)
, z0 = φ, t ∈ I = [0,1], (7)
is under consideration.
3.1. The non-periodic case
We assume the following.
B1. The mappings F : I × B → C(E) and G : [0,∞) × B → C(E) are strongly measur-
able in the first and Lipschitz continuous in the second variable with Lipschitz constant
L/2 > 0. Furthermore, F and G are uniformly bounded by a constant P/2 > 0.
B2. There are constants C > 0, γ > 0 and a multi-valued mapping G0 :B → C(E) such
that
DH
(
G0(α), cl
(
1
S
S+t∫
t
G(s,α)ds
))
CS−γ
for all S > 0, t  0, α ∈ B.
As an immediate consequence of B1, B2, we obtain the following lemma, whose proof
is straightforward.
Lemma 6. Under B1, B2, the multi-valued mapping G0 :B → C(E) is convex-valued and
Lipschitz continuous with Lipschitz constant L.
The averaged multi-valued functional differential equation is
z˙(t) ∈ F(t, zt )+G0(zt ), z0 = φ, t ∈ [0,1]. (8)
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Theorem 7. Under B1, B2, we can estimate
DH
(
X(ε),X(0)
)= O(εγ/(1+γ )), as ε → 0,
uniformly in φ ∈ B.
Proof. We show that
dH
(
X(ε),X(0)
)= O(εγ/(1+γ )), as ε → 0,
uniformly in z0 ∈ B. Let zε ∈ X(ε). We divide the time interval [0,1] into subintervals
[tl , tl+1] of length tl+1 − tl = εSε , where
Sε = ε−1/(1+γ ).
Accordingly the index l is an element of the index set
Indε :=
{
0, . . . ,
[
1
εSε
]}
= {0, . . . , [ε−γ /(1+γ )]}.
We have
zε(tl+1) = zε(tl)+
tl+1∫
tl
z˙ε(t) dt = zε(tl)+
tl+1∫
tl
(
z˙εF (t)+ z˙εG(t)
)
dt.
For l ∈ Indε we define ξ ∈ B by ξ0 := z0 and
ξ(t) := ξ(tl)+
t∫
tl
(
ul(s)+wl(s)
)
ds,
where ul(s) ∈ F(s, ξtl ), wl(s) ∈ G(s/ε, ξtl ) are particular strongly measurable selections
to be specified later. We define, for all l ∈ Indε ,
δl :=
∥∥ξtl − zεtl∥∥ and dl := maxtlttl+1
∥∥zεt − ξtl∥∥.
We observe that dl  δl + εSεP . According to the Filippov lemma there are strongly mea-
surable selections ul(t) ∈ F(t, ξtl ) and wl(t) ∈ G(t/ε, ξtl ) with∣∣z˙ε(t)− (ul(t)+wl(t))∣∣ Ldl
for almost all t ∈ [tl , tl+1]. We conclude that
δl+1  δl +
tl+1∫
tl
∣∣z˙ε(t)− (ul(t)+wl(t))∣∣dt
 δl + εSεLdl  δl(1 + εSεL)+ ε2PLS2ε .
Considering that δ0 = 0 and l  1/(εSε), we obtain
δl  ε2PLS2ε
l−1∑
(1 + εSεL)i  εPLSεeL. (9)
i=0
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η(t) := η(tl)+ t − tl
tl+1 − tl
tl+1∫
tl
(
ul(s)+wl(s)
)
ds,
for t ∈ [tl , tl+1]. Then we obviously have η(tl) = ξ(tl) for all l ∈ Indε and thus∣∣η(t)− ξ(t)∣∣ εSεP .
For t ∈ [tl , tl+1] we conclude that
dist
(
η˙(t),F (t, ηt )+G0(ηt )
)
 dist
(
1
εSε
tl+1∫
tl
(
ul(s)+wl(s)
)
ds,F (t, ξtl )+G0(ξtl )
)
+DH
(
F(t, ξtl )+G0(ξtl ),F (t, ηtl )+G0(ηtl )
)
+DH
(
F(t, ηtl )+G0(ηtl ),F (t, ηt )+G0(ηt )
)
 CS−γε +LεPSε +LεPSε. (10)
According to the Filippov–Plis lemma there is a solution z0(·) ∈ X(0) to the averaged
system with∣∣z0(t)− η(t)∣∣ eL(CS−γε + 2LεPSε). (11)
Overall, we conclude from (9), (11) that∣∣zε(t)− z0(t)∣∣

∣∣zε(t)− zε(tl)∣∣+ ∣∣zε(tl)− ξ(tl)∣∣+ ∣∣η(tl)− z0(tl)∣∣+ ∣∣z0(tl)− z0(t)∣∣
 SεεP + εPLSεeL + eL
(
CS−γε + 2LεPSε
)+ SεεP,
uniformly in t ∈ [0,1]. Since Sε = ε−1/(1+γ ) we have∣∣zε(t)− z0(t)∣∣= O(εγ (1+γ )).
As for the converse, we show that
dH
(
X(0),X(ε)
)= O(εγ/(1+γ )), as ε → 0,
uniformly in z0 ∈ B. Let z0 ∈ X(0). Then we have for all l ∈ Indε and almost all t ∈
[tl , tl+1] the estimation
dist
(
z˙0(t),F
(
t, z0tl
)+G0(z0tl )) εLSεP .
By the convexity of G0(z0tl ), for all l ∈ Indε , there is a measurable selection ul(t) ∈ F(t, z0tl )
and a vl ∈ G0(z0tl ) with∣∣∣∣∣ 1εSε
tl+1∫ (
z˙0(t)− ul(t)
)
dt − vl
∣∣∣∣∣ εLSεP .
tl
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tl+1∫
tl
wl(t) dt
∣∣∣∣∣ CS−γε .
We define δ0 := z0(0) ∈ E and
δl+1 := δl +
tl+1∫
tl
(
ul(t)+wl(t)
)
dt.
Then we can estimate, for all l ∈ Indε ,∣∣z0(tl)− δl∣∣ εLSεP +CS−γε . (12)
We interpolate and define δ ∈ B, for t ∈ [tl , tl+1], by
δ(t) = δl +
t∫
tl
(
ul(s)+wl(s)
)
ds.
Then we can estimate, for t ∈ [tl , tl+1],
dist
(
δ˙(t),F (t, δt )+G
(
t
ε
, δt
))
 dist
(
δ˙(t),F
(
t, z0tl
)+G( t
ε
, z0tl
))
+ dH
(
F
(
t, z0tl
)+G( t
ε
, z0tl
)
,F (t, δtl )+G
(
t
ε
, δtl
))
+ dH
(
F(t, δtl )+G
(
t
ε
, δtl
)
,F (t, δt )+G
(
t
ε
, δt
))
 εSεLP +L
∣∣z0tl − δtl ∣∣+L∣∣δtl − δt ∣∣
 εSεLP + εL2SεP +CLS−γε + εSεLP
= 2εSεLP + εL2SεP +CLS−γε .
According to the Filippov–Plis lemma there is a solution zε ∈ X(ε) to the singularly per-
turbed system with∣∣zε(t)− δ(t)∣∣ eL(2εSεLP + εL2SεP +CLS−γε ) (13)
for all t ∈ [0,1]. Overall, we conclude from Eqs. (12), (13) that∣∣zε(t)− z0(t)∣∣

∣∣zε(t)− δ(t)∣∣+ ∣∣δ(t)− δ(tl)∣∣+ ∣∣δ(tl)− z0(tl)∣∣+ ∣∣z0(tl)− z0(t)∣∣
 eL
(
2εSεLP + εL2SεP +CLS−γε
)+ εSεP + εLSεP +CS−γε + εSεP
uniformly in t ∈ [0,1] and, by the choice of Sε , the proof is finished. 
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In this section, we assume periodicity of G.
B3. There exists T > 0 such that G(s,α) = G(s + T ,α) for every α ∈ B and every s ∈R.
Obviously B3 implies B2 with C = 2T P , γ = 1, and we can write
G0(α) =
(
1
T
T∫
0
G(s,α)ds
)
.
Unfortunately, Theorem 7 only provides an O(ε1/2) approximation in the periodic case.
For this reason we have to adapt the proof of Theorem 7 to the periodic case in order to
achieve the usual O(ε) approximation.
Theorem 8. Under B1, B3 the following estimation holds:
DH
(
X(ε),X(0)
)= O(ε), as ε → 0
uniformly for z0 ∈ B.
Proof. We proceed as in the proof of Theorem 7. However, the discretization is adapted to
the period T > 0, i.e. we set Sε = T for all ε > 0. Thus, we replace (9) and (11) by
δl  εPLT eL and
∣∣z0(t)− η(t)∣∣ eL2LεPT . (14)
For the second replacement, note that within inequality (10) we have
dist
(
1
εSε
tl+1∫
tl
wl(s) ds,G0(ξtl )
)
= dist
(
1
εT
tl+1∫
tl
wl(s) ds,G0(ξtl )
)
= 0
in the periodic case. Combining the estimates in (14) leads to
dH
(
X(ε),X(0)
)= O(ε), as ε → 0.
As for the converse, we replace (12) by∣∣z0(tl)− δl∣∣ εLT P, (15)
since there is a strongly measurable selection wl(t) ∈ G(t/ε, z0tl ) with
vl = 1
εSε
tl+1∫
tl
wl(t) dt = 1
εT
tl+1∫
tl
wl(t) dt
in the periodic case. Accordingly, we exchange inequality (13) with∥∥zε(t)− δ(t)∥∥ eL(2εT LP + εL2T P ). (16)
Finally, the estimations (15) and (16) lead to
dH
(
X(0),X(ε)
)= O(ε), as ε → 0,
and the proof is finished. 
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The model (7) exhibits three features, it is non-autonomous (subject to slow and fast
time influences), it is multi-valued, and it incorporates memory/delay effects. We point out
that it is applicable to feedback-control systems with slow/fast subsystems. Consider, for
instance, the nonlinear control system
x˙(t) = f (x(t), y(t), u(t))+ g(x(t), z(t), u(t)),
where the state x(t) moves inRn and the control function t → u(t) takes values inRm. The
right-hand side is additionally influenced by a slow variable y(t) ∈ Rk and a fast variable
z(t) ∈Rl fulfilling the differential equations
y˙(t) = h1
(
y(t)
)
, εz˙(t) = h2
(
z(t)
)
,
where ε > 0 is a small parameter, reflecting that z(t) is fast compared to (x(t), y(t)). For
the sake of simplicity let us assume that the vector fields involved, f,g,h1, h2 satisfy Lip-
schitz conditions in all variables, so that the existence of unique solutions for prescribed
initial values x(0) = x0, y(0) = y0, z(0) = z0 is guaranteed for any measurable/bounded
control function. Now we plug in a feedback control. It is not unusual in many applica-
tions that, because of delays during measurements, the feedback control u(t) does not only
depend on the present state, x(t), but on its history, xt , hence we write
u(t) := k(xt )
for a Lipschitz function k :B → Rm. We denote the unique solution of y˙(t) = h1(y(t)),
y(0) = y0, by y(t, y0) and the unique solution of z˙(t) = h2(z(t)), z(0) = z0, by z(t, z0).
Overall, we obtain the dynamics given by the differential equation
x˙(t) = f (x(t), y(t, y0), k(xt ))+ g
(
x(t), z
(
t
ε
, z0
)
, k(xt )
)
,
which is not yet multi-valued. Usually, multi-valued differential equations are utilized in
order to model uncertainties. As for our model, uncertainties could be caused by the lack
of knowledge on the exact initial states (y0, z0). So, let us assume that we only know that
y0 ∈ Y 0 ∈ C(Rk), z0 ∈ Z0 ∈ C(Rl ). Furthermore, errors of the measurements producing
the feedbacks could be incorporated by setting
u(t) ∈ K(xt ),
for a Lipschitz function K :B→ C(Rm). Writing x(t) = π(xt ), we can set
F(t, xt ) := f
(
π(xt ), y(t, Y
0),K(xt )
)
,
G
(
t
ε
, xt
)
= g
(
π(xt ), z
(
t
ε
,Z0
)
,K(xt )
)
,
and finally obtain a model of the form (7).
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