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Die Bilder auf dem Deckblatt zeigen die relative Verschiebung (links) und die relative
Geschwindigkeit (rechts) des Lastaufnahmemittels gegenu¨ber der deckengefu¨hrten
Laufkatze. In Orange ist die tatsa¨chliche optimale Trajektorie aus der Bahnplanung
mit integrierten Optimalreglern gegeben. In Blau sind die geregelten Haltebahnen
zu jedem diskreten Zeitpunkt dargestellt. Zum Vergleich ist die optimale Trajektorie
ohne erweiterte Nebenbedingung in Grau erga¨nzt.
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Kapitel 1
Einleitung
In der Vergangenheit konnten durch erfolgreiche Kooperationen zwischen Mathe-
matikern und Ingenieuren viele neue Konzepte bis zur Realisierung gebracht wer-
den. Eine solche Erfolgsgeschichte schreibt auch das neu entwickelte System in der
Hochregallagertechnik, der AviatorTM. Vertrieben wird das System derzeit durch die
Westfalia Holding GmbH & Co. KG.
Entgegen den ga¨ngigen und bewa¨hrten Regalfahrzeugen, bestehend aus einem bo-
dengebundenem Fahrwerk, Hubwerk und Lastaufnahmemittel, zur Be- und Ent-
ladung der Regalstellpla¨tze, wurde ein alternativer Weg in der Weiterentwicklung
dieser Technologie beschritten. U¨ber ein deckengefu¨hrtes krana¨hnliches System, wird
eine ﬂurfreie Be- und Entladung ermo¨glicht. Das System besteht aus einem Fahr-
modul, die Laufkatze, welches u¨ber Seile mit dem Lastaufnahmemittel verbunden
ist.
Durch die ineinandergreifende Zusammenarbeit von Universita¨t und Industrie konn-
ten bereits erste Erfolge bei der optimalen Bahnplanung von Referenztrajektorien fu¨r
die Bewegung der Laufkatze unter Beru¨cksichtigung des Pendelverhaltens des Last-
aufnahmemittels fu¨r beliebige Start- und Zielbedingungen gefeiert werden. In einem
ersten Schritt erprobte man die optimalen Bahnen an einem eigens dafu¨r erbauten
Prototypen. Dabei konnten die Zielvorgaben der Ingenieure durch die Mo¨glichkeiten
der Mathematiker mehr als erfu¨llt werden, so dass mittlerweile u¨ber eine eigens dafu¨r
entwickelte Softwarebibliothek die Bahnen im industriellen Einsatz berechnet wer-
den.
Gleichzeitig zeigten sich auch einige Schwachstellen, die nicht beru¨cksichtigt wur-
den und erga¨nzende Anforderungen zur Folge hatten. Zum einen mussten weitere
Systemgrenze in die mathematischen Formulierung mit aufgenommen werden, zum
anderen analysierte man, unabha¨ngig von der eigentlich Bahnoptimierung, spezielle
Sicherheitsbestimmungen und dessen Machbarkeit und Einhaltung.
Die neu aufgeworfenen Fragestellungen konnten zum Teil nicht mit den bewa¨hrten
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2 Kapitel 1: Einleitung
Methoden gelo¨st werden. Neue, komplexere Zusammenha¨nge sind hier gefragt, sowie
die Forderung nach dessen Lo¨sungsverfahren.
Ziel dieser Arbeit ist es, die entstandene Lu¨cke zwischen der Bahnplanung und der
separaten Sicherheitsanalyse zu schließen. Die Sicherheitsanforderung des
”
geregel-
ten Halts“ soll bereits in der Bahnplanung beru¨cksichtigt werden und zur Laufzeit
gegebenenfalls sofort zur Verfu¨gung stehen.
In Knauer [Kna09] wird bereits eine Mo¨glichkeit der optimalen Bahnplanung ei-
nes deckengefu¨hrten Regalbediensystems vorgestellt. In Anbetracht der zusa¨tzlichen
Sicherheitsanforderung, die Existenz einer erga¨nzenden Haltebahn, wurde ein Lo¨-
sungsweg u¨ber Bilevel-Optimalsteuerungsmethoden beschritten. Allerdings verlangt
die Umsetzung einen hohen Rechenaufwand der in der Lagerlogistik, mit ihren hohen
Anspru¨chen an die Verfu¨gbarkeit und Auslastung der Anlagen bei kleiner Taktung,
nicht zu realisieren ist.
An diese Arbeit anknu¨pfend, soll eine eﬃziente Lo¨sungsmethode entwickelt werden,
die den Anforderungen, unter anderem nach einer akzeptablen Berechnungszeit, bei
der Verwendung in der Praxis gerecht wird. Hierzu wird genauer auf den Aspekt
der Regelung des Systems und deren Berechnung eingegangen werden. Bisweilen
wurde dieses in Bezug auf die Bahnplanung vollsta¨ndig außer Acht gelassen. In
der vorliegenden Arbeit tritt die Regelung der bereitzustellenden Haltebahnen in
den Vordergrund und motiviert die Kombination optimaler Steuerprozesse mit der
Berechnung von Optimalreglern.
Kapitel 2 stellt die zugrunde liegende Anwendung vor. Nach der Beschreibung der
allgemeinen Hochregallagertechnik und dessen Verfahren aus Ingenieurssicht wird
die Innovation durch ein deckengefu¨hrtes, krana¨hnliches Regalbediensystem vorge-
stellt. Neben den Vorteilen wird ebenso auf zusa¨tzliche Sicherheitsanforderung einge-
gangen, so dass zur eigentlichen Planung der Referenzbahn erga¨nzende Haltebahnen
in jedem Zustand bereitgestellt werden mu¨ssen. Mittels einer unterlagerten Regelung
fu¨r den
”
geregelten Halt“ wird sowohl die Haltebahn in der Planung beru¨cksichtigt,
als auch im eigentlichen Betrieb zur Verfu¨gung stehen. Die Genauigkeit mit der die
Haltebahn eingehalten wird, ist ebenfalls durch die Regelung gewa¨hrleistet.
Kapitel 3 bietet eine kompakte Einfu¨hrung in die Theorie der nichtlinearen Op-
timierung. Notwendige und hinreichende Optimalita¨tsbedingungen werden fu¨r die
Lo¨sung dieser Problemklasse bereitgestellt, sowie dessen numerische Lo¨sungsmetho-
den. Durch die Einfu¨hrung eines zusa¨tzlichen Parameters ko¨nnen Aussagen u¨ber die
Sensitivita¨t der optimalen Lo¨sung in Abha¨ngigkeit von dieser Gro¨ße formuliert wer-
den. In einer abgewandelten Form kommt Letzteres bei der Einbettung optimaler
Regelstrategien in optimale Steuerprozesse zum Einsatz.
Kapitel 4 beschreibt zeitabha¨ngige, sowohl unrestringierte als auch restringierte,
dynamische Systeme, die unter vorgegebenen Zielkriterien optimiert werden sollen.
Die Lo¨sung dieser optimalen Steuerprozesse kann auf zwei unterschiedlichen Arten
erfolgen. Zum einen kann die Problemstellung mittels Auswertung von notwendi-
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3gen Optimalita¨tsbedingungen in ein Randwertproblem umformuliert werden. Dieses
Verfahren wird gerade bei der Aufstellung von Optimalreglern angewendet. Zum
anderen ist mithilfe einer gewa¨hlten Diskretisierung die Ru¨ckfu¨hrung auf ein nicht-
lineares Optimierungsproblem mo¨glich. Fu¨r die numerische Lo¨sung der Bahnopti-
mierung auf oberster Ebene kommt in dieser Arbeit eine solche Alternative u¨ber
direkte Verfahren zum Einsatz.
Kapitel 5 fu¨hrt in die Theorie der optimalen Regelstrategien ein. Fu¨r die Erweite-
rung der optimalen zeitabha¨ngigen Lo¨sung auf ein zeitinvariantes Regelgesetz wird
zusa¨tzlich ein kompakter U¨berblick u¨ber die Grundlagen der Systemtheorie gegeben.
Es wird gezeigt, dass die zeitinvariante Lo¨sung, optimal im Sinne eines Zielfunktio-
nals mit unendlichem Zeithorizont, eindeutig bestimmt werden kann, sofern das
zugrunde liegende System zusa¨tzlichen Bedingungen genu¨gt. Fu¨r die Integration in
die Berechnung der optimalen Steuerprozesse wird abschließend ein Abriss u¨ber die
numerische Berechnung der optimalen Zustandsru¨ckfu¨hrung gegeben.
Kapitel 6 bildet das Bindeglied zwischen den drei Disziplinen der nichtlinearen Opti-
mierung, der optimalen Steuerprozesse und der optimalen Regelung. Die Ergebnisse
der drei vorherigen Kapitel werden auf eine neu Art und Weise zusammengefu¨gt, so
dass ein optimales Steuerungsproblem unter einer neuen erweiterten Klasse von Ne-
benbedingungen aufgestellt werden kann. Zusa¨tzlich zur Formulierung der komplet-
ten Problemstellung wird der Beweis zur Anwendbarkeit direkter Lo¨sungsmethoden
erbracht, sowie der Nachweis der Existenz und Eindeutigkeit einer asymptotisch
stabilen Zustandsru¨ckfu¨hrung zu jedem Zeitpunkt des u¨berlagerten optimalen Steu-
erprozesses gegeben. Die Beweisfu¨hrung stu¨tzt sich auf zusa¨tzliche Eigenschaften
der linear quadratischen Regulatorprobleme, die ebenfalls vorgestellt und bewiesen
werden.
Kapitel 7 schließt den Kreis zum eigentlichen Anwendungsproblem der Laufkatze,
das dieser Arbeit zugrunde liegt. Sowohl das mathematische Modell einer Laufkatze,
einschließlich der Bewegungen des Lastaufnahmemittels, wird vorgestellt, als auch
die zugeho¨rige Beschreibung der Bahnoptimierung inklusive aller auftretenden Be-
schra¨nkungen. Zusa¨tzlich werden Untersuchungen des Modells pra¨sentiert, die sich
auf die Bedingungen fu¨r die Existenz einer eindeutigen optimalen Regelung bezie-
hen. Abschließend werden Mo¨glichkeiten fu¨r eine erweiterte Nebenbedingung in der
Bahnoptimierung einer Laufkatze pra¨sentiert, in der die Berechnung von Optimal-
reglern integriert ist.
Kapitel 8 pra¨sentiert die Ergebnisse der numerischen Simulationen fu¨r das Bahn-
optimierungsproblem. Beginnend mit der urspru¨nglichen Bahnoptimierung ohne er-
weiterte Nebenbedingungen werden darauf aufbauend diverse Kopplungen zwischen
optimalen Steuerprozessen und Optimalreglern gezeigt und diskutiert. Die Variati-
on in den Analysen besteht hauptsa¨chlich in den verwendeten Beschreibungen des
unterlagerten linear quadratischen Regulatorproblems. Nach Kenntnis der Autorin
ﬁnden sich in der Literatur keine vergleichbaren, anwendungsorientierten Resulta-
te, die durch die Einbettung linear quadratischer Regulatorprobleme in optimale
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4 Kapitel 1: Einleitung
Steuerungsprobleme, inklusive deren Lo¨sung mittels der Algorithmen aus der nicht-
linearen Optimierung, erhalten wurden.
Kapitel 9 fasst die Ergebnisse der vorangegangenen Kapitel zusammen und gibt
einen Ausblick auf weitere Anwendungsmo¨glichkeiten und zusa¨tzliche Arbeiten fu¨r
Erweiterungen der in dieser Arbeit formulierten erweiterten Nebenbedingungen.
Fu¨r eine bessere Unterscheidung zwischen den drei Problemklassen, werden diese
ab der erstmaligen Zusammenfu¨hrung in Kapitel 6 farblich hinterlegt pra¨sentiert.
Die farbliche Absetzung vom Fließtext wird in den darauf folgenden Kapiteln fort-
gefu¨hrt, sofern der jeweilige Abschnitt keine eindeutige Zuordnung zula¨sst.
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Kapitel 2
Laufkatzen in der Lagertechnik
Zu Beginn wird ein U¨berblick u¨ber den derzeitigen Stand der Entwicklung in der
Hochregallagertechnik gegeben, sowie der technische Hintergrund dieser Systeme
kurz erla¨utert. Neben den meist bekannten Vorteilen autonomer Lagersysteme wer-
den auch einige Nachteile beschrieben, die letztendlich die in dieser Arbeit behandel-
te mathematische Aufgabenstellung einer erweiterten Klasse von Nebenbedingungen
in optimalen Steuerprozessen motivierte.
Abschnitt 2.1 bietet einen ersten Einblick in die Bedeutung von Lagersystemen.
Zusa¨tzlich wird der technische Hintergrund und die weitverbreitete Bauweise eines
Hochregallagers beschrieben.
Fu¨r eine Automatisierung eines Hochregallagers kommen Regalbediengera¨te zum
Einsatz, die weitestgehend autonom arbeiten. In Abschnitt 2.2 wird speziell das
Prinzip der Laufkatze als deckengefu¨hrtes Kransystem zur Be- und Entladung der
Regale mit Stu¨ckgut vorgestellt.
Eine damit notwendig werdende Bahnplanung fu¨r das schwingende System der Lauf-
katze im industriellen Einsatz wird im Abschnitt 2.3 dargestellt. Abschließend wer-
den in Abschnitt 2.4 sicherheitsrelevante Aspekte beschrieben, die u¨ber die eigent-
liche Bahnplanung hinaus an das System gestellt werden.
2.1 Hochregallager
Bereits in den 60er Jahren des zwanzigsten Jahrhunderts vollzog sich ein Wan-
del in der Produktionstechnik. Durch die Entwicklung von Robotern konnten be-
stehende Produktionsabla¨ufe automatisiert werden. Gleichzeitig ergaben sich neue
Mo¨glichkeiten auf dem Bausektor, so dass große Warenlager erbaut werden konnten.
Die beginnende Massenproduktion konnte so erfolgreich umgesetzt werden um einer
steigenden Nachfrage gerecht zu werden.
5
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6 Kapitel 2: Laufkatzen in der Lagertechnik
Durch die Lagerhaltung ist es den Lieferanten mo¨glich auf Schwankungen bei der
Nachfrage zu reagieren. Besonders entscheidend ist dieses innerhalb einer Produk-
tionskette. So kann mit kostenintensiven Produktionsanlagen, die sich nur fu¨r sehr
große Stu¨ckzahlen rentieren, im Vorfeld ein U¨berschuss produziert werden, der erst
spa¨ter in die Weiterverarbeitung geht. Gleiches gilt ebenfalls fu¨r den Fall, dass man-
che Produktionsanlagen nur zu Wartungszwecken stillstehen, und eine sta¨ndige Ver-
sorgung gesichert sein muss.
Mittels entsprechend großer Lager kann sichergestellt werden, dass sowohl immer
genu¨gend Ausgabematerial zur Weiterverarbeitung zur Verfu¨gung steht, als auch
bereits produzierte Waren eingelagert werden ko¨nnen.
Allerdings ist dabei zu beachten, dass eine Lagerhaltung hohe Kosten verursacht und
das Kapital gebunden ist. Durch die Betriebs-, Verwaltungs- und Personalkosten
wird es daher ein Ziel sein, die Anzahl der eingelagerten Waren auf ein Minimum
zu reduzieren, den sogenannten optimalen Lagerbestand.
Der Begriﬀ des Hochregallagers bezeichnet ein Lager ab einer Geba¨udeho¨he von
12푚, welches fu¨r eine eﬃziente Lagerhaltung verwendet wird. Hochregallager ko¨nnen
sowohl direkt an eine Produktionssta¨tte angeschlossen sein oder fu¨r den reinen Wa-
renumschlag genutzt werden.
Der eigentliche Lagerbereich nimmt den gro¨ßten Bereich des Hochregallagers ein.
Die einzelnen Regalwa¨nde, jeweils unterteilt in Stellfa¨cher, sind parallel angeordnet
und bieten somit ausreichend Platz fu¨r mehrere tausend Paletten. Zwischen zwei
Regalwa¨nden ist jeweils ein Gasse freigehalten, u¨ber die auf die einzelnen Fa¨cher
zugegriﬀen werden kann.
Der eigentliche Transport der Waren innerhalb einer Gasse ist weitestgehend auto-
matisiert und erfolgt mittels Regalbediengera¨ten auf Schienen. Das Lagergut wird
a¨hnlich wie bei einem Gabelstapler auf die entsprechende Regalfachho¨he gebracht.
Zusa¨tzlich besitzt jede Gasse einen festen Ein- und Auslagerbereich, u¨ber den voll-
automatisiert das Lagergut u¨ber eine weitere Fo¨rdertechnik bereitgestellt bzw. ab-
geholt wird.
Die Fo¨rdertechnik stellt die Verbindung zwischen Lager und Vorzone dar. Hier wer-
den die einzelnen Waren nach der Anlieferung fu¨r die weitere Einlagerung erfasst,
identiﬁziert und im System registriert. Ebenfalls werden ausgelagerte Waren hier fu¨r
den Abtransport bereitgestellt.
Fu¨r die Logistik sind heutzutage ebenfalls automatische Lagerverwaltungssysteme
verantwortlich. Durch sie wird entschieden, welche Ware in welches Fach eingelagert
werden soll und in welcher Reihenfolge Waren ausgelagert werden. Diese Verwal-
tung basiert ha¨uﬁg auf einem chaotischen Ansatz, der zusa¨tzlich gewissen Regeln
unterliegt. Dadurch kann sichergestellt werden, dass bei Sto¨rungen in einzelnen Re-
galgassen bestimmte Produktgruppen dennoch lieferbar bleiben. Zusa¨tzlich kann bei
einer geringen Auslastung eine Umstrukturierung des Lagers durch Umlagerungen
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2.2 Innovatives Regalbediengera¨t Laufkatze 7
vorgenommen werden, bzw. es ko¨nnen Fa¨cher angefahren werden, die vom Ausla-
gerbereich weiter entfernt liegen.
Abbildung 2.1: Einblick in die Regalgasse mit einer Laufkatze 1
2.2 Innovatives Regalbediengera¨t Laufkatze
Bisher kommen in der Hochregallagern bodengefu¨hrte Regalbediengera¨te zum Ein-
satz, die a¨hnlich einem Gabelstapler sind und innerhalb einer Regalgasse agieren.
Damit das Lastaufnahmemittel jedes beliebige Regalfach erreichen kann, reichen
einfache Reglervorschriften aus. Die gesamte Bewegung ist dabei aus zwei Bewegun-
gen zusammengesetzt. Zum einen die Bewegung entlang der Regalgasse und zum
anderen der Hub. Beide Bewegungen werden in der Regel aus Sicherheitsgru¨nden
voneinander getrennt ausgefu¨hrt.
Eine mo¨gliche Realisierung der zugeho¨rigen Regelung ko¨nnte die Folgende sein. Zu
Beginn wird maximal beschleunigt bis die zula¨ssige Ho¨chstgeschwindigkeit erreicht
ist. Entsprechend wird rechtzeitig das Bremsmano¨ver eingeleitet um an der richtigen
Position in der Regalgasse zu halten.
Das Fahrzeug sollte dabei zusammen mit der Last ein starres Einzelko¨rpersystem
darstellen. Durch die Einhaltung im Vorfeld bestimmter Maximalwerte fu¨r Ge-
schwindigkeit und Beschleunigung kann dieses auch gewa¨hrleistet werden.
1Bildnachweis: Westfalia Holding GmbH & Co. KG
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8 Kapitel 2: Laufkatzen in der Lagertechnik
Bei einem deckengefu¨hrten Kransystem handelt es sich hingegen um ein Mehr-
ko¨rpersystem. Die Aufgaben der Positionierung und der Lastaufnahme sind auf
zwei Ko¨rper verteilt, die beide mit einem Seil verbunden sind.
A¨hnlich wie bei einem Kran wird die waagerechte Position durch einen Wagen, der
sogenannten Laufkatze, vera¨ndert, die oberhalb der Regalfa¨cher auf Schienen la¨ngs
der Regalgasse fa¨hrt. Der Antrieb der Laufkatze ist durch eigenen Motoren gegeben.
Zwei weitere Motoren auf der Laufkatze dienen der Steuerung der Seilla¨ngen. Die
Aufha¨ngung des Lastaufnahmemittels ist durch vier parallel verlaufenden Stahlseilen
gegeben.
Nach der Positionierung des Lastaufnahmemittels innerhalb der Regalgasse wird
es zusa¨tzlich an der Regalwand verankert um eine sicheres Be- und Entladen zu
gewa¨hrleisten. Die Gabel des Lastaufnahmemittels kann so in das entsprechende
Regalfach hineinfahren um z. B. eine Palette aufzunehmen.
Vorteile
Der Anbieter dieser neuen Technologie auf dem Gebiet der Regallagerbediengera¨te
verspricht sich eine Vielzahl von Vorteilen durch dessen Entwicklung. Gerade auf
dem Sektor der Speziallo¨sungen sieht er große Sta¨rken des Systems, vgl. [Wes09]
und [Wes08].
Flurfreiheit: Das System der Laufkatze bewegt sich in allen Lagertypen ﬂurfrei.
Diese Flurfreiheit ermo¨glicht eine weitere Befahr- und Begehbarkeit bestimm-
ter Lagerbereiche und verku¨rzt die Kommissionierwege. Speziell bauliche Hin-
dernisse wie z. B. Ho¨henunterschiede bei Hallenerweiterungen auf einem sehr
unebenen Gela¨nde, sowie geplante Wartungstunnel fu¨r die Sichtung des auto-
nomen Systems durch das Personal stellen keine Probleme dar.
Planungsfreiheit: Durch die Mo¨glichkeit der Ver- und Entsorgung von oben, sind
die unterschiedlichsten ra¨umlichen Anordnungen von Lager- und Fo¨rdersys-
temen sowie Kommissionierzonen zula¨ssig. Bei Hochregallagern die direkt in
eine Produktionskette eingebunden sind, ko¨nnen so die Abla¨ufe des Warenﬂus-
ses vereinfacht werden im Vergleich zu bodengefu¨hrten Systemen. Das decken-
gefu¨hrte System kann entsprechend erweitert und auf direktem Weg in die
Produktion fortgesetzt werden.
Leistung: Eine hohe Ein- und Auslagerungsleistung des gesamten Systems, die
abha¨ngig von der aktuellen Auftragslage variabel gestaltet werden kann, wird
durch speziell errechnete Bahnkurven unterstu¨tzt. Eine zusa¨tzliche Mo¨glichkeit
die Lagerleistung2 zu steigern und auch den damit verbundenen Lagerdurch-
satz3 bietet sich geradezu an, indem in die bereits bestehenden Regalgassen
2Maximal mo¨gliche Anzahl an Ein- und Auslagerungen pro Zeiteinheit
3Anzahl an Ein- und Auslagerungen pro Zeiteinheit
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2.2 Innovatives Regalbediengera¨t Laufkatze 9
weitere Laufkatzen integriert werden. Dadurch werden aber ho¨here Sicherheits-
anforderungen an das Gesamtsystem gestellt werden mu¨ssen, da eine Kollision
unter den Laufkatzen und den Lastaufnahmemitteln vermieden werden muss.
Flexibilita¨t und Nachru¨stung: Neben der Erweiterung von einer Laufkatze auf
zwei in einer Regalgasse ko¨nnen auch Lagersysteme mit geringer Umschlaglei-
stung durch Umsetzeinrichtungen wirtschaftlich automatisiert werden. In die
bereits bestehenden Lager, die zumeist noch manuell bedient werden, muss
lediglich das Schienensystem fu¨r die Laufkatze an der Hallendecke angebracht
werden.
Materialkosten: Durch das System der Laufkatze ko¨nnen im Vergleich zu her-
ko¨mmlichen Regalbediensystemen Materialkosten eingespart werden. Die An-
schaﬀung sehr robuster Stahlkonstruktionen zugunsten der Stabilita¨t des Sy-
stems, gerade bei sehr großen Ho¨hen, kann entfallen. Durch Ho¨henregulierung
des Lastaufnahmemittels mit Hilfe der Laufkatze entstehen keine weiteren An-
forderungen an die Regalgasse und die Regalwa¨nde die abha¨ngig von der Ho¨he
wa¨ren. Zusa¨tzlich ko¨nnen Energiekosten gespart werden, da die Gesamtlast,
die bewegt werden muss, im Vergleich zu den herko¨mmlichen Bediengera¨ten
geringer ausfa¨llt.
Abbildung 2.2: Aufbau des Laufkatzensystems AviatorTM 4
4Bildnachweis: Westfalia Holding GmbH & Co. KG
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10 Kapitel 2: Laufkatzen in der Lagertechnik
2.3 Bahnplanung
Grundsa¨tzlich wird als Laufkatze nur der Wagen bezeichnet, der entlang der Schie-
ne fa¨hrt. Fu¨r die Bahnplanung wird jetzt das gesamte System aus Wagen, Seilen
und Lastaufnahmemittel betrachtet. Oftmals ist dann ebenfalls die Rede von der
Bahnplanung eine Laufkatze. In diesem Zusammenhang dient der Begriﬀ Laufkatze
bereits als Bezeichnung fu¨r das gesamte System.
Fu¨r den Einsatz einer Laufkatze im Hochregallager muss gerade bei den Ein- und
Ausladevorga¨ngen mit hohe Pra¨zision bei der Positionierung gearbeitet werden.
Durch eine zusa¨tzliche Arretierung an der Regalwand ist lediglich die Stabilita¨t und
ein in Ruhe beﬁndliches System wa¨hrend der Be- und Entladung gegeben. Jedoch
muss dass System bereits zuvor mit einer hohen Genauigkeit und ohne bleibenden
Schwingungen an das Regalfach heran gefahren werden.
Grundsa¨tzlich lassen sich Schwingungen wa¨hrend der Fahrt nicht unterbinden. So-
bald das gesamte System eine seitliche Bewegung durch die Beschleunigung des Wa-
gens erfa¨hrt, hat das eine relative Verschiebung von Wagen und Lastaufnahmemittel
zur Folge. Auch durch eine zweigeteilte Bewegung in eine horizontale und eine ver-
tikale Bewegung kann dieses nicht verhindert werden. Durch eine Verla¨ngerung des
Seils, kann eine Schwingung am Ende der waagerechten Bewegung nicht kompensiert
werden.
Durchaus denkbar aber viel zu zeitintensiv wa¨re eine Regelung am Ende der Fahrt
um das System in Ruhe zu bringen. Der Ansatz das Lastaufnahmemittel wa¨hrende
der Fahrt immer im Lot zum Wagen zu halten, versagt schon beim Anfahren des Sy-
stem. Bereits beim Anfahren tritt eine relative Verschiebung aufgrund der Tra¨gheit
des Lastaufnahmemittels auf. Eine entsprechende Regelung wu¨rde dann sofort ein
Bremsmano¨ver einleiten und den Wagen in entgegengesetzte Richtung fahren lassen.
Es ist daher wesentlich eine relative Verschiebung der Last zumWagen der Laufkatze
zuzulassen. Bei der Bahnplanung werden somit zeitliche Verla¨ufe der Einzelko¨rper
generiert, die die genaue Bewegung vorschreiben. Das Ergebnis bilden die Bahnkur-
ven, oder auch Trajektorien genannt, die das dynamische Verhalten jeder einzelnen
Systemgro¨ße wiedergeben. Die wichtigste Forderung an die Bahndynamik ist unter
anderem der schwingungsfreie Endzustand.
Auf der Laufkatze selber ist eine speicherprogrammierbare Steuerung (SPS)5 an-
gebracht, mit der die Drehraten der Antriebsmotoren geregelt werden. Da diese
Steuereinheiten keine ausreichende Rechenleistung zur Verfu¨gung stellen, wird die
eigentliche Bahnplanung von einem PC u¨bernommen. Durch ein leistungsfa¨higes
Bussystem werden die notwendigen Daten im Anschluss an die Bahnberechnung auf
die Steuereinheit u¨bertragen.
Bei den bisherigen Realisierungen der Regalbedienung mittels einer Laufkatze han-
delt es sich bisweilen nur um Einzelanfertigungen bzw. kleinere Testanlagen der
5engl: programmable logic controller (PLC)
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2.4 Eine Frage der Sicherheit 11
Firma selbst. Die mechanischen Komponenten wurde daher speziell auf die jeweilige
Lagergro¨ße, Maximalgewicht des Lagergutes, Durchsatz usw. angepasst. Oﬃzielle
Datenbla¨tter mit einer Auﬂistung der Kenngro¨ßen sind daher noch nicht verfu¨gbar.
Eine kurzer U¨berblick u¨ber ein paar typische Werte gibt die Tabelle 2.1.
La¨nge einer Gasse 40푚 - 80푚
Regalho¨he 5푚 - 16푚
max. Nutzlast 5푡
max. Geschwindigkeit in der Horizontalen 3푚
푠
max. Geschwindigkeit in der Vertikalen 1.5푚
푠
max. Beschleunigung in der Horizontalen 1푚
푠2
max. Beschleunigung in der Vertikalen 1푚
푠2
Tabelle 2.1: Typische Kennzahlen einer Laufkatze
2.4 Eine Frage der Sicherheit
Fu¨r den industriellen Einsatz der Laufkatze muss sowohl das System selbst als auch
die Bahnplanung diversen Sicherheitsanforderungen genu¨gen. Gerade bei der Be-
trachtung eines autonomen Systems ist die Frage der Sicherheit und der mo¨glichen
Interaktion von Außen von großer Bedeutung.
Kollisionsvermeidung: Innerhalb des Bahnplanungsprozesses muss bereits sicher-
gestellt sein, dass sich weder die Laufkatze noch das Lastaufnahmemittel u¨ber
die Regalgrenzen hinaus bewegen. Gleiches gilt fu¨r feste Hindernisse die inner-
halb der Regalgasse liegen, wie etwaige Servicetunnel fu¨r das Lagerpersonal.
Sollten mehrere Laufkatzen innerhalb einer Regalgasse zeitgleich agieren, so
muss auch hier eine Kollision zwischen den einzelnen Ko¨rpern ausgeschlossen
werden.
Geregelter Halt: Bei einer Anforderung von Außen durch das Lagerpersonal muss
die Steuereinheit der Laufkatze zu jedem beliebigen Zeitpunkt in der Lage
sein, innerhalb eines gesetzten Zeitraums das System kontrolliert anzuhalten,
so dass das Lastaufnahmemittel am Ende in Ruhe ist. Die letztendlich einge-
nommene Position der Laufkatze und Ho¨he des Lastaufnahmemittels spielen
dabei eine untergeordnete Rolle. Die zugeho¨rige Regelung wird dabei durch die
Steuereinheit auf der Laufkatze durchgefu¨hrt, die sich der gleichen Motoren
bedient, wie sie fu¨r die normale Bahnverfolgung verwendet werden.
Notstopp: Der Notstopp stellt die letzte Mo¨glichkeit dar, das System zum Stehen
zu bringen. Sollten aus irgendeinem Grund die Kommunikation zwischen dem
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12 Kapitel 2: Laufkatzen in der Lagertechnik
Gesamtsystem und dem lokalen auf der Laufkatze abreißen oder die Strom-
versorgung ausfallen, muss das System dennoch zum Stillstand gebracht wer-
den. Durch zusa¨tzliche mechanische Bremsen wird sichergestellt, das zumin-
dest die Laufkatze im Notfall ha¨lt. Durch das ruckartige Verhalten verursacht,
wird hingegen das Lastaufnahmemittel noch zusa¨tzlich in Schwingung versetzt.
Die Aufgabe der Bahnplanung ist es daher schon im Vorfeld, diesen Fall zu
beru¨cksichtigen und sicherzustellen, dass das Lastaufnahmemittel keine Kolli-
sion verursacht.
Speziell die Sicherheitsanforderung des geregelten Halts fu¨hrt auf eine mathematisch
sehr interessante Fragestellung die in dieser Arbeit weiter verfolgt wird. Neben der
eigentlichen Berechnung einer zula¨ssigen Bahn fu¨r das System der Laufkatze muss
sichergestellt sein, dass jederzeit durch ein Kommando das System von der aktuel-
len Bahn auf eine Bahn umspringt, die das System geregelt zum Stillstand bringt,
unabha¨ngig von der noch zu fahrenden Strecke.
Aufgrund der begrenzten Zeit fu¨r den geregelten Halt und der Wichtigkeit des still-
stehenden Systems zum Endzeitpunkt ist es notwendig, dass nicht nur ein solcher
alternativer Verlauf existiert, sondern dass dieser auch durch einen Regler realisiert
werden kann. Es ist dabei zu beachten, dass weder die Haupttrajektorie noch die
Trajektorien aus dem geregelten Halt und damit der Regler selbst ohne die Kenntnis
der jeweils anderen ermittelt werden ko¨nnen.
In Knauer [Kna09] wurde bereits ein Ansatz u¨ber Bilevel-Optimalsteuerungspro-
blemen gewa¨hlt, der sicherstellt, dass Alternativbahnen zur Haupttrajektorie existie-
ren. Allerdings wurde eine zugeho¨rige Regelung nicht mit beru¨cksichtigt. Daru¨ber
hinaus sind die Bilevel-Optimalsteuerungsprobleme sehr rechenintensiv und bereits
bei einer moderaten Taktfrequenz der Auftra¨ge zur Ein- und Auslagerung der Gu¨ter
im Hochregallager nicht geeignet.
In dieser Arbeit wird eine andere Herangehensweise u¨ber Optimalregler gewa¨hlt. Die
optimale Bahnplanung wird zusa¨tzlich durch die Beru¨cksichtigung von alternativen
Haltebahnen beschra¨nkt, die aus einer dynamischen Regelung resultieren. Durch
die Berechnung der Trajektorien der nominalen Bahn und des geregelten Halts ist
nicht nur deren Verlauf bekannt, sondern ebenfalls wird der entsprechende Regler fu¨r
einen geregelten Halt bereitgestellt. Eine weitere Reglerauslegung muss nicht mehr
zusa¨tzlich vorgenommen werden.
Damit die bestmo¨gliche Lo¨sung einer Haupttrajektorie berechnet werden kann, mu¨s-
sen sowohl die alternativen Trajektorien bzw. die zuku¨nftigen Bahnverla¨ufe einer
optimalen Regelung zum Zeitpunkt der Bahnoptimierung bekannt sein und beru¨ck-
sichtigt werden. Dieses Problem, bei dem unter anderem ein optimales Regelgesetz,
basierend auf einem optimalen Steuerungsproblem, innerhalb des eigentlichen Opti-
malsteuerungsproblem in den Nebenbedingungen beru¨cksichtigt wird, soll in dieser
Arbeit als eine erweiterte Klasse von Nebenbedingungen fu¨r optimale Steuerungs-
probleme formuliert und gelo¨st werden.
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Kapitel 3
Nichtlineare Optimierung
Im Allgemeinen wird von einem Optimierungsproblem gesprochen, wenn Parameter
eines komplexen Systems so zu bestimmen sind, dass eine Zielfunktion minimiert
oder maximiert wird. Innerhalb der angewandten Mathematik stellt die Theorie der
mathematischen Optimierung ein ma¨chtiges Werkzeug dar. Auch in jeder anderen
wissenschaftlichen Disziplin, wo mathematische Modelle mit unbekannten Parame-
tern aufgestellt werden ko¨nnen, kommen lineare und nichtlineare Optimierungspro-
bleme zum Einsatz.
Von linearen Optimierungsproblemen ist dann die Rede, wenn sowohl die Zielfunk-
tion als auch die Nebenbedingungen in linearer Form auftreten. Nichtlineare Opti-
mierungsprobleme liegen vor, sobald die Zielfunktion oder die Nebenbedingungen
nichtlineare Terme aufweisen. Bei der Lo¨sung von nichtlinearen Problemstellungen
muss zwischen globalen und lokalen Minimalstellen unterschieden werden, so dass
eine Lo¨sung nur lokal gu¨ltig ist. Ohne weiterfu¨hrende Betrachtungen zusa¨tzlicher
Eigenschaften ist eine Verallgemeinerung nicht mo¨glich.
Im Abschnitt 3.1 werden zuna¨chst nichtlineare Optimierungsprobleme beschrieben.
In den nachfolgenden Abschnitten 3.2 und 3.3 werden sowohl notwendige als auch
hinreichende Bedingungen bereitgestellt, mit denen eine Lo¨sung auf Optimalita¨t
untersucht werden kann.
Eine kurze Einfu¨hrung in die numerische Lo¨sung von Optimierungsproblemen mit-
tels SQP-Verfahren wird in Abschnitt 3.4 gegeben. Eine umfassende U¨bersicht u¨ber
weitere numerische Verfahren sowie u¨ber Verfahren fu¨r lineare Optimierungsproble-
me ist u. a. in Nocedal und Wright [Noc99] gegeben.
Eine Erweiterung der nichtlinearen Optimierungsprobleme mit Sto¨rparametern be-
handelt Abschnitt 3.5. Fu¨r die Untersuchung von Einﬂu¨ssen der Sto¨rparameter auf
die optimale Lo¨sung mit Hilfe der parametrischen Sensitivita¨tsanalyse werden hier
weitere Deﬁnitionen und Sa¨tze zusammenfassend bereitgestellt.
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14 Kapitel 3: Nichtlineare Optimierung
Die in diesem Kapitel beschriebenen Resultate kommen im Kapitel 4 bei der Diskre-
tisierung optimaler Steuerprozesse auf nichtlineare Optimierungsprobleme zur An-
wendung. Die Ergebnisse der parametrischen Sensitivita¨tsanalyse werden zusa¨tzlich
bei der Formulierung von LQR-Problemen in Kapitel 6 angewendet.
3.1 Problemstellung
Bei den nichtlinearen Optimierungsproblemen unterscheidet man zwischen restrin-
gierten und unrestringierten Problemen. In dieser Arbeit werden im Wesentlichen
die diﬀerenzierbaren nichtlinearen Optimierungsprobleme mit Gleichungs- und Un-
gleichungsrestriktionen untersucht und behandelt.
Es wird folgendes Minimierungsproblem betrachtet:
Deﬁnition 3.1 (Nichtlineares Optimierungsproblem)
Gegeben sei die Zielfunktion 푓 : R푛 → R und die nichtleere zula¨ssige Menge 푋 ⊆ R푛.
Das Problem
min
푥
푓(푥),
unter 푥 ∈ 푋
(3.1)
heißt nichtlineares Optimierungsproblem (NLP Problem6). Die zula¨ssige Menge 푋
werde nachfolgend mit der Funktion 푔 : R푛 → R푚 durch Gleichungs- und Unglei-
chungsbedingungen beschrieben:
푋 = {푥 ∈ R푛∣ 푔푖(푥) = 0, 푖 = 1, . . . ,푚푒, 푔푗(푥) ≤ 0, 푗 = 푚푒 + 1, . . . 푚}.
Ein Punkt 푥 ∈ 푋 heißt dann zula¨ssiger Punkt. ♢
Zur Lo¨sung dieses Optimierungsproblem wird der Begriﬀ der Minimalstelle formu-
liert.
Deﬁnition 3.2 (Minimalstelle)
i. Ein Punkt 푥∗ ∈ 푋 heißt lokale Minimalstelle von (3.1), wenn eine Umgebung
푉 ⊂ R푛 von 푥∗ existiert mit
푓(푥∗) ≤ 푓(푥), ∀푥 ∈ 푋 ∩ 푉.
ii. Ein Punkt 푥∗ ∈ 푋 heißt strenge lokale Minimalstelle von (3.1), wenn eine
Umgebung 푉 ⊂ R푛 von 푥∗ existiert mit
푓(푥∗) < 푓(푥), ∀푥 ∈ 푋 ∩ 푉, 푥 /= 푥∗.
6engl: nonlinear programming
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3.2 Notwendige Optimalita¨tsbedingungen erster Ordnung 15
iii. Ein Punkt 푥∗ ∈ 푋 heißt (strenge) globale Minimalstelle von (3.1), wenn die in
i. oder ii. genannten Eigenschaften fu¨r jede Umgebung 푉 ∈ R푛 von 푥∗ gelten.♢
Fu¨r den Bereich der diﬀerenzierbaren Optimierungsprobleme wird die Diﬀerenzier-
barkeit der Zielfunktion 푓 und die stetige Diﬀerenzierbarkeit der Beschra¨nkung 푔 in
einer Umgebung von 푥∗ vorausgesetzt.
Wa¨re die Zielfunktion in der Form 푓(푥) = 푐푇푥 und die Funktionen der Nebenbedin-
gungen in der Form 푔(푥) = 퐴푥+ 푏 darstellbar, mit 퐴 ∈ R푚×푛, 푏 ∈ R푚 und 푐 ∈ R푛,
so spricht man von einem linearen Optimierungsproblem.
Im Weiteren soll von nichtlinearen Optimierungsproblemen ausgegangen werden. Im
Gegensatz zur linearen Optimierung sind hierbei die lokalen Minimalstellen nicht
notwendigerweise auch globale Minimalstellen.
3.2 Notwendige Optimalita¨tsbedingungen erster
Ordnung
Um die Optimalita¨tsbedingungen fu¨r eine lokale Minimalstelle 푥∗ formulieren zu
ko¨nnen, bedarf es zuna¨chst der Deﬁnition der Lagrange-Funktion.
Deﬁnition 3.3 (Lagrange-Funktion)
Fu¨r 휆 ∈ R푚 heißt die Funktion
퐿(푥, 휆) := 푓(푥) + 휆푇 푔(푥)
die Lagrange-Funktion zum Optimierungsproblem (3.1). Die Komponenten des
Vektors 휆 werden Lagrange-Multiplikatoren genannt. ♢
Zusa¨tzlich wird der Begriﬀ der aktiven Indexmenge eingefu¨hrt.
Deﬁnition 3.4 (Aktive Indexmenge)
Sei 푥∗ eine optimale Lo¨sung des Problems (3.1). Die Mengen
ℐ(푥∗) := {푖 ∈ {푚푒 + 1, . . . ,푚}∣푔푖(푥∗) = 0}
풥 (푥∗) := ℐ(푥∗) ∪ {1, . . . ,푚푒}
werden Mengen der aktiven Indizes genannt. ♢
Um den Nachweis zu erbringen, dass der Punkt 푥∗ optimal ist, wird folgende Regu-
larita¨tsbedingung formuliert [Man67].
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16 Kapitel 3: Nichtlineare Optimierung
Deﬁnition 3.5 (Regularita¨tsbedingung von Mangasarian-Fromovitz7)
Ein zula¨sssiger Punkt 푥∗ ∈ 푋 des Optimierungsproblems (3.1) heißt regula¨r, wenn
gilt:
i. Die Gradienten
∇푥푔푖(푥∗), 푖 ∈ {1, . . . ,푚푒}
sind linear unabha¨ngig.
ii. Es existiert ein Vektor 푑 ∈ R푛 mit
∇푥푔푖(푥∗) 푑 < 0, 푖 ∈ ℐ(푥∗),
∇푥푔푖(푥∗) 푑 = 0, 푖 ∈ {1, . . . ,푚푒}. ♢
Als zentraler Satz dieses Abschnittes gelten die notwendigen Bedingungen erster
Ordnung.
Satz 3.6 (Multiplikatorenmethode von Lagrange)
Sei 푥∗ ∈ 푋 lokale Minimalstelle von (3.1). Die Funktion 푓 sei stetig diﬀerenzier-
bar und die Funktionen 푔푖, 푖 = 1, . . . ,푚, seien in einer Umgebung von 푥
∗ stetig
diﬀerenzierbar. Ist 푥∗ regula¨r, dann gilt fu¨r die Lagrange-Funktion
∇푥퐿(푥∗, 휆) = ∇푥푓(푥∗) +
푚∑
푖=1
휆푖∇푥푔푖(푥∗) = 0, (3.2)
mit einem 휆 ∈ R푛 und weiter
휆푖 ≥ 0, fu¨r 푖 ∈ ℐ(푥∗)
휆푖 = 0, fu¨r 푖 /∈ 풥 (푥∗).
(3.3)
♢
Beweis:
Einen Beweis ﬁndet man in Fletcher [Fle87] und Geiger [Gei02]. ■
Benannt nach Karush, Kuhn und Tucker, die diesen Satz unabha¨ngig voneinander,
sogar unter schwa¨cheren Voraussetzungen bewiesen haben, wird nachfolgend bei den
Bedingungen (3.2) und (3.3) von den KKT-Bedingungen gesprochen.
Geometrisch lassen sich die KKT-Bedingungen wie folgt interpretieren:
7kurz: MFCQ, Mangasarian-Fromovitz constraint qualiﬁcation
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3.3 Notwendige und hinreichende Optimalita¨tsbedingungen zweiter Ordnung 17
Bemerkung 3.7
Die Gleichung (3.2) besagt, dass der negative Gradient −∇푥푓(푥∗) genau in dem Ke-
gel liegt, der von den Gradienten der aktiven Ungleichungsrestriktionen aufgespannt
wird.
Man beachte, dass fu¨r die inaktiven Restriktionen 푖 /∈ 풥 (푥∗) aufgrund der KKT-
Bedingungen ohnehin 휆푖 = 0 gilt. Gleichung (3.2) la¨sst sich damit vereinfachen zu
∇푥퐿(푥∗, 휆) = ∇푥푓(푥∗) +
∑
푖∈풥 (푥∗)
휆푖∇푥푔푖(푥∗) = 0. ♢
3.3 Notwendige und hinreichende Optimalita¨ts-
bedingungen zweiter Ordnung
Punkte 푥∗ ∈ R푛, die den KKT-Bedingungen zu (3.1) genu¨gen, sind mo¨gliche Kan-
didaten fu¨r die Minimalstelle und werden kritische Punkte oder Extremalpunkte
genannt.
Es ist allerdings nicht gesichert, dass jeder kritische Punkt gleichzeitig auch eine lo-
kale Minimalstelle von (3.1) ist. Mit den Bedingungen zweiter Ordnung kann dieses
u¨berpru¨ft werden, indem nachgewiesen wird, dass die Hesse-Matrix der Lagran-
ge-Funktion ∇2푥퐿(푥∗, 휆) u¨ber der Menge 퐶 positiv deﬁnit ist. Der konvexe Kegel 퐶
ist dabei gegeben durch
퐶 := {푣 ∈ R푛∣∇푥푔푖(푥∗)푣 ≤ 0, 푖 ∈ ℐ(푥∗), 휆푖 = 0,
∇푥푔푖(푥∗)푣 = 0, 푖 ∈ ℐ(푥∗), 휆푖 > 0,
∇푥푔푖(푥∗)푣 = 0, 푖 ∈ {1, . . . ,푚퐸} }.
(3.4)
Die im Folgenden deﬁnierte Regularita¨tsbedingung der linearen Unabha¨ngigkeit ist
eine sta¨rkere Regularita¨tsbedingung als die von Mangasarian-Fromovitz in De-
ﬁnition 3.5. In Geiger [Gei02] wird gezeigt, dass die Gu¨ltigkeit der Mangasarian-
Fromovitz Bedingung durch die Regularita¨tsbedingung der linearen Unabha¨ngig-
keit impliziert wird, die Umkehrung im Allgemeinen aber nicht richtig ist. Zusa¨tzlich
sind sie wohl die am ha¨uﬁgsten benutzten Bedingungen in der Optimierung.
Deﬁnition 3.8 (Regularita¨tsbedingung der linearen Unabha¨ngigkeit8)
Ein zula¨sssiger Punkt 푥∗ ∈ 푋 des Optimierungsproblems (3.1) heißt normal oder
streng regula¨r, wenn die Gradienten ∇푥푔푖(푥∗), 푖 ∈ 풥 (푥∗) linear unabha¨ngig sind. ♢
8kurz: LICQ, linear independence constraint qualiﬁcation
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18 Kapitel 3: Nichtlineare Optimierung
Satz 3.9
Sei 푥∗ ∈ 푋 ein zula¨ssiger Punkt des Optimierungsproblems (3.1). Die Funktion 푓
sei zweimal stetig diﬀerenzierbar und 푔 sei zweimal stetig diﬀerenzierbar in einer
Umgebung der lokalen Minimalstelle 푥∗. Weiter sei 푥∗ normal, dann gilt fu¨r den
Kegel 퐶 aus (3.4):
i. (Notwendige Bedingung zweiter Ordnung)
Ist 푥∗ eine lokale Minimalstelle von (3.1), so gibt es eindeutig bestimmte La-
grange-Multiplikatoren 휆푖 ∈ R, 푖 ∈ 풥 (푥∗), derart, dass die KKT-Beding-
ungen (3.2) und (3.3) gelten und
푣푇∇2푥퐿(푥∗, 휆)푣 ≥ 0, ∀푣 ∈ 퐶.
ii. (Hinreichende Bedingung zweiter Ordnung)
Es gebe Zahlen 휆푖 ∈ R, 푖 ∈ 풥 (푥∗) gema¨ß den KKT-Bedingungen (3.2) und
(3.3) und weiter
푣푇∇2푥퐿(푥∗, 휆)푣 > 0, ∀푣 ∈ 퐶∖0.
Dann gibt es 휀 > 0 und eine Konstante 푐 > 0 mit
푓(푥) ≥ 푓(푥∗) + 푐∥푥− 푥∗∥2 fu¨r 푥 ∈ 푋, ∥푥− 푥∗∥ ≤ 휀.
Insbesondere ist 푥∗ eine strenge lokale Minimalstelle von (3.1). ♢
Beweis:
Ein Beweis beﬁndet sich ebenfalls bei Fletcher [Fle87] oder auch Geiger [Gei02]. ■
3.4 Numerische Lo¨sung von NLP-Problemen
Bei der numerischen Lo¨sung von nichtlinearen Optimierungsproblemen haben in
den letzten Jahren SQP-Verfahren9 immer mehr an Bedeutung gewonnen. Auch bei
der Lo¨sung der nichtlinearen Optimierungsprobleme dieser Arbeit, die durch die
Diskretisierung von optimalen Steuerungsproblemen entstehen, siehe Kapitel 4.3,
kommt ein SQP-Verfahren zum Einsatz.
Umfassende U¨bersichten auch u¨ber weitere Lo¨sungsmethoden sind in zahlreichen
Lehrbu¨chern wiederzuﬁnden, darunter Nocedal und Wright [Noc99], Alt [Alt02] oder
Geiger und Kanzow [Gei02]. Nachfolgend wird auf eine ausfu¨hrliche Beschreibung
verzichtet und nur ein kurzer U¨berblick u¨ber die prinzipielle Idee der SQP-Verfahren
gegeben.
9engl: sequential quadratic programming
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Es sei nachfolgend von einem gleichungsrestringierten nichtlinearen Optimierungs-
problem
min
푥
푓(푥),
unter 푔(푥) = 0, 푔(푥) ∈ R푚푒
(3.5)
ausgegangen und fu¨r die weiteren Ausfu¨hrungen seien alle auftretenden Funktionen
als hinreichend oft diﬀerenzierbar vorausgesetzt.
Generell basieren die SQP-Verfahren auf der Formulierung und dem Lo¨sen von
quadratischen Teilproblemen (QP-Probleme), mit deren Hilfe eine lokale Na¨herung
des Ausgangsproblem (3.5) beschrieben wird. Die verwendeten Teilprobleme werden
durch eine quadratische Approximation der Lagrange-Funktion und eine Lineari-
sierung der Beschra¨nkung beschrieben
min
푝
(∇푥푓(푥푘))푇푝+ 12푝푇퐻푘푝,
unter 푔(푥푘) +∇푥푔(푥푘)푝 = 0,
(3.6)
wobei퐻푘 eine geeignete Approximation derHesse-Matrix der Lagrange-Funktion
퐿 von (3.5) ist. Die Lo¨sung 푝푘 des QP-Problems liefert gerade die Suchrichtung fu¨r
die iterative Lo¨sung des u¨bergeordnete nichtlineare Optimierungsproblem. Daru¨ber
hinaus erfu¨llen die Lagrange-Multiplikatoren 휆푘 des QP-Problems (3.6) die ent-
sprechende KKT-Bedingungen mit der einfachen Struktur
퐻푘푝푘 +∇푥푓(푥푘) =
(∇푥푔(푥푘))푇휆푘
und ko¨nnen als Na¨herung fu¨r die zu (3.5) geho¨rigen Lagrange-Multiplikatoren 휆
genutzt werden.
Die Herleitung des QP-Problems basiert auf den KKT-Bedingungen aus Satz 3.6.
Diese gelten in einem kritischen Punkt 푥∗ des Ausgangsproblems in Verbindung
mit dem Lagrange-Multiplikator 휆. Die Auswertung der Bedingung fu¨hrt auf das
nichtlineare Gleichungssystem(∇푥퐿(푥∗, 휆)
푔(푥∗)
)
= 0.
Die Lo¨sung kann mit Hilfe von Newton-Verfahren10 berechnet werden. Dabei wird
zusa¨tzlich zur Jacobi-Matrix auch die Hesse-Matrix der Lagrange-Funktion des
Ausgangsproblems beno¨tigt.
Zusammenfassend besteht die sequentiellen Abarbeitung aus Haupt- und Nebenite-
rationen. Die Nebeniterationen dienen der Lo¨sung der QP-Probleme, wa¨hrend in den
10Das komplette Verfahren wird auch als Lagrange-Newton-Verfahren bezeichnet
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20 Kapitel 3: Nichtlineare Optimierung
Hauptiterationen ein Quasi-Newton-Verfahren zum Einsatz kommt, um eine Folge
von Iterierten {푥푘} zu generieren, die gegen die optimale Lo¨sung 푥∗ konvergieren:
푥푘+1 = 푥푘 + 훼푘푝푘.
Dabei beschreibt 푥푘 den aktuellen Wert der Na¨herung und 훼푘 die Schrittla¨nge der so-
genannten Suchrichtung 푝푘. Eine typische Iteration eines Quasi-Newton-Verfahrens
ist gegeben durch:
i. Berechnung der Suchrichtung 푝푘 durch Lo¨sen der QP-Unterprobleme.
ii. Bestimmung einer geeigneten Schrittla¨nge mittels Anpassung von Bewertungs-
funktionen11.
iii. Berechnung bzw. Update der approximierten Hesse-Matrix der Lagrange-
Funktion.
Auf eine exakte Berechnung der Hesse-Matrix wird oftmals verzichtet, wenn die
Bestimmung einen zu großen Rechenaufwand nach sich zieht. Stattdessen kommen
nach den Entwicklern Broyden, Fletcher, Goldfarb und Shanno benannte BFGS-
Methoden zum Einsatz, wodurch eine Quasi-Newton-Korrektur der Hesse-Matrix
am Ende jeder Hauptiteration durchgefu¨hrt wird.
Sofern die exakte Hesse-Matrix im Algorithmus verwendet wird, kann gezeigt wer-
den, dass das Verfahren unter weiteren Bedingungen superlinear bzw. quadratisch
konvergiert, vgl. [Gei02]. Der erlittene Verlust in der Konvergenzgeschwindigkeit bei
einer BFGS-Approximation, kann hingegen ha¨uﬁg durch die beschleunigte Berech-
nung der approximierten Hesse-Matrix ausgeglichen werden.
Weitere Einzelheiten bzgl. der Berechnung und Bewertung einer geeigneten Schritt-
la¨nge 훼푘 fu¨r gleichungsrestringierte Probleme, sowie eine Mo¨glichkeit zur numeri-
schen U¨berpru¨fung hinreichender Optimalita¨tskriterien aus Satz 3.9 mit Hilfe der
projizierten Hesse-Matrix sind in Bu¨skens [Bu¨s98] gegeben. Fu¨r eine ausfu¨hrliche
Ausarbeitung sei auf die Arbeiten von Schittkowski [Sch80], [Sch81a], [Sch81b],
[Sch81c], Gill, Murray und Wright [Gil81] und Gill et al. [Gil85] verwiesen.
Eine robuste Implementierung des SQP-Verfahrens stellt unter anderem die kom-
merzielle NAG-Bibliothek [NAG09b] der Numerical Algorithms Group Ltd. bereit.
Speziell fu¨r diese Arbeit wurde die Routine e04ucf, vgl. [NAG09a], verwendet, die
im Wesentlichen auf der Arbeit von Gill, Murray und Wright [Gil81] und Gill et al.
[Gil85] basiert.
11In der Literatur auch als Merit-Funktion beschrieben.
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3.5 Parametrische Sensitivita¨tsanalyse
Bei vielen praktischen Anwendungen ist es ha¨uﬁg der Fall, dass die Probleme ge-
wissen Sto¨rungen bzw. nicht exakt bestimmbaren Parametern unterliegen. Fu¨r die
mathematische Formulierung eines nichtlinearen Optimierungsproblems der Form
(3.1) sind die zur Verfu¨gung stehenden Informationen oftmals noch ausreichend und
fu¨hren im gu¨nstigsten Fall zu einer Lo¨sung. Unterliegt das Problem allerdings klei-
nen Sto¨rungen, so reicht die optimale Lo¨sung nicht mehr aus und man mo¨chte auch
Informationen u¨ber die entsprechenden Auswirkungen der Sto¨rungen auf die opti-
male Lo¨sung erhalten.
Durch die parametrische Sensitivita¨tsanalyse ist es mo¨glich, die Auswirkung kleiner
A¨nderungen in den Modellparametern auf die Modellfunktion bzw. auf die opti-
male Lo¨sung zu scha¨tzen. In der Regel werden diese Untersuchungen auf mo¨gliche
A¨nderungen in der Zielfunktion, in den Beschra¨nkungen und in den Optimierungs-
variablen eingegrenzt.
Bereits bei kleinen A¨nderungen in den Systemparametern werden sensitive Lo¨sungen
empﬁndlich gesto¨rt. Hingegen reagieren insensitive Lo¨sungen erst bei erheblichen
Abweichungen der Systemparameter vom Nominalwert, vgl. Dinkelbach [Din69].
In diesem Unterabschnitt wird nicht das Ziel der Vollsta¨ndigkeit angestrebt, statt-
dessen werden vielmehr einige wichtige Ergebnisse der Sensitivita¨tsanalyse zusam-
menfassend pra¨sentiert. Eine umfangreichere Darstellung der Theorie ﬁndet man im
Fiacco [Fia83], sowie eine entsprechende Anwendung der Ergebnisse auf nichtlineare
Optimierungsprobleme in Bu¨skens und Maurer [Bu¨s01d].
3.5.1 Parametergesto¨rte Optimierung
Fu¨r eine Verallgemeinerung wird nachfolgende Erweiterung des nichtlinearen Opti-
mierungsproblems (3.1) betrachtet.
Deﬁnition 3.10 (gesto¨rtes Problem der nichtlinearen Optimierung)
Seien 푥 ∈ R푛, 푝 ∈ R푛푝, 푓 : R푛 × R푛푝 → R und 푔 : R푛 × R푛푝 → R푚 gegeben. Das
Problem
min
푥
푓(푥, 푝),
unter 푔푖(푥, 푝) = 0, 푖 ∈ {1, . . . ,푚푒},
푔푖(푥, 푝) ≤ 0, 푖 ∈ {푚푒 + 1, . . . ,푚}
(3.7)
heißt gesto¨rtes Problem der nichtlinearen Optimierung (NLP(p)). ♢
Im Vergleich zum Optimierungsproblem (3.1) ha¨ngen die Funktionen 푓 und 푔 nun
zusa¨tzlich vom Sto¨rparameter 푝 ab, weswegen auch die zula¨ssige Menge 푋(푝) ab-
ha¨ngig vom Parameter 푝 ist.
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22 Kapitel 3: Nichtlineare Optimierung
Nachfolgend wird fu¨r einen Referenzwert 푝 = 푝0 ∈ R푛푝 das Problem (3.7) als das
ungesto¨rte oder nominelle Problem bezeichnet. Fu¨r das nominelle Problem mit
푓(푥) := 푓(푥, 푝0) und 푔(푥) := 푔(푥, 푝0) gelten dann die Optimalita¨tsbedingungen
(3.2) und (3.3).
Besteht die Mo¨glichkeit die Lo¨sung des gesto¨rten Optimierungsproblems (3.7) in
der Form 푥(푝) ∈ R푛 explizit in Abha¨ngigkeit vom Sto¨rparameters 푝 anzugeben, so
ko¨nnte eine umfassende Aussage u¨ber den Einﬂuss des Sto¨rparameters erfolgen.
Mit weitaus geringerem Rechenaufwand la¨sst sich bereits das lokale Verhalten der
optimalen Lo¨sung 푥∗ des ungesto¨rten Problems bei kleinen Sto¨rungen untersuchen.
Basierend auf der Diﬀerentiation der KKT-Bedingungen (3.2) und (3.3) nach dem
Sto¨rparameter lassen sich die Sensitivita¨tsableitungen 푑푥
푑푝
(푝0) und
푑휆
푑푝
(푝0) bestimmen.
Na¨heres zu dieser Vorgehensweise ﬁndet man in Fiacco [Fia83].
3.5.2 Sensitivita¨tsanalyse der optimalen Lo¨sung
Durch den zentralen Satz der Sensitivita¨tstheorie werden die A¨nderungen der opti-
malen Lo¨sung bei kleinen Sto¨rungen in den Parametern durch eine stetig diﬀeren-
zierbare Abha¨ngigkeit beschrieben.
Ausgehend von dem gesto¨rten nichtlinearen Optimierungsproblem (3.7) seien im
Folgenden ohne Einschra¨nkung die Mengen der aktiven Indizes fu¨r 푚0 ≤ 푚 zu
ℐ(푥∗) = {푖 ∈ {푚푒 + 1, . . . ,푚} ∣ 푔푖(푥∗, 푝0) = 0} = {푚푒 + 1, . . . ,푚0}
풥 (푥∗) = ℐ(푥∗) ∪ {1, . . . ,푚푒} = {1, . . . ,푚0}
vereinfacht fu¨r die Referenzlo¨sung 푥∗.
Eine wichtige Rolle in der Beweisfu¨hrung des darauf folgenden Sensitivita¨tssatzes
spielt der aus der Analysis bekannte Satz u¨ber implizite Funktionen.
Satz 3.11 (Satz u¨ber implizite Funktionen)
Sei 푥 ∈ R푛, 푝 ∈ R푛푝 und 퐹 : R푛 × R푛푝 → R푛 eine einmal stetig diﬀerenzierbare
Abbildung. Fu¨r (푥∗, 푝0) ∈ R푛 × R푛푝 gelte 퐹 (푥∗, 푝0) = 0 und die Jacobi-Matrix
∇푥퐹 (푥∗, 푝0) sei invertierbar.
Dann gibt es oﬀene Umgebungen 푈 ⊂ R푛 von 푥∗ und 푃 ⊂ R푛푝 von 푝0, sowie eine
stetig diﬀerenzierbare Funktion
푥 : 푃 → 푈 mit 푥(푝0) = 푥∗ und 퐹
(
푥(푝), 푝
)
= 0 fu¨r alle 푝 ∈ 푃.
Ist (푥, 푝) ∈ 푈 × 푃 ein Punkt mit 퐹 (푥, 푝) = 0, so folgt
푥 = 푥(푝).
Außerdem gilt fu¨r die Jacobi-Matrix von 푥
∇푝푥(푝0) = −
(∇푥퐹 (푥∗, 푝0))−1∇푝퐹 (푥∗, 푝0). ♢
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Beweis:
Der Beweis des Satzes u¨ber implizite Funktionen kann z. B. in Forster [For08] ge-
funden werden. ■
Satz 3.12 (Sensitivita¨tssatz)
Sei 푥∗ ∈ 푋(푝0) ein zula¨ssiger Punkt von (3.7), 푓 und 푔 seinen bzgl. 푥 zweimal stetig
diﬀerenzierbar, die Gradienten ∇푥푓 und ∇푥푔 sowie 푔 selbst seien bzgl. 푝 einmal
stetig diﬀerenzierbar in einer Umgebung von (푥∗, 푝0) ⊂ R푛 ×R푛푝. Weiterhin gelte:
i. In 푥∗ seien die hinreichenden Bedingungen zweiter Ordnung mit den zuge-
ho¨rigen Lagrange-Multiplikatoren 휆∗푖 , 푖 ∈ 풥 (푥∗) erfu¨llt,
ii. 푥∗ sei normal,
iii. 휆∗푖 > 0 fu¨r 푖 ∈ ℐ(푥∗).
Dann gibt es in einer Umgebung 푃 ⊂ R푛푝 von 푝0 eindeutig bestimmte, einmal stetig
diﬀerenzierbare Funktionen 푥 : 푃 → R푛 und 휆푖 : 푃 → R푚, 푖 ∈ 풥 (푥∗) mit den
folgenden Eigenschaften:
a. 푥(푝0) = 푥
∗,
b. 휆푖(푝0) = 휆
∗
푖 , 푖 ∈ 풥 (푥∗),
c. Fu¨r alle 푝 ∈ 푃 erfu¨llt 푥(푝) mit den Multiplikatoren 휆푖(푝), 푖 ∈ 풥 (푥∗) die
hinreichenden Bedingungen zweiter Ordnung des gesto¨rten Problems (3.7) und
ist damit eine eindeutig bestimmte strenge lokale Minimalstelle,
d. Fu¨r alle 푝 ∈ 푃 bleibt die Menge der aktiven Indizes unvera¨ndert,
e. 푥(푝) bleibt normal,
f. 휆푖(푝) > 0 fu¨r 푖 ∈ ℐ(푥∗).
Insbesondere ist 푥∗ eine isolierte Minimalstelle des Problems (3.7) und die La-
grange-Multiplikatoren sind eindeutig bestimmt ♢
Beweis:
Den vollsta¨ndigen Beweis ﬁndet man in Fiacco [Fia83]. Eine kompaktere Form ist in
Bu¨skens [Bu¨s98] zu ﬁnden, die sich im Wesentlichen an den aktiven Beschra¨nkungen
orientiert und dadurch deutlich ku¨rzer ist. ■
In der Beweisfu¨hrung zum Satz 3.12 werden Formeln der Sensitivita¨tsableitungen
entwickelt. In den folgenden zwei Sa¨tze wird dieses Ergebnis noch einmal zusam-
menfassend dargestellt, und dienen der Auswertung spa¨terer U¨berlegungen.
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Satz 3.13
Es seinen 푓 und 푔˜ zweimal stetig diﬀerenzierbar in einer Umgebung der lokalen
Minimalstelle 푥∗ des nichtlinearen Optimierungsproblems
min
푥
푓(푥),
unter 푔˜(푥) = 0, 푔˜(푥) :=
(
푔1(푥), . . . , 푔푚(푥)
)푇
.
푥∗ sei normal und erfu¨lle die hinreichenden Bedingungen zweiter Ordnung aus Satz
3.9 mit den Lagrange-Multiplikatoren 휆∗ ∈ R푚. Dann ist die Matrix(∇2푥퐿(푥∗, 휆∗) ∇푥푔˜푇 (푥∗)
∇푥푔˜(푥∗) 0
)
∈ R(푛+푚)×(푛+푚)
regula¨r. ♢
Beweis:
Mit der vorausgesetzten Normalita¨t von 푥∗ und die daraus folgende Eindeutigkeit
der Lagrange-Multiplikatoren kann durch einfache algebraische U¨berlegungen die
Regularita¨t der Matrix gezeigt werden. ■
Satz 3.14 (Sensitivita¨tsableitungen)
Es seien die Voraussetzungen in Satz 3.12 erfu¨llt. Weiter sei die Funktion 푔˜ :
R푛 × R푛푝 → R푚0 gegeben durch 푔˜(푥, 푝) := (푔푖(푥, 푝))푖∈풥 (푥∗). Dann gelten fu¨r die in
Satz 3.12 auftretende Funktion 푥 : R푛푝 → R푛 und den Lagrange-Multiplikatoren
휈 : R푛푝 → R푚0, gegeben durch 휈(푝) := (휆푖(푝))푖∈풥 (푥∗), folgende explizit gegebenen
Sensitivita¨tsableitungen(푑푥
푑푝
(푝0)
푑휈
푑푝
(푝0)
)
= −
(∇2푥퐿 ∇푥푔˜푇
∇푥푔˜ 0
)−1(∇푥푝퐿
∇푝푔˜
)
,
unter Beru¨cksichtigung der Abku¨rzungen 퐿 := 퐿(푥∗, 휆∗, 푝0) und 푔˜ := 푔˜(푥
∗, 푝0). ♢
Beweis:
Sei 푥∗ eine zula¨ssige Lo¨sung des Problems (3.7). Weiter sei von dem reduzierten
nichtlinearen Optimierungsproblem
min
푥
푓(푥, 푝),
unter 푔˜(푥, 푝) = 0
(3.8)
ausgegangen, wobei gilt 푔˜ : R푛 ×R푛푝 → R푚0 mit 푔˜(푥, 푝) = (푔푖(푥, 푝))푖∈풥 (푥∗).
Nach Konstruktion ist 푥∗ dann ebenfalls eine strenge lokale Minimalstelle des Pro-
blems
min
푥
푓(푥, 푝0),
unter 푔˜(푥, 푝0) = 0.
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Da die gesuchte lokale Minimalstelle 푥(푝) von (3.7) stetig diﬀerenzierbar sein soll,
muss fu¨r 푖 /∈ 풥 (푥∗) gelten 푔푖
(
푥(푝), 푝
)
< 0. Somit ist 푥(푝) auch lokale Minimalstelle
des reduzierten nichtlinearen Optimierungsproblems (3.8). Die zugeho¨rige Lagran-
ge-Funktion lautet
퐿(푥, 휈, 푝) = 푓(푥, 푝) + 휈(푝)푇 푔˜(푥, 푝)
mit den eindeutig bestimmten Lagrange-Multiplikatoren 휈 : R푛푝 → R푚0 . Es wer-
den entsprechend nur die Lagrange-Multiplikatoren 휈(푝) =
(
휆푖(푝)
)
푖∈풥 (푥∗)
zu den
Gleichungsrestriktionen beru¨cksichtigt.
Die KKT-Bedingung (3.2) zusammen mit der Gleichungsnebenbedingung la¨sst sich
mit 퐾 : R푛 ×R푚0 ×R푛푝 → R푛 ×R푚0 schreiben als
퐾(푥, 휈, 푝) :=
(∇푥퐿(푥, 휈, 푝)
푔˜(푥, 푝)
)
=
(∇푥푓(푥, 푝) + 휈푇∇푥푔˜(푥, 푝)
푔˜(푥, 푝)
)
= 0. (3.9)
Die Jacobi-Matrix der Abbildung 퐾 bzgl. der Argumente 푥 und 휈 ausgewertet an
der Stelle der Nominallo¨sung (푥∗, 휈∗, 푝0) lautet
∇(푥,휈)퐾(푥∗, 휈∗, 푝0) =
(∇2푥퐿(푥∗, 휈∗, 푝0) ∇푥푔˜(푥∗, 푝0)푇
∇푥푔˜(푥∗, 푝0) 0
)
. (3.10)
Gema¨ß Satz 3.13 ist die Matrix in (3.10) regula¨r.
Die Voraussetzungen des Satzes 3.11 u¨ber implizite Funktionen sind somit erfu¨llt
und ist auf die Gleichung (3.9) anwendbar. Es ergibt sich eine Umgebung 푃 ∈ R푛푝
von 푝 = 푝0 und die Existenz zweier stetig diﬀerenzierbaren Funktionen 푥 : 푃 → R푛
und 휈 : 푃 → R푚0 mit der Eigenschaft
퐾
(
푥(푝), 휈(푝), 푝
) ≡ 0 fu¨r alle 푝 ∈ 푃.
Diﬀerenzieren von 퐾
(
푥(푝), 휈(푝), 푝
)
nach 푝 mit Hilfe der Kettenregel und Auswerten
in 푝0 liefert:(∇2푥퐿(푥∗, 휈∗, 푝0) ∇푥푔˜(푥∗, 푝0)푇
∇푥푔˜(푥∗, 푝0) 0
)(푑푥
푑푝
(푝0)
푑휈
푑푝
(푝0)
)
+
(∇푥푝퐿(푥∗, 휈∗, 푝0)
∇푝푔˜(푥∗, 푝0)
)
= 0.
Aufgrund der Invertierbarbeit der Jacobi-Matrix nach Satz 3.13 und unter Zu-
hilfenahme der Abku¨rzungen 퐿 := 퐿(푥∗, 휈∗, 푝0) und 푔˜ := 푔˜(푥
∗, 푝0) lassen sich die
Sensitivita¨tsableitungen explizit angeben. ■
Die Sensitivita¨tsableitungen der Optimierungsvariable 푑푥
푑푝
(푝0) und die der Lagran-
ge-Multiplikatoren 푑휈
푑푝
(푝0) lassen sich direkt aus der Nominallo¨sung ermitteln.
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3.5.3 Sensitivita¨tsanalyse von Zugeho¨rigkeitsfunktionen
Die erhaltenen Resultate aus dem vorherigen Abschnitt ko¨nnen ebenfalls auf wei-
tere Gro¨ßen, sogenannte Zugeho¨rigkeitsfunktionen, u¨bertragen werden. Damit sind
Funktionen beschrieben, die eine bewertende Aussage u¨ber die Lo¨sung gesto¨rter
nichtlinearer Optimierungsprobleme ermo¨glichen. Der optimale Zustand und die ad-
jungierten Diﬀerentialgleichungen eines optimalen Steuerprozesses nach der Diskre-
tisierung, siehe Kapitel 4.5, ko¨nnen ebenfalls als Zugeho¨rigkeitsfunktionen aufgefasst
werden.
Deﬁnition 3.15 (Zugeho¨rigkeitsfunktion)
Sei ℎ˜ : R푛 ×R푚0 ×R푛푝 → R푛ℎ eine einmal stetig diﬀerenzierbare Funktion. Weiter
seien die Voraussetzungen von Satz 3.12 fu¨r in einer Umgebung 푃 ⊂ R푛푝 von 푝 = 푝0
gegebenen stetig diﬀerenzierbaren Funktionen 푥 : 푃 → R푛 und 휈 : 푃 → R푚0,
휈(푝) =
(
휆푖(푝)
)
푖∈{1,...,푚0}
erfu¨llt. Dann wird die Funktion
ℎ(푝) := ℎ˜
(
푥(푝), 휈(푝), 푝
)
eine zum Problem (3.8) zugeho¨rige Funktion genannt. ♢
Oﬀensichtlich stellt die Lagrange-Funktion gerade eine solche Zugeho¨rigkeitsfunk-
tion dar, sofern 푓 und 푔˜ bzgl. 푝 einmal stetig diﬀerenzierbar sind. Ebenfalls stellen
die Zielfunktion 푓 und die Nebenbedingungen 푔푖, 푖 = 1, . . . ,푚 selber Zugeho¨rigkeits-
funktionen dar.
Zugunsten einer besseren U¨bersicht, wird im Folgenden auf die Argumente der Funk-
tionen verzichtet. Aus dem Satz 3.14 ergibt sich zusammen mit der Kettenregel die
Sensitivita¨ten von Zugeho¨rigkeitsfunktionen:
Satz 3.16
Sei ℎ : 푃 → R푛ℎ eine Zugeho¨rigkeitsfunktion. Die Voraussetzungen von Satz 3.12
seien fu¨r das gesto¨rte nichtlineare Optimierungsproblem (3.8) mit der optimalen
Lo¨sung 푥∗, 휈∗, fu¨r 푝 = 푝0 erfu¨llt. Dann gilt:
푑ℎ
푑푝
(푝0) = −
(∇푥ℎ ∇휈ℎ)(∇2푥퐿 ∇푥푔˜푇∇푥푔˜ 0
)−1(∇푥푝퐿
∇푝푔˜
)
+∇푝ℎ. ♢
Entsprechend ergibt sich fu¨r die Nebenbedingung:
Folgerung 3.17
Die Voraussetzungen von Satz 3.12 seien fu¨r das gesto¨rte nichtlineare Optimierungs-
problem (3.7) bzw. (3.8) mit der optimalen Lo¨sung 푥∗, 휆∗ fu¨r 푝 = 푝0 erfu¨llt. Dann
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gilt:
푑푔푖
푑푝
(푝0) = −
(∇푥푔푖 0)(∇2푥퐿 ∇푥푔˜푇∇푥푔˜ 0
)−1(∇푥푝퐿
∇푝푔˜
)
+∇푝푔푖
= ∇푥푔푖푑푥
푑푝
(푝0) +∇푝푔푖, 푖 = 1, . . . ,푚.
Insbesondere gilt:
푑푔푖
푑푝
(푝0) = 0, 푖 ∈ 풥 (푥∗). ♢
Auch die Zielfunktion stellt eine Zugeho¨rigkeitsfunktion dar. Analog zu den vorheri-
gen U¨berlegungen kann die Sensitivita¨tsableitung aus den Sensitivita¨ten 푑푥
푑푝
und 푑휈
푑푝
berechnet werden. Eine alternative Formulierung zeigt, dass ga¨nzlich auf die Sensi-
tivita¨ten 푑푥
푑푝
und 푑휈
푑푝
verzichtet werden kann und die Sensitivita¨tsableitung mit der
Ableitung der Lagrange-Funktion u¨bereinstimmt.
Folgerung 3.18
Unter den Voraussetzungen von Satz 3.12 gilt fu¨r die Zielfunktion 푓 : 푃 → R, sofern
diese einmal stetig diﬀerenzierbar bzgl. 푝 ist:
푑푓
푑푝
(푝0) = ∇푥푓 푑푥
푑푝
(푝0) +∇푝푓
= ∇푝퐿. ♢
Beweis:
Die erste Gleichung ist eine direkte Folgerung aus Satz 3.16, die zweite ergibt sich
aus:
푑푓
푑푝
(푝0)
Satz 3.16
= ∇푥푓 푑푥푑푝 (푝0) +∇푝푓
KKT-Bedingung (3.2)
= −휈∗푇∇푥푔˜ 푑푥푑푝 (푝0) +∇푝푓
Satz 3.14
= −휈∗푇 (−∇푝푔˜) +∇푝푓
= ∇푝(휈∗푇 푔˜ + 푓) = ∇푝퐿.
■
Da diese Darstellung der Sensitivita¨tsableitung der Zielfunktion unabha¨ngig von der
Hesse-Matrix ist, kann sie viel eﬃzienter berechnet werden im Gegensatz zu den
Sensitivita¨ten der Optimierungsvariablen.
Unter zusa¨tzlichen Diﬀerenzierbarkeitsvoraussetzungen lassen sich sogar Sensiti-
vita¨tsableitungen zweier Ordnung der Zielfunktion angeben.
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3.5.4 Approximation gesto¨rter Lo¨sungen
Mit der optimalen Lo¨sung 푥∗ und 휈∗ des nominellen Problems und den aufgestell-
ten Sensitivita¨tsableitungen in Satz 3.14 ko¨nnen einfache Abscha¨tzungen fu¨r das
gesto¨rte nichtlineare Optimierungsproblem angeben.
Sofern der Parameter 푝 im gesto¨rten Optimierungsproblem (3.7) innerhalb der durch
Satz 3.12 gegebenen Umgebung variiert, bleibt die Menge der aktiven Indizes, so-
wie die kompakte Darstellung (3.8) unvera¨ndert. Mit Hilfe der Taylor-Entwicklung
erster Ordnung erha¨lt man folgende Scha¨tzungen der Optimierungsvariable und La-
grange-Multiplikatoren:
푥(푝) ≈ 푥∗(푝0) + 푑푥
푑푝
(푝0) ⋅ (푝− 푝0)
휈(푝) ≈ 휈∗(푝0) + 푑휈
푑푝
(푝0) ⋅ (푝− 푝0).
(3.11)
Bei Angabe der Sensitivita¨tsableitung der Gleichungsnebenbedingung, vgl. Folge-
rung 3.17, muss davon ausgegangen werde, dass im Allgemeinen die Gleichungsre-
stiktionen aus (3.7) durch die Approximation von 푥(푝) durch kleine Fehler 휀 ∈ R푚0 ,
휀 /= 0 verletzt werden.
푔
(
푥∗(푝0) +
푑푥
푑푝
(푝0) ⋅ (푝− 푝0), 푝
)
= 휀
Der so entstandene Fehler kann ebenfalls als ein weiterer Sto¨rparameter aufgefasst
werden. Nach Bu¨skens [Bu¨s01a] kann die Verletzung der Beschra¨nkung dadurch
schrittweise reduziert werden, indem das gesto¨rte nichtlineare Optimierungsproblem
durch eine Erga¨nzung des Parametersatzes zu (푝, 휀) ∈ R푛푝+푚0 formuliert wird.
min
푥
푓(푥, 푝),
unter 푔˜(푥, 푝)− 휀 = 0,
wobei die Lo¨sung 푥(푝, 휀) fu¨r 휀 = 0 gerade der Lo¨sung von (3.8) entspricht.
Bei Sto¨rungen (푝, 휀) /= (푝0, 0) ist es mo¨glich, dass mit Hilfe der zusa¨tzlichen Sen-
sitivita¨tsableitung 푑푥
푑휀
(0) iterativ Lo¨sungen 푥(푝, 휀) berechnet werden, die gegen den
Fixpunkt 푥(푝, 0) konvergieren.
Die notwendigen Sensitivita¨tsableitung 푑푥
푑푝
(푝0) und
푑푥
푑휀
(0) ko¨nnen jeweils oﬄine be-
rechnet werden, so dass bei der urspru¨nglichen Anwendung in der online-Approxima-
tion der Lo¨sung von Optimierungsproblemen eine eﬃziente Berechnung mo¨glich ist.
Bei der beschriebenen Vorgehensweise wird mitunter auch von einer open- and
closed-loop Strategie gesprochen. Open-loop12 beschreibt die Mo¨glichkeit, eine Lo¨-
12deutsche Entsprechung: oﬀener Kreis, Steuerung
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3.5 Parametrische Sensitivita¨tsanalyse 29
sung bei auftretenden Sto¨rungen durch die Approximationsvorschriften (3.11) zu be-
rechnen. Mit der Bezeichnung closed-loop13 ist der zusa¨tzliche Korrekturschritt durch
die Iteration gemeint, so dass die Nebenbedingungen eingehalten werden ko¨nnen.
13deutsche Entsprechung: geschlossener Kreis, Regelung
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Kapitel 4
Optimale Steuerprozesse
In Kapitel 3 wurden bereits nichtlineare Optimierungsprobleme behandelt deren
Aufgaben sich auf die Bestimmung von Zahlen unter Einhaltung gegebener Be-
schra¨nkungen und der Minimierung eines Zielfunktionals einschra¨nken. Dabei ist
es nur gestattet, statische, also zeitunabha¨ngige Systeme zu untersuchen. Bei den
optimalen Steuerprozessen werden auf eine a¨hnliche Art und Weise Funktionen ge-
sucht unter Beru¨cksichtigung eines gegebenen dynamischen Systems und weiteren
Nebenbedingungen, so dass ein Zielfunktional minimiert wird.
Die Problemstellung der optimalen Steuerung wird in Abschnitt 4.1 beschrieben.
Die zugeho¨rigen notwendigen Optimalita¨tsbedingungen werden in Abschnitt 4.2 be-
reitgestellt. Insbesondere werden diese Ergebnisse und Aussagen ebenfalls in Kapitel
5 bei der Behandlung von Optimalreglern zur Anwendung kommen.
Fu¨r die numerische Lo¨sung optimaler Steuerprozesse ko¨nnen sowohl indirekte Ver-
fahren als auch direkte zur Anwendung kommen. In dieser Arbeit werden die Proble-
me mittels direkter Verfahren gelo¨st. Sie basieren auf der Mo¨glichkeit die optimalen
Steuerprozesse u¨ber eine Diskretisierung auf Optimierungsprobleme zuru¨ckzufu¨hren.
Das detaillierte Vorgehen ist in Abschnitt 4.3 beschrieben. Ein Vergleich zu den
indirekten Verfahren, die auf den Ergebnissen in Abschnitt 4.2 basieren, wird in
Abschnitt 4.4 gegeben.
Die U¨bertragbarkeit der parametrischen Sensitivita¨tsanalyse nichtlinearer Optimie-
rungsprobleme auf eine Sensitivita¨tsanalyse optimaler Steuerprozesse wird in Ab-
schnitt 4.5 vorgestellt.
Die entsprechende Theorie der optimalen Steuerprozesse wird ausfu¨hrlich in vielen
Lehrbu¨chern behandelt, darunter sind beispielsweise Bryson und Ho [Bry75] und
Athans and Falb [Ath66]. Die Methoden der direkten Verfahren fu¨r die in dieser
Arbeit dargestellten Probleme sind in Bu¨skens [Bu¨s98] enthalten.
31
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32 Kapitel 4: Optimale Steuerprozesse
4.1 Grundbegriﬀe optimaler Steuerprozesse
Die in dieser Arbeit zur Anwendung kommenden optimalen Steuerprozesse un-
terliegen einer Dynamik, die durch ein System von gewo¨hnlichen Diﬀerentialglei-
chungen beschrieben wird. Dazu wird ein System von 푛 Diﬀerentialgleichungen
1. Ordnung betrachtet, dessen Zustand zum Zeitpunkt 푡 durch den Zustandsvek-
tor 푥(푡) =
(
푥1(푡), . . . , 푥푛(푡)
)푇 ∈ R푛 beschrieben wird und durch den Steuervektor
푢(푡) =
(
푢1(푡), . . . , 푢푚(푡)
)푇 ∈ R푚 beeinﬂusst werden kann.
Deﬁnition 4.1 (Dynamik des Systems)
Das System von Diﬀerentialgleichungen
푥˙(푡) :=
푑푥(푡)
푑푡
= 푓
(
푥(푡), 푢(푡), 푡
)
, 푡0 ≤ 푡 ≤ 푡푓 (4.1)
nennt man Dynamik des Systems. Hierbei sei 푓 : R푛×R푚×[푡0, 푡푓 ]→ R푛 eine stetige
und bezu¨glich 푥 und 푢 stetig partiell diﬀerenzierbare Funktion. 푡0 ∈ R bezeichne den
Anfangs- und 푡푓 ∈ R den Endzeitpunkt (푡0 < 푡푓 ). ♢
Der Anfangszeitpunkt wird ohne Einschra¨nkung zu 푡0 = 0 gesetzt, wa¨hrend der
Endzeitpunkt 푡푓 entweder fest vorgeschrieben oder frei wa¨hlbar sein kann.
Es sei 푥 ∈ 풲1,∞(0, 푡푓 ;R푛) ein Vektor stetiger und stu¨ckweise stetig diﬀerenzier-
barer Funktionen und die Komponenten von 푢 ∈ ℒ∞(0, 푡푓 ;R푚) stu¨ckweise stetige
Funktionen. Ein Funktionenpaar
(
푥(푡), 푢(푡)
)
heißt Lo¨sung des Systems, wenn es die
Gleichung (4.1) erfu¨llt.
Des Weiteren wird verlangt, dass der Zustand des Systems gewissen Anfangs- und
Endbedingungen genu¨gt, die im Folgenden beschrieben werden.
Deﬁnition 4.2 (Randbedingungen)
Sei 푟 ∈ N, 0 ≤ 푟 ≤ 2푛. Genu¨gt der Anfangszustand 푥(0) und der Endzustand 푥(푡푓 )
der Bedingung
휓
(
푥(0), 푥(푡푓 )
)
= 0 (4.2)
mit einer stetig diﬀerenzierbaren Funktion 휓 : R푛 × R푛 → R푟, so wird (4.2) eine
allgemeine Randbedingung genannt. ♢
In praktischen Anwendungen tritt ha¨uﬁg ein Spezialfall von Deﬁnition 4.2 auf.
Deﬁnition 4.3 (Standard-Randbedingungen)
Sei 푥0 ∈ R fest und sei 휓 : R푛 → R푟2, 푟2 ∈ N, 푟2 ≤ 푛, stetig diﬀerenzierbar. Dann
werden Randbedingungen der Art
휓ˆ
(
푥(0), 푥(푡푓 )
)
:=
(
푥(0)− 푥0, 휓(푥(푡푓 ))
)
= 0 (4.3)
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4.1 Grundbegriﬀe optimaler Steuerprozesse 33
als Standard-Randbedingungen bezeichnet. ♢
Neben den oben beschriebenen Randbedingungen ko¨nnen zusa¨tzliche Beschra¨nkung-
en an den Zustand und die Steuerung der Form
퐶
(
푥(푡), 푢(푡)
) ≤ 0, ∀푡 ∈ [0, 푡푓 ]
gestellt werden, wobei 퐶 : R푛 × R푚 → R푙 bezu¨glich ihrer Argumente hinreichend
oft stetig diﬀerenzierbar ist. Fu¨r weitere Betrachtungen unterscheidet man zwischen
gemischten Beschra¨nkungen und Zustandsbeschra¨nkungen.
Deﬁnition 4.4 (Vektor der Beschra¨nkungen)
Es sei 퐶
(
푥(푡), 푢(푡)
)
=
(
퐶1(푥(푡), 푢(푡)), . . . , 퐶푙(푥(푡), 푢(푡))
)푇
.
i. Sei 퐶푘 : R
푛 × R푚 → R fu¨r 푘 ∈ {1, . . . , 푙}. Dann werden Beschra¨nkungen der
Form
퐶푘
(
푥(푡), 푢(푡)
) ≤ 0, ∀푡 ∈ [0, 푡푓 ] (d.h. ∇푢퐶푘 /= 0)
gemischte Beschra¨nkungen genannt.
ii. Sei 퐶푘 : R
푛 → R fu¨r 푘 ∈ {1, . . . , 푙}. Dann werden Beschra¨nkungen der Form
퐶푘
(
푥(푡)
) ≤ 0, ∀푡 ∈ [0, 푡푓 ] (d.h. ∇푢퐶푘 = 0)
Zustandsbeschra¨nkungen genannt.
iii. Seien 푙푚 ∈ N, 푙푧 ∈ N, 푙 ∈ N, 푙 := 푙푚 + 푙푧 und 퐶 : R푛 ×R푚 → R푠, sowie
퐶푘
(
푥(푡), 푢(푡)
)
:=
{
퐶푘
(
푥(푡), 푢(푡)
)
, 푘 = 1, . . . , 푙푚
퐶푘
(
푥(푡)
)
, 푘 = 푙푚 + 1, . . . , 푙.
Dann wird
퐶
(
푥(푡), 푢(푡)
) ≤ 0, ∀푡 ∈ [0, 푡푓 ], (4.4)
Vektor der Beschra¨nkungen genannt. ♢
Bemerkung 4.5
i. Einfache Steuerbeschra¨nkungen der Form 푢푚푖푛 ≤ 푢(푡) ≤ 푢푚푎푥, ∀푡 ∈ [0, 푡푓 ] mit
푢푚푖푛, 푢푚푎푥 ∈ R푚, ko¨nnen als gemischte Beschra¨nkungen aufgefasst werden.
Fu¨r diese sogenannten Box-Beschra¨nkung bezeichnet
푈 := [푢1,푚푖푛, 푢1,푚푎푥]× . . .× [푢푚,푚푖푛, 푢푚,푚푎푥] ⊂ R푚
den zula¨ssigen Steuerbereich.
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34 Kapitel 4: Optimale Steuerprozesse
ii. Durch −퐶푘
(
푥(푡), 푢(푡)
) ≤ 0 mit 푘 ∈ {1, . . . , 푙} werden Beschra¨nkungen der
Form 퐶
(
푥(푡), 푢(푡)
) ≥ 0 beru¨cksichtigt. Den Fall 퐶푘(푥(푡), 푢(푡)) = 0 erha¨lt man,
wenn sowohl 퐶푘
(
푥(푡), 푢(푡)
) ≤ 0 als auch −퐶푘(푥(푡), 푢(푡)) ≤ 0 gesetzt wird. ♢
Die weitere Vorgehensweise wird dadurch beschrieben, dass der Vektor der Steuer-
variable 푢(푡) und evtl. der Endzeitpunkt 푡푓 so zu bestimmen sind, dass eine vorge-
gebene Zielfunktion minimiert wird.
Deﬁnition 4.6 (Zielfunktional)
Ein Funktional
Φ(푥, 푢) := 푔
(
푥(푡푓 )
)
+
푡푓∫
0
푓0
(
푥(푡), 푢(푡), 푡
)
푑푡 (4.5)
wird als Zielfunktional bezeichnet. Dabei sei 푔 : R푛 → R stetig diﬀerenzierbar und
푓0 : R
푛 × R푚 × [0, 푡푓 ] → R sei stetig und bezu¨glich 푥 und 푢 stetig partiell diﬀeren-
zierbar. Die partiellen Ableitungen 푓0,푥 := ∇푥푓0, 푓0,푢 := ∇푢푓0 seien stetig. ♢
Die in dieser Arbeit betrachteten Zielfunktionale sind speziell auf die zu untersuchen-
den mechanischen Vorga¨nge ausgelegt und werden ausschließlich durch Funktionen
푓0 = 푓0(푥(푡), 푢(푡)) beschrieben. Daher wird im weiteren Verlauf auf die zusa¨tzliche
Abha¨ngigkeit der Zeit verzichtet.
Mit Hilfe des vorgegebenen Zielfunktionals (4.5) ist es mo¨glich, das optimale Steue-
rungsproblem zu formulieren, in dem eine Steuerung 푢(푡) unter Einhaltung der Sy-
stemdynamik (4.1) und den Zula¨ssigkeitsbedingungen (4.3) und (4.4) zu bestimmen
ist, so dass das Zielfunktional minimiert wird.
Deﬁnition 4.7 (Optimaler Steuerprozess)
Das Problem
min Φ(푥, 푢) = 푔
(
푥(푡푓 )
)
+
푡푓∫
0
푓0
(
푥(푡), 푢(푡)
)
푑푡
unter 푥˙(푡) = 푓
(
푥(푡), 푢(푡)
)
,
푥(0) = 푥0,
휓
(
푥(푡푓 )
)
= 0,
퐶
(
푥(푡), 푢(푡)
) ≤ 0, ∀푡 ∈ [0, 푡푓 ]
(4.6)
heißt optimaler Steuerprozess (OCP14). ♢
14engl: optimal control problem
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4.2 Das Minimumprinzip von Pontryagin 35
Ein Steuerproblem dieser Art wird auch Bolza-Problem genannt. Alternative For-
mulierungen sind Lagrange-Probleme mit 푔 ≡ 0 und Mayer-Probleme mit
푓0 ≡ 0. Insbesondere lassen sich diese Spezialfa¨lle durch geeignete Transformationen
des Zustandsvektors in (4.6) erreichen.
A¨hnliches gilt auch bei Aufgabenstellungen, deren Endzeit 푡푓 frei wa¨hlbar ist und
zusa¨tzlich optimal bestimmt werden muss. Durch die Einfu¨hrung einer weiteren Zu-
standsvariable 푥푛+1 kann das System auf ein System mit fester Endzeit transformiert
werden, so dass bei einem optimalen Zustand 푥푖, 푖 = 1, . . . , 푛+1 ebenfalls 푡푓 optimal
ist.
Eine Lo¨sung zu (4.6) bei fester Verfahrzeit 푡푓 la¨sst sich wie folgt charakterisieren:
Deﬁnition 4.8 (Zula¨ssige und optimale Lo¨sung)
Ein Lo¨sungspaar (푥∗, 푢∗) des Systems (4.1), bestehend aus der Steuerung 푢∗ : [0, 푡푓 ]
→ R푚 und der zugeho¨rigen Trajektorie 푥∗ : [0, 푡푓 ]→ R푛, das fu¨r (4.6) die genannten
Zula¨ssigkeitsbedingungen (4.3) und (4.4) erfu¨llt, heißt zula¨ssige Lo¨sung zur Endzeit
푡푓 .
Erfu¨llt ein zula¨ssiges Funktionenpaar (푥∗, 푢∗) zusa¨tzlich
Φ(푥∗, 푢∗) ≤ Φ(푥, 푢)
fu¨r alle zula¨ssigen Lo¨sungen (푥, 푢), mit 푢 : [0, 푡푓 ] → R푚 und 푥 : [0, 푡푓 ] → R푛, so
wird es optimale Lo¨sung des durch (4.6) erkla¨rten Steuerprozesses genannt.
푥∗ nennt man optimale Trajektorie und 푢∗ optimale Steuerung. ♢
Deﬁnition 4.9 (Autonomer Steuerprozess)
Falls die Zeit 푡 explizit im Zielfunktional oder in der Dynamik des optimalen Steuer-
prozesses auftritt, so bezeichnet man das Problem (4.6) als nichtautonom, andern-
falls als autonom. ♢
Jeder nichtautonome Steuerprozess kann durch Einfu¨hrung eines neuen Zustands
푥푛+1 mit 푥˙푛+1 = 1, 푥푛+1(0) = 0 ebenfalls in einen a¨quivalenten autonomen Steuer-
prozess umformuliert werden.
Ohne Einschra¨nkung der Allgemeinheit beschra¨nken sich die weiteren Untersuchun-
gen auf autonome Mayer-Probleme mit fester Endzeit.
4.2 Das Minimumprinzip von Pontryagin
Um ein Optimalsteuerungsproblem zu lo¨sen, kann auf zwei unterschiedliche Klassen
von Lo¨sungsansa¨tzen zuru¨ckgegriﬀen werden. Auf der einen Seite handelt es sich
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36 Kapitel 4: Optimale Steuerprozesse
um die direkten Verfahren, die im nachfolgenden Abschnitt 4.3 ausfu¨hrlicher erkla¨rt
werden.
Eine andere Mo¨glichkeit bieten die indirekten Verfahren. Hierbei wird das Optimal-
steuerungsproblem (4.6) auf ein Randwertproblem zuru¨ckgefu¨hrt. Die Steuerung 푢
wird dabei mit Hilfe der notwendigen Bedingungen der Theorie optimaler unrestrin-
gierter als auch restringierter Steuerungsprozesse aus der gegebenen Problemstellung
(4.6) eliminiert.
Eine Lo¨sung des aufgestellten Randwertproblems kann dann mit speziellen Rand-
wertproblemlo¨sern berechnet werden.
Indirekte Verfahren kommen nicht ausschließlich bei der Berechnung numerischer
Lo¨sungen von optimalen Steuerungsproblemen zum Einsatz. Sie dienen vielmehr
der reinen theoretischen Betrachtung optimaler Steuerprozesse. Weitere Einzelheiten
u¨ber die Anwendung auf eine Problemstellung mit quadratischem Gu¨temaß werden
in Kapitel 5 beschrieben.
4.2.1 Notwendige Optimalita¨tsbedingung unrestringierter
Probleme
Es werde zuna¨chst von der unbeschra¨nkten Variante des Optimalsteuerungsproblems
(4.6) ausgegangen, wobei nur reine Steuerbeschra¨nkungen der Form 푢 ∈ 푈 zugelas-
sen sind.
Eine zentrale Rolle nimmt das Minimumprinzip von Pontryagin ein. Dafu¨r werden
zuna¨chst sogenannte adjungierte Variablen eingefu¨hrt und die Deﬁnition der Ha-
milton-Funktion angegeben, die von tragender Bedeutung fu¨r das Minimumprinzip
ist.
Deﬁnition 4.10 (Hamilton-Funktion)
Sei 휆0 ∈ R+0 und 휆 ∈ R푛. Dann heißt
퐻(푥, 휆, 푢) := 휆0푓0(푥, 푢) + 휆
푇푓(푥, 푢) (4.7)
die Hamilton-Funktion zum Steuerprozess (4.6) ohne Zustandsbeschra¨nkungen.
Der Spaltenvektor 휆 ∈ R푛 wird adjungierte Variable zu 푥 oder auch Kozustand
genannt. ♢
Die Bedeutung der skalarwertigenHamilton-Funktion wird im folgenden Satz deut-
lich, der ein zentrales Resultat der Theorie der optimalen Steuerprozesse ist.
Satz 4.11 (Minimumprinzip von Pontryagin)
Fu¨r eine optimale Lo¨sung (푥∗, 푢∗) des unbeschra¨nkten Problems (4.6) existiert eine
reelle Zahl 휆0 ≥ 0, eine stetige und stu¨ckweise stetig diﬀerenzierbare Funktion 휆 :
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4.2 Das Minimumprinzip von Pontryagin 37
[0, 푡푓 ] → R푛, sowie ein Vektor 휎 ∈ R푟 mit (휆0, 휆푇(푡), 휎) /= 0 fu¨r alle 푡 ∈ [0, 푡푓 ], so
dass folgende Gleichungen gelten:
i. Minimumbedingung:
퐻
(
푥∗(푡), 휆(푡), 푢∗(푡)
)
= min
푢∈푈
퐻
(
푥∗(푡), 휆(푡), 푢(푡)
)
, fu¨r fast alle 푡 ∈ [0, 푡푓 ],
ii. Adjungierte Diﬀerentialgleichungen:
휆˙푇(푡) = −∇푥퐻
(
푥∗(푡), 휆(푡), 푢∗(푡)
)
, fu¨r fast alle 푡 ∈ [0, 푡푓 ], (4.8)
iii. Transversalita¨tsbedingungen:
휆푇(0) = −∇푥(0)
(
휎푇휓(푥∗(0), 푥∗(푡푓 ))
)
,
휆푇(푡푓 ) = ∇푥(푡푓 )
(
휆0 푔(푥
∗(푡푓 )) + 휎
푇휓(푥∗(0), 푥∗(푡푓 ))
)
,
(4.9)
iv. Speziell fu¨r autonome Probleme gilt:
퐻
(
푥∗(푡), 휆(푡), 푢∗(푡)
)
= const, ∀푡 ∈ [0, 푡푓 ],
v. Im Falle einer freien Endzeit 푡푓 gilt fu¨r die optimale Endzeit 푡
∗
푓 :
퐻
(
푥∗(푡∗푓 ), 휆(푡
∗
푓 ), 푢
∗(푡∗푓 )
)
= 0. ♢
Beweis:
Ein Beweis des Minimumprinzips kann in Pontryagin et al. [Pon67] oder auch in
Ioﬀe und Tichomirov [Iof79] gefunden werden. Einen U¨berblick u¨ber verschiedene
Systeme und unterschiedlichen Voraussetzungen ist in Athans und Falb [Ath66]
gegeben. ■
Bemerkung 4.12
Im Falle von 휆0 > 0 la¨sst sich leicht erkennen, dass eine Skalierung (휆0, 휆) →(
1, 휆
휆0
)
keine Einschra¨nkung der Aussagen von Satz 4.11 bedeutet. Es ist also aus-
reichend, sich auf die Fa¨lle 휆0 = 0 und 휆0 = 1 zu beschra¨nken. ♢
U¨ber die Bedingungen des Minimumprinzips wird nun versucht, die Steuerung 푢
durch die Variablen 휆 und 푥 auszudru¨cken und sie aus dem Problem (4.6) zu elimi-
nieren. Dabei spielt die Regularita¨t der auszuwertenden Hamilton-Funktion eine
wichtige Rolle.
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38 Kapitel 4: Optimale Steuerprozesse
Deﬁnition 4.13 (regula¨re Hamilton-Funktion)
Die Hamilton-Funktion 퐻 heißt regula¨r bzgl. einer optimalen Lo¨sung 푥∗(푡), 휆∗(푡),
wenn es ein 휀 > 0 gibt, so dass fu¨r die Menge
퐷휀 := {(푥, 휆, 푡)
∣∣ ∥푥− 푥∗(푡)∥ < 휀, ∥휆− 휆∗(푡)∥ < 휀, 푡 ∈ [푡0, 푡푓 ]}
gilt: Die Funktion 퐻(푥, 휆, ⋅) hat eine eindeutig bestimmte Minimalstelle
푢∗(푥, 휆) = argmin
푢∈푈
퐻(푥, 휆, 푢), ∀(푥, 휆, 푡) ∈ 퐷휀. ♢
Bei optimalen Steuerprozessen mit linear auftretender Steuerung ist die Hamilton-
Funktion in der Regel nicht regula¨r. Dieses kann dazu fu¨hren, dass die Steuerung 푢
an einigen Punkten nicht eindeutig bestimmt werden kann und unstetig ist. Ein be-
kanntes Beispiel hierzu sind die bang-bang Probleme, bei denen die Steuerung 푢∗(푡)
oft nur Werte 푢max und 푢min annimmt. Damit besitzt sie in endlich vielen Punk-
ten einen Sprung. Einen kurzen U¨berblick u¨ber Probleme mit linear auftretender
Steuerung wird z.B. in Bu¨skens [Bu¨s98] gegeben. In Vossen [Vos06] werden speziell
Probleme mit bang-bang und singula¨ren Steuerungen eingehender betrachtet.
Ist eine regula¨re Hamilton-Funktion gegeben, so ist die optimale Steuerung der
eindeutig bestimmte Wert
푢(푡) = 푢∗
(
푥(푡), 휆(푡)
)
, 푡 ∈ [0, 푡푓 ].
In dieser Arbeit werden Steuerprozesse betrachtet, deren Steuerung nichtlinear in
die Hamilton-Funktion eingeht.
Im Fall eines unbeschra¨nkten Problems mit regula¨rer Hamilton-Funktion folgt aus
der Auswertung der Minimumbedingung fu¨r eine Lo¨sung
(
푥(푡), 휆(푡), 푢(푡)
)
die Le-
gendre-Clebsch-Bedingung:
∇푢퐻(푥, 휆, 푢) = 0, ∇2푢퐻(푥, 휆, 푢) ≥ 0, (4.10)
wobei der Operator ∇2푢 die Hesse-Matrix bezeichnet. Eine Verscha¨rfung der Bedin-
gung (4.10) zur strengen Legendre-Clebsch-Bedingung
∇푢퐻(푥, 휆, 푢) = 0, ∇2푢퐻(푥, 휆, 푢) > 0 (4.11)
stellt sicher, dass der Satz u¨ber implizite Funktionen (3.11) auf die Gleichung∇푢퐻 =
0 angewendet werden kann. Die Existenz und Eindeutigkeit der lokalen Lo¨sung 푢 =
푢∗(푥, 휆) ist damit sichergestellt.
Nachfolgend werde die Gleichung
∇푢퐻(푥, 휆, 푢) = 0 (4.12)
auch als stationa¨re Bedingung bezeichnet.
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Deﬁnition 4.14 (퓒풌-regula¨re Hamilton-Funktion)
Die Hamilton-Funktion 퐻 heißt bzgl. einer optimalen Lo¨sung 푥∗(푡), 휆∗(푡) 풞푘-
regula¨r, wenn 퐻 regula¨r ist und die Funktion
푢∗(푥, 휆, 푡) = arg min
푢∈R푚
퐻(푥, 휆, 푢, 푡)
fu¨r ein 휀 > 0 auf der Menge
퐷휀 := {(푥, 휆, 푡)
∣∣ ∥푥− 푥∗(푡)∥ < 휀, ∥휆− 휆∗(푡)∥ < 휀, 푡 ∈ [푡0, 푡푓 ]}
eine 풞푘-Funktion ist. ♢
Durch Einsetzen von 푢 in (4.8) und in die Dynamik von (4.6) erha¨lt man:
푥˙ = 푓
(
푥, 푢∗(푥, 휆)
)
=: ℎ1(푥, 휆),
휆˙ = −∇푥퐻
(
푥, 휆, 푢∗(푥, 휆)
)푇
=: ℎ2(푥, 휆).
Die zusammengesetzte Funktion
ℎ(푥, 휆) =
(
ℎ1(푥, 휆)
ℎ2(푥, 휆)
)
ist im Falle einer 풞푘-regula¨ren Hamilton-Funktion ebenfalls eine 풞푘-Funktion. Un-
ter Hinzunahme von (4.3) und (4.9) erha¨lt man dann ein Randwertproblem (RWP)
fu¨r die Funktionen 푥 und 휆.
Folgerung 4.15
Ist eine Hamilton-Funktion 풞푘-regula¨r, dann hat das resultierende Randwertpro-
blem eine 풞푘-Lo¨sung (푥(푡), 휆(푡)) und die optimale Steuerung 푢∗(푡) = 푢∗(푥∗(푡), 휆(푡))
ist eine 풞푘-Funktion. ♢
Bemerkung 4.16
Fu¨r 푈 ⊂ R푚 kann man zeigen, dass bei einer 풞푘-regula¨ren Hamilton-Funktion die
optimale Steuerung 푢∗(푡) in jedem Ein- und Austrittspunkt15 stetig ist. Die Steuerung
braucht damit nur auf den inneren Teilstu¨cken bestimmt werden. Da die Steuerbe-
schra¨nkung dort nicht aktiv ist, la¨sst sich der Fall 푈 ⊂ R푚 auf den unbeschra¨nkten
Fall zuru¨ckfu¨hren. ♢
4.2.2 Notwendige Optimalita¨tsbedingung restringierter
Probleme
Fu¨r die Behandlung von beschra¨nkten Problemen, wie sie in (4.6) beschrieben sind,
bedarf es noch zusa¨tzlicher Deﬁnitionen. Speziell fu¨r die Untersuchung von reinen
Zustandsbeschra¨nkungen wird die Ordnung einer Zustandsbeschra¨nkung eingefu¨hrt.
15siehe Deﬁnition 4.20
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Deﬁnition 4.17 (Ordnung einer Beschra¨nkung)
Sei 푓 die rechte Seite des Diﬀerentialgleichungssystem 푥˙(푡) = 푓
(
푥(푡), 푢(푡)
)
als eine
풞푙-Funktion, 푙 ∈ N, gegeben. Weiter sei 푞 ∈ N mit 1 ≤ 푞 ≤ 푙 und die 풞푞-Funktionen
퐶 푖 : R푛 ×R푚 → R푙 rekursiv deﬁniert durch
퐶0(푥, 푢) := 퐶(푥),
퐶 푖+1(푥, 푢) := ∇푥퐶 푖(푥, 푢)푓(푥, 푢) 푖 ∈ N.
Dann nennt man die Zustandsbeschra¨nkung 퐶(푥) ≤ 0 eine Zustandsbeschra¨nkung
der Ordnung 푞 bzgl. des Diﬀerentialgleichungssystems 푓 aus (4.1), wenn gilt:
∇푢퐶 푖(푥, 푢) ≡ 0, 푖 = 0, . . . , 푞 − 1
∇푢퐶 푖(푥, 푢) /≡ 0.
Die Ordnung 푞 einer gemischten Beschra¨nkung 퐶(푥, 푢) ≤ 0 ist 0. ♢
Folgerung 4.18
Sei 퐶(푥) eine Zustandsbeschra¨nkung der Ordnung 푞 und
(
푥(푡), 푢(푡)
)
Lo¨sung des
Diﬀerentialgleichungssystem 푥˙(푡) = 푓
(
푥(푡), 푢(푡)
)
. Dann gilt:
푑푖
푑푡푖
퐶
(
푥(푡)
)
=
{
퐶 푖
(
푥(푡)
)
, 푖 = 0, . . . , 푞 − 1,
퐶푞
(
푥(푡), 푢(푡)
)
, 푖 = 푞.
푞 gibt demnach die Ho¨he derjenigen Ableitung von 퐶 nach 푡 an, die erstmalig die
Steuerung 푢 explizit entha¨lt. ♢
Deﬁnition 4.19 (Erweiterte Hamilton-Funktion)
Sei 휆0 ∈ R, 휆 ∈ R푛 und 휇 ∈ R푙. Dann heißt
퐻˜(푥, 휆, 휇, 푢) := 휆0푓0(푥, 푢) + 휆
푇푓(푥, 푢) + 휇푇퐶(푥, 푢)
= 퐻(푥, 휆, 푢) + 휇푇퐶(푥, 푢)
(4.13)
die erweiterte Hamilton-Funktion zum autonomen Steuerprozess (4.6) mit der Be-
schra¨nkung (4.4). Der Spaltenvektor 휆 ∈ R푛 ist die adjungierte Variable zu 푥 und
der Spaltenvektor 휇 ∈ R푙 wird Multiplikator zur Nebenbedingung 퐶 genannt. ♢
Weitere Begriﬀe die im Zusammenhang mit den allgemeinen Beschra¨nkungen (4.4)
stehen, werden in der folgenden Deﬁnition zusammengefasst.
Deﬁnition 4.20 (Randstu¨ck, Verbindungspunkt, Kontaktpunkt)
Sei
(
푥(푡), 푢(푡)
)
eine Lo¨sung des restringierten Problems (4.6).
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4.2 Das Minimumprinzip von Pontryagin 41
i. Sei 푘 ∈ {1, . . . , 푙}. Ein Intervall [푡1, 푡2] ⊂ [0, 푡푓 ] mit 푡1 < 푡2 heißt Randstu¨ck
der k-ten Komponente 퐶푘(푥, 푢), wenn 퐶푘
(
푥(푡), 푢(푡)
)
= 0 fu¨r ∀푡 ∈ [푡1, 푡2] gilt.
[푡1, 푡2] heißt Randstu¨ck der Beschra¨nkung 퐶
(
푥(푡), 푢(푡)
) ≤ 0, wenn [푡1, 푡2] Rand-
stu¨ck von 퐶푘(푥, 푢) ist fu¨r alle 푘 = 1, . . . , 푙.
Der Punkt 푡1 bzw. 푡2 heißt Auf- bzw. Absprungpunkt des Randstu¨cks [푡1, 푡2]
von 퐶푘(푥, 푢), wenn ein 훿 > 0 existiert mit 퐶푘
(
푥(푡1 − 휀), 푢(푡1 − 휀)
)
< 0 bzw.
퐶푘
(
푥(푡2 + 휀), 푢(푡2 + 휀)
)
< 0 fu¨r alle 휀 ∈]0, 훿[.
Auf- und Absprungpunkte werden auch Verbindungspunkte genannt.
ii. Sei 푘 ∈ {1, . . . , 푙}. Ein Intervall [푡1, 푡2] ⊂ [0, 푡푓 ] mit 푡1 < 푡2 heißt inneres
Teilstu¨ck der k-ten Komponente 퐶푘(푥, 푢), wenn 퐶푘
(
푥(푡), 푢(푡)
)
< 0 fu¨r 푡 ∈
[푡1, 푡2] gilt.
[푡1, 푡2] heißt inneres Teilstu¨ck der Beschra¨nkung 퐶(푥, 푢) ≤ 0, wenn [푡1, 푡2]
inneres Teilstu¨ck von 퐶푘(푥, 푢) ist fu¨r alle 푘 = 1, . . . , 푙.
iii. Sei 푘 ∈ {1, . . . , 푙}, so dass 퐶푘(푥) eine reine Zustandsbeschra¨nkung ist. Ein
Punkt 푡1 ∈]0, 푡푓 [ heißt Kontaktpunkt der k-ten Komponente 퐶푘(푥), wenn ein
훿 > 0 existiert mit 퐶푘
(
푥(푡1)
)
= 0 und 퐶푘
(
푥(푡1 ± 휀)
)
< 0 fu¨r alle 휀 ∈]0, 훿[. ♢
In Erweiterung zu Satz (4.11) auf Probleme mit Beschra¨nkungen der Ordnung 푞
gibt der folgende Satz weitere Bedingungen fu¨r Kontaktpunkte oder Randstu¨cke an.
Zur Vereinfachung wird nachfolgend von 푙 aktiven Beschra¨nkungen ausgegangen, so
dass auf die Einfu¨hrung von Indexmengen aktiver Komponenten der Beschra¨nkung
verzichtet werden kann.
Satz 4.21 (Erweitertes Minimumprinzip)
Es sei ein autonomer restringierter optimaler Steuerprozess der Form (4.6) mit einer
Beschra¨nkung der Ordnung 푞 gegeben. Weiter sei (푥∗, 푢∗) eine optimale Lo¨sung, fu¨r
die die Gleichung 퐶푞(푥, 푢) = 0 eindeutig auﬂo¨sbar nach 푢 = 푢(푥) ist mit einer
풞푞+1-Funktion 푢(푥) und auf jedem Randstu¨ck fu¨r die Randsteuerung 푢(푡) gilt:
∇푢퐶푞
(
푥(푡), 푢(푡)
)
/= 0, 푡 ∈ [푡1, 푡2].
Damit ist die eindeutige Abha¨ngigkeit 푢(푡) = 푢(푥(푡)) auf dem Randstu¨ck [푡1, 푡2]
gegeben.
Außerdem gelte 푢∗(푡) ∈ int 푈 , fu¨r 푡 ∈]푡1, 푡2[.
Dann existieren 휆0 ∈ R+0 , 휎 ∈ R푟, eine stu¨ckweise stetige und stu¨ckweise stetig diﬀe-
renzierbare Funktion 휆 : [0, 푡푓 ]→ R푛, eine stu¨ckweise stetige Multiplikator-Funktion
휇 : [0, 푡푓 ] → R푙 und Multiplikatoren 휈(푡푖) ≥ 0, 휈(푡푖) ∈ R푙 in jedem Verbindungs-
oder Kontaktpunkt 푡푖 ∈]0, 푡푓 [, so dass folgende Aussagen gelten:
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i. Minimumbedingung:
퐻˜
(
푥∗(푡), 휆(푡), 휇(푡), 푢∗(푡)
)
= min
푢∈푈
퐻˜
(
푥∗(푡), 휆(푡), 휇(푡), 푢
)
= konst,
fu¨r fast alle 푡 ∈ [0, 푡푓 ],
ii. Adjungierte Diﬀerentialgleichungen:
휆˙푇(푡) = −∇푥퐻˜
(
푥∗(푡), 휆(푡), 푢∗(푡)
)
, fu¨r fast alle 푡 ∈ [0, 푡푓 ],
iii. Transversalita¨tsbedingungen:
휆푇(푡푓 ) = 휆0∇푥푔
(
푥∗(푡푓 )
)
+ 휎푇∇푥휓
(
푥∗(푡푓 )
)
, fu¨r 퐶
(
푥∗(푡푓 ), 푢
∗(푡푓 )
)
< 0.
iv. Fu¨r alle 푡 ∈ [0, 푡푓 ] gilt:
휇(푡) ≥ 0, 휇푇(푡)퐶(푥∗(푡), 푢∗(푡)) = 0.
v. In jedem Verbindungs- oder Kontaktpunkt 푡푖 gelte im Falle reiner Zustandsbe-
schra¨nkungen die Sprungbedingung:
휆(푡+푖 )
푇 = 휆(푡−푖 )
푇− 휈푇(푡푖)∇푥퐶
(
푥∗(푡푖)
)
.
Bei gemischten Beschra¨nkungen sind die adjungierten Variablen 휆 stetig in
[0, 푡푓 ], d.h. es ist 휈
푇(푡푖) = 0.
vi. Im Falle einer freien Endzeit 푡푓 gilt:
퐻˜
(
푥∗(푡푓 ), 휆(푡푓 ), 휇(푡푓 ), 푢
∗(푡푓 )
)
= 0 ♢
Beweis:
Der Beweis fu¨r den Fall einer gemischten Beschra¨nkung wird in Neustadt [Neu76]
erbracht. Fu¨r Zustandsbeschra¨nkungen kann der Beweis in Maurer [Mau79] nach-
geschlagen werden. ■
Fu¨r den Fall der reinen Zustandsbeschra¨nkung kann sogar noch eine Verallgemei-
nerung von Satz 4.21 angegeben werden. Einzelheiten dazu sind in Bu¨skens [Bu¨s98]
gegeben, sowie in Maurer [Mau76b] und Hartl, Sethi und Vickson [Har95]. In Erga¨n-
zung dazu sind in Maurer [Mau76a] Resultate speziell fu¨r Probleme mit linear auf-
tretender Steuerung formuliert.
Eine Verallgemeinerung fu¨r Kombinationen aus gemischten Beschra¨nkungen und
Zustandsbeschra¨nkungen ist noch nicht bewiesen, vgl. Hartl, Sethi und Vickson
[Har95].
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Hinreichende Optimalita¨tsbedingungen lassen sich unter weiteren Konvexita¨tsan-
nahmen an die Funktionen im Steuerprozess, sowie an die Hamilton-Funktion
formulieren, siehe dazu Feichtinger und Hartl [Fei86] fu¨r den unbeschra¨nkten Steu-
erprozess. In Malanowski und Maurer [Mal96] werden unter anderem hinreichende
Optimalita¨tsbedingungen zweiter Ordnung fu¨r Steuerprobleme mit gemischten Be-
schra¨nkungen untersucht.
4.3 Berechnung durch direkte Verfahren
Bei den direkten Verfahren wird das unendlich dimensionale Optimalsteuerungspro-
blem (4.6) mittels Diskretisierung der Steuerung und der Zustandsvariablen durch
ein nichtlineares Optimierungsproblem (3.1) mit endlich vielen Parametern appro-
ximiert.
4.3.1 Diskretisierung
Das Prinzip der numerischen Auswertung beruht darauf, dass sowohl das Integral
in der Zielfunktion als auch die Diﬀerentialgleichungen des optimalen Steuerungs-
problems (4.6) an ausgewa¨hlten Stu¨tzpunkten na¨herungsweise bestimmt werden.
In den nachfolgenden Ausfu¨hrungen wird die Diskretisierung des Zeitintervalls [푡0, 푡푓 ]
mit einer einfachen Euler-Integration fu¨r das Integral im Zielfunktional und das
Diﬀerentialgleichungssystem vorgenommen. Es ist zu beachten, dass hierdurch eine
Approximation der Steuerung an Intervallinnenpunkten entfa¨llt.
Sei 푁 ∈ N+ und seien 푡푖, 푖 = 1, . . . , 푁 nicht notwendigerweise a¨quidistante Stu¨tz-
stellen mit
0 = 푡1 < 푡2 < . . . < 푡푁−1 < 푡푁 = 푡푓 .
Die Na¨herung des Zustandes 푥(푡푖) und der Steuerung 푢(푡푖) an den gegebenen Git-
terpunkten wird nachfolgend durch 푥푖 und 푢푖 gekennzeichnet.
푥푖 ≈ 푥(푡푖), 푢푖 ≈ 푢(푡푖)
Fu¨r die Na¨herung des Integrals wird exemplarisch das Eulersche-Polygonzugver-
fahren16 verwendet, so dass folgende Iterationsvorschrift zur Anwendung kommt:
푡푖+1∫
푡1
푓0
(
푥(푡), 푢(푡)
)
푑푡 ≈
푡푖∫
푡1
푓0
(
푥(푡), 푢(푡)
)
푑푡+ (푡푖+1 − 푡푖)푓0(푥푖, 푢푖).
16Alternativ ko¨nnen auch Verfahren ho¨herer Ordnung verwendet werden, z. B. Runge-Kutta-
Verfahren
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Der Steuerprozess (4.6) wird damit durch ein diskretisiertes Steuerproblem wie folgt
formuliert werden:
min 푔(푥푁) +
푁−1∑
푖=1
(푡푖+1 − 푡푖)푓0(푥푖, 푢푖)
unter 푥푖+1 = 푥푖 + (푡푖+1 − 푡푖)푓(푥푖, 푢푖), 푖 = 1, . . . , 푁 − 1,
푥1 = 푥0, 휓(푥푁) = 0,
퐶(푥푖, 푢푖) ≤ 0, 푖 = 1, . . . , 푁.
(4.14)
Dabei sind die freien Parameter der diskretisierten Form gerade (푢푖)푖=1,...,푁 fu¨r die
Steuerung und (푥푖)푖=1,...,푁 fu¨r den Zustand.
Schreibt man die Beschra¨nkungen in (4.14) in der Form
푔푗(푥1, . . . , 푥푁 , 푢1, . . . , 푢푁) = 0, 푗 = 1, . . . , 푁 + 푟,
푔푗(푥1, . . . , 푥푁 , 푢1, . . . , 푢푁) ≤ 0, 푗 = 푁 + 푟 + 1, . . . , 2푁 + 푟,
liegt ein Standardproblem der nichtlinearen Optimierung in den Variablen (푥1, . . . ,
푥푁 , 푢1, . . . , 푢푁) ∈ R(푛+푚)푁 vor. Man spricht auch von einer vollen Diskretisierung,
da die Zustandsvariablen diskretisiert und als Optimierungsvariablen aufgenommen
werden.
Zur Reduktion der Dimension ko¨nnen die Optimierungsvariablen auf die diskreti-
sierten Steuerfunktionen 푢푖, 푖 = 1, . . . , 푁 reduziert werden, in dem der Zustand
rekursiv u¨ber die Euler-Gleichung ausgewertet wird. Die Werte der Zustandsvaria-
blen ko¨nnen so bei bekannten Anfangswerten u¨ber die Steuervariablen ausgewertet
werden. Durch ein Integrationsverfahren, hier erneut das Euler-Verfahren, erha¨lt
man die Abha¨ngigkeit:
푥1 := 푥0, 푥푖 := 푥푖(푢1, . . . , 푢푖−1), 푖 = 2, . . . , 푁.
Explizit ist diese gegeben mit 푢 := (푢1, . . . , 푢푁)
푇 durch
푥1(푢) := 푥0,
푥푖+1(푢) := 푥푖(푢) + (푡푖+1 − 푡푖)푓
(
푥푖(푢), 푢푖
)
, 푖 = 1, . . . , 푁 − 1. (4.15)
Damit reduziert sich (4.14) zu
min 푔
(
푥푁(푢)
)
+
푁−1∑
푖=1
(푡푖+1 − 푡푖)푓0
(
푥푖(푢), 푢푖
)
unter 휓
(
푥푁(푢)
)
= 0,
퐶
(
푥푖(푢), 푢푖
) ≤ 0, 푖 = 1, . . . , 푁.
(4.16)
Im Falle von freien Anfangswerten in 푥1, werden diese den Optimierungsvariablen
hinzugefu¨gt.
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Insbesondere fu¨r große 푁 lassen sich diese Optimierungsprobleme sehr eﬃzient mit
Hilfe von SQP-Verfahren lo¨sen. Dabei hat (4.16) gegenu¨ber der vollen Diskretisie-
rung (4.14) den Vorteil, dass die Anzahl der Optimierungsvariablen erheblich re-
duziert wird, da die Dimension des Zustandes in der Regel um einiges gro¨ßer ist
als die der Steuerung. Durch Ausnutzung einer speziellen sparsamen Struktur ist
es auch bei der vollen Diskretisierung mo¨glich, den erho¨hten Rechenaufwand und
Speicherplatzbedarf in einem ertra¨glichen Rahmen zu halten. Weitere Einzelheiten
sowie Vor- und Nachteile sind ausfu¨hrlich in [Bu¨s98] beschrieben.
Fu¨r die Lo¨sung der Problemapproximationen (4.14) sowie (4.16) kommt die Fortran-
Routine NUDOCCCS zur Anwendung, die von Bu¨skens entwickelt wurde, [Bu¨s96]. Ne-
ben dem hier verwendeten Euler-Verfahren sind ebenfalls noch weitere Verfahren
ho¨herer Ordnung implementiert. In Malanowski, Bu¨skens und Maurer [Mal97] wur-
den bereits Bedingungen formuliert, unter denen die Lo¨sung des mit dem Euler-
Verfahren approximierten Problems gegen die Lo¨sung des optimalen Steuerprozesses
(4.6) konvergiert.
Innerhalb von NUDOCCCS wird auf eine Optimierungsroutine zuru¨ckgegriﬀen, so dass
das nichtlineare Optimierungsproblem gelo¨st werden kann, vgl. Kapitel 3.4. Des Wei-
teren sind diverse Integrations- und Interpolationsverfahren in der Routine realisiert,
so dass ein Vielzahl an Kombinationen mo¨glich ist.
Bei der Diskretisierung treten im Wesentlichen Fehler durch die Interpolation der
Steuerung, sowie damit verbundene Integrationsfehler bei der Lo¨sung des Diﬀe-
rentialgleichungssystems auf. Um diese Fehler zu reduzieren, besteht zusa¨tzlich die
Mo¨glichkeit in NUDOCCCS, die als a¨quidistant und fest gegebenen Gitterpunkte va-
riabel zu halten und nachtra¨glich automatisch anzupassen.
In dieser Arbeit werden die Steuerungen durch eine lineare Interpolation angena¨hert.
Die Zustandsvariablen ergeben sich aus den Steuerungen durch die numerische In-
tegration mit einem Runge-Kutta-Verfahren 4. Ordnung.
4.3.2 Approximation der Steuerfunktion
Die Art der Approximation der Steuerung ist fu¨r die weitere Berechnung von Bedeu-
tung, da ha¨uﬁg Werte der Steuerung an Intervallinnenpunkten 푡 ∈]푡푖, 푡푖+1[ beno¨tigt
werden.
Durch die Transformation des optimalen Steuerungsproblems auf ein diskretes Pro-
blem liegt die Lo¨sung lediglich an den gegebenen Stu¨tzstellen vor. Fu¨r die Berech-
nung an Intervallinnenpunkten sollten entsprechend die Verfahren angewendet wer-
den, die bereits zuvor bei der Diskretisierung zum Einsatz kamen.
Werden stetige Lo¨sungen fu¨r die Steuerungen erwartet, ist die stu¨ckweise lineare
Interpolation ein eﬃzientes und schnelles Verfahren der Ordnung 풪(ℎ2) mit der
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푢app
푡
푡푖 푡푖+1 푡푖+2 푡푖+3 푡푖+4 푡푖+5
Abbildung 4.1: Stu¨ckweise lineare Approximation der Steuerung
maximalen Schrittweite ℎ := max
푖=1,...,푁−1
(푡푖+1 − 푡푖), vgl. Abbildung 4.1:
푢app(푡) := 푢푖 +
푢푖+1 − 푢푖
푡푖+1 − 푡푖 (푡− 푡푖), 푡 ∈ [푡푖, 푡푖+1[, 푖 = 1, . . . , 푁 − 1.
Verfahren ho¨herer Ordnung gehen von stetig diﬀerenzierbaren Steuerungen aus. Sie
erreichen zwar eine hohe Genauigkeit, nehmen jedoch mehr Rechenzeit bei der
Lo¨sung des Optimalsteuerungsproblems in Anspruch und einen erho¨hten Rechen-
aufwand bei der Bestimmung der Approximation an Intervallinnenpunkten.
Der Vorteil einer durch kubische Polynome approximierten Steuerung kann z. B. bei
unbeschra¨nkten Problemen mit regula¨rer Hamilton-Funktion ausgenutzt werden,
deren Steuerung einen hinreichend glatten Verlauf aufweisen soll. Hingegen ist bei
beschra¨nkten Problemen aufgrund der nichtdiﬀerenzierbaren Steuerung mit Schwie-
rigkeiten an den jeweiligen Auf- und Absprungpunkten zu rechnen.
4.3.3 Approximation der Zustandsfunktion
Mit einer Approximation der Steuerung 푢app(푡) aus dem vorangegangenen Abschnitt
lassen sich die Werte der Zusta¨nde an jedem der diskreten Punkte durch Lo¨sen der
Anfangswertaufgabe
푥˙(푡) = 푓
(
푥(푡), 푢app(푡)
)
, 푥(0) = 푥0
bestimmen.
Es ist dabei ratsam, die Fehlerordnung der Integration in etwa an die der beschrie-
benen Interpolationen der Steuerung anzugleichen. Fu¨r das Problem (4.16) wurde
exemplarisch das Euler-Integrationverfahren aus (4.15) verwendet.
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4.3 Berechnung durch direkte Verfahren 47
Alternativ kann das Anfangswertproblem mit einen anderen Einschrittverfahren der
Form
푥푘+1 = 푥푘 + ℎ푘휂(푥푘, 푢app, 푡푘, ℎ푘), 푘 = 1, . . . , 푁 − 1
mit dem Startwert 푥1 := 푥0 gelo¨st werden. Die Schrittweiten ℎ푖 := 푡푖+1 − 푡푖 werden
dabei der gewa¨hlten Diskretisierung der Steuerung angepasst.
In dieser Arbeit kommt das Runge-Kutta-Verfahren der Ordnung 4 nach Eng-
land zum Einsatz mit
휂(푥푘, 푢app, 푡푘, ℎ푘) = ℎ푘
1
6
(푧1 + 4푧3 + 푧4)
mit 푧1 := 푓
(
푥푘, 푢app(푡푘)
)
푧2 := 푓
(
푥푘 +
ℎ푘
2
푧1, 푢app(푡푘 +
ℎ푘
2
)
)
푧3 := 푓
(
푥푘 +
ℎ푘
4
(푧1 + 푧2), 푢app(푡푘 +
ℎ푘
2
)
)
,
푧4 := 푓
(
푥푘 − ℎ푘(푧2 + 2푧3), 푢app(푡푘+1)
)
.
Das vierstuﬁge Verfahren liefert Werte fu¨r 푥푘+1 mit der Fehlerordnung 풪(ℎ4). Durch
die vier Funktionsaufrufe innerhalb eines Iterationsschritts stellt es einen akzepta-
blen Kompromiss zwischen der erreichbaren Genauigkeit und einer schnellen Aus-
wertung dar.
Auf eine Approximation des Zielfunktionals kann an dieser Stelle verzichtet werden.
In der Praxis ist es ha¨uﬁg der Fall, dass ein optimaler Steuerprozess inMayer-Form
vorliegt, bzw. mittels einer Transformation in die Mayer-Form gebracht werden
kann. Somit ist eine Approximation des Zielfunktionals nicht mehr notwendig.
In den Anwendungen dieser Arbeit wurden bei der numerischen Auswertung die ver-
wendeten optimalen Steuerprozesse entsprechend auf Mayer-Form transformiert,
um eine zusa¨tzliche Approximation zu umgehen.
4.3.4 Beschra¨nkungen
Fu¨r die allgemeinen Beschra¨nkungen der Form
퐶
(
푥(푡), 푢(푡)
) ≤ 0
wird eine vergleichbar einfache Variante verwendet. Die Beschra¨nkungen werden zu
jedem diskreten Zeitpunkt 푡푖, 푖 = 1, . . . , 푁 direkt ausgewertet:
퐶푗
(
푥(푡푖), 푢(푡푖)
) ≤ 0, 푖 = 1, . . . , 푁, 푗 = 1, . . . , 푠. (4.17)
Der Vorteil dieser Variante ist es, dass bei der Verwendung von direkten Verfahren
die Auswertung der Beschra¨nkungen direkt vorgenommen werden kann und fu¨r alle
direkten Verfahren realisierbar ist.
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48 Kapitel 4: Optimale Steuerprozesse
Hingegen wird die Anzahl der Nebenbedingungen im resultierenden nichtlinearen
Optimierungsproblem betra¨chtlich erho¨ht und es kann zudem nicht sichergestellt
werden, dass die Beschra¨nkungen im Inneren der Teilintervalle eingehalten werden.
Letzteres kann z.B. bei der kubischen Interpolation der Steuerung auftreten und
fu¨hrt insbesondere zum Verlust der Approximationsgu¨te. Eine Abmilderung kann
erreicht werden, indem die Intervallgrenzen gezielt an den Ein- und Austrittspunkten
gesetzt werden. Eine geeignete Methode ist die automatische Gitterpunktanpassung,
beschrieben in Bu¨skens [Bu¨s98].
Im Vergleich zur beschriebenen Methode wa¨re eine Alternative die, bei der die Be-
schra¨nkungen durch die Einfu¨hrung zusa¨tzlicher dynamischer Variablen in Randwer-
te transformiert werden. Damit ist eine U¨berpru¨fung der Beschra¨nkungen entlang
der Trajektorie mo¨glich. Allerdings birgt diese Methode andere Nachteile, unter an-
derem die Problematik der Nichtdiﬀerenzierbarkeit an den Ein- und Austrittspunk-
ten. Speziell in Verbindung mit der hier verfolgten Anwendung direkter Verfahren,
wu¨rden die erga¨nzten Diﬀerentialgleichungen fu¨r ein Wachsen der Anzahl an Opti-
mierungsvariablen sorgen, sowie fu¨r einen ho¨heren Rechenaufwand.
Weitere Ansa¨tze zur Behandlung der Beschra¨nkungen, die die Anzahl der Bedin-
gungen nur unwesentlich erho¨hen und die Einhaltung der Beschra¨nkungen auf dem
gesamten Intervall garantieren, werden kurz in Bu¨skens [Bu¨s98] vorgestellt.
Bei dem beschriebenen Verfahren (4.17) wiegen die Vorteile die Nachteile auf. Da
durch die zusa¨tzlichen aktiven Beschra¨nkungen die Freiheitsgrade des Systems re-
duziert werden, kann in der Regel sogar eine optimale Lo¨sung schneller gefunden
werden.
4.4 Vergleich direkter mit indirekten Verfahren
Grundsa¨tzlich ist davon auszugehen, dass weder durch direkte als auch indirekte
Verfahren ein globales Minimum angegeben werden kann. Durch die Resultate der
Theorie optimaler Steuerprozesse ist es bei der Anwendung indirekter Verfahren nur
mo¨glich Aussagen u¨ber lokale Minima zu treﬀen. Bei den direkten Verfahren stellt
sich eine a¨hnliche Problematik, aufgrund der Reduzierung auf ein nichtlineares Op-
timierungsproblem, dar. Durch den Einﬂuss einer Startscha¨tzung auf die Optimie-
rungsvariablen kann eine Verbesserung mit einfachen Mitteln erzielt werden.
Die indirekten Verfahren verlangen vom Benutzer gute Kenntnisse der Theorie opti-
maler Steuerprozesse. Dieses zeigt sich hauptsa¨chlich bei der Aufstellung der adjun-
gierten Diﬀerentialgleichungen, die meist nichtlinear sind und fu¨r große Systemdyna-
miken schwer zu erhalten sind. Des Weiteren stellt sich das Problem einer geeigneten
Startscha¨tzung fu¨r den Zustand als auch deren adjungierten Variablen. In der Re-
gel kann letzteren keine physikalische Bedeutung zugeordnet werden. Letztlich sind
bei der Formulierung des Randwertproblems weitere Kenntnisse der Struktur der
Lo¨sung no¨tig, wie z. B. die genaue Anzahl der Auf- und Absprungpunkte.
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4.5 Sensitivita¨tsanalyse optimaler Steuerprozesse 49
Sollte das indirekte Verfahren konvergieren, kann eine sehr hohe Genauigkeit er-
zielt werden. Gleichzeitig werden durch die adjungierten Variablen weitere Einblicke
gewa¨hrt und zusa¨tzliche Informationen des Steuerprozesses bereitgestellt.
Die direkten Verfahren haben hingegen den Vorteil, dass fu¨r den Benutzer die gesam-
te theoretische Vorarbeit der indirekten Verfahren entfa¨llt. Da die Diﬀerentialglei-
chungen der adjungierten Variablen nicht zur Anwendung kommen, kann ebenfalls
auf dessen Startscha¨tzungen verzichtet werden. Ebenfalls entfa¨llt die no¨tige Kennt-
nis u¨ber die Art der Auf- und Absprungpunkte und deren Auftreten, sowie einer
geeigneten Startscha¨tzung. Zusa¨tzlich ist der Konvergenzradius der direkten Ver-
fahren deutlich gro¨ßer als der der indirekten Verfahren, so dass sie weniger anfa¨llig
auf schlechte Startscha¨tzungen der Steuervariablen reagieren.
Auf der anderen Seite kann der ho¨here Speicherplatzbedarf der direkten Verfah-
ren nicht geleugnet werden. Trotz umfangreicheren Verbesserungsstrategien wie die
Ausnutzung du¨nnbesetzter Matrixstrukturen, ist der Bedarf insbesondere bei vol-
ler Diskretisierung ho¨her. Hingegen konnten die la¨ngeren Rechenzeiten der direkten
Verfahren in den letzten Jahren erheblich gesenkt werden. Ebenfalls konnte der Vor-
sprung der indirekten Verfahren bei der Genauigkeit wettgemacht werden.
Der wesentliche Unterschied beider Verfahren zeigt sich in der U¨berpru¨fbarkeit der
Optimalita¨tsbedingungen. Bei den indirekten Verfahren ist die Formulierung der
notwendigen Bedingungen noch leicht durchzufu¨hren. Fu¨r die hinreichenden Be-
dingungen werden allerdings weitere Diﬀerenzialgleichungen beno¨tigt, inklusive der
Gleichungen der zugeho¨rigen adjungierten Variablen. Der Nachweis kann daher nur
schwer und oftmals auch gar nicht erbracht werden.
Der erhaltene Vorteil, weitere Informationen aus den adjungierten Variablen gewin-
nen zu ko¨nnen und die erhaltene Lo¨sung zu bewerten, kann ebenfalls bei den direk-
ten Verfahren genutzt werden. Es ist ohne großen Mehraufwand fu¨r den Benutzer
mo¨glich, nachtra¨glich die adjungierten Variablen aus der Optimallo¨sung berechnen
zu lassen.
Die direkten Verfahren erlauben den Nachweis der notwendigen wie auch hinrei-
chenden Optimalita¨tsbedingungen, allerdings zuerst einmal nur fu¨r das diskretisierte
Problem. Damit ist eine wesentliche Voraussetzung fu¨r die Anwendung einer para-
metrischen Sensitivita¨tsanalyse erfu¨llt. Es sei allerdings darauf hingewiesen, dass
die Ergebnisse nur dann auf den kontinuierlichen Fall u¨bertragbar sind, wenn die
Konvergenz der Lo¨sung des diskreten Problems gegen die kontinuierliche gesichert
ist.
4.5 Sensitivita¨tsanalyse optimaler Steuerprozesse
In Kapitel 3.5 wurden Begriﬀe der Sensitivita¨ten nichtlinearer Optimierungspro-
bleme entwickelt. Mit dem Ru¨ckfu¨hren eines optimalen Steuerungsproblems durch
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50 Kapitel 4: Optimale Steuerprozesse
Diskretisierung auf ein nichtlineares Optimierungsproblem (4.14) hat Bu¨skens in
[Bu¨s98] eine Sensitivita¨tsberechnung fu¨r optimale Steuerprozesse (4.6) entwickelt.
Durch Anwendung direkter Verfahren ist es mo¨glich, Sensitivita¨tsableitungen sowohl
fu¨r die Funktionen als auch fu¨r Variablen des optimalen Steuerungsproblems (4.6)
anzugeben, vgl. dazu auch Bu¨skens und Maurer [Bu¨s01c]. Es wird dabei voraus-
gesetzt, dass eine Optimallo¨sung des kontinuierlichen Problems bzgl. der Sto¨rpara-
meter diﬀerenzierbar ist.
Bereits Maurer und Pesch [Mau94a, Mau94b] zeigten im Zusammenhang mit ersten
Stabilita¨tsuntersuchungen, dass die optimale Lo¨sung bzgl. der Sto¨rparameter und
der Zeit diﬀerenzierbar ist, wobei die Steuerung skalarwertig war und eine skalar-
wertige gemischte Nebenbedingungen vorausgesetzt wurde. Malanowski und Mau-
rer [Mal96, Mal98] erweiterten die Resultate auf vektorwertige Steuerungen und
gemischte Beschra¨nkungen. Ein vollsta¨ndiger Nachweis fu¨r alle Klassen von Steuer-
prozessen wurde noch nicht erbracht.
Nachfolgend sei von einer optimalen Lo¨sung 푢∗ des gesto¨rten Problems zum Nomi-
nalwert 푝0 ausgegangen. Zusa¨tzlich sei die Integrandenfunktion des Zielfunktionals
푓0 = 0, so dass von einem Steuerprozess in Meyer-Form ausgegangen wird. Das
diskretisierte, gesto¨rte, optimale Steuerungsproblem liegt somit in folgender Form
vor:
min Φ(푢, 푝) = 푔
(
푥푁(푢, 푝), 푝
)
unter 휓
(
푥푁(푢, 푝), 푝
)
= 0,
퐶
(
푥푖(푢, 푝), 푢푖(푝), 푝
) ≤ 0, 푖 = 1, . . . , 푁.
Durch 푢푖(푝) wird die diskretisierte Steuerung in Abha¨ngigkeit vom Sto¨rparameter
푝 beschrieben und 푥푖(푢, 푝) bezeichnet gerade den durch das entsprechend gewa¨hlte
Integrationsverfahren aus 푢푗(푝), 푗 = 1, . . . , 푖− 1 berechneten Zustand.
Die zugeho¨rige Lagrange-Funktion zur nominellen Sto¨rung 푝 = 푝0 ergibt sich dann
zu
퐿
(
푥(푢, 푝0), 푢, 휈, 휇, 푝0
)
= 푔
(
푥푁(푢, 푝0), 푝0
)
+ 휈푇휓
(
푥푁(푢, 푝0), 푝0
)
+ 휇푇퐶
(
푥(푢, 푝0), 푢(푝0), 푝0
)
.
Mit Hilfe der Abku¨rzungen
퐿 := 퐿
(
푥(푢∗, 푝0), 푢
∗, 휈∗, 휇∗, 푝0
)
,
푔˜ :=
(
휓(푥푁(푢
∗, 푝0), 푝0), 퐶(푥(푢
∗, 푝0), 푢
∗(푝0), 푝0)
)
und gema¨ß dem Satz 3.14 unter den Voraussetzungen von Satz 3.12 ergeben sich fu¨r
die diskretisierten Steuerungen die Sensitivita¨ten
푑푢
푑푝
(푝0) = −∇2푢퐿−1 ∇푢푝퐿−∇푢푔˜−푇 ∇푝푔˜. (4.18)
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4.5 Sensitivita¨tsanalyse optimaler Steuerprozesse 51
Sollte der Fall eines freien Anfangszustandes 푥1 auftreten, so kann dieses durch einen
erweiterten Optimierungsvektor 푢ˆ := (푢1, . . . , 푢푁 , 푥1) realisiert werden.
Um die Sensitivita¨ten der Zielfunktion berechnen zu ko¨nnen, ist es notwendig, die
Sensitivita¨tsableitungen der Zusta¨nde 푥(푡) zu ermitteln. Die diskretisierten Zusta¨nde
푥푖 = 푥푖(푢, 푝) stellen zwar keine Optimierungsvariablen dar, ko¨nnen jedoch als Zu-
geho¨rigkeitsfunktionen verstanden werden, die wiederum unabha¨ngig von den La-
grange-Multiplikatoren sind. In Anlehnung an Satz 3.16 ergibt sich:
푑푥푖
푑푝
(푝0) = ∇푢푥푖푑푢
푑푝
(푝0) +∇푝푥푖, 푖 = 1, . . . , 푁.
Durch die Verwendung der Folgerung 3.18 und der Sensitivita¨tsableitung des Zu-
standes fu¨r 푖 = 푁 kann die Sensitivita¨t der Zielfunktion angegeben werden zu
푑Φ
푑푝
(푝0) =
푑푔
푑푝
(
푥푁(푢(푝0)), 푝0
)
= ∇푥푁푔
푑푥푁
푑푝
(푝0) +∇푝푔
= ∇푥푁푔
[
∇푢푥푁 푑푢
푑푝
(푝0) +∇푝푥푁
]
+∇푝푔
Letztere Gleichung kann noch weiter umgeschrieben werden, so dass sie unabha¨ngig
von den Sensitivita¨ten der Optimierungsvariable ist:
푑Φ
푑푝
(푝0) = ∇푝퐿 = ∇푝푔 + (휈∗푇 , 휇∗푇 )∇푝푔˜.
Mit Hilfe der berechneten Lo¨sung des ungesto¨rten Problems und der Ermittlung der
Sensitivita¨tsableitungen ko¨nnen diese in der Echtzeitoptimierung zur Anwendung
kommen. Entscheidend dabei ist, dass bei Sto¨rungen im System schnell eine alter-
native Bahn bzw. Steuerung bereitstehen muss um eine Instabilita¨t zu umgehen. Um
dieses zu gewa¨hrleisten, wa¨re eine komplette Neuberechnung des optimalen Steue-
rungsproblems unter Beru¨cksichtigung der Sto¨rung keine gute und schnelle Lo¨sung.
Fu¨r etwaige notwendige Steuerkorrekturen, hervorgerufen durch Sto¨rungen, z. B.
in der Dynamik, kann um ein Vielfaches schneller und korrekter reagiert werden,
wenn diese Berechnung entfa¨llt. Die Sensitivita¨ten werden bereits oﬄine zusammen
mit der nominellen Lo¨sung berechnet und stehen somit fu¨r den online Einsatz zur
Verfu¨gung.
In Bu¨skens und Gerdts [Bu¨s03] wird dieses Vorgehen am Beispiel eines Notlande-
mano¨vers eines Raumgleiters beschrieben. Bu¨skens und Knauer [Bu¨s04] verwenden
diesen Vorteil bei der Bahnplanung eines Industrieroboters.
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Kapitel 5
Linear quadratische
Regulatorprobleme
In Kapitel 4 wurden bereits notwendige Optimalita¨tsbedingungen fu¨r kontinuierli-
che optimale Steuerprozesse formuliert, wobei es sich um eine allgemeine Dynamik
und ein allgemeines Zielfunktional handelte. In diesem Kapitel wird der Fall einer
linearen Systemdynamik ohne Beschra¨nkungen mit quadratischer Zielfunktion un-
tersucht.
In Abschnitt 5.1 wird das Ziel verfolgt, ein optimales Regelgesetz herzuleiten, so dass
der Zustand eines lineares System zum festen Endzeitpunkt 푡푓 zu Null geregelt wird.
In der Literatur sind diese Probleme bekannt als LQR-Probleme17. Um den Aufwand
bei der Berechnung und der Speicherung der Daten mo¨glichst gering zu halten wird
in Abschnitt 5.3 der Fall einer suboptimalen Regelung untersucht. Zuvor wird in
Abschnitt 5.2 ein kurzer Einblick in die Grundlagen der Systemtheorie gewa¨hrt, die
fu¨r die Behandlung suboptimaler Regler notwendig sind.
Eine U¨bersicht u¨ber linear quadratische Methode wird unter anderem in Anderson
und Moore [And89] und Athans und Falb [Ath66] gegeben. Weitere Einblicke in die
Theorie geben Lewis und Syrmos [Lew95] sowie Bryson und Ho [Bry75].
Fo¨llinger [Fo¨l94a, Fo¨l94b] und Weihrich [Wei73] geben eine Einfu¨hrung in das The-
ma mit einem großen Bezug zur Verwendung in der Praxis.
5.1 Das optimale Regelgesetz
Der zu steuernde Zustand ist gegeben durch die lineare Dynamik
푥˙(푡) = 퐴(푡)푥(푡) +퐵(푡)푢(푡) (5.1)
17engl.: linear quadratic regulator
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54 Kapitel 5: Linear quadratische Regulatorprobleme
mit 푥(푡) ∈ R푛, 푢(푡) ∈ R푚 und geeignet dimensionierten Matrizen 퐴 und 퐵. Als
Zielfunktional wird die quadratische Funktion der Form
Ψ(푥, 푢) =
1
2
푥푇(푡푓 )푆푥(푡푓 ) +
1
2
푡푓∫
푡0
[
푥푇(푡)푄(푡)푥(푡) + 푢푇(푡)푅(푡)푢(푡)
]
푑푡 (5.2)
betrachtet, wobei 푆 ∈ R푛×푛 positiv semideﬁnit, 푄(푡) ∈ R푛×푛 positiv semideﬁnit und
푅(푡) ∈ R푚×푚 positiv deﬁnit, ∀푡 ∈ [푡0, 푡푓 ] symmetrische Matrizen sind. Des Weiteren
ist es mo¨glich, dass alle auftretenden Matrizen bis auf 푆 sowohl zeitvariant als auch
zeitinvariant sein ko¨nnen. Als Zeitintervall sei [푡0, 푡푓 ] mit einem Anfangszustand
푥(푡0) = 푥0 gegeben, der Endzustand sei frei. Ziel ist es eine Steuerung 푢(푡) zu
ﬁnden, die das Zielfunktional Ψ minimiert.
Zur Lo¨sung des Problems wird zuerst die Hamilton-Funktion gema¨ß Gleichung
(4.7) gebildet. Ohne Einschra¨nkung der Allgemeinheit sei im Weiteren 휆0 := 1, vgl.
Satz 4.11.
퐻(푥, 휆, 푢, 푡) =
1
2
(
푥푇(푡)푄(푡)푥(푡) + 푢푇(푡)푅(푡)푢(푡)
)
+ 휆푇(푡)
(
퐴(푡)푥(푡) +퐵(푡)푢(푡)
)
Die Zustands- und die Kozustandsgleichung ergeben sich gema¨ß (4.8) zu
푥˙(푡) =
∂퐻
∂휆
= 퐴(푡)푥(푡) + 퐵(푡)푢(푡)
휆˙(푡) = − ∂퐻
∂푥
= −푄(푡)푥(푡)− 퐴푇(푡)휆(푡).
Die stationa¨re Bedingung (4.12) liefert
0 =
∂퐻
∂푢
= 푅(푡)푢(푡) + 퐵푇(푡)휆(푡). (5.3)
Durch Umformen von Gleichung (5.3) erha¨lt man
푢(푡) = −푅−1(푡)퐵푇(푡)휆(푡), (5.4)
wobei 푅(푡) regula¨r und damit invertierbar ist, da 푅 als positiv deﬁnit vorausgesetzt
wurde. Die optimale Steuerung ist somit festgelegt, wenn es gelingt, eine Lo¨sung fu¨r
den Kozustand zu erhalten. Durch Einsetzen von (5.4) in die Zustandsdiﬀerential-
gleichung la¨sst sich 푢 eliminieren. Man erha¨lt
푥˙(푡) = 퐴(푡)푥(푡)−퐵(푡)푅−1(푡)퐵푇(푡)휆(푡)
In kompakter Schreibweise ergibt sich das System(
푥˙(푡)
휆˙(푡)
)
=
(
퐴(푡) −퐵(푡)푅−1(푡)퐵푇(푡)
−푄(푡) −퐴푇(푡)
)(
푥(푡)
휆(푡)
)
, (5.5)
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dass auch als Hamilton-System oder als Hamilton-Gleichungen bezeichnet wird.
Es handelt sich dabei um ein System aus 2푛 homogenen linearen Diﬀerentialgleichun-
gen. Da der Anfangszustand zum Zeitpunkt 푡0 durch 푥0 gegeben ist und der Endzu-
stand als frei angenommen wird, ergibt sich gema¨ß der Transversalita¨tsbedingung
(4.9) die zusa¨tzliche Randbedingung
휆(푡푓 ) =
∂푔
∂푥(푡푓 )
= 푆푥(푡푓 ). (5.6)
Es wird davon ausgegangen, dass die Beziehung (5.6) nicht nur im Endzeitpunkt 푡푓 ,
sondern auch zu allen anderen Zeitpunkten 푡 ∈ [푡0, 푡푓 ] mit einer noch zu bestimmen-
den Matrixfunktion 푃 (푡) gilt mit
휆(푡) = 푃 (푡)푥(푡), 푡 ∈ [푡0, 푡푓 ]. (5.7)
Ist es mo¨glich ein solches 푃 (푡) zu bestimmen, dann kann man (5.7) als richtig an-
sehen. Dieses Vorgehen ist in der Literatur auch als sweep method bekannt, vgl.
Bryson und Ho [Bry75] und Gelfand und Fomin [Gel63].
Dazu wird die Gleichung (5.7) in die Hamilton-Gleichungen (5.5) eingesetzt:
푥˙(푡) = 퐴(푡)푥(푡)−퐵(푡)푅−1(푡)퐵푇(푡)푃 (푡)푥(푡) (5.8)
푃˙ (푡)푥(푡) + 푃 (푡)푥˙(푡) = −푄(푡)푥(푡)− 퐴푇(푡)푃 (푡)푥(푡) (5.9)
Anschließend wird (5.8) in (5.9) eingesetzt und man erha¨lt(
푃˙ (푡)− 푃 (푡)퐵(푡)푅−1(푡)퐵푇(푡)푃 (푡) + 푃 (푡)퐴(푡) + 퐴푇(푡)푃 (푡) +푄(푡)
)
푥(푡) = 0.
Diese Gleichung muss zu allen Zeitpunkten 푡 ∈ [푡0, 푡푓 ] gelten. Da fu¨r beliebige An-
fangszusta¨nde 푥0 die Zustandstrajektorie 푥(푡) aus (5.8) der Gleichung genu¨gen muss,
muss notwendigerweise gelten:
푃˙ (푡) = 푃 (푡)퐵(푡)푅−1(푡)퐵푇(푡)푃 (푡)− 푃 (푡)퐴(푡)− 퐴푇(푡)푃 (푡)−푄(푡). (5.10)
Es handelt sich dabei um ein Matrixdiﬀerentialgleichung 1. Ordnung fu¨r die Matrix
푃 (푡) ∈ R푛×푛. Sie wird als Riccati-Diﬀerentialgleichung bezeichnet. Es sei darauf
hingewiesen, dass es sich aufgrund des ersten Terms der rechten Seite in (5.10) um
eine nichtlineare Diﬀerentialgleichung handelt.
Um eine eindeutige Lo¨sung der Riccati-Diﬀerentialgleichung zu bekommen, muss
eine Anfangsbedingung formuliert werden. Man erha¨lt aus der Ausgangsgleichung
(5.7) und der Transversalita¨tsbedingung (5.6)
푃 (푡푓 )푥(푡푓 ) = 휆(푡푓 ) = 푆푥(푡푓 ),
so dass
푃 (푡푓 ) = 푆 (5.11)
eine geeignete Anfangsbedingung ist. Zusa¨tzlich gilt fu¨r 푃 (푡) folgendes Lemma:
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Lemma 5.1
Sei 푃 (푡) die Lo¨sung der Riccati-Diﬀerentialgleichung (5.10) mit dem Anfangswert
(5.11), dann ist 푃 (푡) symmetrisch fu¨r alle 푡 ∈ [푡0, 푡푓 ]. ♢
Beweis:
Die Matrizen 푄(푡) und 푅(푡) sind als symmetrisch Matrizen gegeben, also auch
퐵(푡)푅−1(푡)퐵푇(푡). Durch Transponieren beider Seiten in Gleichung (5.10) erha¨lt man(
푃˙ (푡)
)푇
= 푃 푇(푡)퐵(푡)푅−1(푡)퐵푇(푡)푃 푇(푡)− 푃 푇(푡)퐴(푡)− 퐴푇(푡)푃 푇(푡)−푄(푡). (5.12)
Weiter gilt fu¨r jede Matrix 푃 (푡)(
푑
푑푡
푃 (푡)
)푇
=
푑
푑푡
(
푃 푇(푡)
)
. (5.13)
Vergleicht man Gleichung (5.12) mit (5.10) unter Beachtung von (5.13), ist oﬀen-
sichtlich, dass sowohl 푃 (푡) als auch 푃 푇(푡) Lo¨sungen der gleichen Diﬀerentialgleichung
sind. Weiter ist 푆 als symmetrische Matrix gegeben, also 푃 푇(푡푓 ) = 푆
푇 = 푆. Damit
erha¨lt man fu¨r die Anfangsbedingung
푃 (푡푓 ) = 푃
푇(푡푓 ) = 푆.
Gema¨ß den Voraussetzungen einer eindeutigen Lo¨sung einer Diﬀerentialgleichung
ergibt sich 푃 (푡) = 푃 푇(푡). ■
Die Steuerung la¨sst sich schreiben als
푢∗(푡) = −퐾(푡)푥(푡) = −푅−1(푡)퐵푇(푡)푃 (푡)푥(푡),
mit 퐾(푡) ∈ R푚×푛, 퐾(푡) := 푅−1(푡)퐵푇(푡)푃 (푡). Dabei handelt es sich um die eindeutig
bestimmte optimale Steuerung, die das Zielfunktional (5.2) minimiert. Die Eindeu-
tigkeit liefert die Gleichung (5.8) mit Anfangsbedingung 푥(푡0) = 푥0 zusammen mit
der eindeutigen Lo¨sung 푃 (푡) der Riccati-Diﬀerentialgleichung.
Da 푅(푡) als positiv deﬁnit fu¨r alle 푡 ∈ [푡0, 푡푓 ] vorausgesetzt wurde, sind die strengen
Legendre-Clebsch-Bedingungen (4.11) erfu¨llt mit
∇푢퐻(푡) = 0 und ∇2푢퐻(푡) = 푅(푡) > 0 (positiv deﬁnit).
Damit ist auch die Existenz dieser Steuerung 푢∗(푡) gesichert.
Lemma 5.2
Gegeben sei das lineare System (5.1) und das Zielfunktional (5.2). Der minimale
Wert des Zielfunktionals ist durch die Funktion
Ψ∗(푡) =
1
2
푥푇(푡)푃 (푡)푥(푡) (5.14)
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gegeben, wobei 푃 (푡) die Lo¨sung der Riccati-Diﬀerentialgleichung (5.10) mit An-
fangsbedingung (5.11) ist. Ist zudem die optimale Steuerung 푢∗(푡) /= 0 fu¨r alle
Zusta¨nde, so ist die Matrix 푃 (푡) positiv deﬁnit fu¨r alle 푡 mit 푡0 ≤ 푡 < 푡푓 , und
푃 (푡푓 ) = 푆 positiv semideﬁnit. ♢
Beweis:
Ausgangspunkt ist die quadratische Form 푥푇(푡)푃 (푡)푥(푡). Diﬀerenzieren nach der Zeit
푡 ergibt:
푑
푑푡
(
푥푇(푡)푃 (푡)푥(푡)
)
= 푥˙푇(푡)푃 (푡)푥(푡) + 푥푇(푡)푃˙ (푡)푥(푡) + 푥푇(푡)푃 (푡)푥˙(푡)
= 푥푇(푡)
(
퐴(푡)−퐵(푡)푅−1(푡)퐵푇(푡)푃 (푡))푇 푃 (푡)푥(푡)
+ 푥푇(푡)
(
푃 (푡)퐵(푡)푅−1(푡)퐵푇(푡)푃 (푡)− 푃 (푡)퐴(푡)− 퐴푇(푡)푃 (푡)−푄(푡))푥(푡)
+ 푥푇(푡)푃 (푡)
(
퐴(푡)− 퐵(푡)푅−1(푡)퐵푇(푡)푃 (푡))푥(푡).
Da 푅(푡) und 푃 (푡) gema¨ß Lemma 5.1 symmetrisch sind, folgt
푑
푑푡
(
푥푇(푡)푃 (푡)푥(푡)
)
= − (푥푇(푡)푄(푡)푥(푡) + 푥푇(푡)푃 (푡)퐵(푡)푅−1(푡)퐵푇(푡)푃 (푡)푥(푡)) .
Der zweite Summand der rechten Seite la¨sst sich mit der Steuerung 푢(푡) =
−푅−1(푡)퐵푇(푡)푃 (푡)푥(푡) vereinfachen zu
− 푑
푑푡
(
푥푇(푡)푃 (푡)푥(푡)
)
= 푥푇(푡)푄(푡)푥(푡) + 푢푇(푡)푅(푡)푢(푡).
Mittels Integration u¨ber [푡0, 푡푓 ] erha¨lt man
−푥푇(푡푓 )푃 (푡푓 )푥(푡푓 ) + 푥푇(푡0)푃 (푡0)푥(푡0) =
푡푓∫
푡0
[
푥푇(푡)푄(푡)푥(푡) + 푢푇(푡)푅(푡)푢(푡)
]
푑푡.
Da 푃 (푡) die Lo¨sung der Riccati-Diﬀerentialgleichung mit 푃 (푡푓 ) = 푆 ist, ergibt sich:
푥푇(푡0)푃 (푡0)푥(푡0) = 푥
푇(푡푓 )푆푥(푡푓 ) +
푡푓∫
푡0
[
푥푇(푡)푄(푡)푥(푡) + 푢푇(푡)푅(푡)푢(푡)
]
푑푡.
Bis auf den Faktor 1
2
steht auf der rechten Seite gerade das Zielfunktional (5.2). Da
푢 als die optimale Steuerung 푢∗ gewa¨hlt wurde ist der minimale Zielfunktionswert
Ψ∗ durch die Funktion
Ψ∗(푡0) =
1
2
푥푇(푡0)푃 (푡0)푥(푡0)
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gegeben. Damit kann fu¨r jeden Anfangswert 푥(푡0) der Wert des Zielfunktionals fu¨r
die optimale Steuerung 푢∗ berechnet werden. Es ist also mo¨glich, einen beliebigen
Anfangszeitpunkt 푡 ∈ [푡0, 푡푓 ] zu wa¨hlen, so dass auf dem Teilintervall [푡, 푡푓 ] der Wert
des Zielfunktional beschrieben wird durch
Ψ∗(푡) =
1
2
푥푇(푡)푃 (푡)푥(푡).
Die positive Deﬁnitheit von 푃 (푡) folgt aus der Konstruktion des Zielfunktionals. Da
푆 und 푄(푡) positiv semideﬁnit ∀푡 ∈ [푡0, 푡푓 ], 푅(푡) positiv deﬁnit ∀푡 ∈ [푡0, 푡푓 ] und es
sich um quadratische Terme handelt, muss Ψ(푥, 푢) > 0 sein, also auch Ψ∗(푡), falls
푢∗(푡) /= 0. Damit ist 푃 (푡) fu¨r 푡0 ≤ 푡 < 푡푓 positiv deﬁnit. ■
Durch die Gleichung (5.14) ist es mo¨glich, fu¨r jeden gegebenen Zustand den Wert
des Zielfunktionals fu¨r die optimale Steuerung zu berechnen. Es kann somit be-
reits vor der Anwendung der optimalen Regelung ein Wert fu¨r dessen Leistung und
Verhalten18 auf dem Intervall [푡, 푡푓 ] berechnet werden.
Zusammenfassend la¨sst sich der folgende Satz formulieren:
Satz 5.3 (Optimale zeitabha¨ngige Regelung)
Gegeben sei das lineare System (5.1) und das Zielfunktional (5.2), wobei 푢(푡) keiner
Beschra¨nkung unterliegt. Die Endzeit 푡푓 sei fest und 푥(푡0) = 푥0 gegeben. 푆 und 푄(푡)
seien positiv semideﬁnite symmetrische Matrizen und 푅(푡) positiv deﬁnite und sym-
metrisch, fu¨r alle Zeitpunkte 푡. Dann existiert eine eindeutige optimale Steuerung
푢∗(푡) = −푅−1(푡)퐵푇(푡)푃 (푡)푥(푡),
mit der 푛 × 푛 symmetrischen Matrix 푃 (푡), die eindeutige Lo¨sung der Riccati-
Diﬀerentialgleichung
푃˙ (푡) = 푃 (푡)퐵(푡)푅−1(푡)퐵푇(푡)푃 (푡)− 푃 (푡)퐴(푡)− 퐴푇(푡)푃 (푡)−푄(푡),
푃 (푡푓 ) = 푆.
Der Minimalwert Ψ∗ des Zielfunktionals ist gegeben durch
Ψ∗(푡) =
1
2
푥푇(푡0)푃 (푡0)푥(푡0)
Der Zustand des geschlossenen optimalen Systems ist gegeben durch die Lo¨sung des
linearen Diﬀerentialgleichungssystems
푥˙(푡) =
(
퐴(푡)−퐵(푡)푅−1(푡)퐵푇(푡)푃 (푡))푥(푡), 푥(푡0) = 푥0. ♢
18In der englischsprachigen Literatur ist
”
Leistung“ und
”
Verhalten“ zusammenfassend als
”
per-
formance“ bekannt.
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Bemerkung 5.4 (Joseph-Form)
Bessere numerische Eigenschaften weist die sogenannte Joseph-Form19 der Ricca-
ti-Diﬀerentialgleichung auf. Aus der Gleichung (5.10) ergibt sich zusammen mit der
Regelungsmatrix 퐾(푡) := 푅−1(푡)퐵푇(푡)푃 (푡) der Zustandsru¨ckfu¨hrung:
−푃˙ (푡) =(퐴(푡)−퐵(푡)퐾(푡))푇푃 (푡) + 푃 (푡)(퐴(푡)−퐵(푡)퐾(푡))
+퐾푇(푡)푅(푡)퐾(푡) +푄(푡).
(5.15)
♢
5.2 Grundlagen der Systemtheorie
Fu¨r die Erarbeitung suboptimaler Regler ist es notwendig einige Kenntnisse aus
der Systemtheorie bereitzustellen. Aus diesem Grund werden in diesem Abschnitt
einige Grundlagen der Systemtheorie pra¨sentiert. Der Schwerpunkt liegt dabei in der
Erkla¨rung der Begriﬀe und nicht in der Herleitung von Gleichungen oder Beweisen.
Eine ausfu¨hrliche Behandlung kann in zahlreichen Bu¨chern (vgl. [Lun08a, Lun08b,
Fo¨l94b]) nachgeschlagen werden.
5.2.1 Stabilita¨t
Bei der Betrachtung von autonomen Diﬀerentialgleichungssystemen der Form
푥˙(푡) = 푓(푥(푡)), 푥(푡0) = 푥0 (5.16)
ergibt sich unmittelbar die Deﬁnition der Ruhelage:
Deﬁnition 5.5 (Ruhelage)
Eine Lo¨sung der Gleichung
0 = 푓(푥푅)
des autonomen Systems (5.16) heißt Ruhelage bzw. Gleichgewicht20. ♢
Demnach ist eine Ruhelage ein Zustand, in dem das System verharrt. Es mu¨ssen
alle zeitlichen Ableitungen Null sein. Die Deﬁnition der Ruhelage la¨sst sich auch auf
Systeme erweitern, die zusa¨tzlich von einer Steuerung abha¨ngen, indem zusa¨tzlich
eine konstante Steuerung 푢푅 vorausgesetzt wird.
In der Systemtheorie wird die Fragestellung untersucht, wie das Langzeitverhalten
dynamischer Systeme ist, und ob ein System gegen eine bestimmte Ruhelage 푥푅
19engl.: Joseph stabilized formulation
20In der Literatur auch als Betriebszustand bezeichnet.
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konvergiert. Ohne Einschra¨nkung der Allgemeinheit kann diese Ruhelage zu 푥푅 = 0
angenommen werden, da dies durch eine Transformation stets erreicht werden kann.
Weiter wird vorausgesetzt, dass die Lo¨sung nahe dem Ursprung fu¨r alle Anfangswerte
und fu¨r endliche Zeit 푡 > 0 existiert. Man kann folgende Deﬁnition der Stabilita¨t
angeben.
Deﬁnition 5.6 (Stabilita¨t21)
Sei 푥푅 eine Ruhelage des Systems (5.16).
i. Die Ruhelage 푥푅 heißt stabil, falls fu¨r jedes 휀 > 0 ein 훿 > 0 existiert, so dass
die Ungleichung
∥푥(푡)− 푥푅∥ ≤ 휀, ∀푡 ≥ 0
fu¨r alle Anfangswerte 푥0 mit ∥푥0 − 푥푅∥ < 훿 erfu¨llt ist.
ii. Die Ruhelage 푥푅 heißt asymptotisch stabil, falls sie stabil ist und weiter fu¨r
jedes 훿 > 0 und jedes 휀 > 0 ein 푡푔 ≥ 0 existiert, mit
∥푥(푡)− 푥푅∥ ≤ 휀, ∀푡 ≥ 푡푔
fu¨r alle Anfangswerte 푥0 mit ∥푥0 − 푥푅∥ < 훿. ♢
Die Stabilita¨t in i. bedeutet prinzipiell, dass das homogene Diﬀerentialgleichungssy-
stem fu¨r alle 푡 ≥ 0 beschra¨nkt ist, wa¨hrend durch die gleichma¨ßige Konvergenz in
ii. zusa¨tzlich noch lim
푡→∞
∥푥(푡)∥ = 0 gefordert wird.
Als Kriterium fu¨r Stabilita¨t la¨sst sich der folgende Satz formulieren.
Satz 5.7 (Asymptotische Stabilita¨t)
Eine Ruhelage 푥푅 des Systems
푥˙(푡) = 퐴푥(푡)
ist genau dann asymptotisch stabil, wenn alle Eigenwerte der Matrix 퐴 in der linken
komplexen Halbebene liegen. ♢
Beweis:
Eine Herleitung des Kriteriums ist in Lunze [Lun08a] zu ﬁnden. ■
In der Literatur wird ha¨uﬁg anstelle von asymptotischer Stabilita¨t einer beliebigen
Ruhelage nur von der Stabilita¨t des Systems gesprochen, wobei 푥푅 immer zu Null
vorausgesetzt wird. Dieses ist insofern zula¨ssig, sollten lineare Systeme mit det퐴 /= 0
21Die Deﬁnition ist auch als Stabilita¨t im Sinne von Ljapunow bekannt.
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betrachtet werden, die nur die Ruhelage 푥푅 = 0 besitzen. Der gleiche Sprachgebrauch
ist fu¨r Systeme mit singula¨ren Systemmatrizen 퐴 ebenfalls anwendbar, da deren
unendlich vielen Ruhelagen stets die selbe Stabilita¨tseigenschaft haben.
Kehrt man zuru¨ck zu einem linearen zeitinvarianten Steuerprozess mit
푥˙(푡) = 퐴푥(푡) + 퐵푢(푡), 푥(푡0) = 푥0, (5.17)
wobei 퐴 ∈ R푛×푛 und 퐵 ∈ R푛×푚, deren Lo¨sung durch
푥(푡) = 푒퐴(푡−푡0)푥(푡0) +
푡∫
푡0
푒퐴(푡−휏)퐵푢(휏) 푑휏 (5.18)
gegeben ist, so kann es sein, dass das System (5.17) mit 푢(푡) = 0, fu¨r alle 푡 ∈ [0,∞[
instabil ist. Es dra¨ngt sich die Frage auf, ob durch eine geeignet gewa¨hlte Steuerung
푢(푡) /= 0 das urspru¨nglich instabile System gegen eine Ruhelage 푥푅 = 0 konvergiert
oder diese sogar erreicht.
Deﬁnition 5.8
Das System (5.17) heißt stabilisierbar, wenn eine Matrix 퐾 ∈ R푚×푛 existiert, so
dass die Dynamik
푥˙(푡) = (퐴+퐵퐾)푥(푡)
asymptotisch stabil ist. ♢
Mit Satz 5.7 la¨sst sich direkt ein Kriterium formulieren.
Satz 5.9 (Stabilisierbarkeit)
Das System (5.17) ist genau dann stabilisierbar, wenn die Eigenwerte der Matrix
퐴+ 퐵퐾
in der linken komplexen Halbebene liegen. ♢
Beweis:
Anwendung von Satz 5.7 auf die Systemmatrix 퐴+ 퐵퐾. ■
5.2.2 Steuerbarkeit
Es soll nun die Frage gekla¨rt werden, ob es mo¨glich ist, das System (5.17) in einen
gewu¨nschten Endzustand zu steuern. Im Folgenden geht es darum, ein Kriterium zu
ﬁnden, um festzustellen, welche Zusta¨nde 푥˜ durch eine geeignete Wahl der Steuerung
in endlicher Zeit in eine gewu¨nschte Ruhelage 푥푅 u¨berfu¨hrt werden ko¨nnen. Auch
hier sei ohne Einschra¨nkung der Allgemeinheit 푥푅 = 0 angenommen.
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Deﬁnition 5.10
Gegeben sei das System (5.17)
i. Ein Zustand 푥˜ ∈ R푛 des Systems (5.17) heißt steuerbar, falls eine Steuerung
푢(푡) existiert, die in endlicher Zeit 푡 den Anfangszustand 푥(푡0) = 푥˜ in den
Endzustand 푥(푡푓 ) = 0 u¨berfu¨hrt.
ii. Das System (5.17) heißt vollsta¨ndig steuerbar, wenn jeder Zustand 푥˜ ∈ R푛
steuerbar ist. ♢
Als verku¨rzende Schreibweise wird das Steuerungssystem (5.17) durch (퐴,퐵) be-
schrieben, wodurch die Abha¨ngigkeit des Systems von den Matrizen 퐴 und 퐵 ver-
deutlicht wird. Es la¨sst sich zeigen:
Satz 5.11 (Steuerbarkeitskriterium nach Kalman)
Das System (퐴,퐵) ist genau dann vollsta¨ndig steuerbar, wenn fu¨r die Steuerbar-
keitsmatrix
Rang
([
퐵,퐴퐵,퐴2퐵, . . . , 퐴푛−1퐵
])
= 푛
gilt. ♢
Beweis:
Der Beweis des Steuerbarkeitskriteriums nach Kalman ist in Lunze [Lun08b] er-
bracht. ■
Wird eine Steuerung so gewa¨hlt, dass das System in endlicher Zeit in die Ruhelage
푥푅 = 0 u¨berfu¨hrt wird und anschließend identisch zu Null gesetzt wird, ergibt sich
die Folgerung:
Folgerung 5.12
Ist das System (5.17) vollsta¨ndig steuerbar, so ist es auch stabilisierbar. ♢
Eine a¨quivalente Formulierung zu Satz 5.11 stellt das Kriterium von Hautus dar.
Satz 5.13 (Popov-Belevitch-Hautus-Kriterium fu¨r vollst. Steuerbarkeit)
Das System (퐴,퐵) ist genau dann vollsta¨ndig steuerbar, wenn die Bedingung
Rang
(
[휆퐼 − 퐴,퐵]) = 푛,
fu¨r alle Eigenwerte 휆 ∈ C von 퐴 erfu¨llt ist. ♢
Beweis:
In Lunze [Lun08b] kann eine entsprechende Herleitung gefunden werden. ■
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5.2.3 Beobachtbarkeit
Sei zusa¨tzlich zum linearen zeitinvarianten System (5.17) eine Ausgangsgro¨ße 푦 de-
ﬁniert. Zusammen erha¨lt man
푥˙(푡) = 퐴푥(푡) +퐵푢(푡)
푦(푡) = 퐶푥(푡) +퐷푢(푡),
(5.19)
wobei 푥(푡) ∈ R푛, 푢(푡) ∈ R푚 und 푦(푡) ∈ R푝 gilt. Die Matrizen seien geeignet di-
mensioniert mit 퐴 ∈ R푛×푛, 퐵 ∈ R푛×푚, 퐶 ∈ R푝×푛 und 퐷 ∈ R푝×푚. Wie zuvor in
Abschnitt 5.2.2 wird ebenfalls eine verku¨rzende Schreibweise eingefu¨hrt, so dass das
System (5.19) durch (퐴,퐵,퐶,퐷) beschrieben werden kann.
Bei der Entwicklung von Reglern taucht ha¨uﬁg das Problem auf, dass man be-
stimmte Zusta¨nde bei einem Anwendungsproblem nicht messen kann. Es muss also
ein anderer Weg gefunden werden um an diese Werte zu gelangen. Man hat sich
deshalb Gedanken daru¨ber gemacht, ob es mo¨glich ist, gerade diese Zusta¨nde mit
Hilfe der Steuerung 푢(푡) und dem messbaren oder beobachtbaren Ausgang 푦(푡) zu
ermitteln.
Deﬁnition 5.14
Gegeben sei das System (5.19).
i. Ein Zustand 푥˜ ∈ R푛 des Systems (5.19) heißt beobachtbar, falls eine Steue-
rung 푢(푡) u¨ber eine endliche Zeitspanne existiert, so dass der Anfangszustand
푥(푡0) = 푥˜ aus der Kenntnis von 푦(푡)und 푢(푡) mit 푡 < ∞ eindeutig ermittelt
werden kann.
ii. Das System (5.19) heißt vollsta¨ndig beobachtbar, wenn jeder Zustand 푥˜ ∈ R푛
beobachtbar ist. ♢
Es lassen sich auch fu¨r die vollsta¨ndige Beobachtbarkeit a¨hnliche Kriterien wie von
Kalman und Hautus fu¨r die vollsta¨ndige Steuerbarkeit beweisen.
Satz 5.15 (Beobachtbarkeitskriterium nach Kalman)
Das System (퐴,퐵,퐶) ist genau dann vollsta¨ndig beobachtbar, wenn fu¨r die Beob-
achtbarkeitsmatrix
Rang
⎛
⎜⎜⎜⎜⎜⎝
퐶
퐶퐴
퐶퐴2
...
퐶퐴푛−1
⎞
⎟⎟⎟⎟⎟⎠ = 푛
gilt. ♢
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Beweis:
Der Beweis des Beobachtbarkeitskriteriums nach Kalman ist in Lunze [Lun08b] zu
ﬁnden. ■
Satz 5.16 (Popov-Belevitch-Hautus-Kriterium fu¨r vollst.Beobachtbarkeit)
Das System (퐴,퐵) ist genau dann vollsta¨ndig steuerbar, wenn die Bedingung
Rang
(
휆퐼 − 퐴
퐶
)
= 푛,
fu¨r alle Eigenwerte 휆 ∈ C von 퐴 erfu¨llt ist. ♢
Beweis:
In Lunze [Lun08b] ist der Beweis auf Basis der Dualita¨t von Steuerbarkeit und
Beobachtbarkeit gegeben. ■
Mit diesen Ergebnissen wird im folgenden Abschnitt die Weiterentwicklung der op-
timalen Regelung im Hinblick auf ein suboptimales Regelgesetz fortgesetzt. Es wird
sich zeigen, dass das aufgestellte suboptimale Regelgesetz auf der Basis anderer
Voraussetzungen mitunter als optimal anzusehen ist.
5.3 Das suboptimale Regelgesetz
Im Abschnitt 5.1 wurde eine Steuerung gema¨ß der Vorschrift
푢(푡) = −퐾(푡)푥(푡) (5.20)
entworfen. Die Matrix 퐾(푡) der Zustandsru¨ckfu¨hrung ist dabei stets zeitvariant,
selbst wenn eine autonome Systemdynamik (5.1) vorliegt. Dies ist nicht unbedingt
als Vorteil zu sehen, da die no¨tigen Berechnungen, spezielle die Lo¨sung der Riccati-
Diﬀerentialgleichung, sehr rechenintensiv sein ko¨nnen. Zusa¨tzlich muss die Matrix
퐾(푡) zu allen Zeitpunkten 푡 ∈ [푡0, 푡푓 ] bekannt sein, bzw. an hinreichend vielen Zeit-
punkten, so dass bei der Berechnung des geschlossenen Systems die Eintra¨ge von
퐾(푡) gegebenenfalls durch Interpolation ermittelt werden ko¨nnen.
Es soll hier das Ziel verfolgt werden, eine Steuerung zu ﬁnden, so dass fu¨r eine
zeitinvariante Dynamik
푥˙(푡) = 퐴푥(푡) + 퐵푢(푡) (5.21)
mit 푥(푡) ∈ R푛, 푢(푡) ∈ R푚, dem Anfangszustand 푥(푡0) = 푥0 und geeignet dimensio-
nierten Matrizen, das optimale Regelgesetz durch ein suboptimales Regelgesetz mit
einer konstanten Matrix 퐾∞ beschrieben werden kann:
푢(푡) = −퐾∞푥(푡). (5.22)
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5.3 Das suboptimale Regelgesetz 65
Durch die weiterfu¨hrenden Betrachtungen in Abschnitt 5.3.3 wird sich zeigen, dass
das suboptimale Regelgesetz (5.22) fu¨r ein vera¨ndertes Zielfunktional sogar die op-
timale Lo¨sung sein wird.
Um eine solche konstante Matrix 퐾∞ zu erhalten, wa¨re eine Idee, die Grenzlo¨sung
von 퐾(푡) fu¨r 푡→∞ zu nehmen. Das wiederum wu¨rde bedeuten, dass eine konstante
Grenzlo¨sung 푃∞ der Riccati-Diﬀerentialgleichung fu¨r (푡푓 − 푡)→∞22 existiert. Es
wird sich zeigen, dass im Falle der Existenz einer solchen Grenzlo¨sung, das resultie-
rende suboptimale Regelgesetz bereits zufriedenstellende Ergebnisse liefert.
Zuna¨chst wird der Einﬂuss einer beliebigen Zustandsru¨ckfu¨hrung auf das zu steu-
ernde System diskutiert.
5.3.1 Auswirkung suboptimaler Regelung
Der zu steuernde Zustand sei gegeben durch die lineare Dynamik
푥˙(푡) = 퐴(푡)푥(푡) +퐵(푡)푢(푡) (5.23)
mit 푥(푡) ∈ R푛, 푢(푡) ∈ R푚, dem Anfangszustand 푥(푡0) = 푥0 und geeignet dimen-
sionierten Matrizen. Weiter sei das Steuergesetz (5.20) gegeben, wobei von einer
beliebig fest vorgegebenen Matrixfunktion 퐾(푡) ausgegangen wird. Das Interesse sei
zuna¨chst auf die Auswirkungen einer solchen Steuerung auf das Zielfunktional
Ψ(푥, 푢) =
1
2
푥푇(푡푓 )푆푥(푡푓 ) +
1
2
푡푓∫
푡0
[
푥푇(푡)푄(푡)푥(푡) + 푢푇(푡)푅(푡)푢(푡)
]
푑푡
gerichtet und nicht auf die Herkunft der Matrixfunktion 퐾(푡).
Um den Wert des Zielfunktionals fu¨r ein beliebiges 퐾(푡) zu ermitteln wird a¨hnlich
wie im Beweis von Lemma 5.2 vorgegangen. Addiert man Null in der Form
1
2
푡푓∫
푡0
푑
푑푡
[
푥푇(푡)푃 (푡)푥(푡)
]− 1
2
푥푇(푡푓 )푃 (푡푓 )푥(푡푓 ) +
1
2
푥푇(푡0)푃 (푡0)푥(푡0) = 0
zum Zielfunktional unter Beru¨cksichtigung von (5.20) und (5.23) so ergibt sich fu¨r
den Wert:
Ψ(푡) =
1
2
푥푇(푡0)푃 (푡0)푥(푡0) +
1
2
푡푓∫
푡0
푥푇(푡)
[
푄(푡) + 퐴푇(푡)푃 (푡) + 푃 (푡)퐴(푡)
+퐾(푡)푅(푡)퐾(푡)−퐾푇(푡)퐵푇(푡)푃 (푡)− 푃 (푡)퐵(푡)퐾(푡) + 푃˙ (푡)]푥(푡)푑푡
22Da die Lo¨sung der Riccati-Diﬀerentialgleichung durch eine Endbedingung gegeben ist, wird
sie ru¨ckwa¨rts in der Zeit beschrieben und ein unendlicher Zeithorizont ist durch (푡푓 − 푡) → ∞
gegeben.
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
66 Kapitel 5: Linear quadratische Regulatorprobleme
Geht man davon aus, dass 푃 (푡) die Lo¨sung von
푃˙ (푡) = 퐾
푇
(푡)퐵푇(푡)푃 (푡) + 푃 (푡)퐵(푡)퐾(푡)− 퐴푇(푡)푃 (푡)− 푃 (푡)퐴(푡)
−퐾푇(푡)푅(푡)퐾(푡)−푄(푡)
= −(퐴(푡)−퐵(푡)퐾(푡))푇푃 (푡)− 푃 (푡)(퐴(푡)−퐵(푡)퐾(푡)) (5.24)
−퐾푇(푡)푅(푡)퐾(푡)−푄(푡)
ist, dann wird der Integrand Null und man erha¨lt Ψ(푡0) =
1
2
푥푇(푡0)푃 (푡0)푥(푡0).
Zusammenfassend la¨sst sich sagen, dass der Wert des Zielfunktionals auf [푡, 푡푓 ] bei
der Anwendung einer Steuerung (5.20) mit einer beliebigen Matrixfunktion 퐾(푡) auf
die Dynamik des Systems zu jeder Zeit 푡 durch
Ψ(푡) =
1
2
푥푇(푡)푃ˆ (푡)푥(푡) (5.25)
gegeben ist. 푃ˆ (푡) ist dabei die Lo¨sung von (5.24) mit bekannter Endbedingung
푃 (푡푓 ) = 푆 und der beliebig fest gegebenen Matrixfunktion 퐾(푡).
Verwendet man das optimale 퐾(푡) = 푅−1(푡)퐵푇(푡)푃 (푡), so handelt es sich bei (5.24)
um die Joseph-Form der Riccati-Diﬀerentialgleichung (5.15). Insbesondere kann
es sich bei der Matrixfunktion 퐾(푡) um eine konstante Matrix 퐾(푡) = 퐾 handeln,
wie es in (5.22) der Fall ist.
Ist 퐾(푡) nicht optimal gewa¨hlt, kann i.A. angenommen werden, dass der Wert des
Zielfunktionals in (5.25) mit der Lo¨sung 푃ˆ (푡) aus (5.24) gro¨ßer sein wird, als der
optimale Zielfunktionswert Ψ∗(푡).
5.3.2 Herleitung des suboptimalen Regelgesetzes
Nachfolgend wird von einer autonomen linearen Systemdynamik (5.21) ausgegangen.
Das Zielfunktional sei
Ψ(푥, 푢) =
1
2
푥푇(푡푓 )푆푥(푡푓 ) +
1
2
푡푓∫
푡0
[
푥푇(푡)푄푥(푡) + 푢푇(푡)푅푢(푡)
]
푑푡, (5.26)
wobei 푆 ∈ R푛×푛 und 푄 ∈ R푛×푛 positiv semideﬁnite symmetrische Matrizen sind
und 푅 ∈ R푚×푚 positiv deﬁnit und symmetrische ist. Fu¨r die optimale Steuerung
푢∗(푡) = −퐾(푡)푥(푡) ist
퐾(푡) = 푅−1퐵푇푃 (푡), (5.27)
wobei 푃 (푡) die Lo¨sung der Riccati-Diﬀerentialgleichung
푃˙ (푡) = 푃 (푡)퐵푅−1퐵푇푃 (푡)− 푃 (푡)퐴− 퐴푇푃 (푡)−푄, 푃 (푡푓 ) = 푆 (5.28)
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ist.
Bisher basierten die U¨berlegungen zur suboptimalen Regelung darauf, dass eine
Grenzmatrix퐾∞ und damit eine Grenzmatrix 푃∞ derRiccati-Diﬀerentialgleichung
gegeben ist. Die Lo¨sung 푃 (푡) sollte sich gerade fu¨r (푡푓 − 푡) → ∞ beliebig nahe
dem 푃∞ anna¨hern. Es stellt sich somit die Frage nach der Existenz einer solchen
Grenzmatrix.
Da die Riccati-Diﬀerentialgleichung (5.28) durch die Endbedingung ru¨ckwa¨rts in
der Zeit gelo¨st wird, betrachtet man (푡푓 − 푡) → ∞ und es stellt sich heraus, dass
die Lo¨sung der Riccati-Diﬀerentialgleichung unterschiedliches Verhalten aufweisen
kann. Sie kann unter Umsta¨nden unbegrenzt sein oder gegen eine konstante Matrix
푃∞ konvergieren, die positiv semideﬁnit, positiv deﬁnit oder Null ist.
Falls 푃 (푡) konvergent ist, so kann man 푃˙ = 0 fu¨r 푡≪ 푡푓 erwarten. Damit ergibt sich
im Grenzfall aus der Riccati-Diﬀerentialgleichung (5.28)
푃퐵푅−1퐵푇푃 − 푃퐴− 퐴푇푃 −푄 = 0. (5.29)
Diese Gleichung bezeichnet man als algebraische Riccati-Gleichung.
Gema¨ß den Lemmata 5.1 und 5.2 gilt insbesondere fu¨r alle 푡 ≤ 푡푓 , dass die Lo¨sung
der Riccati-Diﬀerentialgleichung 푃 (푡) symmetrisch und positiv semideﬁnit ist, so-
fern 푃 (푡푓 ) = 푆 als symmetrisch vorausgesetzt ist. Eine Lo¨sung der algebraischen
Riccati-Gleichung (5.29) muss diese Eigenschaften nicht zwangsla¨uﬁg auch besit-
zen. Mit anderen Worten ist eine Lo¨sung der algebraischen Riccati-Gleichung nicht
unbedingt auch die Grenzlo¨sung der Riccati-Diﬀerentialgleichung (5.28) fu¨r gege-
bene 푆.
Existiert die Grenzlo¨sung 푃∞ zu (5.28), dann ergibt sich die Matrix 퐾∞ zu
퐾∞ = 푅
−1퐵푇푃∞
und die konstante Zustandsru¨ckfu¨hrung
푢(푡) = −퐾∞푥(푡).
Der Wert des Zielfunktionals fu¨r diese Steuerstrategie ist durch (5.25) gegeben, wobei
푃ˆ (푡) die Beziehung (5.24) erfu¨llt mit 퐾(푡) = 퐾∞.
Der folgende Satz fasst die Zusammenha¨nge zwischen der Grenzlo¨sung der Riccati-
Diﬀerentialgleichung und der Lo¨sung der algebraischen Riccati-Gleichung zusam-
men.
Satz 5.17
Das System (5.21) sei stabilisierbar23. Dann existiert fu¨r jedes 푃 (푡푓 ) = 푆 eine be-
schra¨nkte Grenzlo¨sung 푃∞ der Riccati-Diﬀerentialgleichung (5.28). Weiter ist 푃∞
eine positiv semideﬁnite Lo¨sung der algebraischen Riccati-Gleichung (5.29). ♢
23Deﬁnition siehe Kapitel 5.2.1
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Beweis:
Ist das System (5.21) stabilisierbar, dann existiert nach Deﬁnition 5.8 eine Steuerung
푢(푡) = −퐿푥(푡) (5.30)
so dass das geschlossene System
푥˙(푡) = (퐴−퐵퐿) 푥(푡)
asymptotisch stabil ist. Damit sind die Zusta¨nde 푥(푡) beschra¨nkt und na¨hern sich
fu¨r 푡→∞ Null an. Der zugeho¨rige Wert des quadratischen Zielfunktionals
Ψ(푡0) =
1
2
푥푇(푡푓 )푆푥(푡푓 ) +
푡푓∫
푡0
[
푥푇(푡)푄푥(푡) + 푢푇(푡)푅푢(푡)
]
푑푡
ist in Verbindung mit der Lo¨sung der linearen Diﬀerentialgleichung aus (5.18) endlich
fu¨r (푡푓 − 푡0) → ∞. Gema¨ß (5.25) mit 푡 = 푡0 und 푃ˆ (푡0) als Lo¨sung der Diﬀerential-
gleichung (5.24) mit 퐾(푡) = 퐿 und 푃ˆ (푡푓 ) = 푆 ist der Wert des Zielfunktionals fu¨r
die Steuerung (5.30) gegeben durch
Ψ(푡0) =
1
2
푥푇(푡0)푃ˆ (푡0)푥(푡0).
Fu¨r die optimale Steuerung ergibt sich der Wert des Zielfunktionals nach Lemma
5.2 zu
Ψ∗(푡0) =
1
2
푥푇(푡0)푃 (푡0)푥(푡0),
wobei 푃 (푡0) Lo¨sung der Riccati-Diﬀerentialgleichung mit 푃 (푡푓 ) = 푆 ist. Da
Ψ∗(푡0) ≤ Ψ(푡0),
ist 푃ˆ (푡0) eine obere Grenze fu¨r 푃 (푡0), fu¨r alle Anfangszeitpunkte 푡0. Die Lo¨sung
der Riccati-Diﬀerentialgleichung ist demnach durch eine endliche Matrixfunktion
beschra¨nkt.
Nach Casti [Cas77] oder Kwakernak und Sivan [Kwa79] kann gezeigt werden, dass die
Lo¨sung 푃 (푡) glatt ist, so dass sie gegen eine konstante Grenzlo¨sung 푃∞ konvergiert,
wenn sie durch ein endliches 푃ˆ (푡) beschra¨nkt ist. Aus Lemma 5.1 folgt, dass 푃 (푡)
fu¨r alle 푡 symmetrisch ist. Die Struktur von (5.28) mit den Voraussetzungen an 푄
und 푅 liefert die positive Semideﬁnitheit.
Oﬀensichtlich ist, dass 푃∞ eine Lo¨sung der algebraischen Riccati-Gleichung (5.29)
ist. ■
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Es hat sich gezeigt, dass unter der Voraussetzung der Stabilisierbarkeit des Systems
(5.21), eine endliche Grenzlo¨sung der Riccati-Diﬀerentialgleichung existiert. Das
bedeutet, sofern das Intervall [푡0, 푡푓 ] gegen ∞ geht, dass der Wert des Zielfunktio-
nals Ψ∗ bei optimaler Steuerung begrenzt bleibt. Da außerdem 푅 als positiv deﬁnit
vorausgesetzt wird, ist sichergestellt, dass die optimale Steuerung 푢∗ ebenfalls nicht
gegen ∞ strebt.
Bemerkung 5.18
Die Grenzlo¨sung
푃∞ = lim
(푡푓−푡)→∞
푃 (푡)
kann als eine stationa¨re Lo¨sung der Riccati-Diﬀerentialgleichung interpretiert wer-
den, wenn diese ru¨ckwa¨rts in der Zeit gelo¨st wird. ♢
Der Zustand des geschlossenen Systems mit suboptimaler Regelung ist durch die
Lo¨sung des linearen Diﬀerentialgleichungssystems
푥˙(푡) =
(
퐴−퐵푅−1퐵푇푃∞)
)
푥(푡), 푥(푡0) = 푥0 (5.31)
gegeben.
Bemerkung 5.19
Bei der Entwicklung einer suboptimalen Regelung kann die vollsta¨ndige Steuerbarkeit
des Systems mit Hilfe des Kalman-Kriteriums 5.11 auf einfache Weise untersucht
werden, so dass nach Folgerung 5.12 aus der vollsta¨ndigen Steuerbarkeit die Stabi-
lisierbarkeit des Systems folgt. ♢
5.3.3 Eindeutigkeit der algebraischen Riccati-Lo¨sung
Da bisher nur die Steuerung zur Minimierung des Zielfunktionals ermittelt wurde,
stellt sich die Frage, ob das geschlossene System (5.31) auch stabil ist. Des Weiteren
ist es von Interesse, unter welchen Bedingungen eine Lo¨sung 푃∞ der algebraischen
Riccati-Gleichung eindeutig ist.
Unter gewissen Umsta¨nden kann es sein, dass das oﬀene lineare zeitinvariante Sy-
stem instabil ist. Werden zusa¨tzlich die instabilen Zusta¨nde in der Zielfunktion nicht
beru¨cksichtigt, ist auch das geschlossene System instabil. Dieses motiviert die Vor-
aussetzung, dass das System (퐴,퐶) vollsta¨ndig beobachtbar24 sein muss, wobei 퐶 so
zu wa¨hlen ist, dass 푄 = 퐶푇퐶 gilt.
24Deﬁnition siehe Kapitel 5.2.3
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70 Kapitel 5: Linear quadratische Regulatorprobleme
Fu¨r die weiteren Betrachtungen wird die ku¨nstliche Ausgabe
푦(푡) :=
(
퐶
0
)
푥(푡) +
(
0
퐷
)
푢(푡)
deﬁniert. Die Matrizen 퐶 und 퐷 sind so zu wa¨hlen, dass sie mit
푄 = 퐶푇퐶, 푅 = 퐷푇퐷
die Quadratwurzeln der Gewichtungsmatrizen beschreiben.
Der folgende Satz liefert die no¨tigen Voraussetzungen fu¨r die Eindeutigkeit der
Lo¨sungen der Riccati-Gleichungen und zur asymptotischen Stabilita¨t des geschlos-
senen Systems.
Satz 5.20
Sei 푄 = 퐶푇퐶 positiv semideﬁnit und 푅 positiv deﬁnit. Weiter sei das System (A,C)
beobachtbar. Dann ist das System (5.21) stabilisierbar, genau dann wenn gilt:
i. Es existiert eine eindeutig bestimmte Grenzlo¨sung 푃∞ der Riccati-Gleichung
(5.28). Weiter ist 푃∞ die eindeutig bestimmte positiv deﬁnite Lo¨sung der al-
gebraischen Riccati-Gleichung (5.29).
ii. Das geschlossene System
푥˙(푡) = (퐴− 퐵퐾∞) 푥(푡) (5.32)
ist asymptotisch stabil, mit 퐾∞ = 푅
−1퐵푇푃∞. ♢
Fu¨r den Beweis wird das folgende Resultat aus der Lyapunov-Theorie verwendet:
Satz 5.21
Es sei ein lineares zeitinvariantes System mit der Systemmatrix 퐴 gegeben mit
asymptotisch stabilen Verhalten. Dann hat die Lyapunov-Gleichung
푃퐴+ 퐴푇푃 = −푄
eine positiv semideﬁnite Lo¨sung 푃 . Ist zusa¨tzlich 푄 gegeben durch 푄 = 퐶푇퐶, so
ist die Lo¨sung 푃 der Lyapunov-Gleichung eindeutig und positiv deﬁnit, wenn das
zugeho¨rige System asymptotisch stabil und (퐴,퐶) vollsta¨ndig beobachtbar ist. ♢
Beweis:
In Khalil [Kha02] ist ein Beweis der Aussage zu ﬁnden, wobei es sich um autonome
Systeme aber nicht zwangsweise um lineare Systeme handelt. Ein Beweis fu¨r lineare
System ist in Mu¨ller [Mu¨l77] beschrieben. ■
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5.3 Das suboptimale Regelgesetz 71
Beweis (von Satz 5.20):
“⇐“:
Klar, da aus asymptotischer Stabilita¨t Stabilisierbarkeit folgt.
“⇒“:
Die Stabilisierbarkeit sichert die Existenz einer Steuerung 푢(푡) = −퐿푥(푡), so dass
das geschlossenen System 푥˙(푡) = (퐴 − 퐵퐿)푥(푡) asymptotisch stabil ist. Der Wert
des Zielfunktionals fu¨r eine solche Steuerung 푢 ergibt sich auf dem Intervall [푡0,∞)
zu
Ψ(푡0) =
1
2
푥푇(푡0)푃ˆ∞푥(푡0),
wobei 푃ˆ∞ die Grenzlo¨sung von (5.24) ist mit 퐾(푡) = 퐿. Der Wert des Zielfunktionals
fu¨r das optimale, geschlossene System 푥˙(푡) = (퐴−퐵퐾(푡))푥(푡) mit (5.27) und (5.28)
ist auf dem Intervall [푡0,∞) gegeben durch
Ψ∗(푡0) =
1
2
∞∫
푡0
[
푥푇(푡)푄푥(푡) + 푢∗푇(푡)푅푢∗(푡)
]
푑푡 =
1
2
푥푇(푡0)푃∞푥(푡0) ≤ Ψ(푡0),
mit der Grenzlo¨sung 푃∞ der Riccati-Diﬀerentialgleichung. Es folgt 퐶푥(푡)→ 0 fu¨r
푡 → ∞ und sogar 푢(푡) → 0 fu¨r 푡 → ∞, da det(푅) /= 0. Sei nun ein 푡푔 groß genug
gewa¨hlt, so dass 퐶푥(푡) und 푢(푡) vernachla¨ssigbar klein sind fu¨r 푡 > 푡푔. Zusammen
mit der Lo¨sung 푥(푡) = 푒퐴(푡−푡0)푥(푡0) der homogenen Zustandsdiﬀerentialgleichung
folgt fu¨r 푡 > 푡푔
0 =
⎛
⎜⎜⎜⎝
퐶푥(푡)
퐶푥˙(푡)
...
퐶푥(푛−1)(푡)
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
퐶푒퐴(푡−푡0)푥(푡0)
퐶퐴푒퐴(푡−푡0)푥(푡0)
...
퐶퐴푛−1푒퐴(푡−푡0)푥(푡0)
⎞
⎟⎟⎟⎠ =
⎛
⎜⎜⎜⎝
퐶
퐶퐴
...
퐶퐴푛−1
⎞
⎟⎟⎟⎠푥(푡).
Durch die Beobachtbarkeit von (퐴,퐶) muss zwingend 푥(푡) → 0 fu¨r 푡 → ∞ gelten.
Damit ist das optimale geschlossene System (5.32) asymptotisch stabil.
Sei nun 퐷 so gewa¨hlt, dass 푅 = 퐷푇퐷 gilt. Dann ist det(퐷) /= 0 und es existiert eine
Matrix 퐹 mit 퐵 = 퐹퐷, so dass man
Rang
⎛
⎝휆퐼 − 퐴퐶
퐷퐾
⎞
⎠ = Rang
⎛
⎝퐼 0 퐹0 퐼 0
0 0 퐼
⎞
⎠
⎛
⎝휆퐼 − 퐴퐶
퐷퐾
⎞
⎠
= Rang
⎛
⎝휆퐼 − (퐴−퐵퐾)퐶
퐷퐾
⎞
⎠
(5.33)
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72 Kapitel 5: Linear quadratische Regulatorprobleme
erha¨lt. Nach dem Hautus-Kriterium (Satz 5.16) folgt aus der Beobachtbarkeit von
(퐴,퐶)
Rang
(
휆퐼 − 퐴
퐶
)
= 푛,
so dass nach (5.33) und erneuter Anwendung des Hautus-Kriteriums die Beobacht-
barkeit des Systems(
(퐴−퐵퐾),
(
퐶
퐷퐾
))
(5.34)
fu¨r alle 퐾 folgt. Insbesondere gilt es auch fu¨r 퐾∞.
Weiter la¨sst sich die algebraische Riccati-Gleichung (5.29) zusammen mit 퐾∞ um-
formen zu
푃 (퐴−퐵퐾∞) + (퐴−퐵퐾∞)푇푃 = −
(
퐶
퐷퐾∞
)푇 (
퐶
퐷퐾∞
)
, (5.35)
was leicht durch Ausmultiplizieren ersichtlich wird. Hierbei handelt es sich um eine
Lyapunov-Gleichung mit der Systemmatrix aus (5.34).
Da das System (5.34) mit 퐾 = 퐾∞ vollsta¨ndig beobachtbar und stabil ist, sind
alle Voraussetzungen aus Satz 5.21 gegeben und es existiert eine eindeutige positiv
deﬁnite Lo¨sung 푃∞ der Lyapunov-Gleichung (5.35). ■
Aus dem Beweis lassen sich noch die folgenden Resultate zusammenfassen.
Bemerkung 5.22
Bei einem groß gewa¨hlten Intervall [푡0, 푡푓 ] ist der Wert des Zielfunktionals
Ψ∗(푡0) =
1
2
푥푇(푡0)푃∞푥(푡0)
beschra¨nkt und unabha¨ngig von der Wahl der der Gewichtung 푆 des Endzustandes.♢
Bemerkung 5.23
Um den obigen Voraussetzungen in Satz 5.20 gerecht zu werden, reicht es aus, Stabi-
lisierbarkeit vorauszusetzen und die Matrix 푄 geeignet zu wa¨hlen. Dieses kann schon
erreicht werden, indem fu¨r 푄 = 퐶푇퐶 ein 퐶 gewa¨hlt wird, so dass (퐴,퐶) beobachtbar
ist. Insbesondere ist dieses mit einer positiv deﬁniten Matrix 푄 gegeben. ♢
Des Weiteren hat sich gezeigt, dass die gesuchte suboptimale Lo¨sung gerade eine
optimale Lo¨sung auf dem Intervall [푡0,∞) bzgl. des Zielfunktionals
Ψ(푥, 푢) =
1
2
∞∫
푡0
[
푥푇(푡)푄푥(푡) + 푢푇(푡)푅푢(푡)
]
푑푡 (5.36)
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
5.4 Numerische Lo¨sung der algebraischen Riccati-Gleichung 73
ist, mit der positiv semideﬁniten symmetrischen Matrix 푄 und der positiv deﬁniten
symmetrischen Matrix 푅.
Abschließend seien die Ergebnisse dieses Kapitels in einem zentralen Satz zusam-
mengefasst:
Satz 5.24 (Optimale zeitinvariante Regelung)
Gegeben sei das lineare System (5.21) und das Zielfunktional (5.36), wobei 푢(푡)
keiner Beschra¨nkung unterliegt. Der Anfangswert ist durch 푥(푡0) = 푥0 gegeben. 푄
sei eine positiv semideﬁnite symmetrische Matrix und 푅 positiv deﬁnit und symme-
trisch. Ist weiter das System (퐴,퐵) in (5.21) stabilisierbar und (퐴,퐶) mit 푄 = 퐶푇퐶
beobachtbar, so existiert eine eindeutige, optimale Steuerung
푢(푡) = −푅−1퐵푇푃∞푥(푡), (5.37)
wobei die symmetrische Matrix 푃∞ die eindeutige positiv deﬁnite Lo¨sung der alge-
braischen Riccati-Gleichung (5.29) ist. Der Zustand des geschlossenen Systems ist
gegeben durch die Lo¨sung des linearen Diﬀerentialgleichungssystems
푥˙(푡) =
(
퐴−퐵푅−1퐵푇푃∞
)
푥(푡), 푥(푡0) = 푥0,
welches asymptotisch stabil ist. ♢
5.4 Numerische Lo¨sung der algebraischen
Riccati-Gleichung
Fu¨r die Berechnung des optimalen zeitinvarianten Regelgesetzes in (5.37) ist die
Lo¨sung der algebraischenRiccati-Gleichung (5.29) notwendig. In Fo¨llinger [Fo¨l94b]
wird eine iterative Methode zur Lo¨sung der algebraischen Riccati-Gleichung nach
Kleinmann [Kle68] aufgezeigt.
Ein alternatives Lo¨sungsverfahren basiert auf orthogonalen A¨hnlichkeitstransfor-
mationen, welches im Folgenden vorgestellt wird.
Es sei von der folgenden algebraischen Riccati-Gleichung ausgegangen:
푃퐵푅−1퐵푇푃 − 푃퐴− 퐴푇푃 − 퐶푇퐶 = 0. (5.38)
퐴 ∈ R푛×푛, 퐵 ∈ R푛×푚, 퐶 ∈ R푛×푛 und 푅 ∈ R푚×푚 seine gegebene reelle Matri-
zen. Unter den Voraussetzungen in Satz 5.24 ist die eindeutige, positiv deﬁnite und
symmetrische Lo¨sung 푃 ∈ R푛×푛 der algebraischen Riccati-Gleichung gesucht.
Die zur Gleichung (5.38) gegebene Hamilton-Matrix 퐻 ∈ R2푛×2푛 ist gegeben durch
퐻 :=
(
퐻11 퐻12
퐻21 −퐻푇11
)
=
(
퐴 −퐵푅−1퐵푇
−퐶푇퐶 −퐴푇
)
.
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74 Kapitel 5: Linear quadratische Regulatorprobleme
Weiter sei eine A¨hnlichkeitstransformation 푇 gegeben durch
푇 :=
(
0 −퐼푛
퐼푛 0
)
, (5.39)
mit der Eigenschaft 푇−1 = 푇 푇 = −푇 .
Nachfolgenden seien zwei Ergebnisse mit Bezug auf die Hamilton-Matrix 퐻 ge-
nannt, die einen wichtigen Bestandteil des ausgewa¨hlten Algorithmus bilden.
Lemma 5.25
Die Eigenwerte der Hamilton-Matrix 퐻 liegen symmetrisch zur imagina¨ren Ach-
se. ♢
Beweis:
Durch Ausmultiplizieren erha¨lt man 푇 푇퐻푇 = −퐻푇 bzw. 푇퐻푇 = 퐻푇 .
Sei 휆 Eigenwert von 퐻 mit Eigenvektor 푣: 퐻푣 = 휆푣, 푣 /= 0, so gilt:
푣푇푇퐻 = 푣푇퐻푇푇 푇
= 휆푣푇푇 푇
= −휆푣푇푇.
Damit ist 푇 푇푣 /= 0 linksseitiger Eigenvektor von H zum Eigenwert −휆. ■
Lemma 5.26
Sei 푋 := (푋푇1 , 푋
푇
2 )
푇 ∈ R2푛×푛 mit 푋1 nicht singula¨r, so dass 퐻푋 = 푋Λ, Λ ∈ R푛×푛
erfu¨llt ist und alle Eigenwerte von Λ in der linken komplexen Halbebene liegen. Dann
gilt:
i. Mit 푇 aus (5.39) gilt die Gleichung:
푋푇푇푋 = 0,
ii. 푃 = 푋2푋
−1
1 ist symmetrisch und genu¨gt den Gleichungen:
푃퐻11 +퐻
푇
11푃 + 푃퐻12푃 −퐻21 = 0
퐻11 +퐻12푃 = 푋1Λ푋
−1
1 . ♢
Beweis:
(i): Entsprechend den Eigenschaften der Hamilton-Matrix 퐻 und der Transforma-
tionsmatrix 푇 gilt:
(푋푇푇푋)Λ + Λ푇(푋푇푇푋) = 푋푇푇퐻푋 +푋푇퐻푇푇푋
= 푋푇 (푇퐻 − (푇퐻)푇 )푋
= 0
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Da die Matrix Λ asymptotisch stabil ist (alle Eigenwerte liegen in der linken kom-
plexen Halbebene, vgl. Satz 5.7), ist die Lo¨sung der linearen Matrixgleichung 푌 Λ+
Λ푇푌 = 0 gegeben durch 푌 = 0.
(ii): Mit der Aussage in (i) folgt 푋푇1 푋2 = 푋
푇
2 푋1. Damit gilt 푋2푋
−1
1 = (푋
푇
1 )
−1푋푇2 ,
so dass 푃 symmetrisch ist.
Weiter folgt aus (i) 0 = 푋푇푇푋Λ = 푋푇푇퐻푋, so dass gilt:
0 = (푋푇1 )
−1푋푇푇퐻푋푋−11
=
(
푃 −퐼)(퐻11 퐻12
퐻21 −퐻푇11
)(
퐼
푃
)
= 푃퐻11 +퐻
푇
11푃 + 푃퐻12푃 −퐻21.
Fu¨r die zweite Gleichung ergibt sich:
퐻11 +퐻12푃 =
(
퐼 0
)
퐻푋푋−11
=
(
퐼 0
)
푋Λ푋−11
= 푋1Λ푋
−1
1 . ■
Sofern es mo¨glich ist unter den gegebenen Voraussetzungen in Satz 5.24 eine ortho-
gonale Matrix 푋 zu bestimmen, so dass gilt
푋−1퐻푋 =
(
퐻¯11 퐻¯12
0 퐻¯22
)
,
so stimmen die Eigenwerte von 퐻¯11 ∈ R푛×푛 mit den 푛 Eigenwerten der linken
komplexen Halbebene von H u¨berein. Gema¨ß Lemma 5.25 sind die zur imagina¨ren
Achse symmetrischen Eigenwerte der rechten komplexen Halbebene von 퐻 gerade
die Eigenwerte der Matrix 퐻¯22.
Die Berechnung einer solchen orthogonalen Matrix 푋 unter den gegebenen Vor-
aussetzungen erfolgt u¨ber die geordnete Schur-Zerlegung, vgl. Potter [Pot66] und
Kucera [Kuc72]. Man kann also schreiben
퐻
(
푋11
푋21
)
=
(
푋11
푋21
)
퐻¯11.
Zusa¨tzlich kann gezeigt werden, dass unter den gegebenen Voraussetzungen 푋11
nicht singula¨r ist. Die Spalten von 푋1 := (푋
푇
11, 푋
푇
21)
푇 spannen dabei den selben 푛-
dimensionalen Unterraum des R2푛 auf, wie die verallgemeinerten Eigenvektoren zu
den Eigenwerten von 퐻 mit negativen Realteil.
Nach Lemma 5.26 ist mit푋1 die Lo¨sung der algebraischenRiccati-Gleichung (5.38)
gegeben durch
푃 = 푋21푋
−1
11 .
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76 Kapitel 5: Linear quadratische Regulatorprobleme
Innerhalb des Algorithmus zur Berechnung der Riccati-Lo¨sung 푃 bzw. bei der Be-
reitstellung der gesuchten Matrix 퐾 der Zustandru¨ckfu¨hrung kommen die folgenden
erga¨nzenden Verfahren zum Einsatz:
∙ Fu¨r die Aufstellung der Hamilton-Matrix gema¨ß der algebraischen Riccati-
Gleichung (5.38) wurde das Cholesky-Verfahren auf 푅−1퐵푇 angewendet, da
die Matrix 푅 immer als positiv deﬁnit und symmetrisch vorausgesetzt wird.
∙ Fu¨r die Berechnung der Riccati-Lo¨sung 푃 mit 푋1 aus der Schur-Zerlegung
wird das linearen Gleichungssystems 푃 ⋅푋11 = 푋21 bzw. 푋푇11 ⋅푃 = 푋푇21 mittels
QR-Zerlegung gelo¨st.
In Kapitel 8 werden sa¨mtliche zu verwendenden optimalen Regelgesetze mittels die-
sem Verfahren wa¨hrend der laufenden Berechnung ermittelt.
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
Kapitel 6
Optimale Steuerprozesse unter
erweiterten Nebenbedingungen
In Kapitel 4 wurden bereits optimale Steuerungsprobleme in einer allgemeinen Form
behandelt. Eine spezielle Kategorie optimaler Steuerprozesse bilden die in Kapitel 5
erla¨uterten linear quadratischen Regulatorprobleme. Ziel dieses Kapitels ist es, den
Bereich der optimalen Steuerung mit dem der optimalen Regelung zu verknu¨pfen.
Die bereits berechenbaren, bezu¨glich eines Zielfunktionals optimalen Trajektorien
der Zustandsgro¨ßen und der Steuerfunktionen mit Zustands- und Steuerbeschra¨n-
kungen sollen zusa¨tzlich durch das Verhalten einer unterlagerten, optimalen Regel-
strecke zu jedem Zeitpunkt des optimalen Steuerprozess beeinﬂussbar sein.
Die Charakteristika des dynamischen Systems der unterlagerten Regelung werden
bereits im Vorfeld bereitgestellt. Die letztendliche Auswertung des parameterab-
ha¨ngigen geschlossenen Systems
푧˙(휍) =
(
퐴(푝)−퐵(푝)퐾∞(푝)
)
푧(휍), 푧(0) = 푧0(푝)
erfolgt u¨ber eine erweiterte Nebenbedingung.
Dazu wird der Zustand 푥 des optimalen Steuerungsproblem u¨ber den Parameter
푝 := 푥(푡) einen Einﬂuss auf das lineare dynamische System in 푧 haben. Zusa¨tzlich
werden die Zusta¨nde 푧 mittels der erweiterten Nebenbedingung
퐶퐸(푥(푡), 푧(푡)) ≤ 0, ∀푡 ∈ [0, 푡푓 ]
im optimalen Steuerprozess ihre Beru¨cksichtigung ﬁnden.
Im ersten Abschnitt werden Grundlagen aus der Theorie gewo¨hnlicher Diﬀerential-
gleichungen bereitgestellt.
Abschnitt 6.2 pra¨sentiert eine detaillierte Analyse weiterer Eigenschaften des linear
quadratischen Regulatorproblems. Im Hinblick auf die Formulierung der erweiterten
77
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Nebenbedingung im darauf folgenden Abschnitt ist die stetige Diﬀerenzierbarkeit
der Reglermatrix die zentrale Aussage.
Die mathematische Formulierung des optimalen Steuerprozess mit integrierten Op-
timalreglern ist in Abschnitt 6.3 beschrieben. Daru¨ber hinaus wird der Beweis der
stetigen Diﬀerenzierbarkeit dieser erweiterten Nebenbedingung bezu¨glich des Zu-
stands 푥 aus dem u¨berlagerten optimalen Steuerungsproblem gebracht.
6.1 Grundlagen gewo¨hnlicher Diﬀerential-
gleichungen
In den kommenden Abschnitten werden einige Aussagen aus der Theorie der gewo¨hn-
lichen Diﬀerentialgleichungen zur Anwendung kommen. Zusammenfassend seien hier
die wesentlichen Sa¨tze und Deﬁnitionen genannt.
Fu¨r die weiteren Untersuchungen ist die Existenz und Diﬀerenzierbarkeit der Lo¨sung
eines Anfangswertproblems und deren Eindeutigkeit von wesentlicher Bedeutung. In
dem Zusammenhang ist die Lipschitz-Stetigkeit eine nahezu unverzichtbare Vor-
aussetzung.
Deﬁnition 6.1 (Lipschitz-stetig)
Gegeben sei eine Funktion 푔 : 퐷 ⊆ R푚 × R푛 → R푘. Die Funktion 푔(푠, 푥) genu¨ge
auf 퐷 einer (globalen) Lipschitz-Bedingung bzgl. 푥, wenn es eine Konstante 퐿 ≥ 0
gibt mit
∥푔(푠, 푥)− 푔(푠, 푦)∥ ≤ 퐿 ∥푥− 푦∥ , ∀(푠, 푥), (푠, 푦) ∈ 퐷.
Wenn es zu jedem Punkt in 퐷 eine Umgebung 푈 gibt, so dass 푔 auf 푈 ∩ 퐷 einer
Lipschitz-Bedingung bzgl. 푥 genu¨gt, so heißt 푔(푠, 푥) Lipschitz-stetig bzgl. 푥. ♢
Als Erweiterung des Satzes von Picard-Lindelo¨f25 sei hier der Satz fu¨r die globale
Existenz und Eindeutigkeit der Lo¨sung eines Anfangswertproblems gegeben:
Satz 6.2 (Globale Existenz und Eindeutigkeit)
Die Menge 퐷 ⊂ R × R푛 sei oﬀen und die fu¨r alle (푡, 푥) ∈ 퐷 erkla¨rte Funktion
푓 : 퐷 → R푛 sei stetig und bezu¨glich 푥 Lipschitz-stetig. Zu jedem Anfangswert
(푡0, 푥0) ∈ 퐷 gibt es dann ein eindeutig bestimmtes oﬀenes Intervall 퐼푚푎푥(푡0, 푥0) ⊂ R,
das 푡0 entha¨llt, mit folgenden Eingenschaften:
25Der Satz beschreibt die lokale Existenz und Eindeutigkeit der Lo¨sung auf einem Intervall
[푡0 − 훽, 푡0 + 훽] mit 훽 = 훽(푡0, 푥0).
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i. Das Anfangswertproblem
푥˙ = 푓(푡, 푥), 푥(푡0) = 푥0 (6.1)
besitzt genau eine Lo¨sung 푥(푡; 푡0, 푥0) mit dem Existenzintervall 퐼푚푎푥(푡0, 푥0).
ii. Ist 휈 : 퐽 → R푛 eine weitere Lo¨sung des Anfangswertproblems (6.1), so gilt 퐽 ⊂
퐼푚푎푥(푡0, 푥0), und 휈(푡) ist die Einschra¨nkung der in (i) beschriebenen Lo¨sung
auf das Intervall 퐽 . ♢
Beweis:
Ein Beweis ist z. B. bei Aulbach [Aul97] zu ﬁnden. ■
Fu¨r den Nachweis der Existenz und Eindeutigkeit der Lo¨sung einer Anfangswert-
aufgabe in Abschnitt 6.3.2 sei zusa¨tzlich das folgendes Resultat bereitgestellt.
Satz 6.3
Gegeben sei eine oﬀene Teilmenge 퐷 ⊂ R푚 × R푛 und eine Funktion 푔 : 퐷 → R푘,
die an jeder Stelle (푠, 푥) ∈ 퐷 bzgl. 푥 = (푥1, . . . , 푥푛) stetig partiell diﬀerenzierbar ist.
Dann ist 푔(푠, 푥) auf 퐷 Lipschitz-stetig bzgl. 푥. ♢
Beweis:
Einen Beweis ist bei Forster [For08] aufgefu¨hrt. ■
Neben der Existenz und Eindeutigkeit der Lo¨sung einer Diﬀerentialgleichung werden
sowohl deren Stetigkeit als auch deren Diﬀerenzierbarkeit gefordert sein. Hierzu sei
die Deﬁnition der allgemeinen Lo¨sung eingefu¨hrt.
Zusa¨tzlich zu der Abha¨ngigkeit der Lo¨sung einer Diﬀerentialgleichung von den An-
fangswerten treten in vielen Anwendungen zusa¨tzliche Abha¨ngigkeiten, beschrieben
durch einen Parameter 푝 ∈ R푛푝 , auf. In den meisten Fa¨llen sind diese durch Mas-
sen oder physikalische Koeﬃzienten gegeben. Zur detaillierteren Beru¨cksichtigung
solcher Gro¨ßen wird die rechte Seite der Diﬀerentialgleichung 푓 : 퐷 → R푛 mit
퐷 ⊂ R×R푛 ×R푛푝 erweitert zu
푥˙ = 푓(푡, 푥, 푝), 푥(푡0) = 푥0.
Deﬁnition 6.4 (Allgemeine Lo¨sung)
Gegeben sei eine oﬀenen Teilmenge 퐷 ⊂ R × R푛 × R푛푝, eine stetige und bezu¨glich
x Lipschitz-stetige Funktion 푓 : 퐷 → R푛, sowie die Diﬀerentialgleichung
푥˙ = 푓(푡, 푥, 푝).
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Dann nennt man die fu¨r alle (푡, 푡0, 푥0, 푝) auf der Menge
Ω := {(푡, 푡0, 푥0, 푝) ∈ R×R×R푛 ×R푛푝 ∣ (푡0, 푥0, 푝) ∈ 퐷, 푡 ∈ 퐼푚푎푥(푡0, 푥0, 푝)}
deﬁnierte Funktion
푥(푡; 푡0, 푥0, 푝) := 푥푚푎푥(푡; 푡0, 푥0, 푝)
die allgemeine Lo¨sung der Diﬀerentialgleichung. ♢
Es kann gezeigt werden, vgl. Aulbach [Aul97], dass ein parameterabha¨ngiges Dif-
ferentialgleichungssystem auf ein parameterunabha¨ngiges Diﬀerentialgleichungssys-
tem zuru¨ckgefu¨hrt werden kann. Die bereits bekannte Aussage der globalen Existenz
und Eindeutigkeit aus Satz 6.2 u¨ber parameterunabha¨ngige Diﬀerentialgleichungen
ist hingegen nur auf den parameterabha¨ngigen Fall fu¨r einen festen Parameterwert
u¨bertragbar.
Im Hinblick auf die Variation der Anfangszeit, des Anfangswerts oder der Parame-
ter sind zusa¨tzliche Aussagen u¨ber sie Glattheit der allgemeinen Lo¨sung erst unter
weiteren Voraussetzungen mo¨glich.
Satz 6.5 (Stetigkeit der allgemeine Lo¨sung)
Sei 퐷 ∈ R×R푛×R푛푝 oﬀen und die rechte Seite 푓 : 퐷 → R푛 der Diﬀerentialgleichung
푥˙ = 푓(푡, 푥, 푝)
stetig und bzgl. 푥 Lipschitz-stetig. So ist der Deﬁnitionsbereich Ω der allgemeinen
Lo¨sung 푥(푡; 푡0, 푥0, 푝) eine oﬀene Teilmenge des R×R×R푛 ×R푛푝 und 푥 : Ω→ R푛
ist stetig. ♢
Beweis:
Ein Beweis der Stetigkeit der allgemeinen Lo¨sung auf dem oﬀenen Deﬁnitionsbereich
ist in Aulbach [Aul97] zu ﬁnden. ■
Durch die Forderung der stetigen Diﬀerenzierbarkeit der rechten Seite der Diﬀe-
rentialgleichung ist eine Verscha¨rfung der Standardvoraussetzung gegeben, so dass
weitere Aussagen u¨ber die allgemeine Lo¨sung formuliert werden ko¨nnen.
Satz 6.6 (Diﬀerenzierbarkeit der allgemeine Lo¨sung)
Sei 퐷 ∈ R×R푛×R푛푝 oﬀen und die rechte Seite 푓 : 퐷 → R푛 der Diﬀerentialgleichung
푥˙ = 푓(푡, 푥, 푝)
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eine 풞1-Funktion. So ist die allgemeinen Lo¨sung 푥(푡; 푡0, 푥0, 푝) auf dem oﬀenen Deﬁ-
nitionsbereich Ω eine 풞1-Funktion. Daru¨ber hinaus existieren die folgenden stetigen
partiellen Ableitungen 2. Ordnung:
∂2푥
∂푡∂푡0
: Ω→ R푛,
∂2푥
∂푡∂푥0,푖
: Ω→ R푛, 푖 = 1, . . . , 푛,
∂2푥
∂푡∂푝푖
: Ω→ R푛, 푖 = 1, . . . , 푛푝. ♢
Beweis:
Ein Beweis der Diﬀerenzierbarkeit wird in Aulbach [Aul97] gegeben. ■
Folgerung 6.7
Insbesondere liefert der Satz 6.6 die Existenz der stetigen, nach 푡 diﬀerenzierbaren
Funktionen
∂푥
∂푡0
: Ω→ R푛,
∂푥
∂푥0,푖
: Ω→ R푛, 푖 = 1, . . . , 푛,
∂푥
∂푝푖
: Ω→ R푛, 푖 = 1, . . . , 푛푝. ♢
6.2 Analyse der LQR-Problemstellung
Vorbereitend fu¨r die Einbettung des linear quadratischen Regulatorproblems in den
optimalen Steuerprozess und den Nachweis von notwendigen Diﬀerenzierbarkeits-
eigenschaften in Abschnitt 6.3, soll gezeigt werden, dass die Reglermatrix 퐾∞(푝)
stetig diﬀerenzierbar bzgl. eines sogenannten Sto¨rparameters 푝 ist. Es wird dafu¨r ein
Ansatz u¨ber gesto¨rte LQR-Probleme verfolgt, der seinen Ursprung in der Online-
Optimierung hat. Diesbezu¨glich ist eine Darstellung mit erga¨nzender Anwendung
auf ein inverses Pendel in Bu¨skens [Bu¨s09] beschrieben.
Motiviert wird dieser Ansatzes durch die Beobachtung, dass eine Zustandsru¨ck-
fu¨hrung, wie sie in (5.37) beschrieben ist, zwar Sto¨rungen in den Anfangswerten
kompensieren kann, jedoch keine Mo¨glichkeit besteht, Sto¨rungen in den Systemma-
trizen oder additive Sto¨rungen im linearen System auszugleichen. Ziel ist somit die
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Bereitstellung einer zuverla¨ssigen Echtzeitapproximation der Zustandsru¨ckfu¨hrung,
damit auf beobachtbare Sto¨rungen26 gezielt reagiert werden kann.
6.2.1 Umformung in ein NLP-Problem
Die Beschreibung des gesto¨rten linear quadratischen Regulatorproblems basiert auf
der entsprechenden ungesto¨rten Fassung, die um lineare und nichtlineare Sto¨rungen
푝 ∈ R푛푝 in den Systemmatrizen erweitert wird.
Deﬁnition 6.8 (Gesto¨rtes LQR-Problem)
Das Problem
min
푥,푢
Ψ(푥, 푢, 푝) =
1
2
∞∫
0
푥푇(푡)푄(푝)푥(푡) + 푢푇(푡)푅(푝)푢(푡) 푑푡
unter 푥˙(푡) = 퐴(푝)푥(푡) + 퐵(푝)푢(푡),
푥(0) = 푥0(푝),
(6.2)
mit den Abbildungen 퐴 : 푃 → R푛×푛, 퐵 : 푃 → R푛×푚, 푄 : 푃 → R푛×푛, 푅 : 푃 →
R푚×푚, 푥0 : 푃 → R푛 und 푝 ∈ 푃 ⊂ R푛푝, wird als gesto¨rtes LQR-Problem (LQR(p))
bezeichnet. ♢
Lineare Sto¨rungen der Form Δ퐴 mit 퐴(푝) := 퐴+Δ퐴 als Systemmatrix, sind eben-
falls mit in (6.2) enthalten.
Fu¨r die weiteren Betrachtungen seien die Abbildungen in Deﬁnition 6.8 als hinrei-
chend oft stetig diﬀerenzierbar nach 푝 angenommen.
Entgegen dem vorgestellten Verfahren aus Kapitel 5.3, welches die Berechnung der
gesuchten Reglermatrix 퐾∞(푝) mit Hilfe der Lo¨sung der algebraischen Riccati-
Gleichung auf der Basis von notwendigen Optimalita¨tsbedingungen optimaler Steu-
erprozesse durchfu¨hrt, wird in diesem Abschnitt ein Ansatz u¨ber nichtlineare Opti-
mierungsprobleme verfolgt, vgl. Kapitel 3.
Satz 6.9 (Umformung vom LQR- in ein NLP-Problem)
Es sei ein gesto¨rtes LQR-Problem gema¨ß (6.2) gegeben. Weiter sei eine Umgebung
푈 ⊂ R푛푝 des nominellen Sto¨rparameters 푝0 gegeben, so dass fu¨r alle Sto¨rparameter
푝 ∈ 푈 gilt:
i. 푄(푝) ist symmetrisch und positiv semideﬁnit,
26Entgegen der Robustheitsanalyse u¨ber strukturierte und unstrukturierte Unsicherheiten, han-
delt es sich hier um bekannte Sto¨rungen deren Werte in Echtzeit zur Verfu¨gung steht.
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ii. 푅(푝) ist symmetrisch positiv deﬁnit,
iii. Das System
(
퐴(푝), 퐵(푝)
)
ist stabilisierbar,
iv. Das System
(
퐴(푝), 퐶(푝)
)
, mit 푄(푝) = 퐶푇(푝)퐶(푝) ist beobachtbar.
Dann existiert fu¨r alle 푝 ∈ 푈 ein a¨quivalentes nichtlineares Optimierungsproblem
ohne Beschra¨nkungen der Form
min
푟
Υ(푟, 푝), (6.3)
mit Υ : R푛⋅푚 × 푃 → R. Die Dimension 푛 ⋅푚 des Optimierungsvektors 푟 resultiert
aus der Dimension der gesuchten Matrix 퐾∞ ∈ R푚×푛 und beschreibt gerade deren
Eintra¨ge. ♢
Beweis:
Es sei von einer Umgebung 푈 ⊂ R푛푝 der Nominalsto¨rung 푝0 ausgegangen, auf der
die Voraussetzungen (i) bis (iv) erfu¨llt sind. Durch die Stabilisierbarkeit und Beob-
achtbarkeit ist die Existenz eines asymptotisch stabilen Regelgesetzes des LQR(푝)
Problems in (6.2) gesichert:
푢(푡) = −퐾∞(푝)푥(푡). (6.4)
Weiter ist 푢(푡) aus (6.4) optimal bzgl. des Zielfunktionals Φ(푥, 푢, 푝) aus (6.2).
Fu¨r alle 푝 ∈ 푈 sind die Voraussetzungen aus Satz 5.24 somit als erfu¨llt vorausge-
setzt. Neben der Existenz einer Zustandsru¨ckfu¨hrung ist ebenfalls die asymptotische
Stabilita¨t des geschlossenen Systems gegeben. Es ist also mo¨glich, die Steuerung 푢(푡)
in (6.2) durch die stabilisierende Zustandsru¨ckfu¨hrung (6.4) zu ersetzen.
Das LQR(푝) kann somit in ein nichtlineares Optimierungsproblem NLP(푝) umformu-
liert werden. Das zu (6.2) zugeho¨rige gesto¨rte Problem der nichtlineare Optimierung
NLP(p) ist gegeben durch
min
푥,퐾∞
Ψ¯(푥,퐾∞, 푝) =
1
2
∞∫
0
(
푥푇(푡)푄(푝)푥(푡) + 푥푇(푡)퐾푇∞푅(푝)퐾∞푥(푡)
)
푑푡
unter 푥˙(푡) =
(
퐴(푝)−퐵(푝)퐾∞
)
푥(푡) + 푑(푝),
푥(0) = 푥0(푝),
(6.5)
mit Ψ¯(푥,퐾∞, 푝) := Ψ(푥,−퐾∞푥, 푝).
Da das Feedback-Gesetz (6.4) optimal ist und das Zielfunktional minimiert, folgt,
dass die optimale Lo¨sung von (6.5) ebenfalls das Zielfunktional minimiert27.
27Es ist zu beachten, dass es sich bei (6.5) nicht la¨nger um ein gesto¨rtes LQR-Problem bzw. ein
optimales Steuerungsproblem handelt. Vielmehr wird ein gesto¨rtes, endlichdimensionales, nichtli-
neares Optimierungsproblem mit Beschra¨nkungen beschrieben.
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Weiter ist die rechte Seite der Diﬀerentialgleichung aus (6.5) stetig und nach 푥 stetig
partiell diﬀerenzierbar. Nach Satz 6.2 folgt die Existenz der eindeutigen Lo¨sung.
Somit kann eine eindeutig bestimmte Lo¨sung 푥(푡) := 푥(푡;퐾∞, 푝) vorausgesetzt wer-
den, die von den Eintra¨gen der Matrix 퐾∞ abha¨ngig ist. Das gesto¨rte Problem (6.5)
kann auf ein unbeschra¨nktes, gesto¨rtes, nichtlineares Optimierungsproblem trans-
formiert werden:
min
퐾∞
Ψˆ(퐾∞, 푝) =
1
2
∞∫
0
(
푥푇(푡;퐾∞, 푝)푄(푝)푥(푡;퐾∞, 푝)
+ 푥푇(푡;퐾∞, 푝)퐾
푇
∞푅(푝)퐾∞푥(푡;퐾∞, 푝)
)
푑푡,
(6.6)
wobei Ψˆ(퐾∞, 푝) := Ψ (푥(푡;퐾∞, 푝),−퐾∞푥(푡;퐾∞, 푝), 푝) ist.
Folglich ist unter den Voraussetzung von Satz 5.24 die optimale Lo¨sung von (6.6)
ebenso eine Lo¨sung der gesuchten Zustandsru¨ckfu¨hrung (6.4).
Vereinfachend sei das NLP-Problem in (6.6) in die geforderte Form gebracht:
min
푟
Υ(푟, 푝),
mit Υ : R푛⋅푚 × 푃 → R und 푟 := ((퐾∞1,1 , . . . , 퐾∞1,푛), . . . , (퐾∞푚,1 , . . . , 퐾∞푚,푛))푇 . ■
Mit Hilfe der umformulierten Problemstellung eines gesto¨rten Optimalreglers in ein
gesto¨rtes nichtlineares Optimierungsproblem ko¨nnen im folgenden Abschnitt Vor-
aussetzungen fu¨r die Diﬀerenzierbarkeit der Zustandsru¨ckfu¨hrung formuliert wer-
den.
6.2.2 Diﬀerenzierbarkeit der Reglermatrix
Der zu erbringende Beweis der Diﬀerenzierbarkeit der Reglermatrix beruht auf den
bereits bekannten Ergebnissen gesto¨rter nichtlinearer Optimierungsprobleme. Dabei
liefert gerade der Sensitivita¨tssatz 3.12 nichtlinearer Optimierungsprobleme in einer
vereinfachten Form die hinreichenden Bedingungen der zu zeigenden Diﬀerenzier-
barkeit.
Satz 6.10 (Sensitivita¨tssatz unbeschra¨nkter NLP-Probleme)
Es sei 푥 ∈ R푛, 푝 ∈ R푛푝 und 푓 : R푛 ×R푛푝 → R푛 zweimal stetig diﬀerenzierbar bzgl.
푥 und ∇푥푓 bzgl. 푝 einmal stetig diﬀerenzierbar. Weiter sei 푥0 eine strenge regula¨re
lokale Lo¨sung von
min
푥
푓(푥, 푝), (6.7)
fu¨r einen fest gewa¨hlten Parameter 푝 = 푝0. D.h. es gelten die hinreichenden Bedin-
gungen zweiter Ordnung
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i. ∇푥푓(푥0, 푝0) = 0,
ii. 푣푇∇2푥푓(푥0, 푝0)푣 > 0, ∀푣 ∈ R푛, 푣 /= 0.
Dann existiert eine Umgebung 푃 ⊂ R푛푝 von 푝0, so dass das gesto¨rte Problem (6.7)
fu¨r alle 푝 ∈ 푃 eine eindeutig bestimmte streng regula¨re lokale Minimalstelle 푥(푝)
besitzt. Weiterhin ist 푥(푝) auf 푃 eine stetig diﬀerenzierbare Funktion bzgl. 푝 und es
gilt
∇2푥푓(푥0, 푝0)
푑푥
푑푝
(푝0) = −∇푥푝푓(푥0, 푝0). (6.8)
♢
Beweis:
Der Satz ist eine Vereinfachung des Sensitivita¨tssatzes 3.12 in Kombination mit der
Sensitivita¨tsableitung in Satz 3.14, indem ausschließlich unrestringierte nichtlineare
Optimierungsprobleme betrachtet werden und sowohl Bedingungen wie auch Folge-
rungen bzgl. der Beschra¨nkungen entfallen. ■
Der folgende Satz fasst alle Bedingungen an das gesto¨rte linear quadratische Regu-
latorproblem zusammen, so dass die stetige Diﬀerenzierbarkeit nach 푝 der Regler-
matrix 퐾∞(푝) gegeben ist.
Satz 6.11 (Reglerdiﬀerenzierbarkeit)
Es sei ein gesto¨rtes LQR-Problem gema¨ß (6.2) gegeben mit den zweimal nach 푝 stetig
diﬀerenzierbaren Abbildungen 퐴, 퐵, 푄, 푅 und 푥0. Weiter seien die Voraussetzungen
in Satz 6.9 fu¨r einen festen Parameter 푝0 ∈ R푛푝 erfu¨llt.
Unter der Bedingung, dass die Lo¨sung 푟0 des NLP-Problems (6.3) zu 푝 = 푝0 streng
regula¨r ist, existiert eine Umgebung 푃 ∈ R푛푝 von 푝0 und es gelten die Aussagen:
i. Fu¨r 푝0 ist durch 푢(푡) = −퐾∞(푝0)푥(푡) die eindeutige Zustandsru¨ckfu¨hrung ge-
geben,
ii. Fu¨r alle 푝 ∈ 푃 hat das zugeho¨rige, gesto¨rte linear quadratische Regulatorpro-
blem (6.2) ein eindeutiges Regelgesetz
푢(푡) = −퐾∞(푝)푥(푡),
iii. Die Eintra¨ge der Reglermatrix 퐾∞(푝) sind stetig diﬀerenzierbar bzgl. 푝 auf 푃 .♢
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Beweis:
Es sei von einer Nominalsto¨rung 푝0 ausgegangen. Unter den Voraussetzungen in Satz
6.9 fu¨r 푝 = 푝0 ist die Existenz der eindeutigen Zustandsru¨ckfu¨hrung nach Satz 5.24
gesichert, womit (i) bewiesen ist.
Fu¨r den Nachweis von (ii) und (iii) sei von dem Zielfunktional in (6.6) ausgegan-
gen. Unter den gegebenen Voraussetzungen ist die optimale Lo¨sung dieses unbe-
schra¨nkten, nichtlinearen Optimierungsproblems durch Satz 6.9 fu¨r 푝 = 푝0 die ge-
suchte optimalen Zustandsru¨ckfu¨hrung von (6.2).
Aus der Diﬀerentialgleichung des gesto¨rten geschlossenen Systems
푥˙(푡) =
(
퐴(푝)− 퐵(푝)퐾∞
)
푥(푡); 푥(0) = 푥0(푝)
ergibt sich die allgemeine Lo¨sung nach Gleichung (5.18) zu:
푥(푡;퐾∞, 푝) = 푒
(퐴(푝)−퐵(푝)퐾∞)푡푥0(푝).
Oﬀensichtlich ist 푥(푡;퐾∞, 푝) nach 퐾∞ zweimal stetig diﬀerenzierbar. Zusammen
mit der zweimaligen stetigen Diﬀerenzierbarkeit von 퐴 und 퐵 nach 푝 folgt, dass
푥(푡;퐾∞, 푝) ebenfalls zweimal stetig diﬀerenzierbar nach 푝 ist.
Weiter sei von der vereinfachten NLP-Problemformulierung in (6.3) ausgegangen mit
Υ : R푛⋅푚×푃 → R und dem Zusammenhang zwischen den Optimierungsvariablen 푟
und 퐾∞:
푟 :=
(
(퐾∞1,1 , ⋅ ⋅ ⋅ , 퐾∞1,푛), ⋅ ⋅ ⋅ , (퐾∞푚,1 , ⋅ ⋅ ⋅ , 퐾∞푚,푛)
)푇
. (6.9)
Die Ableitung von Ψˆ(퐾∞, 푝) aus (6.6) nach 퐾∞ bzw. von Υ(푟, 푝) nach 푟 ergibt sich
zu:
∇푟Υ(푟, 푝) =
∞∫
0
[
푥푇(푡; 푟, 푝)푄(푝)∇푟푥(푡; 푟, 푝) + 푥푇(푡; 푟, 푝)퐾푇∞푅(푝)
⋅ (퐾∞∇푟푥(푡; 푟, 푝) + ∇ˆ푟(푥푇(푡; 푟, 푝), 퐾푇∞))]푑푡.
Um auf die Einfu¨hrung von Tensoren zu verzichten sowie auf lange Summationen,
wurde fu¨r den letzten Term die abku¨rzende Schreibweise fu¨r 푥(푧) ∈ R푛 und 퐴(푧) ∈
R푛×푚 gewa¨hlt:
∇ˆ푧(푥(푧), 퐴(푧)) :=
[
푛∑
푖=1
푥푖(푧)
(∇푧푎푖,1(푧))푇 , . . . , 푛∑
푖=1
푥푖(푧)
(∇푧푎푖,푚(푧))푇
]
.
Ausgewertet steht ∇ˆ푟
(
푥(푡; 푟, 푝), 퐾∞
)
fu¨r die (푚× (푛 ⋅푚))-Matrix:
∇ˆ푟(푥푇(푡; 푟, 푝), 퐾푇∞) =
⎛
⎜⎜⎜⎝
푥푇(푡; 푟, 푝) 퐼푛 0 ⋅ ⋅ ⋅ 0
0
. . . . . .
...
...
. . . . . . 0
0 ⋅ ⋅ ⋅ 0 푥푇(푡; 푟, 푝) 퐼푛
⎞
⎟⎟⎟⎠ .
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Aus der stetigen Diﬀerenzierbarkeit von 푄, 푅 und der Lo¨sung des geschlossenen
Systems nach 푝 ergibt sich die stetige Diﬀerenzierbarkeit von ∇푟Υ nach 푝. Ebenfalls
ist ∇푟Υ ein weiteres mal nach 푟 stetig diﬀerenzierbar.
Weiter ist die strenge Regularita¨t der optimalen Lo¨sung 푟0 in 푝 = 푝0 vorausgesetzt.
Aus dem Sensitivita¨tssatz 6.10 kann somit gefolgert werden, dass eine Umgebung 푃
von 푝0 existiert, in der fu¨r alle 푝 ∈ 푃 eine optimale Lo¨sung 푟(푝) existiert, die stetig
diﬀerenzierbar nach 푝 ist. Weiter ist die beschriebene Hesse-Matrix ∇2푟Υ regula¨r,
so dass die Sensitivita¨tsableitungen 푑푟
푑푝
in 푝0 explizit berechnet werden ko¨nnen durch
das lineare Gleichungssystem
푑푟
푑푝
(푝0) = −
(∇2푟Υ(푟0, 푝0))−1∇푟푝Υ(푟0, 푝0). (6.10)
U¨bertragen auf die gesuchte Reglermatrix 퐾∞(푝) der Zustandsru¨ckfu¨hrung
푢(푡) = −퐾∞(푝)푥(푡)
bedeutet das, dass der Rang der Steuerbarkeitsmatrix und der Beobachtbarkeits-
matrix unvera¨ndert bleiben fu¨r alle 푝 ∈ 푃 in (6.2) und somit die optimale Lo¨sung
von (6.6) fu¨r alle 푝 ∈ 푃 gerade die gesuchte Zustandsru¨ckfu¨hrung liefert. Daru¨ber
hinaus ist 퐾∞ stetig diﬀerenzierbar bzgl. 푝. ■
Bei der Verwendung des adaptiven Ru¨ckkopplungsgesetzes muss allerdings sicherge-
stellt sein, dass die auftretenden Sto¨rungen 푝 nicht etwa die Struktur des Ausgangs-
problems vera¨ndern. Der Satz 6.11 beschreibt lediglich die Existenz einer Umgebung
푃 von 푝0, dennoch muss u¨berpru¨ft werden, ob die auftretenden Sto¨rungen 푝 einen
Einﬂuss auf den Rang der Steuerbarkeitsmatrix und Beobachtbarkeitsmatrix haben.
Der Nachweis der strengen Regularita¨t mit den hinreichenden Bedingungen zwei-
ter Ordnung kann bei entsprechender Anwendung auf numerischen Wege erbracht
werden. Eine Mo¨glichkeit wird unter anderem in Bu¨skens [Bu¨s98] beschrieben.
Fu¨r das in dieser Arbeit behandelte Anwendungsproblem werden die Untersuchun-
gen der Voraussetzungen optimaler Regler unter Beru¨cksichtigung eines Sto¨rpara-
meters in Kapitel 7.4.3 vorgenommen.
Eingangs wurde erwa¨hnt, dass der Ansatz u¨ber gesto¨rten LQR-Probleme durch eine
mo¨gliche Echtzeitanpassung der Zustandsru¨ckfu¨hrung motiviert ist. Die in Kapitel
3.5.4 beschriebene parametrische Sensitivita¨tsanalyse mit entsprechenden Approxi-
mationen der Zusta¨nde fu¨r NLP-Problemen kann mit dem obigen Ergebnis auch auf
die gesto¨rte Regelung u¨bertragen werden.
Es sei die abku¨rzende Schreibweise aus dem Beweis des Satzes 6.11 gema¨ß (6.3)
gewa¨hlt. Mit dem Satz 6.10 ist es mo¨glich, durch die Sensitivita¨tsdiﬀerentiale in
(6.10) eine Taylorapproximation 1. Ordung der gesto¨rten optimalen Lo¨sung 푟(푝)
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88 Kapitel 6: Optimale Steuerprozesse unter erweiterten Nebenbedingungen
durchzufu¨hren. Hierzu seien Sto¨rungen der Form 푝 = 푝0 + Δ푝 erwartet, wobei Δ푝
die Abweichung vom Nominalwert 푝0 beschreibt.
Fu¨r die Optimierungsvariable 푟(푝) ergibt sich die Approximation zu
푟(푝) = 푟(푝0 +Δ푝) ≈ 푟(푝0) + 푑푟
푑푝
(푝0)Δ푝.
Durch die zusa¨tzliche Untersuchung der Systemeigenschaften bei einer Abweichung
Δ푝 vom Nominalwert 푝0, kann das Ergebnis entsprechend auf die Reglermatrix 퐾∞
u¨bertragen werden. Man erha¨lt die adaptive Zustandsru¨ckfu¨hrung
푢(푡) = −
(
퐾∞(푝0) +
푑퐾∞
푑푝
(푝0)Δ푝
)
푥(푡).
Fu¨r eine Anwendung des approximierten Regelgesetzes werden die Gro¨ßen 퐾∞(푝0)
und 푑퐾∞
푑푝
(푝0) im Vorfeld oﬄine berechnet und bereitgestellt.
6.3 Optimales Steuerungsproblem mit integrier-
ten Optimalreglern
Die Ergebnissen des vorherigen Abschnitts ermo¨glichen es, dass zum einen optimale
Regelgesetze in den optimalen Steuerprozess integriert werden ko¨nnen, und zum
anderen die notwendige stetige Diﬀerenzierbarkeit dieser zusa¨tzlichen erweiterten
Nebenbedingungen gewa¨hrleistet ist.
Fu¨r eine bessere Unterscheidung zwischen den verwendeten Bezeichnern der Systeme
wird die Notation und Farbgebung aus Tabelle 6.1 in den folgenden Abschnitten
verwendet.
Name Zeit Zustand dim. Steuerung dim. Farbe
OCP 푡 푥 푛 푢 푚
SIM 휏 푧 푛푐 푤 푚푐
LQR 휍 푧 푛푐 푤 푚푐
Tabelle 6.1: Notation des optimalen Steuerungsproblem unter erweiterten Neben-
bedingungen
6.3.1 Mathematische Formulierung
Die Formulierung der erweiterten Klasse von Nebenbedingung fu¨r optimale Steue-
rungsprobleme basiert auf der Kombination der folgenden drei Problemstellungen,
die schrittweise vorgestellt werden:
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OCP
Es sei ein optimaler autonomer Steuerprozess der Form (4.6) mit einem beliebigen
Zielfunktional Φ gegeben:
min Φ(푥, 푢)
unter 푥˙(푡) = 푓
(
푥(푡), 푢(푡)
)
, ∀푡 ∈ [0, 푡푓 ]
푥(0) = 푥0,
휓(푥(푡푓)) = 0,
퐶(푥(푡), 푢(푡)) ≤ 0, ∀푡 ∈ [0, 푡푓 ].
(6.11)
Die Zustandsgro¨ße 푥 und die Steuerung 푢 unterliegen den bekannten Beschra¨n-
kungen, die in Kapitel 4 vorgestellt wurden.
LQR
Das Regelgesetz, welches in den optimalen Steuerprozess eingebunden werden soll,
basiert auf dem parameterabha¨ngigen linear quadratischen Regulatorproblem:
min Ψ(푧, 푤) =
1
2
∞∫
0
(
푧푇(휍)푄푧(휍) + 푤푇(휍)푅푤(휍)
)
푑휍
unter 푧˙(휍) = 퐴(푝)푧(휍) + 퐵(푝)푤(휍),
푧(0) = 푧0(푝).
(6.12)
Unter den Voraussetzungen des Satzes 5.24 zu einem festen Parameter 푝 kann das
optimale Regelgesetz explizit angegeben werden mit
푤(휍) = −퐾∞(푝)푧(휍). (6.13)
Dieses Regelgesetz mit zeitinvarianter Reglermatrix ist optimal bzgl. des Zielfunk-
tionals und der zugeho¨rigen linearen Systemdynamik in (6.12).
Weiter ergibt sich mit (6.13) und der linearen Systemdynamik aus (6.12) das ge-
schlossene dynamische System
푧˙(휍) =
(
퐴(푝)−퐵(푝)퐾∞(푝)
)
푧(휍), 푧(0) = 푧0(푝).
Der Satz 5.24 liefert gerade die asymptotische Stabilita¨tseigenschaft des geschlosse-
nen Regelkreises.
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SIM
Die Verknu¨pfung des Optimalsteuerungsproblem mit den zusa¨tzlichen Zustands-
ru¨ckfu¨hrungen wird durch die erweiterte Nebenbedingung 퐶퐸 : R
푛 × R푛푐 → R푙
mit
퐶퐸(푥(푡), 푧(푡)) ≤ 0
im optimalen Steuerprozess (6.11) realisiert. Weiter ist das unterlagerte lineare dy-
namische System durch den Sto¨rparameter 푝 := 푥(푡) beeinﬂussbar. Folglich ist die
Zustandsru¨ckfu¨hrung und die Lo¨sung des geschlossenen dynamischen Systems von
der Optimierungsvariable 푥 zu allen Zeitpunkten 푡 ∈ [0, 푡푓 ] des optimalen Steuer-
prozess abha¨ngig.
Die Abha¨ngigkeit des Zustandes 푧 von 푥 wird mit der Zustandsbeschreibung der
allgemeinen Lo¨sung 푧
(
휍; 0, 푧(0), 푝
)
aus Deﬁnition 6.4 deutlich hervorgehoben:
퐶ˆ퐸
(
푧(휍; 0, 푥(푡), 푥(푡))
)
= 퐶ˆ퐸
(
푧(휍; 푥(푡)
) ≤ 0,
mit 퐶ˆ퐸(⋅) := 퐶퐸
(
푥(푡), ⋅) und 푧(휍; 푥(푡)) := 푧(휍; 0, 푥(푡), 푥(푡)).
Zusammenfassend erha¨lt man die folgende Deﬁnition eines optimalen Steuerprozess
unter erweiterten Nebenbedingungen.
Deﬁnition 6.12 (Steuerprozess unter erweiterten Nebenbedingungen)
Das Problem
min Φ(푥, 푢)
unter 푥˙(푡) = 푓
(
푥(푡), 푢(푡)
)
, ∀푡 ∈ [0, 푡푓 ],
푥(0) = 푥0,
휓
(
푥(푡푓 )
)
= 0,
퐶
(
푥(푡), 푢(푡)
)≤ 0, ∀푡 ∈ [0, 푡푓 ],
퐶퐸
(
푥(푡), 푧(푡)
) ≤ 0, ∀푡 ∈ [0, 푡푓 ], (6.14)
wobei 푧, ∀푡 ∈ [0, 푡푓 ] das geschlossene System ist aus:
min Ψ(푧, 푤) =
1
2
∞∫
0
(
푧푇(휍)푄푧(휍) + 푤푇(휍)푅푤(휍)
)
푑휍
unter 푧˙(휍) = 퐴
(
푥(푡)
)
푧(휍) + 퐵
(
푥(푡)
)
푤(휍),
푧(0) = 푥(푡).
heißt optimaler Steuerprozess unter erweiterten Nebenbedingungen. ♢
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Gema¨ß dem Satz 4.21 ist es notwendig, dass jede Nebenbedingung des optimalen
Steuerproblems entsprechend ihrer Ordnung der Beschra¨nkung hinreichend oft stetig
diﬀerenzierbar ist, so dass die notwendigen Bedingungen restringierter optimaler
Steuerprozesse erfu¨llt sind. Die stetige Diﬀerenzierbarkeit nach 푥 von 퐶퐸 wird im
folgenden Abschnitt behandelt.
Die explizite Angaben einer Auswertungsvorschrift fu¨r 퐶퐸(푥, 푧) erfolgt in Kapitel 7,
mit einem direkten Bezug zum Anwendungsproblem und dem Hintergrund der phy-
sikalischen Bedeutung der Systemgro¨ßen.
6.3.2 Diﬀerenzierbarkeit der erweiterten Nebenbedingung
Fu¨r die Berechnung der Lo¨sung des optimalen Steuerprozess unter erweiterten Ne-
benbedingungen in (6.14) ist die stetige Diﬀerenzierbarkeit nach 푥 der Nebenbedin-
gung 퐶퐸(푥, 푧) eine notwendige Voraussetzung.
Alle notwendigen Voru¨berlegungen fu¨r den Beweis sind in Abschnitt 6.2 pra¨sentiert
worden.
Satz 6.13 (Diﬀerenzierbarkeit der erweiterten Nebenbedingung)
Es sei ein optimales Steuerungsproblem unter erweiterten Nebenbedingungen gema¨ß
(6.14) gegeben, wobei die Nebenbedingung 퐶ˆ퐸(푧) = 퐶퐸(푥, 푧) mit indirekter Abha¨ngig-
keit von 푥 stetig diﬀerenzierbar nach 푧 sei. Weiter sei durch
Λ푥 := {푥(푡) ∈ R푛
∣∣∣퐶(푥(푡), 푢(푡)) ≤ 0, 푥(0) = 푥0, 휓(푥(푡푓 )) = 0, ∀푡 ∈ [0, 푡푓 ],
푥 ∈ 풲1,∞(0, 푡푓 ;R푚), 푢 ∈ ℒ∞(0, 푡푓 ;R푛)}
die zula¨ssige Menge aller Zusta¨nde des optimalen Steuerprozess deﬁniert, so dass
auf Λ푥 gilt:
i. 퐴 : Λ푥 → R푛푐×푛푐 und 퐵 : Λ푥 → R푛푐×푚푐 sind zweimal stetig diﬀerenzierbar,
ii. 푄 ∈ R푛푐×푛푐 ist symmetrisch und positiv semideﬁnit,
iii. 푅 ∈ R푚푐×푚푐 ist symmetrisch positiv deﬁnit,
iv. Das System
(
퐴(푝), 퐵(푝)
)
ist stabilisierbar ∀푝 ∈ Λ푥,
v. Das System
(
퐴(푝), 퐶(푝)
)
, mit 푄(푝) = 퐶푇(푝)퐶(푝) ist beobachtbar ∀푝 ∈ Λ푥,
vi. Die Lo¨sung 퐾∞ des LQR-Problems ist streng regula¨r im Sinne des zugeho¨rigen
NLP-Problems.
Dann ist die erweiterte Nebenbedingung 퐶퐸(푥, 푧) stetig diﬀerenzierbar nach 푥. ♢
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Beweis:
Die Nebenbedingung 퐶ˆ퐸(푧) = 퐶퐸(푥, 푧) ist bereits als stetig diﬀerenzierbar nach 푧
vorausgesetzt. Es bleibt die Diﬀerenzierbarkeit von 푧 nach 푥 zu beweisen.
Es sei die Menge Λ푥 aller zula¨ssigen Zustandsvektoren des optimalen Steuerungs-
problems ohne erweiterte Nebenbedingung gegeben.
Unter den gegebenen Voraussetzungen (ii) bis (v) ist der Satz 6.9 u¨ber die Umfor-
mung eines LQR-Problems in ein NLP-Problem auf Λ푥 anwendbar. Damit existiert
zu allen 푥(푡) ∈ Λ푥 eine entsprechende NLP-Beschreibung des gesto¨rten linear qua-
dratischen Regulatorproblems
Ebenfalls kann gefolgert werden, dass das zugeho¨rige, gesto¨rte, linear quadratische
Regulatorproblem mit 푝 := 푥(푡) fu¨r alle 푥(푡) ∈ Λ푥 eine optimale Zustandsru¨ck-
fu¨hrung besitzt:
푤(휍) = −퐾∞
(
푥(푡)
)
푧(휍).
Da die Existenz der Umformung in ein NLP-Problem gesichert ist, sind in Verbin-
dung mit den Aussagen (i) und (vi) die Voraussetzungen aus Satz 6.11 erfu¨llt. Es
folgt die stetige Diﬀerenzierbarkeit der Reglermatrix 퐾∞
(
푥(푡)
)
nach 푥(푡) in einer
Umgebung 푃
(
푥(푡)
) ⊂ Λ푥.
Sofern die Bedingung der strengen Regularita¨t der Lo¨sung 퐾∞ fu¨r alle 푥(푡) ∈ Λ푥
erfu¨llt ist, existiert zu jedem 푥(푡) ∈ Λ푥 eine Umgebung 푃푥(푡)
(
푥(푡)
) ⊂ Λ푥 auf der
퐾∞
(
푥(푡)
)
stetig diﬀerenzierbar nach 푥(푡) ist.
Insbesondere gilt dann die stetige Diﬀerenzierbarkeit nach 푥(푡) auf
∪
∀푥(푡)
푃푥(푡)
(
푥(푡)
)
.
Folglich ist die Matrix der Zustandsru¨ckfu¨hrung 푤 stetig diﬀerenzierbar nach 푥(푡)
auf Λ푥.
Oﬀensichtlich ist 푤 stetig diﬀerenzierbar nach 퐾∞ und da das linear System stetig
diﬀerenzierbar nach 푤 ist, folgt zusammen mit den Voraussetzungen in (i) die stetige
Diﬀerenzierbarkeit nach 푝 := 푥(푡) der rechten Seite der Diﬀerentialgleichung des
geschlossenen Systems :
푧˙(휍) =
(
퐴(푥(푡))−퐵(푥(푡))퐾∞(푥(푡))
)
푧(휍), 푧(0) = 푥(푡).
Nach Satz 6.6 und Folgerung 6.7 ist die allgemeine Lo¨sung des geschlossenen Systems
푧
(
휍; 0, 푥(푡), 푥(푡)
)
sowohl diﬀerenzierbar nach ihrem Anfangswert 푧(0) := 푥(푡) als
auch nach ihrem Parameter 푝 := 푥(푡). ■
Bemerkung 6.14
Sollte die erweiterten Nebenbedingung 퐶퐸 die zu optimierende Zustandsgro¨ße 푥,
zusa¨tzlich zur indirekten Abha¨ngigkeit, explizit enthalten, so ist es oﬀensichtlich,
dass 퐶퐸(푥, ⋅) ebenso als stetig diﬀerenzierbar in der ersten Komponente vorausge-
setzt werden muss. ♢
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Bemerkung 6.15
Die strenge Regularita¨tseigenschaft der Matrix 퐾∞ als Lo¨sung eines NLP-Problems
kann mitunter wa¨hrend der numerischen Berechnungen einer Lo¨sung des optimalen
Steuerprozess unter erweiterten Nebenbedingungen mit ausgewertet werden. ♢
In dieser Arbeit kommen direkte Verfahren fu¨r die Berechnung der Lo¨sung optimaler
Steuerungsprobleme zum Einsatz, vgl. Abschnitt 4.3. Um sicherzustellen, dass das
diskretisierte Problem, beschrieben durch ein nichtlineares Optimierungsproblem,
mittels einem SQP-Verfahren gelo¨st werden kann, mu¨ssen mindestens die notwen-
digen Bedingungen erster Ordnung u¨berpru¨fbar sein, vgl. Abschnitt 3.4.
Gema¨ß den Voraussetzungen aus Satz 3.6 ist der Nachweis der einmal stetigen Diﬀe-
renzierbarkeit nach 푥 der Nebenbedingung dafu¨r ausreichend. Eine U¨berpru¨fbarkeit
der notwendigen und hinreichenden Bedingungen zweiter Ordnung aus Satz 3.9 ist
hingegen erstmal nicht sichergestellt, da der Beweis der zweimal stetig diﬀerenzier-
baren Nebenbedingung innerhalb einer Umgebung der lokalen Minimalstelle nicht
erbracht wurde.
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Kapitel 7
Anwendungsproblem: Laufkatze
Die Beurteilung des formulierten optimalen Steuerungsproblem mit erweiterten Ne-
benbedingungen soll an dem konkreten Anwendungsbeispiel einer Laufkatze in der
Hochregallagertechnik geschehen.
Der Laufkatze selbst stehen interne Steuerungen der Motoren zur Verfu¨gung, die
die Bewegungen innerhalb einer Regalgasse kontrollieren. Sowohl die Position des
Wagens auf der Fahrschiene, als auch die La¨nge des Seiles kann dadurch beeinﬂusst
werden. Die Position des frei schwingenden Lastaufnahmemittels la¨sst sich hingegen
nur indirekt beeinﬂussen.
Die Bestimmung eines geeigneten Bahnverlaufs, so dass ein gewu¨nschter Zielpunkt
erreicht wird und das gesamte System in Ruhe ist, ist keinesfalls trivial. Durch den
Einsatz optimaler Steuerungsprobleme wird die Mo¨glichkeit geschaﬀen, aus allen
zula¨ssigen Bahnen, die den gewu¨nschten Endzustand erreichen, die geeignetste zu
wa¨hlen. In diesem Fall handelt es sich um eine Bahn, die das vorher festgelegte
Zielfunktional minimiert.
In Abschnitt 7.1 wird die mathematische Herleitung des Modells beschrieben, das
in dieser Arbeit zur Anwendung kommt. Zusa¨tzlich werden erga¨nzend noch einige
Anmerkungen zur physikalischen Vertra¨glichkeit gemacht.
Weitere Untersuchungen bzgl. des gewa¨hlten Modells wurden bereits in anderen
Arbeiten durchgefu¨hrt. Kransysteme mit zwei zula¨ssigen Bewegungsrichtungen des
Aufha¨ngungspunktes oder einer Fu¨hrung entlang einer gebogenen Schiene stellt
Blume [Blu06] vor. Von Vogelsang [Vog08] wird das hier verwendete Modell der
Laufkatze dahingehend erweitert, dass Eﬀekte bei sehr großen Seilla¨ngen u¨ber 20푚
untersucht werden ko¨nnen.
Abschnitt 7.2 behandelt das optimale Steuerungsproblem der Laufkatze. Die Diskre-
tisierung des Bahnoptimierungsproblems und die Lo¨sung mittels direkten Verfahren
werden in Abschnitt 7.3 beschrieben.
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96 Kapitel 7: Anwendungsproblem: Laufkatze
Fu¨r die spa¨tere Berechnung einer Regelung als Strategie fu¨r den
”
geregelten Halt“
werden in Abschnitt 7.4 weitere Untersuchungen bereitgestellt. Somit wird sicher-
gestellt, dass die entwickelten Verfahren auf das Problem der Laufkatze angewendet
werden ko¨nnen.
Die Verknu¨pfung der Bahnoptimierung mit der Regelung unter den entsprechenden
Sicherheitsanforderungen erfolgt in Abschnitt 7.5. Speziell wird hier der Gedanke
verfolgt, dass die Energie im gesamten System verringert werden soll und unterhalb
einer gegebenen Schranke gehalten wird.
7.1 Mathematisches Modell
Fu¨r die schwingungsfreie Positionierung der Laufkatze im Hochregallager mu¨ssen
zuerst Bahnen bereitgestellt werden, die anschließend u¨ber die Regeleinheit auf der
Laufkatze mittels der Motoren nachgefahren werden kann. Entsprechend dazu wird
die Position der Laufkatze, die La¨nge des Seils und die relative Verschiebung des
Lastaufnahmemittles u¨berwacht und bei Bedarf korrigiert. Eine Untersuchung von
sogenannten Tracking-Reglern fu¨r die Bahnverfolgung ist in Stach [Sta05] am Bei-
spiel eines Industrieroboters zu ﬁnden.
Fu¨r die Berechnung der Referenzbahnen muss zu Beginn das dynamische Verhal-
ten des Mehrko¨rpersystems modelliert werden. Das gezeigte physikalische Verhalten
des Lastaufnahmemittel bei ruhender Laufkatze ist hierbei vergleichbar mit einem
Pendel.
Es sei fu¨r die folgende Betrachtung angenommen, dass das Lastaufnahmemittel u¨ber
ein Seil mit der Laufkatze verbunden ist.
Deﬁnition 7.1 (Physikalisches Pendel)
Ein physikalischen Pendel ist ein starrer Ko¨rper, der in einem Punkt, nicht sei-
nem Massemittelpunkt, drehbar gelagert ist und nach einer Auslenkung aus seiner
Gleichgewichtslage Schwingungen ausfu¨hrt. ♢
Eine Idealisierung zu obiger Deﬁnition stellt, das mathematische Pendel dar, vgl.
[Lu¨d08].
Deﬁnition 7.2 (Mathematisches Pendel)
Die Masse eines mathematischen Pendels ist in einem Punkt konzentriert und besitzt
die feste Entfernung 푙 zum Aufha¨ngepunkt. Die ausgefu¨hrten Bewegungen sind frei
unter dem Einﬂuss der Schwerkraft. ♢
Bei einem mathematischen Pendel wird zusa¨tzlich zu der in einem Punkt konzen-
trierten Masse, das Verbindungsseil als masselos angenommen. Weiter seien Rei-
bungskra¨fte in den Aufha¨ngungen und Stro¨mungswidersta¨nde der schwingenden
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푙
휑 푆
푙 휑
푆
푚 ⋅ 푔
Abbildung 7.1: links: mathematisches Pendel; rechts: physikalisches Pendel 28
Masse vernachla¨ssigt. In Abbildung 7.1 wird noch einmal der Unterschied beider
Pendelmodelle verdeutlicht.
Die Herleitung der Bewegungsgleichung eines mathematischen Pendels basiert auf
den Newtonschen-Gesetzen. Auf eine frei schwingende Masse 푚 wird dabei die
Fallbeschleunigung 푔 ausgeu¨bt, so dass die Schwerkraft
퐹g = 푚 ⋅ 푔
auf den Massepunkt wirkt. Der Kraftanteil von 퐹g entlang des Seiles spannt das in
der La¨nge konstante Seil. Bei einer Auslenkung der Pendelmasse aus der Ruhelage
um den Winkel 휑 wirkt der u¨brige Anteil der Kraft als Ru¨ckstellkraft. Dieser, zum
Seil senkrecht stehende Anteil der Schwerkraft, ist
퐹ru¨ck = 푚 ⋅ 푔 ⋅ sin휑,
so dass der Massepunkt eine Beschleunigung erfa¨hrt. Der Einfachheit halber wird an-
genommen, dass die Kraft nicht entlang einer Kreisbahn, sondern waagerecht wirkt.
Bei großen Seilla¨ngen und kleinen Auslenkungen ist dieses bereits eine ausreichend
gute Approximation.
Weiter sei mit 푟 die waagerechte Absolutposition der Pendelmasse bezeichnet. Dann
gilt allgemein fu¨r eine an die Masse 푚 angreifende Kraft
퐹 = 푚 ⋅ 푟¨.
Da weitere Kra¨fte wie Reibung und Stro¨mungswiderstand keine Beru¨cksichtigung
ﬁnden, gilt fu¨r das mathematische Pendel
푚 ⋅ 푟¨ = 푚 ⋅ 푔 ⋅ sin휑. (7.1)
28Bildnachweis: Hauger, Schnell und Gross [Hau02]
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98 Kapitel 7: Anwendungsproblem: Laufkatze
Mit Hilfe der relativen waagerechten Verschiebung 푑 der Pendelmasse zum Aufha¨ng-
ungspunkt und der Beziehung sin휑 = 푑
푙
kann die Gleichung (7.1) vereinfacht werden
zu
푟¨ = 푔 ⋅ 푑
푙
. (7.2)
Konstruktionsbedingt kann der Fall 푙 ≤ 0 ausgeschlossen werden. Das komplette
Hochfahren des Lastaufnahmemittels auf die gleiche Ho¨he der Laufkatze ist als Son-
derfall anzusehen und birgt gewisse Risiken, die separat betrachtet werden mu¨ssen.
Beispielsweise wa¨re eine Kollision zwischen dem schwingenden Lastaufnahmemittel
und der Laufkatze denkbar. Mit den deﬁnierten Beschra¨nkungen in Abschnitt 7.2.2
kann gewa¨hrleistet werden, dass eine Grenze fu¨r den Abstand beider Bauteile zu
allen Zeitpunkten nicht unterschritten wird.
Im Falle der Laufkatze wird der Aufha¨ngungspunkt entsprechend den Bewegungen
der Laufkatze mit bewegt, vgl. Abbildung 7.2. Ebenso muss die Absolutposition des
Wagens mit beru¨cksichtigt werden. Es gilt mit (7.2)
푠 = 푟 + 푑
푟¨ = 푠¨− 푑¨ = 푔 ⋅ 푑
푙
(7.3)
Neben der Bewegung der Laufkatze ist noch die mo¨gliche Seilla¨ngena¨nderung beim
Laufkatzenmodell zu beru¨cksichtigen. Anstelle der zuvor konstanten Seilla¨nge 푙 ist
jetzt eine zeitabha¨ngige Seilla¨nge 푙(푡) anzunehmen. Ausgangspunkt der U¨berle-
gungen ist der, dass bei einer positiven Seilbeschleunigung das Seil verla¨ngert wird,
sofern die Seilla¨nge vorher unvera¨ndert war29. Die Masse wird sozusagen fallenge-
lassen. Dadurch wird die Fallbeschleunigung 푔 auf den Wert 푔 − 푙¨ ⋅ cos휑 reduziert.
Das hat zur Folge, dass gleichzeitig auch die an die Masse angreifende Ru¨ckstellkraft
verringert wird.
Umgekehrt wird bei einer negativen Seilbeschleunigung 푙¨ die Verla¨ngerung des Seil
langsamer bzw. das Seil wird eingezogen. Die auf die Masse wirkende Beschleunigung
wird daher betraglich gro¨ßer als 푔 sein. Zu diesem Zeitpunkt wu¨rde das Seil also am
ehesten reißen.
Ersetzt man 푔 in (7.3) durch 푔 − 푙¨ ⋅ cos휑 und verwendet zusa¨tzlich die Na¨herung
cos휑 ≈ 0 fu¨r kleine Winkel 휑 erha¨lt man eine Diﬀerentialgleichung fu¨r das relative
Verhalten der Laufkatze zum Lastaufnahmemittel:
푑¨ = 푠¨− (푔 − 푙¨) ⋅ 푑
푙
.
Fu¨r die Steuerung der Laufkatze stehen zwei Motoren bereit. Dabei wird durch
die Motoren direkt die Beschleunigung des Wagen 푢1 und die Beschleunigung der
Pendelmasse in Richtung des Seils 푢2 (Seilbeschleunigung) kontrolliert.
29Andernfalls verringert sich erst der Seileinzug mit anschließender Seilverla¨ngerung
30Bildnachweis: Knauer [Kna09]
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
7.1 Mathematisches Modell 99
푟
푑
푠
휑
푚 ⋅ 푔 sin휑
푙
푚 ⋅ 푔
휑
−푙¨ ⋅ cos휑 −푙¨
푙¨
푔
푔 − 푙¨ ⋅ cos휑
푠 Absolutposition des Wagens
푟 Absolutposition des Pendels
푙 La¨nge des Seils
푑 relative Verschiebung
zwischen Pendel und Wagen
휑 Winkel des Pendelausschlags
푚 Masse des Pendels
푔 Fallbeschleunigung
Abbildung 7.2: Mathematisches Modell einer Laufkatze; links: feste Seilla¨nge;
rechts: variable Seilla¨nge 30
Mit der Beschleunigung als Steuergro¨ße ist das dynamische Verhalten durch drei
Diﬀerentialgleichungen 2. Ordnung gegeben:
푠¨ = 푢1
푙¨ = 푢2
푑¨ = 푢1 − (푔 − 푢2) ⋅ 푑푙 ,
(7.4)
wobei konstruktionsbedingt 푙 > 0 gilt.
Folgend noch ein paar Bemerkungen zum aufgestellten Modell. Aufgrund des An-
satzes eines mathematischen Pendels wird die Masse der pendelnden Last nicht in
den Diﬀerentialgleichungen beru¨cksichtigt. Das dynamische Verhalten einer unbe-
ladenen Laufkatze ist somit dasselbe, wie das einer beladenen Laufkatze. Es triﬀt
jedoch keinesfalls zu, dass die Masse der Last u¨berhaupt keine Rolle spielt. Gerade
bei der Auslegung der Motorleistung ist die Masse nicht unerheblich. Es muss ge-
sichert sein, dass die gewu¨nschten Beschleunigungen unabha¨ngig von der Nutzlast
realisiert werden ko¨nnen.
In industriellen Anlagen werden meist geschwindigkeitsgeregelte Motoren eingesetzt.
Aus der Bahnplanung werden die, sich aus den Modellgleichungen ergebenen Ge-
schwindigkeitsbahnen, als Sollwerte fu¨r die Geschwindigkeiten des Wagens und die
der Pendelmasse in Richtung des Seils (Seilgeschwindigkeit) verwendet. Gleichzei-
tig werden auch die aktuelle Ist-Position des Wagens und die gemessene Seilla¨nge
beru¨cksichtigt, so dass indirekt eine Kontrolle der Schwingungen der Last mo¨glich
ist.
Bei der Herleitung des dynamischen Systems (7.4) wurde ein mathematisches Pendel
angenommen mit nur einem Seil als Verbindung zwischen Wagen und Lastaufnah-
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100 Kapitel 7: Anwendungsproblem: Laufkatze
memittel. Tatsa¨chlich sieht die Konstruktion der Laufkatze vor, dass die Last u¨ber
vier Seile, die jeweils an den Ecken befestigt sind, mit dem Wagen verbunden ist.
Dabei verlaufen die Seile immer parallel und besitzen die selbe La¨nge und die gleiche
Spannung.
Bei den Pendelbewegungen hat das den Eﬀekt, dass lediglich die Position des Last-
aufnahmemittels waagerecht verschoben wird. Es ﬁndet keine zusa¨tzliche Verlage-
rung des Schwerpunktes, bzw. eine Drehung der Last statt. Etwaige zusa¨tzliche
Eﬀekte, die nur bei einem physikalischen Pendel u¨ber die sogenannte reduzierte
Pendella¨nge31 beru¨cksichtigt werden, treten bei dieser Anwendung nicht auf, vgl. z.
B. [Hau02]. Der Ansatz des mathematischen Pendels ist damit gerechtfertigt und
die vier Seile ko¨nnen durch eines im Modell ersetzt werden.
Auch die Vera¨nderung des Schwerpunkt nach oben, durch das Beladen des Last-
aufnahmemittel hat durch die gewa¨hlte Aufha¨ngung an vier Seilen keinen Einﬂuss
mehr auf die Periodendauer des Systems.
Es sei aber darauf hingewiesen, dass die verwendeten Approximationen in der be-
schriebenen Herleitung, sowie auftretende Da¨mpfungseﬀekte zu Diskrepanzen zwi-
schen Realita¨t und Modell fu¨hren ko¨nnen. Dem entgegen wird die ohnehin einge-
setzte Regelung wirken, sodass auch weitere Sto¨rungen wie mo¨gliche Schwankungen
und Verzo¨gerungen der Motorleistung ausgeglichen werden.
7.2 Optimale Bahnplanung
Das in Abschnitt 7.1 hergeleitete dynamische System (7.4) ist ein Diﬀerentialglei-
chungssystem 2. Ordnung, was auf die Dynamik der Laufkatze schließen la¨sst und
somit in einem Optimalsteuerungsproblem zur Anwendung kommen kann. Fu¨r die
optimale Bahnplanung der Laufkatze mu¨ssen weiter Randbedingungen formuliert
werde, entsprechend der Anfangs- und Endposition. Die gegebenen Abmessung des
Hochregallagers, die technischen Beschra¨nkungen der Motoren und die zula¨ssigen
Ho¨chstgeschwindigkeiten werden in den Zustands- und Steuerrestriktionen beru¨ck-
sichtigt. Mit Hilfe des Zielfunktionals wird letztlich das Optimalita¨tskriterium fest-
gelegt, welchem die Bahn genu¨gen soll.
7.2.1 Randbedingungen
Bei jeder Fahrt der Laufkatze muss am Ende eine schwingungsfreie Position einge-
nommen werden, so dass ein unproblematisches Ent- und Beladen gesichert ist.
31Quotient aus dem Tra¨gheitsmoment, der Masse und dem Abstand zwischen Aufha¨ngung und
Schwerpunkt der Pendelmasse.
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
7.2 Optimale Bahnplanung 101
Um dieses zu gewa¨hrleisten mu¨ssen am Zielpunkt sa¨mtliche Geschwindigkeiten und
Beschleunigungen Null sein. Mittels den Randbedingungen, speziell den Endbedin-
gungen, ko¨nnen bestimmte Komponenten des Zustandsvektors des Systems zum
Zeitpunkt 푡푓 zu Null bestimmt werden. In den aufgestellten Systemgleichungen (7.4)
gehen die Beschleunigungen der Laufkatze sowie die des Seil nicht als Zustands-
gro¨ßen, sondern als Steuergro¨ßen 푢1 und 푢2 ein. Damit ist es nicht mo¨glich entspre-
chende Randbedingungen zu formulieren. Ebenso kann die relative Beschleunigung
des Pendels 푑¨ nicht in den Randbedingungen beru¨cksichtigt werden.
Erste Testla¨ufe haben bereits gezeigt, dass es unter Umsta¨nden auftreten kann, dass
die interne Regelung der Motoren nicht ausreichend ist. Das notwendige abrupte Ab-
schalten der Steuerung nach dem Zeitpunkt 푡푓 fu¨hrte nicht immer zum gewu¨nschten
Stillstand des Systems. Stattdessen konnte durch eine erlaubte Nachregelung u¨ber
den berechneten Endzeitpunkt hinaus, eine immer wiederkehrende Korrektur der
aktuellen Position durch die interne Motorenregelung beobachtet werden, um das
System zur Ruhe zu bringen.
Eine mo¨gliche Erweiterung, die u. a. in Knauer [Kna09] verfolgt wird, ist die Ein-
fu¨hrung einer weiteren Ableitung nach der Zeit. So werden beide Beschleunigungen
durch Zustandsgro¨ßen repra¨sentiert, fu¨r die eine Endbedingung angegeben werden
kann. Als Steuergro¨ße wird der jeweilige Ruck verwendet. Durch diese Erweiterung
des Diﬀerentialgleichungssystems ist es mo¨glich, die Beschleunigung gegen Ende des
Zeitintervalls langsam zu Null zu steuern. Damit kann sichergestellt werden, dass
die Endposition tatsa¨chlich erreicht wird und der zugeho¨rige Bahnverlauf durch die
Motoren realisierbar ist, so dass es im Endzeitpunkt nicht zu einem U¨berschwingen
kommt.
Fu¨r die U¨berlegungen in dieser Arbeit, bzgl. der Erweiterung mit einer weiteren Re-
gelung fu¨r den sogenannten
”
geregelten Halt“ und der entsprechenden Pra¨sentation
der Resultate, ist dieser Ansatz vorerst nicht notwendig und es wird auf die Erwei-
terung des Diﬀerentialgleichungssystem verzichtet. Fu¨r eine praktische Realisierung
wa¨re es hingegen sinnvoll.
Abgesehen von dem mo¨glichen Mangel in der technischen Realisierbarkeit durch die
eingesetzten Elektromotoren, ist theoretisch, durch die Verwendung einer Ruhelage
des System als Endpunkt, der schwingungsfreie Endzustand mo¨glich.
Mit einer geeigneten Substitution la¨sst sich das aufgestellte System (7.4) in ein
Diﬀerentialgleichungssystem 1. Ordnung transformieren, das im Folgenden zur An-
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102 Kapitel 7: Anwendungsproblem: Laufkatze
wendung kommt
푥˙1(푡) = 푥2(푡) : Position Katze 푥1 = 푠,
푥˙2(푡) = 푢1(푡) : Geschwindigkeit Katze 푥2 = 푠˙,
푥˙3(푡) = 푥4(푡) : rel. Verschiebung Last 푥3 = 푑,
푥˙4(푡) = 푢1(푡)−
(
푔 − 푢2(푡)
) ⋅ 푥3(푡)
푥5(푡)
: rel. Geschwindigkeit Last 푥4 = 푑˙,
푥˙5(푡) = 푥6(푡) : Position Seil 푥5 = 푙,
푥˙6(푡) = 푢2(푡) : Geschwindigkeit Seil 푥6 = 푙˙.
(7.5)
Fu¨r die Berechnung der optimalen Bahn der Laufkatze ko¨nnen jeweils die entspre-
chenden Anfangs- und Endbedingungen explizit angegeben werden. Die verwendeten
Randwerte ergeben sich zu:
푥1(0) = 푠0, 푥1(푡푓 ) = 푠푓 , Start- und Endposition der Katze
푥2(0) = 0, 푥2(푡푓 ) = 0,
푥3(0) = 0, 푥3(푡푓 ) = 0,
푥4(0) = 0, 푥4(푡푓 ) = 0,
푥5(0) = 푙0, 푥5(푡푓 ) = 푙푓 , Seilla¨ngen zu Beginn und Ende
푥6(0) = 0, 푥6(푡푓 ) = 0.
(7.6)
Durch diese Setzung der Randwerte sind alle auftretenden Geschwindigkeiten zu
Beginn und am Ende der Trajektorie Null. Insbesondere soll auch keine weitere Be-
schleunigung der relativen Verschiebung des Lastaufnahmemittels auftreten. Durch
die Verwendung einer Ruhelage als Anfangs- und Endpunkt der Trajektorie, so dass
fu¨r 푡 = 0 und 푡 = 푡푓 die relative Verschiebung 푥3(푡) = 0 ist und die entsprechenden
Steuerungen zu 푢1(푡) = 0 und 푢2(푡) = 0 gefordert werden, siehe Abschnitt 7.4.1,
gilt:
푑¨(푡) = 푥˙4(푡) = 푢1(푡)−
(
푔 − 푢2(푡)
) ⋅ 푥3(푡)
푥5(푡)
= 0, mit 푡 = 0 und 푡 = 푡푓 .
In Kapitel 8 wird das Modell (7.5) mit den gegebenen Randbedingungen (7.6) fu¨r
die numerischen Auswertungen zur Anwendung kommen.
7.2.2 Beschra¨nkungen
Zusa¨tzlich zu den Randbedingungen unterliegt die Laufkatze in einer Regalgasse
weiteren baulichen und technischen Beschra¨nkungen, die fu¨r eine optimale Bahn-
planung unerla¨sslich sind.
Der zula¨ssige Bereich fu¨r die Positionierung der Laufkatze ist durch die La¨nge der
jeweiligen Regalgasse gegeben. Entsprechend gibt die Ho¨he der Fahrschiene der Lauf-
katze, unter Beru¨cksichtigung der Abmessungen des Lastaufnahmemittels und der
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7.2 Optimale Bahnplanung 103
Anbringung am Wagen, die Restriktionen fu¨r die Seilla¨nge vor. Mit den Bezeichnun-
gen aus (7.5) gilt
푠min ≤ 푥1(푡) ≤ 푠max Fahrbereich der Katze,
푙min ≤ 푥5(푡) ≤ 푙max zula¨ssige Seilla¨ngen.
(7.7)
Die zula¨ssigen Geschwindigkeiten sind hauptsa¨chlich durch die Leistungen der ver-
wendeten Motoren gegeben. Um entsprechend fragile Gu¨ter zu Transportieren oder
die Stabilita¨t der Konstruktion aus Laufkatze, Fahrschiene und Regalen sicherzu-
stellen, ko¨nnen entsprechend kleinere Werte als Beschra¨nkung verwendet werden.
Die Geschwindigkeitsbeschra¨nkungen sind gegeben durch
푠˙min ≤ 푥2(푡) ≤ 푠˙max erlaubte Geschwindigkeiten der Katze,
푙˙min ≤ 푥6(푡) ≤ 푙˙max erlaubte Hub-/ Senkgeschwindigkeiten.
(7.8)
Analog zur Geschwindigkeit ko¨nnen zusa¨tzlich die Beschleunigungswerte Beschra¨n-
kungen unterliegen, die unabha¨ngig von den Grenzwerten der Geschwindigkeit ge-
wa¨hlt werden ko¨nnen. Hierbei handelt es sich um reine Steuerbeschra¨nkungen der
Form
푢1,min ≤ 푢1(푡) ≤ 푢1,max erlaubte Beschleunigung der Katze,
푢2,min ≤ 푢2(푡) ≤ 푢2,max erlaubte Hub-/ Senkbeschleunigung.
(7.9)
Fu¨r weitere Sicherheitsanforderungen an den laufenden Betrieb der Anlage ko¨nnen
daru¨ber hinaus noch weitere Beschra¨nkungen formuliert werden. Fu¨r die ausschließ-
liche Bahnoptimierung der Laufkatze werden in dieser Arbeit die Beschra¨nkungen
(7.7), (7.8) und (7.9) verwendet. Des Weiteren wird in Abschnitt 7.5 gesondert die
Kopplung des
”
geregelten Halts“ mit dem optimalen Steuerungsproblem behandelt.
Die zusa¨tzliche Reglung inklusive der damit verbundenen notwendigen Simulati-
on wird durch eine zusa¨tzliche Nebenbedingung im optimalen Steuerprozesses inte-
griert.
Verhalten in kritischen Bereichen
Gerade in den Bereichen der Wa¨nde, bzw. der Enden einer Regalgasse, kann es
schnell zu kritischen Situationen kommen. Um mo¨glichen Kollisionen durch Abwei-
chung in der Tracking-Regelung der Laufkatze vorzubeugen, kann es wu¨nschenswert
sein, die Geschwindigkeiten und auch die Beschleunigungswerte zu reduzieren. Diese
Beschra¨nkungen ko¨nnten z.B. in Abha¨ngigkeit von der Position der Katze formuliert
werden:
푠˙min(푥1(푡)) ≤ 푥2(푡) ≤ 푠˙max(푥1(푡)),
푢1,min(푥1(푡)) ≤ 푢1(푡) ≤ 푢1,max(푥1(푡)).
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104 Kapitel 7: Anwendungsproblem: Laufkatze
Gesondert mu¨ssen die Fa¨lle untersucht werden, in denen zusa¨tzliche Hindernisse
in der Regalgasse vorkommen. Diese ko¨nnen z. B. Durchga¨nge am Boden fu¨r das
Lagerpersonal sein. Entsprechend reduziert sich der zuvor zula¨ssige Bereich
(푥1, 푥5) ∈ [푠min, 푠max]× [푙min, 푙max]
fu¨r die Positionierung der Laufkatze und der Seilla¨nge um die nicht mehr befahrbaren
Bereiche. Das Wertepaar (푥1, 푥5) kann dadurch nicht mehr unabha¨ngig voneinander
gewa¨hlt werden.
Winkel
Daru¨ber hinaus kann eine Beschra¨nkung der Auslenkung angegeben werden durch
휑min ≤ arcsin 푥3(푡)푥5(푡) ≤ 휑˙max.
Dies macht gerade dann Sinn, wenn bei großen Auslenkungen konstruktionsbedingt
die Seile gegen Teile des Wagens oder des Lastaufnahmemittels schlagen ko¨nnen.
7.2.3 Zielfunktionale
Durch die explizite Angabe eines Zielfunktionals wird das eigentliche Ziel beschrie-
ben, nach dem die Trajektorie optimiert werden soll.
Sofern eine Trajektorie existiert, gema¨ß der Systemdynamik (7.5), den Randbedin-
gungen (7.6) und den Beschra¨nkungen (7.7)-(7.9), kann durch die geeignete Formu-
lierung eines Entwurfziels eine optimale Bahn ermittelt werden. Nachfolgend wird
eine Auswahl mo¨glicher Zielfunktionale vorgestellt.
Fu¨r sinnvolle Problemstellungen sollte die Verfahrzeit 푡푓 stets fest vorgegeben sein.
Die einzige Ausnahme stellt das Zielfunktional fu¨r die minimale Verfahrzeit bzw.
in Kombinationen mit anderen Zielfunktionalen dar. Hierbei ist die Endzeit frei
wa¨hlbar.
Minimale Verfahrzeit
Bei der zeitoptimale Steuerung wird die maximale Leistung aus den Motoren ge-
holt. Das fu¨hrt unter anderem zu Bahnen, die nur sehr schwer nachgefahren werden
ko¨nnen. Außerdem kann er dabei zu sehr starken Auslenkungen kommen. Das Ziel-
funktional besteht hier nur aus der frei wa¨hlbaren Endzeit 푡푓 :
Φ(푥, 푢) =
푡푓∫
0
1 푑푡 = 푡푓 .
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Zusa¨tzlich ist zu beachten, dass dieses Zielfunktional erst in Kombination mit einer
Steuerbeschra¨nkung auf den Bereich 푈 Sinn macht, da andernfalls die Verfahrzeit
푡푓 gegen Null laufen wu¨rde. In technischen Anwendungen ist man meistens an hin-
reichend glatten Bahnen als Lo¨sung interessiert, so dass diese Zielfunktional nur in
Kombination mit weiteren Zielfunktionalen zur Anwendung kommt.
Minimierung des Verlaufs der Beschleunigung
Fu¨r Trajektorien die spa¨ter durch einen Geschwindigkeitsregler nachgefahren wer-
den sollen, du¨rfen keine großen Schwankungen in den Beschleunigungen auftreten.
Dadurch ist gewa¨hrleistet, dass die berechneten Bahnen ausreichend glatt sind.
Φ(푥, 푢) =
푡푓∫
0
(
훽1 ⋅ 푢21(푡) + 훽2 ⋅ 푢22(푡)
)
푑푡
Mit den zusa¨tzlichen Gewichtungsfaktoren 훽1 ∈ R und 훽2 ∈ R lassen sich unter-
schiedliche Motorleistungen ausgleichen.
Reduzierung von Schwingungen des Pendels
Bei einer neuen horizontalen Positionierung ist es unvermeidlich, dass das Lastauf-
nahmemittel in Schwingung gera¨t. Durch das Zielfunktional
Φ(푥, 푢) =
푡푓∫
0
(
푥3(푡)
푥5(푡)
)2
푑푡
wird der durchschnittliche Winkel 휑 = arcsin 푥3
푥5
reduziert, der die Auslenkung des
Seils aus der Vertikalen beschreibt.
Wu¨rde man statt u¨ber den Winkel 휑 nur u¨ber die Auslenkung 푥3(푡) minimieren,
kommt es zu einer zu starken A¨nderung der Seilla¨nge wa¨hrend des Bahnverlaufs. Das
Lastaufnahmemittel wu¨rde zu weit angehoben werden, um mo¨glichst geringe relative
Verschiebungen gegenu¨ber der Laufkatze zu erhalten. Dieses wu¨rde ein Verhalten
begu¨nstigen, das bei sehr kurzen Seilla¨ngen auftritt. Die Periodendauer wird dadurch
verku¨rzt und die Zahl der Schwingungen wu¨rde steigen. Um dem entgegenzuwirken
oder allgemein das Problem mit kurzen Seilla¨ngen und kurzer Periodendauer zu
beseitigen, kann die mittlere Geschwindigkeit der relativen Auslenkung 푥4(푡) im
Verha¨ltnis zur Seilla¨nge 푥5(푡) minimiert werden:
Φ(푥, 푢) =
푡푓∫
0
(
푥4(푡)
푥5(푡)
)2
푑푡.
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Kombinationen
Um mehrere Zielfunktionale zu beru¨cksichtigen, damit eine optimale Bahn gene-
riert werden kann, die durch einen Kompromiss aus mehreren Entwurfszielen opti-
miert wurde, ko¨nnen beliebige Zielfunktionale Φ푖(푥, 푢), 푖 = 1, . . . , 푛Φ mit geeignet
gewa¨hlten Gewichtungsfaktoren 훾푖 ∈ R+0 , 푖 = 1, . . . , 푛Φ addiert werden zu
Φ(푥, 푢) =
푛Φ∑
푖=1
훾푖 ⋅ Φ푖(푥, 푢).
In dieser Arbeit kommt eine Kombination der genannten Zielfunktionale zum Ein-
satz, wobei die Reduzierung des Schwingungsverhaltens durch die Minimierung des
durchschnittlichen Winkels der Auslenkung beru¨cksichtigt wird.
7.3 Anwendung direkter Verfahren
Fu¨r die Berechnung optimaler Bahnen der Laufkatze wird nachfolgend ein optimales
Steuerungsproblem entsprechend dem OCP in (4.6) angegeben:
min Φ(푥, 푢) =
푛Φ∑
푖=1
훾푖 ⋅ Φ푖(푥, 푢)
unter 푥˙(푡) = 푓L
(
푥(푡), 푢(푡)
)
, 푡 ∈ [0, 푡푓 ],
푥푖(0) = 푥푖,0, 푖 = 1, . . . , 푛,
푥푖(푡푓 ) = 푥푖,푓 , 푖 = 1, . . . , 푛,
푢푖(푡) ∈ [푢푖,min, 푢푖,max], 푖 = 1, . . . ,푚, 푡 ∈ [0, 푡푓 ],
푥푖(푡) ∈ [푥푖,min, 푥푖,max], 푖 ∈ ℐ푐, 푡 ∈ [0, 푡푓 ].
(7.10)
Dabei sei 푢 ∈ ℒ∞(0, 푡푓 ;R푚) ein Vektor mit 푚 = 2 stu¨ckweise stetigen Funktionen
und 푥 ∈ 풲1,∞(0, 푡푓 ;R푛) ein 푛 = 6 dimensionaler Vektor aus stetigen und stu¨ckweise
stetig diﬀerenzierbaren Funktionen. Die Verfahrzeit sei je nach Aufgabenstellung frei
oder fest vorgegeben. Weiter gilt:
i. die Zielfunktionale Φ푖 : R
푛×R푚 → R, 푖 = 1, . . . , 푛Φ sind stetig diﬀerenzierbar,
ii. die Gewichtungsfaktoren32 seien gegeben durch 훾푖 ∈ R+0 , 푖 = 1, . . . , 푛Φ,
iii. die rechte Seite der Diﬀerentialgleichung aus (7.5), beschrieben durch 푓L :
R푛 ×R푚 → R푛, ist stetig diﬀerenzierbar,
32Auf die zusa¨tzliche Forderung
푛Φ∑
푖=1
훾푖 = 1 sei hier verzichtet, um eine Anpassung fu¨r große 푛Φ
zu erleichtern.
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iv. die Anfangszusta¨nde 푥푖,0 ∈ R, 푖 = 1, . . . , 푛 sind gema¨ß (7.6) gegeben,
v. die Endzusta¨nde 푥푖,푓 ∈ R, 푖 = 1, . . . , 푛 sind gema¨ß (7.6) gegeben,
vi. die Steuerbeschra¨nkung fu¨r die Beschleunigungswerte 푢min, 푢max ∈ R푚 sind
gema¨ß (7.9) bekannt,
vii. die Zustandsbeschra¨nkungen ausgewa¨hlter Zusta¨nde 푥푖, 푖 ∈ ℐ푐 ⊂ {1, . . . , 푛},
sind durch 푥푖,min, 푥푖,max ∈ R gegeben, siehe (7.7) und (7.8).
Die Beschreibung (7.10) des Bahnoptimierungsproblems kann fu¨r die weiteren nume-
rischen Berechnungen mit Hilfe der in Abschnitt 4.3 beschriebenen direkten Verfah-
ren gelo¨st werden, so dass die optimale Trajektorie fu¨r die Bewegungen der Laufkatze
bereitgestellt werden kann.
Daru¨ber hinaus ist in Knauer [Kna09] die Lo¨sung des unbeschra¨nkten Bahnoptimie-
rungsproblems mittels indirekter Verfahren beschrieben. Die entsprechende Formu-
lierung eines Randwertproblems aus dem optimalen Steuerungsproblem (7.10) ohne
Beschra¨nkungen ist sowohl fu¨r eine feste als auch fu¨r eine freie Endzeit mo¨glich.
7.4 Optimale Regelung
Zusa¨tzlich zum Bahnoptimierungsproblem soll fu¨r das Laufkatzenmodell eine mo-
dellbasierte Regelung entworfen werden. Dazu sind einige Vorarbeiten no¨tig, die hier
fu¨r die numerischen Auswertungen in Kapitel 8 bereitgestellt werden.
In Abschnitt 7.4.1 wird das nichtlineare Modell (7.5) auf mo¨gliche Ruhelagen hin
untersucht. Die notwendige Linearisierung des nichtlinearen dynamischen Systems
wird in Abschnitt 7.4.2 durchgefu¨hrt. Abschließend werden die Voraussetzungen
fu¨r die Existenz einer optimalen Zustandsru¨ckfu¨hrung gema¨ß den Ergebnissen aus
Kapitel 5 u¨berpru¨ft.
7.4.1 Ruhelagen
Fu¨r die Berechnung der Lo¨sung des linear quadratischen Regulatorproblems (LQR)
ist es notwendig nichtlineare Diﬀerentialgleichungssysteme in einer gegebene Ruhe-
lage zu linearisieren. Nachfolgend wird das dynamische Modell der Laufkatze (7.5)
auf deren Ruhelagen untersucht.
Nach Deﬁnition 5.5 muss in einer Ruhelage (푥푅, 푢푅) ∈ R푛 × R푚 des nichtlinearen
dynamischen Systems der Laufkatze gelten
0 = 푓L(푥푅, 푢푅).
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108 Kapitel 7: Anwendungsproblem: Laufkatze
Fu¨r das dynamische System der Laufkatze in (7.5) ergibt sich
0 = 푥푅,2,
0 = 푢푅,1,
0 = 푥푅,4,
0 = 푢푅,1 − (푔 − 푢푅,2) ⋅ 푥푅,3푥푅,5 ,
0 = 푥푅,6,
0 = 푢푅,2,
(7.11)
wobei aus Sicht der Anwendung 푥푅,5 ≤ 0 ausgeschlossen werden kann. Man kann
sofort sehen, dass fu¨r eine Ruhelage (푥푅, 푢푅) gilt:
푥푅 = (frei 0 0 0 frei 0)
푇 , 푢푅 = (0 0)
푇 . (7.12)
Es werden gerade die Komponenten 푥푅,푖, 푖 = 2, 4, 6, des Zustandsvektors zu Null
gesetzt, die die Geschwindigkeiten im Modell beschreiben. Gleiches gilt ebenfalls fu¨r
die Ruhesteuerung 푢푅, wodurch die Beschleunigungen gegeben ist. Vom technischen
Hintergrund her, muss ebenfalls die relative Verschiebung des Lastaufnahmemittels
zur Laufkatze in einer Ruhelage gleich Null sein. Aus der vierten Gleichung in (7.11)
erha¨lt man
푢푅,1 − (푔 − 푢푅,2) ⋅ 푥푅,3푥푅,5 = 0− (푔 − 0) ⋅
푥푅,3
푥푅,5
= −푔 푥푅,3
푥푅,5
!
= 0.
Die La¨nge des Seils 푥푅,5 > 0 und die Position 푥푅,1 der Laufkatze auf der Fahrschiene
ko¨nnen dabei beliebig und unabha¨ngig voneinander gesetzt werden. Das Modell der
Laufkatze hat somit unendlich viele Ruhelagen.
Bei der Berechnung der zusa¨tzlichen Regelung inklusive der Simulation der Regel-
strecke kommt diese entscheidende Eigenschaft zum Tragen. Es ist somit mo¨glich, die
im na¨chsten Abschnitt beschriebene Linearisierung entsprechend einer vera¨nderten
Ausgangssituation anzupassen.
7.4.2 Linearisierung
Fu¨r die Theorie der linear quadratischen Regulatorprobleme ist es notwendig, dass
ein lineares dynamisches System der Form
푥˙(푡) = 퐴푥(푡) + 퐵푢(푡)
vorliegt. Ist dieses nicht der Fall, so kann durch eine Linearisierung um eine Ruhe-
lage aus der nichtlinearen Systemdynamik ein lineares dynamisches System aufge-
stellt werden. Dabei handelt es sich um eine lineare Approximation des nichtlinearen
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Modells, mit einer hohen Genauigkeit innerhalb einer Umgebung der verwendeten
Ruhelage.
In den folgenden U¨berlegungen sei von einer nichtlinearen Systemdynamik 푥˙(푡) =
푓(푥(푡), 푢(푡)) und einer zugeho¨rigen Ruhelage (푥푅, 푢푅) ausgegangen. Um die beliebi-
ge Wahl der Ruhelage, vgl. Abschnitt 7.4.1, zu erhalten, wird das System um die
Ruhelage (푥푅, 푢푅) verschoben:
푥¯(푡) = 푥(푡)− 푥푅
푢¯(푡) = 푢(푡)− 푢푅.
(7.13)
Die Systemdynamik ergibt sich zu
˙¯푥(푡) = 푥˙(푡) = 푓(푥¯(푡) + 푥푅, 푢¯(푡) + 푢푅) =: 푓¯(푥¯(푡), 푢¯(푡)), (7.14)
mit der zugeho¨rigen Ruhelage (푥¯푅, 푢¯푅) = (0, 0). Weiter sei
Δ푥¯(푡) := 푥¯(푡)− 푥¯푅 = 푥¯(푡),
Δ푢¯(푡) := 푢¯(푡)− 푢¯푅 = 푢¯(푡).
(7.15)
Mittels Taylorapproximation 1. Ordnung der rechte Seite erha¨lt man
˙¯푥(푡) = 푓¯(푥¯푅, 푢¯푅)︸ ︷︷ ︸
=0
+
∂푓¯
∂푥¯
(푥¯푅, 푢¯푅) ⋅Δ푥¯(푡) + ∂푓¯
∂푢¯
(푥¯푅, 푢¯푅) ⋅Δ푢¯(푡)
(7.15)
=
∂푓¯
∂푥¯
(푥¯푅, 푢¯푅) ⋅ 푥¯(푡) + ∂푓¯
∂푢¯
(푥¯푅, 푢¯푅) ⋅ 푢¯(푡)
(7.14)
=
∂푓
∂푥
(푥푅, 푢푅) ⋅ 푥¯(푡) + ∂푓
∂푢
(푥푅, 푢푅) ⋅ 푢¯(푡).
Zusammen mit der Setzung
퐴 :=
∂푓
∂푥
(푥푅, 푢푅) ∈ R푛×푛, 퐵 := ∂푓
∂푢
(푥푅, 푢푅) ∈ R푛×푚 (7.16)
resultiert das lineare System
˙¯푥(푡) = 퐴푥¯(푡) + 퐵푢¯(푡).
Es ist oﬀensichtlich, dass der zu entwerfende Regler, hier durch 푢¯ beschrieben, bzgl.
des Zustandes 푥¯ berechnet wird. Damit wird zwar 푥¯ zu Null33 geregelt, jedoch triﬀt
dieses nicht zwangsla¨uﬁg auf das nichtlineare System in 푥 zu, sollte 푢¯ als Regelung
eingesetzt werden.
33Gema¨ß den Ausfu¨hrungen u¨ber Optimalregler in Kapitel 5, ist der Endzustand immer durch
푥푓 = 0 gegeben.
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
110 Kapitel 7: Anwendungsproblem: Laufkatze
Fu¨r eine weitere Anwendung der Regelung aus dem LQR-Problem auf Basis der ge-
gebenen linearen Dynamik, muss die Regelung 푢¯(푡) = −퐾∞푥¯(푡) entsprechen zuru¨ck
transformiert werden. Mit (7.13) erha¨lt man die Regelung
푢(푡) = −퐾∞푥(푡) +퐾∞푥푅 + 푢푅.
Man ko¨nnte vermuten, dass auf die eingangs verwendete Transformation (7.13) ver-
zichtet werden kann. Die Taylorapproximation 1. Ordnung wu¨rde entsprechend di-
rekt auf das gegebene nichtlineare dynamische System angewendet werden zusam-
men mit der Ruhelage (푥푅, 푢푅) als Entwicklungspunkt. Damit wa¨re allerdings nur
eine Regelung in den Endzustand Null mo¨glich, anstelle der gewu¨nschten freien Wahl
der Endzusta¨nden. Ein Verzicht auf die Transformation ist daher nicht mo¨glich.
Zusa¨tzlich ist bei der geeigneten Wahl einer Ruhelage auf die eingeschra¨nkte Ge-
nauigkeit der linearen Approximation außerhalb der Umgebung der Ruhelage zu
achten. Sollte durch den Regler ein Punkt angesteuert werden, der außerhalb dieser
Umgebung liegt, ist mit einem Verlust an Genauigkeit zu rechnen und ko¨nnte in
einem Fehlverhalten des geschlossenen nichtlinearen Systems resultieren. Das mo-
tiviert, die Berechnung der lineare Approximation des nichtlinearen Modells im zu
erreichenden Endzustand durchzufu¨hren.
Lineares Modell der Laufkatze
Bei der Berechnung der Ruhelagen des mathematischen Modells der Laufkatze in
Abschnitt 7.4.1 hat sich gezeigt, dass die Ruhelagensteuerung 푢푅 stets Null ist.
Gleiches gilt fu¨r den Zustandsvektor 푥푅 der Ruhelage mit Ausnahme der Kompo-
nenten 푥푅,1 und 푥푅,5. Nachfolgend sei die beliebige Position der Katze durch 푠 ∈ R
und die beliebige La¨nge des Seil durch 푙 ∈ R, 푙 > 0 bezeichnet, so dass fu¨r den
Zustandsvektor der Ruhelage gilt:
푥푅 :=
(
푠 0 0 0 푙 0
)푇
(7.17)
Die Systemmatrizen des linearen Systems der Laufkatze ergeben sich mit (7.16) und
dem nichtlinearen dynamischen System aus (7.5) zu
퐴 =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 −g−uR,2
xR,5
0
(g−uR,2)xR,3
x2
R,5
0
0 0 0 0 0 1
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
, 퐵 =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0
1 0
0 0
1
xR,3
xR,5
0 0
0 1
⎞
⎟⎟⎟⎟⎟⎟⎠
Fu¨r eine bessere Unterscheidung der beteiligten dynamischen Systeme der komplet-
ten Problemformulierung in Abschnitt 7.6 seien die Bezeichnungen 푧 des Zustands
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und 푤 der Steuerung des linearen Systems beru¨cksichtigt, vgl. Kapitel 6.3, die im
Weiteren zur Anwendung kommen werden.
Durch Einsetzen der Ruhelage (7.17) ergibt sich das lineare Modell der Laufkatze:
푧˙(푡) =
⎛
⎜⎜⎜⎜⎜⎜⎝
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 −g
l
0 0 0
0 0 0 0 0 1
0 0 0 0 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠ 푧(푡) +
⎛
⎜⎜⎜⎜⎜⎜⎝
0 0
1 0
0 0
1 0
0 0
0 1
⎞
⎟⎟⎟⎟⎟⎟⎠푤(푡). (7.18)
Zusammenfassend ist das lineare System gema¨ß (7.18) bereits durch die Angabe
einer speziellen Seilla¨nge 푙 bestimmt. Die Position 푠 der Laufkatze nimmt keinen
Einﬂuss auf das lineare Modell.
Sollte auf die Regelung der Seilla¨nge verzichtet werden, so reduziert sich das nicht-
lineare Modell bereits auf ein lineares System, so dass auf eine Linearisierung ver-
zichtet werden kann. Aus (7.5) ergibt sich direkt das lineare System
푧˙(푡) =
⎛
⎜⎜⎝
0 1 0 0
0 0 0 0
0 0 0 1
0 0 −g
l
0
⎞
⎟⎟⎠ 푧(푡) +
⎛
⎜⎜⎝
0
1
0
1
⎞
⎟⎟⎠푤(푡). (7.19)
Damit eine geeignete Regelung gefunden werden kann, die neben den Endpunkt
(푧, 푤) = (0, 0) auch andere Endzusta¨nde ansteuern kann, ist die bereits angespro-
chene Transformation der Regelung dennoch notwendig.
Im na¨chsten Abschnitt wird das lineare Modell (7.18) genauer untersucht werden.
7.4.3 Systemtheoretische Betrachtung des dynamischen Sy-
stems
Fu¨r die Existenz eines optimalen Regelgesetzes aus Satz 5.24 bzw. Satz 6.13 muss
das gegebene lineare System (퐴,퐵) stabilisierbar sein und in Verbindung mit dem
Zielfunktional (5.36) mit 푄 = 퐶푇퐶, muss das System (퐴,퐶) beobachtbar sein.
Generell ist bei der Wahl der Gewichtungsmatrix 푄 auf die positive Semideﬁnitheit
zu achten. Aus Sicht des Anwenders und der mo¨glichen Interpretation der Eintra¨ge
hat sich hingegen die Diagonalgestalt von 푄 mit 푐푖 ∈ R+0 , 푖 = 1, . . . , 6 durchgesetzt
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und als geeignet erwiesen:
푄 = 퐶푇퐶 :=
⎛
⎜⎜⎜⎜⎜⎜⎝
푐21 0 0 0 0 0
0 푐22 0 0 0 0
0 0 푐23 0 0 0
0 0 0 푐24 0 0
0 0 0 0 푐25 0
0 0 0 0 0 푐26
⎞
⎟⎟⎟⎟⎟⎟⎠ . (7.20)
Die einzelnen Zusta¨nde des zugeho¨rigen linearen Systems ko¨nnen direkt im Ziel-
funktional gewichtet werden. Der Anwender ist in der Lage zusa¨tzlichen Einﬂuss
auf die resultierende Regelung auszuu¨ben, indem beispielsweise Zusta¨nde bestraft
werden, deren Werte generell sehr klein gehalten werden mu¨ssen. Andere weniger
wichtigere Zusta¨nde ko¨nnen entsprechend vernachla¨ssigt werden bzw. ﬁnden keine
Beru¨cksichtigung im Zielfunktional.
Bei dem Modell der Laufkatze wa¨ren mitunter die relative Auslenkung und die relati-
ve Geschwindigkeit der Last Gro¨ßen, die mehr zu bestrafen sind als zum Beispiel die
Position der Laufkatze. Weitere Untersuchungen bzgl. verschiedener Gewichtungen
sind im Kapitel 8.4.2 zu ﬁnden.
Fu¨r die Gewichtungsmatrix 푅 der Steuerung im Zielfunktional gelten die obigen
Aussagen analog mit der Einschra¨nkung, dass die Matrix positiv deﬁnit sein muss.
Nulleintra¨ge auf der Diagonalen bei einer reinen Diagonalmatrix sind nicht mo¨glich.
Nachfolgend werden die Voraussetzungen an die beiden Systeme gepru¨ft und weitere
resultierende Aussagen bereitgestellt.
Stabilisierbarkeit
Die U¨berpru¨fung der Stabalisierbarkeit des Systems erfolgt u¨ber den Nachweis der
Steuerbarkeit, vgl. Folgerung 5.12. Dafu¨r muss nach Satz 5.11 der Nachweis erbracht
werden, dass die Steuerbarkeitsmatrix von (퐴,퐵) den vollen Rang besitzt.
Fu¨r das System (7.18) gilt:
[
퐵,퐴퐵,퐴2퐵,퐴3퐵
]
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 0
... 1 0
... 0 0
... 0 0
1 0
... 0 0
... 0 0
... 0 0
0 0
... 1 0
... 0 0
... −g
l
0
1 0
... 0 0
... −g
l
0
... 0 0
0 0
... 0 1
... 0 0
... 0 0
0 1
... 0 0
... 0 0
... 0 0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Es ist oﬀensichtlich, dass die Steuerbarkeitsmatrix vollen Rang hat. Damit ist das
System vollsta¨ndig steuerbar.
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Beobachtbarkeit
Fu¨r die U¨berpru¨fung der Beobachtbarkeit von (퐴,퐶) sei von einem 푄 = 퐶푇퐶 mit
Diagonalgestalt (7.20) ausgegangen. Nach Satz 5.15 ist zu zeigen, dass die Beobacht-
barkeitsmatrix von (퐴,퐶) den vollen Rang hat. Es ergeben sich die Teilmatrizen von[
퐶푇 , (퐶퐴)푇 , (퐶퐴2)푇 , (퐶퐴3)푇
]푇
zu:
퐶 =
⎡
⎢⎢⎢⎢⎢⎢⎣
c1 0 0 0 0 0
0 c2 0 0 0 0
0 0 c3 0 0 0
0 0 0 c4 0 0
0 0 0 0 c5 0
0 0 0 0 0 c6
⎤
⎥⎥⎥⎥⎥⎥⎦ , 퐶퐴
2 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0
0 0 0 0 0 0
0 0 −c3g
l
0 0 0
0 0 0 −c4g
l
0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦ ,
퐶퐴 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 c1 0 0 0 0
0 0 0 0 0 0
0 0 0 c3 0 0
0 0 −c4g
l
0 0 0
0 0 0 0 0 c5
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦ , 퐶퐴
3 =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 −c3g
l
0 0
0 0 c4g
2
l2
0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
⎤
⎥⎥⎥⎥⎥⎥⎦ .
Bei diﬀerenzierter Betrachtung der Matrixeintra¨ge 푐푖, 푖 = 1, . . . , 6 ergeben sich die
folgenden Bedingungen fu¨r den vollen Rang der Beobachtbarkeitsmatrix:
i. 푐1 /= 0: Damit ist 푐2 = 0 zula¨ssig und es muss gelten: 푐1 > 0, 푐2 ≥ 0.
ii. 푐5 /= 0: Damit ist 푐6 = 0 zula¨ssig und es muss gelten: 푐5 > 0, 푐6 ≥ 0.
iii. 푐3 = 0: Die Teilmatrizen 퐶(3:4,3:4) und (퐶퐴)(3:4,3:4) ergeben sich zu:
퐶(3:4,3:4) =
(
0 0
0 푐4
)
(퐶퐴)(3:4,3:4) =
(
0 0
− 푐4푔
푙
0
)
Folglich muss gelten: 푐4 /= 0.
iv. 푐4 = 0: Die Teilmatrizen 퐶(3:4,3:4) und (퐶퐴)(3:4,3:4) ergeben sich zu:
퐶(3:4,3:4) =
(
푐3 0
0 0
)
(퐶퐴)(3:4,3:4) =
(
0 푐3
0 0
)
Folglich muss gelten: 푐3 /= 0.
Zusammenfassend muss 퐶 den Eigenschaften genu¨gen:⎧⎨
⎩
푐1 > 0 und 푐2 ≥ 0
푐5 > 0 und 푐6 ≥ 0
푐3 > 0 und 푐4 ≥ 0
oder
⎧⎨
⎩
푐1 > 0 und 푐2 ≥ 0
푐5 > 0 und 푐6 ≥ 0
푐3 ≥ 0 und 푐4 > 0
. (7.21)
Damit ist die Matrix 푄 positiv semideﬁnit und die Beobachtbarkeitsmatrix hat
vollen Rang, so dass das System (퐴,퐶) vollsta¨ndig beobachtbar ist.
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7.4.4 Linear quadratisches Regulatorproblem der Laufkatze
Fu¨r die Berechnung einer optimalen zeitinvarianten Regelung nach Satz 5.24 ergibt
sich das linear quadratische Regulatorproblem der Laufkatze zu:
min Ψ(푧, 푤) =
1
2
∞∫
0
[
훼푄 푧
푇(휍)푄푧(휍) + 훼푅 푤
푇(휍)푅푤(휍)
]
푑휍
unter 푧˙(휍) = 퐴(푙)푧(휍) +퐵(푙)푤(휍),
푧(0) = 푧0.
(7.22)
Dabei ist 푤 der Vektor der 푚푐 Steuerfunktionen und 푧 der 푛푐 dimensionale Zu-
standsvektor. Weiter sind die folgenden Bedingungen erfu¨llt:
i. die Gewichtungsmatrix 푄 ∈ R푛푐×푛푐 mit 푄 = 퐶푇퐶 ist positiv semideﬁnit und
symmetrisch,
ii. die Gewichtungsmatrix 푅 ∈ R푚푐×푚푐 ist positiv deﬁnit und symmetrisch,
iii. die Gewichtungsfaktoren34 seien gegeben durch 훼푄, 훼푅 ∈ R+,
iv. die Systemmatrizen 퐴(푙) ∈ R푛푐×푛푐 und 퐵(푙) ∈ R푚푐×푚푐 sind gema¨ß (7.18)
gegeben,
v. die Anfangszusta¨nde sind gegeben durch 푧푖,0 ∈ R, 푖 = 1, . . . , 푛푐,
vi. das lineare System
(
퐴(푙), 퐵(푙)
)
ist fu¨r alle Seilla¨ngen 푙 > 0 vollsta¨ndig stabi-
lisierbar,
vii. das lineare System
(
퐴(푙), 퐶
)
ist fu¨r alle Seilla¨ngen 푙 > 0 unter den Bedingun-
gen in (7.21) vollsta¨ndig beobachtbar.
Da die Systemmatrizen der Linearisierung von der Seilla¨nge 푙 abha¨ngen, wird sich
eine Regelungsvorschrift
푤(휍) = −퐾∞(푙)푧(휍).
ergeben, die ebenfalls von der Seilla¨nge abha¨ngig sein wird.
In Kapitel 8 werden unterschiedliche Regler entworfen, die auf verschiedenen Syste-
men basieren. Die Dimension 푛 der Zustandsgro¨ße 푥 und 푚 der Steuerung 푢 des
dynamischen Systems der optimalen Bahnplanung muss nicht notwendigerweise fu¨r
das geregelte System u¨bernommen werden. Es werden mitunter einzelne Steuerun-
gen zu Null gesetzt, so dass gilt: 푛푐 ≤ 푛, 푚푐 ≤ 푚.
34Auf die zusa¨tzliche Forderung 훼푄+훼푅 = 1 sei hier verzichtet, um eine Anpassung der Eintra¨ge
der Gewichtungsmatrizen zu erleichtern.
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7.5 Erweiterte Nebenbedingungen
Im Folgenden wird detailliert auf die Beschreibung der erweiterten Nebenbedingun-
gen eingegangen, durch die erst eine Verknu¨pfung des optimalen Steuerprozess mit
dem linearen quadratischen Regulatorproblem hergestellt wird.
Der Abschnitt 7.5.1 stellt die gewa¨hlte Simulationsrechnung der geschlossenen Re-
gelkreises vor. Mo¨gliche Terme der Kopplung von optimalen Steuerprozess und linear
quadratischem Regulatorproblem werden in Abschnitt 7.5.2 vorgestellt. Das resul-
tierende Ergebnis des in dieser Arbeit gewa¨hlten Terms fu¨r die Kopplung ist in
Abschnitt 7.5.3 pra¨sentiert.
Motiviert durch das konkrete Anwendungsproblem der Laufkatze, werden abschlie-
ßend in Abschnitt 7.5.4 zusa¨tzliche Anpassungen der Regelstrecke vorgestellt.
Fu¨r eine bessere Unterscheidung der drei verwendeten dynamischen Systeme wird
die Notation aus Tabelle 6.1 um weitere Gro¨ßen erga¨nzt. In der Tabelle 7.1 sind die
verwendeten Bezeichner zusammenfassen dargestellt.
Name Zeit Zustand dim. Steuerung dim. Farbe
OCP 푡 푥 푛 푢 푚
SIM 휏 푦 푛푐 푣 푚푐
LQR 휍 푧 푛푐 푤 푚푐
Tabelle 7.1: Notation des optimalen Steuerungsproblem der Laufkatze unter erwei-
terten Nebenbedingungen
7.5.1 Simulation des geschlossenen Kreises
Fu¨r eine Verknu¨pfung der beiden Problemstellung der optimalen Bahnplanung (7.10)
und einer optimalen Regelung aus (7.22) wird ein weiteres dynamisches System ein-
gefu¨hrt:
푦˙(휏) = 푔
(
푦(휏), 푣(휏)
)
, ∀휏 ∈ [0, 휏푓 ].
Entgegen dem geforderten linearen System aus Satz 6.13 wird fu¨r die Simulation
des geschlossenen Regelkreises auf die lineare Formulierung (7.18) des Systems der
Laufkatze verzichtet. Da gerade das zu erwartenden Verhalten des geregelten Sy-
stems der Laufkatze bewertet werden soll, wird auf die exakte Beschreibung (7.5)
zuru¨ckgegriﬀen. Sto¨rende Approximationsfehler durch die Linearisierung ko¨nnen so
vermieden werden.
Die Steuergro¨ße 푣(휏) wird durch die optimale Zustandsru¨ckfu¨hrung des linear qua-
dratischen Regulatorproblems (7.22) beschrieben
푣(휏) = −퐾∞(푙) 푦(휏), ∀휏 ∈ [0, 휏푓 ],
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116 Kapitel 7: Anwendungsproblem: Laufkatze
wobei die Matrix der Zustandsru¨ckfu¨hrung 퐾∞(푙) abha¨ngig ist von der gewa¨hlten
Seilla¨nge.
Unter den Bedingungen der Stabilisierbarkeit und Beobachtbarkeit des linear qua-
dratischen Regulatorproblems fu¨r 푝0 := 푙, sowie der strengen Regularita¨t der opti-
malen Lo¨sung 퐾∞ von (6.3) in 푝0 = 푙, so dass die Hesse-Matrix der Zielfunktion
∇2퐾∞Υ(퐾∞, 푙) positiv deﬁnit ist, ist die Matrix 퐾∞(푙) nach Satz 6.11 stetig diﬀe-
renzierbar nach 푙.
Die positive Deﬁnitheit der Hesse-Matrix kann numerisch fu¨r alle Seilla¨ngen 푙 > 0
u¨berpru¨ft werden.
Die noch zu wa¨hlende Seilla¨nge 푙 ergibt sich aus dem jeweiligen Zustand 푥(푡) des
optimalen Steuerprozess. Somit wird in Abha¨ngigkeit vom aktuellen Zustand zum
Zeitpunkt 푡 des Bahnoptimierungsproblems die bestmo¨gliche Approximation in einer
Umgebung von 푥(푡) bestimmt, sowie die entsprechende Regelungsmatrix 퐾∞(푥(푡)).
Fu¨r alle Zeitpunkte 푡 ∈ [0, 푡푓 ] der Bahnoptimierung ergibt sich die Simulation des
geschlossenen Regelkreises zu:
푦˙(휏) = 푔
(
푦(휏), 푣(휏)
)
푦(0) = 푥(푡),
푣(휏) = −퐾∞
(
푥(푡)
)
푦(휏)
, ∀휏 ∈ [0, 휏푓 ]. (7.23)
Die Lo¨sung dieser gewo¨hnlichen Diﬀerentialgleichung ist fu¨r alle 푡 ∈ [0, 푡푓 ] gegeben
durch 푦(휏 ; 푥(푡)).
Da die rechte Seite des nichtlineare Systems der Laufkatze aus (7.5) bereits eine 풞1-
Funktion fu¨r positive Seilla¨ngen, die Zustandsru¨ckfu¨hrung 푣(휏) oﬀensichtlich nach
퐾∞ stetig diﬀerenzierbar und 퐾∞(푥(푡)) stetig diﬀerenzierbar nach 푥(푡) ist, handelt
es sich bei der rechten Seite 푔 um eine 풞1-Funktion. Nach Satz 6.6 ist 푦(휏 ; 푥(푡))
stetig diﬀerenzierbar nach 푥(푡).
7.5.2 Kopplung durch Energieterme
Durch einen explizit gegebenen Kopplungsterm kann die geschlossene Zustandsru¨ck-
fu¨hrung Einﬂuss auf die urspru¨ngliche Bahnoptimierung nehmen.
Zusammen mit der Regelung und dem geschlossenen Regelkreis aus (7.23), wird
durch die Systemgro¨ße 푦(휏 ; 푥(푡)) eine geeignete erweiterte Nebenbedingung aufge-
stellt. Nachfolgend werden einige Beispiele vorgestellt.
Fu¨r die folgenden Beispiele sei ohne Beschra¨nkung der Allgemeinheit davon ausge-
gangen, dass das geschlossene System jede Zustandsgro¨ße zu Null regeln wird.
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Zeitverhalten
Durch die Integration der Zustandsgro¨ßen 푦(휏) kann das komplette Zeitverhalten
des geschlossenen Regelkreises beru¨cksichtigt werden:∫
푦푇(휏)푆푦(휏) 푑휏 ≤ 휌, auf [0, 휏푓 ].
Mit einer konstanten oberen Schranke 휌 ∈ R+, einem festgelegten Integrationsinter-
vall, sowie einer Gewichtung 푆 ∈ R푛푐×푛푐 der Zusta¨nde, ko¨nnen geda¨mpfte Verla¨ufe
mit geringen U¨berschwingern und kleiner maximaler U¨berschwingweite erreicht wer-
den.
Hierbei sollte stets die urspru¨ngliche Auslegung der Regelung in (7.22) mitberu¨ck-
sichtigt werden. Mitunter kann durch die Auswahl der Matrizen 푄 und 푅 ein Wi-
derspruch entstehen.
Um auf Ereignisse nicht nur schnell reagieren zu ko¨nnen, sondern zusa¨tzlich inner-
halb einer kurzen Zeitspanne eine geringe Regelabweichung zu erreichen, ist der obige
Ansatz nur bedingt geeignet. Die in das System eingebrachte Energie zu Beginn der
Regelung ist in diesem Fall eher unwichtig und sollte entsprechend nicht im Integral
bestraft werden.
Fu¨r eine gezielte Beru¨cksichtigung des Zeitverhaltens der Regelstrecke ab einem
Zeitpunkt 휏1 ∈]0, 휏푓 [ ist folgende Aufteilung zu empfehlen:{∫
푦푇(휏)푆푦(휏) 푑휏 = beliebig, auf [0, 휏1],∫
푦푇(휏)푆푦(휏) 푑휏 ≤ 휌, auf [휏1, 휏푓 ],
In Bezug auf das System der Laufkatze in (7.5), wu¨rden entsprechend die Geschwin-
digkeiten, sowie die relative Verschiebung des Lastaufnahmemittels bzgl. der Lauf-
katze zu Null geregelt werden. Die Position der Katze und die Seilla¨nge wu¨rden auf
einen konstanten Wert geregelt werden, der nicht notwendigerweise gleich Null ist.
Bei der Integration muss entsprechend die Regelabweichung unter Beru¨cksichtigung
des Sollwerts verwendet werden.
Zustandsverhalten
Als eine Alternative fu¨r die Betrachtung der Regelabweichung gegen Ende des Zeit-
intervalls ist die Auswertung einzelnen Zusta¨nde denkbar:
∣푦푖(휏)∣ ≤ 휌푖, ∀휏 ≥ 휏1, 푖 ∈ {1, . . . , 푛푐}.
Dieses setzt voraus, dass das geschlossene System bereits eingeschwungen ist. Zusa¨tz-
lich bedarf es einer genauen Kenntnis der verwendeten Matrizen und dessen Wirkung
im linear quadratischen Regulatorproblem.
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
118 Kapitel 7: Anwendungsproblem: Laufkatze
Die Problematik einer solchen erweiterten Nebenbedingung ist auf den ersten Blick
die nicht Diﬀerenzierbarkeit der Betragsfunktion in 0. Dieses steht im Widerspruch
zu den Bedingungen in Satz 6.13. Ein Alternative kann durch zwei separate Be-
schra¨nkungen beschrieben werden:
휌푖,min − 푦푖(휏) ≤ 0
푦푖(휏)− 휌푖,max ≤ 0 , ∀휏 ≥ 휏1, 푖 ∈ {1, . . . , 푛푐},
wobei 휌min, 휌max ∈ R푛푐 , 휌푖,min ≤ 휌푖,max, 푖 ∈ {1, . . . , 푛푐}.
Energieverhalten
Eine andere Aufstellung der erweiterten Nebenbedingung fu¨r die Bahnoptimierung
der Laufkatze verzichtet ga¨nzlich auf zusa¨tzliche Integrale. Sie basiert auf den beiden
physikalischen Gro¨ßen der
kinetischen Energie: 퐸kin =
1
2
푚푣2,
potentiellen Energie: 퐸pot = 푚푔ℎ.
Die kinetische Energie gibt Auskunft u¨ber die tatsa¨chlich noch vorhandenen Ge-
schwindigkeiten im dynamischen System, hingegen die potentielle Energie mit zu-
nehmender Ho¨he steigt.
Die Basis fu¨r die Messung der Ho¨hen ℎ der potentiellen Energie ist deﬁniert durch
die Position des Lastaufnahmemittels im stabilen Ruhezustand des Pendels, vgl. Ab-
bildung 7.3. Folglich ist die potentielle Energie ein Indikator fu¨r das Pendelverhalten
des Lastaufnahmemittels.
Aufgrund des Pendelverhaltens des Lastaufnahmemittels ergeben sich zwei Spezial-
fa¨lle in den Beschreibungen der Energie:
∙ Wendepunkt bei maximaler Auslenkung,
∙ Scheitelpunkt in 휑 = 0.
Im Scheitelpunkt ist die potentielle Energie gleich Null hingegen die relative Ge-
schwindigkeit maximal ist, sofern die stabile Ruhelage des Pendels noch nicht erreicht
wurde. Im Falle der maximal erreichbaren Auslenkung ist die kinetische Energie un-
ter Beru¨cksichtigung der relativen Geschwindigkeit Null, da letztere Null ist.
Es ist ratsam beide, sowohl die potentielle als auch die kinetische Energie zu beru¨ck-
sichtigen. Zusa¨tzlich wird anstatt der relativen Geschwindigkeit des Lastaufnahme-
mittels deren absolute Geschwindigkeit verwendet.
Mit den Gro¨ßen in Abbildung 7.3 lassen sich fu¨r das System der Laufkatze drei
Energieterme identiﬁzieren:
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푚1
푚2
휑
푦3
푘
푦5
ℎ
푚1 Masse der Laufkatze
푚2 Masse der Last
푦3 Relativposition der Last
푦5 La¨nge des Seils
ℎ Ho¨hendiﬀerenz des
Pendelausschlags
휑 Winkel des Pendelausschlags
푘 Hilfsgro¨ße
Abbildung 7.3: Modell einer Laufkatze fu¨r die Energieberechnung
∙ kinetische Energie der Laufkatze u¨ber die Geschwindigkeit 푦2,
∙ kinetische Energie des Lastaufnahmemittels u¨ber die absolute Geschwindigkeit
푦4,abs = 푦2 + 푦4,
∙ potentielle Energie u¨ber die Ho¨hendiﬀerenz ℎ = 푦5 − 푘 des Lastaufnahmemit-
tels beim Pendeln.
Zusammen erha¨lt man fu¨r die im System beﬁndliche Energie die Gleichungen:
퐸(푦) = 퐸kin(푦) + 퐸pot(푦),
mit
퐸kin(푦) =
1
2
푚1 푦
2
2 +
1
2
푚2 푦
2
4,abs,
퐸pot(푦) = 푚2 푔 푦5 −푚2 푔
√
푦25 − 푦23.
(7.24)
Durch die Kombination beider Energieterme ist neben der Behandlung der beiden
genannten Spezialfa¨lle ebenfalls eine bessere Beschreibung und Klassiﬁzierung des
Systemverhaltens mo¨glich. In Kapitel 8.4 werden detailliertere Verla¨ufe der Energie-
terme fu¨r unterschiedliche Parametersa¨tze der Reglerauslegung gezeigt.
7.5.3 Erweiterte Nebenbedingung der Laufkatze
Unter der Voraussetzung dass das geschlossene, geregelte dynamische System aus
(7.23) bekannt ist und zu jedem Zeitpunkt 푡 ∈ [0, 푡푓 ] der Bahnoptimierung existiert,
wird fu¨r die Kopplung zwischen dem optimalen Steuerprozess (7.10) und dem linear
quadratischen Regulatorproblem (7.22) der Energieterm in (7.24) zu einem festen
Endzeitpunkt 휏푓 ausgewertet.
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퐸
(
푦(휏푓 ; 푥(푡))
)− 퐸lim ≤ 0, ∀푡 ∈ [0, 푡푓 ]
mit 푦˙(휏) = 푔퐿
(
푦(휏), 푣(휏)
)
, ∀휏 ∈ [0, 휏푓 ],
푦푖(0) = 푥푗(푡), 푖 = 1 . . . , 푛푐, 푗 ∈ ℐ퐿
푣(휏) = −퐾∞
(
푥(푡)
)
푦(휏), ∀휏 ∈ [0, 휏푓 ].
(7.25)
Dabei ist 푣 der Vektor der푚푐 Steuerfunktionen und 푦 der 푛푐 dimensionale Zustands-
vektor. Des Weiteren gelten die Bedingungen:
i. die konstante obere Grenze der erweiterten Nebenbedingung ist gegeben durch
퐸lim ∈ R+,
ii. die nichtlineare Funktion der Energie 퐸
(
푦(휏푓 ; 푥(푡))
)
aus (7.24) ist gegeben
durch 퐸 : R푛푐 → R und stetig diﬀerenzierbar nach 푦,
iii. die rechte Seite der Diﬀerentialgleichung aus (7.5), ggf. ein reduziertes System,
beschrieben durch 푔퐿 : R
푛푐 ×R푚푐 → R푛푐 , ist stetig diﬀerenzierbar fu¨r positive
Seilla¨ngen,
iv. die Anfangszusta¨nde 푦푖(0) ∈ R, 푖 = 1, . . . , 푛푐 sind gegeben durch ausgewa¨hlte
Zusta¨nde 푥푗(푡), 푗 ∈ ℐ퐿 ⊂ {1, . . . , 푛}, 푛푐 ≤ 푛, des optimalen Steuerprozess
(7.10) zum Zeitpunkt 푡 ∈ [0, 푡푓 ] der optimalen Bahnplanung,
v. die Matrix der Zustandsru¨ckfu¨hrung 퐾∞ : R
푛 → R푚푐×푛푐 ist durch das linear
quadratische Regulatorproblem der Laufkatze (7.22) gegeben und ist stetig
diﬀerenzierbar.
Die erweiterte Nebenbedingung im optimalen Steuerprozess der Laufkatze ist gege-
ben durch
퐶퐸
(
푥(푡), 푦(푡)
)
:= 퐸
(
푦(휏푓 ; 푥(푡))
)− 퐸lim,
wobei die nichtlineare Funktion 퐸(푦(휏푓 ; 푥(푡))) gema¨ß (ii) und den Ausfu¨hrungen in
Abschnitt 7.5.1 ebenfalls stetig diﬀerenzierbar nach 푥(푡) ist.
7.5.4 Anpassung der Reglermatrix
In Abschnitt 7.4.2 wurde beschrieben, wie die optimale Zustandsru¨ckfu¨hrung durch
eine Transformation angepasst werden muss, sofern ein Ruhezustand von Null ver-
schieden angesteuert werden soll. Ebenso wurde die Abha¨ngigkeit der Linearisierung
von der zu wa¨hlenden Ruhelage vorgestellt.
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Im Folgenden wird die genaue Auswahl des Sollwerts der Regelung diskutiert. Es
sei eine Ruhelage (푥푅, 푢푅) gegeben durch
푥푅 :=
(
푠 0 0 0 푙 0
)푇
, 푢푅 :=
(
0 0
)푇
,
mit 푠 ∈ R und 푙 ∈ R+. Die Zustandsru¨ckfu¨hrung sei entsprechend transformiert,
sodass das geschlossene System (7.23) den Endzustand 푦(휏푓 ) = 푥푅 anstrebt. Eine
asymptotisch stabile Anna¨herung an 푥푅 kann nicht garantiert werden, da dieses nur
fu¨r das unterlagerte lineare System im linear quadratischen Regulatorproblem gilt
und nicht auf das urspru¨ngliche nichtlineare System u¨bertragbar ist, vgl. Satz 5.24
und Satz 6.13.
In Anbetracht dessen, dass die Seilla¨nge die Approximation mittels Linearisierung
beeinﬂusst und eine Umgebung von 푙 festlegt mit der entsprechenden Genauigkeit,
ist die Seilla¨nge 푙 als Sollwert fu¨r 푦5 geeignet.
Hingegen nimmt die gewa¨hlte Position der Katze 푠 keinen Einﬂuss auf die Linea-
risierung. Sie kann sogar frei gewa¨hlt werden. Damit die Regelung das Pendelver-
halten des Lastaufnahmemittels nicht unno¨tig anregt, mit dem Ziel die Endposition
푦1(휏푓 ) = 푠 der Laufkatze zu erreichen, wird die ermittelte Regelabweichung in 푦1
ku¨nstlich zu Null gesetzt. Die Matrix der Zustandsru¨ckfu¨hrung ergibt sich zu
퐾ˆ∞ =
[(
0
0
)
, 퐾∞(1:2 , 2:6)
]
.
Der Unterschied zwischen beiden Regelungen wird in dem folgenden Beispiel genauer
betrachtet.
Beispiel
Es sei das nichtlineare System der Laufkatze aus (7.5) gegeben. Die Parameter der
optimalen Regelung sind gegeben durch
푥푅 =
(
5 0 0 0 10 0
)푇
,
푄 = diag(0.1, 0.1, 1, 1, 1, 1),
푅 = diag(1, 1),
sowie der Sollwert 푦(휏푓 ) = 푥푅. Die Anfangswerte fu¨r 푦(0) sind jeweils gewa¨hlt zu
푦0,1 =
(
5 1 1 0 10 0
)푇
und 푦0,2 =
(
5 1 0 1 10 0
)푇
.
Somit wird die Ausgangssituation im Wendepunkt bei einer fest gegebenen maxima-
len Pendelauslenkung untersucht und der Durchgang in der stabilen Ruhelage bei
einer Geschwindigkeit ungleich Null.
Die Einﬂu¨sse durch eine etwaige Seilla¨ngena¨nderung sind durch die Anfangsbedin-
gung 푦6(0) = 0 außer Kraft gesetzt.
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Position Laufkatze 푥1
0 5 10 15 20
5
5.5
6
6.5
7
7.5
Geschwindigkeit Laufkatze 푥2
0 5 10 15 20
-0.5
0
0.5
1
rel. Verschiebung Last 푥3
0 5 10 15 20
-1
-0.5
0
0.5
1
rel. Geschwindigkeit Last 푥4
0 5 10 15 20
-1
-0.5
0
0.5
Position Laufkatze 푥1
0 5 10 15 20
5
5.2
5.4
5.6
5.8
Geschwindigkeit Laufkatze 푥2
0 5 10 15 20
0
0.2
0.4
0.6
0.8
1
rel. Verschiebung Last 푥3
0 5 10 15 20
-0.2
-0.1
0
0.1
0.2
0.3
rel. Geschwindigkeit Last 푥4
0 5 10 15 20
0
0.5
1
Abbildung 7.4: Vergleichsrechnung zwischen der angepassten Zustandsru¨ckfu¨hrung
(rot) und dem Original (blau): links zum Anfangswert 푦0,1; rechts zum Anfangswert
푦0,2
In Abbildung 7.4 sind beide Simulationsergebnisse fu¨r die Zusta¨nde 푦1, 푦2, 푦3 und 푦4
dargestellt. Es ist oﬀensichtlich, dass bei den gewa¨hlten Parametern eine Beruhigung
des kompletten Systems mit der angepassten Matrix 퐾ˆ∞ bereits fru¨her einsetzt als
bei der urspru¨nglich berechneten Regelungsmatrix 퐾∞. Speziell die Anhaltezeit der
Laufkatze kann mit der Anpassung verringert werden. ♢
Je nach Auslegung der Regelung ist der Unterschied deutlicher oder kaum zu erken-
nen. In diesem Beispiel wurde bereits durch 푞1,1 = 푞2,2 = 0.1 eine Vernachla¨ssigung
der Zustandsverla¨ufe der Laufkatze gegenu¨ber dem Pendelverhalten des Lastaufnah-
memittels eingestellt. Die Abweichung ist entsprechend deutlich sichtbar.
Entgegen den Parametern im Beispiel ist bei einer Vernachla¨ssigung des Pendel-
verhaltens des Lastaufnahmemittels gegenu¨ber den Zusta¨nden der Laufkatze keine
Verbesserung auszumachen. Es kann sich gegebenenfalls sogar zu einem Nachteil
entwickeln. Der Grund liegt in der fehlenden Ausnutzung der Positionierung der
Laufkatze um zusa¨tzlich die relative Verschiebung wett zumachen.
Da fu¨r einen
”
geregelten Halt“ eine zu¨gige Reduzierung des Pendelausschlages er-
strebenswert ist, ist generell von einer Parametersetzung abzuraten, die das Pendel-
verhalten im Zielfunktional der optimalen Regelung zu stark vernachla¨ssigt.
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7.6 Optimale Bahnplanung unter erweiterten Ne-
benbedingungen
Fu¨r die Berechnung der optimalen Bahn unter Beru¨cksichtigung einer Regelung
fu¨r den geregelten Halt wird nachfolgend der komplette optimale Steuerprozess der
Laufkatze unter erweiterten Nebenbedingungen vorgestellt.
Die Zusammensetzung erfolgt mittels der formulierten Teilsysteme in (7.10) fu¨r das
OCP, der Simulation aus (7.25) und dem LQR-Problem in (7.22). Die zugeho¨rigen
Bedingungen sind in den jeweiligen Abschnitten der Teilprobleme pra¨sentiert wor-
den, vgl. die Abschnitte 7.3, 7.5.3 bzw. 7.4.4.
min Φ(푥, 푢) =
푛Φ∑
푖=1
훾푖 ⋅ Φ푖(푥, 푢)
unter 푥˙(푡) = 푓L
(
푥(푡), 푢(푡)
)
, ∀푡 ∈ [0, 푡푓 ],
푥푖(0) = 푥푖,0, 푖 = 1, . . . , 푛,
푥푖(푡푓 ) = 푥푖,푓 , 푖 = 1, . . . , 푛,
푢푖(푡) ∈ [푢푖,min, 푢푖,max], 푖 = 1, . . . ,푚, ∀푡 ∈ [0, 푡푓 ],
푥푖(푡) ∈ [푥푖,min, 푥푖,max], 푖 ∈ ℐ푐, ∀푡 ∈ [0, 푡푓 ],
퐸
(
푦(휏푓 )
)− 퐸lim ≤ 0, ∀푡 ∈ [0, 푡푓 ]
mit
푦˙(휏) = 푔퐿
(
푦(휏), 푣(휏)
)
, ∀휏 ∈ [0, 휏푓 ]
푦푖(0) = 푥푗(푡), 푖 = 1 . . . , 푛푐, 푗 ∈ ℐ퐿
푣(휏) = −퐾∞
(
푥(푡)
)
푦(휏), ∀휏 ∈ [0, 휏푓 ].
wobei 퐾∞
(
푥(푡)
)
, ∀푡 ∈ [0, 푡푓 ] Lo¨sung ist von:
min Ψ(푧, 푤) =
1
2
∞∫
0
[
훼푄 푧
푇(휍)푄푧(휍) + 훼푅 푤
푇(휍)푅푤(휍)
]
푑휍
unter 푧˙(휍) = 퐴
(
푥(푡)
)
푧(휍) + 퐵
(
푥(푡)
)
푤(휍),
푧(0) = 푥(푡).
Die zugeho¨rigen Designparameter der optimalen Bahnplanung der Laufkatze unter
erweiterten Nebenbedingungen sind zusammenfassend in Tabelle 7.2 gelistet.
Im na¨chsten Kapitel wird dieses System bei der numerischen Auswertungen unter der
Beru¨cksichtigung unterschiedlicher Setzungen der Designparameter zur Anwendung
kommen.
Motiviert durch das Systemverhalten und dessen Funktionalita¨t unter realen Bedin-
gungen wurden drei zusa¨tzliche optionale Parameter eingefu¨hrt. U¨ber diese zusa¨tz-
lichen Optionen sind einige Fa¨lle untersucht worden, die nicht der exakten Realita¨t
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Variable: Beschreibung:
훾푖 Gewichtung der Zielfunktionale im OCP
푥0, 푥푓 Randwerte des OCP-Systems der Laufkatze
푢min, 푢max Steuerbeschra¨nkungen des OCP-Systems der Laufkatze
푥min, 푥max Zustandsbeschra¨nkungen des OCP-Systems der Laufkatze
퐸lim obere Grenze der im geschlossenen System enthaltenen Energie
휏푓 Zeitspanne der Simulation des geschlossenen, geregelten Systems
훼푄, 훼푅 Gewichtung beider Terme im LQR-Zielfunktional
푄 Gewichtungsmatrix der Zusta¨nde der Laufkatze bei einer Regelung
푅 Gewichtungsmatrix der Steuerung der Laufkatze bei einer Regelung
Tabelle 7.2: Designparameter der optimalen Bahnplanung der Laufkatze unter
Beru¨cksichtigung des geregelten Halts
entsprechen, aber Eingriﬀe in das System zulassen, die ein unstetiges oder nicht
diﬀerenzierbares Verhalten aufweisen. Die optionalen Funktionalita¨ten aus Tabelle
7.3 sind daher nicht theoretisch bewiesen, sonder rein technischer Natur. Sie zei-
gen mitunter die Grenzen dieser Formulierung auf bzw. deren Robustheit gegenu¨ber
unvorhersehbarer Sto¨rungen.
Option: Beschreibung:
lift Aktivierung/ Deaktivierung der Seilla¨ngena¨nderung in der Simulation
regcut Verwendung der Steuerbeschra¨nkung aus dem OCP in der Simulation
regcon Verwendung einer einzigen Regelung u¨ber die komplette Bahnoptimierung
regcon Deaktivierung der Abha¨ngigkeit von der aktuellen Seilla¨nge des OCPs
bei der Berechnung der Reglermatrix
Tabelle 7.3: Optionale Designelemente in der optimalen Bahnplanung der Laufkat-
ze unter Beru¨cksichtigung des geregelten Halts
Das jeweilige Anfahrverhalten der eingebauten Antriebsmotoren ist nicht im mathe-
matischen Modell beru¨cksichtigt. Ebenso bezieht sich die Thematik dieser Arbeit
nicht auf Messfehler bzw. auf mo¨gliche Messverfahren der Systemzusta¨nde.
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Kapitel 8
Numerische Ergebnisse
Mit dem vorgestellten System einer Laufkatze in Kapitel 7, sowohl als ein reines
Bahnoptimierungsproblem mit Beschra¨nkungen, als auch mit integrierten optima-
len Regelungsstrategien, werden in diesem Kapitel die numerischen Ergebnisse dis-
kutiert und untereinander verglichen. Das Hauptaugenmerk liegt dabei auf der Be-
reitstellung, Realisierung und Gewa¨hrleistung des
”
geregelten Halts“ als eine der
notwendigen Sicherheitsanforderung in der automatisierten Hochregallagertechnik.
Die typischen Bewegungsmuster einer Laufkatze werden in Abschnitt 8.1 anhand des
optimalen Steuerungsproblem der Bahnoptimierung (7.10) verdeutlicht. Diese Ver-
haltensmuster werden in den weiteren Abschnitten mitunter zugrunde gelegt und als
eine Vergleichsmo¨glichkeit zwischen dem urspru¨nglichen Bahnoptimierungsproblem
und der neuen Problembeschreibung aus Abschnitt 7.6 dienen.
Erste Ergebnisse der Bahnoptimierung unter erweiterten Nebenbedingungen werden
in Abschnitt 8.2 vorgestellt. Es werden die Fa¨lle mit konstanter Seilla¨nge und regel-
barer Seilla¨nge vorgestellt. Fu¨r den Fall der konstanten Seilla¨nge wird entsprechend
das reduzierte dynamische System der Laufkatze (7.19) zum Einsatz kommen.
Abschnitt 8.3 pra¨sentiert eine stark vereinfachte Version des optimalen Steuerprozess
unter erweiterten Nebenbedingungen. Dazu wird auf Basis der Start- und Endbe-
dingung das linear quadratische Regulatorproblem vollsta¨ndig bestimmt sein. Die
verbleibende Kopplung zwischen den Zusta¨nden 푥 und 푦 (bzw. 푧) beschra¨nkt sich
daher auf die Vorgabe der Anfangsbedingungen 푦(0) = 푥(푡) (bzw. 푧(0) = 푥(푡)) zu
allen Zeitpunkten 푡 des optimalen Steuerprozess.
Einen Eindruck u¨ber die Vielzahl an Mo¨glichkeiten, ein linear quadratische Regu-
latorproblem zu charakterisieren und eine geeignete Parametrisierung zu wa¨hlen,
vermittelt der Abschnitt 8.4. Als Erga¨nzung werden einige Verla¨ufe der beteiligten
Energieterme aus (7.24) in der erweiterten Nebenbedingung pra¨sentiert. Gleichzeitig
werden durch die vorgestellten Kombinationen der Parameter aus Tabelle 7.2, die
Grenzen dieser Problembeschreibung aufgezeigt.
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126 Kapitel 8: Numerische Ergebnisse
Motiviert durch den engen Bezug zum realen Modell und dem Prototypen des Hoch-
regallagers, sind in Abschnitt 8.5 die Ergebnisse der Simulationen pra¨sentiert, bei
denen innerhalb der simulierten Regelstrecke zusa¨tzliche Begrenzungen implemen-
tiert wurden. Folglich ist die Regelstrecke auf dem kompletten Simulationsintervall
nicht mehr stetig diﬀerenzierbar. Die Hintergru¨nde dieser Auswertung sind rein tech-
nischer Natur und geben daru¨ber hinaus einen Eindruck u¨ber die Robustheit des
Systems.
Die gezeigten Abbildungen mit den Verla¨ufen der Simulationsergebnisse des optima-
len Steuerungsproblem unter erweiterten Nebenbedingungen befolgen die in Tabelle
7.1 eingefu¨hrte Farbgebung. So werden die Verla¨ufe der Zusta¨nde und die der Steue-
rungen des u¨berlagerten OCP in Orange, die Zusta¨nde und die Regelgro¨ßen des
eingebetteten LQR-Problems in Blau dargestellt. Die Auswertung der erweiterten
Nebenbedingung ist in Gru¨n gegeben. Fu¨r einen besseren Vergleich ist das Resul-
tat aus der optimalen Bahnplanung unter den gleichen Voraussetzungen, aber ohne
erweiterte Nebenbedingung, in Grau eingezeichnet.
8.1 Bahnoptimierung
Fu¨r die Berechnung einer optimalen Trajektorie, an der die Laufkatze von ihrer
Startposition zur gewu¨nschten Zielposition entlang bewegt werden soll, ist ein ent-
sprechendes Zielfunktional vorzugeben. Die Wahl ist rein subjektiv und ha¨ngt
schlussendlich von den Anspru¨chen des Benutzers ab. Einige mo¨gliche Aspekte seien
hier aufgeza¨hlt:
∙ Fu¨r eine hohe Lagerleistung sind Trajektorien mit einer mo¨glichst geringen
Verfahrzeit notwendig. Diese Bahnen sind mitunter aber sehr sto¨rungsanfa¨llig,
so dass von einer reinen Optimierung der Verfahrzeit abzuraten ist.
∙ Die Reduzierung der Amplitude des pendelnden Lastaufnahmemittels bringt
gleich zwei positive Eﬀekte mit sich. Bei großen Amplituden ko¨nnen sich
Sto¨rungen auf das Lastaufnahmemittel deutlicher auswirken, so dass die Ge-
fahr einer Ablenkung vom idealen zweidimensionalen Pendelverhalten gro¨ßer
ist. Eine Kollision mit den begrenzenden Regalwa¨nden kann somit reduziert
werden. Ebenfalls werden bei schweren Lasten die Zugkra¨fte reduziert, die fu¨r
Sto¨rungen in der Positionierung der Laufkatze sorgen.
∙ Mit einer reduzierten Gesamtbeschleunigung des Lastaufnahmemittels sind die
wirkenden Kra¨fte auf die Last begrenzt, so dass ein Verrutschen von Stu¨ckgut
verringert wird und Flu¨ssigkeiten weniger ins Wanken kommen.
∙ Einen sehr gleichma¨ßigen Verlauf der optimalen Bahn erreicht man durch die
Minimierung des Rucks. Das wirkt sich besonders schonend auf die Motoren
und die Getriebe aus, so dass es zu einem geringeren Verschleiß kommt.
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Set 1: Set 2: Set 3:
geringes steuerungsarme schnelle Bahn
Pendelverhalten Bahn
Steuerenergie 훾1 0.1 1 0.1
Pendelverhalten 훾2 1 0 0
Verfahrzeit 훾3 0.5 0.1 1
Tabelle 8.1: Gewichtungsfaktoren der Zielfunktionale
Position Laufkatze −0.2 ≤ 푥1 ≤ 50
Geschwindigkeit Laufkatze −3 ≤ 푥2 ≤ 3
Seilla¨nge 0.01 ≤ 푥5 ≤ 17
Geschwindigkeit Seilla¨ngena¨nderung −0.75 ≤ 푥6 ≤ 1
Beschleunigung Katze −0.8 ≤ 푢1 ≤ 0.8
Beschleunigung Seilla¨ngena¨nderung −1 ≤ 푢2 ≤ 1
Tabelle 8.2: Box-Beschra¨nkungen der Steuerung und des Zustands der Laufkatze
∙ Bei einer großen Lagerauslastung wirken sich bereits kleine Einsparungen in
der Energie auf die Lagerhaltungskosten aus. Durch die Minimierung der auf-
zuwendenden Steuerenergie ko¨nnen so energieoptimale Bahnen ermittelt wer-
den.
∙ Nur fu¨r Testzwecke und zum Nachweis der Robustheit der Ansteuerung der
Motoren, sind auch entartete Bahnen denkbar, die durch geeignete Kombi-
nationen von Zielfunktionalen realisiert werden ko¨nnen. So wa¨ren mo¨gliche
Forderungen zum Beispiel: ein vergro¨ßertes Schwingungsverhalten oder eine
sehr unruhige Bahn mit vielen Anfahr- und Bremsmano¨vern.
Fu¨r einen ersten U¨berblick u¨ber das zu erwartenden Systemverhalten einer Lauf-
katze, werden in dieser Arbeit Zielfunktionale betrachtet, die die Steuerenergie, das
Pendelverhalten und die Verfahrzeit bevorzugt minimieren. Die exakte Formulierung
ist in Abschnitt 7.2.3 gegeben. Die jeweiligen Gewichtungsfaktoren 훾푖, 푖 = 1, 2, 3 des
zusammengesetzten Zielfunktionals
∑3
푖=1 훾푖 ⋅Φ푖(푥, 푢) fu¨r drei zu untersuchende Fa¨lle
sind in Tabelle 8.1 gelistet.
Fu¨r die Beschra¨nkungen der Zusta¨nde und der Steuerungen des Bahnoptimierungs-
problems (7.10) sind die Werte entsprechend der Tabelle 8.2 verwendet worden.
Der zu vergleichende Testlauf ist so aufgesetzt, dass die Laufkatze eine Weg von 20푚
zuru¨cklegen soll und die Seilla¨nge von 10푚 um 5푚 verku¨rzt wird. Die Tabelle 8.3
gibt Auskunft u¨ber die vollsta¨ndigen Anfangs- und Endbedingungen.
Die drei Bahnoptimierungsprobleme wurden jeweils mit 71 a¨quidistant verteilten
Punkten diskretisiert und anschließend durch einen NLP-Solver gelo¨st. Die Dimen-
sionen des optimalen Steuerprozess und die, des daraus resultierenden nichtlinearen
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Position Laufkatze 푥1,0 = 0 푥1,푓 = 20
Geschwindigkeit Laufkatze 푥2,0 = 0 푥2,푓 = 0
rel. Verschiebung der Last 푥3,0 = 0 푥3,푓 = 0
rel. Geschwindigkeit der Last 푥4,0 = 0 푥4,푓 = 0
Seilla¨nge 푥5,0 = 10 푥5,푓 = 5
Seilgeschwindigkeit 푥6,0 = 0 푥6,푓 = 0
Tabelle 8.3: Anfangs- und Endbedingung der Laufkatze
Optimierungsproblmens, sind in Tabelle 8.3 aufgelistet. Zusa¨tzlich sind die End-
werte der Zielfunktion und deren Komponenten gegeben. Es ist darauf zu achten,
dass der Wert des kompletten Zielfunktionals Φ(푥, 푢) die Gewichtungsfaktoren aus
Tabelle 8.1 beinhaltet.
Die Auswirkungen der unterschiedlichen Zielfunktionale sind deutlich in den Abbil-
dungen 8.1 und 8.2 zu erkennen. Es sind sowohl die Zusta¨nde 푥1 bis 푥6 als auch sie
zugeho¨rigen Steuergro¨ßen 푢1 und 푢2 abgebildet.
Die Verla¨ufe der beiden Zielfunktionale fu¨r die Energieminimierung und das Pen-
delverhalten sind in der Abbildung 8.3 gezeigt.
diskrete Punkte 71
Steuerfunktionen 2
Optimale Diﬀerentialgleichungen 9
Steuerung Randwerte 6
Nebenbedingungen 5
erw. Nebenbedingung 0
nichtlineare Variablen 147
Optimierung Beschra¨nkungen 361
Set 1: Set 2: Set 3:
geringes steuerungs- schnelle Bahn
Pendelverhalten arme Bahn
Rechenzeit 1.87푠 4.54푠 4.15푠
Resultate Iterationen 66 119 113
Φ(푥, 푢) 9.5991 2.6447 11.6611
Φ1(푥, 푢) 2.3175 0.7094 5.0756
Φ2(푥, 푢) 1.9326 1.6219 7.3740
Φ3(푥, 푢) 14.8694 19.3532 11.154
Tabelle 8.4: Auswertung der Ergebnisse des optimalen Steuerprozess und dem re-
sultierenden nichtlinearen Optimierungsproblem
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Position Laufkatze 푥1
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Position Laufkatze 푥1
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20
Position Laufkatze 푥1
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Geschwindigkeit Laufkatze 푥2
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2
Geschwindigkeit Laufkatze 푥2
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Geschwindigkeit Laufkatze 푥2
0 2 4 6 8 10
0
1
2
3
8.1.a: Position und Geschwindigkeit der Laufkatze
rel. Verschiebung Last 푥3
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8.1.b: relative Position und Geschwindigkeit des Lastaufnahmemittels
Abbildung 8.1: Optimale Bahnen bei erho¨hter Bestrafung von Pendelverhalten,
Steuerenergie und Verfahrzeit (von links nach rechts)
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8.2.a: Seilla¨nge und Geschwindigkeit der Seilla¨ngena¨nderung
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8.2.b: Steuerung von Laufkatze und Seil
Abbildung 8.2: Optimale Bahnen bei erho¨hter Bestrafung von Pendelverhalten,
Steuerenergie und Verfahrzeit (von links nach rechts)
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Abbildung 8.3: Optimale Bahnen bei erho¨hter Bestrafung von Pendelverhalten,
Steuerenergie und Verfahrzeit (von links nach rechts) - Zielfunktionale
Geringes Pendelverhalten (Links) Durch die Minimierung der relativen Ver-
schiebung des Lastaufnahmemittels wird die Laufkatze nur noch so bewegt,
dass es zu einer einzigen Schwingung in 푥3 kommt, die sich u¨ber die komplette
La¨nge von 20푚 erstreckt. Im Vergleich zum 2. Fall fa¨llt der Pendelausschlag
geringfu¨gig ho¨her aus, denn um die Laufkatze noch zu¨gig bewegen zu ko¨nnen,
muss sie zu Beginn ausreichend beschleunigt werden. Zusa¨tzlich ist sichtbar,
dass die Seilla¨nge 푥5 zwar nicht u¨ber die 5푚 hinaus verku¨rzt wird, dennoch
aber am Ende eine Reduzierung der Geschwindigkeit 푥6 erfolgt mit einer an-
schließenden erneuten Beschleunigungsphase. Dieses Verhalten wird durch den
Verlauf der Zielfunktionals Φ1 ebenfalls besta¨tigt.
Steuerenegieminimale Bahn (Mitte) Die Reduzierung der aufgewendeten
Energie in den Steuergro¨ßen sorgt mitunter dafu¨r, dass das System zu kei-
nem einzigen Zeitpunkt in die Begrenzung la¨uft. Die Seilla¨nge 푥5 erfa¨hrt keine
unno¨tigen A¨nderungen, so dass ein fast geradlinigen Anstieg der Beschleuni-
gung 푢2 mo¨glich ist. Durch die geringe Beschleunigung der Laufkatze und deren
seitliche Bewegung sind 3 Schwingungen des Lastaufnahmemittels 푥3 zu be-
obachten, die auch entsprechend immer einen Nulldurchgang haben. Besta¨tigt
wird diese kontinuierlichen Schwingungen ebenfalls durch den streng monoto-
nen Anstieg im Zielfunktional Φ2.
Schnelle Bahn (Rechts) Im 3. Fall wird die notwendige Verfahrzeit in erster Linie
bestraft. Die Folgen sind vor allem große Werte in den beiden Steuergro¨ßen
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푢1 und 푢2. Bei der Steuerung der Laufkatze zeigt sich sogar eine Aktivie-
rung der Steuerbeschra¨nkung. Ebenso wird die maximale Geschwindigkeit der
Laufkatze 푥2 und in der Seilla¨ngena¨nderung 푢6 erreicht. Damit gegen Ende
die Endbedingung erreicht werden kann und um die große Amplitude in der
relativen Verschiebung zu reduzieren, ist gegen Ende des Zeitintervall eine
zusa¨tzliche Anhebung des Lastaufnahmemittels u¨ber die zu erreichenden 5푚
hinaus mit anschließender Senkung erkennbar. Das erreichte Pendelverhalten
in 푥3 beschreibt hingegen einen sehr natu¨rlichen Verlauf.
Fu¨r die drei untersuchten Fa¨lle ist in Abbildung 8.4 zusa¨tzlich eine Seitenansicht
des Bahnverlaufs der Laufkatze inklusive Lastaufnahmemittel gezeigt. Es handelt
sich um eine reduzierte Darstellung, in der das ha¨ngende Seil auf 15푚 an einem
Aufha¨ngepunkt befestigt ist, der einer waagerechten Bewegung folgt. Entsprechend
der vorgenommenen Diskretisierung ist zu jedem Zeitpunkt das Seil mit der zu-
geho¨rigen Position des Lastaufnahmemittels eingezeichnet.
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Abbildung 8.4: Optimale Bahnen bei erho¨hter Bestrafung von Pendelverhalten,
Steuerenergie und Verfahrzeit (von links nach rechts) - Seitenansicht
8.2 Bahnoptimierung mit variabler Regelung
In der Problembeschreibung der Bahnoptimierung unter Beru¨cksichtigung der erwei-
terten Nebenbedingung aus Abschnitt 7.6 wurde bereits deutlich, dass der Zustand
푥 des optimalen Steuerprozess durch die aktuelle Seilla¨nge 푙 := 푥5(푡) zu jedem Zeit-
punkt 푡 ∈ [0, 푡푓 ] das unterlagerte linear quadratische Regulatorproblem beeinﬂusst.
Um die Abha¨ngigkeit der Zustandsru¨ckfu¨hrung 퐾∞ von der aktuellen Seilla¨nge zu
verdeutlichen, ist exemplarisch der genaue Verlauf, der von Null verschiedenen Ein-
tra¨ge fu¨r die Gewichtungsmatrizen 푄 = 퐼6 und 푅 = 퐼2 in Abbildung 8.5 gezeigt.
Je nach gewa¨hlten Gewichtungsmatrizen stellen sich diese Abha¨ngigkeiten von 푙 in
einer anderen Form dar. Speziell fu¨r diese Auswahl zeigt sich in der Bewertung
푘1,4 der Regelabweichung der relativen Geschwindigkeit zwischen der Laufkatze und
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dem Lastaufnahmemittel eine deutlich Vera¨nderung fu¨r 푙 ∈]0푚, 20푚] durch den
oﬀensichtlichen Wechsel im Vorzeichen.
Eintra¨ge von 퐾∞(푙)
푘1,1
푘1,2
푘1,3
푘1,4
푘2,5
푘2,6
0 10 20 30 40
-1
-0.5
0
0.5
1
1.5
2
2.5
3
3.5
퐾푇∞(푙) 푢1 푢2
푥1 푘1,1 0
푥2 푘1,2(푙) 0
푥3 푘1,3(푙) 0
푥4 푘1,4(푙) 0
푥5 0 푘2,5
푥6 0 푘2,6
Abbildung 8.5: Regelungsmatrix 퐾∞ in Abha¨ngigkeit von der Seilla¨nge 푙
8.2.1 Regelung der Laufkatze bei konstanter Seilla¨nge
Eine erste Analyse der optimalen Bahnplanung mit integrierten Optimalreglern er-
folgt fu¨r das reduzierte System der Laufkatze (7.19) ohne A¨nderung der Seilla¨nge in
der Simulationsrechnung der erweiterten Nebenbedingung.
Das zu deﬁnierende Zielfunktional der Bahnplanung basiert auf der gleichen Zu-
sammensetzung, wie in Abschnitt 8.1 beschrieben. Fu¨r die Auswertung wurden 4
verschiedene Zusammenstellungen der Gewichtungsfaktoren untersucht, siehe Ta-
belle 8.6: Zwei Parametersa¨tze sind mit eine hohen Bewertung der Verfahrzeit und
der zu leistenden Steuerenergie, jeweils mit und ohne zusa¨tzlicher Bestrafung des
Pendelverhaltens ausgestattet, hingegen die anderen zwei Fa¨lle die Minimierung der
Steuerenergie vernachla¨ssigen.
Die Zustands- und Steuerbeschra¨nkungen sind unvera¨ndert durch die Werte in Ta-
belle 8.2 gegeben. Die Randbedingungen entsprechen den Werten aus Tabelle 8.3.
Die Parameter der erweiterten Nebenbedingungen sind in Tabelle 8.5 in kompakter
Form dargestellt.
Fu¨r die Berechnung einer Lo¨sung wurde der optimale Steuerprozess mit 41 a¨qui-
distanten Punkten diskretisiert. Fu¨r die Simulationsrechnung der erweiterten Ne-
benbedingung wurden 51 diskrete Punkte mit a¨quidistantem Abstand gewa¨hlt. Auf
die angegebene Anzahl an Nebenbedingungen hat die zusa¨tzliche Diskretisierung
erstmal keinen Einﬂuss.
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Masse Laufkatze 푚1 = 1.7푡
Masse Last 푚2 = 1.3푡
Energielimit 퐸lim = 20푁푚
Regelungszeit 휏푓 = 10푠
Skalierung (훼푄, 훼푅) 훼 = (1, 1)
Gewichtungsmatrix in 푧 푄 = diag(1, 1, 1, 1, 1, 1)
Gewichtungsmatrix in 푤 푅 = diag(1, 1)
Tabelle 8.5: Charakteristische Werte der erweiterten Nebenbedingungen des opti-
malen Steuerprozess
Die Auswertung der Zielfunktionale, sowie die beno¨tigte Rechenzeit und die dafu¨r
notwendigen Iterationsschritte, sind der Tabelle 8.6 zu entnehmen.
Die Verla¨ufe der Zusta¨nde 푥푖, 푖 = 1, . . . , 4, die Steuerung 푢1 der Laufkatze und die
zugeho¨rigen Haltebahnen 푦, inklusive der Regelung 푣, sind in Abbildung 8.6 visua-
lisiert. Die nicht geregelte Seilla¨nge 푥5, die Geschwindigkeit der Seilla¨ngena¨nderung
푥6 und die Steuerung 푢2 sind in der Abbildung 8.7 gezeigt. Zu der vereinfachten Dar-
stellung der Seitenansicht, des sich bewegenden Seils und des Lastaufnahmemittels
in 8.9, gibt die Abbildung 8.8 Auskunft u¨ber das Energieverhalten der Haltebah-
nen zu jedem Zeitpunkt 푡 des optimalen Steuerprozess. Zusa¨tzlich wird der erreichte
Endwerte zum Zeitpunkt 휏푓 u¨ber die Zeit 푡 separat dargestellt. Letzteres ist gerade
die Gro¨ße, die in der erweiterten Nebenbedingung nach oben beschra¨nkt ist.
diskrete Punkte 41
Steuerfunktionen 2
Diﬀerentialgleichungen 9
Optimale Randwerte 6
Steuerung Nebenbedingungen 5
Erweiterte Nebenbedingung:
diskrete Punkte 51
Steuerfunktionen 1
Diﬀerentialgleichungen 6
Nichtlineare Variablen 87
Optimierung Beschra¨nkungen 252
Set 1: Set 2: Set 3: Set 4:
훾 = (훾1, 훾2, 훾3) (1, 0.5, 1) (1, 0, 1) (0.1, 0, 1) (0.1, 0.5, 1)
Rechenzeit 61.52s 39.54s 127.85s 101.78s
Resultate Iterationen 14 10 22 26
Φ (푥, 푢) 17.4005 15.4126 12.2454 14.8176
Φ1(푥, 푢) 2.2371 2.6439 4.8476 4.0167
Φ2(푥, 푢) 3.2222 4.9637 5.8196 4.1774
Φ3(푥, 푢) 13.5522 12.7687 11.7606 12.3272
Tabelle 8.6: Auswertung der Ergebnisse des optimalen Steuerprozess mit erweiter-
ten Nebenbedingung - Variation des Zielfunktionals Φ im OCP
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Abbildung 8.6: Optimale Bahnen bei erweiterten Nebenbedingungen zu verschie-
denen Zielfunktionalen Φ im OCP (Set 1 bis 4 von links nach rechts) - OCP-Bahnen
mit LQR (orange); OCP Referenz ohne LQR (grau); LQR Regelung (blau)
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Abbildung 8.7: Optimale Bahnen bei erweiterten Nebenbedingungen zu verschie-
denen Zielfunktionalen Φ im OCP (Set 1 bis 4 von links nach rechts) - OCP-Bahnen
mit LQR (orange); OCP Referenz ohne LQR (grau)
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Abbildung 8.8: Optimale Bahnen bei erweiterten Nebenbedingungen zu verschie-
denen Zielfunktionalen Φ im OCP (Set 1 bis 4 von links nach rechts) - Auswertung
der Energie in der erweiterten Nebenbedingung
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Abbildung 8.9: Optimale Bahnen bei erweiterten Nebenbedingungen zu verschie-
denen Zielfunktionalen Φ im OCP (Set 1 bis 4 von links nach rechts) - Seitenansicht
Aus der Analyse der Simulationsergebnisse ergeben sich die folgenden Resultate:
Rechenzeit: Die Anzahl der notwendigen Iterationen spiegelt direkt die no¨tige Re-
chenzeit wieder. Da die Berechnung von Set 3 am meisten Zeit in Anspruch
genommen hat, deutet vieles auf eine ha¨uﬁge Auswertung der Beschra¨nkungen
hin. Die Betrachtung der Energiefunktion besta¨tigt diese Annahme. Das Glei-
che la¨sst sich auch fu¨r den letzten Fall beobachten.
Zielfunktional: Durch die geschickte Setzung der Gewichtungsfaktoren 훾푖 im Ziel-
funktional Φ kann bereits eine nahezu identische optimale Bahn berechnet
werden, so dass die erweiterte Nebenbedingung kaum einen Einﬂuss auf die
optimale Lo¨sung hat. Die Trajektorien aus Set 1 stellen gerade einen solchen
Fall dar. Die Zusta¨nde der Laufkatze und die der relativen Auslenkung weisen
kaum einen Unterschied auf. Am oﬀensichtlichsten ist die Abweichung in den
Zusta¨nden der Seilla¨nge. Die Auswertung der verbleibenden Energie nach der
Simulationszeit 휏푓 der Regelung unterstreicht diese Beobachtung. In der Pha-
se, in der die Geschwindigkeit der Laufkatze 푥2 am gro¨ßten ist, tritt ebenfalls
eine erho¨hte relative Geschwindigkeit der Last auf. Eine Beruhigung durch
den Optimalregler ist bei diesen Startbedingung natu¨rlich mit einem mehr an
Aufwand verbunden. Durch die Anpassung der Seilla¨nge ist entsprechend auch
ein anderes Pendel- und Beruhigungsverhalten in der Regelung zu erwarten.
Minimierung des Pendelverhaltens: Die zusa¨tzliche Beru¨cksichtigung des Pen-
delverhaltens im Zielfunktional kann in manchen Fa¨llen bereits zum Ziel fu¨hren
und den Einﬂuss der unterlagerten Regelung zusa¨tzlich reduzieren. Auf der
anderen Seite ko¨nnen Systemzusta¨nde geschaﬀen werden, die im Hinblick auf
den zu erreichenden Endpunkt kaum Schwingung aufweisen dafu¨r aber eine
hohe Geschwindigkeit (vgl. Set 1 aus Abschnitt 8.1). Mitunter ist gerade diese
Kombination eine ungu¨nstigere Startbedingung fu¨r den geregelten Halt.
Bestrafung der Steuerenergie: Durch die weniger gewichtete Zielfunktion Φ1
in Set 3 und 4 wird eine ho¨here Beschleunigung der Laufkatze 푢1 und der
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Seilla¨ngena¨nderung 푢2 zugelassen. Dieses hat den Nachteil, dass generell ho¨he-
re Geschwindigkeiten auftreten, siehe zum Beispiel die Begrenzung in 푧2 fu¨r Set
3. Die gewa¨hlte Strategie des geregelten Halts steht dem gegenu¨ber und muss
massiv in die Berechnung der optimalen Trajektorie eingreifen. Hauptsa¨chlich
wird dieses u¨ber einen komplett anderen Verlauf der Seilla¨nge 푥5 realisiert.
Verfahrzeit: Die Verfahrzeit Φ3 aller vier Zielfunktionale bewegt sich in einem
a¨hnlichen Rahmen. Eine Erho¨hung der mo¨glichen Steuerenergie hat kaum
einen Einﬂuss und bela¨uft sich auf circa 1푠.
8.2.2 Regelung der Laufkatze und des Seils
Da die Zusta¨nde des linearen Systems 푧1 bis 푧4 von den Zusta¨nden 푧5 und 푧6 entkop-
pelt sind, wird durch die Auswertung des linear quadratischen Regulatorproblems
immer eine Matrix 퐾∞(푙) berechnet, die nur in den dargestellten Eintra¨gen aus
Abbildung 8.5 Unterschiede aufweist.
Insbesondere ist diese Tatsache unabha¨ngig von den gewa¨hlten Eintra¨gen der Diago-
nalmatrizen 푄 und 푅. Diese entkoppelte Struktur ﬁndet sich bereits in der Lo¨sung
푃 der algebraischen Riccati-Gleichung wieder und kann auf die Systemmatrizen 퐴
und 퐵 zuru¨ckgefu¨hrt werden.
Bei der Berechnung der optimalen Trajektorien unter den erweiterten Nebenbedin-
gungen mit vollsta¨ndiger linearer Systemdynamik 푧 aus (7.19) im LQR-Problem und
vollsta¨ndiger nichtlinearer Systemdynamik 푦 aus (7.5) ist kaum ein Unterschied zu
den Simulationen im vorangegangenen Abschnitt zu erwarten.
Die Randbedingungen sowie alle Zustands- und Steuerbeschra¨nkungen sind un-
vera¨ndert zu Tabelle 8.3 und 8.2. Die Parameter des LQR-Problems sind entspre-
chend den Werte aus Tabelle 8.5 gesetzt.
diskrete Punkte 41
Steuerfunktionen 2 SIM inkl.
Diﬀerentialgleichungen 9 Regelung
Optimale Randwerte 6 des Seils
Steuerung Nebenbedingungen 5 Rechenzeit 48.12s
Erweiterte Nebenbedingung: Resultate Iterationen 12
diskrete Punkte 51 Φ (푥, 푢) 15.4634
Steuerfunktionen 2 Φ1(푥, 푢) 2.6193
Diﬀerentialgleichungen 6 Φ2(푥, 푢) 4.8034
Nichtlineare Variablen 87 Φ3(푥, 푢) 12.8441
Optimierung Beschra¨nkungen 252
Tabelle 8.7: Auswertung der Ergebnisse des optimalen Steuerprozess mit erweiter-
ten Nebenbedingung - LQR inklusive Regelung der Seilla¨nge
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Position Laufkatze 푥1
LQR: 휏
OCP: 푡
0
5
10 0
5
100
5
10
15
20
Geschwindigkeit Laufkatze 푥2
LQR: 휏
OCP: 푡
0
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5
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0
0.5
1
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2
2.5
rel. Verschiebung Last 푥3
LQR: 휏
OCP: 푡
0
5
10 0
5
10
-1.5
-1
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0
0.5
1
rel. Geschwindigkeit Last 푥4
LQR: 휏
OCP: 푡
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Abbildung 8.10: Optimale Bahnen bei erweiterten Nebenbedingungen bei zusa¨tz-
licher Regelung des Seils im LQR - OCP-Bahnen mit LQR (orange); OCP Referenz
ohne LQR (grau); LQR Regelung (blau)
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Abbildung 8.11: Optimale Bahnen bei erweiterten Nebenbedingungen bei zusa¨tz-
licher Regelung des Seils im LQR - Auswertung der Energie in der erweiterten Ne-
benbedingung
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Die Ergebnisse der Berechnungen bei einer Gewichtung 훾 = (1, 0, 1) im Zielfunktio-
nal, gema¨ß Abschnitt 8.1, sind in Tabelle 8.7 zusammengefasst.
Die Abbildungen 8.10 und 8.11 zeigen die berechneten Trajektorien fu¨r das kom-
plette System der Laufkatze. Zusa¨tzlich ist eine Seitenansicht gegeben, in der nur
die Bahnen des geregelten Halts abgebildet sind.
Im Vergleich zu Set 2 aus Tabelle 8.6 la¨sst sich kaum ein Unterschied feststellen. Die
Werte der beiden Zielfunktionale Φ1 und Φ2 und die optimierte Verfahrzeit liegen
beieinander.
Betrachtet man das Verhalten der Zusta¨nden, die nur das Seil betreﬀen (푥5,푥6) und
das der Steuerung 푢2 separiert, so ist deutlich zu erkennen, dass die Regelung die
Geschwindigkeit zu Null regelt und die Seilla¨nge auf den Wert bringt, der zu Beginn
der Regelung gegeben war.
Es hat sich besta¨tigt, dass die zusa¨tzliche Regelung der Seilla¨nge keinen erkennbaren
Einﬂuss auf den Rest der Problemstellung ausu¨bt. Da das Verhalten unabha¨ngig von
den andern Systemzusta¨nden ist, liegt es nahe, auf diese Berechnung im optimalen
Steuerprozess unter erweiterten Nebenbedingungen weiterhin zu verzichten.
Eine praktische Lo¨sung wa¨re die, wenn bei einem angeforderten
”
geregelten Halt“,
das Anhalten der Seilla¨ngena¨nderung den internen Reglern der eingebauten Motoren
u¨berlassen wu¨rde.
8.3 Bahnoptimierung mit konstanter Regelung
Eine starke Vereinfachung der kompletten Problemstellung aus Abschnitt 7.6 und
den notwendigen Voraussetzungen ist durch die Annahme einer konstanten Reg-
lermatrix 퐾∞ gegeben, die nicht mehr abha¨ngig ist vom aktuellen Zustand 푥 des
optimalen Steuerprozess.
Die Berechnung der Regelungsmatrix basiert in diesem Fall auf einer zu Beginn
festzulegenden Seilla¨nge, die das dafu¨r notwendige lineare System der Laufkatze aus
(7.18) bzw. (7.19) festlegt. Fu¨r den hier vorgestellten Vergleich wird die verwende-
te Seilla¨nge durch den Mittelwert aus Anfangsbedingung 푥5(0) und Endbedingung
푥5(푡푓 ) bestimmt.
Position Laufkatze 푥1,0 = 0 푥1,푓 = 20
Geschwindigkeit Laufkatze 푥2,0 = 0 푥2,푓 = 0
rel. Verschiebung der Last 푥3,0 = 0 푥3,푓 = 0
rel. Geschwindigkeit der Last 푥4,0 = 0 푥4,푓 = 0
Seilla¨nge 푥5,0 = 15 푥5,푓 = 5
Seilgeschwindigkeit 푥6,0 = 0 푥6,푓 = 0
Tabelle 8.8: Anfangs- und Endbedingung der Laufkatze fu¨r den Vergleich von ad-
aptiver und konstanter Regelung
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Die verwendeten Randbedingung wurden zugunsten einer erwartungsgema¨ß gro¨ßer-
en Variation der Matrixeintra¨ge, bei der parameterabha¨ngigen Zustandsru¨ckfu¨hrung
퐾∞(푙) entlang der optimalen Trajektorie, gewa¨hlt, siehe Tabelle 8.8.
Die weiteren Parameter des linear quadratischen Regulatorproblems sind denen aus
Tabelle 8.5 gleich. Ebenso sind die Zustands- und Steuerbeschra¨nkungen aus Tabelle
8.2 verwendet worden. Die verwendeten Gewichtungsfaktoren im u¨bergeordnetem
Zielfunktional sind gegeben durch 훾 = (1, 0.5, 1).
Der in Abbildung 8.5 gezeigte Verlauf der Eintra¨ge von 퐾∞(푙) fu¨r 푙 ∈ [5, 15] deu-
tet darauf hin, dass die Eintra¨ge 푘1,2, 푘1,3 und 푘1,4 durchaus ein unterschiedliches
Verhalten in der Anwendung zufolge haben.
Die Tabelle 8.9 stellt die Ergebnisse beider Berechnungen der optimalen Lo¨sung
gegenu¨ber. Die Verla¨ufe der Zusta¨nde sind in den Abbildungen 8.12 und 8.13 pra¨sen-
tiert. Die Gegenu¨berstellung der Energieverla¨ufe wa¨hrend des Zeitintervalls [0, 휏푓 ]
fu¨r das geschlossene System, sowie die Auswertung der erweiterten Nebenbedingung
auf [0, 푡푓 ] zeigt die Abbildung 8.14.
Beide Berechnungen weisen erstmal keine groben Unterschiede auf, weder in den
dargestellten Trajektorien noch in den Werten der einzelnen Zielfunktionale.
diskrete Punkte 41
Steuerfunktionen 2
Diﬀerentialgleichungen 9
Optimale Randwerte 6
Steuerung Nebenbedingungen 5
Erweiterte Nebenbedingung:
diskrete Punkte 51
Steuerfunktionen 1
Diﬀerentialgleichungen 6
Nichtlineare Variablen 87
Optimierung Beschra¨nkungen 252
Set 1: Set 2:
퐾∞(푙) variable 퐾∞ konstant
Rechenzeit 62.01s 50.28s
Resultate Iterationen 16 13
Φ (푥, 푢) 16.4572 16.5430
Φ1(푥, 푢) 4.1289 3.9429
Φ2(푥, 푢) 2.7730 2.3276
Φ3(푥, 푢) 14.6578 14.9849
Tabelle 8.9: Auswertung der Ergebnisse des optimalen Steuerprozess mit erwei-
terten Nebenbedingung - Vergleich zwischen variabler 퐾∞(푙) und konstanter 퐾∞
Reglermatrix
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Position Laufkatze 푥1
LQR: 휏
OCP: 푡
0
5
10 0
5
100
5
10
15
20
Geschwindigkeit Laufkatze 푥2
LQR: 휏
OCP: 푡
0
5
10 0
5
10
0
0.5
1
1.5
2
Steuerung Laufkatze 푢1
LQR: 휏
OCP: 푡
0
5
10 0
5
10-4
-3
-2
-1
0
rel. Verschiebung Last 푥3
LQR: 휏
OCP: 푡
0
5
10 0
5
10
-1.5
-1
-0.5
0
0.5
rel. Geschwindigkeit Last 푥4
LQR: 휏
OCP: 푡
0
5
10 0
5
10
-1.5
-1
-0.5
0
0.5
1
8.12.a: Variable Reglermatrix 퐾∞(푙) - Laufkatze und Last
Position Laufkatze 푥1
LQR: 휏
OCP: 푡
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LQR: 휏
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LQR: 휏
OCP: 푡
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rel. Verschiebung Last 푥3
LQR: 휏
OCP: 푡
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OCP: 푡
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8.12.b: Konstante Reglermatrix 퐾∞ - Laufkatze und Last
Abbildung 8.12: Vergleich optimale Bahnen unter erweiterten Nebenbedingungen
mit variabler und konstanter Regelung - OCP-Bahnen mit LQR (orange); OCP Re-
ferenz ohne LQR (grau); LQR Regelung (blau)
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
8.3 Bahnoptimierung mit konstanter Regelung 143
Seilla¨nge 푥5
0 5 10
5
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Seilgeschwindigkeit 푥6
0 5 10
-0.6
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0
Steuerung Seil 푢2
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0.5
1
8.13.a: Variable Reglermatrix 퐾∞(푙) - Seil
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8.13.b: Konstante Reglermatrix 퐾∞ - Seil
Abbildung 8.13: Vergleich optimale Bahnen unter erweiterten Nebenbedingungen
mit variabler und konstanter Regelung - OCP-Bahnen mit LQR (orange); OCP Re-
ferenz ohne LQR (grau)
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8.14.a: Variable Reglermatrix 퐾∞(푙)
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8.14.b: Konstante Reglermatrix 퐾∞
Abbildung 8.14: Vergleich optimale Bahnen unter erweiterten Nebenbedingungen
mit variabler und konstanter Regelung - Auswertung der Energie in der erweiterten
Nebenbedingung
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Eine genauere Betrachtung der Bereiche zu Beginn und am Ende der Trajektorien
des optimalen Steuerprozess lassen erste Ru¨ckschlu¨sse auf die eingangs angesproche-
ne Approximation von 퐾∞ und dessen Schwa¨chen zu. Besonders in diesen Bereichen
ist aufgrund der Mittelwertbildung bei einer Seilla¨ngenanpassung von 10푚 mit Feh-
lern zu rechnen.
Aus dem Verlauf der Matrixeintra¨ge in Abha¨ngigkeit von der Seilla¨nge sind beson-
ders die ku¨rzeren Seilla¨ngen unter 10푚 anfa¨lliger in der Genauigkeit der konstanten
Approximation. Aus physikalischen Sicht la¨sst sich diese Anfa¨lligkeit mit der stark
zunehmenden Pendelfrequenz erkla¨ren, sobald die La¨nge des Pendels verku¨rzt wird.
Eine weitere Auﬀa¨lligkeit sind die zula¨ssigen Energiewerte zu Beginn einer jeden
Haltebahn. Die adaptive Zustandsru¨ckfu¨hrung la¨sst zum Zeitpunkt 푡 = 10푠 in dieser
Testrechnung einen ho¨heren Wert zu als die invariante Reglermatrix. Demzufolge
sind die Seilla¨ngen 푥5 auch unterschiedlich angepasst worden. Das deutet ebenfalls
auf die Unterschiede bei kurzen Seilla¨ngen hin, die durch퐾∞(푙) besser beru¨cksichtigt
und abgefangen werden ko¨nnen
Die beschriebene Ungenauigkeit der, bzgl. der Seilla¨nge, invarianten Zustandsru¨ck-
fu¨hrung kann gegebenenfalls sogar noch versta¨rkt werden durch alternative Gewich-
tungsmatrizen 푄 und 푅 in der Auslegung des LQR-Problems, wie sie im folgenden
Abschnitt untersucht werden.
8.4 Variationen im LQR-Problem
Die Simulationsrechnungen aus diesem Abschnitt pra¨sentieren den Einﬂuss der un-
terschiedlichen Charakteristika einer, in den optimalen Steuerprozess zu integrieren-
den Regelung.
Fu¨r einen spa¨teren Einsatz muss der Regler entsprechend ausgelegt werden, so dass
die geforderten Sicherheitsspeziﬁkationen fu¨r den
”
geregelten Halt“ eingehalten wer-
den. Durch unterschiedliche Setzungen der Designparameter und den daraus resul-
tierenden Verha¨ltnissen zwischen den Parametern untereinander, kann entsprechend
viel oder weniger Einﬂuss auf die optimale Trajektorie der Laufkatze genommen wer-
den.
8.4.1 Vera¨nderung der Gewichtung zwischen 푄 und 푅
Motiviert durch eine eher ma¨ßige Reglerperformance in den vorangegangenen Ab-
schnitten, analysiert dieser Abschnitt das Verhalten bei einer Vera¨nderung des glo-
balen Verha¨ltnisses zwischen 푄 und 푅. Dazu sei eingangs eine genauere Analyse
der verwendeten linear quadratischen Regulatorprobleme gegeben, in der das Ver-
halten der Regelung in Anwendung auf das System der Laufkatze (7.5) separierte
pra¨sentiert wird.
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Die verwendeten Parameter fu¨r das Design der Zustandsru¨ckfu¨hrung entsprechen
den Werten aus Tabelle 8.5 mit Ausnahme der Anpassungen aus Tabelle 8.10.
Set 1: Set 2: Set 3:
Skalierung von 푄: 훼푄 1 0.1 0.1
Skalierung von 푅: 훼푅 0.1 1 1
Regelungszeit 휏푓 10푠 10푠 15푠
Tabelle 8.10: Charakteristische Werte der erweiterten Nebenbedingungen des opti-
malen Steuerprozess bei Variation der Gewichtung im LQR-Zielfunktional Ψ
Da es sich bei der optimalen Bahn aus Abschnitt 8.1, bzgl. der minimalen Verfahr-
zeit, um eine sehr energiereiche Bahn handelt, wurden gezielt zwei Startwerte aus
diesen Trajektorien entnommen:
∙ Maximale Auslenkung des Pendels in 푥3 zum Zeitpunkt 푡 = 2.549푠,
∙ Maximale Geschwindigkeit des Pendels in 푥4 zum Zeitpunkt 푡 = 3.665푠.
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Abbildung 8.15: Energiewerte fu¨r den Fall der maximalen Pendelauslenkung bei
drei verschiedenen Gewichtungen zwischen 푄 und 푅: 훼 = (1, 1) (blau); 훼 = (1, 0.1)
(rot); 훼 = (0.1, 1) (orange)
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Da die Seilla¨nge bei der, in das optimale Steuerungsproblem, eingebetteten Rege-
lung nicht mit beru¨cksichtigt wird, sei an dieser Stelle auf deren Zustandsverla¨ufe
verzichtet. Fu¨r das simulierte nichtlineare geschlossene System ist der entsprechende
Wert der Seilla¨nge im Anfangszustand notwendig fu¨r die Reglerberechnung.
Die Resultate der Simulation, sowie die Terme der Ernergieberechnung aus (7.24),
bei einem maximalen Pendelausschlag zu Beginn, pra¨sentiert die Abbildung 8.15.
Die Abbildung 8.16 zeigt die Ergebnisse bei einer maximalen Geschwindigkeit in der
Pendelauslenkung.
Es zeigt sich, dass durch die Reduzierung der erlaubten Steuerenergie durch die Set-
zung 훼 = (0.1, 1) das System ernorme Schwierigkeiten hat, die relative Verschiebung
der Last gegenu¨ber der Laufkatze zu reduzieren. Die vergro¨ßerte Darstellung gegen
Ende der Simulationszeit der aufsummierten Energiewerte zeigt, dass das System
bei weitem nicht den fest vorgegebenen Schwellenwert (gelb) unterschritten hat.
Selbst die eingangs angenommene Setzung von 훼 = (1, 1) bereitet Probleme. Erst
durch das Verha¨ltniss 훼 = (1, 0.1) wird die einsetzbare Steuerenergie erho¨ht, was
eine Verbesserung im Verlauf der Energie zur Folge hat.
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Abbildung 8.16: Energiewerte fu¨r den Fall der maximalen Pendelgeschwindigkeit
bei drei verschiedenen Gewichtungen zwischen 푄 und 푅: 훼 = (1, 1) (blau); 훼 =
(1, 0.1) (rot); 훼 = (0.1, 1) (orange)
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Bereits nach 7푠 ko¨nnte davon ausgegangen werden, dass der Schwellenwert in den
folgenden Zeitschritten unterschritten wird und dort verweilen wird.
Fu¨r die Darstellung der Auswirkungen der drei, in Tabelle 8.10 parametrisierten
Reglern auf die optimale Bahnplanung, seien die Randwerte und Beschra¨nkungen
gema¨ß den Tabellen 8.3 und 8.2 gegeben. Weiter ist das Zielfunktional durch die
Gewichtung 훾 = (1, 0.5, 1) deﬁniert (vergleichbar zu Set 1 aus Tabelle 8.6).
Da sich bereits in der Voranalyse einige Schwa¨chen bei der zweiten Setzung zeigten,
sei daru¨ber hinaus ein dritter Fall (Set 3) pra¨sentiert, bei dem eine verla¨ngerte
Regelzeit 휏푓 genommen wurde. Die Tabelle 8.11 stellt alle drei Ergebnisse gegenu¨ber.
Die Bilder in 8.17 zeigen bereits die begrenzte Nutzbarkeit von Set 2. Der Regler
ist durch die Setzung komplett in seiner Wirkung eingeschra¨nkt, so dass sich die
Startbedingungen zu jedem Zeitpunkt 푡 des optimalen Steuerprozess nur schwer
kompensieren lassen. Das grenzt natu¨rlich die optimale Trajektorie entsprechend
stark ein, so dass die Verfahrzeit fast verdoppelt wird.
Durch die Verla¨ngerung der Regelzeit kann dem ein wenig entgegen gewirkt werden,
was ebenfalls die ho¨heren zula¨ssigen Energiewerte in Abbildung 8.19 besta¨tigen.
Dennoch entspricht diese Reglerauslegung nicht den Sicherheitsanforderungen eines
”
geregelten Halts“.
diskrete Punkte 41 71
Steuerfunktionen 2 2
Diﬀerentialgleichungen 9 9
Optimale Randwerte 6 6
Steuerung Nebenbedingungen 5 5
Erweiterte Nebenbedingung:
diskrete Punkte 51 51
Steuerfunktionen 1 1
Diﬀerentialgleichungen 6 6
Nichtlineare Variablen 87 147
Optimierung Beschra¨nkungen 252 432
Set 1: Set 2: Set 3:
Rechenzeit 48.64s 367.73s 212.10s
Resultate Iterationen 10 23 17
Φ (푥, 푢) 17.3200 22.7872 18.2516
Φ1(푥, 푢) 2.4389 1.3091 2.1040
Φ2(푥, 푢) 3.2883 0.7779 2.0071
Φ3(푥, 푢) 13.2369 21.0892 15.1440
Tabelle 8.11: Auswertung der Ergebnisse des optimalen Steuerprozess mit erwei-
terten Nebenbedingung - Variation der Gewichtung im LQR-Zielfunktional Ψ
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Position Laufkatze 푥1
LQR: 휏
OCP: 푡
0
5
10 0
5
100
5
10
15
20
Geschwindigkeit Laufkatze 푥2
LQR: 휏
OCP: 푡
0
5
10 0
5
10
0
0.5
1
1.5
2
rel. Verschiebung Last 푥3
LQR: 휏
OCP: 푡
0
5
10 0
5
10
-1.5
-1
-0.5
0
0.5
rel. Geschwindigkeit Last 푥4
LQR: 휏
OCP: 푡
0
5
10 0
5
10
-2
-1
0
1
Steuerung Laufkatze 푢1
LQR: 휏
OCP: 푡
0
5
10 0
5
10-6
-4
-2
0
Position Laufkatze 푥1
LQR: 휏
OCP: 푡
0
5
10 0
10
200
5
10
15
20
Geschwindigkeit Laufkatze 푥2
LQR: 휏
OCP: 푡
0
5
10 0
10
200
0.5
1
1.5
2
rel. Verschiebung Last 푥3
LQR: 휏
OCP: 푡
0
5
10 0
10
20
-0.5
0
0.5
rel. Geschwindigkeit Last 푥4
LQR: 휏
OCP: 푡
0
5
10 0
10
20-0.5
0
0.5
Steuerung Laufkatze 푢1
LQR: 휏
OCP: 푡
0
5
10 0
10
20-1
-0.5
0
0.5
Position Laufkatze 푥1
LQR: 휏
OCP: 푡
0 5 10 15 0
100
5
10
15
20
Geschwindigkeit Laufkatze 푥2
LQR: 휏
OCP: 푡
0 5 10 15 0
10
0
0.5
1
1.5
2
rel. Verschiebung Last 푥3
LQR: 휏
OCP: 푡
0 5 10 15 0
10
-1
-0.5
0
0.5
rel. Geschwindigkeit Last 푥4
LQR: 휏
OCP: 푡
0 5 10 15 0
10-1
-0.5
0
0.5
1
Steuerung Laufkatze 푢1
LQR: 휏
OCP: 푡
0 5 10 15 0
10
-1.5
-1
-0.5
0
0.5
Abbildung 8.17: Vergleich optimale Bahnen unter erweiterten Nebenbedingungen
bei unterschiedlicher Gewichtung im LQR-Zielfunktional Ψ (Set 1 bis 3 von links
nach rechts) - OCP-Bahnen mit LQR (orange); OCP Referenz ohne LQR (grau);
LQR Regelung (blau)
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Abbildung 8.18: Vergleich optimale Bahnen unter erweiterten Nebenbedingungen
bei unterschiedlicher Gewichtung im LQR-Zielfunktional Ψ (Set 1 bis 3 von links
nach rechts) - OCP-Bahnen mit LQR (orange); OCP Referenz ohne LQR (grau)
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Abbildung 8.19: Vergleich optimale Bahnen unter erweiterten Nebenbedingungen
bei unterschiedlicher Gewichtung im LQR-Zielfunktional Ψ (Set 1 bis 3 von links
nach rechts) - Auswertung der Energie in der erweiterten Nebenbedingung
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Abbildung 8.20: Vergleich optimale Bahnen unter erweiterten Nebenbedingungen
bei unterschiedlicher Gewichtung im LQR-Zielfunktional Ψ (Set 1 bis 3 von links
nach rechts) - Seitenansicht
Bemerkenswerterweise wird durch Set 1 die optimale Bahn aus dem optimalen Steue-
rungsproblem ohne erweiterte Nebenbedingung vollsta¨ndig rekonstruiert, da die er-
weiterte Nebenbedingung zu keinem Zeitpunkt aktiv wird.
Es besteht also weiterhin die Vermutung, dass bestimmte Zielfunktionale in der
optimalen Bahnplanung ebenfalls fu¨r Trajektorien sorgen, die zusa¨tzlichen Sicher-
heitsanforderungen genu¨gen.
8.4.2 Vera¨nderung der Eintra¨ge von 푄
Eine andere Alternative bietet die gezielte Anpassung der Diagonalelemente der
Matrix 푄. Fu¨r den Fall, dass einige Zusta¨nde komplett vernachla¨ssigt werden sollen,
in dem der zutreﬀende Eintrag zu Null gesetzt wird, sollte stets die vollsta¨ndige
Beobachtbarkeit von (퐴,
√
푄) erfu¨llt bleiben.
In Analogie zum Abschnitt zuvor, wird vorbereitend eine Analyse des Systemverhal-
tens der Laufkatze in Verbindung mit den aufgestellten Regler pra¨sentiert. Die von
den Daten aus der Tabelle 8.5 abweichenden Werte, sind in Tabelle 8.12 vorgestellt.
Set 1: Set 2:
Gewichtungsmatrix (푞1,1, 푞2,2) (0.1, 0.1) (0.01, 0.1)
Gewichtungsmatrix (푞3,3, 푞4,4) (1, 1) (1, 1)
Regelungszeit 휏푓 7푠 5푠
Tabelle 8.12: Charakteristische Werte der erweiterten Nebenbedingungen des op-
timalen Steuerprozess bei Variation der Eintra¨ge der Zustandsgewichtungsmatrix 푄
im LQR
Die Startbedingungen sind die selben wie zuvor und der optimalen Bahn bei ei-
ner versta¨rkten Minimierung der Verfahrzeit aus Abschnitt 8.1 entnommen. Ebenso
wird keine Seilla¨ngenanpassung durch die Regelung vorgenommen, so dass auf die
Darstellung der Verla¨ufe verzichtet wurde.
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Abbildung 8.21: Energiewerte fu¨r den Fall der maximalen Pendelauslenkung bei
drei unterschiedlichen Diagonalen von 푄: 푄 = 퐼 (blau); Set 1 (rot); Set 2 (orange)
Die Resultate der Simulationsrechnung, sowie die Werte der Energie aus (7.24) zeigt
die Abbildung 8.21 bei einem maximalen Pendelausschlag zum Zeitpunkt 푡 = 0. Die
Abbildung 8.22 visualisiert die Ergebnisse bei einer maximalen Geschwindigkeit in
der Pendelauslenkung.
Ein großer Unterschied zu der bereits untersuchten Anpassung der Reglerparameter
u¨ber eine Gewichtung ist der, dass die aufgewendete Steuerenergie durch die neuen
Setzungen aus Set 1 und 2 abgenommen hat. Im vorherigen Abschnitt 8.4.1 war es
zwingend notwendig gleich zu Beginn der Simualtion mehr Energie in das System
zugeben. Die Abbildungen dieser Analyse zeigen den umgekehrten Fall. Die Ener-
gie ist gema¨ßigter. Daher sind die Maximalwerte der potentiellen und kinetischen
Energien eher gesunken.
Der gegebene Schwellenwert (gelb) wird daher viel schneller unterschritten und das
sogar in einer Form mit wenigen und ausschließlich kleinen Schwingungen. Das mo-
tiviert die Senkung der Regelungszeit von 휏푓 = 10푠 auf 7푠 bzw. 5푠 fu¨r den Einsatz
im optimalen Steuerprozess.
Ein Nachteil dieser Parameterauswahl kann die große Abweichung in der Positionie-
rung der Laufkatze sein. Das spricht zum Teil gegen die zweite analysierte Variante.
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Abbildung 8.22: Energiewerte fu¨r den Fall der maximalen Pendelgeschwindigkeit
bei drei unterschiedlichen Diagonalen von 푄: 푄 = 퐼 (blau); Set 1 (rot); Set 2 (oran-
ge)
Fu¨r die Darstellung der Auswirkungen auf die optimale Bahnplanung beider in Ta-
belle 8.10 pra¨sentierten Reglerauslegungen seien die Randwerte und Beschra¨nkungen
gema¨ß den Tabellen 8.3 und 8.2 gegeben. Weiter ist das Zielfunktional durch die Ge-
wichtung 훾 = (1, 0, 1) deﬁniert (vergleichbar zu Set 2 aus Tabelle 8.6).
Trotz des scheinbar kleinen Unterschieds in den Designparametern, zeigen die Ab-
bildungen 8.23, 8.24 und 8.25 sehr unterschiedliche Ergebnisse.
Die ku¨nstliche Vernachla¨ssigung der Positionierung der Laufkatze in der Reglerma-
trix (vgl. Abschnitt 7.5.4) ließe vermuten, dass die geringere Bestrafung im Zielfunk-
tional Ψ des linear quadratischen Regulatorproblems nur eine kleine Vera¨nderung
zur Folge hat.
Der Vergleich beider Steuerungen 푢1 und der Energiewerte zu Beginn eines jeden
Regelungintervalls [0, 휏푓 ] zeigt, dass die Anpassung von 푞1,1 = 0.1 auf 푞1,1 = 0.01 eine
Reduzierung der mo¨glichen Steuerenergie bedeutet. In den Abbildungen 8.21 und
8.22 war bereits eine eher langsame Reduzierung der Geschwindigkeit der Laufkatze
푥2 fu¨r 푞1,1 = 0.01 sichtbar, das fu¨r die betraglich kleine Steuerung 푢1 spricht.
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8.23.a: Geringe Bestrafung der Werte von 푧1 und 푧2 - Laufkatze und Last
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8.23.b: Geringere Bestrafung der Werte von 푧1 - Laufkatze und Last
Abbildung 8.23: Vergleich optimale Bahnen unter erweiterten Nebenbedingun-
gen bei unterschiedlichen Zustandsgewichtungsmatritzen 푄 - OCP-Bahnen mit LQR
(orange); OCP Referenz ohne LQR (grau); LQR Regelung (blau)
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8.24.a: Geringe Bestrafung der Werte von 푧1 und 푧2 - Seil
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8.24.b: Geringere Bestrafung der Werte von 푧1 - Seil
Abbildung 8.24: Vergleich optimale Bahnen unter erweiterten Nebenbedingun-
gen bei unterschiedlichen Zustandsgewichtungsmatritzen 푄 - OCP-Bahnen mit LQR
(orange); OCP Referenz ohne LQR (grau)
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8.25.a: Geringe Bestrafung der Werte von 푧1 und 푧2
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8.25.b: Geringere Bestrafung der Werte von 푧1
Abbildung 8.25: Vergleich optimale Bahnen unter erweiterten Nebenbedingungen
bei unterschiedlichen Zustandsgewichtungsmatritzen 푄 - Auswertung der Energie in
der erweiterten Nebenbedingung
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Abbildung 8.26: Vergleich optimale Bahnen unter erweiterten Nebenbedingungen
bei unterschiedlichen Zustandsgewichtungsmatritzen 푄 - Seitenansicht, Set 1 (links),
Set 2 (rechts)
diskrete Punkte 41
Steuerfunktionen 2
Diﬀerentialgleichungen 9
Optimale Randwerte 6
Steuerung Nebenbedingungen 5
Erweiterte Nebenbedingung:
diskrete Punkte 51
Steuerfunktionen 1
Diﬀerentialgleichungen 6
Nichtlineare Variablen 87
Optimierung Beschra¨nkungen 252
Set 1: Set 2:
Rechenzeit 42.98s 52.66s
Resultate Iterationen 11 14
Φ (푥, 푢) 15.3480 17.3683
Φ1(푥, 푢) 3.0140 2.5877
Φ2(푥, 푢) 5.3791 3.5803
Φ3(푥, 푢) 12.3340 14.7806
Tabelle 8.13: Auswertung der Ergebnisse des optimalen Steuerprozess mit erwei-
terten Nebenbedingung - Variation der Eintra¨ge der Zustandsgewichtungsmatrix 푄
im LQR
Mit der reduzierten Steuerenergie in der Regelung ko¨nnen die urspru¨nglich auf-
tretenden Schwingungen des Lastaufnahmemittels, die fu¨r eine zu¨gige Verfahrzeit
im optimalen Steuerprozess ausgenutzt wurden, nicht innerhalb der Vorgabe von
휏푓 = 5푠, bei der Setzung 푞1,1 = 0.01, reduziert werden. Die optimale Trajektorie der
Laufkatze wird zeitlich in die La¨nge gezogen.
Vorab wurde bereits die Vermutung gea¨ußert, dass die fehlende Positionierung der
Laufkatze innerhalb der Regelung zu Problemen fu¨hren kann. Fu¨r 푞1,1 = 0.01
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besta¨tigt sich dieser Verdacht. Bei genauer Betrachtung in 푥1 zeigt sich eine U¨ber-
schreitung der geforderten 20푚 in der Reglersimulation. Eine Ursache dafu¨r ko¨nnte
die, im Vergleich zum restlichen Zeitintervall, betraglich gro¨ßere relative Geschwin-
digkeit der Last 푥4 sein.
8.5 Bahnoptimierung mit beschra¨nkter Regelung
Die drei vorangegangene Abschnitte lieferten bereits wichtige Ergebnisse in Bezug
auf das System der Laufkatze und die damit verbundenen Sicherheitsbestimmungen.
Fu¨r ein verbessertes Abbild der Realita¨t in der Simulation der Trajektorien aus der
optimalen Regelung wurde bereits in allen vorgestellten Simulationen das lineare
Modell (7.18) durch die urspru¨ngliche nichtlineare (7.5) Fassung ersetzt.
Zusa¨tzliche technische Details und Kennlinien der Steuergera¨te der Motoren, sind
nicht erfasst worden. Allerdings wurden fu¨r die optimale Bahnplanung Steuerbe-
schra¨nkungen (vgl. Tabell 8.2) formuliert, die ggf. auf den Ausgang der Regelung
u¨bertragbar sind.
Es sei davon ausgegangen, dass die Steuerbeschra¨nkungen aufgrund der Leistung
der eingebauten Motoren deﬁniert sind. Das rechtfertigt einen Testlauf der Bahnop-
timierung mit einer ku¨nstlich restringierten Steuergro¨ße in der erweiterten Neben-
bedingung.
Die Randbedinungen und Beschra¨nkugen sind den Tabellen 8.3 und 8.2 zu ent-
nehmen. Alle weiteren Designelemente des linear quadratischen Regulatorproblems,
sowie die verwendeten Gewichtungsfaktoren 훾푖, 푖 = 1, 2, 3 des zusammengesetzten
Zielfunktionals Φ =
∑3
푖=1 훾푖 ⋅ Φ푖(푥, 푢) sind in Tabelle 8.14 beschrieben. Dabei sorgt
Φ1 fu¨r die Minimierung der Steuerenergie, Φ2 minimiert den Pendelausschlag der
Last und Φ3 die Verfahrzeit.
Masse Laufkatze 푚1 1.7푡
Masse Last 푚2 1.3푡
Energielimit 퐸lim 20푁푚
LQR Skalierung 훼 (훼푄, 훼푅) (1, 1)
Gewichtungsmatrix in 푤 푟1,1 1
Set 1: Set 2: Set 3: Set 4:
OCP Skalierung 훾 (훾1, 훾2, 훾3) (1, 0, 1) (1, 0, 1) (0.1, 0, 1) (0.1, 0, 1)
Gewichtungsmatrix in 푧 (푞1,1, 푞2,2) (0.1, 0.1) (0.01, 0.1) (0.1, 0.1) (0.01, 0.1)
(푞3,3, 푞4,4) (1, 1) (1, 1) (1, 1) (1, 1)
Regelungszeit 휏푓 7푠 5푠 7푠 5푠
Tabelle 8.14: Charakteristische Werte der erweiterten Nebenbedingungen des opti-
malen Steuerprozess mit beschra¨nkter Regelung
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diskrete Punkte 41
Steuerfunktionen 2
Diﬀerentialgleichungen 9
Optimale Randwerte 6
Steuerung Nebenbedingungen 5
Erweiterte Nebenbedingung:
diskrete Punkte 51
Steuerfunktionen 1
Diﬀerentialgleichungen 6
Nichtlineare Variablen 87
Optimierung Beschra¨nkungen 252
Set 1: Set 2: Set 3: Set 4:
Rechenzeit 43.96s 49.95s 90.49s 89.36s
Resultate Iterationen 11 12 24 21
Φ (푥, 푢) 15.5283 17.5658 11.9206 15.03804
Φ1(푥, 푢) 3.0476 2.3944 4.9866 3.7625
Φ2(푥, 푢) 4.8693 3.3316 6.1866 4.9831
Φ3(푥, 푢) 12.4807 15.1714 11.4219 14.6618
Tabelle 8.15: Auswertung der Ergebnisse des optimalen Steuerprozess mit erwei-
terten Nebenbedingung - Vergleich restringierter Regler zu verschiedenen Setzungen
im LQR
Die Auswertung der Ergebnisse stellt die Tabelle 8.15 zusammenfassend gegenu¨ber.
Die Ergebnisse aus Abschnitt 8.4.2 befu¨rworteten bereits die Regelung aus Set 1 bzw.
Set 3. Ebenso zeigen die Verla¨ufe der Zusta¨nde in den Abbildungen 8.27, 8.28 und
8.30, dass die verwendete Parametrisierung des Reglers selbst mit einer zusa¨tzlichen
Beschra¨nkung auskommt.
Die Analyse der Gegenu¨berstellung der vier Bahnoptimierungen unter erweiterten
Nebenbedingungen liefert die folgenden Resultate:
Set 1 (erste Spalte von links): Die verwendete Setzung ist dem Set 1 aus Ab-
schnitt 8.4.2 gleich. Trotz des nicht beru¨cksichtigten Pendelverhaltens im Ziel-
funktional Φ werden sehr gute Ergebnisse erzielt. Die erweiterten Nebenbe-
dingungen sind nur auf einem Randstu¨ck aktiv, was eine geringe Rechenzeit
zur Folge hat und die Berechnung mit wenigen Iterationsschritten auskommt.
Die vereinfachte Darstellung in der Seitenansicht (vgl. Abbildung 8.29) zeigt
ebenfalls eine Verlauf, der nicht unnatu¨rlich erscheint.
Set 2 (zweite Spalte von links): Das gezeigte Verhalten ist dem aus Set 2 in
Abschnitt 8.4.2 sehr a¨hnlich. Da diese Einstellung nur kleine Werte in der Re-
gelung zula¨sst, wirkt sich die zusa¨tzliche Beschra¨nkung nur zu einigen wenigen
Zeitpunkte 푡 ∈ [0, 푡푓 ] auf die Haltebahnen aus. Die Problematik der schlechten
Positionierung der Laufkatze hat weiterhin Bestand.
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Set 3 (zweite Spalte von rechts): Durch die reduzierte Bestrafung der notwen-
digen Steuergro¨ßen in Φ werden recht ha¨uﬁg die Zustands- und Steuerbe-
schra¨nkungen erreicht. Die erweiterte Nebenbedingung hingegen ist, wie be-
reits in Set 1, nur auf einem kleinen Teilstu¨ck aktiv. Die Rechenzeit ist dennoch
sehr groß aufgrund der Verdopplung der Iterationsschritte. Dieses ist zum Teil
den aktiven Beschra¨nkungen geschuldet. Mit Ausnahme der Geschwindigkeit
der Seilla¨ngena¨nderung 푥6 sind die Verla¨ufe sehr a¨hnlich zu denen aus Set 1.
Set 4 (erste Spalte von rechts): Die Berechnung mit der vierten Parameteraus-
wahl liefert ein eher schlechtes Ergebnis. Neben der fast durchga¨ngigen aktiven
Beschra¨nkung in der erweiterten Nebenbedingung und der zusa¨tzlichen akti-
ven Beschra¨nkung der Seilgeschwindigkeit 푥5 zeigt sich ein eher irritierender
Verlauf in der Seitenansicht. Im Vergleich zu den Ergebnissen der Bahnopti-
mierung ohne erweiterte Nebenbedingung ist eine Versta¨rkung im Verhalten
erkennbar, das eine Verku¨rzung der Seilla¨nge u¨ber das Ziel hinaus mit an-
schließender Senkung zur Folge hat.
Aus den bisher gezeigten Simulationsrechnungen hat sich eindeutig die erste Para-
metersetzung aus Tabelle 8.14 als
”
gut geeignet“ herauskristallisiert. Da die Aus-
wertung fu¨r eine spezielle Bahnplanung noch keinen Beweis der Robustheit zula¨sst,
sei an dieser Stelle nur eine Empfehlung gegeben.
Durch die gezielt eingesetzten unterschiedlichen Gewichtungen in den Diagonalele-
menten von 푄 hat sich gezeigt, dass ein zusa¨tzlicher Eingriﬀ in die optimale Bahnpla-
nung in Maßen notwendig ist, aber nicht als sto¨rend empfunden wird. Ebenso wird
durch die Energieauswertung ein sehr gleichma¨ßiger Verlauf generiert, der zum En-
de des Simulationsintervalls [0, 휏푓 ] kaum zusa¨tzlichen Schwingungen unterliegt. Eine
fehlerhafte Interpretation des Verhaltens (vgl. Abschnitt 8.4.1) kann somit ausge-
schlossen werden. Die Kombination aus Gewichtung 푞1,1 = 0.1 und Simulationszeit
휏푓 = 7푠 erweist sich als eine gute Wahl.
Es hat sich ebenfalls gezeigt, dass bereits durch die Aufstellung des Zielfunktionals
Φ Bahnen generiert werden ko¨nnen, die zu jedem Zeitpunkt die erweiterte Neben-
bedingung erfu¨llen. In den zuletzt gezeigten Ergebnissen wa¨re das der Fall gewesen,
wenn die erlaubte Simulationszeit 휏푓 bei den urspru¨nglichen 10푠 geblieben wa¨re.
Man kann sich jetzt fragen, ob es aus Sicht eines Anwenders sinnvoll erscheint,
auf die zusa¨tzliche Auswertung der erweiterten Nebenbedingung ga¨nzlich zu ver-
zichten. Beschra¨nkt man sich nur auf die Bahnplanung (wie in Abschnitt 8.1) so
wa¨re die U¨berlegung berechtigt. Allerdings muss separat eine Analyse der Sicher-
heitsanforderung zum
”
geregelten Halt“ erfolgen. Ebenso steht noch keine geeignete
Regelungsstrategie zur Verfu¨gung.
Durch die integrierte Auswertung werden sowohl die optimalen Haupttrajektorie, als
auch die dazugeho¨rigen Reglermatrizen bereitgestellt. Bei Bedarf wa¨ren diese sofort
verfu¨gbar und optimal auf die dann vorliegenden Anfangsbedingungen ausgelegt.
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
8.5 Bahnoptimierung mit beschra¨nkter Regelung 159
Position Laufkatze 푥1
LQR: 휏
OCP: 푡
0 2 4 6 0
5
100
5
10
15
20
Geschwindigkeit Laufkatze 푥2
LQR: 휏
OCP: 푡
0 2 4 6 0
5
10
0
0.5
1
1.5
2
2.5
rel. Verschiebung Last 푥3
LQR: 휏
OCP: 푡
0 2 4 6 0
5
10-1
-0.5
0
0.5
1
rel. Geschwindigkeit Last 푥4
LQR: 휏
OCP: 푡
0 2 4 6 0
5
10
-1
-0.5
0
0.5
Steuerung Laufkatze 푢1
LQR: 휏
OCP: 푡
0 2 4 6 0
5
10
-0.5
0
0.5
Position Laufkatze 푥1
LQR: 휏
OCP: 푡
0 1 2 3 4 5 0
100
5
10
15
20
Geschwindigkeit Laufkatze 푥2
LQR: 휏
OCP: 푡
0 1 2 3 4 5 0
100
0.5
1
1.5
2
2.5
rel. Verschiebung Last 푥3
LQR: 휏
OCP: 푡
0 1 2 3 4 5 0
10
-0.5
0
0.5
1
rel. Geschwindigkeit Last 푥4
LQR: 휏
OCP: 푡
0 1 2 3 4 5 0
10
-0.5
0
0.5
Steuerung Laufkatze 푢1
LQR: 휏
OCP: 푡
0 1 2 3 4 5 0
10
-0.5
0
0.5
Position Laufkatze 푥1
LQR: 휏
OCP: 푡
0 2 4 6 0
5
100
5
10
15
20
Geschwindigkeit Laufkatze 푥2
LQR: 휏
OCP: 푡
0 2 4 6 0
5
100
1
2
3
rel. Verschiebung Last 푥3
LQR: 휏
OCP: 푡
0 2 4 6 0
5
10-1
-0.5
0
0.5
1
rel. Geschwindigkeit Last 푥4
LQR: 휏
OCP: 푡
0 2 4 6 0
5
10
-1
-0.5
0
0.5
Steuerung Laufkatze 푢1
LQR: 휏
OCP: 푡
0 2 4 6 0
5
10
-0.5
0
0.5
Position Laufkatze 푥1
LQR: 휏
OCP: 푡
0 1 2 3 4 5 0
5
100
5
10
15
20
Geschwindigkeit Laufkatze 푥2
LQR: 휏
OCP: 푡
0 1 2 3 4 5 0
5
100
1
2
3
rel. Verschiebung Last 푥3
LQR: 휏
OCP: 푡
0 1 2 3 4 5 0
5
10
-0.5
0
0.5
1
rel. Geschwindigkeit Last 푥4
LQR: 휏
OCP: 푡
0 1 2 3 4 5 0
5
10
-0.5
0
0.5
Steuerung Laufkatze 푢1
LQR: 휏
OCP: 푡
0 1 2 3 4 5 0
5
10
-0.5
0
0.5
Abbildung 8.27: Optimale Bahnen bei erweiterten Nebenbedingungen mit be-
schra¨nkter Regelung im LQR, Variation von Φ und Ψ (Set 1 bis 4 von links nach
rechts) - OCP-Bahnen mit LQR (orange); OCP Referenz ohne LQR (grau); LQR
Regelung (blau)
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Abbildung 8.28: Optimale Bahnen bei erweiterten Nebenbedingungen mit be-
schra¨nkter Regelung im LQR, Variation von Φ und Ψ (Set 1 bis 4 von links nach
rechts) - OCP-Bahnen mit LQR (orange); OCP Referenz ohne LQR (grau)
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Abbildung 8.29: Optimale Bahnen bei erweiterten Nebenbedingungen mit be-
schra¨nkter Regelung im LQR, Variation von Φ und Ψ (Set 1 bis 4 von links nach
rechts) - Seitenansicht
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Abbildung 8.30: Optimale Bahnen bei erweiterten Nebenbedingungen mit be-
schra¨nkter Regelung im LQR, Variation von Φ und Ψ (Set 1 bis 4 von links nach
rechts) - Auswertung der Energie in der erweiterten Nebenbedingung
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
Kapitel 9
Zusammenfassung und Ausblick
Das Ziel der vorliegenden Arbeit ist es, fu¨r einen praxisnahen Anwendungsfall aus der
Hochregallagertechnik eine Lo¨sungsmethode zu entwickeln, mit der sich zusa¨tzliche
Sicherheitsanforderungen in ein Optimalsteuerungsproblem integrieren lassen.
Im Vergleich zu anderen Arbeiten wurde eine eﬃziente Lo¨sungsmethode entwickelt,
die den Anforderungen, unter anderem nach einer akzeptablen Berechnungszeit bei
der Verwendung in der Praxis, gerecht wird. Ebenso ist genauer auf den Aspekt der
Regelung des Systems und deren Berechenbarkeit eingegangen worden. Bisweilen
wurde dieses, in Bezug auf die Bahnplanung, vollsta¨ndig außer Acht gelassen. In
dieser Arbeit tritt die Regelung der bereitzustellenden Haltebahnen in den Vorder-
grund und motivierte die Kombination optimaler Steuerprozesse mit der Berechnung
von Optimalreglern.
Die wesentlichen Schritte dieser Arbeit werden noch einmal zusammenfassen vor-
gestellt und wichtige Erkenntnisse aus der numerischen Auswertung rekapituliert.
Zusa¨tzlich wird ein Ausblick auf weitere Arbeiten und mo¨glichen Erga¨nzungen ge-
geben.
Kapitel 2 stellte zum einen das Anwendungsproblem vor und motivierte zugleich,
weitere Sicherheitsaspekte bei der optimalen Bahnplanung zu beru¨cksichtigen. Wa¨h-
rend der Bewegung einer Laufkatze entlang der Haupttrajektorien ist sowohl die
Existenz einer geeigneten Haltebahn sicherzustellen, sowie fu¨r deren Umsetzung zu
garantieren. Die Haltebahn ist jeweils so zu bestimmen, dass das System innerhalb
einer vorgegeben Zeitspanne in Ruhe gebracht werden kann.
In Kapitel 3 wurden nichtlineare Optimierungsprobleme vorgestellt. U¨ber eine deﬁ-
nierte Zielvorgabe werden Parameter bestimmt, die die Vorgabe, unter Beachtung
zusa¨tzlicher Beschra¨nkungen, mo¨glichst gut erfu¨llen. Eine Erweiterung der Parame-
terbestimmung auf die Bestimmung einer optimalen Steuerung wurde in Kapitel
4 vorgestellt. Die zu ermittelnde Funktion der Steuergro¨ße ist ebenfalls so zu be-
stimmen, dass Zielvorgaben mo¨glichst gut erfu¨llt und zusa¨tzliche Beschra¨nkungen
163
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
164 Kapitel 9: Zusammenfassung und Ausblick
eingehalten werden.
Ein Spezialfall der optimalen Steuerprozesse, die Bestimmung von Optimalreglern,
wurde in Kapitel 5 vorgestellt. Basierend auf einem quadratischen Zielfunktional
ist eine direkte Berechnung der optimalen Lo¨sung unter der Beachtung zusa¨tzlicher
Systemeigenschaften mo¨glich.
Kapitel 6 beschrieb die eigentliche Motivation dieser Arbeit, die Integration von
optimalen Regelalgorithmen in das optimale Steuerungsproblem. Dazu wurden die
Ergebnisse der drei vorangegangenen Kapitel herangezogen.
Durch Kapitel 7 schließt sich der Kreis zum urspru¨nglichen Anwendungsproblem. Es
wurden die Bewegungsgleichungen fu¨r das dynamische System der Laufkatze aufge-
stellt und alle notwendigen U¨berpru¨fungen hinsichtlich der Existenz der optimalen
Zustandsru¨ckfu¨hrung pra¨sentiert. Mit diesen Erkenntnissen wurde in Kapitel 8 die
optimale Bahnplanung fu¨r das deckengefu¨hrte Regalbediensystem pra¨sentiert, so-
wie die Untersuchung von fu¨nf weiteren optimalen Steuerprozessen unter der neuen
erweiterten Klasse von Nebenbedingungen.
Wa¨hrend zu den drei Themen, nichtlineare Optimierung, optimaler Steuerprozess
und linear quadratische Regulatorproblem, in der Literatur jeweils viele Arbeiten
zu ﬁnden sind, ist u¨ber die Kombination aller drei Bereiche so gut wie kaum et-
was vero¨ﬀentlicht. Es sind einige Arbeiten bekannt, die bereits einige Teilaspekte
beleuchtet haben, aber durch andere Fragestellungen motiviert wurden.
Aus der numerischen Auswertung des optimalen Steuerprozess einer Laufkatze unter
den erweiterten Nebenbedingungen ergaben sich die folgenden, mitunter unerwarte-
ten Resultate:
Eine Regelung der Seilla¨nge muss nicht notwendigerweise fu¨r die Berechnung und
Auswertung der Haltebahnen beru¨cksichtigt werden. Es zeigte sich ein entkoppeltes
Verhalten durch die Regelung, so dass diese zusa¨tzliche Rechenzeit eingespart werden
kann. Eine mo¨gliche Alternative, fu¨r die dadurch fehlende Regelungsstrategie bei
der realen Umsetzung, ist durch die Verwendung der integrierten Steuerungen der
Motoren gegeben. Die Unterbindung einer weiteren Seilla¨ngena¨nderung ist so durch
die geschwindigkeitsregulierenden Motoren mo¨glich.
Die Approximation der adaptiven Regelung auf ein konstantes Regelgesetz fu¨r den
kompletten Zeitraum der optimalen Referenztrajektorien kann nur bedingt empfoh-
len werden. Gro¨ßere Seilla¨ngenanpassungen zwischen dem Start und dem Ziel der
optimalen Bahn weisen besonders im Bereich der ku¨rzeren Seilla¨ngen ho¨here Unge-
nauigkeiten auf. Die Auswirkungen sind ha¨uﬁg auf das vera¨nderte Pendelverhalten
des Lastaufnahmemittels zuru¨ckzufu¨hren, welches schlechter durch ein approximier-
tes konstantes Regelgesetz bewa¨ltigt werden kann.
Die Variationen in der linear quadratischen Formulierung der Zustandsru¨ckfu¨hrung
haben gezeigt, dass ein gutes Verha¨ltnis zwischen der Genauigkeit der Zustands-
nachfu¨hrung und der aufzuwendenden Steuerenergie in der Regelung bestehen muss.
20
15
10
10
-1
0
0
0
1
2
2
3
4
4 5
5
6
6
8
165
Die separaten Analysen der geschlossenen Zustandsru¨ckfu¨hrung lieferten wichtige
Erkenntnisse u¨ber den spa¨ter zu erwartenden Einﬂuss auf die optimale Trajektorie,
so dass die erweiterte Nebenbedingung sowohl die Existenz der Haltebahn unter den
geforderten Speziﬁkationen sichert, als auch deren Ausfu¨hrbarkeit garantiert.
In einer abschließenden Analyse wurde eine diskontinuierliche Erweiterung in der
Auswertung der Trajektorien der Haltebahnen implementiert. Die bekannten Sys-
temgrenzen, die bereits als Beschra¨nkungen im optimalen Steuerprozess beru¨ck-
sichtigt wurden, wurden auf die Steuergro¨ßen der Regelung u¨bertragen. Das Signal
der Regelung wurde ku¨nstlich begrenzt, so dass es zu Beginn der Haltebahnen zu
einem Sa¨ttigungseﬀekt kommt. Gerade durch diesen Einschnitt zeigte sich die Ro-
bustheit des geregelten Systems auf Basis der gewa¨hlten Designparameter.
Weitere Erweiterungen, in einer a¨hnlichen Art, wa¨ren fu¨r die Simulationsrechnung
der Regelstrecke denkbar. Speziell bei dem Einsatz von Motoren, die statt der Be-
schleunigung die Geschwindigkeit regulieren, sollte eine entsprechende Anpassung
in der Simulation zusa¨tzlich analysiert werden.
Die vorliegende Arbeit pra¨sentierte eine neue Klasse von erweiterten Nebenbedin-
gung auf dem Gebiet der optimalen Steuerungsprobleme und zeigte dessen Ein-
satzmo¨glichkeiten, sowie eine spezielle Konﬁguration anhand des deckengefu¨hrten,
krana¨hnlichen Systems AviatorTM, einer neu entwickelten Technologie in der Hoch-
regallagertechnik.
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