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We study the behavior of an extended fermionic wire coupled to a local stochastic field. Since
the quantum jump operator is Hermitian and quadratic in fermionic operators, it renders the model
soluble, allowing investigation of the properties of the non-equilibrium steady-state and the role
of dissipation-induced fluctuations. We derive a closed set of equations of motion solely for the
two-point correlator; on the other hand, we find, surprisingly, that the many-body state exhibits
non-Gaussian correlations. Density-density correlation function demonstrates a crossover from a
regime of weak dissipation characterized by moderate heating and stimulated fluctuations to a
quantum Zeno regime ruled by strong dissipation, which tames quantum fluctuations. Instances
of soluble dissipative impurities represent an experimentally viable platform to understand the
interplay between dissipation and Hamiltonian dynamics in many-body quantum systems.
The interplay of quantum many-body dynamics and
decoherence is essential for understanding a broad range
of physical phenomena: from suppression of weak lo-
calization of electrons due to coupling to phonons and
electron-electron interactions [1–4], to the realization of
light-induced topological phases [5–9], to the operation of
quantum optical devices [10], and to the implementation
of quantum computers [11] and simulators [12]. Com-
peting effects of quantum entanglement and decoherence
are also at the heart of questions of quantum control and
quantum non-demolition measurements. One of the most
surprising recent findings in this field is the effect of weak
measurements on quantum fluctuations and on the decay
rate of an excited state into a bosonic bath [13, 14]. De-
pending on system parameters, this decay rate can be ei-
ther inhibited or enhanced by weak measurements, with
the two phenomena referred to as quantum Zeno and
anti-Zeno effects [15–20], respectively. Several powerful
techniques have been applied to the analysis of the inter-
play of quantum dynamics and decoherence in the many-
body Zeno problem [22–26], including Lindblad quantum
master equations, memory kernel formalism, Keldysh di-
agrammatic techniques, and renormalization group ap-
proaches [27–44]. Examples of quantum many-body sys-
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FIG. 1. Sketch of the model. (a) A fermionic wire is stochas-
tically driven by a local dephasing serving as continuous mea-
surements (the strength γ of dephasing is related to the mea-
surement frequency [21]). (b) Alternatively, the model de-
scribes a quantum dot coupled to an infinite-temperature
reservoir (embodying dephasing) and to zero-temperature
leads with finite bandwidth W (the degrees of freedom of the
wire). The Zeno physics manifests in the interplay between
the bandwidth W and measurement frequency γ.
tems with decoherence that allow exact theoretical solu-
tions and can be realized experimentally are particularly
valuable, since they enable a non-perturbative analysis
of competing effects of dissipation. So far, such systems
– including Bethe ansatz solution [45] of noisy tight-
binding fermions [46], boundary driven quantum spin
chains [47, 48], and non-hermitian Richardson-Gaudin
magnets [49] – have been few and far between.
In this work, we present a new example of such a
system, in which a local stochastic field couples to the
electron density on a single site in a one-dimensional
fermionic chain (see Fig. 1). This system has recently
been realized experimentally [38]. Here we provide a
theoretical analysis of this model and make predictions
which can be tested with currently available experimen-
tal platforms.
Before entering the technical details of our work, we
provide an overview of the key results. When a stochastic
field couples locally to the electron density, it introduces
two opposing effects on fluctuations in the difference of
the number of particles between the left and right parts
of the fermionic chain. The stochastic field provides lo-
cal heating and thus enhances fluctuations; on the other
hand, it performs ‘weak measurements’ of the electron
number, which hinders particle propagation across the
site with decoherence, suppressing relative number fluc-
tuations. We find that the competition between these two
effects leads to the existence of two distinct regimes of
dynamics: for weak dissipation, number fluctuations be-
come enhanced with increasing decoherence; in contrast,
for strong dissipation, fluctuations become suppressed.
The two regimes are separated by a sharp crossover dis-
played in Fig. 5b,c. A special feature of the local dephas-
ing problem from the mathematical viewpoint is that the
BBGKY hierarchy is closed, meaning that the equation
of motion for a given n-point correlation function can
be expressed through correlators whose order is n or less
– for instance, Eq. (3) represents the evolution of the
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FIG. 2. Numerical simulation of Eq. (3). (a) Density profile
n(x, t) ≡ Γxx(t) at different times as a function of x. Note a
ballistic density front emitted due to the dissipative impurity
located at the origin. Here we fix γ = J . The inset shows
the analytical prediction for the algebraic decay of spatial
correlations when the system reaches the steady-state. (b)
and (c): Fermionic density at the origin relaxes as t−2 towards
the NESS. In the regime of strong dissipation (II), dynamics
is exponentially damped at short times (inset of panel (c)),
and has a superimposed oscillatory behaviour at late times.
two-body correlation function. Such a situation typically
occurs for Gaussian systems [50], where high-order cor-
relators factorize in terms of the two-body correlators.
However, one does not expect the state to be Gaussian.
Indeed, for a given realization of the fluctuating field, the
state is Gaussian since the system evolves under a non-
interacting Hamiltonian with time-dependent stochastic
potential, while after averaging over different realiza-
tions of the noise, the state becomes non-Gaussian [51].
Figure 5b further supports such conclusion. This re-
markable circumstance that the BBGKY hierarchy is
closed, despite the emergence of non-Gaussian correla-
tions, allows us to investigate the effects of dissipation
non-perturbatively.
Throughout the paper, we develop several complemen-
tary approaches for solving the model in Fig. 1. Let us
start with the formalism of the quantum master equa-
tion (QME). The fermionic wire is described with the
following Hamiltonian:
Hˆ0 =
∑
k
ξk cˆ
†
k cˆk, ξk = −2J cos k − µ, (1)
The operator c
(†)
k annihilates (creates) a fermion with
momentum k, µ is chemical potential, and J is the hop-
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FIG. 3. (a) Fraction of fermions left inside the Fermi pocket,
f , evaluated at longest simulation times, as a function of the
dissipation strength γ, demonstrating the Zeno crossover. In-
set: momentum distribution of fermions nk ≡ Γkk at t = 0
and at t = N/2vm, showing that the heater results in the
redistribution of fermions towards high-momenta states; note
that the Fermi edge (we fix kF = pi/4) is preserved. (b) A
finite density of fermions at x = 0 remains in the NESS even
at strong dissipative rates; the numerical solution (diamonds)
is on top of the analytical prediction (solid line). (c) Local
DOS at site x = 0 in the NESS as a function of frequency.
ping between nearby sites. The density matrix evolves
according to (QME)
dρˆ
dt
= −i[Hˆ0, ρˆ] + γ(LˆρˆLˆ† − 1
2
{Lˆ†Lˆ, ρˆ}), (2)
where Lˆ = nˆ0 =
1
N
∑
p,q cˆ
†
pcˆq is the quantum jump
operator representing the local dephasing. It is worth
emphasizing that, although the Hamiltonian (1) is non-
interacting, the complexity of the underlying evolution is
due to local quartic ‘dissipative interactions’ arising from
the second term in Eq. (2). Significant simplification oc-
curs by noting that Lˆ† = Lˆ and the dynamics of any
observable Oˆ can be written as:
d
dt
O = d
dt
trOˆρˆ = i
〈
[Hˆ0, Oˆ]
〉
+
γ
2
〈
[Lˆ, [Oˆ, Lˆ]]
〉
.
As long as the Hamiltonian and the quantum jump op-
erator are both quadratic in the fermionic operators, it
follows that the evolution of any n-point correlation func-
tion Γk1,k2,...,knk′1,k′2,...,k′n
(t) ≡ 〈cˆ†k1 cˆk′1 . . . cˆ
†
kn
cˆk′n〉 can be expressed
through operators whose order is n or less; in other words,
3we can write down a closed system of equations of mo-
tion for any given order of interest [52]. In particular, for
Γkk′(t) ≡ 〈cˆ†k cˆk′〉 we get
d
dt
Γkk′(t) = i(ξk − ξk′)Γkk′ + γ
N2
∑
p,q
Γp,q
− γ
2N
∑
q
(Γk,q + Γq,k′). (3)
Note that the total number of fermions Ntot =
∑
k Γkk is
conserved, N˙tot = 0. Although we are able to write down
a closed equation of motion for the two-body correlation
function, we find that the many-body density matrix is
genuinely non-Gaussian: even if the initial state, such
as a filled Fermi sea, is Gaussian, the local dephasing
will imprint non-Gaussian correlations. A possible way
to see this is to investigate higher-order correlation func-
tions. For example, in Ref. [53] we demonstrate, by ex-
plicitly deriving the corresponding equation of motion,
that the four-point correlator cannot be factorized (us-
ing Wick’s theorem) in terms of the two-body correlation
functions. The mentioned equation turns out to be a
challenge for numerical treatments of extended systems,
motivating the development of an alternative approach
for investigating higher-order correlators below.
We turn to explore Eq. (3) both numerically and ana-
lytically. In Fig. 2, we plot the evolution of the fermionic
density profile nx(t): the heater locally perturbs the
system, resulting in the emission of a ballistic density
front (its velocity equals to the maximum group velocity
vm = 2J); at the same time, in the vicinity of the dissi-
pative impurity, a non-equilibrium steady-state (NESS)
forms [54]. To investigate NESS properties numerically,
we let the system evolve up to times ∼ N/2vm. In mo-
mentum space, since the total energy is not conserved,
we find that the initial Fermi sea becomes redistributed
towards large-momenta states, as shown in the inset of
Fig. 3a. Interestingly, the system preserves the Fermi
edge, and its distribution function becomes non-thermal.
We characterize the cumulative effect of the heater by the
fraction f of fermions removed from the Fermi pocket.
Figure 3a shows that f , evaluated at the longest simula-
tion time t = N/2vm, exhibits a crossover as a function
of γ, switching from the anti-Zeno regime at week dissi-
pation to the Zeno regime at strong dissipation.
We now discuss the approach towards the NESS. As
shown in Fig. 2b,c, our numerical analysis indicates that
in both regimes of weak (I) and strong (II) dissipation,
the system exhibits t−2 relaxation (on top of oscillatory
behavior) – see [53] for further details. Qualitative differ-
ences are present in the intermediate-time dynamics, as
one can inspect from Fig. 2b,c: for stronger dissipation,
the density at the origin demonstrates slower evolution.
Indeed, strong noise drives out of resonance hopping pro-
cesses involving the dissipative site, implying a ‘trapping’
of particles jumping to the origin and a suppression of
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FIG. 4. (a) Schematics of the Dyson series for the retarded
Green’s function, cf. Eq. (5); and (b) for the Keldysh Green’s
function, cf. Eq. (6). (c) The self-energy obatined by averag-
ing over the noise the Dyson equations (5) and (6).
transport across this site.
Although the dynamics encoded in Eq. (3) can be ef-
ficiently simulated numerically, they represent a chal-
lenge for analytical solutions. Remarkably, diagrammatic
field theory provides an alternative derivation of Eq. (3),
and allows to extract analytically the NESS properties.
We start by noticing that the Linbladian evolution in
Eq. (2) is equivalent to the stochastic Schrodinger equa-
tion (SSE) with Hamiltonian:
Hˆξ(t) = Hˆ0 + Vˆ (t), Vˆ (t) = ξ(t)nˆ0, (4)
where ξ(t) is a white noise with 〈ξ(t1)ξ(t2)〉ξ = γδ(t1 −
t2). To compute the dynamics of any observable Oˆ, one
needs to perform averaging over the noise:
O(t) = 〈Oξ(t)〉ξ ,Oξ = tr
(
Oˆρˆξ
)
,
where ρˆξ is the density matrix for a given noise realization
ξ(t). At t = 0, the state is prepared to be a filled Fermi
sea. The conservation of the total number of fermions
follows from [Nˆtot, Hˆξ(t)] = 0.
We now develop a non-equilibrium diagrammatic tech-
nique inspired by the treatment of disordered fermionic
systems [55]. For the retarded Green’s function, defined
as GRtt′(k, k
′) ≡ −iθ(t − t′)
〈{
cˆk(t), cˆ
†
k′(t
′)
}〉
, the Dyson
series [55] reads (see Fig. 4a):
GˆR =
∞∑
m,n=0
(GˆR0 ◦ Vˆ )m ◦ GˆR0 ◦ (Vˆ ◦ GˆR0 )n. (5)
Here GˆR0 is the unperturbed retarded Green’s function.
Because the underlying problem is far from equilibrium,
we will also need to compute the Keldysh Green’s func-
tion, GKtt′(k, k
′) ≡ −i
〈[
cˆk(t), cˆ
†
k′(t
′)
]〉
:
GˆK =
∞∑
m,n=0
(GˆR0 ◦ Vˆ )m ◦ GˆK0 ◦ (Vˆ ◦ GˆA0 )n. (6)
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FIG. 5. Numerical simulations of the SSE. (a) Evolution of
the density at the origin n0,ξ(t) for three different noise real-
izations (N = 200, γ = 1, and kF = pi/4). We find that the
typical instance of dynamics is far from the average, n0(t). (b)
Deviation of the noise averaged correlator 〈∆ξLR〉ξ, cf. Eq. (7),
from its expectation value assuming a Gaussian state, demon-
strating the development of non-Gaussian corrections. (c) and
(d): Two fluctuation correlation functions, ∆LR and ∆, ex-
hibit the Zeno crossover in the NESS. Standard deviation in
both observables is less than the ‘symbol’ size. Inset of (c):
the dependence of ∆ on temperature is monotonous in equilib-
rium, further indicating that the heating effect is suppressed
at strong dissipation.
An element of this series is schematically depicted in
Fig. 4b. Because the noise is local in space and time, aver-
aging results in the self-energy known as a self-consistent
Born approximation (SCBA) – shown in Fig. 4c, which
in our case holds exactly. For further technical details
we refer to Ref. [53], where, in particular, we show that
the equation for the equal-time Keldysh Green’s function
reduces to Eq. (3).
From (5), we compute the NESS retarded Green’s
function in the frequency domain [Eq. (S12) in Ref. [53]],
allowing to extract, for example, the local density of
states (DOS) at the impurity site ν0(ω) ≡ − 1pi ImGRω (0, 0)
– see Fig. 3c. For γ 6= 0 it develops tails at high fre-
quencies; the presence of low-energy modes confirms the
aforementioned power-law dynamics in the nearby of the
NESS, see Fig. 2b,c. This structure of the DOS can be
directly measured in state-of-art solid-state experiments,
which can access the dynamics of non-equilibrium quan-
tum impurities [56]. Similarly, from Eq. (6), we derive
an expression for the NESS Keldysh Green’s function
[Eqs. (S15) and (S17) in Ref. [53]], from which we com-
pute, for instance, the spatial profile of the fermionic den-
sity. Figure 3b shows that the analytical expression for
the density at the origin, n∞0 , is in a remarkable agree-
ment with the result numerically computed from (3). For
kF = pi/4 (kF = 3pi/4), n
∞
0 is a monotonically decreas-
ing (increasing) function of γ, and it remains finite even
for very strong dissipation. It is compelling that differ-
ent single-body observables, such as n∞0 and f , exhibit
qualitatively distinct behavior – see Fig. 3a,b. Although
dissipation occurs locally in space, we find that in the
NESS, the fermionic density profile demonstrates long-
range behavior following a x−1 fit with superimposed
Friedel’s oscillations – see inset of Fig. 2a. These two
features are related to the fact that the system preserves
the Fermi-edge singularity, shown in the inset of Fig. 3a.
This intrusive effect reminds the situation of a static im-
purity [57, 58], and might be of relevance for experimental
manipulations of quantum many-body systems subject to
local dissipation.
We now turn to numerical simulation of the SSE which
offers a complementary physical viewpoint. An infinites-
imal time step is performed via ‘Trottorizing’ the evo-
lution operator: Uˆξt+δt,t ≈ e−
i
2 δtHˆ0e−iδWnˆ0e−
i
2 δtHˆ0 with
a time step δt  min{γ−1, J−1}. By δW we denote
a Wiener process [59] with 〈δWδW 〉 = γδt. Figure 5a
shows that the typical evolution of the density at the
origin exhibits pronounced fluctuations and is far from
the Linbladian result obtained from Eq. (3). Only after
averaging over many (Nξ ∼ 104 for γ = 1) noise real-
izations the two approaches start to match [53]. This
physical picture suggests that these pronounced fluctu-
ations dominate the aforementioned algebraic behavior
and non-equilibrium crossover.
Simulations of the SSE allow direct investigation of
correlation functions associated with density fluctuations
– a formidable task for both the QME and diagrammatic
methods. Specifically, we study two correlators:
∆ξLR ≡ 〈NˆLNˆR〉 − 〈NˆL〉〈NˆR〉, ∆ξ ≡ 〈(NˆL − NˆR)2〉. (7)
NˆR ≡
∑l
i=1 nˆi is the total density of fermions on l sites
on the right of the impurity (we fix l = 5). Analo-
gously, we define the total density of fermions on the
left, NˆL. Figure 5b shows the difference between the dy-
namics of the noise-averaged correlator 〈∆ξLR〉ξ and the
evolution of the same quantity assuming the system in a
Gaussian state. We find that non-Gaussian correlations,
imprinted by the local dephasing channel, are strongest
at intermediate times, when the system is already far
from the filled Fermi sea, but didn’t reach yet the NESS,
which turns out also to be non-Gaussian (a similar con-
clusion for the problem of global dephasing is discussed in
5Ref. [60]). The non-Gaussian correlations are also more
pronounced near the site with decoherence, as we show
in Ref. [53]. Deviations from Gaussianity are at reach in
state-of-art cold-atoms experiments, as recently demon-
strated in the measurement of higher-point correlation
functions of phase profiles in a pair of tunnel-coupled
one-dimensional atomic superfluids [61].
We now focus on NESS properties. At equilibrium,
these correlators depend monotonically on temperature
– see inset of Fig. 5d. After a relatively short time
(t0 ≈ 30J−1 for γ = J – see Fig. 5b), both observables
∆ξLR and ∆
ξ demonstrate saturation, indicating proxim-
ity to the NESS. This fact suggests that by averaging
over both time and noise, ∆(LR) ≡ 1
T
t0+T∫
t0
dt〈∆ξ(LR)〉ξ,
one probes the NESS correlations. Here we fix Nξ = 10
3
and T = 60J−1. Figure 5c,d shows that in the NESS such
correlations exhibit a crossover around γ = J : For small
γ . J , the equilibrium cartoon in the inset of Fig. 5d
suggests that the temperature of the system increases
with the heater strength, in contrast to the case of strong
γ & J , where it starts to decrease. This inability to heat
up the system for strong dissipation is the essence of the
quantum Zeno effect. Our procedure also suggests the
feasibility of experimental verification of this result.
The Lindblad QME illustrates that the BBGKY
hierarchy is closed, which mirrors at a diagrammatic
level in the exactness of the SCBA. This circumstance
allows to extract analytically the NESS properties and,
in particular, to demonstrate the onset of algebraic
spatio-temporal correlations. On the other hand, the
simulations of the SSE enable to investigate the effects
of fluctuations non-perturbatively. We have found that
these fluctuations exhibit non-Gaussian correlations and
behave non-monotonically as a function of the dissi-
pation strength (this manifests in the Zeno crossover
discussed thorough the paper). It would be interesting
to extend this program to interacting systems both of
fermionic or bosonic nature, in view of applications to
solid-state and cold-atoms experiments.
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7NON-EQUILIBRIUM DIAGRAMMATIC
APPROACH: EQUATIONS OF MOTION
Retarded Green’s function
The retarded Green’s function is defined as
GRtt′(k, k
′) ≡ −iθ(t− t′)
〈{
cˆk(t), cˆ
†
k′(t
′)
}〉
. (S1)
Expanding Eq. (S1) perturbatively in powers of Vˆ , we
obtain the following Dyson series (cf. Fig. S1)
GˆR =
∞∑
m,n=0
(GˆR0 ◦ Vˆ )m ◦ GˆR0 ◦ (Vˆ ◦ GˆR0 )n, (S2)
where GˆR0 is the Green’s function of the unperturbed
Hamiltonian Hˆ0. Upon averaging Eq. (S2) over the
noise, one typically introduces a non-crossing approxima-
tion (the self-consistent Born approximation [SCBA], see
Ref. [? ]), which is schematically illustrated in Fig S1b.
In our case, the SCBA holds exactly. We first explicitly
evaluate the resulting self-energy
ΣRtt′(k, k
′) = γδ(t− t′) 1
N2
∑
p,q
GRt,t(p, q)× θ(t− t0),
where t0 is the time at which dissipation has been
switched on. One immediately recognizes that the equal-
time retarded Green’s function is ill-defined because
of the Heaviside θ-function in Eq. (S1): GRtt(k, k
′) =
−iθ(0)δkk′ . This problem originates from the choice of
the δ-correlated noise in Eq. (5). We consider instead
a non-Markovian bath with 〈ξtξt′〉 = γfτ (t − t′), where
fτ is a bell-shaped symmetric smooth function approxi-
mating the δ-function: limτ→0 fτ (t − t′) = δ(t − t′) and∫
fτ (t)dt = 1. For this choice, the SCBA gives the lead-
ing order in τ contribution
ΣRtt′(k, k
′) ≈ γδ(t− t′)θ(t− t0)
× lim
τ→0
1
N2
∑
p,q
∫
dt′′GRt,t′′(p, q)fτ (t− t′′).
= + + +𝐺$ 𝐺$ 𝐺$ 𝐺$ 𝐺$ 𝐺$ 𝐺$
= +𝐺$ 𝐺$
(a)
𝐺$ 𝐺$ 𝐺$
𝐺$ 𝐺$ 𝐺$ 𝐺$ 𝐺$ ⟶ 0, 𝜏 ⟶ 0
(b)
(c)
FIG. S1. (a) The Dyson series for the retarded Green’s func-
tion, cf. Eq. (S2). (b) Result of averaging over the noise in (a)
gives the SCBA. (c) A diagram with a crossing is proportional
to τ and, thus, vanishes (τ → 0).
Note that fτ (t− t′′) restricts t′′ to be in the τ -vicinity of
t, and the retarded Green’s function further limits t′′ ≤ t,
i.e. only a “half” of f(t − t′′) contributes to ΣR. Then,
the limit τ → 0 gives
ΣRtt′(k, k
′) =
−iγ
2N
δ(t− t′)× θ(t− t0). (S3)
From this expression, we conclude that the proper choice
for defining the θ-function corresponds to θ(0) = 12 .
Diagrams with crossings vanish, see Fig. S1c for an
instance. A diagram of this class contains a product
GRt1t2G
R
t2t1 , which may be non-zero only for t1 = t2, which
is a manifold of zero measure. Alternatively, one can ob-
serve that this diagram vanishes in the limit τ → 0.
Keldysh Green’s function
The Dyson series for the Keldysh component reads (cf.
Fig. S2)
GˆK =
∞∑
m,n=0
(GˆR0 ◦ Vˆ )m ◦ GˆK0 ◦ (Vˆ ◦ GˆA0 )n, (S4)
where GˆK0 is the Keldysh Green’s function of the unper-
turbed Hamiltonian Hˆ0. Using the result of the previous
subsection, the series (S4) can be rewritten as
GˆK = GˆK0 + Gˆ
R ◦ Vˆ ◦ GˆK0 ◦ Vˆ ◦ GˆA
+ GˆR ◦ Vˆ ◦ GˆK0 + GˆK0 ◦ Vˆ ◦ GˆA.
From this latter expression we deduce that the Keldysh
component of the resulting self-energy is given by
ΣKt1t2(k, k
′) =
γ
N2
δ(t1−t2)θ(t1−t0)
∑
pq
GKt1t1(p, q). (S5)= + + +(a)
(b) (c)
𝐺$ 𝐺$ 𝐺$ 𝐺$ 𝐺$ 𝐺$ 𝐺$
𝐺$𝐺$𝐺$𝐺$𝐺% 𝐺& 𝐺& 𝐺& 𝐺& '𝐺
FIG. S2. Structure of diagrams entering the Dyson series for
the Keldysh Green’s function, cf Eq. (S4).
Equations of motion
From the Dyson equations: (Gˆ−10 − Σˆ) ◦ Gˆ = 1ˆ, Gˆ ◦
(Gˆ−10 − Σˆ) = 1ˆ, we obtain the evolution of the spectral
sector
8(i∂t − ξk)GRtt′(k, k′) +
iγ
2N
θ(t− t0) (S6)
×
∑
q
GRtt′(q, k
′) = δ(t− t′)δkk′ ,
(−i∂t′ − ξk′)GRtt′(k, k′) +
iγ
2N
θ(t′ − t0) (S7)
×
∑
q
GRtt′(k, q) = δ(t− t′)δkk′ .
Interestingly, these equations have the same form as the
ones for the single-impurity scattering problem, provided
the strength of the potential is imaginary.
Similarly, we obtain the equations for the Keldysh sec-
tor (we now fix t, t′ ≥ t0):
(i∂t − ξk)GKtt′(k, k′) +
iγ
2N
∑
q
GKtt′(q, k
′) (S8)
=
γ
N2
∑
p,q
GKtt (p, q)×
∑
q′
GAtt′(q
′, k′),
(−i∂t′ − ξk′)GKtt′(k, k′)−
iγ
2N
∑
q
GKtt′(k, q) (S9)
=
γ
N2
∑
p,q
GKt′t′(p, q)×
∑
q′
GRtt′(k, q
′).
These two equations can be combined into a single one
on the equal-time Keldysh Green’s function. Using the
regularisation discussed above when t → t′, we find
GR,Att (k, k
′) = ∓ i2δkk′ , and we arrive at(
i
d
dt
− (ξk − ξk′)
)
GKtt (k, k
′) =
γi
N2
∑
p,q
GKtt (p, q) (S10)
− γi
2N
∑
q
(
GKtt (q, k
′) +GKtt (k, q)
)
,
which is Eq. (3) in the main text.
NON-EQUILIBRIUM DIAGRAMMATIC
APPROACH: NESS
Retarded sector
Using our result for the retarded self-energy (S3), we
find that the steady-state retarded Green’s function sat-
isfies the following equation:
GRω (x, x
′) = GR0,ω(x, x
′)− iγ
2
GR0,ω(x, 0)G
R
ω (0, x
′), (S11)
which, in turn, is easy to solve:
GRω (x, x
′) = GR0,ω(x, x
′)− iγ
2
GR0,ω(x, 0)G
R
0,ω(0, x
′)
1 + iγ2 G
R
0,ω(0, 0)
.
(S12)
An analogous result holds for the loss channel [43].
Keldysh sector
Likewise, using the result for the Keldysh self-
energy (S5), we rewrite the Dyson equation as:
GKω (x, x
′) = GK0,ω(x, x
′)− iγ
2
GR0,ω(x, 0)G
K
ω (0, x
′) (S13)
+ γKGR0,ω(x, 0)GAω (0, x′) +
iγ
2
GK0,ω(x, 0)G
A
ω (0, x
′),
where K ≡ ∫ dω2piGKω (0, 0) is the equal-time correlation
function at the origin. Assuming that K is a known con-
stant, Eq. (S13) can be formally solved:
GKω (x, x
′) = Fω(x, x′)− iγ
2
GR0,ω(x, 0)Fω(0, x
′)
1 + iγ2 G
R
0,ω(0, 0)
, (S14)
where
Fω(x, x
′) ≡GK0,ω(x, x′) + γKGR0,ω(x, 0)GAω (0, x′)
+
iγ
2
GK0,ω(x, 0)G
A
ω (0, x
′).
Substituting the results of the previous subsection, we
arrive at:
9GKω (x, x
′) = GK0,ω(x, x
′) +
iγ
2
GK0,ω(x, 0)G
A
0,ω(0, x
′)
1− iγ2 GA0,ω(0, 0)
− iγ
2
GR0,ω(x, 0)G
K
0,ω(0, x
′)
1 + iγ2 G
R
0,ω(0, 0)
+
γ2GK0,ω(0, 0)
4
GR0,ω(x, 0)G
A
0,ω(0, x
′)
(1 + iγ2 G
R
0,ω(0, 0))(1− iγ2 GA0,ω(0, 0))
+ γK G
R
0,ω(x, 0)G
A
0,ω(0, x
′)
(1 + iγ2 G
R
0,ω(0, 0))(1− iγ2 GA0,ω(0, 0))
. (S15)
From this, we obtain for x = x′ = 0:
GKω (0, 0) = G
K
0,ω(0, 0)
∣∣∣∣∣ 11 + iγ2 GR0,ω(0, 0)
∣∣∣∣∣
2
+ γK
∣∣∣∣∣ GR0,ω(0, 0)1 + iγ2 GR0,ω(0, 0)
∣∣∣∣∣
2
. (S16)
By integrating this equation over frequencies, we calculate the constant K:
K =
∫
dω
2pi
GK0,ω(0, 0)
∣∣∣∣∣ 11 + iγ2 GR0,ω(0, 0)
∣∣∣∣∣
2
×
1− γ ∫ dω
2pi
∣∣∣∣∣ GR0,ω(0, 0)1 + iγ2 GR0,ω(0, 0)
∣∣∣∣∣
2
−1 . (S17)
Therefore, equations (S15) and (S17) give the full solution of the frequency-resolved Keldysh Green’s function in the
NESS.
ONE-DIMENSIONAL TIGHT-BINDING MODEL
For the tight-binding model in the thermodynamic limit (N →∞), the free retarted Green’s function is given by:
GR0,ω(x, x
′) =
−i√
4t2 − (ω + µ)2
−ω + µ
2J
+ i
√
1−
(
ω + µ
2J
)2|x−x
′|
. (S18)
From the latter, we find
γ
∫
dω
2pi
∣∣∣∣∣ GR0,ω(0, 0)1 + iγ2 GR0,ω(0, 0)
∣∣∣∣∣
2
=
2α
pi
 1∫
0
dx
(
√
1− x2 + α)2 +
∞∫
1
dx
x2 − 1 + α2
 , (S19)
where α ≡ γ/4J is the dimensionless heating strength. We calculate
∞∫
1
dx
x2 − 1 + α2 =

tanh−1
√
1−α2√
1−α2 if α < 1
1 α = 1
tan−1
√
α2−1√
α2−1 if α > 1
,
1∫
0
dx
(
√
1− x2 + α)2 =

2
1−α2
tanh−1
√
1−α
1+α√
1−α2 − 11−α2 if α < 1
1
3 α = 1
− 2α2−1
tan−1
√
α−1
1+α√
α2−1 +
1
α2−1 if α > 1
, (S20)
and therefore we get
∫
dω
2pi
GK0,ω(0, 0)
∣∣∣∣∣ 11 + iγ2 GR0,ω(0, 0)
∣∣∣∣∣
2
=
2i
pi
µ˜∫
0
√
1− x2dx
(α+
√
1− x2)2 , (S21)
where µ˜ ≡ µ/2J is the rescaled chemical potential. The latter integral can be evaluated analytically
µ˜∫
0
√
1− x2dx
(α+
√
1− x2)2 =

arcsin µ˜+ α
2
1−α2
µ˜
α+
√
1−µ˜2 −
2α(2−α2)
(1−α2)3/2 tanh
−1
(√
1−α
1+α
µ˜
1+
√
1−µ˜2
)
if α < 1
3 arcsin µ˜(2−µ˜2+2
√
1−µ˜2)−µ˜(5
√
1−µ˜2+4)
3(1+
√
1−µ˜2)2 α = 1
arcsin µ˜+ α
2
1−α2
µ˜
α+
√
1−µ˜2 −
2α(α2−2)
(α2−1)3/2 tan
−1
(√
α−1
α+1
µ˜
1+
√
1−µ˜2
)
if α > 1
. (S22)
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Density profile in the NESS
Using the previous results, we obtain the density profile
nx =
1
2
(
1 +
2
pi
arcsin µ˜
)
− 2α
pi
pi/2∫
arccos µ˜
cos2(tx)dt
sin t+ α
+
α2
pi
arcsin µ˜∫
0
dt
(cos t+ α)2
+ (2n0 − 1)α/pi
 1∫
0
dt
(α+
√
1− t2)2 +
∞∫
1
dt(
√
t2 − 1− t)2|x|
α2 + (t2 − 1)
 . (S23)
with the initial state given by the filled Fermi sea. The average density for the NESS is different from the initial
average density, which might be surprising given that the equations of motion respect the conservation of the total
number of particles (there is no contradiction since the order of limits is crucial: first, we take N → ∞ and then
t→∞). It illustrates that even though the impurity is local, it affects the whole system up to spatial infinity (likewise,
the case of static impurity). From this solution, one finds that there are two long-range contributions to the density
at large distances: one which scales as 1/|x| and the other one scaling as 1/x2.
DYNAMICS TOWARDS THE NESS
Short-time dynamics
It is instructive to investigate the two-site limit of the
main model, which captures the short-time dynamics for
strong dissipation. The effective equation of motion reads
d
dt
S = B× S− γ
2
(Sx, Sy, 0)
T (S24)
with S = 12 〈cˆ†iσij cˆj〉, i, j = 1, 2 a two-level spin system,
describing the two sites with one of them subject to the
noisy perturbation (second term in (S24)). The ‘mag-
netic field’ B = (−2J, 0, 0)T encodes the hopping be-
tween the sites. When γ  4J , the dynamics is gov-
erned by two eigenvalues: λ1 ≈ −γ/2 and λ2 ≈ −8J2/γ.
The second mode λ2 is parametrically small, implying a
‘trapping’ of particles jumping on the impurity site, since
strong noise drives out of resonance hopping processes
involving the dissipative site. This simple argument cap-
tures the short-time dynamics for strong dissipation, as
shown in the inset of Fig. 2c. In addition, the initial
decay rate extracted from this inset is fitted by a 1/γ de-
pendence confirming the validity of this heuristic picture
and agreeing with the intuition about the onset of a Zeno
effect.
Approach to the NESS
One can derive a self-consistent integral equation solely
on the dynamics of n0(t):
n0(t) = nloss(t) + γ
∫ t
0
dt′
∣∣∣S0(t− t′)∣∣∣2n0(t′), (S25)
where
Sn(t) ≡ i|n|J|n|(2t) (S26)
− γi
|n|
2
t∫
0
du e−γu/2
(
t− u
t+ u
)|n|/2
J|n|(2
√
t2 − u2)
is obtained from the retarded Green’s function (S11) by
performing a Fourier (Laplace) transform [35]. nloss rep-
resents the evolution of the density at origin for the loss
channel, cf. Eq. (S29). We find that
nloss(t) ≡
∑
m,n
Sm(t)S
∗
n(t)n
(0)
n,m, (S27)
where n
(0)
n,m =
1
pi
sin(kF (m−n))
m−n represent the Fermi-sea cor-
relations.
Importantly, for the loss channel, the explicit
sum (S27) can be reliably computed, and we numerically
find that nloss(t) ' const + At−2 (up to oscillatory be-
havior) at long times. This, together with the fact that
the second term in Eq. (S25) scales as |S0(t)|2 ∼ t−3 at
long times, allows to deduce that (n0(t) − n∞0 ) exhibits
the t−2 scaling behavior discussed in the main text.
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EQUATION OF MOTION FOR THE 4-POINT
CORRELATION FUNCTION
Local dephasing
Using the formalism of the main text, we derive that
Γk1k2k′1k′2
≡ 〈cˆ†k1 cˆ
†
k2
cˆk′1 cˆk′2〉 evolves according to
dΓk1k2k′1k′2
dt
= i(ξk1 + ξk2 − ξk′1 − ξk′2)Γk1k2k′1k′2
− γ
2N
∑
q
(
Γqk2k′1k′2
+ Γk1qk′1k′2
+ Γk1k2qk′2
+ Γk1k2k′1q
)
+
γ
N2
∑
pq
(
Γpk2qk′2
+ Γpk2k′1q
+ Γk1pqk′2
+ Γk1pk′1q
)
. (S28)
By writing the equation of motion for
Γ˜k1k2k′1k′2
≡ Γk1k′2Γk2k′1 − Γk1k′1Γk2k′2
one can verify that Γ˜k1k2k′1k′2
will not be a solution of
Eq. (S28), and, thus, the state is, in general, non-
Gaussian. In particular, the third term in Eq. (S28) is
recognized to be responsible for this non-Gaussianity.
Local losses
It is instructive to check that the above logic applied
for the loss channel will show that dynamics are Gaus-
sian. Following the same steps as for the dephasing, we
derive the following equations:
d
dt
Γkk′(t) = i(ξk − ξk′)Γkk′ − γ
2N
∑
q
(Γk,q + Γq,k′),
(S29)
dΓk1k2k′1k′2
dt
= i(ξk1 + ξk2 − ξk′1 − ξk′2)Γk1k2k′1k′2
− γ
2N
∑
q
(
Γqk2k′1k′2
+ Γk1qk′1k′2
+ Γk1k2qk′2
+ Γk1k2k′1q
)
(S30)
From Eq. (S29), one can easily show that Γ˜k1k2k′1k′2
will in-
deed satisfy Eq. (S30).
NON-GAUSSIANITY FROM THE SSE
Here we simulate the SSE for a small system size to
further address the question of reliable noise statistics
and non-Gaussianity of the many-body density matrix.
We first benchmark our SSE simulations with the Lind-
bladian dynamics, cf. Eq. (3) of the main text. Fig-
ure S3a shows the evolution of the averaged over noise
(a)
(c)
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FIG. S3. (a) Evolution of the noise-averaged density at the
origin, 〈n0(t)〉ξ, relative the one obtained from the QME, cf.
Eq. (3). This plot shows that the two approaches, the SSE
simulation and the Lindblad QME, start to match for suffi-
ciently large noise statististics: for Nξ = 10
6, the maximum
error is about 2× 10−4. (b) Evolution of ∥∥〈Πij〉ξ − 〈ΠGSij 〉ξ∥∥,
where Πij is the polarization operator (see the text) in the
vicinity of the dissipative impurity, and ΠGSij represents the
same observable obtained assuming the density matrix is
Gaussian. The plot illustrates dynamical development of non-
Gaussian correlations. (c) Spatial distribution of the non-
Gaussian correlations, 〈Πij〉ξ − 〈ΠGSij 〉ξ, in the nearby of the
origin at t = 10J−1 (we fix Nξ = 106). Parameters used:
N = 20, kF = pi/4, γ = 1.
density at the origin relative to the same quantity ob-
tained from simulating the Lindblad QME. We observe
that the discrepancy between the two approaches is al-
ready small for Nξ = 10
4, and it further decreases with
increasing the total number of noise samples. We also
note that this discrepancy does not increase with time,
as it should be for bounded operators (such as fermionic
density).
We now turn to discuss the four-point correlation func-
tion. For concreteness, we consider here the density-
density correlation function (the polarization operator):
Πij ≡ 〈cˆ†i cˆ†j cˆj cˆi〉, i, j = −l, . . . , l (we fix l = 5).
Figure S3b demonstrates the evolution of the norm∥∥〈Πij〉ξ − 〈ΠGSij 〉ξ∥∥, where ΠGSij is the polarization matrix
obtained assuming the state is Gaussian, i.e. from the
two-body correlation function. This plot clearly demon-
strates the devolopment of the non-Gaussian correlations.
Notably, the three curves obtained for Nξ = 10
4, 105,
and Nξ = 10
6, seem almost to coincide, suggesting that
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Nξ = 10
4 already provides sufficient noise statistics to
study the four-point correlation function. In Fig. S3c,
we plot the spatial spread of the non-Gaussian corre-
lations, 〈Πij〉ξ − 〈ΠGSij 〉ξ, indicating that they are most
pronounced near the site with decoherence. This feature
persists for larger systems and for longer times.
