We present a systematic methodology to determine and locate analytically isolated periodic points of discrete and continuous dynamical systems with algebraic nature. We apply this method to a wide range of examples, including a one-parameter family of counterexamples to the discrete Markus-Yamabe conjecture (La Salle conjecture); the study of the low periods of a Lotka-Volterra-type map; the existence of three limit cycles 
Introduction and main results
Periodic orbits are one of the main objects of study of the theory of dynamic systems. A priori there are many ways to prove the existence periodic orbits, for instance one can try to apply the plenty of available fixed point theorems [15] or results guaranteeing the existence of zeros, since periodic orbits are always solutions of equations of the form G(x) = x, where G is a return map in the continuous case, and G = F p for some p ∈ N in the case of a discrete system given by a map F . However when one tries to apply these results to a particular case it is not always easy to find effective ways to check the hypotheses. An example of this fact appears when trying to use the Newton-Kantorovich Theorem [19] . By using this approach, some bounds of the partial derivatives of the involved functions must be obtained. The work done in [3] exemplifies clearly the difficulties of this approach.
In this work we present an effective procedure to prove the existence, determine the number and locate periodic orbits of dynamical systems of both discrete and continuous nature. This procedure is explained in detail in the next sections. As we will see, one of the main features of this procedure is the use of the Poincaré-Miranda theorem (PMT for short). We believe that one of the advantages of using PMT for finding fixed points of a given function is that only the signs of the components of it have to be controlled on some suitable sets, which is straightforward in the case that either the equations are polynomial or the problem can be polynomialized (see for instance the proof of Theorem 6 in Section 5). Recall that the use of Sturm sequences for polynomials in Q[x] allows to control their signs on intervals with rational endpoints ( [32] ).
The PMT is the extension of the Bolzano theorem to higher dimensions. It was formulated and proved by H. Poincaré in 1883 and 1886 respectively, [29, 30] . C. Miranda re-obtained the result as an equivalent formulation of Brouwer fixed point theorem in 1940, [28] . Recent proofs are presented in [21, 33] . For completeness, we recall it. As usual, S and ∂S denote, respectively, the closure and the boundary of a set S ⊂ R n .
Theorem 1 (Poincaré-Miranda) . Set B = {x = (x 1 , . . . , x n ) ∈ R n : L i < x i < U i , 1 ≤ i ≤ n}. Suppose that f = (f 1 , f 2 , . . . , f n ) : B → R n is continuous, f (x) = 0 for all x ∈ ∂B, and for 1 ≤ i ≤ n, f i (x 1 , . . . , x i−1 , L i , x i+1 , . . . , x n ) ≤ 0 and f i (x 1 , . . . , x i−1 , U i , x i+1 , . . . , x n ) ≥ 0, Then, there exists s ∈ B such that f (s) = 0.
For short, when given a map f we have a box B such that the hypotheses of the PMT hold we will say that B is a PM box. When we try to apply PMT to some f, sometimes it is better to consider some permutation of its components.
The paper is structured as follows: we start giving a new degree 6 counterexample of Kouchnirenko conjecture to illustrate the use and utility of our approach. In Section 3, we prove the existence of a 1-parameter family of rational counterexamples to a conjecture of La Salle (also known as discrete Markus-Yamabe conjecture) that extends the results of [6] providing also an alternative proof of them. In Section 4 we prove the existence of exactly two 5-periodic orbits and three 6-periodic orbits in a certain region for a Lotka-Volterra-type map correcting and complementing some results that appear in the literature. In Section 5
we provide another example of planar piecewise linear differential system with two zones having 3-limit cycles. Finally, in Section 6 we use PMT to give an alternative proof of the existence of a type of symmetric central configuration of the (1 + 4)-body problem.
A new counterexample to Kouchnirenko conjecture
Descartes' rule asserts that a 1-variable real polynomial with m monomials has at most m − 1 simple positive real roots. The Kouchnirenko conjecture was posed as an attempt to extend this rule to the several variables context. In the 2-variables case this conjecture said that a real polynomial system f 1 (x, y) = f 2 (x, y) = 0 would have at most (m 1 − 1)(m 2 − 1) simple solutions with positive coordinates, where m i is the number of monomials of each f i . This conjecture was stated by A. Kouchnirenko in the late 70's, and published in the A. G. Khovanskiȋ's paper [20] . In 2000, B. Haas ([17] ) constructed a family of counterexamples given by two trimonomials, being the minimal degree of these counterexamples 106. In 2007 a much simpler family of counterexamples was presented in [9] , being the simplest one again formed by two trimonomials, but of degree 6. Both examples have exactly 5 simple solutions with positive coordinates instead of the 4 predicted by the conjecture. In 2003, it was proved in [23] that any pair of bivariate trinomials has at most 5 simple solutions.
We will prove in a very simple way, by using PMT, that system P (x, y) := x 6 + ay 3 − y = 0, Q(x, y) := y 6 + ax 3 − x = 0, with a = 61/43
1.41860465 is a counterexample of the conjecture. We remark that in [9] it was given the counterexample with a = 44/31. The reason why we have changed this parameter is that it can be proved that when a = a = 7 × 12 4/5 /36 1.14195168 the above system has the multiple solution (s, s) with s = 12 3/5 /6 0.74021434 and a is quite close to 44/31 1.4193548, making that, for that system, 3 of the its 5 solutions with positive entries are very close to each other. By using the approach developed in [12, 13] , or the tools of [9] , it can be proved that counterexamples to the conjecture only appear for a ∈ (a, a), where a 1.4176595. Both values are zeroes of some irreducible factor of the polynomial ∆ y (Res(P, Q; x)), where ∆ y and Res denote, as usual, the discriminant and the resultant respectively. Hence, our value of a has also small numerator and denominator and, moreover, it is near the middle point of this interval, making that in the computations of our proof the rational numbers involved are simpler that the ones needed to use our approach when a = 44/31. We prove:
Proposition 2. The bivariate trinomial system
has 5 real simple solutions with positive entries.
Proof. It is not difficult to find numerically 5 approximated solutions of the system. They
, where x 1 = 0.59679166, x 2 = 0.68913517, Let us prove that system (1) has 5 actual solutions (
, with x i ∈ I i . Firstly, since P (x, x) = Q(x, x) = x 6 + 61x 3 /43 − x, by Descartes rule we know that there is exactly one simple positive real root of P (x, x). By Bolzano theorem it belongs to I 3 . So there is a solution (x 3 , x 3 ) of the system in I 3 × I 3 .
By the symmetry of the system, if (x * , y * ) is one of its solutions then (y * , x * ) also is.
Hence, we only need to prove that there are two suitable different solutions. This will be proved by applying the PMT to the boxes I 1 ×I 5 , and I 2 ×I 4 , which are depicted in Figure 1 .
We start applying the PMT to the box I 1 × I 5 . Consider the polynomials To prove they are simple solutions we first compute
Since Res(Res(P, Q; x), Res(P, J; x); y) = 0, J does not vanish on the solutions (real or complex) of system (1) . Hence all their solutions are simple. In fact, by using that a bivariate trinomial system hay at most five different solutions ( [23] ) or the tools of the so-called discard procedure, that we will introduce in Section 4 we get that 5 is the exact number of solutions with positive entries and that these solutions together with (0, 0) are the only real solutions of the system.
3 A counterexample to the discrete Markus-Yamabe conjecture revisited
In [22] , J. P. La Salle proposed some possible sufficient conditions for discrete dynamical systems with a fixed point, x n+1 = F (x n ), x ∈ R n , to be globally asymptotically stable (GAS). One of these conditions is:
where ρ is the spectral radius of the differential matrix. This condition is known as a discrete Markus-Yamabe-type condition because of its similarity with the conditions of Markus-Yamabe conjecture for ordinary differential equations, stated by L. Markus and H. Yamabe in 1960 [27] , that has been proved to be true in dimension two and false in superior dimensions, see for instance [7, 16] .
In [6] the authors consider rational maps of the form
and prove that there exist some real values, a = a * and b = b * , such that the map (3) satisfies the Markus-Yamabe condition (2) and it has the 3-periodic point (−0.1, 0.25). Moreover they
show numerically that for a * = 1.8 and b * = 0.9 a 3-periodic orbit seems to exist. This example was proposed to simplify the previous one given by W. Szlenk, see [5, Appendix] ;
and to show that even for systems coming from rational difference equations the discrete Markus-Yamabe conjecture does not hold.
In this section we apply the PMT to give a simple proof of the following result, that in particular fixes the numerical counterexample presented in [6] . 
Then for all b ∈ B, G(x; b) has no real roots in J.
Proof of Proposition 3. We start noticing that in [6] , it is proved that the maps (3) satisfy condition (2) if and only if |a| < 11664/3125 and b ∈ (3125a 2 /11664, 1). When a = 2b these conditions reduce to b ∈ (0, 2916/3125) .
The 3-periodic points are solutions of system F 2 (x, y; b) = F −1 (x, y; b), that can be studied trough the equivalent system
where, as usual, G i denotes the i-th component of a map G. Some computations give
and that g 2 (x, y; b) has degree 21 in (x, y) and degree 5 in b. We omit its expression. Intersection the curves g 1 (x, y; 0.9) = 0 (in blue) and g 2 (x, y; 0.9) = 0 (in magenta). It can be seen that there are seven intersection corresponding to one fixed point and two different 3-periodic orbits. In red, a PM box of one of the solutions of system (4).
In consequence, for b ∈ B the map satisfies the Markus-Yamabe condition (2) and has a 3-periodic point, as we wanted to prove. The claim will follow from PMT applied to the map f = (g 1 , g 2 ), once we prove for all b ∈ B:
Items (I) and (II) will be consequences of Lemma 4. We only give the details to prove item (I).
Condition (i) of the lemma holds taking b * = 0.9, because and g 1 (0, y; 0.9) = y 5 − To check condition (ii) we prove that the polynomial in the variable b, with rational coefficients and degree 71, y, b) ), has no roots for b ∈ B. This can be done again by computing its Sturm sequence.
By using, the approach introduced in next section it is easy to prove for instance that the exact number of 3-periodic orbits of the map given in Proposition 3 when b = 0.9 is two, see again Figure 2 .
Periodic orbits of a Lotka-Volterra map
We consider the following Lotka-Volterra type map
The interest for this map has grown after its consideration by A.N. Sharkovskiȋ [31] . Notice that it unfolds the logistic map. It appears in many applications ( [10] ), being one of the most relevant ones, its relationship with some solutions of the Schrödinger equations modeling 1-dimensional quasi-cristalls with Thue-Morse sequence distributions, see [1] .
This map is typically studied in the triangle ⊂ R 2 with vertices (0, 0), (4, 0), (0, 4), which is invariant. The low-period orbits of the map (5) were studied in [2, 26] . It is known that in Int( ) the fixed point (1, 2) is unique; there are not 2 and 3-periodic points; there is a unique 4-periodic orbit (which is explicitly known, [2] ); and that there are 5 and 6-periodic points. The 5-periodic orbit is claimed to be unique in [2] . The following result completes and corrects those obtained in the above references. (b) There exist exactly three different periodic orbits of minimal period 6 of T in Int( ).
Moreover one of them is
,
Notice that taking as u = (3 + √ 5)/2 the other root of the same polynomial we obtain the same orbit.
To prove the above result we use a methodology developed in [14] , that can be summarized as:
• We fix the period p. By using resultants, we include the solutions of
into the ones of an uncoupled system of equations given by two 1-variable polynomials.
• We use the corresponding Sturm sequences for isolating the real roots of each 1-variable polynomials, and we apply a discard procedure in order to remove those solutions of the later system that do not correspond with the periodic points.
• We apply the PMT to prove that the non discarded solutions are actual solutions of the first system of polynomial equations.
Proof of Proposition 5. (a) We start noticing that imposing T 5 (x, y) = (x, y), one has the system of equations
where T 5,1 and T 5,2 are polynomials with degree 31, and 263 and 222 monomials respectively.
We consider the resultants of these polynomials, and we remove the repeated factors and those factors corresponding to x = 0 and y = 0. By using the Sturm approach we obtain that P (x) has 32 different real roots (all of them positive), and Q(x) has 31 different real roots, 11 of them positive. Hence, each solution in the positive quadrant of system (6) is contained in isolation in one of the 352 = 32 × 11
, where all I i and J j are intervals with positive rational endpoints such that each one of them contains a positive root of P and Q, respectively, in isolation.
As we have already explained, to discard those sets I i,j that do not contain any solution of system (6), we apply the discard method presented in [14] .
We consider all boxes I i,j . For each one we want to know whether the function f (x, y) = M (x, y), where f can be either T 5,1 or T 5,2 , has or not a fixed sign.
Setting
and M = a x 1 y 2 if a > 0, or M = a x 1 y 2 and M = a x 1 y 2 if a < 0.
0 then we can discard the box I i,j . If not, but we suspect (by our previous numerical computations) that it should be discarded, we substitute it by one of smaller size.
To apply the discard procedure efficiently we need to compute the intervals I i and J j with maximum length 10 −40 which are given in the appendix. It gives that each solution of system (6) must be contained in one of the following 11 non-discarded boxes I 5,7 , I 6,11 , I 7,9 , I 8,6 , I 9,10 , I 10,2 , I 14,3 , I 20,1 , I 23,5 , I 24,4
and
which, obviously corresponds with the unique fixed point of T (x, y) = (1, 2), so we discard it.
To prove that there is a (unique) solution of system (6) in each box, and therefore there are 2-periodic orbits with 10 periodic points of minimal period 5 we apply the PMT. To illustrate the type of computations we deal with, we only show one of the computations.
We prove that there is a unique solution in the box I 9,10 .
To obtain simpler expressions and work more comfortably we will show that the hypotheses of the PMT are verified for a bigger box B =:= [0.6, 1] × [2.3, 2.9] , which has been obtained by visual inspection, see Figure 3 , instead of using the actual box. It is easy to check that the only box of (7) contained in B is I 9,10 , and therefore if there is a solution of system (6) in B then it must be in I 9,10 , and be unique by construction. It corresponds to the intersection of the curves defined by the curves T 5,1 (x, y) = 0 (in blue) and T 5,2 (x, y) = 0 (in magenta).
We take, g 1 (y) := T 5,1 (0.6, y) · T 5,1 (1, y) where and prove that g 1 it is negative for y ∈ [2.3, 2.9]. This can be done by using the Sturm sequences of both polynomials.
Proceeding in an analogous way we obtain that g 2 (y) := T 5,2 (x, 2.3) · T 5,2 (x, 2.9) is a polynomial of degree 62 and it is negative for x ∈ [0.6, 1]. Hence the map f = (T 5,1 , T 5,2 ) satisfies the hypothesis of the PMT and there exists a solution of system (6) in B.
(b) By imposing T 6 (x, y) = (x, y), we get
where T 6,1 and T 6,2 are polynomials with degree 63, and 967 and 910 monomials respectively.
We compute the resultants of these polynomials, and remove the repeated factors and those factors corresponding to x = 0 and y = 0.
P (x) := Res(T6,1, T6,2; y) 
where {I i ⊂ R + , i = 1, . . . , 46} and {J j ⊂ R + , j = 1, . . . , 16} are intervals with rational ends such that each one of them contains a positive root of P and Q, respectively, in isolation.
In our computations we have obtained these intervals, with rational ends and maximum length bounded by 10 −100 (in order to apply the discard procedure efficiently). We don't give these intervals in this paper. But in order to facilitate the reproduction of our results and allow the reader to determine and locate the 6-periodic orbits, we indicate that these intervals (and therefore the roots) are ordered, in the sense that if < m then I (respectively J ) is completely to the left of I m (respectively J m ).
To discard those sets I i,j that do not contain any solution of system (8) 
Again, the PMT can be used to prove that in each of them there is a solution of system (8) . Since the solution must be unique, we prove that in total there are 18 periodic points of minimal period 6. Since the computation are quite similar to the ones used to study the 5-periodic points we skip them.
Determination of the 5-periodic orbits
By using the boxes computed in the proof of the above result, it is easy to determine which points correspond to each orbit. Indeed, first we concentrate on the 5-periodic orbits. Let us denote P i,j = (x, y) the (unique) 5-periodic point lying in the box I i,j of (7). We notice that the two 5-periodic orbits of T in Int( ) are given by P 9,10 → P 7,9 → P 8,6 → P 14,3 → P 23,5 , and P 5,7 → P 10,2 → P 20,1 → P 24,4 → P 6,1 , where These decimal approximations have obtained using the intervals given in the appendix.
Remember that they give an approximation with a maximum error of 10 −40 . The points are depicted in Figure 4 . The above assertions can be proved, by using the fact that taking I i,j = [x, x] × [y, y], and setting ( x, y) = T (P i,j ), since y = xy it must satisfy x y < y < x y, and from these inequalities is easy to identify in which box of (7) is ( x, y). For instance, for the point P 9,10 ∈ I 9,10 , and setting y = T (P 9,10 ) 2 , one has that a := x y < y < b := x y where Now, it is easy to check that the only interval J j for j ∈ {1, 2, . . . , 10, 11} with nonempty intersection with (a, b) is J 9 , hence P 7,9 = T (P 9,10 ).
Determination of the 6-periodic orbits
Proceeding as in the previous section, we determine the points of two of the 6-periodic orbits. The third one is explicit. Again we denote P i,j = (x, y) the (unique) 6-periodic point lying in the box I i,j of (9). The points are depicted in Figure 5 .
We have, Orbit 1: P 20,13 → P 16,16 → P 12,14 → P 13,11 → P 21,8 → P 34,9 ; Orbit 2: and green, respectively). They correspond to the intersection of the curves defined by the curves T 6,1 (x, y) = 0 (in blue) and T 6,2 (x, y) = 0 (in magenta). The fixed point (1, 2) (in black).
The decimal approximations have obtained using the intervals computed in the proof of Theorem 5. They gave an approximation with a maximum error of 10 −100 . The points are depicted in Figure 5 .
Limit cycles of piecewise linear differential systems
The study of the number of limit cycles for planar differential systems is a classical topic in the theory of dynamical systems. In the last years, many attention has been devoted to the study of nested limit cycles of piecewise linear systems, steered by the applicability of these systems in the modelling of biological and mechanical applications. In 2012, S.M. Huan and X.S. Yang gave numerical evidences of a piecewise linear system with two zones and a discontinuity straight line, having three nested limit cycles ( [18] ). A proof based on the Newton-Kantorovich theorem of the existence of these limit cycles for this example and a nearby one, was given by J. Llibre and E. Ponce ( [25] ). A different proof, from a bifurcation viewpoint, was presented by E. Freire, E. Ponce and F. Torres in [11] . Until now, as far as we know, three is the maximum observed number of limit cycles in piecewise linear differential systems with two zones and a discontinuity straight line, but it is not known if this is the maximum number that such type of systems can have.
In this section we present a new example, again with 3 limit cycles, inspired on the ones given in [18, 25] . The main difference is that our proof of their existence is based on the PMT.
Theorem 6. The two-zones piecewise linear differential systeṁ
where x = (x, y) t , , has at least three nested hyperbolic limit cycles surrounding the origin.
To prove the above result, we will use systematically the following lemma, that is a straightforward consequence of Taylor's formula. 
where
Proof of Theorem 6. Let ϕ ± (t; p) = (x ± (t; p), x ± (t; p)) denote the flows associated to the linear systemsẋ = A ± x. Observe that if there exists a limit cycle then it must lie on both sides of the line x = 1, so let t − > 0 be the smaller time such that x − (t − ; (1, y)) = 1 for a point (1, y) with y > 0, and let t + > 0 be the smaller time such that x + (−t + ; (1, y)) = 1. Then any limit cycle must satisfy x + (−t + ; (1, y)) − 1 = 0, x − (t − ; (1, y)) − 1 = 0,
u (cos (u) + y sin (u)) − 1 = 0, u (cos (u) y − sin (u)) = 0, (14) where u = t + > 0 and v = t − > 0.
By solving equation (12) we get y = e
u − cos(u) /sin(u). By substituting this expression in equations (13) and (14), we obtain (15), each one of them will correspond to a solution of the system of equations (12)- (14) and, consequently, all them will give rise to 3 limit cycles of system (10), see again Figure 6 .
To prove the existence of 3 solutions of system (15), we consider the 3 boxes: and prove that they are PM boxes for (g 1 , g 2 ).
To see that we are under the hypotheses of the PMT, in all the cases we proceed systematically in the following form: We suppose that we want to prove that a function h(x) of the form of Lemma 7 is positive (resp. negative) in [x, x] ⊂ R + . Firstly, we use this lemma to have its Taylor polynomial at x = 0 up to a certain order n. Secondly, we minorize (resp. majorize) the polynomial by a polynomial with rational coefficients, obtained by truncating the decimal expression up to some suitable order k, and subtracting (resp. adding) 10 −k to the obtained quantity, that is
where Trunc stands for the truncation to the next nearest integer towards 0. Finally we
, where M ∈ Q is a suitable upper bound of the right-hand side expression in (11), so that
Now we only have to check if
To do this we use the Sturm sequences of these polynomials.
Applying this approach we prove that B 1 , B 2 and B 3 are PM boxes by setting the following parameters n, k and M in each face (we use the notation
Target function h and sign Box B 2 :
Target function h and sign e 
Target function h and sign e
Central configurations are a very special type of solutions of the N -body problem in Celestial Mechanics, in which the acceleration of every body is proportional to the position vector of the body with respect the center of mass of the system. They play an important role in practical applications and there is a vast literature on the topic, both classical and recent.
An account of known facts and open problems can be found in [24] .
In the (1 + n)-body problem it is supposed that there is one body with a large mass and n bodies whose masses can be neglected in comparison with the large one. These bodies are named as infinitesimal masses. With our approach we prove in a very simple way the existence of a special planar central configurations of the (1 + 4)-body problem, already given in [8] .
According to the results in [4, 8] , all planar central configurations in the (1 + n)-body problem lie on a circle centered at the position of the large mass. Furthermore, denoting by α i ∈ S 1 , with α 1 < α 2 < . . . < α n , the angles defined by the position of the ith infinitesimal masses on a circle centered at the origin, central configurations must satisfy the system of n equations, i = 1, . . . , n, Notice that f (−θ) = −f (θ).
When n = 4, we introduce the variables u = α 2 − α 1 , v = α 3 − α 1 and w = α 4 − α 1 .
Then the above system is equivalent to the system (with only 3 equations):
Although our point of view could be applied to prove the existence of solutions of the above system (and so of central configurations), for simplicity we will look for a symmetric one, the one satisfying tat α 4 − α 3 = α 2 − α 1 . In our coordinates this implies that w = u + v and hence the system reduces to the system with 2 equations
Let us prove that we can apply PMT to the box [0.7, 0.8] × [1.3, 1.5], see Figure 7 . To simplify the notation we denote by g i (I) + g j (J) the set of all values g i (x) + g j (y), with
x ∈ I and y ∈ J. Then, simply using that f is increasing between in (0, θ * ) and decreasing 
