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Θα ήθελα να ευχαριστήσω τον εpiιβλέpiοντα εpiίκουρο καθηγητή κύριο ∆ηµήτριο Κατσα-
ϱό για την piολύτιµη ϐοήθεια του καθώς και καθοδήγηση του τοσο για την εκpiόνηση
της piαρούσας διpiλωµατικής εργασίας, όσο και κατα τη διάρκεια των σpiουδών µου. Θα
ήθελα εpiίσης να ευχαριστήσω όλους του καθηγητές του τµήµατος τους οpiοίους είχα την
τιµή να γνωρίσω τα τελευταία χρόνια. Πάνω αpi’όλα να piω και ένα µεγάλο ευχαστιστώ
στην οικογένεια µου piου µε στήριξε ώστε να καταφέρω να ϕέρω εις piέρας τις σpiουδές
µου. Τέλος, να ευχαριστήσω και τους ϕίλους µου piου στάθηκαν δίpiλα µου όλο αυτό
το διάστηµα.
ΥΠΕΥΘΥΝΗ ∆ΗΛΩΣΗ ΠΕΡΙ ΑΚΑ∆ΗΜΑΪΚΗΣ
∆ΕΟΝΤΟΛΟΓΙΑΣ ΚΑΙ
ΠΝΕΥΜΑΤΙΚΩΝ ∆ΙΚΑΙΩΜΑΤΩΝ
«Με piλήρη εpiίγνωση των συνεpiειών του νόµου piερί piνευµατικών δικαιωµάτων, δη-
λώνω ϱητά ότι η piαρούσα διpiλωµατική εργασία, καθώς και τα ηλεκτρονικά αρχεία και
piηγαίοι κώδικες piου αναpiτύχθηκαν ή τροpiοpiοιήθηκαν στα piλαίσια αυτής της εργα-
σίας, αpiοτελεί αpiοκλειστικά piροϊόν piροσωpiικής µου εργασίας, δεν piροσβάλλει κάθε
µορφής δικαιώµατα διανοητικής ιδιοκτησίας, piροσωpiικότητας και piροσωpiικών δεδο-
µένων τρίτων, δεν piεριέχει έργα/εισφορές τρίτων για τα οpiοία αpiαιτείται άδεια των
δηµιουργών/δικαιούχων και δεν είναι piροϊόν µερικής ή ολικής αντιγραφής, οι piηγές
δε piου χρησιµοpiοιήθηκαν piεριορίζονται στις ϐιβλιογραφικές αναφορές και µόνον και
piληρούν τους κανόνες της εpiιστηµονικής piαράθεσης. Τα σηµεία όpiου έχω χρησιµοpiοι-
ήσει ιδέες, κείµενο, αρχεία ή/και piηγές άλλων συγγραφέων, αναφέρονται ευδιάκριτα
στο κείµενο µε την κατάλληλη piαραpiοµpiή και η σχετική αναφορά piεριλαµβάνεται
στο τµήµα των ϐιβλιογραφικών αναφορών µε piλήρη piεριγραφή. Αναλαµβάνω piλήρως,
ατοµικά και piροσωpiικά, όλες τις νοµικές και διοικητικές συνέpiειες piου δύναται να
piροκύψουν στην piερίpiτωση κατά την οpiοία αpiοδειχθεί, διαχρονικά, ότι η εργασία





Πέραν των συνηθισµένων piολιτικών αντικατάστασης για piροσωρινές µνήµες (cache)
για τα κοινά στοιχεία piου αpiοθηκεύονται εκεί, δεν έχει γίνει ιδιαίτερη µελέτη στο piως
ϑα λειτουργούσαν κάpiοιες νέες piολιτικές αντικατάστασης για blocks αpiό blockchain.
Σκοpiός της piαρούσας εργασίας είναι να piροσοµοιώσει αρχικά ένα piεριβάλλον το οpiοίο
δέχεται αιτήµατα για blocks, καθώς και να αναδείξει µετά αpiό piειράµατα piοιά ή piοιές
piολιτικές αντικατάστασης cache λειτουργούν καλύτερα σε εφαρµογές piου συνδέονται
άµεσα µε την έννοια του blockchain. Τέλος, η µελέτη γίνεται σε διαχωρισµένη σε
τµήµατα cache (segmented cache), µε σκοpiό να αναδείξει την σηµαντικότητα του κάθε
τµήµατος καθώς και λειτουργίες αυτού του τύpiου µνήµης.
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Abstract
In addition to the usual cache replacement policies for shared data stored there,
there has been no actual study on how new replacement policies would work for
blocks by blockchain. The purpose of this paper is to initially simulate an environ-
ment that accepts block requests and to highlight, after experiments, which cache
replacement policies work better in applications that are directly related to the con-
cept of blockchain. Finally, the study is done in segmented cache to highlight the
importance of each segment as well as functions of this type of cache memory.
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Με τον όρο caching εννοούµε την piροσωρινή αpiοθήκευση δηµοφιλών δεδοµένων στην
µνήµη, µε σκοpiό την γρήγορη piροσpiέλαση τους σε piερίpiτωση piου Ϲητηθούν ξανά.
Το caching piαίζει piλέον σηµαντικό ϱόλο σε piολλές εφαρµογές, αφού η ανάγκη για
γρήγορη piροσpiέλαση δεδοµένων ολοένα και αυξάνεται. Στην ουσία οι µνήµες cache
είναι piολύ µικρές µνήµες και αυτό κάνει την piροσpiέλαση τους αρκετά γρήγορη.
Το µέγεθος τους όµως δηµιούργησε την ανάγκη ανάpiτυξης piολιτικών αντικατάστασης
[1] µε τις piιο διαδεδοµένες να είναι οι LRU , FIFO, LIFO κ.λ.pi.
Πιο αναλυτικα, όταν η µνήµη cache γεµίσει, εφαρµόζεται ένας αλγόριθµος ο οpiοίος
αφαιρεί αpiό αυτήν το λιγότερο σηµαντικό στοιχείο της. Πρέpiει είναι να γίνει κατανοητό
piως ανάλογα µε την piερίpiτωση του caching, εφαρµόζεται και η κατάλληλη piολιτική
αντικατάστασης. Ιδιαίτερο ενδιαφέρον piαρουσιάζει η piερίpiτωση της piροσωρινής αpiο-
ϑήκευσης δεδοµένων σε σχέση µε το blockchain, και piιο συγκεκριµένα µε blocks του
blockchain. Η piαραpiάνω έννοια ϑα αναλυθεί piεραιτέρω σε εpiόµενο κεφάλαιο.
1.1 Τεχνολογικό υpiόβαθρο
Για να είναι σε ϑέση ο αναγνώστης να κατανοήσει την piαρούσα εργασία ϑα piρέpiει να
γνωρίζει την έννοια της µνήµης cache , ϐασικούς αλγόριθµους αντικατάστασης piου
εφαρµόζονται σε αυτές καθώς και την έννοια του blockchain. Στα κεφάλαια 2 και 3
γίνεται εκτενής piεριγραφή της δοµής cache piου ϑα µελετηθεί καθώς και της δοµής
blockchain. Εκτός αpiό τα piαραpiάνω, για την piροσοµοίωση των δεδοµένων, γίνεται
χρήση της κατανοµής piου υpiακούει στον zipf νόµο.
Οι γλώσσες piρογραµµατισµού piου χρησιµοpiοιήθηκαν είναι η Java και ένα framework
της Javascript, η NodeJS [2]. Για την αναpiαράσταση της µνήµης cache χρησιµοpiοι-
ήθηκε η δοµή LinkedHashMap [3]. Τέλος, για τα γραφήµατα piου piαράχθηκαν κατά
την διαδικασία των piειραµάτων, χρησιµοpiοιήθηκε το εργαλείο plot.ly [4].
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1.2 ∆οµή
Στο κεφάλαιο 2 piεριγράφεται η έννοια, οι χρήσεις καθώς και η δοµή του blockchain.
Στο κεφάλαιο 3 γίνεται αναφορά στον τύpiο µνήµης ςαςηε η οpiοία χωρίζεται σε τµήµατα.
Παρουσιάζεται εpiίσης η δοµή της µε piαραδείγµατα.
Στο κεφάλαιο 4 piαραθέτονται οι αλγόριθµοι αντικατάστασης piου piροέκυψαν αpiό την
µελέτη της εργασίας καθώς και οι αντίστοιχοι ψευδοκώδικες.
Στο κεφάλαιο 5 piαρουσιάζονται τα δεδοµένα και ο τρόpiος piου αυτά piαράχθηκαν για
τις ανάγκες του piειράµατος. Γίνεται αναφορά εpiίσης στην κατανοµή zipf.
Το κεφάλαιο 6 piεριγράφει τα piειράµατα και piαραθέτει αpiοτελέσµατα.
Τέλος, στο κεφάλαιο 7 αναφέρονται τα συµpiεράσµατα piου piροέκυψαν αpiό την piαρο-
ύσα έρευνα καθώς και piροτάσεις για µελλοντική εργασία.
1.3 Σκοpiός
Η piαρούσα εργασία έχει ως σκοpiό να αναδείξει νέες piολιτικές αντικατάστασης σε piε-
ϱιβάλλοντα όpiου τα δεδοµένα piου αpiοθηκεύονται piροσωρινά στη µνήµη είναι blocks
αpiό blockchain. Αυτές οι piολιτικές αντικατάστασης piροκύpiτουν αpiό τα piειράµατα
και την µελέτη των σηµαντικών στοιχείων ενός block, όpiως για piαράδειγµα το µέγεθος
του block, η δυσκολια εξόρυξης κ.ο.κ , διαδικασία η οpiοία piεριγράφεται σε εpiόµενα
κεφάλαια. Στόχος εpiίσης είναι να αναδείξουµε και την αpiόδοση της µνήµης cache
µέσα αpiό τον διαχωρισµό της µνήµης σε τµήµατα και την εκτέλεση των piειραµάτων
στον συγκεκριµένο τύpiο µνήµης.
1.4 Αναγκαιότητα έρευνας
Η δοµή του blockchain είναι υλοpiοιηµένη µε τέτοιο τρόpiο piου δεν µpiορεί να διασpiα-
στεί. Αυτό σηµαίνει piως αν ένα σύστηµα ϑέλει να έχει piρόσβαση σε αυτή, τότε ϑα piρέpiει
να αpiοθηκεύσει στη µνήµη του ολόκληρη τη δοµή.
Αυτό µpiορεί να αpiοτελέσει σηµαντικό piρόβληµα στη µνήµη των συστηµάτων piου τη
χρησιµοpiοιούν, µιας και το µέγεθος του blockchain συνεχώς αυξάνεται όσο piροστίθε-
νται blocks σε αυτό. Κάθε κόµβος αναγκάζεται να αpiοθηκεύσει ολόκληρη τη δοµή, ενώ
piιθανότατα να χρειάζεται µόνο ένα µικρό µέρος αυτής.
Στην piαρούσα έρευνα, υλοpiοιείται ένα µοντέλο µνήµης η οpiοία αpiοθηκεύει µόνο τα
σηµαντικά για τον κάθε κόµβο blocks του blockchain. Η σηµαντικότητα του κάθε
block για τον κόµβο υpiολογίζεται αpiό αλγορίθµους piροτίµησης piου piεριγράφονται σε
εpiόµενο κεφάλαιο.
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1.5 Περιορισµοί της εργασίας
Η piαρούσα εργασία έχει σκοpiό να piροσοµοιώσει την αpiοθήκευση block αpiό blo-
ckchain σε µια µνήµη cache. Γι’αυτό το λόγο δόθηκε ϐάρος στη δοµή της µνήµης
καθώς και στην δηµιουργία των piολιτικών αντικατάστασης στη µνήµη και όχι τόσο στα
piραγµατικά δεδοµένα.
Τα blocks για την εκτέλεση των piειραµάτων δεν είναι piραγµατικά blocks, αλλά µια
piροσοµοίωση σε µορφή JSON [5].
Αρχικά για το αναγνωριστικό κάθε block (block id) για το σύστηµα piου υλοpiοιήθηκε
είναι ένας ακέραιος αριθµός και όχι η piραγµατική hash τιµή του. Οµοίως και ο δείκτης
του block piου δείχνει το piροηγούµενο block στην αλυσίδα ϑεωρείται ως ακέραιος.
Εpiίσης οι τιµές για την δυσκολία εξόρυξης καθώς και το µέγεθος του block έχουν
piροσοµοιωθεί ώστε να συµβαδίζουν όσο το δυνατόν piερισσότερο µε τις piραγµατικές
τιµές.
Τέλος, δεν έχουν ληφθεί υpiόψη οι piραγµατικές συναλλαγές piου piεριλαµβάνει κάθε
block, µιας και µελετάται µονο το µέγεθος τους. (transactions count)
1.6 Κώδικας Εργασίας
Ο κώδικας της piαρούσας εργασίας ϐρίσκεται στο Github και είναι διαθέσιµος στο
piαρακάτω link:
https://github.com/ntzios10/blockchainCache




Σε αυτήν την ενότητα piεριγράφεται και εpiεξηγείται η έννοια του Blockchain, το αpiό τι
αpiοτελείται ένα blockchain καθώς και οι τοµείς στους οpiοίους ϐρίσκει εφαρµογή.
2.1 Τι είναι το Blockchain
Το Blockchain [6] είναι µια κατανεµηµένη δοµή δεδοµένων piου piεριλαµβάνει εγγραφές
οι οpiοίες είναι µεταξύ τους συνδεδεµένες σαν αλυσίδα. Στην ουσία, αυτή η τεχνολογία
δίνει τη δυνατότητα για τη δηµιουργία µιας αλυσίδας δεδοµένων, η οpiοία µοιράζεται σε
ένα κατανεµηµένο δίκτυο υpiολογιστών. Πιο συγκεκριµένα, κάθε block piεριλαµβάνει
ένα κρυpiτογραφηµένο σύνδεσµο piρος το piροηγούµενο block της αλυσίδας, την χρονική
στιγµή της δηµιουργίας του καθώς και κάpiοια metadata piου piεριέχουν συναλλαγές
και άλλες χρήσιµες piληροφορίες. Κάθε ϕορά piου ένα block piρέpiει να piροστεθεί στην
αλυσίδα, piροστίθεται στο τέλος αυτής µε ένα link piρος το τελευταίο block.
Η κρυpiτογράφηση του συνδέσµου εpiιτυγχάνεται µέσω του αλγορίθµου SHA-256 [7].
Με τον τρόpiο piου έχει σχεδιαστεί λοιpiόν η συγκεκριµένη δοµή, εγγυάται την ασφάλεια
και την ακεραιότητα των δεδοµένων.
Σχήµα 2.1: Αναpiαράσταση σύνδεσης των blocks της αλυσίδας [6].
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2.2 Χρήσεις
Τα κρυpiτονοµίσµατα είναι η piιο διαδεδοµένη εφαρµογή του blockchain. Το piιο δηµο-
ϕιλές είναι το bitcoin το οpiοίο έχει piαρουσιάσει τεράστια ανάpiτυξη τα τελευταία χρόνια,
µε την τιµή του τον ∆εκέµβρη του 2017 να ϕτάνει τα 19,783.06 δολάρια [8].
Εκτός αpiό τα κρυpiτονοµίσµατα όµως, η τεχνολογία blockchain ϐρίσκει κι’ άλλες εφαρ-
µογές σε διάφορους τοµείς. Ενδεικτικά µερικές αpiό αυτές είναι οι εξής :
• Εpiεξεργασία ασφαλιστικών αιτήσεων.
• Ιατρικές καρτέλες µεταξύ ασθενών και piαρόχων.
• ∆εδοµένα για piληθυσµούς ανθρώpiων.
• Εφαρµογές για την διαχείριση ψηφοφοριών.
• Παρακολούθηση ϑεµάτων υγείας ασθενών και αυτοµατοpiοίηση σχετικών διαδι-
κασιών.
• Εκτέλεση µικροpiληρωµών (για piαράδειγµα pay-as-you-go ασφάλιση).
• Αυτοµατοpiοίηση σε piληρωµές µέσω κουpiονιών.
• ∆ιαχείριση συστήµατος piληρωµών σε σταθµούς ϕόρτισης ηλεκτρικών οχηµάτων.




Η δοµή ενός block αpiοτυpiώνεται στον piαρακάτω piίνακα.
Σχήµα 2.2: Περιεχόµενα ενός block [6].
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Παρακάτω, αναλύεται το κάθε piεδίο του block:
• Magic Number: Πρόκειται για το µοναδικό αναγνωριστικό (unique id) του κάθε
block ανάµεσα στα υpiόλοιpiα της αλυσίδας. ∆εν µpiορεί να αλλάξει piοτέ και κάθε
block έχει διαφορετικό id αpiό τα υpiόλοιpiα.
• Blocksize: Το νούµερο των bytes του block.
• Version Number:Αυτό το piεδίο υpiοδεικνύει την έκδοση του block. Για piαράδειγ-
µα, σε piερίpiτωση piου η δοµή του block χρειαστεί να αλλάξει, το version number
ϑα αυξηθεί. Ο λόγος piου αυτό το piεδίο είναι αναγκαίο είναι γιατί το blockchain
ϑα piρέpiει να είναι backward compatible µε τις piαλαιότερες εκδόσεις του.
• Backward Link: Το Backward Link του κάθε block piαράγεται αpiό όλα τα header








Στην δηµιουργία του, τα piαραpiάνω piεδία κρυpiτογραφούνται µε τον αλγόριθµο
SHA-256 και piαράγεται το backward link. Η συγκεκριµένη διαδικασία είναι
αυτή piου piιστοpiοιεί την ασφάλεια και την µη αναστρεψιµότητα σε piερίpiτωση
piου κάpiοιος piροσpiαθήσει να αλλάξει ένα block.
• Timestamp: Η χρονική στιγµή στην οpiοία το block δηµιουργήθηκε.
• Mining Difficulty: Πρόκειται για το piεδίο piου piεριγράφει το piόσο δύσκολο είναι
να piαραχθεί και να piροστεθεί στην αλυσίδα ένα νέο block.
• Nonce: Είναι ένα τυχαίο / ψευδο-τυχαίο νούµερο το οpiοίο χρησιµοpiοιείται µια
ϕορά σε κρυpiτογραφηµένες εpiικοινωνίες. Χρησιµοpiοιείται στον υpiολογισµό του
proof-of-work.
• Transaction Count: Ο αριθµός των συναλλαγών piου piεριλαµβάνει το block στα
data του.
• Transactions: Η λίστα των συναλλαγών του block. Το µέγεθος της piαραpiάνω
λίστας είναι ίσο µε το Transaction Count piου piεριγράφεται piάνω.
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• Transaction Hash: Πρόκειται για τη ϱίζα του Merkle tree. Πιο συγκεκριµένα,
όλες οι συναλλαγές piου piεριλαµβάνει ένα block ϐρίσκονται στα ϕύλλα αυτού
του δέντρου. Αυτές κρυpiτογραφούνται µε τον αλγόριθµο SHA-256 έτσι ώστε να
piαραχθεί τελικά η ϱίζα του δέντρου, η οpiοία είναι αpiόγονος όλων των κρυpiτο-
γραφηµένων συναλλαγών. Σε piαρακάτω εικόνα αpiοτυpiώνεται το Merkle tree.
Σχήµα 2.3: Παράδειγµα του Merkle Tree [6]
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2.3.2 Αξιοpiοίηση piεδίων
Στην piαρούσα εργασία έχουν εpiιλεχθεί να αξιοpiοιηθούν τα piαρακάτω piεδία :
• Block size: Το µέγεθος του block είναι µια piολύ σηµαντική piοσότητα για την
διαδικασία των piειραµάτων αφού δείχνει το piόσο µεγάλο είναι, συνεpiώς το piόση
piληροφορία piεριλαµβάνει.
• Mining Difficulty: Η δυσκολία δηµιουργίας ενός block αpiό τους miners είναι
εξίσου σηµαντικός piαράγοντας piου µας δείχνει εάν ένα block είναι σηµαντικό στο
σύνολο του blockchain. Αυτή η piληροφορία λαµβάνεται υpiόψη στα piειράµατα
την µνήµη cache piου αναλύονται σε εpiόµενο κεφάλαιο.
• Transaction Counter: ΄Ενας ακόµη piαράγοντας piου λαµβάνεται υpiόψη είναι το
σύνολο των συναλλαγών piου piεριλαµβάνει ένα block. ΄Οσες piερισσότερες συναλ-




Στο κεφάλαιο 3 piεριγράφεται η δοµή της µνήµης καθώς εpiεξηγούνται και τα µέρη
αυτής αναλυτικά.
3.1 ∆οµή µνήµης
Ηpiροσωρινή µνήµη (cache) piου έχει χρησιµοpiοιηθεί για την piαρούσα έρευνα χωρίζεται
σε τµήµατα. Πρόκειται για ένα διαχωρισµό της µνήµης ούτως ώστε το κάθε τµήµα της
να κρατάει διαφορετικής δηµοφιλίας δεδοµένα. Ο διαχωρισµός της σε τµήµατα δεν
είναι τυχαίος, µιας και ορίζουµε ένα αριθµό λ ο οpiοίος δείχνει το µέγεθος του ενός
τµήµατος σε σχέση µε το συνολικό µέγεθος. Για την µελέτη των piειραµάτων η cache
έχει χωριστεί σε 2 τµήµατα, το τµήµα piροθέρµανσης και το κύριο τµήµα, τα οpiοία ϑα
αναλυθούν piερεταίρω piαρακάτω.





Οι µεταβλητή totalcacheSize δηλώνει το συνολικό µέγεθος της µνήµης cache ενώ η
µεταβλητή earlypartSize δηλώνει το µέγεθος του τµήµατος piροθέρµανσης. Η µεταβλητή
λ κατά την piειραµατική διαδικασία piαίρνει τιµές αpiό 0.5 ως 0.8. Πιο συγκεκριµένα ,
piρόκειται για το piοσοστό εpiί τοις εκατό του µεγέθους του τµήµατος piροθέρµανσης, ως




Πρόκειται για το µεγαλύτερο σε µέγεθος τµήµα της µνήµης cache. Εδώ αpiοθηκεύονται
τα λιγότερο δηµοφιλή στοιχεία, τα οpiοία µε το piου αpiοκτήσουν την αpiαιτούµενη δη-
µοφιλία, µεταφέρονται στο κύριο τµήµα. Για να piροσδιοριστεί το piότε ένα στοιχείο της
cache είναι αρκετά δηµοφιλές, ορίζουµε ένα popularity threshold το οpiοίο ανάλογα
µε το συνολικό µέγεθος της cache µpiορεί να piάρει τιµές αpiό 1 µέχρι 5. ΄Οταν ένα
στοιχείο εισέρχεται στο τµήµα piροθέρµανσης για piρώτη ϕορά τότε η δηµοφιλία του
ισούται µε 1. Στην piερίpiτωση piου το συγκεκριµένο στοιχείο ξανα Ϲητηθεί, η δηµοφιλία
του αυξάνεται κατά µία µονάδα. Τελικά, όταν η δηµοφιλία του ξεpiεράσει το threshold
piου έχουµε ορίσει για το συγκεκριµένο τµήµα της cache, αυτό µεταφέρεται στο τµήµα
piου piροορίζεται για να αpiοθηκεύει τα piιο δηµοφιλη δεδοµένα.
3.2.2 Κύριο τµήµα
Το κύριο τµήµα της µνήµης είναι αυτό στο οpiοίο αpiοθηκεύονται τα piιο δηµοφιλή
blocks. Λόγω αυτού του διαχωρισµού, οι piιο “hot” εγγραφές συγκεντρώνονται σε ένα
κοµµάτι της cache, ούτως ώστε να είναι αρκετά piιο εύκολη η piροσpiέλαση τους.
Και στα δύο τµήµατα ( piροθέρµανσης και κύριο ) εφαρµόζονται piολιτικές αντικατάστα-
σης στην piερίpiτωση piου γεµίσουν αpiό blocks. Οι piολιτικές αυτές εpiεξηγούνται λεpiτο-
µερώς σε εpiόµενα κεφάλαια.
Στην piαρακάτω εικόνα ϕαίνεται η δοµή της µνήµης η οpiοία είναι χωρισµένη στα 2
τµήµατα piου αναφέρθηκαν piιο piάνω. ΄Οταν ένα block του τµήµατος piροθέρµανσης
γίνει αρκετά δηµοφιλές, τότε µεταφέρεται στο κύριο τµήµα της µνήµης. Στο piαράδειγ-
µα της εικόνας, το block µε id 10, έχει δηµοφιλία µεγαλύτερη της µονάδας, και για
αυτό το λόγο µεταφέρεται στο κατάλληλο τµήµα της µνήµης.




΄Οταν η µνήµη cache γεµίζει piρέpiει να εφαρµοστεί κάpiοια piολιτική αντικατάστασης
ώστε να ϕύγει η piιο ασήµαντη εγγραφή και να αpiοθηκευτεί µια νέα. Στα piλαίσια της
piαρούσας εργασίας , εκτός των κοινών piολιτικών αντικατάστασης, έχει δοθεί έµφαση
στην σηµαντικότητα του block ανάλογα µε τις τιµές των piεδίων του. Στις εpiόµενες
ενότητες αυτού του κεφαλαίου αναλύονται οι αλγόριθµοι piάνω στους οpiοίους ϑα εκτε-
λεστούν τα piειράµατα.
4.1 Σηµαντικότητα block
Στην piροσοµοίωση της cache, όταν ένα block piρόκειται να piροστεθεί στη µνήµη, υ-
piολογίζεται για αυτό ένα νέο piεδίο, αυτό της σηµαντικότητας του. Το piόσο σηµαντικό
είναι ένα block καθορίζεται αpiό τα piεδία του. Στο κεφάλαιο 2 έχουν αναφερθεί τα
piεδία piου piεριλαµβάνει κάθε block, καθώς και το τι σηµαίνει το καθένα. Με ϐάση
αυτά, piροέκυψαν οι piαρακάτω αλγόριθµοι όσον αφορά την σηµαντικότητα του.
4.1.1 Mining Difficulty Significance (MDS)
΄Ενας σηµαντικός piαράγοντας ο οpiοίος µpiορεί να καθορίσει το piόσο σηµαντικό είναι
ένα block είναι η δυσκολία εξόρυξης του (Mining Difficulty). ΄Οσο piιο δύσκολο είναι
για τους miners να piαραγάγουν ένα block, τόσο piιο σηµαντικό το κάνει.
Ο µαθηµατικός τύpiος για τον υpiολογισµό της σηµαντικότητας του block µε ϐάση την
δυσκολία εξόρυξης του αpiοτυpiώνεται piαρακάτω:
BSF =
BSize + 2 ∗MD + TC
BSize +MD + TC
(4.1)
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4.1.2 Transactions Counter Significance (TCS)
Ο αριθµός των συναλλαγών piου piεριλαµβάνει κάθε block είναι εpiίσης ένας piαράγοντας
piου καθορίζει το piόσο σηµαντικό είναι. ΄Οταν ένα block piεριλαµβάνει αρκετές συναλ-
λαγές τότε σηµαίνει ότι είναι χρήσιµο και σηµαντικό. Στην συγκεκριµένη piερίpiτωση
στο block piροστίθεται το piεδίο significance το οpiοίο δίνεται αpiό τον piαρακάτω τύpiο:
BSF =
BSize +MD + 2 ∗ TC
BSize +MD + TC
(4.2)
4.1.3 Block Size Significance (BSS)
΄Ενα ακόµη piεδίο του block piου υpiοδεικνύει το εάν αυτό είναι σηµαντικό ή όχι είναι το
µέγεθος του. ΄Ενα µεγάλο block ϑα µpiορούσε να ϑεωρηθεί piως είναι εpiίσης σηµαντικό
µιας και το µέγεθος του δηλώνει piως το block piεριέχει αρκετή piληροφορία. Για τον
καθορισµό του significance του block εφαρµόζεται ο piαρακάτω τύpiος :
BSF =
2 ∗ BSize +MD + TC







Οι piαραpiάνω µεταβλητές έχουν υpiοστεί κανονικοpiοίηση ως piρος τι µέγιστες τιµές τους.






Κατά την εισαγωγή ενός block στην µνήµη piροστίθεται ένα ακόµη piεδίο, αυτό της
δηµοφιλίας του (popularity). ΄Οταν ένα block µpiαίνει για piρώτη ϕορά, τότε το piεδίο
piου δηλώνει την δηµοφιλία του αρχικοpiοιείται στην τιµή 1. ΄Οταν Ϲητηθεί για δεύτερη
ϕορά, τότε ανανεώνεται η τιµή αυτού του piεδίου καθώς αυξάνεται κατά µια µονάδα.
Με ϐάση αυτό το piεδίο, η cache µpiορεί να υpiοστηρίξει µια piολιτική αντικατάστασης
κατά την οpiοία, το piιο ασήµαντο στοιχείο της, είναι αυτό piου έχει την χαµηλότερη
δηµοφιλία.
4.3 Σειρά εισαγωγής block στην cache (Insertion Or-
der Significance)
΄Ενα ακόµη στοιχείο όpiου δηλώνει εάν ένα block piρέpiει να κρατηθεί στη µνήµη διότι
ίσως χρειαστεί ξανά στο µέλλον είναι το piότε αυτό εισήχθει στην cache για piρώτη
ϕορά. ΄Οταν εισάγεται ένα block στην cache κρατάµε έναν µετρητή ο οpiοίος δείχνει το
piοιά εισαγωγή είναι αυτή piου εκτελείται εκείνη τη δεδοµένη στιγµή. Η µεταβλητή αυτή
αρχικοpiοιείται στο 0 piριν την εκτέλεση του piειράµατος, και αυξάνεται όσο εκτελείται το
piείραµα. Για piαράδειγµα το 1ο block piου piροστίθεται στην cache έχει insertion order
ίσο µε τη µονάδα, το 2ο δύο κ.ο.κ. Με αυτόν τον τρόpiο το block µε τη µεγαλυτερη σειρά
εισαγωγής ϑεωρείται piιο σηµαντικό αpiό ένα άλλο piου έχει µικρότερη τιµή, δηλαδή piου
έχει εισαχθεί piιο piαλιά στη µνήµη.
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4.4 Ψευδοκώδικες
Σε αυτή την ενότητα piεριγράφονται οι ψευδοκώδικες των αλγορίθµων piου αναλύθηκαν
σε αυτό το κεφάλαιο.
Algorithm 1 Mining Difficulty Significance
1: for each: blocki ∈ inputDataset do
2: significancePolicy← MDS








11: hitRatio ← totalHits/blocks.length
12: print(hitRatio)
Algorithm 2 Transaction Counter Significance
1: for each: blocki ∈ inputDataset do
2: significancePolicy← TCS








11: hitRatio ← totalHits/blocks.length
12: print(hitRatio)
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Algorithm 3 Block Size Significance
1: for each: blocki ∈ inputDataset do
2: significancePolicy← BSS








11: hitRatio ← totalHits/blocks.length
12: print(hitRatio)
Algorithm 4 Insertion Order Significance
1: for each: blocki ∈ inputDataset do
2: significancePolicy← IOS








11: hitRatio ← totalHits/blocks.length
12: print(hitRatio)
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Οι ψευδοκώδικες των συναρτήσεων updateBlockInCache() και addBlockInCache():
Algorithm 5 Update Block in Cache
1: blockPopularity + +
2: if blockPopularity > 1 then
3: if mainPart has space then
4: Insert block at mainPart
5: else
6: Remove lowest significant block
7: Insert block at main part
8: end if
9: else
10: Add block at early part
11: end if
Algorithm 6 Add Block in Cache
1: if earlyPart has space then
2: Insert block at earlyPart
3: else
4: Remove lowest significant block




Για τον αλγόριθµο piου αφαιρεί το λιγότερο δηµοφιλές block αpiό τη µνήµη γίνεται µια
διαφοροpiοίηση στις piαραpiάνω συναρτήσεις (addBlockInCache, updateBlockInCache)
και στα ϐήµατα όpiου αφαιρείται το λιγότερο σηµαντικό block, καλείται η συνάρτηση η
οpiοία αφαιρεί το λιγότερο δηµοφιλές block αpiό τη µνήµη.
Algorithm 7 Remove Lowest Significant Block
1: lowestSignificantBlock ← null
2: lowestSignificance ← −∞
3: for each: blocki ∈ cachePart do
4: if blockisignificance > lowestSignificance then
5: lowestSignificantBlock ← blocki




Algorithm 8 Remove Lowest Popular Block
1: lowestPopularBlock ← null
2: lowestPopularity← −∞
3: for each: blocki ∈ cachePart do
4: if blockipopularity > lowestPopularity then








Τα δεδοµένα των piειραµάτων έχουν piροσοµοιωθεί και έχουν piαραχθεί αpiό εφαρµογή
piου δηµιουργήθηκε για τον σκοpiό αυτό. Πρόκειται για ένα σύνολο αpiό blocks σε JSON
[5] µορφή τα οpiοία piεριλαµβάνουν τυχαίες τιµές για την εκτέλεση των piειραµάτων. Ο
τρόpiος piου piαράγονται δεν είναι τυχαίος, καθώς µια τέτοια κατανοµή αpiό blocks δεν
αντιpiροσωpiεύει την piραγµατικότητα. Είναι λογικό piως κάpiοια blocks ϑα εµφανίζονται
piερισσότερες ϕορές αpiό κάpiοια άλλα. Οι κατανοµές piου χρησιµοpiοιήθηκαν για την
δηµιουργία του data set καθώς και ο τρόpiος piου piροσοµοιώθηκαν piεριγράφονται σε
αυτό το κεφάλαιο.
5.1 Zipfian κατανοµή
Αυτή η κατανοµή αναφέρεται σε ϕαινόµενα όpiου έχουµε piολλές εµφανίσεις µικρών
γεγονότων και λίγες εµφανίσεις µεγάλων γεγονότων. Για piαράδειγµα, έχουµε piολλές
µικρές piόλεις ενώ piαράλληλα έχουµε λίγες µεγάλες. ΄Ενα ακόµη piαράδειγµα είναι και
η συχνότητα χρήσης λέξεων µιας γλώσσας, µιας και υpiάρχουν λέξεις οι οpiοίες χρησιµο-
piοιούνται αρκετά συχνά, ενώ άλλες αρκετά σpiάνια. Ο δυναµο-νόµος [9] piεριγράφεται
αpiό την piαρακάτω εξίσωση:
r ∗ f = k (5.1)
΄Οpiου r είναι είναι η σειρά εµφάνισης ενός γεγονότος και f είναι η συχνότητα εµφάνισης
του. Το γινόµενο αυτό είναι σχεδόν σταθερό ίσο µε k. Στο piαρακάτω γράφηµα αpiεικο-
νίζεται γραφικά το piως κατανέµονται τα δεδοµένα σε µια κατανοµή piου ακολουθεί τον
νόµο του zipf.
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Σχήµα 5.1: Κατανοµή νόµου δύναµης [9].
Στην piαραpiάνω εικόνα piαρουσιάζεται ακριβώς το piως κατανέµονται τα δεδοµένα σε
µια zipf κατανοµή. Στα αριστερά ϕαίνονται οι λίγες τιµές piου εµφανίζονται συχνά, ενώ
δεξιά, στην ουρά της γραφικής piαράστασης εµφανίζονται οι piιο σpiάνιες εµφανίσεις
δεδοµένων.
5.2 Παραλλαγές εκθέτη zipf
Αναλύοντας τον νόµο του zipf [10][11] λίγο piερισσότερο µε µια piιο µαθηµατική ερµη-
νεία ϑα δούµε piως η συχνότητα εµφάνισης ενός γεγονότος δίνεται αpiό τον piαρακάτω
τύpiο:




΄Οταν ο νόµος του zipf εφαρµόζεται για piαράδειγµα σε piληθυσµούς piόλεων, τοτε έχει
ϐρεθεί piως η ιδανική τιµή για τον εκθέτη είναι για s = 1.07. Η piροκαθορισµένη τιµή
για τον εκθέτη είναι η µονάδα, όµως για τα piειράµατα έχουν εξεταστεί διάφορες τιµές
σε εύρος αpiό 0.8 εώς και 2.0 .
Για την piλειοψηφία των piειραµάτων ο εκθέτης piήρε την τιµή 1.1 , τιµή piολύ κοντινή
στην piροκαθορισµένη τιµή του εκθέτη. Εκτελέστηκαν όµως και piειράµατα για µικρότε-
ϱους καθώς και µεγαλύτερους εκθέτες τα οpiοία piαρουσιάζονται στο εpiόµενο κεφάλαιο.
Σχήµα 5.2: Zipf PMF (Probability mass function)
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5.3 Προσοµοίωση
Για την εκτέλεση των piειραµάτων αναpiτύχθηκε ένα ϐοηθητικό λογισµικό piου piαράγει
το σύνολο των δεδοµένων piου ϑα δοθούν σαν είσοδος στην µνήµη cache. Πιο συγκε-
κριµένα, piρόκειται για έναν µηχανισµό piου piαράγει ένα σύνολο αpiό blocks σε JSON
µορφή, µε τρόpiο τέτοιο ώστε να υpiάρχουν αφενός µεν αρκετές ίδιες εγγραφές, αφε-
τέρου δε να piαράγονται µε τέτοιο τρόpiο ώστε να ακολουθούν µια κατανοµή. ΄Εpiειτα
αpiό έρευνα, εpiιλέχθηκε η κατανοµή piου ακολουθεί τον νόµο του zipf µε τιµή εκθέτη
s=1.1 (Ενότητα 5.2). Η διαδικασία piαραγωγής των block γίνεται ως εξής.
∆ηµιουργείται µια zipfian κατανοµή ακεραίων µεγέθους N. Παράγονται N blocks όpiου
σε κάθε block id αντιστοιχίζεται ένας τυχαίος ακέραιος της piαραpiάνω κατανοµής. ΄Ε-
piειτα, για τον καθορισµό του συνδέσµου του block µε το piροηγούµενο ορίζεται σαν
block id το id του N-1 block. Στην συνέχεια ορίζονται µε τυχαίο τρόpiο τα εξής στοιχεία
του κάθε block:
• Block size : [ 900 , 1500 KB ]
• Transactions counter : [ 800 , 1200 ]
• Mining Difficulty : [ 1 , 100 ]
• Timestamp
Το timestamp κάθε block i είναι piάντα µεγαλύτερο αpiό το timestamp του i-1 block.
Σηµαντική σηµείωση είναι ό,τι όταν το τυχαίο block id στην piαραγωγή των δεδοµένων
υpiάρχει ήδη στο data set, τότε τα στοιχεία block size , transactions counter , mining
difficulty και timestamp piαραµένουν ίδια. Αυτό γίνεται ώστε να έχουµε piολλά ίδια
blocks ώστε να εφαρµοστεί η piολιτική αντικατάστασης στην µνήµη cache.





Στην ενότητα αυτή αναλύονται τα piειράµατα piου εκτελέστηκαν για τις ανάγκες της piα-
ϱούσας εργασίας καθώς και αpiοτυpiώνονται γραφικά τα αpiοτελέσµατα των piειραµάτων.
6.1 Πειραµατική διαδικασία
Για την υλοpiοίηση των piειραµάτων piαράχθηκε ένα σύνολο αpiό 1000 blocks µε τη
ϐοήθεια του µηχανισµού piου αναλύθηκε στο κεφάλαιο 5. Πρόκειται για ένα σύνολο
piου υpiακούει στην zipfian κατανοµή ούτως ώστε τα δεδοµένα και η Ϲήτηση τους να
συµβαδίζουν µε την piραγµατικότητα. Το µέγεθος της συνολικής µνήµης κυµαίνεται
αpiό 20 ως 200 slots, δηλαδή piρόκειται για ένα piοσοστό αpiό 0,02 % ως 0,2 % εpiί του
συνόλου του input data-set.
Στην αρχή της piειραµατικής διαδικασίας piροσδιορίζεται το συνολικό µέγεθος της µνήµης
cache καθώς και ο piαράγοντας λ piου piροσδιορίζει το piως το συνολικό µέγεθος κα-
τανέµεται στα µέρη της cache, το τµήµα piροθέρµανσης και το κύριο τµήµα. Στην
piερίpiτωση piου το µέγεθος της cache είναι 100 ϑέσεις, τότε για λ = 0,6 το τµήµα
piροθέρµανσης αρχικοpiοιείται µε 60 ϑέσεις ενώ το κύριο τµήµα µε τις υpiόλοιpiες 40.
Στα piειράµατα, για τις διάφορες τιµές της µεταβλητής λ , ελέγχεται η αpiόδοση των
αλγορίθµων piου υλοpiοιήθηκαν όσον αφορά το hit ratio της µνήµης.
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6.2 Αpiοτελέσµατα
6.2.1 Αpiόδοση για τις τιµές του λ
Σε αυτήν την υpiοενότητα καταγράφεται η αpiόδοση του κάθε αλγορίθµου συγκριτικά
µε το µέγεθος των τµηµάτων της µνήµης.
Σχήµα 6.1: Αpiόδοση MDS για διάφορα λ .
Στο piαραpiάνω διάγραµµα αpiεικονίζεται η αpiόδοση του αλγορίθµου Mining Difficulty
Significance για τις διάφορες τιµές της µεταβλητής λ. Παρατηρείται piως όταν το µέγεθος
του early part είναι µικρότερο αpiό το main part της µνήµης cache ( λ µικρότερο αpiό
0,50 ) και piαράλληλα το συνολικό µέγεθος της µνήµης είναι µικρό, τότε ο αλγόριθµος
εµφανίζει piερισσότερα hits.
Για το συγκεκριµένο piείραµα το µέγιστο hit ratio εµφανίζεται για λ = 0.60 µε την τιµή
του να ϕτάνει στο 0.7019 % ενώ η χειρότερη αpiόδοση καταγράφεται όταν ο piαράγοντας
λ piάρει την τιµή 0,40. Σε αυτήν την piερίpiτωση το piοσοστό των hits εpiί του συνόλου
ανέρχεται στο 0.618 % .
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Σχήµα 6.2: Αpiόδοση BSS για διάφορα λ .
Οµοίως στο piαραpiάνω διάγραµµα ϕαίνεται η αpiόδοση του αλγορίθµου Block Size Si-
gnificance για τα διάφορα λ piου µελετήθηκαν. Η συµpiεριφορά αυτού του αλγορίθµου
είναι σχεδόν ίδια µε αυτή του MD. Χαρακτηριστικά, το µέγιστο hit ratio εpiιτυγχάνεται
για λ = 0,60 . Για αυτήν την τιµή του λ το hit ratio max ισούται µε 0.6963 % για την
piερίpiτωση piου το συνολικό µέγεθος της µνήµης είναι 200 ϑέσεις.
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Σχήµα 6.3: Αpiόδοση TCS για διάφορα λ .
Για τον αλγόριθµο Transaction Counter Significance τα αpiοτελέσµατα ακολουθούν το
ίδιο µοτίβο, µε τη διαφορά οτι το µέγιστο hit ratio εpiιτυγχάνεται για λ = 0,55 , µε την
τιµή του να ϕτάνει στο 0.6807 % για την piερίpiτωση piου η συνολική µνήµη είναι 200
ϑέσεων.
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Σχήµα 6.4: Αpiόδοση IOS για διάφορα λ .
Τέλος, στο piαραpiάνω διάγραµµα piαρουσιάζεται ο αλγόριθµος Insertion Order Signi-
ficance. Ο συγκεκριµένος αλγόριθµος εµφανίζει για λ = 0,60 το µεγαλύτερο piοσοστό
αpiό κάθε άλλο αλγόριθµο. Το hit ratio για την piαραpiάνω piερίpiτωση είναι 0.7019 %
. Εpiίσης µε ϐάση τα αpiοτελέσµατα piαρατηρείται ότι εκτός της piερίpiτωσης όpiου το λ
ισούται µε 0,40 , οι υpiόλοιpiες piεριpiτώσεις εµφανίζουν µεταξύ τους piαρόµοια αpiοτε-
λέσµατα. Αυτό ϕαίνεται γραφικά, αφού η κόκκινη, η µpiλε και η µωβ καµpiύλη σχεδόν
εφάpiτονται για τα διάφορα µεγέθη της cache.
Βλέpiουµε piως και στους 4 αλγόριθµους piου αναλύθηκαν piαραpiάνω, για µικρά λ piα-
ϱουσιάζεται καλύτερη αpiόδοση στο hit ratio όταν το συνολικό µέγεθος της µνήµης είναι
αρκετα µικρό. Πιο συγκεκριµένα, όταν το λ είναι µικρότερο αpiό 0,5 το hit ratio ϕτάνει
και στο 0.3% . Αpiό τα piειράµατα piροκύpiτει η piαρακάτω εξηγηση:
Σε µικρές µνήµες 50 ϑέσεων και κάτω, όταν ϑέτουµε το λ µικρότερο του 0,5 , δεσµε-
ύουµε piαραpiάνω ϑέσεις για τα piιο δηµοφιλή blocks. ΄Ετσι όταν Ϲητηθεί ένα block
piολλές ϕορές, αυτό ήδη υpiάρχει στο κύριο τµήµα της µνήµης. Στις piεριpiτώσεις όpiου
δεσµεύοµαι piαραpiάνω ϑέσεις για τα λιγότερο δηµοφιλή blocks (λ µεγαλύτερο αpiό 0,5)
, εµφανίζονται piερισσότερες αστοχίες στη µνήµη διότι τα δηµοφιλη blocks piου αpiοθη-
κεύονται είναι λιγότερα. Σε piεριpiτώσεις όpiου το συνολικό µέγεθος της µνήµης είναι
50 ϑέσεις και άνω, αυτή η συµpiεριφορά της µνήµης ως piρος τα hits αρχίζει και εξαλε-
ίφεται, αφού ήδη υpiάρχουν piερισσότερες ϑέσεις στη µνήµη για να κρατήσουν ακόµη
και τα όχι τόσο σηµαντικά blocks.
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6.2.2 Σύγκριση αλγορίθµων
Σύµφωνα µε τα piαραpiάνω αpiοτελέσµατα, piαρατηρείται piως η ϐέλτιστη κατανοµή του
συνολικού µεγέθους της µνήµης στα τµήµατα piου την αpiοτελούν δίνεται όταν η τιµή
της µεταβλητής λ ισούται µε 0,60. Για piαράδειγµα, όταν η cache είναι 200 ϑέσεων,
το τµήµα της µνήµης piου είναι υpiεύθυνο για τα µη δηµοφιλή blocks (early part) έχει
µέγεθος 120 ϑέσεις και οι υpiόλοιpiες 80 είναι το µέγεθος του τµήµατος της cache όpiου
ϕιλοξενεί τα piιο δηµοφιλή blocks.
Στην piαρακάτω εικόνα, piαρουσιάζεται η αpiόδοση όλων των αλγορίθµων για λ = 0,6 .
Σχήµα 6.5: Αpiόδοση αλγορίθµων - Συγκεντρωτικός.
Αpiό το διάγραµµα της piαραpiάνω εικόνας piαρατηρούµε piως τα µεγαλύτερα piοσοστά
hit ratio εµφανίζονται κατά ϕθίνουσα σειρά ως εξής :
• IOS (max hit ratio: 0.7019 %)
• BSS (max hit ratio : 0.6963 %)
• MDS (max hit ratio : 0.6886 %)
• TCS (max hit ratio : 0.6748 %)
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6.2.3 Πολλαpiλά data set
Τα piροηγούµενα piειράµατα εκτελέστηκαν για ένα σύνολο δεδοµένων piου υpiακούουν
στην κατανοµή zipf. ΄Οpiως είδαµε στο piροηγούµενο κεφάλαιο, για τον εκθέτη του
νόµου zipf piου piαρήγαγε τα δεδοµένα χρησιµοpiοιήθηκε η τιµή s = 1,1 .
Παρόλα αυτά, για τις ανάγκες των piειραµάτων, piαράχθηκαν piερισσότερα data sets
για διάφορες τιµές του s. ΄Οσο µικρότερη είναι η τιµή του s, τόσο piιο τυχαία είναι τα
δεδοµένα / blocks piου piαράγονται.
Στο piαρακάτω γράφηµα εpiιλέχθηκε να αναλυθεί το piως συµpiεριφέρεται ο αλγόριθµος
MDS ( Mining Difficulty Significance) για τις διάφορες τιµές του εκθέτη του δυναµό-
νόµου zipf. Πιο συγκεκριµένα εξετάζεται το piως αpiοδίδει ο piαραpiάνω αλγόριθµος ως
piρος το hit ratio της µνήµης cache για σταθερό λ = 0,6.
Οι τιµές του εκθέτη για την piαραγωγή των δεδοµένων των piειραµάτων κυµαίνονται
αpiό 0,8 (piιο τυχαία κατανοµή block) εως 2,0 (συγκεκριµένα blocks εµφανίζονται piολύ
συχνά).
Σχήµα 6.6: Παραλαγές εκθέτη s του zipf νόµου.
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Παρατηρώντας το σχήµα 6.6 ϐλέpiουµε, όpiως ήταν αναµενόµενο, piως η αpiόδοση της
µνήµης ως piρος το hit ratio είναι piολύ χαµηλή όταν ο εκθέτης είναι κάτω αpiό τη
µονάδα. Η σχεδόν τυχαία κατανοµή των blocks έχει ως αpiοτέλεσµα η συγκεκριµένη
piολιτική αντικατάστασης να µην έχει καλά αpiοτελέσµατα. Το µέγιστο piοσοστό των hits
ανέρχεται στο 0.33 % .
΄Οσο η τιµή του εκθέτη αυξάνεται, τόσο piιο αpiοδοτική γίνται η συγκεκριµένη piολιτική.
Αξιοσηµείωτη είναι η συµpiεριφορά του αλγορίθµου όταν ο εκθέτης piαίρνει τιµές αpiό
1.3 ως 2.0 . Σε αυτές τις piεριpiτώσεις ϐλέpiουµε piως οι καµpiύλες έχουν αpiότοµη κλίση
καθώς ακόµη και όταν το µέγεθος της µνήµης είναι piολύ µικρό (20 ϑέσεις), τα piοσοστά
των hits κυµαίνονται αpiό 0.3% εως και 0.8 % . Η piαραpiάνω συµpiεριφορά εξηγείται
αpiό το γεγονός ότι υpiάρχει µεγάλη Ϲήτηση για συγκεκριµένα µόνο blocks.
Τέλος, για τις piεριpiτώσεις όpiου ο εκθέτης piαίρνει τιµές µεγαλύτερες αpiό 1.6 , piαρα-
τηρείται piως το µέγιστο hit ratio εpiιτυγχάνεται αpiό piολύ νωρίς, για τα µικρά µεγέθη
της µνήµης, και η καµpiύλη γίνεται ευθεία γραµµή piαράλληλη στον άξονα x. Σε αυτές
τις piεριpiτώσεις το µέγιστο piοσοστό των hits αγγίζει το 0.96 % . Ο λόγος για τον οpiο-
ίο η καµpiύλη συµpiεριφέρεται µε αυτόν τον τρόpiο είναι διότι τα block piου Ϲητούνται
κατά την διάρκεια του piειράµατος έχουν αpiοθηκευτεί αpiό piολύ νωρίς στη µνήµη. Το
0.04% αστοχίας της µνήµης αναφέρεται στα cold misses τα οpiοία είναι αναpiόφευκτα.




΄Οταν η µνήµη cache είναι άδεια, στην αρχή του piειράµατος, είναι λογικό να υpiάρχουν
misses µέχρι να αρχίσει να γεµίζει και να εµφανιστούν τα 0 piρώτα hits. Πιο συγκε-
κριµένα, όταν ένα block Ϲητείται για piρώτη ϕορά, αυτό ϑεωρείται miss για τη µνήµη.
Με ϐάση αυτό, στα piειράµατα piου έγιναν το µέγιστο hit ratio piου εpiιτυγχάνουν οι
piολιτικές αντικατάστασης piου υλοpiοιήθηκαν για την default τιµή του zipf εκθέτη είναι
0.737%. Αυτό σηµαίνει piως το υpiόλοιpiο 0.263 % αντιστοιχεί στο piοσοστό των cold
start misses ή αλλιώς first reference misses.
6.3.2 Στατιστικά δηµοφιλίας των blocks
Ο διαχωρισµός της µνήµης σε τµήµατα , καθιστά το κύριο τµήµα υpiεύθυνο για την
ϕιλοξενία των δηµοφιλών blocks. ΄Ετσι, µετά το τέλος των piειραµάτων, στο κύριο µέρος
της µνήµης ϐρίσκονται blocks τα οpiοία piεριλαµβάνουν και ένα αναγνωριστικό της
δηµοφιλίας τους. Για piαράδειγµα , στα piαραpiάνω piειράµατα, αpiοθηκεύονται blocks
τα οpiοία έχουν popularity µέχρι και 169. Αυτό σηµαίνει ότι Ϲητήθηκε 169 ϕορές,






Οι piολιτικές αντικατάστασης σε µνήµες cache ήταν, είναι και ϑα είναι ένα piολύ σηµα-
ντικό ϑέµα για όλα τα συστήµατα. Στην piαρούσα εργασία τέθηκε ως στόχος η ανάpiτυξη
νέων piολιτικών αντικατάστασης οι οpiοίες ϐασίζονται στη σηµαντικότητα των δεδοµένων
piου αpiοθηκεύονται σε αυτήν.
Είδαµε piως για τις εφαρµογές piου εpiεξεργάζονται και αpiοθηκεύουν δεδοµένα αpiό blo-
ckchain µpiορούν να αναpiτυχθούν τέτοιες piολιτικές αντικατάστασης οι οpiοίες αντί να
αpiοθηκεύουν ολόκληρη τη δοµή blockchain, ϕιλοξενούν στη µνήµη µόνο τα σηµαντικά
blocks αpiό αυτό.
Τέλος, αναλύθηκε και ένα µοντέλο της µνήµης cache η οpiοία είναι χωρισµένη σε
τµήµατα, το καθένα αpiό αυτά έχει τη δική του χρησιµότητα. ΄Ετσι, µετα το τέλος των
piειραµάτων, είδαµε piως στο κύριο τµήµα αpiοθηκεύονται τα piιό σηµαντικά blocks για
το σύστηµα piου piροσοµοιώθηκε.
7.2 Προτάσεις για µελλοντική έρευνα
Μια µελλοντική εpiέκταση της piαρούσας εργασίας ϑα µpiορούσε να είναι η χρησιµοpiο-
ίηση piραγµατικών blocks αpiό blockchain µε ϱεαλιστικές τιµές και όχι η piροσοµοίωση
αυτών. Σηµαντικό είναι να αναφερθεί piως δεν λήφθηκαν υpiόψη οι συναλλαγές του
κάθε block, piαρά µόνο ο αριθµός τους (Transaction Counter). Εpiίσης ϑα µpiορούσαν
να αναpiτυχθούν και άλλοι αλγόριθµοι οι οpiοίοι, για το κάθε block, λαµβάνουν υpiόψη
τον δείκτη στο piροηγούµενο block στο blockchain.
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