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Abstract 
Corresponding to the definition of p-recursive functions we introduce a class of recursive 
relations in metric spaces such that each relation is generated from a class of basic relations by 
a finite number of applications of some specified operators. We prove that our class of recursive 
relations essentially coincides with our class of densely computable relations, defined via Turing 
machines. In the special case of the real numbers our subclass of recursive functions coincides 
with the classical class of computable real-valued functions, defined via Turing machines by 
Grzegorczyk, Lacombe and others. 
1. Introduction 
1.1. Discrete computability 
In the theory of discrete computability there are two main ways to introduce effec- 
tivity for functions: 1 
(a) A function f : C N + N is called computable if there is a Turing machine 
which computes a name of the output from a name of the input by a finite number of 
elementary symbol manipulations. 
(b) A function f : C N + N is called recursive if it can be generated from a class 
of basic functions by a finite number of applications of certain operators. 
Here a name of a natural number n is a word w over a finite alphabet which encodes n 
(e.g. w = lO”1). 
The class of basic functions consists of the projections and of the functions related 
with the Peano structure of N: 
O~:NNN,~HO, SW : N + N,nHn+ 1. 
* E-mail: vasco.brattka@femuni-hagende. 
’ We use the notation f : c X - Y for partial functions with dom( f) G X and N := (0, 1,2,. .} for the 
set of natural numbers. 
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Fig. 1. Computability of real-valued functions. 
operators used to generate functions are 
substitution, primitive recursion and minimization. 
type (a) approach, which is closer to physical computers, is due to Turing ([34]). 
algebraic type (b) approach, which is closer to mathematical thinking, is due to 
Kleene ([IS]) and is based on the work of Herbrand and Giidel. 
It is well-known that the class of computable functions coincides with the class of 
recursive functions. Furthermore, we have: 
Church’s Thesis. The definitions of computable resp. recursive functions are formal- 
izations of the intuitive notion of effective computability. 
1.2. Computability of real-valued functions 
In the theory of continuous computability, where functions f : C R + R are con- 
sidered, the situation is quite different. On the one hand, there are the classical Turing 
machine based type (a) definitions of Grzegorczyk ([ 10,111) and Lacombe ([23]) which 
were investigated and generalized by Hauck; Pour-El and Richards, Friedman and Ko, 
Kreitz and Weihrauch and others. In these approaches an approximation of the output 
with arbitrary precision is computed from a suitable approximation of the input. 2 
(a) A function f : C R -+ R is called computable if there is a computable operator 
F: CQ”-+Q” such that F(q) is a name of f(x), provided that q is a name 
of x (Fig. 1). 
Here a sequence of rational numbers q = (qn)nEN is called a name of x E R if 
(%I )nEN is a Cauchy sequence which converges to x fast, i.e. 
x = $rnm q,, and (Vm > n) lqn - qm 1 < 2~“. 
2 We use the notation X0 := {(x,),~N/x. E X for all n E N} for sequence spaces. 
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Furthermore, an operator F : C Q” + Q” is called computable if the corresponding 
~nctional F’ : C Q” x N -+ 62, (q, k) H F(q)(k) is computable with a Turing machine 
(cf. [IO]). 
It is easy to realize that approximately computing a tunction requires the continu- 
ity of the function. Otherwise a demanded precision of the output could hardly be 
computed from an approximation of the input in general. Hence it is a theorem in 
the type (a) approaches that computable functions are continuous. This result leads to 
the 
Thesis of Recursive Analysis. All physically computable limctions are continuous. 
In addition to the presented type (a) approach there is a kind of type (b) definition 
of recursive real functions by Blum et al. [I]. In this approach real numbers are viewed 
as entities and besides all rational functions the discontinuous tests “=” and “ 6” are 
taken as elementary. 
(BSS) A function f : C R --+ 173 is called BSS recursive if it can be generated from 
a class of basic functions (consisting of all rational functions and the sign 
function) by a finite number of applications of certain operators. 
The operators used to generate functions in the BSS approach essentially correspond 
to the operators used in the theory of discrete computability. 
The real RAM model, related to this approach, is the main model of computability 
in computational geometry (cf. [30]). Unfortunately serious problems, caused by de- 
generacies which are based on dis~ontinui~, show that this model is unrealistic in the 
sense that it cannot be implemented on physical computers (cf. [6, 161). 
This observation corresponds to a fact which is well-known in numerical analysis: 
the test ‘k = 0” is critical! 
In that way the Thesis of Recursive Analysis is empirically confirmed and as long 
as it is not falsified we should keep it. 
At this place we want to emphasize the three main disadvantages of the BSS model 
from our point of view: 
Unrealizability. There are discontinuous functions like tests which are BSS recursive 
but non-computable on physical computers. 
Iucompleten~. There are analytic functions, like the exponential function and the 
trigonometric functions, which are computable on physical computers but not BSS 
recursive. 
Uucouutahility. Since arbitrary rational functions are allowed, the class of BSS re- 
cursive functions is uncountable. (Especially there are BSS recursive functions which 
“solve” ~decidable discrete problems.) 
All together it is quite unhkely that the BSS recursive functions are a suitable 
candidate for an extension of Church’s Thesis to continuous spaces. Nevertheless, they 
may be helpful for other purposes (e.g. for the complexity analysis of numerically 
stable algorithms, cf. [33]). 
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1.3. Recursive real-valued relations 
In this paper we introduce a class of real-valued recursive relations corresponding 
to the algebraic type (b) definition: 
(b) A relation R c Iw x R is called recursive if it can be generated from a class of 
basic relations by a finite number of applications of certain operators. 
Besides the functions of the Peano structure of N, as defined above, and all projections 
of finite products of N and R, the class of basic relations consists of the functions of 
the field structure of R and of the relaxed order relation of R: 
OR : N --+ R,n +-+ 0, ln : N + R,n H 1, 
Addlw:[Wx[W-t[W,(x,y)Hx+y, M~l~:IWx[W--t[W,(x,y)~x.y, 
Neg, : R -+ F&x H -x, Invn : CR -+ R,x H l/x. 
Ordn := {(x,0)\ x < 0}u{(x,1)Jx+1 > O}CRx N. 
The operators, which will be defined in Section 3, are 
juxtaposition, composition, iteration, minimization and limitation. 
Here the first four operators are natural generalizations of the usual operators (as used 
by Blum et al. [l]). The limitation operator is an additional operator which guarantees 
the completeness of our class of recursive relations. The class of recursive relations 
is countable since the set of basic relations is. The relaxed order relation is the only 
basic relation which is not a function (Fig. 2). Fig. 3 compares recursive relations with 
BSS recursive relations. We will show that there is a reasonable notion of continuity 
for relations such that all recursive relations are continuous. 
Furthermore, we introduce the Turing machine based type (a) notion of dense com- 
putability which is an easy generalization of the type (a) notion of computability for 
functions: 
(a) A relation R & [w x iw is called densely computable if there is a computable 
operator F : CQ” --+ (QJ”)~ such that F(q) is a name of a sequence (Y,)~~N 
of real numbers which is dense in R(x), provided that q is a name of x. 
Our main result states that 
the recursive relations are essentially the densely computable ones. 
While the type (a) and (b) definitions in the theory of discrete computability were 
developed at the same time, it is surprising that our characterization seems to be the 
first complete type (b) characterization of the real-valued computable operations. 
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Fig. 3. Models of computability on the real numbers. 
Nevertheless, there are some type (b) ~haracte~zations of computable fun~tionals 
(cf. [ 10, 17, 121). Furthermore, one can deduce from the effective WeierstraD Theorem 
(proved independently by Pour-El and Caldwell [28] and Hauck [14]) that computable 
functions f’ : [a, b] + R with computable a, b E R are “uniformly recursive” in the 
following sense: they can be generated without using the order relation OrdR and with- 
out applying the minimization operator to real-valued functions (cf. [ 14,321). Recently 
there are some other approaches to recursion on the real numbers (cf. 19,251). 
1.4. Why we do consider elations 
Now the question may arise, why we do use relations to characterize computability 
instead of confining ourselves to functions. The answer is as follows: if we wish to 
perform computations which are not straightforward but allow branchings depending 
on the input, we have to gain finite information about a given real number, i.e. we 
need operations of the type t : W + N. Since continuous functions from a connected 
space to a discrete space are constant, we know that interesting operations of this type 
cannot have both properties: 
continuity and functionality. 
So, asked to choose one of these conflicting properties we have decided to drop func- 
tionality in order to keep continuity, which is a necessary condition to meet the Thesis 
of Recursive Analysis. 
The type (a) approaches evade this problem on the level of the names: the sequence 
space Q”, used to represent real numbers, is zero-dimensional and hence totally dis- 
connected, i.e. non-trivial continuous tests are available. 
It may be intuitive to think of our relations as “non-deterministic operations”. But 
the reader should be warned that this notion of non-dete~inism is not the usual one. 
Especially this type of non-determinism is compatible with deterministic computers: 
the result of a computation does not depend on a random choice of the computation 
path but on the actual representation of the infinite input. A program of this type is 
correct for a fixed input if each corresponding computation path leads to a valid result. 
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Another reason to extend the investigation to relations is that relations are of interest 
by their own. For example the relation ROOTS C @” x C”, defined by 
{ I 
n-1 
ROOTS := (a, w) {ws,. . . , I++_~} is the set of zeros of zn + C akzk , 
k=O 1 
is computable (cf. [20]) but it has no continuous selector, i.e. there is no continuous 
function f : 5 C” -+ C’ such that 3 graph(f) C ROOTS. 
1.5. Survey 
Section 2 provides continuous relations and some topological tools. Afterwards in 
Section 3 the recursion operators are defined and explained. Section 4 deals with re- 
cursive space systems and recursive relations. Finally in Section 5 to 8 the class of 
recursive relations is compared with the class of densely computable relations, defined 
via Turing machines in computable metric spaces. Thereby in Section 6 it is shown 
that the recursion operators preserve dense computability and in Section 7 it is shown 
that all strongly densely computable relations can be generated by the recursion op- 
erators, Furthermore, a normal form theorem, which corresponds to Kleene’s Normal 
Form Theorem, is deduced and in Section 8 the results are applied to the spaces [w 
and V[O, 11. 
2. Topological preliminaries 
In this section we prepare the topological framework for our definition of recursive 
relations. We introduce continuous relations as well as two limits and two distances 
for sets. 
2.1. Continuous relations 
We start with some basic set theoretic notations for relations. Generalizing the nota- 
tion f : CX + Y for partial functions we will write R : CX ++ Y for partial relations 
to emphasize that we will use relations from an operational point of view. Hence we 
are free to identify X x Y x 2 := (X x Y) x 2 with X x (Y x Z) since our notation 
R:CX++YxZresp.R:sXxY +-+ Z uniquely characterizes domain and range of 
R. More precisely a relation 4 9 : C X -H Y is a triple (R,X, Y) with R LX x Y. For 
simplicity we will not distinguish R from 9. 
LetR:GXoYbearelation,UGX, V&Yandx~X,y~Y.Wedefine 
R(x) := {Y E Y I (x, Y) E R}, 
R-‘(y) := {x E X 1 (x, y) E R}, 
3 We use the notation graph(f) := {(x, y) E X x Y If(x) = y} for the graph of a function f : C X ---) Y. 
4 Sometimes this kind of operation is called correspondence (cf. [2, Section 3.1, Definition 2, p. 961). 
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R(U) := {y E Y (R-‘(y) n u # 0}, 
R-y V) := {x E x (R(x) n v # 0}, 
dam(R) := {x E X 1 (Ely E Y) (x, y) E R}, 
range(R) := {y E Y 1(3x E X) (x, y) E R}. 
Now we introduce the notion of continuity for relations. 
Definition 1 (Continuous relutzbns). Let X, Y be topological spaces and R : CX ++ Y 
be a relation. Then R is continuous in (x,y) E R if 
(V neighbourhoods V of y)(3 neighbourhood U of x)(~z? E U n dam(R)) 
VnR(A) # 0. 
Furthermore, R is continuous if R is continuous in all points (x,y) E R. 
The definition generalizes the notion of continuity of functions. Namely, if f : C X -+ 
Y is a function, then obviously 
f is continuous u graph(f) is continuous. 
Continuity for relations has already been studied by other authors (cf. [7, pp. 70-711). 
In the most interesting case, where the images of the continuous relations are closed, 
a remainder of topological functionality is preserved. 
Definition 2 (Relations with closed images). Let X, Y be topological spaces. 
relation R : CX +-+ Y is said to have closed images if R(x) is closed for 
dam(R). 
If d(Y) is the set of all non-empty closed subsets of Y then to each 
A 
Then a 
all x E 
relation 
R : LX ++ Y with closed images a set-valued function R : CX -+ &‘(Y),x H R(x) 
is associated. Then R is continuous in our sense if I? is lower semi-continuous in the 
sense of Kuratowski ([21, Ch. I, Section 18 I, p. 1731). 
We give some characterizations of continuous relations which generalize the corre- 
sponding characterizations of continuous functions. The proofs are omitted. 
Lemma 3 (Preimage condition for continuity). Let X, Y be topological spaces and 
R : CX H Y. Then R is continuous if and only if for any open set V 2 Y the 
set R-‘(V) is open in dam(R). 
Lemma 4 (Closure condition for continuity). Let X, Y be topological spaces and R : 
CX ++ Y. Then R is continuous if and only zy for any set A 2 dam(R) the inclusion 
R(A) CR(A) holds. ’ 
5 We use the notation 1 for the closure of a subset A LX of a topological space X 
52 V. Brattkai Theoretical Computer Science 162 (1996) 45-77 
2.2. Operations on sets 
Since we want to introduce a limit operator which operates on the images of relations 
we need some operations on sets. We introduce the lower and upper limit of sequences 
of sets as well as the lower and upper distance for sets, as defined by Hausdorff ([ 15, 
Ch. 6, Section 29, pp. 145-150]).6 
Definition 5 (Lower and upper limit). Let (X,d) be a metric space and let (A,)nE~ 
be a sequence of subsets of X. 
(1) The lower limit of (A,),E~ is defined by lim,<,, A, := {X E XI lirnndm d 
(&A,) = 0). 
(2) The upper limit of (A,)nE~ is defined by limz+, A,, := {x E X( lim inf,,, d 
(%A,) = O}. 
(3) The sequence (A,)nE~ is called convergent if A := lim,<,,A, = limz_,A,. 
Then the limit of (A,)nE~ is defined by limn-_m A,, := A. 
Now we state an easy property of the limit without proof. More details can be 
found in Hausdorff ([15, Ch. 6, Section 29, pp. 145-1501) and Kuratowski ([21, Ch. 
II, Section 29, pp. 335-3441). 
Lemma 6 (Closure of the limit). Let (X,d) be a metric space and let (An)nE~ be a 
sequence of subsets of X. Then 
a = lim x = lim A,,. 
n-+cc n-+03 n-03 
Corresponding properties hold for the lower and the upper limit. 
Now we introduce some special distances for subsets of a metric space which are 
related to the Hausdorff metric. 
Definition 7 (The lower and the upper distance). Let (X,d) be a metric space and let 
A,BCX. 
(1) The lower distance of A and B is defined by d<(A,B) := supaEA d(a,B). 
(2) The upper distance of A and B is defined by d’(A, B) := sup,,, d(A, b). 
The next lemma relates the introduced distances with the limits. The proof can be 
found in Hausdorff ([15, Ch. 6, Section 29, pp. 145-1501). 
Lemma 8 (Distances and limits). Let (X,d) be a metric space and let (A,)nE~ be a 
sequence of subsets of X. Let A CX be closed. Then 
(1) lim,,, d<(A,,A) = 0 ===+ lim<_, A,, CA, 
(2) lim,,, d’(A,,A) = 0 --r. A G lim&,A,. 
6 For metric spaces (X,dx) we define the distance of a point x E X to a set A c X by dx(x,A) := 
infaEA dx(x,a). 
v 
Finally, we show 
the existence of the 
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that a normed Cauchy condition for sequences of sets guarantees 
limit. 
Lemma 9 (Normed Cauchy sequences of sets). Let (X,d) he a metric space and fet 
(A,),G be a sequence of non-empty subsets of X, such that 
d<(A,,A,) < 2P for all m > n 
Then (An)nt~ is convergent. Furthermore, tf (X,d) is complete then A := lim,,, A,, 
is non-empty and d’(A,,A)<2-” for all n E N. 
Proof. We have to show that 
lim<A, = lim’A,. 
?l-KX n-03 
Since “G” holds in general it remains to show “a”. 
Hence let x E limc_,A,, i.e. liminf,,, d(x,A,) = 0. Then there is a subsequence 
(&k~ of (4k~ such that limk,, d(x, A,,) = 0, where nk+l > nk for all k E FV. 
Now let n E N. Then there is a k E N such that nk > n + 1 and d(x, A,, ) < 2~“-I. 
Hence for all m 3nk we deduce 
d(x,A,)dd(x,A,,)+d<(A,,,A,) < 2-“, 
i.e. lim,,, d(x,A,) = 0 and x E lim:_,A,. 
Now assume that (X,d) is complete. Let II E N and x, E A,. We will show that 
there is a x E A for each k >,n such that 
d(x,,x)62-” + 2-k. 
Then we can conclude d’(A,,A) 62-“. Hence fix k >n and define (x~)~~N induc- 
tively. First choose x0 E Ao,. . .,x,-l E An_~,x,+, E A,+,, . . . ,xk E Ak arbitrarily. Since 
d’(Ai,Aj) < 2-’ for all j > i there is a xk+l E Ak+i with d(x,,xk+l) < 2-” and if 
x, E A, for i3k + 1 then there is a xi+1 E Ai+, with d(xi,xi+,) < 2-‘. Obviously, 
tXi)itN is a Cauchy sequence and 
x : = /&mm xi E lim Ai = A 
I’CX 
exists, since (X, d) is complete. Furthermore, for all i 3 k + 1 
i-l 
d(xn,xt)<d(xn,Xk+l)+ C d(xj,x,+l) < 2-"+2-k. 
j=k+l 
Hence, d(x,,x)62-” +2-k. 0 
3. Recursion operators 
In this section we introduce the recursion operators which will describe closure 
properties of recursive relations. 
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Definition 10 (Recursion operators). The following operators are called recursion op- 
erators: 
(1) The operator of juxtaposition: for relations f : C X H Y and g : LX H Z let 
(f, g) : LX cf Y x Z be defined by 
U”,g)(x) := f(x) x g(x) = {(Y,z) E Y x Z I Y E f(x) and z E g(x)} 
for all x E dom(f,g) := dam(f) n dam(g). 
(2) The operator of composition: for relations f : CX H Y and g : C Y H Z let 
gOf:CX++Zbedefinedby 
g 0 f(x) := &f(x)) = {z E z I @Y E f(x)) z E S(Y)) 
for all x E dom(g 0 f) := {x E X ( f(x) c dam(g)}. 
(3) The operator of iteration: for a relation f: cx c) X let f * : GX x F+J H x be 
defined by 
f*(x,O) := {x}, 
f’(x,n + 1) := f 0 f*(x,n) 
and abbreviated by f”(x) := f*(x,l~) for all x E X and n E N. 
(4) The operator of minimization: for a relation f : CX x N H Y x N let pLf : 
LX c-) Y be defined by 
of := b E Y I @)((y, 0) E .f’kn> and 
f(x,O>,...,f(x,n - 1) $ Y x (0))) 
for all 
x E dom(pf) := {x E X ) (In)(f(x,n) C Y x (0) and 
(x, O), . . . > (x,n - 1) E domU))). 
(5) The operator of (normed) limitation: for a relation f : CX x N H Y let 
Limf : CX ++ Y be defined by 
Limf(x) := JlE f(x, n) = { y E Y 1 ,‘il d(y, f(x, n)) = 0} 
for all x E dom(Limf) := {x E X ( (Vm > n) d<(f(x,n),f(x,m)) < 2-“}. 
We assume that Z resp. X are topological spaces in (2) resp. (3) and that (Y, d) is 
a complete metric space in (5). The operators juxtaposition, composition, and itera- 
tion are called primitive recursion operators and these operators, supplemented by the 
minimization operator, are called algebraic recursion operators. 
First, we will make some comments on the definition of the operators. 
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Fig. 4. The composition operator (the oval indicates the closure of the union). 
3.1. Juxtaposition 
The juxtaposition operator corresponds to the intuition that a relation (Lg) is com- 
putable if and only if each component is computable. In the classical theory this opera- 
tor is not considered explicitly because there are computable bijective tupling functions 
N2 + N. For the real numbers there is even no continuous and injective function 
R2 + R, such that the juxtaposition becomes useful. Furthermore, we want to allow 
mixed products in the range of relations. Another advantage is that in the presence 
of the juxtaposition operator the classical substitution operator can be replaced by the 
easier composition operator and the primitive recursion operator can be replaced by 
the easier iteration operator (provided that the projections are available, cf. Lemma 16 
and [l, p. 331). 
3.2. Composition 
The (demonic) composition has been considered in denotational semantics (cf. [27]) 
in a similar way. The “all or nothing” condition on the domain guarantees reasonable 
closure properties, while the pure composition with dom(g o f) := {x E X / f(x) n 
dam(g) # @} does not even preserve continuity in general. If f is a function then we 
write for short gf:= g 0 f (Fig. 4). 
3.3. Iteration 
The iteration is an easy generalization of the composition. 
3.4. Minimization 
At first sight our minimization may look a little bit strange. Nevertheless, the defi- 
nition is a natural generalization of the usual minimization and the idea is very close 
to programming. 
Fig. 5 illustrates the minimization. Assume for the moment that f : LX x N ++ 
Y x N is a non-deterministic operation which chooses a (y,k) E f(x,n). Thereby x is 
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Fig. 5. The minimization operator. 
the “input”, n the “loop index”, y is the “result”, and k 
i.e. k = 0 means that the result is valid. 
Consider the following program: 
is the “status” of the result, 
input x; 
n := 0; 
repeat 
choose (y, k) E f(x, n); 
n:=n+l 
until k = 0; 
output y. 
In this situation pf(x) contains all possible results y of the program, in contrast to 
the classical minimization operator which would yield the corresponding indices n. 
While in the functional case the results y can be retrieved from the index n, the 
information contained in the index does not suffice in the relational case. Here some 
non-deterministic choices of (y, k) E f(x, n) may yield valid results while others yield 
invalid results. So, it is necessary to collect the valid results y directly. 
The observation that retrieving is impossible in the relational case can be expressed 
mathematically: for relations R : CX H Y x Z we have RC(pr, OR,pr, OR), but in 
general “2” does not hold, while for a function f instead of R “=” holds. 
3.5. Limitation 
The limitation operator computes the usual limit of the set sequence (f(x,n)),,~ 
for each x E dom(Limf), i.e. Limf(x) contains all limits of sequences (Y~)~~N with 
yn E f(x,n). The condition d’(f(x,n),f(x,m)) < 2~” for m > n guarantees that 
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each yn E f(x,n) has a continuation in f(x,m), i.e. there is a y,,, E f(x,m) with 
4YmYm) < 2-“. 
In this case Lemma 9 guarantees that the limit of the sequence (f(~,n)),,~ exists 
and that it is a non-empty set for all x E dom(Limf). Hence Lim is well-defined. 
3.6. Properties of the operators 
Finally, we state some invariance properties of the operators. The proofs are left to 
the reader. 
Lemma 11 (Invariance properties of the operators). The juxtaposition, composition, 
iteration, minimization and limitation operators have the following properties: 
(a) Functions are mapped to functions. 
(b) Relations with closed images are mapped to relations with closed images. 
(c) Continuous relations are mapped to continuous relations. 
We assume that the related spaces are complete metric spaces. 
4. Recursive space systems 
In this section we define recursive space systems and their bases. 
Definition 12 (Recursive space system). Let Xl,. . . ,X,, be complete metric spaces 
where Xi = N for at least one i E { 1,. . . ,n} and let p be a set of subrelations of 
finite products of Xi,. . . ,X,. Then (Xl , . . . ,A’,,, p) is called a recursive space system if 
p is closed under application of all recursion operators. 
Correspondingly, we can define primitively resp. algebraically recursive space sys- 
tems w.r.t. the primitive resp. algebraic recursion operators. Now we introduce the set 
of mixed projections which are rather technical recursive functions. 
Definition 13 (Projections). Let Xi,. . . ,X,, be sets. Then &Xl,. . . ,X,) is defined to be 
the set of all mixed projections 
pri : Y1 X ... X Yk + Yi,(yl,...,Yk) H y, 
where Yj is a finite product of Xi,. . ,A!,, for j d k. 
As usual for structures defined by a closure property, we define the notion of a base 
for a recursive space system. 
Definition 14 (Base of recursive space system). Let X = (Xi,. . .,X,, p) be a recur- 
sive space system. Then a set p of subrelations of finite products of Xi,. ,X,, is 
called a base of X if p is the structural closure of p u n(&, . . . ,X,) w.r.t. the recursion 
operators. 
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Correspondingly, bases for primitively resp. algebraically recursive space systems 
can be defined. First, we define the most important algebraic recursive space system 
for the natural numbers. 
Definition 15 (The space N of natural numbers). The algebraically recursive space 
system ( N,~N) with the discrete metric on N is defined by the base /IN which consists 
of the functions of the Peano structure of N 
l ON : N-+N,rzHO, 
l SN : N + N,nf-+n+ 1. 
Now we state that the usual operator of primitive recursion is available in primitively 
recursive space systems. The proof is left to the reader. 
Lemma 16 (Primitive recursion). Let (X, Y, N, p) be a primitively recursive space sys- 
tem such that & U rc(X, Y, N) G p and’ all relations in p are continuous with closed 
images. Let f: GX * Y,g : G Y xX x N c) Y be recursive relations, i.e. f, g E p. 
Then h : LX x N H Y, dejined by 
h(x, 0) := f(x), 
h(x,n + 1) := go (h,idxxN)(x,n), 
for all x E X, n E N is recursive, i.e. h E p. 
Consequently, we get the following corollary. 
Corollary 17 (Discrete computability). pi consists of the usual partial computable 
functions f: C N” -+ Nk with n, k> 1. 
Now we give some examples of recursive space systems for the most important 
spaces of analysis. We start with the set of the real numbers. 
Definition 18 (The space R of real numbers). The recursive space system (R, N, pn) 
with the usual metric is defined by the base /3n U firm, where fin consists of the functions 
of the field structure of R 
l OR : N -+ R,n H 0, 1~ : N 4 R,n H 1, 
. Add R:RxR+IR,(x,y)~~+y, MulR:RxR+R,(x,y)+-+x~y, 
l Negn : R + R,x H -x, Invw : c R -+ R,x +-+ l/x 
and of the relaxed order relation of R 
l Ordn:={(x,O)Ix < O}U{(x,l)~x+l > O}LRx N. 
Sometimes it is useful to have the following generalization of the relaxed order: 
L : g R x R x N c) N, defined by L(x, y,k) := Ordn(2k . (x - y)) for all x,y E R, 
7 In the case that all relations in p are functions, the following condition is superfkous 
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k E N. Obviously, L E pi. More intuitively, we write x <k y := L(x, y, k) for all 
x, y E 53, k E N, i.e. 
(x <k Y) 3 
0 t--,x<y, 
1 * x+2-k > y. 
As an example we will show that the square root is a recursive relation. This is an 
easy application of the Heron alogrithm. 
Lemma 19 (Square root). 
SqrGz(x) = {G> 
Jtir ull x30. 
There is a relation Sqrtn : C R ++ 58 in pi such that 
Proof. Definef:CRxN+Rby 
f(x,O) := 1, 
1 
f(x,n f 1) := - 2 ( 
f(x,n) + & 
) 
forallxER, nEN.DefineT:RxNxNoRxNby 
T(x,k,n) := f(x,n + 2) X ((f&n + 1) - f(x,n + 2)) <k+l 2-k) 
forallxER, n,kENanddefineSqrtw:cR++Rby 
SqrtR(x) := Lim IT 
for all x E IR. Obviously f, T, Sqrt,, E pi. We state the well-known a posteriori error 
estimation for the Heron algorithm: 
(*) O<f(x,n+2)-&df(x,n+l)-f(x,n+2) 
for all x 30, n E N and lim,,, f(x,n) = fi for all x30. 
Let x30, k E N. Then there is an n E N such that f(x,n+l)-f(x,12+2)62-~-‘, 
i.e. T(x, k, n) = {(f(x, n + 2), 0)}, thus (x, k) E dom(pT). 
Now let y E pT(x, k), i.e. there is an n E RJ such that y = f(x,n + 2) and f(x,n + 
1) - .f(x, n + 2) < 2Yk, thus y - fi 62-k by (*). Especially, 
d<(l*T(x,k),~T(~,m))d2-~ 
for all m > k and x E dom(Lim pT). Furthermore, 
SqrtR(x) = Lim @(x) = ;LY pT(x,k) = {A}. q 
Other iteration functions with known a posteriori error estimation could be handled 
correspondingly. 
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Now, we come to the space of continuous real-valued functions. 8 
Definition 20 (The space of continuous real-valued functions). The recursive space 
system (%?[O, 11, R, N,PY[OJI) with the usual metric, induced by the supremum norm 
/I 11, is defined b y th b e ase /3q[s, 11 U /h U /3~, where &lo, 11 consists of the functions of 
the Banach algebra structure of %?[O, 11, i.e. the functions of the algebraic structure of 
VO, 11 
l lW[O,l] :N+W[O,l], nHi, 
l kqo, l] : N -+ %?[O, 11, n H idco,il, 
l Addulo,il : %W, 11 x WA 11 -+ WA 11, U-3s) +-+ f + 9, 
l SMulqo,l] : R x @V, 11 + %P, 11, (a,f> +-+ af, 
l Mulqo.1~ : VW, 11 x WA 11 + QW, ll,(f,g) I-+ f .g, 
and the norm of V[O, l] 
l Notmqo,~l := q]O, 11 + R f H Ilf Il. 
Here c^ : [0, l] + R, x H c denotes the constant function with value c for each 
c E R. Obviously, the definition can be generalized to arbitrary real Banach algebras 
with unit. 
The relations in /?ql0,~1,/3n,~~,~(~[O, 11, R, N) are continuous and they have closed 
images. Hence Lemma 11 yields 
Corollary 21 (Continuity of recursive relations). All recursive relations in pi, p~[o,ll 
are continuous and they have closed images. 
5. Recursive and computable relations 
In this section we want to compare recursive relations with classically computable 
functions resp. relations. As a general framework for the classical notion we use the 
Type 2 theory of Kreitz and Weihrauch (cf. [22,35,37,38]), which is a very far devel- 
oped Turing machine based approach to computability in topological spaces. In Type 
2 theory Grzegorczyk’s and Lacombe’s original definition of computable real functions 
is generalized to To-spaces with countable bases. Thereby the computability structure 
on X is induced by a representation, which is a smjective mapping 6 : & B +X, where 
B := N” is Baire’s space with the usual product topology. In this situation we call 
(X, 6) a represented space. This concept is used in a similiar way by Hauck (cf. [13]). 
In the real case the definition of Kreitz and Weihrauch coincides with the definition of 
Ko and Friedman (cf. [19,20]). 
5.1. Computable and densely computable relations 
First, we introduce the usual notion of computability for relations (cf. [35,38]). 
*We define V[O, l] := {f: [0, 11 -+ lwlf continuous} and llfll := supxE[~,l] If(x)/. 
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Definition 22 (Computable relations). Let (X, S,),(Y,&) be represented spaces. Then 
a relation R : LX ++ Y is called (6x, Gy)-computable if there is a computable function 
F : C 5 --f B such that 
&F(p) E R&(p) for all p E dom(R&). 
Furthermore, R is called strongly (6x, 6~)-computable if additionally 
p $Z dam(F) for all p E dom(6x) \ dom(RGx). 
The definition specializes to functions f : LX --f Y in the following way: 
f is (6x,&)-computable : e graph(f) is (6x,&)-computable. 
For our purposes this notion of computability is to weak. One reason is that for each 
name p of x the result F(p) is only a name of an arbitrary element of R(x). Nothing 
guarantees that the whole image R(x) is covered in any way. Hence each extension R’ 
of a (6x,Gr)-computable relation R with dom(R’) = dam(R) is (6x,Gr)-computable 
too. Especially, the set of (6~,6y)-computable relations with fixed non-empty domain 
is not countable, presupposed that Y is not countable. Hence, the class of (6x,&)- 
computable relations can not coincide precisely with the countable class of recursive 
relations, already by a cardinality argument. Therefore, we introduce the notion of a 
densely computable relation, which has to be defined in the context of topological 
spaces. We use the following technical notation: for each function F : C 5 ---f B define 
F,: ~B+B by9 
F,(p)(k) := F(p)hk) 
for all p E B and n,k E N, i.e. dom(F,) = dam(F) for all n E N. 
Definition 23 (Dense computability of relations). Let (X,6x),(Y,6y) be represented 
topological spaces. Then a relation R : LX ct Y is called densely (6x,&)-computable 
if there is a computable function F : C EL -+ E! such that 
[ {&F,(p)} = R&(p) for all p E dom(R&). 
n=O 
Furthermore, R is called strongly densely (6x, Gy)-computable if additionally 
P @ dam(F) for all p E dom(&) \ dom(R&). 
This definition specializes to functions correspondingly to the definition of com- 
putable relations. 
‘We use the notation ( ) : N2 - N,(n,k) ++ (n,k) := ;(E + k)(n + k + 1) + k for Cantor’s bijective and 
computable tupling function. 
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Now for each name p of x the result F(p) is a name of a sequence (yn)nE~ which 
is dense in R(x). It is very easy to see that dense computability really is a stronger 
notion than computability. 
Lemma 24 (Dense computability implies computability). Let (X,6& (Y, 6~) be repre- 
sented topological spaces. Then for R : GX ts Y the following holds: 
R (strongly) densely (6x, &)-computable 
==+ R (strongly) (6x, &)-computable. 
Furthermore, it is obvious that computability and dense computability coincide as 
far as only functions are considered. 
Lemma 25 (Dense computability and computability for functions). Let (X, &),(Y 6~) 
be represented topological spaces. Then for f : LX -+ Y the following statements 
are equivalent: 
(1) f is (strongly) densely (6x, &)-computable, 
(2) f is (strongly) (61, &)-computable. 
Now we want to show that dense computability is a reasonable computability notion, 
i.e. equivalent representations induce the same kind of computability. Here for two 
representations 6,6’ : C Ei + X computable reducibility is defined by 
6 d ,6’ : w (9 : & B -+ B computable)(Vp E dam(b)) 6(p) = 6/F(p), 
and =C is the induced equivalence. 
Lemma 26 (Invariance of dense computability). Let (X,Sx),(Y,&) be represented 
topological spaces and let S&,S: be representations such that 82 =c 6x and Sk 3, Sy. 
Then for R : C X +-+ Y the following statements are equivalent: 
(1) R is (strongly) densely (6x, &)-computable, 
(2) R is (strongly) densely (a$, &)-computable. 
The proofs are left to the reader. 
5.2. Computable metric spaces 
Since all results will be formulated in the context of metric spaces we need com- 
putable metric spaces (cf. [36,37]). 
Definition 27 (Computable metric space). Let (X,d) be a separable metric space with 
a total numbering CI : N --t D of a dense subset D CX. Define 
D, := {(n,k,q) E N x N x Q/d(a(n),a(k)) < q} 
and D, correspondingly with “ > ” instead of “ < “. 
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(1) (X, d, D, a) is called densely enumerated metric space. 
(2) (X,d,D, a) is called semi-computable metric space if D, is recursively enumer- 
able. 
(3) (X,d,D,a) is called computable metric space if D, and D, are recursively 
enumerable. 
In densely enumerated metric spaces we can represent elements by Cauchy se- 
quences. 
Definition 28 (Cauchy representation). Let (X,d, D, a) be a densely enumerated met- 
ric space. Then the Cauchy representation of X is defined by 
6~ : 2 IFB -+ X, p H Jirnm up(n), 
where dom(&) := {p E Bl(Vm > n)d(ap(n),ap(m)) < 2~* and lirnnboo clp(n) E X}. 
We call a representation 6 : C EK -+ X of a densely enumerated metric space 
(X,d, D, x) computably admissible if it is computably equivalent to the Cauchy rep- 
resentation 6~. Now we define a second representation of densely enumerated metric 
spaces with interesting properties. 
Definition 29 (Relaxed representation). Let (X,d,D, a) be a densely enumerated met- 
ric space. Then the relaxed representation 6~ : C B + X of X is defined by 
6x(p) = x : U (Vn, k) 
p(n, k) = 0 ==+ d(x, a(n)) < 2-k, 
p(n, k) = 1 ===+ d(x,a(n)) > 2Tk-’ 
for all x E X and p E {O,l}” and p 6 dom(6x) for p E B \ (0, 1)“. 
The following lemma was proved by Matthias Schroder who introduced the relaxed 
representation (cf. [3 11). 
Lemma 30 (Relaxed representation). If (X, d, D, a) is a computable metric space then 
the relaxed representation 6x : C El + X of X is open, continuous, computably ad- 
missible and has compact jibers. 
6. Recursive relations are densely computable 
Now we prove that our operators map densely computable relations to densely com- 
putable relations. The main idea of the proof is the fact that the class of computable 
functions in Baire’s space is closed under the corresponding operators. 
Since we have to consider product spaces we use the product representation. If 
8~: C lE8 + X, k5r: G B -+ Y are representations then the product representation [6x, or]: 
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C [EB + X x Y, resp. [6x, idN]: C B --) X x N is defined by 
[hY,&l(p,q) := (wP),bY(q)), rev. Lb, idNl(p, 4 := (MP), n), 
where 
(P7d(k) := 
p(n) if k = 2n, 
q(n) if k = 2n + 1, 
Iz (p, n)(k) := 
if k = 0, 
p(k-1) ifk>O 
for all p,q E B,n,k E N. 
Theorem 31 (Densely computable relations and the operators). Let X, Y,Z be topolog- 
ical spaces with arbitrary representations 6x, Sy, 6~. Then the following holds: 
(1) Zf f : 2 X * Y, g : C X * Z are densely (61, Sy)- resp. (6x, &)-computable 
then (f, g) : CX ++ Y x Z is densely (6x, [6y, &I)-computable. 
(2) Zf f : CX tf Y, g : G Y H Z are densely (6x, Sy)- resp. (&,&)-computable and 
g is continuous then g o f : CX ++ Z is densely (6x, &)-computable. 
(3) Zf f : GX +-+ X is densely (6x,6x)-computable and continuous then f * : 
LX x N cf X is densely ([6x, idN], 6x)-computable. Here X is assumed to be a 
T, -space. 
(4) Zf f : LX x N c-) Y x N is densely ([6x,id~], [&,id~])-computable then 
pf: LX ++ Y is densely (6x,&)-computable. 
Now let (Y,d,D, GC) be a semi-computable complete metric space and let Sy be a 
computably admissible representation. Then the following holds: 
(5) Zf f : C X x N H Y is densely ([6x, idN], &)-computable then Limf : C X H 
Y is densely (6x, &)-computable. 
Proof. (1) Let f: LX H Y,g: LX cf Z be densely (6~,6y)- resp. (6x,62)-compu- 
table via computable functions F, G : C IEI -+ B. Define H : & B -+ B by 
&,JP) := @‘i(p), GAP)) 
for all p E B, i, j E N. Then H is computable and we have 
cL~=~{[d~,RZI~~~,~~(~)} = i~=D{(S,F,(P),~~C,(P))} 
1, 
= zFJ{brfi(p)] x ,lTJs{Gdci,(P)} 
= fMP) x S&(P) 
= (f, g&(p) 
for all P E dom((f,g)bx), i.e. (f,s) is densely (6x, [6y, &I)-computable via H. 
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(2) Let J‘ : CX +-+ Y,g : C Y H Z be densely (6x, 6r)- resp. (6~,&)-computable 
via computable functions F, G : C [EB ---f EL. Furthermore, let g be continuous. Define 
H:cB+Bby 
for all p E B,i, j E N. Then H is computable. Let p E dom(g 0 ~SX). Then A := 
U~,@YE(P)I IS d ense in fSx(p). Hence by continuity of g and Lemma 4 g(A) 2 
g(A). We conclude, 
g 3 ,fhd~) = g(fb(p)) = g(A) = g(A) 
= i!ogduFdp) = ! E {bGjFi(p)I 
i=Oj=O 
= FJ {6zH(i,j)(P)}. 
(i,j)=O 
Hence g CX ,f is densely (6x, &)-computable via H. 
(3) Let f : C_X t-) X be densely (6x,6x)-computable via a computable function 
F : C El + B. Furthermore, let f be continuous. Define G : C B + EK by 
G(i,i)(p,n + 1) :=FjGi(p,n) 
for all p E 5, i, j, IZ E N. Then G is computable. Since X is a Tt-space one can 
show that 
for all (p,n) E dom(f*[&,idN]) by induction on n. Then f* is densely ([6x, idN], 6x)- 
computable via G. 
(4) Let f : CX x N t-f Y x N be densely ([6x,id~], [&,id~])-computable via a 
computable function F : 2 5 + B. Define G : C B x N + B x N by 
G(k p),n) := 71E;,,n;(i)(~,~) 
for all p E B,i,n E N, where rr : B --+ El x N,(p,n) H (p,n) and rci : N -+ 
N, (nl, n2) H ni for i E { 1,2} are computable projections. Then G and H : C B 4 B, 
defined by 
K(P) := I*G(i, p) 
for all p E El, i E N, are computable. We want to show 
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for all p E dom(pf&). Then pf : &X t+ Y is densely (&,&)-computable via H. 
Hence let p E dorn(pj6x) and x := 6x(p). 
“g” Let y E U&{cbHi(p)}. S’ mce pLf(x) is closed, it suffices to prove y E pf(x). 
First there are q E E&i E N such that Hi(p) = q, 6y(q) = y. Hence there is a n E N 
such that 
G((i,p),n) = (q,O) and (WC < n)G((i,p),k) $! B x (0). 
Furthermore, there are io,. . . , in+1 E N such that 
i = (i0, (il, (i2,..., (h-l, (k&+1)) .. .))), 
i.e. in := rrln;(i) and 
4” (P, n) = (q,O) and W < n)Fik (P,k) G (&{O}). 
It follows that 
(Y, 0) = t&(q), 0) = [a~, hIFin (P, n) E f(dx(p), n) and 
WJ’k < n) [&,&lFik(p,k) E f(6x(p>,k) \ (Y x {O}), 
hence Y E P~~x(P). 
“2” Let y E pS(x). Then there is an n E N such that 
(~~0) E f&n) and (vk < n) f&k) $ Y x (0). 
Hence by assumption there is a sequences (in,m)mEN in IV such that 
(Y, 0) = d@m[&, iddFin,m (p, 4 E f(x, k) 
and for all m E N 
Pr2nFin+ (p, n) = 0. 
Furthermore, there are io, . . . , in_1 E N such that 
W < n)pr2~Fi,(p,k) # 0. 
Define, 
j, := GO, (h, (i2,. . . , (h-1, (km,@) . . .))L 
i.e. in,, = TC~TC!~(~~) and (WC < n)ik = TC~TC~&) for all m E N. Then for all m E N 
G((j,, p),n) = (prl~Ftn,,(p,n),O) and 
W < n)G((&,p),k) = (prl~Ft~(p,k),pr271Fi,(P,k)) 6 B x (0). 
Therefore, 
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(5) W.1.o.g. we can assume that 6~ is the Cauchy representation of Y. Let f : 
C X x IV c-i Y be densely ([6x, idN], &)-computable via a computable function F : 
cl B -+ US. Define G : s IEB -+ II3 by 
Gfi,k,(P)(n) := F,,,(P>k + n + 3)(k + n -+ 3), 
where 
(a) io := i, 
(b) in+, E IV is choosen such that 
d(g(Jri”_, (IJ’,~ + n + 4)(k + n + 4)), tZ(Gci,k,(p)(n))) < 2-n-k-1 
for all p E B, n, k, i E N. Since Y is semi-computable, the choice can be made com- 
putable and hence G is computable. Now let p E dom(Limf&) and x := dX(p). First, 
we want to show that G(i,k)( p) E dom(&) for all i, k f N. Hence let i, k E N. By 
induction we prove 
G~~,k)(p)(i~) is defined for all n E fV. 
@: Obviously, Gti,k)(p)(O)=Fi(p,k+3)(k+3) is defined since p~dom(Lirnjijx). 
n + n + 1: Now assume that G(i,k)( p)(n) is defined. Then in exists and 
y := 6yFin (p, k + PI + 3) E f(x, k + n + 3). 
Since f(x, k + n + 4) is closed there is a z E ,f(x, k + n + 4) such that 
d&z) = d(y,f(x,k + n -I- 4))<d’:(f(x,k + n + 3),f(n,k + n + 4)) < 2-k-n-3. 
Furthermore, there is a j E N such that 
d(6vFj(p,k + n + 4),~) < 2-k-n-3, 
i.e. 
‘(a(Fj(P,k + n +4)tk + n + 4)),~(G(i,k)(p)(n))) 
6 ‘(a(Fj(p,k + n + 4)(k + TZ + 4)),S~Fj(p,k + IZ + 4)) 
+d(ayFj(p,k + n + 4),~) + d(~,y) 
~~(~~Fi”(~,k + n + 3),a(Fin(p,k + n + 3)(k + n + 3))) 
< 2-k-n-4 +.--k-n-3 +2-k-n-3 + z-k-n-3 
< 4.2-k-n-3 = 2-k-n-i. 
Hence, i,, 1, as defined above, exists and G(i,k)(p)(n + 1) is defined. 
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Furthermore, for m,n E N 
(*) d(a(G(,,k)(p)(n)),~~(G(i,k)(p)(m + n))) 
m-l 
d C d(4G(i,k)(p)O’+ n>h4G(i,k)(~)(l +j + n>>> 
j=O 
m-1 
< c 2-j-n-k-l < 2-n-kG2-n 
2 
j=O 
i.e. Gli,+(p) E dom(&) for all i,k E hf. 
Now we want to show that 
c {JrG(i,k)(p)} = LimfMp) 
(i,k)=O 
for all p E dom(Limf6x). Then Limf is densely (6x,Gy)-computable via G. Hence 
let p E dom(Limf6x) and x := 6x(p). 
“2” Let Y E Uyk),O{6YG(i,k)(P)). S’ mce Limf(x) is closed, it suffices to prove 
y E Limf(x). First there are q E E&i, k E N such that 
G(i,k)(P) = 4, Sy(q) = Y. 
By assumption, 
and 
‘(Y, Yn> d d(dYG(i,k)(P), a(G(t,k)(p)(n))) 
+d(a(fi,(P,k + n + 3)(k + r~ + 3))96yFi”(p,k + II + 3)) 
< 2-n +2-k-n-3 < 2-n+1 
for all n E N. Hence, 
y = lim yn E JlmW’j(x, k + n + 3) = Limf(x, n). 
n-cc 
“2” Let y E Limf(x) = lim:+, f(x, n). Then there is a k,, 2 n and a yn E f(x, k,, + 3) 
such that d(_~,y,) < 2~” for each II E N. There is a sequence (jn,m)mEN in N for 
each n E N such that 
d(dYQ,,,, (p, kn + 3), yn) < 12~“’ 
for each n,m E N. Let j, := j,,,, and yk := &G&&,)(p) for each m E N. By (*) 
especially 
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We conclude. 
d(Y7Ykl) d d(Y>.YTil) fd(y~,6yFj,,,(p,k~ + 3)) 
+d(6rFjm,,(p,kn + 3),4Fj,,,(p,k, + 3)(knl + 3))) 
+d(cc(G~,,k,,(p)(0)),~~G~,,km)(~)) 
< 2-m + 2-m + 24-3 + T-km 
< 2-In+2 
for all m E N. Hence, 
J@mSYG(j,,km)(P) = lim y; = y, 
m-03 
i.e. Y E U {&G(i,k)(P)). 0 
(i,k)=O 
Now we want to state a technical lemma which allows to handle product spaces. If 
(X, dx, Dx, IXX), (Y, dy, Dy, txy) are densely enumerated metric spaces then (Xx Y, dxx y, 
DX x Dy,cxxxy) with 
dxxY((xl,y1),(x2,y2)) := max{dx(xl,x2),dy(yl,y2)J 
and 
QXY(&k) := (&dn>,ar(k)> 
for all x1 ,x2 E X, yl, y2 E Y, n, k E N is a densely enumerated metric space which is 
(semi-)computable if X, Y are (semi)-computable (cf. [37, Example 2.3(7)]). 
Lemma 32 (Product representation). Let (X,dx,Dx,cxx), (Y,dy,Dy, MY) be densely 
enumerated metric spaces with computably admissible representations 6x, 8y. Let 
6xX y be a computably admissible representation of (X x Y,dxxy,Dx x Dy, ‘%Xx y ). 
Then 
[kY,bYl =c axxr. 
A corresponding statement holds for 6, and id N. The proof is left to the reader. The 
previous lemma states that we need not to distinguish computability w.r.t. 8xxxr from 
computability w.r.t. [6x, Sr]. Hence we can formulate the following corollary. 
Corollary 33 (Computability of recursive relations). Let (X, dx, Dx, xxx>, (Y, d y, DY, 
ay) be semi-computable complete metric spaces. Furthermore, let (X, Y, iw, N, p) be 
a recursive space system induced by a base p such that all relations in p are densely 
computable W.Y. t. idN and computably admissible representations 6x, &, 6~. Then for 
each relation R : CX ++ Y the following holds: 
R E p ===+ R densely (6x,&)-computable. 
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7. Densely computable relations are recursive 
In this section we prove that densely computable relations in computable metric 
spaces are recursive w.r.t. a suitable recursive space system. Actually, we prove a 
stronger result which will be stated in the following corollary as a normal form theorem. 
The main idea of the proof is to use the relaxed representation 6~. The compact 
fibers of this representation allow to parallelly perform a computation on a11 names of 
an input. Thereby prefix sets of names are determined with the help of the relaxed 
order which is very closely related to the relaxed representation. 
Theorem 34 (Recursiveness of densely computable relations), Let (X,dx,Dx, Q), (Y, 
dr,Dy,txy) be densely enumerated complete metric spaces with computably admissible 
representations SX, r)y and let X be computable. Furthermore, let (X, Y, 83, N, p) be a 
recursive space system such that 
(1) PUS UUBN U+KY,~,~)GP, 
(2) dx :XxX--+ [w,ax : N --+X,CC~: N --+ YE p. 
Then for R : CX +-+ Y the following holds: 
R strongly densely ~~~,~r~-cornputab~e ==+ R E p. 
Proof. By Lemma 26 and 30 it suffices to prove the statement for the relaxed rep- 
resentation 6~ : C 5 --+ X of X and the Cauchy representation 8~ : C lJ3 --+ Y of Y. 
Let R : CX t-f Y be strongly densely (6x,&)-computable via a computable function 
F : & B -+ IEB, i.e. 
(*I iT {W’i(p)) = R&(P) 
i=O 
for all p E dom(R&) and p # dam(F) for all p E dom(ijx) \ dom(RGx). Since F is 
compu~ble there is a computable action cp : IV* x N -+ N* which is isotone in the 
first argument (cf. [37, 2.3.12(3)]), i.e.” 
for all U,W E fV*,n E N and 
{ 
sup v)(w, i) if the length of the supremum is not finite, 
F,(p) = W&P 
div else 
for all p E !E!. Hence there is a computable function f : N x N + N such that 
tp(w, i) = f(% 9 
lo We use the notation o C w : +=a (3~ E N*)uu = w for the prefix relation. _ 
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- 
for all w E N*,i E FU, where : N* -+ N is a bijective standard notation and 
v* : N -+ N* is the inverse numbering. Now we define some relations: l1 
(1) Guess : N H N by Guess(n) := Cy=, Ordn(-l/2) = {O,...,n}, 
(2) Bit : X x N H N by Bit(x, (n,k)) := (dx(x,&n)) <k+t 2-k), 
(3) A :X x N H N by 
A(x, k) := Bit(x, 0) . . . Bit(x, k - 1) 
={ti;~N~lg(w)=kand(3p~6~‘(x))w~p}, 
(4) t : N x N -+ Y x N by t(n,w) := (tlrr@),(n + 1) 1 lg(w)), 
(5) T : (X x N) x N ++ Y x N by T((x,n),k) := t(n,f(A(x,k) x Guess(n))), 
(6) P : 2X x N ++ Y by P(x, n) := pT(x,n), 
(7) Q : CX H Y by Q(x) := Lim P(x) 
for all x l X,n,k,% E N, where rc: N + N, a~... ak-1 H ak-1 is a special projection. 
We observe that 
(1) Guess,Bit,A,t,T,P,QEp, 
(2) Guess, Bit, A, t, T, P have finite images, 
(3) Guess, Bit, A, t, T are total. 
Claim 1. 
(k’x E X)(x E dam(R) _ (V’n) (x,n) E dam(P)). 
Proof. Let x E X. Since 8, has compact fibers, S;‘(x) is compact. Assume there is a 
n E N such that 
M := {ti’ E A(x,k) 1 k E N and @i<n)lgcp(w,i) < n + 1) 
is infinite. Then K&rig’s Lemma (cf. [26, 9.7, p. 1331) yields a sequence (W/)jcN in 
M and an i bn such that p := supjCrm wj E 6X’(x) and lg cp(wj,i) < n + 1 for all 
j E N, i.e. p $ dom(F,) = dam(F). We conclude, 
x E dam(R) M S;‘(x) C_ dam(F) 
_ (bz)@k)(K? E A(x, k))(Vi <n) lg cp(w, i) >n + 1 
_ (b)(3k) T((x,n), k) = t(n,f(A(x,k) x Guess(n))) C Y x (0) 
w (Vn) (x,n) E dam(P) = dom(pT), 
since T is total. q 
Claim 2. 
(Vx E dom(R))(V’m > n) d>(P(x,n), P(x,m)) < 22”. 
” We use the notation Ig : N* + N,a, a,, H n for the length function and 1 for the arithmetic 
difference where n 1 k = 0 : w n<k for all n,k E N. 
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Proof. Let x E dam(R) and m > a. By Claim 1 (x, n), (x, m) E dam(P). Let y E P(x, n). 
Then there are k E N, i ~2 n and there is a i? E d(x, k) such that 
y = ~~~~(~,~) and 82’ := Ig &W,i)&z + 1. 
Therefore, there is a p E 6y1(x) such that w C p. Since (x, m) E dam(P) there is a 
k’ E N and a U E d(x, k’) with w C: u C p such that 
z := olynf(E,i) E P(x,m) and m’ := Ig q$el,i)>,m + 1. 
Therefore, m’ 2 n’ and 
dy(y,z) = d~(~~~ftR 9, cvf’@, 9) 
= ~Y(~Y(~itp)(n’ - w~~YtfxP)tm’ - 1))) 
< 2-“!+’ g 2-“. 
Since P(x,n) is finite 
&VYx,4,P(x,m)) = yE$gyY(L’,P(x,m)) < 2-” 
follows. q 
Claim 3. Q = R. 
Proof. By Claims 1 and 2 we have dam(Q) = dom(Lim P) = dam(R). Let x E dam(R). 
We have to show R(x) = Lim P(x). 
“g” Let y f R(x). By Lemma 9 it suffices to show y E limT_,P(x,n) = Lim P(x), 
i.e. 
lim$f dy(y, P(x, n)) = 0. 
Therefore, let n E N and p E 6;‘(x). By (c) there is a i, E N such that dy(y, 
GyPin( < 2-“. Let r* 
k := min{k’ f N/ lg cp(p[k’],i,)>n + in + 1). 
Then I := lg q(p[k],i,) - 1 an + i, and 
Y, := @YV’L(PXO) = wcf(p[kl, in> E P(x, n + in). 
Hence, 
dY(Y,Yn) ~~YtY,~Y~l~tPf)+dYt~Y~“(P),~Y(~i”tP)t~))) 
< 2-” + 2-I <2-“-+I t 
i.e. lim,_, dy(y, yn> = 0 and hence lim,_+, dy(y, P(x, n + in)) = 0. 
” We use the notation p[k] := p(O). p(k - 1) E N* for the prefix of p E B with length k E N. 
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“2” Since R(x) is closed it &ices to show 
n’i% d; (P(x, n), R(x)) = 0. 
Then by Lemmas 8 and 9 Limp(x) = limz+, P(x,n) CR(x) follows. Let n E N and 
y E P(x, n). Then there are k E k4, i <n and a w E d(x,k) such that 
y = ccrnf(iG, i) and it’ := lg cp(w, i) an + 1. 
Therefore there is a p E S,-‘(x) such that w & p and by (*) 
dy(y,R(x))bdy(ar(Fi(p)(n’ - l)),~~Fd~)>b2-” 
and 
d;U=kn),R(x)) = sup dy(y, R(x)) <2-“. 0 
YGY.W) 
It is easy to deduce a normal form theorem from the previous theorem which corre- 
sponds to Kleene’s Normal Form Theorem. 
Corollary 35 (Normal form). Let (X,dx,Dx, clx), (Y,dy,Dy, IXY) be densely enumer- 
ated complete metric spaces with computably admissible representations 6x,& and 
let X be computable. Furthermore, let (X, Y, 1w, N, p) be the recursive space system in- 
duced by the base b := /?aUj~U{dx, ax, a~}. Then for each strongly densely (ox, 6y)- 
computable relation R : CX t--t Y there is a total relation T : (X x N) x N H Y x N 
with finite images which is algebraically recursive w.r. t. b such that 
R = Lim p T. 
8. Recursive and densely computable relations in analysis 
Now we want to apply the results of the previous subsections to the spaces 1w 
and W[O, 11. Consider the computable metric space (IW,dw, Cl!, VQ) with the metric drw 
defined by dR(x,y):= Ix - yl = dm for all x,y E 1w, the numbering VQ : 
N + Cl, (n, k, m) H (n - k)/(m + l), and the corresponding Cauchy representation 61~. 
Furthermore let ([w, N, pn) be the recursive metric space with the base B := /l~lJfi~, as 
introduced in Definition 18. Obviously dR : R x R ----f R and VQ : N -+ R are in paa. It 
is well-known that the functions in /? are computable w.r.t. idN, 61~. For completeness 
we prove: 
Lemma 36 (Computability of the relaxed order). Ordn is densely (&,id~)-comput- 
able. 
Proof. It is well known that the sets A := {x E Iw 1 x < 0} and B = {x E [w 1 x+ 
1 > 0) are recursively enumerable (cf. [37]). Hence there are computable functions 
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F, G : B x N -+ N such that 
b!(P) E A - 
for all p E dom(&). 
{ 
0 
&(p) := 1 
k 
F’n)F(p,n) = 0 and &r(p) E B w 
Define H : B -+ El by 
if i = 2n and F(p, n) = 0, 
if i = 2n + 1 and G(p, n) = 0, 
else, 
where m := min{n E N 1 F( p, n) = 0 or G( p, n) = 0} and 
0 
k := 
if F(p,m) = 0, 
1 else 
for all p E B, i E N. Therefore, H is computable and Ordn 
computable via H, i.e. 
for all p E dom(bn). 0 
As a direct consequence of Corollary 33 and Theorem 34 we get 
Corollary 37 (Relations in KY). Let R : (I R H 02 be a relation. 
(1) R E pw =+ R densely (&,&)-computable, 
(2) R strongly densely (&,&)-computable + R E pi. 
An analogous tatement holds for functions f: c R’ --f R. 
PMp,n) = 0 
is densely (6n, idN)- 
Then 
Now we consider the computable metric space (V[O, l],d~s[o,~], Q[x], VQ[~I) where 
&[o,l] with &[a,l](f,g) := Ilf - 911 f or all f ,g E %[O, l] is the usual supremum 
metric, where Q[x] is the set of all polynomials with rational coefficients, and where 
VQ[x] : N + Q[x] is the numbering, defined by 
n 
vcyx](m) = f : _ v*(m) = ko. + .k,, E N* and f = C va;p(ki)x’ 
i=O 
for all n, m E N and f E Q[x]. Let 6 V[O,JI be the corresponding Cauchy representation. 
Furthermore, let (V[O, 11, (w, N,p~ta,t]) be the recursive metric space system with base 
p, as introduced in Definition 20. Obviously, dq[O,l] : %‘[O, l] x %[O, l] -+ [w and 
VQ[x] : N ---) VO, 11 art-2 in PU[O,II. 
As a direct consequence of Corollary 33 and Theorem 34, we get 
Corollary 38 (Relations in the space of continuous functions). Let R : C V[O, l] H 
%?[O, l] be a relation. Then 
(1) R E PU[OJ ==+ R densely (~Cg[o,1],B~[o,I])-computable, 
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(2) R strongly densely (&[o,I,, &,o,~I)-computable + R E p~[o,~]. 
An analogous statement holds for functions f : C %‘[O, l] -+ V[O, 11. 
9. Conclusion 
In this paper we have presented a recursive characterization of computable opera- 
tions on the real numbers and on other metric spaces. We have not only characterized 
extensional operations but intensional operations, which appear as relations, too. In- 
deed this approach is sufficiently rich to cover all intensional operations: a selection 
theorem, which states that each computable relation has a densely computable subrela- 
tion (with the same domain) and with compact images, can be found in [3] (a second 
characterization of densely computable relations is included too). 
Of course, one can imagine several inprovements and variants of the presented char- 
acterization. It would be a little bit farther away from the classical approach, but maybe 
more natural, to take the projections as operators and not as basic functions (in this 
case an additional product operator f x g and the indentities as basic functions should 
be added) and to replace the limit operator by a limit basic function (which requires 
sequence spaces Xw as basic sets and corresponding variants of the operators). This 
modification would lead to a clear distinction between basic operations and operators: 
the basic functions would represent the structure of the considered spaces and the oper- 
ators would be simple set theoretic ones, which do not refer to this structure (provided 
that the closure in the composition and iteration operator would be eliminated). 
A lot of questions have been left for further investigations: 
(1) How can effectivity properties of sets be characterized in this approach? Espe- 
cially, a topological classification of the domains of recursive operations in the Bore1 
hierarchy would be interesting. 
(2) Is there a corresponding recursive characterization of computable functions with- 
out relations? Especially: which class of functions can be generated if one ommits the 
relaxed order relation? 
(3) Can this approach be extended to a reasonable generalized recursion theory? 
Furthermore, there are some questions concerning related and more practical subjects. 
One can introduce a real random access machine model, based on the basic functions 
presented in this paper. Peter Hertling and the author have shown (cf. [5]) that such 
a machine model with a logarithmic time complexity measure is polynomially realistic 
in comparision with Turing machines in the sense of Ko (cf. [20]). Last not least a 
corresponding programming language could be introduced and investigated. 
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