The Stochastic Cauchy Problem driven by a cylindrical Levy Process by Umesh, Umesh
This electronic thesis or dissertation has been 











The copyright of this thesis rests with the author and no quotation from it or information derived from it 
may be published without proper acknowledgement. 
 
Take down policy 
If you believe that this document breaches copyright please contact librarypure@kcl.ac.uk providing 
details, and we will remove access to the work immediately and investigate your claim. 
END USER LICENCE AGREEMENT                                                                         
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 
International licence. https://creativecommons.org/licenses/by-nc-nd/4.0/ 
You are free to: 
 Share: to copy, distribute and transmit the work  
 
Under the following conditions: 
 Attribution: You must attribute the work in the manner specified by the author (but not in any 
way that suggests that they endorse you or your use of the work).  
 Non Commercial: You may not use this work for commercial purposes. 
 No Derivative Works - You may not alter, transform, or build upon this work. 
 
Any of these conditions can be waived if you receive permission from the author. Your fair dealings and 












Download date: 05. Apr. 2019
The Stochastic Cauchy Problem driven by a
cylindrical Le´vy Process
Umesh
Supervised by Markus Riedle
A thesis presented for the degree of
Doctor of Philosophy in Applied Mathematics
May 2018
Abstract
This thesis deals with the study of linear stochastic partial differential equations driven by
cylindrical Le´vy processes. Cylindrical Le´vy processes were recently introduced as a natural
generalisation of cylindrical Wiener processes. A good part of the thesis is to obtain necessary
and sufficient conditions for the existence of a weak and mild solution of the abstract stochastic
Cauchy problem driven by a cylindrical Le´vy process in a separable Hilbert space. The
methods employed are to use the techniques of strongly continuous semi-group theory and
the recently developed stochastic integration theory for integrating deterministic functions
with respect to cylindrical Le´vy processes. These techniques are first employed to prove a
stochastic version of the Fubini theorem to stochastic integrals with respect to cylindrical Le´vy
processes, which in turn is used to prove the existence of the weak solution. Some further
theoretical properties of the solution such as the Markov property and stochastic contnuity
are derived. The necessary and sufficient conditions for the existence of the invariant measure
for the stochastic Cauchy problem are obtained when the semigroup is stable. For specific
examples including the stochastic heat equation driven by cylindrical Le´vy process, necessary
and sufficient conditions as generalisation of the log moment condition for genuine Le´vy
processes are obtained, which are satisfied by many examples of cylindrical Le´vy processes.
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Stochastic partial differential equations (SPDEs) can be used to model many situations and
natural phenomena occurring in diverse fields such as physics, life sciences, economics and
finance (see the introductory Chapter in [20] for many examples). For more than half a
century, the standard model for the driving noise for random perturbation in SPDEs has been
the cylindrical Brownian motion and the theory is well established than the non-Gaussian case
(e.g. see [18], [19], [20] for Hilbert spaces and [54], [55],[58] for Banach spaces). The first paper
to use a Hilbert space-valued Le´vy process (which will be also called a genuine Le´vy process
in this thesis) as a driving noise to study SPDEs was by Chojnowska-Mikhalik [16] in 1987.
Recently, after a gap of some period, there has been a lot of interest in studying SPDEs driven
by noises more general than the genuine Le´vy process as analogues of cylindrical Brownian
motion in the non-Gaussian setting.
This thesis deals with the following linear stochastic evolution equation with additive
noise, or equivalently the stochastic Cauchy problem (SCP):
dY (t) = AY (t) dt+B dL(t) for all t ∈ [0, T ]. (1.0.1)
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Here, B is a linear bounded operator from a separable Hilbert space U to a separable Hilbert
space V and A is the generator of a strongly continuous semigroup (T (t))t>0 in V . The novelty
is in the driving noise L, which is assumed to be a cylindrical Le´vy process introduced recently
by Applebaum and Riedle (2010) in [6] by following the cylindrical approach extending the
definition of a finite-dimensional Le´vy process to infinite dimensions. It can be considered as
a natural generalisation of the cylindrical Wiener process and is defined using the rich theory
of cylindrical measures and cylindrical random variables. Apart from cylindrical Wiener
processes and genuine Le´vy processes as examples, it also includes many noises considered in
the literature e.g. subordinated Wiener processes in [14], cylindrical α-stable noises in [41],
canonical α-stable noises in [42]. Only for specific examples of cylindrical Le´vy processes, the
stochastic Cauchy problem has been considered in the literature. However, in this work we
develop a complete theory of existence of a weak and equivalently mild solution of (1.0.1) in
the most general setting which unifies the theory for all examples mentioned above. We are
able to obtain some fundamental properties of the solution, which were previously either not
available for these examples or were proved with arguments specific to the example under
consideration.
A sound basis for the theory of linear equations (1.0.1) is needed to study the more general
semi-linear equations of the type
dY (t) = (AY (t) + F (Y (t))) dt+B dL(t) for all t ∈ [0, T ], (1.0.2)
where F is some non-linear operator in V . Although the semi-linear equations are even
more important (for instance, in terms of applications), in this thesis we restrict ourselves
to the case of linear equations only and leave the semi-linear case for future investigation.
However, semi-linear equations have been considered in the literature for specific examples of
cylindrical Le´vy processes, for example [14], [22], [38], [41], [51], [61] etc. Further, to deal with
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the semi-linear case one requires some path properties like the integrability of the solution of
the linear equation (see e.g. [14], [38]) and for general cylindrical Le´vy processes this may
be difficult. This is due to the fact that it has been observed in many examples that the
solution may exist as a V -valued process but that its trajectories are highly irregular; see for
example Brzez´niak et al [12], Brzez´niak and Zabczyk [14] and Peszat and Zabczyk [38]. Even
in the case of genuine Le´vy processes one needs some mild conditions on the generator of the
semigroup to guarantee that the trajectories are ca`dla`g, which is the best regularity one can
hope for noises with jumps. The only positive results that we are aware of on time-regularity
of the paths are in Liu and Zhai [35] and Peszat and Zabczyk [39]. But these results are very
restrictive and do not cover most of the considered examples of cylindrical Le´vy processes.
Characterising conditions which guarantee the existence of ca`dla`g trajectories of the solution
for any cylindrical Le´vy process is still an open question.
The mild solution of equation (1.0.1) can be given by the following variation of constants
formula:
Y (t) = T (t)y0 +
∫ t
0
T (t− s)B dL(s). (1.0.3)
This process is called the Ornstein-Uhlenbeck process driven by a cylindrical Le´vy process.
For the process to be V -valued, the integral on the right, a stochastic convolution integral,
must exist as a V -valued random variable. The existence of such an integral requires a
theory of stochastic integration of deterministic operator-valued functions with respect to the
cylindrical Le´vy process. In other words, we need to verify that the function s→ T (t−s)B is
stochastically integrable with respect to the cylindrical Le´vy process. This theory of stochastic
integration is developed in [46]. The process Y given by (1.0.3) will be called the mild solution
of (1.0.1) and we show it also satisfies the equation (1.0.1) in the weak sense, that is, it satisfies
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the following weak form of (1.0.1)
〈Y (t), v〉 = 〈y0, v〉+
∫ t
0
〈Y (s), A∗v〉ds+ L(t)(B∗v), (1.0.4)
for all v in the domain of A∗. A process Y satisfying (1.0.4) will be called weak solution of
(1.0.1)
A good part of this thesis is to prove the equivalence of the mild solution and weak
solution of (1.0.1). A crucial step in proving that the mild solution satisfies equation (1.0.4)
is to interchange the order of a Lebesgue integral and a stochastic integral with respect to
a cylindrical Le´vy process. For that purpose, we need to prove a suitable version of the
stochastic Fubini Theorem. It must be mentioned that an alternative approach is to employ
an integration by parts formula as it is done in [16]. But proving such a formula indicates
some regularity of the trajectories of the solution and is ruled out because of the fact that
these trajectories, in general, may be very irregular. Therefore, to give a general theory of
weak solutions, we prove in Chapter 3 an appropriate Stochastic Fubini result. Establishing
such a result is challenging due to the cylindrical nature of the noise. To be more precise, the
standard techniques of proving a stochastic Fubini theorem, when the integrator is a genuine
Le´vy process or a semi-martingale, usually rely on the Le´vy-Itoˆ decomposition or the semi-
martingale decomposition of the integrator. This approach then reduces to proving a Fubini
theorem for an integrator with finite moments. But the cylindrical Le´vy process does not
enjoy a Le´vy-Itoˆ decomposition in the underlying space.
This led us to use the approach of van Neerven and Veraar in [57] (see also [59]), where
the authors proved the stochastic Fubini Theorem using the stochastic-integration theory
developed using radonifying operators (e.g. [54], [58]). Using the idea from this work and
without assuming any moment condition on the integrator as well as the stochastic integral, we
can write the iterated integrals as an inner product in the space of square-integrable functions
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by using the stochastic integration theory developed in [46]. As a result of the stochastic
Fubini theorem, we establish that the mild solution is a weak solution and hence we are able
to generalise the theory of weak and mild solutions of the stochastic Cauchy problem driven
by cylindrical Wiener processes or genuine Le´vy processes to that of arbitrary cylindrical Le´vy
processes.
Let us consider the novelty of our method in comparison to the previous methods con-
sidered in the literature to study equation (1.0.1). So far, the stochastic Cauchy problem for
cylindrical Le´vy processes is studied typically using two approaches. In the first approach, the
cylindrical Le´vy process is given by a series of independent one-dimensional Le´vy processes
acting along an eigenbasis of the generator A (see (1.1.2)). A typical example considered
often is the cylindrical α-stable noise. In such cases the question of existence of a weak so-
lution reduces to the study of a sequence of one-dimensional Ornstein-Uhlenbeck processes.
This approach is applied, for example, in [34], [40], [41] etc. Since this approach relies on
the specific form the cylindrical Le´vy process, it excludes many interesting examples of the
cylindrical Le´vy process. In the second approach, the cylindrical Le´vy process is embedded
in a larger space where it becomes a genuine Le´vy process. The question then reduces to
solving the equation (1.0.1) in the larger space and finding conditions for the solution to lie
in the underlying space. Since these conditions may be in terms of the larger space which
per se is not related to the equation under consideration, this approach also does not give a
good picture of the interplay between the noise and the solution. Since our approach neither
requires the cylindrical Le´vy process to have a specific form nor to use other large space, it
seems more natural and can be considered a direct generalisation of the genuine Le´vy case or
the cylindrical Wiener case.
Our approach enables us to study further properties of the solution along with some path
properties. An immediate consequence of our stochastic Fubini result and its application to
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weak solution is that we are able to deduce that the trajectories of the solution are scalarly
square integrable. We believe that this is the first positive result on an analytical path
property of the solution of the stochastic Cauchy problem which is independent of the driving
cylindrical Le´vy process. Furthermore, without any assumptions on the cylindrical Le´vy
process we are able to prove that the solution process satisfies the Markov property and
is stochastically continuous. In some specific examples of cylindrical Le´vy processes, these
properties were already proved (e.g. see [14] and [41]), but the arguments used are restricted
to the specific examples under consideration. We are also able to give a condition which
implies the non-existence of a modification of the solution with weakly ca`dla`g trajectories.
In the last part of this thesis we consider the problem of existence of an invariant measure
for the solution process of (1.0.1). The existence of an invariant measure will be useful to
study further properties of the solution, like the ergodicity and the second quantisation of
the transition semigroup. We generalise the results of Chojnowska-Michalik in [16], [17] to
the case of cylindrical Le´vy processes. As far as we are aware, only for specific examples of
cylindrical Le´vy processes given by a series like (1.1.2), the existence of invariant measure
has been considered (e.g. see [40], [41], [60]). There typically one finds the invariant measure
for each of the corresponding one-dimensional Ornstein-Uhlenbeck processes and then the
invariant measure for the process of (1.0.1) is obtained as the product measure of these
one-dimensional invariant measures. Using the well-known log moment condition on the Le´vy
measures of one-dimensional Ornstein-Uhlenbeck processes and some mild assumptions on the
eigenvalues of the generator of the semigroup, conditions can be obtained which guarantee
existence of invariant measure. This approach is clearly very restrictive and cannot be used
for all cylindrical Le´vy processes.
In our general framework, having in hand the integration theory developed in [46], we
are able to follow the similar approach, with some generalisations, as used for genuine Le´vy
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processes. Similar to the genuine Le´vy case, if the distributions of the stochastic convolution
integral
∫ t
0 T (t − s)B dL(s) (which is equal in distribution to the integral
∫ t
0 T (s)B dL(s))
converge weakly to some limit as t→∞, then the limiting distribution is an invariant measure.
Therefore, the problem of existence of an invariant measure is related to the existence of the
integral
∫∞
0 T (s)B dL(s). Even though the noise L is cylindrical, the integral
∫ t
0 T (s)B dL(s)
is a genuine V -valued infinitely divisible random variable by the stochastic integration theory
developed in [46]. Therefore, by the compactness criterion of infinitely divisible probability
measures, we can obtain the conditions for the existence of the integral
∫∞
0 T (s)B dL(s).
Although this looks natural and straightforward, writing conditions in terms of the cylindrical
characteristics of the underlying cylindrical Le´vy process is not so obvious. We need arguments
to extend the cylindrical Le´vy measure of the limiting distribution to a genuine Le´vy measure.
Such general conditions may not be easy to verify in practice but we are also able to generalise
the simple log-moment condition on the Le´vy measure, often considered in the literature, to
a similar condition on the cylindrical Le´vy measure of the cylindrical Le´vy process, which is
satisfied by all the examples considered in the literature referred to above.
1.1 Literature review
In this section, we give a brief review of some of the significant work done in the literature, to
understand the context and importance of our work in this thesis. This review is not claimed
to be exhaustive or include all related work. We concentrate on the results related to our
thesis and highlight below some
(i) The case when L is a cylindrical Wiener process with covariance operator Q is well-
known, for example see the monograph by Da Prato and Zabczyk [20]. In this case, the
stochastic Cauchy problem (1.0.1) has a unique weak solution given by (1.0.3) if and
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only if ∫ T
0
tr(T (s)BQB∗T ∗(s)) ds <∞. (1.1.1)
The solution is a mean-square continuous Markov process and the time and spatial
regularity of the solution are well-understood. It is further seen (e.g. see [18]) that the
solution admits an invariant measure if and only if
∫ ∞
0
tr(T (s)BQB∗T ∗(s)) ds <∞.
(ii) The case when L is a genuine Le´vy process was first considered by Chojnowska-Michalik
in [16]. In this very interesting work, the author defines a stochastic integral with respect
to the Le´vy process using compactness arguments and convergence in probability for
square-integrable strongly measurable functions. The equivalence of the mild and weak
solutions is established using an integration by parts result, and necessary and sufficient
conditions for the existence of an invariant measure are derived. In particular, if the
semigroup is stable it is shown that the invariant measure, if it exists, is unique. In the
special case of an exponentially stable semigroup a simple sufficient (but not necessary)
condition guaranteeing the existence of a stationary measure is established. In another
paper [17] by the same author, necessary and sufficient simple conditions are obtained
for the case of heat equation.
For the general theory of SPDEs driven by genuine Le´vy processes (as well as some
examples of cylindrical Le´vy processes) in Hilbert spaces, one can refer to the monograph
[38].
(iii) Furhman and Ro¨ckner (2000) in [24] study SCP (1.0.1) for Le´vy processes in the frame-
work of generalised Mehler semigroup and Lescot and Ro¨ckner (2004) [32] use pertur-
bation theory to study the stochastic heat equation with A = ∆ and L composed of a
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standard Wiener noise and an α-stable Le´vy noise.
(iv) Applebaum (2006) in [2] using the martingale valued-measure and the Le´vy-Itoˆ decom-
position develops a theory of stochastic integration and establish the equivalence of
mild and weak solution of SCP (1.0.1) when L is a genuine Le´vy process. The author
also studies the relation between the concept of operator self-decomposability and the
stationarity of the solution of (1.0.1).
(v) In 2010, Brzez´niak and Zabczyk [14] consider SCP (1.0.1) with L(t) = W (`(t)) and
B = Id, whereW is a cylindrical Wiener process and ` is a real-valued Le´vy subordinator.
They consider the mild solution given by (1.0.3) and show that the solution can have
locally unbounded trajectories.




βnln(t)en, t > 0, (1.1.2)
under the assumptions that ln are real-valued independent, symmetric α-stable processes
with α ∈ (0, 2), where (en) ⊂ D(A) is an orthonormal basis of V and Aen = −λnen,
λn > 0, and λn →∞. By considering, for each n ∈ N, the one-dimensional equation
dY n(t) = −λnY n(t) dt+ βn dln(t), Y n(0) = yn,
the authors prove that Y (t) =
∑∞
n=1 Y
n(t)en is a mild solution of SCP (1.0.1) and






It is further shown in this specific framework that the solution is a Markov process, is
stochastically continuous and P -a.s., it has trajectories in Lp([0, T ];V ), for 0 < p < α.
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(vii) Brzez´niak et al (2010) [12] consider the time regularity of the mild solution of the
stochastic heat equation (1.0.1) (i.e., A = ∆), where the noise L is given by (1.1.2). The
authors ask when the solution takes values in V and whether the solution has ca`dla`g
trajectories. One of their main results is that if βn does not converge to 0, en ∈ D(A∗)
and Y is V -valued, then Y has no V -ca`dla`g modification.
(viii) Liu and Zhai in [34] answer the questions raised in [12] and [41] and in particular show
that the solution of SCP (1.0.1) driven by cylindrical α-stable noise of the form (1.1.2)




(ix) Priola and Zabczyk [40] extend the results obtained in [41] for cylindrical α-stable
noise to more general cylindrical Le´vy noise L given by (1.1.2) by taking ln to be one-
dimensional pure-jump symmetric Le´vy process. They obtain necessary and sufficient
conditions for the solution to be V -valued and to have ca`dla`g paths. Using some simple
condition on the Le´vy measure and on the eigenvalues (λn)n∈N, they obtain the existence
and uniqueness of the invariant measure for the solution.
(x) Peszat and Zabczyk in [39] consider SCP (1.0.1) with B = Id and assuming that L is a












where pi is the Poisson random measure associated with L, and the Le´vy measure ν
satisfies ν(H \ U) = 0. In Proposition 2.6, the authors give the necessary and sufficient
conditions for the solution to be U -valued and to be mean-square continuous. They
focus on studying the time-regularity of solutions which are further studied by Liu and
Zhai (2016) in [35].
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(xi) In [6], Applebaum and Riedle (2010) carry out a systematic study of cylindrical Le´vy
processes by generalising the cylindrical Wiener process in a natural manner. The cylin-
drical Le´vy process is defined as a cylindrical process such that its finite dimensional
projections are genuine Le´vy processes. They study SCP (1.0.1) with L as a cylindrical
process with weak second moments and show that there exists a unique weak cylindrical
solution of (1.0.1). The solution is obtained only as a cylindrical process and not as a
V -valued genuine process.
(xii) Riedle (2015) in [46] develops a theory of stochastic integration of deterministic functions
and defines the Ornstein-Uhlenbeck processes driven by cylindrical Le´vy processes. For
stochastic integration of random integrands, one can refer to Riedle (2014) [45] for
cylindrical Le´vy processes with second moments and Jakubowski and Riedle (2017) [27]
for general cylindrical Le´vy processes.
(xiii) In [42], Riedle (2018) studies SCP (1.0.1) when L is a canonical α-stable process (0 <
α 6 2), i.e. the characteristic function of L(t) is given by ϕL(t)(u) = exp (−t‖u‖α) for
all u ∈ U , and shows that (1.0.1) admits a mild solution if and only if
∫ T
0
‖T (s)‖αHS ds <∞.
It must be mentioned here that both the definition of cylindrical Le´vy process in [6] and
the stochastic integration theory in [46], are introduced for Banach spaces. However, in this
thesis we only consider (1.0.1) in Hilbert spaces and leave the case of Banach spaces for future
research.
All of the results mentioned above on weak or mild solution, path property, Markov
property, invariant measures are covered by our general theory developed in this thesis.
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1.2 Brief outline of the thesis
In Chapter 2 we collect the background material, set up our notation and review some basic
results from the available literature. We start by recalling the concept of trace-class and
Hilbert-Schmidt operators in a Hilbert space, define C0-semigroups and summarize some basic
facts about C0-semigroups. In Section 2.2, we give a brief summary of cylindrical measures and
cylindrical random variables and we continue in Section 2.3 with the definition and examples
of cylindrical Le´vy processes which are central to the theme of this thesis. The next section
gives a brief exposition of the integration theory developed in [46] for deterministic functions.
The integration is defined in two steps, first for a regulated Hilbert space valued function
and then for an operator-valued function which is weakly in the space of regulated functions.
For that purpose, some basic properties of a regulated function are also recalled. Finally, the
necessary and sufficient conditions for stochastic integrability of a function are stated from
[46].
In Chapter 3 we prove a version of a stochastic Fubini Theorem, which plays an important
role in establishing the existence of a weak solution in Chapter 4. The main result is stated










g(s, t)η(ds) dL(t), (1.2.1)
for a U -valued function g satisfying conditions so that both the stochastic integrals are defined.
The main idea of the proof is to write the iterated integral as an inner product in the space
L2(S) := L2η(S;R) of square integrable functions. For this purpose, we define an operator Φ
which defines a regulated function from [0, T ] to the space of L2(S)-valued Hilbert-Schmidt
operators. The fact that such functions are always stochastically integrable is proved in
Lemma 3.2.2. The stochastic integral
∫ T
0 Φ(t) dL(t) defines an L
2(S)-valued random variable.
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Such an integral can always be approximated by a sequence of integrals of elementary functions
as is seen in Lemma 3.2.4. Using this approximation, we get the first equality below by


















In Chapter 4 we prove the existence and uniqueness of the weak solution of the stochastic
Cauchy problem. In Section 4.2 we prove the stochastic continuity of the stochastic convolu-
tion process. In Theorem 4.3.1 we show that the weak solution exists if the map s→ T (s)B
is stochastically integrable with respect to L in [0, T ]. In this case, the weak solution is
given by the mild solution. The converse result that if the weak solution exists, then the map
s→ T (s)B is stochastically integrable with respect to L is proved in Theorem 4.4.2, for which
we need an integration by parts formula which is proved in Lemma 4.4.1. This result also
implies the uniqueness of the weak solution.
In Chapter 5, we discuss some properties satisfied by the solution process. We begin by
noting in Theorem 5.0.1 that the solution process has weakly square integrable trajectories.
This result is actually an immediate consequence of the stochastic Fubini theorem proved
in Theorem 3.2.1. We then show in Theorem 5.0.2 that the weak solution is stochastically
continuous. It was mentioned earlier that the weak solution may not have ca`dla`g trajectories.
In Theorem 5.0.3 we give a condition on the cylindrical Le´vy measure which guarantees
that the weak solution does not have ca`dla`g trajectories. Assuming that L has weak second
moments and that the weak solution has second moments, we show in Theorem 5.0.8 that the
weak solution is mean-square continuous. The final result in this Chapter is Theorem 5.0.9
where we show that the weak solution is a Markov process.
Chapter 6 deals with the existence of a stationary solution of (1.0.1). In Lemma 6.2.4 it
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is shown that an invariant measure for the weak solution can be obtained as the distribution
of the random variable
∫∞
0 T (s)B dL(s) := limt→∞
∫ t
0 T (s)B dL(s), if it exists, where the
limit is in probability. In Theorem 6.2.8 we prove necessary and sufficient conditions for the
existence of the integral
∫∞
0 T (s)B dL(s). This result can be considered as a generalisation of
the corresponding well-known result for genuine Le´vy processes (see [16]). In Section 6.3, we
consider the case of a stable semigroup. In this case, the existence of an invariant measure
is equivalent to the existence of the integral
∫∞
0 T (s)B dL(s) (see Theorem 6.3.1) and the
unique invariant measure is given by the distribution of the random variable
∫∞
0 T (s)B dL(s).
If the cylindrical Le´vy process L is symmetric and the semigroup is the heat semigroup, then

























µ(du) = 0 (1.2.3).
These conditions can be seen as the generalisation of the corresponding condition in the case
of a genuine Le´vy process (see [17]). It is observed that these conditions are satisfied by the




In this chapter we review basic definitions and background material needed for the rest of
this thesis. All the chapter is a collection of known results and definitions available in the
literature.
2.1 Linear operators on Hilbert spaces and C0-semigroups
Let U and V be real separable Hilbert spaces with norms ‖ · ‖ and orthonormal bases (ek)k∈N
and (hk)k∈N, respectively. We identify the dual of a Hilbert space by the space itself. The
Borel σ-algebra of U is denoted by B(U). By BU , we denote the open unit ball in U , that
is, BU := {u ∈ U : ‖u‖ < 1}. The space of Radon probability measures on B(U) is denoted
by M(U) and is equipped with the Prokhorov metric. The space of all continuous functions
from [0, T ] to U is denoted by C([0, T ];U) and it is equipped with the supremum norm ‖ · ‖∞.
The space of all equivalence classes of measurable functions f : Ω→ U on a probability space
(Ω,F , P ) is denoted by L0P (Ω;U), and it is equipped with the topology of convergence in
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probability. It is a complete metric space under the metric p given by
p(X,Y ) = E [‖X − Y ‖ ∧ 1] .
Convergence in this metric is equivalent to convergence in probability. The space LpP (Ω;U)
contains all equivalence classes of measurable functions f : Ω→ U which are p-th integrable,
and it is equipped with the usual norm. The space of all linear, bounded operators from U to
V is denoted by L(U, V ), equipped with the operator norm ‖ · ‖op. An operator A ∈ L(U, V )









〈aj , u〉bj , u ∈ U.















Then trA is a well defined number independent of the choice of the orthonormal basis (ek)k∈N.
It can be easily seen that a non negative operator A ∈ L(U,U) is trace class if and only if for
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The number ‖A‖HS is independent of the choice of the basis (ek). Moreover ‖A‖HS = ‖A∗‖HS,
where A∗ denotes the adjoint operator of A. The space of all Hilbert-Schmidt operators
equipped with the norm ‖ · ‖HS is a separable Hilbert space and is denoted by L2(U, V ).
A standard characterisation of compact sets in a Hilbert space H with orthonormal basis







〈h, fk〉2 = 0. (2.1.1)
Using this characterisation of compact sets we obtain the following result.















‖ϕ∗hj‖2 = 0. (2.1.3)
Proof. First suppose that K is compact. Then K is closed and bounded. Suppose (2.1.2) is
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not true. Then there exists ε > 0 such that for all N ∈ N, there exists ϕN ∈ K satisfying
∞∑
k=N+1
‖ϕNek‖2 > ε. (2.1.4)
Since K is compact, we can find a subsequence (again denoted by (ϕN )N∈N) and ϕ ∈ K such
that ϕN → ϕ in L2(U, V ). Thus there exists N0 ∈ N such that for all N > N0,
∞∑
k=N+1




Let P cN denotes the projection onto the span of {eN+1, eN+2, . . .}. Then by (2.1.4) and (2.1.5),
we obtain for all N > N0
∞∑
k=N+1
‖ϕek‖2 = ‖ϕP cN‖2H.S.


















This contradicts the fact that ϕ ∈ L2(U, V ). Thus (2.1.2) is satisfied. Since the map ϕ→ ϕ∗
is continuous, it follows that the set {ϕ∗ : ϕ ∈ K} is compact in L2(V,U). Hence, (2.1.3)
follows by the same arguments as above.
Conversely suppose that K is closed, bounded and satisfies (2.1.2) and (2.1.3). If for all
u ∈ U and v ∈ V we define u⊗ v : U → V by (u⊗ v)(h) = 〈u, h〉 v, then (ei ⊗ hj)i,j∈N forms
an orthonormal basis of L2(U, V ). By the characterization (2.1.1) of compact sets in Hilbert
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By using (2.1.2) and (2.1.3), we obtain (2.1.6).
Definition 2.1.2. A family (T (t))t>0 of linear operators on a separable Hilbert space V is
called a C0-semigroup if the following conditions are satisfied:
(i) T (0) = Id, where Id denotes the identity operator on V ;
(ii) T (t+ s) = T (t)T (s) for all s, t > 0;
(iii) For every v ∈ V , limt→0+ ‖T (t)v − v‖ = 0.




v ∈ V : lim
t→0+






T (t)v − v
t
, for all v ∈ D(A).
We summarise basic properties of a C0-semigroup and its generator in the following proposi-
tion, whose proof can be found among others in [37].
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Proposition 2.1.3. Let (T (t))t>0 be a C0-semigroup and A be its generator. Then we have
the following:
(i) There exist constants M > 1 and w ∈ R such that
‖T (t)‖ 6Mewt for all t > 0. (2.1.7)
(ii) For all v ∈ V , the map t→ T (t)v is continuous for t > 0.




T (t)v = AT (t)v = T (t)Av, t > 0.




T (s)v ds = T (t)v − v.
If v ∈ D(A), then both sides are equal to ∫ t0 T (s)Av ds.
(v) The generator A is a closed and densely defined operator.
(vi) (T ∗(t))t>0 is a C0-semigroup with generator A∗.
2.2 Cylindrical measures and cylindrical random variables
A cylindrical Le´vy process will be defined using cylindrical measures and cylindrical random
variables. In this section, we give a brief review of cylindrical measures and cylindrical random
variables. One can refer to [53] for more details. Let Γ be a subset of U . Sets of the form
C(u1, ..., un;B) := {u ∈ U : (〈u, u1〉, ..., 〈u, un〉) ∈ B},
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for u1, ..., un ∈ Γ and B ∈ B(Rn) are called cylindrical sets with respect to Γ. Clearly, we can
write
C(u1, ..., un;B) = pi
−1
u1,··· ,un(B),
where piu1,··· ,un is the linear map defined by
piu1,··· ,un : U → Rn, piu1,··· ,un(u) := (〈u, u1〉, ..., 〈u, un〉).
The set of all these cylindrical sets, denoted by Z(U,Γ), is an algebra of subsets of U and
is a σ-algebra if Γ is finite ([6, Lemma 2.1]). The algebra Z(U,U) will be denoted by Z(U)
and by separability of U , the σ-algebra generated by Z(U) coincides with the Borel σ-algebra
B(U) [53, Theorem I.2.1].
Definition 2.2.1. A function µ : Z(U) → [0,∞] is called a cylindrical measure, if for each
finite subset Γ ⊆ U the restriction of µ on the σ-algebra Z(U,Γ) is a measure.
A cylindrical measure is only finitely additive and by definition its restriction to Z(U,Γ)
for each finite subset Γ ⊆ U is countably additive. If B : U → V is a mapping such that for
every C ∈ Z(V ), the pre-image B−1(C) ∈ Z(U), then the mapping C → µ(B−1(C)) defines
a cylindrical measure on Z(V ), denoted by µ ◦B−1, and is called the image of the cylindrical
measure under B. It is well known that if µ is a cylindrical measure on Z(U) and B is a
Hilbert-Schmidt operator from U to V , then the image measure µ ◦B−1 on Z(V ) extends to
a Radon measure on B(V ) [53, Theorem VI.5.2]. Note that a cylindrical measure µ on Z(U)
is said to extend to a measure ν on B(U) if µ = ν on Z(U). Obviously, Radon extension
of a cylindrical measure is countably additive and unique. Not every cylindrical measure
on Z(U) can be extended to a Radon measure on B(U) (see Example 2.2.5 given below).
By Caratheodory’s extension theorem it is possible if and only if the cylindrical measure
is countably additive on Z(U). An obvious consequence of the definition of the cylindrical
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measure is that µ ◦ pi−1u1,...,un is a measure on B(Rn) for any u1, . . . , un ∈ U . A cylindrical
measure is called finite if µ(U) <∞ and a cylindrical probability measure if µ(U) = 1.
For any function f : U → C which is Z(U,Γ)-measurable where Γ is a finite subset of
U , one can define the integral with respect to µ as a Lebesgue integral if it exists. As a
consequence, the characteristic function of a finite cylindrical measure µ on Z(U) can be
defined by




A cylindrical (probability) measure µ is called continuous if the characteristic function ϕµ is
continuous [53]. A cylindrical measure µ is called symmetric if µ(−C) = µ(C) for each C ∈
Z(U). The symmetry of µ is equivalent to the condition that the characteristic function ϕµ is
real-valued. The convolution of two cylindrical measures µ1 and µ2 (see [47]), denoted by µ1 ∗
µ2, is a cylindrical measure defined for any cylindrical set C = {u ∈ U : (〈u, u1〉 , . . . , 〈u, un〉) ∈
B} by




The characteristic function satisfies ϕµ1∗µ2(u) = ϕµ1(u)ϕµ2(u) for all u ∈ U . By µ∗n we
denote the n-times convolution of µ with itself. A (cylindrical) probability measure µ is called






The following result on relative compactness will be useful later.
Proposition 2.2.2. If µ is a continuous cylindrical probability measure on Z(U) and K is a
compact subset of L2(U, V ), then the set {µ ◦ϕ−1 : ϕ ∈ K} is relatively compact in the space
M(V ) of probability measures on B(V ).
Proof. See Proposition 5.3 in [27].
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Definition 2.2.3. A cylindrical random variable Z in U is defined as a linear and continuous
map
Z : U → L0P (Ω;R).
The concept of a cylindrical random variable is well-established in the literature (e.g.
see [8], [9], [25], [30], [50], [53]) appearing in different guises, e.g., the generalised random
function or the weak distributions. It is sometimes assumed to be only linear and sometimes
as a mapping into LpP (Ω;R) for some p > 0. Each cylindrical random variable Z defines a
continuous cylindrical probability measure λ by
λ : Z(U)→ [0, 1], λ(C) = P ((Zu1, . . . , Zun) ∈ B)
for cylindrical sets C = C(u1, ..., un;B). The cylindrical probability measure λ is called the
cylindrical distribution of Z. Conversely, if µ is a continuous cylindrical probability measure,
then there exists a probability space (Ω,F , P ) and a cylindrical random variable with cylin-
drical distribution µ. The characteristic function of a cylindrical random variable Z is defined
by
ϕZ : U → C, ϕZ(u) = E[exp(iZu)],
and it uniquely determines the cylindrical distribution of Z.
Example 2.2.4. Let X : Ω → U be a (classical or genuine) U -valued random variable, that
is, X is F-B(U)-measurable function. Then
Z : U → L0P (Ω;R), Zu := 〈X,u〉
defines a cylindrical random variable. We then say that Z is induced by X. In this case the
cylindrical distribution of Z extends to a Radon probability measure. It is also clear that
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the characteristic function of cylindrical random variable Z coincides with the characteristic
function of X. Indeed, this is also a sufficient condition for a cylindrical random variable to
be induced by a classical random variable, that is, the characteristic function of a cylindrical
random variable Z in U coincides with the characteristic function of a Radon probability
measure if and only if it is induced by a U -valued random variable [53, Theorem IV.2.5].
In general, not every cylindrical random variable can be induced by a classical random
variable.
Example 2.2.5. Let ϕ : U → C be defined by ϕ(u) = exp (−12‖u‖2). Then ϕ being symmet-
ric, continuous and positive definite, is a characteristic function of a cylindrical probability
measure γ, called the canonical Gaussian cylindrical measure. If U is infinite dimensional,
then ϕ is not a characteristic function of a probability measure because it is not weakly se-
quentially continuous. Therefore, γ is not countably additive. The cylindrical random variable
Z with cylindrical distribution γ can not be induced by a classical random variable.
A family (Z(t) : t > 0) of cylindrical random variables Z(t) is called a cylindrical process.
2.3 Cylindrical Le´vy processes: definition and examples
In this section we define and give examples of a cylindrical Le´vy process. But before that let
us recall the definition and basic properties of a Le´vy process in a Hilbert space. For details
and other properties one can refer to [4] (for finite dimensional Le´vy processes) and [38] for
infinite dimensional Le´vy processes.
Let (Ω,F , {Ft}t>0, P ) be a filtered probability space where the filtration satisfies the usual
conditions of right continuity and completeness. In this thesis we use the following definition
of a Le´vy process.
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Definition 2.3.1 (Le´vy Process). A U -valued stochastic process (X(t) : t > 0), defined on a
filtered probability space (Ω,F , {Ft}t>0, P ), is called a Le´vy process in U if
(a) X(0) = 0 P -a.s.;
(b) it has stationary and independent increments, where the independence is with respect to
the filtration {Ft}t>0, i.e., for all s 6 t, the increment X(t)−X(s) is independent of Fs;
(c) it is stochastically continuous, i.e. for any ε > 0 and for all t0 > 0,
lim
t→t0
P (|X(t)−X(t0)| > ε) = 0.
By Theorem 4.3 in [38] (or Theorem 2.1.8 in [4]), for every Le´vy process there exists a
modification with P -a.s. ca`dla`g (right continuous with left limits) paths. Some standard
examples of Le´vy processes are Brownian motions, Poisson Processes, compound Poisson
processes and α-stable processes. The characteristic function of a Le´vy process is given by
the Le´vy-Khintchine formula
ϕX(t) : U → C, ϕX(t)(u) := E[ei〈X(t),u〉] = etη(u), (2.3.1)
where






ei〈y,u〉 − 1− i〈y, u〉1BU (y)
)
ν(dy), (2.3.2)
where b ∈ U , Q : U → U is a positive-definite symmetric trace class operator, ν is a Le´vy
measure on U , that is, a σ-finite measure satisfying ν({0}) = 0 and
∫
U
(‖u‖2 ∧ 1) ν(du) <∞.
Every Le´vy process enjoys the famous Le´vy-Itoˆ decomposition into a continuous and jump
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part. Let ∆X(t) := X(t)−X(t−) be the jump of X at t and define a Poisson random measure
N by




for A ∈ B(U) such that 0 /∈ A¯.
Theorem 2.3.2. Let X be a U -valued Le´vy process. Then there exists b ∈ U , a U -valued
Wiener process W , a Poisson random measure N on [0,∞)×U with intensity measure dt⊗ν,
where ν is a Le´vy measure, such that







where N˜(t,du) := N(t,du)− tν(du) is the compensated Poisson random measure.
Proof. See [4, Theorem 2.4.16] or [38, Theorem 4.23].
Each Le´vy process is an infinitely divisible process, that is, for each t, the distribution
of L(t) is an infinitely divisible probability measure. Indeed, the characteristic function of
any infinitely divisible probability measure is given by the Le´vy-Khintchine formula given
in (2.3.1) (with t=1). Conversely, corresponding to every function ϕ : U → C of the form
ϕ(·) = eη(·), where η is the function defined in (2.3.2), there exists an infinitely divisible
probability measure θ whose characteristic function is given by ϕ. The triple (b,Q, ν) will
also be called the characteristics of θ. The following compactness criterion for infinitely
divisible probability measures in Hilbert spaces will be needed in the thesis. Its proof can be
found in Theorem VI.5.3 of [36].
Theorem 2.3.3. A family (λϕ)ϕ∈Λ of infinitely divisible probability measures with charac-
teristics (aϕ, Qϕ, νϕ) in a Hilbert space U is relatively compact in M(U) if and only if the
following three conditions are satisfied:
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(a) the set {aϕ : ϕ ∈ Λ} ⊂ U is relatively compact;
(b) the set {νϕ : ϕ ∈ Λ} restricted to the complement of any neighbourhood of the origin is
relatively compact;
(c) the operators Tϕ : U → U defined by
















〈Tϕek, ek〉 = 0.
We are now in a position to introduce a cylindrical Le´vy process as defined by Applebaum
and Riedle in [6]. A cylindrical Wiener process (an example of cylindrical Le´vy process) has
been known for a long time and there is a vast literature on SPDE’s driven by a cylindrical
Wiener process (e.g., [20]). In the literature, many noises have been considered as analogues
for the cylindrical Wiener process in the discontinuous or non-Gaussian settings (see e.g.
[12], [14], [34] [38], [41], [40]). A systematic study of cylindrical Le´vy processes is carried
out in [6], where the authors give the following definition, which can be considered as a
natural generalisation of the concept of cylindrical Weiner process. This definition includes
all examples of such a noise considered in the literature mentioned above.
Definition 2.3.4 (Applebaum and Riedle, 2010). A cylindrical process (L(t) : t > 0) is called
a cylindrical Le´vy process in U if for all u1, ..., un ∈ U and n ∈ N,
((L(t)u1, ..., L(t)un) : t > 0)
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is a Le´vy process in Rn with respect to the filtration {Ft}t>0.
Remark 2.3.5. Note that the above definition is slightly stronger than that given in [6].
The characteristic function of L(t) for all t > 0 is given by





where Ψ: U → C is called the symbol of L, and is of the form






ei〈u,h〉 − 1− i〈u, h〉1BR(〈u, h〉)
)
µ(dh),
where a : U → R is a continuous mapping with a(0) = 0, Q : U → U is a positive, symmetric
operator and µ is a cylindrical measure on Z(U) satisfying
∫
U
(〈u, h〉2 ∧ 1)µ(dh) <∞ for all u ∈ U. (2.3.3)
We call (a,Q, µ) the (cylindrical) characteristics of L.
A cylindrical measure satisfying (2.3.3) will be called a cylindrical Le´vy measure. By
Lemma 3.1 in [46], it follows that a cylindrical Le´vy measure µ of a cylindrical Le´vy process





(〈u, h〉2 ∧ 1)µ(dh) <∞. (2.3.4)
Further, by Lemma 4.4 in [44], for any sequence {un}n∈N ⊂ U satisfying un → u in U , it
follows that
(|β|2 ∧ 1)µ ◦ 〈·, un〉−1 → (|β|2 ∧ 1)µ ◦ 〈·, u〉−1 weakly in M(R). (2.3.5)
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We now give some examples of cylindrical Le´vy processes.
Example 2.3.6. (Cylindrical Wiener process). A cylindrical process (W (t) : t > 0) is called
a cylindrical Wiener process in U if for all u1, ..., un ∈ U and n ∈ N,
((W (t)u1, ...,W (t)un) : t > 0)
is a Wiener process in Rn. The cylindrical Wiener process is a cylindrical Le´vy process with
characteristics (0, Q, 0) where Q is the covariance operator of W . The cylindrical Wiener
process (W (t) : t > 0) is U -valued if it is induced by a U -valued Wiener process. It is well-
known that in that case Q is a trace class operator. If Q = Id, we call the cylindrical Wiener
process a standard cylindrical Brownian motion. There are many definitions of cylindrical
Wiener processes in literature. See Example 2.3.8 below for an alternative representation as
a series of one-dimensional Wiener processes. For connections between different approaches
and some other interesting properties see [43].
Example 2.3.7. (Genuine Le´vy process). Let (X(t) : t > 0) be a U -valued Le´vy process with
characteristics (b,Q, ν). Then
L(t) : U → L0P (Ω;R); L(t)u := 〈X(t), u〉,
defines a cylindrical Le´vy process with characteristics (a,Q, ν) where
a(u) = 〈b, u〉+
∫
U
〈u, h〉 (1BR(〈u, h〉)− 1BU (h)) ν(dh).
Example 2.3.8. Let (lk)k∈N be a sequence of independent real-valued Le´vy processes with
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converges P -a.s., and {ϕlk(1) : k ∈ N} is equicontinuous at 0, then L defines a cylindrical Le´vy























for each u ∈ U , where mk(u) : R → R is defined by mk(u)(β) := β 〈u, ek〉. Some special
cases of this example are worth mentioning. If for each t > 0, lk(t) := σkl′k(t), where l′k are
independent and identically distributed and σ = (σk)k∈N ⊂ R, then L defines a cylindrical
Le´vy process in each of the following cases:
• l′k is a Wiener process and σ ∈ l∞. ([46, Example 4.3]).
• l′k is a Poisson process with intensity 1 and σ ∈ l2. ([46, Example 4.4])
• l′k is a symmetric standardised α-stable process and σ ∈ l
2α
2−α . ([46, Example 4.5]) This
example is considered often in literature and usually called cylindrical α-stable noise
and was considered first in [41].




P -a.s. in U , then the process (X(t) : t > 0) defined by




is a Le´vy process in U (see [38]) and we have
L(t)u = 〈X(t), u〉 .
In this case, the cylindrical Le´vy process L is induced by a classical or genuine Le´vy process
in U . Thus, corresponding to the cases mentioned in above example, in each of the following
cases L is induced by a classical Le´vy process:
• l′k is Wiener process and σ ∈ l2. ([46, Example 4.3])
• l′k is a Poisson process with intensity 1 and σ ∈ l1. ([46, Example 4.4])
• l′k is a symmetric standardised α-stable process and σ ∈ lα. ([46, Example 4.5])
Example 2.3.10. Let L be the canonical α-stable cylindrical Le´vy process for α ∈ (0, 2)
considered in [42], i.e. the characteristic function of L(t) is of the form
ϕL(t) : U → C, ϕL(t)(u) = exp (−t‖u‖α) .
Each finite dimensional projection
(
(L(t)u1, . . . , L(t)un) : t > 0
)
for u1, . . . , un ∈ U is an
α-stable cylindrical Le´vy process in Rn. Then by [42, Lemma 2.4] the characteristics of L
is given by (0, 0, µ), where the cylindrical Le´vy measure µ is symmetric and satisfies for all
n ∈ N:











dr for B ∈ B(Rn),
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where λn is uniformly distributed on the sphere S(R























and cα is a constant (see [42, Theorem A.1]) and Γ denotes the Gamma function.
In [42], it is shown that the canonical α-stable process enjoys two representations. One as
a Le´vy space-time white noise as defined in [1] or [7] and the second as a cylindrical standard
Brownian motion subordinated by an α-stable noise. The second representation is a specific
case of the following more general subordinated Wiener noise defined in [14]:
Example 2.3.11. Let W be a cylindrical Wiener process in U with covariance operator R, l
be a real-valued Le´vy subordinator (i.e. a one-dimensional non-decreasing Le´vy process) with
characteristics (α, 0, ρ), independent of W . Then, for each t > 0,
L(t)u := W (l(t))u,
defines a cylindrical Le´vy process (L(t) : t > 0) in U . By Lemma 4.8 in [46], the characteristics
of L are given by (0, Q, µ) where
Q = αR, µ = (γ ⊗ ρ) ◦ κ−1,
where γ is the canonical Gaussian cylindrical measure on the reproducing kernel Hilbert space
HR of R with embedding iR : HR → U and




2.4 Integration with respect to cylindrical Le´vy processes
We now review the theory of stochastic integration of a deterministic function f : [0, T ] →
L(U, V ), with respect to a cylindrical Levy process (L(t) : t > 0) in U with characteristics
(a,Q, µ), as developed by Riedle in [46]. Let R ([0, T ], U) denote the space of deterministic
regulated functions. Here, a function g : [0, T ]→ U is called regulated if for every t ∈ (0, T ),
both the left and right limits at t, namely g(t−) and g(t+), exist along with the one-sided
limits g(0+) and g(T−). Some properties of a regulated function which we will use frequently
in this thesis are given in the following theorem (See [11, Ch.II.1.3], Problem 1 in [21, Ch.VII.6]
and [21, 7.6.1]):
Theorem 2.4.1. If g : [0, T ]→ U is regulated, then
(a) g has only discontinuities of the first kind. In particular, g has only a countable number
of discontinuities.
(b) The set {g(t) : t ∈ [0, T ]} is a compact set in U , where A denotes the closure of subset A
in U .
(c) There exists a sequence {(tnk)Nnk=0 : n ∈ N} of partitions of [0, T ] such that max06k6Nn−1 |t
n
k+1−









, if t ∈ (tnk , tnk+1), k = 0, . . . , Nn − 1,
g(tnk), if t = t
n




‖g(t)− gn(t)‖ → 0 as n→∞.
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By [11, Ch.II.1.3], a necessary and sufficient condition for a function g to be regulated
is that it can be uniformly approximated by step functions. The space R ([0, T ], U) when
equipped with the supremum norm results in a Banach space and the space S([0, T ];U) of
step functions is dense in R ([0, T ], U).
To define the stochastic integral of an operator-valued function with respect to a cylindrical
Le´vy process, first an integral for a U -valued regulated function is introduced in the following
way.
Let g ∈ S([0, T ];U) be a step function. Then there exists a partition 0 = t0 6 t1 6
· · · 6 tm = T such that g takes some constant value uk on the open interval (tk, tk+1) for





The operator J : S([0, T ];U)→ L0P (Ω;R) is continuous and hence can be extended to the
space R ([0, T ], U), by defining
J(g) := lim
n→∞ J(gn) in L
0
P (Ω;R),
where (gn)n∈N ⊂ S([0, T ];U) is chosen such that gn → g in R([0, T ];U). We will denote J(g)
by
∫ T
0 g(s) dL(s). The characteristic function of the random variable
∫ T
0 g(s) dL(s) is given
by






where Ψ is the cylindrical Le´vy symbol of L. Using the convergence of the characteristic
functions, we obtain the following result (see Lemma 5.2 in [46]):
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g(s) dL(t) in probability.





























By Lemma 3.2 in [46] Ψ is continuous and maps bounded sets to bounded sets, therefore it





Ψ (β(gn(s)− g(s))) dt = 0.
Consequently by (2.4.1) it follows that
∫ T
0 (gn(s)− g(s)) dL(s)→ 0 in distribution and hence
in probability.
A function f : [0, T ] → L(U, V ) is called weakly in R([0, T ];U) if f∗(·)v is in R([0, T ];U)
for each v ∈ V . For such a function, one can define by using the above construction, for each
A ∈ B([0, T ]), a cylindrical random variable






A function f : [0, T ]→ L(U, V ) is called stochastically integrable with respect to L if f is weakly
in R([0, T ];U) and if for each A ∈ B([0, T ]) there exists a V -valued random variable IA such
that
〈IA, v〉 = ZAv for all v ∈ V.
The stochastic integral IA is also denoted by
∫









f∗(s)v dL(s) for all v ∈ V. (2.4.2)
The characteristic function of the cylindrical random variable ZA (and hence of IA, if it
exists) is given by






The existence of IA requires that the cylindrical distribution of ZA extends to a Radon proba-
bility measure, that is, there exists a Radon probability measure whose characteristic function
coincides with the characteristic function of ZA (see [53, Theorem IV.2.5]). Using the form
of the characteristic function given above, and noting that IA if it exists must be infinitely
divisible, necessary and sufficient conditions for stochastic integrability of a function f are
obtained in [46]. In particular, we have the following result.
Theorem 2.4.3. A function f : [0, T ]→ L(U, V ), which is weakly in R([0, T ];U), is stochas-
tically integrable with respect to a cylindrical Le´vy process with characteristics (a,Q, µ) if and
only if the following is satisfied:
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〈f(t)u, hk〉2 ∧ 1
)
µ(du) dt = 0. (2.4.5)
Proof. See Theorem 5.10 and Lemma 5.8 in [46].
Condition (2.4.3) can be replaced by the following condition (see Lemma 5.8 in [46]):
(1’) the mapping Ta is weak-weakly sequentially continuous where
Ta : V → L1([0, T ];R), Tav = a(f∗(·)v);
It is well-known (e.g. see [20]) that the stochastic integral can be defined for a deterministic
operator-valued function w.r.t. a cylindrical Wiener Process W with covariance Q. The space







‖f(t) ◦Q1/2‖2L2(U,V ) dt <∞.
Noting that the characteristics of W are (0, Q, 0), the above result reduces to this already
well-known result. Chojnowska-Michalik in [16] defined the stochastic integral of a strongly
measurable function f : [0, T ]→ L(U, V ) satisfying ∫ T0 ‖f(t)‖2op dt <∞, w.r.t. a genuine Le´vy
process using convergence in probability and the weak compactness arguments. It can be
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In this Chapter, we prove a stochastic version of Fubini theorem, which plays an important
role in proving the existence of solution of the stochastic Cauchy problem in the next Chapter.
This is based on joint work with my supervisor Prof. Markus Riedle available on arxiv and
closely follows Section 3 in the preprint [31].
3.1 Introduction
In the proof of the existence of a solution, we are required to interchange the order of a













∗T ∗(s− r)A∗v∗ dr dL(s).
The integrands of the stochastic integrals on both sides of this equality are regulated functions.
Therefore, it is natural for us to establish a Fubini-type result where the integrand satisfies
the properties shared by the integrand in the above equality. Establishing such a result is
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the main aim of this Chapter. As the cylindrical Le´vy process L does not enjoy a Le´vy-Itoˆ
decomposition in U we cannot exploit standard arguments. We are motivated by the approach
as given in [57].
In the rest of the thesis we fix a stochastic basis (Ω,F , (Ft)t>0, P ), where (Ft)t>0 is a
filtration satisfying the usual hypothesis. L is a cylindrical Le´vy process w.r.t. (Ft)t>0. We
will always denote by (a,Q, µ) the characteristics of L.
Let (S,S, η) be a finite measure space and L2η(S;U) the Bochner space.
3.2 Main result
The following version of stochastic Fubini theorem is the main result of this Chapter.
Theorem 3.2.1. Let g : S × [0, T ]→ U be a function satisfying the following assumptions:
(a) g is S ⊗B([0, T ]) measurable;
(b) the map t 7→ g(s, t) is regulated for η-almost all s ∈ S;
(c) the map t 7→ g(·, t) belongs to R([0, T ];L2η(S;U)).










g(s, t) η(ds) dL(t),
and all integrals are well defined, i.e.
(1) the map t 7→ ∫S g(s, t) η(ds) is in R([0, T ];U);
(2) the process
( ∫ T
0 g(s, t) dL(t) : s ∈ S
)
defines a random variable in L2η(S;R).
We divide the proof of the theorem into several lemmas. The theory of integration devel-
oped in [46] and recalled in Section 2.4 applies to deterministic integrands Φ: [0, T ]→ L(U, V )
42
which are regulated. In this case, the function Φ is integrable if and only if it satisfies the
Conditions (2.4.3), (2.4.4) and (2.4.5). The following lemma shows that if Φ is Hilbert-
Schmidt-valued these conditions are already satisfied, i.e. Φ is stochastically integrable. This
is in line with the general integration theory for random integrands developed in [27], where
the random integrands are assumed to have ca`dla`g trajectories.
Lemma 3.2.2. Every regulated function Φ: [0, T ] → L2(U, V ) is stochastically integrable
with respect to L.
Proof. We first show that Φ is weakly in R([0, T ];U). Let t ∈ (0, T ] and (tn)n∈N be a
sequence such that tn ↑ t as n → ∞. Since Φ is regulated, Φ(t−) exists in L2(U, V ) and
‖Φ(tn)− Φ(t−)‖HS → 0 as n→∞. For any v ∈ V and n,m ∈ N, we obtain
‖Φ∗(tn)v − Φ∗(tm)v‖ 6 ‖Φ∗(tn)− Φ∗(tm)‖op‖ v‖ 6 ‖Φ∗(tn)− Φ∗(tm)‖HS‖v‖ → 0,
as n→∞. By completeness of U , it follows that Φ∗(t−)v exists in U . Analogously, Φ∗(t+)v
exists in U for each v ∈ V and t ∈ [0, T ) and consequently, Φ is weakly in R([0, T ];U). We
prove the stochastic integrability of Φ by verifying Conditions (2.4.3), (2.4.4) and (2.4.5). To
verify (2.4.3), let vn → 0 weakly in V . The operator Φ∗(t), being Hilbert-Schmidt, is compact
for each t ∈ [0, T ] and since every compact operator maps weakly convergent sequences to
strongly convergent sequences, it follows that Φ∗(t)vn → 0 in the norm topology of U . As
a is continuous, a(0) = 0 and it maps bounded sets to bounded sets by Lemma 3.2 in [46],
Lebesgue’s theorem on dominated convergence implies
∫
A
a(Φ∗(t)vn) dt→ 0 as n→∞ for each A ∈ B([0, T ]).
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〈Φ(t)u, hk〉2 ∧ 1
)
µ(du).
Let λ denote the cylindrical distribution of L(1). As Φ(t) is Hilbert-Schmidt for each fixed
t ∈ [0, T ], the image measure λ ◦Φ−1(t) is a genuine infinitely divisible measure with classical
Le´vy measure µ ◦ Φ−1(t). By the definition of Le´vy measures in Hilbert spaces, we have
∫
V
(‖v‖2 ∧ 1) (µ ◦ Φ−1(t))(dv) <∞. (3.2.2)
Consequently, we can apply the monotone convergence theorem and Lebesgue’s theorem on
















〈v, hk〉2 ∧ 1
)
(µ ◦ Φ−1(t))(dv)→ 0 as m→∞. (3.2.3)
Since the set K := {Φ(t) : t ∈ [0, T ]} is a compact subset of L2(U, V ) by Theorem 2.4.1,
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Proposition 2.2.2 implies that the set {λ ◦ ϕ−1 : ϕ ∈ K} is relatively compact in the space of
probability measures on B(V ). Since λ◦ϕ−1 is infinitely divisible with Le´vy measure µ◦ϕ−1,












〈v, hk〉2 (µ ◦ ϕ−1)(dv) <∞
while from part (b) of Theorem 2.3.3 it follows that
sup
ϕ∈K



















(µ ◦ ϕ−1)(dv) <∞. (3.2.4)
The limit (3.2.3) and the inequality (3.2.4) enable us to apply Lebesgue’s theorem in (3.2.1),
which proves Condition (2.4.5).
For some u ∈ U and v ∈ V , we define the operator u⊗v : U → V by (u⊗v)(w) := 〈u,w〉v.




to Φ in R
(
[0, T ],L2(U, V )
)
as m→∞.
































→ 0 as m→∞,
which completes the proof.
Lemma 3.2.4. For each regulated function Φ: [0, T ] → L2(U, V ) there exists a sequence of













ej , if t ∈ (tnk , tnk+1), k = 0, . . . , Nn − 1,
m∑
j=1














Φ(t) dL(t) in probability. (3.2.7)
Proof. Using Theorem 2.4.1(c), we can construct a sequence {(tnk)Nnk=0 : n ∈ N} of partitions
of [0, T ] such that max
06k6Nn−1









, if t ∈ (tnk , tnk+1), k = 0, . . . , Nn − 1,
Φ(tnk), if t = t
n





‖Φ(t)− Φn(t)‖HS → 0 as n→∞.
Let ε > 0 be given. Then there exists N ∈ N such that for all n > N , we have
sup
t∈[0,T ]
‖Φ(t)− Φn(t)‖HS 6 ε
2
. (3.2.8)






ej ⊗ Φ(t)ej‖HS 6 ε
2
. (3.2.9)
























































which proves (3.2.6). Let Pm,n denote the probability distribution of
∫ T
0 Φm,n(t) dL(t). For





0 Φ(t) dL(t), v
〉
→ 0 in probability for all v ∈ V ;
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(ii) {Pm,n : m,n ∈ N} is relatively compact in M(V ).




















ej ⊗ ϕej : m ∈ N ∪ {∞}, ϕ ∈ K
 ,
where K := {Φ(t) : t ∈ [0, T ]}. Since K is a compact subset of L2(U, V ) by Theorem 2.4.1, it




















































which shows by Theorem 2.1.1 that K1 is a compact subset of L2(U, V ). Proposition 2.2.2
guarantees that the set {λ ◦ ψ−1 : ψ ∈ K1} is relatively compact in the space of probability
measures on B(V ), where λ is the cylindrical distribution of L(1). By (2.4.2), for each v ∈ V
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ej . Since for each k, the operator ψ
n
m,k is Hilbert-





∗h) = 〈Xnm,k, h〉 for all h ∈ V. (3.2.11)
The distribution of Xnm,k is given by (λ ◦ (ψnm,k)−1)∗(t
n
k+1−tnk ) and consequently it follows by
(3.2.10) and (3.2.11) that
Pm,n = (λ ◦ (ψnm,0)−1)∗(t
n




Finally, since ψnm,k is in the compact set K1 for each k ∈ {0, . . . , Nn}, Lemma 5.4 in [27]
implies (ii).




)→ R([0, T ];L2(U,L2η(S;R))), J(f)(t)u = 〈u, f(t)(·)〉,
is a well defined isometric isomorphism.
Proof. For each t ∈ [0, T ] and f ∈ R([0, T ];L2η(S;U)), the map J(f)(t) defines a linear and










〈ej , f(t)(s)〉2 η(ds)
= ‖f(t)‖2L2η(S;U). (3.2.12)
As t 7→ f(t) is regulated, the isometry (3.2.12) shows by a Cauchy argument that t 7→ J(f)(t)
is regulated. Consequently, J is a well defined linear isometry and it is left to show that J is
surjective.







































(〈u, ej〉ej)(·) = Φ(t) (u) (·),
which completes the proof.
Lemma 3.2.6. Let g : S× [0, T ]→ U be a function such that the map t→ g(s, t) is regulated
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for η-almost all s ∈ S, and {(tnk)Nnk=0 : n ∈ N} be a sequence of partitions of [0, T ] with














ej if t ∈ (tnk , tnk+1), k = 0, . . . , Nn − 1,
m∑
j=1
〈ej , g(s, tnk)〉ej , if t = tnk , k = 0, . . . , Nn,
(3.2.13)
satisfy for η-almost all s ∈ S that
‖gm,n(s, t)− g(s, t)‖ → 0 for Lebesgue-almost all t ∈ [0, T ].





















Let s ∈ S be such that g(s, ·) is regulated. Then the set As ⊆ [0, T ] of discontinuities of g(s, ·)
has Lebesgue measure 0 and we claim that for each t ∈ Acs it follows that
lim
n→∞ ‖gn(s, t)− g(s, t)‖ = 0. (3.2.14)
Since t ∈ Acs is a point of continuity of g(s, ·), for a given ε > 0, there exists δ > 0 such that
‖g(s, r)− g(s, t)‖ < ε whenever |t− r| < δ.
By assumption on the sequence of partitions {(tnk)Nnk=0 : n ∈ N}, we can find M ∈ N such that
for all n >M , we have
max
06k6Nn
|tnk+1 − tnk | < δ.
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Consequently, for all n >M , we obtain











which proves our claim. The set {g(s, t) : t ∈ [0, T ]} is compact in U by Theorem 2.4.1. The














→ 0 as m→∞. (3.2.15)
By using (3.2.14) and (3.2.15) we obtain for each t ∈ Acs that
‖gm,n(s, t)− g(s, t)‖





































〈g(s, tnk), ej〉ej − g(s, tnk)






〈g(s, r), ej〉ej − g(s, r)
∥∥∥∥∥∥+ ‖gn(s, t)− g(s, t)‖
→ 0 as m,n→∞,
which completes the proof.
Let (A,A, σ) be a finite measure space and (E, d) be a complete metric space. By L0σ(A;E)
we denote the space of the equivalence classes of all separably-valued, measurable functions
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(equivalently, strongly measurable functions) from A to E. As before, L0σ(A;E) is a complete




(d(f(x), g(x)) ∧ 1)σ(dx), (3.2.16)
and convergence in the metric ρ is equivalent to convergence in σ-measure. The following
lemma can be proved in the same way as in Lemma III.11.16 in [23] by replacing Lp-norms
for p > 1 by the corresponding metrics as defined in (3.2.16). The proof is given only for the
sake of completeness.
Lemma 3.2.7. Let (A1,A1, σ1) and (A2,A2, σ2) be two finite measure spaces and V be a




∼= L0σ1⊗σ2(A1 ×A2;V ).
In particular, the isomorphism is given such that for each A1-measurable function F : A1 →
L0σ2(A2;V ), there corresponds an A1 ⊗ A2-measurable function f : A1 × A2 → V such that
for σ1-almost all x ∈ A1, we have F (x) = f(x, ·) in L0σ2(A2;V ) and conversely.
Proof. Let F : A1 → L0σ2(A2;V ) be strongly measurable. Then we can find a sequence of









(x), x ∈ A1,
where (C
(n)
k ) is a partition of measurable subsets of A1 and h
(n)
k ∈ L0σ2(A2;V ). Define the
functions








Then fn is σ1 ⊗ σ2 measurable and fn(x, ·) = Fn(x) for x ∈ A1. Using Fubini’s theorem and
Lebesgue’s theorem on dominated convergence, we have
∫
A1×A2











→ 0 as m,n→∞,
where ρ2 denotes the metric in L
0
σ2(A2;V ). Consequently, (fn)n∈N is a Cauchy sequence in
L0σ1⊗σ2(A1 ×A2;V ) and thus there exists a σ1 ⊗ σ2-measurable function f such that
fn → f in L0σ1⊗σ2(A1 ×A2;V ).
Fubini theorem implies by passing to a subsequence that for almost all x ∈ A1, we have
fn(x, ·)→ f(x, ·) in L0σ2(A2;V ). Hence f(x, ·) = F (x) for almost all x ∈ A1.
Conversely, let f : A1 × A2 → V be a measurable function. Then we can find a sequence
of simple functions fn : A1×A2 → V , each of which is a finite linear combination of functions
of the form 1A×B(·)v with A ∈ A1, B ∈ A2, v ∈ V such that fn → f in σ1 ⊗ σ2-measure
and passing to a subsequence we may assume that f(x, y) = limn→∞ fn(x, y) for almost all
(x, y) ∈ A1 ×A2. Then by Fubini’s theorem, for almost all x ∈ A1,
fn(x, y)→ f(x, y) as n→∞, for almost all y ∈ A2.
Define the mappings Fn(x) := fn(x, ·) and F (x) := f(x, ·) from A1 to L0σ2(A2;V ). Clearly the
functions Fn being A1-simple functions are measurable. An application of Lebesgue’s theorem
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implies that for almost all x ∈ A1, the sequence Fn(x) converges to F (x) in the metric of
L0σ2(A2;V ). Then F being an almost everywhere limit of A1-measurable functions is strongly
measurable and hence belongs to L0σ1(A1;L
0
σ2(A2;V )).
Remark 3.2.8. As a consequence of the above Lemma, we get the following embedding
L0P (Ω;L
2
η(S;U)) ↪→ L0P (Ω;L0η(S;U)) ∼= L0η⊗P (S × Ω;U). (3.2.17)
Proof of Theorem 3.2.1. Lemma 3.2.5 guarantees that the mapping
Φ: [0, T ]→ L2(U,L2η(S;R)), Φ(t)u := 〈u, g(·, t)〉,
is well defined and regulated. Let Φm,n denote the functions defined in (3.2.5) for V =
L2η(S;R). Lemma 3.2.4 together with Lemma 3.2.7 and the remark that follows imply, upon
























































































































































gm,n(s, t) dL(t), (3.2.19)























where Ψ denotes the Le´vy symbol of L. Note that
sup
t∈[0,T ]
‖gm,n(s, t)− g(s, t)‖2 6 4 sup
t∈[0,T ]
‖g(s, t)‖2 <∞.
Since Ψ is continuous and maps bounded sets to bounded sets according to Lemma 3.2 in





Ψ (α(gm,n(s, t)− g(s, t))) dt = 0.
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gm,n(s, t) dL(t) =
∫ T
0
g(s, t) dL(t) in probability. (3.2.21)
Comparing limits in (3.2.18) and (3.2.21) by means of (3.2.19), we obtain that for η-almost












(s) for P -almost all ω ∈ Ω. (3.2.22)
By (3.2.21) and Lemma 3.2.7, the left hand side in (3.2.22) is S ⊗ F measurable, as well as
the right hand side due to (3.2.18). A further application of Fubini’s theorem implies for












(s) for η-almost all s ∈ S.
Since the right side is in L2η(S;R), we obtain that for almost all ω ∈ Ω, the map s →(∫ T
0 g(s, t) dL(t)
)
(ω) belongs to L2η(S;R). By integrating both sides and denoting by 1 the








































where the last equality is obtained by noting that for any f ∈ L2η(S;R), u ∈ U ,
〈Φ(t)u, f〉 = 〈〈u, g(s, ·)〉 , f〉 =
∫
S








which implies that Φ∗(t)f =
∫




In this chapter we prove the existence and uniqueness of the stochastic Cauchy problem by
establishing the equivalence of the mild solution and the weak solution. This Chapter is based
on joint work with my supervisor Prof. Markus Riedle and is close to Section 4 and some part
of Section 5 in the preprint [31].
4.1 Introduction
We consider the following stochastic Cauchy problem driven by a cylindrical Le´vy process L
in a separable Hilbert space U :
dY (t) = AY (t) dt+B dL(t) for all t ∈ [0, T ],
Y (0) = Y0,
(4.1.1)
where A is a generator of a strongly continuous semigroup (T (t))t>0 on a separable Hilbert
space V , B : U → V is a linear and continuous operator and the initial condition Y0 is a
V -valued F0-measurable random variable.
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In case L is a cylindrical Brownian motion, the concept of weak solution is defined in [20]
and the existence and uniqueness of a weak solution is established. Their definition requires
weak solutions to have almost surely Bochner integrable paths. In case of Banach spaces, a
similar definition is used in [56]. However, as it is known that the solution of (4.1.1) may
exhibit highly irregular paths, the requirement of Bochner integrable paths is too restrictive in
our situation. A weaker condition requires only that the paths t 7→ 〈Y (t), A∗v〉 are integrable
for v ∈ D(A∗); see [13], [38] and [58] . We will impose a slightly stronger condition but which
is still weaker than Bochner integrability of the paths.
Definition 4.1.1. A V-valued stochastic process (Y (t) : t > 0) is called weakly Bochner
regular if t 7→ 〈Y (t), g(t)〉 is integrable on [0, T ] for each g ∈ C([0, T ];V ) and for every
sequence (gn)n∈N ⊆ C([0, T ];V ) with ‖gn‖∞ → 0 as n→∞, we have
∫ T
0
〈Y (s), gn(s)〉ds→ 0 in probability n→∞.
If the stochastic process Y has Bochner integrable paths on [0, T ], then Y is also weakly
Bochner regular by the following estimate
∫ T
0




Definition 4.1.2. A V -valued, progressively measurable stochastic process (Y (t) : t ∈ [0, T ])
is called a weak solution of the stochastic Cauchy problem (4.1.1) if Y is weakly Bochner
regular and satisfies for every v ∈ D(A∗) and t ∈ [0, T ], P -almost surely, that
〈Y (t), v〉 = 〈Y0, v〉+
∫ t
0
〈Y (s), A∗v〉 ds+ L(t)(B∗v). (4.1.2)
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4.2 Stochastic Convolution
In this section we define the stochastic convolution process and prove that it is stochastically
continuous.
Suppose that the map s → T (s)B is stochastically integrable in [0, T ]. Then by Lemma
6.2 in [46], for each t ∈ [0, T ], the map s→ T (t− s)B is also stochastically integrable on [0, t].




T (t− s)B dL(s). (4.2.1)
The process (YA(t) : t ∈ [0, T ]) is called the stochastic convolution process. The characteristic

















T (s)B dL(s). (4.2.2)
Let νt denote the probability distribution of YA(t). Then it follows from Lemma 5.4 in [46]
that νt is an infinitely divisible probability measure on B(V ) with characteristics (ct, St, ξt)












ξt = (leb⊗ µ) ◦ χ−1t on Z(V ),
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where χt : [0, t]× U → V is defined by χt(s, u) := T (s)Bu.
Theorem 4.2.1. The stochastic convolution process (YA(t) : t ∈ [0, T ]) is stochastically
continuous.
Proof. By [26, Lemma 2.4], it is enough to show that
(i)
( 〈YA(t), v〉 : t ∈ [0, T ]) is stochastically continuous for each v ∈ V ;
(ii) {νt : t ∈ [0, T ]} is relatively compact in M(V ).
Proof of (i): for every t ∈ [0, T ], v ∈ V and ε > 0, we have by (2.4.2) that




B∗T ∗(t+ ε− s)v dL(s)−
∫ t
0





B∗T ∗(t− s)(T ∗(ε)v − v) dL(s)
∣∣∣∣+ ∣∣∣∣∫ t+ε
t
B∗T ∗(t+ ε− s)v dL(s)
∣∣∣∣ . (4.2.3)




B∗T ∗(t− s)(T ∗(ε)v − v) dL(s), I2(ε) :=
∫ t+ε
t
B∗T ∗(t+ ε− s)v dL(s).












βB∗T ∗(s)(T ∗(ε)v − v)) ds) .
By using standard properties of the semigroup we obtain
sup
s∈[0,T ]
‖βB∗T ∗(s)(T ∗(ε)v − v)‖ → 0 as ε→ 0, (4.2.4)
62
which implies ϕ1,ε(β) → 1 for all β ∈ R due to Lemma 5.1 in [46]. Thus, I1(ε) converges to












→ 1 as ε→ 0.
Consequently, we obtain that I2(ε) → 0 in probability. The arguments above show by
(4.2.3) that 〈YA(t+ ε), v〉 → 〈YA(t), v〉 in probability as ε → 0. Analogously, we show that
〈YA(t− ε), v〉 → 〈YA(t), v〉 in probability as ε→ 0. As before, using the semigroup property,
we have




B∗T ∗(t− ε− s)v dL(s)−
∫ t
0





B∗T ∗(t− ε− s)(T ∗(ε)v − v) dL(s)
∣∣∣∣+ ∣∣∣∣∫ t
t−ε
B∗T ∗(t− s)v dL(s)
∣∣∣∣ . (4.2.5)




B∗T ∗(t− ε− s)(T ∗(ε)v − v) dL(s), I4(ε) :=
∫ t
t−ε
B∗T ∗(t− s)v dL(s).
Since the random variable I4(ε) has the same characteristic function as that of the random
variable I2(ε), it follows that I4(ε) → 0 in probability as ε → 0. The characteristic function










Ψ(βB∗T ∗(s)(T ∗(ε)v − v)) ds
)
It follows by (4.2.4) and Lemma 5.1 in [46] that
∣∣∣∣∫ t−ε
0
Ψ(βB∗T ∗(s)(T ∗(ε)v − v)) ds
∣∣∣∣ 6 ∫ t−ε
0




|Ψ(βB∗T ∗(s)(T ∗(ε)v − v))| ds
→ 0 as ε→ 0,
which implies ϕ3,ε(β)→ 1 for all β ∈ R. As a consequence I3(ε)→ 0 in probability as ε→ 0
and hence 〈Y (t− ε), v〉 → 〈Y (t), v〉 in probability, which yields Property (i).
Proof of (ii): Let ν˜t denote the infinitely divisible probability measure with characteristics
(0, St, ξt). Theorem 2.3.3 guarantees that the set {ν˜t : t ∈ [0, T ]} is relatively compact if and
only if the set {ξt : t ∈ [0, T ]} restricted to the complement of any neighbourhood of the
origin is relatively compact in M(V ) and the operators Tt : V → V defined by















〈Tthk, hk〉 = 0. (4.2.6)











1A(T (s)Bu)µ(du) ds = ξT (A).
Since B(V ) is the sigma algebra generated by Z(V ) and Z(V ) is closed under intersection, by
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Caratheodary’s extension theorem and uniqueness of extension we conclude ξt 6 ξT on B(V )
for all t ∈ [0, T ]. Let ξct denote the restriction of ξt to the complement of a neighbourhood of
the origin V1 ⊂ V . Since ξcT is a Radon measure by [33, Prop 1.1.3], there exists for each ε > 0
a compact set K ⊆ V1 such that ξcT (Kc) 6 ε. Consequently, we obtain ξct (Kc) 6 ξcT (Kc) 6 ε
for all t ∈ [0, T ], which shows by Prokhorov’s theorem that {ξt : t ∈ [0, T ]} restricted to the
complement of any neighbourhood of the origin is relatively compact in M(V ).













〈T (s)BQB∗T ∗(s)hk, hk〉 ds = 0. (4.2.7)










































〈hk, T (s)Bu〉2 ∧ 1
)
µ(du) ds
→ 0 as N →∞. (4.2.8)
The limits (4.2.7) and (4.2.8) show that the second condition in (4.2.6) is satisfied. The first



































and hence we conclude that {ν˜t : t ∈ [0, T ]} is relatively compact. Let {ν˜tn}n∈N be a weakly
convergent subsequence. Without any restriction we can assume that there exists t ∈ [0, T ]







































∣∣∣∣→ 0 as n→∞,
which implies by (4.2.9) that
sup
‖v‖<δ
|ϕνtn (v)− ϕνt(v)| → 0 as n→∞.
As ν˜tn = νtn∗δ−ctn , Theorem 2.3.8 in [33] implies that {νtn} converges weakly, which completes
the proof of Property (ii).
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4.3 Existence of weak solution
Theorem 4.3.1. If the mapping s 7→ T (s)B is stochastically integrable on [0, T ] with respect
to L, then
Y (t) = T (t)Y0 +
∫ t
0
T (t− s)B dL(s), t ∈ [0, T ], (4.3.1)
is a weak solution of the stochastic Cauchy problem (4.1.1).
Remark 4.3.2. The process (Y (t) : t > 0) defined by (4.3.1) is called the mild solution of
(4.1.1). In other words, this theorem implies that the mild solution is a weak solution of
(4.1.1).
Proof of Theorem 4.3.1. We first observe that Y is a weak solution of (4.1.1) with initial
condition Y (0) = Y0 if and only if the process (Y˜ (t) : t ∈ [0, T ]) defined by Y˜ (t) := Y (t) −
T (t)Y0 is a weak solution of (4.1.1) with initial condition Y (0) = 0. Suppose Y is a weak
solution of (4.1.1). It easily follows that the process Y˜ is progressively measurable and weakly








〈Y (s), A∗v〉 ds+ L(t)(B∗v)− 〈T (t)Y0, v〉
= 〈Y0 − T (t)Y0, v〉+
∫ t
0















〈T (s)Y0, A∗v〉 ds+
∫ t
0









which proves that Y˜ is a weak solution of (4.1.1) with initial condition Y (0) = 0. A similar
computation shows the converse assertion. Therefore, without loss of generality we can assume
that Y0 = 0.
Lemma 6.2 in [46] guarantees that the map r 7→ T (s− r)B is stochastically integrable on




T (s− r)B dL(r) for all s ∈ [0, T ].
We first show that Y is weakly Bochner regular. Let g be in C([0, T ];V ) and define
f : [0, T ]× [0, T ]→ U, f(s, r) = 1[0,s](r)B∗T ∗(s− r)g(s). (4.3.2)
By using (2.4.2) we conclude for all s ∈ [0, T ] that
〈Y (s), g(s)〉 =
∫ s
0
B∗T ∗(s− r)g(s) dL(r) =
∫ T
0
f(s, r) dL(r). (4.3.3)
For fixed s ∈ [0, T ] the map r 7→ f(s, r) is regulated. By defining m := sups∈[0,T ] ‖B∗T ∗(s)‖2op,
we obtain for ε > 0 and r ∈ [0, T − ε] that








‖B∗T ∗(s− r − ε)(Id− T ∗(ε))g(s)‖2 ds+
∫ r+ε
r




‖(Id− T ∗(ε))g(s)‖2 ds+ εm‖g‖2∞
→ 0 as ε→ 0,
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which shows that f is right continuous. In a similar way, we establish that r → f(·, r) is left
continuous. Indeed, for ε > 0 and r ∈ [ε, T ] we have








‖B∗T ∗(s− r)(T ∗(ε)− Id)g(s)‖2 ds+
∫ r
r−ε




‖(T ∗(ε)− Id)g(s)‖2 ds+ εm‖g‖2∞
→ 0 as ε→ 0,
Thus, we can apply Theorem 3.2.1 to conclude by using (4.3.3) that the mapping s 7→
〈Y (s), g(s)〉 is square-integrable on [0, T ] and
∫ T
0










B∗T ∗(s− r)g(s) ds dL(r).
(4.3.4)
Let (gn)n∈N be a sequence in C([0, T ];V ) with ‖gn‖∞ → 0. By (4.3.4) and Lemma 5.4 in
[46], the Le´vy symbol of the infinitely divisible random variable
∫ T
0 〈Y (s), gn(s)〉 ds is given
by






βB∗T ∗(s− r)gn(s) ds
)
dr,
where Ψ: U → C is the Le´vy symbol of L. As Ψ is continuous and maps bounded sets
to bounded sets according to Lemma 3.2 and Lemma 5.1 of [46], a repeated application of
Lebesgue’s theorem implies Φn(β) → 0 for every β ∈ R, which proves that Y is weakly
Bochner regular.
Taking T = t and g(s) = A∗v for every s ∈ [0, t] in the definition of f in (4.3.2), we can
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apply Theorem 3.2.1 to obtain for each v ∈ D(A∗) that
∫ t
0



































B∗T ∗(t− r)v dL(r)− L(t)(B∗v)
= 〈Y (t), v〉 − L(t)(B∗v),
which shows (4.1.2). Theorem 4.2.1 guarantees that the stochastic process
( ∫ t
0 T (t−r)B dL(r) :
t ∈ [0, T ]) is stochastically continuous and since it is also adapted, it has a progressively mea-
surable modification by Proposition 3.6 in [20] which completes the proof.
Example 4.3.3. In this and the next example we set V = U , B = Id and assume that there
exist λk > 0 with λk →∞ as k →∞ such that
T ∗(t)ek = e−λktek for all t ∈ [0, T ], k ∈ N. (4.3.5)





〈ek, u〉σk`k(t) for all t ∈ [0, T ], u ∈ U, (4.3.6)
where (`k)k∈N is a sequence of independent, symmetric, real valued Le´vy processes with
characteristics (0, 0, µk) and (σk)k∈N is a real valued sequence such that the series in (4.3.6)
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converges in L0P (Ω;R). By using (2.4.5) we obtain that T (·) is stochastically integrable with










µk(dβ) dt <∞; (4.3.7)
see Corollary 6.3 in [46]. For example, if (`k)k∈N is a family of independent, identically
distributed, standardised, symmetric α-stable processes with α ∈ (0, 2), one easily computes






This result on the existence of a weak solution of the stochastic Cauchy problem (4.1.1)
coincides with the result in [41].
Example 4.3.4. We assume the same setting as in Example 4.3.3 but model L as the canoni-
cal α-stable cylindrical Le´vy process defined in Example 2.3.10. It is shown in Theorem 4.1 in
[42] that a semigroup (T (t))t>0 satisfying the spectral decomposition (4.3.5) is stochastically
integrable with respect to L if and only if
∫ T
0
‖T (s)‖αHS ds <∞. (4.3.9)
In the work [14], the authors consider the stochastic Cauchy problem in Banach spaces driven
by a subordinated cylindrical Brownian motion (as defined in Example 2.3.11), a slightly more
general noise than the canonical α-stable cylindrical Le´vy process. As the approach in [14]
relies on embedding the underlying space U in a larger space, the derived conditions are less
explicit than (4.3.9) and only sufficient.
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4.4 Uniqueness of weak solution
To prove uniqueness of the solution, we use the same approach as in [20] for which we need
the following integration by parts formula.
Lemma 4.4.1. If g : [0, T ] → U is a function of the form g(t) = τ(t)u for u ∈ U and
τ ∈ C1 ([0, T ];R), then
∫ T
0
g(s) dL(s) = −
∫ T
0
L(s)(g′(s)) ds+ L(T )(g(T )).
Proof. For a sequence {(tnk)Nnk=0 : n ∈ N} of partitions of [0, T ] with max06k6Nn−1 |tnk+1−tnk | →
0 as n→∞ define the simple functions






(t) + 1{T}(t)g(T ).






g(s) dL(s) in probability. (4.4.1)








































L(tnk+1)(u) + τ(T )L(T )(u). (4.4.3)




























As the map s 7→ τ ′(s)L(s)u has only a countable number of discontinuities, it is Riemann







k+1 − tnk)L(ξnk )(u) =
∫ T
0
L(s)(uτ ′(s)) ds. (4.4.5)
To show that the second term in (4.4.4) approaches 0 we define
Mnk := sup
s∈[tnk ,tnk+1]
L(s)u, mnk := inf
s∈[tnk ,tnk+1]
L(s)u.

















∣∣tnk+1 − tnk ∣∣ |Mnk −mnk |
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→ 0 as n→∞. (4.4.6)
Taking the limit in (4.4.2) by applying (4.4.4), (4.4.5) and (4.4.6) and comparing it to the
limit in (4.4.1) completes the proof.
Theorem 4.4.2. If there exists a weak solution Y of the stochastic Cauchy problem (4.1.1)
then the mapping s 7→ T (s)B is stochastically integrable on [0, T ] with respect to L and Y is
given by
Y (t) = T (t)Y0 +
∫ t
0
T (t− s)B dL(s).
Proof. With the same reason as in the proof of Theorem 4.3.1, we can assume that Y0 = 0.
For every v ∈ D(A∗) and s ∈ [0, T ] we have P -a.s. that
〈Y (s), v〉 =
∫ s
0
〈Y (r), A∗v〉 dr + L(s)(B∗v). (4.4.7)
Fix t ∈ [0, T ]. Since Y is progressively measurable, both sides in (4.4.7) are B([0, t]) ⊗ F-
measurable and hence by Fubini’s theorem, we have P -a.s.
〈Y (s), v〉 =
∫ s
0
〈Y (r), A∗v〉 dr + L(s)(B∗v), (4.4.8)
for almost all s ∈ (0, t). Let f be in C1([0, t];R) and v in D(A∗). By using (4.4.8) and
applying the integration by parts formula in Lemma 4.4.1 to g(·) = f(·)B∗v and the classical
integration by parts formula for Lebesgue integrals we obtain
∫ t
0
























Rearranging the terms and using (4.4.8), we obtain by defining F (·) = f(·)v that
〈Y (t), F (t)〉 =
∫ t
0
〈Y (s), F ′(s) +A∗F (s)〉 ds+
∫ t
0
B∗F (s) dL(s). (4.4.9)
For v ∈ D(A∗2), the function G := T ∗(t − ·)v is in C1([0, t];D(A∗)). Due to Lemma 8.4 in
[56], we can find a sequence Fn ∈ span{f(·)w : f ∈ C1([0, t];R), w ∈ D(A∗)} such that Fn




〈Y (s), F ′n(s) +A∗Fn(s)〉ds→ 0 in probability.






B∗G(s) dL(s) in probability.
Consequently, (4.4.9) holds for F replaced by G, which gives
〈Y (t), v〉 =
∫ t
0
B∗T ∗(t− s)v dL(s) for all v ∈ D(A∗2).
Since D(A∗2) is dense in V , for any v ∈ V , we can find a sequence {vn} in D(A∗2) with vn → v






B∗T ∗(t− s)vn dL(s) =
∫ t
0
B∗T ∗(t− s)v dL(s) in probability,
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and hence P -a.s.
〈Y (t), v〉 =
∫ t
0
B∗T ∗(t− s)v dL(s) for all v ∈ V.





T (t− s)B dL(s). (4.4.10)
Remark 4.4.3. As a consequence of the above theorem we also obtain the uniqueness (up
to modification) of the weak solution. Indeed, if Y1 and Y2 are two weak solutions of (4.1.1),




T (t− s)B dL(s) = Y2(t),




In this Chapter we discuss some properties of the solution of the stochastic Cauchy problem
(4.1.1). The Chapter is based on joint work with my supervisor and follows most part in
Section 5 of the preprint [31].
We recall that in Chapter 4 we have proved that if (Y (t) : t ∈ [0, T ]) is the weak solution
of the stochastic Cauchy problem (4.1.1), then it is given by
Y (t) = T (t)Y0 + YA(t), t ∈ [0, T ], (5.0.1)




T (t− s)B dL(s).
Various specific examples of the stochastic Cauchy problem (4.1.1) were observed in the
literature in which the solution Y exists but does not have a modification Y˜ with scalarly
ca`dla`g paths; see e.g. [12], [34] and [39]. Even the weaker property that the real valued process
(〈Y (t), v〉 : t ∈ [0, T ]) has a modification with ca`dla`g paths for each v ∈ V can be verified
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only in a few specific examples. However, our stochastic Fubini Theorem 3.2.1 immediately
implies that this real valued stochastic process (〈Y (t), v〉 : t ∈ [0, T ]) has square-integrable
trajectories:
Theorem 5.0.1. If (Y (t) : t ∈ [0, T ]) is the weak solution of the stochastic Cauchy problem
(4.1.1), then for every v ∈ V , P -a.s.
∫ T
0
〈Y (t), v〉2 dt <∞.
Proof. Recall that in the proof of Theorem 4.3.1 we have shown that the function
f : [0, T ]× [0, T ]→ U, f(s, t) = 1[0,t](s)B∗T ∗(t− s)v,
satisfies the assumption of Theorem 3.2.1, which guarantees that 〈YA(·), v〉 =
∫ T
0 f(s, ·) dL(s)
defines a random variable in L2leb([0, T ];R). Hence P -a.s.
∫ T
0
〈Y (t), v〉2 dt 6 2
∫ T
0
〈T (t)Y0, v〉2 dt+ 2
∫ T
0
〈YA(t), v〉2 dt <∞,
which completes the proof.
Theorem 5.0.2. The weak solution (Y (t) : t ∈ [0, T ]) of the stochastic Cauchy problem
(4.1.1) is stochastically continuous.
Proof. Since the map t → T (t)Y0 is P -a.s. continuous, the result follows by (5.0.1) and
Theorem 4.2.1.
As mentioned in the introduction, it has been observed for specific examples of a cylindrical
Le´vy process, that the solution of (4.1.1) has highly irregular paths in an analytical sense.
In our general setting, we state a condition in the result below which implies such highly
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irregular paths of the solution. This condition does not only allow a geometric interpretation
of this phenomena but is also easy to verify in many examples including the ones considered
in the literature.
Theorem 5.0.3. Assume that an orthonormal basis (hk)k∈N of V is in D(A∗) and let L be










then there does not exist any modification Y˜ of the weak solution Y of (4.1.1) such that for




: t ∈ [0, T ]
)
has ca`dla`g paths.
Remark 5.0.4. Note, that if µ is a genuine Le´vy measure then Condition (5.0.2) cannot be
satisfied for any constant c > 0. This is due to the fact that in this case, µ is a finite Radon
measure on complement of every open ball around the origin; see [33].
Example 5.0.5. (continues Example 4.3.3). Assume that the cylindrical Le´vy process L is
given by (4.3.6). The independence of the real valued Le´vy processes (`k)k∈N implies that






u ∈ U : 〈u,B∗hk〉2 > c2
})
=∞,
for all c > 0. For this special case, the conclusion of Theorem 5.0.3 has already been derived
in [39].
For example, if (`k)k∈N is a family of independent, identically distributed symmetric α-
stable Le´vy processes, then Condition (5.0.2) is satisfied for B = Id; see [34].
Example 5.0.6. (continues Example 4.3.4). Let L be the canonical α-stable process, intro-
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duced in Example 4.3.4. By using properties of α-stable distributions in Rn one calculates
for each n ∈ N that
µ
({
u ∈ U :
n∑
k=1

























where Γ denotes the Gamma function and cα is a constant only depending on α. As the
right hand side converges to ∞ as n → ∞, Condition (5.0.2) is satisfied for B = Id; see [42,
Theorem 5.1].
Proof of Theorem 5.0.3. (The proof is based on ideas from [34]). For every n ∈ N and
t ∈ [0, T ] define the random vectors
Ln(t) :=
(
L(t)B∗h1, . . . , L(t)B∗hn
)
and Yn(t) :=
( 〈Y (t), h1〉 , . . . , 〈Y (t), hn〉 ).
It follows from Definition 4.1.2 of a weak solution that for every t ∈ [0, T ] we have P -a.s.
Yn(t) = Yn(0) +
∫ t
0
( 〈Y (s), A∗h1〉 , . . . , 〈Y (s), A∗hn〉 ) ds+ Ln(t).
Consequently, the n-dimensional processes (Yn(t) : t ∈ [0, T ]) and (Ln(t) : t ∈ [0, T ]) jump at





|∆Yn(t)|2 6 4 sup
t∈[0,T ]
|Yn(t)|2 ,























































{β ∈ Rn : |β| > c}
))
,
where µn denotes the Le´vy measure of the R
n-valued Le´vy process Ln. Since µn = µ ◦ pi−1n







〈Y (t), hk〉2 <∞
)
= 0,
which completes the proof by an application of Theorem 2.3 in [39].
We continue to consider mean square continuity of the trajectories of the solution. For this
purpose, we naturally require that the cylindrical Le´vy process has weak second moments,
i.e. E[|L(1)u|2] <∞ for all u ∈ U . In this case, by Corollary 3.12 in [6], the cylindrical Le´vy
process with characteristics (a,Q, µ) can be written as
L(t)u = t 〈a˜, u〉+W (t)u+M(t)u for all t > 0, u ∈ U, (5.0.3)
where a˜ ∈ U , W is a cylindrical Brownian motion with covariance operator Q and M is a
cylindrical Le´vy process independent of W and with characteristics (a′, 0, µ). Here a′ : U → R
is defined by a′(u) := − ∫|β|>1 β (µ ◦ 〈·, u〉−1)(dβ) and 〈a˜, u〉 = a(u) − a′(u) for all u ∈ U .
Further, for any u ∈ U , we can write
E[|L(1)u|2] = 〈a˜, u〉2 + 〈Qu, u〉+
∫
U
〈u, h〉2 µ(dh). (5.0.4)
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‖T (s)B‖2HS ds <∞, (5.0.6)
then there exists a weak solution (Y (t) : t ∈ [0, T ]) of the Cauchy problem (4.1.1) and it
satisfies E[‖Y (t)‖2] <∞ for all t ∈ [0, T ].
Proof. For showing the existence of a solution, we have to establish that t 7→ T (t)B is stochas-
tically integrable. Conditions (2.4.3) and (2.4.4) can be verified similarly as in the proof of
Lemma 3.2.2 (by replacing Φ(t) by T (t)B). Since L has weak second moments, the closed






〈u, u∗〉2µ(du) 6 ‖L(1)‖2op <∞.












































→ 0 as m,n→∞, (5.0.7)
where we applied (5.0.6) in the last line. As the Le´vy measure ξt of the infinitely divisible
random variable YA(t) is given by (leb ⊗ µ) ◦ χ−1t on Z(V ) where χt : [0, t] × U → V and










〈u,B∗T ∗(s)hk〉2µ(du) ds 6 C
∫ t
0
‖B∗T ∗(s)‖2HS ds <∞.
Consequently, we have E[‖Y (t)‖2] = E[‖Y0‖2] + E[‖YA(t)‖2] <∞ for all t ∈ [0, T ].
Theorem 5.0.8. Assume that L has weak second moments. If the weak solution (Y (t) : t ∈
[0, T ]) of the stochastic Cauchy problem (4.1.1) has second moments, i.e. E[‖Y (t)‖2] <∞ for
all t ∈ [0, T ], then Y is continuous in mean-square, i.e. Y ∈ C([0, T ];L2P (Ω;V )).
Proof. Let Φ: [0, T ] → L(U, V ) be a stochastically integrable, regulated function and Φ(·)a˜
be Pettis integrable. Then we obtain for each t ∈ [0, T ] and G ∈ L(V, V ) by (5.0.5) and using












































where ηt is the (genuine) Le´vy measure of
∫ t
0 Φ(s) dL(s) and is given by ηt = (leb⊗ µ) ◦ ζ−1t
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where ξt : [0, t]× U → V is defined by ζt(s, u) = Φ(s)u.
Since the map t → T (t)Y0 belongs to C([0, T ];L2P (Ω;V )), we can assume without loss of




T (t− s)B dL(s) for all t ∈ [0, T ].
As Y (t) has finite second moments it follows
∫
V ‖v‖2 ξt(dv) < ∞, where ξt is the (genuine)
Le´vy measure of Y (t) and is given by ξt = (leb⊗ µ) ◦ χ−1t where χt : [0, t]×U → V is defined
by χt(s, u) = T (s)Bu. For any t ∈ [0, T ] and ε > 0 we obtain




(T (t+ ε− s)B − T (t− s)B) dL(s) +
∫ t+ε
t


























‖(T (ε)− Id)T (s)Ba˜‖2 ds+
∫ t
0






‖(T (ε)− Id)v‖2 ξt(dv). (5.0.10)




(T (ε)− Id)T (t− s)B dL(s)
∥∥∥∥2
]
→ 0 as ε→ 0. (5.0.11)
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〈u,B∗T ∗(s)hk〉2 µ(du) ds. (5.0.12)








〈u,B∗T ∗(s)hk〉2µ(du) ds 6
∫
V
‖v‖2 θT (dv) <∞,




T (t− s)B dL(s)
∥∥∥∥2
]
→ 0 as ε→ 0. (5.0.13)
Applying (5.0.11) and (5.0.13) to (5.0.9) shows that Y is mean-square continuous from right.
Similarly, to prove left continuity, for any t ∈ [0, T ] and ε > 0 we obtain




(T (t− ε− s)B − T (t− s)B) dL(s) +
∫ t
t−ε

















For the second term on the right side in (5.0.14), we can use the same arguments as in (5.0.12)
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‖(T (ε)− Id)T (t− ε− s)Ba˜‖2 ds+
∫ t−ε
0














‖(T (ε)− Id)T (s)Ba˜‖2 ds+
∫ t
0






‖(T (ε)− Id)v‖2 ξt(dv),
which is the same as the right side in (5.0.10) and the left continuity follows analogously,
which completes the proof.
We now discuss the flow property and Markov property of the solution of the stochas-
tic Cauchy problem (4.1.1). For this purpose we assume that t 7→ T (t)B is stochastically
integrable and define for 0 6 s 6 t 6 T the mapping
Φs,t : V × Ω→ V, Φs,t(v) = T (t− s)v +
∫ t
s
T (t− r)B dL(r).
Theorem 5.0.9. Let (Y (t) : t ∈ [0, T ]) be the weak solution of (4.1.1). Then we have:
(a) the family {Φs,t : 0 6 s 6 t 6 T} is a stochastic flow, i.e. Φs,s = Id and
Φs,t ◦ Φr,s = Φr,t for all 0 6 r 6 s 6 t 6 T.
(b) the weak solution (Y (t) : t ∈ [0, T ]) is a Markov process with respect to the filtration
(Ft)t∈[0,T ].
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T (t− q)B dL(q). (5.0.15)

























T (t− q)B dL(q), v
〉
,
which shows (5.0.15). This enables us to conclude
Φs,t(Φr,s(v)) = T (t− s)Φr,s(v) +
∫ t
s
T (t− q)B dL(q)
= T (t− s)
(
T (s− r)v +
∫ s
r





T (t− q)B dL(q)
= T (t− r)v +
∫ s
r
T (t− q)B dL(q) +
∫ t
s
T (t− q)B dL(q)
= T (t− r)v +
∫ t
r
T (t− q)B dL(q)
= Φr,t(v),
which completes the proof of (a).
(b) By the definition of stochastic integrals, we deduce that each Φs,t(v) is measurable
with respect to σ({L(p)u− L(q)u : s 6 q < p 6 t, u ∈ U}) for each v ∈ V . The independent
increments of L guarantee that Φs,t(v) is independent of Fs. Consequently, by using Part (a)
87





























This chapter is based on some unpublished joint work with my supervisor.
6.1 Introduction
In this chapter, we study the necessary and sufficient conditions for the existence of an invari-
ant measure (stationary measure) for the solution process of the stochastic Cauchy problem.
6.2 Invariant measure
Recall that in Chapter 4 we have proved that the stochastic Cauchy problem
dY (t) = AY (t) dt+B dL(t) for all t ∈ [0, T ],
Y (0) = Y0,
(6.2.1)
has a unique (up to modification) weak solution in [0, T ] if and only if the map s→ T (s)B is
stochastically integrable with respect to L in [0, T ]. In the Lemma below we show that if the
solution exists in [0, T ], it can be extended to R+.
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Lemma 6.2.1. If there exists a weak solution for the stochastic Cauchy problem (6.2.1) in
[0, T ] for some T > 0, then there exists a weak solution in [0,∞).
Proof. By Theorem 4.4.2 the map s → T (s)B is stochastically integrable in [0, T ]. We show
that the map s → T (s)B is stochastically integrable in [0, S] for any S > 0. Given S > 0,
choose M ∈ N such that S/M 6 T . Define the cylindrical random variable




We show that Z is induced by a V -valued random variable. By [46, Lemma 5.4] and the
































































By stochastic integrability of the map s → T (s)B in [0, T ], there exists a V -valued random





Ψ (B∗T ∗(s)v) ds
)
. (6.2.3)
If for each i ∈ {0, . . . ,M − 1}, the image measure ϑ ◦ T ( iSM )−1 is denoted by λi and λ :=
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λ0 ∗ · · · ∗ λM−1, then by (6.2.2) and (6.2.3) it follows that
ϕZ(v) = ϕλ(v) for all v ∈ V.
It implies by [53, Theorem IV.2.5] that Z is induced by a genuine V -valued random variable.
Hence s→ T (s)B is stochastically integrable in [0, S] which completes the proof by Theorem
4.3.1.
In the rest of this chapter we assume that the map s→ T (s)B is stochastically integrable
with respect to L in [0, T ] for some (and hence each) T > 0. The weak solution of (6.2.1) is
given by the process (Y (t) : t > 0) where
Y (t) = T (t)Y0 +
∫ t
0
T (t− s)B dL(s), t > 0. (6.2.4)
Recall from Section 4.2 that for each t > 0,
∫ t
0




and if νt denotes the distribution of the random variable
∫ t
0 T (s)B dL(s), then νt is an infinitely











〈B∗T ∗(s)v,QB∗T ∗(s)v〉 ds, (6.2.6)
ξt = (leb⊗ µ) ◦ χ−1t on Z(V ), (6.2.7)
where χt : [0,∞)× U → V is defined by χt(s, u) := 1[0,t](s)T (s)Bu.
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Lemma 6.2.2. The process
(∫ t
0 T (s)B dL(s) : t > 0
)
has independent increments.
Proof. By construction of the stochastic integral, the random variable
∫ t
0 T (s)B dL(s) is Ft-
measurable for each t > 0. It is enough to show that
∫ t
s T (r)B dL(r) is independent of Fs for
s < t. If g : [s, t]→ U is a regulated function, then there exists a sequence of simple functions





k+1) for k = 0, 1, ..., Nn − 1, where {tnk}Nn−1k=0 is a partition of [s, t]. By definition of the



























with respect to the σ-algebra
σ ({(L(q)− L(p))u : s 6 p 6 q 6 t, u ∈ U}) ,
which is independent of Fs. Consequently, limn→∞
∫ t
s gn(r) dL(r) =
∫ t
s g(r) dL(r) is also
independent of Fs. By the stochastic integrability of the map r → T (r)B, we have for each










B∗T ∗(r)v dL(r). (6.2.8)
Since the map r 7→ g(r) := B∗T ∗(r)v is a regulated function, the right side in (6.2.8) is
independent of Fs resulting in the independence of
∫ t
s T (r)B dL(r) and Fs.
For notational convenience, we will denote the image measure ν ◦ T (t)−1 of a measure ν
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on B(V ) by Ttν, that is,
Ttν(B) = ν(T (t)
−1(B)) for all B ∈ B(V ).
Lemma 6.2.3. The family {νt : t > 0} of probability measures in B(V ) satisfy
νt+s = Ttνs ∗ νt for all s, t > 0. (6.2.9)
Proof. Let ϕTtνs∗νt : V → C denote the characteristic function of the probability measure

















Ψ (B∗T ∗(r + t)v) ds+
∫ t
0





Ψ (B∗T ∗(r)v) ds+
∫ t
0





Ψ (B∗T ∗(r)v) ds
)
= ϕνt+s(v),
which proves that (6.2.9) is satisfied.
A family of measures satisfying (6.2.9) is called skew-convolution semigroup or (T (t))-
convolution semigroup. For any function Φ: [0,∞) → L(U, V ) which is stochastically inte-
grable in [0, T ] for each T > 0, we define the integral
∫∞
0 Φ(s) dL(s) as the limit in probability
(if it exists) as t→∞ of the integrals ∫ t0 Φ(s) dL(s).
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Lemma 6.2.4. The following conditions are equivalent:
(i) {νt} is weakly convergent as t ↑ ∞;
(ii)
∫∞
0 T (s)B dL(s) exists.
In this case, limt→∞ νt = L
(∫∞
0 T (s)B dL(s)
)
.
Proof. For each t > 0, we have
∫ t
0






0 T (r)B dL(r), t > 0
)
is a process with independent increments, and as
a consequence of [29, Lemma A.2.1] it converges as t → ∞ in distribution if and only if it
converges in probability . Hence νt is weakly convergent as t ↑ ∞ (i.e.,
∫ t
0 T (t − s)B dL(s)
converges in distribution) if and only if
∫ t
0 T (u)B dL(u) converges in probability as t ↑ ∞ (i.e.,∫∞
0 T (s) dL(s) exists).
Definition 6.2.5. A probability measure ν on B(V ) is called a stationary measure for the
process (Y (t), t > 0) defined in (6.2.4) if it satisfies
ν = Ttν ∗ νt for all t > 0. (6.2.10)
In the literature, any measure satisfying (6.2.10) is also called an operator self-decomposable
measure. The concept of an operator self-decomposable measure or an operator self-decomposable
random variable in Banach spaces was first introduced by Urbanik in [52]. This concept is
also studied among others by Jurek [28], Jurek and Vervaat [29], Sato and Yamazato [48] [49],
Applebaum [2], [3], [5]. A stationary measure can also be defined as the invariant measure for
the generalised Mehler semigroup (or transition semigroup) of the process Y . We now discuss
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this approach and show the equivalence of the two approaches. The concept of a generalised
Mehler semigroup has been studied in detail in [10] for the Gaussian case and [24] for the
non-Gaussian case. The generalised Mehler semigroup (Pt : t > 0) for the family {νt : t > 0}
is defined by the formula
Pt : Bb(V )→ Bb(V ), Ptf(v) =
∫
V
f(T (t)v + h)νt(dv),
for any f ∈ Bb(V ), where Bb(V ) denotes the space of all bounded and Borel measurable
functions on V . The generalised Mehler semigroup is a semigroup by [10, Prop. 2.2] because
{νt : t > 0} is a skew-convolution semigroup by Lemma 6.2.3. A measure ν is called an







The following equivalence result is from [3, Theorem 2.1], whose proof we give for the sake of
completeness.
Theorem 6.2.6. The following are equivalent for a measure ν on B(V ):
(a) ν is a stationary measure for the process (6.2.4), i.e., it satisfies (6.2.10);
(b) ν is an invariant measure for the generalised Mehler semigroup (Pt : t > 0).
(c) The process (Y (t) : t > 0) is a strictly stationary process with ν being the distribution of
Y0.























(b) ⇒ (c). This is a standard result e.g. see [20, Prop. 11.5].
(c) ⇒ (a). If the process Y is a strictly stationary process, then for each t > 0, we have
Y (0)
d
= Y (t) which implies
Y0
d
= Y (t) = T (t)Y0 +
∫ t
0
T (t− s) dL(s).
If ν is the distribution of Y0, then ν satisfies (6.2.10) and hence it is a stationary measure for
the process (6.2.4).
Lemma 6.2.7. If {νt} converges weakly to ν in M(V ) as t→∞, then
(i) ν is an invariant measure for the process (6.2.4);
(ii) any invariant measure λ of (6.2.4) has the form λ = β ∗ ν, where β is a probability
measure such that β = Ttβ for all t > 0.
Proof. By Lemma 6.2.3, for any s, t > 0, we have
νt+s = Ttνs ∗ νt.
Taking limit as s→∞, we obtain
ν = Ttν ∗ νt for all t > 0,
which proves the first part. To prove the second part, we follow the arguments in [16, Prop.
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3.2]. Let λ be an invariant measure for (6.2.4) and tn →∞. By the definition of the invariant
measure,
λ = Ttnλ ∗ νtn for all n ∈ N . (6.2.12)
By assumption {νtn : n ∈ N} is relatively compact in M(V ), and {λ} is trivially relatively
compact, therefore, by [36, Theorem III.2.1, p. 58 ], the sequence {Ttnλ : n ∈ N} is relatively
compact inM(V ). As a consequence of infinite divisibility of distributions ν and νt, we obtain







Hence by [36, Lemma VI.2.1] and the fact that (tn)n∈N is an arbitrary sequence, {Ttλ}
converges weakly to some probability measure β and λ = β ∗ ν. Using that both λ and ν are
stationary measures for (6.2.4), we have,
β ∗ ν = λ = Ttλ ∗ νt = Tt(β ∗ ν) ∗ νt = Ttβ ∗ (Ttν ∗ νt) = Ttβ ∗ ν.
Consequently, ϕβ(v)ϕν(v) = ϕTtβ(v)ϕν(v) for all v ∈ V . Since ϕν(v) 6= 0, for all v ∈ V , we
get ϕβ(v) = ϕTtβ(v) implying β = Ttβ.
By Lemma 6.2.4 and 6.2.7, if
∫∞
0 T (s)B dL(s) exists then its law is an invariant measure.
Thus, conditions for the existence of the integral
∫∞
0 T (s)B dL(s) give us the conditions for
the existence of an invariant measure. We will see in the next section that in the case of
stable semigroups, the existence of invariant measure also implies that
∫∞
0 T (s)B dL(s) exists
implying thereby that the invariant measure, if exists, is unique.
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The next theorem is a generalisation of the results in [16] for cylindrical Le´vy processes.
Theorem 6.2.8. The following conditions are necessary and sufficient for the existence of
the integral
∫∞
0 T (s)B dL(s).
(a) There exists
c∞ := lim


















〈u,B∗T ∗(s)hk〉2 ∧ 1
)












〈u,B∗T ∗(s)hk〉2 ∧ 1
)
µ(du) ds = 0. (6.2.16)
We need the following Lemmas to prove this theorem.
Lemma 6.2.9. If (6.2.15) holds, then the cylindrical measure η := (leb ⊗ µ) ◦ χ−1[0,∞) is a
cylindrical Le´vy measure in V , where χ[0,∞) : [0,∞) × U → V is defined by χ[0,∞)(s, u) :=
T (s)Bu.





















By defining the map pin : V → V by pin(v) :=
∑n












































〈T (s)Bu, pin(v)〉2 ∧ 1
)
µ(du) ds <∞. (6.2.19)
Since for any sequence (un)n∈N ⊂ U satisfying un → u in U , the finite measures (|β|2 ∧ 1)µ ◦






















〈T (s)Bu, v〉2 ∧ 1
)
µ(du). (6.2.20)



























which proves that η is a cylindrical Le´vy measure.
Lemma 6.2.10. If (6.2.15) holds, then the mapping
f : V → C, f(v) :=
∫
V
(cos(〈h, v〉)− 1) η(dh)
satisfies f(pinv)→ f(v) as n→∞ for each v ∈ V .
Proof. (The proof is based on some arguments used in the proof of [46, Lemma 5.1].) We first






















〈u,B∗T ∗(s)hk〉2 ∧ 1
)
µ(du) ds <∞. (6.2.21)











where the mapping αn is given by
αn : [0,∞)→ C, αn(s) :=
∫
U
(cos (〈T (s)Bu, pinv〉)− 1)µ(du).
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Define the function
g : R→ C, g(β) =

cos(β)−1
β2∧1 , if β 6= 0,
−12 , if β = 0.




















(|β|2 ∧ 1) (µ ◦ 〈·, B∗T ∗(s)v〉−1) (dβ)
=: α(s) (6.2.22)




























〈T (s)Bu, hk〉2 ∧ 1
)
µ(du)







〈u,B∗T ∗(s)hk〉2 ∧ 1
)
µ(du) (6.2.23)











which completes the proof.
Lemma 6.2.11. The following conditions are equivalent:
(a) For each Borel set A ∈ B([0,∞), the cylindrical measure (leb⊗µ)◦χ−1A extends to a Le´vy
measure on B(V ), where χA : [0,∞)× U → V is defined by χA(s, u) := 1A(s)T (s)Bu.
(b) Conditions (6.2.15) and (6.2.16) are satisfied.
Proof. (a)⇒ (b). The result follows easily by noting that (leb⊗µ) ◦χ−1[0,∞) extends to a Le´vy
measure, and making use of the definition of Le´vy measure, monotone convergence theorem
and Lebesgue’s theorem.
(b)⇒ (a). For any N ∈ N, let ρN := (η+η−)◦pi−1N , where η−(C) := η(−C) for all C ∈ Z(V )
and piN : V → V is defined by piN (v) =
∑N




(‖v‖2 ∧ 1) ρN (dv) = ∫
V






















which implies that ρN is a Le´vy measure in B(V ). By Le´vy-Khinchine Theorem, there
exists an infinitely divisible probability measure θN with characteristics (0, 0, ρN ) such that
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its characteristic function is given by
ϕθN : V → C, ϕθN (v) := exp
(∫
V
(cos (〈v, h〉)− 1) ρN (dh)
)
We follow the same arguments as in the proof of Theorem 5.10 in [46]. By an application of
the inequality 1− cosβ 6 2(β2 ∧ 1) for all β ∈ R, it follows that for every v ∈ V
1− ϕθN (v) = 1− exp
(∫
V









(〈h, v〉2 ∧ 1)ρN (dh).
By gm, we denote the density of the standard normal distribution on B(R
m). For every



















































































(1− ReϕθN (βmhm + · · ·+ βnhn)) gn−m+1(βm, . . . , βn) dβm · · · dβn = 0.
Let n ∈ N be fixed. For each N ∈ N, define the function
ψN : R
n → C, ψN (β) := ϕθN (β1h1 + · · ·+ βnhn) for all β = (β1, . . . , βn) in Rn.
We show that the family (ψN : N ∈ N) is equicontinuous at the origin. We have
ψN (β) = exp
(∫
V
(cos (〈β1h1 + · · ·+ βnhn, h〉)− 1) ρN (dh)
)
(6.2.24)
Using (6.2.17) and Lebesgue’s theorem, we obatin
∣∣∣∣∫
V







































→ 0 as |β| → 0,
where it is also clear that the convergence is uniform in N . This together with (6.2.24) implies
that the family (ψN : N ∈ N) is equicontinuous at the origin. It implies by [36, Lemma VI.2.3]
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that the family {θN : N ∈ N} is relatively compact inM(V ). Using Lemma 6.2.10, we obtain
for each v ∈ V ,
lim
N→∞

















(cos (〈v, h〉)− 1) (η + η−)(dh)
)
.
It follows by [36, Lemma VI.2.1] that {θn}n∈N converges weakly to an infinitely divisible




(cos (〈v, h〉)− 1) (η + η−)(dh)
)
.
Consequently, η + η− extends to the Le´vy measure of θ. Since
η(C) 6 η(C) + η−(C) for all C ∈ Z(V ),
Theorem 3.4 in [46] implies that η extends to a Le´vy measure on B(V ). Finally for any Borel
set A ∈ [0,∞), we have
(













1C(T (s)Bu)µ(du) ds = η(C) for all C ∈ Z(V ),
from which Condition (a) follows by another application of [46, Theorem 3.4].
Proof of Theorem 6.2.8. Sufficiency : suppose that (6.2.13) -(6.2.16) hold. We first show that
the family {νt : t > 0} is relatively compact in M(V ), for which we use the compactness
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criterion for infinitely divisible probability measures as stated in Theorem 2.3.3. In view of
(6.2.13), we only need to show that the set (ξt : t > 0) restricted to the complement of any
neighbourhood of the origin is relatively compact and the operators Rt : V → V defined by
















〈Rthk, hk〉 = 0.












1C(T (s)Bu)µ(du) ds = (leb⊗ µ) ◦ χ−1[0,∞)(C). (6.2.26)
It follows from Lemma 6.2.11 that the cylindrical measure (leb⊗µ)◦χ−1[0,∞) extends to a Le´vy
measure on B(V ) which we denote by ξ∞. Since B(V ) is the sigma algebra generated by
Z(V ) and Z(V ) is a pi-system, we obtain ξt 6 ξ∞ on B(V ) for all t > 0. Let ξct and ξc∞ denote
the restrictions of the measures ξct and ξ
c∞ to the complement of any neighbourhood V1 ⊂ V
of origin. By [33, Prop 1.1.3]) the finite measure ξc∞ is a Radon measure and therefore, for
each ε > 0 there exists a compact set K ⊂ V1 such that ξc∞(Kc) 6 ε. As a consequence,
ξct (K
c) 6 ξc∞(Kc) 6 ε for all t > 0, (6.2.27)
which implies that {ξt : t > 0} restricted to the complement of any neighbourhood of the origin
is relatively compact. We show that the operators {Rt} in (6.2.25) satisfy (ii). Condition (i)
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can be proved analogously using (6.2.15). By Lebesgue’s theorem on dominated convergence
















〈T (s)BQB∗T ∗(s)hk, hk〉ds = 0. (6.2.28)










































〈T (s)Bu, hk〉2 ∧ 1
)
µ(du) ds
→ 0 as N →∞. (6.2.29)
From (6.2.28) and (6.2.29), it follows that Condition (ii) is satisfied. Consequently {νt : t > 0}
is relatively compact. Since {St} is an increasing sequence of operators, Condition (6.2.14)




T (s)BQB∗T (s) ds,
is well-defined and
〈Stv, v〉 → 〈S∞v, v〉 for all v ∈ V. (6.2.30)
By a similar reasoning as in (6.2.26), we obtain that {ξt} is an increasing family of Le´vy
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measures and ξt(A) increases to ξ∞(A) for each A ∈ B(V ). If for a fixed v ∈ V , we define
K(h, v) := ei〈h,v〉 − 1− i 〈h, v〉1BV (v),
then there exists a C > 0 such that |K(h, v)| 6 C(‖h‖2 ∧ 1) for all h ∈ V , which implies that








K(h, v)ξ∞(dh), for all v ∈ V. (6.2.31)
If ν denotes the infinitely divisible probability measure with characteristics (c∞, S∞, ξ∞), then
it follows by (6.2.13), (6.2.30) and (6.2.31) that
ϕνt(v)→ ϕν(v) for all v ∈ V,
which together with relative compactness of {νt : t > 0} implies by [36, Lemma VI.2.1] that
{νt : t > 0} converges weakly inM(V ). This finishes the proof of sufficiency by Lemma 6.2.4.
Necessity : suppose that
∫∞
0 T (s)B dL(s) exists. Then by Lemma 6.2.4, {νt} converges weakly
as t → ∞. Then (6.2.13)-(6.2.16) follow by the compactness criterion of infinitely divisible
probability measures in Hilbert spaces.
Example 6.2.12. (Continues Example 4.3.3) Let (lk)k∈N be a sequence of symmetric inde-
pendent, real valued Le´vy processes with characteristics (0, 0, µk), and L be the cylindrical





Let the semigroup satisfy T (t)ek = e
−λktek for all t > 0. Then the integral
∫∞
0 T (s) dL(s)
exists if and only if (6.2.15) and (6.2.16) are satisfied. The independence of real valued
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processes (lk) implies that the cylindrical Le´vy measure is concentrated on the axes, and thus










µk(dβ) dt <∞. (6.2.32)
This example is studied in [40] and the above condition is shown to be necessary and sufficient
for the existence of a unique stationary measure. It can be mentioned that in the specific
case of cylindrical α-stable noise studied in [41], that is, lk = σkhk where hk are symmetric
α-stable processes with Le´vy measure ρ(dβ) = 12 |β|−1−α and σ ∈ l
2α
2−α , unique stationary






which is also the condition for stochastic integrability in our framework.
Example 6.2.13. (Continues Example 4.3.4) Let L be the canonical α-stable cylindrical
Le´vy process for α ∈ (0, 2) and the semigroup (T (t))t>0 be given by T (t)ek = e−λktek. Using
the same arguments as in Theorem 4.1 in [42], it can be shown that (6.2.15) and (6.2.16) are
satisfied if and only if
∫ ∞
0
‖T (s)‖αHS ds <∞, (6.2.33)
which gives the condition of the existence of the integral
∫∞
0 T (s) dL(s).
The condition (6.2.13) for {ct} may be difficult to handle as {ct} is defined by (6.2.5) and
the function a is not linear. If L is the genuine Le´vy process with characteristics (b,Q, µ),
then we get an explicit form for ct. In this case, the cylindrical characteristics of L are given
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by (a,Q, µ) where
a(u∗) = 〈b, u∗〉+
∫
U
〈u, u∗〉 (1BR(〈u, u∗〉)− 1BU (u))µ(du). (6.2.34)



















〈T (s)Bu, v〉 (1BV (T (s)Bu)− 1BU (u))µ(du) ds.
As a consequence, we observe that Theorem 6.2.8 is equivalent to the well-known result from
[16], that is,
∫∞























(‖T (s)Bu‖2 ∧ 1)µ(du) ds <∞. (6.2.36)
The equivalence of (6.2.36) and the Conditions (6.2.15) and (6.2.16) can be obtained by noting
that in this case µ is a genuine Le´vy measure and consequently η = (leb⊗ µ) ◦ χ−1[0,∞) is also
a genuine measure. By Lemma 6.2.11, the Conditions (6.2.15) and (6.2.16) are equivalent to
the Condition that η is a Le´vy measure which is equivalent to (6.2.36).
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6.3 Case of stable semigroups
In the previous section we showed that the existence of the integral
∫∞
0 T (s)B dL(s) is suffi-
cient for the existence of an invariant measure. We now show that if the semigroup is stable,
then the existence of the integral
∫∞
0 T (s)B dL(s) is also necessary for the existence of an
invariant measure. A semigroup (T (t), t > 0) on V is called stable if T (t)v → 0 as t→∞ for
each v ∈ V . Similar to the case of genuine Le´vy processes, we get the following result when
the semigroup is stable, the proof of which is the same as in [16, Prop. 6.1].
Theorem 6.3.1. If the semigroup (T (t), t > 0) is stable, then there exists a stationary mea-
sure ν for the process (6.2.4) if and only if the integral
∫∞
0 T (s)B dL(s) exists; in this case ν
is the distribution of
∫∞
0 T (s)B dL(s).
Proof. If the integral
∫∞
0 T (s)B dL(s) exists and ν denotes the distribution of the random
variable
∫∞
0 T (s)B dL(s), then by Lemma 6.2.4 and Lemma 6.2.7 ν is a stationary measure
for (6.2.4). To prove the converse, let ν be a stationary measure for the process (6.2.4). We
first show that Ttν → δ0 weakly as t → ∞. Since for all v ∈ V , T (t)v → 0 as t → ∞, for
any continuous and bounded function f : V → V , we have f(T (t)v) → f(0) as t → ∞. By










This proves the claim. By definition, ν satisfies ν = Ttν ∗ νt, for all t > 0. Then by
[36, Theorem III.2.1, p. 58], {νt} is relatively compact and ϕνt(v) → ϕν(v) for all v ∈ V .
Therefore, by [36, Lemma VI.2.1, p. 153], νt converges weakly to ν, as t → ∞. Finally by
Lemma 6.2.4, the integral
∫∞
0 T (s)B dL(s) exists and ν is the distribution of the random
variable
∫∞
0 T (s)B dL(s).
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Remark 6.3.2. The above result shows that in the case of stable semigroups, the stationary
measure, if exists, is unique and is exactly the law of the random variable
∫∞
0 T (s)B dL(s).
Combining Theorem 6.3.1 with Theorem 6.2.8, we get the following result which gives the
necessary and sufficient conditions for the existence of a unique stationary measure in the
case of a stable semigroup.
Corollary 6.3.3. If the semigroup (T (t), t > 0) is stable, then Conditions (6.2.13)-(6.2.16) of
Theorem 6.2.8 are necessary and sufficient for the existence of a (unique) stationary measure
for the process (6.2.4).
In general the conditions of Theorem 6.2.8 may be difficult to verify in practice. If the
semigroup is exponentially stable, i.e. there exists C > 1 and λ > 0 such that ‖T (t)‖ 6 Ce−λt
for all t > 0, and L is a genuine Le´vy process, then a sufficient condition (see [16, Theorem




log+ ‖u‖µ(du) <∞, (6.3.1)
where log+ x := log x if x > 1 and 0 otherwise. This condition is also necessary if V is
finite dimensional (see Theorem 4.3.17 in [4] and references therein) or if the semigroup
(T (t) : t ∈ (−∞,∞)) is a group ([16, Prop. 6.8]) but in general is not necessary (see [15,
Example 3.15]). In the case of a semigroup (T (t) : t > 0) with spectral decomposition
T (t)ek = e
−λkek (e.g. the heat semigroup) where the eigenvalues (λk) satisfy some mild










is shown in [17] to be both necessary and sufficient for the existence of a stationary measure
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when L is a genuine Le´vy process. In the next main result of this section, we generalise
this condition for the case of symmetric cylindrical Le´vy processes and give some examples
satisfying this condition. In the rest of this section, we assume that U = V with orthonormal
basis (ek)k∈N and B = Id. We also assume that A is a self-adjoint strictly negative operator
with compact resolvent. Consequently, A has a purely point spectrum (−λk)∞k=1, where
0 < λ1 6 λ2 6 · · · ; lim
k→∞
λk =∞, (6.3.2)
and there is an orthonormal basis ek in V consisting of eigenvectors of A corresponding to
the eigenvalues −λk. Then A is a generator of the C0-semigroup (T (t))t>0 of bounded linear




e−λkt〈v, ek〉ek for v ∈ V. (6.3.3)
Theorem 6.3.4. Suppose that L has characteristics (0, Q, µ), where µ is symmetric, the






for some T0 > 0. Then the following are equivalent:
























µ(du) = 0 (6.3.6).
Proof. (b)⇒ (a). We show that the conditions in Theorem 6.2.8 are satisfied. By the stochas-
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tic integrability of the map s→ T (s) in [0, T0], it follows by (2.4.4) that
∫ T0
0

























which along with (6.3.7) implies that (6.2.14) is satisfied. We next show that (6.2.15) and













〈u, T ∗(s)ek〉2 ∧ 1
)
µ(du) ds = 0. (6.3.8)





〈u, u∗〉2 ∧ 1µ(du) <∞. (6.3.9)
For k,m, n ∈ N, m 6 n and s > T0, we define the following sets
Ck(s) :=
{











〈u, ek〉2 6 1
}
.























































































































〈u, u∗〉2 ∧ 1µ(du)









































































































































〈u, T ∗(s)ek〉2 ∧ 1
)
µ(du) ds = 0.
Taking m = 1 and using (6.3.5), above computations also imply that (6.2.15) is satisfied.



















































〈u, T ∗(s)ek〉2 ∧ 1
)
µ(du) ds.
Consequently by Corollary 6.3.3 we obtain that conditions (6.3.5) and (6.3.6) are satisfied.
Example 6.3.5. For the stochastic heat equation on a bounded domain O ⊂ Rd with smooth
boundary ∂O for some d ∈ N, Condition (6.3.4) is satisfied by the eigenvalues of A, which in
this case is given by the Laplace operator, that is, A = ∆. Indeed, the eigenvalues (λk)k∈N




<∞ and for d > 2, we have ∑∞k=1 1λpk <∞ if p > d2 .
Example 6.3.6. If L is a classical Le´vy process (not necessarily symmetric) with classical
characteristics (b,Q, µ), and the semigroup is given by (6.3.3) and (6.3.4) holds, then by
Theorem 1 in [17] the necessary and sufficient condition for the existence of stationary measure
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In this case (6.3.5) and (6.3.6) are equivalent to (6.3.15). Since µ is a genuine Le´vy measure,

































→ 0 as m→∞.
An application of Lebesgue’s theorem together with (6.3.15) implies (6.3.6).
Example 6.3.7. (continues Example 6.2.12) Since the Le´vy measure is concentrated on the







log+ |β|µk(dβ) <∞. (6.3.16)




k are symmetric and identically distributed with characteristics







log+ |σkβ| ρ(dβ) <∞. (6.3.17)
This condition is satisfied for example, when σ ∈ l∞, ∑∞k=1 1λk <∞ and∫ ∞
1
log β ρ(dβ) <∞, (6.3.18)
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which gives the result of [40].
Example 6.3.8. (continues Example 6.2.13) We now apply Theorem 6.3.4 to prove the






which implies (6.3.4) is satisfied. By Theorem 6.3.4 the existence of stationary measure is



























































































































value of the integral computed in (6.3.21) into (6.3.20) and applying Jensen’s inequality to




































(n−m+1)α/2Γ(n−m+12 )Γ( 1+α2 )
and using the fact that Γ(x+β)
Γ(x)xβ
→ 1
as x→∞, we conclude that dn−m → 1 as m,n→∞. Consequently, both (6.3.6) and (6.3.5)
follow from (6.3.19) and (6.3.22) respectively.
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