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Kurzfassung
In dieser Arbeit wird die Lastbalancierung von Molekül- beziehungsweise Teilchensimulatio-
nen mit kurzreichweitigen Potenzialen betrachtet. Eine solche ist notwendig, um inhomogene
Szenarien effizient über längere Zeiträume hinweg auf Parallelrechnern simulieren zu kön-
nen. Hierzu werden die vorkommenden Arten von Last analysiert und in sogenannten
Lastmodellen quantifiziert. Hierbei liegt der Fokus auf Rechen- und Kommunikationslasten.
Anschließend wird das Problem der Lastbalancierung beschrieben. Es werden verschiedene
in der Literatur bekannte Verfahren zur Lastbalancierung betrachtet, untersucht und evalu-
iert. Der Fokus liegt hierbei nicht auf einem einzelnen Anwendungsszenario, sondern auf
der generellen Machbarkeit, den Eigenschaften und den Einschränkungen der jeweiligen
Verfahren.
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1 Einleitung und verwandte Arbeiten
Computergestützte Simulationen haben sich heutzutage als eine der Säulen des Erkennt-
nisgewinns etabliert. Eine spezielle Art solcher Simulationen ist die Molekülsimulation.
Für eine Einführung in die Moleküldynamik siehe Rapaport [Rap95] oder Haile [Hai97].
Die Numerik und die Parallelisierung werden in Griebel et al. [GKZC03] beschrieben. Die
Molekülsimulation ist eine mikroskopische Simulation einzelner Partikel, die die Atome
oder Moleküle eines zu simulierenden Materials darstellen. Beispiele sind die Simulation
von Proteinfaltungen, Agglomerationsprozessen oder Laserablationen. Die Partikel wirken
Kräfte aufeinander aus, durch die sie sich letztendlich bewegen. In dieser Arbeit werden kurz-
reichweitige Kräfte betrachtet. Hierzu stellen Hockney und Eastwood [HE88] ein effizientes
Verfahren zur Berechnung der Kräfte vor, genannt Linked-Cells.
Um sinnvolle Aussagen treffen zu können, muss die Simulation eine gewisse Größe besitzen.
Große Szenarien erfordern sehr viele Partikel und damit eine Parallelisierung, da ein ein-
zelner Rechner dafür zu lange benötigen würde. Teilchensimulationen sind deshalb auch
ein wichtiger Bereich im High Performance Computing (HPC). Die parallele Ausführung
einer Molekülsimulation wird in dieser Arbeit per Bulk-Synchronous-Parallelism (BSP) nach
Valiant [Val90] modelliert. Nyland et al. [NPKW98] stellen ebenfalls eine Modellierung mit-
tels BSP vor. Eine ausführliche Darstellung verschiedener Parallelisierungsstrategien für
Molekülsimulationen findet sich bei Plimpton [Pli95].
Die Szenarien derMoleküldynamik können kategorisiert werden in homogen und inhomogen,
bezogen auf die vorherrschende Dichte im Simulationsgebiet. Eine Simulation mit homogener
Dichte wäre etwa die Simulation eines gleichmäßig verteilten Gases. Die oben genannten
Beispiele haben eines gemein: Sie weisen im Normalfall eine inhomogene Verteilung der
Partikel auf. Die lokale Dichte geht jedoch quadratisch in die Kosten für die Berechnung der
auf die Partikel einwirkenden Kräfte ein. Die Auswirkung dieser Tatsache ist in Abbildung 1.1
dargestellt: Es kommt zu einer sehr inhomogenen Verteilung der Lasten im Gebiet. Um
diese Effekte zu quantifizieren, werden in dieser Arbeit Lastmodelle vorgestellt. Eine ähnlich
detaillierteModellierung der Last findet sich bei Buchholz [Buc10].Wichtige Erkenntnisse zur
Modellierung der Kommunikation zwischen Prozessen stellenHendrickson undKolda [HK00]
vor. In vielen Fällen sind es genau solche heterogenen Szenarien, die interessant sind. Damit
moderne Hochleistungsrechner mit ihren zehn- bis hunderttausend Prozessorkernen also gut
ausgenützt werden können, muss die Last gleichmäßig verteilt werden. Dies ist die Aufgabe
der Lastbalancierung. Wobei sich Lastbalancierung nicht nur auf HPC-Systemen lohnt. Da
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Abbildung 1.1: Lastverteilung in einem künstlich erstellten inhomogenen Szenario. Man
kann erkennen, wie weite Teile des Gebiets nur einen Bruchteil der Kosten
ausmachen. Die Kosten sind angegeben in der Anzahl an nötigen Abstands-
berechnungen im Linked-Cells-Verfahren.
sich die Partikel dynamisch bewegen, reicht es außerdem nicht aus, einmal zu Beginn der
Simulation die Last zu balancieren, sondern dies muss periodisch wiederholt werden. Dies
wird Rebalancierung genannt; in mancher Literatur auch dynamische Lastbalancierung im
Gegensatz zur statischen, welche eben nur zu Beginn der Simulation durchgeführt wird.
Lastbalancierung ist bereits nach einem einfachen Kostenmodell auf das mathematische
Problem der Partitionierung ganzer Zahlen reduzierbar. Dieses Partitionierungsproblem
ist NP-vollständig, siehe Hayes [Hay02]. Das macht es nötig, Algorithmen zu studieren,
die eine Approximation an eine optimalen Lastbalancierung berechnen. In dieser Arbeit
werden sechs Verfahren vorgestellt. List-Scheduling ist ein greedy Algorithmus für das
Partitionierungsproblem. Greedy Strategien werden unter anderem auch angewendet bei
Kale et al. [KBB98, KSB+99], Brunner et al. [BPK00] und Pilla et al. [PRC+12] (jedoch nicht
zur Gebietszerlegung selbst). Raumfüllende Kurven können zur Rückführung eines mehrdi-
mensionalen Partitionierungsproblems auf ein eindimensionales verwendet werden, siehe
Xiaolin und Zeyaos [CM05], Schamberger und Wierum [SW03] oder Griebel et al. [GKZC03].
Ein wohlbekanntes Verfahren zur Partitionierung ist die rekursive Bisektion. Simon und
Teng [ST97] zeigen theoretische Resultate des Verfahrens. Verwendet für die Gebietszer-
legung wird das Verfahren unter anderen von Fleissner und Eberhard [FE08], Berger und
Bokhari [BB87] und Niethammer et al. [NBB+14]. Ein von Deng et al. [DMM+95, DPR00]
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vorgestellter Ansatz ist ein Verfahren, das die Partitionierung des Simulationsgebiets anhand
eines Gitters vornimmt. Gitterpunkte werden zur Rebalancierung verschoben. Kürzlich wur-
de dieser Ansatz von Begau und Sutman [BS15] aufgegriffen und weiter verbessert. Bereits
früh wurde eine Lastbalancierung per lokaler Abgabe von Last vorgestellt. Unter anderem bei
Boillat et al. [BBK91] und Kohring [Koh95] wird ein zweidimensionales Gebiet in Streifen un-
terteilt und dann einzelne Lagen an Linked-Cells zwischen Nachbarteilgebieten ausgetauscht.
Dies kann durch die Abgabe einzelner Linked-Cells zum diffusiven Verfahren verallgemeinert
werden. In einer Arbeit von Willebeek-LeMair und Reeves [WLR93] findet sich eine Analyse
der diffusiven Strategie und Buchholz [Buc10] erweitert sie schließlich, um nicht nur die
bloßen Rechenkosten zu erfassen. Als eines der besten Verfahren zur Gebietszerlegung wird
die Partitionierung per Graphen gesehen, welche selbst bereits NP-vollständig ist, siehe
Feldman und Foschini [FF12]. Sie wird unter anderen verwendet von Menon et al. [MBF+14]
und Çatalyürek et al. [CBD+09].
Eine allgemeine Arbeit, die mehrere Verfahren miteinander vergleicht und implementiert
stammt von Buchholz [Buc10]. Ein Vergleich von raumfüllenden Kurven mit der Graphparti-
tionierung findet sich bei Schamberger und Wierum [SW03].
Die Lastbalancierung legt über die neuen Teilgebiete und deren Nachbarschaftsbeziehungen
auch die neue Kommunikationsstruktur (Kommunikationstopologie) der Simulation fest.
Messungen vonAgrawal et al. [ASK06] und Bhatelé et al. [BBK11] zeigen, dass diesemöglichst
gut auf die Topologie der benutzten Hardware abgebildet werden sollte, um weitere Gewinne
in der Laufzeit zu erzielen. Dieses sogenannte Topologie-Mapping lässt sich zurückführen
auf das Problem der Grapheinbettung, siehe Bokhari [Bok81], und ist damit ebenfalls NP-
vollständig. Mögliche Strategien für Topologie-Mapping finden sich unter anderem bei Hoefler
und Snir [HS11] oder Rashti et al. [RGB+11]. Topologie-Mapping wird in dieser Arbeit nicht
betrachtet, jedoch gibt es Ansätze bei Agrawal et al. [ASK06] und Bhatelé [Bha10], wie
Lastbalancierer selbst die Hardware-Topologie berücksichtigen können.
Gliederung
Die Arbeit ist wie folgt gegliedert: In Kapitel 2 werden einige Grundlagen der Moleküldy-
namik erklärt, um der Arbeit folgen zu können. Insbesondere verwendete Algorithmen
und Datenstrukturen, sowie die Parallelisierung werden dort angesprochen. Anschließend
werden in Kapitel 3 zwei Lastmodelle vorgestellt, um eine Quantifizierung der durch die
Molekülsimulation erzeugten Last zu ermöglichen. In Kapitel 4 werden schließlich die sechs
genannten Verfahren zur Lastbalancierung vorgestellt, analysiert und evaluiert. Eine Zusam-
menfassung mit möglichen Anknüpfungspunkten weiterführender Arbeiten wird in Kapitel 5
gegeben.
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2 Grundlagen
Um im Folgenden Lasten quantifizieren und danach balancieren zu können, muss erst einmal
geklärt werden, wodurch sie erzeugt werden. Deshalb wird in diesem Kapitel eine Einführung
in die Moleküldynamik und die verwendeten Algorithmen gegeben.
In einer Molekülsimulation sollen einzelne Teilchen simuliert werden. Sie interagieren
miteinander, indem sie Kräfte aufeinander ausüben. Diese Kräfte können abstoßend oder
anziehend sein, woraus das jeweilige Szenario seine Dynamik entwickelt. Die Kräfte sind
über die Ableitungen von Potenzialen gegeben. In dieser Arbeit werden kurzreichweitige
Potenziale betrachtet, also Potenziale, die nach einem gewissen Radius rc, dem sogenannten
Abschneideradius, vollständig abklingen und 0 sind oder abgeschnitten werden, also auf 0
gesetzt werden. Beispielhaft wird hierbei das Lennard-Jones-12-6-Potenzial verwendet, wenn
eine potenzialbezogene Aussage nötig ist:
ULJ(r) = 4ϵ
((
σ
r
)12
−
(
σ
r
)6)
Die Parameter ϵ und σ sind hierbei materialbezogene Konstanten. Die Kraft, die auf ein
Partikel wirkt, wird über eine Summierung der Wechselwirkungen über alle Partikelpaare,
an denen dieses Partikel beteiligt ist, errechnet. Stehen diese Kräfte fest, so können daraus
Beschleunigungen berechnet und schließlich Positionen integriert werden. Die wichtigen
Gleichungen sind hierbei das Newtonsche Gesetz F⃗ = m · a⃗ und die gewöhnliche Differenzi-
algleichung d2x⃗/dt2 = a⃗. Diese wird durch ein sogenanntes Integrationsverfahren gelöst.
Anschließend liegt für jedes Partikel eine neue Position vor.
Damit besteht eine Molekülsimulation mehr oder weniger aus zwei Basisfunktionalitäten: Be-
rechnung der Kräfte und Berechnung der Positionen und Geschwindigkeiten. Gegebenenfalls
bedarf es je nach Integrationsverfahren keiner expliziten Berechnung der Geschwindigkeiten.
Auch die Reihenfolge der Berechnungen hängt vom Integrationsverfahren ab. Verwendung
finden unter anderem das Verlet-Verfahren [Ver67], das Velocity-Verlet-Verfahren [SABW82]
oder das Leapfrog-Verfahren [HLW03].
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(a) Ausgewähltes Partikel mit Abschneidera-
dius in Zellnachbarschaft. Mit Partikel au-
ßerhalb der Zellnachbarschaft kann das
zentrale Partikel nicht interagieren auf-
grund der Zelllänge rc. Mit Partikeln inner-
halb der Zellnachbarschaft müssen trotz-
dem noch Abstände berechnet werden, da
nicht jedes Partikel hierin in den Abschnei-
deradius des blauen Partikels fällt.
(b) In blau ist eine mögliche Half-Shell-
Nachbarschaft, mit der ein Partikel in der
zentralen Zelle bei der Half-Shell-Methode
Kräfte berechnen muss, gezeigt. In der
mittleren Zelle selbst, wird dies per Ord-
nung auf den Partikeln umgesetzt.
Abbildung 2.1: Veranschaulichungen zum Linked-Cells-Verfahren.
2.1 Linked-Cells
Zur effizienten Berechnung der Kräfte bei kurzreichweitigen Potenzialen wird das sogenannte
Linked-Cells-Verfahren [HE88] verwendet. Dies nutzt die Dünnbesetztheit der Kraftmatrix
aus. Die Kraftmatrix ist eine n×n-Matrix, wobei n die Anzahl der Partikel ist, in die jeweils die
zwischen zwei Partikeln wirkende Kraft eingetragen wird. Das Linked-Cells-Verfahren legt
ein Gitter, typischerweise mit Kantenlänge rc, über das Simulationsgebiet. Danach müssen
zur Kraftberechnung eines Partikels nur noch alle Partikel in den benachbarten Zellen
herangezogen werden, siehe Abbildung 2.1a. Die Partikel in benachbarten Zellen müssen
jedoch auch noch auf ihren Abstand überprüft werden, da in der direkten Zellnachbarschaft
auch Partikel liegen können, die Abstände größer als rc voneinander haben.
Da sich die Partikel während der Simulation bewegen, können diese leicht von einer Zelle in
die nächste wandern. Die Linked-Cells müssen folglich nach jeder Berechnung der neuen
Positionen angepasst werden. Diese Anpassung hängt von der Linked-Cells-Implementierung
ab. Werden sie als verkettete Listen implementiert, so können Partikel umsortiert werden.
Werden sie als Arrays implementiert, so werden meist alle Partikel neu einsortiert.
Wird die Kraft separat für jedes Partikel mit jedem anderen in der direkten Zellnachbar-
schaft berechnet, nennt man dies Full-Shell-Methode. Diese birgt Verbesserungspotenzial,
denn nach dem dritten Newtonschen Gesetz ist die Kraft, die Partikel a auf Partikel b aus-
übt nur im Vorzeichen umgekehrt zu der Kraft, die Partikel b auf Partikel a ausübt. Nutzt
man dies aus, so berechnet man die Kraft nur noch einmal pro Partikelpaar und es ergibt
sich die sogenannte Half-Shell-Methode. Abbildung 2.1b zeigt eine mögliche resultierende
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Nachbarschaft, die dann pro Partikel noch berechnet werden muss. Jedoch muss nun für
jedes berechnete Kraftpaar die resultierende Kraft in zwei Partikel geschrieben werden. Für
eine beispielhafte Implementierung des Linked-Cells-Verfahrens, siehe [GKZC03]. Der sich
ergebende Basisalgorithmus findet sich in Kurzfassung nochmals in Algorithmus 2.1.
Algorithmus 2.1 Sequentieller Basisalgorithmus. Je nach verwendetem Integrationsverfah-
ren ergibt sich in der Schleife eine andere Anordnung der Funktionsaufrufe. Beim klassischen
Verlet-Verfahren werden zudem keine Geschwindigkeiten explizit berechnet.
Gegeben: Alle Partikel {pi}ni=1, also deren Positionen x⃗i und Geschwindigkeiten v⃗i.
initializeLinkedCells
for t = tstart : tend step δt do
computePositions
updateLinkedCells
computeForces
computeVelocities
end for
2.2 Parallelisierung
Parallelisiert werden kann allgemein mit gemeinsamem Speicher oder ohne („Shared Me-
mory“ vs. „Distributed Memory“). Zur Parallelisierung des Linked-Cells-Verfahrens mit
Half-Shell-Methode bieten sich auf gemeinsamem Speicher Färbung oder unabhängige Men-
gen an [HLL09, Buc10].
Distributed-Memory-Parallelisierung von Molekülsimulationen mit kurzreichweitigen Kräf-
ten bietet grundsätzlich drei Alternativen: Partikelzerlegung („Atom Decomposition“ oder
„Replicated Data“), Kraftzerlegung („Force Decomposition“) und Gebietszerlegung („Spatial
Decomposition“, „Domain Decomposition“). Für eine Übersicht über die verschiedenen Ver-
fahren, deren Vor- und Nachteile, siehe [Pli95] oder [KSB+99]. Aufgrund der Skalierbarkeit
in der Anzahl der Prozesse und Partikel wird hier die Gebietszerlegung verwendet. Diese teilt
das Simulationsgebiet unter den Prozessen auf, sodass jeder Prozess ein Teilgebiet bekommt.
Der Prozess ist dann für die Berechnung aller Partikel in seinem Teilgebiet zuständig. Da
an dieser Stelle von einem 1:1-Verhältnis von Prozessen zu Teilgebieten ausgegangen wird,
werden die beiden Begriffe äquivalent verwendet. Die Linked-Cells müssen ab jetzt in zwei
verschiedene Kategorien unterschieden werden: Linked-Cells mit einer benachbarten Linked-
Cell, die einem anderen Teilgebiet angehört werden Randzellen genannt. Linked-Cells, die
nicht Randzellen sind, werden innere Zellen genannt.
Im Zuge dieser Arbeit wird jedoch auch eine Gebietszerlegung für eine Shared-Memory-
Parallelisierung betrachtet, da diese auf die Anforderungen des ersten Lastmodells, das
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in Kapitel 3 betrachtet wird, passt. Da Prozesse mittels Half-Shell-Methode in Speicherbe-
reiche anderer Prozesse schreiben, entspräche einer theoretischen Betrachtung mit dem
Maschinenmodell einer Parallel Random Access Machine (PRAM) [Jaj92] mit simultanem
Lesen und Schreiben, also einer (rein theoretischen) Parallelisierung mit gemeinsamem
Speicher.
Wird nun tatsächlich mit verteiltem Speicher parallelisiert, können Prozesse nicht mehr in die
Speicherbereiche anderer schreiben. Dies kann über eine Kommunikation der Kraftanteile an
die jeweiligen Nachbarprozesse gelöst werden [PK98]. Das hat jedoch den Nachteil, dass es
ein hybrider Ansatz aus Gebietszerlegung und Force-Decomposition ist: Die Kraftanteile von
Partikeln in Randzellen werden auf unterschiedlichen Prozessen berechnet. Die Strategie, die
deshalb an dieser Stelle gewählt wird, ist die Doppeltberechnung der Interaktionen, die über
den Rand hinausgehen. Das heißt eine Randzelle berechnet die Interaktionen mit Zellen aus
der Full-Shell-Nachbarschaft auf jeden Fall, wenn diese in einem anderen Teilgebiet liegen.
Bildlich dargestellt ist die Situation am Rand in Abbildung 2.2.
Abbildung 2.2: Situation an Randzellen: Die mittlere Zelle berechnet die Interaktionen auch
mit den hellroten Zellen von Prozess 2; sonst müssten diese Kraftanteile
von Prozess 2 an Prozess 1 übertragen werden.
Um dies tun zu können, müssen jedoch die Partikel der Nachbarteilgebiete um den Rand
eines Teilgebiets herum bekannt sein. Diese Zellschicht wird Ghost-Layer oder Halo genannt.
Sie muss zwischen benachbarten Prozessen vor Berechnung der Kräfte stets ausgetauscht
werden. Dieser Vorgang wird Ghost-Layer-Austausch oder Randaustausch genannt. Zusätzlich
können Partikel von Randzellen im Laufe der Simulation in den Ghost-Layer wandern. Dann
müssen sie an den jeweiligen Prozess, dem die Ghost-Layer-Zelle gehört, verschickt werden.
Dies kann jedoch zusammenmit dem Randaustausch gemacht werden. Diese Kommunikation
muss mit allen Nachbarteilgebieten erfolgen. Wird von einer kartesischen Gebietsaufteilung
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ausgegangen, so sind dies im Zweidimensionalen 8 und im Dreidimensionalen mit 26. Hierbei
kann ein Teil der Kommunikation jedoch indirekt (über andere Nachbarn) erfolgen. In
einer zweidimensionalen kartesischen Aufteilung würde dies erfolgen, indem alle Prozesse
ihre Zellen synchron austauschen: zuerst der Nord-Süd-Austausch, danach der Ost-West-
Austausch. Dadurch wandern Eckzellen über die jeweiligen gemeinsamen Nachbarteilgebiete
zu den Über-Eck-Nachbarn [Pli95, BCOY94].
Es sind also – bezogen auf Algorithmus 2.1 – folgende Anpassungen notwendig: Die Berech-
nung der Kräfte ist nun randabhängig und nach der Berechnung der neuen Partikelpositionen
erfolgt die angesprochene Kommunikation. Danach muss synchronisiert werden, um sicher
zu stellen, dass der Ghost-Layer-Austausch beendet ist, bevor weitergerechnet wird. Somit
passt dieses Modell einer Molekülsimulation zum Ausführungsmodell Bulk Synchronous
Parallelism (BSP) [Val90]. Dieses arbeitet mit P Prozessoren, die je einen lokalen Speicher
besitzen, jedoch keinen gemeinsamen. Es ein Maschinenmodell mit verteiltem Speicher. Die
Prozessoren sind über ein Netzwerk verbunden, über das sie sich gegenseitig Nachrichten
schicken können. Die Berechnung wird in sogenannte Supersteps unterteilt, die aus drei
Phasen bestehen: Berechnung, Kommunikation und Synchronisation. Eine schematische
Darstellung findet sich in Abbildung 2.3. Das BSP-Modell wurde unter anderem in [NPKW98]
bereits zur Modellierung der Last von Moleküldynamik-Simulationen verwendet.
Abbildung 2.3: Eine schematische Darstellung des BSP-Modells: P Prozessoren mit zuge-
ordnetem lokalen Speicher. Es wir ein sogenannter Superstep dargestellt
bestehend aus Berechnungsphase, Kommunikation und Synchronisation.
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3 Lastmodelle
Um die Last eines Prozesses beziehungsweise die Kosten des ihm zugewiesenen Teilgebiets
quantifizieren zu können, wird ein Lastmodell benötigt. Last oder auch Kosten bedeutet
hier allgemein die geschätzte Ausführungszeit oder die geschätzte Anzahl an Operationen.
Sie werden über die Anzahl an Interaktionen oder die Anzahl an Kommunikationen oder
zu kommunizierender Partikel angegeben. Die so quantifizierte Last ist im Optimalfall
proportional zur Rechenzeit und kann somit als Vorhersage dieser dienen.
Klar ist, dass dieses Ziel nicht perfekt erreichbar ist, da nicht alle Umstände, wie Caching
oder Netzwerküberlast (optimal) modelliert werden können. Die Frage ist jedoch auch, ob
solche Effekte überhaupt im Modell berücksichtigt werden sollten, da sie die Modelle sehr
komplex und hardwareabhängig werden lassen. Im Folgenden werden zwei Lastmodelle
vorgestellt: Eines, das nur randunabhängige Rechenkosten betrachtet und eines, das sowohl
Rand als auch Kommunikation berücksichtigt. Sie sind so ausgelegt, dass die Rechenlast
pro Linked-Cell angegeben wird, weil dies die Einheit ist, die in Lastbalancierungsverfahren
zur Balancierung der Last verwendet wird. Die Kommunikationslast kann nur teilweise pro
Linked-Cell angegeben werden, teilweise wird sie pro Teilgebiet angegeben.
Gemessene Ausführungszeiten Um über Lastbalancierungsverfahren theoretische Aus-
sagen zu treffen, muss die Last, die balanciert werden soll, erst einmal theoretisch erfasst
sein. Dies ist die primäre Aufgabe des Lastmodells für die Rechenlast.
Will man die Rechenlast in einer laufenden Simulation beziffern, so besteht immer die rela-
tiv günstige Möglichkeit, die Ausführungszeiten zu messen. Praktisch eingesetzt wird das
in [HKSL08, KSB+99, Buc10]. Aber Messungen kommen schnell an ihre Grenzen: Erstens
sind sie nicht beliebig genau, dies betrifft insbesondere Zellen mit sehr wenigen Partikeln.
Zweitens sind Messungen von Kommunikationszeiten stark abhängig von anderen Einfluss-
faktoren wie Netzwerkauslastung, Bandbreite, etc. Die oben genannten hardwareabhängigen
Effekte wie Caching und Zugriffe durch die Speicherhierarchie hindurch werden beimMessen
voll berücksichtigt.
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3.1 Half-Shell-Rechenlast-Modell
Als erstes wollen wir nur die Rechenkosten im sequentiellen Basisalgorithmus 2.1 betrachten
und eben diese unter den Prozessen aufteilen. Die randunabhängigen Rechenkosten können
als Einstieg zum komplizierteren Modell betrachtet werden, das anschließend vorgestellt
wird. Außerdem können für einige Verfahren, die später vorgestellt werden, Approximati-
onsgarantien an das Optimum dieses Kostenmodells gegeben werden.
Jeder Prozessor p ∈ P := {1, . . . , P} hat ein zugewiesenes Teilgebiet, das wir hier als
Menge der ihm zugewiesenen Linked-Cells L(p) betrachten. Die Linked-Cells selbst müssen
damit natürlich eindeutig identifizierbar sein, was aber durch einfaches Durchnummerieren
gewährleistet werden kann und in realen Programmen sowieso gegeben ist. Mit C(i) wird
die Menge der Partikel aus Zelle i bezeichnet.
3.1.1 Kostenanteile
Wie man Abbildung 2.1a entnehmen kann, ist die Anzahl an Partikeln, die man für die
Kraftberechnung eines Partikels betrachten muss, abhängig von der Fläche und der darin
vorherrschenden Dichte. Die betrachteten Flächen (für Abstands- und Kraftberechnung)
sind trivialerweise konstant, da sie nur von rc abhängen. Ist die Dichte ebenfalls konstant,
so reicht folglich die Anzahl an Partikeln zur Kostenbetrachtung (und zum anschließenden
Lastausgleich) aus. Bei inhomogener Dichte ist dies jedoch nicht der Fall und somit müssen
die Kosten genauer quantifiziert werden.
Aus Algorithmus 2.1 entnimmt man generell drei Quellen für Kosten: Erstens die Kosten
für die Verwaltung der Datenstrukturen und der Integration der Partikel, zweitens die für
die Berechnung der Abstände und drittens die für die Berechnung der Kräfte. Abstände
müssen mit allen Partikeln in der direkten Zellnachbarschaft – unter Berücksichtigung der
Half-Shell-Methode – berechnet werden (siehe Abbildungen 2.1a und 2.1b). Diese Half-Shell-
Nachbarschaft wird mitNHS(i) für Zelle i bezeichnet. Man beachte hier als Konvention, dass
NHS(i) Zelle i selbst nicht enthält. Kräfte hingegen müssen nur noch mit jenen Partikeln
berechnet werden, mit denen der Abstand kleiner als rc ist. Die Kosten für die Verwaltung der
Datenstrukturen sind schwer einzuschätzen und eben stark abhängig von der verwendeten
Datenstruktur; jedoch auf jeden Fall wachsend mit rc. Die Integrationskosten sind konstant
pro Teilchen und damit im Gesamten linear in der Anzahl an Partikeln. Somit sind sie asym-
ptotisch in den Abstandskosten enthalten. Hier erfolgt jedoch keine separate Betrachtung der
Integrationskosten, da der weitaus größte Kostenanteil einer Molekülsimulation Abstands-
und Kraftberechnungen sind. Es ergeben sich folgende Kostenterme:
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Abstandskosten
(3.1) Abstandspaare(i) = ni(ni − 1)2 +
∑
j∈NHS(i)
ninj
Hierbei ist der erste Term die Anzahl an Partikelpaaren in Zelle i selbst und der zweite
Term die Anzahl an Partikelpaaren zwischen Zelle i und anderen Zellen aus der Half-Shell-
Nachbarschaft NHS.
Kraftkosten
(3.2)
Kraftpaare(i) =
∑
q∈C(i)
| {q′ : q′ ∈ C(i) ∧ q′ > q ∧ ||q − q′|| < rc} |
+
∑
q∈C(i)
∑
j∈NHS(i)
| {q′ : q′ ∈ C(j) ∧ ||q′ − q|| < rc} |
Der erste Term steht hier wiederum für die Anzahl an Kraftpaaren in Zelle i selbst. Kraftpaare
sind eben diejenigen Partikelpaare, deren Abstand kleiner als rc ist. Um jedes Kraftpaar
innerhalb von Zelle i selbst nur einmal zu berechnen, wird eine Ordnung auf den Partikeln
definiert (q′ > q). Der zweite Term berechnet wiederum die Anzahl an Kraftpaaren zwischen
Zelle i und den anderen Zellen in der Half-Shell-Nachbarschaft. Die Ordnung q′ > q gilt auch
im zweiten Term, bedarf jedoch keiner expliziten Betrachtung, da sie über die Bedingung
j ∈ NHS(i) stets erfüllt ist.
Wie oben erwähnt, hängt bei konstanter Dichte die Anzahl an Partikeln in einer gegebenen
Fläche nur von dieser ab. Man beachte folglich, dass im Homogenen eine Aussage über das
Verhältnis von Abstandspaaren zu Kraftpaaren für ein gegebenes Partikel gemacht werden
kann: Im Zweidimensionalen ist die Fläche der Zellnachbarschaft (Full-Shell) ein Quadrat
mit Kantenlänge 3 rc, also einem Flächeninhalt von 9 rc. Die des Kreises mit Radius rc, also
dem Kreis, in dem das Potential zwischen Partikeln ungleich Null ist, ist π rc. Damit ergibt
sich ein Verhältnis von den Abstands- zu den Kraftpaaren von π9 im Zweidimensionalen.
Im Dreidimensionalen wäre das Flächenverhältnis entsprechend 4π81 . Werden diese Zahlen
mit den Gewichtungsfaktoren α und β von Abstands- zu Kraftkosten aus der kommenden
Gleichung (3.3) verrechnet, ergibt dies die Proportionalitätskonstante von Abstands- zu
Kraftkosten im Homogenen.
Insbesondere ist damit ein Ausrechnen der genauen Kraftpaare oder -kosten nach Glei-
chung (3.2) im Homogenen unnötig: Man zähle die Distanzkosten und multipliziere sie mit
gegebenem Faktor. Im Inhomogenen muss der Kraftkostenterm hingegen explizit berücksich-
tigt werden. Denn da die Dichte nicht mehr konstant ist, hängt die Anzahl an Partikeln in der
Nachbarschaft, die im Kraftkostenterm nicht gezählt werden, vom genauen Ort des Partikels
ab. Damit darf allgemein nicht mehr von einer Proportionalität der beiden Kostenanteile
ausgegangen werden.
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3.1.2 Gesamtkosten pro Zelle
Die Kosten für eine Zelle i ergeben sich aus einer Linearkombination von Abstands- und
Kraftpaaren:
(3.3) LastPRAM(i) = α Abstandspaare(i) + β Kraftpaare(i)
Hierbei ist das Modell so ausgelegt, dass die Parameter α und β die Last pro Partikelpaar der
betreffenden Operation sind. Damit hängt insbesondere β vom verwendeten Potential ab. Um
die Parameter zu bestimmen, können beispielsweise die Anzahl an Hardware-Instruktionen
auf einer bestimmtem Architektur gezählt werden, die für die beiden jeweiligen Operationen
anfallen. Ebenso können sie über die Messung der Ausführungszeit beider Kostenanteile
bestimmt werden. Klar ist, dass die Distanzberechnung (eigentlich: die Bestimmung des
Quadrates der Distanz) im Dreidimensionalen mit drei Subtraktionen, drei Multiplikationen
und zwei Additionen vergleichsweise günstig ist.
Experimentell wurde im Dreidimensionalen mit einem Intel Core-i7-Sandy-Bridge-Prozessor
die Anzahl an Abstands- und Kraftberechnungen sowie die Ausführungszeiten zu deren Be-
rechnung gemessen. Zur Kraftberechnung wurde die aus dem Lennard-Jones-12-6-Potential
resultierende Kraft verwendet. Die Minimierung der Standardabweichung der Quotienten aus
Gleichung (3.3) und der jeweiligen Ausführungszeit der Zelle wurde bei einer Gewichtung
von zirka 0,65 für die Kraftkosten zu 0,35 für die Abstandskosten erreicht. Die Standardab-
weichung betrug für diese Parameterkombination noch zirka 0,0005 % des Mittelwerts.
Simulationskosten
Mittels Gleichung (3.3) errechnet man sich die Gesamtkosten für einen Zeitschritt der Simu-
lation. Da vor Beginn des nächsten Zeitschritt alle Prozesse den aktuellen Zeitschritt beendet
haben müssen, ergeben sich die Kosten für einen Zeitschritt als das Maximum aller Kosten,
die ein beliebiger Prozess in diesem Zeitschritt hat:
(3.4) max
p∈P
∑
i∈L(p)
LastPRAM(i)
Diese Gesamtkosten gilt es mittels der Lastbalancierung zu minimieren. Es stellt sich die
Frage, wie gut eine Lastbalancierung nach diesem Modell im besten Fall werden kann. Dies
lässt sich relativ einfach beziffern.
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3.1.3 Resultate
SeiL dieMenge aller Linked-Cells. Die Gesamtarbeit pro Zeitschritt ist offensichtlich gegeben
als:
W =
∑
i∈L
LastPRAM(i)
Hierbei istW unabhängig von der Gebietsaufteilung selbst eine Konstante. Das Ziel einer
Lastbalancierung muss es nun sein, diese Arbeit gleichmäßig auf alle Prozesse zu verteilen.
SeiW beliebig verteilbar, dann ist das Optimum offensichtlich erreicht, wenn jeder Prozess
gleich viel Arbeit w¯ hat, nämlich:
(3.5) w¯ = W
P
Diese perfekte Verteilung der Arbeit ist selbstverständlich aufgrund der diskreten Linked-
Cells meistens nicht möglich. In großen Szenarien mit vielen Linked-Cells pro Teilgebiet
sollte man ihr dennoch sehr nahe kommen können. Es kann sogar eine Aussage darüber
getroffen werden, wie nahe man ihr tatsächlich ist. Hierfür benötigt man eine Hilfsgröße,
nämlich die Imbalance einer Partitionierung:
Definition 3.1.1. Die Imbalance I einer Partitionierung ist die maximale Differenz der Last
zweier Prozesse:
I := max {ℓp − ℓq : p, q ∈ P} = max
p∈P
ℓp −min
p∈P
ℓp
Wobei hier ℓp die Last von Prozess p bezeichne.
Die Imbalance beschränkt die maximale Entfernung der Gesamtkosten nach Gleichung (3.4)
zum Optimum:
Satz 3.1.1. Seien ci die Rechenkosten für Linked-Cell i nach dem Half-Shell-Rechenlastmodell.
Die maximale Entfernung der Kosten eines Teilgebiets vom Optimum w¯ = 1
P
∑
i∈L ci ist be-
schränkt durch die Imbalance I .
Beweis. Es gilt ℓp =
∑
i∈L(p) ci. Da die Linked-Cells auf die Teilgebiete verteilt werden, ist
{L(1), . . . ,L(P )} eine disjunkte Zerlegung von L. Somit gilt:
w¯ = 1
P
∑
i∈L
ci =
1
P
∑
p∈P
ℓp
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Seien ℓm = minp∈P ℓp und ℓM = maxp∈P ℓp die Kosten des günstigsten und des teuersten
Teilgebiets. Dann gilt:
w¯ = 1
P
∑
p∈P
ℓp ≥ 1
P
∑
p∈P
ℓm = ℓm
Außerdem:
w¯ = 1
P
∑
p∈P
ℓp ≤ 1
P
∑
p∈P
ℓM = ℓM
Wobei ℓM − ℓm = I nach Definition 3.1.1. Es folgt:
ℓM − w¯ ≤ I und w¯ − ℓm ≤ I
Insbesondere legt die Imbalance damit auch die Entfernung der tatsächlichen Last nach
Gleichung (3.4), welche eben genau ℓM ist, zum Optimum nach Gleichung (3.5) fest.
3.2 BSP-Lastmodell
Da das Ziel inhomogene Szenarien auf verteilten Parallelrechnern sind, wird an dieser Stelle
das Lastmodell erweitert. In inhomogenen Szenarien können sich die Anzahl an Partikel pro
Zelle deutlich unterscheiden. Da in Abschnitt 2.2 bereits erwähnt wurde, dass im Parallelen
die Berechnungen von Randzellen teurer sind und der Randaustausch ebenfalls zusätzliche
Kosten erzeugt, sollte der Rand extra betrachtet werden. Dies wird auch in anderen Arbeiten
so getan [BPK00, NBB+14]. Im Nachfolgenden soll ein Modell für eben diese Verteuerung der
Kosten am Rand auf verteilten Maschinen vorgestellt werden. Der Algorithmus, der diesem
Kostenmodell zugrunde liegt, ist die Erweiterung des Basisalgorithmus, die in Abschnitt 2.2
beschrieben ist.
3.2.1 Kosten
Die generellen Kosten nach Gleichung (3.3) für den Basisalgorithmus bleiben erhalten und
werden aus dem vorherigen Kapitel übernommen. Der Beschreibung der algorithmischen
Erweiterung entnimmt man zwei weitere Kostenquellen: Erstens die Kommunikationskosten
und zweitens randabhängige Rechenkosten. Um diese Kosten im Folgenden genauer beziffern
zu können, muss eine neue Größe pro Zelle bekannt sein, nämlich der Prozess, dem Zelle
i aktuell zugewiesen ist. Er wird mit p(i) bezeichnet. Außerdem bezeichnet NFS(i) die
Full-Shell-Nachbarschaft einer Zelle.
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Kommunikationskosten
Diese Komponente beschreibt primär die Kosten für das Senden und Empfangen der Rand-
zellen beziehungsweise des Ghost-Layers, also die Kosten für den Ghost-Layer-Austausch.
Es werden explizit beide Prozesse, sowohl Senden als auch Empfangen, berücksichtigt, da
beide Kosten verursachen. Aus der Evaluation von Buchholz [Buc10] lässt sich erkennen,
dass ein solcher Austausch gebündelt pro Prozesspaar stattfinden sollte. Das bedeutet, dass
alle Zellen in einen zusammenhängenden Speicherbereich kopiert werden und dieser auf
einmal gesendet werden sollte. Das jeweils einzelne Senden jeder Zelle stellt sich in den
Messungen als deutlich teurer heraus, was durchaus Sinn ergibt: Puffert die verwendete
Bibliothek zum Versenden der Zellen (beispielsweise MPI) solche Kommunikationsmuster
nicht selbst, kommt zu jeder gesendeten Zelle ein Mehraufwand für das Aufbauen und
Abwickeln der Kommunikation hinzu.
Eine Zelle wird hierbei an einen Prozess versendet, wenn mindestens eine Nachbarzelle von
ihr auf eben diesem liegt. Versendet wird diese Zelle dann genau einmal an den betreffenden
Prozess und nicht so oft, wie sie Nachbarzellen in diesem Teilgebiet hat. Letzteres ist eine
oft verwendete Heuristik, die sogenannte Edge-Cut- oder Kantenschnitt-Metrik, die nicht
proportional zur eigentlichen Anzahl an Kommunikationen [HK00] ist. Der Begriff Kanten-
schnitt kommt vom zum Linked-Cells-Gitter gehörenden Graphen, der die Nachbarschaften
darstellt. Dieser wird bei der Graphpartitionierung in Abschnitt 4.6 näher vorgestellt. Die
Gewichtung sollte also nur auf der Anzahl an Nachbarprozessen einer Zelle basieren und
nicht der Anzahl an Nachbarzellen. Als Beispiel soll hier Abbildung 3.1 dienen: Nach Edge-
Cut-Metrik würde die dargestellte Zelle dreimal an Prozessor 1 gesendet werden. In der
Realität reicht jedoch ein Austausch.
Der empfangende Prozess wiederum empfängt eben jenen Speicherblock und sortiert die
Partikel korrekt in seine Linked-Cells-Datenstruktur ein. Beide Kostenanteile sind linear in
der Anzahl an Partikeln:
(3.6) Sendelast(i) ∝ ∑
p′∈{p(j): j∈NFS(i), p(i) ̸=p(j)}
ni = gi · ni
Hierbei stellt die Menge {p(j) : j ∈ NFS(i), p(i) ̸= p(j)} die zu Zelle i benachbarten
Prozesse dar. Die Kardinalität dieser Menge ist genau die Anzahl an Ghost-Layern gi, in
denen Zelle i sich befindet.
Die Empfangskosten sind einfacher zu beziffern, da die Information, welche Zellen empfangen
werden müssen – im Gegensatz zu der, welche wohin gesendet werden müssen – über den
Ghost-Layer selbst direkt gegeben ist. Die Ghost-Layer-Zellen von Prozess p bezeichnen wir
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mit Lghost(p). Die Empfangskosten werden nicht pro Zelle sondern pro Teilgebiet/Prozess
angegeben:
(3.7) Empfangslast(p) ∝ ∑
i∈Lghost(p)
ni
Somit ergibt sich für die Kommunikationslast von Prozess p:
(3.8) Kommunikationslast(p) = Empfangslast(p) +
∑
i∈L(i)
Sendelast(i)
Man beachte, dass Sendelast(i) für innere Zellen 0 ist. In einer Implementierung würde
man deshalb nur über Randzellen iterieren. In diesen Kosten sind asymptotisch neben dem
Ghost-Layer-Austausch auch das Migrieren der Partikel enthalten, sollten diese während
eines Simulationsschrittes in den Ghost-Layer wandern. Dieser Kostenanteil wird jedoch
nicht genauer aufgeschlüsselt, da er zusätzlich von den genauen Partikelpositionen und den
Geschwindigkeiten abhängt.
Selbstverständlich werden nach diesem Modell oder vielmehr nach dem Algorithmus unnö-
tige Zellen ausgetauscht, siehe Abbildung 3.1 für ein Beispiel. Es gibt zwei Gründe, wieso
ein solcher Fall nicht berücksichtigt wird: Erstens müsste dazu vor Ghost-Layer-Austausch
bekannt sein, welche Zellen im Nachbarteilgebiet leer sind. Das wäre nur mit zusätzlicher
Kommunikationmöglich. Außerdem ist – nach den oben angesprochenenMessungen [Buc10]
– die Größe des Kommunikationsvolumens in akzeptablen Bereichen vernachlässigbar. Die
angesprochene Bündelung der Kommunikation ist deutlich wichtiger.
Abbildung 3.1: Nach Edge-Cut-Metrik wird die betreffende Zelle mit ihrem Partikel drei-
mal an Prozessor 1 gesendet. Real erfolgt das Senden jedoch nur einmal.
Außerdem ist der Austausch des Partikels und der ganzen Zelle unnötig: Da
die potenziell interagierenden Randzellen des Nachbarprozesses alle leer
sind, müsste gar kein Austausch stattfinden. Jedoch müsste der Prozess dies
vor dem Austausch wissen.
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Werden die leeren Zellen aus Abbildung 3.1 tatsächlich ausgetauscht, so offenbart sich ein
Problem mit der Metrik – vor allem im Vakuum. Sind ganze Zellverbände leer, so erzeugen
diese nach Gleichung (3.8) keine Kosten. Real entstehen aber Kosten, um die (leeren) Linked-
Cells-Datenstrukturen zu übertragen. Ohne Detailwissen um die genaue Datenstrukturen
können diese Kosten nicht genau beziffert werden, sie werden jedoch (gegeben ein festes
rc) in O(1) pro Linked-Cell sein. Die Kosten für die Linked-Cells-Übertragungen werden in
dieser Arbeit jedoch nicht berücksichtigt, deshalb wird angenommen, dass es keine leeren
Zellen gibt.
Randabhängige Berechnungskosten
Nach Darstellung des parallelen Algorithmus in Abschnitt 2.2 ändern sich die Berechnungs-
kosten für innere Zellen nicht. Für sie wird weiterhin die Half-Shell-Methode verwendet.
Die Zellen, deren Berechnungskosten sich ändern, haben eine Nachbarzelle, die auf einem
anderen Prozess liegt; dies sind die Randzellen. Die Basiskosten sind immer noch mittels Glei-
chung (3.3) gegeben. Allerdings gibt es folgende Zusatzkosten durch die Doppeltberechnung
der randübergreifenden Interaktionen:
(3.9)
Randpaare(i) =
∑
j∈NHS ,̸=(i)
ninj
Randkraftpaare(i) =
∑
q∈C(i)
∑
j∈NHS ,̸=(i)
| {q′ : q′ ∈ C(j) ∧ ||q′ − q|| < rc} |
Hierbei ist NHS, ̸=(i) := {j ∈ NFS(i) \ NHS(i) : p(i) ̸= p(j)} die Menge der Nachbarzellen
der Full-Shell-Nachbarschaft, die nicht schon in der Half-Shell-Nachbarschaft enthalten sind
und auf anderen Prozessoren liegen.
Unter der Annahme, dass der Zugriff auf Zellen im Ghost-Layer in etwa gleich teuer ist
wie der auf eigene Zellen, wird die Gewichtung der jeweiligen Terme aus dem Half-Shell-
Kostenmodell übernommen. Somit ergibt sich für die Last pro Zelle nach dem BSP-Kosten-
modell:
(3.10) RechenlastBSP(i) =

LastPRAM(i), falls i innere Zelle
LastPRAM(i) + α Randpaare(i)
+β Randkraftpaare(i), falls i Randzelle
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Latenz
Latenzen entstehen primär durch Sende- und Empfangsoperationen, an denen synchronisiert
wird. Das Kommunikationsvolumen selbst wird bereits über die Kommunikationskosten in die
Gesamtkosten eingerechnet. Jedoch sagt das Volumen nichts über die eigentliche Anzahl an
Kommunikationsschritten aus.Werden zum Beispiel 100 Partikel von Prozess 1 nach Prozess 2
kommuniziert, ist dies günstiger, als wenn Prozess 1 je 10 von diesen 100 Partikeln an einen
anderen Prozess sendet. Die Kosten entstehen sowohl durch die verwendete Bibliothek zum
Versenden (Initiieren der Kommunikation, Bestätigen der Nachrichten) als auch durch das
Netzwerk selbst (wie etwa die Bandbreite und die Latenz des Netzwerks). Deshalb kann der
Latenzterm dazu verwendet werden, um die tatsächliche Anzahl an Kommunikationspartnern,
also die Anzahl an durchgeführten Kommunikationsoperationen, in die Kosten eingehen zu
lassen:
(3.11)
Kommpartner(p) =
∣∣∣∣∣∣
⋃
i∈L(p)
{p(j) : j ∈ NFS(i) ∧ p(j) ̸= p}
∣∣∣∣∣∣
= #Nachbarprozesse
Hier sollte jedoch auch berücksichtigt werden, dass die Kommunikation über die Ecken nicht
zwingend erfolgen muss, sondern es hierfür optimierte Kommunikationsmuster gibt, wie in
Abschnitt 2.2 erwähnt.
3.2.2 Gesamtlast
Die Gesamtlast ergibt sich wiederum als Linearkombination der einzelnen Kostenterme:
(3.12)
LastBSP(i) = γ
∑
i∈L(p)
RechenlastBSP(i)
+ δ Kommunikationslast(p)
+ ϵ Kommpartner(p)
Die resultierende Gesamtlast der Simulation ist wiederum analog zur Berechnung der Ge-
samtlast in Abschnitt 3.1 das Maximum über alle Prozesse von Gleichung (3.12). Da in den
vorgestellten Verfahren die Latenz fast nie eine Rolle spielen wird (die meisten Verfahren
berücksichtigen sie nicht), wird hier nur zwischen den Parametern γ und δ abgewogen. Der
Parameter ϵ selbst würde in Valiants Modell [Val90] in etwa der Latenz l entsprechen, also
der minimalen Zeit, die ein Paket zwischen zwei beliebigen Prozessoren benötigt.
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Diese Abwägung zwischen γ und δ ist in erster Linie die Frage danach, wie teuer Kommunika-
tion im Gegensatz zu Rechenlast ist. Klar ist, dass die Antwort darauf sehr hardwarespezifisch
ist. Richtig beantwortet kann sie überhaupt nur mittels genauer Topologie-Informationen
der Hardware. Im BSP-Modell selbst wird der Parameter δ meist mit g bezeichnet und gibt
die durchschnittliche Bandbreite des Netzwerks in Fließkommaoperationen pro versendeter
Fließkommazahl an. Damit müsste γ die durchschnittliche Anzahl an Fließkommaoperatio-
nen pro gezählter Operation messen. Ist die Anzahl an Fließkommaoperationen – wie im
vorherigen Kapitel erwähnt – bereits als Gewichtung in die einzelnen Terme der Rechenkos-
ten eingeflossen, so ergibt sich γ zu 1. Man könnte die beiden Parameter jedoch auch über
dieselbe Methode, mit der α und β in Unterabschnitt 3.1.2 bestimmt wurden, messen.
3.2.3 Resultate
Das Ziel der Lastbalancierung unter dem BSP-Kostenmodell ist nicht mehr so einfach wie
unter dem reinen Half-Shell-Rechenlastmodell. Es kommt zur gleichmäßigen Verteilung
der Last ein weiteres Ziel, nämlich das Volumen-Oberflächen-Verhältnis möglichst groß zu
machen. Wobei sich Volumen hier auf Rechenkosten und Oberfläche sich auf die Anzahl
an Randpartikel bezieht. Außerdem ist die Gesamtarbeit W abhängig von der konkreten
Partitionierung – und zwar über den Rand – und damit ist die Minimierung nicht mehr trivial.
Insbesondere gilt auch die Aussage von Satz 3.1.1 für das BSP-Kostenmodell nicht. Denn eine
Partitionierung kann durch eine schlechte Wahl des Randverlaufs durchaus deutlich teurer
werden, die Imbalance jedoch kleiner.
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Nachdem nun die Last eines Gebiets aus Linked-Cells quantifiziert werden kann, werden
aus der Literatur bekannte Verfahren zur Lastbalancierung untersucht. Die Aufgabe der
Lastbalancierung ist das Lösen oder Approximieren des folgenden Optimierungsproblems:
(4.1)
Minimiere max
p∈P
∑
i∈L(p)
Last(i)
s.t.
⋃
p∈P
L(p) = L
∀p, q ∈ P : L(p) ∩ L(q) = ∅
Im einfachsten Fall, nämlich wenn man als Modell für Last(i) nur die einfache Rechenlast
nimmt, ist das darunterliegende Problem das P -fache Partitionierungsproblem. Dies ist ein
wohlbekanntes mathematisches Problem: Gegeben n Zahlen, diese sollen auf P Partitionen
aufgeteilt werden, sodass die Summe in jeder Partition gleich groß ist. Dieses Problem ist
in seiner Reinform bereits NP-vollständig [Hay02]. Im Falle des BSP-Kostenmodells ist das
Problem noch deutlich komplizierter: Die Zellen ändern ihre Kosten, je nachdem, ob sie
Randzellen sind oder nicht.
Eine Lösung oder eine Approximation an die optimale Lösung dieses Lastbalancierungspro-
blem wird per Lastbalancierungsalgorithmus (oder auch Lastbalancierer) bestimmt. Hierbei
bezeichnet „Lastbalancierung“ das Ausrechnen der Zuweisung von Linked-Cells zu Teilge-
bieten und damit auch der neuen Gebietsgrenzen. Allerdings gehört zu einem vollständigen
Lastbalancierungsalgorithmus auch die Migration der Zellen. Algorithmen zur Lastbalan-
cierung können lokal oder global sein, je nachdem, ob sie komplett neue Gebietsgrenzen
ausrechnen oder sie lokal verschieben.
Aufbau eines Lastbalancierungsverfahrens Der Aufbau eines Lastbalancierungsalgo-
rithmus folgt immer einem gewissen Schema. Solche Modelle für Lastbalancierer werden
in [DFLT98, WLR93] vorgestellt. Das allgemeine Vorgehen ist wie folgt:
1. Lastbalancierung
• Evaluation des Lastmodells
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• Informationsaustausch und Feststellung einer Imbalance
• Berechnung der neuen Partitionierung: Eigentliche Aufgabe des Lastbalancierers;
eine Approximation an das Optimierungsproblem von oben.
Lokale Lastbalancierer sind iterativ und benötigen meist mehrere Iterationen, um zu
konvergieren.
2. Gebietsanpassungen
• Verwaltung: Datenstrukturen für das Hauptprogramm anpassen, um neue Zellen
speichern zu können und damit dieses über das neue Teilgebiet Bescheid weiß.
• Zellmigration: Sind die alte und neue Partitionierung bekannt, kann ausgerechnet
werden, an welchen Prozess die alten Zellen abgegeben werden müssen und von
welchem anderen Prozess ein Prozess seine neuen Linked-Cells erhält. Das ab-
strakte Vorgehen ist immer gleich, jedoch ist die Speicherung der Partitionierung
bei jedem Verfahren unterschiedlich.
• Feststellen neuer Nachbarn: Für den Ghost-Layer-Austausch des Hauptpro-
gramms müssen die jeweiligen Teilgebiete zu den Ghost-Layer-Zellen bekannt
sein, diese können ebenfalls der neuen Partitionierung entnommen werden.
Die im Zuge dieser Arbeit betrachteten Partitionierungsverfahren sind: List-Scheduling (ein
greedy Algorithmus zur Partitionierung, Abschnitt 4.1), raumfüllende Kurven (Partitio-
nierung per Rückführung auf ein 1d-Partitionierungsproblem, Abschnitt 4.2), Rekursive
Bisektion (Abschnitt 4.3), ein gitterbasiertes Verfahren (Abschnitt 4.4), die sogenannte Diffu-
sion (lokaler Lastausgleich, Abschnitt 4.5) und die Graphpartitionierung (Abschnitt 4.6),
Ein Lastbalancierer kann zentralisiert oder verteilt arbeiten. Ein zentralisiertes Verfahren ist
ein Verfahren, das einen ausgezeichneten Prozess hat, der die Lastbalancierung vornimmt
und die Partitionierung danach allen anderen Prozessen bekannt macht.
Initialverteilung Lokale Verfahren benötigen eine Initialverteilungen. Hier kann jedoch
meist ein einfaches kartesisches Gitter genommen werden, sollte es die Prozessanzahl zulas-
sen. Sollte die Anfangsverteilung der Last jedoch nicht homogen sein, können direkt nach
der initialen Verteilung einige Lastbalacierungsschritte durchgeführt werden. Benötigen die
Verfahren eine Initialverteilung ist dies stets in den Kapiteln angegeben.
Beschreibung der Verfahren In den nachfolgenden Kapiteln werden die einzelnen Last-
balancierungsverfahren vorgestellt mit algorithmischer Beschreibung und den verwendeten
Datenstrukturen. In den Algorithmen werden verschiedene Kommunikationsoperationen
benutzt: Send und receive stellen Punkt-zu-Punkt-Kommunikationen dar. Kollektive Kom-
munikationsoperationen mit einem Zielprozess gibt es mehrere: Gather sammelt Werte auf
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einem ausgezeichneten Prozess, reduce tut dies ebenfalls und führt zusätzliche eine Operation
auf den Werten aus und broadcast versendet Werte von einem Prozess aus an alle anderen.
Sollen alle beteiligten Prozesse die Ergebnisse erhalten, kann dies per allreduce oder allgather
erreicht werden. Diese beiden Operationen können zusätzlich mit einer Menge an Prozessen
annotiert werden, die an der Operation teilnehmen.
Analyse und Evaluation Nach der Beschreibung werden die Verfahren analysiert, evalu-
iert und bewertet. Die Kriterien sind hierbei (soweit für das jeweilige Verfahren angebracht
und angebbar):
• Anforderungen an das Hauptprogramm (die Simulation selbst)
• Komplexität (zeitlich und Kommunikationsaufwand)
• Kosten für die Migration
• Verwendetes Lastmodell
Außerdem wird angegeben, ob zwingend eine Evaluation der Lasten nach Lastmodell nötig
ist, oder ob gemessene Ausführungszeiten reichen. Hier ist jedoch zu beachten, dass nur
die Half-Shell-Kosten gemessen werden dürfen. Werden Randzellen mit ihren randüber-
greifenden Interaktionen gemessen, so verfälscht dies unter Umständen die resultierende
Partitionierung.
Anforderungen an das Hauptprogramm sind ein wichtiger Punkt, der vor allem die ver-
wendete Gebietsimplementierung und die Kommunikationstopologie betrifft. Bei letzterer
ist die Frage, ob die Lastbalancierung die Topologie verändert oder nicht und wenn ja, ob
sie regulär bleibt (wie bei einer kartesischen Initialverteilung der Gebiete). Diese Punkte
sind kritisch, wenn eine Lastbalancierung minimal-invasiv in ein bestehendes Programm
eingebaut werden soll.
Evaluiert wirdmittels einer imZuge dieser Arbeit erstellten, prototypischen Implementierung,
die statische zweidimensionale Szenarien partitioniert. Ausgegangen wird hierbei stets von
einer kartesischen Initialverteilung der Linked-Cells. Dieser Prototyp dient zur Angabe
von Lastreduktionen und Konvergenzen auf Beispielszenarien. Er arbeitet nur auf Basis
von Linked-Cells und nicht Partikeln selbst, deshalb werden auch nur Abstandskosten
gezählt. Es wird je nach beiden vorgestellten Modellen evaluiert. Kommunikationskosten
und Rechenkosten werden der Einfachheit halber gleich gewichtet.
Es wurden vier künstliche Szenarien erstellt: Ein homogenes (Szenario 1), eines, das einer
Tröpfchenbildung ähnelt mit lokal inhomogener, jedoch aus globaler Sicht homogener Last
(Szenario 2), ein global inhomogenes, jedoch lokal eher homogenes Szenario (Szenario 3) und
eines mit 16 Partikelhaufen, die über den Rand hinaus gehen (Szenario 4). Die Partikelvertei-
lungen der drei letzteren Szenarien sind mit der verwendeten kartesischen Initialverteilung
in Abbildung 4.1 dargestellt. Es wird stets in 16 Teilgebiete partitioniert. In allen Szenarien
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(a) Szenario 2, lokal inhomogen. (b) Szenario 3, inhomogen (lokal eher homo-
gen).
(c) Szenario 4, 16 Partikelanhäufungen in
Tropfenform auf dem periodischen Rand.
Abbildung 4.1: Die drei nicht homogenen Szenarios der Evaluation. Die schwarzen Punkte
markieren Linked-Cells, die deutlich teurer sind, als die homogene Last-
verteilung im Hintergrund. Die Linked-Cells sind farblich kodiert nach
Teilgebiet, dem sie zugeordnet sind.
gibt es eine Hintergrundlast, es ist also in jeder Linked-Cell mindestens ein Partikel. Alle
Szenarien haben eine Größe von 512×512 Linked-Cells. Die initialen Imbalancen sind in
Tabelle 4.1 dargestellt. Diese Imbalancen sind sehr unterschiedlich. Deshalb kommt es selbst
bei gleicher Lastreduktion auf unterschiedlichen Szenarien zu unterschiedlichen Restim-
balancen. Außerdem kann es bei der BSP-Imbalance selbst auf dem gleichen Szenario mit
gleicher Lastreduktion zu unterschiedlichen Imbalancen kommen, da diese nichts über die
Nähe zum Optimum aussagen, siehe Unterabschnitt 3.2.3.
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Rechenlast BSP-Modell
Szenario 1 1,9 % 1,8 %
Szenario 2 39,4 % 40,3 %
Szenario 3 626,2 % 614,8 %
Szenario 4 38 075,7 % 42 035,7 %
Tabelle 4.1: Initiale Imbalancen der Szenarios für eine kartesische Anfangsverteilung.
4.1 List Scheduling
Das erste Verfahren, das hier betrachtet wird, ist ein greedy Algorithmus zur Partitionie-
rung. Der Ansatz ist, stets die aktuell teuerste Zelle einem heuristisch herausgesuchten
Prozess zuzuweisen. NAMD verwendet per Charm++ [KBB98, KSB+99, BPK00, BKK09] zur
Lastbalancierung unter anderem auch ein greedy Verfahren. Dort wird jedoch eine hybri-
de Methode aus Gebietszerlegung und Force Decomposition verwendet. Letztere wird per
greedy Heuristik bestimmt. In dieser Arbeit wird das Verfahren jedoch zur Gebietszerlegung
selbst verwendet.
Heuristiken für die Zuweisung zu einem Prozess gibt es mehrere. Die naheliegende ist auch
hier eine greedy Zuweisung, also eine Zuweisung an den amwenigsten ausgelasteten Prozess,
wie in [KBB98, KSB+99] durchgeführt. Dieses Verfahren berücksichtigt nur Rechenzeiten. Es
können jedoch auch die Anzahl eingeführter Ghost-Zellen [BPK00] oder sogar die Topologie
über die Nachbarschaften der zuzuweisenden Zellen [BKK09] berücksichtigt werden.
Hier soll die Variante, die in beiden Hinsichten greedy verfährt, also in der Zellselektion und
der Prozessselektion, vorgestellt werden. Da eine zugewiesene Zelle die Last des Prozesses
ändert, dem sie zugewiesen wurde, sind nachfolgende Zuweisungen inhärent sequentiell.
Außerdem ist das Verfahren zentralisiert. Es wird vor allem deshalb vorgestellt, weil es
das Half-Shell-Rechenlastmodell minimiert und damit die bestmögliche Lastreduktion nach
diesem Modell vorgibt.
4.1.1 Beschreibung
Algorithmisch ist das Verfahren wenig anspruchsvoll: Es muss stets die teuerste Zelle ge-
sucht werden und diese dem am wenigsten ausgelasteten Prozess zugewiesen werden. Da
hierbei mit dem reinen Rechenlastmodell gearbeitet wird, sind die Kosten, die eine Zelle bei
Zuweisung auf einen Prozess verursacht, konstant, nämlich einfach die Rechenkosten der
jeweiligen Zelle. Das Verfahren ist in Algorithmus 4.1 dargestellt.
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Algorithmus 4.1 Standard List-Scheduling. Die jeweils aktuell teuerste Zelle wird dem am
wenigsten ausgelasteten Prozess zugewiesen.
all processes
∀i ∈ L(p) : ci ← LastPRAM(i)
gather {ci}i∈L(p) on LB-Prozess
LB process
M ← ∅ // Zell-Prozess-Mapping
Z ← L
∀p ∈ P : ℓp ← 0 // Aktuelle Last von Prozess p
while Z ̸= ∅ do
z ← argmax
z∈Z
ci
Z ← Z \ {z}
p← argmin
p∈P
ℓp
ℓp ← ℓp + cz
M ←M ∪ {(z, p)}
end while
all processes
broadcastM
Datenstrukturen Die verwendeten Datenstrukturen sollten in diesem einfachen Fall na-
heliegend sein: Für die argmax-Operation über Zellen, die konstante Kosten besitzen, wird
ein Max-Heap oder ein sortiertes Array (es werden alle Zellen entnommen) verwendet.
Die Last des Prozesses, dem eine Zelle zugewiesen wird, muss geändert werden können
(bei Zellzuweisung), die Lasten an sich sind aber nicht abhängig von der zuzuweisenden
Zelle. Damit ist für die argmin-Operation ein Min-Heap angebracht, der das Erhöhen des
Schlüsselwertes unterstützten muss.
Die Teilgebietsverwaltung (alsoM ) ist kompliziert, da durch die Zuweisung beliebige Ge-
bietsformen entstehen können und werden. Jeder Prozess benötigt die Informationen, wohin
er seine alten Zellen abgeben muss und woher er seine neuen bekommt. „Alt“ und „neu“
bedeutet hier, Zellen, die er nach der aktuellen Partitionierung nicht mehr besitzen soll
beziehungsweise nach der alten nicht besaß, jetzt aber schon. Außerdem müssen einem
Prozess die Teilgebiete bekannt sein, in denen sich seine Ghost-Layer-Zellen befinden. Dies
alles für jedes Teilgebiet einzeln auszurechnen, ist an dieser Stelle vermutlich deutlich teurer
als einfachM komplett zu versenden. Hierbei kannM als Array implementiert werden, das
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die Abbildung von Linked-Cell-Index auf Teilgebiet speichert. Jeder Prozess kann dann lokal
die erwähnten Informationen ausM errechnen.
Hinweise Dieses Verfahren verwendet nur globale Kommunikation: All-to-one (gather)
oder one-to-all (broadcast). Das verwendete Lastmodell ist das Half-Shell-Rechenlastmodell.
Eine Initialverteilungwird nicht benötigt, da es sich hierbei um ein globales Verfahren handelt.
Es müssen lediglich die ci bekannt sein. Rechenzeiten reichen an dieser Stelle vollkommen
aus.
Hauptprogramm Die entstehenden Teilgebietsformen sind beliebig, insbesondere nicht zu-
sammenhängend und weit verstreut. Es kann sogar passieren, dass jede Zelle eines Teilgebiets
eine Randzelle ist. Somit darf im Hauptprogramm keinerlei Annahme über die Gebietsform
getroffen werden; ebenso beim Kommunikationsmuster. Es ist wahrscheinlich, dass alle
Teilgebiete zu allen anderen benachbart sind. Jede Ghost-Layer-Zelle sollte somit mit einem
Teilgebiet assoziiert gespeichert werden.
4.1.2 Analyse
Das Verfahren ist offensichtlich für den realen Einsatz auf verteilten Rechnern ungeeignet.
Trotzdem soll es hier analysiert werden, da es als als obere Schranke der erreichbaren
Rechenzeitreduktion dienen kann.
Komplexität Die Kommunikation ist relativ einfach zu beziffern: Anfangs sendet jeder
Prozess, der nicht der Lastbalancier-Prozess ist, seine ci an letzteren. Die Größe dieser Nach-
richten ist je proportional zur Anzahl an lokalen Linked-Cells |L(p)|, insgesamt also O(m),
wobei m = |L|. Der Versand des Mapping M ist ebenfalls in dieser Speicherkomplexität.
Also ergibt sich ein Kommunikationsvolumen von O(m). Hierbei ist zu beachten, dass der
gesamte Speicher sowohl lokal auf dem Lastbalancier-Prozess bereit stehen muss, als auch
auf allen anderen Prozessen.
Die zeitliche Komplexität – ausgenommen die Kommunikation – lässt sich wie folgt beziffern:
Die äußere Schleife läuft genaum-mal, da in jeder Iteration eine Zelle vergeben wird. Die
Heap-Operationen benötigen asymptotisch logarithmische Zeit in der Anzahl an Elementen
im Heap. Damit ist die resultierende Komplexität der Berechnung O
(
m(logm+ logP )
)
.
Der Worst-Case für die Zellmigration ist die komplette Umverteilung aller Zellen, die in
der Tat vorkommen kann. Damit wäre das Kommunikationsvolumen O(m + n) wobei
n die Zahl der Partikel ist. Aus Sicht einer Linked-Cell weist List-Scheduling diese einem
scheinbar zufälligen Prozess zu. Dies kommt daher, dass sich mit einer einzigen Umverteilung
einer Zelle (weil sich deren Kosten geändert haben) alle günstigeren Zellen ebenfalls anders
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zugewiesen werden. Wird also eine zufällige Änderung der Kosten angenommen, bedeutet
dies eine Wahrscheinlichkeit, dass dieselbe Zelle wieder demselben Prozess zugewiesen wird,
von 1
P
. Damit muss ein Anteil von P−1
P
aller Zellen migriert werden. Dies wird von den
Messungen in der Evaluation bestätigt.
Minimierung Lastmodell Trotz all dieser negativen Ergebnisse, minimiert List-Scheduling
das Half-Shell-Rechenlastmodell. Gezeigt wird dies über die theoretischen Erkenntnisse in
Kapitel 3 und folgendes Lemma:
Lemma 4.1.1. Für die von List-Scheduling erzeugte Imbalance I gilt:
I ≤ max
i∈L
ci = cM
Die maximale Imbalance ist also durch die teuerste Zelle begrenzt.
Beweis. Sei die I > cM , dann gilt nach Definition der Imbalance:
∃p, q ∈ P : ℓp > ℓq + cM
Diese Imbalance kann nicht durch eine einzige Zuweisung zustande gekommen sein, da die
teuerste Zelle gerade cM kostet.
Sei z die zuletzt p zugewiesene Zelle. Da cz ≤ cM , galt zum Zeitpunkt vor der Zuweisung (ℓ′
sind die Lasten vor der Zuweisung von z):
ℓ′p = ℓp − cz > ℓq + cM − cz ≥ ℓq ≥ ℓ′q
Dies ist ein Widerspruch zum Algorithmus. Zelle z hätte p nicht zugewiesen werden dürfen.
Mit diesem Lemma kann die Approximationsgarantie für List-Scheduling gegeben werden:
Korollar 4.1.2. Die von List-Scheduling erzeugte Partitionierung mit ihrer Gesamtlast
maxp∈P ℓp ist höchstens max
i∈L
ci vom Optimum w¯ nach Gleichung (3.5) entfernt.
Beweis. Folgt direkt aus Lemma 4.1.1 und Satz 3.1.1.
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Rechenlast BSP-Kosten
Szenario Laständerung Imbalance Laständerung Imbalance
Szenario 1 − 1,0 % 0,0 % 142,0 % 0,3 %
Szenario 2 − 17,6 % 0,0 % 75,6 % 0,9 %
Szenario 3 − 65,9 % 0,0 % 4,6 % 0,3 %
Szenario 4 − 57,1 % 0,0 % − 31,0 % 0,1 %
Tabelle 4.2: Lastevaluationsergebnisse für List-Scheduling. Wie erwartet minimiert List-
Scheduling die Rechenkosten (an den nicht vorhandenen Imbalancen erkennbar)
und ist für das BSP-Modell nicht zu gebrauchen (positive Laständerungen
bedeuten eine Zunahme der Last).
4.1.3 Evaluation
Die resultierenden Partitionierungen der Evaluationsszenarien sind in Abbildung 4.2 darge-
stellt. Wie erwartet sind die entstehenden Partitionierungen im Bezug auf die Kompaktheit
der Teilgebiete und Ränder nicht zu gebrauchen. Tabelle 4.2 zeigt die Evaluierungen der
Lastmodelle auf den Szenarien. Es werden die Ergebnisse aus der Analyse bestätigt: die Last
nach dem Half-Shell-Rechenlast-Modell wird minimiert und für das BSP-Kostenmodell ist
das Verfahren nicht geeignet. Man beachte, dass eine negative Laständerung eine Reduktion
bedeutet. Eine positive hingegen eine Verteuerung. In Szenario 4 kann das Verfahren nur
eine Lastreduktion vorweisen, weil die Last anfangs sehr inhomogen Verteilt ist. Hauptsache
ist, dass alle Prozesse werden an den Tropfen beteiligt werden. Auch zu erkennen ist an
diesen Ergebnissen, dass eine BSP-Lastimbalance nahe 0 nichts über eine etwaige Nähe zum
Optimum aussagt. Die angesprochene Anzahl zu migrierender Zellen lag in allen Szenarien
bei 93 % bis 94 % und entspricht damit ziemlich genau den vorhergesagten 1516 = 93, 75%.
4.1.4 Bewertung
Das Verfahren ist in dieser Variante unbrauchbar, da es beliebig große Oberflächen er-
zeugt. Das Hauptproblem dieses Verfahrens ist die Round-Robin-Vergabe der Zellen, welche
grundsätzlich beliebige Oberflächen erzeugt. Jedoch kann List-Scheduling aufgrund der
Resultate aus Unterabschnitt 4.1.2 dazu dienen, das erreichbare Minimum für das Half-Shell-
Rechenlastmodell zu bestimmen. Hierbei können ohne weiteres gemessene Rechenzeiten
als Zellkosten dienen. Eine tabellarische Zusammenfassung des Verfahrens findet sich in
Tabelle 4.3.
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(a) Homogenes Szenario. (b) Lokal inhomogenes Szenario.
(c) Inhomogenes, lokal homogenes Szenario. (d) Randlast-Szenario.
Abbildung 4.2: Ergebnisse des List-Scheduling-Verfahrens. Die Teilgebiete haben keinerlei
räumlichen Zusammenhang und bestehen aus einzelnen Zellen, die weit
über das ganze Gebiet verstreut sind – unabhängig vom betrachteten Sze-
nario.
4.1.5 Weiterführende Verfahren
Tendenziell ist denkbar, eine Heuristik für die Selektion der Prozesse anzugeben, die die Kom-
munikation und randabhängige Berechnungskosten berücksichtigt. Da jedoch die Zuweisung
einer Zelle die Kosten für die Teilgebiete der Nachbarzellen ändert, ist dies kompliziert und
weit entfernt davon, optimal zu sein. Im Zuge dieser Arbeit wurde eine einfache Erweiterung
implementiert, analog zu „Nuco-LB“ [PRC+12]. Das Problem ist jedoch, dass die Kosten für
eine Zellzuweisung dann nicht mehr konstant sind und vom jeweiligen Prozess und der Zelle
abhängen, also pro Zellzuweisung die Kosten für jeden Prozess ausgerechnet werden müssen.
Dies sorgt für unvertretbar hohe Laufzeiten. Die Verbesserung der Lastreduktion ist minimal
und nur wirklich sichtbar mit massiver Übergewichtung der Kommunikationskosten. Dies ist
wohl auf die immer noch verwendete Round-Robin-Strategie bei der Zuweisung der Zellen
zurückzuführen. Damit krankt das Verfahren an der Zellvergabe selbst.
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Eigenschaften
Lokales Verfahren ✗ –
Zellmigration lokal ✗ Siehe Unterabschnitt 4.1.2
Erzeugt rechteckige Gebiete ✗ –
Erhält Komm.-Topologie des Hauptpro-
gramms
✗ –
Partitionierung über Gebietsrand hinaus (✓) Nicht relevant bei diesem Verfahren
Partitionierung gegeben per Explizite Speicherung, siehe Unterab-
schnitt 4.1.1
Modellberücksichtigung
Rechenzeit ✓ –
Randabhg. Rechenzeit ✗ –
Kommunikation ✗ –
Latenz ✗ –
APX-Garantie
PRAM ✓ I ≤ cM , siehe Unterabschnitt 4.1.2
BSP ✗ –
Tabelle 4.3: Eigenschaften des List-Scheduling-Verfahrens
4.2 Raumfüllende Kurven
Nimmt man – wie beim List-Scheduling – nur die Rechenzeiten als Grundlage der Parti-
tionierung, kann das Partitionierungsproblem auch im Eindimensionalen gelöst werden.
Hierzu wird eine eindimensionale Ordnung auf den Linked-Cells festgelegt per raumfül-
lender Kurve [Pea90, Sag94] (zu deren Generierung siehe [BS98, JMC05]). Generell ist eine
raumfüllende Kurve eine Abbildung von [0, 1] auf [0, 1]m, oder – wie sie hier benötigt wird
– im Diskreten als Iterierte von {1, . . . , Nm} nach {1, . . . , N}m. In dieser Arbeit wird die
Hilbert-Kurve [Hil91] verwendet. Ein zweidimensionales Beispiel einer Hilbert-Kurve von
Level 2 mit ihrem Verlauf durch 16 Linked-Cells findet sich in Abbildung 4.3. Das Level
einer Kurve bestimmt N , also die Anzahl an durchlaufenen Linked-Cells in einer Dimension,
genauer gilt: N = 2l für Kurvenlevel l. Im Folgenden wird angenommen, dass die Zahl der
Linked-Cells exakt auf ein Kurvenlevel passt.
Die Zellen werden dann im Eindimensionalen partitioniert (dies kann beispielsweise per 1d-
Bisektion passieren [CM05]) und mittels raumfüllender Kurve wieder ins Dreidimensionale
abgebildet. Die Teilgebietsränder sind damit implizit gegeben und hängen – für gegebenes
Szenario und Kurvenlevel – nur vom Kurventyp ab. Eine raumfüllende Kurve besitzt jedoch
die Eigenschaft, dass nah beieinander liegende Indizes im Eindimensionalen auch abgebildet
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Abbildung 4.3: Beispiel für die Hilbert-Kurve von Level 2 im Zweidimensionalen. Sie läuft
durch jede Linked-Cell genau einmal und definiert daher eine eindimensio-
nale Ordnung auf diesen.
nahe beieinander liegen. Diese Eigenschaft sorgt im Normalfall dafür, dass die Teilgebiete
nicht entarten. Die Hilbert-Kurve selbst garantiert sogar zusammenhängende Teilgebiete im
Dreidimensionalen. Für eine generelle Einführung in die Lastbalancierung mit raumfüllenden
Kurven, siehe [GKZC03].
4.2.1 Beschreibung
Wie bereits erwähnt, muss das dreidimensionale Lastbalancierungsproblem auf ein Eindi-
mensionales abgebildet werden. Dies geschieht einfach, indem die eindimensionalen Indizes
der raumfüllende Kurve durchlaufen werden. Die Funktion SFCIndexToCellIndex berechnet
zu einem eindimensionalen Index den dreidimensionalen Zellindex. Das Partitionierungspro-
blem wird hier wie in [Buc10] per sequentieller Zellzuweisung gelöst: Die Zellen werden
der Reihenfolge nach durchgegangen und jeweils demselben Teilgebiet zugewiesen, bis dies
die Ziellast erreicht hat. Es wird zuerst eine einfache zentralisierte Variante vorgestellt in
Algorithmus 4.2, danach eine verteilte Version basierend auf der Darstellung von [Buc10] in
Algorithmus 4.3.
Datenstrukturen Im Algorithmus selbst sind keine besonderen Datenstrukturen notwen-
dig. Einzig bleibt anzumerken, dass die Funktion SFCIndexToCellIndex, gegeben das Diskreti-
sierungslevel der raumfüllenden Kurve, welches von der Anzahl an Linked-Cells abhängt,
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Algorithmus 4.2 Zentralisierter Lastbalancierungsalgorithmus mittels raumfüllender Kurve.
Diese kommt in der Funktion SFCIndexToCellIndex ins Spiel und bildet dort einen eindimen-
sionalen Kurvenindex auf den korrespondierenden dreidimensionalen Zellindex ab.
all processes
∀i ∈ L(p) : ci ← LastPRAM(i)
ℓp ← ∑
i∈L(p)
ci // Last von Teilgebiet p
gather {ci}i∈Lp on LB-Prozess
reduceW ← ∑
p∈P
ℓp onto LB-Prozess
LB process
S ← {(0, 0)} // Startindizes der Teilgebiete
w¯ ← W
P
// Ziellast pro Prozess
pcur ← 0 // Aktueller Prozess
ℓcur ← 0 // Last des aktuellen Prozesses
for i = 1 : m do
z ← SFCIndexToCellIndex(i)
if ℓcur ≥ w¯ then
pcur ← pcur + 1 // Nächster Prozess
ℓcur ← 0
S ← S ∪ {(pcur , i)}
end if
ℓcur ← ℓcur + cz
end for
all processes
broadcast S
vorberechnet werden kann. Dies bräuchte O(|L|) Speicher. Wenn die Lastbalancierung
zentralisiert ist, ist dieser Speicheraufwand ohnehin für die ci notwendig. Bei der verteil-
ten Variante des Algorithmus sollte jedoch auf die generelle Vorberechnung aller Indizes
verzichtet werden.
Die neue Partitionierung ist über die eindimensionalen Startindizes der Teilgebiete, die
in S gespeichert sind, gegeben. S sollte hierbei der Effizienz halber als Array gespeichert
werden.
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Berechnen der neuen Teilgebiete Der eigene Start- und Endindex auf der Kurve ist
bekannt. Mittels dieser und der raumfüllenden Kurve können die neuen Zellindizes des
Teilgebiets berechnet werden. Über das Teilgebiet sind dann die nötigen Ghost-Layer-Zellen
gegeben. Deren Indizes können in Kurvenindizes umgerechnet werden und per binärer Suche
im Array, das S speichert, das zugehörige Teilgebiet gefunden werden. Selbiges kann für
Zellen getan werden, die ein Prozess nach neuer Partitionierung abgeben muss.
Verteilte Alternative DerNachteil des Partitionierungsalgorithmus ist, dass er zentralisiert
ist. Dies kann jedoch geändert werden, da die Zellen im Eindimensionalen zusammenhängend
vergeben werden. Damit ist nur eine Verschiebung der Teilgebietsgrenzen notwendig. Diese
Verschiebung über andere Zellen hinweg kann von denjenigen Prozessen berechnet werden,
die diese Zellen besitzen.
Mit anderen Worten, es gibt einen globalen Zustand im Algorithmus, der aus aktueller Zelle,
aktuellem Prozess pcur und aktueller Last besteht. Ein Prozess weist so lange seine Zellen
dem aktuellen Prozess zu, bis dessen Last die Ziellast überschreitet (dann fährt er mit dem
nächsten Prozess als pcur fort), oder er lokal keine Zellen mehr zuzuweisen hat. Dann gibt er
den Zustand an den nächste Prozess entlang der raumfüllenden Kurve weiter. Das Verfahren
ist in Algorithmus 4.3 formal dargestellt. Die verwendeten Datenstrukturen, die Migration
und die Teilgebietsbestimmung ändern sich nicht.
Hinweise Das verwendete Lastmodell ist hier klar das Half-Shell-Rechenlastmodell. Die
Kommunikationsmuster im Lastbalancierer sind entweder im zentralisierten Fall nur kollek-
tive Kommunikation oder im verteilten Fall paarweise nach der Ordnung der Teilgebiete, die
durch die raumfüllende Kurve gegeben ist.
Die Anforderungen an das Hauptprogramm sind eine allgemeine Gebietsimplementierung.
Mit der richtigen Kurve kann man – wie oben erwähnt – ausschließen, dass Teilgebiete in
mehrere nicht zusammenhängende Stücke zerfallen können. Das entstehende Kommunika-
tionsmuster im Hauptprogramm ist a priori nicht bekannt [CM05] und wird während der
Zellmigration ausgerechnet.
Initialverteilung Das zentralisierte Verfahren ist global und benötigt daher keine Initial-
verteilung. Das verteilte hingegen schon. Hier reicht eine einfache kartesische Verteilung je
nach Gebiet und Anzahl an Prozessen jedoch nicht aus. Vielmehr muss das Gebiet anfangs
entlang der verwendeten raumfüllenden Kurve aufgeteilt werden, etwa mittels uniformer
Partitionierung im Eindimensionalen und Abbilden dieser ins Dreidimensionale.
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Algorithmus 4.3 Verteilte Version des zentralisierten Verfahrens aus Algorithmus 4.2
nach [Buc10]. Jeder Prozess errechnet auf seinen Zellen die neuen Teilgebietsgrenzen mit-
hilfe eines globalen Zustands (pcur , ℓcur), der von Prozess zu Prozess entlang der Kurve
weitergereicht wird.
Gegeben: istart , iend die Start- und Endindizes des aktuell diesem Prozess zugewiesenen
Kurvenstücks
all processes
∀i ∈ L(p) : ci ← LastPRAM(i)
ℓp ← ∑
i∈L(p)
ci // Last von Prozess p
allreduceW ← ∑
p∈P
ℓp
w¯ ← W
P
// Ziellast pro Prozess
Sp ← ∅ // Startindizes für Teilgebiete
if p = 1 then
pcur ← 0 // Aktueller Prozess
ℓcur ← 0 // Last des aktuellen Prozesses
S ← S ∪ {(0, 0)}
else
receive (pcur , ℓcur) from p− 1
end if
for i = istart : iend do
z ← SFCIndexToCellIndex(i)
if lcur ≥ w¯ then
pcur ← pcur + 1 // Nächster Prozess
ℓcur ← 0
Sp ← Sp ∪ {(pcur , i)}
end if
ℓcur ← ℓcur + cz
end for
if p < P then
send (pcur , ℓcur) to p+ 1
end if
allreduce S ← ⋃
p∈P
Sp
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(a) Partitionierung bei Partikelhäufung unten
links.
(b) Partitionierung bei Partikelhäufung oben
links.
Abbildung 4.4: Problem des Verfahrens mit raumfüllenden Kurven bei Bewegung einer
Partikelhäufung über den Rand hinweg. Hier ist eine einzige Inhomogenität
unten links beziehungsweise oben links. Man kann erkennen, wie fast alle
Zellen migriert werden müssen über mehrere Nachbarn hinweg.
4.2.2 Analyse
Hier soll der verteilte Algorithmus analysiert werden. Bei diesem werden O(P ) Nachrichten
ausgetauscht (die lineare Kommunikation während des Algorithmus und die Reduktionen).
Die Nachrichten haben konstante Größe, damit ist auch das gesamte Kommunikationsvolu-
men in O(P ). Die einzelnen Prozesse arbeiten streng sequentiell, damit addieren sich die
einzelnen Laufzeiten der Prozesse auf. Jeder Prozess iteriert über all seine lokalen Zellen,
damit ergibt sich eine Rechenzeit von O(|L|). Die Gesamtlaufzeit beträgt damit O(|L|+ P )
im verteilten Fall und O(|L|+ logP ) für den zentralisierten Fall mit effizienter kollektiver
Kommunikation.
Da bei einer Rebalancierung die Ordnung auf der Kurve beibehalten wird, verschieben sich
die Grenzen im Eindimensionalen nur; die Ordnung der Teilgebiete bleibt beibehalten. Diese
Verschiebung ist bei kleiner Änderung der Lasten lokal, es ist also wahrscheinlich, dass die
Grenze nur in das Teilgebiet des direkten Nachbarn wandert. Damit ist die Zellmigration
lokal. Sie kann aber auch vollständig entarten und global werden, wenn sich beispielsweise
eine Partikelansammlung bei periodischen Randbedingungen über den Gebietsrand hinaus
bewegt. Ein Beispiel hierfür ist in Abbildung 4.4 dargestellt. Dieser Effekt ist jedoch nur so
stark wie dargestellt, wenn es eine sehr geringe Anzahl an Partikelhäufungen gibt.
Die Gebietsoberfläche selbst ist nicht beeinflussbar. Im Homogenen ist sie bei der richtigen
Anzahl an Prozessoren fast kartesisch. Es wurde bereits erwähnt, dass die Eigenschaften
einer raumfüllenden Kurve eine gewisse Kompaktheit der Gebiete impliziert. Jedoch sorgt
die Abbruchbedingung des Verfahrens selbst, nämlich, dass die Ziellast erreicht oder über-
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schritten ist, im Inhomogenen dafür, dass Gebiete in Partikelanhäufung enden können. Dies
ist unvorteilhaft für die Gebietsoberfläche, da dann viele Partikel in Randzellen liegen.
Minimierung Lastmodell Analog zum List-Scheduling kann auch für das Verfahren mit
raumfüllenden Kurven, wie es hier vorgestellt wurde, eine Approximationsgarantie an das
Rechenlast-Optimum nach Gleichung (3.5) gegeben werden. Der Beweis erfolgt über eine
Invariante, die die Maximallast eines Prozesses beschränkt. Die Invariante wird an der
zentralisierten Version gezeigt, da sie an dieser schlicht einfacher zu beweisen ist. Außerdem
wird eine Schranke für die Imbalance bewiesen.
Invariante 4.2.1. Während Algorithmus 4.2 gilt stets:
ℓcur ≤ w¯ + cM
Wobei cM = maxi∈L ci.
Beweis. Per Induktion. Zum Start des Algorithmus gilt: ℓ(0)cur = 0, somit gilt die Invariante.
Gilt ℓ(i)cur ≤ w¯ + cM in der vorhergegangenen Iteration, so gilt für ℓ(i+1)cur in der jetzigen
Iteration:
Fall 1: ℓ(i)cur ≥ w¯, dann wird pcur inkrementiert und die aktuelle Zelle i dem nächsten Prozess
zugewiesen, somit gilt:
ℓ(i+1)cur = ci ≤ cM ≤ w¯ + cM
Fall 2: ℓ(i)cur < w¯, dann erfolgt die Zuweisung der Zelle i an den aktuellen Prozess und somit:
ℓ(i+1)cur = ℓ(i)cur + ci < w¯ + ci ≤ w¯ + cM
Diese Invariante gibt eine Abschätzung für die maximale Rechenlast pro Prozess:
Korollar 4.2.2. Die maximale Last eines jeden Prozessors – und damit die Kosten eines Zeit-
schritts – nach dem Rechenlastmodell ist w¯ + cM .
Beweis. Aus Invariante 4.2.1 folgt direkt: ∀p ∈ P : ℓp ≤ w¯ + cM .
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Jedem der ersten P−1 Prozesse wird nach Algorithmus 4.2 mindestens w¯ Last zugewiesen,
sollte das Szenario nicht entartet1 sein. Da Zellen jedoch nur im Gesamten vergeben werden,
wird jeder der erstenP−1 Prozesse ehermehr Last als die angestrebten w¯ bekommen (maximal
jedoch w¯+cM nach Korollar 4.2.2). Damit bleibt für den letzten Prozessor tendenziell weniger
als w¯ Last übrig. Wie viel weniger wird von nachfolgendem Lemma quantifiziert.
Lemma 4.2.3. Für den letzten Prozessor pm, der in Algorithmus 4.2 Zellen zugewiesen bekommt
gilt in einem nicht entarteten Szenario:
ℓm ≥ w¯ − (P − 1) cM
Beweis. Die Gesamtarbeit ist definiert als:
W =
∑
p∈P
ℓp = ℓm +
∑
p∈P\{pm}
ℓp = P · w¯
Mithin gilt also:
ℓm = P · w¯ −
∑
p∈P\{pm}
ℓp
Kor. 4.2.2≥ P · w¯ − ∑
p∈P\{pm}
(w¯ + cM)
= w¯ − (P − 1) cM
Mit diesem Lemma kann nun die Imbalance des Verfahrens für das Rechenlastmodell analy-
tisch quantifiziert werden:
Korollar 4.2.4. Für die Imbalance I , die Algorithmus 4.2 erzeugt gilt:
I ≤ P · cM
Beweis. Nach den vorherigen Betrachtungen und Korollar 4.2.2 gilt bei nicht entarteten
Szenarien:
∀p ∈ P \ {pm} : w¯ ≤ ℓp ≤ w¯ + cM
Für den letzten Prozessor pm gilt hingegen:
w¯ − (P − 1) cM ≤ ℓm ≤ w¯
1Der Begriff „entartet“ meint hier, dass schon der P−2. Prozess weniger als w¯ Last zugewiesen bekommt.
Dies kann passieren, wenn es zu wenig Zellen gibt, insbesondere weniger als P . Oder wenn die Last sehr
ungleich verteilt ist (wie etwa wenn eine Zelle die gesamte Last besitzt).
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Somit folgt die Behauptung:
I ≤ w¯ + cm − (w¯ − (P − 1) cM) = P · cM
Das BSP-Kostenmodell kann offensichtlich durch die fehlende Berücksichtigung des Randes
im gesamten Verfahren nicht für beliebige Szenarien minimiert werden. Dies wird auch von
der folgenden Evaluation gezeigt.
4.2.3 Evaluation
In Abbildung 4.5 sind die resultierenden Partitionierungen aus diesem Verfahren dargestellt.
Wie man erkennen kann, sind die Teilgebiete tatsächlich eher kompakt. In Abbildung 4.5a
sind die Teilgebiete aufgrund der Homogenität und der Zweierpotenz an Prozessen in je-
de Raumrichtung annähernd quadratisch. In den beiden anderen Szenarien erkennt man
hingegen deutlich abweichende Gebietsformen. Die angesprochenen Schnitte in den Parti-
kelhäufungen am Ende eines Teilgebiets sind im lokal inhomogenen Szenario an manchen
Stellen zu sehen. Schnitte aufgrund fehlender Randbetrachtung sieht man sehr häufig. Die
Lastevaluation findet sich in Tabelle 4.4. Hier erkennt man, dass das Verfahren gute Werte
liefert. Selbst die BSP-Kosten werden meist sehr gut reduziert. Ein Problem für dieses Ver-
fahren ist die Last über den Rand hinaus aus Szenario 4: In diesem Szenario erzeugen die
raumfüllenden Kurven eine große Oberfläche, da der Gebietsrand auch Teilgebietsrand ist –
auch bei periodischen Randbedingungen wie hier. Trotzdem wird eine nicht unerhebliche
Lastreduktion erreicht. Die Rechenlast-Imbalance im vierten Szenario sieht zwar groß aus,
ist jedoch unter der in Unterabschnitt 4.2.2 bewiesenen Obergrenze. Die Laufzeiten beider
vorgestellter Varianten waren in den Tests vergleichbar. Dies liegt mitunter an der geringen
Anzahl an Prozessen, nämlich 16. Mit steigender Anzahl an Prozessen wird die verteilte
Version jedoch besser im Vergleich mit der zentralisierten. Bei 64 verwendeten Prozessen liegt
die Laufzeit der Lastbalancierung bei der verteilten Version nur noch bei etwa 23 der Laufzeit
der zentralisierten Version. Außerdem ist die zentralisierte Version bei großen Problemen
schlicht nicht mehr tragbar, da auf dem Lastbalancier-Prozess nicht genügend Speicher zur
Verfügung stünde.
Die Anzahl zu migrierender Zellen ist abhängig vom Szenario. Beim homogenen liegt sie bei
nur 1,5 %, bei den inhomogenen Szenarien (bei denen anfangs die Zellen uniform entlang
der Kurve verteilt werden) deutlich höher: 15,2 % bei Szenario 2.
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(a) Homogenes Szenario. (b) Lokal inhomogenes Szenario.
(c) Inhomogenes, lokal homogenes Szenario. (d) Randlast-Szenario.
Abbildung 4.5: Ergebnisse des Verfahrens basierend auf raumfüllenden Kurven. Aufgrund
der verwendeten Hilbert-Kurve sind alle Teilgebiete zusammenhängend.
Die Kompaktheit der Teilgebiete ist gut; im Homogenen Szenario sind sie
fast quadratisch. Die Partikelhäufungen über den Gebietsrand hinaus in
Szenario 4 werden alle waagrecht durchgeschnitten.
4.2.4 Bewertung
Das Raumfüllende-Kurven-Verfahren liefert gute Ergebnisse. Bei den hier vorgestellten Szena-
rien auch nach dem BSP-Lastmodell. Außerdem kann es mit gemessenen Ausführungszeiten
durchgeführt werden. In [SW03] erweist es sich ebenfalls als kompetitiv zur komplizierte-
ren graphbasierten Partitionierung. Dies ist jedoch nicht für jedes Szenario zu erwarten.
Problematisch sind hier – selbstverständlich neben der fehlenden Randberücksichtigung
– etwa die erwähnten Schnitte in Partikelansammlungen. Jedoch sind selbst die Evaluati-
onsergebnisse im Randlast-Szenario nicht besonders schlecht. Trotzdem bleibt die fehlende
Berücksichtigung periodischer Randbedingungen ein Problem.
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Rechenlast BSP-Kosten
Szenario Laständerung Imbalance Laständerung Imbalance
Szenario 1 − 1,0 % 0,1 % − 0,7 % 0,2 %
Szenario 2 − 17,5 % 0,2 % − 16,2 % 2,4 %
Szenario 3 − 65,8 % 0,1 % − 63,6 % 5,5 %
Szenario 4 − 56,6 % 7,2 % − 50,5 % 0,3 %
Tabelle 4.4: Lastmodell-Evaluation des Raumfüllenden-Kurven-Lastbalancierers. Das Ver-
fahren schneidet sowohl bei den bloßen Rechenzeiten als auch beim BSP-Modell
sehr gut ab. Bei letzterem bleiben allerdings Restimbalancen.
Eigenschaften
Lokales Verfahren ✗ –
Zellmigration lokal ● Meist: ✓, Unterabschnitt 4.2.2
Erzeugt rechteckige Gebiete ✗ –
Erhält Komm.-Topologie des Hauptpro-
gramms
✗ –
Partitionierung über Gebietsrand hinaus ✗ –
Partitionierung gegeben per 1d-Grenzen + raumfüllende Kurve, Ab-
schnitt 4.2.1
Modellberücksichtigung
Rechenzeit ✓ –
Randabhg. Rechenzeit ✗ –
Kommunikation ✗ –
Latenz ✗ –
APX-Garantie
PRAM ✓ ℓp ≤ w¯ + cM , I ≤ P · cM , Unterab-
schnitt 4.2.2
BSP ✗ –
Tabelle 4.5: Eigenschaften des Verfahrens basierend auf raumfüllenden Kurven.
Das Verfahren selbst funktioniert nur so einfach wie oben angegeben, wenn die Anzahl der
Zellen in jeder Dimension eine Zweierpotenz ist und damit perfekt auf ein Kurvenlevel passt.
Ansonsten muss das nächst größere Level genommen werden, was wiederum die genannten
Eigenschaften der Kurve zunichte macht [Buc10]. Eine Zusammenfassung der wichtigsten
Eigenschaften des Verfahrens findet sich in Tabelle 4.5.
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4.3 Orthogonale Bisektion
Die rekursive Bisektion ist ein wohlbekanntes Verfahren zum Partitionieren [BB87, HEHB15,
NBB+14, HKSL08]. Im Dreidimensionalen wird hier achsenparallel unterteilt. Damit ist die
Partitionierung als k-d-Baum [Ben75] darstellbar und wird als „orthogonal“ bezeichnet. Eine
solche ist beispielhaft mit dem zugehörigen k-d-Baum in Abbildung 4.6 angegeben. Da jedes
Mal ein neuer k-d-Baum ausgerechnet wird, ist das Verfahren global, kann jedoch auch über
eine lokale Verschiebung der Teilgebietsgrenzen betrachtet werden [FE08]. Letztere Idee
wird jedoch später in einem anderen Verfahren in Abschnitt 4.4 näher betrachtet.
Abbildung 4.6: Gebietspartitionierung und zugehöriger k-d-Baum. Auf jedem Level des
Baums wird in derselben Raumrichtung geschnitten. Schnitte müssen nicht
zwingend mittig erfolgen. Hierzu werden die Knoten des Baums annotiert
(nicht dargestellt).
4.3.1 Beschreibung
Es wird ein k-d-Baum auf den Linked-Cells aufgebaut. Beginnend beim ganzen Gebiet wird
auf jedem Level stets in einer Dimension (die Dimensionen sind alternierend pro Level) eine
Schnittebene gewählt und die Prozesse auf die beiden neuen Teilgebiete verteilt. Sobald nur
noch ein Prozess pro Teilgebiet übrig ist, endet das Verfahren und die Partitionierung ist
gegeben. Schnitte werden selbstverständlich nur an Kanten des Linked-Cells-Gitters gesetzt.
Die Zellen selbst werden nicht durchgeschnitten.
Reine Oktalbäume eignen sich weniger, da sie das Gebiet stets mittig unterteilen. An mittigen
Schnitten könnte eine große Oberfläche entstehen. Jedoch kann auch nicht-mittig geschnit-
ten werden. Diese Unterteilung wird dann in einem k-d-Baum gespeichert. Hierzu wird
pro Baumknoten nur in einer Raumdimension geschnitten. Die Schnittebene eben dieser
50
4.3 Orthogonale Bisektion
Bisektion wird als Label am Knoten annotiert. Ein Knoten hat damit zwei Kindknoten, die
die beiden durch die Bisektion entstehenden Teilgebiete repräsentieren. Außerdem kann die
Anzahl an Prozessen, die dem linken und dem rechten Teilgebiet jeweils zugewiesen wird,
nach dem lokalen Lastanteil bestimmt werden.
Eine weitere Möglichkeit wurde in [HKSL08] vorgestellt. Dort werden mehrere Sektionsebe-
nen pro Schritt gesucht. Dies hat den Vorteil, dass jede Dimension nur einmal behandelt
werden muss, ist aber generell für eine große Anzahl an Schnitten zu teuer, da das darunter-
liegende p-fache Partitionierungsproblem dafür gelöst werden müsste.
Suche nach optimaler Sektionsebene
Die Sektion entlang einer Ebene teilt ein zuvor rechteckiges Gebiet in zwei wiederum
rechteckige Teile, siehe Abbildung 4.7. Es muss offensichtlich diejenige Ebene gewählt
Abbildung 4.7: Eine betrachtete Schnittebene (rote Linie) erzeugt zwei Teilgebiete. Deren
Maximum kann minimiert werden, um die günstigste Ebene zu finden. Um
die Kosten der nächsten Sektionsebene zu errechnen, ist nur ein lokale
Umrechnung der rechten blau eingefärbten Zellebene vom rechten ins linke
Teilgebiet nötig. Durch den aktuellen Schnitt wird eine Kommunikation
zwischen den blau eingefärbten Zellen nötig. Außerdem sind es auch diese
Zellen, die eine Doppeltberechnung der Interaktionen benötigen.
werden, die das Maximum der beiden Teilgebietskosten minimiert. Diese Minimierung ist
eine einfache sequentielle Suche entlang der Sektionsdimension (entlang der Normalen
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zu den Sektionsebenen). Die Kosten der Teilgebiete sind nach Rechenlastmodell trivial zu
bestimmen. Für Sektionsebene l ergibt sich:
(4.2) lcost l =
l∑
m=1
cl,d, rcost l =
md−1∑
m=l+1
cl,d,
Die beiden Teilgebietskosten werden hierbei lcost und rcost genannt. Es wird angenommen,
dass sich das GebietΩ in Dimension d von 1 bismd Linked-Cells erstreckt. Die Ebenenkosten
cld sind wie folgt definiert:
(4.3) cl,d =
∑
i∈LΩ
{
ci, falls id = l
0, sonst
Hierbei sindLΩ diejenigen Linked-Cell-Indices, welche in das GebietΩ fallen. Die Bedingung,
dass der Zellindex i in Dimension d id = l sein soll, bedeutet eben genau, dass die Zelle i
in der Ebene l in Dimension d liegt. Selbstverständlich können Ebenenkosten per Iteration
über die jeweilige Ebene effizient errechnet werden.
Die Teilgebietskosten können ebenfalls effizient errechnet werden, indem die Ebenenkosten
entlang der Sektionsdimension aufaddiert werden in die lcost . Bei einer Addition wird der
Summand von den rcost abgezogen. Somit können alle lcost und rcost in einer Iteration
über alle Zellen in Ω errechnet werden, ebenfalls dargestellt in Abbildung 4.7. Die Funktion
SucheSektionsebene ist mit diesen Hilfsgrößen trivial zu beschreiben, sie minimiert nur noch
über das Maximum der beiden Kostenanteile.
Algorithmus 4.4 Sucht die optimale Sektionsebene in Dimension d mittels Rechenzeiten.
Die einzelnen Kostenterme sind in Gleichung (4.2) definiert.
function SucheSektionsebene(Ω,d)
return argmin
l∈{1,...,md−1}
(max {lcost l, rcost l})
end function
Die Berücksichtigung des BSP-Kostenmodell ist deutlich komplizierter, denn hier hängen
die Kosten eines Teilgebiets von den zukünftigen Sektionen ab, die in diesem Teilgebiet
vorgenommen werden (da die zukünftigen Sektionen neuen Rand erzeugen). Diese sollen im
Zuge des hier vorgestellten Verfahrens jedoch nicht berücksichtigt werden, da sie korrekt zu
schätzen wieder auf das Lösen eines Partitionierungsproblems hinausläuft. Eine heuristische
Schätzung dieser Kosten ist möglich [Buc10].
Die korrekte Berücksichtigung der BSP-Kosten um die aktuelle Trennebene ist hingegen
nur wenig aufwendiger als die Ebenensuche nach bloßem Rechenlastmodell: Für eine be-
trachtete Sektionsebene wird an dieser lokal der Kommunikationsaufwand und die Anzahl
an doppelt zu berechnenden Kraftpaaren für beide Teilgebiete gezählt. Diese werden je auf
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die Teilgebietskosten addiert. Die Kommunikationskosten müssen bei der anschließenden
Minimierung hinzu addiert werden. Die betreffenden Zellen sind in Abbildung 4.7 blau
dargestellt.
Algorithmus
Der Algorithmus funktioniert zentralisiert: Der Lastbalancier-Prozess sammelt alle Zellinfor-
mationen auf und berechnet einen neuen k-d-Baum. Über diesen ist dann die Partitionierung
gegeben. Das abstrakte Verfahren ist in Algorithmus 4.5 dargestellt. Die Funktion Bisektion,
die den Baum erstellt, in Algorithmus 4.6.
Algorithmus 4.5 Partitionierungsverfahren basierend auf k-d-Bäumen. Die Partitionierung
selbst findet in der Funktion Bisektion statt.
all processes
∀i ∈ L(p) : ci ← LastPRAM(i)
gather {ci}i∈L(p) on LB-Prozess
gather {ni}i∈L(p) on LB-Prozess // Für die BSP-Berücksichtigung
LB process
T ← Bisektion(Ω, P)
all processes
broadcast T
Verbesserungen Am Algorithmus mit Ebenensuche nach BSP-Modell sind weitere Ver-
besserungen möglich. Einige werden in [Buc10] vorgeschlagen, wie etwa die Parallelisierung
der Ebenensuche oder die Suche nach der besten Sektionsebene in alle Raumrichtungen. Bei
letzterer Verbesserung werden die Sektionsdimensionen nicht mehr wie in einem k-d-Baum
der Reihenfolge nach durchgegangen, sondern es wird in allen Dimensionen nach der besten
Ebene gesucht. Die Speicherung der Partitionierung erfolgt weiterhin in einem Baum, dieser
muss lediglich in den Knoten zusätzlich zur Ebene die Dimension speichern, in der geschnit-
ten wird. Letztere Verbesserung ist im Prototyp, der der folgenden Evaluation zugrunde liegt,
implementiert.
Datenstrukturen Wie bereits erwähnt, dient ein k-d-Baum zur Speicherung der Partitio-
nierung. An diesen können Anfragen gestellt werden, in welcher Partition eine gegebene
Zelle liegt. Damit können alle zur Migration notwendigen Informationen dem neuen und
dem alten Partitionierungsbaum entnommen werden: Zu Zellen, die ein Prozess abgeben
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Algorithmus 4.6 Rekursiver Algorithmus für die Aufteilung eines Gebietes Ω in einen
k-d-Baum mit |P| vielen Teilgebieten. Es wird am optimalen Bisektor in Dimension d geteilt
(oder am heuristisch optimalen, je nach Kostenmodell) und dann ein zum Kostenanteil
proportionaler Anteil an Prozessoren dem jeweiligen entstehenden Teilgebiet zugewiesen.
Der optimale Bisektor bestimmt über seine lcost und rcost auch die Kosten von Ω1 und
Ω2. Das Ergebnis der Funktion ist ein k-d-Baum, der die Partitionierung widerspiegelt.
Die Funktion Sektion wird als Manipulation des ein Teilgebiet umschließenden Rechtecks
implementiert. Leaf und Node bezeichnen geeignete Datenstrukturen, um den Baum zu
speichern.
function Bisection(Ω, P , d)
if |P| = 1 then
return Leaf(p0) // Es gilt: P = {p0}
else
s← SucheSektionsebene(Ω, d)
(Ω1,Ω2)← Sektion(Ω, d, s)
ps ←
⌊
|P| Cost(Ω1)Cost(Ω1)+Cost(Ω2)
⌋
// Anzahl an Prozessen für Ω1
if ps = |P| then
ps ← |P| − 1 //Mind. ein Proz. für Ω2
else if ps = 0 then
ps ← 1 //Mind. ein Proz. für Ω1
end if
t1 ← Bisection(Ω1, {p0, . . . , p0 + ps}, (d+ 1)mod 3)
t2 ← Bisection(Ω2, {p0 + ps + 1, . . . , pn}, (d+ 1)mod 3)
return Node(s, t1, t2)
end if
end function
muss, findet er deren neuen Prozess im neuen k-d-Baum. Die Prozesse, von denen er Zellen
bekommt, findet er im alten k-d-Baum. Seine neuen Nachbarprozesse findet er ebenfalls im
neuen Baum.
Hinweise
Das Verfahren erzeugt nur rechteckige Teilgebiete, damit wird keine allgemeine Gebietsim-
plemenierung benötigt. Allerdings sorgen die nicht-mittigen Unterteilungen für mehrere
Nachbarn pro Dimension. Diese sind im Baum gespeichert und können der Effizienz halber
auch mit den Ghost-Layer-Zellen gespeichert werden.
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Die Kommunikation im Lastbalancierer ist nur kollektiv. Die Migration bei der Version, die
eine vorgegebene Dimensionsreihenfolge berücksichtigt, ist zu einem gewissen Maße lokal.
Das kommt daher, dass die Grenzen sich nur leicht verschieben werden, wenn die Last sich
nicht drastisch ändert. Dies kann ausgenützt werden, um direkt diese Grenzverschiebung zu
bestimmen [FE08]. Das verbesserte Verfahren, das in allen Dimensionen sucht, kann jedoch
bestehende Sektionsebenen in eine andere Dimension verlagern und damit werden die Teil-
gebiete, die von einer solchen verlagerten Ebene abhängen, völlig anders aussehen [Buc10].
Somit muss die Migration in letzterem Fall als unstrukturiert angesehen werden.
4.3.2 Analyse
In einem balancierten k-d-Baum ist die Baumtiefe logarithmisch in der Anzahl gespeicherter
Partitionen, also P . Allerdings ist der Baum durch die variable Sektionsebene und Verteilung
der Prozesse nicht mehr notwendigerweise balanciert. Der Analyse liegt deshalb eine Halb-
halb-Aufteilung der Prozesse zugrunde.
Die Komplexität der Funktion SucheSektionsebene ist linear in der Anzahl an Linked-Cells in
Ω, also in O(|LΩ|). Pro Baumebene wird jedes aktuelle Teilgebiet einmal aufgeteilt, damit
also O(m) Operationen, wennm die Gesamtzahl an Linked-Cells ist. Die Funktion Bisektion
wäre damit mit einer Halb-halb-Unterteilung der Prozesse inO(m logP ), da die Baumtiefe –
wie erwähnt – logarithmisch in P wäre. Vergleiche hierzu auch [Buc10].
Die Migration selbst kann aufgrund des oben genannten Problems nicht von vorne herein
beziffert werden. Im schlechtesten Fall muss jedoch ein großer Anteil der Zellen umverteilt
werden.
Minimierung Lastmodell Wie bereits erwähnt stimmen die Schätzungen nach dem BSP-
Modell nicht mehr, sobald rekursiv weiter zerteilt wird, da weitere Ränder hinzukommen.
Allgemeine Resultate für die rekursive Bisektion auf Graphen wurden in [ST97] gezeigt.
Hierunter auch das Resultat, dass statt einer möglichen Partitionierung mit konstant vielen
geschnittenen Kanten eine mit linear in der Graphgröße vielen Kantenschnitten errechnet
wird. Dieses Resultat beruht jedoch auf einem künstlichen Graphen, der dem vorliegenden
Linked-Cells-Nachbarschaftsgraphen, wie er in Abschnitt 4.6 vorgestellt wird, nicht sehr
ähnlich ist.
4.3.3 Evaluation
Die resultierende Partitionierungen der Beispielszenarien sind in Abbildung 4.8 dargestellt.
In Abbildung 4.8a und 4.8b sieht man, dass ein fast stets mittig geschnittener k-d-Baum das
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Rechenlast BSP-Kosten
Szenario Laständerung Imbalance Laständerung Imbalance
Szenario 1 0,0 % 2,6 % 0,6 % 3,0 %
Szenario 2 − 16,5 % 2,6 % − 16,5 % 2,6 %
Szenario 3 − 65,1 % 4,3 % − 64,3 % 6,3 %
Szenario 4 − 57,1 % 0,1 % − 62,5 % 0,0 %
Tabelle 4.6: Laständerungen und Imbalancen nach der orthogonalen rekursiven Bisektion
basierend auf dem BSP-Kostenmodell ohne Schätzung zukünftiger Kosten.
Ergebnis ist. Nur im linken oberen Eck des homogenen Szenarios wurde zweimal nacheinan-
der in derselben Dimension unterteilt. In Szenario 3 hat die Suche der Sektionsebene in allen
Raumdimensionen zu einer deutlich anderen Aufteilung geführt: Hier sind einige Gebiete
eher länglich. Jedoch kann man erkennen, dass die Anzahl an Nachbarprozessen pro Teilge-
biet und Raumdimension nicht allzu groß wird – selbst wenn die Gebiete an Länge gewinnen.
In Szenario 4 schließlich sind alle Sektionen in derselben Raumrichtung. Die Lastwerte sind
in Tabelle 4.6 zu finden. Man erkennt gute Lastreduktionen nach beiden Modellen trotz
Nicht-Berücksichtigung zukünftiger Schnitte. Es bleiben jedoch Rest-Imbalancen in den ers-
ten drei Szenarien. Das Half-Shell-Rechenlastmodell wird nicht annähernd so gut minimiert
wie von den letzten beiden Verfahren. Einzige Ausnahme ist hierbei das Randlast-Szenario,
wo die Suche der Sektionsebene in alle Raumrichtungen ihren vollen Vorteil ausspielt. Das
Verfahren erreicht hier wohl das globale Optimum (PRAM und BSP), da die Schnitte stets
zwischen den einzelnen Tropfen durchgehen.
4.3.4 Bewertung
Liegen nur Ausführungszeiten vor, ist das Verfahren zwar durchführbar, jedoch mit Ab-
strichen. Zum Berechnen der Kommunikation und Anzahl an Doppeltberechnung an einer
Trennebene müssen zwingend die Anzahl an Partikeln vorliegen. Sonst muss man in Kauf
nehmen, dass die Trennebene durch Partikelanhäufungen geht. Im Notfall könnte der Rand
über eine Verteuerung der jeweiligen ci bestrafen, wobei jedoch zu zeigen wäre, dass dies
funktioniert und sinnvolle Teilgebiete liefert.
Das Verfahren hat mehrere Probleme: Erstens balanciert es die Lasten nicht über den Rand
hinaus, was wichtig für periodische Randbedingungen ist. Einzige Ausnahme ist Szenario 4,
wo sich die Teilgebiete je in einer Dimension über die volle Länge erstrecken. Eine Erweite-
rung zur Berücksichtigung von periodischen Randbedingungen wäre denkbar: Es könnten
pro Sektion zwei parallele Ebenen gesucht werden, die die beiden Teilgebiete über den peri-
odischen Rand hinweg definieren. Die Suche von zwei Ebenen ist allerdings deutlich teurer
als die Suche einer einzigen. Die nicht-mittigen Unterteilungen sorgen für eine nicht kon-
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(a) Homogenes Szenario. (b) Lokal inhomogenes Szenario.
(c) Inhomogenes, lokal homogenes Szenario. (d) Randlast-Szenario.
Abbildung 4.8: Ergebnisse des Bisektionsverfahrens. Die Gebiete sind stets rechteckig, kön-
nen jedoch länglich werden. Damit ist die Zahl der Nachbarn nicht konstant
pro Raumdimension, wie man in Szenario 3 erkennen kann. In Szenario 4
hat das Verfahren stets in derselbe Dimension unterteilt.
stante Anzahl an Nachbarn pro Dimension. Und zuletzt führt die adaptive Dimensionswahl
dazu, dass die Partitionierung sich bei Rebalancierung komplett ändern kann.
Der zentraler Vorteil hingegen sind die rechteckigen Gebiete. Das Verfahren ist somit gut
geeignet für Partikelansammlungen, die sich achsenparallel unterteilen lassen (wie etwa in
Szenario 4). Liegen zum Beispiel längliche Agglomerate nicht achsenparallel vor, so muss
das Verfahren diese durchschneiden. Eine Zusammenfassung der wichtigsten Eigenschaften
der rekursiven Bisektion findet sich in Tabelle 4.7
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Eigenschaften
Lokales Verfahren ✗ –
Zellmigration lokal ✗ Bei Dimensionsadaptivität Abschnitt 4.3.1
Erzeugt rechteckige Gebiete ✓ –
Erhält Komm.-Topologie des Hauptpro-
gramms
✗ –
Partitionierung über Gebietsrand hinaus ✗ (Denkbar, siehe Unterabschnitt 4.3.4)
Partitionierung gegeben per k-d-Baum, Abschnitt 4.3.1
Modellberücksichtigung
Rechenzeit ✓ –
Randabhg. Rechenzeit ✓ –
Kommunikation ✓ –
Latenz ✗ –
APX-Garantie
PRAM ✗ –
BSP ✗ –
Tabelle 4.7: Eigenschaften des Verfahrens basierend auf rekursiver Bisektion.
4.4 Gitterbasiertes Verfahren
Es kann vorkommen, dass orthogonale Unterteilungen für ein Szenario schlicht ungeeignet
sind. Dafür wurde unter anderem in [NC97] ein Partitionierer vorgestellt, der in krummlini-
gen Koordinatensystemen arbeitet. Der Nachteil dabei sind die notwendigen Koordinaten-
transformationen.
Hier wird der Ansatz nach [DMM+95, DPR00] vorgestellt, der ein weiteres Gitter über die
Linked-Cells legt, das die Partitionen festlegt. Anschließend werden die Gitterpunkte verscho-
ben, um Lastimbalancen zwischen benachbarten Gitterzellen (also Partitionen) auszugleichen,
siehe Abbildung 4.9a. Man beachte, dass dieses Verfahren die Nachbarschaftsbeziehungen
zwischen den Teilgebieten konstant hält. Außerdem arbeitet es verteilt und ist lokal.
In der kürzlich erschienenen Arbeit von Begau und Sutman [BS15] wurde dieser Lastba-
lancierer erfolgreich in die Simulationssoftware IMD eingebaut. Außerdem beschreibt die
Arbeit viele Rand- und Spezialfälle, die im Zuge dieses Verfahrens auftreten und behandelt
werden müssen.
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(a) Linked-Cells eingefärbt nach Partition, in
die diese fallen. Die jeweilige Partition
wird über das eingezeichnete Gitter fest-
gelegt.
(b) Bei periodischen Randbedingungen muss
mit einem Randknoten auch der jeweils
gegenüberliegende verschoben werden.
Abbildung 4.9: Partitionierung per Gitter sowie die Verschiebung dieses.
4.4.1 Beschreibung
Das Vorgehen ist abstrakt formuliert relativ simpel: Es wird ein zu Beginn kartesisches Gitter
über die Linked-Cells gelegt. Jeder Gitterzelle wird ein Prozess zugeordnet. Es werden lokal
oder global die Lasten gemittelt und anhand der vorliegenden Imbalancen die Gitterpunkte
verschoben. Das neue Gitter legt die neue Partitionierung fest.
Um die Gitterpunkte zu verschieben, wird jedem Gitterpunkt ein zuständiger Prozess zu-
geordnet. Im Zweidimensionalen etwa der Prozess, dessen Teilgebiet diesen Knoten als
südwestlichen in seiner Gitterzelle hat. Hierbei ist bei periodischen Randbedingungen bei
Randknoten darauf zu achten, dass der gegenüberliegende Randknoten denselben Knoten
darstellt. Diese sind also gemeinsam zu verschieben, dargestellt in Abbildung 4.9b. Gleiches
gilt für den Eckknoten, nur, dass dieser vier Replikate besitzt. Wird dies beachtet, so ist die
hier definierte Prozess-Knoten-Zuordnung eins-zu-eins. Außerdem muss beachtet werden,
dass Randknoten nur entlang des Gebietsrands verschoben werden oder nach allgemeiner
Verschiebung wieder auf diesen projiziert werden. Der Eckknoten darf nicht verschoben
werden. Mit diesen Konventionen ist der Algorithmus in der Basisversion nach Begau und
Sutman [BS15] dargestellt in Algorithmus 4.7. Die Verschiebung der Knoten basiert auf
einer Berechnung der Schwerpunkte/Mittelpunkte der Gitterzellen. Diese werden mit den
jeweiligen Imbalancen als Gewichte aufsummiert, um eine virtuelle Kraft zu bestimmen,
die für die Bewegung des Gitterpunktes zuständig ist. Man beachte, dass die Nachbarschaft
hier nicht anhand der Teilgebiete, sondern anhand der Knoten definiert ist. Mp enthält
im Zweidimensionalen stets 4 Elemente, nämlich die an den Gitterknoten angrenzenden
Teilgebiete.
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Algorithmus 4.7 Bewegung der Knoten im gitterbasierten Algorithmus nach [BS15]. Die
Menge Cˆ(p) bezeichne die Menge an Partikeln im gesamten Teilgebiet p, also⋃i∈L(p) C(i). Die
vorkommenden Gewichte αi bestimmen die Art des Zellmittelpunkts. Für αi = mi (die Masse
eines Partikels) ergibt sich der Zellschwerpunkt. Die NachbarschaftMp bestimmt die Mitte-
lung. Es wird für jedes Teilgebiet ein Defizit zur ausgeglichenen Last in der Nachbarschaft
errechnet: ℓˆp− 1. Dieses dient dazu, um für jeden Knoten eine „virtuelle Kraft“ zu definieren,
die den Knoten in Richtung des Mittelpunktes der Lastimbalance in der Nachbarschaft zieht.
Der Parameter µ muss gegebenenfalls angepasst werden, damit das Verfahren konvergiert.
Gegeben: v⃗(n)i die Knotenpositionen zum aktuellen Zeitpunkt. r⃗i die Positionen der Partikel.
NachbarschaftMp des Knotens, der von Prozessor p bearbeitet wird.
all processes
ℓp ← ∑
i∈L(p)
LastPRAM(i) // Last des Teilgebiets
r⃗Mp ← 1∑
i∈Cˆ(p)
αi
∑
i∈Cˆ(p)
αir⃗i // Teilgebietsmittelpunkt
allgather ℓp inMp
w˜p ← 1|Mp|
∑
q∈Mp
ℓq //Mittelwert in Nachbarschaft
ℓˆp ← ℓpw˜p // Relative Last, ℓˆp = 1 optimal.
allgather (ℓˆp, r⃗Mp ) inMp
f⃗p ← ∑
q∈Mp
(ℓˆq − 1) u⃗q // Virtuelle Kraft
wobei u⃗q = 1||r⃗Mp −v(n)i ||2
(
r⃗Mp − v⃗(n)i
)
v⃗
(n+1)
i ← v⃗(n)i + µf⃗p // Ggf. Projektion auf Rand notwendig
allgather v⃗(n+1)i
Hinweise für vollständigen Algorithmus Algorithmus 4.7 muss je nach vorherrschen-
der Imbalance mehrfach hintereinander ausgeführt werden. Es ist ein iteratives Verfahren.
Außerdem gibt es Einschränkungen für die Bewegung der Gitterpunkte. Diese dürfen den
anderen Teilgebieten nicht zu nahe kommen, sonst könnte es vorkommen, dass ein Teilgebiet
nur noch aus Ghost-Layer-Zellen bestünde [BS15]. Aus diesem Grund und zur Konvergenz
des Verfahrens beschränken Begau und Sutman die maximale Bewegung eines Knotens
über den Parameter µ auf eine Zelle pro Iteration. Entartungen der Partitionierung können
auch teilweise vermieden werden indem nur ein Teil der Gitterknoten pro Schritt bewegt
werden [DPR00]. Konvergiert das Verfahren nur gegen ein lokales Minimum, kann dies
anhand der fortbestehenden Lastimbalance erkannt werden. In [BS15] werden hierfür einige
Vorgehensweisen vorgestellt, wie damit umgegangen werden kann. Wie oben erwähnt, muss
als initiale Verteilung ein valides Gitter vorliegen. Dies kann der Einfachheit halber kartesisch
gewählt werden.
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Im Vakuum sind besondere Vorkehrungen notwendig: Sollte ein Teilgebiet leer sein, dann
kann bei der Berechnung des Zellmittelpunktes offensichtlich nicht auf Partikel zurück
gegriffen werden. Hier könnte man schlicht den Mittelpunkt aller Linked-Cell-Mittelpunkte
berechnen. Ist der Lastmittelwert in der Nachbarschaft ebenfalls 0, so muss dies abgefangen
werden und die ℓˆp manuell auf 1 gesetzt werden, denn die Nachbarschaft ist balanciert. Dies
sorgt schließlich dafür, dass der betreffende Gitterpunkt in dieser Iteration des Algorithmus
nicht bewegt wird. Bei globaler Lastmittelung besteht dieses Problem hingegen nicht.
Zellmigration Jedem Prozess ist das Gitter bekannt und damit die Partitionierung, wobei
ein Prozess eigentlich nur die Knoten, die die Teilgebiete der Teilgebietsnachbarschaft (9
Nachbarteilgebiete im Zweidimensionalen, 27 im Dreidimensionalen) definieren, kennen
muss. Zellen, die zwischen einem benachbarten Prozesspaar migriert werden müssen, liegen
in einem Viereck zwischen jeweils zwei benachbarten alten Knoten und den zugehörigen
neuen. Seien die alten Knotenpositionen v und w und fv und fw die virtuellen Kräfte, die auf
diese beiden Knoten wirken, dann ist das Migrationsvolumen gegeben durch das Viereck
(v, v + fv, w + fw, w), das ggf. nicht konvex ist. Per Test, ob die jeweiligen Linked-Cells im
eigenen oder in einem der angrenzenden Nachbargebiete liegen, kann ein Prozess feststellen,
ob die Zellen empfangen oder gesendet werden müssen und von wem er sie bekommt
beziehungsweise an wen er sie abgeben muss. Werden Gitterpunkte hingegen maximal eine
Zelle (rc) weit bewegt, so ist der Vorteil, dass man diese Rechtecke nicht explizit aufstellen
muss, da sie maximal alle Randzellen enthalten. Im Dreidimensionalen wird die Migration
ungemein schwieriger. Hierzu können die einzelnen Gittervolumina in Tetraeder zerlegt
werden [BS15].
Hinweise Die Kommunikation im Lastbalancierer ist lokal, insbesondere sind die Nachbarn
des einem Prozess zugeordneten Gitterpunktes eine Teilmenge der Nachbarn des Teilgebiets
selbst. Die Gebietsränder sind implizit gegeben über die Lage der Gitterpunkte, damit wird
das Half-Shell-Rechenlastmodell verwendet. Bei ungeschickter Lage der Inhomogenitäten,
kann es vorkommen, dass die Gebiete sehr länglich werden. Ein Beispiel folgt im Zuge der
Evaluation.
Das Verfahren erzeugt keine rechteckigen (aber viereckige) Gebiete, also ist eigentlich eine
allgemeine Gebietsimplementierung notwendig. Es wird jedoch in [BS15] eine Anpassung
auf rechteckige Gebiete vorgeschlagen: Hierzu wird das kleinste Rechteck gewählt, in das ein
Gebiet vollständig hineinpasst. Dieses definiert das neue Teilgebiet für das Hauptprogramm.
Die Linked-Cells in diesem Rechteck werden gekennzeichnet als valide Gebietszelle, Ghost-
Layer-Zelle oder Füllzellen (leere Zellen, die eigentlich nicht zum Gebiet gehören und nur
zum „Auffüllen“ auf das rechteckige Gebiet da sind). Das Hauptprogramm benötigt dann
nur die Anpassung, dass es Füllzellen überspringt. Je nach Form des Teilgebiets kann dieses
Vorgehen jedoch relativ viele Füllzellen erzeugen.
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4.4.2 Analyse
Kommuniziert werden pro Prozess nur konstant viele Daten. Sollte die Mittelung nicht
global stattfinden, sondern in einer konstant großen Nachbarschaft, gibt es O(P ) viele
Individual-Kommunikationen. Die neuen Knotenpositionen werden der Einfachheit halber
in Algorithmus 4.7 an alle anderen Prozesse verteilt.
Für die Bestimmung eines Gebietsmittelpunkts werden O(Np) Operationen pro Teilgebiet
p benötigt, wenn Np die Anzahl an Partikel im Teilgebiet p ist. Der restliche Aufwand ist
in O(|Mp|), also konstant bei lokaler Lastmittelung. Der gesamte Rechenaufwand beträgt
somit O(maxp∈P Np). Wird alternativ auf eine Bestimmung der Gebietsmitte per Linked-
Cells ausgewichen (Gewichtungmittels Anzahl Partikel pro Linked-Cells), wäre das Verfahren
deutlich günstiger.
Wieviele Zellen letztendlich migriert werden müssen, hängt von der Lastimbalance ab, die
die virtuelle Kraft bestimmt. Diese kann jedoch über den Parameter µ reguliert werden.
Sollte µ so gesetzt werden, dass Gitterpunkte maximal eine Zelle weit verschoben werden, so
beschränkt sich die Migration auf die bisherigen Randzellen, beziehungsweise die Hälfte derer.
Die Transfers sind lokal in den Nachbarschaften. Die Nachbarschaft eines Prozesses selbst
bleibt stets konstant, da mit einer Gitterpunkt-Verschiebung alle Zellen migriert werden, die
jenseits der neuen Gitterlinien verlaufen.
Minimierung Lastmodell
Eine Minimierung des BSP-Lastmodells ist mit der hier vorgestellten Version nicht möglich,
da die Ränder implizit gegeben sind. Um die Ränder berücksichtigen zu können, müssten
diese bekannt sein. Im hier vorgestellten Verfahren werden die Gitterpunkte aber unabhängig
voneinander verschoben. Jedoch ist hier anzumerken, dass dieses Verfahren den im BSP-
Lastmodell vorgestellten Latenzterm aus Gleichung (3.11) konstant hält.
Auch eine Minimierung der bloßen Rechenlast ist mit dem Standardverfahren ohne weitere
Ausnahmebehandlungen, wie es hier vorgestellt wurde, nicht möglich. Die virtuelle Kraft
kann der Nullvektor 0⃗ werden, obwohl zwischen den benachbarten Gebieten Lastimbalancen
bestehen. Ein einfaches künstliches Szenario, das dies erfüllt, ist in Abbildung 4.10 dargestellt.
Hier sind schachbrettartig Partikelanhäufungen mit dem jeweils selben Zellmittelpunkt
(in Zellkoordinaten) verteilt. Die durchschnittliche Last muss in den teuren (Zellen mit
Partikelhäufung) und günstigen (ohne Partikelhäufung) Zellen jeweils gleich sein. Dies führt
dazu, dass sich die virtuelle Kraft zu 0⃗ summiert, obwohl es eine offensichtliche Lastimbalance
gibt.
Die Konvergenz des Verfahrens wurde in [DPR00] beispielhaft anhand einer nicht-
interagierenden Partikelverteilung gezeigt. In [BS15] wurde festgestellt, dass eine lokale
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Abbildung 4.10: Das einfachste Szenario, bei dem sich die virtuelle Kraft zu Null aufaddiert.
Die beiden eingefärbten Teilgebiete haben viel Last, die weißen wenig, folg-
lich ist eine Imbalance vorhanden. Die Vektoren zu den Lastmittelpunkten
sind im Vorzeichen genau umgekehrt. Die Gewichte für die Lastmittel-
punkte gegenüberliegender Teilgebiete sind gleich. Damit addiert sich
die virtuelle Kraft an jedem Gitterknoten zu Null (dargestellt ist nur der
mittlere) bei periodischen Randbedingungen.
Lastmittelung langsamer konvergiert als eine globale. Der Parameter µ bestimmt dies je-
doch maßgeblich mit und kann gegebenenfalls adaptiv während des Verfahrens angepasst
werden.
4.4.3 Evaluation
Die Partitionierungen, die dieses Verfahren auf den Beispielszenarien nach 100 Iterationen
erzeugt, sind in Abbildung 4.12 dargestellt. Wie man erkennen kann, ist dieses Verfahren für
homogene Szenarien geeignet, da die Gebiete annähernd rechteckig bleiben. Im Inhomogenen
können die Teilgebiete je nach Szenario deutlich länger werden. Für einen Extremfall siehe
Abbildung 4.11.
In allen Evaluationsszenarien konvergiert der Algorithmus mit lokaler Lastmittelung lang-
samer. Deshalb werden im Folgenden die Ergebnisse der globalen Variante dargestellt. In
Tabelle 4.8 sind die Laständerungen bei fixer Iterationszahl dargestellt. Diese können jedoch
noch verbessert werden, wenn bis zur Konvergenz iteriert wird. In Abbildung 4.13 ist dies
gemacht. Dort ist die Lastreduktion auf die Anzahl an Iterationen abgetragen. Die nötige
Iterationszahl ist bei lokalen Verfahren in diesen Evaluationen sehr hoch, da von einer kartesi-
schen Initialverteilung ausgegangen wird. In Szenario 4 kommt es aufgrund der sehr lokalen
Last zu einem Kollaps der oberen und unteren Gitterzellen, da die erwähnten Randfälle des
Verfahrens im Prototyp nicht implementiert sind. Für dieses Szenario zeigt Abbildung 4.12d
den Zustand nach 45 Iterationen. Lastreduktionen sind für dieses Szenario nicht angegeben.
Erkennen kann man im Bild nach 45 Iterationen jedoch trotzdem das Problem des Verfahrens:
Auch hier ist der Gebietsrand zwingend Teilgebietsrand.
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Abbildung 4.11: Partitionierung des gitterbasierten Verfahrens nach 100 Iterationen bei
einer lokalen Partikelhäufung in der Gebietsmitte ausgehend von einem
initial kartesischen Gitter. Es entstehen außen sehr lange Gebiete und die
mittleren kollabieren.
Rechenlast BSP-Kosten
Szenario Laständerung Imbalance Laständerung Imbalance
Szenario 1 − 0,8 % 0,6 % − 0,7 % 0,7 %
Szenario 2 − 14,6 % 7,5 % − 14,1 % 7,9 %
Szenario 3 − 48,1 % 172,3 % − 47,1 % 170,6 %
Szenario 4 – – – –
Tabelle 4.8: Laständerungen des gitterbasierten Verfahrens bei fixen 100 Iterationen von
einer kartesischen Initialverteilung ausgehend. Szenario 4 bedarf einer Imple-
mentierung der angesprochenen Randfälle, um es korrekt durchrechnen zu
können.
Wie man anhand der Imbalancen erkennen kann, wird das Rechenlastmodell nicht minimiert.
Sie bleiben auch deutlich über Null, wenn die Szenarien bis zur Konvergenz iteriert werden.
Für Szenario 2 ist die finale Rechenlast-Imbalance bei etwa 4,5 %. Die BSP-Lastreduktionen
sind gut, das im letzten Kapitel vorgestellte Bisektionsverfahren ist jedoch etwas besser. Außer
Acht lassen sollte man hierbei aber nicht, das das gitterbasierte Verfahren im Gegensatz zum
Bisektionsverfahren lokal ist.
4.4.4 Bewertung
Für eine Lastbalancierung auf Basis reiner Ausführungszeiten ist das gitterbasierte Verfahren
gut geeignet, da in der hier vorgestellten Variante auf den Randverlauf sowieso keinen
Einfluss genommen wird. Der Vorteil, der durch den impliziten Rand erreicht wird, ist die
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(a) Homogenes Szenario. (b) Lokal inhomogenes Szenario.
(c) Inhomogenes, lokal homogenes Szenario. (d) Randlast-Szenario (nach 45 Iterationen).
Abbildung 4.12: Ergebnisse des gitterbasierten Verfahrens nach 100 Iterationen. Im homo-
genen Szenario bleibt das kartesische Gitter fast erhalten. In Szenario 3
und 4 erkennt man eine deutliche Streckung mancher Gitterzellen zu den
Lastzentren hin. In Szenario 4 ist die Last so lokal, dass einige Gitterzellen
kollabieren, wenn keine Ausnahmebehandlungen implementiert sind.
konstante Nachbarschaft, die die Kommunikationstopologie des Hauptprogramms erhält.
Dies ist die Basis für den minimal-invasiven Lastbalancierer nach [BS15].
Die Teilgebiete können, wie gezeigt, sehr länglich werden, andere sehr klein. Hierfür müssen
zwingend gewisse Randfälle betrachtet werden, die in [BS15] geschildert werden. Andere
Probleme sind, dass die Zellzuordnung im Dreidimensionalen kompliziert ist und das Ver-
fahren die Lasten nicht über den Rand hinaus balanciert. Hier ist jedoch eine allgemeine
Version denkbar, die die initial auf dem Rand liegenden Gitterpunkte nicht nur entlang des
Randes verschiebt. Allerdings würde dies die Zellzuordnung aufgrund zusätzlicher Sonder-
fälle weiter verkomplizieren. Eine Zusammenfassung der wichtigsten Eigenschaften findet
sich in Tabelle 4.9.
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Abbildung 4.13: Lastreduktion des gitterbasierten Verfahrens auf Szenario 3 in Prozent
abgetragen auf die Anzahl an Iterationen.
Eigenschaften
Lokales Verfahren ✓ –
Zellmigration lokal ✓ Abschnitt 4.4.1
Erzeugt rechteckige Gebiete ✗ –
Partitionierung über Gebietsrand hinaus ✗ (Denkbar, siehe Unterabschnitt 4.4.4)
Erhält Komm.-Topologie des Hauptpro-
gramms
✓ –
Partitionierung gegeben per Gitter, Abschnitt 4.4.1
Modellberücksichtigung
Rechenzeit ✓ –
Randabhg. Rechenzeit ✗ –
Kommunikation ✗ –
Latenz ● Konstant, Abschnitt 4.4.2
APX-Garantie
PRAM ✗ –
BSP ✗ –
Tabelle 4.9: Eigenschaften des gitterbasierten Verfahrens.
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4.5 Diffusion
Hier soll neben dem gitterbasierten Verfahren ein zweiter rein lokaler Ansatz vorgestellt
werden, das diffusive Schema. Es basiert auf einer Abgabe von Zellen an Nachbarn bei
Überlast.
Nach [WLR93] gibt es zwei Möglichkeiten, diese Abgabe einzuleiten: Bei der empfängerin-
itiierten Diffusion ergreifen die unterlasteten Prozesse die Initiative und fordern Zellen der
überlasteten Nachbarn an. In der senderinitiierten Variante tun dies die überlasteten Prozesse
und geben Zellen an die unterlasteten Nachbarn ab. Grundsätzlich erfordert die empfän-
gerinitiierte Diffusion mehr Kommunikationsschritte: Anforderung und Abgabe der Zellen.
Außerdem könnten mehrere Prozesse dieselbe Zelle anfordern, was einer Konfliktbehandlung
bedarf [Buc10]. Deshalb wird hier die senderinitiierte Diffusion vorgestellt.
In zwei Dimensionen ist ein ähnliches Verfahren bekannt [BBK91, Koh95]. Hier wird das
Gebiet in Streifen unterteilt und ganze Zellreihen abgegeben. Damit ist die Implementierung
auf einem Rechner mit eindimensionaler Ringtopologie relativ einfach und Topologie er-
haltend. In drei Raumdimensionen ist die Abgabe ganzer Ebenen hingegen eine zu grobe
Unterteilung. Außerdem wären die resultierenden Oberflächen nicht gerade klein.
4.5.1 Beschreibung
Der erste Schritt ist selbstverständlich wie immer bei lokalen Verfahren das Feststellen der
lokalen Über- oder Unterlast. Dies wird per globaler Mittelung oder Mittelung über die
Lastwerte in der Nachbarschaft erreicht. Anschließend geben Prozesse mit Überlast Zellen
ab. Offensichtlich ist es in den ersten Schritten nur sinnvoll, Randzellen abzugeben. Danach
könnten auch innere Zellen abgegeben werden. Wir schränken uns hier jedoch nur auf die
Abgabe von Randzellen ein, das bedeutet, Teilgebiete können sich pro Iteration und Richtung
um maximal eine Zelllänge ausdehnen.
Um herauszufinden, welche Zellen abgegeben werden sollen, berechnet jeder überlastete
Prozess eine Approximation an den Lastgewinn bei Weggabe einer jeden Randzelle einzeln.
Solche Verfahren zur Zellselektion werden im kommenden Unterabschnitt vorgestellt.
Stehen die Lastgewinne pro Zelle fest, werden so lange Zellen abgegeben, bis der Prozess
selbst keine Überlast mehr hat oder keine Zellen mehr abzugeben hat. Der Prozess, der die
Zellen zugewiesen bekommt, sollte derjenige mit der niedrigsten Last sein, der die Zelle in
seinem Ghost-Layer hat. Das Verfahren hat damit gewisse Ähnlichkeiten mit List-Scheduling:
Jeder Prozess führt lokal eine greedy Zellabgabe durch. Die Heuristik zur Prozesswahl ist
ebenfalls greedy, jedoch beschränkt auf die Nachbarprozesse der jeweiligen Zelle.
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Zellselektion
Es werden zwei Algorithmen zur Zellselektion vorgestellt: Einer, der nur die reinen Rechen-
kosten berücksichtigt und einer, der heuristisch das BSP-Lastmodell berücksichtigt.
Reine Rechenkosten In [WLR93] wurde eine einfache Berechnung der Transfervolumina
auf alleiniger Basis der Rechenkosten vorgeschlagen. Diese Berechnung ist in Algorithmus 4.8
dargestellt.
Algorithmus 4.8 Volumenbestimmung nach [WLR93]. Berücksichtigt nur die reinen Re-
chenkosten.Mp bezeichne die Nachbarschaft eines Prozesses p. Es wird zuerst die Durch-
schnittslast unter diesen Nachbarn ausgerechnet, dann eines jeden Nachbars Unterlast (sofern
diese vorhanden) und dann proportional zum Anteil dieser an der Gesamtunterlast und der
eigenen Überlast die Sendelast berechnet.
all processes
ci ← LoadPRAM(i)
ℓp ← ∑
i∈L(p)
ci // Gesamtlast auf Prozess p
allgather ℓp in P
w¯ ← 1|P|
∑
q∈P
ℓq // Durchschnitts-/Ziellast
∀q ∈Mp : hq ← max (w¯ − ℓq, 0) // Unterlast der Nachbarn
Hp ← ∑
q∈Mp
hq // Gesamtunterlast der Nachbarschaft
∀q ∈Mp : δp→q ← hqHp (ℓp − w¯) // Sende-/Empfangslast zwischen p und q
Da nur die reinen Rechenkosten berücksichtigt werden, sind die genauen Zellen, die abgege-
ben werden, egal. Das bedeutet, falls δp→q > 0 werden so lange beliebige Zellen abgegeben,
bis die abgegebene Last diesen Wert erreicht hat. Sollte δp→q < 0 sein, müssen Zellen
empfangen werden.
Verbesserte Variante Die Abgabe von beliebigen Zellen ist klar nicht zielführend. Es
muss also – wie in der Einleitung erwähnt – pro Zelle angegeben werden, ob es sich lohnt
diese abzugeben oder nicht. Außerdem können in diesem Zuge auch randabhängige Rechen-
kosten und Kommunikation berücksichtigt werden. Hierzu wird in [Buc10] eine Heuristik
vorgestellt, die Gebietsränder bei der Zellwahl berücksichtigt. Es werden Zellen gewählt, die
a) einen Gewinn an Rechenzeit nach dem BSP-Modell und b) einen Gewinn an Transferkosten
versprechen.
Hier werden im Gegensatz zu [Buc10] mehrere benachbarte Prozesse pro Zelle in der Heu-
ristik berücksichtigt. Der resultierende Zellselektions-Algorithmus sortiert die Zellen dann
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(a) Rechengewinn der Abstandskosten. (b) Transfergewinn.
Abbildung 4.14: Gewinnberechnung für die Abgabe der mittleren Zelle bei zwei beteilig-
ten Prozessen. Positive Gewichte sind mit einem grünen Pfeil dargestellt,
negative mit einem roten.
nach diesem heuristischen Gewinn. Er ist in Algorithmus 4.9 angegeben. Zuvor werden
jedoch die beiden Kostenterme – Rechengewinn und Transfergewinn – aufgeschlüsselt.
Rechengewinn Sei Zelle i Randzelle. Dann ist der aktuelle Zustand der folgende: Es
werden Interaktionen mit Full-Shell-Nachbarn doppelt berechnet, wenn die Nachbarzelle in
einem anderen Teilgebiet liegt. Liegen diese jedoch im selben Teilgebiet wie i, so werden die
Interaktionen zwischen Partikeln dieser Zellen nur einfach berechnet.
Bei Abgabe der Zelle i an einen Nachbarn entstünde die genau umgekehrte Situation. Mit
den Interaktionen bezüglich Zellen unbeteiligter dritter Prozesse ändert sich hingegen nichts.
Damit ist der Rechengewinn bei Abgabe:
(4.4) r(i, q) =
∑
j∈NFS(i): p(j)=q
ninj −
∑
j∈NFS(i): p(i)=p(j)
ninj
Bildlich dargestellt ist dies in Abbildung 4.14a. Dies ist nur eine Heuristik, da das Produkt
ninj nur die Abstandskosten zwischen den Zellen berücksichtigt. Um Kraftkosten zu berück-
sichtigen, müssten die genauen Partikelpositionen einberechnet werden. Bei Annahme von
lokaler Homogenität, könnte man das Produkt auch mit der in Kapitel 3 angesprochenen
Proportionalitätskonstante multiplizieren.
Transfergewinn Der Transfergewinn kann wie folgt ausgerechnet werden: Alle inneren
Zellen benachbart zur Zelle i müssen nach Austausch transferiert werden. Dies sind die
Kosten. Der Gewinn sind Ghost-Layer-Zellen (also Zellen des benachbarten Teilgebiets), in
deren Nachbarschaft nur andere Ghost-Layer-Zellen des betreffenden Prozesses oder Zelle i
selbst sind. Dies ist wiederum nur eine Approximation, da dem nicht bekannten Anteil der
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Full-Shell-Nachbarschaft einer Ghost-Layer-Zelle unterstellt wird, sie gehöre vollständig
zum selben Prozess wie die Ghost-Layer-Zelle. Dies sollte real jedoch keine dramatischen
Auswirkungen haben.
(4.5) t(i, q) =
∑
j∈NFS(i)∩Lghost(p): p(j)=q
I(j, i, p, q) nj −
∑
j∈NFS(i)∩(L(p)\Lˆ(p))
nj
Wobei Lˆ(p) die Randzellen des Teilgebiets p bezeichnet und I(j, i, p, q) die charakteristische
Funktion ist, die 1 ist, wenn j nach Austausch von i an q innere Zelle ist und 0 sonst (nach
Wissenstand von p):
I(j, i, p, q) =
{
1 wenn ∀k ∈ NFS(j) ∩ (L(p) ∪ Lghost(p)) : k = i ∨ p(k) = q
0 sonst
Eine Veranschaulichung der Transferkosten findet sich in Abbildung 4.14b. Man beachte, dass
trotz der Aufgliederung der Kommunikation im Lastmodell in Sende- und Empfangsteil die
Transferkosten hier nicht doppelt gewichtet werden dürfen. Die beiden Anteile berechnen
sich beide zwar jeweils aus Gleichung (4.5), jedoch fallen die beiden Kostenanteile auf
verschiedenen Prozessen an und insbesondere auf jedem dieser nur einer der Anteile.
Algorithmus 4.9 Algorithmus zur Zellselektion. Die Gewichte γ und δ sind analog zum
Lastmodell zu wählen (siehe Abschnitt 3.2). Die Randzellen von Teilgebiet p werden mit Lˆ(p)
bezeichnet. NeighProcs(i) bezeichne die zu Zelle i direkt benachbarten Prozesse. Ergebnis
ist eine Liste mit Tupeln aus Randzelle und Nachbarprozess, die nach den wi,q sortiert ist.
Gegeben: r(i, q) und t(i, q) für alle Zellen i berechnet nach Gleichungen (4.4) und (4.5).
function Zellselektion
∀i ∈ Lˆ(p) ∀q ∈ NeighProcs(i) : wi,q ← α · r(i, q) + β t(i, q)
return Liste aus {(i, q) : i ∈ Lˆ(p), wi,q ≥ 0}, absteigend sortiert nach wi,q
end function
Diffusionsalgorithmus
Der eigentliche Diffusionsalgorithmus regelt das Abgeben der Zellen, und rechnet neue heu-
ristische Lastwerte für die beteiligten Prozesse aus. Er ist in Algorithmus 4.10 angegeben.
Auch dieses Verfahren ist iterativ, das heißt, es werden mehrere Schritte bis zur Konvergenz
benötigt. Die Abgabe von Zellen ohne Gewinn ist hierbei essentiell, da das Verfahren sonst im
Vakuum nicht funktioniert und Prozesse Lastzentren nicht erreichen. Dies ist aber nicht nur
ein Problem im Vakuum. Auch für nicht-leeren Zellen kann wi,q = 0 gelten. Die Bedingung
ℓq+ci > w˜p entscheidet, ob eine Zelle versendet werden soll. Sie kann auch geändert werden,
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Algorithmus 4.10 Diffusionsalgorithmus zur Lastbalancierung nach [Buc10]. Es werden
die Zellen mittels Algorithmus 4.9 geordnet. Danach werden so lange gewinnbringende
Zellen an den jeweiligen Nachbarprozess abgegeben, bis die Last lokal ausgeglichen ist.
Beim Versenden und Empfangen einer Zelle müssen die lokalen Datenstrukturen angepasst
werden, die die Teilgebiete speichern. Die beste Strategie ist aber, die Zellen lokal zu puffern
und am Ende einmal gebündelt zu senden.
all processes
∀i ∈ L(p) : ci ← LastBSP(p)
ℓp ← ∑
i∈L(p)
ci
allgather ℓp inMp
w˜p ← 1|Mp|
∑
q∈Mp
ℓq // Lokaler Lastmittelwert
if ℓp > w˜p then
L← Zellselektion
while ℓp > w˜p do
if empty(L) then
break
end if
i, q ← pop(L)
if Zelle i bereits neu zugeteilt then
continue
end if
if ℓq + ci ≤ w˜p then
send Zelle i to q
ℓp ← ℓp − ci
ℓq ← ℓq + ci
end if
end while
else
receive cells
end if
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denn sollten mehrere Nachbarn versuchen, q Zellen zu senden, könnte dieser Prozess sonst
leicht in Überlast geraten. Hier wäre eine Bedingung wie sie in Algorithmus 4.8 angewendet
wird vorteilhafter.
Datenstrukturen Für die Zellselektion kann ein Heap verwendet werden, da in halbwegs
balancierten Szenarien nicht alle Randzellen abgegeben werden. Es gibt keine ausgezeichnete
Datenstruktur, die die Partitionierung enthält. Diese ist implizit gegeben per Datenstruktur
im Hauptprogramm, die die Zellen speichert. Das problematische hierbei ist das Finden der
Prozesse, die zu den neuen Ghost-Layer-Zellen gehören. Eine einfache Lösung ist, dass der
sendende Prozess diese Information mit verschickt, sollte er selbst nicht alle Ghost-Layer-
Zellen besitzen, die die Zellabgabe erzeugt.
Hinweise Die Datenstruktur im Hauptprogramm darf keinerlei Annahmen über die Teilge-
bietsform treffen. Die Teilgebiete werden offensichtlich nicht rechteckig. Außerdem kann es
durchaus vorkommen, dass sie in nicht-zusammenhängende Teile zerfallen. Die entstehende
Oberfläche und Topologie sind beliebig; über sie kann keine generelle Aussage getroffen
werden.
Die Kommunikation im Lastbalancierer ist rein lokal mit der Nachbarschaft. Wie groß diese
letztendlich wird, kann nicht gesagt werden. Der Kommunikationsaufwand, explizit eine
neue Partitionierung zu verteilen, fällt weg, da diese – wie erwähnt – implizit gegeben ist.
Eine Initialverteilung wird benötigt. Sie kann beliebig sein, da die Diffusion keinerlei Ansprü-
che an die Teilgebiete stellt. Insbesondere kann es von Vorteil sein, initial nicht kartesisch
zu verteilen, sondern per raumfüllenden Kurven [Buc10]. Diese Initialverteilung gleicht
nicht nur die Rechenlast aus, sondern verhindert gegebenenfalls Probleme, die im folgenden
Unterabschnitt vorgestellt werden.
Varianten
Die reine Diffusion leidet unter einigen Problemen. Hier angesprochen werden die Degene-
rierung von Teilgebieten und Probleme des lokalen Austausches selbst durch die Gewinnbe-
rechnung.
Flächige Diffusion Das erste Problem ist der Über-Eck-Austausch. Dieser lässt Gebiete
schneller degenerieren, wenn eine Lastimbalance zwischen Über-Eck-Nachbarn besteht, ein
Beispiel hierfür ist das Randlast-Szenario aus der Evaluation, siehe Abbildung 4.18d. Die Idee
zur Abhilfe ist so einfach wie drastisch: Der Über-Eck-Austausch wird schlicht verboten.
Hierfür muss im AlgorithmusMp angeglichen werden, indem die angesprochenen Nachbarn
heraus genommen werden, sodass nur noch flächige Nachbarn enthalten sind. Flächige
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Nachbarn werden hierbei anhand der kartesischen Initialverteilung bestimmt. Außerdem
dürfen bei der Zellselektion nur solche Tupel genommen werden, für die gilt: q ∈Mp.
Weitere Probleme Folgende weitere nicht triviale Probleme sind für ein effizient arbei-
tendes Diffusionsverfahren zu beseitigen:
1. Die vorgestellte Kostenschätzung führt aufgrund der Einzelschätzung jeder Zelle zu
einer nicht wahrheitsgemäßen Bestrafung der Zellabgabe. Denn werden benachbarte
Zellen auch abgegeben, so würden entlang des Randes keine zusätzlichen Kosten
auftreten. In Abbildung 4.14a ist dies erkennbar: Die Zahl der negativen Gewichte
überwiegt allein von der Anzahl her. Dies ist jedoch nicht wahrheitsgemäß, wenn die
anderen Randzellen ebenfalls abgegeben werden.
2. Schutzwälle. Müssen Partikelhaufen zum Lastausgleich geschnitten werden, sind je-
doch aktuell noch einem Prozess alleine zugeordnet, wird der Prozess nie Zellen des
Partikelhaufens abgeben. Denn die Abgabe würde einerseits die Rechenkosten seines
Teilgebiets durch nötigen Doppeltberechnungen erst einmal verteuern. Andererseits
werden schon die Zelllagen direkt vor der Partikelhäufung nie abgegeben, da dies
hohe Kommunikationskosten erzeugen würde (Ghost-Layer-Schutzwall). Dies ist vor
allem im Vakuum ein großes Problem, siehe Abbildung 4.15. Die Auswirkung dieses
Problems ist beispielhaft in Abbildung 4.16 dargestellt.
Abbildung 4.15: Ghost-Layer-Schutzwall. Eine in die oberste Zellreihe hineinreichende
Partikelhäufung erzeugt die in den Pfeilen dargestellten Kommunikati-
onskosten, sobald eben diese Zellen in den Ghost-Layer eines Prozesses
wandern. Liegt ein Prozess zu Beginn völlig außerhalb der Partikelhäufung
wird er somit immer die letzte leere Zellreihe im Ghost-Layer behalten, da
diese noch keine Transfers kostet.
Die Erkennung dieser Probleme ist relativ einfach über eine fortbestehende Imbalance über
mehrere Iterationen hinweg, jedoch keiner erfolgten Zellabgabe.
Möglichkeiten zur Abhilfe für Problem 1: Abgabe (und damit Gewinnberechnung) ganzer
Zellverbände (etwa 3 oder 5 Zellen am Stück), das verringert das Verhältnis von negativen zu
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(a) Ausgangssituation (b) Nach 10 Iterationen (c) Nach 50 Iterationen
Abbildung 4.16: Schutzwallproblem mit 4 Prozessen auf 64×64 Linked-Cells: Man kann
erkennen, wie die eigentliche Partikelhäufungen von den blauen Prozessen
nicht abgegeben werden, sondern nur leere Zellen. Es kommt insgesamt
zu einer unerheblichen Lastreduktion.
positiven Gewichtungen in der Gewinnberechnung. Möglich ist auch das Nichtberücksichti-
gen der Randzellen auf Senderseite. Letzteres funktioniert und wird in der hier verwendeten
Implementierung angewandt.
Möglichkeiten zur Abhilfe für Problem 2: Da hier der alleinige Besitz einer Partikelhäufung
die Problemursache ist, wäre die beste Abhilfe, diese von vorne herein zu vermeiden, zum
Beispiel über eine Initialverteilung mittels raumfüllender Kurven. Allerdings gibt es keine
Garantie, dass nach einer Lastbalancierung mittels raumfüllender Kurve alle Partikelhäufun-
gen auf Teilgebietsrändern liegen und somit müssen zusätzlich andere Maßnahmen ergriffen
werden.
Denkbar und einfach ist die Abgabe von Zellen mit einem kleinen negativen Gewinn. Auch
die Abgabe sogenannter Anreizzellen, ein gewisser Anteil der Randzellen (beispielsweise
zufällige Randzellen oder die teuersten Randzellen), die vor dem Start der Zellselektion
auf jeden Fall an unterlastete Nachbarn abgegeben werden, ist möglich. Damit soll in der
Nachbarschaft dieser abgegebenen Zellen der Anreiz entstehen, weitere Zellen abzugeben.
Allerdings betrifft dieser Anreiz nur die direkt benachbarten Zellen. Auch dies wurde im
Zuge der Evaluation implementiert und kann erste Erfolge verzeichnen, jedoch muss das
Verfahren weiter ausgereift werden, da es eine Neigung zur Zerfledderung des Randes hat,
siehe Abbildung 4.17. Beide Möglichkeiten könnten eine finale Konvergenz verhindern, da
es bei eigentlich bereits ausgeglichenen Teilgebieten zu einem stetigen Versenden einzelner
Zellen kommt. Dies kann jedoch aufgrund einer nicht vorherrschenden Imbalance erkannt
werden.
4.5.2 Analyse
Jeder Prozess kommuniziert nur lokal mit seinen Nachbarn aus Mp. Im Gegensatz zum
gitterbasierten Verfahren ändert sich diese Menge an Nachbarn jedoch dynamisch mit den
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Abbildung 4.17: Zerfledderung des Randes bei der Diffusion mit Abgabe von Anreizzellen
in jeder Iteration vor dem eigentlichen Diffusionsschritt.
Iterationen und ist nicht konstant. Die Nachrichtenlänge des Lastaustauschs ist konstant und
somit ist sowohl die Anzahl an Nachrichten, als auch das Gesamtvolumen inO(∑p∈P |Mp|),
was im schlimmsten Fall O(P 2) entspricht. Eine globale Reduktion wäre im Gegensatz zu
letzterem deutlich günstiger mit normalerweise logarithmischem Aufwand.
Das eigentliche Versenden der Zellen zählt als Zellmigration. Hierbei kann ein Prozessor
höchstens seine ganzen Randzellen abgeben. Und zwar nur, wenn er Überlast hat. Das heißt,
wurde an einem Rand in eine Richtung ausgetauscht, ist Austausch in die andere nicht
möglich, denn es wird nur von überlasteten zu unterlasteten Prozessen kommuniziert. Dies li-
mitiert die Migration auf maximal etwa die Hälfte aller Randzellen. Die Ungenauigkeit kommt
durch Ecken zustande, an denen es keine 1:1-Beziehung zwischen Randzellen benachbarter
Teilgebiete gibt.
Für die Rechenzeit müssen zwei Kostenanteile berücksichtigt werden: Die Zellselektion und
der Lastbalancierer selbst. Die Zellselektion erfordert die Berechnung der r(i, q) und t(i, q) für
alle Zellen. Da die Anzahl der möglichen Zellnachbarn und damit auch der möglichen Nach-
barprozesse konstant (in der Realität sind Zellen selten, die mehr als einen Nachbarprozess
haben) ist, verursacht die Berechnung dieser Werte pro Zelle auch nur konstanten Aufwand.
Für alle Zellen können diese Größen damit in Linearzeit berechnet werden. Die Heaperstel-
lung kann ebenfalls in Linearzeit erfolgen und somit ist die Zellselektion in O(Nˆp) (Anzahl
Randzellen in Teilgebiet p). Der Lastbalancierer selbst durchläuft maximal alle Zellen, die die
Zellselektion als sinnvoll erachtet, bis er fertig ist. Somit benötigt dieser bei Verwendung
eines Heaps O(Nˆp log Nˆp). Die maximale Rechenzeit ist damit: O(maxp∈P(Nˆp log Nˆp))
Über die entstehende Oberfläche und die Anzahl an Nachbarprozessen kann allgemein nichts
ausgesagt werden. Die entstehenden Topologien sind – wie erwähnt – beliebig.
Minimierung Lastmodell Die Gewinnabschätzungen sind nur heuristisch, somit kann
eine Minimierung des Lastmodells nicht garantiert werden. Außerdem gibt es die angespro-
chenen Probleme, die im vorgestellten Standardalgorithmus einen weiteren Zellaustausch
erschweren oder unmöglich machen. Damit ist eine Minimierung beliebiger Szenarien ausge-
schlossen. Werden nur die reinen Rechenkosten genommen, entsteht im Zweidimensionalen
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Rechenlast BSP-Kosten
Szenario Laständerung Imbalance Laständerung Imbalance
Szenario 1 − 1,0 % 0,2 % − 0,7 % 0,4 %
Szenario 2 − 17,2 % 0,9 % − 17,5 % 1,2 %
Szenario 3 − 31,1 % 251,0 % − 29,4 % 242,1 %
Szenario 4 − 0,1 % 24733,7 % − 0,1 % 27005,3 %
Tabelle 4.10: Laständerungen des Diffusions-Verfahrens bei fixen 100 Iterationen von einer
kartesischen Initialverteilung ausgehend.
mit Gebietsunterteilung in Streifen ein Problem ähnlich einer diskreten Poisson-Gleichung,
das letztendlich konvergiert [BBK91].
4.5.3 Evaluation
Die resultierenden Partitionierungen nach 100 Iterationen für die drei Evaluationsszenarien
finden sich in Abbildung 4.18. Die zugehörigen Lastreduktionen und Imbalancen sind in
Tabelle 4.10 angegeben. Im homogenen Fall bleiben die Gebiete fast rechteckig, was zu
erwarten war. Im lokal inhomogenen Fall erreicht die Diffusion bessere Lastreduktionen als
alle anderen Verfahren. Hier kann die Diffusion ihren Vorteil ausspielen, einzelne Zellen zum
Balancieren der Last abgeben zu können. Das inhomogene, lokal homogene Szenario 3 hinge-
gen wird von der Diffusion nach 100 Iterationen schlechter balanciert als vom gitterbasierten
Verfahren. Wird die Diffusion jedoch bis zur Konvergenz iteriert, ergeben sich leicht bessere
Ergebnisse als beim konvergierten gitterbasierten Verfahren. In Szenario 4 sind die Imbalan-
cen so verteilt, dass die sich ausbreitenden Gebiete diese nach 100 Iterationen noch nicht
erreicht haben. Außerdem ist Szenario 4 ein gutes Beispiel für die Entartung der Teilgebiete
durch den Über-Eck-Austausch, wie man in Abbildung 4.18d erkennen kann. Die Diffusion
mit Anreizzellen erreicht in Szenario 4 nach knapp 200 Iterationen eine Lastreduktion von
etwas 52 %. In Abbildung 4.19 finden sich die Konvergenzplots der einzelnen Varianten der
Diffusion für Szenario 3, hier zeigt die Diffusion mit Anreizzellen die schnellste Konvergenz
vor der Standardversion; beide Versionen konvergieren gegen denselben Wert. Die flächige
Diffusion konvergiert – wie zu erwarten war – langsamer.
4.5.4 Bewertung
Die Diffusion beruht auf der Berechnung des Gewinns für eine Zellabgabe auf Basis der
Anzahl Partikel pro Zelle. Eine Balancierung nur mit gemessenen Ausführungszeiten ist
nicht möglich. Der Vorteil der Diffusion ist, dass es ein lokales Verfahren ist, das keine
explizite Partitionierung speichern muss und damit auch keine explizite Berechnung der
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(a) Homogenes Szenario. (b) Lokal inhomogenes Szenario.
(c) Inhomogenes, lokal homogenes Szenario. (d) Randlast-Szenario.
Abbildung 4.18: Ergebnisse des Diffusionsverfahrens. In den ersten beiden Szenarien ändern
sich die Teilgebiete nur wenig. Bei Szenario 3 wachsen einige Teilgebiete
so, dass längliche Auswüchse entstehen. In Szenario 4 sorgt der Über-
Eck-Austausch für sehr unvorteilhafte Teilgebiete. Außerdem reichen dort
die 100 Iterationen nicht, damit die mittigen Teilgebiete die Lastzentren
erreichen.
zu migrierenden Zellen benötigt. Allerdings müssen aus genau diesem Grund auch die
Informationen zu den Ghost-Layer-Zellen beim Zellaustausch mit versendet werden.
Prinzipiell sind beliebige Gebietsaufteilungen möglich, inklusive unvorteilhaftem Randver-
lauf bezüglich der Kommunikationstopologie im Hauptprogramm. In der Literatur werden
zwar Möglichkeiten genannt, wie die Nachbarschaftsbeziehungen konstant gehalten werden
können, diese sind aber zu restriktiv. In der Einleitung wurde eine zweidimensionale Version
genannt, bei der ganze Zellreihen abgegeben werden. Eine andere Idee wird in [HH00]
vorgeschlagen. Dort werden zu Beginn genau diejenigen Zellen als „permanent“ markiert,
die in einem Teilgebiet nicht abgegeben werden dürfen, um die Ausgangstopologie des
Hauptprogramms zu erhalten. Im Zweidimensionalen ist eine mögliche Menge an permanen-
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Abbildung 4.19: Konvergenzplots der verschiedenen Verfahren auf Szenario 3. Die Diffusion
mit Anreizzellen konvergiert am schnellsten. Die mit flächigem Austausch
am langsamsten. Der Knick in der flächigen Diffusion ist mit der festen
Kodierung der Nachbarschaft zu erklären, die ab zirka 90 Iterationen nicht
mehr stimmt.
ten Zellen die unterste und die rechteste Zellschicht einer anfangs kartesischen Verteilung.
Jedoch beschränkt dieses Verfahren die maximale Ausbreitung eines Teilgebiets und schafft
unvorteilhafte Randbereiche zwischen den Teilgebieten. Es sind aber auch andere Verfah-
ren denkbar, die nicht von vorne herein die Abgabe von gewissen Zellen verbieten. Eine
einfache Möglichkeit wäre eine dynamische Variante: Ein Prozessor gibt niemals Zellen
ab, die neue Nachbarschaftverhältnisse erzeugen würden, bestimmt anhand der aktuellen
Partitionierung.
Auch das Schutzwall-Problem sowie der problematische Über-Eck-Austausch wurden ange-
sprochen. Es wurden einige einfache Möglichkeiten aufgezeigt, wie man mit diesen Proble-
men umgehen kann. Diese gilt es jedoch zu verbessern und es muss gezeigt werden, dass sie
die Randbereiche nicht stärker als die Diffusion selbst zerfleddern lassen und die Konvergenz
nicht negativ beeinträchtigt wird. Eine Zusammenfassung der wichtigsten Eigenschaften
findet sich in Tabelle 4.11.
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Eigenschaften
Lokales Verfahren ✓/● Größe der Nachbarschaft? Ab-
schnitt 4.5.1
Zellmigration lokal ✓ –
Erzeugt rechteckige Gebiete ✗ –
Erhält Komm.-Topologie des Hauptpro-
gramms
✗ Siehe jedoch Anmerkungen in Unterab-
schnitt 4.5.4
Partitionierung über Gebietsrand hinaus ✓ –
Partitionierung gegeben per implizit, Abschnitt 4.5.1
Modellberücksichtigung
Rechenzeit ✓ –
Randabhg. Rechenzeit ✓ –
Kommunikation ✓ –
Latenz ✗ –
APX-Garantie
PRAM ● Möglich, siehe 4.5.2
BSP ✗ –
Tabelle 4.11: Eigenschaften des Diffusions-Verfahrens.
4.6 Graphpartitionierung
Die Graphpartitionierung (GP) ist ein globales Verfahren, das die Zerlegung von Gebieten auf
die Partitionierung von Graphen, siehe zum Beispiel [KK98], zurückführt. Hierzu muss das zu
partitionierende Gebiet auf einen Graphen reduziert werden. Für eine allgemeine Einführung
in die Graphentheorie siehe [Die06]. Die Partitionierung nach dem BSP-Kostenmodell lässt
sich jedoch nicht vollständig auf ein Graphpartitionierungs-Problem abbilden. Hier müssen
die Kostenterme teils vereinfacht werden. Die Graphpartitionierung selbst wird von externen
Bibliotheken übernommen. Diese errechnen meistens jedoch auch nur eine Approximation
an das Optimum, da die Graphpartitionierung ein NP-schweres Problem ist [FF12].
4.6.1 Beschreibung
Das generelle Vorgehen ist wie folgt: Zuerst muss das Kostenmodell vereinfacht werden.
Dadurch kann eine Abbildung auf einen ungerichteten, kanten- und knotengewichteten
Graphen angegeben werden. Ein solcher Graph ist definiert als 4-Tupel G = (V,E, c, k)
mit: V der Menge an Knoten, E ⊆
(
V
2
)
den Kanten, c : E → R den Kantengewichten und
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Abbildung 4.20: Die beiden möglichen Graphpartitionierungen: Links per Edge-Separator,
rechts per Vertex-Separator.
k : V → R den Knotengewichten. Dieser Graph wird dann an eine Bibliothek übergeben,
die eine minimierende Graphpartitionierung bestimmt. Die resultierende Partitionierung
des Graphen zerlegt V in die gewünschte Anzahl an Partitionen, weshalb offensichtlich
V = L gesetzt werden muss. Die Kanten werden damit Interaktionen zwischen Linked-Cells
modellieren.
Partitionierung und Varianten
Generell gibt es zwei Möglichkeiten der Graphpartitionierung: Per Edge- oder Vertex-
Separator (Kanten- oder Knoten-Separator, GPES beziehungsweise GPVS), siehe Abbil-
dung 4.20. Erstere Variante ordnet jeden Knoten einer eindeutigen Partition zu und schneidet
Kanten, deshalb der Name. Damit ist jede Linked-Cell einem eindeutigen Teilgebieten zuge-
ordnet. Da Kanten geschnitten werden, passt dies auf das verwendete Modell der doppelten
Berechnung von Interaktionen am Rand, wenn Kanten die Interaktionen modellieren. Je-
doch gibt es keine Kosten, die zwischen Partitionen definiert sind und damit können die
Kommunikationskosten nur per Edge-Cut-Metrik eingebracht werden [HK00]. Die Auswahl
an GPES-Bibliotheken ist groß. Eine kurze Auflistung verfügbarer GPES-Algorithmen und
-Bibliotheken findet sich in [Buc10]. Nach Messungen von [Chi04] ist ParMETIS [SKK00a]
am schnellsten. In der Evaluation im Zuge dieser Arbeit wird die jedoch die sequentielle
Version von METIS [SKK00b] verwendet. Diese beiden Vertreter werden ebenfalls verwendet
in [Buc10, KK96, MBF+14].
GPVS beschreibt eine eindeutige Zuordnung von Kanten zu Teilgebieten, V wird also disjunkt
unterteilt in {V1, . . . , VP ;Vs}, wobei Vs der Separator ist. Dieser ist keinemTeilgebiet zugeord-
net, womit die Zuordnung manuell erfolgen müsste. Diese Variante der Graphpartitionierung
passt nicht auf die in dieser Arbeit verwendete Parallelisierung per Gebietszerlegung, denn
durch die eindeutige Kantenzuordnung werden keine Doppeltberechnungen von Interaktio-
nen durchgeführt. Vielmehr sind die Linked-Cells aus Vs mittels Force-Decomposition zerlegt.
Ein Vorteil dieser Variante ist die bessere Kommunikationsmetrik, denn hier können die
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Anzahl an Separatorknoten gezählt werden, was dem tatsächlichen Kommunikationsvolumen
entspräche. Alternativ zu GPVS können Hypergraphen [Ber89, VCAK09] und die Hyper-
graphpartitionierung [VCUA11, Tri06, DHB+00, DBH+05, KK99] verwendet werden.
Abbildung des Problems auf einen Graphen
Aufgrund der besseren Eignung für eine Spatial Decomposition wird hier die Graphpartitio-
nierung mittels Kantenseparator weiter verfolgt. Die Abbildung auf die einzelnen Graph-
komponenten wurde bereits teilweise genannt. Hier soll sie nochmals vollständig angegeben
werden.
Da eine Partitionierung der Linked-Cells bestimmt werden soll, werden diese die Knoten des
Graphs. Die Kanten kodieren die Nachbarschaftsbeziehungen der Linked-Cells nach dem Full-
Shell-Modell (in dieser Nachbarschaft müssen potentiell Interaktionen berechnet werden).
Die Half-Shell-Rechenkosten pro Zelle dienen als Knotengewichte. Die Kantengewichte
sind primär für die Kosten, die durch die Doppeltberechnung der Interaktionen am Rand
entstehen. Außerdem werden zusätzlich die Partikelanzahlen hinzugenommen, um eine
Kommunikationsgewichtung per Edge-Cut-Metrik zu erreichen. Somit ist der Graph: G =
(V,E, c, k) definiert mit:
• V = L
• E = {(i, j) : i ∈ L, j ∈ NFS(i)}
• c(i, j) = γ ninj + δ (ni + nj)
• k(i) = LastPRAM(i)
Hierbei wird wieder das Produkt ninj (also die Abstandspaare) als zellübergreifende Kosten
genommen. Kraftkosten lassen sich analog zur Diffusion auch hier einbauen. Ein Beispiel für
eine Abbildung einer Zellnachbarschaft auf einen Graph im Zweidimensionalen findet sich
in Abbildung 4.21. Zur besseren Erkennbarkeit sind nur in drei Zellen Partikel.
Sollte die Bibliothek zur Graphpartitionierung verteilt arbeiten ist die Erstellung eines ver-
teilten Graphs notwendig. Dann erstellt jeder Prozess den Teil des Graphs, den er kennt: V
und k werden definiert mittels L(p), E und c mittels L(p) und Lghost(p).
Algorithmus
Sollte die Partitionierungsbibliothek nicht verteilt arbeiten, muss der Algorithmus die benö-
tigten Informationen sammeln, den Graph erstellen, die Partitionierung durchführen und die
Partitionierung anschließend bei den anderen Prozessen bekannt machen.
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Abbildung 4.21: Abbildung einer Domäne bestehend aus 9 Zellen. Der Übersicht halber
enthalten nur drei Zellen Partikel. Für die Knotengewichte werden die
Abstandskosten genommen. Außerdem wird angenommen, das Szenario
sei nicht periodisch.
Mit einer verteilten Graphpartitionierung ist das Vorgehenmeist einfacher: Es wird ein lokaler
Teilgraph erstellt und der Partitionierer aufgerufen. Dieser sollte logischerweise lokal alle
Informationen zurückgeben, die für eine Migration benötigt werden: Die neuen Partitionen
der alten Zellen, die alten Partitionen der neuen Zellen, sowie die neuen Zellindizes selbst.
Datenstrukturen Da die Graphstruktur sich nicht ändert (im globalen Fall) beziehungswei-
se jedes mal ein neuer Graph erstellt werden muss (im verteilten Fall), können typischerweise
effiziente, statische Graphdatenstrukturen auf Arrays basierend zum Einsatz kommen. Diese
werden jedoch primär von der verwendeten Bibliothek bestimmt.
Hinweise
Im verteilten Algorithmus kommt außerhalb des Partitionierers keine explizite Kommunikati-
on vor, sollte der Partitionierer alle relevanten Informationen pro Prozess liefern. Um genaue
Aussagen über die Migration zu treffen, muss der verwendete Graphpartitionierer genau
betrachtet werden. Allgemein ist die Migration jedoch unstrukturiert und im Worst-Case
müssen tatsächlich alle Zellen migriert werden. Deshalb wurde in [CBD+09] eine Erweite-
rung vorgestellt, die das Migrationsvolumen in der Partitionierung berücksichtigt. Diese
zusätzliche Forderung kann jedoch für eine schlechtere Lastbalancierung sorgen.
Im Hauptprogramm darf keinerlei Annahme über die Form der Gebiete getroffen werden.
Auch das Kommunikationsmuster ist unstrukturiert und bleibt bei einer Graphrepartitionie-
rung, wie sie hier vorgestellt wurde, nicht erhalten.
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Rechenlast BSP-Kosten
Szenario Laständerung Imbalance Laständerung Imbalance
Szenario 1 1,5 % 5,3 % 2,2 % 5,0 %
Szenario 2 − 15,4 % 5,3 % − 16,3 % 5,0 %
Szenario 3 − 65,5 % 4,0 % − 64,8 % 4,8 %
Szenario 4 − 56,2 % 2,7 % − 61,7 % 2,7 %
Tabelle 4.12: Laständerungen des Graphpartitionierungs-Verfahrens.
4.6.2 Analyse
Die Grapherstellung ist offensichtlich in O(n); im verteilten Fall in O(NP ). Die Komplexität
und die Laufzeit der Partitionierung eines Graphen ist abhängig von der verwendeten Biblio-
thek. Die Kosten für die Randoberfläche (Anzahl Partikel im Rand) fließt per Edge-Cut-Metrik
in die Gesamtkosten ein. Da die Edge-Cut-Metrik die eigentlichen Kommunikationskosten
jedoch überschätzt, führt dies zu einer zu niedrigen Gewichtung der Rechenkosten. Trotz-
dem sind die Ergebnisse der Graphpartitionierung sehr gut. Die Güte des verwendeten
Graphpartitionierers spielt hierbei ebenfalls eine wichtige Rolle.
Das bloße Rechenzeitmodell lässt sich selbstverständlich dadurch minimieren, dass die
Kantenkosten auf 0 gesetzt werden, wobei auch hierbei die Güte des verwendeten Graphpar-
titionierers eine Rolle spielt.
4.6.3 Evaluation
Die aus der Graphpartitionierung resultierenden Verteilungen auf den Standardszenarien
sind in Abbildung 4.22 dargestellt. Die zugehörigen Lastreduktionen sind in Tabelle 4.12
eingetragen. Hierbei ist interessant, dass die Graphpartitionierung im Homogenen die Kosten
erhöht. Dafür kann es grundsätzlich zwei Gründe geben: Entweder wurde das GP-Problem
vom Graphpartitionierer nicht optimal genug gelöst oder die Kostenerhöhung resultiert
aus der Verwendung der Edge-Cut-Metrik. Deshalb wurden die Szenarien nochmals ohne
Berücksichtigung der Kommunikationskosten durchgerechnet. Dann ergibt sich eine leichte
Verbesserung der Lastreduktionen in Szenario 2. Die Erhöhung der Last im Homogenen bleibt
jedoch undwird sogar noch etwas schlechter. Generell sollten also die Kommunikationskosten
nicht einfach weggelassen werden. In Szenario 2 liefert die Graphpartitionierung schlechtere
Ergebnisse als die Diffusion nach 100 Iterationen. In Szenario 3 liefert die Graphpartitionie-
rung hingegen das beste Ergebnis. Auch im Randlast-Szenario ist die Graphpartitionierung
sehr gut, hier liefert aber die rekursive Bisektion ein besseres Ergebnis. In allen Szenarien
bleiben Restimbalancen – beim Rechenlastmodell ist dies erwartet.
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(a) Homogenes Szenario. (b) Lokal inhomogenes Szenario.
(c) Inhomogenes, lokal homogenes Szenario. (d) Randlast-Szenario.
Abbildung 4.22: Ergebnisse des Graphpartitionierungs-Verfahrens. Die Ränder der Teilge-
biete sind nicht gerade sondern teilweise sehr kurvig. Dies hat auch mit
dem verwendeten Graphpartitionierer zu tun. Trotzdem sind – bis auf den
homogenen Fall – die erreichten Lastreduktionen sehr gut.
4.6.4 Bewertung
Gemessene Ausführungszeiten können für die Knotengewichtung verwendet werden. Für
die Kantengewichtung könnten Messungen der Berechnungskosten, die für Interaktionen
zwischen genau den beiden beteiligten Zellen anfallen, dienen. Die Kantenkosten müssen
jedoch aus der Anzahl an Partikeln berechnet werden.
Graphpartitionierung ist theoretisch eines der am besten minimierenden Verfahren, die
Qualität der Partitionierung hängt jedoch vom verwendeten Graphpartitionierer ab. Außer-
dem nimmt sie natürlicherweise eine Lastbalancierung über den Rand hinaus vor. Jedoch
lässt sich das zu lösende Partitionierungsproblem nicht vollständig auf ein GP-Problem
reduzieren. Hinzu kommen die Anforderungen an das Hauptprogramm: Eine allgemeine
Gebietsimplementierung und unstrukturierte Kommunikation. Es bleibt zu untersuchen, ob
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Eigenschaften
Lokales Verfahren ✗ –
Zellmigration lokal ✗ –
Erzeugt rechteckige Gebiete ✗ –
Erhält Komm.-Topologie des Hauptpro-
gramms
✗ –
Partitionierung über Gebietsrand hinaus ✓ –
Partitionierung gegeben per Graphpartitionierung (Knotenlabels)
Modellberücksichtigung
Rechenzeit ✓ –
Randabhg. Rechenzeit ✓ –
Kommunikation ✓ –
Latenz ✗ –
APX-Garantie
PRAM ● Möglich; abhängig vom GP-Algorithmus
BSP ✗ –
Tabelle 4.13: Eigenschaften des Graphpartitionierungs-Verfahrens.
eine Berücksichtigung der Gebietsform oder der Kommunikationsmuster und des Latenz-
terms des Lastmodells im GP-Verfahren möglich ist. Eine Zusammenfassung der wichtigsten
Eigenschaften findet sich in Tabelle 4.13.
Abschließender Vergleich
Eher überraschend sind die Ergebnisse der globalen Verfahren alle in einer vergleichbaren
Größenordnung (List-Scheduling ist hier ausgenommen). Einzig die raumfüllenden Kurven
erreichen beim Randlast-Szenario eine etwas geringere Lastreduktion. Diese Problemfälle
werden bei den einzelnen Verfahren je angesprochen und bei diesen ist eine geringere
Lastreduktion auch zu erwarten. Über genaue Laufzeiten kann mit dem in dieser Arbeit
verwendeten Prototyp nichts gesagt werden, allerdings sind die Komplexitäten der Verfahren
angegeben. Bei diesen ist das Raumfüllende-Kurven-Verfahren am besten, da es linear in
der Anzahl an Linked-Cells skaliert. Über die Graphpartitionierung kann in dieser Hinsicht
nichts gesagt werden, da ihre Laufzeit von der verwendeten Implementierung abhängt.
Für ein geringe Anpassung der einzelnen Teilgebiete – wie etwa in Szenario 1 und 2 – lohnt
sich jedoch der Aufwand für ein globales Verfahren nur bedingt. Hier sind lokale Lastba-
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lancierer vorteilhafter. In den vorgestellten Evaluationen ist bei fixer Iterationszahl einmal
die Diffusion besser und einmal das gitterbasierte Verfahren. Dies hängt jedoch auch damit
zusammen, dass bei der hier verwendeten Implementierung des gitterbasierten Verfahrens
die virtuelle Kraft betragsmäßig nicht auf rc beschränkt ist. Bei den inhomogenen Szenarien 3
und 4 brauchen die lokalen Verfahren sehr lange zum Konvergieren. Ein nicht unerheblicher
Vorteil der lokalen Lastbalancierer ist, dass sie mit vollständig lokaler Kommunikation aus-
kommen können – deshalb auch ihr Name. Diese Eigenschaft wird vor allem dann interessant,
wenn globale Kommunikation aufgrund der Größe des Rechners sehr teuer wird.
Ist das Hauptprogramm der Simulation eingeschränkt bezüglich Nachbarschaft, so kann
aktuell nur das gitterbasierte Verfahren verwendet werden. Eine Berücksichtigung dieser
Einschränkung ist in anderen Verfahren (vorrangig der Diffusion) denkbar und wurde jeweils
angesprochen. Bei einer Einschränkung der Formen der Teilgebiete auf Rechtecke kann
entweder die Bisektion verwendet werden oder der erwähnte Ansatz mit Füllzellen [BS15].
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Dass eine Lastbalancierung bei Molekülsimulationen von Szenarien mit inhomogener Dichte
notwendig ist, ist keine Neuigkeit. In dieser Arbeit wurde dies nochmals per Evaluationen
gezeigt. Um die Verteilungen der Last quantifizieren können, wurden Lastmodelle vorgestellt.
Das erste betrachtet die reinen Half-Shell-Rechenkosten. Im Homogenen kann dieses mini-
miert werden, indem schlicht die Anzahl an Partikeln pro Teilgebiet gleich verteilt werden.
Dies ist genau das Verfahren, das oft als statische Initialverteilung im Homogenen genommen
wird. Den wirklichen Aufwand für eine Partikelsimulation auf einem verteilten Rechner
quantifiziert es hingegen nicht. Das bloße Rechenlastmodell ist jedoch deshalb nicht zu ver-
nachlässigen, weil Ergebnisse, wie die mögliche Lastminimierung, gegeben werden können.
Das zweite Modell basiert auf einer Modellierung der Ausführung nach dem BSP-Modell.
Kommunikationskosten und randabhängige Berechnungskosten sind die vorrangig berück-
sichtigten Kostenanteile, die hier hinzukommen. Die Minimierung ist deutlich komplizierter
als beim Half-Shell-Rechenlastmodell, da Zellen ihre Kosten ändern können.
Das komplizierte an der Lastbalancierung ist, dass sie ein Maximumsproblem ist, denn das
Maximum der Lasten aller Prozesse soll minimiert werden. Es wurden hierfür sechs Verfahren
vorgestellt. Insbesondere das List-Scheduling-Verfahren ist nur sinnvoll bei einer Betrachtung
mit dem Half-Shell-Rechenlastmodell. Alle anderen Verfahren eignen sich grundsätzlich auch
für eine Betrachtung mit dem BSP-Lastmodell, beziehungsweise für eine Implementierung
auf einem verteilten Rechner. Für alle Verfahren wurden algorithmische Beschreibungen
angegeben. Ausnahme bildet hier das Graphpartitionierungsverfahren, wo auf eine externe
Bibliothek zurückgegriffen wurde. Die Verfahren wurden analysiert und evaluiert anhand
von vorgestellten Beispielszenarien. Außerdem wurden Eigenheiten diskutiert. Das diffu-
sive Verfahren wurde etwas genauer untersucht. Hier wurden Probleme des Verfahrens
angesprochen und mögliche Abhilfen aufgezeigt.
Die Evaluation in dieser Arbeit hat gezeigt, dass die globalen Verfahren alle sehr gute
Lastreduktionen erreichen, solange man nicht einen der genannten Problemfälle betrachtet
(beispielsweise bei den raumfüllenden Kurven die Randlast). Vielmehr als nach der bloßen
Lastreduktion sollte man ein globales Verfahren also nach dessen Eigenschaften, wie etwa
der entstehende Gebietsform oder der Laufzeit, wählen. Diese Ergebnisse gilt es jedoch noch
mit Berücksichtigung der Kraftkosten und der korrekten Gewichtungen zu bestätigen.
Lokale Verfahren sind iterativ und benötigen daher mehrere Iterationen zum Konvergie-
ren. Die vorgestellten Konvergenzplots zeigen, dass sich ein lokale Verfahren zur globalen
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Lastbalancierung (wie sie hier aufgrund der kartesischen Ausgangsverteilung benötigt wird)
bei sehr inhomogenen Startverteilungen nicht lohnen, da sie zu lange zum Konvergieren
benötigen; dann jedoch ebenfalls sehr gute Ergebnisse liefern. Sie eignen sich daher besser für
lokale beziehungsweise kleinere Lastimbalancen. Die Diffusion schneidet unter den lokalen
Verfahren allgemein etwas besser ab als das gitterbasierte Verfahren.
Eine weitere Möglichkeit, die in zukünftigen Arbeiten untersucht werden sollte, sind hybride
Lastbalancierer. Sie bestehen aus einem lokalen und einem globalen Verfahren. Solange die
Imbalancen klein sind, wird lokal balanciert. Sollte die Imbalance deutlich zu groß sein oder
ein lokales Minimum erreicht werden, so könnte ein globaler Lastbalancierungsschritt durch-
geführt werden. Hier würden Diffusion und Graphpartitionierung gut zueinander passen. Für
Simulationsprogramme, die bezüglich der Gebietsform und der Nachbarschaftsbeziehungen
eingeschränkt sind, ist auch ein Hybrid aus Bisektion und gitterbasiertem Verfahren denkbar.
Dazu müsste die Bisektion, wie sie hier vorgestellt wurde, jedoch modifiziert werden, um
keine hängenden Knoten zu produzieren. Die Schnitte müssten also pro Baumlevel in dersel-
ben Ebene verlaufen, sodass ein Gitter definiert wird, auf dem das gitterbasierte Verfahren
arbeiten kann.
5.1 Ausblick
In den einzelnen Kapiteln wurden schon einige Punkte angesprochen, die es weiter zu
untersuchen gilt: Kann die Graphpartitionierung so angepasst werden, dass sie die Kommuni-
kationsstruktur berücksichtigt? Zu den Problemen beim diffusiven Verfahren wurden einige
Lösungsansätze aufgezeigt. Diese müssen genau auf ihre Tauglichkeit untersucht werden
und gegebenenfalls andere Strategien zum Umgehen der Probleme gefunden werden.
Die Möglichkeit der hybriden Lastbalancierer wurde in der Zusammenfassung bereits an-
gesprochen. Diese gilt es, formal korrekt darzustellen, zu analysieren und zu evaluieren.
Außerdem sind eventuell mehr sinnvolle Kombinationen vorstellbar, als hier dargestellt.
Um besser evaluieren zu können, vor allem auf großen, verteilten Rechnern, sollten zuerst
die vorgestellten Modelle auf diese kalibriert werden. Hier geht es insbesondere um das
Festlegen der Parameter der Modelle.
In der Einleitung wurde auf eine mögliche Berücksichtigung der Hardware-Topologie hinge-
wiesen. Es müsste untersucht werden, ob eine Berücksichtigung im Lastmodell überhaupt
möglich ist, wann sie sich lohnt und in welcher Form. Schließlich müssen Lastbalancie-
rungsverfahren gefunden oder entwickelt werden, welche solche Erweiterungen tatsächlich
unterstützen.
Die Evaluationen, die in dieser Arbeit vorgestellt wurden, sind statisch. Dies ist gut genug
für eine erste Betrachtung der Verfahren, jedoch sind reale Simulationen in hohem Maße
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dynamisch. Die Verfahren müssen also an einer Sequenz von Szenarien mit Rebalancierung
evaluiert werden, was insbesondere für lokale Verfahren interessant ist.
Dieser Punkt wirft direkt auch die Frage nach der Häufigkeit der Rebalancierung auf. Hier
kann zwar direkt gesagt werden, dass die Häufigkeit offensichtlich von der vorkommenden
Teilchengeschwindigkeit abhängen muss, andererseits könnte es noch weitere Merkmale
eines Szenarios geben, die die Entscheidung beeinflussen könnten.
Merkmale von Szenarios könnten allgemein auch zu Vorhersagen dienen. Es ist vorstellbar,
dass für ein gegebenes Szenario direkt die Charakteristiken vorhersagbar sind und damit auch
die Entscheidung, welches Lastbalancierungsverfahren angewendet werden sollte, beeinflusst
werden kann.
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