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Розглянуто деякі системи розпаралелювання: 
векторизатор КАР, векторизуючий транслятор 
Fortran-77VP, системи розпаралелювання і SUIF і 
ОРС. Описано їх принципи роботи, внутрішні уяв-
лення, можливості по распаралелюванню і роботи в 
діалоговому режимі
Ключові слова: КАР, ВРС, SUIF, розпаралелюван-
ня, система розпаралелювання
Рассмотрены некоторые системы распараллели-
вания: векторизатор КАР, векторизующий транс-
лятор Fortran-77VP, системы распараллеливания 
и SUIF и ОРС. Описаны их принципы работы, вну-
тренние представления, возможности по распарал-
леливанию и работы в диалоговом режиме
Ключевые слова: КАР, ОРС, SUIF, распараллели-
вание, система распараллеливания
Some systems of paralleling are considered: KAP vec-
torizer, Fortran-77VP vectorized translator, systems of 
parallelizing and SUIF and OPS. Their principles of ope-
ration, internal representation, ability to work in paral-
lel in interactive mode are described
Keywords: KAP, OPS, SUIF, paralleling, paralleli-
ng system
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Проблема прискорення швидкодії виконання 
будь-якої програми завжди була дуже гострою. Існує 
декілька шляхів вирішення цієї проблеми:
–  оптимізація алгоритму програми;
–  прискорення роботи комп’ютерної системи.
Прискорення роботи комп’ютерної системи за 
рахунок збільшення частоти роботи процесорного 
елементу можливе тільки до деякого порогового зна-
чення. Це зумовлено насамперед обмеженнями фі-
зичних законів при використанні існуючих на даний 
час технологій створення процесорних елементів. 
Тому одним з виходів з цієї ситуації стало створення 
обчислювальних систем з кількома процесорними 
елементами. Спочатку такі системи, здебільшого, 
використовувались науковцями, але зараз сучасний 
персональний комп’ютер має в своєму складі декіль-
ка обчислювальних елементів (ядер або процесорів). 
Ці ядра можуть виконувати одночасно (паралельно) 
декілька задач. Паралельне виконання декількох за-
дач прискорює роботу комп’ютера, але не прискорює 
виконання звичайної програми. Для прискорення 
роботи програми на багатоядерній або багатопро-
цесорній системі необхідно провести оптимізацію 
коду даної програми. В цьому випадку оптимізація 
коду програми – це пошук або створення коду, який 
можна виконувати незалежно (паралельно), іншими 
словами провести розпаралелювання.
З огляду на кількість видів багатопроцесорної 
техніки і на їх архітектурні відмінності, стає зрозу-
мілим, що одна і та сама паралельна програма або 
взагалі не буде виконуватися на деяких видах таких 
систем або її виконання буде неефективним. Виходя-
чи з цього можна зробити висновок, що розпарале-
лювання необхідно робити з урахуванням архітек-
тури багатопроцесорної паралельної комп’ютерної 
системи.
Ручна оптимізація коду програми є ефективною 
в руках професіонала, але це довготривалий процес. 
Тому було розроблено і розробляється велика кіль-
кість інструментів для автоматизованого проведення 
розпаралелювання коду програми. Кожна з таких 
систем має свої обмеження та недоліки.
2. Основна частина
До систем розпаралелювання належать: вектори-
затори (PTRAN, KAP, PFC, CFT, FTN 200, Fortran-
77/VP, FORT 77/HAP для HitachiS-810, компілятори 
фірми Convex, Pascal-XT), розпаралелюючі компі-
лятори та транслятори (PascalABC.NET, Intel C++ 
Compiler, gcc ); інструментальні засоби динамічного 
та статичного аналізу коду програми на можливість 
розпаралелювання (PTOOL, Rn, ParaScope, PAT,SU-
IF, PTOPP, PEPP).
KAP [1, 2] – це сімейство препроцесорів-вектори-
заторів, кожен член якого налаштований на конкрет-
ну об’єктну машину.
У версії KAP для системи Sequent досліджуються 
такі особливості циклів: чи є в даному циклі кри-
тичний інтервал, чи є оператори IF або CALL, чи 
велика кількість ітерацій, чи містить цикл операції 
редукційного типу. Слід зазначити, що за наявності 
в тілі циклу умовних операторів та/або викликів зов-
нішніх процедур навіть автоматичний динамічний 
аналіз не завжди дає надійні оцінки. У цих випадках 
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залишається лише емпіричне вивчення динамічних 
профілів різних варіантів коду програми, вибір про-
грамістом найкращого варіанту і повідомлення про 
цей вибір транслятору за допомогою спеціальних 
директив.
KAP/205 [1, 3] – векторизатор для Cyber 205 
– призначений для полегшення ефективного вико-
нання програм на Cyber 205, так як векторизатор 
універсального типу не вирішує всіх проблем, що 
постають перед користувачами Cyber 205. Векториза-
тор сприймає програми на мові Фортран 200 і векто-
ризує DO-цикли. При цьому KAP/205 використовує 
векторні позначення мови Фортран 200, вбудовані 
векторні функції і спеціальні виклики Q8 в асем-
блерному коді. Векторизатор видає повідомлення та 
питання, що стосуються тих частин програми, які в 
подальшому можна буде поліпшити за додатковою 
допомогою користувача.
Адаптація KAP для Cyber 205 полегшується за-
вдяки модульним принципам побудови KAP. На од-
ній з перших стадій роботи KAP запускається розпіз-
навач кандидатів. На цій стадії аналізу DO-циклів 
з’ясовується, чи є операції всередині них легальними 
кандидатами на векторизацію. Векторизатор KAP/
205 позначає оператори, що включають операції які 
не можуть бути векторизовані (наприклад операції 
типу doubleprecision). Таким же чином позначаються 
оператори READ і WRITE. Ті DO-цикли, які по-
вністю складаються з невекторизованих операторів, 
позначаються як повністю послідовні і більше не до-
сліджуються.
KAP/ST-100 [2, 4] – векторизуючий препроцесор 
– складається з сканера, розпізнавача кандидатів 
(на векторизацію), розпізнавача процесів і власне 
векторизатора. Розпізнавач кандидатів шукає і по-
значає DO-цикли, які є кандидатами для вектори-
зації, наприклад відкидається будь-який оператор, 
що містить операнди з подвійною точністю. Кожен 
DO-цикл перевіряється; якщо DO-цикл не має опе-
раторів-кандидатів, то весь цикл позначається як 
непридатний і до нього не буде застосовуватися век-
торизація.
З метою поліпшення векторизації KAP/ST-100 
виконує такі загальні перетворення, як розпізнаван-
ня індуктивних змінних і перетворення скалярів у 
масиви. Крім того, розпізнаються деякі IF-конструк-
ції, які обчислюють максимум серед компонент век-
тора або знаходять індекс цього максимуму.
З метою знаходження найкращого варіанту векто-
ризації виконуються такі перетворення, як переста-
новка і розподіл циклів. Для перевірки коректності 
цих перетворень використовується граф залежно-
стей за даними.
Fortran-77VP – це векторизуючий варіант транс-
лятора стандартної мови Фортран 77 для векторних 
процесорів сімейства FACOMVP японської фірми 
Fujitsu [1, 5].
Аналогічно іншим системам векторизація тут за-
снована на побудові графа залежностей усередині 
ітеративних циклів. Транслятор може частково век-
торизувати цикл, тобто розщепити його тіло на ча-
стини, що векторизуються та що невекторизуються, 
підставити текст зовнішньої Фортран-процедури на 
місце звернення до неї з тіла циклу. Можливий діалог 
з користувачем в процесі налагодження програми. За 
допомогою спеціальних директив, що вставляють-
ся в текст програми, користувач може повідомити 
транслятору:
• про відсутність залежності між елементами 
певного масиву;
• про кількість ітерацій циклу;
• про відносну кількість спрацьовувань альтерна-
тив логічного умовного оператора IF.
Іншими словами, за допомогою операторів управ-
ління оптимізацією, оформлених як коментарі, може 
зазначатися, наприклад, коефіцієнт істинності умови; 
рекомендована довжина векторів при виконанні опе-
ратора циклу, що дозволяє найкращим чином вико-
ристовувати можливості регістрів; спосіб примусової 
векторизації циклів, які носять очевидний рекурент-
ний характер через присутності невідомих величин, 
і, навпаки, примусовий перехід до скалярної форми, 
коли заздалегідь відомо, що довжина циклу мала.
За допомогою інтерактивного векторизатора 
можлива перебудова програми в діалоговому режи-
мі. Програміст може ввести в систему відомості про 
те, які оператори циклу відносяться до тих що век-
торизуються, як підвищити швидкість обрахунку і 
т.д. Крім того, працюючи в інтерактивному режимі, 
програміст може змінювати текст вихідної програми, 
вводити оператори управління векторизацією та ін., 
контролюючи процес зміни програми на екрані.
Система SUIF (Stanford University Intermediate 
Format), яка розроблена в Стенфордському універ-
ситеті, являє собою інфраструктуру для досліджень 
в області розпаралелюючих і оптимізуючих компі-
ляторів.
SUIF була розроблена як платформа для дослід-
ження методів компіляції для високопродуктивних 
машин. Ця потужна, модульна, гнучка, ясно доку-
ментована і досить повна для компіляції великих 
тестових завдань система була успішно використана 
для проведення досліджень у таких областях, як 
скалярна оптимізація, аналіз залежностей в масивах 
даних, перетворення циклів з точки зору локальності 
і паралелізму, програмне зчитування з попереджен-
ням, планування команд. Дослідницькі проекти, що 
використовують SUIF, включають в себе декомпо-
зицію глобальних даних і обчислень як для машин з 
загальною, так і з розподіленою пам’яттю, привати-
зацію масивів, міжпроцедурне розпаралелювання, 
ефективний аналіз покажчиків.
Виходячи з цілей створення, структура системи 
являє собою невелике ядро (kernel) плюс інструмен-
тарій (toolkit), що складається з різних компілятор-
них аналізів і оптимізацій. Ядро визначає проміжне 
представлення і інтерфейс між проходами компіля-
тора. Цей інтерфейс завжди один і той же, так що про-
ходи в інструментарії можуть бути легко включені, 
замінені і упорядковані.
Інструментарій SUIF містить велику кількість 
проходів. Препроцесор для Фортрану і ANSI С до-
ступні для трансляції вихідних програм у SUIF, 
який включає паралелизатор, здатний автоматично 
знаходити паралельні цикли і породжувати розпа-
ралелюваний код. Система SUIF забезпечує бага-
то можливостей для підтримки розпаралелювання: 
аналіз залежностей за даними, розпізнавання ре-
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дукції, велику кількість прийомів для покращення 
виявлення паралелізму і унімодулярні перетворення 
для збільшення паралелізму і локальності.
Коли компіляція доходить до стадії оптимізації 
та кодогенерації, високорівневі конструкції більше 
не потрібні і розширюються до операцій нижньо-
го рівня. Результат такого розширення – простий 
список команд для кожної процедури. Інформація з 
високорівневого аналізу може бути легко приведе-
на до низькорівневого представлення за допомогою 
анотацій. Наприклад, інформація про залежності за 
даними може бути доведена до команд планування 
за допомогою анотування команд завантаження і за-
пису в пам’ять.
Компіляційна частина системи SUIF включає С- і 
Фортран-препроцесори, оптимізатор паралелізму і 
локальності на рівні циклів, що оптимізує MIPS-
постпроцесор і безліч інструментів для розробки 
компіляторів.
Щоб досягти високої продуктивності на сучасних 
архітектурах, програми повинні ефективно викори-
стовувати ієрархію пам’яті комп’ютера, а також його 
здатність виконувати операції паралельно. Ключо-
вим моментом компіляційного інструментарію SUIF 
є, таким чином, бібліотека і драйвер для здійснення 
оптимізації рівня циклів і локальності.
SUIF-паралелізатор переводить послідовні про-
грами в паралельний код для машин із загальною 
пам’яттю. Компілятор породжує SPMD-програму, 
яка містить виклики бібліотеки часу виконання, що 
переноситься. Потім використовується SUIF-to-C-
транслятор для конвертації SUIF в ANSI Сі.
SUIF-паралелізатор зроблений з багатьох різних 
проходів компілятора. По-перше, деяке число ска-
лярних оптимізацій допомагає виявляти паралелізм. 
Останні операції включають протягування констант 
(constant propagation), протягування вперед (forward 
propagation), виявлення індуктивних змінних, згор-
тання констант (constant folding) і аналіз приватиза-
ції скалярів (scalar privatization). Далі застосовуються 
унімодулярні перетворення циклів для реструктури-
зації коду з метою оптимізації та збільшення ступеня 
паралелізму. Нарешті, генератор паралельного коду 
породжує код з викликами з паралельної бібліотеки 
часу виконання.
У системі є аналізатор, який розпізнає редукції 
суми, добутку, мінімуму і максимуму. Це досить важ-
ке завдання – розпізнати редукції, які охоплюють 
кратні довільно вкладені гнізда циклів.
Паралелізатор виконує аналіз залежностей за 
даними, використовуючи SUIF-бібліотеку залежно-
стей. Аналізатор залежностей базується на алгорит-
мі Майдана і складається з серії швидких точних 
тестів, кожен з яких застосовується в обмеженій 
області. Його останній тест – алгоритм виключення 
Моцкін-Фур’є, розширеного для вирішення цілочис-
лових задач. Аналізатор також здатний обробляти 
деякі прості нелінійні доступи до масивів.
Відкрита распаралелююча система (ВРС, [9]) 
призначена для автоматичного розпаралелювання 
програм з процедурних мов програмування на пара-
лельні комп’ютери. За допомогою ВРС можуть бути 
розроблені: распаралелюючі компілятори або кон-
вертори в мови високого рівня, діалогові распарале-
люючі системи, програми для вивчення паралельного 
програмування і т.д. Перетворення з бібліотеки ВРС 
можна комбінувати для різних архітектур. У ВРС ав-
томатично визначаються цикли ParDO, тобто цикли, 
ітерації яких можуть виконуватися незалежно [7]. 
Автоматично визначаються цикли що конвеєризу-
ються, автоматично розраховується синхронізація 
конвеєрних обчислень. Основними частинами ВРС є: 
внутрішнє уявлення, графові моделі програм, біблі-
отека оптимізуючих/розпаралелюючих перетворень 
програм, додаткові функції компіляції.
Внутрішнє уявлення (ВУ) – це структура даних, що 
зберігає повну інформацію про програму, а також біблі-
отека сервісних функцій, що полегшують виконання 
перетворень програм [8]. ВУ у ВРС є універсальним, 
тобто дозволяє зберігати програми на декількох про-
цедурних мовах програмування: С, Фортран, Паскаль; 
слугує базисом для побудови, аналізу інформаційних 
залежностей і написання перетворень програм, при 
цьому схожі властивості процедурних мов уніфіку-
ються, а специфічні зберігаються; розширюваним для 
підключення компіляторів переднього плану з нових 
мов програмування до ВРС; зручним для генерації 
машинного коду різних цільових архітектур.
В вузлах внутрішнього уявлення використову-
ються спеціальні позначки, які дозволяють переда-
вати інформацію між різними частинами ВРС. Також 
до складу ВРС входять налагоджувальні засоби і 
засоби перевірки цілісності структури ВУ під час 
роботи програми.
ВУ Відкритої распаралелюючої системи є зв’яз-
ковою деревоподібною структурою і складається з 
чотирьох дерев: типів, ідентифікаторів, виразів і 
операторів. Кожне дерево ВУ зберігає інформацію 
про відповідні частини програми. ВУ спроектовано 
таким чином, що при перетворенні програми зберіга-
ється синтаксична і семантична цілісність.
ВРС дозволяє у діалоговому режимі проводити 
ланцюги перетворень, аналізувати можливості роз-
паралелювання програм, автоматично виводячи на 
екран графові моделі програм.
У Відкритій розпаралелюючій системі реалізова-
ні і візуалізовані наступні графові моделі програм: 
граф інформаційних зв’язків, граф обчислень, грат-
частий граф програми (РГА), керуючий граф програ-
ми та граф викликів підпрограм.
Перетворення у ВРС діляться на групи, залежно 
від типів фрагментів вихідного тексту, до яких вони 
застосовуються При виконанні перетворення пере-
віряються умови еквівалентності, засновані на графі 
інформаційних зв’язків або на гратчастому графі. У 
ВРС реалізовані змішані обчислення і стандарти-
зація виразів, що дозволяє підвищити широту за-
стосування перетворень. Відкрита розпаралелююча 
система може виконувати наступні перетворення: 
підстановка вперед, включаючи інтервальну під-
становку з оцінкою похибки, винесення загальних 
підвиразів; розтягування скалярів, розщеплення 
вершин, перестановка операторів, канонізація ци-
клів, розбиття циклів, злиття циклів, перестановка 
циклів, гніздування циклів, розрив ітерацій. ВРС 
містить перетворення, засновані на гратчастих гра-
фах, еквівалентність яких не може бути заснована 
на традиційному графі програмних залежностей: 
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розщеплення багатовимірних гнізд циклів у вигляді 
послідовності тісних гнізд; підстановка індексних 
змінних; експансія масивів, на основі розщеплення у 
вигляді послідовності тісних гнізд циклів.
3. Висновки
Всі існуючі на сьогоднішній день системи розпа-
ралелювання мають ряд недоліків і відрізняються 
один від одного за деякими критеріями. До основних 
глобальних недоліків можна віднести не універ-
сальність за вхідними даними, вхідними даними в 
своїй більшості слугують програми на таких мовах, 
як Сі та Фортран; обмеженість архітектур для яких 
створюється паралельний код; візуалізація; високий 
рівень програміста-оператора.
При візуалізації роботи програми та проведен-
ні аналізу коду на можливість розпаралелювання, 
використовуються різноманітні графи, наприклад, 
граф інформаційних зв’язків, граф обчислень, грат-
частий граф програми (РГА), керуючий граф програ-
ми та граф викликів підпрограм.
Таке розмаїття графів може викликати певні 
складнощі при роботі з ними. Для обробки графів в 
коді програми необхідно використовувати їх мате-
матичне представлення, матриці. При великій кіль-
кості графів буде велика кількість матриць, кожна з 
яких буде зберігати певну інформацію про алгоритм, 
який аналізується.
Більш доцільним може бути використання однієї 
матриці, в котрій буде зберігатися вся інформація 
необхідна для проведення розпаралелювання, для 
візуалізації вихідного коду програми доцільно було 
би використовувати мережі Петрі, які дозволять 
оцінити еквівалентність перетворення та перевірити 
вихідний код на відсутність dead lock’ів, зациклень та 
інших виключно-помилкових ситуацій.
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