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ABSTRACT
This thesis mainly develops robust Rao’s score tests (Lagrange multiplier (LM) tests)
for different types of spatial models. The models studied in this thesis include a spa-
tial dynamic panel data (SDPD) model and a nonlinear SAR (NSAR) model. The
proposed test is aiming to solve model selection problems. Chapter 1, “Robust LM
tests for spatial dynamic panel data models”, introduces robustLM tests for the
SDPD model that includes a contemporaneous spatial lag, a time lag and a spatial-
time lag. The maximum likelihood estimator for the estimation of SDPD models
can have asymptotic bias because of individual and time fixed effects. Bias arises
since the limiting distributions of the score functions derived from the corresponding
concentrated log-likelihood functions are not centered on zero. First, we show how
the score functions should be adjusted to avoid the effect of asymptotic bias on the
standard LM test statistics. Second, we further adjust score functions such that the
resulting LM test statistics are valid when there is local parametric misspecification
in the alternative model. Our robust LM test statistics can be used to test the pres-
ence of the contemporaneous spatial lag, time lag and spatial-time lag in an SDPD
model. In a Monte Carlo study, we demonstrate that our suggested test statistics
have good finite sample size and power properties. We also illustrate implementation
of these tests in an application on public capital productivity in 48 contiguous US
states. Chapter 2, “Robust LM Tests for Spatial Dynamic Panel Data Models un-
der both Parametric and Distributional Misspecifications”, studies the same SDPD
model. The proposed tests in this chapter is further robustified to the non-normal
distribution of error terms. Another estimation approach of the model is also dis-
cussed in this chapter. The performance of the suggested test is shown in a Monte
ii
Carlo study and empirical applications with the same data as in Chapter 1. Chapter
3, “Nested and Non-nested Tests of Nonlinear Spatial Autoregressive Model”, pro-
poses a nonlinear spatial autoregressive (NSAR) model. The added nonlinearity is
introduced through the Box-Cox (BC) transformation. This model encompasses the
linear and log linear form with BC parameter being 1 and 0, respectively. First, we
derive various combinations of LM tests for testing linear or log linear functional
form and the presence of spatial correlation, in their original [Rao (1948)] and robust
forms [Bera and Yoon (1993)], assuming normality. We explore the formulation of
these tests after estimating the model using generalized method of moments (GMM)
[Bera et al. (2010)], instead of by maximum likelihood estimator (MLE) or quasi
MLE (QMLE). Our proposed tests can be viewed as the conditional variance coun-
terpart of specification tests suggested for the spatial conditional mean as in Anselin
et al. (1996) and Bera et al. (2019). We also develop non-nested tests for linear vs.
log linear forms and vice-versa for selecting one of the models which may be of prac-
tical interest. The finite sample performance of the proposed tests is investigated
by an extensive Monte Carlo simulation study. The usefulness of our suggested test
procedures is illustrated by a substantive empirical application.
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CHAPTER 1
ROBUST LM TESTS FOR SPATIAL DYNAMIC
PANEL DATA MODELS
1.1 Introduction
We consider a spatial dynamic panel data (SDPD) model that includes a contem-
poraneous spatial lag term, a time lag term and a spatial-time lag term along with
the individual and time fixed effects, and develop robustRao’s score tests (Lagrange
multiplier (LM) tests) for testing the presence of these three terms. The quasi max-
imum likelihood estimator (QMLE) suggested for the estimation of SDPD models
can have asymptotic bias since the limiting distribution of score functions may not
center on zero. Our suggested LM test statistics are free from the asymptotic bias.
Furthermore, they are valid when the alternative models used to construct the test
statistics are parametrically misspecified.
The bulk of literature on the SDPD models focuses on the estimation issues in-
cluding identification of parameters and stability issues (Elhorst, 2010a; Kapoor et
al., 2007; Korniotis, 2010; Lee and Yu, 2010a, 2014; Parent and LeSage, 2010, 2011,
2012; Su and Yang, 2015; Yang, 2018; Yu et al., 2008). For some recent surveys
on spatial panel data models, see Anselin et al. (2008), Elhorst (2010b, 2014) and
Lee and Yu (2010c). A typical SDPD model includes individual (or regional) and
time fixed effects to account for the effects of individual and time invariant factors
on the dependent variable. A data transformation approach can be adopted to wipe
out either the individual or the time fixed effects from the model in order to make
the incidental parameters problem less severe (Neyman and Scott, 1948).1 However,
1Furthermore, there is initial conditions problem in SDPD models, which leads to inconsistent
1
the maximum likelihood (ML) estimation of SDPD models is not completely free
from the incidental parameters problem. The limiting distribution of score functions
derived from the concentrated log-likelihood function or from the log-likelihood func-
tion of the transformed model might not be centered on zero even when the number
of individuals (n) and time periods (T ) are large. As a result, the QMLE formu-
lated for these models can suffer from asymptotic bias with an order of O(T−1) or
O(max{n−1, T−1}) (Lee and Yu, 2010a; Yu et al., 2008). Therefore, the bias cor-
rection procedures should be considered to improve inference in the context of these
models. For an analytical bias correction method, see Yu et al. (2008) and Lee and
Yu (2010a).
The estimation issues discussed in the preceding paragraph are also central concern
in developing score based test statistics for SDPD models. The standard LM test
statistics that do not account for the asymptotic bias in the limiting distribution of
score functions can be invalid. In the present study, we show how the score functions
(in the QML setting considered in Lee and Yu (2010a)) can be adjusted so that the
resulting one-directional LM test statistics have the correct asymptotic distribution.
We also further adjust the score functions such that the resulting LM statistics are
also valid when there is local parametric misspecification in the alternative models.
The latter adjustment is in-line with the method suggested in Bera and Yoon (1993),
Bera et al. (2017) and Doğan et al. (2018), and can be summarized with two steps.
The score function with respect to testing parameter generally has a non-zero asymp-
totic mean in the presence of some nuisance parameters in the alternative model. In
the first step, the score function is adjusted such that it has zero asymptotic mean
in the presence of nuisance parameters. In the second step, the asymptotic variance
of the adjusted score is determined to formulate the adjusted (robust) test statistic.
This procedure yields a robust LM test in the sense that its asymptotic distribu-
tion is a central chi-square distribution irrespective of the presence of the nuisance
parameters in the alternative model.
We derive robust marginal LM test statistics for testing the presence of contempo-
estimator when the time dimension (T ) is fixed. The initial conditions problem can be avoided
under the large T case.
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raneous spatial lag term, time lag term and spatial-time lag term along with a joint
test for these terms. These test statistics are simple and their computations only
require ordinary least squared (OLS) estimates from a conventional (non-spatial)
two-way error panel data model. We design a Monte Carlo study to investigate the
finite sample size and power properties of the proposed test statistics. Our results
show that the robust test statistics have good size and power properties. Also, in an
empirical illustration about public capital productivity in 48 contiguous US states,
we demonstrate advantages of using our robust tests in inference. Finally, to fa-
cilitate the adaptation of our suggested test statistics in a specification search, we
developed a companion R software package (sdpdlm).2
The rest of this paper is organized as follows. Section 1.2 presents a brief literature
review on testing methods suggested for spatial panel data models. Section 2.2
presents the SDPD model and its assumptions. Section 2.3 lays out the details of the
ML estimation of the model. Sections 2.6 and 1.6 present the adjustment methods
to derive the robust LM test statistics. Section 1.7 provides some implications and
extensions of our testing results. Section 1.8 lays out the details of the Monte Carlo
design and presents the results. It also presents a short empirical application to
illustrate the use of our proposed test methodology in practice. Section 2.8 ends the
paper with concluding remarks. Some of the technical derivations and simulation
results are relegated to an appendix.
1.2 A Brief Literature Review
In this section, we briefly discuss the literature on hypothesis testing in spatial
panel data models. To date, most of testing procedures have been considered for
cross-sectional spatial models. For example, among others, see Anselin (1988, 2001),
Anselin and Moreno (2003), Anselin and Rey (1991), Anselin et al. (1996), Baltagi
and Li (2001), Baltagi and Yang (2013), Bera et al. (2018a,b), Born and Breitung
2The package is available for download at https://sites.google.com/site/
gcsuleymantaspinar/home/software.
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(2011), Doğan et al. (2018), Kelejian and Robinson (1992), Pinkse (2004), Robinson
(2008), Taşpınar et al. (2018), and Yang (2010). As for the spatial static and dy-
namic panel data models, the bulk of literature focuses on the estimation issues and
there are only few studies on testing and model specification issues for these models.
The main testing problem in spatial models is to test the presence of spatial de-
pendence, and arguably the preferred approach has been the Rao’s score or Lagrange
multiplier (LM) tests as these tests require only the estimation of the restricted model
under the null hypothesis, circumventing a major part of estimation burden associ-
ated with the typically large model under the alternative hypothesis. The Moran
I test is one of the most widely used test for testing spatial correlation in the dis-
turbance terms of regression models (Cliff and Ord, 1972; Moran, 1950a). Burridge
(1980) shows that the Rao’s score test formulated from the alternative model that
has a spatial autoregressive or a spatial moving average process is equivalent to the
Moran I statistic. Kelejian and Prucha (2001) introduce a central limit theorem
(CLT) that can be used to establish the asymptotic distribution of the Moran I test
under certain regularity conditions.
In the literature, conditional and marginal LM tests have been suggested for vari-
ous static spatial panel data models. Baltagi et al. (2003) consider a static panel data
model with random effects, where a spatial autoregressive process is assumed for the
idiosyncratic error term. Baltagi et al. (2003) derive several conditional and marginal
LM tests for random effects and spatial dependence in the disturbance terms. They
carry out extensive Monte Carlo experiments to investigate the performance of these
LM tests as well as the corresponding likelihood ratio (LR) tests. Baltagi et al.
(2007) extend the model specification considered in Baltagi et al. (2003) by allowing
for serial correlation, which is specified through a first-order autoregressive process in
the remainder error term. They suggest joint and conditional LM and LR tests and
investigate their small sample properties using Monte Carlo experiments. Baltagi
et al. (2007) show that the one directional tests that test for spatial error correlation
could yield misleading inference in the presence of serial correlation over time and
random effects among the spatial units. Baltagi and Liu (2008) consider a static
panel data model that has a spatial autoregressive process in the dependent variable
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and derive a joint LM test which simultaneously tests for the absence of spatial lag
dependence and random individual effects. They show that their joint test equals to
the sum of two standard LM tests. The first LM statistic tests for the absence of
spatial lag dependence ignoring the random individual effects, while the second tests
for the absence of random individual effects ignoring the spatial lag dependence. Bal-
tagi et al. (2009) extend the model specification in Baltagi et al. (2003) by assuming
heteroskedastic random effects and derive a joint LM test for homoskedasticity and
no spatial correlation in the disturbance terms. They also derive a conditional LM
test for no spatial correlation given heteroskedasticity and a conditional LM test for
homoskedasticity given spatial correlation.
Instead of focusing on the error components, Debarsy and Ertur (2010) develop
several LM test statistics as well as their LR counterparts for spatial dependence in
a fixed effects static panel data model. Their model has an autoregressive process
in the dependent variable and the disturbance terms, and allows for regional fixed
effects. Baltagi and Yang (2013) suggest standardized LM tests for a static panel
linear regression with random or fixed effects. They derive a standardized LM test by
adjusting both the mean and the variance of standard LM test for spatial dependence
in the disturbance terms and show that the standardized LM test performs relatively
better in finite samples.
Although there is a growing literature on the estimation of spatial dynamic panel
data (SDPD) models, we are aware of only two studies on testing hypotheses for
these models, namely Taşpınar et al. (2017) and Yang (2016). Taşpınar et al. (2017)
use the GMM approach suggested in Lee and Yu (2014) and develop GMM gradient
test statistics for a higher order SDPD model that includes a time lag term, spatial
time lag terms and contemporaneous spatial lag terms. Taşpınar et al. (2017) for-
mulate the standard GMM gradient tests, the adjusted versions and a C(α) test to
test the presence of the time lag term, the spatial time lag terms and the contem-
poraneous spatial lag terms. In a Monte Carlo study, they show that the adjusted
tests perform relatively better than their unadjusted one-directional counterparts,
because the adjusted tests are robust to parametric misspecification in the alterna-
tive model. Importantly, their adjusted tests are simple and require only the least
5
squares type estimates for computations. All test suggested in Taşpınar et al. (2017)
are asymptotically valid under both small and large T cases.
Yang (2016) considers an extended SDPD model that also includes a spatial lag
in the disturbance term. He uses the unified-M estimation method developed in
Yang (2018) to derive joint and marginal LM test statistics for hypotheses about
various spatial and time effects. All test statistics suggested in Yang (2016) are free
from specifications of the initial conditions and are consistent when T is fixed. To
achieve these desirable properties, the mean of score functions are subtracted from
score functions to get the adjusted score functions that have a well defined limiting
distribution. Yang (2016) then uses these adjusted score functions to formulate joint
and marginal tests for spatial and time effects.
To the best of our knowledge, the LM test statistics have not yet been developed
in the ML framework for the SDPD models. As we mentioned before, for the SDPD
models, the limiting distributions of score functions are not centered around zero
which can hinder the development of score based test statistics. In Section 2.6, we
show how score functions can be adjusted to formulate valid LM test statistics.
1.3 The Model Specification and Assumptions
An SDPD model with individual (or regional) and time fixed effects for n cross-
sectional units can be specified as3
Ynt = λ0WnYnt + γ0Yn,t−1 + ρ0WnYn,t−1 +Xntβ0 + cn0 + αt0ln + Vnt, (1.1)
for t = 1, . . . , T , where Ynt = (y1t, y2t, . . . , ynt)
′
is the n×1 vector of a dependent vari-
able for all individuals in period t, Xnt is the n×k matrix of exogenous variables with
a conformable parameter vector β0, Wn is the n×n spatial weights matrix of known
constants with zero diagonal elements, Vnt = (v1t, v2t, . . . , vnt)
′
is the n× 1 vector of
disturbance terms. The distributional assumption is imposed on the elements of Vnt
3Our testing results are based on the standard specification in (2.1). In Section 1.7, we consider
some extended versions of (2.1) and show how our testing results should be adjusted accordingly.
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by assuming that vits are independent and identically normally distributed across all
i and t with zero mean and variance σ20. The individual fixed effects are denoted by
the n × 1 vector cn0, and the time effect for period t is represented by αt0ln, where
ln is the n × 1 vector of ones. In the literature, WnYnt and WnYn,t−1 are called the
spatial lag terms, and the associated parameters, λ0 and ρ0 are known as the spatial
effects parameters.
Let Θ be the parameter space. In order to distinguish the true parameter vector
from other possible values in Θ, we state the model with the true parameter vector











. Furthermore, for notational simplicity, we let Sn(λ) = (In − λWn)
and Gn(λ) = WnS
−1
n (λ) for an arbitrary value λ. At the true parameter value,
these terms are denoted by Sn(λ0) = Sn and Gn(λ0) = Gn. Let Υnt be an n × 1









Υ̃nt = Υnt − ῩnT , and Υ̃n,t−1 = Υn,t−1 − ῩnT,−1.
For the analysis of the asymptotic properties of estimators and the LM tests, we
consider the model (2.1) under the following assumptions. (i) Wn is a non-stochastic
spatial weights matrix with zero diagonal elements, and it satisfies Wnln = ln, (ii)
Wn is a non-stochastic spatial weights matrix with zero diagonal elements, and it
may or may not satisfy Wnln = ln. The disturbance terms vit’s, i = 1, . . . , n and
t = 1, . . . , T , are independent and identically normally distributed across all i and
t with mean zero and variance σ20.
4 (i) Sn(λ) is invertible for all λ ∈ ∆λ, where
∆λ is a compact parameter space, and λ0 ∈ Int(∆λ). (ii) The row and column sums
of Wn and S
−1





n) is uniformly bounded, where An = S
−1
n (γ0In + ρ0Wn) and
[abs(An)]ij = |An,ij|.5 Xnt has non-stochastic uniformly bounded elements for all n






ntJnX̃nt exists and is nonsingular, where Jn = In− 1n lnl
′
n
be the deviation from the group mean transformation. (i) n is a non-decreasing
4Note that the object of the central limit theorem (CLT) for this model involves the linear and
quadratic forms of Vnt. When vit’s are simply i.i.d, the CLT in Kelejian and Prucha (2001, 2010)
requires the existence of (4 + ηv)th moments for disturbance terms, where ηv > 0.
5A sufficient condition for this assumption is that ‖An‖< 1, where ‖·‖ is any matrix norm (Lee






function of T , and T goes to infinity. (ii) n is an increasing function of T , and T goes
to infinity. Most of the assumptions adopted for the model are the usual regularity
conditions assumed in the literature (for example, see Kelejian and Prucha (2001,
2010)). Assumptions 2.2(iii) and 2.2 are consider by Lee and Yu (2010a) for (2.1).
Assumption 2.2(iii) is suggested for the dynamic spatial panel data models to limit
the dependence over time and over the cross-sectional units. The asymptotic setting
is characterized by Assumption 2.2. Assumptions 2.2(i) allows two cases: (i) n→∞
as T → ∞, and (ii) n is fixed and T → ∞, while Assumption 2.2(ii) only allows
n→∞ as T →∞.
1.4 The ML Estimation Approach
Under the asymptotic settings in Assumption 2.2, Lee and Yu (2010a) suggest two
estimation approaches in the ML framework. In the first approach, the model is
transformed under Assumption 2.2(i) to wipe out the time fixed effects from the
model. In the second approach, which is called the direct approach, both individual
and time fixed effects are estimated along with the other parameters. In the transfor-
mation approach, the model is first transformed with Jn to eliminate the time fixed
effects, and then the transformed model is further transformed with the orthonor-
mal eigenvectors matrix of Jn to remove the linear dependence in the transformed
disturbance terms. Under Assumption 2.2(i), we have JnWn = JnWnJn, hence the
transformation with Jn yields




n) be the orthonormal eigenvectors matrix of Jn, where the n×(n−
1) matrix Fn,n−1 corresponds to eigenvalue one, and ln/
√
n corresponds to eigenvalue













6The basic properties of this orthonormal matrix are (i) F
′





n,n−1 = Jn, (iv) F
′








n,n−1JnVnt. Then, transforming (2.2) into Y
∗
nt yields























ln 2π − (n− 1)T
2









nt (θ) , (1.4)














. By concentrating out c∗n0 and using properties in Footnote 3,
(2.4) can be written as
lnLnT (θ) = −
(n− 1)T
2
ln 2π − (n− 1)T
2







nt (θ) JnṼnt (θ) , (1.5)





In the direct approach, the log-likelihood function of (2.1) is written directly.
For this purpose, let αT = (α1, . . . , αT )
′
be the vector of time effects. Under the
assumption that Vnt ∼ N (0, σ20In), the log-likelihood function of (2.1) is written as
lnLdnT (θ, cn,αT ) = −
nT
2
ln 2π − nT
2







nt (θ, cn,αT )Vnt (θ, cn,αT ) , (1.6)





. In practice, the fixed effects are concentrated out from (2.6)
W ∗n = F
′




to reduce the dimension of parameter vector before considering an optimization al-
gorithm. The first-order condition of (2.6) with respect to αt is












n (Sn(λ)Ynt − Zntδ − cn).
Then, it follows that Vnt (θ, cn, α̂T (θ, cn)) = Jn [Sn(λ)Ynt − Zntδ − cn]. Hence, the
likelihood function with α̂T concentrated out is
lnLdnT (θ, cn) = −
nT
2
ln 2π − nT
2







nt (θ, cn, α̂T (θ, cn))Vnt (θ, cn, α̂T (θ, cn)) .






t=1 Vnt(θ, cn, α̂T ) = 0n×1,
which implies that ĉn(θ) = Jn
[
Sn(λ)ȲnT − Z̄nT δ
]
. By substituting ĉn(θ) into (2.7),
we get the following concentrated log-likelihood function:
lnLdnT (θ) = −
nT
2
ln 2π − nT
2







nt (θ) JnṼnt (θ) , (1.8)
where Ṽnt = Sn(λ)Ỹnt − Z̃ntδ.
The asymptotic argument for our suggested robust test statistics in Section 2.6 is
based on the asymptotic distribution of score functions. In order to state asymptotic






(Jn(In − An)−1S−1n )
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0kx×1









































. The asymptotic properties of the MLE based on both (2.5)
and (2.8) are studied in Lee and Yu (2010a). We collect the asymptotic results that
are required for the distribution of our test statistics in the following proposition.
For the direct and transformation approaches, we have the following results.7
1. For the direct approach, under Assumptions 2.2(ii), 2.2, 2.2, 2.2 and 2.2(ii),





+ ∆nT,2(θ0) + ∆nT,3(θ0)





















θ̄ = θ0 + op(1).
2. For the transformation approach, under Assumptions 2.2(i), 2.2, 2.2, 2.2















7Lee and Yu (2010a) investigate the identification conditions within the context of both (2.5)














and θ̄ = θ0 + op(1).
Proof. See Appendix B.3.
There are three important observations in Proposition 2.3 for each estimation ap-
proach. Starting with the transformation approach, first when n
T
→ 0, i.e., when T
grows faster than n, ∆nT,1(θ0) vanishes. Second, when
n
T
→ k, where 0 < k <∞, i.e.,
when n is asymptotically proportional to T , ∆nT,1(θ0) does not vanish and therefore
the MLE θ̂ derived under the transformation approach has an asymptotic bias of
1/
√





= O(T−1). Third, when n
T
→∞, i.e., when n grows faster









p−→ 0. The first observation in the case of
direct approach is that when n
T
→ k, the limiting distribution of score functions is not











ish. Therefore, the MLE under the direct approach has a bias of O(max{n−1, T−1}).
The second observation is that when n
T










p−→ 0. The final observation on the
direct approach is that when n
T










p−→ 0. Overall, these results have
important implications for the formulation of our test statistics as shown in the next
section.
1.5 The Robust LM Tests under Parametric Misspecification
In this section, we derive LM statistics under parametric misspecification within the
context of our model. These test statistics are robust in the sense that their asymp-
totic null distributions are central chi-square distributions irrespective of whether the
alternative model is parametrically misspecified or correctly specified. We present
a general approach for the construction of robust test statistics therefore we only
consider the test statistics under the direct approach. The test statistics under the
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transformation approach can be derived similarly. To give a general argument for the








be the parameter vector, where
ϕ, ψ, and φ are, respectively, p × 1, r × 1 and s × 1 vectors. In the context of our




, and ψ and φ could be any combinations of the parameter under
the test, namely (ρ, λ, γ). Thus, ψ and φ can be considered as the testing parame-











, where a = {ϕ, ψ, φ}. Consider the following partitions:
Σ(θ) =
 Σϕ(θ) Σϕψ(θ) Σϕφ(θ)Σψϕ(θ) Σψ(θ) Σψφ(θ)
Σφϕ(θ) Σφψ(θ) Σφ(θ)
 , ∆nT,i(θ) =
∆nT,iϕ(θ)∆nT,iψ(θ)
∆nT,iφ(θ)
 , for i = 2, 3.
(1.12)











be the restricted MLE under Hψ0 : ψ0 = ψ? and H
φ
0 : φ0 = φ?, where
φ? and ψ? are known quantities. Consider the LM test statistic for H
ψ
0 : ψ0 = ψ?



























which can be considered as the bias-corrected score function. In the following, we
investigate the asymptotic distribution of LMψ under the sequences of local alterna-
tives HψA : ψ0 = ψ? + ζ/
√
nT and HφA : φ0 = φ? + δ/
√
nT , where ζ and δ are bounded
constant vectors. The distribution of LMψ can be determined from the first-order

























nTDϕϕ(θ0)(ϕ̃− ϕ0) + op(1).
(1.16)

























Σψφ − ΣψϕΣ−1ϕ Σϕφ
]
δ + op(1). (1.17)























Then, the results in (1.17) and (1.18) imply that
√
nTDψ(θ̃)− ΣψϕΣ−1ϕ (∆nT,2ϕ + ∆nT,3ϕ) + (∆nT,2ψ + ∆nT,3ψ)
d−→ N (Ψψ, Σψ·ϕ) ,
(1.19)
where Ψψ = [Σψ·ϕζ + Σψφ·ϕδ] , Σψ·ϕ =
[





Σψφ − ΣψϕΣ−1ϕ Σϕφ
]





d−→ N (Σψ·ϕζ + Σψφ·ϕδ, Σψ·ϕ) . (1.20)
This last result can be used to determine the distributions of LMψ when there is
parametric misspecification in the alternative model. The non-zero asymptotic mean
of
√




and HφA and therefore the test statistic leads to an over-rejection of the null hypoth-
esis. A robust version that has a central chi-square distribution can be constructed
by using the adjusted score function that has an asymptotic distribution centered
around zero. Let C∗ψ(θ̃) be the adjusted score function that has an asymptotic normal
distribution centered around zero and LM∗ψ be the robust test statistic formulated
with C∗ψ(θ̃). The next proposition gives the asymptotic properties of robust and
non-robust tests under both the null and the local alternative hypotheses. Under
Assumptions 2.2(ii), 2.2, 2.2, 2.2, 2.2(ii) and n
T
→ k, where 0 < k < ∞, the
following results hold.




d−→ χ2r (ξ1) , (1.21)










ψ·ϕΣψφ·ϕδ is the non-centrality pa-
rameter.































































d−→ χ2r (ξ2) ,
(1.23)






ζ is the non-centrality parameter.
Proof. See Appendix B.3.
There are five observations regarding to the results presented in Proposition 2.4.
First, when the alternative model is parametrically misspecified, the standard one




A, has a non-central chi-square dis-







robust test LM∗ψ has central chi-square distribution under H
ψ
0 and irrespective of
whether Hφ0 or H
φ
A holds. This test shares the optimality property of the Neyman‘s
C(α) test. In particular, Bera and Yoon (1993) show that the robust test is asymp-
totically equivalent to Neyman‘s C(α) test under the null and the local alternatives.
Third, under HψA and H
φ
0 , i.e., when there is no local misspecification in the alter-






ψφ·ϕζ ≥ 0 implying that LM∗ψ has less
asymptotic power than LMψ. Fourth, the robust tests are formulated by an estima-
tor obtained under the joint null hypothesis H0 : ψ0 = ψ?, φ0 = φ?. Thus, our test
statistics only require the estimation of the model in its simplest form. On the other
hand, the conditional LM tests, for example for H0 : ψ0 = ψ?, requires the estimation
of φ0, which can be computationally involved. Finally, it is easy to check whether
a robust test reduces to the one directional test. The expression in (2.56) indicates
that the robust tests formulated with the adjusted score function reduces to the cor-
responding one directional test when Σψφ·ϕ(θ̃) = 0. In such cases, the one directional
test is asymptotically valid in the local presence of φ in the alternative model. Note




in constructing the robust test LM∗ψ(θ̃). Here, the parameter φ0 is indirectly esti-
mated through its score function Cφ(θ̃). For all practical purpose, the score function
and the MLE of a parameter can be taken as equivalent, and we think this is the
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reason why the robust test works under both Hφ0 and H
φ
A.
1.6 The Test Statistics
In this section, we use Proposition 2.4 to derive test statistics for the following
hypotheses:
1. H0 : ρ0 = γ0 = λ0 = 0,
2. Hλ0 : λ0 = 0 in the presence of γ0 and ρ0,
3. Hγ0 : γ0 = 0 in the presence of λ0 and ρ0,
4. Hρ0 : ρ0 = 0 in the presence of λ0 and γ0.
A specification search may start with testing the joint null H0 : ρ0 = γ0 = λ0 = 0.
When the joint null is rejected, we may proceed with marginal tests to identify the
correct source(s) of rejection. The test statistic for each hypothesis can easily be
formulated by using the template given in Proposition 2.4. Let κ = (γ, ρ, λ)
′
be the






be the restricted MLE under
the joint null H0 : κ0 = 0. The computation of all test statistics require θ̃. Under
the joint null H0 : κ0 = 0, the log-likelihood function in (2.8) reduces to
lnLdnT (θ̃) = −
nT
2
ln 2π − nT
2































where Ṽnt(θ̃) = Ỹnt − X̃ntβ̃. Thus, the computation of our suggested test statistics
does not require any nonlinear optimization or the application of the numerical search
techniques.8
We start with the joint null H0 : κ = 0. The test statistic can be written as
9



















































































, and Eϕ(θ̃) = [ Σβ(θ̃) Σβσ(θ̃)
Σσβ(θ̃) Σσ(θ̃)
]
. Here, n∗ =
8Note that the model reduces to Ynt = Xntβ + cn + αtln + Vnt under the joint null hypothesis.
The correct degrees of freedom for this model is (n − 1)(T − 1) − k, which can be used in the
calculation of σ̃2 in (2.67). Our simulation results show that this adjustment can provide better
results in finite samples.
9The explicit expressions are given in Sections B.1 and B.2 for all terms stated in this section.
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nT is the total number of observations. The asymptotic null distribution of LMκ is
χ23.
Next, consider the testing problem of Hγ0 : γ0 = 0, when H0 : ρ0 = λ0 = 0 holds.
In terms of our notation in Proposition 2.4, we have ψ = γ and φ = (ρ, λ)
′
for this
problem. Then, the one directional test in this case is stated as









. Our results in Proposition 2.4 show
that the asymptotic null distribution of LMγ is χ
2







when the alternative model is misspecified, i.e., when ρ0 and λ0 are not zero in the
alternative model. On the other hand, the robust version has central chi-square
distribution irrespective of whether H0 : ρ0 = λ0 = 0 locally holds or not. We have
the following result for the robust version of LMγ:














is the adjusted score function.
Next, we consider the testing problem of Hρ0 : ρ0 = 0, when H0 : γ0 = λ0 = 0
holds. In terms of our notation in Proposition 2.4, we set ψ = ρ and φ = (γ, λ)
′
.
Then, the one directional test for this problem is given by









. Proposition 2.4 indicates that the
asymptotic null distribution of LMρ is χ
2







and λ0 are not zero in the alternative model. The robust version of LMρ is given by














is the adjusted score function.
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Finally, we consider the testing problem of Hλ0 : λ0 = 0, when H0 : γ0 = ρ0 = 0
holds. For this problem, we set ψ = λ and φ = (γ, ρ)
′
in Proposition 2.4. Then, the
one directional test for this problem is given by









. Proposition 2.4 indicates that the
asymptotic distribution of LMλ is χ
2







alternative model is misspecified, i.e., when γ0 6= 0 and ρ0 6= 0. The result on the
robust version of LMλ can be stated as














is the adjusted score function. In
this remark, we compare the properties of our suggested robust test statistics with
those suggested in Yang (2016) and Taşpınar et al. (2017) in terms of (i) asymptotic
properties, (ii) distributional assumptions and (iii) computational simplicity.
In terms of asymptotic properties, our tests specifically require that T is large, and
n is asymptotically proportional to T , i.e., n
T





→ 0, our test statistics are invalid because the score functions
have degenerate limiting distribution under these cases. On the other hand, the
asymptotic properties of tests suggested in Yang (2016) and Taşpınar et al. (2017)
are valid under large n and irrespective of whether T is small or large.
In terms of distributional assumptions, we develop our tests by assuming that the
regression disturbance terms are independent and identically normally distributed,
while Yang (2016) and Taşpınar et al. (2017) assume that the disturbance terms are
simply i.i.d. We investigate the effect of non-normality on the finite sample properties
of our test statistics in Section 8 and our simulation results in Section 8 indicate that
the effect of non-normality on the finite sample properties of our tests is negligible
(especially in the case of robust tests). In the QML setting (Lee and Yu, 2010a), i.e.,






+ ∆nT,2(θ0) + ∆nT,3(θ0)























where µ4 is the fourth moment of vit and Gn.ii is the (i, i) entry of Gn. Our test

















Thus, the non-zero elements corresponding to λ and σ2 in Ω(θ̃) can affect our test
statistics. Recently, Bera et al. (2017) show how to formulate valid robust test in the
QML setting. The analysis in Bera et al. (2017) shows that the asymptotic variance
of adjusted score function is affected by Ω(θ0), but the adjusted score function itself
is not affected. When the limiting distribution of score functions is centered around
zero, i.e., when there is no asymptotic bias, Proposition 5 in Bera et al. (2017) shows
how to adjust the variance of adjusted score function in order to get valid robust
test statistics. However, Proposition 5 in Bera et al. (2017) cannot be applied to our
case because of the presence of bias terms in our case. As a result, we think that
there is indeed a need for developing a complete new theory for taking account of
non-normality for testing SDPD models by robust tests. However, that is beyond of
the scope of this paper.
Finally, in terms of simplicity and computational burden, our tests and those
suggested in Taşpınar et al. (2017) have simple closed forms, and only require the
estimates obtained from a conventional two-way error model. On the other hand,
the tests suggested in Yang (2016) are relatively complex and require the estimation
of respective restricted models by nonlinear optimization techniques.
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1.7 Some Extensions
In this section, we concentrate on some implications and extensions of our main
results in Proposition 2.4. All of these extensions are adopted in the companion R
package sdpdlm in order to allow practitioners to conduct an extensive specification
search in SDPD models.
Our results on robust and non-robust test statistics in Proposition 2.4 can also
be used to determine the test statistics for the following joint null hypotheses: (i)
H0 : ρ0 = γ0 = 0, (ii) H0 : ρ0 = λ0 = 0 and (iii) H0 : γ0 = λ0 = 0. For example,
the test statistic for H0 : ρ0 = γ0 = 0 will be readily available by setting ψ = (ρ, γ)
′
and φ = λ in Proposition 2.4. Similarly, our test statistics will be readily available
for the sub-model that includes only the individual fixed effects by doing two simple
modifications. First, Jn term should be removed from all expressions that are used
to construct the test statistics, namely from β̃, σ̃2 and Σ(θ̃). Second, we need to set
∆nT,3 = 0 in Cγ(θ), Cρ(θ) and Cλ(θ).
Our results are also applicable to SDPD models that have time-varying spatial
weight matrices. An SDPD model with time-varying weights matrices can be speci-
fied as
Ynt = λ0WntYnt + γ0Yn,t−1 + ρ0Wn,t−1Yn,t−1 +Xntβ0 + cn0 + αt0ln + Vnt, (1.36)
where Wnt’s are non-stochastic exogenous time-varying weights matrices. The re-
duced form is Ynt = AntYn,t−1 + S
−1
nt (+Xntβ0 + cn0 + αt0ln + Vnt), where Ant =
S−1nt (γ0In + ρ0Wn) and Snt = (In − λ0Wnt). As in Assumption 2.2, a sufficient con-
dition for the stability of this model is ‖Ant‖< 1 uniformly for all n and t, where ‖·‖
is any matrix norm. The asymptotic properties of this model in the ML framework
are investigated in Lee and Yu (2012) for a stable DGP under the setting that n is a
strictly increasing function of T , and T goes to infinity. Lee and Yu (2012) suggest
a transformation based approach when Wntln = ln holds for all t. The time fixed


























n,n−1Ynt and the other terms are defined
similarly. By using the properties stated in Footnote 3, the log-likelihood function
of (1.37) can be written as
lnLnT (θ, cn) = −
(n− 1)T
2












nt (θ) JnVnt (θ) , (1.38)
where Vnt(θ) = Snt(λ)Ynt−Zntδ− cn and Znt = (Yn,t−1, Wn,t−1Yn,t−1, Xnt). Concen-
trating out cn from (1.38) yields
lnLnT (θ) = −
(n− 1)T
2












nt (θ) JnṼnt (θ) , (1.39)







. Under our Assumption 2.2, the asymp-


















(Lee and Yu, 2012). Thus, our results in Proposition 2.4 are di-
rectly applicable to (1.39) to develop robust and non-robust test statistics for this
model.
In developing our test statistics, we assume that the SDPD in (2.1) is stable by
satisfying Assumption 2.2. Lee and Yu (2010b) suggest a data transformation ap-
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proach based on the spatial difference operator (In−Wn) that can eliminate possible
unstable and/or explosive components from the DGP. Assuming that Wnln = ln, the
spatial difference operator (In −Wn) will eliminate the time fixed effects from (2.1)
and yields
(In −Wn)Ynt = λ0Wn(In −Wn)Ynt + γ0(In −Wn)Yn,t−1 + ρ0Wn(In −Wn)Yn,t−1
+Xntβ0 + (In −Wn)cn0 + (In −Wn)Vnt, (1.40)
where Var ((In −Wn)Vnt) = σ20Ξn, with Ξn = (In −Wn)(In −Wn)
′
. Let n1 be the
number of non-zero eigenvalues of Ξn and consider the decomposition of Ξn such
that ΞnFn = FnΛn and ΞnHn = 0, where Λn is the n1 × n1 matrix of non-zero
eigenvalues, Fn is the n × n1 matrix of orthonormal eigenvectors corresponding to
non-zero eigenvalues and Hn is the n× (n− n1) matrix of orthonormal eigenvectors





























n(In −Wn) and the other terms are
defined similarly. Note that the effective sample size of (1.41) is n1T and Var (V
∗
nt) =
σ20In1 . Using the properties in Footnote 10, the log-likelihood function of (1.41) can
be written as
lnLnT (θ, cn) = −
n1T
2
ln 2π − n1T
2







nt (θ) (In −Wn)
′
Ξ+n (In −Wn)Vnt (θ) , (1.42)
where Vn(θ) = Sn(λ)Ynt−Zntδ− cn and Ξ+n = FnΛ−1n F
′
n. Concentrating out cn from
10 Some useful properties of this decomposition are (i) F
′
nFn = In1 , H
′











n)(In −Wn) = WnFnF
′
n(In −Wn), and
(iii) |S∗n(λ)|= 1(1−λ)n−n1 |Sn(λ)|, where S
∗









lnLnT (θ) = −
n1T
2
ln 2π − n1T
2







nt (θ) (In −Wn)
′
Ξ+n (In −Wn)Ṽnt (θ) , (1.43)
where Ṽn(θ) = Sn(λ)Ỹnt − Z̃ntδ. The log-likelihood function in (1.43) can be the
object in our Proposition 2.4 to develop robust and non-robust test statistics. Under


















Thus, our results in Proposition 2.4 are again directly applicable to (1.43).
1.8 A Monte Carlo Study and An Empirical Illustration
1.8.1 Design
In this section, we describe the details of Monte Carlo design for our analysis. Our
design is based on Taşpınar et al. (2017) and Yang (2018). For the model specifica-
tion,
Ynt = λ0WnYnt + γ0Yn,t−1 + ρ0WnYn,t−1 +Xntβ0 + cn0 + αt0ln + Vnt, (1.44)
for t = 1, . . . , T , we specify two weights matrices corresponding to the Rook conti-
guity case and the Queen contiguity case. As such, consider n spatial units that are
randomly permuted and allocated into a lattice of k×m squares, where k = m =
√
n.
In the Rook contiguity case, wij,n = 1 if the spatial unit j is in a square that is ad-
jacent (left/right/above or below) to the square of the spatial unit i. In the Queen
contiguity, wij,n = 1 if the spatial unit j is in a square that is adjacent to, or shares a
corner with the square of the spatial unit i. In both cases, Wn is then row normalized.
11The expression for ∆nT (θ0) is provided in Lee and Yu (2010b).
25
We include two exogenous regressors in the model. The first one is generated
as X1,nt = Ψn + 0.01 t ln + Unt, where Unt = 0.5Un,t−1 + εnt + 0.5 εn,t−1 and εnt ∼
N(0n×1, 2In). Furthermore, Ψn = Υn + 1/(T + m + 1)
∑T
t=−m εnt, where Υn ∼
N(0n×1, In) and m = 20. Then, Xnt = (X1,nt,WnX2,nt) where X2,nt ∼ N(0n×1, In).
We set β0 = (1.2, 0.6). For the individual effects, we let cn0 = (1/T )
∑T
t=1 X1,nt, and
draw αt0 from N(0, 1). For the error term vit, we specify two cases: (i) vit ∼ N(0, 1)
and (ii) vit ∼ Gamma(1, 1) − 1. The data generating process has 21 + T periods
and the last T + 1 periods are used for estimation. For the sample size, we use the
following n and T combinations: (n, T ) = {(100, 10), (20, 200)}.12
Under the null model (i.e., λ0 = γ0 = ρ0 = 0), (2.84) reduces to a two-way error
model (2WE). For the alternative model, there are seven different specifications we
can consider. Given their commonality in empirical studies, we chose to focus on
the following four specifications. The first specification is a dynamic panel data
model with no spatial effects (DPD), i.e., when λ0 = ρ0 = 0 and γ0 6= 0. The
second specification is a spatial static panel model (SSPD), i.e., when λ0 6= 0 and
ρ0 = γ0 = 0. The third specification is a spatial dynamic panel data model with
no spatial-time lag (SDPDW), i.e., when ρ0 = 0, λ0 6= 0 and γ0 6= 0. The final
specification for the alternative models is the spatial dynamic panel data model
(SDPD), i.e., when ρ0 6= 0, λ0 6= 0 and γ0 6= 0. Note that the first three alternative
models can also be considered as the null models for the one-directional tests and their
robust counterparts in the following way: (i) the DPD model for LMρ, LM
?
ρ , LMλ
and LM?λ ; (ii) the SSP model for LMρ, LM
?
ρ , LMγ and LM
?
γ ; (iii) the SDPDW model
for LMρ and LM
?
ρ . We let γ0 take values from {0.01, 0.02, . . . , 0.05, 0.10, 0.15, 0.20},
and λ0 and ρ0 take values from {0.05, 0.10, 0.15, 0.20} in the alternative models.
Hence, the DPD, SSPD, SDPDW and SDPD specifications yield respectively 8, 4,
32 and 128 combinations. Resampling is carried out for 5, 000 times.
Table 1.1 summarizes the null hypotheses and the respective test statistics along
with the source of misspecification in each hypothesis considered in the Monte Carlo
study. For example, the source of misspecification for H0 : λ0 = 0 is the presence
of ρ0 and γ0 in the alternative model. All test statistics presented in Table 1.1
12For the sake of brevity, we only provided estimation results for (n, T ) = (100, 10).
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Table 1.1: Summary of test statistics
Parameters
Null hypothesis λ0 γ0
H0 : ρ0 = 0 Set to zero Set to zero
H0 : ρ0 = 0 Unrestricted, not estimated Unrestricted, not estimated
ρ0 γ0
H0 : λ0 = 0 Set to zero Set to zero
H0 : λ0 = 0 Unrestricted, not estimated Unrestricted, not estimated
λ0 ρ0
H0 : γ0 = 0 Set to zero Set to zero
H0 : γ0 = 0 Unrestricted, not estimated Unrestricted, not estimated
H0 : λ0 = ρ0 = γ0 = 0 – –
are computed by the estimates from the 2WE model. See (2.65) and (2.66). Note
that we do not consider the conditional tests that require a restricted MLE for the
computation of the test statistics. Here our aim is to compare the performance of
the robust tests with their non-robust counterparts once the estimates of the simple
2WE model are available.
1.8.2 Results on Size Properties
To evaluate size properties of the tests, we will use the size discrepancy plots. The
size discrepancy plot is generated from the empirical distribution function (edf) of
p-values. More formally, let τ denote a test statistic, and τj for j = 1, . . . ,R be the
R realizations of τ generated in a Monte Carlo experiment. Let F (x) denote the
cumulative distribution function (cdf) of the asymptotic distribution of τ evaluated
at the level x. Then, the p-value associated with τj, denoted by p(τj), is given by
p(τj) = 1−F (τj). An estimate of the cdf of p(τ) can be constructed simply from the
edf of p(τj). Consider a sequence of levels denoted by {xi} for i = 1, . . . ,m from the




R1( p(τj) ≤ xi)/R. Then, a size discrepancy plot is created by plotting F̂ (xi)− xi
against xi under the assumption that the true data generating process is characterized
by the null hypothesis.
To assess the significance of the discrepancies, we construct a point-wise 95%
confidence interval for a nominal size using a normal approximation to the binomial
distribution. Let α denote the nominal size at which the test is carried out. Using
a normal approximation to the binomial distribution, a point-wise 95% confidence
interval centered on α is given by α± 1.96 [α(1− α)/R]1/2. In the discrepancy plots,
the interval will be represented by the black solid lines.
To save space we present the results from the 2WE model using the size discrepancy
plots, whereas the results from the DPD, SSPD and SDPDW models are summarized
in tables. When the null model is one of the DPD, SSPD and SDPDW models, we
focus solely on the nominal size of 5% and provide size deviations at this level only.
The general observations on the size properties of tests from Figures 1.1 and 1.2,
Tables A.1 through A.3 are listed as follows.
1. Figures 1.1 and 1.2 present the size discrepancy plots when the null model is
2WE for the Rook and Queen contiguity cases, respectively. In general, size
distortions for all tests lie inside the 95% point-wise confidence intervals. The
size discrepancies are relatively larger for LMρ, LMλ and LMκ, especially in
the case of non-normal errors.
2. Table A.1 presents the magnitude of size distortions as a function of the local
misspecification in the alternative model, the DPD model. We would expect to
see robust versions of the one directional tests to outperform their non-robust
counterparts, when the magnitude of misspecification is small. For values of
γ0 between 0.01 and 0.05, we do not observe any significant difference between
the robust tests and their non-robust counterparts. As the misspecification in
γ0 deteriorates, the non-robust tests become over-sized, especially LMρ. On
the other hand, the robust tests seem to over-correct for the misspecification
substantially, resulting in under rejection of the null hypothesis. This pattern
is seen for both weights matrix specifications.
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3. In Table A.2, the null model is the SSPD model and the source of the mis-
specification is the deviation of λ0 from zero. In general, the robust tests are
properly sized while their non-robust counterparts are severely over-sized. LM?γ
seems to be not affected by the type of the weights matrix, whereas LM?ρ un-
derperforms in the case of Queen contiguity for larger deviations in the value
of λ0.
4. Table A.3 confirms our previous findings. In general, LM?ρ outperforms LMρ,
when λ0 and γ0 deviate locally from zero. For example, when λ0 = 0.2 and
γ0 = 0.1 , the actual size of LM
?
ρ is 0.049 at the 5% level in the case of normal
errors, whereas the actual size of LMρ is 0.998.
5. Recall that the robust tests use the residuals from the estimation of 2WE model
and implements a correction on the test statistics for a local misspecification of
the alternative model, i.e., ignoring the spatial component(s). The bias in these
residuals depends on the strength of spatial dependence as well as on the con-
nectedness of the weights matrix. Therefore, we can expect poor performance
for the robust tests as spatial parameters deviate from zero substantially in the
alternative model.
6. Finally, Tables A.1 and A.3 indicate that as the temporal dependence strength-
ens, i.e., the misspecification in γ0 gets larger in absolute value, the performance
of the robust one-directional tests deteriorates significantly relative to their non-
robust counterparts. This is not surprising in the sense that the bias in the
residuals from the estimation of 2WE model increase as the dependence over
time strengthens.
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Figure 1.1: Size discrepancy plots when (n, T ) = (100, 10).

















































(a) Rook weights matrix and normal errors

















































(b) Rook weights matrix and non-normal errors
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Figure 1.2: Size discrepancy plots when (n, T ) = (100, 10).

















































(a) Queen weights matrix and normal errors

















































(b) Queen weights matrix and non-normal errors
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1.8.3 Results on Power Properties
The results on the power properties of tests are presented in Tables A.5-A.12. For
brevity we only provide power results for the case where the disturbance terms are
normally distributed and the weights matrix is based on Queens contiguity. The
results based on the gamma distribution and Rook contiguity are similar and available
upon request. The general observations on the power properties of our proposed tests
are listed as follows.
1. In Table A.5, the null model is the 2WE model and the alternative model is
the DPD model. The results indicate that both test statistics for γ0 and the
joint tests statistic have satisfactory power. The robust test LM?γ has slightly
lower power than LMγ confirming our theoretical results. The test statistics for
H0 : ρ0 = 0 and H0 : λ0 = 0 should lack of power when the alternative model
is the DPD model, and this is confirmed in columns 4 through 7. However, we
also see that LMρ over rejects the null, confirming the (over) size problem in
Table A.1. Therefore, in case of temporal dependence in the data generating
process, the robust tests are preferable.
2. In Table A.6, the null model is the 2WE model and the alternative model is the
SSPD model. The results indicate that both test statistics for λ0 and the joint
tests statistic have satisfactory power. The robust test LM?λ has slightly lower
power than LMλ confirming again our theoretical results. The test statistics for
H0 : γ0 = 0 and H0 : ρ0 = 0 should lack of power when the alternative model is
the SSPD model, and this is confirmed in columns 1 through 4. This is the case
for LMγ and LM
?
γ . However, although LM
?
ρ indicate no over rejection, LMρ
grossly over rejects the null, confirming the (over) size problem in Table A.2.
3. In Table A.7, the null model is the 2WE model and the alternative model is
the SDPDW model. The results indicate that both test statistics for γ0, and
λ0 and the joint tests statistic have satisfactory power. The robust tests LM
?
γ
and LM?λ have slightly lower power than their non-robust counterparts. The
test statistics for H0 : ρ0 = 0 should lack of power when the alternative model
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is the SSPDW model, and this is confirmed in columns 5 and 6, although again
LMρ over rejects the null confirming the (over) size problem in Table A.3.
4. In Tables A.9 through A.12, the null model is the 2WE model and the alter-
native model is the SDPD model. All tests should have power since under
the alternative the values of γ0, ρ0 and λ0 are not zero. All one directional
tests and the joint tests have proper power. The non-robust tests have higher
power relative to their robust counterparts in some cases but the differences
are generally negligible.
Our Monte Carlo setting also allows for a comparison of the likelihood based robust
test statistics with the GMM based robust tests suggested in Taşpınar et al. (2017)
in terms of finite sample properties. The Monte Carlo setting in both papers are the
same except for the range of values chosen for λ0, γ0 and ρ0. But the comparison is
possible for the values of 0.05 and 0.10. We list our main findings below.
1. In terms of size properties, we can, for example, compare the performances of
the robust tests when the null model is the 2WE, i.e., λ0 = ρ0 = γ0 = 0. In
this case, we can directly compare Figures 1.1 and 1.2 with Figures 1 and 2 of
Taşpınar et al. (2017). We observe no significant differences. Size distortions
for all tests lie inside the 95% point-wise confidence interval.
2. The size properties of the robust test statistics for λ and ρ can also be inves-
tigated when the null model is the DPD model. In this case, γ0 is allowed to
take on values of 0.05 and 0.10. Comparing Table A.1 with Table C.1 in Taşpı-
nar et al. (2017), we see that robust tests based on both approaches perform
better than their non-robust counterparts. However, the robust tests based on
the likelihood approach may over correct. For example, in the Rook contiguity
case with normal errors, LM?ρ values are 0.046 and 0.042 at the 5% level (for
γ0 = .05 and γ0 = .10) for the GMM approach, whereas for the likelihood based
LM?ρ they are .041 and .031, respectively.
3. Similarly, we can analyze the size properties of the robust tests for γ and ρ,
when the null model is the SSPD model. In this case, λ0 is allowed to take on
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values of 0.05 and 0.10. Comparing Table A.2 with Table C.2 in Taşpınar et al.
(2017), we see that robust tests based on both approaches perform better than
their non-robust counterparts. For example, in the Queen contiguity case with
normal errors, LM?ρ values based on the GMM approach are 0.046 and 0.053 at
the 5% level (for λ0 = 0.05 and λ0 = 0.10) whereas corresponding LMρ values
are 0.171 and 0.550. For the likelihood based LM?ρ yields values of 0.059 and
0.059 whereas LMρ statistics are 0.101 and 0.259.
4. The size properties of the robust tests for ρ can also be investigated when the
null model is the SDPDW model, i.e., λ0 and γ0 are allowed to take on values
from 0.05 and 0.10. Comparing Table A.3 with Table C.3 in Taşpınar et al.
(2017), we see that LM?ρ based on both approaches perform better than their
non-robust counterparts. For example, in the Rook contiguity case with normal
errors, LM?ρ statistic based on the GMM approach is 0.051 at the 5% level (for
λ0 = 0.05 and γ0 = 0.05) whereas the LMρ statistic is 0.474. The likelihood
based LM?ρ is 0.041 whereas its non-robust counterpart yields 0.200.
5. In terms of power properties, we can compare the performances of the robust
tests for γ from the DPD model. Comparing Table A.5 with Table C.5 in
Taşpınar et al. (2017), we see that the likelihood based LM?γ has more power
than the GMM based LM?γ . Comparing Table A.6 with Table C.5, the same
result for LM?λ follows from the SSPD model, but the difference is not as
pronounced. The power of the robust tests for λ and γ can also be analyzed
from the SDPDW model. Comparing Table A.7 with Table C.6 in Taşpınar et
al. (2017) when λ0 = γ0 = 0.05, we see that the likelihood based LM
?
γ has more
power than the GMM based LM?γ . The difference is again not pronounced for
LM?λ .
6. Finally we can compare the power of the robust tests using the SDPD model.
To this end, using Table A.9 and Table C.8 in Taşpınar et al. (2017) for λ0 =
γ0 = ρ0 = 0.10, the GMM based robust tests for ρ and λ lack power compared to
their likelihood based counterparts. However, the roles are reversed in the case
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of the robust tests for γ. When these parameters deviate from zero significantly,
all tests in both approaches obtain more power and perform similarly.
1.8.4 Empirical Illustration
To illustrate how these tests can be implemented and interpreted in an empirical
study, we will use a well known data set on capital productivity from Munnell (1990).
The data set includes observations related to public capital productivity on 48 con-
tiguous US States from 1970 to 1986 annually. She specifies a Cobb-Douglas produc-
tion function that relates the gross social product of a given state to public capital
input, private capital input, labor input and state unemployment rate. We will con-
sider an extension of her specification to a spatial panel data model by including
spatial, temporal and spatio-temporal dependence in gross social product. As such,
in our model specification (2.1), Yit will denote gross social product of state i at
period t and Xit will include public capital input, private capital input, labor input
and state unemployment rate for state i at time t. The spatial weights matrix Wn
is generated from the contiguity information of the states, i.e., wij = 1 if states i
and j share a common border, otherwise wij = 0. Then, the weights matrix is row
normalized.
Our aim is to use the robust test statistics to test the presence of spatial, temporal
and spatio-temporal dependence in the gross social product. Table 2.3 presents the
LM test statistics and their p-values in parentheses. All tests taken together indicate
strong evidence of temporal, spatial, and spatio-temporal dependence. These findings
lead us to the conclusion that there is strong statistical evidence for the SDPD
specification. Here the adjusted and unadjusted tests lead to the same conclusion.
However, for other data sets they may lead to different inference. For instance, here
the numerical value of LM?ρ is somewhat larger than that of LMρ and the later is
invalid due to the presence of temporal (γ) and spatial (λ) dependence.
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498.779 497.882 31.741 50.787 77.841 76.062 576.657
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
1.9 Conclusion
In this paper, we introduced robust LM tests within the ML estimation framework
for a spatial dynamic panel data model. These tests are robust in the sense that
they specifically account for the asymptotic bias in the limiting distribution of score
functions of the likelihood estimator, as well as the potential misspecification in the
alternative model. Hence, the robust tests have the central chi-square distribution
when the alternative model is misspecified, whereas the asymptotic null distributions
of the standard LM tests deviate from the central chi-square distribution. Therefore,
the robust tests obtain asymptotically the correct size. We derive the asymptotic
distribution of our proposed tests under the null and the local alternative hypotheses.
These tests can be used to test the presence of the contemporaneous dependence
over space, dependence over time and spatial time dependence. Since these tests are
robust to the misspecification of the alternative models, they are more suitable for
the detection of the source of dependence in a spatial dynamic panel data model.
One attractive feature of our proposed tests is that their test statistics are easy
to compute and only require the estimates from a two-way error model. Therefore,
these tests can be easily made available for practical applications using the standard
statistical softwares. In a Monte Carlo study, we investigated the size and power
properties of our proposed tests. Our results confirmed that the robust tests have
acceptable finite sample properties and can be useful for the detection of the source
of dependence. The results, hence, coincides with our analytical findings that the
robust tests are valid when the alternative models locally deviate from the true data
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generating process. Also, in an empirical illustration, we showed that how these
robust tests can be used. Importantly, all tests can be effortlessly implemented in a
specification search by using our R software package sdpdlm.
In future studies, our testing approach can be extended to unstable SDPD models,
where there are unit roots generated by temporal and spatial correlations in the ML
framework. Our tests can also be easily formulated for the SDPD models that have
time-varying endogenous spatial weight matrices. Finally, our testing approach can
be extended to the QML setting so that the resulting test statistics are also robust
to distributional misspecification. We leave these topics for future research.
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CHAPTER 2
ROBUST LM TESTS FOR SPATIAL DYNAMIC




Mahalanobis (1944) and Moran (1950b) bring the attention to the interaction be-
tween different locations that are spatially close to each other. Cliff and Ord (1972)
introduces the spatial autoregressive (SAR) model which is a major tool to analyze
data that shows spatial correlation. To allow for more modeling flexibility, the SAR
model is then extended into a spatial panel data model. Elhorst (2003), Baltagi et al.
(2003, 2007), Kapoor et al. (2007), Parent and LeSage (2010, 2011, 2012) studied
the spatial panel data models with random effects. For fixed effect models, Korni-
otis (2010), Su and Yang (2015), Yu et al. (2008), Lee and Yu (2010a, 2012) have
investigated the static or dynamic models under various model structures.
In my paper, I consider the SDPD model setting in Lee and Yu (2010a). The model
includes a contemporaneous spatial lag term, a time lag term and a spatial-time lag
term with both the individual and time fixed effects. For the estimation of the SDPD
model, there are two common approaches, direct approach and transformation ap-
proach. With direct approach, the fixed effects are concentrated out by is QMLE or
MLE, while for the transformation approach, the model is first transformed to wipe
out the time fixed effect, and then the individual fixed effects are concentrated out
by the corresponding QMLE or MLE. However, with either approach, the MLE or
QMLE suffers from incidental problem. The limiting distribution of score functions
derived from the concentrated log-likelihood function of the direct approach or from
the log-likelihood function of the transformed model might not be centered on zero
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even when the number of individuals (n), and time periods (T ) are large. The inci-
dental parameter problem could cause a bias with an order max{O(1/T ), O(1/n)}
for direct approach and O(1/T ) for transformation approach to the QMLE or MLE.
Lee and Yu (2010a) and Yu et al. (2008) suggest to add a bias correction term to
the score function to improve inference in the context of the SDPD models.
The estimation issues discussed in the above are also central concerns in developing
score based test statistics for SDPD models. The classical LM test (Rao, 1948) does
not take into account of the bias correction term, so the asymptotic distribution
of the score function will be invalid, and the classic test will fail in SDPD model.
So far, most of testing procedures have been considered for cross-sectional spatial
models. For example, among others, see Anselin (1988, 2001), Anselin and Moreno
(2003), Anselin and Rey (1991), Anselin et al. (1996), Baltagi and Li (2001), Bal-
tagi and Yang (2013), Bera et al. (2018a,b), Born and Breitung (2011), Doğan et
al. (2018), Kelejian and Robinson (1992), Pinkse (2004), Robinson (2008), Taşpı-
nar et al. (2018), and Yang (2010). As for the spatial static and dynamic panel
data models, the bulk of literature focuses on the estimation issues while there are
only few studies on testing and model specification issues for these models. We are
aware of three studies on testing hypotheses for these models, namely Taşpınar et al.
(2017), Yang (2016) and Bera et al. (2019). Taşpınar et al. (2017) use the GMM
approach suggested in Lee and Yu (2014) and develop GMM gradient test statistics
for a higher order SDPD model that includes a time lag term, spatial time lag terms
and contemporaneous spatial lag terms. Their adjusted tests are robust to para-
metric misspecification in the alternative model and are asymptotically valid under
both small and large T cases. Yang (2016) considers an extended SDPD model that
also includes a spatial lag in the disturbance term. He uses the unified-M estimation
method developed in Yang (2018) to derive joint and marginal LM test statistics for
hypotheses about various spatial and time effects. All test statistics suggested in
Yang (2016) are free from specifications of the initial conditions and are consistent
when T is fixed. To achieve these desirable properties, the mean of score functions
are subtracted from score functions to get the adjusted score functions that have a
well defined limiting distribution. Yang (2016) then uses these adjusted score func-
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tions to formulate joint and marginal tests for spatial and time effects. Bera et al.
(2019) develop LM test using the method suggested by Bera and Yoon (1993) and
Bera et al. (2017) based on direct approach. They develop LM tests that is robust to
parametric misspecification in the alternative model. The tests require both n and
T go to ∞ and n/T should be non-zero and finite.
This paper considers a more general test comparing to Bera et al. (2019) in the sense
that distributional misspecification is included and the tests are also extended to the
transformation approach. The LM test statistics are constructed in the following
steps. First, I derive the asymptotic distribution of the bias corrected score function
of SDPD model assuming no parametric or distributional misspecification, and form
non-robust LM test statistics. Then, I consider the case when the normal distribution
assumption is violated, and derive the LM tests that are robust to this distributional
misspecification. I further adjust the score functions so that the resulting LM statis-
tics are also valid when there is local parametric misspecification in the alternative
models. Finally, I combine the two robust tests and obtain the LM tests that are
robust to both parametric and distributional misspecification. I prove that the dis-
tributional and parametric misspecification robust tests are asymptotic equivalent to
the tests that are only robust to parametric misspecification, so the LM test that is
only robust to parametric misspecification will provide reliable inference even when
the error is not normally distributed. The tests are constructed with both direct and
transformation approaches. The direct approach can be applied to a weight matrix
that is not row-normalized, while the transformation does not require n to be ∞.
Each has certain advantages.
The LM tests can be applied for testing the presence of the contemporaneous spatial
lag, the time lag and the spatial-time lag in the SDPD model. One desired feature of
LM tests is that these tests require only the estimation of the restricted model under
the null hypothesis with which all the spatial and time lag terms are restricted to be
0. The procedure circumvent a major part of estimation burden which can cause a
trouble especially in spatial models. With all the lag terms set to 0, the tests in this
paper are simple and their computations only require ordinary least squared (OLS)
estimates from a conventional (non-spatial) two-way error panel data model.
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I design a Monte Carlo study to investigate the finite sample size and power proper-
ties of the proposed test statistics. The simulation results show that the robust test
statistics have good size and power properties. Also, I demonstrate advantages of
applying my robust tests in inference to empirical examples of capital productivity.
Finally, to facilitate the adaptation of my suggested test statistics in a specification
search, an R software package (sdpdlm) is developed and available upon request.
The rest of this paper is organized as follows. Section 2.2 presents the SDPD model
and its assumptions. Section 2.3 lays out the details of the QML estimation of the
model. Sections 2.4 to 2.7 present the adjustment methods to derive the robust
LM test statistics. Section 2.8 provides the details to compute suggested tests. Sec-
tion 2.9 lays out the details of the Monte Carlo design and presents the results. It
also presents empirical applications to illustrate the use of my proposed test method-
ology in practice. Section 2.10 ends the paper with concluding remarks. Some of the
technical derivations and simulation results are relegated to an appendix.
2.2 The Model Specification and Assumptions
The SDPD model considered is
Ynt = λ0WnYnt + γ0Yn,t−1 + ρ0WnYn,t−1 +Xntβ0 + cn0 + αt0ln + Vnt, t = 1, . . . , T
(2.1)
where Ynt = (y1t, y2t, . . . , ynt)
′
and Vnt = (v1t, v2t, . . . , vnt)
′
are both n×1 vector. vit’s
are i.i.d. distributed across t and i with mean of 0 and variance of σ20. Xnt is the
n× k matrix of exogenous variables with a conformable parameter vector β0, Wn is
the n × n known exogenous spatial weight matrix with zero diagonal elements. cn0
is the n× 1 vector individual fixed effects, and αt0 is the time effect for period t,and
ln is the n× 1 vector of ones. Let Θ be the parameter space. In order to distinguish
the true parameter vector from other possible values in Θ, the true parameter vector






. An arbitrary value of parameter vector is de-




. Denote Sn(λ) = (In − λWn) and Gn(λ) = WnS−1n (λ)
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for an arbitrary value λ. At the true parameter value, these terms are denoted
by Sn(λ0) = Sn and Gn(λ0) = Gn for simplicity. Let Ῡnt be an n × 1 vector for








t=1 Υn,t−1, Υ̃nt = Υnt − ῩnT ,
and Υ̃n,t−1 = Υn,t−1 − ῩnT,−1.
For the analysis of the asymptotic properties of estimators and the LM tests, I con-
sider the model (2.1) under the following assumptions. (i) Wn is a non-stochastic
spatial weights matrix with zero diagonal elements, and it satisfies Wnln = ln, (ii)
Wn is a non-stochastic spatial weights matrix with zero diagonal elements, and it
may or may not satisfy Wnln = ln. (i) The disturbance terms vit’s, i = 1, ..., n and
t = 1, ..., T , are independent and identically normally distributed across all i and t
with mean zero and variance σ2. (ii) The disturbance terms vit’s, i = 1, . . . , n and
t = 1, . . . , T , are independent and identically distributed across all i and t with mean
zero and variance σ20, and E|vit|4+η< ∞ for some η > 0.1 (i) Sn(λ) is invertible
for all λ ∈ ∆λ, where ∆λ is a compact parameter space, and λ0 ∈ Int(∆λ). (ii)
The row and column sums of Wn and S
−1
n (λ) are bounded in absolute value uni-




n) is uniformly bounded, where
An = S
−1
n (γ0In + ρ0Wn) and [abs(An)]ij = |An,ij|.2 Xnt has non-stochastic uni-







is nonsingular, where Jn = In− 1n lnl
′
n be the deviation from the group mean transfor-
mation. (i) n is a non-decreasing function of T , and T goes to infinity. (ii) n is an
increasing function of T , and T goes to infinity. Most of the assumptions adopted for
the model are the usual regularity conditions assumed in the literature (for example,
see Kelejian and Prucha (2001, 2010) and Lee and Yu (2012)). Assumption 2.2 (ii)
provides regularity assumptions for disturbance terms such that central limit theo-
rem is applicable. Assumptions 2.2(iii) and 2.2 are consider by Lee and Yu (2010a)
for (2.1). Assumption 2.2(iii) is suggested for the dynamic spatial panel data models
to limit the dependence over time and over the cross-sectional units. The asymptotic
1Note that the object of the central limit theorem (CLT) for this model involves the linear and
quadratic forms of Vnt. When vit’s are simply i.i.d, the CLT in Kelejian and Prucha (2001, 2010)
requires the existence of (4 + ηv)th moments for disturbance terms, where ηv > 0.
2A sufficient condition for this assumption is that ‖An‖< 1, where ‖·‖ is any matrix norm (Lee






setting is characterized by Assumption 2.2. Assumptions 2.2(i) allows two cases: (i)
n → ∞ as T → ∞, and (ii) n is fixed and T → ∞, while Assumption 2.2(ii) only
allows n→∞ as T →∞.
2.3 The QML Estimation Approach
Under the asymptotic settings in Assumption 2.2, Lee and Yu (2010a) suggest two
estimation approaches in the QML or ML framework. In the first approach, the
model is transformed under Assumption 2.2(i), the model is first transformed with
Jn to eliminate the time fixed effects. Then the transformed model is further trans-
formed with the orthonormal eigenvectors matrix of Jn to remove the linear depen-
dence among transformed disturbance terms, and the model is then estimated with
a QMLE. In the second approach, direct approach, both individual and time fixed
effects are estimated along with the other parameters. The fixed effects are directly
concentrated out. Transformation approach requires that n/T 3 −→ 0 for the esti-
mator to be consistent; direct approach requires both n/T 3 −→ 0 and T/n3 −→ 0 to
have a consistent estimation. Hence, the transformation approach has an advantage
over the direct approach especially when n is relatively small. However, the direct
approach does not require the weight matrix to be row normalized. In this paper,
I consider constructing the test statistics using both approaches so researchers can
choose either base on their needs.
For the transformation approach, under Assumption 2.2(i), JnWn = JnWnJn, hence
the transformation with Jn yields




n) be the orthonormal eigenvectors matrix of Jn, where the n×(n−
1) matrix Fn,n−1 corresponds to eigenvalue one, and ln/
√
n corresponds to eigenvalue
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n,n−1JnVnt. Then, transforming (2.2) into Y
∗
nt yields























ln 2π − (n− 1)T
2









nt (θ) , (2.4)














. By concentrating out c∗n0 and using properties in Footnote 3,
(2.4) can be written as
lnLtnT (θ) = −
(n− 1)T
2
ln 2π − (n− 1)T
2







nt (θ) JnṼnt (θ) , (2.5)





For direct approach, the log-likelihood function for (2.1) is written directly. For this
purpose, let αT = (α1, . . . , αT )
′
be the vector of time effects. The log-likelihood
function of (2.1) is written as
lnLdnT (θ, cn,αT ) = −
nT
2
ln 2π − nT
2







nt (θ, cn,αT )Vnt (θ, cn,αT ) , (2.6)
3The basic properties of this orthonormal matrix are (i) F
′





n,n−1 = Jn, (iv) F
′
n,n−1Wnln = 0, (v) |In−1 − λW ∗n |= 11−λ |In − λWn|, where
W ∗n = F
′









. In practice, the fixed effects are concentrated out from (2.6)
to reduce the dimension of parameter vector before considering an optimization al-
gorithm. The first-order condition of (2.6) with respect to αt is












n (Sn(λ)Ynt − Zntδ − cn).
Then, it follows that Vnt (θ, cn, α̂T (θ, cn)) = Jn [Sn(λ)Ynt − Zntδ − cn]. Hence, the
likelihood function with α̂T concentrated out is
lnLdnT (θ, cn) = −
nT
2
ln 2π − nT
2







nt (θ, cn, α̂T (θ, cn))Vnt (θ, cn, α̂T (θ, cn)) .






t=1 Vnt(θ, cn, α̂T ) = 0n×1,
which implies that ĉn(θ) = Jn
[
Sn(λ)ȲnT − Z̄nT δ
]
. By substituting ĉn(θ) into (2.7),
I get the following concentrated log-likelihood function:
lnLdnT (θ) = −
nT
2
ln 2π − nT
2







nt (θ) JnṼnt (θ) , (2.8)
where Ṽnt = Sn(λ)Ỹnt − Z̃ntδ.
The asymptotic distribution of the suggested robust test is based on the asymptotic
distribution of score functions. In order to state asymptotic distribution of score
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(Jn(In − An)−1S−1n )
(WnJn(In − An)−1S−1n )
0kx×1




























































































Here, the two sets of notations correspond to the context of transformation approach
or direct approach respectively. Let θ̄ = θ0 + op(1). I collect the asymptotic results
for analyzing the distribution of my test statistics in the following proposition. For
the transformation and direct approaches, we have the following results.
1. For the transformation approach, under Assumptions 2.2(i), 2.2(ii), 2.2, 2.2

























= Ω(θ0) + op(1).
(d) Σ(θ0) = Ω(θ0).
2. For the transformation approach, under Assumptions 2.2(i), 2.2(i), 2.2, 2.2

























= Ω(θ0) + op(1).
3. For the direct approach, under Assumptions Assumptions 2.2(ii), 2.2(i), 2.2,





+ ∆nT,2(θ0) + ∆nT,3(θ0)





















(d) Σ(θ0) = Ω(θ0).
4. For the direct approach ,under Assumptions 2.2(ii), 2.2(ii), 2.2, 2.2 and






+ ∆nT,2(θ0) + ∆nT,3(θ0)





















Proof. See Appendix B.3.
There are three important observations in Proposition 2.3 for each of the two ap-
proaches, which are true under both ML and QML settings. Starting with the trans-
formation approach, first when n
T
→ 0, i.e., when T grows faster than n, ∆nT,1(θ0)
vanishes, and the estimation is consistent. Second, when n
T
→ k, where 0 < k <∞,
i.e., when n is asymptotically proportional to T , ∆nT,1(θ0) does not vanish and there-
fore MLE or QMLE under the transformation approach has an asymptotic bias of
1/
√





= O(T−1). Third, when n
T
→∞, i.e., when n grows faster









p−→ 0. For the direct approach, first,
when n
T
→ k, where 0 < k < ∞, the limiting distribution of score functions is not











Therefore, the estimator under the direct approach has a bias of O(max{n−1, T−1}).
The second observation is that when n
T










p−→ 0. The final observation on the
direct approach is that when n
T











Based on the above observations, I assume n
T
<∞ for constructing tests with trans-
formation approach, and assume n
T
→ k for direct approach. Again, we can see that
for application of transformation approach, it has less restrictive assumption on n
and T , but it requires the weight matrix to be row normalized.
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2.4 LM tests under Ideal Condition
For the following sections, I provide the properties of my tests based on Bera et al.
(2019). To make my discussion more general in the sense that the derivations are
valid for both approaches, I will denote n? as the effective sample size, so for direct
approach n? = nd = nT , for transformation approach n? = nt = (n − 1)T ; denote
the bias correction term as ∆nT , so ∆nT = ∆nT,1 for transformation approach and






In this section, I consider Rao’s score tests of the SDPD model assuming the ideal
condition which means there is neither distributional nor parametric misspecifica-








which is the parameter vector, where ϕ, ψ, and φ are
p× 1, r× 1 and s× 1 vectors, respectively. In the SDPD model, ϕ = (β ′ , σ2)′ , which
are the estimated parameters under restrictions that (ρ, λ, γ) take value (ρ?, λ?, γ?),








. ψ and φ
could be any combinations of (ρ, λ, γ) and can be considered as the parameters of
interest. In this context, ψ is the testing parameter, meaning we are testing whether
it is true that ψ = 0 (H0 : ψ0 = 0), while φ is the vector of pure nuisance parameters.
φ is restricted to be φ? when estimating the model, while φ = φ? is not part of the
null hypothesis. Then, even given null is true, φ = φ? may not hold. For now, I
consider the ideal condition, which means either ψ = (ρ, λ, γ), φ = ∅ where we are
testing all the parameters of interest jointly; or ψ is a subset of (ρ, λ, γ), and φ = ψ?
is correctly specified. The second scenario might seem to be too restrictive, while
it can be viewed as a test for possible sub models under the SDPD framework. For
example, when one is confident that there will be no spatial-time lag (φ = ρ = 0),
and wants to test whether there is possible time lag and spatial lag (ψ = (ρ, λ) = 0),











, where a = {ϕ, ψ, φ}. As Propo-
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sition 2.3, Σ(θ) = E (−Dθθ(θ)), consider the following partitions:
Σ(θ) =
 Σϕ(θ) Σϕψ(θ) Σϕφ(θ)Σψϕ(θ) Σψ(θ) Σψφ(θ)
Σφϕ(θ) Σφψ(θ) Σφ(θ)
 , ∆nT (θ) =
∆nT,ϕ(θ)∆nT,ψ(θ)
∆nT,φ(θ)
 , for i = 2, 3.
(2.14)
Consider the local alternative HψA : ψ0 = ψ? + ζ/
√
n?, where ζ is bounded constant
















n?Dϕϕ(θ0)(ϕ̃− ϕ0) + op(1). (2.16)

















































n?Dψ(θ̃)− ΣψϕΣ−1ϕ ∆nT,ϕ + ∆nT,ψ
d−→ N (Σψ·ϕζ, Σψ·ϕ) , (2.19)
where Σψ·ϕ =
[






















d−→ N (Σψ·ϕζ, Σψ·ϕ) . (2.21)







With correct specification, LMψ is locally optimal and haswellknown asymptotic
distributions under the null and a sequence of local alternatives, summarized as
follows:
Under Assumptions 2.2(ii), 2.2(i), 2.2, 2.2, 2.2(ii) and n
T
→ k, where 0 < k <∞,
for direct approach; and under Assumptions 2.2(i), 2.2(i), 2.2, 2.2, 2.2(i) and
n
T
<∞, for transformation approach, the following results hold.
1. Under Hψ0 , we have
LMψ
d−→ χ2r, (2.23)
2. Under HψA, we have
LMψ
d−→ χ2r (ξ1) , (2.24)
where ζ 6= 0, and ξ1 = ζ
′
Σψ·ϕζ is the non-centrality parameter.
Proof. See Appendix B.3.
Given ideal conditions, when null is true, the test follows a centeral chi-square dis-
tribution with r degrees of freedom. When the alternative is true the test statistic
follows a non-centeral chi-square distribution and thus gives the power of the tests.
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2.5 LM Tests under Distributional Misspecification
In previous section, normality of error terms is assumed. This assumption may not be
true. In this section, I consider testing when one is not sure whether normality holds.
For notational simplification, I use θ0 to denote the pseudo true value of θ which
minimizes Kullback–Leibler distance between the assumed normal distribution and
the unknown true distribution of error terms (Kullback and Leibler, 1951). Consider
the partition to the Ω(θ) matrix
Ω(θ) =
 Ωϕ(θ) Ωϕψ(θ) Ωϕφ(θ)Ωψϕ(θ) Ωψ(θ) Ωψφ(θ)
Ωφϕ(θ) Ωφψ(θ) Ωφ(θ)
 (2.25)
and let Ω denote Ω(θ0).






d−→ N (0, Σ(θ0)) , (2.26)
and
Σ = Ω. (2.27)
When normality is misspecified, an immediate result is that the information matrix






d−→ N (0, Ω(θ0)) , (2.28)
For this section, I still assume the restriction that ϕ = ϕ? is true, so there is no
parametric misspecification. However, the distribution of error is now allowed to
be non-normal. Under the sequences of local alternatives HψA : ψ0 = ψ? + ζ/
√
n,

















n?Dϕϕ(θ0)(ϕ̃− ϕ0) + op(1). (2.30)

















+ Σψ·φζ + op(1). (2.31)
Unlike under ideal conditions, the limiting distributions of score functions are now
(2.28) instead of (2.18). Then, under HψA,
√
n?Cψ(θ̃)
d−→ N (Σψ·ϕζ,Bψ·ϕ) . (2.32)
where Bψ·ϕ = Ωψ−ΣψϕΣ−1ϕ Ωϕψ−ΩψϕΣ−1ϕ Σϕψ + ΣψϕΣ−1ϕ ΩϕΣ−1ϕ Σϕψ. Compare (2.21)
with (2.32), the distributional misspecification leads to a change in asymptotic vari-
ance of the C(θ̃). Thus, the previous LM test statistic will be based on the wrong
variance and is invalid. However, when there is no distributional misspecification,
Ω = Σ, and we have Bψ·ϕ = Σψ·ϕ. The variance degenerates to the ideal condition
case which is as expected.













ϕ (θ̃)Σϕψ(θ̃). The results for this section
are summarized as follows:
Under Assumptions 2.2(ii), 2.2(ii), 2.2, 2.2, 2.2(ii) and n
T
→ k for direct
approach; and under Assumptions 2.2(i), 2.2(ii), 2.2, 2.2, 2.2(i) and n
T
< ∞ for
transformation approach, the following results hold for direct approach.
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1. Under the distributional misspecification, the results in Proposition 2 are in-
valid. That is, LMψ does not has an asymptotic chi-square distribution.
2. Under Hψ0 , we have
LMψ(D)
d−→ χ2r, (2.34)
3. Under HψA, we have
LMψ(D)
d−→ χ2r (ξ2) , (2.35)




ψ·ϕB−1ψ·ϕΣψ·ϕζ is the non-centrality parameter.
Proof. See Appendix B.3.
Comparing with LMψ in (2.22), LMψ(D) is now weighted by Bψ·ϕ(θ̃) and thus have
an asymptotic chi-square distribution when distributional misspecification is at pres-
ence. When there is no such distributional misspecification, we have Ω = Σ, and thus
B(θ̃) = Σ(θ̃) asymptotically. LMψ(D) will be asymptotically equivalent to LMψ.
2.6 LM Tests under Parametric Misspecification
In this section, I consider constructing the robust LM statistics with only parametric
misspecification. Within this section I assume there is no distributional misspecifi-
cation, and consider a local parametric misspecification i.e. φ0 = φ? + δ/
√
n? where
δ is bounded constant vector.
As before, investigate the asymptotic distribution of LMψ under the sequences of
local alternatives HψA : ψ0 = ψ? + ζ/
√
























n?Dφϕ(θ0)(ϕ̃− ϕ0) + op(1).
(2.38)


































+ Σφψ·ϕζ + Σφ·ϕδ + op(1). (2.40)
Where Σψφ·ϕ(θ) = Σψφ(θ)− Σψϕ(θ)Σ−1ϕ (θ)Σϕφ(θ), Σφψ·ϕ(θ) = Σφψ(θ)
−Σφϕ(θ)Σ−1ϕ (θ)Σϕψ(θ), and Σφ·ϕ(θ) = Σφ(θ) − Σφϕ(θ)Σ−1ϕ (θ)Σϕφ(θ). By asymptotic
normality of the score function in Proposition 2.3,
√
n?Dψ(θ̃)− ΣψϕΣ−1ϕ ∆nT,ϕ + ∆nT,ψ




d−→ N (Σψ·ϕζ + Σψφ·ϕδ, Σψ·ϕ) . (2.42)
Again, compare (2.42) with (2.21) and (2.32). Different from distributional misspec-
ification case, the asymptotic variance remains the same as under ideal conditions,
while the parametric misspecification effects the asymptotic mean of the bias cor-
rected score function. Now there is an additional Σψφ·ϕδ term. When Σψφ·ϕ is 0,
the means of bias corrected score functions will be exactly the same as under ideal
condition. When it is not 0, LMψ will over reject the null hypothesis. To further
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robustify the test, I adjust the score functions and get rid of the additional δ term
no matter it is 0 or not, and we then have a LM test statistic robust to parametric
misspecification.










(2.40) and Proposition 2.3 imply:
√
n?Cφ(θ̃)
d−→ N (Σφψ·ϕζ + Σφ·ϕδ,Σφ·ϕ) . (2.44)
Using (2.44), the δ term can be cancelled from (2.42). In that way, the adjusted score
function that has a 0 mean under the null with or without the presence of parametric
misspeficication is:
C?ψ(θ̃) = Cψ(θ̃)− Σψφ·ϕ(θ̃)Σ−1φ·ϕ(θ̃)Cφ(θ̃) (2.45)








ζ irrespective of value of











The LMψ(P ) test that is robust to parametric misspeficication is then constructed
based on (2.46). The asymptotic properties of the test is summarized in the following
proposition. . Under Assumptions 2.2(ii), 2.2(i), 2.2, 2.2, 2.2(ii) and n
T
→ k,
where 0 < k < ∞; and under Assumptions 2.2(i), 2.2(ii), 2.2, 2.2, 2.2(i) and
n
T
<∞ for transformation approach, the following results hold.




d−→ χ2r (ξ3) , (2.47)
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ψ·ϕΣψφ·ϕδ is the non-centrality pa-
rameter.




A holds, let C
?


















A holds, we have








d−→ χ2r (ξ4) ,
(2.49)




ζ is the non-centrality parameter.
Proof. See Appendix B.3.







ψ·ϕΣψφ·ϕδ. The LMψ test follows a non-central chi-square distribu-
tion and will then have wrong size; LMψ(P ) test follows central chi-square distri-
bution under Hψ0 regardless of whether δ = 0 or not. By Bera and Bilias (2001),
Bera and Yoon (1993) this test shares properties of Neyman’s C(α) test under the
null and local alternatives. When there is no parametric misspecification δ = 0,






ζ ≥ 0. LMψ has a higher power than LMψ(P ).
2.7 LM Tests under Both Distributional and Parametric
Misspecifications
In this section, I assume the existence of both distributional and parametric misspec-
ifications. Again, the model is estimated θ̃ under restrictions H0 : ψ0 = ψ
? and φ0 =
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ψ?. I consider local alternatives: HψA : ψ0 = ψ? + ζ/
√
n? and HφA : φ0 = φ? + δ/
√
n?.
By first-order Taylor expansions of scores Dψ(θ̃), Dϕ(θ̃) and Dφ(θ̃), we will have the


































+ Σφψ·ϕζ + Σφ·ϕδ + op(1). (2.51)




is the same as in Section 2.5, then for
the bias corrected function,
√
n?Cψ(θ̃)
d−→ N (Σψ·ϕζ + Σψφ·ϕδ, Bψ·ϕ) . (2.52)
√
n?Cφ(θ̃)
d−→ N (Σφψ·ϕζ + Σφ·ϕδ,Bφ·ϕ) . (2.53)
where Bφ·ϕ = Ωφ−ΣφϕΣ−1ϕ Ωϕφ−ΩφϕΣ−1ϕ Σϕφ + ΣφϕΣ−1ϕ ΩϕΣ−1ϕ Σϕφ. The result shows
the effects of each type of misspecification simultaneously on the bias-corrected score
function. The parametric misspecification changes the mean, and distributional mis-
specification changes the variance in the same way as in previous sections. Then
construct the C?ψ(θ̃) adjusted score to cancel the effects of parametric misspecifica-
tion:
C?ψ(θ̃) = Cψ(θ̃)− Σψφ·ϕ(θ̃)Σ−1φ·ϕ(θ̃)Cφ(θ̃) (2.54)
In fact, (2.54) and (2.45) are exactly the same. The expectation also remains to
be [Σψ·ϕ − Σψφ·ϕΣ−1φ·ϕΣφψ·ϕ]ζ. The distributional misspecification does not affect the
form or mean of adjusted score function. However, the asymptotic variance will be
different from (2.46). The asymptotic variance of the adjusted score function is (see
proof of the following Proposition 2.7):








where Bψφ·ϕ = Ωψφ − ΣψϕΣ−1ϕ Ωϕφ − ΩψϕΣ−1ϕ Σϕφ + ΣψϕΣ−1ϕ ΩϕΣ−1ϕ Σϕφ and Bφψ·ϕ is
similarly defined. All the above notations denote the terms evaluated at θ = θ0, for
notational simplicity.
Based on (2.54) and (2.55), the test LMψ(DP ) that is both robust to parametric
and distributional misspecifications is constructed. The asymptotic properties of the
proposed LMψ(DP ) statistic are provided in the following proposition. . Under
Assumptions 2.2(ii), 2.2(ii), 2.2, 2.2, 2.2(ii) and n
T
→ k, where 0 < k < ∞; and
under Assumptions 2.2(i), 2.2(ii), 2.2, 2.2, 2.2(i) and n
T
<∞ for transformation
approach, the following results hold.




A holds, let C
?

































and Bφψ·ϕ(θ̃) is similarly defined.
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A holds, we have

















Proof. See Appendix B.3.
The expression of LMψ(DP ) is lengthy, while since it only requires the estimation
of θ̃, and for the SDPD model, the spatial lag, time lag and spatial-time lag are
restricted to be 0. The estimation for θ̃ is actually straight forward, and then makes
LMψ(DP ) easy to compute.
By comparing Proposition 2.7 with Proposition 2.6 and Proposition C.7.2, the ad-
justment for score is still the same as LMψ(P ) while when null is wrong, the non-
centrality parameter is now affected by the distributional misspecification. For SDPD
model, the LMψ(DP ) simplifies in the following ways:
1. When ψ is any combination of (γ, ρ) we have:
LMψ(D) = LMψ (2.61)
2. When ψ is any combination of (γ, ρ, λ), n −→∞, and assume number of neigh-
bors for each individual grows slower than
√
n or is bounded, we have:
LMψ(DP ) −→ LMψ(P ) (2.62)
LMψ(D) −→ LMψ (2.63)
Proof. See Appendix B.3.
Here, the assumption on the number of neighbors can be seen as a restriction on Wn.
The weight matrix should be sparse for the corollary to be valid. Since the corollary
only requires the number of neighbors grows at slower rate than
√
n, it is satisfied in
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general.
By previous propositions, LMψ(DP ) and LMψ(D) are robust to distributional mis-
specification. With the above corollary, we can conlude that for such SDPD model,
the test that does not account for distributional misspecification will be quite robust
to non-normal distributed disturbance terms. The simulation result shows that with
relatively small number of individuals n, the effect of distributional misspecification
to the test statistics will be subtle. Then, it will be safe to use the tests that are
derived under MLE framework even in the non-normal case.
2.8 The Test Statistics
In this section, I mainly use Proposition 2.7 and Corollary 2.7 to derive test statistics
for the following hypotheses when the normality is not guaranteed:
1. H0 : ρ0 = γ0 = λ0 = 0,
2. Hλ0 : λ0 = 0 in the presence of γ0 and ρ0,
3. Hγ0 : γ0 = 0 in the presence of λ0 and ρ0,
4. Hρ0 : ρ0 = 0 in the presence of λ0 and γ0.
A specification search may start with testing the joint null H0 : ρ0 = γ0 = λ0 = 0.
If the joint null is accept, then it can be concluded that there is no need to use
the SDPD model, while when the joint null is rejected, at least one of the three
parameters is significant. We will then need to test Hλ0 , H
γ
0 , and H
ρ
0 to detect the
source of rejection of the joint null. Let κ = (γ, ρ, λ)
′
be the vector of testing






be the restricted QMLE under the joint null
H0 : κ0 = 0. The computation of all test statistics require θ̃ only. Under the joint
null H0 : κ0 = 0, (2.1) degenerates to:
Ynt = Xntβ̃ + c̃n + α̃tln + Vnt, (2.64)
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with the log likelihood function (after concentrating out fixed effects):
lnLdnT (θ̃) = −
nT
2
ln 2π − nT
2






























where Ṽnt(θ̃) = Ỹnt − X̃ntβ̃.
Thus, the computation of my suggested test statistics does not require any nonlinear
optimization or the application of the numerical search techniques. θ̃ can also be
computed with transformation approach. The likelihood function for transformation
approach after concentrating out individual fixed effect and under joint null is:
lnLnT (θ) = −
(n− 1)T
2
































The β̃’s in (2.66) and (2.69) are exactly the same. Estimations for σ̃2 in (2.67)
and (2.70) are slightly different. First, both estimators are
√
nT consistent, then
by Neyman (1979), using either will result in the same asymptotic distribution for
the suggested tests. Second, the model reduces to Ynt = Xntβ + cn + αtln + Vnt
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under the joint null hypothesis. The correct degrees of freedom for this model is
(n−1)(T −1)−k, which can be used in the estimation of σ̃2. The simulation results
show that this adjustment can provide better results in finite samples comparing
with either (2.67) or (2.70).











vector of bias-corrected score function.











The asymptotic null distributions are both χ23, while LMκ(D) is robust to distribu-
tional misspecification comparing to LMκ. For such joint test, there is no nuisance
parameter, so the tests will not suffer from parametric misspecification problem.
LMκ(D) takes care of distributional misspecification, but is equivalent to LMκ with
large n.
Let’s continue considering testing one of parameters λ, γ, and ρ in the presence of





will be similar. In my notations, ψ = ρ and φ = (λ, γ)
′
for this problem. Then, by





















ϕ (θ̃)Σϕρ(θ̃). By Corollary 2.7, (B.47) and (2.74) are identical,
which means the test that derived under ideal condition will still be valid with non-
4The explicit expressions are given in Sections B.1 and B.2 for all terms stated in this section.
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normal distributed error disturbance terms. Such tests will be invalid when (λ0, γ0)
deviates from (0, 0). I then construct the test by Proposition 2.6:














is the adjusted score function and by
roposition 2.7:

























and Bφρ·ϕ(θ̃) is similarly defined. Both LMρ(P ) and LMρ(DP ) follow χ21 distribution
irrespective whether there are parametric and distributional misspecificaions or not.
Both tests can be used for significance test of ρ, and they should be robust to both
parametric and distributional misspecifications.
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Similarly, the robust tests for Hγ0 : γ0 = 0 and H
λ
0 : λ0 = 0are:














where φ = (λ, ρ)
′
,
















where φ = (γ, ρ)
′
. Other terms are defined in the same way as in (2.76). For the
above three tests, we have LMψ(DP ) −→ LMψ(P ).
There are some comments on the tests. First, in general, we do not need to care about
the distributional misspecification, while parametric misspecification can cause the
tests to be invalid. Second, with a sparse weight matrix and large n, any LMψ(DP )
type tests are close to LMψ(P ) tests. Though LMψ(DP ) provides a safe inference
since it is constructed under distributional misspecification, LMλ(P ) will be very
close to LMψ(DP ). MLE result will be valid enough in most cases with non-normal
errors. The Corollary 2.7 does not hold when Wn is dense in the sense that number of
neighbors grows at most at a faster rate than
√
n. In that case, one has to apply the
LMψ(D) and LMψ(DP ) type tests. Third, when one is confident that the nuisance
parameters are correctly specified, comparing with LMψ(P ) type tests, LMψ will
provide higher power.
2.9 A Monte Carlo Study and Empirical Illustration
In this section, I describe the details of a Monte Carlo study to illustrate my tests.
All the proposed tests in this paper are packaged into the companion R package




The design is based on Bera et al. (2019), Taşpınar et al. (2017) and Fang et al.
(2014).
Ynt = λ0WnYnt + γ0Yn,t−1 + ρ0WnYn,t−1 +Xntβ0 + cn0 + αt0ln + Vnt, (2.84)
for t = 1, . . . , T , I specify two weights matrices corresponding to the Rook contiguity
case and the Queen contiguity case. Consider n spatial units that are randomly




n squares. In the Rook contiguity
case, wij,n = 1 if the spatial unit j is in a square that is adjacent (left/right/above or
below) to the square of the spatial unit i, so a typical unit has 4 neighboring units.
In the Queen contiguity, wij,n = 1 if the spatial unit j is in a square that is adjacent
to, or shares a corner with the square of the spatial unit i, then a typical unit has 8
neighboring units. In both cases, Wn is row normalized. Considering the two weight
matrices actually give almost the same simulation results, I present only the Queen
weight matrix here for brevity. The simulation on Rook contiguity is available upon
request.
Two exogenous regressors are in the model. The first one is generated as X1,nt =
Ψn + 0.01 t ln + Unt, where Unt = 0.5Un,t−1 + εnt + 0.5 εn,t−1 and εnt ∼ N(0n×1, 2In).
Furthermore, Ψn = Υn + 1/(T + m + 1)
∑T
t=−m εnt, where Υn ∼ N(0n×1, In) and
m = 20. Then, Xnt = (X1,nt,WnX2,nt) where X2,nt ∼ N(0n×1, In). β0 = (1.2, 0.6).
For the individual effects, cn0 = (1/T )
∑T
t=1X1,nt, and αt0 is drawn from N(0, 1).




where µ4 is the fourth moment of disturbance term. Then,
the kurtosis of the error’s distribution should be influential to the testing, while
skewness should not be important. Thus, I specify four cases. The first case is
vit ∼ IID N(0, 1), which can be seen a benchmark model. The second case is a




t5 whose skewness and kurtosis are
0 and 9, respectively. This illustrates the performance of the suggested tests with a
standard heavy tail distribution. The third case is a modified chi-square distribution,
vit ∼ 0.5(χ22−2) with skewness=2 and kurtosis=9. This shows the performance of the
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tests with highly skewed and heavy tailed distribution. The fourth case is a mixture








provides the performance of tests with extremely high kurtosis.
The data generating process has 21+T periods and the first 20 periods are discarded
as warm up periods. For the size properties, I will use multiple combinations of
(n, T ). The tests suggested by Bera et al. (2019) is LMdψ(P ) tests in my notation i.e.
parametric misspecification robust tests under direct approach. Bera et al. (2019)
studied the performance of the tests with (n, T ) = (100, 10), and the performance
of the LMdψ(P ) tests are acceptable. In this paper, we have shown that the direct
approach requires n/T to be finite but none 0. Also, Corollary 2.7 requires n −→∞ to
have LMψ(DP ) −→ LMψ(P ). Then LMdψ(P ) type tests could perform poorly when n
is small. I purposely check the performance of the tests with small n. The simulation
is with (n, T ) being (9, 111), (25, 40), (49, 20) and (100, 10)5. Some of combinations
have very large T that are typically not realistic in empirical studies. I specify this
to maintain a roughly n × T = 1000 sample size so the result is comparable. For
other part, I will mainly consider (n, T ) = (49, 10) which should be a commonly seen
moderate sample size.
Under the null (i.e., λ0 = γ0 = ρ0 = 0), model (2.84) reduces to a two-way error
model (2WE). For the alternative model, there are seven different specifications I
can consider. Given their commonality in empirical studies, I chose to focus on the
following four specifications. The first specification is a dynamic panel data model
with no spatial effects (DPD), i.e., when λ0 = ρ0 = 0 and γ0 6= 0. The second
specification is a spatial static panel model (SSPD), i.e., when λ0 6= 0 and ρ0 = γ0 =
0. The third specification is a spatial dynamic panel data model with no spatial-
time lag (SDPDW), i.e., when ρ0 = 0, λ0 6= 0 and γ0 6= 0. The final specification
for the alternative models is the spatial dynamic panel data model (SDPD), i.e.,
when ρ0 6= 0, λ0 6= 0 and γ0 6= 0. Note that the first three alternative models can
also be considered as the null models for the one-directional tests and their robust
counterparts in the following way: (i) the DPD model for LMρ, LMρ(D),LMρ(P ),
5For the sake of brevity, I only provide estimation results for (n, T ) = (100, 10), and (9, 111) as
one most extreme case v.s. the same sample size in Bera et al. (2019).
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LMρ(DP ), LMλ, LMλ(D), LMλ(P ) and LMλ(DP ); (ii) the SSPD model for LMρ,
LMρ(D), LMρ(P ), LMρ(DP ), LMγ, LMγ(D), LMγ(P ) and LMγ(DP ); (iii) the
SDPDW model for LMρ, LMρ(D), LMρ(P ) and LMρ(DP ). I let γ0, λ0 and ρ0
take values from {0.01, 0.02, 0.03, 0.04, 0.05, 0.10, 0.15, 0.20, 0.30} in the alternative
models. Resampling is carried out for 5, 000 times. Note that for LMψ(D) type
tests, they are too restrictive on the nuisance parameter comparing to LMψ(P ) and
LMψ(DP ), so is of less value. I am going to focus on LMψ(P ) and LMψ(DP ) tests.
The one-directional ideal condition LMψ tests will also be included in the paper as a
benchmark to make comparison. The neglected LMψ(D) tests actually perform very
similar to LMψ. Moreover, Bera et al. (2019) proposed parametric misspecification
robust tests based on direct approach. In this paper, I will mainly analyze the
transformation approach based tests to avoid repetition. The result for simulations
with direct approach are in fact similar to what are presented for transformation
approach.
2.9.2 Size Properties
I first analyze the size discrepancy plots, Figure B.1 to Figure B.4, to discuss the
size properties of the suggested tests. The size plots are plotted in the following way.
Consider a sequence of nominal size {xi}. I generate R samples from Monte Carlo
simulation under the null hypothesis. Then conduct tests on the generated samples.
Let τj for j = 1, . . . ,R be the R realizations of the test statistics τ , and p(τ) be the
p-value corresponding to τ . The empirical rejection rate F̂ xi =
∑
j=1
R1( p(τj) ≤ xi)/R. I draw F̂ (xi)− xi against xi as the size discrepancy plot.
Assume the sizes of the suggested tests are correct, I can then construct a point-
wise 95% confidence interval for a nominal size using a normal approximation to
the binomial distribution. A point-wise 95% confidence interval centered on nominal
size xi is given by xi ± 1.96 [xi(1− xi)/R]1/2. In the discrepancy plots, the interval
will be represented by the black solid lines, so F̂ (xi) − xi should be within interval
0± 1.96 [xi(1− xi)/R]1/2 with 95% chance.
To further illustrate the size property, I provide Figure 5 and Figure 6, the empirical
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rejection rate of the suggested tests against value of misspecified parameters with all
4 distributions of disturbance terms.
To save space I present the discrepancy plots from the 2WE model, and the empirical
rejection rate of misspecified model from SSPD model. Other results are summarized
in tables. When the null model is one of the DPD, SSPD and SDPDW models, I
focus solely on the nominal size of 5% and provide size deviations at this level only.
The general observations on the size properties of tests are listed as follows.
1. Figure B.1 and Figure B.2 present the size discrepancy plots when the null
model is 2WE for high number of individuals. In general, size distortions for all
tests lie inside the 95% point-wise confidence intervals. The size discrepancies
are relatively larger for LMρ, LMλ and LMκ, especially in the case of non-
normal errors. With n = 100 I can clearly see that LMψ(DP ) = LMψ(P )
when the distribution is non-normal.
2. Figure B.3 and Figure B.4 present the size discrepancy plots when the null
model is 2WE for low number of individuals. As expected, the tests based on
direct approach begins to fail since n/T now is close to 0. The transformation
approach are still generally inside the 95% interval as expected. The direct
approach based tests become worse when distribution is non-normal, while the
distributional misspecification is generally not a problem for all transforma-
tion approach based tests. Even for non-robust LMψ tests, I only observe
size discrepancy marginally significant different from 0 for the mixture normal
distribution which has a very high kurtosis.
3. Comparing Figure B.3 and Figure B.4 with Figure B.1 and Figure B.2, I ob-
serve that when n is small, direct approach tests become inaccurate. As my
simulation shows, when n is above 25, the direct approach based tests become
acceptable, so direct approach is valid in general. The simulations with n = 49
and T = 10 also confirm such findings.
4. Figure B.5 and Figure B.6 present the empirical rejection rate of the LM tρ,
LM tρ(D) and LM
t
ρ(DP ) tests against value of misspecified λ at a moderate
69
sample size (n, T ) = (49, 10). I see that LM tρ(D) and LM
t
ρ(DP ) are the same
and the actual rejection rate remains at 5% until the nuisance parameter ex-
ceeds 0.3. This is also true for all other non-normal models. With λ being
high, LMρ clearly over rejects the null.
5. Table B.1 through Table B.4 presents the magnitude of size distortions as a
function of the local misspecification in the alternative model, the DPD model.
I expect to see robust versions of the one directional tests to outperform their
non-robust counterparts, when the magnitude of misspecification is small. For
values of γ0 between 0.01 and 0.05, I do not observe significant difference be-
tween the robust tests and their non-robust counterparts. As the misspecifica-
tion in γ0 deteriorates, the non-robust tests become over-sized, especially LMρ.
On the other hand, the robust tests seem to over-correct for the misspecifi-
cation substantially, resulting in under rejection of the null hypothesis. This
pattern is seen for all the distribution specifications.
6. In Table B.5 to Table B.8, the null model is the SSPD model and the source of
the misspecification is the deviation of λ0 from zero. In general, the robust tests
are properly sized while their non-robust counterparts are severely over-sized.
7. Table B.9 and Table B.10 confirms previous findings. In general, LM?ρ out-
performs LMρ, when λ0 and γ0 deviate locally from zero. For example, when
λ0 = 0.2 and γ0 = 0.1 , the actual sizes of robust LMρ(DP ) and LMρ(ρ) are
around 0.045 at the 5% level for all the distributions. The actual sizes of LMρ
are around 0.75. The simulation shows that γ is a more sensitive parameter
comparing to λ in the sense that when γ > 0.2, LMψ(P ) and LMψ(DP ) begin
to perform poorly while they are acceptable even after λ > 0.3.
8. In the proof, I need the alternative hypothesis for parameter to be local. The ro-
bust tests use the residuals from the estimation of 2WE model and implements
a correction on the test statistics for a local misspecification of the alternative
model, i.e., ignoring the spatial and temporal component(s). The bias in these
residuals will be high when spatial or temporal dependence is strong or to say
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when the alternative is far from the null. Therefore, I expect poor performance
for the robust tests as spatial parameters deviate from zero substantially in the
alternative model. In the simulation, we observe such effect. When γ > 0.2 or
λ > 0.3, non-negligible size distorsion are observed even for the robust tests.
9. Except for the extreme n = 9 case, we have empirical rates for LMψ(DP )
and LMψ(P ) being equal for testing with all distributions, and all parameters.
The rejection rates some time differ at 0.001% level and is not recorded by the
tables. Note that my simulation is done with 5000 repetitions, and it means
there are only one or two samples have different test results for LMψ(DP )
LMψ(P ) tests. Then, as a conclusion, in general we can treat LMψ(P ) as a
test that is also robust to distribution specifications. In an empirical study, it is
typically valid to use LMψ(P ) tests regardless of the assumption on the type of
error distribution. There are three cases when the equivalence can be violated:
first, when number of individual is too small. Second, when the Wn matrix is
dense. For example, a social network model with most of the individuals being
influential, so everyone is connected to everyone. Third, the data contains some
extreme outliers, they will push up the kurtosis and make the distributional
misspecification worse. When such properties are observed in the sample, one
might considering using LMψ(DP ) instead of LMψ(P ).
2.9.3 Power Properties
The results on the power properties of tests are presented in Tables 11 to Table 22.
For brevity, some of the simulation results are not presented in the paper. The results
based on the dropped settings are similar and available upon request. The general
observations on the power properties of my proposed tests are listed as follows.
1. In Table B.11 through Table B.14, the null model is the 2WE model and the
alternative model is the DPD model. The results indicate that test statistics for
γ0 and the joint tests statistic have satisfactory power. The robust test LMγ(P )
and LMγ(DP ) have slightly lower power than LMγ confirming the theoretical
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results. The test statistics for H0 : ρ0 = 0 and H0 : λ0 = 0 should lack of power
when the alternative model is the DPD model, and this is confirmed in the
size property. I also see that LMγ over rejects the null, in Table B.5 through
Table B.8 when there is deviation of λ.
2. In Table B.15 through Table B.18, the null model is the 2WE model and
the alternative model is the SSPD model. The results indicate that all three
test statistics for λ0 and the joint tests statistic have satisfactory power. The
robust test LMλ(P ) and LMλ(DP ) again have slightly lower power than LMλ
confirming again the theoretical results. Comparing them with Table 5 to Table
8, the robust test statistics for H0 : γ0 = 0 and H0 : ρ0 = 0 lack of power when
the alternative model is the SSPD model as expected. For LMγ, the size is also
not too much distorted. However, LMρ grossly over rejects the null, confirming
the (over) size problem in Table B.5 through Table B.8.
3. In Table B.19 to Table B.22, the null model is the 2WE model and the alterna-
tive model is the SDPDW model. The results indicate that both test statistics
for γ0, and λ0 and the joint tests statistic have satisfactory power. The robust
tests LMψ(P ) and LMψ(DP ) have slightly lower power than their non-robust
counterparts. The test statistics for H0 : ρ0 = 0 should lack of power when
the alternative model is the SSPDW model, and this is confirmed in Table B.9
and Table B.10, although again LMρ over rejects the null confirming the (over)
size problem. Therefore, the robust tests are preferable comparing to the non-
robust tests.
4. I also do the simulation when the null model is the 2WE model and the alter-
native model is the SDPD model. In this case, tests should have power since
under the alternative the values of γ0, ρ0 and λ0 are all not zero. This is ob-
served for all robust and non-robust tests. The simulation is as expected. For
brevity, I do not present the table for this simulation, and the table is available
upon request.
5. Through all the simulation, I do not observe significant difference between
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LMψ(DP ) and LMψ(P ). Moreover, power for the same tests are basically
the same with any of the distribution. Such facts confirm the theory that
LMψ(DP ) −→ LMψ(P ), so LMψ(P ) is robust to non-normal distributions.
2.9.4 Empirical Illustration
In this section, I illustrate how these tests can be implemented and interpreted in
an empirical study. I will use the same data set as Bera et al. (2019) on capital
productivity from Munnell (1990), so I can compare the suggested tests with it. The
data set includes observations related to public capital productivity on 48 contiguous
US States from 1970 to 1986 annually. Munnell specifies a Cobb-Douglas production
function that relates the gross domestic product of a given state to public capital
input, private capital input, labor input and state unemployment rate. I consider
an extension of her specification to a spatial panel data model by including spatial,
temporal and spatio-temporal dependence in gross domestic product, and apply the
SDPD model. As such, in my model specification (2.1), Yit will denote gross domestic
product of state i at period t and Xit will include public capital input, private capital
input, labor input and state unemployment rate for state i at time t. The spatial
weights matrix Wn is generated from the contiguity information of the states, i.e.,
wij = 1 if states i and j share a common border, otherwise wij = 0. The weights
matrix is row normalized.
The aim of such tests is to test the presence of spatial, temporal and spatio-temporal
dependence in the gross domestic product. Table 2.1 presents the test statistics and
corresponding p-value from Bera et al. (2019). Test results from this paper are pre-
sented in Table 2.2 and Table 2.3.
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Table 2.1: LM tests from Bera et al. (2019)
LMdγ LM
d











498.779 497.882 31.741 50.787 77.841 76.062 576.657
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Table 2.2: Some LM tests for direct approach in this paper
LMdγ (D) LM
d











498.779 497.882 31.741 50.787 77.841 76.062 576.657
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)














509.391 498.762 32.416 52.684 79.314 78.403 578.797
(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
First, all tests taken together indicate strong evidence of temporal, spatial, and
spatio-temporal dependence. These findings lead us to the conclusion that there is
strong statistical evidence for the SDPD specification and thus the data should be
analyzed with it. Second, the LMdψ(DP ) and LM
d
ψ(D) tests suggested in this paper
give test statistics almost the same as LMdψ(P ) and LM
d
ψ tests (I really did not forget
to change the values in table). Though not observed on the table, there is indeed some
negligible difference, for example LMdλ(P ) = 76.06186 and LM
d
λ(DP ) = 76.06182.
Such result shows that LMψ(P ) and LMψ(DP ) tests are equivalent, so LMψ(P ) tests
are also robust to different distributions, as theory suggests. Third, the transforma-
tion approach gives a slightly different test statistics. In this application, all statistics
are slightly higher for transformation approach. However, this is not what I would
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expect from the theory. The simulation results also do not show that transformation
approach based tests tend to reject more often. It should be a coincidence in this
sample.
Though the adjusted and unadjusted tests lead to the same conclusion here. For
some other data sets, it is competely possible that LMρ(DP ) or LMρ(P ) take high
values while LMρ is small enough to accept the null. The later inference is invalid
since it is probably due to the presence of temporal (γ) and spatial (λ) dependence.
As a summary for this study, the distributional misspecification is generally not a
problem for testing, while parametric misspecification can cause different inference.
Both the LMψ(DP ) and LMψ(P ) tests are valid for both misspecifications.
2.10 Conclusion
In this paper, I introduced robust LM tests within the QML framework for a spatial
dynamic panel data model. These tests are robust in the sense that they specifi-
cally account for the asymptotic bias in the limiting distribution of score functions of
the QMLE, as well as the potential parametric and distributional misspecifications
in the alternative model. I also show that the LMψ(P ) tests that are only robust
to parametric misspecification are actually asymptotic equivalent to the LMψ(DP )
tests that are robust to both misspecifications, so both LMψ(P ) and LMψ(DP ) can
be applied as robust to both misspecifications tests.
The robust tests have the central chi-square distribution when the alternative model
is misspecified, whereas the asymptotic null distributions of the standard LM tests
deviate from the central chi-square distribution. Therefore, the robust tests obtain
asymptotically the correct size. I derive the asymptotic distribution of my proposed
tests under the null and the local alternative hypotheses. These tests can be used to
test the presence of the contemporaneous dependence over space, dependence over
time and spatial time dependence. Since these tests are robust to both misspecifica-
tion of the alternative models, they are more suitable for the detection of the source
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of dependence in a spatial dynamic panel data model.
One attractive feature of my proposed tests is that their test statistics are easy to
compute and only require the estimates from a two-way error model. Therefore,
these tests can be easily made available for practical applications using the standard
statistical softwares. Calculation for the more complicated LMψ(DP ) test can also
be saved by the equivalence of LMψ(P ) and LMψ(DP ). In a Monte Carlo study,
I investigated the size and power properties of my proposed tests. The simulation
results confirm that the robust tests have acceptable finite sample properties and
can be useful for the detection of the source of dependence. The results, hence, coin-
cides with my analytical findings that the robust tests are valid when the alternative
models locally deviate from the true data generating process, and when the error
is not normally distributed. Also, in empirical illustrations, I show that how these
robust tests can be used. The simulation and empirical application also together
confirm the equivalance between LMψ(DP ) and LMψ(P ). Importantly, all tests can
be effortlessly implemented in a specification search by using the R software package
sdpdlm.
In future studies, the testing approach can be extended to unstable SDPD models,
where there are unit roots generated by temporal and spatial correlations in the
ML or QML framework. The tests can also be formulated for the SDPD models
that have time-varying or endogenous spatial weight matrices. Finally, possible het-








With no valid theorem, choosing an appropriate functional form for model can be
a problem. For example, Halvorsen and Pollakowski (1981) are concerned with the
functional form for hedonic price equation. Zarembka (1968) shows money demand
regression can have two functional forms. In the field of spatial econometrics, similar
problems on the choice between linear and log-linear models also exist as in Fik and
Mulligan (1998) and Yang et al. (2006). We found similar problem in doing empirical
research. The linear spatial autoregressive model (SAR) shows no significant spatial
autocorrelation while the autocorrelation becomes obvious after taking log. For such
models, there can exist several theories both linear and log-linear models. In some
other situations, there is no theory on functional forms of models. In this paper, we
are developing a testing tool to solve such questions.
Testing for functional forms based on Box-Cox transformation, Box and Cox (1964)
can be found in Seaks and Layson (1983) Baltagi and Li (2001) and Baltagi and Li
(2004). In this chapter, we’ll take Baltagi and Li (2004) model, and then derive a
more robust Rao’s score tests testing log-linear SAR model v.s. linear SAR model,
and significance level of the spatial autocorrelation. Moreover, we’ll derive a non-
nested test testing for the functional form which has some computational advantage.
We’ll have 6 sections for this paper. Section 2 specifies the model and assumptions.
In Section 3, we derive the Rao’s score test testing for spatial lag and functional form
jointly and a robust Rao’s score test testing for either functional form or spatial lag
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unconditionally. In Section 4, we develop another non-nested test for functional form.
In Section 5, we investigate the performance of our test with Monte Carlo simulation,
and illustrate it with empirical examples. Section 6 concludes this paper.
3.2 The Model Specification and Assumptions
We consider the following non-linear SAR (NSAR) model:






if γ 6= 0
log(x) if γ = 0
x = Y or X (3.2)




















Y (γ) and X(γ) are the BC transformations of Y and X. Y is the n × 1 vector of
second moment of a dependent variable for all n locations. X is the n × k matrix
of exogenous variables with a conformable k × 1 parameter vector β. Since X and
Y are subject to BC transformation, they need to be always positive. Z is the
n × s matrix of exogenous variables that is not subject to BC transformation with
its s × 1 parameter vector α, so Z is not restricted to be positive. Examples of Z
include dummies, intercept, variables that should not take a log theoretically, and
variables containing 0 or negative values. Both exogeneous variable matrices are
assumed to have full column rank. W is the n× n exogeneous spatial weight matrix
of known constants with zero diagonal elements. ρ is the spatial autoregressive
parameter. Assume |ρω|< 1 where ω is the greatest eigenvalue of W in absolute
value, so that (In − ρW )−1 exists, Anselin (1982). u is the n × 1 error term which
is assumed to be ui ∼ IIDN(0, σ2), i = 1, 2, ..., n. Note that both linear and log-
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linear models are nested in this model. When γ = 1, (3.1) becomes the linear model,
Y = ρWY + Xβ + Zα + u, and when γ = 0, (3.1) becomes the log-linear model,
log(Y ) = ρWlog(Y ) + log(X)β + Zα + u.
3.3 The Nested Rao’s Score Tests
In this chapter, we derive the Rao’s score applying the method in Bera et al. (2017).
We want to note that Baltagi and Li (2004) propose similar Rao’s score tests for
different functional form of an NSAR model. In our paper, the basic methodology
we adopt developing the proposed Rao’s score tests are similar. However, some terms
are calculated in different ways, and we are getting better size and power properties
comparing with Baltagi and Li (2004). We will be discussing the difference in both
method and size or power properties in the following chapters.
Model (3.1) can be written as
(I − ρW )Y (γ) = X(γ)β + Zα + u (3.3)
Corresponding loglikelihood function is
(3.4)











(3.5)u = (I − ρW )y(γ) −X(γ)β − Zα



























































































it goes to (log(yi))
2
2
when γ −→ 0, and when γ = 1, it’s log(yi)yi − yi + 1. When calcu-
lating test statistics under different hull hypothesises, we substitute in corresponding
sample counterparts to evaluate (3.11)
In this paper, either log-linear model or linear model can be the null. When we treat
log-linear model as the null, we substitute γ −→ 0 into the second order derivative,
and denote the Hessian matrix as J0; when we take linear model as null, γ = 1 and
corresponding Hessian matrix is denoted as J1. The Hessian are given in Appendix.
Comparing with Baltagi and Li (2004), we calculate expectation of several terms












wij(xjβ + zjα + uj)] (3.14)
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Baltagi and Li (2004) take (3.13), plug residuals for u and Y (γ) directly from data.
In this paper, we take (3.14) and we have ∂
2l
∂ρ∂σ2
= 0 in our estimation of the Hessian.
With such expectation being calculated, we avoid randomness and are getting better
test properties for our proposed tests.
3.3.1 Rao’s Score Test under Ideal Condition
For the NSAR model, we consider two types of Null hypothesises:
1. H l0 : γ0 = 0, ρ0 = 0, log-linear model with no spatial dependence.
2. Hm0 : γ0 = 1, ρ0 = 0, linear model with no spatial dependence.
Let θ denote (σ2, β′, α′, ρ, γ)′(3+k+s)×1, η denote (σ
2, β′, α′)′(1+k+s)×1, so θ= (η
′, ρ, γ)′.






















 Jη Jηρ JηγJρη Jρ Jργ
Jγη Jγρ Jγ
 (3.16)
Here either or both of (ρ, γ) can be the parameter of interest, and we are testing
for these parameters. η is estimated under null H l0 or H
m
0 , say for example we take
H l0 case, the model is estimated with (ρ, γ) = (0, 0). In that case, we simply run
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regression for log(Y ) = log(X)β̃+Zα̃+u which is a simple OLS regression. We then
take θ̃ to evaluate all score functions and the Hessian of the loglikelihood function.
Let ψ denotes the parameter of interest, so for example it can be ψ = (ρ, γ)′ for a
joint test or ψ = γ which only tests for spatial dependence. Assume we are testing






where dψ(θ̃) is simply the corresponding score function in (3.15), and Jψ·η(θ) =
Jψ(θ)−Jψη(θ)J−1η (θ)Jηψ(θ) each term corresponds to partitioned information matrix
(3.16). Both are evaluated at θ̃. Given the ideal condition, meaning that the null
hypothesis is always correct for either of (ρ, γ) that is not in ψ, RSψ is locally optimal
and is chi-squaredly distributed. This can be summarized as follows: Under stated
assumptions, the following results hold.
1. Under H l0 (or H
m
0 ), for jointly testing of (ρ, γ) = (0, 0) (or (ρ, γ) = (0, 1)),√
nd(ρ,γ)(θ)
d−→ N [0, J(ρ,γ)·η(θ̃)], and hence
RS(ρ,γ)
d−→ χ22(0). (3.18)
2. Under H l0 (or H
m
0 ), for testing of γ = 0 (or γ = 1),
√
ndγ(θ)




3. Under H l0 (or H
m
0 ), for testing of ρ = 0,
√
ndρ(θ)
d−→ N [0, Jρ·η(θ̃)], and hence
RSρ
d−→ χ21(0). (3.20)





where λ1 = ξ
′Jψ·ηξ and kψ stands for number of parameters in ψ.
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Proof. See Appendix.
In Proposition 3.3.1, kψ stands for the number of parameters in ψ and is the degree of
freedom of chi-square distribution. χ2kψ(λ1) is the non-central chi-square distribution
with non-centrality parameter λ1. This ensures the power of our test.
Given Proposition 3.3.1, the following test statistics are given to test the functional















where Jγ·η = Jγ−JγηJ−1η Jηγ. The superscripts 0 and 1 stand for log-linear and linear
models respectively.
Proposition 3.3.1 also gives the formula to test ρ i.e. testing whether there exists
spatial dependence. However, both one-way tests RSγ and RSρ are only theoretically
valid when the nuisance parameter is correctly assumed. This assumption can be
easily violated and we will discuss in the next chapter.
3.3.2 Rao’s Score Test with Parametric Misspecification
In previous section, when testing for either of (ρ, γ), the other parameter is always
assumed to be the same as what is in the null hypothesis. For example, when we
are only interested in testing for γ = 0 under the null H l0, we need ρ = 0 to be true.
However, this is typically not true in a reasonable study. We would expect there
exists at least some small spatial dependence if we are applying an NSAR model,
and thus we would have ρ 6= 0. In this section, we allow for local misspecification for
parameter that is not in nuisance parameter ϕ. We partition θ into 3 parts: η which
is estimated under null; ψ, either of (ρ, γ) the parameter that we want to test; ϕ, the
other parameter in (ρ, γ), the nuisance parameter that is allowed to locally deviate
from assumption.
Now we have 4 hypothesises:
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1. Hn0 : ψ = ρ = 0, assuming ϕ = γ = 0, no spatial dependence assuming log-
linear model;
2. Ho0 : ψ = ρ = 0, assuming ϕ = γ = 1, no spatial dependence assuming linear
model;
3. Hp0 : ψ = γ = 0, assuming ϕ = ρ = 0, log-linear model assuming no spatial
dependence;
4. Hq0 : ψ = γ = 1, assuming ϕ = ρ = 0, linear model assuming no spatial
dependence.
The Rao’s score test statistic is given by Bera et al. (2017). At null,
√
nd(θ0) ∼
N(0, J(θ0)). θ̃ is an estimation of θ under null ψ = ψ? and the assumption ϕ = ϕ?.
Under the sequences of local alternatives we have H1 : ψ0 = ψ? + ξ/
√
n and H1 :
ϕ0 = ϕ? + δ/
√























nJϕη(θ0)(η̃ − η0) + Jϕψ(θ0)ξ + Jϕ(θ0)δ + op(1)
The above equations are not the original expressions of a Taylor expansion, and has
been simplified. For example, (3.24), coefficient of the second term on RHS (η̃ − η0)
should be ∂dη
∂η
(θ0) which is simply the second derivative of loglikelihood so equals
−Jη(θ0). The third term on the RHS should be −
√
(n)Jηψ(θ0)(ψ̃ − ψ0). θ̃ is under
null, so ψ̃ = ψ?. Substitute it and the alternative ψ0 = ψ? + ξ/
√
n into the original
expression, we can get (3.24). Since θ̃ is a MLE for η, (3.24)=0. Solve (3.24) and
substitute into (3.25), (3.26):
(3.27)
√




η (θ0)Jηψ(θ0)ξ + J
−1





















+ Jϕψ·ηξ + Jϕ·ηδ + op(1)






















d−→ N(Jψ·ηξ + Jψϕ·ηδ, Jψ·η(θ0))







where λ2 = (Jψ·η(θ0)ξ + Jψϕ·η(θ0)δ)
′J−1ψ·η(θ0)(Jψ·η(θ0)ξ + Jψϕ·η(θ0)δ). When ξ = 0
but δ 6= 0 i.e. null hypothesis is true while nuisance parameter is misspecified, λ2 =
δ′J ′ψϕ·η(θ0)J
−1
ψ·η(θ0)Jψϕ·η(θ0)δ. Then clearly the test proposed in Proposition 3.3.1 is
contaminated by the nuisance parameter, will have wrong size and is non-centered
χ21 distributed. The only exception is when δ = 0 which degenerates to the ideal
condition. Proposition 3.3.1 works fine as expected.
We can adjust the Rao’s score test statistics to eleminate the above effect of nuisance
parameter. Take (3.28) and subtract Jψϕ·η(θ̃)J
−1
















see proof for Proposition 3.3.2. Under stated assumptions, the following results hold.
1. Under the sequences of local alternatives, H1 : ρ = ξ/
√
n and H l1 : γ0 = δ/
√
n








where λ3 = (Jρ·η(θ0)ξ + Jργ·η(θ0)δ)
′J−1ρ·η (θ0)(Jρ·η(θ0)ξ + Jργ·η(θ0)δ), and λ4 =
(Jγ·η(θ0)δ + Jγρ·η(θ0)ξ)
′J−1γ·η(θ0)(Jγ·η(θ0)δ + Jγρ·η(θ0)δ)
2. Under the sequences of local alternatives, H1 : ψ = ψ?+ξ/
√












0 , or H
q
0 , and irrespective of whether corresponding H0 :
ϕ = ϕ? or H1 : ϕ = ϕ? + δ/
√
n
RS?ψ(P ) = ndψ
?′(θ̃)[Jψ·η(θ̃)− Jψϕ·η(θ̃)J−1ϕ·η(θ̃)Jϕψ·η(θ̃)]−1d?ψ(θ̃)
d−→ χ21 (3.37)
4. Under the sequence of local alternative H1 :ψ0 = ψ? + ξ/
√
n, and irrespective
of whether corresponding H0 : ϕ = ϕ? or H1 : ϕ = ϕ? + δ/
√
n
RS?ψ(P ) = ndψ
?′(θ̃)′[Jψ·η(θ̃)− Jψϕ·η(θ̃)J−1ϕ·η(θ̃)Jϕψ·η(θ̃)]−1d?ψ(θ̃)
d−→ χ21(λ5) (3.38)
where λ5 = ξ
′[Jψ·η(θ0)− Jψϕ·η(θ0)J−1ϕ·η(θ0)Jϕψ·η(θ0)]−1ξ
Proof. See Appendix.
Where RS?ψ(P ) stands for Rao’s score statistics testing for ψ that is robust to para-
metric misspecification. Note that J(θ̃) is used as an estimation of J(θ0) to avoid
direct estimation of ϕ0. As shown in Bera and Yoon (1993), this is asymptotically
equavalent to the optimal C(α) test Neyman (1979).
As shown above, as long as misspecification exists in the nuisance parameter, theo-
retically, the simple unadjusted Rao’s score tests could fail to have correct size, while
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regardless whether the misspecification is there or not, adjusted tests remain valid.
When nuisance parameter is correctly specified, both adjusted and unadjusted tests
are valid and have right size. However, since λ5 < λ1,then when nuisance parameter
is not misspecified but null hypothesis is wrong, unadjusred Rao’s test statistic has






0 , and H
q
0 , can be tested safely with robust Rao’s score test with Propo-
sition 3.3.2. Test statistics are given respectively,
(3.39)
RS0?ρ (P ) = ndρ
?′(θ̃)[J0ρ·η(θ̃)− J0ργ·η(θ̃)[J0γ·η(θ̃)]−1J0γρ·η(θ̃)]−1d?ρ(θ̃)
d−→ χ21
where d?ρ(θ̃) = dρ(θ̃)− J0ργ·η(θ̃)[J0γ·η(θ̃)]−1dγ(θ̃)
RS1?ρ (P ) = ndρ
?′(θ̃)[J1ρ·η(θ̃)− J1ργ·η(θ̃)[J1γ·η(θ̃)]−1J1γρ·η(θ̃)]−1d?ρ(θ̃)
d−→ χ21
where d?ρ(θ̃) = dρ(θ̃)− J1ργ·η(θ̃)[J1γ·η(θ̃)]−1dγ(θ̃)
RS0?γ (P ) = ndγ
?′(θ̃)[J0γ·η(θ̃)− J0γρ·η(θ̃)[J0ρ·η(θ̃)]−1J0ργ·η(θ̃)]−1d?γ(θ̃)
d−→ χ21
where d?γ(θ̃) = dγ(θ̃)− J0γρ·η(θ̃)[J0ρ·η(θ̃)]−1dρ(θ̃)
RS1?γ (P ) = ndγ
?′(θ̃)[J1γ·η(θ̃)− J1γρ·η(θ̃)[J1ρ·η(θ̃)]−1J1ργ·η(θ̃)]−1d?γ(θ̃)
d−→ χ21
where d?γ(θ̃) = dγ(θ̃)− J1γρ·η(θ̃)[J1ρ·η(θ̃)]−1dρ(θ̃)
where the superscripts 0 and 1 stand for log-linear and linear models respectively.
Note that following Bera et al. (2017), Baltagi and Li (2004) the robust Rao’s score
tests satisfy the following algebraic relationships:
RSργ = RS
?
ρ(P ) +RSγ = RS
?
γ(P ) +RSρ (3.40)
The joint test can be decomposed into the sum of robust Rao’s score test of one
parameter and the simple unadjusted Rao’s score test for the other.
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3.4 Non-nested Test for Functional Forms
In previous chapter, both linear and log-linear models are nested in the model: y(γ) =
ρWy(γ) + X(γ)β + Zα + u, and from that we can conduct nested Rao’s score tests.
In this chapter, we develop a non-nested test by adopting Bera and McAleer (1989)
to test H l0 and H
m
0 against each other. The non-nested test for the two functional
forms is an alternative approach to previous Rao’s score tests. This approach is
conceptually straightforward and computationally simple. Note that the nested tests
can also test ρ, while in this chapter we only consider testing functional form and
do not test ρ. For now, take log-linear model as the null, and linear model as the
alternative, we have
H0 : log(Y ) = ρWlog(Y ) + log(X)β + Zα + u0, u0 ∼ IIDN(0, σ20) (3.41)
H1 : Y = ρWY +Xβ + Zα + u1, u1 ∼ IIDN(0, σ21) (3.42)
Combining disturbances from H0 and H1,
(1− ν)(log(Y )− ρWlog(Y )− log(X)β − Zα) + ν(Y − ρWY − log(X)β − Zα) = u
(3.43)
where u ∼ IIDN(0, σ2). When ν = 1, (3.43) is in fact (3.42); when ν = 0, (3.43) is
(3.41). Rearrange (3.43) yields the following artificially constructed models:
log(Y ) = ρWlog(Y ) + log(X)β + Zα + ι0u1 + u, (3.44)
Y = ρWY +Xβ + Zα + ι1u0 + u, (3.45)
in which ι0 = − ν1−ν and ι1 = −
1−ν
ν
. Then testing ι0 = 0 is equivalent to testing
ν = 0. and testing ι1 = 0 is equivalent to testing ν = 1. However, since u0 and u1
are not observed, testing ιs is not feasible. We replace u0 and u1 in (3.44) and (3.45)
with certain residuals from (3.41) and (3.42) respectively, and ιs become testable.
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Let ρ̂, β̂ and α̂ be the MLE for (3.41), and let ρ̊, β̊ and α̊ be the MLE for (3.42), let
ˆlog(Y ) and Y̊ be corresponding fitted values i.e.
ˆlog(Y ) = ρ̂W ˆlog(Y ) + log(X)β̂ + Zα̂, (3.46)
Y̊ = ρ̊W Y̊ +Xβ̊ + Zα̊, (3.47)
As Fisher and McAleer (1981) show, a JA-test has better size property comparing
to J-test by Davidson and MacKinnon (1982). To achieve a JA-test, consider the
following artificial regressions,
exp( ˆlog(Y )) = ρWexp( ˆlog(Y )) +Xβ + Zα + ε1, (3.48)
log(Y̊ ) = ρWlog(Y̊ ) + log(X)β + Zα + ε0, (3.49)
where the dependent variables in (3.41) and (3.42) are replaced by transformed pre-
dicted values from (3.47) and (3.46). Denote residual of estimation of (3.48) and
(3.48) as ε̂1 and ε̂0 respectively. The tests of H0 and H1 are simply the t-ratios of
estimates of ι0 and ι1,
log(Y ) = ρWlog(Y ) + log(X)β + Zα + ι0ε̂1 + u, (3.50)
Y = ρWY +Xβ + Zα + ι1ε̂0 + u, (3.51)
Lee (2004) and Xu and Lee (2015) show that MLEs are
√
n-consistent, ˆlog(Y ) and
log(Y̊ ) are asymptotically independent of u0 and u1 respectively. Then ε̂1 and ε̂0
are asymptotically independent of errors in (3.50) and (3.51) respectively. Both t-
ratios for ι0 and ι1 have an asymptotic t-distribution with (n − k − s − 2) degrees
of freedom given corresponding null hypothesis being true. The test procedures are
easy to implement. For example we want to test H0 in (3.41) against H1 (3.42). The
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test procedures are as follows,
1. Run MLE for (3.41), and get predicted values as ˆlog(Y ).
2. Replace Y in (3.42) with exp( ˆlog(Y )) and get residuals i.e. run MLE for (3.48),
and get residuals ε̂1.
3. Test the significance of ι0 in (3.50) with a t-test with degrees of freedom of
(n−k−s−2). If ι0 is significantly different from zero then reject H0; otherwise,
accept H0.
Testing for H1 is similar. Just need to follow above process with the other equation
in the each pair.
Note that the nesting procedure in (3.43) is arbitrary. Other weighting can be ap-
plied, for example,
(1−ν)exp(log(Y )−ρWlog(Y )− log(X)β−Zα) +ν(Y −ρWY − log(X)β−Zα) = u
(3.52)
Now, (3.51) should be changed to,
Y = ρWY +Xβ + Zα + ι1exp(ε̂0) + u, (3.53)
and the test is based on t-ratio of ι1. The testing process for (3.52) and (3.53) are
the similar to original test, and also have a t-distribution. They are hence asymp-
totically equivalent under H0 against local alternatives, while the power can differ
with different weights. Therefore, it would be useful to test using both equations for
comparison.
Another extension of our non-nested test is that it can also test other parameters.
For example, if we want to test functional form and spatial dependence jointly i.e.
test log-linear model with spatial dependence against a linear model without spatial
dependence, we simply need to keep H0 (3.41) and replace H1 (3.42) with,
H1 : Y = Xβ + Zα + u1, u1 ∼ IIDN(0, σ21) (3.54)
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and follow the testing procedure. Notice that H1 (3.42) does not include a spatial
lag term so ι1 follows a t-distribution with (n − k − s − 1) degrees of freedom, and
ι0 still follows t-distribution with (n− k − s− 2) degrees of freedom.
3.5 Monte Carlo Results
3.5.1 Simulation Design
We describe the details of the Monte Carlo design for the analysis. For the model
specification,
Y (γ) = ρWY (γ) + Y (γ)β + Zα + u, (3.55)
we specify two weight matrices corresponding to the Rook contiguity case and the
Queen contiguity case. As such, consider n spatial units that are randomly permuted
and allocated into a lattice of k×m squares, where k = m =
√
n. In the Rook conti-
guity case, wij = 1 if the spatial unit j is in a square that is adjacent (left/right/above
or below) to the square of the spatial unit i. In the Queen contiguity, wij = 1 if the
spatial unit j is in a square that is adjacent to, or shares a corner with the square
of the spatial unit i. In both cases, W is then row normalized. In this chapter, only
the simulation results with Queen weight matrices are presented, and the simulation
results with Rook contiguity are the same as the Queen contiguity.
First, consider a linear model, Y = ρWY + Xβ + Zα + u, we include one exoge-
nenous regressor for X in the model, and X ∼ χ21, β = 0.5. Z has two variables,
where Zi,1 ∼ N(0, 1) with α1 = 0.1, Zi,2 = 1 with α2 = 1 which is the intercept.
u follows normal distribution N(0, 0.1). For a NSAR model with γ being not 1, we
begin with generating X and Y from the above linear model. Then, we take expo-
nential or the corresponding inverse BC transformation of both X and Y , so we get
the non-linear model we want. The simulation is done with multiple sample sizes:
n = 25, 49, 225, 400. We specify these numbers so that the sample sizes are square
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numbers, and can form a square lattice. We will mainly focus on n being 49 case
since it is an achievable sample size. For the spatial autoregressive coefficient, we
have done simulation on ρ being from −0.9 through 0.9, but will mainly focus on ρ
being (0, 0.1, 0.3, 0.7), corresponds to no spatial correlation, little spatial correlation,
moderate spatial correlation and high spatial correlation case. Number of iterations
equals to 5000.
3.5.2 Size Properties of the Rao’s Score Tests
We will compare our test with Baltagi and Li (2004) who studied similar tests and
will refer to their simple RS test as BRSψ and robust RS test as BRS
∗
ψ. We first
discuss the size property of tests with log-linear model being the null model.
We begin with observing the discrepancy plots which are plotted in the following
way. Consider a sequence of nominal size {xi}. We generate R = 5000 samples
from Monte Carlo simulation under the null hypothesis. Then conduct tests on
the generated samples. Let τj for j = 1, . . . ,R be the R realizations of the test
statistics τ , and p(τ) be the p-value corresponding to τ . The empirical rejection rate
F̂ xi =
∑R
j=1 1(p(τj) ≤ xi)/R. We draw F̂ (xi)− xi against xi as the size discrepancy
plot.
Assume the sizes of the suggested tests are correct, we can then construct a point-
wise 95% confidence interval for a nominal size using a normal approximation to
the binomial distribution. A point-wise 95% confidence interval centered on nominal
size xi is given by xi ± 1.96 [xi(1− xi)/R]1/2. In the discrepancy plots, the interval
will be represented by the black solid lines, so F̂ (xi) − xi should be within interval
0± 1.96 [xi(1− xi)/R]1/2 with 95% chance.
Figure C.1 shows the size discrepancy for model with ρ = 0, γ = 0. The unadjusted
RS tests show good size property for all tests including testing ρ = 0, γ = 0 and
testing both jointly. We can see that in most cases the empirical sizes are inside the
95% confidence interval. The only exception is that RSγ over rejects when nominal
size is above 7%. However, note that the real rejection rate is only 2% higher than
α, the deviation is acceptable, and we still have perfect size when we set α = 5%
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following convention. The joint null of test BRSργ is rejected at 16.1% rather than
α = 5%. The empirical rejection for our proposed test RSρ rejects ρ = 0 at 4.66%
while BRSρ rejects ρ at 8.1%. Our tests have a better size property.
When we have nuisance parameter problem, by observing Figure C.2, we can see
that, first, the performance of robust and simple RS tests are very similar, especially
when testing for ρ’s. Second, with true ρ deviating from 0, γ and
∗
γ will over reject
γ = 0. For example when ρ is no smaller than 0.4, the null will be rejected at more
than 10% rather than 5%, and adjusting the score function will only reduce the over
rejection rate by around 1%, which still rejects the null too often. When ρ is above
0.7, the rejection rate will be higher than 20%. The tests are very sensitive to values
of ρ. However, our simulation shows that deviation of γ from true null does not
change the tests on ρ much, the empirical rejection rates remain at around 4% even
when true γ equals 0.5. Adjusting RS test in this case does not change the rejection
rate significantly. In fact, the rejection rate is generally only 0.1% higher than the
simple test. Even with γ = 1, the rejection rate is still around 3.5% for both RS∗ρ
and RSρ. The BRS tests shows a similar pattern. In general, deviation of null
parameter from null does not change the size much, robust BRS tests and original
BRS tests have very close size. The only exception is the robust BRS∗ρ actually has
a significantly worse size property than the simple BRSρ. BRSρ rejects ρ = 0 at
around 10% (comparing with our 4%) and is not affected by γ being non-zero. The
robust BRS∗ρ test again over rejects at 10% when γ = 0, and will increase to over
30% when γ = 1 comparing with our 3.5%.
For the linear model, despite the fact that, the expectation of multiple terms in the
Hessian like log(Y ) or Y log(Y ) cannot be calculated, our proposed tests assuming
linear model still have better size property comparing with BRS’s. By Figure C.3,
our proposed joint test is generally in the 95% confidence interval. Both one-way
tests RSρ and RSγ under reject the null significantly. However, when α = 5%, the
empirical rejection rates are 3.1% and 3.9%, respectively, which are acceptable. The
BRS tests over reject the null again. BRSργ rejects the joint null at 14.5%. Both
BRSρ and BRSγ reject the corresponding null at around 10%.
When we have nuisance parameters in the linear model, first, similar to the log-linear
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model, the simple RS tests are little affected by the nuisance parameters. Even when
γ = 0.5 or ρ = 0.5, RSρ and RSγ only have very small under rejection problem as
shown in figure. Our proposed robust test RS∗γ poorly performs when ρ is not 0.
BRS∗γ has the same problem. Both robust tests over reject the null when ρ > 0.2,
and can be higher than 30%.
We summarize our observations of Monte Carlo simulation on the size properties of
our proposed tests as follows.
1. Our proposed tests outperform the tests suggested by Baltagi and Li (2004)
in terms of size properties. All of our simple RS tests reject the null at the
nominal size or at a frequency very close to α. BRS tests generally suffer from
over rejection problem.
2. In our simulation, nuisance parameter problem is not severe in the NSAR
model especially the deviation of γ. The deviation of γ will not affect testing
ρ significantly. With high deviation of γ, the tests testing ρ still remain at a
rejection rate very close to α. When we have ρ 6= 0, the test will reject true γ
at a frequency higher than nominal size, but the over rejection is acceptable as
long as ρ < 0.3.
3. The robust RS tests either only have minor improvement on size properties or
will reject the null at a worse rate, and thus, the simple RS tests have better size
properties in general even when there is possible nuisance parameter problem.
3.5.3 Power Properties of the Rao’s Score Tests
In this chapter, we discus the power properties of our suggested tests. We begin with
the discussion about testing log-linear models.
First consider testing whether there exists spatial lag in log-linear models, as Fig-
ure C.5 and Figure C.6 show, the robust and simple RS tests testing H0 : ρ = 0,
assuming γ = 0 are close to each other, and both have good power especially when
ρ > 0. When ρ > 0.4 both tests will reject ρ = 0 more than 80% times, and when
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ρ > 0.7 the null is rejected more than 99% times. However, the tests are less sensitive
to negative ρ’s and have less power. The null ρ = 0 is rejected only a bit more than
80% times when ρ = −0.9. The power properties are not much affected by nuisance
parameter γ for both RSρ and RS
∗
ρ . Both tests reject ρ at similar rate regardless of
value of γ and whether it is 0. Comparing with BRSρ or BRS
∗
ρ our suggested tests
are better in two ways, first, the power is higher. When ρ significantly deviates from
0, our suggested tests reject ρ = 0 at high probablity. For example, BRSρ rejects
the null at merely 20% when ρ=0.4 comparing with our 80%. Second, our proposed
tests will reject H0 when ρ0 is smaller than 0, and will reject the null more often
when ρ becomes more negative, while some of BRS∗ρ fails to reject ρ = 0 when the
true parameter is negative. When γ > 0.4, the rejection rate for negative ρ0 is even
lower than when ρ0 = 0.
When ρ0 is incorrectly assumed in a log-linear model, Figure C.7 and Figure C.8
show that RSγ and RS
∗
γ are also similar to each other. The difference between ro-
bust and non-robust tests are generally smaller than 1%. The nuisance parameter
ρ0 6= 0 will affect the power property. When ρ is positive, the test will reject null
significantly more often. For non-negative ρ’s, the tests reject γ = 0 at more than
80% as long as γ is higher than 0.6. However, negative ρ’s significantly decreases the
power. When we have ρ < −0.3, we need γ > 0.8 to reject the null at 80% chance.
BRSρ and BRS
∗
ρ are less sensitive to value of ρ. The rejection rates remains close
when ρ takes different values. BRSρ tests rejects γ = 0 more often when ρ takes
some very negative values like -0.5. In other cases, our suggested tests reject wrong
null more often.
For linear models, Figure C.9 and Figure C.10 show that the robust and simple tests
testing ρ = 0 perform differently. First, the nuisance parameter γ being not 1 does
not affect the rejection frequency of the simple RS tests much, but it decreases the
power of robust tests more significantly. Second, when ρ exceeds 0.5, simple RS tests
will reject the null more than 90%. However, we see a decrease in power when ρ
increases. The overall power property of the simple RS test are good, it rejects the
null when ρ is non-zero. The suggested tests also rejects null more than BRS tests.
For example, BRSρ rejects at around 35% when ρ0 = 0.6, while our RSρ rejects null
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at more than 40% when ρ0 = 0.3.
Comparing Figure C.11 with Figure C.12, we can see the two tests testing γ assum-
ing a linear model are very different. Comparing with the simple RS test, when ρ is
positive, the robust test will suffer from a serious over rejection problem which result
in a U-shaped power curve i.e. the test rejects γ = 1 when γ0 is close to 1, then
the power decreases with γ0 being further from 1, after γ0 being smaller than 0.2,
the power begin to rise again. For simple RS test RSγ positive ρ’s only decrease the
power a little, and the shape is still a reasonable S shape. When ρ is 0 or negative,
RS∗ρ and RSρ perform similar. They are not sensitive to small deviation of γ from
1, and cannot reject γ = 1 when γ0 is greater than 0.4 i.e. the empirical rejection
rate is close to γ0 = 1 case. When γ is smaller than 0.2, the tests begin to reject
the null at high rates. Though, BRSγ tests have a less accurate size, they are more
sensitive to the deviation of γ, when γ0 is not too far from 1, BRSγ can reject the
null at a reasonable chance. Thus BRSγ has a better power property comparing to
our suggested tests.
We summarize the power properties of our proposed tests.
1. Comparing with the tests suggested by Baltagi and Li (2004), our proposed
tests rejects the null more often in most parameter settings. The only exception
is that, BRSγ has a better power property assuming linear model.
2. The assumption on nuisance parameter being wrong does not affect the power
property much. γ being incorrect almost does not change the rejection rate
of both RSρ and RS
∗
ρ at all. ρ being non-zero will affect power. Depending
on whether it is positive or not, the power can decrease or increase. However,
despite it changes power. The overall power curves for simple tests still have the
basic property that with γ being further from null, the rejection rate increases,
while RS∗γ may fail when ρ is wrongly assumed.
3. The robust RS tests does not make a difference assuming log-linear model, but
will decrease the power or rejects the null at an unreasonable frequency when
dealing with linear models. The simple RS tests are better choices in general.
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To summarize the overall properties of our suggested tests, first, nuisance param-
eter is not a problem for testing the NSAR models. Even with nuisance parameter
being incorrectly assumed, the simple tests perform good enough both in size and
in power. Second, the robust RS tests typically result in almost the same rejection
frequency as simple RS tests, while in some settings, robust RS tests can have bad
size and power properties. Thus, the simple RS tests are preferred over the robust
RS tests. Third, our suggested simple RS tests are better both in size and in power
comparing with tests suggested by Baltagi and Li (2004). The only exception is
when testing H0: γ = 1 i.e. linear model, assuming ρ = 0. In this case, when γ0 = 1
our suggested test rejects the correct null at a chance closer to nominal size α than
BRSγ, which means the size property of RSγ is better, while BRSγ rejects the in-
correct null more often, which means BRSγ has a better power. Both tests have its
own advantage over the other with this parameter setting.
However, we would like to emphasize that our simulation has only one setup of the
parameters. The above properties might be subjected to such parameter settings.
Especially by theory, we should have robust test outperforms the original test with
the presence of the nuisance parameters. We expect to see different simulation results
with other parameter settings.
3.5.4 Size Properties of the Non-nested Tests
Again, we begin with analyzing the size discrepancy plots, Figure C.13 and Fig-
ure C.14, to discuss the size properties of the suggested non-nested tests. To save
space we present the discrepancy plots from with sample size being 49 only, and the
empirical rejection rate for different sample sizes of testing linear model is summa-
rized in Table C.1. The general observations on the size properties of tests are listed
as follows.
1. By observing the size discrepancy plots Figure C.1 and Figure C.2, we see
that in most cases both non-nested tests significantly over reject the correct
null hypothesis. Especially when ρ is non-zero, the size distortions for both log-
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linear and linear models lie outside side the 95% point-wise confidence intervals.
However, as long as ρ is no higher than 0.3, the size distortion is acceptable.
In most cases, the actual rejection rate is about 2% higher than the nominal
size α.
2. Comparing the two tests, the rejection rate for testing linear model is generally
higher than the testing the log-linear model for all values of ρ. We see that
when ρ = 0.7, the empirical rejection rate soon goes out of the plot. In fact,
the deviation from nominal size is about 8% for α = 10%.
3. By Table C.1, we observe that in general the rejection rates are closer to α
with larger sample sizes as expected. When n is small, even for ρ = 0 case,
the rejection rates are far from α. When n exceeds 49 the rejection rate is
acceptable for ρ = 0.3 case. However, the rejection rate about 2% higher than
α for high dependence case even when n = 400. We expect for high ρ value as
0.7, more samples are needed to control for size.
4. We have the same pattern that larger sample size brings better size property
for testing log-linear models. Moreover, the rejection rates testing for linear
model are also higher than testing log-linear models with other sample sizes.
3.5.5 Power Properties of the Non-nested Tests
The simulations are done with γ being (0.05, 0.1, 0.2, 0.5, 1) for testing log-linear
model and (0.95, 0.9, 0.8, 0.5, 0) for testing linear model, so that in each case, the
deviation of γ from true γ0 is (0.05, 0.1, 0.2, 0.5, 1) respectively. The simulation results
are summarized in Table C.2 and Table C.3. The general power properties of the
proposed non-nested tests are summarized as follows.
1. In Table C.2, the null model is linear model. The test has satisfactory power.
When γ deviates from γ0 = 1 which means the model is more non-linear, the
test rejects the linear model. The empirical rejection rate is actually more than
90% when γ is lower than 0.3.
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2. In Table C.3, the null model is log-linear model. We also see that the test
rejects the null more oftern when γ deviates from the null. However, the test
only rejects the log-linear model about 40% to 70% chance when the model is
completely linear. Though the log-linear test has an overall better size property,
it is not efficient in telling that the model is wrong.
3. In both tables, we see that when spatial correlation is higher, the tests reject
the corresponding null hypothesis more often. The simulation results for other
sample size are similar and available upon request.
By observing the Monte-Carlo simulation, we suggest researchers to apply the non-
nested tests testing the linear model when the estimated ρ is low, and to apply the
non-nested tests testing the log-linear model when the estimated ρ is high to make
sure that test has a high power with acceptable size of the tests.
3.5.6 Sensitivity to Non-normality
We generate the error term by T√
30
where T follows student t distribution with 3
degrees of freedom to study the performance of our tests when normality assumption
is violated. The simulation shows that the patterns are similar to what we get in the
normal case. Full tables and plots are available upon request. Here, for simplicity,
we report the affect on size and power. For the size property of log-linear model,
RSρ still rejects the null at 3.8% which is still close to 5%. Other than that, γ = 0
is now rejected at 13.38% and the joint null is rejected at 10.4%, which means the
non-normality caused over rejection problem. The non-nested test rejects the null at
6.6%, which is not significantly different from the normal case. For the size property
of linear model, The joint null is rejected at 7.8%, γ = 1 is rejected at 7.2%. The
joint test and γ are again over rejected. For ρ, the rejection is 3.8% which is the
same as normal case. The non-nested test rejects linear model at 6.9%. We can see
that the non-normality does not affect the size of the non-nested tests, and does not
affect RSρ, but will cause the RSγ over reject for both linear and log-linear model.
For the power property, the non-nested tests remain unaffected by the non-normal
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error terms. We still have high rejection rate for linear model null against log linear
model, and the power for log linear model against linear model is low as we see in
the normal case. For RSγ test of log-linear model, the test becomes more sensitive to
deviation of ρ. For example, when ρ = −0.5, the rejection rate is only 47.8% when
γ0 = 0.8. Other than the negative ρ’s, the power is close to normal case. For RSγ
test of linear model, the power becomes a bit higher, for example, when ρ = 0.5 and
γ0 = 0.2, the null is rejected at 60.7% comparing with 19% for the normal case. As
for the power of RSρ, the power of of both linear and log-linear remain the same as
the normal error case.
To summarize the test properties with non-normal distributed error terms, we have
the following.
1. The non-nested tests are not affected by the non-normal error. The power and
size property remains unchanged.
2. The RSρ test is also not affected by the non-normal error terms.
3. Properties of RSγ are influenced by the non-normal error. When γ is correctly
specified, the null is over rejected but at an acceptable rate. When γ is not cor-
rectly specified, the power will change but can increase or decrease depending
on the assumption of model functional form.
Our method can be modified to deal with the non-normality, we present the mothod
in the Appendix.
3.5.7 Empirical Illustration of the Tests
In this chapter, we illustrate how these tests can be implemented and interpreted in
an empirical study. The housing price can be analyzed by either linear or log-linear,
Goodman (1988), Yuan (2019), Can (1992), and Ozanne and Thibodeau (1983). We
take a Boston housing price data Harrison Jr and Rubinfeld (1978) which includes
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average housing price of 506 census tracts. The housing price can be possibly ex-
plained by exogeneous variables including per capita crime rate, average number of
rooms per dwelling, proportion of residential land zoned for lots over 25,000 sq.ft,
accessibility to radial highways per town, weighted distances to five Boston employ-
ment centres. Among them, we might suspect whether we should take log to the last
two exogeneous variables and to housing price. Thus, we take the average housing
price as Y , median value of owner-occupied homes, weighted distances to five Boston
employment centres as X, and take the rest of exogeneous variables as Z. The con-
tiguity matrix is based on geographical contiguity i.e., wij = 1 if census tract i and
j share a common border, otherwise wij = 0. The weights matrix is row normalized.
The main aim of such tests is to test the functional form. At the same time, the
presence of spatial can also be tested. The test result is presented in the following
table.
Table 3.1: Tests Assuming Linear Model
RSγ RSρ Non− nested Test
55.96 350.35 -3.947249
(0.000) (0.000) (0.000)
Table 3.2: Tests Assuming Log-linear Model
RSγ RSρ Non− nested Test
0.41 411.66 -5.188839
(0.52) (0.000) (0.000)
First, both tests reject ρ = 0. Thus, we are having strong evidence that there
exists spatial dependence in the Boston housing price data. Second, RSγ rejects
linear model but does not reject the log-linear model which is a sign that the model
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should take a log-linear form. However, we can see that the non-nested test rejects
both linear and log-linear model. However, as mention before, when value of ρ is
high we need a large sample size to have a correct size. As the RSρ suggests, this
is probably the case. In fact, as we estimate a log-linear SAR model, we find the
estimate of ρ = 0.73. The rejection of non-nested test should be caused by high
spatial dependence.
As a summary, the housing price data should be studied with a log-linear SAR mode.
3.6 Conclusion
In this paper, we introduced joint, simple one-way and robust Rao’s score tests and
non-nested tests for functional form and spatial lag dependence for a NSAR model.
The performance of the suggested tests are studied using Monte Carlo simulations.
We compare our suggested tests with tests proposed by Baltagi and Li (2004) for
similar purpose and our tests have better properties.
We hope that the RS tests and the non-nested tests developed in this paper as a
diagnostic tool to determine whether the functional form should be linear or log-linear
and whether there exists spatial correlation or not. Practitioners could analyze data
statistically instead of simply making assumptions. Our tests are computationally
simple in two ways. For the RS tests, it does not involve a direct estimation of spatial
model. The calculation is done with assumption that there is no spatial dependence
and thus only an OLS model is estimated. If estimation of spatial model is possible,
the non-nested test provide a convenient way to test the functional form. It turns
test of the functional form into a simple T test problem.
In this paper, we used the estimated negative Hessian instead of the cross product of
scores in the computation of the RS tests. When there exists severe non-normality, we
should use the cross products. However, due to the complexity within linear model,
we could not figure out how to apply such method. We derive the corresponding
theory for log-linear model case in the appendix. However, future work is needed to
derive the whole RS test in other parameter settings.
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APPENDIX A
ROBUST LM TESTS FOR SPATIAL DYNAMIC
PANEL DATA MODELS
A.1 The Score Functions and Information Matrix
In this section, we provide the parts of score functions and the information matrix
that are required for the test statistics. Let n∗ = nT be the effective sample size.














































where Ṽnt(θ̃) = Ỹnt − X̃ntβ̃. The elements of information matrix evaluated at θ̃ are








































































































A.2 Detailed Expressions for Test Statistics
In this section, we provide the explicit expressions for the elements of test statistics.















































































A.2.1 Expressions for Hγ0 : γ0 = 0:
Let φ = (ρ, λ)
′

































































































































































, where Σγφ·ϕ(θ̃) is given in (A.10), Σφ·ϕ(θ̃) is






























A.2.2 Expressions for Hρ0 : ρ0 = 0:
Let φ = (γ, λ)
′


































































































































































, where Σρφ·ϕ(θ̃) is

































A.2.3 Expressions for Hλ0 : λ0 = 0:
Let φ = (γ, ρ)
′

















































































































































, where Σλφ·ϕ(θ̃) is given in (A.16), Σφ·ϕ(θ̃)
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A.3 Proofs of Propositions
The proof of Proposition 2.3 is provided in Lee and Yu (2010a). Therefore, we provide
only the proof of Proposition 2.4 in this section.
A.3.1 Proof of Proposition 2.4:
The first result of the proposition directly follows from√
nTCψ(θ̃)
d−→ N (Σψ·ϕζ + Σψφ·ϕδ, Σψ·ϕ), where Σψ·ϕ =
[





Σψφ − ΣψϕΣ−1ϕ Σϕφ
]
. Here, we will only prove the last two results. To this

















. The first-order Taylor expansions of scores D(θ̃) and










under HψA and H
φ



















































































∆nT,2ϕ + ∆nT,3ϕ∆nT,2ψ + ∆nT,3ψ
∆nT,2φ + ∆nT,3φ
 d−→ N (0, Σ) . (A.21)
Therefore, under Hψ0 and H
φ






ϕ (∆nT,2ϕ + ∆nT,3ϕ)
ΣφϕΣ
−1




















The result in (B.34) can be used to determine the distribution of the adjusted









































ϕ (∆nT,2ϕ + ∆nT,3ϕ)− (∆nT,2ψ + ∆nT,3ψ)
ΣφϕΣ
−1


































This last result implies that LM∗ψ
d−→ χ2r.
For the asymptotic power comparisons, we need to consider the distributions of
















































the last part of proposition.
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A.4 Simulation Results
Table A.1: Empirical sizes when : γ 6= 0











0.010 0.055 0.049 0.047 0.047 0.048 0.049 0.046 0.050
0.020 0.057 0.051 0.045 0.042 0.052 0.044 0.051 0.049
0.030 0.050 0.039 0.048 0.047 0.049 0.043 0.048 0.044
0.040 0.055 0.044 0.047 0.045 0.051 0.043 0.051 0.044
0.050 0.059 0.041 0.052 0.041 0.055 0.043 0.048 0.043
0.100 0.082 0.031 0.055 0.031 0.073 0.030 0.056 0.035
0.150 0.104 0.022 0.066 0.030 0.101 0.026 0.068 0.029
0.200 0.137 0.013 0.075 0.023 0.135 0.014 0.071 0.022
Queen
0.010 0.052 0.053 0.045 0.047 0.053 0.052 0.045 0.043
0.020 0.050 0.048 0.046 0.049 0.055 0.046 0.048 0.046
0.030 0.054 0.047 0.048 0.041 0.047 0.041 0.042 0.040
0.040 0.058 0.051 0.052 0.042 0.060 0.040 0.051 0.046
0.050 0.060 0.040 0.054 0.041 0.059 0.037 0.050 0.044
0.100 0.077 0.031 0.054 0.033 0.076 0.029 0.057 0.038
0.150 0.105 0.023 0.061 0.026 0.100 0.022 0.063 0.031
0.200 0.135 0.015 0.078 0.025 0.134 0.016 0.073 0.022
(n, T ) = (100, 10)
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Table A.2: Empirical sizes when: λ 6= 0











0.050 0.049 0.048 0.140 0.048 0.045 0.044 0.133 0.047
0.100 0.057 0.051 0.401 0.048 0.054 0.045 0.400 0.054
0.150 0.071 0.042 0.702 0.044 0.075 0.047 0.708 0.051
0.200 0.106 0.046 0.900 0.052 0.106 0.046 0.900 0.050
Queen
0.050 0.054 0.051 0.101 0.059 0.050 0.048 0.102 0.057
0.100 0.052 0.049 0.259 0.059 0.052 0.048 0.266 0.063
0.150 0.060 0.048 0.489 0.063 0.063 0.052 0.498 0.066
0.200 0.081 0.054 0.734 0.077 0.079 0.048 0.730 0.085
(n, T ) = (100, 10)
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Table A.3: Empirical sizes when: λ 6= 0, γ 6= 0 with Rook weights matrix I
Rook Queen
Normal Gamma Normal Gamma









0.01 0.05 0.159 0.054 0.151 0.048 0.116 0.054 0.110 0.055
0.01 0.10 0.441 0.050 0.439 0.046 0.282 0.060 0.289 0.054
0.01 0.15 0.740 0.049 0.740 0.051 0.555 0.064 0.542 0.066
0.01 0.20 0.925 0.046 0.928 0.046 0.766 0.077 0.772 0.070
0.02 0.05 0.158 0.046 0.157 0.047 0.115 0.053 0.115 0.054
0.02 0.10 0.471 0.044 0.476 0.046 0.311 0.057 0.312 0.057
0.02 0.15 0.790 0.044 0.786 0.046 0.575 0.065 0.579 0.057
0.02 0.20 0.949 0.036 0.944 0.047 0.811 0.062 0.806 0.067
0.03 0.05 0.177 0.049 0.167 0.047 0.117 0.046 0.130 0.051
0.03 0.10 0.522 0.046 0.519 0.044 0.330 0.057 0.347 0.057
0.03 0.15 0.823 0.049 0.823 0.044 0.620 0.056 0.619 0.063
0.03 0.20 0.969 0.038 0.958 0.042 0.833 0.067 0.843 0.056
0.04 0.05 0.186 0.044 0.179 0.041 0.127 0.056 0.131 0.049
0.04 0.10 0.529 0.046 0.539 0.042 0.361 0.052 0.345 0.048
0.04 0.15 0.852 0.039 0.860 0.045 0.654 0.058 0.666 0.058
0.04 0.20 0.971 0.041 0.969 0.042 0.863 0.064 0.850 0.063
0.05 0.05 0.200 0.041 0.199 0.039 0.135 0.047 0.135 0.041
0.05 0.10 0.588 0.044 0.585 0.037 0.376 0.049 0.373 0.051
0.05 0.15 0.885 0.041 0.875 0.041 0.677 0.055 0.688 0.052
0.05 0.20 0.982 0.041 0.981 0.038 0.891 0.049 0.887 0.057
0.10 0.05 0.265 0.032 0.261 0.031 0.190 0.034 0.180 0.034
0.10 0.10 0.728 0.034 0.734 0.034 0.499 0.038 0.507 0.042
0.10 0.15 0.960 0.046 0.961 0.042 0.802 0.043 0.810 0.043
0.10 0.20 0.998 0.049 0.998 0.047 0.957 0.041 0.955 0.046
(n, T ) = (100, 10)
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Table A.4: Empirical sizes when: λ 6= 0, γ 6= 0 with Rook weights matrix II
Rook Queen
Normal Gamma Normal Gamma









0.15 0.05 0.340 0.027 0.334 0.024 0.242 0.026 0.241 0.028
0.15 0.10 0.824 0.033 0.830 0.034 0.599 0.031 0.616 0.036
0.15 0.15 0.988 0.041 0.986 0.047 0.889 0.038 0.892 0.034
0.15 0.20 1.000 0.076 0.999 0.071 0.982 0.047 0.984 0.039
0.20 0.05 0.413 0.017 0.424 0.017 0.280 0.015 0.280 0.016
0.20 0.10 0.890 0.033 0.883 0.029 0.678 0.022 0.684 0.025
0.20 0.15 0.996 0.050 0.995 0.051 0.937 0.035 0.929 0.032
0.20 0.20 1.000 0.081 1.000 0.089 0.993 0.043 0.992 0.044
(n, T ) = (100, 10)








0.010 0.111 0.109 0.052 0.049 0.044 0.046 0.074
0.020 0.282 0.278 0.054 0.045 0.048 0.046 0.178
0.030 0.529 0.525 0.061 0.044 0.050 0.048 0.365
0.040 0.746 0.743 0.058 0.046 0.045 0.040 0.569
0.050 0.905 0.904 0.056 0.043 0.049 0.042 0.793
0.100 1.000 1.000 0.082 0.031 0.057 0.032 1.000
0.150 1.000 1.000 0.103 0.023 0.063 0.026 1.000
0.200 1.000 1.000 0.144 0.016 0.073 0.022 1.000
Notes: Simulation based on following design: (i) (n, T ) =
(100, 10), (ii) normally distributed errors, (iii) queen weights
matrix, and (iv) nominal size of 0.05.
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0.050 0.053 0.050 0.103 0.055 0.341 0.295 0.229
0.100 0.055 0.050 0.276 0.066 0.877 0.821 0.766
0.150 0.063 0.054 0.518 0.068 0.997 0.991 0.982
0.200 0.078 0.047 0.728 0.078 1.000 1.000 1.000
Notes: Simulation based on following design: (i) (n, T ) =
(100, 10), (ii) normally distributed errors, (iii) queen weights
matrix, and (iv) nominal size of 0.05.
Table A.7: Power of tests when: γ 6= 0, λ 6= 0 I







0.010 0.050 0.122 0.116 0.100 0.055 0.335 0.288 0.270
0.010 0.100 0.127 0.112 0.280 0.057 0.892 0.825 0.798
0.010 0.150 0.159 0.121 0.549 0.063 0.996 0.991 0.988
0.010 0.200 0.199 0.120 0.775 0.068 1.000 1.000 1.000
0.020 0.050 0.290 0.283 0.116 0.059 0.357 0.304 0.403
0.020 0.100 0.303 0.282 0.315 0.056 0.881 0.821 0.841
0.020 0.150 0.337 0.281 0.574 0.066 0.996 0.992 0.990
0.020 0.200 0.407 0.294 0.810 0.064 1.000 1.000 1.000
0.030 0.050 0.526 0.515 0.125 0.055 0.367 0.308 0.566
0.030 0.100 0.552 0.519 0.327 0.045 0.886 0.819 0.902
0.030 0.150 0.595 0.523 0.621 0.060 0.998 0.991 0.996
0.030 0.200 0.657 0.541 0.834 0.063 1.000 1.000 1.000
Notes: Simulation based on following design: (i) (n, T ) = (100, 10),
(ii) normally distributed errors, (iii) queen weights matrix, and (iv)
nominal size of 0.05.
124
Table A.8: Power of tests when: γ 6= 0, λ 6= 0 II







0.040 0.050 0.765 0.756 0.132 0.049 0.371 0.314 0.753
0.040 0.100 0.772 0.744 0.358 0.057 0.891 0.829 0.951
0.040 0.150 0.804 0.757 0.653 0.052 0.998 0.994 0.998
0.040 0.200 0.844 0.755 0.860 0.059 1.000 1.000 1.000
0.050 0.050 0.908 0.904 0.140 0.046 0.374 0.295 0.884
0.050 0.100 0.911 0.901 0.384 0.051 0.896 0.829 0.979
0.050 0.150 0.925 0.900 0.685 0.047 0.999 0.995 1.000
0.050 0.200 0.953 0.918 0.897 0.054 1.000 1.000 1.000
0.100 0.050 1.000 1.000 0.177 0.037 0.396 0.302 1.000
0.100 0.100 1.000 1.000 0.506 0.039 0.910 0.851 1.000
0.100 0.150 1.000 1.000 0.814 0.042 0.999 0.995 1.000
0.100 0.200 1.000 1.000 0.959 0.046 1.000 1.000 1.000
0.150 0.050 1.000 1.000 0.246 0.024 0.442 0.312 1.000
0.150 0.100 1.000 1.000 0.604 0.033 0.912 0.855 1.000
0.150 0.150 1.000 1.000 0.885 0.036 0.996 0.995 1.000
0.150 0.200 1.000 1.000 0.985 0.041 1.000 1.000 1.000
0.200 0.050 1.000 1.000 0.288 0.018 0.458 0.316 1.000
0.200 0.100 1.000 1.000 0.686 0.025 0.928 0.883 1.000
0.200 0.150 1.000 1.000 0.938 0.031 0.998 0.997 1.000
0.200 0.200 1.000 1.000 0.993 0.049 1.000 1.000 1.000
Notes: Simulation based on following design: (i) (n, T ) = (100, 10),
(ii) normally distributed errors, (iii) queen weights matrix, and (iv)
nominal size of 0.05.
125
Table A.9: Power of tests when: γ 6= 0, ρ 6= 0, λ 6= 0 I







0.010 0.050 0.050 0.141 0.119 0.579 0.245 0.605 0.320 0.614
0.010 0.050 0.100 0.172 0.120 0.804 0.244 0.962 0.842 0.942
0.010 0.050 0.150 0.248 0.141 0.935 0.243 0.999 0.992 0.999
0.010 0.050 0.200 0.330 0.147 0.982 0.224 1.000 1.000 1.000
0.010 0.100 0.050 0.181 0.117 0.944 0.734 0.819 0.370 0.915
0.010 0.100 0.100 0.255 0.140 0.986 0.748 0.989 0.870 0.995
0.010 0.100 0.150 0.375 0.156 0.999 0.740 1.000 0.997 1.000
0.010 0.100 0.200 0.538 0.187 0.999 0.716 1.000 1.000 1.000
0.010 0.150 0.050 0.270 0.146 0.999 0.974 0.936 0.419 0.997
0.010 0.150 0.100 0.386 0.153 0.999 0.977 0.999 0.906 1.000
0.010 0.150 0.150 0.556 0.185 1.000 0.976 1.000 0.998 1.000
0.010 0.150 0.200 0.720 0.225 1.000 0.977 1.000 1.000 1.000
0.010 0.200 0.050 0.378 0.152 1.000 1.000 0.985 0.549 1.000
0.010 0.200 0.100 0.534 0.176 1.000 0.999 1.000 0.945 1.000
0.010 0.200 0.150 0.723 0.223 1.000 1.000 1.000 0.999 1.000
0.010 0.200 0.200 0.871 0.277 1.000 0.999 1.000 1.000 1.000
0.020 0.050 0.050 0.309 0.270 0.589 0.248 0.604 0.318 0.681
0.020 0.050 0.100 0.381 0.296 0.824 0.253 0.965 0.848 0.958
0.020 0.050 0.150 0.459 0.312 0.946 0.242 0.999 0.992 0.999
0.020 0.050 0.200 0.569 0.336 0.988 0.245 1.000 1.000 1.000
0.020 0.100 0.050 0.393 0.303 0.948 0.734 0.833 0.368 0.945
0.020 0.100 0.100 0.495 0.315 0.987 0.748 0.992 0.865 0.995
0.020 0.100 0.150 0.607 0.342 0.999 0.742 1.000 0.995 1.000
0.020 0.100 0.200 0.739 0.381 1.000 0.739 1.000 1.000 1.000
0.020 0.150 0.050 0.474 0.316 0.998 0.976 0.947 0.470 0.998
0.020 0.150 0.100 0.623 0.336 1.000 0.976 0.999 0.920 1.000
Notes: Simulation based on following design: (i) (n, T ) = (100, 10), (ii) nor-
mally distributed errors, (iii) queen weights matrix, and (iv) nominal size of
0.05.
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Table A.10: Power of tests when: γ 6= 0, ρ 6= 0, λ 6= 0 II







0.020 0.150 0.150 0.765 0.390 1.000 0.977 1.000 0.999 1.000
0.020 0.150 0.200 0.873 0.451 1.000 0.976 1.000 1.000 1.000
0.020 0.200 0.050 0.607 0.331 1.000 0.999 0.988 0.578 1.000
0.020 0.200 0.100 0.750 0.381 1.000 0.999 1.000 0.958 1.000
0.020 0.200 0.150 0.874 0.433 1.000 0.999 1.000 1.000 1.000
0.020 0.200 0.200 0.953 0.508 1.000 0.999 1.000 1.000 1.000
0.030 0.050 0.050 0.581 0.540 0.603 0.245 0.631 0.326 0.809
0.030 0.050 0.100 0.633 0.551 0.851 0.265 0.967 0.855 0.977
0.030 0.050 0.150 0.701 0.557 0.955 0.241 0.999 0.993 1.000
0.030 0.050 0.200 0.793 0.585 0.989 0.238 1.000 1.000 1.000
0.030 0.150 0.050 0.718 0.564 0.999 0.976 0.950 0.500 0.998
0.030 0.150 0.100 0.821 0.591 1.000 0.980 0.999 0.933 1.000
0.030 0.150 0.150 0.903 0.649 1.000 0.979 1.000 0.999 1.000
0.030 0.150 0.200 0.961 0.696 1.000 0.984 1.000 1.000 1.000
0.030 0.200 0.050 0.800 0.584 1.000 1.000 0.990 0.612 1.000
0.030 0.200 0.100 0.900 0.635 1.000 1.000 1.000 0.964 1.000
0.030 0.200 0.150 0.960 0.687 1.000 1.000 1.000 1.000 1.000
0.030 0.200 0.200 0.987 0.754 1.000 1.000 1.000 1.000 1.000
0.040 0.050 0.050 0.783 0.756 0.619 0.250 0.619 0.335 0.888
0.040 0.050 0.100 0.820 0.762 0.864 0.272 0.969 0.858 0.989
0.040 0.050 0.150 0.877 0.783 0.968 0.259 0.999 0.994 1.000
0.040 0.050 0.200 0.918 0.797 0.993 0.256 1.000 1.000 1.000
0.040 0.100 0.050 0.832 0.768 0.959 0.752 0.857 0.412 0.988
0.040 0.100 0.100 0.887 0.788 0.993 0.755 0.995 0.904 0.999
0.040 0.100 0.150 0.933 0.815 0.999 0.763 1.000 0.996 1.000
0.040 0.100 0.200 0.973 0.838 1.000 0.784 1.000 1.000 1.000
Notes: Simulation based on following design: (i) (n, T ) = (100, 10), (ii) nor-
mally distributed errors, (iii) queen weights matrix, and (iv) nominal size of
0.05.
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Table A.11: Power of tests when: γ 6= 0, ρ 6= 0, λ 6= 0 III







0.040 0.150 0.050 0.875 0.782 0.999 0.981 0.956 0.520 0.999
0.040 0.150 0.100 0.932 0.806 1.000 0.978 0.999 0.942 1.000
0.040 0.150 0.150 0.972 0.844 1.000 0.983 1.000 0.999 1.000
0.040 0.150 0.200 0.987 0.867 1.000 0.984 1.000 1.000 1.000
0.040 0.200 0.050 0.920 0.794 1.000 0.999 0.990 0.642 1.000
0.040 0.200 0.100 0.966 0.834 1.000 1.000 1.000 0.969 1.000
0.040 0.200 0.150 0.991 0.873 1.000 1.000 1.000 1.000 1.000
0.040 0.200 0.200 0.998 0.914 1.000 1.000 1.000 1.000 1.000
0.050 0.050 0.050 0.923 0.907 0.639 0.249 0.651 0.356 0.956
0.050 0.050 0.100 0.944 0.914 0.875 0.261 0.969 0.874 0.996
0.050 0.050 0.150 0.961 0.918 0.967 0.274 0.999 0.995 1.000
0.050 0.050 0.200 0.977 0.932 0.995 0.266 1.000 1.000 1.000
0.050 0.100 0.050 0.944 0.911 0.958 0.748 0.864 0.445 0.996
0.050 0.100 0.100 0.969 0.924 0.993 0.772 0.994 0.914 1.000
0.050 0.100 0.150 0.980 0.940 0.999 0.777 1.000 0.999 1.000
0.050 0.100 0.200 0.992 0.953 1.000 0.774 1.000 1.000 1.000
0.050 0.150 0.050 0.957 0.917 0.999 0.977 0.957 0.544 1.000
0.050 0.150 0.100 0.984 0.937 1.000 0.983 1.000 0.953 1.000
0.050 0.150 0.150 0.995 0.950 1.000 0.984 1.000 0.999 1.000
0.050 0.150 0.200 0.998 0.961 1.000 0.986 1.000 1.000 1.000
0.050 0.200 0.050 0.979 0.927 1.000 1.000 0.991 0.696 1.000
0.050 0.200 0.100 0.992 0.947 1.000 0.999 1.000 0.978 1.000
0.050 0.200 0.150 0.999 0.962 1.000 1.000 1.000 1.000 1.000
0.050 0.200 0.200 0.999 0.974 1.000 1.000 1.000 1.000 1.000
0.100 0.050 0.050 1.000 1.000 0.691 0.245 0.695 0.401 1.000
0.100 0.050 0.100 1.000 1.000 0.916 0.283 0.979 0.909 1.000
Notes: Simulation based on following design: (i) (n, T ) = (100, 10), (ii) nor-
mally distributed errors, (iii) queen weights matrix, and (iv) nominal size of
0.05.
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Table A.12: Power of tests when: γ 6= 0, ρ 6= 0, λ 6= 0 IV







0.100 0.050 0.150 1.000 1.000 0.990 0.302 0.999 0.997 1.000
0.100 0.050 0.200 1.000 1.000 1.000 0.339 1.000 1.000 1.000
0.100 0.100 0.050 1.000 1.000 0.969 0.753 0.905 0.544 1.000
0.100 0.100 0.100 1.000 1.000 0.996 0.792 0.997 0.951 1.000
0.100 0.100 0.150 1.000 1.000 1.000 0.811 1.000 0.999 1.000
0.100 0.100 0.200 1.000 1.000 1.000 0.835 1.000 1.000 1.000
0.100 0.150 0.050 1.000 1.000 1.000 0.983 0.979 0.706 1.000
0.100 0.150 0.100 1.000 1.000 1.000 0.987 1.000 0.982 1.000
0.100 0.150 0.150 1.000 1.000 1.000 0.987 1.000 1.000 1.000
0.100 0.150 0.200 1.000 1.000 1.000 0.992 1.000 1.000 1.000
0.100 0.200 0.050 1.000 1.000 1.000 1.000 0.997 0.860 1.000
0.100 0.200 0.100 1.000 1.000 1.000 1.000 1.000 0.996 1.000
0.100 0.200 0.150 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.100 0.200 0.200 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.150 0.050 0.050 1.000 1.000 0.743 0.229 0.751 0.467 1.000
0.150 0.050 0.100 1.000 1.000 0.950 0.289 0.984 0.937 1.000
0.150 0.050 0.150 1.000 1.000 0.995 0.320 0.999 0.999 1.000
0.150 0.050 0.200 1.000 1.000 1.000 0.371 1.000 1.000 1.000
0.150 0.100 0.050 1.000 1.000 0.980 0.743 0.939 0.677 1.000
0.150 0.100 0.100 1.000 1.000 0.999 0.801 0.999 0.979 1.000
0.150 0.100 0.150 1.000 1.000 1.000 0.847 1.000 1.000 1.000
0.150 0.100 0.200 1.000 1.000 1.000 0.878 1.000 1.000 1.000
0.150 0.150 0.050 1.000 1.000 0.999 0.982 0.988 0.839 1.000
0.150 0.150 0.100 1.000 1.000 1.000 0.988 1.000 0.995 1.000
0.150 0.150 0.150 1.000 1.000 1.000 0.993 1.000 1.000 1.000
0.150 0.150 0.200 1.000 1.000 1.000 0.997 1.000 1.000 1.000
Notes: Simulation based on following design: (i) (n, T ) = (100, 10), (ii) nor-
mally distributed errors, (iii) queen weights matrix, and (iv) nominal size of
0.05.
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Table A.13: Power of tests when: γ 6= 0, ρ 6= 0, λ 6= 0 V







0.150 0.200 0.050 1.000 1.000 1.000 1.000 0.998 0.945 1.000
0.150 0.200 0.100 1.000 1.000 1.000 1.000 1.000 0.999 1.000
0.150 0.200 0.150 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.150 0.200 0.200 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.200 0.050 0.050 1.000 1.000 0.769 0.201 0.769 0.525 1.000
0.200 0.050 0.100 1.000 1.000 0.963 0.278 0.987 0.959 1.000
0.200 0.050 0.150 1.000 1.000 0.997 0.338 1.000 0.999 1.000
0.200 0.050 0.200 1.000 1.000 1.000 0.424 1.000 1.000 1.000
0.200 0.100 0.050 1.000 1.000 0.981 0.730 0.953 0.787 1.000
0.200 0.100 0.100 1.000 1.000 0.998 0.805 1.000 0.992 1.000
0.200 0.100 0.150 1.000 1.000 1.000 0.860 1.000 1.000 1.000
0.200 0.100 0.200 1.000 1.000 1.000 0.907 1.000 1.000 1.000
0.200 0.150 0.050 1.000 1.000 0.999 0.985 0.990 0.927 1.000
0.200 0.150 0.100 1.000 1.000 1.000 0.990 1.000 1.000 1.000
0.200 0.150 0.150 1.000 1.000 1.000 0.995 1.000 1.000 1.000
0.200 0.150 0.200 1.000 1.000 1.000 0.998 1.000 1.000 1.000
0.200 0.200 0.050 1.000 1.000 1.000 1.000 0.999 0.984 1.000
0.200 0.200 0.100 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.200 0.200 0.150 1.000 1.000 1.000 1.000 1.000 1.000 1.000
0.200 0.200 0.200 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Notes: Simulation based on following design: (i) (n, T ) = (100, 10), (ii) nor-




ROBUST LM TESTS FOR SPATIAL DYNAMIC
PANEL DATA MODELS UNDER BOTH
PARAMETRIC AND DISTRIBUTIONAL
MISSPECIFICATIONS
B.1 The Score Functions, Hessian and Outer Product
Matrices
In this section, I provide the parts of score functions, Σ(θ̃) and Ω(θ̃) matrices that
are required for the test statistics.
B.1.1 Direct Approach
Let nd = nT be the effective sample size for direct approach. The first-order condi-















































where Ṽnt(θ̃) = Ỹnt − X̃ntβ̃. The elements of Hessian matrix Σ(θ̃) evaluated at θ̃ are




















































































































































































































whereW 2n,ii is the (i, i) entry ofW
2
n and µ4 denotes the fourth moment of vit. Apply-
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ing an approximation from Rahmatullah Imon (2003) can provide better results. I es-





















can be viewed as the naive estimation of the fourth moment and second moment of
the disturbance term.
B.1.2 Transformation Approach












































where Ṽnt(θ̃) = Ỹnt − X̃ntβ̃. The elements of Hessian matrix Σ(θ̃) evaluated at θ̃ are





































































































































































































































B.2 Expressions for Adjusted Score Functions
















































































































































































































B.3 Proofs of Propositions
B.3.1 Proof of Proposition 2.3
The proof of Proposition 2.3 is provided in Lee and Yu (2010a).
B.3.2 Proof of Proposition 2.4
The result is directly from (2.21) and (2.22).
B.3.3 Proof of Proposition C.7.2
The result is directly from (2.32) and (2.33).
B.3.4 Proof of Proposition 2.6:




N (Σψ·ϕζ + Σψφ·ϕδ, Σψ·ϕ). Here, I will only prove the last two results. To this end, I


























under HψA and H
φ
















































































 d−→ N (0, Σ) . (B.33)
Therefore, under Hψ0 and H
φ






























The result in (B.34) can be used to determine the distribution of the adjusted









































































0, Σψ·ϕ − Σψφ·ϕΣ−1φ·ϕΣφφ·ϕ
)
. (B.38)
This last result implies that LM∗ψ
d−→ χ2r.
For the asymptotic power comparisons, I need to consider the distributions of










































the last part of proposition.
B.3.5 Proof of Proposition 2.7:
The proof requires the asymptotic distribution of the adjusted score function C?ψ.
Distributional misspecification changes the aysmptotic distribution of the bias cor-








 d−→ N (0, Ω) . (B.41)
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Distributional misspecification does not change the derivatives of score functions, so















































































































The second part of Proposition 5 directly follows from above. Consider under Hψ0 ,
ζ = 0, the above result then implies the first part of proposition.
142
B.3.6 Proof of Corollary 2.7:
I begin with the proof of the first part of corollary, where ψ is a subset of (γ, ρ).
























Ωψ(θ̃) = Σψ(θ̃), (B.51)
and
Ωϕ,ψ(θ̃) = Σϕ,ψ(θ̃), (B.52)




ϕ (θ̃)Σϕψ(θ̃) = Σψϕ(θ̃)Σ
−1
ϕ (θ̃)Ωϕψ(θ̃) = Ωψϕ(θ̃)Σ
−1
ϕ (θ̃)Σϕψ(θ̃). (B.54)

















































ϕ (θ̃)Σϕψ(θ̃) = Σψβ(θ̃)Σ
−1




(B.51), (B.54) and (B.58) imply:
Bψ·ϕ(θ̃) = Σψ·ϕ(θ̃), (B.59)
so,
LMψ = LMψ(D). (B.60)
For the second part of the corollary, let’s first consider the transformation approach
case, let η = (γ, ρ, β)
′
.





























Consider that each individual has a number of neighbors (nb) that grows slower than√
































Note that Σλσ2(θ̃) −→ 0, which means λ and σ2 are asymptotically uncorrelated.
Given what we have now, (B.51) through (B.58) are valid even when ψ contains λ,
so LMψ(D) −→ LMψ.
Next I show LMψ(DP ) −→ LMψ(P ).
















It suffices to show Dψ·ϕ(θ̃) −→ Σψ·ϕ(θ̃)− Σψφ·ϕ(θ̃)Σ−1φ·ϕ(θ̃)Σ
′
ψφ·ϕ(θ̃). We have,















. Compare (B.68) with
Σψφ·ϕ(θ̃) = Σψφ(θ̃)− Σψϕ(θ̃)Σ−1ϕ (θ̃)Σϕφ(θ̃), (B.69)
Again, by checking Appendix B.1, now φ contains λ, Σφσ2(θ̃) = O(1/n). The
following equations hold,




































































































(B.70) through (B.78) then imply





Take transpose, Bφψ·ϕ(θ̃) = Σφψ·ϕ(θ̃) +O( 1n). (B.79) further implies,




















Therefore, LMψ(DP ) −→ LMψ(P ). For direct approach, (B.64) is still true. In fact,
the equation holds without adding the remainder term. The rest of the proof remains
valid, thus we still have LMψ(DP ) −→ LMψ(P ).
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B.4 Simulation Results
Figure B.1: Size discrepancy plots when (n, T ) = (100, 10).













































































































































Figure B.2: Size discrepancy plots when (n, T ) = (100, 10).











































































































































(b) Mixture normal errors
151
Figure B.3: Size discrepancy plots when (n, T ) = (9, 111).



































































































































Figure B.4: Size discrepancy plots when (n, T ) = (9, 111).



























































































































(b) Mixture normal errors
155
Figure B.5: Empirical rejection rate for misspecified model.








































(a) Normal errors, (n, T ) = (49, 10)
156
Figure B.5 conti.








































(b) T errors, (n, T ) = (49, 10)
157
Figure B.6: Empirical rejection rate for misspecified model.








































(a) Chi-square errors, (n, T ) = (49, 10)
158
Figure B.6 conti.








































(b) Mixture normal errors, (n, T ) = (49, 10)
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0.010 0.048 0.048 0.050 0.049 0.049 0.055
0.020 0.047 0.047 0.053 0.042 0.042 0.048
0.030 0.046 0.046 0.059 0.044 0.044 0.051
0.040 0.051 0.051 0.065 0.041 0.041 0.050
0.050 0.043 0.043 0.062 0.038 0.038 0.048
0.100 0.033 0.033 0.089 0.035 0.035 0.058
0.200 0.013 0.013 0.152 0.025 0.025 0.071
0.300 0.003 0.003 0.243 0.019 0.019 0.095
(n, T ) = (49, 10), normal distribution.














0.010 0.046 0.046 0.048 0.042 0.042 0.046
0.020 0.050 0.050 0.056 0.044 0.044 0.048
0.030 0.044 0.044 0.059 0.037 0.037 0.044
0.040 0.043 0.043 0.056 0.042 0.042 0.043
0.050 0.041 0.041 0.058 0.039 0.039 0.046
0.100 0.035 0.035 0.086 0.031 0.031 0.055
0.200 0.015 0.015 0.159 0.023 0.022 0.077
0.300 0.003 0.003 0.233 0.023 0.023 0.100
(n, T ) = (49, 10), t distribution.
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0.010 0.046 0.046 0.053 0.044 0.044 0.048
0.020 0.050 0.050 0.054 0.049 0.049 0.051
0.030 0.049 0.049 0.059 0.048 0.048 0.048
0.040 0.048 0.048 0.062 0.043 0.043 0.054
0.050 0.043 0.043 0.065 0.045 0.045 0.057
0.100 0.036 0.036 0.083 0.036 0.036 0.061
0.200 0.015 0.015 0.155 0.023 0.023 0.071
0.300 0.004 0.004 0.238 0.022 0.022 0.096
(n, T ) = (49, 10), chi-square distribution.














0.010 0.041 0.041 0.043 0.045 0.045 0.041
0.020 0.047 0.047 0.053 0.047 0.047 0.046
0.030 0.044 0.044 0.060 0.042 0.042 0.052
0.040 0.043 0.043 0.058 0.041 0.041 0.047
0.050 0.047 0.047 0.064 0.038 0.038 0.048
0.100 0.030 0.030 0.080 0.033 0.033 0.056
0.200 0.014 0.014 0.151 0.024 0.024 0.073
0.300 0.004 0.004 0.243 0.025 0.025 0.104
(n, T ) = (49, 10), mixture normal distribution.
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0.010 0.043 0.043 0.046 0.054 0.054 0.053
0.020 0.053 0.053 0.057 0.055 0.055 0.055
0.030 0.050 0.050 0.049 0.050 0.050 0.060
0.040 0.045 0.045 0.048 0.053 0.053 0.071
0.050 0.048 0.048 0.049 0.054 0.054 0.080
0.100 0.052 0.052 0.055 0.059 0.059 0.160
0.200 0.041 0.041 0.060 0.082 0.082 0.468
0.300 0.042 0.042 0.112 0.103 0.103 0.758
(n, T ) = (49, 10), normal distribution.















0.010 0.046 0.046 0.048 0.051 0.051 0.053
0.020 0.049 0.049 0.050 0.056 0.056 0.056
0.030 0.048 0.048 0.049 0.053 0.053 0.063
0.040 0.049 0.049 0.050 0.051 0.051 0.064
0.050 0.051 0.051 0.051 0.052 0.052 0.084
0.100 0.045 0.045 0.050 0.064 0.064 0.159
0.200 0.049 0.049 0.072 0.073 0.073 0.468
0.300 0.043 0.043 0.117 0.093 0.092 0.767
(n, T ) = (49, 10), t distribution.
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0.010 0.047 0.047 0.050 0.048 0.048 0.053
0.020 0.051 0.051 0.053 0.052 0.052 0.058
0.030 0.050 0.050 0.054 0.053 0.053 0.064
0.040 0.051 0.051 0.054 0.051 0.051 0.068
0.050 0.045 0.045 0.049 0.057 0.057 0.076
0.100 0.041 0.041 0.048 0.053 0.053 0.169
0.200 0.046 0.046 0.075 0.068 0.068 0.479
0.300 0.043 0.043 0.129 0.096 0.096 0.763
(n, T ) = (49, 10), chi-square distribution.














0.010 0.042 0.042 0.047 0.056 0.056 0.053
0.020 0.046 0.046 0.049 0.058 0.058 0.062
0.030 0.050 0.050 0.055 0.053 0.053 0.060
0.040 0.048 0.048 0.052 0.049 0.049 0.063
0.050 0.049 0.049 0.052 0.053 0.053 0.076
0.100 0.045 0.045 0.048 0.067 0.067 0.170
0.200 0.045 0.045 0.064 0.075 0.075 0.478
0.300 0.038 0.038 0.120 0.100 0.100 0.758
(n, T ) = (49, 10), mixture normal distribution.
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Table B.9: Empirical sizes when: γ 6= 0, λ 6= 0 I














0.010 0.010 0.054 0.054 0.060 0.056 0.056 0.055
0.030 0.010 0.050 0.050 0.058 0.042 0.042 0.061
0.050 0.010 0.043 0.043 0.065 0.044 0.044 0.068
0.100 0.010 0.035 0.035 0.077 0.033 0.033 0.086
0.200 0.010 0.015 0.015 0.148 0.014 0.014 0.145
0.300 0.010 0.003 0.003 0.224 0.005 0.005 0.216
0.010 0.030 0.053 0.053 0.063 0.049 0.049 0.059
0.030 0.030 0.046 0.046 0.073 0.049 0.049 0.064
0.050 0.030 0.045 0.045 0.080 0.045 0.045 0.075
0.100 0.030 0.036 0.036 0.086 0.030 0.030 0.086
0.200 0.030 0.011 0.011 0.145 0.014 0.014 0.137
0.300 0.030 0.003 0.003 0.210 0.004 0.004 0.202
0.010 0.050 0.057 0.057 0.080 0.052 0.052 0.087
0.030 0.050 0.050 0.050 0.093 0.048 0.048 0.091
0.050 0.050 0.047 0.047 0.099 0.049 0.049 0.096
0.100 0.050 0.037 0.037 0.125 0.034 0.034 0.120
0.200 0.050 0.014 0.014 0.186 0.017 0.017 0.175
0.300 0.050 0.003 0.003 0.252 0.004 0.004 0.247
0.010 0.100 0.062 0.062 0.180 0.059 0.059 0.173
0.030 0.100 0.053 0.053 0.188 0.053 0.053 0.198
0.050 0.100 0.053 0.053 0.217 0.052 0.052 0.233
0.100 0.100 0.042 0.042 0.288 0.037 0.037 0.292
0.200 0.100 0.019 0.019 0.414 0.017 0.017 0.401
0.300 0.100 0.006 0.006 0.486 0.005 0.005 0.490
0.010 0.200 0.081 0.081 0.506 0.075 0.075 0.504
0.030 0.200 0.060 0.060 0.576 0.061 0.061 0.561
0.050 0.200 0.058 0.058 0.634 0.057 0.057 0.630
(n, T ) = (49, 10).
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Table B.10: Empirical sizes when: γ 6= 0, λ 6= 0 II














0.100 0.200 0.040 0.040 0.738 0.045 0.045 0.742
0.200 0.200 0.030 0.030 0.885 0.030 0.030 0.882
0.300 0.200 0.021 0.021 0.923 0.020 0.020 0.926
0.010 0.300 0.089 0.089 0.791 0.092 0.092 0.789
0.030 0.300 0.077 0.077 0.849 0.083 0.083 0.850
0.050 0.300 0.064 0.064 0.890 0.062 0.062 0.893
0.100 0.300 0.042 0.042 0.958 0.047 0.047 0.954
0.200 0.300 0.045 0.045 0.992 0.046 0.046 0.993
0.300 0.300 0.058 0.058 0.997 0.056 0.056 0.997
0.010 0.010 0.045 0.045 0.050 0.052 0.052 0.055
0.030 0.010 0.047 0.047 0.060 0.044 0.044 0.060
0.050 0.010 0.044 0.044 0.069 0.047 0.047 0.064
0.100 0.010 0.034 0.034 0.082 0.033 0.033 0.076
0.200 0.010 0.013 0.013 0.142 0.016 0.016 0.148
0.300 0.010 0.004 0.004 0.218 0.003 0.003 0.219
0.010 0.030 0.048 0.047 0.065 0.049 0.049 0.061
0.030 0.030 0.052 0.052 0.069 0.048 0.048 0.073
0.050 0.030 0.046 0.046 0.077 0.049 0.049 0.079
0.100 0.030 0.034 0.034 0.094 0.035 0.035 0.090
0.200 0.030 0.014 0.014 0.142 0.016 0.016 0.143
0.300 0.030 0.004 0.004 0.211 0.003 0.003 0.216
0.010 0.050 0.050 0.050 0.082 0.056 0.056 0.087
0.030 0.050 0.051 0.051 0.093 0.047 0.047 0.090
0.050 0.050 0.046 0.046 0.101 0.046 0.046 0.096
0.100 0.050 0.038 0.038 0.120 0.036 0.036 0.124
0.200 0.050 0.016 0.016 0.182 0.015 0.015 0.186
0.300 0.050 0.004 0.004 0.246 0.005 0.005 0.245
(n, T ) = (49, 10).
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Table B.11: Empirical sizes when: γ 6= 0, λ 6= 0 III














0.010 0.100 0.055 0.055 0.175 0.054 0.054 0.172
0.030 0.100 0.053 0.053 0.196 0.051 0.051 0.194
0.050 0.100 0.044 0.044 0.221 0.051 0.051 0.230
0.100 0.100 0.037 0.037 0.287 0.041 0.041 0.286
0.200 0.100 0.018 0.018 0.398 0.017 0.017 0.403
0.300 0.100 0.007 0.007 0.487 0.005 0.005 0.502
0.010 0.200 0.068 0.068 0.523 0.070 0.070 0.513
0.030 0.200 0.061 0.061 0.578 0.066 0.066 0.557
0.050 0.200 0.058 0.058 0.621 0.051 0.051 0.631
0.100 0.200 0.044 0.044 0.749 0.038 0.038 0.756
0.200 0.200 0.030 0.030 0.882 0.030 0.030 0.880
0.300 0.200 0.022 0.022 0.921 0.021 0.021 0.930
0.010 0.300 0.074 0.074 0.812 0.095 0.095 0.800
0.030 0.300 0.072 0.072 0.856 0.075 0.075 0.853
0.050 0.300 0.056 0.056 0.904 0.070 0.070 0.896
0.100 0.300 0.043 0.043 0.961 0.051 0.051 0.959
0.200 0.300 0.040 0.040 0.991 0.046 0.046 0.992
0.300 0.300 0.062 0.062 0.997 0.065 0.065 0.996
(n, T ) = (49, 10).
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0.010 0.082 0.082 0.089 0.325 0.318
0.020 0.151 0.151 0.160 0.413 0.407
0.030 0.284 0.284 0.296 0.515 0.509
0.040 0.444 0.444 0.462 0.674 0.666
0.050 0.623 0.623 0.643 0.800 0.795
0.100 0.995 0.995 0.995 0.998 0.998
(n,T)=(49,10), normal distribution.












0.010 0.076 0.076 0.079 0.321 0.314
0.020 0.158 0.158 0.166 0.412 0.405
0.030 0.288 0.288 0.303 0.525 0.522
0.040 0.437 0.437 0.454 0.661 0.654
0.050 0.615 0.615 0.632 0.792 0.787
0.100 0.995 0.995 0.996 0.998 0.998
(n,T)=(49,10), t distribution.
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0.010 0.077 0.077 0.084 0.316 0.309
0.020 0.156 0.156 0.163 0.406 0.401
0.030 0.290 0.290 0.299 0.527 0.522
0.040 0.438 0.438 0.458 0.663 0.658
0.050 0.631 0.631 0.645 0.803 0.798
0.100 0.997 0.997 0.998 0.999 0.999
(n,T)=(49,10), chi-square distribution.












0.010 0.075 0.075 0.081 0.318 0.311
0.020 0.158 0.158 0.164 0.404 0.397
0.030 0.279 0.279 0.293 0.527 0.520
0.040 0.445 0.445 0.462 0.677 0.672
0.050 0.613 0.613 0.634 0.788 0.783
0.100 0.993 0.993 0.994 0.998 0.998
(n,T)=(49,10), mixture normal distribution.
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0.010 0.082 0.082 0.089 0.325 0.318
0.020 0.151 0.151 0.160 0.413 0.407
0.030 0.284 0.284 0.296 0.515 0.509
0.040 0.444 0.444 0.462 0.674 0.666
0.050 0.623 0.623 0.643 0.800 0.795
0.100 0.995 0.995 0.995 0.998 0.998
(n,T)=(49,10), normal distribution.












0.010 0.076 0.076 0.079 0.321 0.314
0.020 0.158 0.158 0.166 0.412 0.405
0.030 0.288 0.288 0.303 0.525 0.522
0.040 0.437 0.437 0.454 0.661 0.654
0.050 0.615 0.615 0.632 0.792 0.787
0.100 0.995 0.995 0.996 0.998 0.998
(n,T)=(49,10), t distribution.
169












0.010 0.077 0.077 0.084 0.316 0.309
0.020 0.156 0.156 0.163 0.406 0.401
0.030 0.290 0.290 0.299 0.527 0.522
0.040 0.438 0.438 0.458 0.663 0.658
0.050 0.631 0.631 0.645 0.803 0.798
0.100 0.997 0.997 0.998 0.999 0.999
(n,T)=(49,10), chi-square distribution.












0.010 0.075 0.075 0.081 0.318 0.311
0.020 0.158 0.158 0.164 0.404 0.397
0.030 0.279 0.279 0.293 0.527 0.520
0.040 0.445 0.445 0.462 0.677 0.672
0.050 0.613 0.613 0.634 0.788 0.783
0.100 0.993 0.993 0.994 0.998 0.998
(n,T)=(49,10), mixture normal distribution.
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0.010 0.010 0.059 0.059 0.060 0.076 0.076 0.081 0.329 0.322
0.020 0.010 0.057 0.057 0.064 0.143 0.143 0.153 0.408 0.401
0.030 0.010 0.052 0.052 0.054 0.279 0.279 0.294 0.530 0.525
0.040 0.010 0.054 0.054 0.063 0.446 0.446 0.465 0.677 0.671
0.050 0.010 0.050 0.050 0.065 0.615 0.615 0.630 0.796 0.791
0.100 0.010 0.046 0.046 0.070 0.995 0.995 0.997 0.998 0.998
0.200 0.010 0.031 0.031 0.086 1.000 1.000 1.000 1.000 1.000
0.010 0.020 0.071 0.071 0.078 0.085 0.085 0.092 0.362 0.357
0.020 0.020 0.078 0.078 0.077 0.154 0.154 0.164 0.452 0.444
0.030 0.020 0.067 0.067 0.081 0.274 0.274 0.288 0.557 0.550
0.040 0.020 0.068 0.068 0.078 0.435 0.435 0.457 0.687 0.684
0.050 0.020 0.071 0.071 0.077 0.618 0.618 0.635 0.801 0.796
0.100 0.020 0.064 0.064 0.094 0.994 0.994 0.995 0.998 0.998
0.200 0.020 0.051 0.051 0.119 1.000 1.000 1.000 1.000 1.000
0.010 0.030 0.098 0.098 0.104 0.074 0.074 0.084 0.387 0.382
0.020 0.030 0.095 0.095 0.103 0.153 0.153 0.164 0.469 0.463
0.030 0.030 0.098 0.098 0.113 0.286 0.286 0.300 0.593 0.587
0.040 0.030 0.091 0.091 0.110 0.443 0.443 0.460 0.707 0.701
0.050 0.030 0.092 0.092 0.119 0.616 0.616 0.634 0.821 0.817
0.100 0.030 0.086 0.086 0.127 0.995 0.995 0.996 0.998 0.998
0.200 0.030 0.078 0.078 0.154 1.000 1.000 1.000 1.000 1.000
0.010 0.040 0.141 0.141 0.158 0.084 0.084 0.092 0.444 0.438
0.020 0.040 0.137 0.137 0.161 0.153 0.153 0.164 0.501 0.497
0.030 0.040 0.139 0.139 0.165 0.279 0.279 0.292 0.632 0.628
0.040 0.040 0.141 0.141 0.159 0.439 0.439 0.459 0.740 0.735
0.050 0.040 0.144 0.144 0.178 0.626 0.626 0.645 0.849 0.844
0.100 0.040 0.126 0.126 0.178 0.995 0.995 0.996 1.000 1.000
(n, T ) = (49, 10), normal distribution.
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0.200 0.040 0.122 0.122 0.212 1.000 1.000 1.000 1.000 1.000
0.010 0.050 0.188 0.188 0.211 0.077 0.077 0.087 0.496 0.492
0.020 0.050 0.191 0.191 0.224 0.158 0.158 0.173 0.564 0.559
0.030 0.050 0.187 0.187 0.218 0.279 0.279 0.293 0.653 0.649
0.040 0.050 0.194 0.194 0.233 0.455 0.455 0.475 0.777 0.774
0.050 0.050 0.189 0.189 0.234 0.608 0.608 0.626 0.855 0.852
0.100 0.050 0.182 0.182 0.257 0.995 0.995 0.996 0.999 0.999
0.200 0.050 0.159 0.159 0.276 1.000 1.000 1.000 1.000 1.000
0.010 0.100 0.551 0.551 0.622 0.082 0.082 0.097 0.797 0.796
0.020 0.100 0.536 0.536 0.617 0.149 0.149 0.170 0.834 0.830
0.030 0.100 0.550 0.550 0.627 0.275 0.275 0.304 0.877 0.874
0.040 0.100 0.540 0.540 0.627 0.446 0.446 0.483 0.912 0.911
0.050 0.100 0.554 0.554 0.651 0.625 0.625 0.665 0.953 0.951
0.100 0.100 0.568 0.568 0.678 0.994 0.994 0.995 0.999 0.999
0.200 0.100 0.578 0.578 0.697 1.000 1.000 1.000 1.000 1.000
0.010 0.200 0.981 0.981 0.990 0.075 0.075 0.121 0.996 0.996
0.020 0.200 0.986 0.986 0.994 0.159 0.159 0.231 0.998 0.998
0.030 0.200 0.986 0.986 0.994 0.291 0.291 0.384 0.999 0.999
0.040 0.200 0.985 0.985 0.993 0.448 0.448 0.546 0.999 0.999
0.050 0.200 0.986 0.986 0.994 0.619 0.619 0.704 0.999 0.999
0.100 0.200 0.991 0.991 0.995 0.995 0.995 0.998 1.000 1.000
0.200 0.200 0.994 0.994 0.996 1.000 1.000 1.000 1.000 1.000
(n, T ) = (49, 10), normal distribution.
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0.010 0.010 0.056 0.056 0.053 0.082 0.082 0.087 0.320 0.314
0.020 0.010 0.050 0.050 0.051 0.149 0.149 0.160 0.407 0.401
0.030 0.010 0.055 0.055 0.062 0.276 0.276 0.291 0.542 0.538
0.040 0.010 0.054 0.053 0.057 0.449 0.449 0.464 0.680 0.674
0.050 0.010 0.049 0.049 0.059 0.620 0.620 0.642 0.804 0.800
0.100 0.010 0.045 0.044 0.071 0.995 0.995 0.995 0.999 0.999
0.200 0.010 0.036 0.036 0.087 1.000 1.000 1.000 1.000 1.000
0.010 0.020 0.067 0.067 0.075 0.081 0.081 0.086 0.352 0.344
0.020 0.020 0.070 0.070 0.081 0.157 0.157 0.167 0.442 0.436
0.030 0.020 0.067 0.066 0.072 0.281 0.281 0.294 0.551 0.545
0.040 0.020 0.073 0.072 0.089 0.445 0.445 0.463 0.694 0.688
0.050 0.020 0.068 0.068 0.082 0.635 0.635 0.652 0.812 0.807
0.100 0.020 0.056 0.056 0.091 0.992 0.992 0.993 0.998 0.998
0.200 0.020 0.048 0.048 0.118 1.000 1.000 1.000 1.000 1.000
0.010 0.030 0.093 0.093 0.101 0.082 0.082 0.089 0.379 0.374
0.020 0.030 0.101 0.101 0.111 0.155 0.155 0.169 0.476 0.472
0.030 0.030 0.100 0.100 0.117 0.294 0.294 0.305 0.590 0.585
0.040 0.030 0.100 0.100 0.117 0.446 0.446 0.464 0.708 0.703
0.050 0.030 0.091 0.091 0.115 0.631 0.631 0.646 0.830 0.825
0.100 0.030 0.087 0.087 0.131 0.993 0.993 0.994 0.998 0.998
0.200 0.030 0.079 0.079 0.160 1.000 1.000 1.000 1.000 1.000
0.010 0.040 0.139 0.139 0.156 0.079 0.079 0.085 0.437 0.433
0.020 0.040 0.131 0.131 0.152 0.155 0.155 0.168 0.516 0.509
0.030 0.040 0.141 0.141 0.167 0.277 0.277 0.292 0.617 0.611
0.040 0.040 0.127 0.127 0.160 0.457 0.457 0.478 0.750 0.746
0.050 0.040 0.133 0.133 0.176 0.636 0.636 0.652 0.838 0.835
0.100 0.040 0.127 0.127 0.181 0.993 0.993 0.994 0.998 0.998
(n, T ) = (49, 10), mixture normal distribution.
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0.200 0.040 0.116 0.116 0.215 1.000 1.000 1.000 1.000 1.000
0.010 0.050 0.188 0.187 0.211 0.082 0.082 0.090 0.492 0.488
0.020 0.050 0.185 0.185 0.221 0.159 0.159 0.170 0.568 0.563
0.030 0.050 0.176 0.176 0.212 0.288 0.288 0.304 0.670 0.663
0.040 0.050 0.180 0.180 0.224 0.440 0.440 0.463 0.759 0.754
0.050 0.050 0.174 0.173 0.222 0.626 0.626 0.641 0.857 0.855
0.100 0.050 0.174 0.173 0.240 0.994 0.994 0.995 0.999 0.999
0.200 0.050 0.174 0.173 0.279 1.000 1.000 1.000 1.000 1.000
0.010 0.100 0.568 0.567 0.628 0.076 0.076 0.092 0.807 0.805
0.020 0.100 0.552 0.551 0.629 0.153 0.153 0.175 0.834 0.832
0.030 0.100 0.557 0.557 0.653 0.287 0.287 0.319 0.883 0.881
0.040 0.100 0.571 0.571 0.648 0.451 0.451 0.490 0.920 0.918
0.050 0.100 0.566 0.566 0.651 0.620 0.620 0.655 0.952 0.951
0.100 0.100 0.564 0.564 0.671 0.994 0.994 0.996 0.999 0.999
0.200 0.100 0.591 0.591 0.708 1.000 1.000 1.000 1.000 1.000
0.010 0.200 0.982 0.982 0.991 0.081 0.081 0.124 0.998 0.998
0.020 0.200 0.984 0.984 0.991 0.172 0.172 0.246 0.998 0.998
0.030 0.200 0.983 0.983 0.990 0.298 0.298 0.395 0.997 0.997
0.040 0.200 0.985 0.985 0.993 0.445 0.445 0.551 0.999 0.999
0.050 0.200 0.989 0.989 0.993 0.634 0.634 0.721 1.000 1.000
0.100 0.200 0.990 0.990 0.995 0.997 0.997 0.998 1.000 1.000
0.200 0.200 0.993 0.993 0.995 1.000 1.000 1.000 1.000 1.000
(n, T ) = (49, 10), mixture normal distribution.
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APPENDIX C
NESTED AND NON-NESTED TESTS OF
NONLINEAR SPATIAL AUTOREGRESSIVE
MODEL






















































































































(tr(WW ) + tr(W ′W )) +
1
nσ2


























































when γ −→ 0
dy(γ)
dγ
= ylog(y)− y + 1 when γ = 1
d2y(γ)
dγ2
= y[log(y)]2 − 2ylog(y) + 2y − 2 when γ = 1
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C.2 Hessian Matrix for the Log-linear Model with No
























































































































































( ˆlog(Y ))2 − 1
2
log(X)2β)2 + σ2( ˆlog(Y ))2 +
1
4












µ4l + ˆlog(Y )
2
σ2 + ˆlog(Y )µ3)
′l
where l is a vector of n one’s. ˆlog(Y ) = log(X)β + Zα, µ3 = E(e
3
i ), µ4 = E(e
4
i ).
With normality assumption, µ4 = 3σ
4, and µ3 = 0, which may not be true without













element wise (or row vector wise) calculation for Y or X.
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= ylog(y)− y + 1
d2y(γ)
dγ2
= y[log(y)]2 − 2ylog(y) + 2y − 2
C.4 Proof for Proposition 3.3.1
This is an application of Davidson and MacKinnon (1987).
C.5 Proof for Proposition 3.3.2
This is an application of Proof B.3 in the NSAR model.
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C.6 Tables and Charts


































Figure C.1: Size Discrepancy for Simple LM Test H0 : ρ = 0, γ = 0
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Figure C.2: Empirical Rejection Rates for Proposed Tests H0 : ρ = 0, γ = 0
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Figure C.3: Size Discrepancy for Simple LM Test H0 : ρ = 0, γ = 1
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Figure C.6: Robust RS Tests H0 : ρ = 0, Assuming γ = 0
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Figure C.7: Simple RS Tests H0 : γ = 0, Assuming ρ = 0
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Figure C.10: Robust RS Tests H0 : ρ = 0, Assuming γ = 1
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Figure C.11: Simple RS Tests H0 : γ = 1, Assuming ρ = 0
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Figure C.12: Robust RS Tests H0 : γ = 1, Assuming ρ = 0
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Figure C.13: Size Discrepancy for Testing Linear Model
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Figure C.14: Size Discrepancy for Testing Log-Linear Model
Table C.1: Empirical Sizes with Different Sample Sizes
n ρ = 0 ρ = 0.1 ρ = 0.3 ρ = 0.7
25 0.067 0.075 0.074 0.084
49 0.066 0.066 0.072 0.120
100 0.047 0.049 0.055 0.069
225 0.043 0.046 0.058 0.076
400 0.052 0.054 0.056 0.071
α=5%
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Table C.2: Empirical Rejection Rate Testing Linear Model
ρ γ = 0.95 γ = 0.9 γ = 0.8 γ = 0.5 γ = 0
0 0.075 0.076 0.118 0.437 0.948
0.1 0.076 0.080 0.117 0.473 0.952
0.3 0.092 0.098 0.150 0.520 0.954
0.7 0.128 0.158 0.235 0.639 0.936
α = 5%, n = 49.
Table C.3: Empirical Rejection Rate Testing Log-linear Model
ρ γ = 0.05 γ = 0.1 γ = 0.2 γ = 0.5 γ = 1
0 0.055 0.055 0.078 0.210 0.403
0.1 0.049 0.057 0.086 0.243 0.449
0.3 0.054 0.059 0.109 0.320 0.572
0.7 0.059 0.072 0.167 0.503 0.716
α = 5%, n = 49.
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C.7 The Robust LM Tests under Distributional
Misspecification
We see that non-normality of error terms will affect the test properties. We consider









 Kη Kηρ KηγKρη Kρ Kργ
Kγη Kγρ Kγ
 (C.4)
With normality, we have √
nd(θ) ∼ N (0, J(θ))
E(K(θ)) = E(J(θ))
(C.5)
When normality is misspecified, (C.5) does not hold. By White (1982),
(C.6)
√





C.7.1 Inconsistency of Boc-Cox model
Under ideal condition, where normality is assumed, the above argument is valid.
Due to the Boc-Cox transformation, the transformed variable including y(γ), X(γ)
will always be no smaller than − 1
γ
as long as γ 6= 0. Thus, the range for error
term u is not (−∞,+∞). There will be a truncation on the distribution for u. As
Amemiya and Powell (1981), Wooldridge (1992) show, the estimation of parameter γ
and then the rest of parameters will be inconsistent, since this truncation will result
in non-normality. Thus, we complete abandon the normality assumption and simply
assume u is i.i.d. with expectation 0 and variance σ2.






























By applying only the null hypothesis γ = 0 ρ = 0 and assuming E(ui) = 0 and
E(u2i ) = σ












Without a normality assumption, E(u3i ) is unknown. Especially with an asymmetric
distribution, this term is not 0. Thus we cannot test θ = θ0 by testing whether the
score function equals to 0. This is also the source of inconsistency of such QMLE.
To have a test that is robust to distributional misspecification, we need to adjust the

















= 0. After the adjustment, the score
function now has an expectation of 0 and our test will be conducted with the adjusted
score functions.
As for other score functions, their expectations remain 0 even without normality
assumption. As long as, disturbance terms are independent and have 0 mean, we do
not need to adjust other score functions.
For the case when γ = 1, i.e. linear model, such bias correction method is not
available. There exist both Y and log(Y ) in the score with respect to γ. Even
with Y being assumed normally distributed, we cannot calculate expectation of the
score function w.r.t. γ. Our proposed method can only be applied when assuming
log-linear model, and we would like to leave the other case for future research.
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C.7.2 Rao’s Score Test under Distributional Misspecification







. Thus, we need to estimate K as in the follow part.
Similar to ideal condition, assumption on value of ϕ0 is true, while the distribution
of error is allowed to be non-normal. Under the sequences of local alternatives we
have H1 : ψ0 = ψ? + ξ/
√
















nJψη(θ0)(η̃ − η0) + Jψ(θ0)ξ + op(1)
The above equations has been simplified similar to the derivation of (3.24). With η
being QMLE, (C.11) = 0, we get
√

















































Where RS?ψ(D) stands for Rao’s score statistics testing for ψ that is robust to distri-
butional misspecification. Compare (C.15), (C.16) with 3.17, the asymptotic variance
is now changed due to distributional misspecification. When there is no distributional
misspecification, J(θ) = K(θ), and therefore Bψ·η(θ) = Jψ·η(θ). The score function
will distribute same as ideal case which is expected. Under stated assumptions, the
following results hold.
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1. Under the distributional misspecification, the results in Proposition 2.3 are
invalid. That is, RSψ in (3.17) does not has an asymptotic chi-square distribu-
tion.
2. Under H l0 (or H
m
0 ), for jointly testing (ρ, γ) = (0, 0) (or (ρ, γ) = (0, 1)),
RS?(ρ,γ)(D)
d−→ χ22(0). (C.17)
3. Under H l0 (or H
m
0 ), for testing ρ = 0,
RS?ρ(D)
d−→ χ21(0). (C.18)
4. Under H l0 (or H
m
0 ), for testing γ = 0 (or γ = 1),
RS?γ(D)
d−→ χ21(0). (C.19)





where λ6 = ξ
′Jψ·η(θ0)B
−1
ψ·η(θ0)Jψ·η(θ0)ξ and kψ stands for number of parameters
in ψ.
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(tr(W ′W ) + tr(WW )) +
1
nσ2























































































l − 2 ˆlog(Y )
′









Proposition C.7.2 gives the tests robust to distributional misspecification. Similar
to application of Proposition 2.3, we substitute K0(θ), J0(θ), B0(θ) when testing
log-linear model.
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