Influence Maximization Towards Target Users on Social Networks for Information Diffusion by Temitope, Olanrewaju Abdus-Samad et al.
 e-ISSN: 2289-8131   Vol. 10 No. 1-10 17 
 
Influence Maximisation Towards Target Users on 
Social Networks for Information Diffusion 
 
 
Olanrewaju Abdus-Samad Temitope, Rahayu Ahmad, Massudi Mahmudin 




Abstract—Influence maximisation has been an area of active 
research in recent years. This study aims to extend the 
fundamental influence maximisation problem (IMP) with 
respect to a set of target users on a social network. It is important 
to aim at the target users to speed up the rate of information 
diffusion and reduce the information diffusion cost. In doing so, 
the MITU algorithm was formulated and compared with state 
of the art algorithms. Publicly available datasets were used in 
validating the proposed algorithm. It was found that the MITU 
identified all target nodes while significantly lowering the 
information diffusion cost function (IDCF) by up to 79%. The 
influence overlap problem was equally identified in the heuristic 
algorithm where the seed set size was reduced by an average of 
six times. Furthermore, the random influencer selection 
identifies target nodes better than the betweenness and 
PageRank centralities. The findings could help organisations to 
reach target users on social media in the shortest cycle. 
 
Index Terms—Influence Maximization Problem; Information 




Due to the ubiquity and pervasiveness of social networks, 
they are now used by a large number of users as platforms for 
collaboration, innovation and sharing user related contents, 
which makes them an essential source of data for social-
related research [1]. It affords extensive information 
dissemination effortlessly, which makes it an ideal arena for 
information diffusion in viral marketing [2].  
Information diffusion is the process of propagation in a 
system regardless of the nature of the object (audio, video, 
text)[3]. A central characteristic of social networks is their 
ability to facilitate rapid information diffusion between large 
groups of individuals and shape people’s opinions  [4]. Due 
to its ability to influence, it has been extensively used in 
disasters [5] and marketing [6], [7]. In these scenarios, 
diffusing information always incurs a cost that is called the 
information diffusion cost function. Information Diffusion 
Cost Function (IDCF) can be defined as the number of times 
a message is being spread. It is a function of the number of 
hops through which the message was passed in the graph and 
the average number of times the information was shared at 
each hop [8], [9], with respect to the number of influencers 
[10]. 
 The primary aim of information diffusion is maximising 
the spread of information, which leads to the Influence 
Maximization Problem (IMP),  formulated by [11] and 
further established by [12]. It merely aims to identify, k, the 
set of users that cause the largest contagion on the network 
[12]. In doing this, the influencers need to be identified in the 
overall network structure. This procedure further leads to the 
influencer identification problem, which has generated a lot 
of research in recent years [13], [14], and more recently 
towards influencing a set of target users [7], [15]. A high 
diffusion cost function is good in scenarios where the 
information is aimed at the general population [8], while the 
reverse is the case concerning the target population. The 
importance of influencing target users is crucial because it 
speeds up the rate of information diffusion and reduces the 
information diffusion cost.  
A target population, according to [7], is a set of users in the 
network that are selected based on criteria, in a bid to 
maximise influence towards them. Let us consider an e-
commerce network that is comprised of buyers. A seller who 
wants to maximise the profit on babywear would be wise to 
target the people who recently talked about babies in their 
discussions because not all buyers would be interested in the 
product. This set of people who discussed babywear would 
form the target population that influences and would be the 
prime target for influence maximisation. Target population is 
under-researched, with few available studies in this area [5], 
[7], [10], [15]. Target users are crucial in viral marketing, 
because information is diffused towards them, and needs to 
reach them in the shortest time cycle and with lowest 
diffusion cost. 
This study aims to formulate algorithms that can maximise 
influence towards target users on social networks, based on 
the IDCF [8]–[10] and influence spreading paths [7]. The 
following sections of the paper comprise a review of the 
relevant literature, formulation of the problem, the 
methodology and formulation of the algorithms followed by 
the results and discussion and a conclusion. 
 
II. RELATED WORKS 
 
A. Social Networks  
Social networks according to [16] are an avenue through 
which users are able to share data and information that can be 
in the form of audio, video, picture or text. Users connect with 
each other by forming edges, which allow information to be 
transferred. According to [17], social networks can be 
classified into six broad groups; they are collaborative 
projects, blogs and microblogs, content communities, Social 
Networking Sites (SNS), virtual game worlds and virtual 
second worlds. Due to the rise to prominence of social 
networks, the rate at which individuals share data about their 
daily lives is growing at a very fast rate. This condition is 
largely due to the availability of smartphones [18], which 
allows for information diffusion on a large scale [19] with a 
wide outreach [20]. It also makes social media a fertile 
ground for different activities such as marketing [1], [21] and 
opinion formation [4], which are driven by information 
diffusion. 
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B. Information Diffusion and the Influence 
Maximization Problem (IMP)  
Information diffusion maximisation is the main aim when 
spreading information on social networks. In maximising 
influence, the IMP was formulated by [11] and further 
established by[12]. This problem simply aims at identifying 
the minimal set of influencers that, if influenced, would lead 
to the largest contagion in the network [12]. Previous research 
selected influencers based on the overall network structure 
[8], [14], [22], [23]. Using this approach, high IDCF is 
accrued, and the information might not reach the intended 
users. Thus, there is a need to identify influencers concerning 
the target users [7]. Other recent research has proposed new 
problems under the IMP such as the Local Influence 
Maximization Problem [24] and the Information Coverage 
Maximization Problem (ICMP) [25].  In studying IMP, both 
the heuristic and greedy algorithms were used. The heuristic 
algorithms depend on efficient social network metrics, such 
as the centrality measures and K-shell, [2], [26], [5]. This 
approach is fast [23] but has low influencer identification, and 
influence spread [14], [23] and does not identify weak nodes 
as potential influencers. 
In contrast, the greedy algorithm relies on the interaction 
between the nodes in the network. The greedy algorithm was 
first proposed by [12]. The algorithm takes all nodes in the 
network into consideration, by computing the influence of 
each node with respect to the overall influence on the 
network. This situation leads to the identification of a seed set 
that leads to the maximal influence spread in the network 
[12], [23]. Other studies enhanced the greedy algorithm 
proposed by [12], because it is not feasible on large networks 
[22], as it takes hours to days to compute the influence spread 
[14]. [27] were among the pioneers in enhancing the first GA 
proposed by [12]. They proposed the “Cost-Effective Lazy 
Forward” (CELF) algorithm, which is based on the 
submodular property of IMP, to estimate the influence spread 
and equally reduce computation time. [28] improved on the 
CELF algorithm under the ICM by limiting the influence 
spread of the nodes to the first hop, which reduces the time of 
computation and enhanced the CELF algorithm speed by up 
to 34%. [29] further enhanced the CELF algorithm through 
submodularity, where the marginal influence spread of a node 
was based on the last seed node evaluated. It further enhanced 
CELF algorithm efficiency by up to 55%.  
Other studies have enhanced the greedy algorithm through 
graph localisation and paths. [30] enhanced scalability by 
making use of LDAGs (Local directed acyclic graphs) in 
computing influence spread. Furthermore, [6] proposed the 
maximum influence arborescence (MIA) model maximum,  
which was implemented based on the maximum influence 
path. This study enhanced the speed and scalability of the 
greedy algorithm by limiting their influencer identification to 
the first hop only and selecting higher degree nodes as 
possible influencers. The PMIA was further enhanced by 
[31], where influence was calculated through considering 
individual influence paths, excluding insigniﬁcant inﬂuence 
paths; paths are kept when there is no cycle, or the influence 
probability is less than the threshold. [32] proposed the Two-
phase Influence Maximization (TIM) algorithm that enhances 
the greedy algorithm through constant-factor approximation, 
based on the reverse reachability of searches from the sample 
nodes. It is fast due to its use of heuristics to reduce 
processing time but is constrained by a specific seed set size. 
Due to this limitation, [22] proposed the Sketch-based 
Influence Maximization and Computation (SKIM) algorithm 
that makes use of sketched influence paths for nodes; the 
nodes with maximum influence, based on the sketch, are 
selected as the seed set to maximise influence spread. The 
TIM algorithm was further enhanced by exploiting estimation 
techniques based on martingales, which reduces the large 
memory footprint and consumption [33]. 
Under the traditional IMP, the number of active users at the 
end of the diffusion is sought to be maximised. In viral 
marketing, not only the active nodes are crucial, but the 
passive nodes, which get informed during the process of 
information diffusion are important to maximise profit. 
Passive nodes are those that are not successfully influenced, 
and therefore, cannot serve as an influencer to other nodes. 
Most of the time, these passive nodes are unknown in the 
network [25] and can jeopardise the efficiency of a viral 
marketing strategy. Based on this, [25] formulated the 
Information Coverage Maximization Problem (ICMP) that 
aims to maximise both the number of active and passive 
users. The lazy forward algorithm and the degree-based 
heuristics algorithm were proposed, which maximised the 
number of active and informed nodes in the network.  The 
greedy algorithm has been widely used in identifying 
influencers [23] and learning influence probabilities [12]. The 
greedy algorithm has a good approximation guarantee but has 
high complexity [22], [23], low scalability [14] and does not 
identify weak nodes.  
The study of influence towards target users is becoming 
more important due to its essential applicability to viral 
marketing [2], [34]. One of the pioneering studies toward 
influence maximisation towards target user(s) was carried out 
by [24], where they proposed the Local Influence 
Maximization problem (LIMP). Recent studies have built on 
this problem in two variants. On the one hand, there is 
influence maximisation towards a specific user, as done by 
[24]. [35] developed the IKA (Incremental Katz 
Approximation) algorithm which aims at suggesting friend 
recommendations that maximise influence towards a 
particular user on social networks. On the other hand, there is 
influence maximisation towards a set of target users. 
Research that followed this line includes [36], which studied 
influence maximisation towards a set of target users based on 
the topic selection. This research was carried out based on 
maximum influence arborescence (MIA) to compute the 
influence of nodes in selecting the seed set. [34] proposed the 
Multiple Acceptance Maximization (MAM) algorithm which 
aims at maximising the acceptance frequency of target users 
on social networks by preselecting the most influential seed 
set. The IMAX query preprocessing algorithm by [24] was 
based on the ICM. The IMAX and worked with a fixed seed 
and target node size. This procedure was done using influence 
spreading paths. The stated previous algorithms weaknesses 
included their fixed seed set size in [7], [34] and preselection 
of the seed set in [34]. The algorithm is equally 
computationally expensive and may not be feasible in real-
world scenarios [37]. 
As stated, previous research on the IMP focused on 
maximising the number of active nodes at the end of the 
diffusion process. This study not only aims at doing that but 
equally stresses the importance of maximising the number of 
passive nodes, which is crucial to viral marketing. Previous 
studies [6], [7], [38] limited their influence spread only to the 
first hop of the seed nodes, which inadvertently leads to a 
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larger seed set size. This condition is not ideal in viral 
marketing because the target nodes are spread all over the 
network, and not only is the influence spread important, the 
information diffusion cost to the nodes is equally required to 
be lowered while reaching the highest number of active and 
passive nodes. 
 
III. PROBLEM FORMULATION 
 
The problem was identified based on the previous literature 
and has been discussed in the previous sections above. Based 
on identifying influencers for target users, the Minimal 
Influencer for Target Users (MITU) problem was formulated. 
A similar problem was formulated by [7], but it was based on 
a fixed seed set size and did not take into consideration the 
IDCF and nodes that are not found or unreachable. The proof 
of the submodularity and monotonicity of influence 
maximisation to a set of target users problem can be found in 
[7]. 
This problem aims at identifying the minimal seed set of 
influencers that would have the lowest IDCF while 
guaranteeing influence propagation to the target users. It is 
formulated under the independent cascade model (ICM), 
whereby a node propagates an item of information based on 
a probability. This propagation probability is derived by 
obtaining the inverse of the node’s in-degree 1 𝑑𝑒𝑔−(𝑢)⁄ . Let 
us consider a weighed directed network 𝐺 = (𝑉, 𝐸, 𝑊), in 
which 𝐺 is the network structure, 𝑉 = {1, … . . , 𝑛}   is the set of 
nodes in the network, 𝐸 ⊆ 𝑉 𝑋 𝑉  is the set of edges in the 
network and 𝑊 = { 𝑤𝑖,𝑗 ∈ [0,1] ∶ (𝑖, 𝑗) ∈ 𝐸} is the set of 
activation weights calculated based on the WIC model. The 
probability of information propagation from node (𝑢, 𝑣) is 
𝑝(𝑢, 𝑣)  where 𝑝 is the activation probability derived from 𝑊. 
This study aims at identifying influencers toward a target user 
set 𝑘 ⊂ 𝑉. The influencer set 𝑆  (𝑆 ⊆ 𝑉) would be chosen 
based on the nodes with the IDCF. The target nodes, 𝑘, 
identified would be influenced by nodes in 𝑆, which can be 
either through a direct or indirect influence. 
The IDCF would be calculated based on the definition by 
[8]–[10]. It can be explained using mathematical equations 
that can be broken down into separate equations, where the 
diffusion function can be represented as: 
 
𝑛(𝜇) =   ∑ inf  . 𝑝(𝑑)    (1) 
 
where: 
𝑛(𝜇) is the diffusion cost function. 
∑ inf is the total number of influencers. 
𝑝(𝑑) is the total path distance. 
 
The total path distance can be represented as a function of 
the number of times the information was diffused and the 
mean number of steps it passed through [8]. This can be 
represented as a mathematical function, where: 
 
𝑝(𝑑) = (𝑛)(ℎ)                                    (2) 
 
where: 
𝑛 is the mean number of steps that the information flows 
through; 
ℎ is the mean number of times the message was transmitted 




In carrying out the study, the greedy algorithm was 
designed using the ICM approach. Equally, the heuristic 
algorithms for node centrality (degree, betweenness, and 
PageRank) would be modified to suit the target users. 
In doing this, the greedy algorithm was broken into sub-
algorithms for implementation. Algorithm one identified the 
target node component which was used in identifying 
influencers. Furthermore, nodes that had no in-degree were 
removed, since they cannot be influenced and, if considered, 
would lengthen the time of execution. The pseudocode of the 
algorithm is: 
 
1 Input: Graph G = (V, E); target users {K} 
2 Output: reachable target users T, components C 
select components of node 
3 for k ∈ K: 
4 if 𝑑𝑒𝑔−(𝑘) >= 1: 
5 T.append(k) 
6 c = components of node k 
7 return T,C 
 
After identification of the reachable target nodes, there 
would be a need to identify possible influencers. In 
implementing this, the influencer paths were used. A random-
number generator based on the Merssene-Twister algorithm 
was used to evaluate activation probability of the nodes. This 
algorithm is different from those in [6], [7], where the 
influence spread was limited to the first hop, The MITU 
algorithm goes beyond the first hop on line 15 of the 
algorithm. Algorithm two was used to identify possible 
influencers and passive nodes. The algorithm pseudocode is: 
 
1 Input: Graph G = (V, E); hops h, reachable target users 
{T}, components C 
2 Output: Possible influencer tuple dict(t, h, i), possible 
influencer list p 
3 Dictionary dict to hold possible influencer tuple is 
created 
4 List possible influencer is created to hold the 
influencers 
5 for t ∈ T: 
6 Get the tree structure of t based on the BFS and 
 component C is made up of edges E  
7 While hop < h: 
8 If hop = 0 
9 for e ∈ E: 
10 Random number rand  
11 Edge weight w of e  
12 If rand < w(e): 
13 add t, h, e[1] to dict, ed[1] + {p}  
14 If hop > 1: 
15 for e ∈ E[1] in previous hop: 
16 Get edges Ed where e[1] == ed[2]: 
17 for ed ∈ Ed: 
18 If rand < w(ed): 
19 add t, h, ed[1] to dict, ed[1] + {p}  
20 return dict, p 
 
Based on the identified possible influencers, the algorithm 
further had to identify the influencers that are able to 
influence the maximum set of users in the target. This 
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technique was implemented based on the following 
algorithm: 
  
1 input possible influencer list P, possible influencer 
tuple dict 
2 Output =influencer dictionary influencer_dict(p, pl, n) 
3 for p ∈ P: 
4 pl= 0 //path length 
5 n = 0 //total target user seen 
6 for d ∈ dict: 
7 if p == d[2]: 
8 pl+= d[0] 
9 n+=1 
10 add  p, pl, n to influencer_dict 
11 break 
12 return influencer_dict 
  
Based on the influencer dictionary, the influencers that 
influences the maximum numbers of nodes were selected 
until the target users were completely identified or cannot be 
reached. In doing this, the algorithm was implemented: 
 
1 input influencer dictionary  influencer_dict(p, pl, n), 
Target user {T} 
2 Output seed set  {S}, Information diffusion cost 
function IDCF 
3 sort influencer_dict based on n and pl  
4 for d ∈ sorted(influencer_dict): 
5 for t ∈ T where p is an influencer and T ≠ {∅}:                                      
6 S ∪ {p} 
7 IDCF = length {S} * total path distance                       
8 return {S},IDCF 
 
In summary, the overall greedy algorithm pseudocode is 
given below: 
 
1 Input: Graph G = (V, E); hops h, target users {T}, S = 
{∅} 
2 Output: seed set {S}; IDCF 
3 Removal of unreachable nodes from T 
4 Get nodes that are in the same component as c ∈ T 
5 Get possible influencers for t ∈ T based on c using BFS 
on inward links, h and WC (for ICM)   
6 Based on successive activation path group possible  
influencers based on (influencer, hops, target node) 
7 Possible influencer (s) tuple re-arranged and sorted  
based on the number of target nodes found and  
minimal path length 
8 Influencers are identified by taking nodes with the  
most target nodes and the shortest distance  
9 Based on sorted tuple; S ∪ {s} while the reached 
target nodes t are removed from T until t = {∅} 
10 Calculate IDCF: length(S) * total path distance 
return S, IDCF 
 
Based on previous studies that considered influence spread 
based on paths, which was limited to the first hop of the 
influencers [6], [7], [38], for evaluation purposes, the MITU 
algorithm was modified to calculate influence spread of its 
seed nodes based on the first hop. The influencer spread was 
done based on the Monte-Carlo simulation to achieve the 
average influence spread. Furthermore, the influencers out-
edges were considered if the target user has a path to the 
influencer. In doing this, the algorithm pseudocode of MITU 
(1 hop) is given below: 
 
1 input G = (V,E), seed set {S}, target user {T}, number 
of simulation n  
2 output influence spread {sp} 
3 simulation = 0 
4 while simulation <n: 
5 sp =0 
6 for S ∈ T: 
7 sp+=1 
8 remove S from T 
9 for s ∈ S: 
10 for t ∈ T: 
11 if rand  < w(t,s): 
12 sp +=1 
13 t - {T}                 
14 sp = sp/rs 
15 return sp 
 
The greedy algorithm was proposed due to its selection of 
influencers based on the nearest influencer and lowest IDCF. 
As its seed set size is not specified, it may be very high; this 
leads to the tradeoff of maximum influence spread or minimal 
set of influencers. In resolving this, an algorithm was further 
put in place to select the k seed set size, as specified, or the 
number of maximized influence nodes at the end of the 
diffusion process. This helped in comparing the final 
influence spread based on a specific k seed set size across 
multiple algorithms. This is crucial in viral marketing, where 
the tradeoffs need to be considered.  
The heuristic algorithm was modified with respect to target 
users. This required the simulation to be initially done with 
respect to all the identified influencers. The execution of each 
path of the influencer was stopped when the activation 
sequence could not be guaranteed based on the WC and ICM. 
This was done to speed up the algorithm. The algorithm was 
enhanced to identify the best set of influencers from the initial 
seed set size, because of the influence overlap. The best set of 
influencers equally diffuses information to the same set of 
target users as the initial seed set does, but in a shorter time 
span and lower IDCF. 
Heuristic algorithm based on ICM and WC: 
 
Input: Graph G = (V, E); hops h, target users {T}, seed set 
{S} 
Output: optimal influencers {X}, found nodes {n}, optimal 
IDCF 
 
1 Removal of unreachable nodes from T 
2 For all s ∈ S; Get all reachable nodes based on the 
activation path sequence using BFS based on inward 
links  
3 Based on successive activation path; group possible     
influencers based on (i, pl, t) 
4 For t ∈ T found; n + {m}; get the summation of  
paths for s ∈ S 
5 Calculate IDCF: length(S) * total path distance 
6. Sort influencers based on the number of target  
nodes found and minimal path length 
6 Based on sorted_tuple X ∪ {s}; path_length + 
Minimal path length while t – {T} until T ≠ {∅} 
7 Calculate optimal IDCF: length(X) * total path 
distance 
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V. METHODOLOGY 
 
The study was carried out in five steps. It began by 
formulating the research problem (MITU) which was done in 
the preceding section. This was followed by the formulation 
of algorithms. Greedy algorithms were formulated based on 
the ICM approach. The formulated algorithms were 
simulated on various datasets. The algorithms were then 
evaluated with respect to state-of-the-art algorithms such as 
the PMIA [6], IMAX [7] and IRIE [38], and their parameters 
were used based on [6], [7]as the results for the algorithms 
were supplied by the author in that study.  Four heuristic 
algorithms (degree, betweenness, PageRank centralities, 
Random) were equally used as a baseline for comparison 
under the ICM approach. In estimating the influence 
probability, the weighted cascade 1 𝑑𝑒𝑔−(𝑢)⁄  was used, as  
used by previous studies [7], [14], [22], [23]. 
 In identifying the target users, 10% of the nodes in the 
network were randomly chosen, with the heuristic algorithms 
starting with an initial seed set size of 50, as done in [7]. The 
heuristic and greedy algorithms were reported because of the 
optimisation achieved in them in terms of IDCF, running time 
and final seed set size, which served as an improvement over 
[7]. The IDCF of the enhanced heuristic algorithms was at 
most times below a tenth of that of the heuristic algorithm 
itself. Meanwhile, the seed set size was 6–7 times lower than 
the initial seed set size, and the running time was also lower.  
 
Table 1 
Dataset Statistics Summary 
 
Dataset Node Edge Degree 
Wiki-Vote 7K 104K 14.6 
Epinions 76K 509K  6.7 
Slashdot 77K 906K 11.7 
 
VI. RESULTS AND DISCUSSION 
 
This section presents the simulation results derived from 
the experiment. In reporting the findings, the first section will 
explain the findings in the light of the previous research. 
Initially, MITU found all the target nodes in the dataset; 
however, the number of influencers were very large in the 
Epinions (803) and Slashdot (511) datasets. In a bid to make 
the findings comparable with the previous research, which 
had their seed set size at 50, the seed set size used was limited 
to 50.  
As shown in Figure 1, the MITU (1 hop), which considers 
influence spread based on the first hop, like the PMIA, IMAX 
and IRIE, had a low influence spread, because the influencers 
were selected as a function of the entire target users which 
made it have a very poor spread. In contrast, since the PMIA, 
IMAX and IRIE only limit their influence spread to their first 
hop, the MITU outperforms them, as the influence spread of 
the seed set went beyond the first hop, and equally the all 
target users were aimed to be influenced. While all 
approaches were based on influence spreading paths, the 
MITU seed set influence path went beyond the first hop, and 
on the average, less than three hops, which further confirmed 
the findings of [37]. Based on its ability to go beyond the first 
hop, the number of its passive nodes was significantly higher, 
with close to 50% of the overall nodes in the network. This 
implies that, while an item of information can be diffused 
towards a set of targeted users, a significant number of the 
general users would be informed of the information, while 
equally maximising the number of target users that were 
influenced.  
The algorithms could not be compared based on the IDCF, 
because of the result of the IRIE, PMIA, and IMAX 
simulations were provided by [7] and were not diffusion cost 
function oriented. Furthermore, the algorithms could not be 
compared based on running time, due to the difference in the 
language in which they were implemented, as MITU was 
implemented in Python while IRIE, PMIA, IMAX were 
implemented in C++. Moreover, the system configuration of 
the computer used in the simulation was equally different. 
IRIE, PMIA, and IMAX were implemented on an Intel(R) i7-
990X 3.46 GHz CPU machine with 48GB RAM, while MITU 
was implemented on an Intel(R) i7-3537U 2.00GHz, 8GB 





Figure 1: Influence Spread 
 
The comparison of the MITU algorithm with the heuristic 
algorithm to evaluate its diffusion cost function and influence 
spread will be discussed in the following paragraphs. 
Figure 2 shows the seed set size. For the heuristic 
algorithms, the initial seed set size was 50 and 0 for the 
greedy algorithms. On completion of the simulation, Wiki-
Vote had a seed set size of 16, Epinions (803) and Slashdot 
(511). In order for the findings to be comparable with other 
heuristic algorithms, the top 50 influencers were selected for 
both Epinions and Slashdot. The seed set size in this study 
was not fixed, which is in contrast to [24] where it was fixed 
at 50. In viral marketing, the seed set size need not be fixed 
to maximise the outreach. The MITU had a smaller seed set 
size based on Wiki-Vote dataset, which was 68% smaller, 
while with the other two datasets it was over a 1000% larger. 
This is due to the lower diameter (shortest path distance) of 
Wiki-Vote. Moreover, Wiki-Vote has a higher clustering 
coefficient, which means the nodes are more tightly 
connected and a lower number of influencers is needed to 
cause a large contagion, which is unlike the case with 
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Figure 2: Seed set size 
 
The heuristic algorithm seed set size was fixed at 50. On 
completion of the simulation, the enhanced heuristic 
algorithm was run to see if the same influence spread would 
be achieved.  The enhanced heuristic algorithm seed set size 
was reduced on average by 88%. This was due to the 
existence of influence overlap, which has also been 
highlighted by previous studies [39], [44]. Recognizing the 
problem, this is one of the first few studies that aim at 
reducing influence overlap while still trying to accomplish 




Figure 3: Found target users 
 
Figure 3 shows the found target nodes. It was seen that the 
MITU was able to reach all reachable target nodes, while the 
heuristic algorithm had a very poor influence spread. This can 
be explained because probably the target users were not 
located on the first hop distance to the influencers identified 
by the heuristic algorithms. Another possible explanation 
could be the existence of components and communities in the 
network, which leads to a break in the activation sequence 
[39]. In comparison, the proposed greedy algorithm is 
superior, as it takes the component of each node into 
consideration and optimal influencers are found based on 
that.  
It was seen that the random influencer selection 
outperforms the Betweenness, PageRank, and degree 
centrality in reaching target nodes. The degree centrality was 
only better on the Wiki-Vote dataset, due to its better 
clustering and shorter diameter, which shortens the distance 
between influencers and target nodes. The contrast could be 
seen on the Slashdot and Epinions, with larger diameters, and 
the nodes are more separated. PageRank algorithm had the 
worst influence spread; this is not surprising as previous 
studies have shown that it is better adapted to web pages and 
does not identify influencers that spread information [44]. 
The betweenness centrality was surprising, due to its wide 
application in identifying influencers [44], [45] and this might 
be a pointer that it is not effective in identifying them. 
With respect to IDCF, Figure 4, based on Eq. (1), shows 
that the proposed greedy algorithm had a high IDCF because 
it identified all the nodes. In a comparative sense, the greedy 
algorithm IDCF was low because it identified all nodes. The 
IDCF of the random algorithm, which identified more users, 
was a bit lower than that of the greedy algorithm but it still 
had a high IDCF. Other algorithms had very low influence 
spread and relatively high IDCF, as the distances between the 
influencer and target nodes were wide.  
The IDCFs of the greedy algorithms were lower because 
they chose influencers concerning the target users. Therefore 
the influencers were not necessarily the best with respect to 
the overall network. The influencers, on average, were less 
than three hops away from the target users. The heuristic 
algorithm did badly because the influencers were pre-selected 
as a function of the overall network; this made it difficult to 
identify all target nodes. Equally, degree centrality had very 
high IDCF because it is based on the number of its neighbour 
nodes, leading to more messages being transmitted but it 




Figure 4: Comparative diffusion cost function 
 
Based on the runtime, Figure 5 shows that the heuristic 
algorithm did better. This has been established in previous 
studies [23], but its weaknesses include its high IDCF, the 
total number of found nodes and the influencer seed set size. 
The greedy algorithm takes considerable time in establishing 
components, identifying potential influencers, sorting them 
based on the total number of found nodes and path length. All 
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This research contributes to the literature in three ways. 
Firstly, it is one of the few studies that includes the concept 
of IDCF as a prerequisite for influencer identification with 
respect to the target user. It extended the research of [7] by 
incorporating the mathematical equations of IDCF derived 
from [8]–[10] into an influence maximisation algorithm. This 
makes it possible to identify influencers better without a fixed 
seed set size, which that is in contrast to [7]. In doing this, it 
incorporated the idea of informed (passive) nodes suggested 
by [25]. This is very crucial in viral marketing, where the 
primary aim transcends only reaching the right target 
audience with minimal cost, and also aims at equally 
maximising the size of the audience that knows about the 
information for reference. While it is believed that PMIE, 
IRIE and IMAX might have lower diffusion, their ability to 
reach lower target nodes makes them not ideal for the viral 
marketing scenario. 
Secondly, it responded to the call of [2] by developing an 
algorithm that takes into consideration the diffusion cost, 
especially with respect to a set of target users. It made use of 
the ICM (sender-centric) [2] for the influencer identification. 
It was found that the ICM greedy had lower diffusion cost 
function and influenced more users, but its slower with 
respect to time. It further validated the of three steps of 
influence identified by [37], it was found that influencers to 
target users were on the average less than three hops away 
from them so as to mount indirect influence. This made weak 
nodes potential influencers, which is against the concept of 
heuristic-based influencer selection or the greedy based 
influencer selection with respect to the overall network. 
Furthermore, due to the more number of hops, the number of 
passive users increased which is crucial to viral marketing. 
This made it have an edge with respect to previous algorithm 
[7] where passive nodes were not considered, and moreover, 
their influence spread was limited to one hop. Passive nodes 
are crucial to viral marketing [25] as they can help enhance 
further contagion in the network. 
Thirdly, the heuristic algorithm had low influence spread, 
which has been highlighted by previous studies [14]. This is 
due to the presence of influence overlap. The influence 
overlap problem has been identified by [22], and this study 
further confirms it and equally tried to reduce it. In doing that, 
an enhanced heuristic algorithm was developed which 
reduces the seed set size by an average of six times. The 
enhanced heuristic algorithm selects fewer influencers, which 
maximizes influence to the same set of users as the heuristic 
algorithm with little influence overlap. This leads to diffusion 
of information in shorter cycles. Thus, this study is one of the 
few studies that aims at reducing the influence overlap 
problem in the heuristic algorithm.  
Furthermore, it helps in redefining the notion of 
influencers. Based on the findings, it was found that 
influencers selected at random outperformed those based on 
the centralities algorithm. While the PageRank algorithm has 
already been stated not to be helpful in identifying influencers 
on a social network [26], its performance in terms of the 
degree and betweenness centralities was surprising. While 
such poor performance can be attributed to the social network 
structure, such as clustering and shortest path distance 
diameter, which would work well based on the overall 
network. It cannot be said of target users that are distributed 
over the network, where the betweenness centrality of the 
influencers might not be helpful if the target users are not near 
the centre of the social network, nor the degree centrality if 
they are not situated near to the nodes with high degrees. This 
leads to questioning the efficacy of centralities measures in 
identifying influencers for target users. While previous 
research has highlighted their low efficiency which is a 
problem fundamental to heuristic algorithms [14], it was not 
expected that random selection of influencers would be better 
in all simulations. Previous research has discussed 
influencers with the overall users, as those that are most 
popular or more central in the information pathway [26], [5]. 
However, this is negated here, where it is found that 
influencers towards a set of users are not necessarily the most 
influential but are the most effective in diffusing information 
to the set of target users, while equally having a high number 
of informed (passive) users. The findings of this study can 
help organisations in streamlining and selecting their 
influencers while trying to maximise their outreach to their 
target users. It would also help in cost reduction, while 




In conclusion, in this era of big data, there is a need to 
identify influencers on social networks that are specifically 
engineered towards the target users. This would help in 
reducing the number of times information was spread while 
maximising information outreach and influence. This would 
help drive innovations, viral marketing and customer-based 
outreach (B2C), while equally reducing the amount of 
generated information, especially in this time of information 
overload, which might have little or no benefit towards the 
aim it is meant to fulfil. In the future, this study aims to 
validate the algorithm on more data sets and other study 
algorithms. Equally, an algorithm to suggest possible 
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