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Abstract
This paper investigates the structure of solutions of singular boundary value problem with superlin-
ear effect. It is proved that the closure of positive solution set possesses a maximal subcontinuum C
(i.e., a maximal closed connected subset of solutions), which comes from (0, θ) and tends to (0,+∞)
finally. As a corollary, the existence of multiple positive solutions and the behavior of solutions ac-
cording to parameter λ are obtained.
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1. Introduction
In recent years, singular boundary value problem (BVP, for short) have been studied
extensively (see, for instance, [1–6] and references therein). In paper [6], Ha and Lee have
investigated the following singular boundary value problem:{
u′′(t)+ λp(t)g(u(t))= 0, t ∈ (0,1),
u(0)= u(1)= 0, (1.1)
where λ is a parameter in R+ = [0,+∞), p ∈C[(0,1],R+] with ∫ 10 sp(s) ds <+∞, g(u)
is nondecreasing for u ∈R+, and g(u) eu. They have proved that there exists λ0 > 0 such
that
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(ii) (1.1) has at least one positive solution for λ= λ0;
(iii) (1.1) has at least two positive solutions for 0< λ< λ0.
However, it is remarkable that Ha and Lee [6] have studied BVP (1.1) only in the case
that p(t) is singular at t = 0, while g(u) has no singularity at u= 0.
More extensively, the present paper is devoted to the following singular boundary value
problem:{
x ′′(t)+ λf (t, x(t))= 0, t ∈ (0,1),
x(0)= x(1)= 0, (1.2λ)
where λ ∈ R+ = [0,+∞) and f ∈ C[(0,1)× (0,+∞),R+]. The main feature is that the
nonlinear term f (t, x) may be singular at t = 0, t = 1, and x = 0. The basic space used
in this paper is R+ × C[I,R], where I = [0,1]. Using topological methods and a gener-
alization of the Birkhoff–Kellogg theorem, it is obtained that Σ¯ , the closure of positive
solution set of BVP (1.2λ), possesses a maximal and unbounded subcontinuum C (i.e.,
a maximal closed connected subsets of solutions), which comes from (0, θ) and tends to
(0,∞) eventually, where
Σ =: {(λ, x) ∈ R+ ×C[I,R]: λ > 0, x(t) > 0, t ∈ (0,1),
(λ, x) is a solution of BVP (1.2λ)
}
,
θ denotes the zero element of C[I,R].
As a corollary, there exists λ0 > 0 such that
(i) (1.2λ) has at least one positive solution for λ= λ0;
(ii) (1.2λ) has at least two positive solutions u1λ and u2λ for λ ∈ (0, λ0) such that
lim
λ→0+
u1λ = θ and lim
λ→0+
u2λ =+∞.
Finally in this section we state a generalization of the Birkhoff–Kellogg theorem (see
[7] or [8, Remark 3]).
Theorem 1.1. Let X be an infinite-dimensional Banach space, P a cone of X, and A :
P → P a completely continuous operator. Suppose that there exists a bounded open set Ω
in X, θ ∈Ω , such that
inf
x∈P∩∂Ω ‖Ax‖> 0.
Then the closure of the set of nonzero solutions of the equation x = λAx , i.e.,
L=: {(λ, x): λ ∈R+, x ∈ P, x = θ, x = λAx}
possesses a maximal subcontinuumC (i.e., a maximal closed connected subset ofL), which
is unbounded and there exists λ¯ > 0 ( for example, λ¯ > supx∈P∩∂Ω ‖x‖/ infx∈P∩∂Ω ‖Ax‖)
such that
66 Y. Liu / J. Math. Anal. Appl. 284 (2003) 64–75(i) C ∩ (((0,+∞)× P) \ ((λ¯,+∞)× Ω¯)) is unbounded;
(ii) C ∩ ([λ¯,+∞)× ∂Ω)= ∅, C ∩ ({0} × (P \ {θ}))= ∅; and either
(iii) C ∩ ([λ¯,+∞)×Ω) is unbounded, or
(iii∗) C ∩ ([0,+∞)× {θ}) = ∅,
where θ is the zero element of X.
2. Main results
For convenience, first list the following assumptions.
(H1) f ∈ C[(0,1)× (0,+∞),R+] and for every pair of positive numbers R and r with
R > r > 0,
1∫
0
s(1− s)fr,R(s) ds <+∞,
where
fr,R(s)=: sup
{
f (s, x): x ∈ [rs(1− s),R]}, s ∈ (0,1).
(H2) For every R > 0, there exists ψR ∈ C[I,R+] (ψ = θ ) such that
f (t, x)ψR(t) for t ∈ (0,1) and x ∈ (0,R].
(H3) There exists an interval [a, b] ⊂ (0,1) such that
lim
x→+∞
f (s, x)
x
=+∞ uniformly with respect to s ∈ [a, b].
It is well known that C[I,R] is a Banach space with norm ‖x‖ = maxt∈I |x(t)| for
x ∈ C[I,R], where I = [0,1]. Denote by E the Banach space R1 × C[I,R] with norm
‖(λ, x)‖ =: max{|λ|,‖x‖} for (λ, x) ∈ R1 × C[I,R]. To overcome the difficulties arising
from singularity, let
P = {x ∈C[I,R+]: x(t) t (1− t)x(s), ∀t, s ∈ I}. (2.1)
Evidently, x0 ∈ P , where x0 = x0(t) = t (1 − t) for t ∈ I . It is easy to see P is a convex
and closed subset of C[I,R]. Moreover, P is a cone of C[I,R].
For x ∈ P \ {θ}, notice that x(t) > 0 for t ∈ (0,1). Therefore, by (2.1), x will be a
positive solution if x ∈ P \ {θ} and satisfies (1.2λ).
First we consider the approximating problem of BVP (1.2λ),{
x ′′(t)+ λfn(t, x(t))= 0, t ∈ (0,1),
x(0)= x(1)= 0, (2.2n)
where fn(t, x)= f (t,max{1/n, x}) ∈C[(0,1)×R+,R+] and λ ∈R+.
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(Anx)(t)=:
1∫
0
G(t, s)fn
(
s, x(s)
)
ds, ∀x ∈ P, n= 1,2, . . . , (2.3)
where
G(t, s)=
{
s(1− t), 0 s  t  1,
t (1− s), 0 t  s  1.
Now we are in position to prove the following lemmas.
Lemma 2.1. Suppose (H1) and (H2) hold. Then for each n 1, BVP (2.2n) has a positive
solution belonging to C2[(0,1),R]∩C[I,R] if and only if λAn has a fixed point in P \{θ}.
Proof. Sufficiency is obvious. Now we show necessity.
Suppose x is a positive solution of (2.2n) for some λ > 0, that is, x ∈ C2[(0,1),R] ∩
C[I,R], x(t) > 0 for t ∈ (0,1). It is easy to see that
x(t)= λ
1∫
0
G(t, s)fn
(
s, x(s)
)
ds for t ∈ [0,1]
and
G(t, s) t (1− t)G(τ, s) for every t, τ, s ∈ [0,1].
These guarantee that
x(t)= λ
1∫
0
G(t, s)fn
(
s, x(s)
)
ds  t (1− t)λ
1∫
0
G(τ, s)fn
(
s, x(s)
)
ds
= t (1− t)x(τ ) for t, τ ∈ [0,1].
Therefore, x ∈ P \ {θ}. ✷
By virtue of the properties of the Green’s function G(t, s), the definition of fn, and
assumption (H1), it is easy to see the following lemma holds.
Lemma 2.2. Let (H1) and (H2) be satisfied. Then for each n ∈ N , An :P → P is com-
pletely continuous.
Let
Σn =:
{
(λ, x) ∈R+ × P : x = λAnx
}
, ∀n 1. (2.4)
Then we have the following lemmas.
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[0,+∞)× P and
Σn =
{
(λ, x) ∈R+ × P : x = λAnx, x = θ
}
.
Proof. For every R > 0, let
ΣRn =:
{
(λ, x) ∈Σn: |λ|R, ‖x‖R
}
.
If (λ, x) ∈Σn and x = θ , then by (H2) we have λ= 0. So we need to prove only that ΣRn
is relatively compact and closed.
In fact, for each (λ, x) ∈ΣRn , we have
fn
(
s, x(s)
)
 f1/n,R(s) for every s ∈ (0,1)
and
x(t)= λ
1∫
0
G(t, s)fn
(
s, x(s)
)
ds for t ∈ I.
Combining with (H1) it is not difficult to show {x = x(t): (λ, x) ∈ ΣRn } are equicon-
tinuous on I . Immediately, the Ascoli–Arzela theorem guarantees that ΣRn is relatively
compact. Moreover, (H1) and Lebesgue dominated convergence theorem implies that ΣRn
is closed. ✷
Lemma 2.4. Let (H1) and (H2) be satisfied. Suppose (λ¯, x¯) ∈ Σn, where λ¯ ∈ (0,+∞).
Then for each λ ∈ (0, λ¯), there exists an x ∈ P \ {θ} such that (λ, x) ∈Σn, where Σn is the
same as in (2.4).
Proof. From Lemma 2.1 and (λ¯, x¯) ∈Σn with λ¯ ∈ (0,+∞), it follows that for λ ∈ (0, λ¯)
we have
x¯ ′′(t)+ λfn
(
t, x¯(t)
)
 x¯ ′′(t)+ λ¯fn
(
t, x¯(t)
)= 0 for t ∈ (0,1)
and x¯(0) = x¯(1) = 0. This means that x¯ = x¯(t) is an upper solution of (2.2n). On the
other hand, x = θ is a lower solution obviously. By [9, Theorem 1], (2.2n) has a solution
x = x(t) ∈ [θ, x¯(t)] for t ∈ I . Evidently, x = θ . In conclusion, (λ, x) ∈Σn. ✷
Now we are ready to give the global structure of Σn.
Theorem 2.1. Assume that (H1)–(H3) are satisfied. Then for each n 1, Σn possesses a
maximal and unbounded subcontinuumCn, which comes from (0, θ) and tends to (0,+∞)
eventually satisfying
(i) There exists λ0n ∈ (0,+∞) such that
Σn ⊂
[
0, λ0n
]× P and Σn ∩ ({λ} × P ) = ∅ for every λ ∈ [0, λ0n];
(ii) Cn is unbounded in [0, λ0n] × P ;
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in (2.3);
(iv) There exists λ∗n ∈ (0, λ0n] such that for each λ ∈ (0, λ∗n), BVP (2.2n) has at least two
positive solutions x∗nλ and x∗∗nλ satisfying∥∥x∗nλ∥∥< ∥∥x∗∗nλ∥∥ and (λ,x∗nλ), (λ,x∗∗nλ) ∈Cn.
(v) lim
λ→0+
(λ,x∗nλ)∈Cn
∥∥x∗nλ∥∥= 0 and lim
λ→0+
(λ,x∗∗nλ)∈Cn
∥∥x∗∗nλ∥∥=+∞.
Proof. First we show that for every λ¯ > 0, there exists R¯ > 0 such that
Σn ∩
([λ¯,+∞)× (P \ P¯R¯))= ∅, n= 1,2, . . . , (2.5)
where PR¯ =: {x ∈ P : ‖x‖< R¯}.
In fact, take a positive number l satisfying
l >
(
λ¯max
t∈I
b∫
a
G(t, s)s(1− s) ds
)−1
> 0, (2.6)
where a and b are the same as in (H3). Then there exists R′ > 1 such that
f (s,u) lu for s ∈ [a, b] and u > R′. (2.7)
Choose a number R¯ with R¯ > R′/(a(1− b)). Then by (2.1) we get
x(s) s(1− s)‖x‖ a(1− b)R¯ > R′ for s ∈ [a, b] and x ∈ P \ PR¯. (2.8)
Therefore, for λ λ¯ and x ∈ P \ PR¯ , we have by (2.8) and (2.7) that
λ(Anx)(t)= λ
1∫
0
G(t, s)fn
(
s, x(s)
)
ds  λ¯
b∫
a
G(t, s)f
(
s, x(s)
)
ds
 lλ¯
b∫
a
G(t, s)x(s) ds  lλ¯‖x‖
b∫
a
G(t, s)s(1− s) ds for t ∈ I.
This together with (2.6) implies that
‖λAnx‖ lλ¯‖x‖max
t∈I
b∫
a
G(t, s)s(1− s) ds > ‖x‖
for λ λ¯ and x ∈ P \ PR¯, (2.9)
which means that (2.5) holds.
On the other hand, by (H2) we can obtain
(Anx)(t)=
1∫
G(t, s)fn
(
s, x(s)
)
ds 
1∫
G(t, s)ψR¯(s) ds for x ∈ P¯R¯. (2.10)0 0
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r =: λ¯max
t∈I
1∫
0
G(t, s)ψR¯(s) ds.
This together with (2.10) guarantees that
‖λAnx‖> ‖x‖ for x ∈ P¯r and λ > λ¯, (2.11)
which yields that
Σn ∩
(
(λ¯,+∞)× Pr
)= ∅. (2.12)
Notice (2.9) implies that
inf
x∈∂PR¯
‖Anx‖ lR¯max
t∈I
b∫
a
G(t, s)s(1− s) ds > 0
and
λ¯ > sup
x∈∂PR¯
‖x‖/ inf
x∈∂PR¯
‖Anx‖.
Immediately, from (i) of Theorem 1.1 it follows that Σn possesses a maximal and un-
bounded subcontinuum Cn satisfying that
Cn ∩
((
(0,+∞)× P )∖((λ¯,+∞)× P¯R¯)) is unbounded.
This together with (2.5), (2.9), and (2.11) guarantees that
Cn ∩
(
(0, λ¯] × P ) is unbounded and Cn ∩ ((λ¯,+∞)× {Pr ∪ (P \ P¯R¯)})= ∅.
(2.13)
Next, for (λ, x) ∈Σn ∩ ([λ¯,+∞)× (P¯R¯ \ Pr)), by virtue of rt (1 − t) x(t) R¯ for
t ∈ I and (H2) one can get
x(t)= λ(Anx)(t)= λ
1∫
0
G(t, s)fn
(
s, x(s)
)
ds  λ
1∫
0
G(t, s)ψR¯(s) ds for t ∈ I.
This means
λ R¯
(
max
t∈I
1∫
0
G(t, s)ψR¯(s) ds
)−1
. (2.14)
Therefore, Σn ∩ ([λ¯,+∞)× (P¯R¯ \ Pr)) is bounded.
This together with (2.5) and (2.11) guarantees that
Σn ∩
([λ¯,+∞)× P ) is bounded for each λ¯ > 0. (2.15)
Moreover, by (iii) and (iii∗) of Theorem 1.1, and using (2.13) and (2.14), one can get
Cn ∩
([0,+∞)× {θ}) = ∅.
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Cn ∩
([0,+∞)× {θ})= {(0, θ)}.
Suppose (λ0, θ) ∈ Cn ∩ ([0,+∞) × {θ}). Then there exist λm ∈ R+ and xm ∈ P \ {θ},
m= 1,2, . . . , such that
xm(t)= λm(Anxm)(t), λm → λ0 and xm → θ as m→+∞.
Without loss of generality, assume xm ∈ PR¯ \ {θ}. Then
(Anxm)(t)
1∫
0
G(t, s)ψR¯(s) ds for t ∈ I.
Therefore,
|λm| ‖xm‖
maxt∈I
∫ 1
0 G(t, s)ψR¯(s) ds
→ 0 as m→+∞.
So λ0 = 0, that is, Cn ∩ ([0,+∞)× {θ})= {(0, θ)}.
Using Theorem 1.1 again we know that Cn is a maximal and unbounded subcontinuum
from (0, θ).
On the other hand, suppose λ0 ∈ (0, λ¯] is an asymptotic bifurcation point of the op-
erator An. Then there exists λm ∈ R+ and xm ∈ P \ PR¯ (m = 1,2, . . .) such that xm =
λmAnxm, λm → λ0 and ‖xm‖→+∞ as m→+∞.
From (H3) and a process similar to the proof of (2.9), it follows that
1
λm
= ‖Anxm‖‖xm‖ →+∞ as ‖xm‖→+∞.
This means that λ0 = 0 is an unique asymptotic bifurcation point. Therefore, Cn tends to
(0,+∞), that is, (iii) holds.
Let
∧ =: {λ: there exists x ∈ P \ {θ} such that x = λAnx}. Obviously, ∧ = ∅. Let
λ0n =: sup{λ: λ ∈
∧}. By virtue of (2.13) and (2.14) we know λ0n ∈ (0,+∞). At the same
time, there exist (λm,xm) ∈Σn such that λm → λ0n as m→+∞. From (2.15) it follows
that {xm} are bounded. By Lemma 2.3 there exists x ∈ P \ {θ} such that (λ0n, x) ∈Σn. This
together with Lemma 2.4 guarantees that (i) holds. Consequently,
Σn ∩
(
(λ0n,+∞)× P
)= ∅. (2.16)
Meanwhile, notice that Cn is unbounded. So (2.16) implies that (ii) holds.
To see (iv) and (v) notice that for (λ, x) ∈Σn∩ ((0,+∞)× (P¯R \Pr )) (R > 1> r > 0),
we have
x(t)= λ(Anx)(t)= λ
1∫
0
G(t, s)fn
(
s, x(s)
)
ds  λ
1∫
0
G(t, s)fr,R(s) ds for t ∈ I.
Combining with (2.14) we get
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(
max
t∈I
1∫
0
G(t, s)fr,R(s) ds
)−1
 λ
R
(
max
t∈I
1∫
0
G(t, s)ψR(s) ds
)−1
:= λ′′
for (λ, x) ∈Σn ∩
(
(0,+∞)× (P¯R \ Pr )
)
. (2.17)
Therefore,
Cn ∩
(
(0,+∞)× (P¯R \ Pr)
)⊂ [λ′, λ′′] × (P¯R \ Pr). (2.18)
Notice that Cn is a maximal and unbounded subcontinuum which comes from (0, θ)
and tends to (0,+∞) eventually. From (2.17) and (2.18) it follows that for λ ∈ (0, λ′),
there exist at least two elements x∗nλ, x∗∗nλ ∈ P \ {θ} such that (λ, x∗nλ), (λ, x∗∗nλ) ∈ Cn with‖x∗∗nλ‖> R > r > ‖x∗nλ‖> 0. Notice that R and r satisfying R > 1 > r > 0 are arbitrary.
Thus it is not difficult to see that (iv) and (v) hold. ✷
From (2.5), (2.12), and (2.14) in the proof of Theorem 2.1 one can obtain the following
corollary.
Corollary 2.1. Let (H1)–(H3) be satisfied. Then for every ε > 0, there exist positive num-
bers Rε and rε with Rε > 1 > rε > 0 and λε > 0 such that
Σn ∩
([ε,+∞)× P )⊂ [ε,λε] × (P¯Rε \ Prε ), ∀n 1, (2.19)
where Rε and λε are nonincreasing, and rε is nondecreasing for ε ∈ (0,+∞), respectively.
Now we are in position to state results for Σ and (1.2λ). Denote by Σ¯ the closure of
positive solutions of (1.2λ), that is,
Σ¯ =: {(λ, x) ∈ (0,+∞)× P \ {θ}: (λ, x) satisfies BVP (1.2λ)}.
Theorem 2.2. Assume that (H1)–(H3) hold. Then Σ¯ possesses a maximal and unbounded
subcontinuum C, which comes from (0, θ) and tends to (0,∞) eventually such that
(i) There exists λ0 > 0 satisfying Σ¯ ∩ ([λ0,+∞)× P)= ∅;
(ii) For every λ¯ > 0, C ∩ ([0, λ¯] × P) is unbounded;
(iii) There exists λ∗ ∈ (0, λ0) such that for every λ ∈ (0, λ∗), BVP (1.2λ) has at least two
positive solutions x1λ and x2λ satisfying(
λ,x1λ
)
,
(
λ,x2λ
) ∈ C and ∥∥x2λ∥∥> ∥∥x1λ∥∥;
(iv) lim
λ→0+
(λ,x1λ)∈C
∥∥x1λ∥∥= 0 and lim
λ→0+
(λ,x2λ)∈C
∥∥x2λ∥∥=+∞.
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exists λ0 > 0 such that for each n, Σn possesses a maximal and unbounded subcontinuum
Cn containing (0, θ), which satisfies
Cn ∩
({λ0} × P ) = ∅ for each n 1. (2.20)
On the other hand, by Corollary 2.1 one can obtain that there exist R¯ > 1 > r¯ > 0 such
that
Σn ∩
({λ0} × P )⊂ {λ0} × (P¯R¯ \ Pr¯ ) for each n 1. (2.21)
For each n, by (2.20) one may take xn ∈ Cn ∩ ({λ0} × P). Then from (2.21) it follows
that xn ∈ P¯R¯ \ Pr¯ . Using (H1) we know
fn
(
s, xn(s)
)
 fr¯,R¯(s) for every s ∈ (0,1) and each n 1. (2.22)
This together with a similar process of the proof of Lemma 2.3 guarantees that {xn} is uni-
formly bounded and equicontinuous on I . Immediately, the Ascoli–Arzela theorem implies
that {xn} is relatively compact. So there exists a subsequence (without loss of generality,
assume this subsequence is {xn}) and x∗ ∈ P¯R¯ \Pr¯ such that xn → x∗ as n→+∞. Conse-
quently, (2.3) and Lebesgue dominated convergence theorem guarantee (λ0, x∗) ∈Σ , that
is, Σ = ∅.
Secondly, define an operator A on P \ {θ} by
(Ax)(t)=:
1∫
0
G(t, s)f
(
s, x(s)
)
ds, ∀t ∈ I, ∀x ∈ P \ {θ}. (2.23)
Notice that (H1) guarantees that A is well defined on P \ {θ} and it is not difficult to see
the positive solution of (1.2λ) is equivalent to the fixed point of operator λA on P \ {θ}.
By a similar argument of proving (2.5), (2.12), and (2.15) in the proof of Theorem 2.1, one
can see that (i) holds.
To see (ii) notice that for every ε ∈ (0, λ0), by Corollary 2.1 there exist nonincreasing
functions Rε and λε , and a nondecreasing function rε with respect to ε such that
Σn ∩
([ε,+∞)× P )⊂ Q¯ε for each n 1,
where Qε =: (ε, λε] × PRε .
On the other hand,(+∞⋃
n=1
Σn
)
∩ Q¯ε ⊂
(+∞⋃
n=1
Σn
)
∩ ([ε,λε] × (P¯Rε \ Prε )).
This together with Lemma 2.3 and its proof implies that(+∞⋃
Σn
)
∩ Q¯ε are relatively compact. (2.24)n=1
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by Cεn the subcontinuum of Cn ∩ Q¯ε containing (λ0, xn). Let
Fε =:
{
y: there exists a subsequence {nk} of {n} and ynk ∈Cεnk
such that lim
k→+∞ynk = y
}
. (2.25)
This together with (2.24) and Lebesgue dominated convergence theorem yields
Fε ⊂ Σ¯ and (λ0, x∗) ∈ Fε. (2.26)
Now we are in position to prove Fε is connected. If this is false, then there exist subsets
V1 and V2 of R+×C[I,P ] such that V¯1∩V2 = ∅, V1∩ V¯2 = ∅, and Fε = V1∪V2. Since Fε
is closed, Fε = V1 ∪ V¯2 and consequently V2 = V¯2. From the same reason, we get V1 = V¯1.
Therefore, V1 and V2 are compact. This together with V1 ∩ V2 = ∅ means that there exists
δ > 0 such that ρ(V1,V2)= δ. Let
U
(
V1,
δ
3
)
=:
{
(λ, x) ∈R+ ×C[I,P ], d((λ, x),V1)< δ3
}
,
U
(
V2,
δ
3
)
=:
{
(λ, x) ∈R+ ×C[I,P ], d((λ, x),V2)< δ3
}
,
where d(·, ·) denotes the distance between two sets in E =R×C[I,R].
No loss of generality, suppose P1 = (λ0, x∗) ∈ V1 and choose P2 ∈ V2. Obviously,
P1,n =: (λ0, xn) → P1 as n → +∞ and there exists a subsequence {nk} of {n} and
P2,nk ∈ Cεnk such that limk→+∞ P2,nk = P2. This means that there exists N > 0 such that
P1,nk ∈ U(V1, δ/3), P2,nk ∈ U(V2, δ/3) for nk  N . Notice that Cεnk is connected. Then
there exists Pnk ∈ Cεnk ∩ ∂U(V1, δ/3) for each nk  N . Since {Pnk } are relatively com-
pact, without loss of generality, assume limk→+∞ Pnk = P ∗. Then P ∗ ∈ ∂U(V1, δ/3) and
P ∗ ∈ Fε in contradiction with Fε ∩ ∂U(V1, δ/3)= ∅. Thus Fε is connected.
Let
C =:
⋃
0<ε<λ0
Fε.
Now we are ready to show that C satisfies our requirement. Notice from (2.26) that
Fε is connected and (λ0, x∗) ∈ Fε for each ε ∈ (0, λ0). Thus C is connected.
For every pair of positive numbers R and r with R > r > 0, λ ∈ (0, λ′) (λ′ is the same
as in (2.17)), and n 1, by (2.17) and the connectivity of Cn there exist x1n, x2n ∈ P \ {θ}
such that
(λ, x1n), (λ, x2n) ∈ Cn with ‖x1n‖ r and ‖x2n‖R for each n 1.
Corollary 2.1 implies that {x2n} are bounded. Meanwhile, notice that (⋃+∞n=1 Σn) ∩
({λ} × P) is relatively compact. This together with (2.25) guarantees that there exist x∗1
and x∗2 such that(
λ,x∗1
)
,
(
λ,x∗2
) ∈ C with ∥∥x∗1∥∥ r and ∥∥x∗2∥∥R.
Since R and r are arbitrary, it follows that C is a maximal and unbounded subcontinuum.
This means that (ii) holds.
Y. Liu / J. Math. Anal. Appl. 284 (2003) 64–75 75On the other hand, similarly to the proof of Theorem 2.1, one can show that C comes
from (0, θ) and tends to (0,+∞) eventually, also (iii) and (iv) hold. ✷
Example. Consider the following singular boundary value problem:{
x ′′(t)+ λ
(t (1−t ))α (x
2 + x−β)= 0, t ∈ (0,1),
x(0)= x(1)= 0, (2.27)
where α > 0, β > 0, α + β < 2. It is easy to see that
f (t, x)= x
2 + x−β
(t (1− t))α
satisfies (H1)–(H3) when α+β < 2. Consequently, the conclusion of Theorem 2.2 for BVP
(2.27) holds.
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