Despite significant progress of deep learning in the field of computer vision, there has not been a software library that covers these methods in a unifying manner. We introduce ChainerCV, a software library that is intended to fill this gap. ChainerCV supports numerous neural network models as well as software components needed to conduct research in computer vision. These implementations emphasize simplicity, flexibility and good software engineering practices. The library is designed to perform on par with the results reported in published papers and its tools can be used as a baseline for future research in computer vision. Our implementation includes sophisticated models like Faster R-CNN and SSD, and covers tasks such as object detection and semantic segmentation.
INTRODUCTION
In recent years, the computer vision community has witnessed rapid progress thanks to deep learning methods in areas including image classification [2] , object detection [13] and semantic segmentation [3] . High quality software tools are essential to keep up the rapid pace of innovation in deep learning research. The quality of a software library is hugely influenced by traditional software quality metrics such as consistent coding conventions and coverage of tests and documentation. In addition to that, a deep learning library, specifically a library that hosts implementations of deep Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. learning models, needs to guarantee quality during the training phase. Training a machine learning model to have a good performance is difficult due to numerous details that can hinder it from achieving its full potential. This makes it all the more important that a library hosts implementations of high performance training code so that it can give guidance to developers and researchers who want to extend and develop further from these implementations. We think that training code should perform on par with the performance reported by the paper that the implementation is based on. On top of providing a high quality implementation for training a model, we also aim at making it more accessible, especially for users with limited experience, to run inference on sophisticated computer vision models such as Faster R-CNN [13] .
The rapid progress of deep learning research has been enabled by a number of frameworks including Chainer [15] , TensorFlow [1] and PyTorch 1 . These frameworks have supported fundamental components of deep learning software such as automatic differentiation and effective parallelization using GPUs. However, they are intended to target general usage, and do not aim to provide complete implementations of vision algorithms.
Our software, ChainerCV, supports algorithms to solve tasks in the computer vision field such as object detection, while considering usability and predictable performance as the top priorities. This makes it perfect to be used as a building block in larger software projects such as robotic software systems even by developers who are not computer vision experts. Recently there has been a growing trend of building new neural network models using existing architectures as building blocks. Examples can be seen in tasks such as instance segmentation [8] and scene graph generation [16] , which depend on object detection algorithms to localize objects in images. ChainerCV's algorithms can be used as components to construct software that can solve complex computer vision problems.
Training a network is a critical part of a machine learning algorithm, and ChainerCV is designed to make this process easy. In many use cases, users need a machine learning model to perform well on a particular dataset they have. Often a pretrained model is not sufficient for the users' tasks, and so they must re-train the model using their datasets. To make training a model easier in such cases, ChainerCV provides reference implementations to train models, which can be used as a baseline to write new training code. In addition to that, pretrained models can be used together with the users dataset to fine-tune the model. ChainerCV also provides set of tools for training a model including dataset loader, prediction evaluator and visualization tools.
Reproducibility in machine learning and computer vision is one of the most important factors affecting the quality of the research. ChainerCV aims at easing the process of reproducing the published results by providing training code that is guaranteed to perform on par with them. These algorithms would serve as baselines to find a new idea through refinement and as a tool to compare a new approach against existing approaches.
To summarize, ChainerCV offers the following two contributions:
• High quality implementations of deep learning-based computer vision algorithms to solve problems with emphasis on usability.
• Reference code and tools to train models, which is guaranteed to perform on par with the published results.
Our code is released at https://github.com/pfnet/chainercv.
RELATED WORK
Deep learning frameworks such as Chainer [15] and TensorFlow [1] play a fundamental role in deep learning software. However, these software packages focus on fundamental components such as automatic differentiation and GPU support. Keras [6] is a high-level deep learning API that is intended to enable fast experimentation. While ChainerCV shares a similar goal with Keras to enable fast prototyping, our software provides more thorough coverage of software components for the computer vision tasks. In addition to that, Keras does not provide high performance training code for sophisticated vision models like Faster R-CNN [13] . OpenCV [10] is a prominent example of computer vision software libraries supporting numerous highly tuned implementations. The library supports wide range of algorithms including some deep learning-based algorithms, which emphasize on running inference on a cross platform environment. Different from their work, ChainerCV aims at acceralating research in this field in a more comprehensive manner by providing high quality training code on top of implementations to conduct inference.
Orthogonal to our open source work, there are several proprietary software solutions that support computer vision algorithms based on deep learning. These include Computer Vision System Toolbox by MATLAB and Google Cloud Vision API by Google Cloud Platform.
Model Zoo hosts a number of open source implementations and their trained models. Algorithms for a wide range of tasks are hosted on their website, but they are not provided as a library that organizes code in some standardized manner. There are open source implementations released by the authors of papers and thirdparty implementations released by open source developers. The primarily aim of these works is to make a prototype of a research idea. Unlike them, one of our goals is to develop an implementation that follows a good software engineering practices so that it is readable and easily extendable to other projects. We assure the quality by developing through peer review process, and thorough coverage of documentations and tests.
More closely related to our work is pytorch/vision, which is a computer vision library that uses PyTorch as its backend. Similar to our work, it hosts pretrained models to let users use high performance convolutional neural networks off-the-shelf. At the time of 
IMPLEMENTATION 3.1 Task Specific Models
Currently, ChainerCV supports networks for object detection and semantic segmentation (Figure 1 ). Object detection is the task of finding objects in an image and classifying them. Semantic segmentation is the task of segmenting an image into pieces and assigning object labels to them.
We implemented our detection algorithms in a unifying manner by exploiting the fact that many of the leading state of the art architectures have converged on a similar structure [9] . All of these architectures use convolutional neural networks to extract features and use sliding windows to predict localization and classification. Our implementation includes architectures that can be grouped by Faster R-CNN [13] and Single Shot Multibox Detector (SSD) [11] meta-architectures. Faster R-CNN takes a crop proposed by an external neural network called Region Proposal Networks and carry out classification on the crop of the input image. SSD tries to alleviate the extra time running Region Proposal Networks by directly predicting classes and coordinates of bounding boxes. These meta-architectures are instantiated into more concrete networks that have different feature extractors or different head architectures. These different implementations inherit from the base class for each meta-architecture using our flexible class design.
Our implementation of semantic segmentation models includes SegNet [3] . The architecture follows an encoder-decoder style. We have separated a module to calculate loss from a network that predicts a probability map. This design makes the loss reusable in other implementation of semantic segmentation models, which we are planning to add in the future. Models for a certain task are designed to have a common interface. For example, detection models support a predict method that takes images and outputs bounding boxes around regions where objects are predicted to be located. The common interface allows users to swap different models easily inside their code. On top of that, the common interface is necessary to build functions that interact with neural network models by passing input images and receiving predictions. For instance, thanks to this interface, we 
Datasets
In order to train and evaluate deep learning models, datasets are needed. ChainerCV provides an interface to datasets commonly used in computer vision tasks, such as datasets from the Pascal VOC Challenge [7] . The datasets object downloads data from the Internet if necessary, and returns requested contents with an arraylike interface.
Transforms
A transform is a function that takes an image and annotations as inputs and applies a modification to the inputs such as image resizing. These functions are composed together to create a custom data preprocessing pipeline. ChainerCV uses TransformDataset to compose different transforms. This is a class that wraps around a dataset by applying a function to a sample retrieved from the underlying dataset, which is often prepared to simply load data from a file system without any modifications.
We found that extending a dataset with an arbitrary function is effective especially in the case where multiple objects are processed in an interdependent manner. Such interdependence of transforms happen in a scenario when an image is randomly flipped horizontally to augment a dataset and coordinates of bounding boxes are altered depending on whether the image is flipped or not. See Figure 2 for the code to carry out the data preprocessing pipeline.
Visualizations and Evaluation Metrics
ChainerCV supports a set of functions for visualization and evaluation, which are important for conducting research in computer vision. These functions can be used across different models by enforcing a consistent data representation for each type of data. For example, an image array is assumed to be RGB and shaped as (C, H, W), where the elements of the tuple are channel size, height and width of the image. The evaluations and visualizations in Section 4 are carried out using the functions in ChainerCV. 
GPU Arrays
As done in Chainer [15] , ChainerCV uses cupy.ndarray to represent arrays stored in GPU memory and numpy.ndarray to represent arrays stored in CPU memory. CuPy 2 is a NumPy like multidimensional array library with GPU acceleration. Many functions in ChainerCV support both types as arguments, and returns the output with the same type as the input. These functions include non-maximum suppression [12] , which is efficiently implemented using CUDA parallelization. It is often complicated to set up a library to call CUDA kernels from a python module because the installation needs to consider a variety of machine configurations. ChainerCV relies on CuPy when calling CUDA kernels, and its installation procedure is quite simple.
EXPERIMENTS
We report performance of the implemented training code, and verify that the scores are on par with the ones reported in the original papers. Note that due to randomness in training, it is inevitable to produce slightly different scores from the original papers.
Faster R-CNN
We evaluated the performance of our implementation of Faster R-CNN, and compared it to the performance reported in the original paper [13] . We experimented with a model that uses VGG-16 model [14] as a feature extractor. The model is trained on the PASCAL VOC detection dataset. The model is trained on the 2007 trainval and evaluated on 2007 test using our training code. Some detection results of this trained model are shown in Figure 3a .
The performance is compared against the original implementation using mean average precision in Table 1 . Due to the stochastic training process, it is known that the final performance fluctuates [4] .
Single Shot Multibox Detector (SSD)
We evaluated the performance of our implementations of SSD300 and SSD512, and compared them to the performance reported in [5] .
We trained these models with the trainval splits of PASCAL VOC 2007 and 2012 for training. The performance is compared against the original implementation using mean average precision in Table 1 . Note that we changed the train batchsize of SSD512 from 32 to 24 due to the GPU memory limitation. We also show some detection results of SSD512 in Figure 3b .
SegNet
We evaluated the performance of our SegNet implementation, and compared it to the performance reported in the journal version of the original paper [3] . It is trained on the train split of CamVid [3] , and evaluated on the test split. The performance is measured by pixel accuracy, mean pixel accuracy and mean IoU, which are the metrics used in [3] . The score is shown in Table 2 and an example result is shown in Figure 3c .
CONCLUSION
In this article we have introduced a new computer vision software library that focuses on deep learning-based methods. Our software lowers the barrier of entry to use deep learning-based computer vision algorithms by providing a convenient and unified interface. It also provides evaluation and visualization tools to aid research and development in the field. Our implementation achieves performance on par with the reported results, and we expect it to be used as a baseline to be extended with new ideas.
