Abstract-We consider repeated games in which the player, describe next. The dynamic pricing problem described above, instead of observing the action chosen by the opponent in each which is a special case of this more general framework, game round, receives a feedback generated by the combined has been also investigated by Kleinberg and Leighton [1] in choice of the two players. We study Hannan consistent players for these games, that is, randomized playing strategies whose a simpler setting where the reward of the seller iS defined per-round regret vanishes with probability one as the number of as P(Pt, Yt) Pt 1Pt.Yt. Note that, by using the feedback game rounds goes to infinity. We prove a general lower bound for information (i.e., whether the customer bought the product the convergence rate of the regret, and exhibit a specific strategy or not), here the seller can compute the value of p(pt, yt).
A simple yet nontrivial example of partial monitoring is the following dynamic pricing problem. A vendor sells a product II. MAIN DEFINITIONS to a sequence of customers whom he attends one by one.
We adopt a learing-theoretic viewpoint and describe partial
To each customer, the seller offers the product at a price he monitoring as a repeated prediction game between a forecaster selects, say, from the interval [0, 1] . The customer then decides (the player) and the environment (the opponent). In the same to buy the product or not. No bargaining is possible and no spirit, we call outcomes the actions taken by the environment. other information is exchanged between buyer and seller. The st comes the a aken the eronmen At each round t =1, 2. .. of the game, the forecaster chooses goal of the seller is to achieve an income almost as large as an action It from the set {1,,N}, and the environment if he knew the maximal price each customer is willing to pay chooses an action Yt from the set{1,.N, M}. The losses for the product. Thus, if the price offered to the t-th customer of the forecaster are summarized in the loss matrix L is pt and the highest price this customer is willing to pay is (i, Yt at time t by considering the whole past, that is, the whole is guaranteed to converge to zero as n -> oc regardless of the sequence of action/outcome pairs (I, Ys), s 1,..
I
, t -1.
sequence Yl, Y2, ... of prices. The difficulty in this problem Without loss of generality, we assume that the opponent uses is that the only information the seller (i.e., the forecaster) has a deterministic strategy, so that the value of Yt is fixed by access to is whether Pt > Yt but neither Yt nor £(pt, Yt) are the sequence (1 ......, It-,). In comparison, the forecaster has revealed. The main result of this paper describes a simple access to significantly less information, since he only knows strategy such that the average regret defined above is of the the sequence of past feedbacks, (h(I1, Y....), , h(It-, Yt-1)) order of n-1/5 It is an interesting and complex problem to investigate the We treat such limited-feedback (or partial monitoring) pre-possibilities of a predictor only supplied with the limited diction problems in a more general framework which we information of the feedback. In this paper we focus on the Hannan, who first proved the existence of a Hannan consistent consider a more general setup in which the feedback is not strategy in the full information case [2] when h(i, j) j for all necessarily a deterministic function of the pair outcome and i, j (i.e., when the true outcome Yt is revealed to the forecaster forecaster's action, but it may be random with a distribution after taking an action). The full information case has been indexed by this pair. Based on Blackwell's approachability studied extensively in the theory of repeated games, and in the theorem, Rustichini [15] establishes a general existence result fields of learning theory and information theory. A few key for strategies with asymptotically optimal performance in this references and surveys include Blackwell [3] , Cesa-Bianchi, more general framework. In this paper we answer Rustichini on the loss and feedback matrices it is possible to achieve Before introducing a general prediction strategy and suffiHannan consistency, that is, to guarantee that, asymptotically, cient conditions for its Hannan consistency, we describe a few the cumulative loss of the forecaster is not larger than that of concrete examples of partial monitoring problems.
the best constant action with probability one. Naturally, this Example 1: (Multi-armed bandit problem.) A well-studied depends on the relationship between the loss and feedback special case of the partial monitoring prediction problem is functions. An initial answer to this question has been provided the so-called multi-armed bandit problem. Here H may be taken to be h(i, j) = Ij>j or, after an appropriate for a closely related method).
re-encoding, The crucial assumption under which the strategy is defined 
as "rotten" may be opened to check whether its classification Pit,t was correct. On the other hand, since apples that have been (Note that the estimates proposed above are real-valued, and checked cannot be put on sale, an apple classified "good for may even be negative.) We denote the cumulative estimated sale" is never checked.) losses at round t and for action i by Li,t = E £=l(i, Yt). Example 4: (Label efficient prediction.) In the problem of Consider the forecaster defined in Figure 2 , where k* label efficient prediction (see Helmbold and Panizza [26] and is defined in Theorem 1. Roughly speaking, the two terms also Cesa-Bianchi, Lugosi, and Stoltz [27]) the forecaster, after in the expression of Pi,t correspond to "exploitation" and choosing its prediction for round t, decides whether to query "exploration". The first term assigns exponentially decreasing the outcome Yt, which he can only do for a limited number weights to the actions depending on their estimated cumulative of times. In [27] matching upper and lower bounds are given losses, while the second term ensures sufficient exploration to for the regret in terms of the number of available labels, total guarantee accurate estimates of the losses. The main performance bound of this section is summarized may take K to be the identity matrix so that k* = 1. Thus, in the next theorem. Note that the average regret Theorem 1 implies a bound of the order of ((N2 In N)/n)/3. 
