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Abstract. We show how to obtain the joint probability distribution of the first two spectral
moments for the GβE random matrix ensembles of any matrix dimensionN . This is achieved
via a simple method which utilises two complementary invariants of the domain of the spectral
moments. Our approach is significantly different from those employed previously to answer
related questions and potentially offers new insights. We also discuss the problems faced when
attempting to include higher spectral moments.
The probability distribution of spectral moments for the GβE 2
1. Introduction
In the following we consider the spectral moments, which are given (up to normalisation) by
the traces of an N ×N hermitian matrix M with spectrum λ = (λ1, . . . , λN)
tr = trM
r =
N∑
k=1
λrk. (1)
Terms traces and spectral moments appear frequently in the literature and we shall use them
interchangeably here. In particular we shall focus on the first N traces, denoting the vector
t = (t1, . . . , tN).
The spectral moments play an important in role random matrix theory, where they
are typically used to infer global properties of the eigenvalues. Perhaps the most famous
application is Wigner’s semicircle law, which can be deduced from the ensemble averaged
spectral moments E[tn] for so-called Wigner matrices (see e.g. [1]) in the limit of large matrix
size [2, 3]. They are also crucial quantities in Mathematical Physics as they characterise
the transport properties of quantum chaotic systems (see for example [4, 5] and references
therein).
In this article we shall be concerned with the Gaussian β Ensemble (GβE) of size N .
By definition, the Gaussian ensembles are the ensembles of self adjoint matrices of size
N×N , whose entries are of the form Mij =
∑β−1
α=0Mij;αeα. The coefficients Mij;α being real
parameters and eα are the units of the three potential algebras: real (β = 1), complex (β = 2)
and real-quaternion (β = 4), satisfying e20 = 1 and e2α = −1 ∀ α > 0. Choosing the real
coefficients Mij;α independently from a Gaussian distribution with zero mean and variance
E(M2ij;α) = (1 + δij)/(2β) we obtain the Gaussian orthogonal, unitary and symplectic
ensembles (GOE, GUE and GSE) for β = 1, 2 and 4 respectively (see e.g. Chapter 3 of [6]).
Here, the joint probability distribution function (JPDF) of the spectrum is given by
P
(N)
β (λ) = C
(N)
β
∏
µ<ν
|λµ − λν |βexp
(
−β
2
∑
µ
λ2µ
)
, (2)
where C(N)β is a normalisation constant. Allowing variable β to take arbitrary real positive
values, we obtain the definition of GβE JPDF. There also exists a tridiagonal matrix model for
arbitrary β introduced by Dumitriu and Edelman [7]. Beyond the semicircle law, it was first
shown by Johansson [8] (and later by Dumitriu and Edelman using their tridiagonal model [9])
that the fluctuations of the traces around their mean are Gaussian distributed with a covariance
structure given in terms of the Chebyshev polynomials. Moreover, the variance is less than
one would expect from normal central limit theorem arguments due to to the rigidity of the
eigenvalues, coming from the Vandermonde factor in (2). Large deviation estimates for these
fluctuations have also been obtained by Cabanal-Duvillard and Guionnet [10] using Dyson
Brownian motion.
Similar results showing Gaussian fluctuations have also been attained for more general
Wigner matrices [11–13]. Moreover, the covariance structure identified by Johansson has also
been shown to appear for matrices with correlated entries by Schenker and Schulz-Baldes
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[14]. In particular [14] provides a good overview of the above results. In addition we feel it is
worthwhile mentioning the well-known analogous results of Diaconis and Shahshahani [15],
which describe the Gaussian nature of fluctuations of the traces for the CUE‡. Similar variance
estimates were also attained by Haake et. al. [16] for the canonical circular ensembles and
very recently Webb has gone further, extending the Diaconis and Shahshahani results to the
CβE [17].
The analysis of global fluctuations for random matrices is typically performed in the
limit of large N . Not surprisingly, much less is known about the intricacies of the spectral
moments for finite matrix sizes, however there has been progress in this direction. For
instance, Ledoux [18] showed there exists a recursion relation for the average moments E[tn]
of the canonical Gaussian ensembles, extending the previous work of Harer and Zagier for the
GUE [19]. From this one may in principle calculate E[tn] up to all orders in N . For general β
Witte and Forrester have recently succeeded in deriving expressions for E[tn] up to O(N−6)
using loop equations [20].
In the following we derive an exact expression for the JPDF of the first two traces
P (t1, t2) for any N . Note that the second spectral moment is of particular importance as it is
equivalent to the Hilbert-Schmidt norm for self-adjoint matrices. We would like to emphasise,
that in contrast to previous methods which either utilise the properties of the eigenvalues or
the matrix elements directly, we work entirely within the space of traces. The transformation
to this framework is presented in Section 2 in which we show how the JPDF Q(t) for the
first N traces arises. The domain for which Q(t) is valid is analysed and shown to obey two
important symmetries. These directly lead to our main result, presented in Section 3, which
is the JPDF for t1 and t2. From this we calculate marginal distributions and covariances in
Section 3.1 and Section 3.2 respectively. Of course, one would like to extend the approach to
higher traces, however the main difficulty with this approach lies within the complexity of the
integration domain. This obstruction is detailed in Section 4 and we summarise our findings
in Section 5.
2. The joint probability distribution for the trace variables
The starting point for our discussion is the spectral joint probability distribution of the
eigenvalues for the GβE (2). A natural approach for finding the distribution of traces is to
map the space of eigenvalues λ = (λ1, . . . , λN) to the space of traces t = (t1, . . . , tN) using
(1), and to restrict the map to the region in the t space where it is injective. Note that every
tk is a symmetric polynomial in (λ1, . . . , λN), hence the image of the map is invariant under
permutations of the eigenvalues. This allows us to restrict the domain of the map to a single
sector in the λ space where the eigenvalues are ordered, for example λ1 < λ2 < . . . < λN .
The image of the map is given by the region where the Jacobian is positive, i.e. the boundary
of the image is a connected component of the zero set of the Jacobian as a function of t∣∣∣∣ ∂t∂λ
∣∣∣∣ (t) = 0.
‡ The Circular Unitary Ensemble, which is the ensemble of self-adjoint unitary matrices with complex entries.
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The indicator function corresponding to the region within the boundary will be denoted by
χ(t).
Expressing the Jacobian in terms of the traces is a relatively easy task, since from (1) the
elements of the transformation are given by ∂tk
∂λm
= kλk−1m and therefore∣∣∣∣ ∂t∂λ
∣∣∣∣ = N ! det(V (λ)). (3)
Here V is the familiar Vandermonde matrix
V (λ) =


1 1 · · · 1
λ1 λ2 · · · λN
.
.
.
.
.
.
.
.
.
.
.
.
λN−11 λ
N−1
2 · · · λN−1N

 (4)
and so det(V ) =
∏
µ<ν |λµ − λν |, which appears in (2). Furthermore, G(t) = det(V ) =√
det(V V ⊺), with
V V ⊺ =


t0 t1 · · · tN−1
t1 t2 · · · tN
.
.
.
.
.
.
.
.
.
.
.
.
tN−1 tN · · · t2N−2


and t0 = N (see [26, 27] for examples where this identity is used in other contexts). At this
point G(t) is expressed entirely in terms of the traces, as desired, however it includes traces
of higher degree than N , which are themselves functions of the traces tn, 1 ≤ n ≤ N . The
expressions for tN+r in terms of the first N tn, whilst complicated, can be written down
explicitly. They originate from the characteristic polynomial Φ(x) := det(xI − M) =∑N
k=0 ckx
N−k
, with c0 = 1. For any eigenvalue λν we have Φ(λν) = 0 and thus it follows that
tN+r = −
[
N∑
k=1
cktN+r−k
]
. (5)
Newton’s identities express the coefficients ck in terms of the tn, n ≤ k via the determinant
ck =
(−1)k
k!
∣∣∣∣∣∣∣∣∣∣∣
t1 1 0 · · · 0
t2 t1 2 · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
tk−1 tk−2 · · · t1 k − 1
tk tk−1 · · · t2 t1
∣∣∣∣∣∣∣∣∣∣∣
. (6)
Therefore, using a combination of the relations (5) and (6) one may write G(t) explicitly in
terms of the N traces which are the components of t. Clearly ∆ = G(t)2 is nothing but the
discriminant of Φ(x) expressed as a function of t. For this reason, we shall refer to the domain
supported by χ(t) as the discriminant domain.
Computing now the expectation of any function f(t1, . . . , tn) using (2), and remembering
that there are N ! ordered sectors in the λ space, we have
E[f ] = N !C
(N)
β
∫
λ1<...<λN
dλf(t(λ))
∏
µ<ν
(λµ − λν)βexp
(
−β
2
∑
µ
λ2µ
)
=
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= N !C
(N)
β
∫
dt
∣∣∣∣∂λ∂t
∣∣∣∣χ(t)f(t)G(t)β exp
(
−β
2
t2
)
.
Using expression (3) for the Jacobian leads us finally to the JPDF for the traces
Q
(N)
β (t) = C
(N)
β χ(t)G(t)
β−1 exp
(
−β
2
t2
)
. (7)
We mention in passing here the above form was shown by two of the authors to obey a suitable
Fokker-Planck equation, leading to previously unnoticed identities involving the derivatives
of traces larger than N [24]. Also, an equivalent formula in terms of the secular coefficients
ck was calculated by Bakry and Zani [25].
The form of (7) seems especially attractive for the GOE (β = 1) where the Vandermonde
determinant disappears. Although, of more significance is the fact that χ(t) is independent of
the ensemble under consideration - one may consider matrices with non-Gaussian elements,
or even correlated elements, and the function χ(t) will remain the same. Unfortunately, this
discriminant domain is not at all simple (see e.g. [28] for an review of its structure). To get a
flavour of this difficulty, consider the following Cauchy-Schwarz inequalities for the traces tr
with r = p+ q,
tr =
N∑
k=1
λpkλ
q
k ≤
(
N∑
k=1
λ2pk
N∑
k=1
λ2qk
) 1
2
= (t2pt2q)
1
2 . (8)
In particular, taking p = r and q = 0 we get
t2r ≤ Nt2r, (9)
since t0 = N . These inequalities are optimal, since they are satisfied as equalities when the
spectrum is entirely degenerate. However they are not sufficient to define the discriminant
domain sharply enough, and to turn the integration (7) transparent or practical. Even using
additional more complicated inequalities does not improve the situation. For example, one
may take
∑
k,m(λk − λm)2n ≥ 0, then expanding the binomials and adding terms of the same
power provides (optimal) inequalities involving linear combinations of the tr with r ≤ 2n. A
deeper discussion of these difficulties is presented in Section 4.
Despite these drawbacks, we find the approach is still viable if we restrict our attention
to the first two traces t1 and t2. This is made possible by the existence of two transformations
under which the discriminant domain is invariant. They enable a reduction of the integration
problem, and open the way to obtain an explicit expression for the JPDF of (t1, t2) for the
GβE:
Spectral shift – Shifting every λi by a constant δ ∈ R changes the traces by
t˜k =
N∑
i=1
(λi + δ)
k =
N∑
i=1
k∑
l=0
(
k
l
)
δlλk−li =
k∑
l=0
(
k
l
)
δltk−l. (10)
Because the Vandermonde determinant V (λ) is invariant under such a shift, we have the
invariance of the discriminant
G2(t˜) = G2(t).
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Recall that the boundary of the integration domain is defined as the zero set of the
discriminant, therefore the indicator function is also invariant under such a spectral shift
χ(t˜) = χ(t).
(10) shows that the Jacobian of the map t→ t˜ is an upper-triangular matrix with ones on the
diagonal, hence its determinant is equal to one.
Spectral scaling – Scaling each of the eigenvalues by the same number c ∈ R scales each
trace as t′k = c
ktk. The discriminant therefore scales as
G′ =
∏
i<j
(cλj − cλi) = cN(N−1)/2
∏
i<j
(λj − λi) = cN(N−1)/2G. (11)
Because the zero set of the discriminant remains unchanged, the indicator function is invariant
under such a transformation
χ(t′) = χ(t).
The Jacobian of the transformation is cN(N+1)/2.
3. The joint probability density function for t1, t2
The above symmetries mean we have two free variables that we can utilise. In particular this
allow us to obtain a special coordinate transformation for which t1 and t2 are invariant and the
vandermonde (and therefore also the characteristic function χ) are independent of t1 and t2.
To see this let us first set t1 = 0 and t2 = 1 and then employ our transformations δ and c, as
above, to give a new set of coordinates
t˜′1 = Nδ
t˜′2 = c
2 +Nδ2,
t˜′k =
k−3∑
l=0
(
k
l
)
δlck−ltk−l +
k(k − 1)
2
δk−2c2 +Nδk, k = 3, . . .N. (12)
In order to make this coordinate transformation complete we can utilise the freedom afforded
to us by the shift δ and scaling c. In other word these variables must depend on the variables
t1 and t2.
Crucially, if we choose this dependence in the following form
δ =
t1
N
and c =
√
t2 − t
2
1
N
, (13)
then this gives us mapping t = (t1, . . . , tN) 7→ t˜′ = (t˜1′, . . . , t˜′M) defined by (12) such that
t˜′1 = t1 and t˜′2 = t2. Moreover, These shifts mean that from the discriminant scaling (11) we
find
G(t) = cN(N−1)/2G(0, 1, t˜′3, . . . , t˜
′
N ), (14)
with c given in (13). Similarly, because the indicator χ is given by the zeros of the
Vandermonde, we have the relation χ(t) = χ(0, 1, t˜′3, . . . , t˜′N).
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To calculate the Jacobian of the transformation we note the change of variables (12) is
given by an lower triangular matrix and therefore multiplying the diagonal elements we find∏N
k=3 c
k = c(N
2+N−6)/2
. This allows us to calculate the expectation of a function f(t1, t2) and
in turn the jpdf of t1 and t− 2 as follows
E[f(t1, t2)] ∝
∫
dt1dt2 exp
(
−β
2
t2
)
f(t1, t2)
∫
dt3 . . . dtNχ(t)G(t)
β−1
=
∫
t2≥t21/N
dt1dt2 exp
(
−β
2
t2
)
f(t1, t2)C(N)β (t1, t2)
×
∫
dt˜′3 . . . dt˜
′
Nχ(0, 1, t˜3, . . . , t˜N)G(0, 1, t˜3, . . . , t˜N )
β−1 (15)
where we have used that t1 = t˜′1 and t2 = t˜′2. Here the factor
C(N)β (t1, t2) = c(N
2+N−6)/2c(β−1)N(N−1)/2 =
(
t2 − t
2
1
N
) 1
4
(βN2+(2−β)N−6)
.
comes from the Jacobian and the scaling (14). We now notice that the second integral in (15)
is independent of (t1, t2) and can thus be incorporated into the normalisation factor. Doing so
we obtain
E[f(t1, t2)] ∝
∫
dt1dt2χ(t1, t2)
(
t2 − t
2
1
N
) 1
4
(βN2+(2−β)N−6)
exp
(
−β
2
t2
)
f(t1, t2),
where χ(t1, t2) is the indicator function for the domain {(t1, t2) : t2 ≥ t21/N}, coming from
(9). The joint distribution of t1 and t2 is thus given by
Q
(N)
β (t1, t2) =
1
N (N)β
χ(t1, t2)
(
t2 − t
2
1
N
) 1
4
(βN2+(2−β)N−6)
exp
(
−β
2
t2
)
. (16)
This leaves us to calculate the normalization constant, given by the integral
N (N)β =
∫ ∞
−∞
dt1
∫ ∞
t21/N
dt2
(
t2 − t
2
1
N
) 1
4
(βN2+(2−β)N−6)
exp
(
−β
2
t2
)
.
Setting u = t2 − t21/N , we have∫ ∞
t21/N
dt2
(
t2 − t
2
1
N
) 1
4
(βN2+(2−β)N−6)
exp
(
−β
2
t2
)
=
∫ ∞
0
u
1
4
(βN2+(2−β)N−6)
× exp
(
−β
2
u
)
exp
(
− β
2N
t21
)
du = Γ(p+ 1)
(
2
β
)p+1
exp
(
− β
2N
t21
)
,
where p = 1
4
(βN2 + (2− β)N − 6). The final result is
N (N)β = Γ(p+ 1)
(
2
β
)p+1 ∫ ∞
−∞
dt1 exp
(
− β
2N
t21
)
= Γ(p+ 1)
(
2
β
)p+1√
2piN
β
. (17)
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3.1. Marginal distributions
As an immediate by-product of calculatingN (N)β we find that the distribution of t1 is Gaussian
Q
(N)
β (t1) =
√
β
2piN
exp
(
− β
2N
t21
)
, t1 ∈ R. (18)
In order to compute the distribution of t2, one has to do the integration over t1
Q
(N)
β (t2) =
2
N (N)β
exp
(
−β
2
t2
)∫ √Nt2
0
dt1
(
t2 − t
2
1
N
)p
.
After the substitution u = t2 − t21/N , we have∫ √Nt2
0
dt1
(
t2 − t
2
1
N
)p
=
√
N
2
∫ t2
0
du
up√
t2 − u =
√
piN
2
Γ(p+ 1)
Γ(p+ 3
2
)
t
p+ 1
2
2 .
Therefore, the distribution of t2 reads
Q
(N)
β (t2) =
(
β
2
)p+ 3
2 1
Γ(p+ 3
2
)
exp
(
−β
2
t2
)
t
p+ 1
2
2 , t2 ∈ R+. (19)
Thus, βt2 obeys a chi-squared distribution of degree p+ 3.
Note that changing the variables in (16) to u =
(
t2 − t
2
1
N
)
and v = t1, the distribution
factorizes to a Gaussian distribution in v and a chi-squared distribution in u
Q
(N)
β (u, v) =
1
N (N)β
up exp
(
−β
2
u
)
exp
(
− β
2N
v2
)
, v ∈ R, u > 0.
In the limit of large N the chi-squared distribution also approaches a Gaussian, albeit the u
variable is not a linear function of the traces. However, as we will see in Section 3.2
E[t2 − t21/N ]
E[t2]
→ 1
in the limit of large N . Therefore, the variable u behaves as t2 in the same limit, so its
distribution converges to a Gaussian. This is in accordance with the known result that linear
combinations of the traces (centered around their mean values) with coefficients taken from
the corresponding Chebyshev polynomials are independent Gaussians in the limit of large
N [8, 14].
3.2. Correlations E[tm1 tn2 ]
The value of E[t2] in the case of β = 1, 2, 4-ensembles was calculated for any N in [18].
Here, we compute the mean value of tm1 tn2 for any β and therefore reproduce the already
known results for E[t2] in the case of the three ensembles. Let us begin with choosing the
most convenient limits of integration
E[tm1 t
n
2 ] =
1
N (N)β
∫ ∞
−∞
dt1t
m
1
∫ ∞
t21/N
dt2t
n
2
(
t2 − t
2
1
N
)p
exp
(
−β
2
t2
)
.
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After the substitution u = t2 − t21/N , we have
E[tm1 t
n
2 ] =
1
N (N)β
∫ ∞
−∞
dt1t
m
1 exp
(
− β
2N
t21
)∫ ∞
0
du
(
u+
t21
N
)n
up exp
(
−β
2
u
)
and expanding the term
(
u+
t21
N
)n
we find
E[tm1 t
n
2 ] =
1
N (N)β
n∑
s=0
(
n
s
)
N s−n
∫ ∞
−∞
dt1t
m+2(n−s)
1 e
(− β2N t21)
∫ ∞
0
du us+pe(−
β
2
u).
Note that the integrals factorise under each summand, therefore, taking into account the parity
of the function under each integral over t1, we see that the only non-zero result is for m = 2k.
After integrating over t2 are left with
E[t2k1 t
n
2 ] =
1
N (N)β
n∑
s=0
(
n
s
)
Γ(p+ s+ 1)
Nn−s
(
2
β
)p+s+1 ∫ ∞
−∞
dt1t
2(k+n−s)
1 e
(− β2N t21).
Using the formula for the normalisation, integration over t1 yields
E[t2k1 t
n
2 ] =
Nk√
pi
(
2
β
)k+n n∑
s=0
(
n
s
)
Γ(p+ s+ 1)Γ(k + n− s+ 1
2
)
Γ(1 + p)
.
After the summation, we finally have
E[t2k1 t
n
2 ] =
Nk√
pi
(
2
β
)k+n Γ(k + 1
2
)Γ(k + n+ p + 3
2
)
Γ(k + p+ 3
2
)
. (20)
In particular, the mean value of t2 is
E[t2] =
N2
2
+
1
2β
(2− β)N.
This generalises the expressions obtained in [18] for arbitrary β and thus agrees with those
in [9, 20] (see also [21–23]).
4. Higher spectral moments
As mentioned previously, there are difficulties in extending the results to higher traces. The
general procedure of calculating the integrals is to first find a proper stratification of the
integration domain. Such a stratification is done by performing a series of successive cuts
of the domain, i.e.
D = DN ⊃ DN−1 ⊃ . . . ⊃ D2 ⊃ D1,
where Di is obtained by keeping t1, t2, . . . , tN−i fixed. Then, the integration over tN−i+1 is
restricted to the projection of Di on the tN−i+1-axis. These domains are the union of intervals
on the tN−i+1 axis, which will be denoted by T (N−i+1)(t1, t2, . . . , tN−i). The integration
domain depends parametrically on the values (t1, t2, . . . , tN−i). Using the above notation, the
integral can be written in the following way∫
D
dtf(t) =
∫ ∞
−∞
dt1
∫
T (2)(t1)
dt2
∫
T (3)(t1,t2)
dt3 . . .
∫
T N (t1,t2,...,tN−1)
dtNf(t),
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where we used the fact that the projection of the domain on t1-axis covers the entire real axis.
The main obstacle in this procedure is that the domains DN−k are not necessarily smooth and
thus finding the projections poses a difficult problem.
Meymann [28] proposed a systematic method to address the above problem using
Lagrange multipliers. For instance, using this technique we can recover the result of the
inequality (9) for r = 1 (i.e. t2 ≥ t
2
1
N
), corresponding to the end-points of T (2)(t1). Given any
value of t1 =
∑N
k=1 λk, the allowed values for t2 are restricted to the interval defined by the
extrema of the Lagrangian
L(λ;µ) =
N∑
k=1
λ2k + µ
(
t1 −
N∑
i=1
λi
)
.
The Lagrange multiplier µ is chosen such that t1 =
∑N
k=1 λk at the extrema. Clearly, the
extrema occur at
2λk − µ = 0 ∀k .
There exists a single extremum, which is a minimum, occurring at the point µ = 2t1
N
and
hence the minimum value of t2 is t
2
1
N
as claimed, since t2 is not restricted from above.
For finding T (k+1)(t1, t2, . . . , tk) - the domain of integration over tk+1 using Meymann’s
method one introduces a Lagrangian of the form
L(λ;µ1, . . . , µk) =
N∑
i=1
λk+1i + µ1
(
t1 −
N∑
i=1
λi
)
+
1
2
µ2
(
t2 −
N∑
i=1
λ2i
)
+
. . .+
1
k
µk
(
tk −
N∑
i=1
λki
)
.
The resulting equation for the extrema reads
(k + 1)λkj −
(
µ1 + µ2λj + . . .+ µkλ
k−1
j
)
= 0, j = 1, . . . , N. (21)
Such a polynomial can have at most k real roots. Assume that we have found the roots.
Then, applying equation (21) for every root yields a set of linear equations for the multipliers
µ1, . . . , µk. Such a set of equations is nonsingular when equation (21) has exactly k distinct
real solutions. In order to associate the multipliers with the constraints, we can express the
traces by the roots of equation (21). Namely, if the roots are r1, . . . , rk, then
tl =
k∑
i=1
pir
l
i, l = 1, . . . , k, (22)
where {pi} is a collection of integers that sum up to N . The solution is very complicated, as
one has to find the collection of pi’s that gives extreme values of tk+1 and then express tk+1
as a function of t1, . . . , tk using equations (21) and (22). Clearly this method becomes more
difficult as k increases and seems intractable for large N .
One can, however, use the Meymann method to find bounds on the integration domain
D. Such bounds are very useful in numerical simulations, especially when the Monte-Carlo
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method is used for multi-dimensional integrals. To this end, we simplify the problem by, for
example, considering only a constraint of t2. Then the Lagrangian reads
L(λ;µ) =
N∑
i=1
λk+1i +
1
2
µ
(
t2 −
N∑
i=1
λ2i
)
and the resulting equations for the critical points are much simpler
(k + 1)λkj − µλj = 0.
There are only two or three roots, depending on the parity of k
r1 = 0, r2 =
(
µ
k + 1
) 1
k−1
, r′2 = −
(
µ
k + 1
) 1
k−1
.
For t2 > 0 we have t2 = p2(µ/(k+1))2/(k−1), with p2 = 1, . . . , N . Therefore, for k = 2n−1,
we find the extrema of L(λ, µ) occur at the points t2n = p2(µ/(k + 1))2n/(k−1) = p1−n2 tn2 .
Similarly, for k = 2n, if we take all the positive roots we find t2n+1 = p1−n2 t
n+1/2
2 . Hence,
using the allowed values of p2 results in the following inequalities
|t2n+1| ≤ (t2)n+ 12 , N1−n(t2)n ≤ t2n ≤ (t2)n. (23)
These inequalities can be interpreted as projections of the t2-cut, DN−1(t2), on different axes.
Therefore the proper limits of integration are always contained within these bounds. This
in turn allows for upper bounds on the expectation values E[tn]. Unfortunately these are
very rough, as the error grows fast with the dimension N . For example, one can compare
the volume defined by inequalities (23) weighted by e−t2/2 with the proper volume of the
integration domain, which is given by the normalisation constant for β = 1 in (7). The ratio
of the two volumes grows super-exponentially with N .
5. Conclusions
In summary, we have shown how to compute the JPDF of the first two traces of the GβE by
using a novel method based around the analysis of the domain of allowed values for the vector
of traces t. This has been achieved for arbitrary matrix size N and thus extends some of the
previous results by Ledoux [18]. We have also explained some of the main obstacles which
prevent this approach from being used as a tool to compute the expectation values of arbitrary
observables that, in general, can depend on the traces of a higher order. The difficulties come
from the complicated nature of the integration domain D - a volume which is independent of
the matrix ensemble. We believe the investigation of D may pose an interesting problem in
Algebraic Geometry and other related domains in mathematics.
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