In this article, based on the min-max theorem of Hirzebruch, we formulate and prove the Cauchy interlacing theorem in simple Euclidean Jordan algebras. As a consequence , we relate the inertias of an element and its principal components and extend some well known matrix theory theorems and inequalities to the setting of simple Euclidean Jordan algebras.
Introduction
In matrix theory, the well known Cauchy's interlacing theorem states that if A is a (complex) Hermitian matrix of size n × n and B is a leading principal submatrix of A of size k × k, then Then V (c, 1) is a simple subalgebra of V and for any z ∈ V , z := P c (z) ∈ V (c, 1).
Denoting the eigenvalues of any z in V by the decreasing sequence
and similarly for z in V (c, 1), we state the Cauchy interlacing inequalities in simple Euclidean Jordan algebras:
where k is the rank of V (c, 1).
To recover the matrix theoretic result, one has to take V = Herm(C n×n ) (the space of all n × n complex Hermitian matrices with trace inner product and Jordan product defined by X • Y := Our proof of the interlacing inequalities/theorem is based on the min-max theorem of Hirzebruch [13] which generalizes the well-known Courant-Fischer-Weyl min-max theorem (see [3] ) to simple Euclidean Jordan algebras. As a consequence of the above inequalities, we state analogs of items/statements (1) − (5) above for Euclidean Jordan algebras. We also state a result that describes the inertia of an element in a Euclidean Jordan algebra when a specific Peirce decomposition of that element is known.
In the case of simple algebras Herm(R n×n ) (the space of all n × n real symmetric matrices) and Herm(C n×n ), our results reduce to the classical results. When specialized to Herm(H n×n ) (the space of all n × n quaternionic Hermitian matrices) our interlacing inequalities reduce to a result of Tam [20] who proved the interlacing inequalities in the setting of Lie algebras. Our results are new in the (only other) simple algebras L n (the so called Jordan spin algebra) for n > 2 and Herm(O 3×3 ) (the space of all 3 × 3 octonionic Hermitian matrices). (We remark that in the setting of Herm(O 3×3 ) our results are for 'spectral' eigenvalues, as there is a difference between such eigenvalues and real eigenvalues, see Sec. 2.2.)
Euclidean Jordan Algebras
We assume that the reader is familiar with the basic Euclidean Jordan algebra theory which can be found, for example, in Faraut and Korányi [7] . For brief introductions, see Schmieta and Alizadeh [19] , and Gowda, Sznajder, and Tao [10] .
Let the triple (V, •, ·, · ) denote a Euclidean Jordan algebra, where (V, ·, · ) is a finite dimensional inner product space over R (the field of real numbers) and (x, y) → x • y : V × V → V is a bilinear mapping satisfying the following conditions for all x and y:
, and x • y, z = y, x • z . We denote the unit element of V by e. In V , the cone of squares {x 2 : x ∈ V } (which is a symmetric cone) is denoted by K. For an element z ∈ V , we write
where K o denotes the interior of K.
A Euclidean Jordan algebra is said to be simple if it is not the direct product of two (non-trivial) Euclidean Jordan algebras. The classification theorem (Chapter V, Faraut and Korányi [7] ) says that every simple Euclidean Jordan algebra is isomorphic to the (Jordan spin) algebra L n or to the algebra of all n × n real/complex/quaternion Hermitian matrices with (real) trace inner product and
or the algebra of all 3 × 3 octonion Hermitian matrices with (real) trace inner product and
Furthermore, the structure theorem, see (Chapters III and V, Faraut and Korányi [7] ) says that any Euclidean Jordan algebra is a (Cartesian) product of simple Euclidean Jordan algebras.
Let V be a Euclidean Jordan algebra of rank r. An element c ∈ V is called an idempotent if c 2 = c; it is a primitive idempotent if it is nonzero and cannot be written as the sum of two nonzero idempotents. A finite set {e 1 , . . . , e r } is said to be a Jordan frame in V if each e i is a primitive idempotent in V , e i •e j = δ ij e i for all i, j = 1, 2, . . . , r and e 1 + e 2 + · · · + e r = e. (These conditions imply e i , e j = 0 for all i = j = 1, 2, . . . , r.)
The spectral theorem says that for each element x in V , there exists a Jordan frame {e 1 , . . . , e r } and real numbers λ i (i = 1, 2, . . . , r) such that
The above expression is the spectral decomposition (or the spectral expansion) of x. The real numbers λ i (also written as λ i (x)) are the (spectral) eigenvalues of x; these are uniquely defined, even though the Jordan frame corresponding to x need not be unique. For any x ∈ V given by (1), we define the trace and determinant of x by
We also define the inertia of x by
where π(x), ν(x), and δ(x) are, respectively, the number of eigenvalues of x which are positive, negative, and zero, counting multiplicities. Clearly,
We note that u, v t := trace(u • v) defines another inner product on V so that (V, •, ·, · t ) is also an Euclidean Jordan algebra.
Fix a Jordan frame {e 1 , e 2 , . . . , e r } in a Euclidean Jordan algebra V . For i, j ∈ {1, 2, . . . , r}, define the Peirce spaces
and when i = j,
Then we have the following.
Theorem 2.1 : (Theorem IV.2.1, Faraut and Korányi [7] ) The space V is the orthogonal direct sum of spaces V ij (i ≤ j). Furthermore,
Thus, given a Jordan frame {e 1 , e 2 , . . . , e r }, we can write any element x ∈ V as
where x i ∈ R and x ij ∈ V ij . This expression is the Peirce decomposition of x with respect to {e 1 , e 2 , . . . , e r }. Given a Euclidean Jordan algebra V , we may write it as a product of simple Jordan algebras:
For any primitive idempotent c, let
Proposition 2.2:
The following are equivalent:
(ii) For any two orthogonal primitive idempotents c 1 and c 2 ,
is nonzero.
Proof :
The implication (i) ⇒ (ii) is given in Corollary IV.2.4 of [7] . We only prove the converse. Assume (ii) and suppose (for simplicity) that V is the direct product of simple algebras V 1 and V 2 . If e i (i = 1, 2) is a primitive idempotent in V i , then c 1 = (e 1 , 0) and c 2 = (0, e 2 ) are primitive idempotents in V that are orthogonal. It is clear that zero is the only element x = (x 1 , x 2 ) ∈ V 1 ⊕ V 2 with the property
This contradicts (ii). Hence V is simple.
For a given a ∈ V , we define the corresponding Lyapunov transformation
and the quadratic representation P a by
We say that elements a and b operator commute if L a and
It is known that a and b operator commute if and only if a and b have their spectral decompositions with respect to a common Jordan frame (Lemma X.2.2, Faraut and Korányi [7] or Theorem 27, Schmieta and Alizadeh [19] ). In particular, if a and b operate commute, then P a P b = P a•b .
We recall the following from Gowda, Sznajder and Tao [10] : Proposition 2.3: For x, y ∈ V , the following conditions are equivalent:
(i) x ≥ 0, y ≥ 0, and x, y = 0.
(ii) x ≥ 0, y ≥ 0, and x • y = 0.
In each case, elements x and y operator commute.
An easy consequence is the following.
Proposition 2.4: Let the Peirce decomposition of an element x with respect to a Jordan frame {e 1 , e 2 , . . . , e r } be given by
If x ≥ 0 and x k = 0 for some k, then x lk = x kj = 0 for all l, j with l < k < j.
This can be easily seen by noting that when x ≥ 0, 0 = x, e k ⇒ x • e k = 0 and 0 = x • e k = x k e k + 1 2 ( l<k x lk + k<j x kj ) implies x lk = 0 = x kj for all l < k < j due to the orthogonality of the spaces V ij .
The following result describes the effect of L a and P a on any element x. Proposition 2.5: Suppose that {e 1 , e 2 , . . . , e r } is a Jordan frame, a = a 1 e 1 + a 2 e 2 + . . . + a r e r , and
(with x i ∈ R and x ij ∈ V ij ) be the Peirce decomposition of x with respect to this Jordan frame. Then
Proof : From Theorem 2.1, we have a • e i = a i e i and a • x ij = ai+aj 2 x ij . From these, the stated expressions for L a and P a follow.
An algebra automorphism on a Euclidean Jordan algebra is an invertible linear transformation that preserves the Jordan product. Such an automorphism maps a Jordan frame onto a Jordan frame; hence for any element x, the eigenvalues λ i (x) and diagonal numbers x 1 , x 2 , . . . , x r in the Peirce decomposition (2) are invariant under algebra automorphisms. In addition, it is known that in a simple Euclidean Jordan algebra, any Jordan frame can be mapped onto any other by an algebra automorphism, see Prop. IV.2.5 in [7] .
The algebra L n
For the Jordan spin algebra L n the underlying space is R n , n > 1. We write any element x in the form
with x 0 ∈ R and x ∈ R n−1 . The inner product in L n is the usual inner product on R n . The Jordan product x • y in L n is defined by
Then L n is a Euclidean Jordan algebra of rank 2 and for any element x ∈ L n , see Example 10 in [19] , the eigenvalues and the determinant are given by
and
Now consider any Jordan frame {e 1 , e 2 } in L n . Then there exists (see e.g., Lemma 2.3.1, [21] ) a unit vector u ∈ R n−1 such that
With respect to this, any x ∈ L n given by (3) has a Peirce decomposition
where v ∈ R n−1 with u, v = 0. (This is easy to verify, see e.g., Lemma 2.3.4, [21] .)
Hermitian matrices over quaternions and octonions
Throughout this paper, R and C, denote, respectively, the set of all real numbers and complex numbers. The linear space of quaternions -denoted by H -is a 4-dimensional linear space over R with a basis {1, i, j, k}. The space H is made into an algebra by means of the conditions
For any x = x 0 1 + x 1 i + x 2 j + x 3 k ∈ H, we define the conjugate by
The linear space of octonions over R -denoted by O -is an 8-dimensional linear space with basis {1, e 1 , e 2 , e 3 , e 4 , e 5 , e 6 , e 7 }. The space O becomes an algebra via the following multiplication table on the non-unit basis elements [23] For an element
in O, we define the conjugate by
Let F denote the set of all reals/complex numbers/quaternions/octonions. We write F n for the space of all n×1 vectors over F and F n×n for the space of all n×n matrices over F. For a matrix A ∈ F n×n , we define the conjugate A and transpose A T in the usual way. We say that a square matrix A ∈ F n×n is Hermitian if A coincides with its conjugate transpose, that is, if A = A * := (A) T . We let Herm(F n×n ):=set of all n × n Hermitian matrices with entries from F.
In Herm(F n×n ), the Jordan product and the inner product are respectively given by
As noted previously, Herm(R n×n ), Herm(C n×n ), Herm(H n×n ), and Herm(O 3×3 ) are examples of simple Euclidean Jordan algebras.
For a matrix A ∈ F n×n , an element λ ∈ F is a left (right) eigenvalue of A if there is a nonzero x ∈ F n such that Ax = λx (respectively, Ax = xλ); when λ ∈ R, we call λ a real eigenvalue.
In the context of Hermitian matrices over reals/complex numbers/quaternions, real eigenvalues coincide with the spectral eigenvalues. However, as noted below, in the context of octonions, these numbers can be different. For discussions on left/right/real eigenvalues of quaternionic/octonionic matrices, we refer to [5] , [17] , [23] and the references therein.
Let A ∈ Herm(O 3×3 ) be given by
where p, q, r ∈ R and a, b, c ∈ O. Then, see [17] ,
For objects a, b, c ∈ O and for the matrix A given above, we let
and Φ(a, b, c) :
(Recall that tr(A) = p + q + r.) Then as noted in Remark 1 of [17] , the spectral eigenvalues of the above A are the roots of
Furthermore, as noted in Lemma 1 O3 , [5] , the real eigenvalues of A are the roots of
where r is either of the two roots of
The real eigenvalues of A can also be studied via a 24 × 24 real symmetric matrix constructed in the following way [23] . Regard any octonion x ∈ O as a column vector x ∈ R 8 . Then any u ∈ O induces an 8 × 8 real matrix defined by ω(u) x = − → ux. Now for the given matrix A = [a kl ] ∈ Herm(O 3×3 ), we let ω(A) denote the (block) matrix with blocks ω(a kl ). In [23] , Tian shows that ω(A) is a real symmetric matrix whose (real) eigenvalues coincide with the real eigenvalues of A. In fact, if µ 1 , µ 2 , . . . , µ 6 are the real eigenvalues of A coming from (7), then these are the eigenvalues of ω(A), each with multiplicity four. It was made explicit in Remark 4 of [17] that the real eigenvalues and the spectral eigenvalues of A can be different.
The min-max theorem of Hirzebruch
For a simple Euclidean Jordan algebra V , let
Then J (V ) is a compact set in V (see Exercise 5, p.78 in [7] ). If ·, · is the inner product in V , then there exists a positive number α such that x, y = α trace(x•y), see [7] , Prop. III.4.1. In particular, we have
In what follows, we use the following notation: Given any set of numbers {λ 1 , λ 2 , . . . , λ k }, we make a rearrangement and write the set as
. . , r) denote the eigenvalues of x written in the decreasing order. We also write
Theorem 3.1 : (Min-max theorem of Hirzebruch [13] ) Let V be simple. Then for any x ∈ V we have
x, c e, c , and
x, c e, c for k = 1, . . . , r − 2.
The Cauchy interlacing theorem
Let {e 1 , e 2 , . . . , e r } be a Jordan frame with corresponding Peirce spaces V ij . For 1 ≤ k ≤ r, let
We list below some properties of this space.
Proposition 4.1: The following hold:
where J (V ) (J (V (k) ) denotes the set of primitive idempotents in V (respectively, V (k) ).
Proof : For Item (i), see [7] , Prop. IV.1.1. For Items (ii) and (iv), see [9] , Sec. 2.2 and Thm. 3.1. Item (iii) is given in [7] , Page 64; it also follows from Prop. 2.5. Regarding Item (v): Clearly, because of (ii) and the orthogonality of the V ij , every element of V (k) is orthogonal to {e k+1 , . . . , e r }. If x ∈ K and x ⊥ {e k+1 , . . . , e r }, then by Proposition 2.4 and Item (ii), x ∈ V (k) . Now to prove (vi). Suppose V is simple. Assume without loss of generality that k > 1. We verify condition (ii) in Proposition 2.2. Let c 1 and c 2 be any two orthogonal primitive idempotents in V (k) . Then there exists primitive idempotents c 3 , . . . , c k in V (k) such that {c 1 , c 2 , . . . , c k } is a Jordan frame in V (k) (which can be seen by considering the spectral decomposition of e (k) − (c 1 + c 2 ) in V (k) with e (k) := e 1 + e 2 + · · · + e k denoting the unit element in V (k) ) and {c 1 , c 2 , . . . , c k , e k+1 , . . . , e r } is a Jordan frame in V . Note that
be the Peirce decomposition of V with respect to the Jordan frame {c 1 , c 2 , . . . , c k , e k+1 , . . . , e r }. Since V is simple, V 12 = V (c 1 ,
Hence by Proposition 2.2, V (k) is simple. We note that Item (vi) is also proved in [8] . Now for Item (vii). Let c be a primitive idempotent in V (k)
Since c belongs to the symmetric cone of V (k) and c i belong to the symmetric cone K of V , and the symmetric cone of V (k) is a face of K (see Theorem 3.1, [9] ), it follows that both c 1 and c 2 belong to the symmetric cone of V (k) . Since c is primitive in V (k) , we reach a contradiction. This proves that J (V (k) ) ⊆ J (V ). Now by the orthogonality of spaces V ij , any element in V (k) is orthogonal to e j for k+1 ≤ j ≤ r. Thus J (V (k) ) ⊆ {c ∈ J (V ) : c ⊥ {e k+1 , . . . , e r }}. Now to prove the reverse inclusion, let c ∈ J (V ) and c ⊥ {e k+1 , . . . , e r }. By Item (v), c ∈ V (k) . Clearly c is a primitive idempotent in V (k) and we have the equality in (vii).
Let V (k) be as in the above Proposition. For any z ∈ V , we let
We call z, the principal component of z corresponding to {e 1 , e 2 , . . . , e k }; its determinant in V (k) will be called a principal minor of z.
In the result below, λ
refer to the eigenvalues of z with respect to V (k) .
Theorem 4.2 :
(The Cauchy interlacing theorem in simple Euclidean Jordan algebras) Let V be simple and {e 1 , e 2 , . . . , e r } be a Jordan frame. For any element z ∈ V , let z denote the principal component of z with respect to {e 1 , e 2 , . . . , e k }. Then
Proof : Without loss of generality, we assume that the inner product is given by the trace inner product. In this case, ||c|| = 1 for any primitive idempotent c. When k = r, z = z and the stated inequalities are obvious. We assume that 1 ≤ k < r.
Suppose i = 1. Then by the min-max theorem of Hirzebruch,
Here, we used Item (vii) of the previous proposition and the fact that for any c ∈ V (k) , c, z = c, z .
For i = k, we have
We now assume that 1 < i < k. For ease of notation, let
Then by the min-max theorem of Hirzebruch,
for j = 1, 2, . . . , k. This concludes the proof of the theorem.
Remarks. The above theorem yields the classical results when specialized to Hermitian matrices over reals and complex numbers, and to a result of Tam ([20] ) when specialized to Hermitian matrices over quaternions. When specialized to Herm(O 3×3 ), it yields interlacing inequalities for spectral eigenvalues. As noted in Section 2.2, for an element A in Herm(O 3×3 ), the spectral eigenvalues can be different from the real eigenvalues. For real eigenvalues, the interlacing inequalities can be obtained by applying the classical Cauchy interlacing theorem to the 24×24 real symmetric matrix ω(A), see Section 2.2. For example, if µ 1 , µ 2 , . . . , µ 6 are the real eigenvalues of A coming from (7) written in the decreasing order, and δ 1 , δ 2 are the real eigenvalues of the 2 × 2 principal submatrix of A (see the discussion following Theorem 4.17 in [23] ), written in the decreasing order, then
In the case of L n for n > 2, given the Peirce decomposition (5) and x = x 1 e 1 , the interlacing inequalities become
where λ 1 and λ 2 are given by (4) . Since x 1 = x,e1 ||e1|| 2 = x 0 + x , u , the above inequalities reduce to the Cauchy-Schwarz inequality. 
Proof : Without loss of generality, let c = 0. Then there exists a Jordan frame {e 1 , e 2 , . . . , e r } such that c = e 1 + e 2 + · · · + e k for some k. Let z = P c (z). It is enough to prove that ν(z) ≤ ν(z) as the inequality regarding positive eigenvalues follows from replacing z by −z. First suppose that V is simple. Then by the Cauchy interlacing theorem,
are all the negative eigenvalues of z ∈ V (k) (if any) . With i = k − q + 1, it follows from the above inequality that λ ↓ r−k+i (z) = λ ↓ r−q+1 (z) is negative. This means that in the decreasing enumeration of eigenvalues of z, the eigenvalues subsequent to λ ↓ r−q+1 (z) are also negative. Thus z will have at least r − (r − q + 1) + 1 = q eigenvalues. This proves that ν(z) ≤ ν(z). By working with −z, we get the inequality π(z) ≤ π(z). Now suppose that V is not simple. We write V as a direct product of simple algebras:
If c is any idempotent in V and z ∈ V , we write c = (c 1 , c 2 , . . . , c N ) and z = (z 1 , z 2 , . . . , z N ) where c i , z i ∈ V i for all i and each c i is an idempotent in V i . We note that
By applying the previously derived inequalities to each P ci (z i ) and noting π(z) = N 1 π(z i ) (and a similar expression for ν(z)), we get the stated inequalities in the general case.
Remarks. We note that in the above corollary, the number π(P c (z)) (likewise ν(P c (z))) remains the same whether P c (z) is viewed as an object of V or V (c, 1). As a consequence of the Sylvester's law of inertia in Euclidean Jordan algebras which says that In(P a (x)) = In(x) (x ∈ V ) whenever a is invertible, see [11] , one can get a generalization of the above corollary:
for any a in V .
While giving an equivalent formulation of the inertia theorem of Ostrowski and Schneider [18] , Wimmer [24] proves the following result on Hermitian matrices: Suppose A is a n × n complex Hermitian matrix given in the block form by
with C positive definite of size k × k and D negative definite of size n − k. Then
In what follows, we prove an analog of this in Euclidean Jordan algebras; see [11] for another proof.
Corollary 4.4:
Corresponding to a Jordan frame {e 1 , e 2 , . . . , e r } in a Euclidean Jordan algebra V , let the Peirce decomposition of z be given by z = r 1 z i e i + i<j≤r z ij with k 1 z i e i + i<j≤k z ij > 0 in V {e1,e2,...,ek} and r k+1 z i e i + k+1≤i<j z ij < 0 in V {ek+1,...,er} . Then In(z) = (k, r − k, 0). Proof : Let c := e 1 + e 2 + · · · + e k and d := e k+1 + · · · + e r . Then c and d are idempotents. By our assumption, P c (z) > 0 in V {e1,e2,...,ek} and P d (z) < 0 in V {ek+1,...,er} . Therefore, π(P c (z)) = k and ν(P d (z)) = r − k. Since π(P c (z)) ≤ π(z) and ν(P d (z)) ≤ ν(z), we have k + (r − k) ≤ π(z) + ν(z) ≤ r. This implies that π(P c (z)) = π(z) and ν(P d (z)) = ν(z); hence In(z) = (k, r − k, 0).
Below we state an analog of statement/item (2) of the Introduction for simple Euclidean Jordan algebras as a consequence of the Cauchy interlacing theorem. We note that this appears as problem 5 in Section VI.4 in [7] . Corollary 4.5: Let V be simple and {e 1 , e 2 , . . . , e r } be a Jordan frame. For a given z ∈ V , let
Then z > 0 (≥ 0) if and only if ∆ k (z) > 0 (respectively, ≥ 0) for all k = 1, 2, . . . , r.
Proof : Suppose that z > 0. Then all the eigenvalues of z are positive and so the determinant of z is also positive. In addition, for any k, P e1+e2+···+ek (z) is positive in V (k) and hence det(P e1+e2+···+ek (z)) > 0. Thus z > 0 implies that ∆ k (z) > 0 for all k = 1, 2, . . . , r. The case z ≥ 0 can be handled by considering z + εe for ε > 0. (Note that the eigenvalues and determinants vary continuously on the element, see e.g., [11] .) For the converse result(s), we induct on the rank of V . The result is obviously true for r = 1. So, assume the result for any simple algebra of rank r−1. For the given Jordan frame {e 1 , e 2 , . . . , e r }, we consider the subalgebra V (r−1) which is simple (according to Item (vi) in Prop. 4.1) and of rank r − 1. Let
For ease of notation, let α i (β i ) denote the eigenvalues of z (respectively, z) given in the decreasing order. Then by the Cauchy interlacing theorem given above, we have
Now suppose that ∆ k (z) > 0 for all k = 1, 2, . . . , r. As e 1 + e 2 + · · · + e l and e 1 + e 2 + · · · + e r−1 operator commute,
for all l = 1, 2, . . . , r − 1, and hence we have ∆ l (z) = ∆ l (z) > 0 for all l = 1, 2, . . . , r − 1. By induction, z > 0 in V (r−1) which means that β i > 0 for all i = 1, 2, . . . , r − 1. It follows that α i > 0 for all i = 1, 2, . . . , r − 1. Since [11] .
Given a vector x = (x 1 , x 2 , . . . , x r ) in R r , we write x ↓ := (x ↓ 1 , x ↓ 2 , . . . , x ↓ r ) for the vector obtained by rearranging the components of x in the decreasing order. For two vectors x = (x 1 , x 2 , . . . , x r ) and y = (y 1 , y 2 , . . . , y r ) in R r , we say that x is majorized by y and write x ≺ y if
In matrix theory, the well known majorization theorem of Schur says that for a complex Hermitian matrix A,
where diag(A) and λ(A) refer to the diagonal of A and the vector of eigenvalues of A (written in the decreasing order) respectively.
We have a similar result in any simple Jordan algebra.
Corollary 4.6: Let V be simple and {e 1 , e 2 , . . . , e r } be any Jordan frame in V . Let a ∈ V with the Peirce decomposition given by
where diag(a) refers to the diagonal (a 1 , a 2 , . . . , a r ) of a and λ(a) refers to the vector of eigenvalues of a written in the decreasing order.
Proof : We first note that in V , given any Peirce decomposition x = r 1 x i e i + ij x ij with respect to {e 1 , e 2 , . . . , e r }, we have the following:
The first equality above is the definition of trace. The second equality can be seen as follows:
due to the orthogonality of the Peirce spaces. Since ||c|| is a constant on J (V ), we get the required equality.
To 1, 2, . . . , k. Therefore,
Finally, when k = r, we get
Thus, diag(a) ≺ λ(a).
Remarks. An alternate proof of the above result can be given based on the HardyLittlewood-Polya theorem [2] which says that x ≺ y in R r if and only if there is a doubly stochastic matrix M (which means that the entries of M are nonnegative and each row/column sum is one) such that x = M y. To derive the result given in the above corollary, let the assumptions of the corollary be in place. Let a = λ 1 (a)f 1 + · · · + λ r (a)f r be the spectral decomposition of a where {f 1 , f 2 , . . . , f r } is a Jordan frame. As V is simple, we may assume that the inner product is given by the trace and (hence) the norm of any primitive idempotent is one. Now define the matrix M whose ijth entry is given by
Then M is a nonnegative matrix and each row/column sum is either e i , e = ||e i || 2 = 1 or e, f j = ||f j || 2 = 1. Moreover, for each i, r j=1 e i , f j λ j (a) = a, e i = a i .
It is well known that majorization plays an important role in proving inequalities. For example, if x = (x 1 , x 2 , . . . , x r ) and y = (y 1 , y 2 , . . . , y r ) belong to R r with x ≺ y, then for any convex function φ : R → R, we have the inequality
see e.g., Lemma 3.9.3 in [2] . Applying this to the convex function φ(t) := −log(t), we get:
see Corollary 3.9.4 in [2] . As a consequence of this and the previous corollary, we have the following inequality that generalizes the well-known Hadamard's inequality to simple Euclidean Jordan algebras.
Corollary 4.7: (Cf. Exercise 4, Section VI.4, [7] 
Note. In view of the structure theorem, a similar statement holds in any Euclidean Jordan algebra.
Based on the above Schur majorization theorem, one can derive a number of inequalities. For example, following the arguments in [3] , Sec II.3, one can show the following: Corollary 4.8: Let V be a simple Euclidean Jordan algebra V of rank r and c be any primitive idempotent. Then for all a > 0 and x, y ≥ 0, we have
Suppose A is a n × n complex Hermitian matrix given in the block form by
The so-called Fischer's inequality says that when A is positive semidefinite,
In the result below, we prove an analog of this for simple Euclidean Jordan algebras using Hadamard's inequality. Proof : We may assume without loss of generality that the inner product is given by the trace inner product. Let w := a − u − v so that a = u + v + w. Let
be the spectral decomposition of u in V {e1,e2,...,ek} and v = α k+1 f k+1 + · · · + α r f r be the spectral decomposition of v in V {ek+1,...,er} . Note that α 1 , . . . , α k are the eigenvalues of u and α k+1 , . . . , α r are the eigenvalues of v. Thus,
Now, it is easily seen that {f 1 , f 2 , . . . , f r } is a Jordan frame in V . As V is simple, there exists an algebra automorphism Λ on V such that Λ(e i ) = f i for all i (see Prop. IV.2.5 in [7] ).
Let b := Λ −1 (a) and consider the Peirce decomposition of b with respect to the Jordan frame {e 1 , e 2 , . . . , e r }:
We observe that Λ −1 is also an algebra automorphism of V and hence b ≥ 0. By Corollary 4.7,
Now as V is simple and carries the trace inner product, Λ is orthogonal transformation (see Page 56, [7] ) and so Λ −1 = Λ T . Thus,
. This completes the proof.
Our next result is an analog of Fan's trace inequality in simple Euclidean Jordan algebras. For matrices, Fan's inequality (which is related to von Neumann's trace inequality [16] ) says that for Hermitian matrices
In [22] , Theobald shows that the equality holds in Fan's inequality if and only if A and B have simultaneous (orthogonal) diagonalization with diagonals given by λ(A) and λ(B) respectively.
This inequality (and the corresponding equality characterization) has been extended to simple Euclidean Jordan algebras by Lim, Kim, and Faybusovich [15] based on Lie algebraic ideas, and by Baes [1] based on Birkhoff's theorem on doubly stochastic matrices. See also [4] for a proof based on hyperbolic polynomials. In what follows, we provide an alternative proof of this generalization based on Corollary 4.6. Our proof of the equality case is inspired by a similar proof in [4] , Theorem 6.6. 
where c is any primitive idempotent in V . Moreover, the equality holds in the above expression if and only if there exists a Jordan frame {f 1 , f 2 , . . . , f r } in V such that
Proof : Since V is simple, we may assume that the inner product is given by the trace and that the norm of any primitive idempotent is one. Let the spectral decomposition of a be given by
where a i = λ From the well-known Hardy-Littlewood-Polya (rearrangement) inequality [12] , we have
By Corollary 4.6, diag(b) is majorized by λ(b). Thus (see e.g., Lemma 3.9.1 in [2] ),
where the equality is due to diag(a) = λ(a). The inequality (8) follows. Now for the equality. As the 'if' case is obvious, we assume that the equality holds in (8) , that is,
where the inner product on the right is the usual inner product in R ∇ . Now corresponding to a + b, there is a Jordan frame {f 1 , f 2 , . . . , f r } such that
We show that a = λ Remarks. To illustrate the inequality (8) , consider the Jordan spin algebra L n , n > 2. Then using the notation of Section 2.1, for any
with x 0 ∈ R and x ∈ R n−1 , we have . Thus, for elements x, y ∈ L n , the inequality (8) reads:
x 0 y 0 + x , y ≤ 1 2 (x 0 + ||x ||)(y 0 + ||y ||) + (x 0 − ||x ||)(y 0 − ||y ||) which reduces to the Cauchy-Schwarz inequality in R n−1 .
We note that the inequality (8) and the corresponding equality characterization continues to hold in a general Euclidean Jordan algebra when the inner product is given by the trace. This can be seen by noting ||c|| 2 = 1 for any primitive idempotent and then using the structure theorem.
Some converse results
Motivated by questions raised by a referee, in this section, we prove results converse to the Cauchy interlacing theorem (Theorem 4.2) and the Schur majorization theorem (Corollary 4.6).
Theorem 5.1 : Let V be simple and {e 1 , e 2 , . . . , e r } be a Jordan frame. Consider two decreasing finite sequences of real numbers α i and β i such that α i ≥ β i ≥ α r−k+i , (i = 1, 2, . . . , k). Then there exists x ∈ V such that λ(x) = (α 1 , α 2 , . . . , α r ) and λ(x) = (β 1 , β 2 , . . . , β k ).
Proof : Since algebra automorphisms preserve eigenvalues, we may assume that V is either a matrix algebra or L n , n > 2. When V is a matrix algebra, we may assume (by using an algebra automorphism, if necessary) that the Jordan frame is the canonical one given by {E 1 , E 2 , . . . , E n }, where E i is the matrix with one in the (i, i) slot and zeros elsewhere. Then corresponding to α i and β i , there exists a real symmetric matrix with eigenvalues α i and an appropriate submatrix with eigenvalues β i , see [6] . Since real numbers are included in complex numbers/quaternions/octonions, we have the result in the case of matrix algebras. Now consider the algebra L n . Let {e 1 , e 2 } be a Jordan frame in L n and α 1 ≥ β 1 ≥ α 2 . To complete the proof, we have to construct an element x whose Peirce decomposition and eigenvalues are given by (see Section 2.1)
and α 1 = x 0 + ||x ||, α 2 = x 0 − ||x ||. with respect to {e 1 , e 2 , . . . , e r }, the diagonal of x is given by diag(x) = (x 1 , x 2 , . . . , x r ). We speak of x 1 , x 2 , . . . , x r as the diagonal numbers of x with respect to {e 1 , e 2 , . . . , e r }. 
