The level set method is a numerical technique to compute advancing fronts. It has been adapted for the computation of the rst-arrival traveltime (FATT) and implemented with the narrow band technique, called the fast marching method (FMM). The FMM requires sorting the solution at each step of the narrow band. For the binary tree sorting, its computation cost becomes O(N log 2 N). In this article we d e v elop an O(N) level set algorithm called the group marching method (GMM). The GMM advances a group of grid points at a time, rather than sorting the solution in the narrow band to march f o r w ard a single grid point. The GMM improves e ciency, while maintaining the same accuracy as the FMM. Accuracy and e ciency of the GMM are compared with those of the second-order method ENO-DNO-PS.
Introduction
A propagating interface such as the rst-arrival traveltime can develop corners and discontinuities as it advances. The level set method is a numerical technique to compute advancing fronts and has been applied to a wide range of important p h ysical problems see e.g. 17 , 18] and references therein. Even though its solution shows rst-order accuracy, the level set method has been widely used mostly due to its built-in stability.
It has been adapted for the computation of the rst-arrival traveltime ( F ATT) and implemented with the narrow b a n d t e c hnique, called the fast marching method (FMM) in which the narrow band points form a neighborhood of advancing wavefronts 11, 18, 19] . The FMM requires sorting the solution at each step of the narrow band it costs O(N log 2 N), where N is the number of grid points. The main object of the Department of Mathematics, University o f K e n tucky, Lexington, Kentucky 40506-0027 Email: skim@ms.uky.edu y Department of Mathematics, University o f K e n tucky, Lexington, Kentucky 40506-0027 Email: folie@ms.uky.edu article is to develop an O(N) level set algorithm called the group marching method (GMM). The new method is based on the narrow band approach as in the FMM. However, the GMM is incorporating a correction-by-iteration strategy to advance a group of grid points at a time. After selecting a group of grid points appropriately, the GMM advances the group in two iterations, for the cost of slightly larger than one iteration.
There 3. The group marching method
Here we i n troduce a new narrow band level set algorithm, called group marching method (GMM) whose total computation cost is O(N).
Consider a neighborhood ; of a wavefront see the shaded area in Figure 1 . In the current stage of the GMM, we will select a group of points G out of ;, recompute the traveltimes at neighboring points of G that are not completed, register the neighboring points as members of ; if they are not, and nally tag \completed" for the points in G. The group of points should be carefully chosen in such a w ay that the computed solution does not violate causality, since in our algorithm the traveltimes are not sorted from the smallest to the largest. The main objective in this section is to develop a way to select such a group of points out of the narrow band ;.
We consider the case h = x = y = z, for a simple presentation. be two points in G. When they are not adjacent, it is clear that their traveltimes do not a ect each other in the update procedure. If they are adjacent, one can barely a ect the other, since the wavefront normal is nearer to perpendicular, rather than parallel, to the line segment f o r m e d b y the points. However, whether the two points are adjacent or not, their neighboring downwind points can be a ected by b o t h o f t wo points. It can be the case in particular for intersecting wavefronts. To a void any possible instability, w e update all the neighboring points of the group G twice { one in an order and the other in the opposite order. The double computation xes instability. T o see it, imagine that we try to update the neighboring points of G one more time. We can readily see that none of the neighboring points changes its traveltime during the extra updates.
We summarize the above arguments as in the following algorithm, called the group marching method (GMM).
Initialization: Apparently, the reverse computation (M2) is cheaper to carry out than (M3) the double-computation (M2)-(M3) does not increase the computation cost twice. It can be made cheaper as follows. A step of the GMM advances a group of points including not only the global minimum (of the narrow band) but also all local minima that are less than or equal to TM. It is not di cult to see if a point in the group is a local minimum of the narrow band. Since it is not necessary to compute twice at local minima, one can modify the algorithm to skip the double-computation there. Let the point ( i j k) in (M2) be recognized as a local minimum. Then, one can update GAMMA and idTT as in (b) and (c) of (M3) the point ( i j k) w ould be skipped by (M3), since it is already out of GAMMA. More than half the points in a group seems a local minimum, in practice. The double-computation increases the computation cost, not twice, but slightly.
The GMM is in fact an iterative update procedure, converging in two iterations. One may w ant to select G with a larger . In the case, the number of iterations must become larger. Rouy If one chooses in (3.1)-(3.2) smaller, the order of traveltime computation becomes essentially the same as that of the FMM. The solutions of the GMM have been observed identical for smaller for all velocity models tested, which means that the GMM has already the same accuracy as the FMM for the given in (3.1).
When the slowness is constant, two group marchings advance the wavefront t o a completely di erent outer surface. Such a feature can make the GMM more e cient than point-wise methods such as the FMM. 
Numerical experiments
The GMM presented in the previous section is implemented in three dimensions for the rst-arrival traveltimes of (2.1). Set the domain = (0 6000 m) 3 . W e consider two di erent v elocity models: for x In Fig. 2 , we depict the computed traveltime superposed on the cross section fy = 3000g of the velocity m o d e l v = v 1 . The source is located at (x y z) = (1000 3000 1000). The GMM takes 39.03 seconds to solve the problem of one million unknowns. One can see from the picture that shocks are developed during the advancement of the wavefronts due to the headwave. In Fig. 3 , we compare accuracy and e ciency between the rst-order level set method (GMM) and the second-order scheme ENO-DNO- PS 7, 10] . Set v = v 2 and the point source is located at x s = (3000 3000 0). The GMM takes 38.48 seconds resulting in the maximum error of 59 milliseconds, while the ENO-DNO-PS takes 8.60 seconds and its maximum error becomes 0.58 milliseconds. The second-order scheme is 100 times more accurate and even 4.5 times faster than the rst-order method, for the same size problem!
Discussion and Conclusions
An optimal level set method called the group marching method (GMM) has been developed. The GMM is implemented and tested for various models to have t h e same accuracy as the fast marching method (FMM). We believe that the GMM is a few times faster than the FMM, since the GMM costs O(N), while the FMM costs O(N log 2 N). At least it will be true for large problems 5]. The GMM, an improved version of the FMM, is compared with a second-order scheme so-called the ENO-DNO-PS 10]. The GMM still takes a few times more CPU time than the ENO-DNO-PS for the same size problem of a linear velocity the rst-order scheme shows 100 times larger error than the second-order algorithm. For e ciency and accuracy of ENO-DNO-PS in real velocity models, see 10].
We m a y i n vestigate the high computation cost of the level set methods as follows. Both the FMM and the GMM access the data (such as the solution, the narrow b a n d points, and the binary tree (FMM)) in an almost random manner, rather than a systematic way along the array indices. As a consequence, the algorithms can be more expensive than expected.
The level set methods are hard to incorporate high-order FD schemes. Sethian 18] suggested one-sided high-order schemes to be considered whenever the traveltimes at the corresponding points are available. Here one should be noticed that onesided high-order FD schemes can produce a less accurate solution than the rst-order scheme, in particular, in heterogeneous media. (That is indicated in most elementary numerical analysis textbooks.) Even if the medium is constant, the one-sided secondorder scheme easily produces under-estimated solutions, as one can see from 18]. There is no way to correct under-estimated traveltimes, while over-estimation can be xed through a minimizing process utilizing more of available values. Overall, the level set methods are yet to be improved in both accuracy and eciency to be reasonably utilized in seismic applications.
