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Abstract
Let Fq be the ﬁnite ﬁeld of q elements with characteristic p and Fqm its
extension of degree m: Fix a nontrivial additive character C of Fp: If f ðx1;y; xnÞA
Fq½x1;y; xn is a polynomial, then one forms the exponential sum Smð f Þ ¼P
ðx1 ;y;xnÞAðFqm Þ
n CðTrFqm =Fp ð f ðx1;y; xnÞÞÞ: The corresponding L-function is deﬁned
by Lð f ; tÞ ¼ expð
PN
m¼0 Smð f Þ
tm
m
Þ: In this paper, we apply Dwork’s method to
determine the Newton polygon for the L-function Lð f ðxÞ; tÞ associated with one
variable polynomial f ðxÞ when deg f ðxÞ ¼ 6:As applications, we also give afﬁrmative
answers to Wan’s conjecture and Hong’s conjecture for the case deg f ðxÞ ¼ 6:
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1. Introduction
Let p be a prime, q ¼ pa; and let Fq be the ﬁnite ﬁeld of q elements and Fqm
its extension of degree m: Fix a nontrivial additive character C of Fp: For
any Laurent polynomial f ðx1;y; xnÞAFq½x1; x11 ;y; xn; x
1
n  we form the
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exponential sum




CðTrFqm=Fp ð f ðx1;y; xnÞÞÞ:
If f ðx1;y; xnÞ is in fact a polynomial, then one can also form the
exponential sum




CðTrFqm=Fp ð f ðx1;y; xnÞÞÞ:
The corresponding L-functions are deﬁned as follows:
Lnð f ; tÞ ¼ exp
XN
m¼0













By the well-known theorems of Dwork–Bombieri–Grothendieck, one knows
that the L-functions Lnð f ; tÞ and Lð f ; tÞ are rational functions. Write
Lnð f ; tÞ ¼
Qd1
i¼1 ð1 aitÞQd2
j¼1 ð1 bj tÞ
and
Lð f ; tÞ ¼
Qd3
i¼1 ð1 gitÞQd4
j¼1 ð1 dj tÞ
;
where aið1pipd1Þ; bjð1pjpd2Þ; gið1pipd3Þ; djð1pjpd4Þ are algebraic in-
tegers. Equivalently, one has















Thus, ﬁnding sharp p-adic estimates for the sums Snmð f Þ and Smð f Þ are
reduced to determining the p-adic absolute values of the reciprocal roots
aið1pipd1Þ; gið1pipd3Þ and the reciprocal poles bjð1pjpd2Þ; djð1p
jpd4Þ: This question can best be described in terms of Newton polygons;
see [9].
One may consider the Newton polygon problem for a more general L-
functions such as Dwork’s unit root L-function attached to a family of
algebraic varieties over Fq or more generally a family of exponential sums.
Such an L-function is deeper and no-longer rational in general. But it is
S. Hong / Journal of Number Theory 97 (2002) 368–396 369
p-adic meromorphic as Dwork [4] conjectured, and now proved by Wan (see
[14–16]). Very little is known about the Newton polygon for Dwork’s unit
root L-function.
Sperber [10] determined the Newton polygon for the L-function of the n-
dimensional Kloosterman polynomial f ðx1;y; xnÞ ¼ a1x1 þ?þ anxn þ
a
x1yxn
: Note that for n ¼ 1; this was done by Dwork [5]. Based on the
precise results in [2,10–12], Adolphson and Sperber in [1] raised a general
conjecture, which asserted that under a simple condition, the generic
Newton polygon of the L-function coincides with its lower bound. In
[13,17], Wan gave a systematic treatment of the Newton polygon of
exponential sums by establishing several decomposition theorems. Wan
proved that the Adolphson–Sperber conjecture is false in its full form, but
true in a slight weaker form. Wan also showed that the full form is true in
various important cases. As a corollary, Wan gave a p-adic proof of the
Dwork–Mazur conjecture (see [3,9]).
Our main interest in this paper is to consider the Newton polygon of
L-function of one variable polynomial f ðxÞ: For the case deg f ðxÞp5; the
classiﬁcation was completed (see [7,8,12]). In the present paper, we will
continue to use Dwork’s method to determine the Newton polygons for the
L-function Lð f ðxÞ; tÞ when deg f ðxÞ ¼ 6: As applications, we also give
afﬁrmative answers to Wan’s conjecture (see [7, Conjecture 1.2]) and Hong’s
conjecture on the number of distinct Newton polygons (see Conjecture 5.2
below) for the case deg f ðxÞ ¼ 6:
For the case deg f ðxÞX7; the Newton polygon problem remains open.
Further examples of this type, even for one variable polynomials of lower
degrees, would be of interest as they might hopefully suggest a possible
general pattern.
2. Preliminaries on Dwork’s p-adic theory
In this section, as in [7,8], we will follow Adolphson, Sperber and Wan to
present their version of Dwork’s theory describing L-functions in terms of
the Fredholm determinant of a certain matrix.
Let Qp be the ﬁeld of p-adic numbers and let O be the completion of an
algebraic closure of Qp: Let Ka denote the unramiﬁed extension of Qp in O
of degree a; where q ¼ pa: Let pAO satisfy pp1 ¼ p: Then O1 ¼ QpðpÞ is a
totally ramiﬁed extension of Qp of degree p  1; in fact, O1 ¼ QpðzpÞ; where
zp is a primitive pth root of unity. Let Oa be the ﬁeld generated by O1 and Ka:
Then Oa is an unramiﬁed extension of O1 of degree a: The residue ﬁelds of
Oa and Ka are both Fq; and the residue ﬁelds of O1 and Qp are both Fp: The
Frobenius automorphism x-xp of GalðFq=FpÞ lifts to a generator t of
GalðKa=QpÞ; which we extend to Oa by requiring that tðpÞ ¼ p: If z is the
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ðq  1Þth root of unity in Oa; then tðzÞ ¼ z
p: Denote by ‘‘v’’ the additive
valuation on O normalized by vðpÞ ¼ 1; and denote by ‘‘vq’’ the additive
valuation on O normalized by vqðqÞ ¼ 1:
















satisfying vðgÞ ¼ vðpÞ ¼ 1
p1: The series



















for 0pmpp  1:
For real numbers b and c; 0obp p













where Z is a subset of ZnX0; u ¼ ðu1;y; unÞ; X
u ¼ X u11 yX
un




i¼1 ui; dX1 is a ﬁxed integer not divisible by p:
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Then one has cðLðb; cÞÞDLðpb; cÞ:
In the following, we assume that %fðX Þ is a deformation of a diagonal
polynomial of degree d: Let









i ; %fðpd  1; X Þ ¼
P
jujpd1 %cuX
u is of degree
pd  1: Deﬁne Gðpd  1Þ to be the subset of those uAZnX0 with %cua0
and jujpd  1:
Set








F ðX Þ ¼
Y
u
yðcuX uÞ ¼ F ðd; X ÞF ðpd  1; X Þ;
where cuAOa; cqu ¼ cu is a Teichmuller lifting of %cu for each u: Let f ðX Þ ¼P
uAZnX0;jujpd cuX
u: Then it is easy to check that the following relations are
true:






F ðpd  1; X ÞAL d























ðpd  1; X pj ÞAL pd
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Deﬁne the Frobenius maps aa ¼ c
a3FaðX Þ and aaðdÞ ¼ c
a3Faðd; X Þ which
are Oa-linear endomorphisms ofLð
p
p1; 0Þ; and deﬁne a1 ¼ t
13c3F ðX Þ and
a1ðdÞ ¼ t13c3F ðd; X Þ which are t1 semi-linear (hence O1-linear) endo-
morphisms of Lð p
p1; 0Þ: Then the Dwork trace formula gives the following
equations:





















































p1  l  1:
Set Y
u
YðcuX uÞ ¼ exp GðX Þ;
Y
juj¼d
YðcuX uÞ ¼ exp Gðd; X Þ;
Y
jujpd1
YðcuX uÞ ¼ exp Gðpd  1; X Þ:





Þ; Gðd; X Þ ¼
PN
l¼0 gl f
tl ðd; X p
l
Þ and Gðpd 
1; X Þ ¼
PN
l¼0 gl f
tl ðpd  1; X pl Þ: Clearly, one has
GðX Þ ¼ Gðd; X Þ þ Gðpd  1; X Þ:
Let Ei ¼ Xi @@Xi; and deﬁne
Di ¼ Ei þ Gi; Gi ¼ EiGðX Þ;
DiðdÞ ¼ Ei þ GiðdÞ; GiðdÞ ¼ EiGðd; X Þ;
Diðpd  1Þ ¼ Ei þ Giðpd  1Þ; Giðpd  1Þ ¼ EiGðpd  1; X Þ
Thus, one has
Di ¼ DiðdÞ þ EiGðpd  1; X Þ







; EiGðd  1; X ÞAL
pd




Furthermore, one can check that








The following commutative rules are easily veriﬁed:
qDi3aa ¼ aa3Di;
qDiðdÞ3aaðdÞ ¼ aaðdÞ3DiðdÞ
for i ¼ 1; 2;y; n: As a consequence, the right-hand side of (2.1) (resp. (2.2))





i¼1) acting on the Oa-space Lð
p
p1Þ: From
now on, we assume that the Di form a regular-sequence onLð
p
p1Þ; then the















¼ detðI  T *aaðdÞÞ; ð2:4Þ

















From Eqs. (2.1)–(2.4), one can deduce the following:
Theorem 2.1. One has
Lnð %fðX Þ; TÞð1Þ
n1
¼ detðI  TaajH0Þ
and
Lnð %fðd; X Þ; TÞð1Þ
n1
¼ detðI  TaaðdÞjH0ðdÞÞ:
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Using Theorem 2.1 and [3, Theorem 4.4; 12, Theorem 2.34], one can prove
the following results:
Theorem 2.2. One has
Lð %fðX Þ; TÞð1Þ
n1
¼ detðI  TaajWSÞ
and
Lð %fðd; X Þ; TÞð1Þ
n1
¼ detðI  TaaðdÞjWSðdÞÞ:
Deﬁne DS ¼ fX u ¼ X u11 yX
un
n j1puipd  1; for i ¼ 1;y; ng: Then one
may write



























where u ¼ ðu1;y; unÞ;o ¼ ðo1;y;onÞ and Iðfmig
n
i¼1; flogoAGðpd1ÞÞ is a unit
for each ðfmig
n
i¼1; flogoAGðpd1ÞÞAUðuÞ depending on the coefﬁcients cu of f ðX Þ:
Let Gni ¼ g0dX
d
i ; where g0 ¼ g; vðg0Þ ¼
1





















p1 þ 1Þ and A
n
vu ¼ t
1ðF ðpv  uÞÞ:
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3. Estimates for the 5  5 Frobenius matrix ½Aij
In this section, we consider the case of one variable polynomial of degree
6. We will give the estimates for the Frobenius matrices.
Let p  1 ðmod 6Þ and let %fðxÞAFq½x be a polynomial of degree 6. By
Sperber’s result (see [12, Theorem 3.11]), one then has that the L-function
Lð %fðxÞ; tÞ has ﬁve reciprocal zeros o1;o2;o3;o4 and o5 which can be
arranged so that vqðoiÞ ¼ i6; where 1pip5: In what follows let p  5 ðmod 6Þ
and let %fðxÞAFq½x be a polynomial of degree 6. Then Lð %fðxÞ; tÞ is of degree 5.
By a linear transformation, we may assume that %fðxÞ is one of the following
forms: %f %a %b%c %dðxÞ ¼ x
6 þ %ax4 þ %bx3 þ %cx2 þ %dx; %f %a %b%cðxÞ ¼ x
6 þ %ax4 þ %bx3 þ %cx2;
%f %a %b %dðxÞ ¼ x
6 þ %ax4 þ %bx3 þ %dx; %f %a%c %dðxÞ ¼ x
6 þ %ax4 þ %cx2 þ %dx; %f %b%c %dðxÞ ¼ x
6 þ
%bx3 þ %cx2 þ %dx; %f %a %bðxÞ ¼ x
6 þ %ax4 þ %bx3; %f %a %cðxÞ ¼ x
6 þ %ax4 þ %cx2; %f %a %dðxÞ ¼
x6 þ %ax4 þ %dx; %f %b%cðxÞ ¼ x
6 þ %bx3 þ %cx2; %f %b %dðxÞ ¼ x
6 þ %bx3 þ %dx; %f%c %dðxÞ ¼ x
6 þ
%cx2 þ %dx; %f %aðxÞ ¼ x
6 þ %ax4; %f %bðxÞ ¼ x
6 þ %bx3; %f%cðxÞ ¼ x
6 þ %cx2; %f %dðxÞ ¼
x6 þ %dx; %f6ðxÞ ¼ x
6; where %a; %b; %c; %dAFnq :
In what follows let a; b; c and d denote the Teichmuller liftings of
%a; %b; %c and %d; respectively. Then one has that a  %a ðmod pÞ; b 
%b ðmod pÞ; c  %c ðmod pÞ and d  %d ðmod pÞ:
Since n ¼ 1 and d ¼ 6; DS ¼ fx; x2; x3; x4; x5g: Thus for j ¼ 1; 2; 3; 4; 5; by










i þ Dx; ð3:2Þ
where Anij ¼ t





; Gn ¼ 6g0x





: Furthermore, by [7, Lemma 3.2], one then has the following
lemma.
Lemma 3.1. One has
vðAij  AnijÞX
pði þ 1Þ  j
6ðp  1Þ
:
From [7, Lemma 3.4], one can deduce the following lemma.
Lemma 3.2. Assume that p  5 ðmod 6Þ: Then the following estimates for Aij hold:
(i) vðAijÞ ¼
pij
6ðp1Þ; where i þ j ¼ 6;
(ii) vðAijÞ >
pij
6ðp1Þ; where i þ ja6:
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For %fðxÞ ¼ %f %a %b%c %dðxÞ ¼ x
6 þ %ax4 þ %bx3 þ %cx2 þ %dx; one has
Anij ¼ t


























Let 6l þ 4m þ 3n þ 2s þ t ¼ ip  j: Then one has
l þ m þ n þ s þ t ¼
ip  j þ 2m þ 3n þ 4s þ 5t
6
:
Since p  1 ðmod 6Þ; ip  j  ði þ jÞ  /i þ jSðmod 6Þ; where /i þ jS
denotes the least residue of i þ j modulo 6: Therefore,
2m þ 3n þ 4s þ 5t  /i þ jS ðmod 6Þ: ð3:4Þ
It is clear that Eq. (3.4) has at least a nonnegative integral solution
ðm; n; s; tÞ: In the following, let D be the least nonnegative integer such that
the following equation
2m þ 3n þ 4s þ 5 ¼ /i þ jSþ 6D ð3:5Þ
has at least a nonnegative integral solution ðm; n; s; tÞ; where
0pm; n; s; tpp  1: If Eq. (3.5) has a unique nonnegative integral solution




fl þ m þ n þ s þ tg ¼
ip  j þ/i þ jS
6
þ D;















Noting that a; b; c and d are the Teichmuller units, one then knows that
t1ðambncsdtÞ is a unit. It is clear that vðl!m!n!s!t!Þ ¼ 0 (since
0pl; m; n; s; tpp  1). Therefore,
vðAnijÞ ¼
ip  j þ/i þ jSþ 6D
6ðp  1Þ
:
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If p > /i þ jSþ 6D; it then follows from Lemma 3.1 that
vðAijÞ ¼
ip  j þ/i þ jSþ 6D
6ðp  1Þ
: ð3:6Þ
For the remaining cases
%f ¼ %f %a %b%c; %f %a %b %d; %f %a%c %d; %f %b %c %d; %f %a %b; %f %a%c; %f %a %d; %f %b%c; %f %b %d; %f %c %d; %f %a; %f %b; %f %c; %f %d;
estimate (3.6) still holds, but where D is now the least nonnegative integer
such that
2m þ 3n þ 4s ¼/i þ jSþ 6D; 2m þ 3n þ 5t ¼ /i þ jSþ 6D;
2m þ 4s þ 5t ¼/i þ jSþ 6D; 3n þ 4s þ 5t ¼ /i þ jSþ 6D;
2m þ 3n ¼/i þ jSþ 6D; 2m þ 4s ¼ /i þ jSþ 6D;
2m þ 5t ¼/i þ jSþ 6D; 3n þ 4s ¼ /i þ jSþ 6D;
3n þ 5t ¼/i þ jSþ 6D; 4s þ 5t ¼ /i þ jSþ 6D; 2m ¼ /i þ jSþ 6D;
3n ¼/i þ jSþ 6D; 4s ¼ /i þ jSþ 6D and 5t ¼ /i þ jSþ 6D;
respectively. First one has the following results.
Lemma 3.3. Let p  5 ðmod 6Þ and pX23:
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Proof. Let ði; jÞ ¼ ð1; 1Þ (resp. ð4; 4Þ; ð3; 5Þ; ð5; 3Þ). Then one has /i þ jS ¼
2: Since 2m þ 3n þ 4s þ 5t ¼ 2; 2m þ 3n þ 4 ¼ 2; 2m þ 3n þ 5t ¼ 2; 2m þ
4s þ 5t ¼ 2; 2m þ 3n ¼ 2; 2m þ 4s ¼ 2; 2m þ 5t ¼ 2 and 2m ¼ 2 all have
unique nonnegative integral solution, then one has D ¼ 0: Thus (i) follows
from (3.6).
Since 3n þ 4s ¼ 2; 3n þ 5t ¼ 2; 4s þ 5t ¼ 2 and 4s ¼ 2 all have no
nonnegative integral solution, but 3n þ 4s ¼ 8; 3n þ 5t ¼ 8; 4s þ 5t ¼ 8
and 4s ¼ 8 all have nonnegative unique integral solution, then one has D ¼
1: Thus (ii) follows from (3.6).
Since 5t ¼ 2; 5t ¼ 8 and 5t ¼ 14 all have no integral solution, but 5t ¼ 20
has a unique nonnegative integral solution, then one has D ¼ 3: Thus (iii)
follows from (3.6).
Since 3n  2 ðmod 6Þ has no integral solution, then (iv) follows
immediately from Lemma 3.1. This completes the proof of Lemma 3.3. &
Lemma 3.4. Let p  5 ðmod 6Þ and pX17:
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Proof. Let ði; jÞ ¼ ð1; 2Þ (resp. ð2; 1Þ; ð4; 5Þ; ð5; 4ÞÞ: Then one has /i þ jS ¼
3: Since 2m þ 3n þ 4s þ 5t ¼ 3; 2m þ 3n þ 4s ¼ 3; 2m þ 3n þ 5t ¼ 3; 3n þ
4s þ 5t ¼ 3; 2m þ 3n ¼ 3; 3n þ 4s ¼ 2; 3n þ 5t ¼ 3 and 3n ¼ 3 all have
unique nonnegative integral solution, then one has D ¼ 0: Thus (i) follows
from (3.6).
Since both 2m þ 5t ¼ 3 and 4s þ 5t ¼ 3 have no nonnegative integral
solution, but 2m þ 5t ¼ 9 and 4s þ 5t ¼ 9 have unique nonnegative integral
solution, then one has D ¼ 1: Thus (ii) follows from (3.6).
Since both 5t ¼ 3 and 5t ¼ 9 have no integral solution, but 5t ¼ 15 has a
unique nonnegative integral solution, then one has D ¼ 2: Thus (iii) follows
from (3.6).
Since 2m þ 4s  3 ðmod 6Þ; 2m  3 ðmod 6Þ and 4s  3 ðmod 6Þ all have
no integral solution, then (iv) follows immediately from Lemma 3.1. This
completes the proof of Lemma 3.4. &
Lemma 3.5. Let p  5 ðmod 6Þ and pX11:
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Proof. Let ði; jÞ ¼ ð1; 3Þ (resp. ð3; 1Þ; ð2; 2Þ; ð5; 5Þ). Then one has /i þ jS ¼
4: Since 2m þ 3n þ 5t ¼ 4; 3n þ 4s þ 5t ¼ 4; 2m þ 3n ¼ 4; 2m þ 5t ¼
4; 3n þ 4s ¼ 4; 4s þ 5t ¼ 4; 2m ¼ 4 and 4s ¼ 4 all have unique non-
negative integral solution, then one has D ¼ 0: Thus (i) follows from
(3.6).
Since both 3n þ 5t ¼ 4 and 5t ¼ 4 have no nonnegative integral solution,
but both 3n þ 5t ¼ 10 and 5t ¼ 10 have unique nonnegative integral
solution, then one has D ¼ 1: Thus (ii) follows from (3.6).
Since 3n  4 ðmod 6Þ has no integral solution, then (iii) follows
immediately from Lemma 3.1. This completes the proof of Lemma 3.5. &
Lemma 3.6. Let p  5 ðmod 6Þ and pX11:













































Proof. Let ði; jÞ ¼ ð1; 4Þ (resp. ð4; 1Þ; ð2; 3Þ; ð3; 2Þ). Then one has /i þ jS ¼
5: Since 2m þ 3n þ 4s ¼ 5; 2m þ 4s þ 5t ¼ 5; 3n þ 4s þ 5t ¼ 5; 2m þ 3n ¼
5; 2m þ 5t ¼ 5; 3n þ 5t ¼ 5; 4s þ 5t ¼ 5 and 5t ¼ 5 all have unique
nonnegative integral solution, then one has D ¼ 0: Thus (i) follows from
(3.6).
Since 3n þ 4s ¼ 5 has no nonnegative integral solution, but 3n þ 4s ¼ 11
has a unique nonnegative integral solution, then one has D ¼ 1: Thus (ii)
follows from (3.6).
Since 2m  5 ðmod 6Þ; 2m þ 4s  5 ðmod 6Þ; 3n  5 ðmod 6Þ and 4s 
5 ðmod 6Þ all have no integral solution, then (iii) follows immediately from
Lemma 3.1. This completes the proof of Lemma 3.6. &
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Lemma 3.7. Let p  5 ðmod 6Þ and pX29:




























































Proof. Let ði; jÞ ¼ ð3; 4Þ (resp. ð4; 3Þ; ð2; 5Þ; ð5; 2Þ). Then one has /i þ jS ¼
1: Since 2m þ 4s þ 5t ¼ 1; 3n þ 4s þ 5t ¼ 1; 2m þ 3n ¼ 1; 2m þ 5t ¼ 1;
and 3n þ 4s ¼ 1 all have no integral solution, but 2m þ 4s þ 5t ¼ 7; 3nþ
4s þ 5t ¼ 7; 2m þ 3n ¼ 7; 2m þ 5t ¼ 7; and 3n þ 4s ¼ 7 all have unique
nonnegative integral solution, then one has D ¼ 1: Thus (i) follows from (3.6).
Since 3n þ 5t ¼ 1; 4s þ 5t ¼ 1; 3n þ 5t ¼ 7 and 4s þ 5t ¼ 7 all have no
nonnegative integral solution, but 3n þ 5t ¼ 13 and 4s þ 5t ¼ 13 have
unique nonnegative integral solution, then one has D ¼ 2: Thus (ii) follows
from (3.6).
Since 5t ¼ 1; 5t ¼ 7; 5t ¼ 13 and 5t ¼ 19 all have no integral solution,
but 5t ¼ 25 has a unique nonnegative integral solution, then one has D ¼ 4:
Thus (iii) follows from (3.6).
Since 2m þ 4s  1 ðmod 6Þ; 2m  1 ðmod 6Þ; 3n  1 ðmod 6Þ and 4s 
1 ðmod 6Þ all have no integral solution, then (iv) follows immediately from
Lemma 3.1. This completes the proof of Lemma 3.7. &
S. Hong / Journal of Number Theory 97 (2002) 368–396382
Next we consider the remaining cases, namely, the case for %f ¼ %f %a %b %c %d (resp.
%f ¼ %f %a %c; %f %b %c %d; %f %a %c %d; %f %a %b%c and %f %a %b %dÞ; Eq. (3.4) and the corresponding equations all
have at least two distinct nonnegative integral solutions.
Lemma 3.8. Let p  5 ðmod 6Þ with pX11; and let %f ¼ %f %a%c:
(i) If 12%ca5 %a2; then vðA13Þ ¼
pþ1
6ðp1Þ; if 12%c ¼ 5 %a
2; then vðA13Þ ¼
pþ7
6ðp1Þ:
(ii) If 4%ca3 %a2; then vðA31Þ ¼
pþ1
2ðp1Þ; if 4c ¼ 3a
2; then vðA31Þ ¼
pþ3
2ðp1Þ:
(iii) If 12%ca7 %a2; then vðA55Þ ¼
5p1
6ðp1Þ; if 12%c ¼ 7 %a
2; then vðA55Þ ¼
5pþ5
6ðp1Þ:
(iv) If 3%ca %a2; then vðA22Þ ¼
pþ1




Proof. Let ði; jÞ ¼ ð1; 3Þ (resp. ð3; 1Þ; ð2; 2Þ and ð5; 5Þ). Then one has
/i þ jS ¼ 4: Solving 2m þ 4s ¼ 4 yields ðm; sÞ ¼ ð2; 0Þ; ð0; 1Þ: Solving


















































































































 t1ð36  60ac2  6  220a3c þ 187a5Þ ðmod g
pþ13
6 Þ:
If 12%c  5 %a2a0; since a and c are the Teichmuller liftings of %a and %c;
respectively, one deduces 12%c  5 %a2  12c  5a2 ðmod pÞ; then t1ð12c 
5a2Þ is a unit. Therefore we get vðAn13Þ ¼
pþ1
6ðp1Þ: From Lemma 3.1 one can
deduce vðA13Þ ¼
pþ1
6ðp1Þ: Now let 12%c  5 %a
2 ¼ 0: Then one has t1ð12%c 
5 %a2Þ  0 ðmod gp1Þ: On the other hand, by 12%c ¼ 5 %a2 one has 36  60 %a%c2 
6  220 %a3 %c þ 187 %a5 ¼ 12 %a5a0: Then t1ð36  60ac2  6  220a3c þ 187a5Þ is a
unit. So we have vðAn13Þ ¼
pþ7
6ðp1Þ: From Lemma 3.1 one deduces that vðA13Þ ¼
pþ7
6ðp1Þ: This completes the proof of the claim for vðA13Þ:
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2ðp1Þ: If 4%c  3 %a
2 ¼ 0; one can deduce that t1ð4c  3a2Þ 
0 ðmod gp1Þ and 15  42 %a%c2  30  4 %a3 %c þ 15 %a5 ¼ 60 %a5a0: The latter implies
that t1ð15  42ac2  30  4a3c þ 15 %a5Þ is a unit. Then one gets vðAn31Þ ¼
pþ3
2ðp1Þ:




















 t1ð15  122ac2  130  12a3c þ 13  19a5Þ ðmod g
5pþ11
6 Þ:
If 12%c  7 %a2a0; then t1ð12c  7a2Þ is a unit and so vðAn55Þ ¼
5p1
6ðp1Þ: If 12%c 
7 %a2 ¼ 0; one then has 15  122 %a%c2  130  12 %a3 %c þ 13  19 %a5 ¼ 72 %a5a0: Thus,
t1ð15  122ac2  130  12a3c þ 13  19a5Þ is a unit and one then gets vðAn55Þ ¼
5pþ5
6ðp1Þ: Therefore, the claim for vðA55Þ follows immediately from Lemma 3.1.
For An22; since for any ﬁxed kAZX0; the set of the nonnegative integral
solutions of the equation 2m þ 4s ¼ 4þ 6k is fðm; sÞ ¼ ðk þ 2i; k þ 1 iÞji
























 k  i
 
!ðk þ 2iÞ!ðk þ 1 iÞ!
;




Clearly, one has vðA22Þ ¼
pþ1
3ðp1Þ if 3%c  %a
2a0: Now we consider the case
3%c  %a2 ¼ 0: Let 3%c  %a2 ¼ 0: Therefore, using a transformation of Gessel
and Stanton [6, (3.19)], one can easily show, by the argument due to D.
Stanton (see [12, p. 289]), that if 3c  a2 ¼ 0; then Hkða; cÞ above is divisible
by p for all integer k such that 0pkpp11
6
: Then the assertion for vðA22Þ in
the case 3c  a2 ¼ 0 follows immediately from Lemma 3.1. This completes
the proof of Lemma 3.8. &
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Using similar arguments as in Lemma 3.8, one can prove that the
following lemmas are true. For simplicity, we omit the proofs.
Lemma 3.9. Let p  5 ðmod 6Þ with pX379 and let %f ¼ %f %b%c %d:









(ii) Let 2 %b %d þ %c2 ¼ 0: Then each of the following is true:
ðii-1Þ If 9%c3  10 %b
4
a0; then vðA11Þ ¼
pþ13
2ðp1Þ; if 9%c






ðii-2Þ If 9%c3  16 %b
4
a0; then vðA44Þ ¼
2pþ5
3ðp1Þ; if 9c




ðii-3Þ If %c3  2 %b
4a0; then vðA35Þ ¼
pþ3
2ðp1Þ; if %c
3  2 %b
4
¼ 0; then vðA35Þ ¼
pþ5
2ðp1Þ:
ðii-4Þ If 9%c3  14 %b
4
a0; then vðA53Þ ¼
5pþ11
6ðp1Þ; if 9%c






Lemma 3.10. Let p  5 ðmod 6Þ with pX23 and let %f ¼ %f %a%c %d:








þ 2 %a5a0; then vðA12Þ ¼
pþ13
6ðp1Þ; if 12%c  5 %a
2 ¼ %d
2
þ 2 %a5 ¼ 0; then
vðA12Þ ¼
pþ19
6ðp1Þ; if 12%c  5 %a
2 ¼ 0 and 216 %d
2
 %a5a0; then vðA13Þ ¼
pþ7
6ðp1Þ; if
12%c  5 %a2 ¼ 216 %d
2
 %a5 ¼ 0; then vðA13Þ ¼
pþ13
6ðp1Þ:
(ii) If 4%c  %a2a0; then vðA31Þ ¼
pþ1
2ðp1Þ; if 4%c  %a
2 ¼ 0; then vðA31Þ ¼
pþ3
2ðp1Þ:




3ðp1Þ; if 3%c  %a
2 ¼ 0 and
27 %d
2
 16 %a5a0; then vðA21Þ ¼
pþ7
3ðp1Þ; if 3%c  %a
2 ¼ 27 %d
2
 16 %a5 ¼ 0; then
vðA21Þ ¼
pþ10
3ðp1Þ; if 3%c  %a
2 ¼ 0; then vðA22Þ ¼
pþ4
3ðp1Þ:
ðivÞ If 3%c  2 %a2a0; then vðA45Þ ¼
2pþ2
3ðp1Þ; if 3%c  2 %a





3ðp1Þ; if 3%c  2 %a
2 ¼ 9 %d
2
 2 %a5 ¼ 0; then vðA45Þ ¼
2pþ8
3ðp1Þ:








 7 %a5a0; then vðA55Þ ¼
5pþ5
6ðp1Þ; if 12%c  7 %a
2 ¼ 180 %d
2
 7 %a5 ¼ 0;
then vðA55Þ ¼
5pþ11
6ðp1Þ; if 12%c  7 %a
2 ¼ 0 and 63  20 %d
2
 7  167 %a5a0; then
vðA54Þ ¼
5pþ11
6ðp1Þ; if 12%c  7 %a
2 ¼ 63  20 %d
2
 7  167 %a5 ¼ 0; then vðA54Þ ¼
5pþ17
6ðp1Þ:
Lemma 3.11. Let p  5 ðmod 6Þ with pX23 and let %f ¼ %f %a %b%c:
ðiÞ If 12%c  5 %a2a0; then vðA13Þ ¼
pþ1
6ðp1Þ; if 12%c  5 %a





6ðp1Þ; if 12%c  5 %a
2 ¼ %a3  90 %b
2
¼ 0; then vðA13Þ ¼
pþ13
6ðp1Þ:
S. Hong / Journal of Number Theory 97 (2002) 368–396 385
ðiiÞ If 4%c  %a2a0; then vðA31Þ ¼
pþ1
2ðp1Þ; if 4%c  %a
2 ¼ 0; then vðA31Þ ¼
pþ3
2ðp1Þ:




6ðp1Þ; if 12%c  7 %a
2 ¼ 0
and 29 %a3 þ 540 %b
2
a0; then vðA55Þ ¼
5pþ5
6ðp1Þ; if 12%c  7 %a





6ðp1Þ; if 12%c  7 %a
2 ¼ 0 and %a3  5 %b
2
a0; then vðA52Þ ¼
5pþ11
6ðp1Þ; if
12%c  7 %a2 ¼ %a3  5 %b
2
¼ 0; then vðA52Þ ¼
5pþ17
6ðp1Þ:
ðivÞ If 3%c  %a2a0; then vðA22Þ ¼
pþ1
3ðp1Þ; if 3%c  %a
2 ¼ 0; then vðA22Þ ¼
pþ4
3ðp1Þ:
ðvÞ If 4%c  3 %a2a0; then vðA34Þ ¼
pþ1
2ðp1Þ; if 4%c  3 %a





2ðp1Þ; if 4%c  3 %a
2 ¼ %a3  17 %b
2
¼ 0; then vðA34ÞX
pþ5
2ðp1Þ:
ðviÞ If 3%c  2 %a2a0; then vðA43Þ ¼
2ðpþ1Þ
3ðp1Þ; if 3%c  2 %a




3ðp1Þ; if 12%c  5 %a
2 ¼ %a3  3 %b
2
¼ 0; then vðA43ÞX
2pþ8
3ðp1Þ:
ðviiÞ If 6%c  5 %a2a0; then vðA25Þ ¼
pþ1
3ðp1Þ; if 6%c  5 %a
2 ¼ 0 and 7 %a3 
10 %b
2
a0; then vðA25Þ ¼
pþ4
3ðp1Þ; if 12%c  5 %a






Lemma 3.12. Let p  5 ðmod 6Þ with pX17 and let %f ¼ %f %a %b %d:
ðiÞ If 5 %a %b  6 %da0; then vðA14Þ ¼
pþ1
6ðp1Þ; if 5 %a
%b  6 %d ¼ 0 and 11 %a3 
32 %b
2
a0; then vðA14Þ ¼
pþ7
6ðp1Þ; if 5 %a






ðiiÞ If 4 %a %b  3 %da0; then vðA41Þ ¼
2pþ2
3ðp1Þ; if 4 %a





3ðp1Þ; if 4 %a
%b  3 %d ¼ 3 %a3  8 %b
2
¼ 0; then vðA41ÞX
2pþ8
3ðp1Þ:
ðiiiÞ If 2 %a %b  3 %da0; then vðA23Þ ¼
pþ1
3ðp1Þ; if 2 %a
%b  3 %d ¼ 0; then vðA23Þ ¼
pþ4
3ðp1Þ:
ðviÞ If %a %b  2 %da0; then vðA32Þ ¼
pþ1
2ðp1Þ; if %a






%b  2 %d ¼ %a3  4 %b
2
¼ 0; then vðA32ÞX
pþ5
2ðp1Þ:
ðvÞ If 5 %a %b  6 %da0; then vðA25Þ ¼
pþ1
3ðp1Þ; if 5 %a




ðp1Þ; if 5 %a
%b  6 %d ¼ 4 %a3 þ 5 %b
2
¼ 0; then vðA25ÞX
pþ7
3ðp1Þ:
ðviÞ If 7 %a %b  12 %da0; then vðA52Þ ¼
5pþ5
6ðp1Þ; if 7 %a
%b  12 %d ¼ 0 and 143 %a3 
100 %b
2
a0; then vðA52Þ ¼
5pþ11
6ðp1Þ; if 7 %a






ðviiÞ If 3 %a %b  2 %da0; then vðA34Þ ¼
pþ1
2ðp1Þ; if 3 %a
%b  2 %d ¼ 0; and 2 %a3 þ
5 %b
2
a0; then vðA34Þ ¼
pþ3
2ðp1Þ; if 3 %a
%b  2 %d ¼ 2 %a3 þ 5 %b
2
¼ 0; then vðA34ÞX
pþ5
2ðp1Þ:
ðviiiÞ If 4 %a %b  3 %da0; then vðA43Þ ¼
2pþ2
3ðp1Þ; if 4 %a





3ðp1Þ; if 4 %a
%b  3 %d ¼ 3 %a3 þ %b
2
¼ 0; then vðA43ÞX
2pþ8
3ðp1Þ:
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Lemma 3.13. Let p  5 ðmod 6Þ with pX11 and let %f ¼ %f %a %b%c %d:
ðiÞ If 12%c  5 %a2a0; then vðA13Þ ¼
pþ1
6ðp1Þ; if 12%c  5 %a
2 ¼ 0; then
vðA13ÞX
pþ7
6ðp1Þ; if 4%c  %a
2a0; then vðA31Þ ¼
pþ1
2ðp1Þ; if 4%c  %a
2 ¼ 0; then vðA31Þ ¼
pþ3
2ðp1Þ; if 3%c  %a
2a0; then vðA22Þ ¼
pþ1
3ðp1Þ; if 3%c  %a
2 ¼ 0; then vðA22Þ ¼
pþ4
3ðp1Þ; if
12%c  7 %a2a0; then vðA55Þ ¼
5p1
6ðp1Þ; if 12%c  7 %a
2 ¼ 0; then vðA55ÞX
5pþ5
6ðp1Þ:
ðiiÞ If 6 %d  5 %a %ba0; then vðA14Þ ¼
pþ1
6ðp1Þ; if 6
%d  5 %a %b ¼ 0; then vðA14ÞX
pþ7
6ðp1Þ;
if 3 %d  4 %a %ba0; then vðA41Þ ¼
2pþ2
3ðp1Þ; if 3
%d  4 %a %b ¼ 0; then vðA41ÞX
2pþ5
3ðp1Þ; if
3 %d  2 %a %ba0; then vðA23Þ ¼
pþ1
3ðp1Þ; If 3




%a %ba0; then vðA32Þ ¼
pþ1
2ðp1Þ: If 2
%d  %a %b ¼ 0; then vðA32ÞX
pþ3
2ðp1Þ:
ðiiiÞ If 6 %a %d þ 6 %b%c  5 %a2 %ba0; then vðA25Þ ¼
pþ1
3ðp1Þ; if 6 %a
%d þ 6 %b%c  5 %a2 %b ¼ 0;
then vðA25ÞX
pþ4
3ðp1Þ; if 12 %a
%d þ 12 %b%c  7 %a2 %ba0; then vðA52Þ ¼
5pþ5
6ðp1Þ: If 12 %a
%d þ
12 %b%c  7 %a2 %b ¼ 0; then vðA52ÞX
5pþ11
6ðp1Þ; if 4 %a
%d þ 4 %b%c  3 %a2 %ba0; then vðA34Þ ¼
pþ1
2ðp1Þ; if 4 %a
%d þ 4 %b%c  3 %a2 %b ¼ 0; then vðA34ÞX
pþ3
2ðp1Þ; if 3 %a
%d þ 3 %b%c  2 %a2 %ba0;
then vðA43Þ ¼
2pþ2
3ðp1Þ; if 3 %a
%d þ 3 %b%c  2 %a2 %b ¼ 0; then vðA43ÞX
2pþ5
3ðp1Þ:
4. The main result and its proof
LetJ denote the maximal unramiﬁed extension of Qp and ON the ring of
integers in JðzpÞ: In what follows let A ¼ ðAijÞ be the 5 5 matrix deﬁned
by (3.2).
Lemma 4.1. Let p  5 ðmod 6Þ and pX29: if %fðxÞ ¼ x6 þ %bx3; %ba0; then












Proof. The proof is similar to that of Lemma 4.4 in [7]. We here still give the
detail. Consider the following cases:
Case 1. Suppose that A13 ¼ A23 ¼ A43 ¼ A53 ¼ 0: Since the argument for
the case that at least one of A11; A14; A22; A25; A41; A44; A52 and A55
is equal to 0 is similar to the case that all of
A11; A14; A22; A25; A41; A44; A52 and A55 are not equal to 0; we only
need to consider the latter case. In what follows, we assume that all of
A11; A14; A22; A25; A41; A44; A52 and A55 are not equal to 0: Let A33 ¼
g
p1
2 R3; where R3AON is a unit. One can ﬁnd R03AON such that R
0t
3 R3 ¼ R
0
3:
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Thus, if let
C1 ¼
0 0 R03 0 0
1 0 0 0 0
0 1 0 0 0
0 0 0 1 0


















where Dð1Þ ¼ ðAvuÞv;u¼1;2;4;5 is a 4 4 submatrix. We claim that there exists






12 x5Þ; where xi ði ¼ 1; 2; 4; 5Þ is a unit, such that
Dð1Þx ¼ g
pþ1












































where all A0ij are units in ON; and all Aij are divisible by g: Consider the














where %A12; %A21; %A42; %A51A %Fp ð %Fp denotes the algebraic closure of FpÞ
are nonzero. Clearly, system (4.3) always has a solution in Fp: Now let
%x ¼ ð%x1; %x2; %x4; %x5ÞAð %F
n
pÞ be a solution of (4.3). For j ¼ 1; 2; 4; 5; let
xð1Þj AON denote the Teichmuller lifting of %xjA %Fp in ON: Then one obtains









4 of system (4.2) modulo g:









4 has been con-
structed such that xðiÞ is a solution of (4.2) modulo gi; and for j ¼ 1; 2; 4; 5









lWj ; j ¼ 1; 2; 4; 5:
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For ðv; uÞ ¼ ð1; 2Þ; ð2; 1Þ; ð4; 2Þ; ð5; 1Þ; let *Avu ¼A0vu; and for
ðv; uÞ ¼ ð1; 1Þ; ð1; 4Þ; ð1; 5Þ; ð2; 2Þ; ð2; 4Þ; ð2; 5Þ; ð4; 1Þ;
ð4; 4Þ; ð4; 5Þ; ð5; 2Þ; ð5; 4Þ; ð5; 5Þ;











AON; j ¼ 1; 2; 4; 5:
Therefore, one has the following system of W1; W2; W4 and W5:X
i¼1;2;4;5
Wi *Aij ¼ W tj þ bj ; j ¼ 1; 2; 4; 5: ð4:4Þ




















where %A12; %A21; %A42; %A51A %Fp are nonzero, and %b1; %b2; %b4; %b5A %Fp: Then
system (4.5) always has a solution in ð %FpÞ
4: Let %W ¼ ð %W1; %W2; %W4; %W5ÞA
ð %FnpÞ
4 be a solution of system (4.5). For j ¼ 1; 2; 4; 5; let W ð1Þj AON denote the
Teichmuller lifting of %WjA %Fp in ON: Then one obtains a solution W ð1Þ ¼














5 Þ such that x
ðlþ1Þ is a solution of (4.2) modulo glþ1:
For j ¼ 1; 2; 4; 5; take *xj ¼ liml-N x
ðlÞ
j : Thus
*x ¼ ð*x1; *x2; *x4; *x5Þ is the
solution as one desired.
Letting
C2 ¼
x1 0 0 0
g
pþ1
12 x2 1 0 0
g
p1
2 x4 0 1 0
g
7p5
















where Dð2Þ ¼ ðDð2Þvu Þv;uAf2;4;5g is a 3 3 submatrix. Similarly, we can ﬁnd a
matrix C3AGl3ðONÞ such that Ct3D
ð2ÞC13 is a upper triangular matrix.
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4 ; respectively. By Dwork’s argument (see [10, Proposition 2.20]), one
can then diagonalize the above triangular matrix, i.e., one forms a matrix
CAGl5ðONÞ such that Eq. (4.1) holds.
Case 2. Suppose that at least one of A13; A23; A43 and A53 is not equal to 0;
the argument in case 1 is modiﬁed as follows. Let r ¼ minfðp  1ÞvðA13Þ þ
pþ13
12
; ðp  1ÞvðA23Þ þ 1; ðp  1ÞvðA43 þ
pþ1
12
; ðp  1ÞvðA53Þg: First one can get a
row vector x ¼ ðg
pþ13





12 x4; x5Þ; where xiði ¼ 1; 2; 3; 4; 5Þ is a
unit in ON; such that x
tA ¼ g
pþ1












where D0 ¼ ðD0vuÞ2pv;up5 is a 4 4 submatrix. Finally, in a similar way as in
case 1, by Dwork’s argument again, one then gets a matrix CAGl5ðONÞ;
such that (4.1) holds. This completes the proof of Lemma 4.1. &
Using the similar arguments as in Lemma 4.1, one can show the following
results are true by Lemmas 3.2–3.13. For simplicity, we do not present the
details of the proofs yet.
Lemma 4.2. Let p  5 ðmod 6Þ and pX379: Let %b%c %da0: Then for %fðxÞ ¼
x6 þ %bx3 þ %cx2; or %fðxÞ ¼ x6 þ %bx3 þ %dx; or %fðxÞ ¼ x6 þ %bx3 þ %cx2 þ %dx












Lemma 4.3. Let p  5 ðmod 6Þ and pX379: Let %fðxÞ ¼ x6 þ %bx3 þ %cx2 þ %dx:
Let %b%c %da0 and 2 %b %d þ %c2 ¼ 0: If 9%c3  10 %b
4













If 9%c3  10 %b
4












Lemma 4.4. Let p  5 ðmod 6Þ and pX29: Let %c %da0: Then for %fðxÞ ¼
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Lemma 4.5. Let p  5 ðmod 6Þ and pX29: Let %da0: Then for %fðxÞ ¼ x6 þ %dx;












Lemma 4.6. Let p  5 ðmod 6Þ and pX29: Let %a %b%c %da0: For %fðxÞ ¼ x6 þ %ax4;
or %fðxÞ ¼ x6 þ %ax4 þ %bx3; or %fðxÞ ¼ x6 þ %ax4 þ %dx; or %fðxÞ ¼ x6 þ %ax4 þ
%bx3 þ %cx2; or %fðxÞ ¼ x6 þ %ax4 þ %bx3 þ %dx; or %fðxÞ ¼ x6 þ %ax4 þ %bx3 þ %cx2 þ
%dx; or %fðxÞ ¼ x6 þ %ax4 þ %cx2 þ %dx satisfying 3%c  %a2a0; or %fðxÞ ¼ x6 þ %ax4 þ












Lemma 4.7. Let p  5 ðmod 6Þ and pX29: Let %a %b%c %da0 and 3%c  %a2 ¼ 0:

























Proposition 4.8. Let mX1 be an integer. Suppose that the nonsingular
matrices C1 and C2AGlmðONÞ satisfy that Ct1AC
1





respectively, where D ¼ diagðgl1I1;y; glr Ir; Þ; Ii is the identity matrix of order
sið1piprÞ and s1 þ?þ sr ¼ m; 0pl1o?olr are integers. Let E ¼ C2C11 :
Then ðiÞ E ¼ diagðE1;y; ErÞ; where EiAGlsi ðO1Þ is nonsingular ð1piprÞ and
(ii) detðIm  tE1DaÞ ¼
Qr




Proof. Since E ¼ C2C11 ; one has C2 ¼ EC1: So one gets ðEC1Þ
tAðEC1Þ
1 ¼
D; that is EtCt1AC
1
1 E
1 ¼ D: But we already have Ct1AC
1
1 ¼ D: One then
has EtDE1 ¼ D: It implies that EtD ¼ DE: Let E ¼ ðeijÞmm: It follows that
for 1pi; jpm; one has etijglt ¼ eijgls ; where i ¼ l1 þ?þ ls1 þ i0;
1pi0pls; j ¼ l1 þ?þ lt1 þ j0; 1pj0plt; 1ps; tpr: (Note that l0 is deﬁned
to be 0.) For the case: s ¼ t; one deduces that etij ¼ eij and so eij is in O1:
Second, if sat; one may let sot: Then one has lsolt: Assume that eija0:
Then one may let eij ¼ gee˜ij ; where eAZX0 and e˜ijAO1 is a unit. One then
gets that e˜ij ¼ e˜tijg
ltls : This is impossible. Therefore, we have that eij ¼ 0:
This concludes (i). It is clear that one has
E1Da ¼ diagðE11 g
al1 ;y; E1r g
alr Þ:
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It then implies that detðIm  tE1DaÞ ¼
Qr
i¼1 detðIsi  tE
1
i g
ali Þ as desired.
This completes the proof of Proposition 4.8. &
One can now give the main result in this paper as follows.
Theorem 4.9. Let prime p  5 ðmod 6Þ and pX379: Let %fðxÞAFq½x be a
polynomial of degree 6 and let fo1; o2; o3; o4; o5g be the set of reciprocal
roots of L-functions Lð %fðxÞ; tÞ satisfying vqðo1Þpvqðo2Þpvqðo3Þpvqðo4Þp
vqðo5Þ: Let %a %b%c %da0:
ðiÞ For %fðxÞ ¼ x6 þ %ax4 þ %bx3 þ %cx2 þ %dx; or %fðxÞ ¼ x6 þ %ax4 þ %bx3 þ %cx2;
or %fðxÞ ¼ x6 þ %ax4 þ %bx3 þ %dx; or %fðxÞ ¼ x6 þ %ax4 þ %bx3; or %fðxÞ ¼
x6 þ %ax4 þ %dx; or %fðxÞ ¼ x6 þ %ax4; or if 3%c  %a2a0; then for %fðxÞ ¼ x6 þ
















































ðiiiÞ For %fðxÞ ¼ x6 þ %bx3; one has











ðivÞ For %fðxÞ ¼ x6 þ %bx3 þ %cx2; or %fðxÞ ¼ x6 þ %bx3 þ %dx; or if 2 %b %d þ %c2a0;
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If 2 %b %d þ %c2 ¼ 9%c3  10 %b
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ðviiiÞ For %fðxÞ ¼ x6; one has




Proof. Let %aa (resp. %a1) denote the map aa ¼ c
a3FaðxÞ (resp.

















Note that %aa (resp. %a1) is an Oa-linear (resp. t1 semi-linear) map. Let e, be
the basis fx1; x2; x3; x4; x5g; written as a row vector. Then the map a1 is given
by %a1e, ¼ e,A; where A ¼ ðAijÞ; a 5 5 matrix, is the matrix deﬁned by (3.2).
Since %aa ¼ %aa1 and %a1 is t
1 semi-linear, the map %aa is given by
%aae, ¼ %aa1e
, ¼ %aa11 e
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It follows from Theorem 2.2 that
Lð %fðxÞ; tÞ ¼ detðI  tAaÞ: ð4:7Þ
Suppose that there exists a matrix CAGl5ðONÞ satisfying CtAC1 ¼ D;
where D ¼ diagðgl1 ; gl2 ; gl3 ; gl4 ; gl5Þ; 0pl1pl2pl3pl4pl5 are integers. Let
C1 ¼ Ct
a
: Then one gets that Ct1AC
1
1 ¼ D: From Eq. (4.6) and C
tAC1 ¼










Since the similar matrices have the same characteristic polynomial, it follows
from Eqs. (4.7) and (4.8) that
Lð %fðxÞ; tÞ ¼ detðI  tE1DaÞ: ð4:9Þ
Since Et
1
¼ CC11 ; by Proposition 4.8(i) one knows that E
t1AGl5ðO1Þ:
Thus one has Et
1
¼ E and so E ¼ CC11 : By Eq. (4.9) and Proposition
4.8(ii) and noting that vqðdetðE1ÞÞ ¼ 0; the results for the cases (i)–(vii)
follow immediately. For case (viii): %fðxÞ ¼ x6; the result follows from
Stickelberger’s theorem on Gauss sums.
The proof of Theorem 4.9 is complete. &
5. Applications
First, from Theorem 4.9, one can immediately give a partial answer to
Wan’s conjecture (see [7, Conjecture 1.2]) as follows.
Corollary 5.1. Let p be a prime. Let %fðxÞAFq½x and deg %fðxÞ ¼ 6: If
%fðxÞax6 þ %b; %fðxÞaðx2 þ %aÞ3 þ %b; and %fðxÞaðx3 þ %aÞ2 þ %b for any %a; %bAFq;
then the Newton polygon for the associated L-function Lð %fðxÞ; tÞ approaches
the Newton polygon of the L-function Lð %fðxÞ; tÞ when p  1 ðmod 6Þ in the
limit when p varies in the congruence class p  5 ðmod 6Þ and p-N; namely,
lim
p-N
NPð %fðxÞÞ ¼ HPð %fðxÞÞ:
Now let d be a positive integer and let p be a prime. Let ðd; pÞ ¼ 1: Let
Nðd; pÞ denote the number of distinct Newton polygons for L-functions
associated to one variable polynomials of degree d over ﬁnite ﬁelds of
characteristic p: Let d and p be given. For the case that p  1 is divisible by
d; it is well known that Nðd; pÞ ¼ 1 (see [12, Theorem 3.11]). By [12], one
knows that if p  2 ðmod 3Þ and p is given, one then has Nð3; pÞ ¼ 2: By [7,
Theorem 4.6], one knows that if pX11; p  3 ðmod 4Þ and p is given, then
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Nð4; pÞ ¼ 3: By Theorem 4.8, one knows that if pX379; p  5 ðmod 6Þ and p
is given, then Nð6; pÞ ¼ 10: For general integer dX2; and for any large ﬁxed
prime p such that p  1 is not divisible by d; Hong in [7] proposed the
following conjecture:
Conjecture 5.2 (Hong [7]). Let dX2 be a given integer. Then for any two
distinct primes p1 and p2 which are greater than CðdÞ; where CðdÞ is some
constant which depends only on d; if p1  p2 ðmod dÞ; one has Nðd; p1Þ ¼
Nðd; p2Þ:
By Sperber’s result [12], one knows that if p1  p2  1 ðmod dÞ; then
Conjecture 5.2 is true. One also knows that Conjecture 5.2 holds for the
cases d ¼ 2; 3; 4; 5 (see [7,8,12]).
Suppose that the above conjecture is true, then for given integer dX2; for
any integer d0 satisfying 1pd0pd and ðd; d0Þ ¼ 1; one can deﬁne the
number Nðd; d0Þ to be any one of the numbers Nðd; pÞ; where p is a prime
greater than the constant CðdÞ and p  d0 ðmod dÞ: It is clear that




Finally, from Theorem 4.9, one can conclude this paper by giving the
following result.
Corollary 5.3. For d ¼ 6; Conjecture 5.2 is true. Furthermore, one has Nð6Þ ¼ 11:
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