In this paper, we study a threshold-kernel estimation method for jump diffusion processes, which iteratively applies thresholding and kernel methods in an approximately optimal way to achieve improved finite-sample performance. As in Figueroa-López and Nisen (2013) , we use the expected number of jump mis-classifications as the objective function to optimally select the threshold parameter of the jump detection scheme. We prove that the objective function is quasi-convex and obtain a novel second-order infill approximation of the optimal threshold, hence extending results from the aforementioned paper. The approximate optimal threshold depends not only on the spot volatility σ t , but also turns out to be a decreasing function of the jump intensity and the value of the jump density at the origin. The estimation methods for these quantities are then developed, where the spot volatility is estimated by a kernel estimator with threshold and the value of the jump density at the origin is estimated by a density kernel estimator applied to those increments deemed to contains jumps by the chosen thresholding criterion. Due to the interdependency between the model parameters and the approximate optimal estimators designed to estimate them, a type of iterative fixed-point algorithm is developed to implement them. Simulation studies show that it is not only feasible to implement the higher-order local optimal threshold scheme but also that this is superior to those based only on the first order approximation and/or on average values of the parameters over the estimation time period.
Introduction
In this work, we study several statistical inference problems related to a jump diffusion process of the form
where W is a Wiener process, N is an independent Poisson process with local intensity {λ t } t≥0 , and {ζ j } j≥1 are i.i.d. variables independent W and N . With the presence of jumps, several statistical inference problems, including volatility estimation and jump detection, can be solved by the thresholding paradigm developed by Mancini (2001 Mancini ( , 2004 Mancini ( , 2009 . The basic idea is to introduce a threshold tuning parameter B so that whenever the absolute value of an increment ∆X := X ti − X ti−1 exceeds B, we conclude that an unusual event (a jump) has happened during (t i−1 , t i ], based on which we can then proceed to estimate the volatility and other parameters. Many works have been conducted to further extend the threshold method to various statistical inference problems. For an Itô semimartingale with finite or infinite jump activity, the jump detection and integrated volatility estimation was studied convergence without any ambiguity based on whether each data increment is included by the threshold or not.
The rest of the paper is organized as follows. Section 2.1 introduces the framework and assumption. In Section 2.2, we analyze the optimal threshold and obtain the second order approximation of it. The Bias and variance of the estimator are derived in Section 2.3. In Section 2.4, we consider the kernel estimation of the jump density at the origin. The threshold-kernel estimation of the spot volatility is studied in Section 3. The three estimators are then combined into an iterative algorithm presented in Section 4. Finally, the performance of the proposed methods are analyzed through several simulation in Section 5. Some thoughts about conclusions and future work are provided in Section 6. The proofs of the main results are deferred to an Appendix section.
The Optimal Threshold of TRV
In this section we extend the modelling framework and the optimal thresholding results of Figueroa-López and Nisen (2013) . Specifically, we will allow non-constant drift, volatility, and intensity, though we keep the jump density constant through time. In the first subsection, we put forward all the assumptions that we need for the optimal threshold results. However, we temporarily set the drift, volatility, and intensity to be deterministic, which would subsequently be relaxed when we discuss the kernel threshold estimation of spot volatility. All the results can be generalized to stochastic drift, volatility, and intensity, as long as we assume the Brownian motion that drives the semimartingale is independent from all these processes, since we can always condition on the paths of the drift, the volatility, and the jump intensity.
The Framework and Assumptions
Throughout, we consider an Itô semimartingale of the form:
where W = {W t } t≥0 is a Wiener process, {ζ j } j≥1 are i.i.d. variables with density f , N = {N t } t≥0 is a nonhomogeneous Poisson process with intensity function {λ t } t≥0 , and the continuous component {X c t } t≥0 and jump component {J t } t≥0 are independent. We will also make the following assumptions about γ, σ, and λ. Furthermore, we assume that t → σ t is continuous.
The following notation will be needed: 
Note that with these notations, our model assumptions imply that, for any t, h ≥ 0 and k ∈ N, X c t+h − X c t = D N hγ t,h , hσ 2 t,h , P (X t+h − X t ∈ dx|N t+h − N t = k) = φ t,h * f * k (x)dx, where φ t,h is the density of X For these types of processes, the associated local characteristics are of the form (γ, σ, ν) , where the density of the local Lévy measure is given by ν t (x) = λ t f (x).
Assumption 2. The jump density f is assumed to be of the form
where p ∈ [0, 1], q := 1 − p, f + : [0, ∞) → [0, ∞) and f − : (−∞, 0] → [0, ∞) are bounded functions such that The following notations will also be needed: Note that C 0 (f ) = f (0) and C d (f ) = 0 if f is continuous at the origin. For some results, we also need the following assumption:
Assumption 3. f + ∈ C 1 ([0, b)), f − ∈ C 1 ((a, 0]), for some a ∈ (−∞, 0), b ∈ (0, ∞) and f ′ ± (0) := lim x→0 ± f ′ ± (x) exists.
Throughout, we assume that we observe the process X at times 0 = t 0 < t 1 < · · · < t n =: T n . We will use ∆ n i X = X ti − X ti−1 to denote the increments of the underlying process, and when no ambiguity can be brought, we will use ∆ i X. Note that we do not necessarily assume that t i − t i−1 is constant in i. Finally, we introduce the threshold estimators we consider in this work. We assume that we have a vector of thresholds [B] n T = (B n 1 , ..., B n n ), and we may drop the superscript n when no confusion can be generated. Now, we conclude a priori that a jump happens in [t i−1 , t i ] when |∆ i X| > B i . Naturally, we have the following estimators of N T , J T , and the integrated variance (or volatility) IV T := T 0 σ 2 s ds:
These estimators were first studied in Mancini (2001) , Mancini (2004) . The estimator IV T has extensively been studied in the literature and is commonly called the truncated or thresholded realized quadratic variation (TRV) of X.
Optimal Threshold and its Approximation
In this subsection, we discuss how we can determine an optimal threshold. We adopt the approach in Figueroa-López and Nisen (2013), which we now quickly review for completeness. We seek to find a threshold [B] T = (B 1 , ..., B n ) ∈ R n + to minimize the loss function:
The above loss function represents the expected number of "jump" mis-classifications (i.e., subintervals erroneously classified as having jumps when in fact they do not, or not having jumps when in fact they do). The previous formulation gives the same weight to both types of error, while a more general loss function is given by:
For our purpose, (6) is enough, but in other applications, (7) can be useful. For instance, it is more likely that market participants become more conservative when they erroneously identify a price change as an unusual event, i.e., a jump. In this case, one can take w < 1. In both (6) and (7), the loss function is additive. Therefore, we can optimize each B i separately. Indeed, we define the following loss function for given t and h as:
If we were able to devise a method to find B * = argmin B L t,h (B; w) for any t and h, then, by setting t = t i−1 and h = t i − t i−1 , we would be able to solve the whole optimal [B] T . Obviously, the first issue that we have to address is whether or not there is a global minimum point. As it turns out, the loss function (8) is quasi-convex 1 in B, when h is small enough. This property was established in Figueroa-López and Nisen (2013) for a driftless Lévy processes (i.e., γ ≡ 0 and σ and λ are constants). Nonzero drifts create some nontrivial subtleties that are resolved in the following result.
Theorem 2.1 (Uniform Quasi-Convexity of the Loss Functions). Assume that we have model (1), and Assumptions 1-3 are satisfied. Then, for any fixed T > 0, there exists h 0 := h 0 (T ) > 0, such that, for all t ∈ [0, T ], h ∈ (0, h 0 ], and w > 0, the function L t,h (B; w) is quasi-convex in B, and possesses a unique global minimum point B * t,h .
We proceed to give a fixed-point formulation of the optimal threshold B * t,h , which in turn enables us to find a highorder asymptotic expansion for B * t,h in a high-frequency or infill asymptotic regime (h → 0). This characterization will equip us with the theoretical basis for developing feasible estimation algorithms later.
Theorem 2.2 (Characterizations of the Optimal Threshold). Assume that we have model (1), and Assumptions 1-3 are satisfied. For each fixed T > 0, there exists h 0 := h 0 (T ) > 0 such that, for any t ∈ [0, T ] and h ∈ (0, h 0 ), the optimal threshold B * t,h , based on the increment X t+h − X t , is such that,
Furthermore, as h → 0, we have the asymptotics:
for any α ∈ (0, 1/2). The asymptotics in (10) remains true if we replaceσ t,h andλ t,h with σ t and λ t , respectively.
The previous result extends the first-order approximation 3σ 2 t,h h log (1/h) of Figueroa-López and Nisen (2013) , whose remainder is just of order O h 1/2 log −1/2 (1/h) .
However, with the second order approximation, the remainder is o(h 1−ǫ ) for any ǫ ∈ (1/2, 1). Since we will refer to the optimal thresholds frequently, we introduce the following notations for the first-and second-order optimal threshold approximations, respectively:
These tell us that the single most important parameter for the optimal thresholding of a short-term increment near the time t is the spot volatility σ t , followed by the parameter ν t (0) := λ t C 0 (f ), which broadly determines the likelihood of a small jump occurrence around time t. It is interesting to note that the optimal threshold B * 2 t,h can differ substantially from B * 1 t,h when σ t λ t C 0 (f ) is large. This is intuitive since, for instance, if σ and C 0 (f ) are fixed, as the jump rate λ t increases, the optimal threshold decreases in order to account for an increment in the likelihood of false-negatives or Type II errors; that is, missing the occurrence of a jump during the small time interval [t, t + h]. On the other hand, as λ t decreases, the optimal threshold increases in order to offset an increment in the likelihood of false-positives or Type I errors (namely, wrongly concluding the occurrence of a jump during the small interva [t, t + h]).
Although we have proved the asymptotic properties of (11), these optimal thresholds are not yet feasible, since we still need to estimate the spot volatility σ 2 t , intensity λ t , and the mass concentration of the jump density at the origin, C 0 (f ). We will introduce estimators to these quantities in Subsection 2.4 and Section 3., respectively.
Remark 2.3. Although the criterion (8) provides a reasonable approach for threshold selection, there is no guarantee that the resulting optimal threshold is the one that minimizes the mean-square error of the truncated realized quadratic variation IV T introduced in (5). We refer to Figueroa-López and Mancini (2018) for some results regarding the latter problem.
Bias and Variance
We conclude with the following asymptotic result of the estimation error of the TRV, which generalizes a result of Figueroa-López and Nisen (2018a) to non-homogeneous drift, volatility, and jump intensities.
Proposition 2.4. Suppose that the assumptions of Theorem 2.2 are enforced and that B = (B n ) n≥1 is set to be
Furthermore, the asymptotic behavior above holds with any threshold sequence of the formB n,i = c n,i σ 2 ti h n log(1/h n )+ o( h n log(1/h n )), provided that c := lim inf n→∞ inf i c n,i ∈ (2, ∞).
Proof. Let us write B n,i of the form 3σ 2 ti h n log(1/h n ). The bias of the TRV estimator can be decomposed as the following:
Using Eq. (A.2) and (B.6) in Figueroa-López and Nisen (2018b) as well as Assumption 1, for any 0 < δ < 1/2, we have:
where the O(·) terms are uniform in i. These would imply that the second and third terms of (12) are of orders
, respectively. Both of these terms are then o(h n ). For the first term therein, note that
Calculating the summation of the above and noticing the independence of different terms, we conclude the first part of the desired result. ForB n,i , the term (14) will instead be of order O P (h 1+c/2−δ [log (1/h)] 1/2 ). Therefore, as long as c > 2, the asymptotic behavior does not change. This proves the second part of the desired result.
Remark 2.5. The motivation for considering the thresholdB n,i in Proposition 2.4 relies on the fact that the true value of σ 2 is not available and, in practice, we have to use an estimateσ 2 of it. Suppose we have an estimator of σ 2 ti denoted byσ 2 ti , and we use the corresponding estimated thresholdB * 1 n = 3σ 2 ti h n log(1/h n ). The second part of Proposition 2.4 tells us that, as long as the estimator is good enough such that lim inf n→∞σ
for n large enough and ǫ ∈ (0, c − 2/3). This results in an estimator such that the asymptotics of expectation and variance of Proposition 2.4 hold, and the performance of the estimator is as expected.
A Threshold-Kernel Estimation of the Jump Density
In this section, we investigate the estimation of the jump density at the origin, which is needed in order to implement the second order optimal threshold B * 2 t,h given by (11). We propose a method based on kernel estimators. To this end, we impose the following regularity conditions, which in particular imply that C 0 (f ) = f (0).
Remark 2.6. It is possible to relax the previous assumption to consider a density f satisfying Assumption 2. Under such an assumption, the estimation of f (0 + ) and f (0 − ) would have to be done separately using one-sided kernel estimators. The basic idea is the same as what we present below, but the convergence rate and the choice of bandwidth will be different.
As mentioned above, we wish to construct a consistent estimator for C 0 (f ) = f (0), which is not feasible during a fixed time interval [0, T ]. Hence, in this part, we consider a high-frequency/long-run sampling setting, where simultaneously ∆ n := t i − t i−1 → 0 and T = t n → ∞, as n → ∞.
In the spirit of threshold estimation, the basic idea is to treat the "large" increments ∆ i X, whose absolute values exceed an appropriate threshold, as proxies of the process' jumps. These large increments can then be plugged into a standard kernel estimator of f (0). Concretely, we consider the estimator:
under the convention that 0/0 = 0 in the case that {i :
and h is the bandwidth parameter. We also use |A| to denote the number of elements in a set A. We expect that the estimator (15) will have poor performance if |{i : |∆X i | > B}| is small, but, since we assume that T → ∞ and f (x) = 0 in a neighborhood of {0}, for large-enough n, we have P ({|∆ i X| > B} = ∅) ≈ e −λT → 0. For our implementation of (15) in the Monte Carlo studies of Section 5, we will setf (0) = 0 if |{i : |∆ i X| > B}| ≤ 5, which simply makes the second order threshold to be the first order threshold.
In what follows, f * stand for the density of |∆ i X|, which depends on n, while f * |∆X|||∆X|>B stand for the density of |∆ i X| conditioning on |∆ i X| > B. To analyze the performance of the estimator (15) and choose a suitable thresholding level B and bandwidth h, we decompose the estimation error into the following two terms:
To this end, we apply a "greedy" strategy to determine the threshold B and bandwidth h. Specifically, we minimize E 2 to obtain an "optimal" threshold B, and with that given, we minimize E 1 to obtain the "optimal" bandwidth h. Minimizing E 1 + E 2 directly will be a much more involved problem, and requires more assumptions. However, we believe solving such a problem does not significantly improve the performance of the proposed estimator. Therefore, we leave it as an open problem.
To minimize E 1 given B is exactly what the usual theory of kernel density estimation solves, so we can directly apply those well-studied methods. We only need to ensure that |{|∆ i X| > B}| → ∞, which follows from Proposition 2.7 with additional assumption that T → ∞. For the bandwidth selection problem, two widely used methods are plug-in method and cross-validation, which both have pros and cons. These methods are beyond the scope of this paper and, for simplicity, we instead use the well-known Silverman's (1986) rule of thumb for bandwidth selection:
where "sd" is the standard deviation of {∆ i X : |∆ i X| > B} and L is the number of observations, i.e. |{∆ i X : |∆ i X| > B}|. Such a rule of thumb works the best with Gaussian kernel function and Gaussian density function. However, the method is known to be robust for other kernel and density functions. We now proceed to show that B * = 4∆σ 2 log(1/∆) minimizes the leading order terms of the second error E 2 . The proof of the following two results are given in Appendix A.
Proposition 2.7. Suppose that Assumption 4 is satisfied and γ, σ, and λ are constant. Further assume that B → 0 and B/ √ ∆ → ∞. Then, E 2 converges to 0 as ∆ → 0 if and
We can then obtain an approximate optimal threshold B which minimizes the leading order terms of E 2 . This is given by the following Lemma.
Corollary 2.8. The approximate optimal threshold B that minimizes the leading order term of E 2 given by (17) is given by
In addition to giving us conditions for the error E 2 to vanish, Proposition 2.7 implies that, in that case,
, as T → ∞ and ∆ → 0. Therefore, the average sample size that can be used for the estimation of f (0) is approximately constant with respect to B.
It is interesting to notice that the "optimal" threshold here is not the same as the one identified in the previous section. Indeed, if we do use the optimal threshold B * 1 or B * 2 in (11), E 2 would diverge. It is interesting and important to get some sense why the optimal thresholds differ from each other. Indeed, in the previous section, we optimize the expected number of jump misclassification. In that case, we are minimizing the sum of unconditional false positive (mistakenly claim a jump) and unconditional false negative (miss a jump). However, since the probability that a jump occurs is so small, proportional to the length of the time increments, the probability of having a false negative, by nature, cannot be too large. Therefore, by having the expected number of misclassification as the objective function, we would choose a threshold in favour of having a much smaller unconditional false positive rate. As it turns out, if we choose B * 1 or B * 2 , conditioning on |∆X| > B, the probability that no jump occur is comparable to the probability that a jump occurs, both O(∆). That is, the conditional false negative rate does not vanish. Such a situation would minimize the expected number of misclassification, but would not enable us to distinguish the distribution of the jump from the noise. Using 4∆σ 2 log(1/∆), on the other hand, makes the conditional false negative vanishing and, thus, enables us to get consistent estimation of jump density.
Threshold-Kernel Estimation of Spot Volatility
The idea of kernel estimation of spot volatility is to take a weighted average of the squared increments (see, e.g., Foster and Nelson (1996) and Fan and Wang (2008) ):
Here, K(·) is a kernel function with K(x)dx = 1, and h > 0 is the bandwidth. However, when jumps do occur, the estimator above becomes inaccurate. A natural idea is to combine (19) with the threshold method. Concretely, assuming we have already chosen a threshold vector [B] n T = (B n 1 , . . . , B n n ), we consider the local threshold-kernel estimator:σ
In this section, we will investigate the properties of (20). In order to do this, we will have to deal with the randomness of the volatility, for which we extend some of the results in Figueroa-López and Li (2018) . We will mention the assumptions on {σ t } t≥0 in Subsection 3.1, and then discuss the asymptotic properties of (20) in subsequent subsections.
Assumptions on the Volatility Process
The first assumption is a non-leverage assumption, which enables us to condition on the whole path of the volatility and drift:
Assumption 5. In (1), (µ, σ) is independent of the Brownian motion W and J, and there exists M T > 1 such that
We now introduce the key assumption on the volatility process.
Assumption 6. In (1), suppose that for γ > 0 and certain functions L :
is not identically zero and
the variance process V :
An additional assumption on the kernel function K is the following:
Assumption 7. Given γ > 0 and C γ as defined in Assumption 6, the kernel function K : R → R satisfies the following conditions:
(2) K is Lipschitz and piecewise C 1 on its support (A, B), where −∞ ≤ A < 0 < B ≤ ∞;
We refer to Figueroa-López and Li (2018) for more details on Assumption 5, 6 and 7. We just mention here that Assumption 6 covers a wide range of frameworks such as deterministic and smooth volatility, Brownian motion and fractional Brownian motion driven volatility, etc. In the following subsection, we will establish asymptotic properties of (20) based on Assumption 5, 6 and 7.
Asymptotic Properties of Threshold-Kernel Estimator
Note that Figueroa-López and Li (2018) proves the following result under Assumption 5, 6, and 7 (c.f. Section 3 therein):
where X c is the continuous part of X. The key result to extend the above to threshold-kernel estimator is the following.
Proposition 3.1. Suppose that Assumptions 1, 2, 5, 6, and 7 are satisfied, and take a bandwidth sequence h n such that ∆ n /h n → 0. Let B n,i (c) = cσ 2 t,i ∆ log(1/∆) + o( ∆ log(1/∆)), with c > 0. Then, we have:
Furthermore,
and observe that
Now, by similar arguments to those leading to (13)- (14), we have that if we use B n (c), the following holds conditional on the whole path of σ:
From Assumption 5, the above holds uniformly over 1 ≤ i ≤ n. Therefore, by Assumption 7, we have:
For the second assertion of the theorem, first note that
Similarly,
We then conclude the result.
With Proposition 3.1, an important consequence about the threshold-kernel estimator is the following proposition, which characterizes the leading order terms of the MSE of the threshold-kernel estimator (20). This allows us to do bandwidth and kernel function selection. Proposition 3.2. Assume that Assumptions 1, 2, 5, 6, and 7 are satisfied, and take the threshold vector to be
Proof. We consider the following decomposition:
From (23), we have that the second moment of (II) above converges with rate
The optimal rate of (II) is given by ∆ γ/(1+γ) and is attained with h ∼ ∆ 1/(γ+1) . Therefore, by Proposition 3.1, as long as c > γ/(1 + γ), (I) is of higher order than (II), in which case, (I) will be either of o ∆ h or (h γ ). This completes the proof.
Remark 3.3. The leading order term of the MSE of (20) does not depend on the threshold. However, by selecting the optimal threshold or its approximations, we are able to optimize the sub order part of the error, which enhances the performance of the estimator in practice. Also, since taking c ∈ (2, ∞) does not change the asymptotic rate of convergence, we have certain degree of robustness of this method.
With some further assumptions, we are also able to obtain the CLT of the threshold-kernel estimator. The proof of the following result is similar to Proposition 3.2.
Theorem 3.4. Assume that Assumption 1, 2, 5, 6 and 7 are satisfied, and take the threshold vector to be B n (c) =
Furthermore, suppose that either one of the following conditions holds:
(1) {σ 2 t } t≥0 is an Itô process given by σ
, and a Gaussian process {Z t } t≥0 satisfying Assumption 6 and some mild additional conditions 2 .
Then, on an extension (Ω,F ,P) of the probability space (Ω, F , P), equipped with a standard normal variable ξ independent of {Z t } t≥0 , we have, for each τ ∈ (0, T ),
where, under the condition (1) above, δ
. It is interesting to realize the difference between the range of c allowed here and the one allowed for the integrated volatility. Indeed, for γ ∈ (0, ∞), the range for spot volatility estimation is strictly larger than the range for the integrated volatility estimation. The reason is that the estimation of spot volatility is much less accurate than the integrated volatility. Therefore, we may conclude that even with a bad estimation of spot volatility, we are still able to get a threshold that is accurate enough for us to apply the threshold estimation and obtain another estimation of the spot volatility.
Bandwidth and Kernel Selection
With the leading order approximation we obtained from the previous subsection, we are now able to develop a feasible plug-in type bandwidth selection method. Furthermore, we can derive the optimal kernel function when the volatility is driven by Brownian motion. In this subsection, we describe all related results, which are direct consequence of Proposition 3.2, and are parallel to results given by Figueroa-López and Li (2018) . We refer to Figueroa-López and Li (2018) for the details of the proofs.
The first result is the theoretical approximated optimal bandwidth, which can be obtained by taking derivative of the leading order terms in (28) with respect to the bandwidth h.
Proposition 3.5. With the same assumptions as Proposition 3.2, the approximated optimal bandwidth, denoted by h a,opt n , which is defined to minimize the leading order term of MSE in (28), is given by
while the attained global minimum of the approximated MSE is given by
As shown in Figueroa 
Next, we define the following two difference terms:
Finally, we can construct the following estimator:
Here, b is a small enough integer, when compared to n. The purpose of introducing such a number b is to alleviate the boundary effect of the one sided estimators, since, for instance, it is expected thatσ 2 l,ti will be more inaccurate as i gets smaller. The consistency of the TSRVV estimator can be proved by Corollary 3.2 and the corresponding results from Figueroa-López and Li (2018) .
The final result that we will mention in this subsection is about the optimal kernel function. Indeed, as was proved in Figueroa-López and Li (2018) , when the volatility is driven by Brownian motion, the optimal kernel function is given by the double exponential function.
Theorem 3.6. With the same assumptions as Proposition 3.2 and assuming C γ (r, s) = min{|r|, |s|}1 {rs>0} , we have that the optimal kernel function that minimizes the approximated optimal MSE given by (33) is the double exponential kernel function:
4 Full Implementation Scheme of The Threshold-Kernel Estimation
In this section, we propose a complete data-driven threshold-kernel estimation scheme. We consider several versions, depending on whether we treat the volatility to be constant or not and whether we use the first-or second-order approximation formula. One of our main interests is to investigate whether local second-order thresholding significantly improves the performance of threshold estimation. Let us recall that the key problem at hand is jump detection; i.e., we hope to determine whether ∆ i N = 0 or not. We are, of course, also interested in estimating the volatility, jump intensity, and jump density, but we are operating under the premise that effective jump detection leads to good estimation of the other model features. In Section 2.2, we introduced the expected number of jump misclassification as the objective function and obtained theoretical first and second order infill approximations of the optimal threshold, given by
where, with certain abuse of notation, we denote σ 
where the superscript c above is used to denote "constant" volatility and jump intensity. In light of the estimators (5), natural estimates ofλ andσ 2 are given:λ
The estimation of C 0 (f ) was developed in Section 2.4 as follows:
and we can use the rule of thumb given by (16) to determine the bandwidth h. A natural and important problem we study here is whether the second-order optimal threshold approximation is useful when replacing σ t and/or λ t with some suitable spot estimators. From (36), it is clear that σ 2 i has a much greater effect on the approximated optimal threshold than that of λ i . Therefore, we propose to estimate the spot volatility while still estimating λ i withλ as shown above The estimation of σ 2 i , per our discussion in Section 3, is given byσ
which still depends on a predetermined threshold [B T ]. We now use the following notations to denote the first and second order approximation of the optimal threshold with spot volatility estimation. Here, the superscript n stands for non-constant volatility estimation.
In the two types of estimators considered above, the estimation of volatility, jump intensity, and jump density depend on the threshold, and vice versa. Therefore, it is natural to consider the following iterative algorithm that starts with an initial threshold and iteratively update all the estimations. As to the start value of the threshold, we set it to be ∞, which means that initially we assume that no jump happens. The stopping criteria is discussed below.
Algorithm 1 Iterative Threshold Kernel Algorithm
Set k = 0; Set B 0 i = ∞ for 1 ≤ i ≤ n; while Stopping criteria not satisfied do Based on B k i , estimateσ 2 as in (38) (or, in the case of the second approach, estimateσ 2 i as in (40)); Based on B k i , estimateλ 2 and C 0 (f ) by (38) and (39); Calculate B k+1 i by (37) (or (41)) based on newly estimated parameters; k = k + 1; end while Use B k i as the final threshold value.
Note that, in (37) and (41), B c2 , and B n2 may not be well defined, under a finite sample setting. Indeed, for a fixed time period and a fixed sample size, it is possible to have 3 log (1/∆) < 2 log √ 2πC 0 (f )σ iλ , in which case the square root in (41) is not well defined. Of course, asymptotically this is never an issue since we only need to consider a small enough ∆. As to implementation, however, it is natural to use B * 2 whenever 3 log (1/∆) > 2 log √ 2πC 0 (f )σ i λ i , and use B * 1 , otherwise. We now briefly discuss some stopping criteria for the Algorithm 1. Typically, most iterative algorithms are stopped when the updated value is "close" enough to the old value. However, for the threshold estimator, we note that there are only 2 n possible threshold vectors after the initial set up. Therefore, there are only two possible situations for the "while" loop in Algorithm 1:
1. After a few iterations, the algorithm comes to a fixed threshold vector [B T ].
After a few iterations, the algorithm comes to a loop of threshold vectors given by [B
As we will see in Section 5.3, generally the threshold vector converges within a few iterations and the convergence does not depend on the initial value. However, in the simulation study below, we set up as rule of thumb to perform at most 10 iterations if the algorithm hasn't converged.
Monte Carlo Study
In this section, we perform simulation studies to further investigate the performance of our proposed methods. Specifically, in Section 5.1, we will compare the four different threshold methods given by (37) and (41). Next, in Section 5.2, we investigate the performance of the threshold-kernel estimation of the jump density at the origin. Finally, Section 5.3 studies how fast the iterative method proposed in Section 4 converges to a fixed threshold vector.
Throughout, we consider the jump-diffusion model given by (1), with the continuous part {X c t } t≥0 following the Heston model:
Here, V t = σ 2 t is the variance process. The parameters of (42) are selected according to the following widely used setting (cf. Zhang et al. (2005) ): κ = 5, θ = 0.04, ξ = 0.5, µ t = 0.05 − V t /2.
As to the initial values, we use X c 0 = 1 and V 0 = σ 2 0 = 0.04. Although the threshold-kernel estimator of spot volatility requires a non-leverage setting (ρ = 0, where ρ is the correlation between B t and W t ), we run simulations on both the non-leverage setting and a negative leverage setting (ρ = −0.5) in order to check the robustness of the method against the leverage effect.
As to the jump component, we consider two different types of jumps:
The intensity of the jump component is set to be a constant value, i.e., λ t ≡ λ for all t ≥ 0. For the values of λ and δ, we consider the following three different scenarios:
1. λ = 5 and δ is set such that the standard deviation of the jump size is 0.1, which gives a annualized volatility of about 0.3; 2. λ = 50 and δ is set such that the standard deviation of the jump size is 0.03, which gives a annualized volatility of about 0.29;
3. λ = 1000 and δ is set such that the standard deviation of the jump size is 0.01, which gives a annualized volatility of about 0.37.
The reason for choosing these λ's is to investigate how jump intensity can affect the estimation method, while δ is selected accordingly so that the annualized volatility makes sense in reality. Finally, for the data observation, we adopt widely used assumptions. We assume that there are 252 trading days in a year and there are 6.5 trading hours in each day. As to the frequency of the data, we mainly focus on 5-minute data, and in Section 5.2, we will also simulate 1-minute data. Furthermore, the length of the data is set to be 1 month (i.e. 21 trading days), 3 month (i.e. 63 trading days) and 1 year.
Comparison of Different Thresholds
We now proceed to examine how the different "optimal" threshold approximation methods introduced in Section 4 can affect the number of jump mis-classification. In Tables 1 and 2 , we report the average total number of jump mis-classifications corresponding to the four threshold approximation methods B c1 , B c2 , B n1 and B n2 , as well as a partial oracle threshold, where we use the second order approximation B * 2 i in (36) with the true parameters, except that the spot volatility is estimated. The general conclusion is that the second order approximation with non-constant volatility estimation ("n2" method) performs the best among all the four methods, although, as it should be expected, it is slightly worse than the oracle one.
There is one phenomenon worth mentioning. We notice that in a couple of instances (for one-month data), the thresholds with constant volatility are slightly better than the corresponding thresholds with non-constant volatility. The reason behind this is that with a shorter period of time, the volatility does not vary a lot, and the improvement expected from using the spot volatility could be cancelled by the error introduced in estimating it. However, in general, when the time period gets longer, the thresholds with non-constant volatility perform much better.
Estimation of Jump Density at the Origin
We now study the performance of the kernel estimator of the jump density at the origin that we proposed in Section 2.4. Since we have already confirmed that the second order approximation of the optimal threshold with non-constant volatility estimation outperforms other thresholds, we will only consider this threshold in this and later subsections.
The results are shown in Table 3 . These basically validate the convergence of the estimation, especially when the time-horizon and sampling frequency become greater in length and intensity, respectively. Finally, an interesting phenomenon is that we usually underestimate the jump density at the origin. This is acceptable for our purpose. Indeed, if we denote B 2 as the estimated second order threshold, we generally have B 1 > B 2 > B 2 . This is better than having B 2 < B 2 , in which case we might suffer significantly from false positives (i.e., mis-classifying the increments of the continuous component as jumps). 
Convergence of the Threshold Vector
In this subsection, we investigate the convergence of the threshold vector. To begin with, we start with an initial threshold vector B 0 i = ∞ and run the Algorithm 1 with 10 iterations. We then record at which iteration the algorithm converges to a fixed threshold vector. In the table, "div" means that the algorithm still does not converge after 10 iterations. Tables 5 and 6 show the result for Gaussian and uniform jumps, respectively. Each row in the tables is based on 5000 samples, and we record the number of samples that converge in each different number of iterations.
We now summarize some conclusions. First of all, the results of normal jump and uniform jump have similar patterns, so the type of jump does not really affect the convergence. Then, we do observe that with other parameters the same and with a longer period of data, more iterations are required for the algorithm to converge. As to the effects of the jump intensity, and thus the standard deviation of the jump, for λ = 5, most samples converge within 3 iterations. For λ = 50, the general number of iteration needed increases to 5. For λ = 1000, even more iterations are needed, and there are about 1 percent of samples that does not converge within 10 iterations. Therefore, we can conclude that the more jumps we expect to have, the more iterations we need in order for the iterative algorithm to converge.
There are two possible explanations for this phenomenon. On one hand, we have set the initial value of the threshold to be ∞. With more jumps, we have set the standard deviation of the jump to be smaller, in which case it takes more iterations to decrease the threshold to a suitable value. On the other hand, with more jump, the data contain more noise and it is harder to distinguish between a jump and a normal increment from the continuous component. Therefore, the complexity of the data increases, and the algorithm needs more iterations to adjust itself. This also explains why a longer period of time requires more iterations. In this paper, we study the problem of jump detection via the thresholding method, which we have shown to be closely related to the problem of spot volatility estimation. We extend the approximated optimal threshold of Figueroa-López and Nisen (2013) by considering a second-order approximation and a non-homogeneous parameter setting. The result is of theoretical interest since the remainder of the second order approximation is much smaller and, at the same time, the resulting threshold estimator is time-invariant, which make more sense in reality. Monte Carlo studies also demonstrate the superior performance of the second-order approximation. The higher accuracy comes with the price of more parameters to estimate. We first managed to build a thresholdkernel estimator of the jump density at the origin. We propose a different "optimal" threshold for this purpose and demonstrate the reason why this should be different from the original "optimal" threshold. The intuition is that we have to be more accurate when claiming that an increment contains a jump in order to have a good estimation of its density at the origin. We also put forward a modified version of the threshold-kernel estimator of spot volatility where increments that exceed the threshold are filtered out.
In order to implement the proposed methods, we need to resolve some key obstacle. Concretely, the optimal threshold, the jump density at the origin, and the spot volatility depend on each other. To resolve the issue, we propose an iterative threshold-kernel estimation scheme. Although we are not guaranteed that the iterative algorithm always converges, Monte Carlo studies show that this rarely creates any problem in reality.
The spirit of jump detection by threshold method is to claim that a jump occurs whenever the absolute value of the increment of the process exceeds the threshold, which, by definition, is a binary outcome. In this case, when an increment is closed to the threshold, a small difference in the increment can lead to totally different results. One way to alleviate such a problem is to estimate the probability that a jump happens during a specific time interval, which is similar to the idea of Logistic regression. This suggest an alternative approach to threshold-based classification. Given a non-decreasing function F : [0, ∞) → [0, 1] and an increment |∆ i X|, we can postulate that the probability that a jump occurs during [t i−1 , t i ] is F (|∆ i X|). We can then adopt the following loss function that is frequently used to in classification problems:
Indeed, it could be cumbersome to optimize over all continuous function F . However, we can try to limit ourself to a suitable, relatively small, class of possible functions F . One possible direction is to consider F B (x) = F (x/B), which is a generalization of what we have done in this paper. Another possible direction is to consider F (x) = F 1n (x)1 {0<x<B} + F 2n (x)1 {x≥B} , where F 1n and F 2n are two functions that can depend on n. This can potentially provide insight on how the shape of F should look like around the "optimal" threshold.
A Proof of the Main Results
Let us start by giving a lemma necessary for the proof of Theorem 2.1.
Lemma A.1. For i = 1, 2 let f i ∈ C ([0, ∞)) be strictly positive and differentiable on (0, ∞). Further suppose that f 1 is non-increasing while f 2 is non-decreasing and lim
then,
Proof. From (a) in (44) and since f
. From the well known sufficient conditions for the quasi-convexity of continuous real-valued functions of a real variable (see c.f. Boyd and Vandenberghe (2004) pg. 99 (3.20) therein for more details), it follows that f is quasi-convex on [0, ∞).
Proof of Theorem 2.1. Throughout, we assume γ t,h > 0 (the case of γ t,h ≤ 0 can be proved in a similar way). Let F * k t,h denotes the distribution of the density φ t,h * f * k . Conditioning on the number of jumps N t+h − N t , the loss function L t,h is split as follows:
, where
Here, Φ(·) is the cdf of standard normal distribution. Note that by definition, L
t,h is strictly decreasing while L
is strictly increasing. It is also clear that for each h > 0 and t
it follows that sup k∈N sup B∈(0,∞) φ t,h * f * k (B) + φ t,h * f * k (−B) ≤ 2M (f ) and, thus, by Bounded Convergence
t,h is differentiable. Similarly, since sup m∈N sup k∈N sup B∈(0,∞) φ
We observe that L
t,h (B) = 0 and L
t,h (B) = 0 for all B > 0, so we now proceed to study the ratio
.
Let us start by noting that
An immediate consequence is that R t,h (B) is continuous for B ∈ [0, ∞). R t,h may now be written as:
By definition of convolution, I t,h,k can be written as:
Plugging in the normal p.d.f., g t,h can be factorized to be:
t,h (w, B).
It is not hard to prove the following properties of g
t,h :
2 t,h , ω ∈ (−2hγ t,h , 0), and 0 < g 
is an increasing function from 1 to +∞ and
For the third inequality, when 0 ≤ x ≤ 1/2b, we use 1 − e −2bx ≥ (1 − e −1 )2bx, and when x > 1/2b, we use 3 Note that tanh ′ (x) = 1/ cosh 2 (x) ∈ (0, 1), so tanh(x) = e x −e −x e x +e −x is an increasing function.
. Specifically, when a > 3b, we have
is a decreasing function from 1 to 0 and
where we use the property that tanh ′ (x) ≤ 1.
Here we notice that a < b ⇔ ω ∈ (−2hγ t,h , 0). Based on this, for each fixed k ∈ N, we decompose I t,h,k into two parts:
In what follows, We shall prove that there exists h 0 > 0, which may depend on T , such that for all t ∈ [0, T ] and h ∈ (0, h 0 ), there exists B * t,h > 0, such that
and R n (B) > 1, for B ∈ (B * t,h , ∞).
These two conditions, together with the signs of ∂ B L
(1)
t,h , will imply that B → L t,h (B) is quasi-convex (see Lemma A.1 below) for h small enough. To do this, we will prove the following:
(iii) There exists h 0 > 0, which may depend on T , such that for all t ∈ [0, T ] and h ∈ (0, h 0 ), R t,h (·) is strictly increasing.
For (1), it is clear that I
(1) t,h,k ≥ 0, and by Fatou's Lemma, for k large enough 4 , I
t,h,k satisfies lim inf
t,h (w, B)f * k (w)dw = +∞.
These two relationships imply (i).
Also note that both convergences do not depend on B and δ, and by Assumption 1, both the convergences can all be made uniform in t. This proves (iii).
Proof of Theorem 2.2. For simplicity, we use the notation f * k t,h := φ t,h * f * k . We start by demonstrating that the optimal thresholds (B * t,h ) t,h converge to 0 uniformly on t ∈ [0, T ], as h → 0. Let us first note that the loss function (8) can be written as
where we have used that γ * t := sup s≤t |γ s |, σ * t := sup s≤t σ s , and λ * t := sup s≤t λ s are finite for any t. Consider a sequence of thresholds given by B P ow h,c := ch α for α ∈ (0, 1/2) and c > 0. Thus, using that
Now suppose that ǫ := lim sup h→0 + sup t∈[0,T ] B * t,h > 0. Then, there exists subsequences (h n ) n and (t n ) n such that inf n B * tn,hn ≥ ǫ/2. In that case,
hn,c ) and, since P h n γ tn,hn + σ tn,hn
as n → ∞, we would have that 4 c λ *
which leads to a contradiction. Hence, it is necessary that the optimal thresholds converge to 0 uniformly on [0, T ]. Now we will show the asymptotic characterization of the optimal thresholds. From Theorem ?? there exists h 0 > 0, depending on T , such that for all t ∈ [0, T ] and h ∈ (0, h 0 ] the loss functions L t,h possess a unique critical point. By equating the first-order derivative of the loss function to zero, from (46)- (47) it follows that the unique optimal threshold, B * t,h , must satisfy the equation given by
A rearrangement of this equation shows
From (45) together with the boundedness properties of coefficients functions, we conclude that lim h→0
Upon taking the log on both sides of (53), we arrive at the fixed point equation (9). A further modification of this equation indicates that
, where above, we have defined
From this, a direct consequence is that B * t,h = O( h log(1/h)), so we have
The second relationship above is because f * k t,h are bounded by M (f ) and f * 1 t,h is bounded away from zero. We prove the first relationship above now. Indeed, we have f * 1
t,h * f , and f * 1 t,h
for all x ∈ R. So, we have f * 1 t,h (B * t,h ) = f * 1 t,h (0) + O(B * t,h ). Also, by our assumption on the smoothness of f , there exists ǫ > 0, such that f ∈ C 1 ((0, ǫ)) and f ∈ C 1 ((−ǫ, 0) ). Then, we have: 
Above, the first equality uses for any α ∈ (0, 1/2).
Proof of Proposition 2.7. First, note that P (|∆X| > B) = e −∆λ P |∆γ + √ ∆σZ| > B + ∆λe −∆λ P ∆γ + √ ∆σZ + ζ > B + O(∆ 2 ).
Let φ ∆ (x) be the density of ∆γ + √ ∆σZ and note that, for k ≥ 1, ∆γ + √ ∆σZ + k i=1 ζ i has density φ ∆ * f * k , which is bounded by M (f ) := sup x f (x). Therefore, we have
We then have 
where g denotes the density of ∆γ + √ ∆σZ + ζ. Combining (55) and (56), the conditional density is such that where θ y is between x and y and ǫ is a fixed positive number such that f ∈ C 2 ((x − ǫ, x + ǫ)). Such an ǫ exists due to Assumption 4. Above, we have used the following facts: where we used the following:
This completes the proof.
Proof of Corollary 2.8. Denote the leading order term of (17) as:
Set a = 1/(λf (0) √ 2π∆ 3 σ 2 ), b = 1/(2∆σ 2 ). For ∆ small enough, we do have a √ b > 1/(1 − exp(−1/2)), and log(2ab) < b. By the Lemma A.2 below, the minimum of F is in √ 2∆σ 2 , 2∆σ 2 log(1/ √ 2π∆ 5 σ 6 ) and satisfies B exp − for some constant C. Note that since B lies in √ 2∆σ 2 , 2∆σ 2 log(1/ √ 2π∆ 5 σ 6 ) , log(B) = 1 2 log(∆)+O(log log(1/∆)).
Thus, we get the approximation of the optimal B as B * = 4∆σ 2 log(1/∆) + O( ∆ log log(1/∆)).
Lemma A.2. Suppose a, b > 0 and a √ b > 1/(1 − exp(−1/2)), and log(2ab) < b. Define F (x) = a exp(−bx 2 ) + x where x ≥ 0. Then, the minimum point of F is in (1/ √ 2b, log(2ab)/b) and satisfies 2abx exp(−bx 2 ) = 1.
Proof. Taking derivative twice, we get F ′ (x) = −2abx exp(−bx 2 ) + 1 and F ′′ (x) = 2ab(2bx 2 − 1) exp(−bx 2 ). By studying the sign of F ′′ , we have that F ′ is decreasing in (0, 1/ √ 2b) and increasing in (1/ √ 2b, ∞), and we also have F ′ (1/ √ 2b) = −a √ 2b exp(−1/2)+1. Now since a √ 2b > 1/(1−exp(−1/2)) > exp(1/2), F ′ (0) = F ′ (+∞) = 1, we have that F ′ has a root r 1 in (0, 1/ √ 2b) and another root r 2 in (1/ √ 2b, ∞). All these further imply that F is increasing in (0, r 1 ) and (r 2 , ∞) and decreasing in (r 1 , r 2 ). Notice that F ′ ( log(2ab)/b) = 1 − log(2ab)/b > 0, since we have assumed that log(2ab) < b, so we have that r 2 ∈ (1/ √ 2b, log(2ab)/b). Also notice that F (1/ √ 2b) = a exp(−1/2) + 1/ √ 2b < a = F (0), since we have assumed that a √ b > 1/(1 − exp(−1/2)). Therefore, 0 is not the minimum point. In summary, the minimum point of F is in (1/ √ 2b, log(2ab)/b) and satisfies 2abx exp(−bx 2 ) = 1.
