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Re´sume´
Les cœurs de re´acteurs nucle´aires sont susceptibles de se de´former par dilatations ther-
miques, effets d’irradiation des mate´riaux ou lors d’accidents particuliers comme des se´ismes.
Ces de´formations me´caniques ont un impact sur la re´action en chaˆıne nucle´aire, relevant de la
neutronique. Les re´acteurs a` neutrons rapides sont particulie`rement sensibles a` ces effets, du
fait de leurs proprie´te´s neutroniques (fuites importantes, faible fraction de neutrons retarde´s,
forte irradiation des mate´riaux) et thermiques (forts gradients thermiques, fortes variations pos-
sibles des tempe´ratures lors d’accidents). Ceci explique que, dans le cadre du de´veloppement
des re´acteurs de quatrie`me ge´ne´ration, il y ait un regain d’inte´reˆt pour l’e´tude de l’impact des
de´formations me´caniques sur la neutronique.
Dans le meˆme temps, le domaine de la simulation multiphysique est en pleine e´volution.
L’augmentation des capacite´s de calcul, la volonte´ d’ame´liorer les mode´lisations et de se sous-
traire des conservatismes de de´couplage, ainsi que la complexification des objets technologiques
e´tudie´s accroissent l’inte´reˆt pour les simulations multiphysiques. Cependant, l’approche clas-
sique, qui consiste a` faire communiquer des simulations distinctes, peut introduire des limita-
tions de stabilite´, de pre´cision et de robustesse plus fortes que celles des composants.
L’objectif de cette the`se est l’e´tude des me´thodes de couplage entre neutronique, thermique
et me´canique. Apre`s une revue ge´ne´rale des techniques de couplage, on s’est inte´resse´ a` la prise
en compte de de´formations me´caniques dans les simulations neutroniques. Les codes actuels
de neutronique utilisant des me´thodes de´terministes ne sont ge´ne´ralement pas capables de
traiter une ge´ome´trie de´forme´e. Ce type de calcul a pourtant un inte´reˆt fort pour la filie`re
rapide et est un pre´requis indispensable pour l’e´tude du couplage envisage´e. Deux approches
ont e´te´ identifie´es et imple´mente´es pour re´pondre a` cette proble´matique, selon que l’on utilise
un maillage de calcul mobile ou fixe. Elles ont e´te´ teste´es et confronte´es sur les essais de gerbage
du re´acteur Phe´nix. Le couplage a e´te´ e´tudie´ ensuite, avec l’approche a` maillage mobile, sur
l’expe´rience Godiva qui pre´sente un couplage a` la fois conceptuellement simple et fort entre les
physiques qui nous inte´ressent. Ces travaux ont permis de mettre en avant l’utilisation de la
me´thode de factorisation quasi-statique en neutronique qui permet de coupler efficacement un
solveur de neutronique cine´tique avec une autre discipline. Travail plus amont, le de´veloppement
d’un solveur directement multiphysique a e´galement e´te´ explore´. L’utilisation de l’algorithme
de Newton sur les formes discre´tise´es des e´quations couple´es a donne´ de bons re´sultats et semble
eˆtre une approche ge´ne´ralisable a` d’autres couplages.
Cette the`se de´bouche ainsi a` la fois sur une meilleure compre´hension de la physique des
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cœurs de´forme´s et sur des outils ope´rationnels pour leur simulation, mais aussi sur des recom-
mandations tre`s ge´ne´rales pour la mise en œuvre de calculs couple´s.
Abstract
Nuclear reactor cores can be deformed by thermal expansion, irradiation effects or during
particular accidental transients. These deformations are likely to impact neutron transport. Fast
neutron reactors are particularly sensitive to these effects, because of their thermal features
(large temperature gradients, potentially strong temperature variations in case of accident)
and the way neutrons evolve within the core (important role played by leakages in the neutron
balance, weak fraction of delayed neutrons). As a consequence, in the context of the development
of the fourth generation, the need for tools able to assess the neutron behavior within deformed
cores is growing.
In parallel, multiphysics simulation is an expanding field. The increase of computer per-
formances, the desire to improve modelling and to avoid conservatisms due to decoupling
approximations, together with the growing complexity of the studied objects, increase the need
for multiphysics simulations. However, the classic approach, which consists in iterating distinct
computations, can lead to stability, accuracy and reliability issues stronger than those of the
individual components.
The objective of this thesis is to study coupling techniques between neutron transport, heat
transfer and mechanics. First, a very general review of coupling techniques in the literature
was done. Then we worked on neutron transport simulations in wrapped cores. Most of current
deterministic codes for neutron transport are not able to deal with deformed geometry. This
kind of computations is however of special interest for fast neutrons reactors and is a prerequisite
for our planned coupling study. Two approaches were identified and implemented to take into
account core deformations, using respectively mobile and fixed meshing. They were tested
and compared on the flowering tests of the reactor Phenix. The coupling itself was studied
afterwards, on the Godiva experiment. It was chosen because of the direct, strong and time-
dependent coupling it involves. On this case, the “quasi-static” factorization of neutron flux was
shown to be an effective way to couple a space- and time-dependent neutron transport solver
with another discipline. We also investigated the development of a unique multiphysics solver.
The well-known Newton algorithm applied to the discretized forms of the coupled equations
was shown to be an efficient tool, which could be generalized to other couplings.
This thesis therefore leads, on the one hand, to a better understanding of the physics of
deformed cores and to operational tools to simulate these effects, and on the other hand, to
very general advices for multiphysics calculations.
v
vi
Glossaire
ABN Approximate Block Newton. 38, 41, 44, 55
ABN-J Approximate Block Newton-Jacobi . 39, 41, 44
ASPIN nonlinear Additive Schwarz Preconditioned Inexact Newton. 41, 44, 55
ASTRID Advanced Sodium Technological Reactor for Industrial Demonstration. 5
AURN Arreˆts d’Urgence par Re´activite´ Ne´gative. 5, 6, 71, 86, 204, 213
BiCGStab BiConjugate Gradient Stabilized method . 35
CEA Commissariat a` l’Energie Atomique et aux e´nergies alternatives. 5, 17, 68, 201
CFL Courant-Friedrichs–Lewy. 52
FFTF Fast Flux Test Facility . 67
GMRES Generalized Minimal RESidual method . 31, 35, 37
GRK Generalized Runge-Kutta. 157
IQM Improved Quasi-static Method . 156, 157, 169–172, 174, 175, 177, 197, 202
JFNK Jacobian-Free Newton-Krylov . 31, 35–38, 41, 52, 54, 55, 201
OSSI Operator Split Semi-Implicit . 52
PCQM Predictor-Corrector Quasi-static Method . 156, 157, 169–172, 197, 202
PMC Plan Me´dian Coeur. 86
PSI Paul Scherrer Institut . 67, 141, 143, 144, 168
REL Re´acteurs a` Eau Le´ge`re. 4
REP Re´acteur a` Eau Pressurise´. 68, 92, 153, 161, 204
RNR Re´acteurs a` Neutrons Rapides. 5, 66, 68, 75, 92, 201
RNR-Na Re´acteur a` Neutrons Rapides a` caloporteur sodium. 5, 7, 67, 68, 147, 153, 161,
202, 203
SEMT Service d’Etudes Me´caniques et Thermiques. 6, 101, 205
SERMA Service d’Etudes des Re´acteurs et de Mathe´matiques Applique´es. 6, 101, 205
vii
viii Glossaire
SPN Simplified PN . 8, 11, 145–152, 154, 180, 186, 197, 204
STMF Service de Thermohydraulique et de Me´canique des Fluides. 205
V and V Ve´rification et Validation. 206
Table des matie`res
Remerciements i
Re´sume´ iii
Abstract v
Glossaire viii
Introduction ge´ne´rale 1
Chapitre 1 Introduction ge´ne´rale 3
1.1 Enjeux . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2 Orientation donne´e au travail de the`se . . . . . . . . . . . . . . . . . . . . . . . 6
1.3 Organisation de la the`se . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Introduction a` la neutronique . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
I Techniques de couplage usuelles 13
Chapitre 2 Introduction de la premie`re partie 17
2.1 Vocabulaire . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
Chapitre 3 Les techniques de couplage en stationnaire 19
3.1 Rappel de la proble´matique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2 Me´thode de Gauss-Seidel . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
3.3 Me´thode de Newton . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.4 Me´thode JFNK (Jacobian-Free Newton-Krylov) . . . . . . . . . . . . . . . . . . 31
3.5 Me´thode JFNK pre´conditionne´e . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.6 Me´thode ABN (Approximate Block Newton) . . . . . . . . . . . . . . . . . . . 38
3.7 Me´thode ASPIN (nonlinear Additive Schwarz Preconditioned Inexact Newton) 41
3.8 Me´thodes de pre´dicteur-correcteur . . . . . . . . . . . . . . . . . . . . . . . . . 45
Chapitre 4 Les techniques de couplage en transitoire 47
4.1 Me´thodes directement issues des techniques stationnaires . . . . . . . . . . . . 47
4.2 Ame´lioration de la pre´cision du couplage explicite . . . . . . . . . . . . . . . . . 50
4.3 Controˆle du pas de temps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
Chapitre 5 Conclusion de la premie`re partie 53
5.1 Aperc¸u de la proble´matique spatiale du couplage . . . . . . . . . . . . . . . . . 53
ix
x Table des matie`res
5.2 Quelques exemples de couplages intrique´s . . . . . . . . . . . . . . . . . . . . . 54
5.3 Synthe`se . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
II Prise en compte de de´formations me´caniques en neutronique 57
Chapitre 6 Introduction de la deuxie`me partie 61
6.1 Objectifs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.2 Donne´es utilise´es . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
6.3 Me´thodes existantes dans la litte´rature . . . . . . . . . . . . . . . . . . . . . . . 62
6.4 Pre´sentation de Phe´nix et des essais de gerbage . . . . . . . . . . . . . . . . . . 69
Chapitre 7 De´formation de ge´ome´trie a` maillage fixe avec APOLLO3 R© 75
7.1 De´placement de la matie`re . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
7.2 De´placement des pre´curseurs de neutrons retarde´s . . . . . . . . . . . . . . . . 88
7.3 Application aux essais de gerbage de Phe´nix . . . . . . . . . . . . . . . . . . . . 92
Chapitre 8 De´formation de ge´ome´trie a` maillage mobile avec CAST3M 101
8.1 Quelques rappels sur la me´thode des e´le´ments finis . . . . . . . . . . . . . . . . 102
8.2 Imple´mentation d’un solveur de diffusion neutronique stationnaire dans CAST3M105
8.3 Imple´mentation d’un solveur de diffusion neutronique cine´tique dans CAST3M 116
8.4 Application a` une ge´ome´trie de´forme´e : les essais de gerbage de Phe´nix . . . . . 129
Chapitre 9 Conclusion de la deuxie`me partie 135
III Etude de techniques de couplage sur l’expe´rience Godiva 137
Chapitre 10 Introduction de la troisie`me partie 141
10.1 Pre´sentation de l’expe´rience Godiva . . . . . . . . . . . . . . . . . . . . . . . . 141
10.2 Re´sultats obtenus a` PSI . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
Chapitre 11Calculs monophysiques 145
11.1 Neutronique : transport PN simplifie´ et simule´ en cine´tique . . . . . . . . . . . 145
11.2 Neutronique : la factorisation quasi-statique . . . . . . . . . . . . . . . . . . . . 153
11.3 Thermique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
11.4 Me´canique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162
Chapitre 12Calculs couple´s 165
12.1 Etablissement d’une re´fe´rence . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
12.2 Travail sur les me´thodes de couplage . . . . . . . . . . . . . . . . . . . . . . . . 172
Chapitre 13En guise de perspective : re´alisation d’un couplage intrique´ 179
13.1 Etablissement des e´quations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
13.2 Expe´rience nume´rique . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
13.3 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
Chapitre 14Conclusion de la troisie`me partie 197
Table des matie`res xi
Conclusion ge´ne´rale 199
Chapitre 15Conclusion ge´ne´rale 201
15.1 Bilan . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
15.2 Les principaux apports de la the`se . . . . . . . . . . . . . . . . . . . . . . . . . 202
15.3 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
15.4 Discussion sur le couplage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 205
Annexe A Mode´lisation de la de´formation de ge´ome´trie dans TRIPOLI-4 209
Annexe B Comparaison entre codes d’effets en re´activite´ de de´formations 213
Annexe C Etablissement des e´quations SPN 217
Annexe D Cas de la ge´ome´trie sphe´rique 233
Bibliographie 237
xii Table des matie`res
Introduction ge´ne´rale
1

Chapitre 1
Introduction ge´ne´rale
1.1 Enjeux
Le compartimentage des me´tiers et des disciplines physiques, associe´ a` la faiblesse des
moyens informatiques, a mene´, lorsque le calcul nume´rique est apparu, a` la cre´ation d’outils de
simulation spe´cialise´s. Cependant, les phe´nome`nes e´tudie´s meˆlent souvent plusieurs disciplines,
et la ne´cessite´ de faire des simulations multiphysiques est ainsi apparue tre`s toˆt. On parle
alors de couplage. Il y a deux re´ponses traditionnelles a` ce besoin. La premie`re consiste a`
incorporer dans un code spe´cialise´ des mode`les simplifie´s (qui peuvent eˆtre alimente´s par des
calculs de re´fe´rence) des autres disciplines physiques. La seconde est l’exe´cution se´quentielle de
plusieurs codes e´changeant des informations. Ces deux approches ont pour point commun la
mise en œuvre de leviers de pe´nalisation permettant de garantir le conservatisme de la re´ponse
physique obtenue par la mode´lisation.
L’augmentation des capacite´s de calcul, la volonte´ d’ame´liorer les mode´lisations et de se
soustraire des conservatismes de de´couplage, le tout associe´ a` la complexification des objets
technologiques e´tudie´s accroissent l’inte´reˆt pour les simulations multiphysiques. Ces objectifs
sont re´currents, mais il n’est pas du tout certain qu’ils soient atteints si l’attention n’est pas
porte´e sur la fac¸on dont le couplage est re´alise´. Faire communiquer des simulations distinctes
peut introduire des limitations de stabilite´, de pre´cision et de robustesse plus fortes que celles
des composants. En outre, l’e´change des informations peut se re´ve´ler lui-meˆme plus couˆteux
que l’exe´cution des codes couple´s.
Ces enjeux ont conduit la communaute´ scientifique a` mettre au point des techniques de cou-
plage efficaces et robustes. Cette the`se s’inscrit dans cette dynamique. Les phe´nome`nes e´tudie´s
en physique des re´acteurs sont par nature multiphysiques, mais pour autant leur mode´lisation
reste de´coupe´e en disciplines distinctes. Le physique du cœur du re´acteur, la` ou` la re´action
en chaˆıne a lieu, est re´gie en premier lieu par le trio neutronique (description du comporte-
ment des neutrons), thermohydraulique (description de l’e´coulement qui extrait la chaleur) et
physique du combustible (description de l’e´volution du combustible sous irradiation et char-
gement thermique). La thermohydraulique elle-meˆme est souvent de´crite par des codes dis-
tincts, de´die´s aux diffe´rents composants des circuits de refroidissement, et couple´s entre eux.
Notre propos se concentrant sur le cœur, nous englobons par la suite la description de tous les
e´coulements en dehors du cœur sous l’appellation thermohydraulique syste`me. L’e´volution des
3
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tempe´ratures du cœur provoque par ailleurs des de´formations par dilatations thermiques des
structures le constituant, dont la prise en compte passe par la thermome´canique des structures
(ge´ne´ralement incluse dans les codes de neutronique ou de thermohydraulique). Enfin, dans
certaines situations accidentelles (se´isme par exemple), il est ne´cessaire de prendre en compte
des effets de de´formations purement me´caniques du cœur, susceptibles d’impacter la neutro-
nique. Lorsqu’elles sont rapides, ces de´formations doivent eˆtre calcule´es en prenant en compte
la pre´sence du fluide, couplage suffisamment e´tudie´ par ailleurs pour avoir donne´ naissance a`
une discipline a` part entie`re, l’interaction fluide-structure. Les relations entre ces diffe´rentes
disciplines sont illustre´es figure 1.1.
Figure 1.1 – Disciplines classiquement mises en jeu en physique des re´acteurs et leurs inter-
actions principales.
Il est visible sur la figure 1.1 que les disciplines s’influencent souvent mutuellement. C’est
la caracte´ristique d’un ve´ritable couplage, par opposition a` la situation ou` seule une discipline
influence l’autre, ce que l’on appelle chaˆınage.
Depuis l’apparition du couplage comme the´matique de recherche, de tre`s nombreux travaux
(on peut citer par exemple deux projets internationaux, NURESAFE [79] en Europe et CASL
[25] aux Etats-Unis, qui portent sur les couplages neutronique-thermohydraulique-physique du
combustible en Re´acteurs a` Eau Le´ge`re (REL)), ont eu lieu entre neutronique et thermohy-
draulique (souvent associe´e a` des mode`les simples de thermome´canique pour le combustible
et les structures), et bien suˆr, entre thermohydraulique cœur et thermohydraulique syste`me.
La tendance est a` l’incorporation de la physique du combustible dans cette de´marche. Cette
the´matique a donne´ lieu a` une contribution a` une confe´rence [86], mais ne sera pas reprise dans
le pre´sent document.
Cette the`se porte quant a` elle sur les techniques de couplage entre neutronique, thermique
et me´canique. L’impact direct de la neutronique sur la me´canique (gonflement et fluage sous
irradiation, par exemple) est trop lent pour mener a` des couplages forts. Les de´formations
thermome´caniques sont quant a` elles assujetties au couplage neutronique-thermohydraulique
qui, e´tant plus fort, masque le couplage qui nous inte´resse. Enfin, comme on peut le voir figure
1.1, il n’y a classiquement pas de retour de la neutronique vers la me´canique rapide, re´gie par
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l’interaction fluide structure, dans un re´acteur nucle´aire. Ces constats expliquent le parti pris
de consacrer une part substantielle du travail de the`se au chaˆınage me´canique-neutronique (en
laissant la thermique de coˆte´ dans un premier temps), ce qui est de´ja` en soi une the´matique
de recherche actuelle et importante pour la compre´hension de la physique des re´acteurs. Le
couplage a e´te´ e´tudie´ ensuite, en introduisant la thermique comme support du retour de la
neutronique vers la me´canique, et sur un syste`me, autre qu’un re´acteur nucle´aire, qui permet de
de´crire un couplage fort entre ces disciplines. Des enseignements ge´ne´raux, pouvant s’appliquer
a` d’autres couplages, ont e´te´ tire´s de ce travail.
Pourquoi s’inte´resser aux interactions entre neutronique et me´canique ?
Comme nous l’avons de´ja` e´voque´, les cœurs des re´acteurs nucle´aires sont susceptibles de
se de´former par dilatations thermiques, effets d’irradiation des mate´riaux ou lors d’accidents
particuliers comme des se´ismes. Ces effets, difficiles a` calculer avec pre´cision et mineurs dans
les re´acteurs a` eau (qui constituent la grande majorite´ de la flotte de re´acteurs de´ploye´e dans
le monde) sont historiquement maˆıtrise´s par des conservatismes. Les Re´acteurs a` Neutrons
Rapides (RNR) sont en revanche beaucoup plus sensibles a` ces effets, du fait de leurs pro-
prie´te´s neutroniques (fuites neutroniques importantes, faible fraction de neutrons retarde´s,
forte irradiation des mate´riaux) et thermiques (fortes variations possibles des tempe´ratures lors
d’accidents). Ceci explique que, dans le cadre du de´veloppement des re´acteurs de quatrie`me
ge´ne´ration (on peut citer comme exemple le projet Advanced Sodium Technological Reactor for
Industrial Demonstration (ASTRID), prototype industriel de Re´acteur a` Neutrons Rapides a`
caloporteur sodium (RNR-Na), en cours de conception par le Commissariat a` l’Energie Ato-
mique et aux e´nergies alternatives (CEA), et qui devrait eˆtre construit dans les anne´es 2020
en France), il y ait un regain d’inte´reˆt pour l’e´tude de l’impact des de´formations me´caniques
sur la neutronique (voir section 6.3 pour un e´tat de l’art du sujet).
Une motivation supple´mentaire a` l’e´tude du chaˆınage me´canique-neutronique est la
compre´hension des Arreˆts d’Urgence par Re´activite´ Ne´gative (AURN), du RNR-Na
expe´rimental Phe´nix, qui pourraient avoir e´te´ cause´s par un re´arrangement des assemblages
[47]. La figure 1.2 montre l’e´volution du signal neutronique mesure´ pendant un de ces AURN,
exprime´ en puissance. La compre´hension de ces transitoires est un enjeu pour le de´veloppement
de la filie`re RNR-Na en France.
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Figure 1.2 – Evolution de la puissance pendant un arreˆt d’urgence de Phe´nix.
Le re´acteur Phe´nix et les AURN sont pre´sente´s section 6.4.1.
1.2 Orientation donne´e au travail de the`se
Comme nous le voyons, il y a deux enjeux principaux a` cette the`se : le chaˆınage me´canique
- neutronique et les techniques de couplage. D’un coˆte, la physique des re´acteurs est inte´resse´e
par le chaˆınage me´canique - neutronique, qui est de´ja` novateur, plutoˆt que par le couplage.
D’un autre coˆte´, les be´ne´fices que l’on peut tirer d’une e´tude des techniques de couplage ne
sont pas limite´s au cas d’application choisi.
Ainsi, lorsque le chaˆınage me´canique - neutronique a e´te´ re´alise´, nous avons pris le temps
de l’appliquer a` un cas re´acteur pertinent et d’en extraire les informations qui nous semblaient
inte´ressantes avant de re´aliser un couplage. Nous avons suivi deux strate´gies pour la mise au
point de ce chaˆınage, strate´gies qui ont e´te´ identifie´es dans la litte´rature comme les seules
susceptibles de re´pondre a` nos crite`res. La premie`re consiste a` travailler avec un maillage de
calcul fixe sur lequel on projette la ge´ome´trie, possiblement de´forme´e, du cœur. On la nomme
”pixellisation”, et elle a e´te´ mis en pratique dans APOLLO3 R© [45], code de neutronique de
re´fe´rence en de´veloppement au Service d’Etudes des Re´acteurs et de Mathe´matiques Applique´es
(SERMA). La deuxie`me strate´gie utilise un maillage de calcul qui se de´forme en meˆme temps
que la ge´ome´trie du cœur. Elle a e´te´ mise en œuvre dans CAST3M [26], code de me´canique
du Service d’Etudes Me´caniques et Thermiques (SEMT). Ces deux me´thodes, tre`s diffe´rentes
dans leurs principes et mises en application, ont e´te´ confronte´es sur le re´acteur Phe´nix. En
particulier, les essais de de´formation me´canique du coeur, appele´s gerbages, re´alise´s apre`s l’arreˆt
du re´acteur, en 2009 et en 2013, ont e´te´ calcule´s. On a ainsi pu confronter nos re´sultats a` une
expe´rience, juge de la validite´ des de´marches suivies.
Par ailleurs, nous avons cherche´ a` tirer des enseignements ge´ne´raux sur le couplage a` l’occa-
sion de cette the`se. Le couplage, impliquant neutronique, thermique et me´canique, a e´te´ e´tudie´
dans CAST3M en utilisant ce qui a e´te´ mis au point a` l’occasion du travail sur le chaˆınage.
Toujours dans l’optique de se confronter a` des donne´es expe´rimentales, l’expe´rience Godiva
[133], consistant a` l’e´tude de pulses de puissance sur une sphe`re d’uranium me´tallique enrichie,
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a e´te´ utilise´e comme cas d’application. Diffe´rentes techniques de couplage, utilisables dans les
transitoires impliquant la neutronique, ont e´te´ teste´es et des recommandations ge´ne´rales ont
e´te´ tire´es. Un ve´ritable solveur commun aux disciplines couple´es a e´galement e´te´ de´veloppe´
et teste´ sur une simplification de Godiva. Cette de´marche de couplage, dite intrique´e, est en
rupture avec ce qui se fait habituellement, mais les travaux de cette the`se montrent qu’elle
peut permettre une re´solution plus efficace du couplage. Des enseignements ge´ne´raux sur cette
approche du couplage ont pu eˆtre de´duits de ce premier travail.
Pre´sentons maintenant l’organisation choisie pour exposer ce travail dans le pre´sent ma-
nuscrit.
1.3 Organisation de la the`se
La the`se est organise´e en trois parties relativement inde´pendantes.
La premie`re partie est une revue des techniques de couplage existantes dans la litte´rature.
Le couplage est un domaine vaste, manipule´ par des communaute´s aux sensibilite´s et aux
objectifs diffe´rents. Une synthe`se aussi exhaustive et rigoureuse que possible des techniques de
couplage adapte´es aux proble´matiques rencontre´es en physique des re´acteur a e´te´ tente´e.
Au sein de cette premie`re partie, le chapitre 2 introduit le sujet et propose un vocabu-
laire spe´cifique. Le chapitre 3 pre´sente les techniques de couplage usuelles en stationnaire. Les
me´thodes de Gauss-Seidel et de Newton, ainsi que leurs variantes, ressortent clairement. Le
chapitre 4 introduit le temps dans le couplage. On pre´sente quelques me´thodes spe´cifiques
et montrons qu’il est toujours possible d’utiliser les me´thodes du stationnaire. Le chapitre 5
conclut la partie. En particulier, il sensibilise aux e´ventuelles proble´matiques spatiales du cou-
plage (qui ne sont pas vues dans cette the`se), et introduit aux techniques de couplage dites
intrique´es, consistant a` de´velopper un solveur commun aux disciplines implique´es.
La deuxie`me partie de cette the`se est de´die´e au chaˆınage me´canique - neutronique, qui
est de´ja` un sujet de recherche pour le de´veloppement de la filie`re RNR-Na.
Le chapitre 6 introduit la deuxie`me partie de la the`se et pre´sente les me´thodes de chaˆınage
me´canique - neutronique de la litte´rature, ainsi que le re´acteur Phe´nix qui est e´tudie´ dans cette
partie. Le chapitre 7 pre´sente une me´thode de pixellisation, de´veloppe´e dans APOLLO3 R©,
pour la re´alisation de ce chaˆınage. Quelques analyses physiques du chaˆınage sont pre´sente´es
ainsi qu’une tentative d’interpre´tation des essais de gerbage statique de Phe´nix. Le chapitre 8
pre´sente une seconde me´thode, a` de´formation de maillage, de´veloppe´e dans CAST3M. Cette
me´thode est plus adapte´e a` la re´alisation d’un vrai couplage avec retour de la neutronique sur
la me´canique et est donc privile´gie´e pour la suite de la the`se. L’exactitude de ses re´sultats est
ve´rifie´e par confrontation a` la me´thode de pixellisation du chapitre 7, sur les essais de gerbage
de Phe´nix. Le chapitre 9 conclut la partie.
La troisie`me et dernie`re partie de cette the`se est consacre´e a` la re´alisation et a` l’e´tude
d’un couplage entre neutronique, thermique et me´canique. Ce travail a e´te´ fait dans CAST3M,
en se basant sur la technique de chaˆınage a` maillage mobile introduite au chapitre 8.
Le chapitre 10 introduit la partie et pre´sente l’expe´rience Godiva qui y a e´te´ utilise´e. Le cha-
pitre 11 pre´sente les mode`les monophysiques utilise´s pour calculer l’expe´rience. En particulier,
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en neutronique, on a eu recours a` du Simplified PN (SPN) simule´ en cine´tique et factorise´ par
l’approche quasi-statique. Le chapitre 12 pre´sente une e´tude des techniques de couplage entre
les mode`les du chapitre pre´ce´dent. L’inte´reˆt de la factorisation quasi-statique pour la re´alisation
de couplages est mis en avant. Le chapitre 13 est en rupture avec les pre´ce´dents et pre´sente
une premie`re re´alisation d’un couplage intrique´ entre neutronique, thermique et me´canique sur
la phe´nome´nologie de Godiva. Les syste`mes line´aires issus des formulations e´le´ments finis de
chacun des proble`mes sont re´solus ensemble par un algorithme de Newton. On montre, sur un
cas donne´ simple, qu’on obtient ainsi une convergence bien plus rapide qu’avec les techniques
se´quentielles. Enfin, le chapitre 14 conclut la partie.
Avant d’entrer dans le vif du sujet, il semble ne´cessaire de donner quelques bases de neu-
tronique qui serviront tout au long de cette the`se.
1.4 Introduction a` la neutronique
Il existe de nombreux ouvrages introduisant a` la neutronique. On peut conseiller par
exemple [21, 103, 72] pour une pre´sentation plus de´taille´e du sujet.
Les neutrons, particules neutres, ont une faible probabilite´ d’interaction avec la matie`re et
n’interagissent pas entre eux aux e´nergies qui nous inte´ressent. Graˆce a` cette inde´pendance
des neutrons les uns par rapport aux autres, il est possible de reproduire leur marche un a` un
pour acce´der aux caracte´ristiques de leur population. C’est ce que l’on appelle la me´thode de
Monte-Carlo. Elle n’introduit que tre`s peu d’approximations mais ne´cessite des temps de calcul
conside´rables.
Une alternative est de poser des e´quations de bilans neutroniques que l’on re´sout avec des
me´thodes nume´riques classiques (souvent e´le´ments finis ou diffe´rences finies). Cette approche
est dite de´terministe. Elle a e´te´ privile´gie´e dans cette the`se, et nous l’introduisons donc plus
longuement. Nous de´taillons ici les e´quations fondamentales de la neutronique et donnons
quelques e´le´ments sur leurs me´thodes de re´solution.
A un temps t et un point d’espace −→r fixe´s, le taux de re´action (nombre d’interactions par
seconde et par unite´ de volume), note´ ici τi, entre les neutrons allant a` une vitesse V et dans
une direction
−→
Ω donne´es et un certain type de noyau (ou isotope) i, suppose´s immobiles (voir
section 6.3.9 pour une discussion de cette hypothe`se), est obtenu comme le produit de la densite´
de neutrons n (que l’on peut appeler densite´ angulaire parce qu’elle de´pend de
−→
Ω , elle de´pend
e´galement de t, −→r et V ), de leur vitesse V , de la densite´ Ci de l’isotope i et d’une grandeur
caracte´ristique de l’isotope appele´e section efficace microscopique σmicro i :
τi = nV Ciσmicro i.
Le taux de re´action total entre neutrons et matie`re est la somme des τi :
τ = nV
∑
i
Ciσmicro i. (1.1)
La section efficace a l’unite´ du surface : c’est la surface de la ”cible” qu’est l’isotope pour le
neutron, lui-meˆme assimile´ a` un point. Retenons pour la suite que σmicro i n’est pas constante
mais de´pend de la vitesse des neutrons et de la tempe´rature du milieu.
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La forme de l’e´quation (1.1) conduit a` introduire le flux neutronique (ou flux angulaire
qui de´pend des meˆmes variables que n), note´ ψ et e´gal au produit nV , et la section efficace
macroscopique, note´e σ et e´gale a` la somme des produits Ciσmicro i :
σ =
∑
i
Ciσmicro i. (1.2)
On a alors simplement :
τ = ψσ.
Le flux neutronique a l’unite´ d’un flux tel qu’on peut le de´finir dans d’autres disciplines
(m−2 s−1) mais n’est pas de la meˆme nature. Il s’agit d’une quantite´ scalaire qui de´pend de la
direction
−→
Ω (les neutrons vont en tous sens), alors qu’un flux thermique par exemple est une
quantite´ vectorielle donnant la direction de propagation de la chaleur. Dans l’approximation
de la diffusion que nous verrons plus loin, et qui consiste a` ne´gliger la de´pendance du flux en−→
Ω , le gradient du flux neutronique, qui joue le meˆme roˆle dans les e´quations neutroniques que
le flux thermique en thermique, est appele´ courant neutronique.
Les neutrons peuvent faire trois types d’interaction avec la matie`re. Il peuvent simplement se
faire absorber et disparaˆıtre. Ils peuvent e´galement faire une collision, e´ventuellement avec une
direction de propagation ou une vitesse diffe´rentes apre`s le choc. Ils peuvent enfin provoquer
une fission du noyau. Cette fission va ge´ne´rer de nouveaux neutrons imme´diatement apre`s
la fission (dits prompts) et des produits de fission (fragments de la fission). Certains de ces
produits de fission e´mettent, bien plus tard et spontane´ment, par de´croissance radioactive, de
nouveaux neutrons (dits retarde´s). On appelle ces produits de fission pre´curseurs de neutrons
retarde´s.
Nous allons adopter les notations suivantes :
— −→r , E, −→Ω et t sont respectivement les variables d’espace, d’e´nergie (directement lie´e a`
la vitesse des neutrons), de direction de propagation et de temps ;
— σt est la section efficace macroscopique de re´action totale, somme des sections d’absorp-
tion, de transfert et de fission ;
— σs(E
′ → E,−→Ω ′ → −→Ω ) est la section efficace macroscopique diffe´rentielle de diffusion
de l’e´nergie E′ et direction
−→
Ω ′ vers l’e´nergie E et la direction
−→
Ω (on parle de section
efficace de transfert lorsque les variables sont discre´tise´es) ;
— νσf est le produit de la section efficace macroscopique de fission avec le nombre moyen
de neutrons e´mis par fission ;
— βl est la proportion de neutrons de fission e´mis avec retard par de´croissance d’un
pre´curseur de type l ;
— β est la somme des βl ;
— χp(E
′ → E) est la probabilite´ qu’un neutron prompt issu d’une fission provoque´e par
un neutron d’e´nergie E′ soit d’e´nergie E ;
— C l est la concentration en pre´curseurs de type l de neutrons retarde´s ;
— λl est la constante de de´croissance radioactive des pre´curseurs de type l ;
— χl(E) est la probabilite´ qu’un neutron retarde´ e´mis par un pre´curseur de type l soit
d’e´nergie E.
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En partant du principe que les neutrons se de´placent en ligne droite entre deux interac-
tions, un bilan neutronique permet d’e´tablir l’e´quation fondamentale de la neutronique, appele´e
e´quation de Boltzmann (qui porte sur des quantite´s moyennes) :
1
V
∂ψ(−→r , E,−→Ω , t)
∂t︸ ︷︷ ︸
Inertie des neutrons en vol
+
−→
Ω · −→∇ψ(−→r , E,−→Ω , t)︸ ︷︷ ︸
Propagation en ligne droite
+ σt(
−→r , E)ψ(−→r , E,−→Ω , t)︸ ︷︷ ︸
Disparition par interaction avec la matie`re
=
∫ ∞
0
dE′
1
4pi
∫
4pi
dΩ′σs(−→r , E′ → E,−→Ω ′ → −→Ω )ψ(−→r , E′,−→Ω ′, t)︸ ︷︷ ︸
Transfert de direction ou d’e´nergie par interaction avec un noyau
+ (1− β)
∫ ∞
0
dE′χp(−→r , E′ → E)νσf (E′,−→r ) 1
4pi
∫
4pi
dΩ′ψ(−→r , E′,−→Ω ′, t)︸ ︷︷ ︸
Production de neutrons prompts par fission
+
∑
l
χl(
−→r , E)λlC l(−→r )︸ ︷︷ ︸
Emission de neutrons retarde´s
.
(1.3)
L’e´quation (1.3) doit eˆtre re´solue en meˆme temps que celle qui donne l’e´volution des C l :
∂C l(−→r )
∂t︸ ︷︷ ︸
Inertie
= −λlC l(−→r )︸ ︷︷ ︸
De´croissance radioactive
+βl
∫ ∞
0
dE′νσf (−→r ) 1
4pi
∫
4pi
dΩ′ψ(−→r , E′,−→Ω ′, t)︸ ︷︷ ︸
Production comme produits de fission
. (1.4)
La forme stationnaire de ces e´quations s’obtient en annulant les de´rive´es en temps. On
obtient alors, apre`s avoir injecte´ la solution explicite de (1.4) dans (1.3) :
−→
Ω · −→∇ψ(−→r , E,−→Ω , t) + σt(−→r , E)ψ(−→r , E,−→Ω , t) =∫ ∞
0
dE′
1
4pi
∫
4pi
dΩ′σs(−→r , E′ → E,−→Ω ′ → −→Ω )ψ(−→r , E′,−→Ω ′, t)
+
∫ ∞
0
dE′χ(−→r , E′ → E)νσf (−→r ) 1
4pi
∫
4pi
dΩ′ψ(−→r , E′,−→Ω ′, t),
(1.5)
avec χ(E′ → E) la probabilite´ qu’un neutron prompt ou retarde´ issu d’une fission provoque´e
par un neutron d’e´nergie E′ soit d’e´nergie E.
Une difficulte´ de la neutronique est que l’e´quation (1.5) n’a, en ge´ne´ral, pas de solution
non nulle. Cela a un sens physique : une distribution donne´e de sections efficaces ne permet
pas force´ment d’entretenir exactement une re´action en chaˆıne sans variation de la population
neutronique. Pour pouvoir tout de meˆme re´soudre une e´quation stationnaire, on introduit
ge´ne´ralement le Keff , qui repre´sente le nombre moyen de neutrons issus d’une fission qui
provoquent, apre`s transferts e´ventuels, une nouvelle fission. Il est utilise´ pour renormaliser le
terme de fission comme suit :
1.4 Introduction a` la neutronique 11
−→
Ω · −→∇ψ(−→r , E,−→Ω , t) + σgt (−→r , E)ψ(−→r , E,
−→
Ω , t) =∫ ∞
0
dE′
1
4pi
∫
4pi
dΩ′σs(−→r , E′ → E,−→Ω ′ → −→Ω )ψ(−→r , E′,−→Ω ′, t)
+
1
Keff
∫ ∞
0
dE′χ(−→r , E′ → E)νσf (−→r ) 1
4pi
∫
4pi
dΩ′ψ(−→r , E′,−→Ω ′, t).
(1.6)
L’e´quation (1.6), appele´e e´quation critique (ou e´quation du re´acteur critique associe´), a
cette fois toujours des couples (ψ,Keff ) solutions. Mathe´matiquement [89, 2], (1.6) est un
proble`me a` valeurs propres ge´ne´ralise´. Seule la solution associe´e a` la plus grande valeur propre
(Keff ) est physique : le flux n’est pas non ne´gatif pour les autres. C’est la seule solution que
l’on conside`re dans cette the`se, et on dira que c’est la solution du proble`me critique. Le Keff
obtenu ainsi donne une information sur l’e´cart a` la stationnarite´. La population de neutrons
est stationnaire (on dit que le syste`me est critique) lorsque Keff = 1, elle croˆıt (on dit que
le syste`me est sur-critique) lorsque Keff > 1, et elle de´croˆıt (on dit que le syste`me est sous-
critique) lorsque Keff < 1.
La re´solution de (1.6) ou (1.3) dans un code de calcul passe par une discre´tisation des
variables −→r , E, −→Ω et t :
— −→r : la ge´ome´trie du re´acteur est de´crite de fac¸on plus ou moins de´taille´e. On homoge´ne´ise
souvent des re´gions.
— E : on re´sout ge´ne´ralement pour un nombre fini d’e´nergies ou de vitesses donne´es. On
parle de groupes d’e´nergie.
—
−→
Ω : il existe plusieurs traitement de la variable angulaire.
• La me´thode SN re´sout un nombre fini de directions donne´es.
• La me´thode PN de´compose les de´pendances en −→Ω sur une base adapte´e (appele´e
harmoniques sphe´riques) et tronque a` un ordre donne´ les de´compositions.
• La me´thode SPN introduit des hypothe`ses de re´gularite´ de la ge´ome´trie qui per-
mettent de simplifier les e´quations de la me´thode PN en les traitant comme locale-
ment 1D.
• L’approximation de la diffusion consiste, quant a` elle, a` conside´rer le flux isotrope.
On travaille alors avec φ(−→r , E′, t) = 1
4pi
∫
4pi
dΩ′ψ(−→r , E′,−→Ω ′, t). Les sections de trans-
fert σs sont suppose´es isotropes et le terme d’advection
−→
Ω · −→∇ψ(−→r , E,−→Ω , t) devient
diffusion : −∇D(−→r , E)∇φ(−→r , E′, t). Le coefficient de diffusion est souvent inverse-
ment proportionnel a` une section efficace, l’ide´e e´tant que la pre´sence de la matie`re
freine la propagation des neutrons. On a travaille´ avec cette hypothe`se dans cette
the`se. Voir par exemple [11] pour le calcul de coefficients de diffusion dans des zones
de ”vide”, ou` il faut prendre une autre mode´lisation.
— t : le temps est de´coupe´ en pas de temps de taille finie.
Il est usuel de de´composer la re´solution des e´quations en plusieurs niveaux [72, 89]. On
commence avec des discre´tisations spatiale, angulaire et e´nerge´tique pre´cises sur une fraction
du re´acteur, et avec une prise en compte simplifie´e de l’environnement. On parle de calculs
”re´seaux”. On en de´duit des sections efficaces e´quivalentes utilise´es dans un calcul a` l’e´chelle
du cœur mais avec des discre´tisations moins fines. On ne pre´sentera dans cette the`se que des
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calculs dits ”cœurs”, et on parlera, par abus de langage, d’auto-protection pour les calculs
amonts qui ont permis de ge´ne´rer les sections efficaces que l’on utilise. Lorsque l’e´tat du cœur
varie, ces sections efficaces ”cœurs” peuvent ne plus eˆtre valables. On peut alors eˆtre amene´
a` refaire les calculs re´seaux, ou, plus ge´ne´ralement, a` utiliser des sections efficaces tabule´es en
fonction des diffe´rents parame`tres susceptibles de varier et de faire varier le flux obtenu par les
calculs re´seaux.
Soulignons le fait que les donne´es d’entre´e de la neutronique sont des proprie´te´s mate´rielles.
Elles de´pendent donc de la configuration ge´ome´trique du syste`me et de la densite´ des mi-
lieux d’apre`s (1.2). Cela explique que la neutronique soit sensible aux perturbations de cette
ge´ome´trie et des densite´s des milieux, perturbations qui peuvent eˆtre cause´es par la thermo-
me´canique (de´formations me´caniques, dilatations thermiques) ou la thermo-hydraulique (va-
riation de la densite´ du caloporteur). Nous avions e´galement souligne´ que les sections microsco-
piques, et donc les sections macroscopiques, sont fonctions de la tempe´rature des milieux. Cela
renforce l’influence que peut avoir la thermique sur la neutronique (on parle d’effet Doppler
pour le combustible). Nous n’aurons cependant pas beaucoup l’occasion d’illustrer cet effet par
la suite.
Premie`re partie
Techniques de couplage usuelles
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Chapitre 2
Introduction de la premie`re partie
Dans cette partie de la the`se nous nous proposons de recenser, expliquer et comparer les
techniques de couplage les plus courantes. Nous nous concentrons sur les techniques de couplage
dites se´quentielles, beaucoup plus courantes et consistant a` faire communiquer des solveurs dis-
tincts, par opposition aux techniques dites intrique´es, ou` un solveur directement multiphysique
est de´veloppe´. La mise en forme et les me´thodes de conversion des donne´es avant e´change ne
sont pas e´tudie´es en de´tail ici. On se focalise plutoˆt sur l’algorithmique du couplage. Ce travail
a be´ne´ficie´ d’expe´rimentations nume´riques effectue´es lors de stages d’Antonin Dussaix [32] et
de Romain Bontemps [14]. Il a e´galement fait l’objet d’une note technique CEA [82].
Le chapitre 3 traite d’un calcul sans intervention explicite du temps. Celui-ci est introduit
ensuite dans le chapitre 4. Nous verrons notamment comment les me´thodes de couplage ”sta-
tionnaire” peuvent eˆtre re´utilise´es lors d’un couplage en transitoire. Le chapitre 5 conclut la
discussion. En particulier, il donne une introduction aux proble´matiques spatiales du couplage
ainsi que quelques e´le´ments sur le couplage intrique´.
2.1 Vocabulaire
Lorsqu’on travaille a` la frontie`re de plusieurs disciplines physiques avec l’aide des
mathe´matiques applique´es, une difficulte´ re´currente est la barrie`re de la langue. Certains termes,
en particulier en franc¸ais, sont en effet parfois utilise´s dans des milieux diffe´rents pour de´signer
des notions diffe´rentes. Dans d’autres cas, les notions elles-meˆmes sont confondues. Pour e´viter
les confusions, il est bon de clarifier les mots utilise´s le plus toˆt possible. C’est ce que nous nous
proposons de faire ici en traduisant le vocabulaire de´fini dans [57] pour les quatre premie`res
de´finitions.
Couplage de mode`les physiques fort (par opposition a` faible) : Se dit strong (par
opposition a` weak) en anglais. On dit qu’un couplage est fort lorsque les mode`les physiques en
jeu s’influencent fortement les uns les autres.
Couplage de mode`les nume´riques ferme (par opposition a` souple) : Se dit tight (par
opposition a` loose) en anglais. Un mode`le nume´rique est couple´ fermement lorsque les variables
sont toujours mises a` jour de fac¸on synchronise´e. Notons qu’il n’y a pas de correspondance entre
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un couplage physique fort (ou faible) et un couplage de mode`les ferme (ou souple). En effet, on
peut utiliser une me´thode nume´rique ferme ou souple pour calculer un couplage physique fort
ou faible. Les deux paradigmes de couplage peuvent atteindre les meˆmes pre´cisions nume´riques,
et leur efficacite´ de´pendra du cas e´tudie´.
Me´thode nume´rique explicite, implicite ou semi-implicite : Se dit explicit, implicit et
semi-implicit en anglais. Dans une me´thode explicite, les e´tats futurs d’un proble`me temporel
sont calcule´s a` l’aide de formules n’impliquant que des quantite´s de´ja` connues aux pas de
temps pre´ce´dents. A l’inverse, une me´thode entie`rement implicite (fully implicit) n’utilise que
des quantite´s actuelles inconnues et un processus d’inversion. Dans une me´thode semi-implicite
des termes explicites et implicites sont me´lange´s. Les me´thodes explicites sont classiquement
tre`s rapides sur chaque pas de temps, mais ont des restrictions de stabilite´ sur le pas de temps.
Les me´thodes implicites sont, a` l’inverse, plus longues par pas de temps mais ont des proprie´te´s
de stabilite´ tre`s favorables. Les me´thodes semi-implicites sont, quant a` elles, ge´ne´ralement
soumises a` des contraintes sur le pas de temps issues des termes explicites, mais permettent
d’atteindre une pre´cision optimale.
Couplage se´quentiel ou entre codes (par opposition a` intrique´ ou entre mode`les) :
Dans [57] on trouve le terme single-domain approach (resp. multi-domain approach) pour
de´signer ce qu’on appelle ici un couplage intrique´ (resp. couplage se´quentiel). On voit aussi
souvent dans la litte´rature le terme black box coupling pour couplage se´quentiel. Dans un cou-
plage intrique´, on utilise un solveur unique. Dans un couplage se´quentiel on utilise des solveurs
distincts sur les diffe´rents domaines spatiaux ou physiques que l’on mode´lise. Par nature, un
couplage intrique´ est ferme, mais un couplage se´quentiel peut eˆtre ferme ou souple. L’approche
intrique´e peut eˆtre conceptuellement simple et directe, ainsi que particulie`rement efficace. Ce-
pendant sa mise en oeuvre peut eˆtre ardue, elle risque de manquer de flexibilite´, la re´solution
peut eˆtre couˆteuse et surtout sa ge´ne´ralisation a` des mode`les plus complexes n’est pas toujours
possible. A l’inverse, l’approche ”diviser pour re´gner” du couplage se´quentiel permet l’utili-
sation des mode`les et des codes de calcul de´ja` existants les plus performants sur chacun des
domaines du proble`me. Le revers de la me´daille est le besoin de mettre au point des techniques
de communication et de couplage qui soient efficaces, stables et pre´cises. Nous allons passer en
revue les techniques usuelles utilise´es a` cet effet dans cette partie de the`se.
Algorithme ou sche´ma nume´rique stable : Se dit stable en anglais. Un algorithme ou
un sche´ma est dit stable si les solutions nume´riques sont borne´es (inde´pendemment des pas de
temps, d’espace et des nombres d’ite´rations).
Equilibre stable : Un syste`me physique est dans un e´quilibre stable lorsqu’il en reste proche
apre`s une petite perturbation de ses parame`tres.
Chapitre 3
Les techniques de couplage en
stationnaire
3.1 Rappel de la proble´matique
Supposons que nous ayons deux codes, f1 et f2, travaillant sur les variables x2 ∈ Rd2 et
x1 ∈ Rd1 . f1 nous donne x1 connaissant x2, ce que l’on notera x1 = f1(x2) et inversement, f2
nous donne x2 en fonction de x1, c’est a` dire x2 = f2(x1).
Re´aliser le couplage consiste donc a` rechercher la solution globale qui ve´rifie :{
x1 = f1(x2)
x2 = f2(x1).
(3.1)
Souvent le couplage sera formule´ avec une de´pendance des fonctions fi en xi :{
x1 = f1(x1, x2)
x2 = f2(x1, x2).
(3.2)
Il peut y avoir deux raisons a` cela. Ce peut eˆtre un choix de ne pas chercher a` converger
chacun des codes pre´cise´ment tant que la solution commune n’est pas atteinte. On se rapproche
alors d’une me´thode de re´solution intrique´e. Il arrive e´galement qu’il n’y ait pas de sens a`
converger un code sur xi sans mettre a` jour simultane´ment xj . Par de´faut, nous supposerons
que le couplage est de la forme (3.2).
Nous re´e´crirons aussi parfois le syste`me sous la forme suivante :{
F1(x1, x2) = f1(x1, x2)− x1 = 0
F2(x1, x2) = f2(x1, x2)− x2 = 0. (3.3)
Il est possible de coupler plus de deux e´quations avec les techniques que nous pre´sentons
ici. La ge´ne´ralisation e´tant simple, pour alle´ger les e´critures nous nous limiterons aux couplages
entre deux disciplines.
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3.2 Me´thode de Gauss-Seidel
3.2.1 Pre´sentation de la me´thode
La me´thode de Gauss-Seidel (souvent nomme´e me´thode ou ite´rations de Picard dans la
litte´rature), qui met en œuvre un couplage souple, est tre`s courante et tre`s facile a` mettre en
place. Pour illustration, on peut citer [23] et [78] qui recensent les travaux de couplage entre
neutronique et thermohydraulique. La majorite´ s’appuie sur ce type de me´thodes. Il s’agit
simplement d’ite´rer sur la re´solution des codes jusqu’a` convergence.
Notons avec un exposant n l’indice d’ite´ration. A partir de donne´es initiales (x
(0)
1 , x
(0)
2 ), on
ite`re en posant : {
x
(n+1)
1 = f1(x
(n)
1 , x
(n)
2 )
x
(n+1)
2 = f2(x
(n+1)
1 , x
(n)
2 ).
(3.4)
On s’arreˆte ge´ne´ralement lorsque les incre´ments ε
(n+1)
1 = ‖x(n+1)1 − x(n)1 ‖ et ε(n+1)2 =
‖x(n+1)2 − x(n)2 ‖ deviennent suffisamment petits. On utilise ce crite`re faute de mieux, et on
voit qu’il ne donne pas d’information sur la distance a` la solution.
On voit facilement que la me´thode, si elle converge, ne peut converger que vers une solution
du proble`me. Cependant, la convergence n’est pas syste´matique.
3.2.2 Equivalence avec le point fixe
L’algorithme dit ”du point fixe”, permet de re´soudre une e´quation du type x = f(x). Il
consiste a` ite´rer ainsi :
x(n+1) = f(x(n)).
La me´thode de Gauss-Seidel peut eˆtre vue comme un point fixe en posant :
x(n) =
(
x
(n)
1
x
(n)
2
)
et f
(
x1
x2
)
=
(
f1(x1, x2)
f2(f1(x1, x2), x2)
)
.
Si une de nos fonctions, disons f1, ne de´pend pas de la variable qu’elle permet de calculer,
c’est a` dire x1 (comme c’est souvent le cas), on remarque que chaque ite´ration est e´quivalente a`
x
(n+1)
2 = f2(f1(x
(n)
2 ), x
(n)
2 ). C’est une autre fac¸on de se ramener au point fixe, qui a l’avantage
de re´duire la dimension de l’espace dans lequel on travaille.
La suite de la discussion sur la me´thode de Gauss-Seidel utilise cette e´quivalence. On
s’inte´ressera donc aux proprie´te´s du point fixe.
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3.2.3 Condition ge´ne´rale de convergence
Condition de convergence : Soit E un espace me´trique complet et f une application de E
dans E. Si f est k-contractante (ie ∀(a, b) ∈ E2, d(f(a), f(b)) ≤ kd(a, b) avec k < 1. d est la
distance entre deux points de E.), alors il existe un unique point fixe xsol de f et toute suite
ve´rifiant x(n+1) = f(x(n)) converge vers xsol.
De´monstration :
Soit x(0) ∈ E. On note x(m) = fm(x(0)) pour tout m entier naturel. Par re´currence simple
on a :
∀n ∈ N, d(x(m), x(m+1)) ≤ kmd(x(0), x(1)).
On en de´duit :
∀n ∈ N,∀p ∈ N∗, d(x(n), x(n+p)) ≤ d(x(n), x(n+1)) + · · ·+ d(x(n+p−1), x(n+p))
≤ (kn + kn+1 + · · ·+ kn+p)d(x(0), x(1))
= kn
1− kp
1− k d(x
(0), x(1))
≤ k
n
1− kd(x
(0), x(1)).
(x(n))n est donc une suite de Cauchy et converge vers une limite x
(∞), E e´tant complet.
Par passage a` la limite de x(n+1) = f(x(n)) on en de´duit que x(∞) est solution de x = f(x).
Supposons maintenant qu’il y ait deux solutions xsol1 et xsol2 de x = f(x).
Alors d(xsol1, xsol2) = d(f(xsol1), f(xsol2)) ≤ kd(xsol1, xsol2). On en de´duit xsol1 = xsol2
puisque k < 1.  1
On remarque que l’on a obtenu au passage une majoration de l’erreur que l’on peut e´crire :
d(x(n), xsol) ≤ k
n
1− kd(x
(0), x(1)) (3.5)
par passage a` la limite quand p tend vers +∞. La convergence est donc line´aire et est
d’autant plus rapide que k est petit.
On remarque e´galement qu’il suffit que f soit contractante sur une boule centre´e sur une
solution, et que l’initialisation y soit choisie, pour que l’algorithme converge. C’est la` que re´side
la difficulte´ de son utilisation.
1. Ce carre´ noir indique la fin d’une de´monstration.
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3.2.4 Conditions pratiques de convergence
La dernie`re remarque nous ame`ne a` nous inte´resser au voisinage de la solution pour
de´terminer si l’algorithme peut converger.
Nous utilisons l’ine´galite´ de Taylor-Lagrange, pour une fonction f de Rm dans Rm de
re´gularite´ suffisante. On note Ja la jacobienne de f en a. S’il existe un re´el M tel que ‖Ja+th‖ ≤
M ∀t ∈]0, 1[ alors :
‖f(a+ h)− f(a)‖ ≤M‖h‖.
On note xsol la solution du point fixe (nous supposons l’existence et l’unicite´ de la solution
ici). On suppose qu’il existe un re´el M tel que ‖Jx‖ ≤M ∀x ∈ B(xsol, r). B(xsol, r) est la boule
de centre xsol et de rayon r, un re´el quelconque. Alors on a plus ge´ne´ralement :
∀a, b ∈ B(xsol, r), ‖f(b)− f(a)‖ ≤M‖b− a‖.
Ainsi si M < 1, cela montre bien que f est contractante sur B(xsol, r), et que l’algorithme
converge si x(0) ∈ B(xsol, r) d’apre`s ce qui pre´ce`de. Il est donc suffisant que ‖Jx‖ ≤ M < 1
autour de la solution. Si on utilise la norme L2, on peut e´crire la condition suffisante suivante
(ρ(A) de´signe le rayon spectral de la matrice A, c’est-a`-dire ρ(A) = maxi|λi| ou` les λi sont les
valeurs propres, e´ventuellement complexes, de A) :
‖Jx‖2 =
√
(ρ(J txJx) ≤M < 1
Au voisinage de la solution, et que l’initialisation soit choisie dans ce voisinage. Comme
k pre´ce´demment, la norme de la jacobienne permet de minorer la vitesse de convergence de
l’algorithme.
On peut chercher une condition moins exigeante en utilisant le lemme 3.9.5-2 de [71] qui
nous dit que :
∀A, pour toute norme matricielle on a : ρ(A) ≤ ‖A‖.
∀A,∀ε, il existe une norme matricielle telle que ρ(A) ≤ ‖A‖ ≤ ρ(A) + ε.
Ainsi, si on a, en la solution xsol, ρ(Jxsol) < 1, pour une certaine norme on a ‖Jxsol‖ ≤
M < 1. Par continuite´ de la norme on a alors, avec la meˆme norme, ‖Jx‖ ≤ M ′ < 1 sur un
voisinage de xsol. On a ainsi une condition suffisante de convergence locale (graˆce a` l’e´quivalence
des normes en dimension finie il suffit de montrer la convergence de la suite pour une norme
quelconque), moins exigeante que la pre´ce´dente puisque la premie`re proposition du lemme nous
indique notamment que ρ(A) ≤√ρ(AtA) ∀A.
On va chercher a` montrer que ρ(Jxsol) < 1 est en fait une condition ne´cessaire de ”bon
comportement de l’algorithme” dans un sens que l’on pre´cisera. On dira ensuite, par abus de
langage, que c’est une condition ne´cessaire de convergence.
De´monstration :
En supposant f suffisamment re´gulie`re, utilisons l’ine´galite´ de Taylor-Lagrange pour quan-
tifier l’erreur commise. Notons D2fx l’application line´aire de R
m dans L(Rm), telle que
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(D2fxab)k =
∑
i,j
∂2fk(x)
∂xi∂xj
aibj . S’il existe un re´el R tel que ‖D2fxsol+t(x(n)−xsol)‖ ≤ R ∀t ∈]0, 1[
alors :
‖f(xsol + (x(n) − xsol))− f(xsol)− Jxsol(x(n) − xsol)‖ ≤
R‖x(n) − xsol‖2
2
,
Soit, en introduisant ηn un vecteur dont la norme est borne´e par
R
2
:
f(xsol + (x
(n) − xsol)) = f(xsol) + Jxsol(x(n) − xsol) + ηn‖x(n) − xsol‖2
On en de´duit, comme on a f(xsol) = xsol :
x(n+1) = Jxsolx
(n) + xsol − Jxsolxsol + ηn‖x(n) − xsol‖2.
On a ainsi un processus qui peut s’e´crire de la forme :
x(n+1) = Jxsolx
(n) + c+ εn.
εn est un vecteur d’erreur dont la norme est pilote´e par ‖x(n) − xsol‖2. On a le re´sultat
ge´ne´ral, issu de [71], qui nous dit que la suite x(n+1) = Ax(n) + c converge si et seulement si
ρ(A) < 1. On ”sent” que l’ajout d’une erreur εn devrait rendre la convergence plus difficile et
que ρ(Jxsol) < 1 pourrait par conse´quence eˆtre une condition ne´cessaire de convergence. Il est
difficile de le montrer rigoureusement du fait que εn pourrait au contraire servir a` compenser
une de´viation du sche´ma. Nous allons montrer que, du fait que εn est quadratique en l’e´cart
a` la solution, cela n’est pas possible localement. Meˆme si une compensation d’erreur pourrait
avoir lieu lorsque l’e´cart a` la solution devient grand, ce n’est pas le type de comportement
attendu pour l’algorithme (la solution ne serait pas stable notamment), et on conside´rera qu’il
ne converge pas.
On part avec x(0) = xsol + µ1. µ1 est le vecteur propre de la plus grande valeur propre λ1
(en valeur absolue) de Jxsol .
On a x(1) = Jxsolx
(0) + c+ ε0 = xsol + λ1µ1 + ε0. On a ‖ε0‖ ≤ K‖µ1‖2. K est fixe´ dans un
voisinage choisi de la solution.
Ainsi on a ‖x(1) − xsol‖ ≥ |λ1|‖µ1‖ −K‖µ1‖2 = ‖µ1‖(|λ1| −K‖µ1‖). Or on avait ‖x(0) −
xsol‖ = ‖µ1‖, donc si |λ1| −K‖µ1‖ > 1 , alors x(1) s’est e´loigne´ de la solution. Si |λ1| ≥ 1, c’est
possible en choisissant µ1 tel que ‖µ1‖ ≤ 1
2K
(|λ1| − 1).
On a donc montre´ que pour un e´cart a` la solution bien choisi mais arbitrairement petit,
faire une ite´ration de l’algorithme e´loigne de la solution. Ce n’est pas le comportement attendu
d’un algorithme convergeant, et nous dirons donc que ρ(Jxsol) < 1 est une condition ne´cessaire
de convergence.
Nous avons donc :
— Une condition suffisante de convergence : Si
√
ρ(J txJx) ≤M < 1 sur un voisinage de la
solution, alors l’algorithme converge si x(0) est choisi dans ce voisinage.
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— Une condition ne´cessaire de convergence : ρ(Jxsol) < 1. C’est aussi une condition suffi-
sante de convergence pour x(0) choisi dans un certain voisinage de la solution.
A une dimension, les deux crite`res sont identiques et on a donc convergence si et seulement
si |f ′(a)| ≤M < 1 au voisinage de la solution.
Si on revient au proble`me de couplage pose´ sous la forme (3.1), cette condition de conver-
gence s’e´crit |f ′2(x1)f ′1(x2)| < 1, ou encore
∣∣∣∂F1(x1,x2)∂x2 ∂F2(x1,x2)∂x1 ∣∣∣ < 1, si on e´crit le proble`me sous
la forme (3.3).
Notons que ce sont les de´rive´es croise´es, c’est-a`-dire les termes de couplage, qui interviennent
dans le crite`re de convergence, mais aussi dans la vitesse de convergence, celle-ci de´pendant de
la norme de la jacobienne.
3.2.5 Variante avec relaxation
Une variante de la me´thode du point fixe consiste a` introduire une relaxation α > 0. On parle
de surrelaxation lorsque α > 1. Les ite´rations s’e´crivent alors x(n+1) = (1− α)x(n) + αf(x(n)).
Voyons ce que cela donne sur le crite`re et la vitesse de convergence.
On voit qu’en posant g = (1 − α)Id + αf , on se rame`ne au point fixe classique avec
x(n+1) = g(x(n)). Les re´sultats pre´ce´dents s’appliquent donc sur g.
Examinons d’abord le cas a` une dimension.
a. A une dimension
On a g′ = (1−α)+αf ′. Le point fixe converge a` sa vitesse maximale lorsque la de´rive´e de la
fonction est nulle en la solution. Cela nous ame`ne a` une relaxation optimale : α =
1
1− f ′(xsol) .
Cette valeur sera ge´ne´ralement inconnue puisqu’elle se base sur une proprie´te´ de f en la solution
xsol, qui est inconnue a priori. Nous allons donc regarder de fac¸on plus ge´ne´rale le comportement
de l’algorithme en fonction de α.
Le crite`re de convergence |g′(xsol)| < 1 nous donne f ′(xsol) ∈]1− 2α , 1[.
La vitesse de convergence de´pend de la valeur maximale de |g′| autour de la solution x.
Comparons g′ a` f ′. g′ − f ′ = (1− α)(1− f ′). Comme f ′ < 1, on a donc g′ > f ′ ⇔ α < 1.
Comparons maintenant g′ a` −f ′. g′ + f ′ = (1 − α) + (α + 1)f ′. Ainsi, g′(x) > −f ′(x) ⇔
α <
1 + f ′(x)
1− f ′(x) .
Nous avons donc :
— Si f ′(xsol) < −1, c’est-a`-dire si l’algorithme, sans relaxation, ne converge pas avec
un comportement oscillant, une relaxation α ∈
]
0,
2
1− f ′(xsol)
[
permet de le faire
converger. L’optimum est α =
1
1− f ′(xsol) .
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— Si f ′(xsol) ∈] − 1, 0[, on peut ame´liorer la vitesse de convergence avec α ∈]
1 + f ′(xsol)
1− f ′(xsol) , 1
[
. L’optimum est α =
1
1− f ′(xsol) .
— Si f ′(xsol) ∈]0, 1[, on peut ame´liorer la vitesse de convergence avec α ∈
]
1,
1 + f ′(xsol)
1− f ′(xsol)
[
.
On parle alors de surrelaxation. L’optimum est α =
1
1− f ′(xsol) .
— Si f ′(xsol) > 1, c’est-a`-dire si l’algorithme, sans relaxation, a un comportement non
convergeant sans oscillation, il gardera ce comportement ∀α > 0.
f ′(xsol) n’e´tant pas connue a priori, la difficulte´ est de de´terminer α.
b. A plus d’une dimension
Pour ame´liorer la convergence de g nous allons chercher a` minimiser le rayon spectral de
sa jacobienne en x, solution du proble`me. Nous avons la proprie´te´ ge´ne´rale suivante, facile a`
ve´rifier, ou` σ(A) de´signe le spectre de A, c’est-a`-dire l’ensemble de ses valeurs propres :
∀A,∀P polynome P (σ(A)) = σ(P (A)).
Ainsi l’analyse pre´ce´dente, faite a` une dimension, s’applique a` chacune des valeurs propres
de la jacobienne de g. Notons λi ses valeurs propres, et λi(α) celles obtenues avec la relaxation.
Nous avons :
λi(α) = 1 + α(λi − 1).
On cherche a` minimiser maxi|λi(α)|.
Comme pre´ce´demment, λi > 1 ⇔ λi(α) > 1 ∀α > 0. La relaxation ne permet donc pas
de faire converger l’algorithme si ∃λi > 1, et on conside`re donc que λi < 1 ∀i. Ainsi on a
λ′i(α) = (λi − 1) < 0. Toutes les fonctions λi(α) ont donc la meˆme monotonie et valent toutes
1 en 0.
En outre, on ve´rifie aise´ment que si λi 6= λj , alors λi(α) 6= λj(α) ∀α 6= 0.
Soit λI la valeur propre qui re´alise maxi|λi|. On voit facilement que tant que λI(α) re´alise
seule maxi|λi(α)|, on peut encore faire diminuer le rayon spectral. Et comme, |λi(α)| =
|λj(α)| ⇒ λi(α) = −λj(α), on voit que lorsque ∃i 6= I tq λi 6= λI et |λI(α)| = |λi(α)|, du
fait que les monotonies sont identiques, on ne peut plus minimiser a` la fois |λI(α)| et |λi(α)|.
L’optimum est donc atteint. On remarque notamment que, comme on a λi(α) < 1 ∀α > 0, la
convergence de l’algorithme est assure´e a` l’optimum.
λi(α) = −λj(α) nous donne : α = 1
1− λi + λj
2
.
De plus, comme les λi(α) ne peuvent se croiser, et que λI correspond soit au minimum, soit
au maximum des valeurs propres, le premier λi 6= λI qui re´alise |λI(α)| = |λi(α)|, est soit le
maximum (si λI est le minium), soit le minimum des valeurs propres.
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La relaxation optimale, dont on a vu qu’elle assurait la convergence, est donc :
α =
1
1− maxi λi + mini λi
2
.
Comme dans le cas a` une dimension, la relaxation optimale que nous avons de´gage´e ne´cessite
de connaˆıtre des proprie´te´s de f en la solution du proble`me. Il faudra donc ge´ne´ralement utiliser
des me´thodes approche´es.
Un proce´de´ empirique tre`s simple, qui fonctionne quelle que soit la dimension du proble`me,
donne souvent de bons re´sultats. Il consiste a` diviser la relaxation par deux a` chaque fois que le
crite`re de convergence croˆıt (attention a` sa de´finition). Il est possible, mais pas indispensable,
de recalculer les ite´rations ou` le crite`re de convergence a cruˆ.
3.2.6 Acce´le´ration du point fixe
L’acce´le´ration de la convergence de me´thodes de type point fixe est domaine a` part entie`re
de l’analyse nume´rique. La litte´rature sur ce sujet est vaste, et on peut citer par exemple,
comme point d’entre´e, les communications de Brezinski [17] [18]. Nous nous contentons de
lister ici quelques me´thodes incontournables.
a. A une dimension : me´thode ∆2 d’Aitken
On a vu qu’il e´tait possible d’ame´liorer la convergence du point fixe en introduisant une
relaxation. Dans tous les cas, α =
1
1− f ′(xsol) est la relaxation optimale a` une dimension. En
posant k = f ′(xsol), on voit que la fonction g obtenue apre`s relaxation s’e´crit :
g(x) =
f(x)− kx
1− k .
L’acce´le´ration d’Aitken consiste a` estimer la valeur de k graˆce aux re´sultats des dernie`res
ite´rations. En effet, on a :
lim
n→∞
x(n+2) − x(n+1)
x(n+1) − x(n) = limn→∞
f(x(n+1))− f(x(n))
x(n+1) − x(n) = f
′(xsol) = k.
On pose donc kn =
x(n+2) − x(n+1)
x(n+1) − x(n) , que l’on injecte dans x˜
(n+2) =
x(n+2) − knx(n+1)
1− kn .
Le processus que l’on en de´duit (appele´ me´thode de Steffensen ou de Aitken-Steffensen) est
le suivant : on suppose que l’on commence a` l’ite´ration n avec x(n).
On calcule tout d’abord deux ite´rations classiques du point fixe : x(n+1) = f(x(n)) et
x(n+2) = f(x(n+1)).
On pose ensuite x˜(n+2) = x(n) − (∆x
(n))2
∆2x(n)
= x(n) − (x
(n+1) − x(n))2
x(n+2) − 2x(n+1) + x(n) (forme
e´quivalente a` la pre´ce´dente qui a donne´ son nom a` la me´thode), et on ite`re le processus en
repartant de x˜(n+2).
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Notons que pour des raisons de pre´cision nume´rique, on pre´fe`re l’e´criture e´quivalente :
x˜(n+2) = x(n+1) +
1
1
x(n+2) − x(n+1) −
1
x(n+1) − x(n)
.
C’est un proce´de´ ge´ne´rique bien connu d’acce´le´ration de la re´solution du point fixe. Il a e´te´
teste´ dans le cadre d’un couplage neutronique-thermohydraulique tre`s simplifie´ dans [98].
Notons que cette me´thode permet d’acce´le´rer la convergence de toute suite re´elle pourvue
que lim
n→∞
x(n+2) − x(n+1)
x(n+1) − x(n) = k avec |k| < 1. Plus de de´tails a` propos des me´thodes d’acce´le´ration
a` une dimension peuvent eˆtre trouve´s dans [46] ou dans [17].
b. A plus d’une dimension : acce´le´ration de Chebyshev
Il est possible d’utiliser les polynoˆmes de Chebyshev pour acce´le´rer la convergence de l’al-
gorithme de Gauss-Seidel (mais les formulations trouve´es dans la litte´rature supposent que le
proble`me est line´aire). Une pre´sentation de´taille´e de cette me´thode ne sera pas donne´e ici, mais
peut eˆtre trouve´e par exemple dans [5].
c. A plus d’une dimension : acce´le´ration d’Anderson
La me´thode, issue des travaux d’Anderson [3], consiste a` exprimer x(n+1) (n est le nume´ro
d’ite´ration) comme une combinaison line´aire des dernie`res observations de f :
x(n+1) =
m∑
i=0
αif(x
(n−i)),
avec les αi qui minimisent
∥∥∥∥∥
m∑
i=0
αi
(
f(x(n−i))− x(n−1)
)∥∥∥∥∥
2
, sous la contrainte
m∑
i=0
αi = 1. m
est un parame`tre de la me´thode.
Pour comprendre la me´thode, on peut voir que cela revient, lorsque f est line´aire, a` chercher
xmin =
m∑
i=0
αix
(n−i) qui minimise la norme du re´sidu f(xmin)−xmin, dans le sous-espace affine
contenant {x(n−m), . . . , x(n)}. L’hypothe`se de line´arite´ est d’autant mieux ve´rifie´e que l’on
s’approche de la solution, ce qui permet de ”sentir” la convergence de la me´thode. On peut
noter au passage qu’il n’y a pas beaucoup de sens a` choisir m plus grand que la dimension de
l’espace ou` vit x, et que le re´sultat de la minimisation ne sera alors pas unique.
[125] explique clairement la me´thode d’un point de vue mathe´matique et donne des conseils
pratiques pour sa mise en œuvre. Elle a e´te´ teste´e re´cemment sur un cas de couplage 1D simplifie´
entre neutronique et thermohydraulique dans [121]. Il est inte´ressant de constater qu’il a e´te´
obtenu des re´sultats sensiblement meilleurs qu’avec un algorithme de Gauss-Seidel utilisant
une relaxation optimale.
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3.2.7 Ite´rations de Jacobi
La me´thode de Jacobi est similaire a` celle de Gauss-Seidel. La diffe´rence est qu’on n’utilise
pas le re´sultat du calcul pre´ce´dent pour ame´liorer celui du suivant. Cela revient a` ite´rer ainsi
(n est le nume´ro d’ite´ration) : {
x
(n+1)
1 = f1(x
(n)
1 , x
(n)
2 )
x
(n+1)
2 = f2(x
(n)
1 , x
(n)
2 ).
On voit que c’est aussi une me´thode de type point fixe. La convergence est plus lente
que pour Gauss-Seidel, mais l’algorithme est paralle´lisable. La me´thode de Gauss-Seidel est
ge´ne´ralement privile´gie´e a` celle de Jacobi.
3.2.8 Conclusion
La me´thode de Gauss-Seidel est facile a` mettre en place et converge souvent. Notamment, la
convergence a lieu quelle que soit l’initialisation si le couplage est suffisamment faible. Cepen-
dant, la me´thode ne peut pas converger si les couplages mis en jeu sont trop violents. Ajouter
une relaxation peut eˆtre une solution dans ce cas-la`, mais la difficulte´ est alors de la parame´trer.
En outre, la convergence est line´aire (cf (3.5)) et est d’autant plus rapide que les fonctions
e´tudie´es sont faiblement couple´es.
3.3 Me´thode de Newton
3.3.1 Pre´sentation de la me´thode
Il s’agit d’une autre me´thode courante, qui a de nombreuses variantes. Dans son formalisme
initial, c’est une me´thode de couplage intrique´ (et donc ferme). Posons le syste`me a` re´soudre
ainsi (F1 et F2 peuvent eˆtre issus de la formulation (3.3) par exemple) :
F (x) =
(
F1(x1, x2)
F2(x1, x2)
)
= 0, x = (x1, x2).
On rappelle que, en ge´ne´ral, xi et Fi(xi, xj) sont des vecteurs de R
di .
On note d(= d1 + d2) le nombre de composantes de x et on de´finit la jacobienne Jx du
syste`me en x comme suit (les Fi sont ici et pour la suite les composantes de F , et donc
Fi(x) ∈ R) :
Jx =

∂F1
∂x1
(x) · · · ∂F1
∂xd
(x)
... .
...
∂Fd
∂x1
(x) · · · ∂Fd
∂xd
(x)

Comme la me´thode de Gauss-Seidel, la me´thode de Newton est ite´rative. Notons ici encore
avec un exposant n l’indice d’ite´ration. A partir d’une donne´e initiale x(0) on ite`re ainsi :
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1. On re´sout en δx le syste`me line´aire : Jx(n)δx = −F (x(n)).
2. On pose x(n+1) = x(n) + δx.
On s’arreˆte ge´ne´ralement lorsque ‖δx‖ ou ‖F (x(n))‖ devient suffisamment petit.
Comme pre´ce´demment, on voit que la me´thode ne peut converger que vers une solution du
proble`me.
3.3.2 Etude de la me´thode
La me´thode se base sur un de´veloppement de Taylor a` l’ordre 1 autour de la solution xsol :
F (xsol) = 0 ≈ F (x(n)) + Jx(n)(xsol − x(n)).
En supposant F suffisamment re´gulie`re, utilisons l’ine´galite´ de Taylor-Lagrange pour
quantifier l’erreur commise. Comme pre´ce´demment, on note D2Fx l’application line´aire de
Rd dans L(Rd), telle que (D2Fxab)k =
∑
i,j
∂2Fk(x)
∂xi∂xj
aibj . S’il existe un re´el M tel que
‖D2Fx(n)+t(xsol−x(n))‖ ≤M ∀t ∈]0, 1[ alors :
‖ − F (x(n))− Jx(n)(xsol − x(n))‖ ≤
M‖xsol − x(n)‖2
2
,
Puisque F (xsol) = 0. On introduit le vecteur ηn, de norme infe´rieure a` 1, tel que :
F (x(n)) = −Jx(n)(xsol − x(n)) + ηn
M‖xsol − x(n)‖2
2
.
On peut donc e´crire la norme de l’erreur ainsi, en supposant la jacobienne inversible :
‖ε(n+1)‖ = ‖x(n+1) − xsol‖ = ‖x(n) − J−1x(n)F (x(n))− xsol‖
‖ε(n+1)‖ =
∥∥∥∥∥x(n) − J−1x(n)
(
−Jx(n)(xsol − x(n)) + ηn
M‖xsol − x(n)‖2
2
)
− xsol
∥∥∥∥∥
‖ε(n+1)‖ = ‖J−1
x(n)
ηn‖M‖ε
(n)‖2
2
≤ ‖J−1
x(n)
‖M‖ε
(n)‖2
2
. (3.6)
Notons K = maxx∈B(xsol,‖xsol−x(0)‖)
(
1
2
‖J−1x ‖‖D2Fx‖
)
. B(xsol, ‖xsol − x(0)‖) est la boule
de centre xsol et de rayon ‖xsol − x(0)‖. On a convergence si le crite`re suivant est respecte´ :
K‖x(0) − xsol‖ < 1.
En outre, on peut montrer par re´currence que l’on a :
‖ε(n)‖ ≤ (K‖x
(0) − xsol‖)2n
K
. (3.7)
Cela nous montre qu’on a une convergence quadratique, donc plus rapide que celle de
Gauss-Seidel, si l’initialisation est suffisamment bonne.
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Il est clair que l’algorithme de Newton ne se de´finit correctement que si on peut de´finir la
jacobienne de F en tous points. Il arrive cependant que les phe´nome`nes que l’on e´tudie intro-
duisent des ruptures de pente. Nous pensons notamment aux changements de phase. Dans ce
cas-la`, [53] nous assure que la convergence de l’algorithme a toujours lieu, pour une initiali-
sation suffisamment bonne, que l’on choisisse les de´rive´es partielles a` droite ou a` gauche aux
ruptures de pente.
3.3.3 Variante avec relaxation
De la meˆme fac¸on que l’on avait introduit une relaxation pour Gauss-Seidel, il est possible
d’en de´finir une pour Newton, que l’on notera α ∈]0, 1] et qui intervient ainsi (δx est toujours
calcule´ de la meˆme fac¸on) :
x(n+1) = x(n) + αδx.
On voit facilement que lorsque α 6= 1 on perd la vitesse de convergence quadratique de l’al-
gorithme de Newton. La relaxation ne peut donc pas eˆtre utilise´e pour acce´le´rer la convergence,
mais peut permettre de converger dans certaines situations ou` l’algorithme initial ne l’aurait
pas fait. La jacobienne est alors principalement utilise´e pour de´terminer la direction dans la-
quelle on fait e´voluer x(n) et α de´termine la taille du  pas  effectue´. Dans le principe, on voit
qu’on se rapproche d’un algorithme de type descente de gradient, utilise´ pour les proble`mes
d’optimisation [71].
Insistons sur le fait que α = 1 sera toujours optimum quand on s’approche de la solution
pour l’algorithme de Newton, ce qui n’e´tait pas le cas pour Gauss-Seidel. Quand on utilise une
relaxation avec l’algorithme de Newton, il faut donc avoir la possibilite´, a` chaque ite´ration,
d’augmenter α .
Comme pour Gauss-Seidel, il y a un proce´de´ empirique simple pour utiliser la relaxation
avec la me´thode de Newton. Il faut pour cela rajouter un niveau d’ite´ration interne. Chaque
ite´ration de Newton commence avec α = 1. On recalcule ensuite cette ite´ration en divisant la
relaxation par deux a` chaque fois, tant que le re´sidu obtenu n’est pas plus petit que celui de
l’ite´ration pre´ce´dente.
3.3.4 Algorithme de Newton inexact
Il s’agit simplement d’un algorithme de Newton dans lequel on admet que la re´solution du
syste`me Jx(n)δx = −F (x(n)) ne soit pas exacte.
Partant d’une donne´e initiale x(0), on ite`re ainsi :
1. On de´termine δx qui ve´rifie : ‖Jx(n)δx+ F (x(n))‖ ≤ η(n)‖F (x(n))‖.
2. On pose x(n+1) = x(n) + α(n)δx.
η(n) ∈ [0, 1] fixe la pre´cision demande´e sur la re´solution du syste`me line´aire et α(n) > 0
correspond a` une relaxation comme on l’a de´ja` introduite au paragraphe 3.3.3. La re´solution
du syste`me line´aire e´tant suppose´e inexacte, l’algorithme ne be´ne´ficie pas de la vitesse de
convergence quadratique du Newton, et l’introduction de la relaxation est moins geˆnante.
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3.3.5 Conclusion
Le crite`re de convergence de la me´thode de Newton est tre`s diffe´rent de celui du point fixe,
puisqu’il de´pend de la qualite´ de l’initialisation et pas uniquement de proprie´te´s de la fonction
dont on cherche le 0. Ainsi, la me´thode peut the´oriquement s’appliquer a` n’importe quel cas,
pourvu qu’on l’initialise assez bien. Cela vient de l’ide´e que n’importe quelle fonction de´rivable
peut eˆtre approxime´e par un de´veloppement de Taylor a` l’ordre 1 a` petite e´chelle.
Dans les faits, si la condition d’initialisation est trop se´ve`re, la me´thode ne peut pas eˆtre
utilise´e puisque trouver une bonne initialisation revient a` donner une bonne approximation de
la solution, ce qu’est justement cense´e fournir la me´thode.
L’intervention de ‖D2fx‖ dans le crite`re de convergence nous indique que la me´thode fonc-
tionne mal sur les fonctions  bruite´es , comme on peut en rencontrer a` cause d’erreurs
nume´riques ou de convergences imparfaites.
Quand on compare les crite`res des deux me´thodes, on voit que :
— La me´thode de Newton n’est pas directement affecte´e par la force du couplage, contrai-
rement a` Gauss-Seidel.
— Gauss-Seidel est plus adapte´e pour les fonctions bruite´es.
— Il existe des cas ou` aucune des deux me´thodes n’est utilisable.
Notons enfin que la me´thode de Newton a une convergence plus rapide en nombre
d’ite´rations (quadratique contre line´aire).
La mise en œuvre de la me´thode est cependant difficile, puisqu’il faut calculer la jacobienne
de notre proble`me puis re´soudre un syste`me line´aire. En outre, dans le cadre d’un couplage,
non seulement la jacobienne peut eˆtre trop grosse pour eˆtre stocke´e (si les codes e´changent des
champs 3D par exemple), mais est souvent presque impossible a` e´valuer directement.
La me´thode Jacobian-Free Newton-Krylov (JFNK) est une fac¸on de mettre en œuvre la
me´thode de Newton qui contourne les difficulte´s que nous venons de citer.
3.4 Me´thode JFNK (Jacobian-Free Newton-Krylov)
3.4.1 Pre´sentation de la me´thode
Une discussion comple`te sur la me´thode JFNK peut eˆtre trouve´e dans [58]. Elle est
e´galement assez bien de´taille´e dans [78]. Elle est notamment a` la base de la plateforme de
couplage MOOSE [40]. Le JFNK est une mise en œuvre de la me´thode de Newton qui s’appuie
sur une me´thode de Krylov pour la re´solution de syste`mes line´aires, que l’on appliquera a` chaque
ite´ration de Newton au syste`me Jx(n)δx = −F (x(n)). Les me´thodes de Krylov ont l’avantage
de ne faire intervenir la matrice du syste`me qu’a` travers des produits matrice-vecteur, que l’on
est capable d’approximer par simples appels des codes. La me´thode JFNK permet donc de
de´finir une technique de couplage se´quentielle (les codes sont conserve´s) mais ferme, a` partir
de l’algorithme de Newton. Nous y reviendrons section 3.4.2. La me´thode Generalized Minimal
RESidual method (GMRES), que nous allons pre´senter, est la me´thode de Krylov ge´ne´ralement
utilise´e dans un JFNK.
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La re´solution du syste`me line´aire est rarement pousse´e jusqu’au bout, pour des raisons de
temps de calcul, et c’est ainsi plutoˆt un algorithme de Newton inexact qui est utilise´.
a. Principe des me´thodes de Krylov pour re´soudre Ax = b
Notons m la dimension du vecteur b. Les me´thodes de Krylov consistent a` rechercher une
approximation de la solution sur un espace vectoriel Kn de dimension re´duite n ≤ m, que
l’on construit ainsi : Kn = V ect(r0, Ar0, . . . , A
n−1r0), ou` r0 = b − Ax0, avec x0 une estima-
tion initiale de la solution du syste`me line´aire. Dans notre cas x0 est ge´ne´ralement pris nul et
on a simplement r0 = b. Pour simplifier les e´critures nous travaillerons dans la suite directe-
ment avec la variable b. Notons que (b, Ab, . . . , An−1b) ne forme pas force´ment une famille de
vecteurs libres, mais que si ce n’est pas le cas, la solution x peut eˆtre ge´ne´re´e par la famille
(b, Ab, . . . , An−2b). De´montrons cette proprie´te´ qui est une fac¸on de comprendre la construction
des me´thodes de Krylov.
De´monstration :
Supposons que (b, Ab, . . . , Apb) avec p ≤ m ne soit pas libre. Cela signifie qu’il existe une
combinaison line´aire non nulle des vecteurs de la famille qui soit nulle. On l’e´crit : ∃(Ci)0≤i≤p
non tous nuls tels que
p∑
i=0
CiA
ib = 0.
Distinguons deux cas :
1. Soit C0 6= 0, et donc b = −
p∑
i=1
Ci
C0
Aib = A(−
p−1∑
i=0
Ci+1
C0
Aib). On a donc bien trouve´ une
combinaison line´aire des vecteurs (b, Ab, . . . , Ap−1b) solution du proble`me Ax=b.
2. Soit C0 = 0, et dans ce cas on a A(
p−1∑
i=0
Ci+1A
ib) = 0. Si A est inversible, on en de´duit
que
p−1∑
i=0
Ci+1A
ib = 0, ce qui nous rame`ne au cas pre´ce´dent par re´currence, l’un des Ci
e´tant non nul. 
Ainsi, il n’y a pas d’inte´reˆt a` conside´rer Kn si sa dimension n’est pas n. Introduisons donc
(qi)0≤i≤n vecteurs de Rm formant une base de Kn. Notons Qn la matrice (de dimension m ∗n)
compose´e des vecteurs colonnes (qi). Qn est la matrice de passage de la base canonique a` la
base constitue´e des (qi) : soit xn ∈ Kn exprime´ dans la base canonique de Rm, yn tel que
xn = Qnyn, sont les coordonne´es de xn dans (qi).
Il y a plusieurs fac¸ons de construire la base (qi)0≤i≤n. Pour des raisons de stabilite´ on utilise
ge´ne´ralement une base orthonormale que l’on construit avec le proce´de´ de Gram-Schmidt,
appele´ dans ce cas me´thode d’Arnoldi.
Notons que Qn est donc orthogonale et que la transpose´e d’une matrice de passage ortho-
gonale est la matrice de passage inverse, ce qui s’e´crit tQnQn = In ou Qn
tQn = Im .
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b. Me´thode d’Arnoldi pour construire la base orthonormale
On construit la base par re´currence, le premier vecteur e´tant bien suˆr q1 =
b
‖b‖ . Le n+1e`me
vecteur se construit ainsi, e´tant donne´s les pre´ce´dents :
1. qn+1 ← Aqn
2. pour i = 1 . . . n :
(a) hi,n ← tqiqn+1
(b) qn+1 ← qn+1 − hi,nqi
3. hn+1,n ← ‖qn+1‖
4. qn+1 ← qn+1hn+1,n
On me´morise les scalaires hi,j calcule´s pendant le processus qui permettent de de´finir la
matrice Hn = (hi,j)i≤n; j≤n telle que Hn = tQnAQn . Les e´le´ments de Hn au-dessous de la
premie`re sous-diagonale ne sont pas calcule´s et sont pris nuls, ce qui fait de Hn une matrice
dite de Hessenberg, ce qui simplifiera la suite.
On de´finit aussi la matrice H˜n en rajoutant a` Hn une ligne de 0, sauf sur la dernie`re colonne
ou` on met hn+1,n, c’est-a`-dire que H˜n =
(
Hn
hn+1,n(
ten)
)
ou` en est la n-ie`me colonne de In.
H˜n est aussi une matrice de Hessenberg. Pour fixer les ide´es, explicitons H˜n :
H˜n =

h1,1 h1,2 · · · h1,n
h2,1
. . . h2,n
0
. . . hn−1,n−1
...
... hn,n−1 hn,n
0 · · · 0 hn+1,n

.
Par construction nous avons H˜n =
tQn+1AQn.
c. La me´thode GMRES
De´veloppons a` partir de la dernie`re e´galite´. En utilisant que Qn+1 est une matrice de
passage, on obtient :
AQn = Qn+1H˜n.
On multiplie par yn un vecteur quelconque de R
n :
AQnyn = Qn+1H˜nyn.
En interpre´tant yn comme un vecteur de Kn exprime´ dans la base des (qi), xn = Qnyn
devient les coordonne´es de yn dans la base canonique de R
m. En retranchant b et en remarquant
que dans la base des (qi) il s’e´crit ‖b‖q1, on obtient :
Axn − b = Qn+1(H˜nyn − ‖b‖q1).
34 Chapitre 3. Les techniques de couplage en stationnaire
On passe maintenant a` une norme invariante pour les transformations orthogonales (la
norme L2 par exemple) :
‖Axn − b‖ = ‖H˜nyn − ‖b‖q1‖.
Ainsi, pour trouver le vecteur xn de Kn exprime´ dans la base canonique de R
m qui minimise
la norme du re´sidu, il suffit de trouver yn ∈ Rn qui minimise ‖H˜nyn−‖b‖q1‖ (on a n inconnues
pour n+ 1 e´quations) puis de faire le changement de base xn = Qnyn.
Pour re´soudre ce proble`me de minimisation, on calcule la de´composition QR de H˜n, c’est-
a`-dire qu’on cherche les matrices On et Rn telles que
tOnH˜n = Rn avec On orthogonale et Rn
triangulaire supe´rieure. Le proble`me se rame`ne alors a` la minimisation de ‖Rnyn − ‖b‖tOnq1‖.
La de´composition QR doit se calculer en meˆme temps que la fabrication de la matrice H˜n
avec la me´thode d’Arnoldi.
Supposons que l’on ait de´ja` calcule´ On−1 et Rn−1. On note On−1p la matrice On−1 prolonge´e
avec une ligne et une colonne de 0 et un 1 sur leur intersection. Ainsi, tOn−1pH˜n est de la forme :
x1,1 x1,2 · · · x1,n
0
. . .
...
...
. . . xn−1,n−1 xn−1,n
0 r
0 · · · 0 h
 .
On multiplie (a` gauche) par la matrice de rotation (qui est orthogonale et de dimension
(n+ 1)2) suivante (avec c =
r√
r2 + h2
et s = − h√
r2 + h2
) :
Rotn =

1
. . .
1
c −s
s c
 .
On obtient bien une matrice triangulaire supe´rieure, la matrice Rn que l’on cherchait. On
est le produit On−1p tRotn.
Le processus a` appliquer a` chaque ite´ration pour calculer Rn et le second membre ‖b‖tOnq1
est le suivant (pour la premie`re ite´ration, il n’y a pas de rotation pre´ce´demment calcule´e donc
tO0
p = Id et R0 n’existe pas, on a donc directement R1 = Rot1(hi,1)i≤2) :
— On applique les rotations pre´ce´demment calcule´es (tOn−1p) au vecteur (hi,n)i≤n+1.
— On calcule la rotation Rotn qui permet d’annuler la dernie`re composante du vecteur que
l’on vient de calculer.
— On calcule Rn en ajoutant a` Rn−1 une colonne e´gale au produit tOn−1p(hi,n)i≤n+1, en
comple´tant la n+1-ie`me ligne par des 0, et en appliquant Rotn au re´sultat.
— On met a` jour le second membre en appliquant Rotn a` celui obtenu a` l’ite´ration
pre´ce´dente, ‖b‖tOn−1pq1.
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La matrice Rn obtenue est triangulaire supe´rieure, mais, comme H˜n, de dimension (n+1)∗n.
Sa dernie`re ligne est donc nulle. Notons R′n la matrice triangulaire carre´e, obtenue en enlevant
la dernie`re ligne de Rn. De meˆme, notons (‖b‖tOnq1)′ le vecteur obtenu en enlevant la dernie`re
composante de ‖b‖tOnq1.
La minimisation de ‖Rnyn − ‖b‖tOnq1‖ se fait en re´solvant le syste`me line´aire triangulaire
R′nyn = (‖b‖tOnq1)′. La norme du re´sidu du proble`me de minimisation est alors e´gale a` la
valeur absolue de la dernie`re composante de ‖b‖tOnq1.
3.4.2 Utilisation et inte´reˆt de la me´thode JFNK dans le cadre d’un couplage
Dans la me´thode GMRES de re´solution de syste`mes line´aires que nous venons de pre´senter,
la matrice du proble`me n’intervient qu’a` travers un produit matrice-vecteur, dans l’algorithme
d’Arnoldi. Notre proble`me faisant intervenir une jacobienne, on peut utiliser le de´veloppement
de Taylor suivant pour approximer le produit matrice-vecteur :
Juv =
F (u+ εv)− F (u)
ε
+O(ε).
Une e´valuation de F correspond a` un appel aux codes que l’on couple. La me´thode peut
donc s’utiliser sans que l’on ait besoin de calculer ou de stocker la jacobienne de notre proble`me
couple´, mais demande un appel fre´quent aux codes. On a ainsi besoin d’un appel des codes par
ite´ration GMRES, en plus de l’appel ne´cessaire par ite´ration de Newton.
On voit que notre approximation du produit Juv introduit une erreur en O(ε). On peut
re´duire cette erreur en utilisant une diffe´rence centre´e, mais on a alors besoin de deux appels
des codes par ite´ration de GMRES.
Juv =
F (u+ εv)− F (u− εv)
2ε
+O(ε2).
Insistons sur le fait que le JFNK n’est qu’une fac¸on de mettre en œuvre l’algorithme de
Newton en contournant les difficulte´s lie´es a` la construction de la jacobienne. La discussion
a` propos de la me´thode de Newton s’applique donc ici. Le JFNK introduit de nouveaux pa-
rame`tres que sont le ε servant a` calculer le produit Jv et le crite`re de convergence de la me´thode
GMRES. Le premier doit eˆtre choisi suffisamment petit pour que le de´veloppement de Taylor
soit le plus juste possible, mais suffisamment grand pour s’affranchir du bruit nume´rique. Le
crite`re de convergence du GMRES est, quant a` lui, un compromis entre pre´cision et temps de
calcul.
3.4.3 BiCGStab, une alternative a` la me´thode GMRES
La me´thode GMRES pre´sente´e ici, qui se base sur l’orthogonalite´ de la base de Kn obtenue
par la me´thode d’Arnoldi, a pour principaux inconve´nients la ne´cessite´ de stocker la base
construite, et le couˆt croissant de chaque ite´ration. On peut e´viter ces de´savantages en acceptant
de ne pas conserver la proprie´te´ d’orthogonalisation de la base. Parmi les me´thodes permettant
de le faire, BiConjugate Gradient Stabilized method (BiCGStab) [123] est peut-eˆtre la plus
re´pandue.
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3.5 Me´thode JFNK pre´conditionne´e
3.5.1 Notion de conditionnement
On reprend ici la pre´sentation de [71]. Les de´monstrations des re´sultats donne´s ici pourront
y eˆtre trouve´es. On appelle conditionnement d’une matrice A la quantite´ de´finie ainsi :
κ(A) = ‖A‖‖A−1‖.
On conside`re les trois syste`mes line´aires ci-dessous :
Ax = b
A(x+ δx) = b+ δb
(A+ δA)(x+ δx′) = b.
On a alors les deux ine´galite´s suivantes :
‖δx‖
‖x‖ ≤ κ(A)
‖δb‖
‖b‖
‖δx′‖
‖x+ δx′‖ ≤ κ(A)
‖δA‖
|A‖ .
Ce qui signifie que le conditionnement nous donne une borne de la variation de la solu-
tion d’un syste`me line´aire a` une perturbation de la matrice ou du second membre. En outre,
cette borne est la meilleure possible : on peut choisir b et δb ou b et δA tels que les ine´galite´s
pre´ce´dentes soient des e´galite´s. Les simulations informatiques e´tant toujours entache´es d’erreurs
nume´riques, on comprend la ne´cessite´ d’avoir un conditionnement le plus petit possible. No-
tamment, pour le JFNK, puisqu’on re´sout le syste`me line´aire en l’approchant par projections,
meilleur sera le conditionnement, moins on aura besoin d’ite´rations de Krylov pour obtenir une
bonne approximation de la solution du syste`me line´aire que l’on cherche a` re´soudre.
Si on travaille avec la norme L2, on a la formule suivante, qui permet un calcul du condi-
tionnement sans avoir a` connaˆıtre A−1 :
κ2(A) =
√√√√maxi |λi(AtA)|
min
i
|λi(AtA)| ≥ 1.
3.5.2 Ge´ne´ralite´s sur le pre´conditionnement
Le pre´conditionnement consiste a` transformer le syste`me line´aire a` re´soudre en un autre, de
meˆme solution, mieux conditionne´. On introduit pour cela une matrice P inversible. On parle
de conditionnement a` gauche lorsqu’on re´sout le syste`me line´aire suivant :
PP−1Ax = b,
Et de conditionnement a` droite lorsqu’il s’agit de celui-ci :
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AP−1Px = b.
Dans le premier cas on re´sout P−1Ax = P−1b. Dans le deuxie`me cas on re´sout AP−1y = b,
puis on en de´duit x = P−1y.
Dans les deux cas, on voit que le conditionnement est optimal si P = A. On cherche donc
ge´ne´ralement une matrice de conditionnement proche de A.
3.5.3 Application au JFNK
La litte´rature ([58], [75], [138], [24]) introduit ge´ne´ralement le pre´conditionnement a` droite
dans le cadre du JFNK (qui, contrairement au pre´conditionnement a` gauche, ne modifie pas le
second membre du syste`me line´aire dont la norme sert ge´ne´ralement a` e´valuer la convergence
de la me´thode). L’ite´ration de Newton devient donc :
1.
(
Jx(n)P
−1) δu = −F (x(n))
2. x(n+1) = x(n) + P−1δu.
Lors de la re´solution du syste`me line´aire avec une me´thode de Krylov, il faut donc pouvoir
calculer le produit de Jx(n)P
−1 avec un vecteur v, ce que l’on fait ainsi :
Jx(n)P
−1v ≈ F (u+ εP
−1v)− F (u)
ε
.
Ainsi, si on sait appliquer P−1 a` un vecteur donne´ il est facile d’utiliser un
pre´conditionnement a` droite dans JFNK. Il existe plusieurs me´thodes de pre´conditionnement,
mais, en partant du constat que si P−1 ≈ J−1xn le conditionnement est bon, et que δx =
−J−1xn F (xn) permet de calculer l’incre´ment des variables sur une ite´ration de Newton, on uti-
lise souvent comme pre´conditionnement une me´thode de re´solution approche´e qui, e´tant donne´
un re´sidu, est capable de donner une estimation de l’incre´ment δx que l’on cherche. On parle
alors de  pre´conditonnement base´ sur la physique . Notons que cette me´thode de re´solution
approche´e, pendant la re´solution de JFNK, ne sera pas applique´e a` un re´sidu mais a` un vecteur
de l’espace de Krylov, puis a` la solution du syste`me line´aire.
Dans [98], il est mis en e´vidence, sur un cas de couplage unidimensionnel neutronique –
thermohydraulique, une re´duction d’un facteur environ 10 de la taille des espaces de Kry-
lov ne´cessaires au JFNK par l’utilisation d’un pre´conditionnement base´ sur la physique. La
re´duction en temps de calcul est encore supe´rieure, le nombre d’ope´rations a` re´aliser a` chaque
ite´ration du GMRES augmentant avec la taille de l’espace de Krylov.
Ainsi l’utilisation d’un pre´conditionnement permet d’ame´liorer fortement les performances
du JFNK. En outre, l’ide´e d’utiliser un solveur simplifie´ comme pre´conditionnement en rend
l’utilisation relativement aise´e.
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3.6 Me´thode ABN (Approximate Block Newton)
3.6.1 Pre´sentation
La me´thode de Newton permet d’annuler un re´sidu, c’est-a`-dire de re´soudre une e´quation
du type F (x) = 0. On utilise donc classiquement l’e´criture (3.3) du couplage quand on utilise
l’algorithme de Newton. Il est cependant possible d’appliquer un algorithme de Newton sur
l’e´cart entre deux ite´rations successives de Gauss-Seidel, et c’est ce que propose la me´thode
Approximate Block Newton (ABN), pre´sente´e dans [137]. Par rapport au Newton classique, on
diminue la dimension de l’espace des inconnues.
On e´crira les ite´rations de Gauss-Seidel ainsi :{
x
(k+1)
1 = f1(x
(k)
1 , x
(k)
2 )
x
(k+1)
2 = f2(x
(k+1)
1 , x
(k)
2 ).
k indique le nume´ro d’ite´ration de l’algorithme.
La premie`re e´tape est une ite´ration de Gauss-Seidel :
x′1 = f1(x
(k)
1 , x
(k)
2 )
x′2 = f2(x
′
1, x
(k)
2 ).
On de´finit ensuite le re´sidu, sur lequel l’algorithme de Newton va travailler, comme
r = x
(k)
2 − x′2.
On doit donc re´soudre le syste`me :
S∆x2 = −r,
Avec S = Id− ∂f2(f1(x
(k)
1 , x
(k)
2 ), x
(k)
2 )
∂x2
. La re´solution du syste`me line´aire se fait en utilisant
une me´thode de Krylov, comme celle de´ja` pre´sente´e a` propos du JFNK. Il suffit donc de savoir
calculer le produit de S avec un vecteur w. On le fait ainsi :
p = f1(x
(k)
1 , x
(k)
2 + εw)
Sw = w − 1
ε
(f2(p, x
(k)
2 )− x′2).
On remarque qu’on ne perturbe pas la de´pendance de f2 en x2, signe qu’on ne´glige sa
contribution a` la jacobienne du syste`me.
Une fois ∆x2 de´termine´, on met a` jour les variables ainsi :
x
(k+1)
2 = x
(k)
2 + ∆x2
x
(k+1)
1 = f1(x1
(k), x
(k+1)
2 ).
Il ne reste plus qu’a` ite´rer le processus.
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3.6.2 Une variante : la me´thode ABN-J.
Nous allons voir qu’avec une de´marche diffe´rente nous obtenons un algorithme similaire au
pre´ce´dent. Ce nouvel algorithme est nomme´ Approximate Block Newton-Jacobi (ABN-J) car
il commence par une ite´ration de Jacobi plutoˆt que de Gauss-Seidel. Cette me´thode est bien
explique´e dans [137].
Nous allons partir de l’e´criture (3.3) du couplage, pour e´crire le pas de Newton classique :[
∂1F1 ∂2F1
∂1F2 ∂2F2
] [
∆x1
∆x2
]
= −
[
F1(x1, x2)
F2(x1, x2)
]
.
On a note´ ∆xi = x
(k+1)
i − x(k)i et ∂i = ∂∂xi . On ne notera pas dans la suite les indices k
pour alle´ger les notations. Les termes en ∂iFj sont toujours e´value´s en (x1, x2), sauf mention
contraire.
On utilise un pre´conditionnement a` gauche du syste`me line´aire, en utilisant l’inverse de la
jacobienne par blocs des sous-proble`mes :
[
∂1F
(−1)
1 0
0 ∂2F
(−1)
2
] [
∂1F1 ∂2F1
∂1F2 ∂2F2
] [
∆x1
∆x2
]
= −
[
∂1F
(−1)
1 0
0 ∂2F
(−1)
2
] [
F1(x1, x2)
F2(x1, x2)
]
.
En faisant un pivot de Gauss, on se rame`ne a` la forme suivante :[
Id C
0 S
] [
∆x1
∆x2
]
= −
[
q
r
]
,
Avec C = ∂1F
−1
1 ∂2F1, S = Id − ∂2F−12 ∂1F2C, q = ∂1F−11 F1(x1, x2) et r =
∂2F
−1
2 F2(x1, x2)− ∂2F−12 ∂1F2q.
Il suffit alors de re´soudre S∆x2 = −r et d’en de´duire ∆x1 = −q − C∆x2. Le syste`me
line´aire est re´solu avec une me´thode de Newton-Krylov. Il suffit donc de savoir multiplier S et
C par un vecteur.
Pour cela on fait les approximations suivantes :
Cv = ∂1F
−1
1 ∂2F1v ≈
1
ε
∂1F
−1
1 (F1(x1, x2 + εv)− F1(x1, x2))
Sv = v − ∂2F−12 ∂1F2Cv ≈ v +
1
ε
∂2F
−1
2 (F2(x1 − εCv, x2)− F2(x1, x2)).
De la meˆme fac¸on, en conside´rant que q est petit, on peut approximer r ainsi :
r = ∂2F
−1
2 (F2(x1, x2)− ∂1F2q) ≈ ∂2F−12 (F2(x1 − q, x2)).
On remarque que nous n’avons plus que des termes de la forme ∂iF
−1
i Fi(x, y). Si chaque
code comporte des ite´rations globales de Newton, en e´crivant fNi (x1, x2) la nouvelle valeur de
xi apre`s une ite´ration de ce Newton interne initialise´ en (x1, x2), on remarque qu’on a :
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∂iF
−1
i Fi(x1, x2) = xi − fNi (x1, x2).
Ce qui va nous permettre d’exprimer les termes pre´ce´dents a` l’aide des sorties des codes,
en faisant les hypothe`ses :
∂1F
−1
1 (x1, x2)F1(x1, x2 + εv) ≈ ∂1F−11 (x1, x2 + εv)F1(x1, x2 + εv),
∂2F
−1
2 (x1, x2)F2(x1 + εv, x2) ≈ ∂2F−12 (x1 + εv, x2)F2(x1 + εv, x2).
On obtient ainsi :
Cv ≈ 1
ε
(fN1 (x1, x2)− fN1 (x1, x2 + εv)),
Sv ≈ v + 1
ε
(fN2 (x1, x2)− fN2 (x1 − εCv, x2)),
r ≈ x2 − fN2 (x1 − q, x2),
q = x1 − fN1 (x1, x2).
L’algorithme peut ainsi s’e´crire en fonction des sorties des codes, mais dans ce formalisme
ils doivent comporter un Newton global et il faut eˆtre capable de n’en faire qu’une ite´ration.
Dans [137] l’auteur remplace les fNi (x1, x2) par les sorties classiques des codes, que l’on a
note´es fi(x1, x2), en argumentant que, quitte a` augmenter le nombre d’ite´rations internes, on
peut toujours obtenir une convergence quadratique similaire a` une ite´ration de Newton. En
menant le raisonnement jusqu’au bout, on remarque que si les solveurs sont converge´s les fi ne
de´pendent pas des xi et que la question ne se pose pas, les termes ∂iFi et ∂iF
−1
i e´tant e´gaux a`
l’identite´ (mais dans ce cas le pre´conditionnement que l’on fait ici est inutile).
Tout compte fait, l’algorithme se de´roule comme suit :
On calcule q puis r :
q = x1 − f1(x1, x2)
r = x2 − f2(x1 − q, x2) = x2 − f2(f1(x1, x2), x2),
On re´sout ensuite le syste`me line´aire
S∆x2 = −r,
avec une me´thode de Newton-Krylov. Pour cela il faudra eˆtre capable de calculer le produit
de S par un vecteur w, ce que l’on fait ainsi :
p = f1(x1, x2 + εw)
Sw = w − 1
ε
(f2(x1 − f1(x1, x2) + p, x2)− f2(x1, x2)).
Une fois ∆x2 de´termine´, on met a` jour les variables comme pre´ce´demment :
x
(k+1)
2 = x
(k)
2 + ∆x2
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x
(k+1)
1 = f1(x
(k)
1 , x
(k+1)
2 ).
L’algorithme a e´te´ e´crit de fac¸on a` faire ressortir sa ressemblance avec la me´thode ABN.
On voit que la seule diffe´rence est dans le calcul de Sw ou` on a un e´cart de x1 − f1(x1, x2) sur
la premie`re variable dans les deux appels de f2. Cet e´cart tend quadratiquement vers 0 lorsque
la me´thode converge, ce qui prouve bien leur e´quivalence.
3.6.3 Conclusion
Ces me´thodes, qui s’appuient sur la meˆme technique de re´solution de syste`mes line´aires que
JFNK, sont des variantes a` la me´thode de Newton classique. Il est inte´ressant de voir que leur
formalisme initial suppose que chacune des disciplines ne converge pas parfaitement. Ce fait
n’est pas particulie`rement exploite´ par la me´thode ABN, qui peut se voir comme l’utilisation
d’un Newton sur le re´sidu de´fini a` partir d’une ite´ration de Gauss-Seidel. Si un des deux
codes est plus rapide d’exe´cution que l’autre, cette me´thode permet donc d’en tirer parti pour
diminuer la taille de l’espace dans lequel le Newton travaille.
La me´thode ABN-J n’a, au contraire, d’inte´reˆt que si on a effectivement une de´pendance
des Fi en les xi, c’est-a`-dire que si la convergence des codes est imparfaite. En particulier, son
formalisme la rend naturelle entre deux codes utilisant un Newton global, que l’on pourrait
limiter a` une ite´ration. Il n’a cependant pas e´te´ trouve´ de litte´rature l’utilisant ainsi. C’est
une piste pour la re´alisation d’un interme´diaire entre un couplage se´quentiel et un couplage
intrique´.
3.7 Me´thode ASPIN (nonlinear Additive Schwarz Preconditio-
ned Inexact Newton)
La me´thode nonlinear Additive Schwarz Preconditioned Inexact Newton (ASPIN) est intro-
duite et pre´sente´e en de´tails dans [22]. Nous ne pre´sentons ici que son principe, et renvoyons le
lecteur a` l’article mentionne´ pour plus d’e´le´ments. Rappelons que le principe de l’algorithme
de Newton inexact a de´ja` e´te´ pre´sente´ section 3.3.4.
3.7.1 Notion de pre´conditionnement non line´aire
Soit F une fonction non line´aire de Rd dans Rd. Supposons que l’on cherche a` re´soudre
F (x) = 0. Un pre´conditionnement non line´aire consiste a` re´soudre plutoˆt F(x) = 0, avec F
une fonction non line´aire de Rd dans Rd qui posse`de les meˆmes racines que F .
Un cas simple est la composition : F(y) = G(F (y)) ∀y ∈ Rd. Dans ce cas, G ressemble
a` un pre´conditionnement comme introduit dans le cas line´aire paragraphe 3.5.2. Notons au
passage que si G est une application line´aire, alors la jacobienne de G est G elle-meˆme et que
le syste`me F ′(x(n))δx = F(x(n)) se simplifie en F ′(x(n))δx = F (x(n)) (on a note´ ici avec un ′
les jacobiennes). Ainsi dans ce cas, on ne change pas la convergence de la me´thode de Newton,
mais on modifie simplement le conditionnement du syste`me line´aire.
Le pre´conditionnement non line´aire est donc une ge´ne´ralisation du pre´conditionnement
line´aire, qui va chercher non seulement a` ame´liorer le conditionnement des syste`mes line´aires
a` re´soudre, mais aussi a` acce´le´rer la convergence de l’algorithme de Newton lui-meˆme.
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3.7.2 Pre´conditionnement additif de Schwarz non line´aire
Notons S l’ensemble des indices des composantes de y ∈ Rd :
S = {1, ..., d}.
Notons aussi S1, ..., SN une partition de S dans le sens ou` :
N⋃
i=1
Si = S et Si ⊂ S ∀i.
L’intersection des Si peut ne pas eˆtre nulle. Notons Vi l’ensemble des vecteurs de R
d dont
les composantes vk sont nulles si k /∈ Si. Il est aise´ de voir que Vi est un espace vectoriel. Notons
e´galement ISi la matrice de dimension d∗d dont la k-ie`me colonne est e´gale a` celle de l’identite´
si k ∈ Si, et est nulle sinon.
On peut maintenant de´finir la restriction a` F au sous-domaine Vi ainsi :
FSi = ISiF.
De´finissons maintenant la fonction Ti qui a` y ∈ Rd associe Ti(y) ∈ Vi tel que :
FSi(y − Ti(y)) = 0.
Ti(y) est en quelque sorte l’e´cart de y, projete´ sur Vi, a` la solution de la restriction de notre
proble`me.
De´finissons enfin notre fonction F pre´conditionne´e non line´airement ainsi :
F(y) =
N∑
i=1
Ti(y).
3.7.3 L’algorithme ASPIN
Notons J la jacobienne de F , J celle de F et JSi celle de FSi |Vi . Sans de´monstration,
admettons que J = ∑Ni=1 J−1Si J (pour de´finir la somme on ”comple`te” les matrices JSi par des
0). Cette formule correspond au pre´conditionnement additif de Schwarz line´aire de J . Ainsi
notre pre´conditionnement non line´aire ame´liore automatiquement le conditionnement de la
jacobienne de notre proble`me.
L’algorithme est alors le suivant, a` l’ite´ration n :
1. Calcul du re´sidu g(n) = F(x(n)) :
(a) Pour i ∈ J1, NK, calcul de g(n)i = Ti(x(n)) en re´solvant les syste`mes non line´aires
re´duits :
Fsi(x
(n) − g(n)i ) = 0.
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(b) Formation du re´sidu global :
g(n) =
N∑
i=1
g
(n)
i .
2. De´termination de l’incre´ment des variables δx qui ve´rifie :∥∥∥∥∥
N∑
i=1
J−1Si Jδx+ g
(n)
∥∥∥∥∥ ≤ η(n)‖g(n)‖
pour η(n) ∈ [0, 1].
3. Mise a` jour des variables avec
x(n+1) = x(n) + α(n)δx
et α(n) > 0.
Dans [22], il est annonce´ que la jacobienne J n’a jamais besoin d’eˆtre forme´e, mais que
sa multiplication par un vecteur est calcule´e avec les JSi qui, eux, sont forme´s. Il semblerait
que ce soient plutoˆt les jacobiennes des FSi , de dimensions diffe´rentes que les JSi , qui soient
forme´es et qui servent a` reconstruire la jacobienne globale J . L’ide´e sugge´re´e dans [57] est de
de´composer le domaine re´cursivement pour se ramener a` un grand nombre de petits proble`mes
de Newton que l’on peut re´soudre de manie`re exacte.
3.7.4 Utilisation dans un cas de couplage
Quand on re´e´crit le proble`me de couplage sous la forme suivante :{
F1(x1, x2) = 0
F2(x1, x2) = 0,
une de´composition naturelle est Si = l’ensemble des indices des composantes de xi.
L’algorithme devient alors a` l’ite´ration n :
— Calcul du re´sidu ∆x = (∆x1,∆x2) qui ve´rifie :{
F1(x
(n)
1 + ∆x1, x
(n)
2 ) = 0
F2(x
(n)
1 , x
(n)
2 + ∆x2) = 0.
On pose alors : {
G1(x
(n)
1 , x
(n)
2 ) = ∆x1
G2(x
(n)
1 , x
(n)
2 ) = ∆x2.
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— Calcul de l’incre´ment des variables δx = (δx1, δx2) en re´solvant (de fac¸on exacte ou
non) :
G′
x(n)
δx = −∆x,
ou` G′
x(n)
est la jacobienne du syste`me des Gi e´value´e en (x
(n)
1 , x
(n)
2 ).
D’apre`s ce qu’on a vu plus haut, la jacobienne G′
x(n)
est de la forme :
G′ =

∂G1
∂x1
∂G1
∂x2
∂G2
∂x1
∂G2
∂x2
 =

I
(
∂F1
∂x1
)−1 ∂F1
∂x2(
∂F2
∂x2
)−1 ∂F2
∂x1
I
 .
Lorsque les codes sont converge´s on a alors Fi(x1, x2) = xi − fi(xj 6=i), d’ou` ∂Fi
∂xi
= I. Le
pre´conditionnement fait ici n’a donc pas d’effet dans ce cas. Remarquons qu’on avait de´ja` eu
une conclusion du meˆme type avec la me´thode ABN-J paragraphe 3.6.2. L’algorithme pre´sente´
ici revient alors simplement a` un algorithme de Newton.
Lorsque les codes ne sont pas converge´s on a Fi(x1, x2) = xi − fi(x1, x2). La de´termination
des re´sidus ∆xi revient alors a` re´soudre, en xi, xi = fi(x1, x2), c’est a` dire a` trouver la solution
converge´e de chacun des codes.
3.7.5 Conclusion
La me´thode ASPIN revient a` de´couper un proble`me en sous-proble`mes de taille plus pe-
tite, qui se recouvrent e´ventuellement, a` re´soudre ces sous proble`mes individuellement, puis a`
chercher la solution commune a` l’aide d’une me´thode de Newton.
Dans le cadre du formalisme classique du couplage, la me´thode consiste, partant du forma-
lisme (3.2), a` re´soudre chaque e´quation se´pare´ment pour se ramener au formalisme (3.1), puis
a` converger le couplage ainsi reformule´ par un algorithme de Newton.
Il est inte´ressant de voir que bien qu’il puisse sembler efficace de chercher a` converger
les disciplines en meˆme temps pour gagner en temps de calcul, converger chaque discipline
inde´pendamment ame´liore a` la fois la vitesse de convergence du Newton global et le condition-
nement de la jacobienne qui y intervient. L’optimum se trouve donc probablement entre les
deux, avec une convergence imparfaite des codes entre les ite´rations du coupleur. On retrouve
ici un principe que l’on pouvait de´ja` sentir dans la pre´sentation des me´thodes de Newton par
blocs, section 3.6. En effet, dans la me´thode ABN on ne´glige a` une e´tape de l’algorithme l’in-
fluence de la de´pendance de f2 en x2, et dans la me´thode ABN-J, on demande une convergence
des codes similaire a` celle obtenue apre`s une ite´ration de Newton.
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3.8 Me´thodes de pre´dicteur-correcteur
3.8.1 Pre´sentation
Il ne s’agit pas d’une me´thode en soi, mais d’un type d’approche que nous e´voquons parce
qu’il revient souvent dans la litte´rature. Le principe est de chaˆıner deux me´thodes de re´solution.
La premie`re doit donner une approximation grossie`re de la quantite´ recherche´e, tandis que la
seconde raffine la solution.
3.8.2 Exemple
Nous avons de´ja` e´voque´ la possibilite´ de chainer un Gauss-Seidel et un Newton, ce qui peut
eˆtre vu comme un pre´dicteur-correcteur. La premie`re me´thode a une convergence lente mais
sans condition sur l’initialisation, la seconde converge plus rapidement, mais a besoin d’une
bonne initialisation, fournie par le Gauss-Seidel.
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Chapitre 4
Les techniques de couplage en
transitoire
4.1 Me´thodes directement issues des techniques stationnaires
4.1.1 Equivalence avec le proble`me stationnaire
Dans les me´thodes que nous venons de pre´senter, la variable temporelle n’intervient pas.
On peut alors se demander comment re´aliser un couplage en cine´tique. Pour l’expliquer, com-
menc¸ons par donner une forme ge´ne´rale du couplage, comme nous l’avons fait dans la section
3.1 : 
∂x1
∂t
= G1(x1, x2)
∂x2
∂t
= G2(x1, x2)
(4.1)
Sauf syste`mes tre`s particuliers, apre`s avoir choisi un sche´ma nume´rique, on obtient des
re´solutions de type : {
x1(t+ ∆t) = x1(t) + h1(x2(t+ ∆t),∆t)
x2(t+ ∆t) = x2(t) + h2(x1(t+ ∆t),∆t),
(4.2)
Ou` les hi sont des fonctions continues telles que lim
∆t→0
hi(x,∆t) = 0 ∀x.
En posant : {
F1(u1, u2) = u1 − x1(t)− h1(u2,∆t)
F2(u1, u2) = u2 − x2(t)− h2(u1,∆t)
On se rame`ne a` la forme de´ja` e´tudie´e :{
F1(x1, x2) = 0
F2(x1, x2) = 0
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Les me´thodes de´ja` vues s’appliquent donc directement, mais nous disposons d’un parame`tre
supple´mentaire qui permet d’influer sur la force du couplage ainsi de´fini a` chaque pas de temps :
le pas de temps lui-meˆme. Notamment, lorsqu’on utilise une me´thode de Gauss-Seidel, le crite`re
de convergence (∃M < 1, ‖J‖ ≤M) se ve´rifie automatiquement pour ∆t suffisamment petit.
Le pas de temps ne´cessaire a` Gauss-Seidel est malheureusement parfois trop petit pour eˆtre
exploitable (calcul du transitoire trop long), et on se tourne alors vers les autres me´thodes de´ja`
pre´sente´es.
Notons qu’il existe une difficulte´ purement technique, mais parfois difficile a` contourner,
pour la mise en place de sche´mas couple´s e´voluant : les me´thodes pre´sente´es sont ite´ratives,
il faut donc eˆtre capable de recalculer plusieurs fois le meˆme pas de temps, sans modifier
les variables en de´but du pas de temps (les xi(t) dans nos notations). Cependant les codes
 oublient  parfois xi(t) pendant le calcul de xi(t+ ∆t).
4.1.2 Couplage explicite
Pour gagner du temps de calcul lorsque les couplages sont faibles, mais aussi du fait de
la difficulte´ technique que nous venons d’e´voquer, on souhaite souvent calculer un transitoire
couple´ sans ite´rer a` chaque pas de temps.
Pour cela, nous allons regarder la fac¸on dont une erreur e´volue pendant le calcul d’un
transitoire, que le phe´nome`ne mode´lise´ soit issu d’un couplage ou pas. Ecrivons une forme
ge´ne´rale pour un proble`me d’e´volution :
∂x
∂t
= F (x).
On suppose que l’on utilise un sche´ma explicite classique, ce qui nous donne :
x(t+ ∆t) = x(t) + ∆tF (x(t)).
Notons xe la solution exacte du proble`me, et supposons que l’on ait au de´but du pas de
temps x(t) = xe(t) + ε(t). Nous allons e´galement noter ε
′ l’erreur introduite par le sche´ma lui-
meˆme (qui est d’ordre 1 en temps) sur le pas de temps que l’on calcule : xe(t) + ∆tF (xe(t)) =
xe(t+ ∆t) + ε
′(t+ ∆t).
Avec ceci on a :
x(t+ ∆t) = xe(t) + ε(t) + ∆tF (xe(t) + ε(t))
= xe(t) + ε(t) + ∆t
(
F (xe(t)) + F (xe(t) + ε(t))− F (xe(t))
)
= xe(t+ ∆t) + ε
′(t+ ∆t) + ε(t) + ∆t
(
F (xe(t) + ε(t))− F (xe(t))
)
.
Ainsi on peut e´crire ε(t+ ∆t) = f(ε(t)) avec :
f(u) = u+ ∆t
(
F (xe(t) + u)− F (xe(t))
)
+ ε′(t+ ∆t).
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Lorsqu’on avance dans le temps, l’erreur commise e´volue donc presque comme si on faisait
des ite´rations de point fixe avec la fonction f ainsi de´finie. L’e´quivalence n’est tout de meˆme pas
parfaite puisque xe et ε
′ e´voluent avec le temps. Pour comprendre ce qui se passe, supposons
que ces quantite´s sont constantes (ce qui revient a` dire que l’on ve´rifie la stabilite´ d’un e´tat
stationnaire), et que l’on est a` une dimension. Dans ce cas, la convergence a lieu si (voir section
3.2.4) |f ′(u)| < 1, soit si F ′(u) ∈]−2
∆t
, 0[.
La borne haute, F ′(u) < 0, signifie que le syste`me e´tudie´ doit eˆtre lui-meˆme (statiquement)
stable. Quant a` la borne basse, on remarque qu’en diminuant le pas de temps elle peut eˆtre
arbitrairement petite. Ainsi avec un pas de temps suffisamment petit, l’erreur commise par un
sche´ma de couplage explicite peut rester borne´e.
On constate ne´anmoins que l’erreur commise est en O(∆t). Le sche´ma explicite est donc
pre´cis au premier ordre en temps. Le formalisme utilise´ est valable quand on fait e´voluer en
temps un proble`me couple´ et que l’on ne converge pas le couplage a` chaque pas de temps. Ainsi,
la fac¸on de re´aliser le couplage peut re´duire la pre´cision de la solution a` un ordre 1 en temps,
meˆme si les solveurs eux-meˆmes ont une meilleure pre´cision. Ce point est particulie`rement
important. En s’e´conomisant le travail de re´flexion sur le sche´ma de couplage, on risque de
perdre le be´ne´fice de tout le travail investi dans les codes eux-meˆmes.
4.1.3 Gauss-Seidel et Newton
Repartons de la forme ge´ne´rale (4.1) ou` l’on va ne´gliger la de´pendance des Gi en xi. L’utili-
sation d’une me´thode de convergence a` chaque pas de temps, comme Gauss-Seidel ou Newton
autorise l’emploi d’un sche´ma plus efficace que le sche´ma explicite. On peut par exemple utiliser
le sche´ma semi-implicite de Crank-Nicolson, qui est pre´cis a` l’ordre 2 en temps (voir [71] par
exemple), c’est a` dire avec une erreur en O(∆t2), ce qui peut permettre d’envisager des pas de
temps moins fins :
x1(t+ ∆t)− x1(t)
∆t
=
1
2
(
G1(x2(t)) +G1(x2(t+ ∆t))
)
.
Ce qui nous donne :
x1(t+ ∆t) = x1(t) +
∆t
2
(
G1(x2(t)) +G1(x2(t+ ∆t))
)
.
On a bien suˆr le meˆme type de de´veloppement pour l’e´quation sur x2. On constate qu’on a
bien une re´solution de la forme annonce´e (4.2), avec un controˆle des termes de couplage par le
pas de temps. Ainsi, si les variables sont monodimensionnelles, on a convergence des ite´rations
de Gauss-Seidel si : ∣∣∣∣∣
(
∆t
2
)2 ∂G1(x2(t+ ∆t))
∂x2
∂G2(x1(t+ ∆t))
∂x1
∣∣∣∣∣ < 1.
Si ce n’est pas le cas, il est ne´cessaire de se tourner vers un autre type de me´thode de
re´solution, Newton par exemple.
50 Chapitre 4. Les techniques de couplage en transitoire
4.1.4 Conclusion
Lorsqu’on calcule un transitoire couple´, on a donc trois possibilite´s  classiques  pour en
assurer la convergence :
1. Couplage explicite a` chaque pas de temps (sans convergence), et pas de temps suffisam-
ment petit ;
2. Convergence du couplage (alors semi-implicite ou implicite) a` chaque pas de temps avec
Gauss-Seidel et un pas de temps suffisamment petit ;
3. Convergence du couplage (alors semi-implicite ou implicite) a` chaque pas de temps avec
une autre me´thode (Newton par exemple).
La premie`re me´thode re´duit la pre´cision de la solution a` un ordre 1 en temps, ce qui oblige
l’utilisation d’un maillage temporel fin, inde´pendamment de la pre´cision des codes que l’on
couple.
Les autres me´thodes permettent d’obtenir un ordre 2 en temps, et donc d’augmenter les
tailles des pas de temps (sous re´serve de stabilite´, notamment si on utilise un sche´ma de Crank-
Nicolson). Une autre utilisation possible de ces me´thodes ite´ratives est l’utilisation d’un sche´ma
implicite pour sa stabilite´. Tout cela n’est cependant possible que si les ite´rations de couplage
convergent a` chaque pas de temps. Il faudra donc toujours faire attention a` ne pas utiliser un
pas de temps trop grand, surtout avec Gauss-Seidel.
Tout ce que nous venons de voir de´montre bien qu’un couplage introduit des contraintes
sur le pas de temps qui se rajoutent a` celles des codes que l’on couple. Qui re´alise un couplage
temporel doit garder ce point en teˆte.
4.2 Ame´lioration de la pre´cision du couplage explicite
La facilite´ de mise en œuvre et la rapidite´ d’exe´cution du couplage explicite a pousse´ au
de´veloppement de techniques pour en ame´liorer la pre´cision. Nous en citons deux exemples
classiques ici (pre´sente´s par [138]).
4.2.1 Maillages temporels de´cale´s
Le de´veloppement limite´ de
x1(t+ ∆t)− x1(t)
∆t
en t +
∆t
2
permet de montrer qu’il s’agit
d’une approximation a` l’ordre 2 de la de´rive´e temporelle de x1 prise en t+
∆t
2
.
Ainsi le sche´ma suivant :
x1(t+ ∆t)− x1(t)
∆t
= G1
(
x2
(
t+
∆t
2
))
est pre´cis a` l’ordre 2 en temps.
Cette constatation ame`ne a` l’utilisation de sche´mas de´cale´s :
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x1(t+ ∆t)− x1(t)
∆t
= G1
(
x2
(
t+
∆t
2
))
x2
(
t+
∆t
2
)
− x2
(
t− ∆t
2
)
∆t
= G2(x1(t)).
Le maillage temporel de chaque discipline est de´cale´ par rapport a` celui de l’autre discipline,
ce qui permet d’atteindre une pre´cision d’ordre 2 en temps pour le couplage. Cette me´thode
n’est qu’une re´e´criture de la me´thode de splitting de Strang [113].
4.2.2 Traitement d’ordre plus e´leve´ des non-line´arite´s
Soit f une fonction C1 de t. Si on injecte l’approximation de f ′ : f ′(t) = f(t)− f(t−∆t)
∆t
+
O(∆t) dans un de´veloppement limite´ classique de f(t+ ∆t) en t, on obtient :
f(t+ ∆t) = 2f(t)− f(t−∆t) +O(∆t2).
Dans [98], il est sugge´re´ d’utiliser ce de´veloppement pour pre´dire x1 et x2 en t + ∆t et
d’utiliser ces pre´dictions dans un sche´ma d’ordre 2 en temps, comme Crank-Nicolson.
On e´crit ainsi (on note avec un exposant P les pre´dictions) :
xP2 (t+ ∆t) = 2x2(t)− x2(t−∆t)
xP1 (t+ ∆t) = 2x1(t)− x1(t−∆t),
Puis :
x1(t+ ∆t) = x1(t) +
∆t
2
(
G1(x2(t)) +G1
(
xP2 (t+ ∆t)
) )
x2(t+ ∆t) = x2(t) +
∆t
2
(
G2(x1(t)) +G2
(
xP1 (t+ ∆t)
) )
.
Graˆce a` cette me´thode, qui peut eˆtre vue comme un pre´dicteur-correcteur, on obtient une
pre´cision d’ordre 2 en temps.
4.2.3 Conclusion
Les deux me´thodes que nous venons de voir permettent d’obtenir, tre`s facilement, une
pre´cision d’ordre 2 sur un couplage explicite en temps (sans ite´ration sur le couplage a` chaque
pas de temps). Cela permet notamment de gagner en temps de calcul en augmentant la taille
des pas de temps. Il faut ne´anmoins faire attention au fait que ce ne sont pas des me´thodes
implicites et que leur stabilite´ peut rester conditionnelle.
A cause de cette question de stabilite´, ou pour ame´liorer encore la pre´cision de la solution
(meˆme si on reste souvent a` l’ordre 2), on se tourne parfois vers des me´thodes ite´ratives comme
Gauss-Seidel ou Newton. Notons que ces dernie`res peuvent tout a` fait eˆtre initialise´es par la
me´thode de pre´diction des termes non-line´aires que nous venons de voir section 4.2.2, ce qui
acce´le`re leur convergence.
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4.3 Controˆle du pas de temps
Nous avons vu qu’il existe de nombreuses me´thodes pour re´aliser un couplage temporel
qui, contrairement au cas explicite simple, ont une pre´cision d’ordre 2 en temps. En outre, les
me´thodes ite´ratives, qui peuvent utiliser un sche´ma temporel implicite, peuvent s’affranchir de
contraintes sur le pas de temps, comme la condition classique Courant-Friedrichs–Lewy (CFL)
(le de´placement, a` chaque pas de temps, doit eˆtre infe´rieur a` une maille) introduite par la
re´solution de l’e´quation d’advection par un sche´ma explicite. Ce dernier point est bien illustre´
dans [98] et dans [92].
Une fac¸on de tirer parti de ces deux avance´es des sche´mas nume´riques, pour gagner en
temps de calcul, consiste a` augmenter la taille des pas de temps. Cependant, un pas de temps
fin reste ne´cessaire pour certains transitoires, ou certaines phases de transitoire, lorsque les
variations sont rapides. On comprend donc la ne´cessite´ de trouver un algorithme d’adaptation
du pas de temps.
La premie`re technique, extraite de [98], peut s’utiliser lorsque le sche´ma nume´rique fournit
une estimation de l’erreur commise. On e´crit alors :
∆tnew = S∆told
( τ
err
) 1
p+1
,
Avec p l’ordre global de la me´thode, err l’estimation de l’erreur, τ une tole´rance choisie
par l’utilisateur et S un facteur de suˆrete´.
Il est e´galement possible de chercher a` estimer puis a` borner le terme dominant de l’erreur
de troncature des sche´mas nume´riques. Cette ide´e est pre´sente´e dans [48], puis reprise dans [93],
dans le cadre de la re´solution temporelle de la diffusion neutronique. Cette me´thode ne´cessite
notamment d’estimer la de´rive´e temporelle seconde du flux neutronique. Ces papiers mettent
en avant une approximation particulie`re de la de´rive´e seconde par diffe´rences finies qui donne
de meilleurs re´sultats, en terme de stabilite´, que la diffe´rence finie classique.
Si l’on ne dispose pas de suffisamment d’informations pour utiliser les me´thodes pre´ce´dentes
(c’est souvent le cas dans le cadre d’un couplage puisqu’il ne faut pas oublier de prendre en
compte l’influence du couplage lui-meˆme), on peut simplement chercher a` limiter la variation
relative de nos variables sur chaque pas de temps (ide´e issue de [92]) :
∆tn = ηdynmin
x,i
(∣∣∣∣ 2xni + xn−1i x
n
i − xn−1i
∆tn−1
∣∣∣∣−1
)
,
Ou` x repre´sente les variables de notre syste`me et i l’indice sur le maillage spatial.
Dans [75], [76] et [77], l’auteur compare un JFNK pre´conditionne´ par une me´thode ap-
proche´e (Operator Split Semi-Implicit (OSSI), c’est-a`-dire une me´thode de type point-fixe),
avec l’utilisation de la me´thode approche´e seule. La solution trouve´e par le JFNK se trouve
eˆtre plus pre´cise que celle de l’OSSI et permet notamment l’utilisation de pas de temps beau-
coup plus grands que ceux admissibles par la me´thode approche´e. Il arrive ainsi a` des solutions
a` la fois plus pre´cises et plus rapides (dans [77], 10min contre plus de 2 jours pour la meˆme
pre´cision) avec le JFNK pre´conditionne´ qu’avec la simple me´thode approche´e. Ces re´sultats
tendent a` montrer l’inte´reˆt des me´thodes de type JFNK pour le calcul de transitoires.
Chapitre 5
Conclusion de la premie`re partie
5.1 Aperc¸u de la proble´matique spatiale du couplage
Jusqu’ici nous avons conside´re´ un formalisme simple de couplage ou` les codes travaillent
avec les meˆmes variables, nomme´es x1 et x2 dans le syste`me (3.1). Ce cas n’est rigoureusement
vrai que si les diffe´rents composants sont de´finis sur le meˆme domaine physique, avec le meˆme
maillage et la meˆme description (e´le´ments finis par exemple). En re´alite´, les codes travaillent
ge´ne´ralement sur des domaines qui ne se recouvrent pas tout a` fait et avec des maillages
diffe´rents, adapte´s a` chacune des physiques. En outre, il arrive souvent que les codes travaillent
sur des domaines qui ne communiquent qu’a` travers des interfaces de dimension infe´rieure. Le
proble`me peut encore se compliquer si la position de l’interface ou des sous-domaines les uns
par rapport aux autres est elle-meˆme un re´sultat de calcul.
Nous ne donnerons qu’un aperc¸u rapide de cette question dans cette section. Le lecteur
pourra trouver plus de de´tails et de re´fe´rences dans [57].
La gestion de cette proble´matique se rame`ne souvent a` rechercher une forme d’interpola-
tion, voire d’extrapolation, qui soit efficace et limite la perte d’information. On souhaite de plus
souvent le respect de certaines proprie´te´s, comme la conservation d’inte´grales spatiales (conser-
vation de bilans globaux ou locaux), ou que le calcul de la divergence d’un champ reste nul avec
la nouvelle discre´tisation (typiquement pour le champ de vitesses d’un fluide incompressible).
Lorsque les domaines communiquent par des interfaces, la technique a` deux grilles (two-
grid), pre´sente´e dans [28], permet des gains de temps conside´rables, mais diminue la pre´cision
et la stabilite´ de la solution. La me´thode consiste a` re´soudre une premie`re fois le proble`me
couple´ sur un maillage grossier, puis a` re´soudre une seconde fois les disciplines se´pare´ment, sur
un maillage fin, en utilisant les valeurs aux interfaces obtenues par le premier calcul.
La me´thode des e´le´ments finis avec joints s’utilise e´galement lorsque les domaines commu-
niquent sur des interfaces. Elle est utile si les maillages des interfaces ne se correspondent pas.
Elle est pre´sente´e dans [13, 12].
Enfin, on peut utiliser des me´thodes de de´composition de domaines, lorsque les disciplines
communiquent via des interfaces, pour re´aliser un couplage plus intrique´, tout en imposant
certaines conditions aux interfaces. [120, 97] sont des ouvrages qui font re´fe´rences dans ce
domaine.
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5.2 Quelques exemples de couplages intrique´s
Cette revue des techniques de couplage ne serait pas comple`te sans un mot sur les me´thodes
intrique´es.
D’apre`s notre de´finition, on fait du couplage intrique´ de`s que l’on ne fait pas appel a` des
solveurs distincts, incapables de pre´dire l’impact des variables qu’ils calculent sur les autres.
Il s’agit donc de chercher de meilleures solutions en prenant en compte l’aspect multiphysique
de`s la conception des outils de calcul.
Le cas ide´al est d’arriver a` e´liminer comple`tement une des variables couple´es par un calcul
analytique. C’est par exemple ce qui est fait classiquement, et que l’on a repris et explique´ un
peu plus loin, section 8.3.2, pour le traitement des pre´curseurs en neutronique cine´tique. On
peut citer e´galement comme exemple [30, 54] pour un couplage analytique entre neutronique et
thermohydraulique sur un syste`me simplifie´, ou [62] sur des e´coulements dans des milieux po-
reux de´formables. Une approche originale est entreprise dans [134], sorte de couplage se´quentiel
entre neutronique et thermique ame´liore´ par des conside´rations analytiques.
De fac¸on plus prosa¨ıque, on peut aussi chercher a` mettre les e´quations couple´es sous la
forme d’un unique syste`me line´aire. C’est par exemple l’ide´e de la me´thode d’homoge´ne´isation
de´veloppe´e en interaction fluide-structure (et utilise´e dans cette the`se) par Daniel Broc [19, 20].
On y construit un syste`me line´aire meˆlant pression (variable hydraulique) et acce´le´ration de la
structure (variable me´canique). La construction de ce syste`me passe par une line´arisation, et
donc une simplification, des e´quations.
L’approximation line´aire n’e´tant pas toujours valable, il n’est pas toujours possible de
line´ariser les e´quations. Les me´thodes de re´solution de syste`mes non-line´aires, vues plus haut
(ite´ration de point fixe et Newton principalement), sont ainsi toujours utilise´es, meˆme pour
la re´solution d’un proble`me intrique´. Le fait d’intriquer le couplage consiste alors a` prendre
en compte, dans la re´solution du syste`me line´aire qui intervient immanquablement a` chaque
ite´ration de l’algorithme utilise´, des termes couplant les disciplines entre elles. On e´conomise
ainsi, normalement, des ite´rations globales. On peut citer par exemple [126, 34] ou` un algo-
rithme de Newton global entre neutronique et thermohydraulique est pre´sente´. Sans aller jus-
qu’a` construire une jacobienne globale comple`te, on peut aussi chercher simplement a` introduire
quelques termes clefs de couplage dans les jacobiennes monodisciplinaires. Cela peut se faire
lorsqu’on couple des solveurs base´s sur des algorithmes de Newton, en les adaptant le´ge`rement.
On voit alors que la frontie`re entre couplage intrique´ et se´quentiel devient moins nette. Un
peu de la meˆme manie`re, la me´thode JFNK (ainsi que, dans une certaine mesure, l’acce´le´ration
d’Anderson de Gauss-Seidel), pre´sente´e section 3.4, avait e´te´ classe´e comme se´quentielle car uti-
lisable avec des solveurs distincts, mais permet de reproduire ce que l’on appelle un couplage
intrique´ ici. C’est ce qui fait sa popularite´.
Retenons simplement l’ide´e qu’en de´veloppant un solveur directement multidisciplinaire,
il est possible de faire mieux que ce que permettent les techniques de couplage se´quentielles.
L’effort de de´veloppement est cependant plus grand, et il y a un risque de perdre en flexibilite´.
On peut par exemple s’attendre a` ce qu’il soit plus facile de changer la mode´lisation d’une des
disciplines couple´es lorsque le couplage est se´quentiel que lorsqu’il est intrique´.
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5.3 Synthe`se
La pre´sente partie recense et de´taille les principales techniques de couplage de la litte´rature,
avec et sans intervention explicite du temps. L’accent est mis sur l’algorithmique du couplage.
Pour les couplages dits stationnaires, nous avons vu qu’il y a deux cate´gories de me´thodes
qui s’opposent : Gauss-Seidel et Newton. En effet, le JFNK n’est qu’une fac¸on d’utiliser l’al-
gorithme de Newton sur un cas complexe, de fac¸on non intrusive. Le JFNK pre´conditionne´
et la me´thode ABN sont des ame´liorations ou des variantes du JFNK. La me´thode ASPIN,
e´galement base´e sur l’algorithme de Newton, ne de´bouche pas sur un algorithme original, mais
est inte´ressante pour ce qu’elle nous apprend.
La me´thode de Gauss-Seidel est tre`s facile a` mettre en œuvre et est la me´thode utilise´e
intuitivement quand on de´bute dans le couplage. Il ne faut pas pour autant en conclure que
l’algorithme de Newton est supe´rieur en tout a` l’algorithme de Gauss-Seidel. Le principal
avantage de la me´thode de Newton est sa vitesse de convergence quadratique plutoˆt que line´aire.
Il faudra donc la pre´fe´rer si l’on souhaite un couplage performant. Si l’on est simplement
inte´resse´ par la solution du proble`me couple´, l’algorithme de Gauss-Seidel est ge´ne´ralement
suffisant. L’utilisation d’une relaxation, qui peut eˆtre de´termine´e de fac¸on empirique, suffit a`
le rendre tre`s robuste. Seuls les cas, assez rares dans les faits, ou` l’algorithme diverge sans
osciller ne peuvent eˆtre stabilise´s avec une relaxation. L’algorithme de Newton peut, quant a`
lui, s’utiliser the´oriquement sur n’importe quel cas, mais a` la condition que l’initialisation
soit suffisamment bonne. Meˆme si l’utilisation d’une relaxation est susceptible d’ame´liorer
grandement son comportement, l’algorithme de Newton est parfois moins robuste que celui
de Gauss-Seidel, car plus sensible au bruit.
Il est tentant, lorsqu’on fait du couplage, de de´grader la convergence de chacun des codes
dans l’espoir d’acce´le´rer la convergence globale. Il est en effet inutile de converger parfaitement
un calcul interme´diaire qui donne un re´sultat tre`s e´loigne´ de la solution finale. La me´thode AS-
PIN est incluse dans cette revue comme une mise en garde contre cette pratique : elle consiste a`
faire exactement l’inverse, en de´finissant des sous-proble`mes a` re´soudre inde´pendamment les uns
des autres, pour acce´le´rer la convergence de proble`mes de grandes tailles. On peut en conclure
que la bonne pratique de´pend de la situation. Dans certains cas, de´grader la convergence des
codes individuels permet effectivement de substantiels gains de temps ([16, 15] pre´sentent de
fait des strate´gies de controˆle de la pre´cision d’algorithmes ite´ratifs emboˆıte´s). Dans d’autres
cas, la de´gradation de la robustesse du sche´ma global et l’augmentation du nombre d’ite´rations
de couplage (et donc des communications) re´duisent l’inte´reˆt de cette approche, voire la rende
ne´faste.
Lorsqu’on traite un couplage instationnaire, il faut retenir qu’un simple couplage explicite
”na¨ıf” de´grade la pre´cision globale a` un ordre 1 en temps. Cependant, il y a des ”astuces”
tre`s simples qui permettent de re´cupe´rer un ordre 2 en temps, tout en gardant un simple
chaˆınage des disciplines a` chaque pas de temps : l’utilisation de maillages temporels de´cale´s
(mais ce n’est pas possible lorsque les disciplines travaillent avec des pas de temps diffe´rents)
ou ce qu’on a appele´ traitement d’ordre plus e´leve´ des non-line´arite´s, c’est a` dire une simple
extrapolation line´aire des re´sultats. Il ne faut pas se priver d’utiliser ces me´thodes. On peut
obtenir encore de meilleures stabilite´ et pre´cision en convergeant le couplage a` chaque pas
de temps avec les techniques issues des couplages stationnaires. Cette approche peut sembler
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a priori che`re mais, dans certains cas, permet de gagner globalement en temps de calcul en
augmentant significativement la taille des pas de temps.
Deuxie`me partie
Prise en compte de de´formations
me´caniques en neutronique
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Chapitre 6
Introduction de la deuxie`me partie
6.1 Objectifs
Cette partie de la the`se se de´compose en deux chapitres principaux (7 et 8). Dans chacun
d’entre eux nous pre´sentons une me´thode, de´veloppe´e pendant cette the`se, pour prendre en
compte des effets me´caniques en neutronique. La premie`re est une me´thode de pixellisation
base´e sur APOLLO3 R©. La seconde me´thode repose, quant a` elle, sur un maillage mobile qui
suit le de´placement de matie`re. Elle a e´te´ mise en place dans le code de me´canique CAST3M.
Pourquoi deux me´thodes ? Tout d’abord, ce sont les deux seules me´thodes identifie´es (voir
section 6.3) permettant un calcul direct (c’est a` dire sans utilisation de la the´orie des per-
turbations et donc sans hypothe`se de petites de´formations), avec un code de´terministe, de
cœurs de´forme´s de fac¸on quelconque. Il est donc inte´ressant dans cette the`se, qui porte sur les
techniques de couplage neutronique-me´canique, de mettre en place ces deux approches, de les
tester, et d’identifier leurs limites et les difficulte´s a` leur utilisation.
En plus de cet objectif de comparaison, le de´veloppement de chacune de ces me´thodes suit
des buts secondaires diffe´rents.
La me´thode de pixellisation dans APOLLO3 R© permet de de´montrer la faisabilite´ d’un
couplage neutronique-me´canique avec les outils de re´fe´rence. L’utilisation de codes de re´fe´rence
duˆment ve´rifie´s et valide´s est indispensable lorsqu’on me`ne une e´tude a` fin industrielle. Ces
outils offrent e´galement robustesse, fiabilite´ et efficacite´, ce qui peut eˆtre mis a` profit, par
exemple en menant des e´tudes sur l’impact de points de mode´lisation sur lesquels il aurait
e´te´ difficile d’avoir la main dans un ”code maison”. Enfin, ce de´veloppement pourra servir a`
fournir un point de comparaison a` la deuxie`me me´thode, qui elle n’est pas base´e sur un outil
de re´fe´rence en neutronique. En revanche, il est difficile d’envisager autre chose qu’un couplage
se´quentiel entre codes distincts avec cette approche.
A l’inverse, le de´veloppement d’une me´thode a` maillage mobile dans CAST3M permet de
re´aliser les calculs me´caniques et neutroniques dans le meˆme environnement. L’utilisation de
techniques de couplage plus intrique´es est ainsi envisageable. La manipulation du maillage et
le transfert des donne´es sont e´galement simplifie´s par l’utilisation d’un environnement unique.
Cette approche a donc e´te´ utilise´e pour la suite du travail de the`se, portant sur les techniques
de couplage.
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6.2 Donne´es utilise´es
Les e´le´ments de contexte de´taille´s section 1.1 ont motive´ l’application des me´thodes
pre´sente´es ici aux re´acteurs a` neutrons rapides, et en particulier a` Phe´nix (ce dernier est
pre´sente´ un peu plus loin, section 6.4). Les calculs que nous pre´sentons dans la suite ont e´te´
mene´s sur deux jeux de donne´es nucle´aires que nous introduisons ici. Ce sont deux descriptions
du re´acteur expe´rimental Phe´nix.
Pour les ve´rifications de bon fonctionnement des me´thodes, nous utilisons des compositions
de cœur neuf issues des donne´es de de´mante`lement du re´acteur [88]. Les sections efficaces sont
ge´ne´re´es par un calcul d’autoprotection tre`s simple, effectue´ par le module ECCO d’ERANOS
[104], en une seule e´tape avec des assemblages homoge`nes et 33 groupes d’e´nergie. Les donne´es
nucle´aires de base sont issues de la bibliothe`que JEFF-3.1.1 [108]. Les calculs 3D utilisant ces
donne´es comportent 32 mailles axiales.
Pour les confrontations aux essais de gerbage (voir section 6.4.2), nous utilisons des composi-
tions repre´sentatives d’un cœur irradie´ comme l’e´tait celui de Phe´nix lors des essais. L’e´volution
des compositions du cœur et les calculs d’autoprotection sont re´alise´s par un jeu de donne´es
ERANOS fourni par l’e´quipe ayant re´alise´ la premie`re interpre´tation de ces essais [41, 94].
L’autoprotection est faite de fac¸on pre´cise avec un passage a` un maillage e´nerge´tique fin (1968
groupes) et a` une ge´ome´trie he´te´roge`ne de l’assemblage, avant condensation a` 33 groupes sur
une ge´ome´trie homoge`ne. Les donne´es nucle´aires sont toujours issues de JEFF-3.1.1. Pour les
calculs d’e´volution, la partie combustible du cœur est divise´e en 10 zones axiales. Sur chacune
d’entre elles, nous disposons d’une composition par couronne d’assemblages. Pour les milieux
non combustibles, nous disposons d’une unique composition. Cela monte a` 81 le nombre de com-
positions, auxquelles on rajoute e´ventuellement le sodium inter-assemblage. On utilise, pour
les calculs 3D avec ces donne´es, 14 mailles axiales.
6.3 Me´thodes existantes dans la litte´rature
Avant d’aller plus loin, passons en revue les diffe´rents types d’approches qui existent dans
la litte´rature pour prendre en compte des effets me´caniques en neutronique.
6.3.1 Pre´ambule : pre´sentation de la the´orie des perturbations
La the´orie des perturbations a e´te´ de´veloppe´e pour permettre d’analyser l’effet de petites
perturbations du re´acteur sur la re´activite´. Il est bien suˆr toujours possible de faire un nouveau
calcul complet sur le cœur perturbe´, mais cela est non seulement couˆteux en temps, mais peut
aussi ge´ne´rer des erreurs nume´riques si les perturbations sont faibles (notamment parce que les
diffe´rences sont mal calcule´es nume´riquement si elles sont faibles). On verra e´galement que la
the´orie des perturbations permet de de´composer un effet en re´activite´.
Elle s’utilise d’autant plus naturellement lorsque les perturbations conside´re´es sont
me´caniques, du fait qu’il est malaise´ de mode´liser directement un cœur de´forme´ en neutro-
nique.
La the´orie des perturbations est tre`s utilise´e et est expose´e dans de nombreux ouvrages. Des
conside´rations mathe´matiques autour de cette the´orie peuvent eˆtre trouve´es dans [89]. Pour
6.3 Me´thodes existantes dans la litte´rature 63
une interpre´tation plus physique, [21] est une bonne re´fe´rence. Les ope´rateurs adjoints y sont
notamment de´duits explicitement de conside´rations physiques. On peut citer e´galement [39]
comme article de re´fe´rence sur la question.
a. Notion d’ope´rateur adjoint
Soit H un espace de Hilbert, c’est a` dire un espace vectoriel muni d’un produit scalaire,
note´ < ·, · >, dont la norme associe´e (‖x‖ = √< x, x >) est comple`te. C’est le cas des espaces
que l’on conside`rera naturellement par la suite. On dit que l’ope´rateur a∗ est l’adjoint de a si :
∀x, y ∈ H, < x, a(y) >=< a∗(x), y >
On rappelle que le produit scalaire est syme´trique. On admettra l’existence et l’unicite´ de
l’adjoint pour les ope´rateurs line´aires. Rappelons e´galement que l’adjoint d’une matrice est
simplement la transpose´e de la matrice conjugue´e.
b. Le flux adjoint
Notons A l’ope´rateur regroupant diffusion, absorption et ralentissement, et F l’ope´rateur
de fission. Ces deux ope´rateurs sont bien line´aires et en notant φ le flux et Keff le coefficient
multiplicateur (voir section 1.4 pour une introduction a` la neutronique et a` ces concepts), on
a :
Aφ =
1
Keff
Fφ. (6.1)
On note A∗ et F ∗ les ope´rateurs adjoints de A et F pour le produit scalaire classique :
< f, g >=
∫
Ω f(x)g(x)dx (l’inte´grale porte sur toutes les variables, c’est a` dire position, e´nergie
et direction pour un flux). Le flux adjoint, note´ φ∗, est de´fini comme la solution de :
A∗φ∗ =
1
Keff
F ∗φ∗. (6.2)
Le flux adjoint s’interpre`te physiquement comme le nombre asymptotique de neutrons
re´sultant du rajout d’un neutron a` une certaine position, et avec une certaine vitesse et direc-
tion, dans le re´acteur. Cette grandeur diverge pour un re´acteur critique ou sur-critique, et le
flux adjoint devient alors une grandeur relative de´finie a` un facteur multiplicatif pre`s, comme le
flux lui-meˆme. Du fait de cette interpre´tation physique, on appelle aussi le flux adjoint ”fonction
importance”.
Le lecteur pourra se convaincre de cette interpre´tation physique avec [21].
c. Perturbations
En calculant l’inte´grale de (6.1) ponde´re´e par le flux adjoint, on obtient :
Keff =
< Fφ, φ∗ >
< Aφ, φ∗ >
Remarquons que l’on peut obtenir la meˆme e´quation a` partir de (6.2) en ponde´rant par le
flux direct (c’est d’ailleurs ainsi que l’on de´montre que c’est bien le meˆme Keff qui intervient
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dans les deux e´quations). Cette premie`re e´quation, qui reste valable en remplac¸ant le flux ou le
flux adjoint par n’importe quelle autre fonction, est parfois utilise´e sous la forme donne´e pour
de´composer des contributions a` la re´activite´. Le sens physique de cette de´composition reste
ne´anmoins faible.
Pour voir ve´ritablement l’inte´reˆt de cette approche, introduisons des ope´rateurs perturbe´s
et le flux direct qui en de´coule avec un .ˆ L’e´quation (6.1) devient alors :
Aˆφˆ =
1
ˆKeff
Fˆ φˆ. (6.3)
Pour simplifier la suite, notons H = A − 1
Keff
F . On a donc Hφ = 0. On introduit de
meˆme Hˆ. Si on note avec un δ les diffe´rences aux ope´rateurs et variables non perturbe´s, on
obtient :
Hˆφˆ = 0 = (H + δH)(φ+ δφ).
En utilisant Hφ = 0, il nous reste :
Hδφ+ δHφ+ δHδφ = 0.
On multiplie maintenant par le flux adjoint et on inte`gre pour obtenir :
< Hδφ, φ∗ > + < δH(φ+ δφ), φ∗ >= 0
En utilisant la de´finition de l’ope´rateur adjoint et le fait que H∗φ∗ = 0, le premier terme
s’e´limine. La de´finition de H nous permet d’en de´duire :
1
ˆKeff
− 1
Keff
=
< (δA− 1
Keff
δF )(φ+ δφ), φ∗ >
< (F + δF )(φ+ δφ), φ∗ >
,
ce qu’on e´crit plutoˆt en utilisant la re´activite´ ρ =
Keff − 1
Keff
:
δρ = −
< (δA− 1
Keff
δF )(φ+ δφ), φ∗ >
< (F + δF )(φ+ δφ), φ∗ >
. (6.4)
L’e´quation (6.4), qui a e´te´ e´tablie sans aucune hypothe`se, est utilise´e pour de´composer un
effet en re´activite´. C’est ainsi que l’on obtient des coefficients de contre-re´action locaux par
exemple. On remarque qu’il est ne´cessaire de connaˆıtre a` la fois le flux adjoint de l’e´tat initial
et le flux direct de l’e´tat perturbe´.
L’utilite´ historique principale de la the´orie des perturbations est justement d’e´viter de faire
un calcul perturbe´. Pour cela, on remarque qu’en se limitant a` l’ordre 1 (c’est a` dire en e´liminant
les termes qui font intervenir un produit de deux ”δ” ou plus), l’e´quation (6.4) se simplifie en :
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δρ ≈ −
< (δA− 1
Keff
δF )φ, φ∗ >
< Fφ, φ∗ >
. (6.5)
Cette formule permet donc, connaissant le flux direct et le flux adjoint sur la situation
initiale, d’estimer tre`s rapidement l’effet en re´activite´ d’une petite perturbation des ope´rateurs.
Insistons sur le fait que (6.5) n’est valable que pour des petites perturbations, alors que (6.4)
l’est toujours.
On voit que dans les deux e´quations pre´ce´dentes, le flux adjoint joue le roˆle de fonction de
ponde´ration, permettant d’identifier les termes de la somme qui impactent le plus la re´activite´.
On retrouve donc l’ide´e qu’il caracte´rise l’importance des neutrons pour la re´action en chaˆıne.
6.3.2 Calcul direct simple
Lorsque la de´formation est suffisamment simple, il est possible de faire un calcul critique
directement sur la ge´ome´trie de´forme´e et d’en de´duire un effet en re´activite´, sans que cela im-
plique re´ellement un remaillage ou une de´formation du maillage. C’est ce qui est classiquement
fait pour calculer des coefficients de re´activite´ pour les de´formations usuelles des re´acteurs a`
neutrons rapides lors des transitoires de pertes de de´bit [111]. Ces de´formations sont les di-
latations uniformes du cœur (radiale et axiale), ainsi que l’enfoncement relatif des barres de
commande.
6.3.3 Alte´rations de la densite´ des mate´riaux
La question de l’impact d’un changement de ge´ome´trie sur une re´action en chaˆıne s’est
pose´e de`s les premie`res applications de l’e´nergie nucle´aire, a` savoir la fabrication de bombes.
Les moyens de calcul de l’e´poque e´tant tre`s limite´s, les inge´nieurs avaient besoin de me´thodes
simples pour obtenir des ordres de grandeur. Nous allons pre´senter un principe bien connu,
applique´ de`s les de´buts du nucle´aire, et qui se place dans le cas ide´alise´ d’une dilatation uniforme
et isotrope de tous les mate´riaux.
Soit V le volume d’un mate´riau, et N sa densite´ atomique. La conservation de la masse
nous donne que N varie de fac¸on inversement proportionnelle a` V :
N ∝ 1
V
Soit λ le libre parcours moyen des neutrons. Des conside´rations simples nous donne que λ
varie proportionnellement a` V (Σtotal est ici la section efficace macroscopique total et σtotal la
section efficace microscopique totale) :
λ ∝ 1
Σtotal
=
1
Nσtotal
∝ V
Les dimensions du syste`me e´voluant en V 1/3, le libre parcours moyen augmente plus vite
que la taille du syste`me lorsqu’il se dilate, ce qui augmente les fuites et diminue la re´activite´.
Si maintenant on souhaite que λ e´volue en V 1/3, on doit forcer N a` e´voluer en V −1/3. Ce peut
eˆtre fait en augmentant artificiellement la densite´ des mate´riaux en V 2/3 apre`s la dilatation.
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On e´tablit ainsi une e´quivalence (parfaite) entre dilatation uniforme et isotrope des
mate´riaux d’un facteur α (sur le volume) et alte´ration des densite´s d’un facteur α−2/3 sans
changement de ge´ome´trie. Ce type de conside´rations permet d’obtenir par exemple une rela-
tion entre la taille d’un syste`me et la masse critique, la quantite´ de matie`re fissile ne´cessaire
pour entretenir la re´action en chaˆıne.
L’application de la the´orie des perturbations a permis d’ame´liorer et de ge´ne´raliser ce type
de techniques. Cela a e´te´ fait a` la fin des anne´es 50 dans la litte´rature russe [112] dans le cadre
du de´veloppement des re´acteurs a` neutrons rapides en URSS, puis re´cemment aux Etats-Unis
[102]. Ce dernier travail a l’ambition de calculer l’effet en re´activite´ a` l’ordre 1 de n’importe
quelle de´formation d’un coeur (non uniforme et non isotrope), en se basant uniquement sur des
changements de densite´ des milieux et sur des coefficients de contre-re´actions pre´calcule´s avec la
the´orie des perturbations. Soulignons le fait qu’un changement de densite´ revient a` multiplier
toutes les sections efficaces par le meˆme facteur et est donc tre`s diffe´rent des techniques de
pixellisation. Il n’a pas e´te´ possible d’obtenir plus de de´tails sur la fac¸on dont les changements
de densite´ et les coefficients de contre-re´actions e´taient calcule´s. Il semble ne´anmoins qu’il y
ait une hypothe`se implicite de petites mailles, souvent licite en RNR.
La meˆme ide´e, de prendre en compte des effets ge´ome´triques en modifiant les densite´s
des mate´riaux sur un maillage de calcul fixe, a e´te´ suivie pour la prise en compte des effets
neutroniques de dilatations thermiques dans des calculs transitoires faits avec SIMMER [136, 4].
La me´thode semble diffe´rente de celle de [102], mais la` encore c’est une pre´cision a` l’ordre 1 de
la de´formation qui est recherche´e.
6.3.4 Autres utilisations de la the´orie des perturbations
Nous avons de´ja` vu des applications de cette the´orie aux me´thodes d’alte´rations de densite´,
mais ce n’est pas la seule fac¸on dont on peut l’utiliser.
Citons pour commencer un papier ame´ricain de 1981 [99], qui signale ce qui est appele´
une anomalie lorsqu’on utilise la the´orie des perturbations pour calculer un changement de
ge´ome´trie. La the´orie des perturbations est normalement utilise´e pour calculer l’effet d’une pe-
tite perturbation des sections efficaces d’un grand volume. Lors d’un changement de ge´ome´trie,
on cherche plutoˆt l’effet d’une modification forte des donne´es nucle´aires sur une petite fraction
de la ge´ome´trie totale. Le papier montre alors qu’une application ”na¨ıve” de la the´orie des
perturbations introduit une erreur d’ordre 1 parce que le courant neutronique (le gradient du
flux en diffusion) est fortement modifie´ sur le petit volume ou` a eu lieu la modification. Le
courant neutronique n’est en effet pas force´ment continu aux interfaces (lorsque le coefficient
de diffusion ne l’est pas). Dans le cas ou` le changement de ge´ome´trie provient d’une dilatation
d’un mate´riau par exemple, le proble`me se re´sout en extrapolant le courant neutronique a`
partir du mate´riau qui s’est dilate´ (qui avait donc une composition proche de celle du volume
modifie´).
Notons que ce proble`me ne se pose pas lorsque la de´formation est repre´sente´e par une petite
alte´ration des donne´es nucle´aires sur un volume plus grand que celui qui est effectivement
affecte´, c’est a` dire lorsqu’on utilise une me´thode de pixellisation.
La meˆme e´quipe a e´galement travaille´ sur l’extension de la the´orie des perturbations clas-
siques a` une modification de la frontie`re (la` ou` la condition aux limites est impose´e) d’un
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proble`me de diffusion ou de transport [63, 101, 100]. Ce travail semble pouvoir s’appliquer aux
modifications des frontie`res inte´rieures d’un syste`me, et donc a` un changement de la ge´ome´trie.
Cette question de la perturbation de la position d’une frontie`re ou interface est un sujet clas-
sique en optimisation de formes. Ces perturbations se calculent normalement par la me´thode
d’Hadamard [49, 50].
La the´orie des perturbations a e´galement e´te´ utilise´e, au de´but des anne´es 80, pour e´tudier
un re´acteur expe´rimental ame´ricain a` neutrons rapides : Fast Flux Test Facility (FFTF) (voir
[115] pour une pre´sentation ge´ne´rale du re´acteur). Le design un peu particulier de ce re´acteur
[114], qui contraint ses de´formations, oblige a` mener des calculs me´caniques pour connaˆıtre
la forme du coeur pendant certains transitoires. Le caracte`re non line´aire de ces de´formations
empeˆche l’utilisation de simples coefficients de contre-re´actions, comme dans le paragraphe
6.3.2. Les effets en re´activite´ sont plutoˆt obtenus en faisant le produit de ”gradients d’impor-
tance” des assemblages par les de´placements [59, 135]. Ces gradients d’importance sont obtenus
par diffe´rences finies. On calcule < (A− 1
Keff
F )φ, φ∗ > sur des zones d’assemblages et on en
fait la diffe´rence, que l’on divise par la distance. Cela permet de mode´liser, par exemple, le fait
que l’on de´place de la matie`re fissile d’une zone importante pour la re´action en chaˆıne vers une
zone de moindre importance. La meˆme chose peut eˆtre faite pour le sodium inter-assemblage
qui a le de´placement oppose´. L’effet en re´activite´ est obtenu en divisant le re´sultat par le taux
de fission global, < Fφ, φ∗ >, conforme´ment a` l’e´quation (6.5).
6.3.5 De´formation de maillage
Pour des de´formations plus complexes que dans le paragraphe 6.3.2, mener un calcul direct
sur la ge´ome´trie de´forme´e impose de de´former le maillage de calcul, voire de le ge´ne´rer a`
nouveau. L’utilisation d’un maillage non re´gulier e´tant rarement possible dans les codes de
neutronique, cette option est peu utilise´e. Citons les travaux d’interpre´tation neutronique des
essais de gerbage centraux de Phe´nix, ou`, en adoptant une mode´lisation RZ du coeur et en
ne´gligeant l’inclinaison des assemblages, une description RZ du coeur de´forme´ a pu eˆtre ge´ne´re´e
dans ERANOS [41, 94]. La the`se de Michele Gentili [44], re´alise´e en meˆme temps que celle-
ci, a, quant a` elle, conduit a` adapter le solveur neutronique SNATCH [68] pour qu’il puisse
fonctionner sur un maillage irre´gulier.
Des travaux, toujours en cours, sur les couplages multi-physiques a` Paul Scherrer Institut
(PSI), en Suisse, ont pris le parti inverse et ont conduit au de´veloppement d’un solveur neu-
tronique transport dans un environnement volumes finis ge´ne´rique, OpenFOAM [80], ce qui
permet l’utilisation d’un maillage quelconque [36, 37]. La meˆme approche a e´te´ suivie dans
[110] pour des travaux d’optimisation de forme d’un RNR-Na : un solveur de diffusion neutro-
nique a e´te´ de´veloppe´ pour cela dans FreeFem++, langage (avec une base C++) de re´solution
d’e´quations diffe´rentielles qui permet la manipulation du maillage de calcul. Chapitre 8 nous
pre´sentons une approche similaire, de´veloppe´e lors de cette the`se, et utilisant CAST3M.
6.3.6 Pixellisation ou projection de maillage
Cette me´thode consiste a` travailler sur un maillage de calcul fixe, mais a` recalculer, apre`s
chaque modification de ge´ome´trie, les intersections des milieux avec ce maillage fixe et a` en
de´duire les nouvelles sections efficaces repre´sentatives de la de´formation.
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Cette me´thode, pourtant conceptuellement simple, semble avoir e´te´ peu utilise´e. La raison
est probablement une validite´ douteuse de la technique pour un Re´acteur a` Eau Pressurise´
(REP). On peut citer pour s’en convaincre [124] qui, pour e´liminer l’impre´cision due a` la
me´thode classique de type pixellisation pour suivre le mouvement d’une barre de controˆle dans
un REP, propose plutoˆt une me´thode de type de´formation de maillage avec division en deux
des mailles accueillant la barre. La me´thode de pixellisation prend tout son inte´reˆt en RNR,
ou` le grand libre parcours moyen des neutrons re´duit l’importance d’une description pre´cise
de la ge´ome´trie. Chapitre 7, nous pre´sentons une me´thode de pixellisation de´veloppe´e lors de
cette the`se avec APOLLO3 R©. Des stages, effectue´s dans le meˆme laboratoire que cette the`se,
avaient de´ja` de´montre´ la pertinence de cette approche pour les RNR-Na [69, 73, 61]. Une forme
un peu diffe´rente de la me´thode pre´sente´e dans cette the`se a e´te´ de´veloppe´e lors de la the`se de
Michele Gentili [44, 43].
6.3.7 Utilisation de codes de Monte-Carlo
Les codes de Monte-Carlo, tels que TRIPOLI-4 [122], permettent de faire des calculs neu-
troniques sur n’importe quelle ge´ome´trie ou presque. Ils peuvent donc eˆtre utilise´s directement
pour des calculs de cœurs de´forme´s.
6.3.8 Me´thodes d’analyse du bruit neutronique
Le flux neutronique d’un re´acteur pre´sente des fluctuations, appele´es bruit neutronique,
qui sont mesure´es. Ce bruit peut eˆtre duˆ a` des vibrations des e´le´ments combustibles ou des
structures du re´acteur. Des techniques d’analyse ont donc e´te´ de´veloppe´es pour e´tudier ce bruit
neutronique et en de´duire des informations sur l’e´tat du re´acteur en fonctionnement.
Ces questions ont e´te´ regarde´es de`s les anne´es 40 [127]. Le bruit neutronique a e´te´ analyse´
notamment sur Phe´nix [117, 66]. Ces de´veloppements ont e´te´ repris depuis les anne´es 80 en
Sue`de [95]. Un ouvrage paru plus re´cemment re´sume l’e´tat de l’art dans ce domaine [96]. Le
travail continue actuellement, toujours en Sue`de [33]. Une the`se re´cente, effectue´e en collabo-
ration entre le CEA Cadarache et Chalmers University of Technology, en Sue`de, a applique´
ces techniques aux re´acteurs a` neutrons rapides [139]. Des travaux sur la mode´lisation et l’in-
terpre´tation du bruit neutronique sont e´galement en cours au CEA Saclay, et ont donne´ lieu a`
une the`se [106, 105].
Le principe de ces techniques est de supposer que la perturbation est oscillante et qu’on
est en re´gime e´tabli. La solution recherche´e est donc pe´riodique. L’e´tude est alors mene´e dans
le domaine spectral plutoˆt que temporel. Les perturbations des sections efficaces, pe´riodiques,
sont de´termine´es, dans les travaux cite´s, sur un maillage fixe d’une fac¸on qui n’est pas sans
rappeler la me´thode de pixellisation.
6.3.9 Prise en compte de la vitesse de de´placement de la matie`re sur le
transport des neutrons
Les travaux que nous venons de pre´senter traitent de la prise en compte de de´formations
me´caniques, mais ignorent l’impact du de´placement de la matie`re en soi sur les e´quations :
la vitesse relative entre noyaux et neutrons est toujours suppose´e e´gale a` la seule vitesse des
neutrons. Cette hypothe`se est quasiment toujours faite, et dans l’e´quation (1.1) nous avons
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d’ailleurs identifie´ V a` la vitesse des neutrons, au lieu de la vitesse relative entre noyaux et
neutrons. L’hypothe`se sous-jacente, tre`s ge´ne´ralement ve´rifie´e, est que la vitesse des neutrons
est tre`s grande devant celle de la matie`re (plus pre´cise´ment, l’e´cart est petit devant l’e´paisseur
des re´sonances des re´actions nucle´aires). En toute rigueur, il faudrait par exemple prendre
en compte la vitesse d’e´coulement du caloporteur dans les e´quations neutroniques. Pour eˆtre
complet, notons tout de meˆme que la part de la vitesse des noyaux due a` l’agitation thermique
(a` moyenne nulle), qui elle n’est pas ne´gligeable, est prise en compte par la de´pendance des
sections efficaces microscopiques a` la tempe´rature (e´largissement des re´sonances qui me`ne a`
l’effet Doppler).
Nous supposons, dans le cadre de cette the`se, cette hypothe`se valide. La vitesse de la matie`re
n’intervient donc pas dans nos e´quations.
Sur cette question, les travaux de Wienke font re´fe´rence [128, 129, 130, 131, 132]. Il y a
deux grandes approches, qui sont toutes deux traite´es par Wienke. L’approche Lagrangienne
qui consiste a` e´crire les e´quations dans le re´fe´rentiel du laboratoire, ce qui conduit a` adapter
les sections efficaces. La difficulte´ est qu’elles deviennent alors toutes anisotropes. La seconde
approche, dites Eule´rienne, consiste a` e´crire les e´quations dans un re´fe´rentiel mobile. Elles
doivent alors eˆtre adapte´es. L’approche Eule´rienne pour l’e´tude du transport de neutrons pen-
dant l’effondrement d’une e´toile a` neutrons a e´te´ reprise re´cemment [7, 35].
6.4 Pre´sentation de Phe´nix et des essais de gerbage
Nous pre´sentons ici le re´acteur Phe´nix et les essais de gerbage qui ont e´te´ utilise´s pour tester
les me´thodes pre´sente´es dans cette partie de la the`se. Une pre´sentation comple`te du re´acteur
et des enseignements que l’on peut tirer de son exploitation peut eˆtre trouve´e dans [47].
6.4.1 Phe´nix et les AURN
Phe´nix est un re´acteur expe´rimental a` neutrons rapides, refroidi au sodium, de 563MWth,
construit dans les anne´es 70 a` Marcoule. Il a e´te´ arreˆte´ de´finitivement en 2010. Le cœur du
re´acteur est compose´ de six couronnes d’assemblages fissiles (en plus de l’assemblage central),
de deux de fertiles et de six de re´flecteurs ou protections neutroniques, comme sur la figure 6.1.
70 Chapitre 6. Introduction de la deuxie`me partie
Figure 6.1 – Coupe radiale du cœur de Phe´nix. Illustration issue de [88]
Chaque assemblage (voir figure 6.2) est constitue´ d’un tube hexagonal en acier, rempli
d’aiguilles cylindriques dispose´es selon un re´seau hexagonal. Les aiguilles sont elles-meˆmes
constitue´es d’une gaine en acier contenant le combustible nucle´aire sous la forme d’un oxyde
mixte (U/Pu)O2. Du sodium circule entre les aiguilles et entre les assemblages.
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Figure 6.2 – Coupe radiale sche´matique d’un assemblage typique de RNR-Na
A la fin des anne´es 90, le re´acteur a connu 4 arreˆts d’urgence par re´activite´ ne´gative (ou
AURN). Cela signifie que la re´action en chaine a e´te´ arreˆte´e automatiquement parce qu’on
a de´tecte´ une diminution non pre´vue de la puissance. Ces arreˆts d’urgence sont intervenus
pendant la monte´e en tempe´rature du re´acteur et un e´branlement des structures, ainsi qu’un
pic de pression, auraient e´te´ mesure´s dans le meˆme temps. L’e´volution du signal neutronique
mesure´ pendant un de ces AURN a e´te´ donne´ figure 1.2. La puissance y chute brutalement,
en 50ms, a` 72% de sa valeur nominale, avant d’osciller avec une pe´riode d’environ 100ms. Les
syste`mes d’arreˆt d’urgence interviennent a` partir de 200ms et e´teignent le re´acteur.
Ces transitoires ne sont pas encore bien explique´s, mais on pense a` l’heure actuelle qu’ils
ont pu eˆtre cause´s par un de´placement des assemblages (voir par exemple [118, 119]).
6.4.2 Description des essais statiques et re´sultats expe´rimentaux
Pour avancer dans la compre´hension des AURN, et pour pouvoir e´tudier le mouvement des
assemblages de Phe´nix, tant du point de vue me´canique que de leur re´percussion en neutronique,
des expe´rimentations ont eu lieu en 2009 et 2013. En 2009, on a re´alise´ des gerbages statiques
du cœur de Phe´nix, qui consistaient a` remplacer un assemblage combustible par un dispositif
e´carteur, poussant sur les assemblages voisins. Des mesures de re´activite´ ont e´te´ faites en
meˆme temps. En 2013, des gerbages dynamiques ont e´te´ re´alise´s avec un effacement rapide
du dispositif e´carteur et une mesure des de´placements des assemblages pendant leur retour
en position d’e´quilibre. Cette fois-ci cependant, aucune mesure neutronique n’a e´te´ re´alise´e
pendant les essais. Nous nous sommes donc concentre´s sur l’essai de gerbage statique qui nous
a permis de nous confronter a` l’expe´rience.
Soulignons le fait que les essais, qu’ils soient statiques ou dynamiques, ont e´te´ re´alise´s avec
des assemblages combustibles qui avaient de´ja` servi, et qui e´taient donc de´forme´s du fait de
leur irradiation. Ces de´formations pre´alables aux essais sont mal connues mais sont susceptibles
d’en influencer les re´sultats.
Nous reprenons ici les e´le´ments du compte rendu de l’essai [38].
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Trois configurations ont e´te´ e´tudie´es pendant l’essai de gerbage statique :
1. Dispositif e´carteur au centre, 350˚C ;
2. Dispositif e´carteur au centre, 180˚C ;
3. Dispositif e´carteur en 5eme couronne, 180˚C.
Le meˆme essai a e´te´ re´alise´ a` deux tempe´ratures diffe´rentes pour pouvoir prendre en compte
diffe´rents e´tats de compacite´ du cœur, cause´s par les dilatations diffe´rentielles du sommier et
des boitiers hexagonaux. Le cœur devrait ainsi eˆtre plus compact a` 180˚C qu’a` 350˚C.
La figure 6.3 illustre le type de modification de ge´ome´trie qu’induit un gerbage central. Le
volume du cœur augmente, ce qui augmente les fuites neutroniques. On introduit e´galement
plus de sodium dans le cœur, ce qui ame´liore la mode´ration. Ces deux effets vont dans le sens
d’une diminution de re´activite´.
Figure 6.3 – Modification de la ge´ome´trie du coeur lors d’un gerbage central.
La figure 6.4 illustre le vocabulaire que nous utiliserons. Les tubes hexagonaux sont des
structures en acier, ferme´es, qui contiennent les aiguilles de combustible. Sur ces tubes des
petites plaquettes en acier ont e´te´ fixe´es a` une hauteur donne´e, pour empeˆcher les assemblages
de se toucher et de geˆner ainsi l’e´coulement du sodium inter-assemblage. La distance nominale
entre les plaquettes est ce que l’on nommera le jeu.
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Figure 6.4 – Sche´ma de tubes hexagonaux.
On dispose de trois mesures :
1. Les efforts exerce´s par le dispositif e´carteur ;
2. Les de´placements d’un assemblage de 5eme couronne ;
3. La re´activite´.
Les efforts mesure´s, par le dispositif e´carteur, pendant la phase de chargement des gerbages
centraux sont donne´s, approximativement, en figure 6.5, en fonction du de´placement des pla-
quettes du dispositif e´carteur. On constate qu’a` de´placement donne´, les efforts sont de´croissants
avec la tempe´rature.
Figure 6.5 – Efforts mesure´s pendant l’essai de gerbage statique central.
Les sonars mesurant les de´placements ont mal fonctionne´, et on ne dispose que de mesures
de de´placement d’un assemblage de 5e`me couronne, et uniquement en configuration 1 et 3.
On n’a donc pas de comparaison possible du meˆme essai a` deux tempe´ratures diffe´rentes. Les
mesures de de´placement de l’essai de gerbage central a` 350˚C, sont donne´es figure 6.6. On
constate qu’il y a un certain retard a` la transmission du mouvement entre la 1e`re et la 5e`me
couronne, qui peut eˆtre interpre´te´ comme le de´lai de fermeture des jeux inter-assemblages.
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Figure 6.6 – De´placement mesure´ d’un assemblage de 5e`me couronne pendant le gerbage
statique a` 350˚C.
Enfin, nous disposons de mesures de re´activite´ pour les trois configurations, en fonction
du de´placement des plaquettes du dispositif e´carteur, dont les tendances sont donne´es figure
6.7. Comme on s’y attendait, l’effet du gerbage est ne´gatif. Le comportement semble asymp-
totiquement line´aire, avec une phase de transition ou` l’effet est moindre. Contrairement a` ce
qu’on pouvait penser, l’effet en re´activite´ est proche a` 350˚C et a` 180˚C. Il semble donc que
la compacite´ du cœur n’ait pas beaucoup change´, bien que les efforts mesure´s diminuent avec
la tempe´rature.
Figure 6.7 – Mesures de re´activite´ des essais de gerbage statique.
Chapitre 7
De´formation de ge´ome´trie a` maillage
fixe avec APOLLO3 R©
Ce chapitre est de´die´ a` la pre´sentation d’une me´thode dite de pixellisation, qui permet de
mode´liser un cœur de´forme´ avec un maillage de calcul fixe et re´gulier. Cela permet d’utiliser
les codes me´tiers de neutronique (APOLLO3 R© dans notre cas) qui imposent ge´ne´ralement la
re´gularite´ du maillage.
Ce chapitre est divise´ en trois sections. La section 7.1 traite du de´placement de la matie`re, ce
qui permet de de´finir des sections efficaces macroscopiques repre´sentatives de la de´formation.
La section 7.2 est consacre´ a` la proble´matique du de´placement des pre´curseurs de neutrons
retarde´s pendant un calcul cine´tique. Enfin la section 7.3 applique ces me´thodes aux essais de
gerbage de Phe´nix.
7.1 De´placement de la matie`re
7.1.1 Pre´sentation de la me´thode
L’objectif ici est de construire et d’utiliser une me´thode de pixellisation du cœur pour
de´placer la matie`re. Les pixels constituent un maillage de calcul fixe sur lequel est projete´e la
ge´ome´trie, possiblement de´forme´e, du cœur. Les compositions sont homoge´ne´ise´es sur chaque
pixel, ce qui en fait une me´thode oriente´e RNR. Le grand libre parcours moyen des neutrons
dans ces re´acteurs permet en effet l’utilisation de ge´ome´tries homoge´ne´ise´es. Des travaux si-
milaires avaient de´ja` e´te´ entrepris lors de pre´ce´dents stages [69, 73, 61]. Le travail pre´sente´ ici
s’est directement appuye´ sur celui de Carolina Labarta [61] et a e´te´ publie´ dans [83].
Nous utilisons MedCoupling, module de Salome´ [90], pour construire la repre´sentation pixel-
lise´e du cœur, qui est ensuite importe´e dans APOLLO3 R©.
La suite de cette sous-section est divise´e en quatre paragraphes. Le paragraphe a. pre´sente
les calculs d’autoprotection, effectue´ avec ECCO, un module d’ERANOS. Les sections effi-
caces sont parame´tre´es par la quantite´ de sodium inter-assemblage autour de l’assemblage. Le
paragraphe b. pre´sente la mode´lisation de la de´formation du cœur. La pixellisation de cette
ge´ome´trie de´forme´e est pre´sente´e au paragraphe c.. Enfin le paragraphe d. traite de l’importa-
tion de ces informations dans APOLLO3 R©.
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a. Autoprotection par ECCO
La premie`re e´tape est la ge´ne´ration des sections efficaces auto-prote´ge´es avec ECCO. Les
options de ces calculs de´pendent des cas conside´re´s (voir la section sur les donne´es utilise´es
6.2).
Pour pouvoir tenir compte des effets d’autoprotection lie´s au changement du spectre neu-
tronique lors de variations locales de la fraction de sodium, nous ge´ne´rons des sections efficaces
parame´tre´es par la quantite´ de sodium inter-assemblage. Nous introduisons donc un parame`tre
nomme´ ”dilution” que l’on notera avec un d en exposant. d est directement e´gal a` la fraction
de la cellule occupe´e par du sodium inter-assemblage. Nous appellerons dref la valeur de la
dilution pour une cellule non de´forme´e.
Pour obtenir ces sections parame´tre´es nous faisons plusieurs calculs ECCO pour chaque
milieu en faisait varier la taille des cellules et en adaptant les concentrations des mate´riaux
pour conserver les quantite´s de matie`re. Si nous notons C une concentration donne´e et S la
section de la cellule de calcul on a :
C(d) = C(dref )
S(dref )
S(d)
.
b. De´formation de la ge´ome´trie
Les de´formations des assemblages sont obtenues par des calculs d’interaction fluide-
structure par CAST3M. Elles sont exprime´es en de´placement radiaux du centre de tous les as-
semblages a` diffe´rentes hauteurs (les de´placements n’ont pas de composante axiale). Le fluide,
dont l’impact ne se voit qu’en dynamique, diminue les fre´quences des vibrations des assem-
blages, couple leurs de´placements, et introduit des dissipations d’e´nergie supple´mentaires.
A partir de ces re´sultats, nous cre´ons, avec MedCoupling, une ge´ome´trie de´forme´e, de´ja`
interpole´e axialement pour correspondre au maillage neutronique (figure 7.1). Dans notre cas,
cette ge´ome´trie est constitue´e de prismes droits a` base hexagonale qui sont translate´s radia-
lement (figure 7.2). Nous attribuons alors a` cette ge´ome´trie des champs d’identification de
milieux. Notons que les pave´s repre´sentant les assemblages n’inte`grent pas le sodium inter-
assemblage, contrairement aux cellules ECCO.
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Figure 7.1 – Ge´ome´trie de´forme´e, lors d’un essai de gerbage central, ge´ne´re´e avec MedCou-
pling. Visualition avec Salome´.
Figure 7.2 – Sche´ma de la de´formation de la ge´ome´trie ge´ne´re´e avec MedCoupling.
c. Construction de la pixellisation
Les champs d’identification des milieux obtenus pre´ce´demment sont ensuite projete´s sur
des pixels de taille pre´de´finie. On obtient ainsi les fractions volumiques des mate´riaux sur les
pixels. La fraction de sodium inter-assemblage est de´duite en calculant le comple´ment a` 1 de la
somme des fractions volumiques, et sa concentration est obtenue en supposant une tempe´rature
homoge`ne de l’inter-assemblage dans le cœur. Une illustration des champs obtenus est donne´e
figure 7.3. Sur la figure et dans la suite les pixels utilise´s sont hexagonaux.
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Figure 7.3 – Projections sur les pixels du milieu constituant les assemblages de la troisie`me
couronne a` gauche, et celui, lors d’un gerbage central, du sodium inter-assemblage a` droite.
Visualition avec Salome´.
Pour pouvoir importer les sections efficaces auto-prote´ge´es par ECCO, il faut connaˆıtre, sur
chaque pixel, la valeur du parame`tre dilution. Pour cela, on va chercher a` moyenner la quantite´
de sodium inter-assemblage a` l’e´chelle de l’assemblage, puisque c’est l’ordre de grandeur du
libre parcours moyen des neutrons. Nous introduisons, dans cet objectif, un maillage reliant
entre eux les centres des assemblages, apre`s de´placement (voir sche´ma figure 7.4, a` gauche).
Le champ contenant la quantite´ de sodium inter-assemblage est projete´ sur ce maillage, avant
d’eˆtre projete´ a` nouveau sur les pixels (figure 7.4, a` droite).
Figure 7.4 – Maillage interme´diaire utilise´ pour calculer la dilution a` gauche, champ de dilu-
tion, lors d’un gerbage central, projete´ sur les pixels a` droite. Visualisation Salome´ pour l’image
de droite.
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d. Importation de ces informations dans APOLLO3 R©
Chaque pixel contient maintenant a` la fois les fractions volumiques des diffe´rents mate´riaux
et une valeur de dilution. Pour lancer un calcul, il est donc ne´cessaire de me´langer les mate´riaux
dans chaque pixel. S’il est possible de le faire dans APOLLO3 R© en de´finissant des milieux dans
la phase d’initialisation, on ne peut pas changer ces de´finitions pendant un calcul neutronique,
ce qui est indispensable a` notre application.
Me´langer des mate´riaux revient a` calculer, sur chaque pixel, des sections efficaces macrosco-
piques en moyennant celles des mate´riaux ponde´re´es par les fractions volumiques (Xm fraction
volumique du milieu m, σ
(d)
macro m section efficace macroscopique du milieu m pour une dilution
d) :
σ
(d)
macro tot =
∑
m(ateriaux)
Xmσ
(d)
macro m.
APOLLO3 R© peut recalculer a` tous moments ses sections efficaces macroscopiques, qui
sont une somme des sections efficaces microscopiques ponde´re´es par les concentrations (Ci
concentration de l’isotope i, σi sa section efficace microscopique) :
σmacro =
∑
i(sotopes)
Ciσi.
On contourne donc notre difficulte´ en cre´ant un pseudo-mate´riau supple´mentaire, constitue´
de macro-isotopes repre´sentant chacun l’un des mate´riaux initiaux a` me´langer. Les sections ef-
ficaces microscopiques des macro-isotopes sont identifie´es aux sections efficaces macroscopiques
des mate´riaux, et les fractions volumiques des mate´riaux jouent le roˆle des concentrations de
ces macro-isotopes. Une fois ce pseudo-mate´riau de´fini, il suffit d’importer la carte des fractions
volumiques comme une carte de concentration pour de´finir notre ge´ome´trie.
Notons ne´anmoins que, comme les cellules ECCO contiennent le sodium inter-assemblage
et que notre description de la ge´ome´trie de´forme´e en tient compte se´pare´ment, il faut, lors
du calcul des sections efficaces macroscopiques des mate´riaux, utiliser les concentrations sans
sodium inter-assemblage :
σ(d)macro m =
∑
i(sotopes)
C
(d=0)
i σ
(d)
i . (7.1)
Il est e´galement ne´cessaire de rajouter un mate´riau supple´mentaire pour de´crire le sodium
inter-assemblage. Se pose alors la question du choix des sections efficaces microscopiques a`
retenir. Nous choisissons simplement de re´cupe´rer les sections du sodium autoprote´ge´es dans
un mate´riau arbitraire.
Une valeur moyenne du parame`tre χ, donnant la re´partition e´nerge´tique des neutrons de
fission, doit e´galement eˆtre calcule´e sur chaque pixel. χ n’e´tant pas une section efficace, son
traitement est diffe´rent. Il est obtenu comme une moyenne des χ de chaque isotope (ou macro-
isotope) ponde´re´e par le taux de cre´ation de neutrons de fission (Xm fraction volumique du
mate´riau m, νσ
g′(d)
m section efficace de cre´ation de neutrons de fission du groupe d’e´nergie g′,
dans le mate´riau m et pour la dilution d, φg
′
flux neutronique du groupe d’e´nergie g′) :
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χ
g(d)
global =
∑
g′
∑
m χ
g(d)
m Xmνσ
g′(d)
m φg
′∑
g′
∑
mXmνσ
g′(d)
m φg
′ .
On de´montre facilement qu’avec cette formule, la somme sur les groupes d’e´nergie des χ
reste e´gale a` 1 :
∑
g
χgglobal =
∑
g′
∑
m
(∑
g χ
g(d)
m
)
Xmνσ
g′(d)
m φg
′
∑
g′
∑
mXmνσ
g′(d)
m φg
′ = 1.
Le calcul du χ moyen demande donc de connaˆıtre le flux neutronique. On re´cupe`re
ge´ne´ralement le flux obtenu lors de l’autoprotection du mate´riau dont on calcule les parame`tres
neutroniques. Notre pseudo-mate´riau n’ayant pas e´te´ autoprote´ge´, il est ne´cessaire de lui asso-
cier un flux neutronique. On choisit, la` encore, un mate´riau de fac¸on arbitraire et re´cupe´rons
le flux qui a e´te´ utilise´ pour l’autoprote´ger.
Une fois ce travail pre´liminaire fait, il est facile d’importer la ge´ome´trie des pixels (re´gulie`re
et fixe), les concentrations des macro-isotopes et le parame`tre dilution pour de´finir notre calcul.
Les re´sultats pre´sente´s dans la suite de cette partie ont tous e´te´ obtenus en diffusion, avec
33 groupes d’e´nergie.
7.1.2 Evaluation de la me´thode
a. Etude de l’impact de la taille des pixels et des biais identifie´s
Nous appliquons ici notre de´marche sur Phe´nix, avec des compositions isotopiques de cœur
neuf, comme explique´ section 6.2. Nous comparons les re´sultats a` un calcul dit de re´fe´rence,
fait avec le meˆme solveur et les meˆmes sections efficaces mais avec une description classique de
la ge´ome´trie, et sans pixel. La ge´ome´trie est de´crite axialement du pied d’assemblage jusqu’a` la
teˆte, et radialement jusqu’a` la deuxie`me couronne de re´flecteurs. A chaque fois, nous donnons la
re´activite´ du cas conside´re´ ainsi que l’effet en re´activite´ d’une de´formation donne´e (un gerbage
central de forte amplitude calcule´ en supposant les jeux inter-assemblages initialement comble´s :
voir paragraphe 6.4 pour plus de de´tails).
Rappelons que les pixels sont hexagonaux. Nous avons commence´ par cre´er des pixels de
taille identique aux assemblages (soit avec un entreplat, distance entre deux coˆte´s paralle`les,
de 12.72cm), de manie`re a` avoir exactement le meˆme maillage que le calcul de re´fe´rence. En-
suite, nous avons change´ le mate´riau donnant les sections efficaces du sodium inter-assemblage,
puis celui donnant le flux utilise´ pour calculer les χ finaux. Dans les deux cas, nous sommes
passe´s d’un mate´riau fissile a` un mate´riau fertile. Enfin nous avons diminue´ la taille des pixels.
Les re´sultats sont donne´s tableau 7.1. La dimension donne´e pour les pixels correspond a` leur
entreplat.
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Cas Nombre de mailles Re´activite´ (pcm) Effet en re´activite´
d’une de´formation
(pcm)
Re´fe´rence 10592 1498
Pixels de 12.72cm 10592 1495 -14
Pixels de 12.72cm, 10592 1497 -14
mate´riau Na change´
Pixels de 12.72cm, 10592 1495 -14
mate´riau χ change´
Pixels de 6.0cm 40352 1519 -188
Pixels de 3.0cm 165344 1593 -183
Pixels de 2.0cm 387104 1708 -184
Pixels de 1.5cm 685472 1832 -193
Pixels de 1.0cm 1536224 1821 -207
Tableau 7.1 – Ve´rification de la me´thode de pixellisation sur Phe´nix.
On observe des re´sultats tre`s proches entre la re´fe´rence et le calcul avec des pixels de
12.72cm. La faible diffe´rence peut eˆtre attribue´e soit a` l’utilisation de sections efficaces micro-
scopiques homoge`nes pour le sodium inter-assemblage dans tout le cœur, soit a` la pre´cision du
solveur. Cela semble indiquer que notre me´thode a e´te´ de´veloppe´e sans erreur. Les biais iden-
tifie´s, le choix des sections efficaces microscopiques pour le sodium inter-assemblage et celui du
flux pour le calcul de χ semblent, quant a` eux, ne´gligeables.
Lorsque la taille des pixels diminue, la re´activite´ tend a` augmenter, ce qui est duˆ au fait
que le sodium inter-assemblage, homoge´ne´ise´ dans le calcul de re´fe´rence, est progressivement
extrait des assemblages. Il est donc moins susceptible d’absorber ou de mode´rer les neutrons,
ce qui explique l’augmentation de re´activite´. En revanche, on voit que l’effet en re´activite´ d’une
de´formation, c’est a` dire la diffe´rence entre la re´activite´ calcule´e sur la ge´ome´trie de´forme´e et
celle calcule´e sans de´formation, est relativement stable avec la taille des pixels. L’augmentation
de l’effet en re´activite´ de la de´formation pour les pixels petits est probablement un biais, duˆ a`
la description qui est alors faite des interfaces horizontales entre les assemblages et le sodium
inter-assemblage, introduites par la fac¸on de ge´ne´rer la ge´ome´trie de´forme´e (voir figure 7.2).
Nous avons utilise´ pour la suite des pixels de 3cm. A titre d’illustration, nappe de puissance
et flux monogroupe obtenus pour le cas non de´forme´ sont donne´s figure 7.5.
82 Chapitre 7. De´formation de ge´ome´trie a` maillage fixe avec APOLLO3 R©
Figure 7.5 – Coupes radiales de la nappe de puissance et du flux monogroupe obtenues sur la
ge´ome´trie non de´forme´e de Phe´nix. Visualisation avec Salome´.
b. Validation par comparaison avec TRIPOLI-4
La meˆme de´formation a e´te´ calcule´e avec notre me´thode et avec TRIPOLI-4. Il s’agit
d’un essai de gerbage central du cœur, avec des jeux inter-assemblages initialement comble´s
(voir paragraphe 6.4), pour lequel on a calcule´ 4 e´tats diffe´rents. Les compositions sont celles
d’un coeur e´volue´ (voir paragraphe 6.2). La comparaison est visible figure 7.6. Les calculs de
TRIPOLI-4 sont donne´s avec une marge d’incertitude de 3σ. On constate une bonne cohe´rence
entre les re´sultats, ce qui conforte la validite´ de notre me´thodologie. Chaque calcul de TRIPOLI-
4 a pris 48h sur 256 processeurs contre environ 30min sur un processeur pour les calculs
d’APOLLO3 R©. Pour plus de de´tails sur la mise en place du mode`le de ge´ome´trie de´forme´e
dans TRIPOLI-4, voir l’annexe A qui reprend les e´le´ments de [61, 60].
Figure 7.6 – Comparaison d’effets en re´activite´ obtenus par TRIPOLI-4 et APOLLO3 R©.
Des comparaisons entre des effets en re´activite´ obtenus sur d’autres types de de´formations
par TRIPOLI-4 et APOLLO3 R© peuvent eˆtre trouve´es dans l’annexe B.
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7.1.3 Quelques e´tudes pour tenter d’identifier les effets importants
a. Evaluation de l’effet d’autoprotection
Pour e´valuer l’effet d’autoprotection, nous avons calcule´ l’impact d’une perturbation
ge´ome´trique (un essai de gerbage central de forte amplitude avec des jeux inter-assemblages ini-
tialement comble´s, voir 6.4) deux fois. La premie`re fois, le calcul est fait en utilisant la me´thode
pre´ce´demment expose´e (paragraphe 7.1.1) pour mettre a` jour le champ dilution. La seconde
fois, le champ dilution nominal est utilise´. Dans les deux cas, on utilise des concentrations de
cœur neuf (voir paragraphe 6.2).
La figure 7.7 donne une illustration de la quantite´ de sodium inter-assemblage en teˆte
d’assemblage lors de cette de´formation, sur des pixels de 3cm. L’e´cartement est visible, ainsi
que les contacts entre les assemblages des six diagonales du cœur. Rappelons que le champ
de dilution est obtenu en moyennant le champ de sodium inter-assemblage. Il est donc ici
maximum au centre et minimum sur les axes de de´formation ou` les assemblages se touchent
(comme sur l’image de droite de la figure 7.4).
Figure 7.7 – Champ donnant les fractions volumiques de sodium inter-assemblage, lors d’un
essai de gerbage, sur des pixels de 3cm. Visualisation avec Salome´.
Les deux effets en re´activite´ sont donne´s tableau 7.2. On constate que l’effet d’autoprotection
est faible (≈ 1.6% ici), mais que ne pas le prendre en compte revient a` sous-estimer le´ge`rement
l’effet en re´activite´ du gerbage.
Cas Effet en re´activite´ (pcm)
Avec dilution perturbe´e -183
Avec dilution nominale -180
Tableau 7.2 – Evaluation de l’importance de l’autoprotection dans l’effet en re´activite´ d’un
gerbage central.
b. Evaluation de l’effet de spectre
Nous avons souhaite´ connaˆıtre l’impact de la thermalisation du flux neutronique sur l’ef-
fet en re´activite´ d’une de´formation ge´ome´trique. Pour cela nous avons calcule´ la variation de
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re´activite´ lie´e a` une perturbation ge´ome´trique donne´e (un essai de gerbage central de faible
amplitude avec des jeux inter-assemblages initialement comble´s, voir 6.4), sur 5 cas, ou` on a
remplace´ respectivement 0%, 25%, 50%, 75% et 99% des atomes de sodium par des mole´cules
d’eau. Nous avons travaille´ a` chaque fois avec des concentrations de cœur neuf (voir 6.2). A titre
d’illustration, la figure 7.8 donne les spectres d’autoprotection du milieu fissile pour les deux
cas extreˆmes. Il est visible que l’introduction d’eau de´cale le´ge`rement le flux neutronique vers
les basses e´nergies, mais qu’il reste globalement rapide. Ceci est duˆ a` la ge´ome´trie des assem-
blages qui minimise la quantite´ de caloporteur justement pour re´duire l’effet de mode´ration.
L’utilisation d’un combustible neuf a` base de plutonium accentue encore la durete´ du spectre
neutronique.
Les re´sultats sont donne´s tableau 7.3. L’introduction d’un mode´rateur diminue la re´activite´
du cœur, ce qui est normal sur un re´acteur a` neutrons rapides. En outre, l’effet en re´activite´
diminue quand on rajoute de l’eau. En effet, la thermalisation du spectre re´duit le libre parcours
moyen des neutrons, et donc les fuites ainsi que l’impact de leur augmentation suite a` la
de´formation.
Cas Reactivite´ nominale (pcm) Effet en re´activite´ (pcm)
100% sodium, 0% eau 1266 -41
75% sodium, 25% eau -1373 -33
50% sodium, 50% eau -2410 -30
25% sodium, 75% eau -3048 -24
1% sodium, 99% eau -3302 -15
Tableau 7.3 – Effet de la de´formation de la ge´ome´trie en fonction de la thermalisation du
spectre.
Lorsqu’on rajoute de l’eau, le libre parcours moyen diminuant, on peut s’attendre a` l’inverse
a` un impact local plus fort de la perturbation. Pour visualiser cet effet, on montre, figure 7.9,
les nappes 3D de variation du flux monogroupe (somme des flux de chaque groupe) pour les
deux cas extreˆmes. Les e´chelles de couleur sont les meˆmes, le orange correspond a` une variation
nulle, les couleurs plus froides a` une diminution du flux, et le rouge a` une augmentation. On
constate qu’effectivement, le flux est localement beaucoup plus perturbe´ quand on mode`re que
dans le cas nominal, bien que l’effet sur la re´activite´, parame`tre global, soit plus faible.
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Figure 7.8 – Spectres d’autoprotection de la zone fissile du cœur interne de Phe´nix (neuf),
avec uniquement du sodium en haut, et en remplac¸ant 99% du sodium par de l’eau en bas.
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Figure 7.9 – Carte de variation du flux monogroupe lors d’un gerbarge central, dans le cas
normal (a` gauche) et lorsque 99% du sodium a e´te´ remplace´ de l’eau (a` droite). Visualisation
avec Salome´.
Le fait qu’une perturbation, dans un re´acteur a` neutrons rapides, ait un impact global plutoˆt
que local tend a` montrer que seule une de´formation cohe´rente du cœur peut mener a` un effet
notable. En revanche, si le spectre est thermalise´ (que cela soit sur l’ensemble du re´acteur ou
localement), il est possible de perturber fortement le comportement neutronique local du cœur
sans que cela ne soit visible sur le comportement inte´gre´ (puissance) du cœur. Ainsi, selon le
spectre, l’enjeu de la compre´hension des de´formations du cœur est diffe´rent. Dans un re´acteur
a` neutrons rapides, il est ne´cessaire de comprendre et d’anticiper les causes de de´formations
cohe´rentes du cœur qui peuvent affecter le cœur dans son ensemble. Un re´acteur a` eau est
moins sensible aux de´formations cohe´rentes du cœur, mais le risque de de´former localement le
flux neutronique par une perturbation locale des caracte´ristiques du cœur est plus fort. Cela
peut mener a` un accident (rupture de gaines par exemple) difficile a` de´tecter.
c. Etudes de l’impact de de´formations he´te´roge`nes
Il est couramment avance´, dans les e´tudes sur les AURN de Phe´nix, que l’effet en re´activite´
d’une de´formation est principalement lie´ a` la variation du diame`tre moyen du cœur au
Plan Me´dian Coeur (PMC). En outre, les e´tudes pre´ce´dentes de cœurs de´forme´s ne´gligeaient
ge´ne´ralement les courbures des assemblages. L’outil de´veloppe´ ici permet de ve´rifier ces hy-
pothe`ses. Nous avons e´tudie´ pour cela quatre de´formations acade´miques du cœur de Phe´nix
(concentrations non e´volue´es, voir paragraphe 6.2) :
1. Configuration 1, dite  homoge`ne incline´e  : La teˆte de chaque assemblage est de´place´e
vers l’exte´rieur du cœur d’un nombre de millime`tres e´gal a` son nume´ro de couronne
(1mm pour les assemblages de la premie`re couronne, 2mm pour ceux de la 2eme etc.),
tandis que le pied reste fixe. Les de´placements sont interpole´s line´airement entre les
deux.
2. Configuration 2, dite  homoge`ne droite  : Chaque assemblage est translate´ vers
l’exte´rieur de manie`re a` obtenir le meˆme de´placement moyen de la zone fissile que
dans la configuration 1.
3. Configuration 3, dite  he´te´roge`ne incline´e  : La teˆte de chaque assemblage est de´place´e
vers l’exte´rieur du cœur d’un nombre de millime`tres e´gal a` 5 moins son nume´ro de
couronne (4mm pour les assemblages de la premie`re couronne, 3mm pour ceux de la
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2eme etc.), tant dis que le pied reste fixe. Les de´placements sont interpole´s line´airement
entre les deux.
4. Configuration 4, dite  he´te´roge`ne droite  : Chaque assemblage est translate´ vers
l’exte´rieur de manie`re a` obtenir le meˆme de´placement moyen de la zone fissile que dans
la configuration 3.
Ces de´formations sont sche´matise´es figure 7.10.
Figure 7.10 – Sche´mas des de´formations acade´miques du cœur de Phe´nix e´tudie´es.
Les re´sultats, obtenus en quart de cœur, sont regroupe´s tableau 7.4. Le de´placement moyen
e´tant plus important dans les configurations homoge`nes, pour permettre les comparaisons, on
donne dans la dernie`re colonne l’effet en re´activite´ par millime`tre moyen de de´placement des
zones fissiles. On constate que l’inclinaison des assemblages peut effectivement eˆtre ne´glige´e.
En outre, les de´formations homoge`nes ont un effet en re´activite´ plus fort que les de´formations
he´te´roge`nes. Au premier ordre, cela est duˆ au fait que les assemblages en pe´riphe´rie du cœur
sont dans une zone ou` les gradients du flux et de la fonction importance (voir paragraphe 6.3.1)
sont plus forts qu’au centre, et que leur de´placement apporte donc une contribution plus forte
a` la diminution de re´activite´ (voir e´quation (6.5)).
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Cas Effet en re´activite´ Effet en re´activite´
(pcm) moyenne´ (pcm/mm)
De´formation homoge`ne droite -219 -1.40
De´formation homoge`ne incline´e -219 -1.40
De´formation he´te´roge`ne droite -23 -0.40
De´formation he´te´roge`ne incline´e -23 -0.40
Tableau 7.4 – Etude de l’impact de l’he´te´roge´ne´ite´ d’une de´formation sur son effet en
re´activite´.
7.2 De´placement des pre´curseurs de neutrons retarde´s
7.2.1 Pre´sentation de la me´thode
a. La proble´matique
Pendant un calcul cine´tique, l’e´quation du flux est couple´e avec celle re´gissant la
de´croissance des pre´curseurs de neutrons retarde´s, donne´e ci-dessous (t est le temps, Cl la
concentration du groupe de pre´curseurs l, λl sa constante de de´sinte´gration, βl la fraction de
neutrons de fissions libe´re´e apre`s de´croissance d’un pre´curseur l, νσgf la section efficace ma-
croscopique de cre´ation de neutrons par fission du groupe g, φg le flux neutronique du groupe
g) :
∂Cl
∂t
= −λlCl +
∑
g
βlνσ
g
fφ
g.
Les pre´curseurs de neutrons retarde´s sont ainsi cre´e´s par les fissions et, sans traitement
particulier, restent, pendant la simulation, dans la maille de calcul (le pixel) ou` ils sont apparus.
Cela n’est pas vrai physiquement, ils devraient se de´placer avec la matie`re. Les concentrations
des pre´curseurs, de´termine´es par le code de neutronique, sont malheureusement connues sur
les pixels constituant le maillage de calcul et non sur la ge´ome´trie physique subissant les
de´formations, ce qui complexifie leur de´placement. On va ne´anmoins pre´senter une me´thode
qui permet de reconstruire leur localisation sur la ge´ome´trie physique, et d’ainsi de les suivre
avec pre´cision. On commence par identifier la provenance (pixel d’orignie) de la matie`re fissile
homoge´ne´ise´e dans chaque pixel pendant le calcul. On utilise ensuite cette information pendant
le calcul cine´tique pour distinguer les pre´curseurs en fonction de leur pixel d’origine.
b. Suivi du de´placement de la matie`re
On commence par projeter le maillage pixellise´ sur les cellules repre´sentant les assemblages
en situation de re´fe´rence, c’est a` dire sur le cœur non de´forme´. On de´place ensuite les assem-
blages ainsi remaille´s, ce qui permet de se  souvenir  d’ou` provient la matie`re de´place´e.
Enfin, on projette chaque maille sur le maillage de pixels non de´place´s utilise´ par le calcul.
Pour gagner du temps de calcul, on extrait, avant projection, le nombre minimum de mailles
susceptibles d’intervenir. Par exemple, si les de´placements sont dans le plan horizontal et sont
plus petits que le plus petit coˆte´ d’un pixel, un maillage cible de 7 pixels suffit (un pixel et
ses voisins dans le plan horizontal). C’est pre´cise´ment cette hypothe`se que l’on a retenue. La
figure 7.11 illustre la de´marche.
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Figure 7.11 – Sche´ma de la de´termination de la provenance de la matie`re dans chaque pixel.
Ce calcul nous donne les fractions volumiques d’intersection, apre`s de´placement, de chaque
pixel avec ses voisins, que l’on note Xij . i de´signe le pixel de calcul, et j celui de provenance
de la matie`re. On normalise ensuite ces valeurs de fac¸on a` ce que
∑
iX
i
j = 1, ce qui n’est pas
ve´rifie´ a priori a` cause de l’espace inter-assemblage. Xij devient alors la fraction volumique de
matie`re d’assemblage de la maille i en provenance de j.
c. Modification du calcul cine´tique
En plus desXij , on note le vecteur (indice´ sur les groupes d’e´nergie) donnant la production de
pre´curseurs l en configuration de re´fe´rence a` la maille i : (βlνσ
g
f )
ref i
g . On suppose e´galement que
l’on dispose des concentrations de chaque pre´curseur ramene´es en configuration de re´fe´rence,
au pas de temps pre´ce´dent, que l’on note Ci refl pour la maille i.
Pendant le calcul cine´tique, on duplique les pre´curseurs en fonction de leur maille de prove-
nance. On note Cil,j la concentration du pre´curseur physique l, sur la maille i, provenant de j.
Avec les hypothe`ses que l’on a faites, cela revient a` multiplier par 7 le nombre de pre´curseurs.
Lors de l’initialisation du calcul cine´tique, qui doit eˆtre faite sur la configuration de re´fe´rence
(c’est-a`-dire que l’on a Xij = δi,j = 1 si i = j, 0 sinon), on initialise classiquement les concen-
trations de pre´curseurs avant duplication, les Cil , puis on pose simplement C
i ref
l = C
i
l .
Apre`s chaque de´placement, avant le calcul d’e´volution des concentrations de pre´curseurs,
on les de´place en e´crivant :
Cil,j = C
j ref
l X
i
j .
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On fait ensuite e´voluer avec :
∂Cil,j
∂t
= −λlCil,j +
∑
g
(
βlνσ
g
f
)ref j
Xijφ
g.
Il est indispensable lors de l’e´volution de Cil,j de bien prendre le βlνσ
g
f de la maille de
provenance, ou l’on risquerait de faire apparaˆıtre des pre´curseurs a` de mauvais endroits. La
mise en œuvre de la me´thode en est un peu complique´e puisque, pour se ramener au formalisme
classique, cela revient a` de´finir un βgl,j effectif de´pendant de l’espace et de l’e´nergie du neutron
provoquant la fission. Heureusement, cette possibilite´ a e´te´ laisse´e dans l’architecture du code
APOLLO3 R©.
Enfin, on met a` jour les concentrations de pre´curseurs sur la configuration de re´fe´rence :
Cj refl =
∑
i
Cil,j .
La figure 7.12 illustre le de´placement des pre´curseurs obtenu avec cette me´thode. A gauche
on voit la concentration des pre´curseurs d’un groupe donne´ l au temps initial, sur une ge´ome´trie
non de´forme´e. Le meˆme champ obtenu apre`s un gerbage central du cœur est visible a` droite
(dans le formalisme pre´ce´dent, on montre ici
∑
j C
i
l,j ). Il n’y a pas eu de calcul cine´tique
entre les deux e´tats, et les diffe´rences sont uniquement dues aux de´placements. On constate
notamment qu’autour de l’assemblage central les concentrations ont diminue´, ce qui est le
re´sultat de l’e´cartement des assemblages de la premie`re couronne.
Figure 7.12 – Champ de concentrations d’un pre´curseur de neutrons retarde´s avant (a` gauche)
et apre`s (a` droite) gerbage central du cœur. Visualisation avec Salome´.
7.2.2 Evaluation de la me´thode
Nous avons compare´ deux transitoires identiques, l’un utilisant la me´thode de de´placement
des pre´curseurs que nous venons de pre´senter, l’autre non. Ces deux calculs sont faits avec
APOLLO3 R© et utilisent la technique de de´placement de matie`re pre´sente´e section 7.1. Nous
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utilisons ici encore une description de Phe´nix avec des concentrations de cœur neuf (voir pa-
ragraphe 6.2). Nous avons 33 groupes d’e´nergie, 6 groupes de pre´curseurs et des pixels de
3cm.
Le transitoire consiste a` appliquer instantane´ment un gerbage central de forte amplitude
(jeux inter-assemblages initialement comble´s, voir 6.4) et a` laisser ensuite e´voluer la puissance
du cœur librement. Pour information, l’effet en re´activite´ calcule´ pour cette de´formation est de
-183pcm en sodium et de -74pcm avec 99% d’eau.
La figure 7.13 donne l’e´volution de la puissance globale, le temps e´tant repre´sente´ en e´chelle
logarithmique. Chaque point sur les courbes correspond a` un pas de temps. Notons que l’e´chelle
de temps conside´re´e (une fraction de seconde) ne permet de voir que l’e´volution de puissance
prompte. La puissance semble se stabiliser en fin de transitoire, mais la re´activite´ reste ne´gative.
Si on prolongeait le calcul, on verrait la puissance de´croitre jusqu’a` 0, a` la vitesse de disparition
des pre´curseurs, c’est a` dire sur quelques dizaines de secondes.
Quatre calculs ont e´te´ effectue´s, avec et sans de´placement des pre´curseurs, et avec 100%
de sodium ou 99% d’eau et 1% de sodium, comme nous l’avons de´ja` fait dans la section 7.1.3.
Le fait de rajouter de l’eau permet de thermaliser un peu le spectre neutronique. On constate
que l’e´volution de la puissance globale est tre`s peu affecte´e par le de´placement des pre´curseurs,
quel que soit le caloporteur. Le meˆme constat est fait quand on compare les puissances locales
(non illustre´ ici). On peut en de´duire que si l’imple´mentation de la me´thode est correcte, le
de´placement des pre´curseurs peut en ge´ne´ral eˆtre ne´glige´ pour les types de de´formations que
l’on e´tudie.
Figure 7.13 – Evaluation de l’impact du de´placement des pre´curseurs sur un transitoire de
gerbage.
On peut comprendre ce re´sultat en voyant que les pre´curseurs cre´ent une source de neu-
trons tre`s minoritaire compare´e a` la fission prompte (de l’ordre de 0.003 neutrons retarde´s pour
chaque neutron prompt). C’est le de´lai entre la cre´ation du pre´curseur et l’e´mission d’un neu-
tron retarde´ (de l’ordre de la dizaine de secondes, a` comparer avec une demi-vie des neutrons
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promptes entre 10−3s en REP et 10−6s en RNR) qui rend leur prise en compte ne´cessaire, plus
que leur localisation exacte. En outre, nous sommes toujours en spectre rapide, meˆme lorsqu’on
introduit de l’eau a` la place du sodium, et l’effet d’un le´ger de´placement de cette source est
gomme´ par le libre parcours moyen des neutrons, supe´rieur aux de´placements.
On tire les meˆmes conclusions de l’e´tude de l’e´volution de la puissance suite a` une com-
paction du cœur. Pour simuler cette de´formation, les assemblages ont e´te´ de´place´s de fac¸on
arbitraire. On rapproche du centre du coeur la teˆte de chaque assemblage de 0.5mm * nume´ro
de couronne. Les pieds des assemblages sont immobiles et les de´placements sont interpole´s
line´airement entre la teˆte et le pied. Cette de´formation donne un effet en re´activite´ de +105pcm
en sodium, et de +31pcm en eau. L’e´volution de la puissance suite a` une compaction instantane´e
est visible figure 7.14.
Figure 7.14 – Evaluation de l’impact du de´placement des pre´curseurs sur un transitoire de
compaction.
Que cela soit pour le gerbage ou pour la compaction, l’effet du changement de caloporteur
est quant a` lui visible. La puissance e´volue moins avec de l’eau, ce qui est cohe´rent avec le fait
que les effets en re´activite´ des de´formations sont plus faibles. En outre, la vitesse de variation
de la puissance est e´galement plus faible, ce qui est lie´ au ralentissement des neutrons par l’eau,
et donc a` l’augmentation de leur dure´e de vie.
7.3 Application aux essais de gerbage de Phe´nix
Dans cette section nous appliquons la me´thode de pixellisation que nous venons de pre´senter
aux essais de gerbage de Phe´nix. Le re´acteur et ces essais ont de´ja` e´te´ pre´sente´s section 6.4.
Nous commenc¸ons par une tentative d’interpre´tation des essais de gerbage statique. Ce
travail a constitue´ le cas d’application de la technique de pixellisation dans [83]. A la fin
de cette section, nous traitons le gerbage dynamique, dans l’objectif principal de de´montrer la
faisabilite´ d’un tel calcul chaˆınant me´canique et neutronique sur un cœur complet, en cine´tique,
avec les outils de re´fe´rence.
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7.3.1 Interpre´tation ante´rieure des essais statiques
Ces essais ont de´ja` e´te´ calcule´s en chaˆınant HARMONIE (base´ sur CAST3M), pour la
me´canique, et ERANOS pour la neutronique [94, 41]. HARMONIE mode´lise des assemblages
ide´aux, sans prendre en compte les de´formations lie´es a` leur irradiation. ERANOS travaille
en RZ (syme´trie de rotation) re´gulier, ce qui l’empeˆche de prendre en compte l’inclinaison des
assemblages (mais l’angle d’inclinaison est faible, infe´rieur a` 0.16˚, et on a de´ja` vu que l’effet
de l’inclinaison est ne´gligeable section 7.1.3) et de mode´liser l’essai de gerbage pe´riphe´rique.
Les re´sultats de ces calculs sont donne´s figure 7.15, pour diffe´rentes hypothe`ses de jeux inter-
assemblages. Des jeux the´oriques a` 180˚C et a` 400˚C (soit environ 0.1 et 0.2mm respective-
ment), ainsi que des jeux nuls, ont e´te´ utilise´s. La figure 6.4 illustre ce qu’on entend par jeux
inter-assemblages. On constate, sur la figure 7.15, qu’en augmentant le jeu inter-assemblage
on augmente la longueur de la phase initiale non line´aire, et qu’avec des jeux the´oriques de
400˚C, on reproduit approximativement les mesures.
Figure 7.15 – Calculs pre´ce´dents [94] des essais de gerbage statique avec ERANOS.
7.3.2 Notre tentative d’interpre´tation des essais de gerbage statiques
a. Conside´rations ge´ne´rales
Les calculs me´caniques sont re´alise´s avec CAST3M, a` l’aide d’une me´thode d’ho-
moge´ne´isation de´veloppe´e par Daniel Broc et pre´sente´e dans [19, 20]. Chaque assemblage est
repre´sente´ par un e´le´ment poutre encastre´ a` la base. Les chocs sont pris en compte par une
rigidite´ de contact. On ne prend pas en compte les de´formations initiales des assemblages dues
a` l’irradiation.
Nous utilisons ici les meˆmes compositions isotopiques, e´volue´es, que lors de l’e´tude
pre´ce´dente, comme explique´ au paragraphe 6.2.
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Des calculs pre´liminaires montrent que si les de´formations me´caniques conside´re´es sont les
meˆmes, les re´sultats de´pendent peu de la tempe´rature a` laquelle est re´alise´ l’essai. Pour le
gerbage central nous nous sommes donc concentre´s sur l’essai a` 180˚C. Nous avons e´galement
e´value´ l’impact d’un blocage des protections neutroniques (couronne 9 et plus). L’effet trouve´
est faible. En particulier, comme les couronnes bloque´es sont loin du centre, la pente a` l’origine
des essais centraux n’est pas affecte´e.
b. Gerbage statique central
Nos re´sultats sur l’essai de gerbage central statique, a` 180˚C, sont donne´s figure 7.16
en fonction de diffe´rentes hypothe`ses sur la taille du jeu inter-assemblage. Les assemblages
eux-meˆmes ne sont pas de´forme´s. Nous pouvons voir que si nous n’utilisons pas de jeu inter-
assemblage, nous retrouvons des re´sultats proches de ceux de l’e´tude pre´ce´dente, ce qui est
normal puisque nous utilisons les meˆmes hypothe`ses et compositions. En particulier, on trouve
dans les deux cas une loi line´aire. Quand la taille des jeux inter-assemblages est non nulle,
on voit apparaˆıtre deux phases. La premie`re, qui est d’autant plus longue que les jeux sont
grands, correspond au comblement des jeux inter-assemblages. Pendant cette phase, l’effet en
re´activite´ de la de´formation est plus faible que dans le cas sans jeu. La deuxie`me phase, qui
arrive une fois les jeux ferme´s, est line´aire et a une pente semblable a` celle trouve´e sans jeu. Ce
comportement est cohe´rent avec ce qui avait de´ja` e´te´ observe´ lors de l’e´tude pre´ce´dente (figure
7.15). On trouve une bonne ade´quation avec les mesures pour des jeux de 0.3mm (alors que les
jeux naturels sont d’environ 0.1mm a` 180˚C, et de 0.2mm a` 350˚C).
Un calcul a e´te´ fait avec des jeux ale´atoires tire´s entre 0 et 0.6mm de fac¸on uniforme. Les
re´sultats sont tre`s proches de ceux obtenus avec les jeux constants de 0.3mm, c’est a` dire la
moyenne des jeux ale´atoires.
Figure 7.16 – Nos calculs de l’essai de gerbage central a` 180˚C.
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c. Gerbage statique pe´riphe´rique
Les re´sultats de nos calculs de l’essai de gerbage statique pe´riphe´rique sont donne´s figure
7.17. Comme pre´ce´demment, on trouve une loi line´aire de´croissante dans le cas sans jeu inter-
assemblage. Cependant, quand on introduit des jeux, la phase de transition est plus longue
que lors du gerbage central (il est plus long de combler tous les jeux entre deux bords du cœur
qu’entre le centre et les bords). Remarquons que l’on trouve une re´activite´ le´ge`rement positive
au de´but du gerbage pour des jeux importants (on commence par rapprocher des assemblages
du centre du cœur), ce qui rappelle l’effet en re´activite´ tre`s le´ge`rement positif (2pcm) mesure´
au de´but des essais.
La meilleure comparaison calcul/mesure est obtenue pour des jeux infe´rieurs a` ceux trouve´s
pour le gerbage central (0.1mm au lieu de 0.3mm). On pourrait penser que cela est duˆ a` une
de´formation d’irradiation diffe´rente des assemblages en pe´riphe´rie du cœur, mais nous allons
voir que ce n’est pas le cas. En outre, on trouve ici encore des re´sultats tre`s proches avec des
jeux ale´atoires et avec des jeux homoge`nes de meˆme moyenne (la courbe n’est pas donne´e ici).
Figure 7.17 – Nos calculs de l’essai de gerbage pe´riphe´rique a` 180˚C.
d. Interpre´tation et tentative d’unification des deux essais statiques
Nos re´sultats confirment ce que l’e´tude pre´ce´dente avait de´ja` montre´, a` savoir que l’ef-
fet en re´activite´ du gerbage de´pend fortement de la compacite´ initiale du cœur. Les essais
semblent montrer qu’elle est la meˆme a` 180˚C et a` 350˚C, les effets en re´activite´ mesure´s aux
deux tempe´ratures e´tant proches. Nous pensons donc que la compacite´ du cœur est due aux
de´formations des assemblages, qui se repoussent les uns les autres, plutoˆt qu’aux dilatations
thermiques diffe´rentielles des boitiers hexagonaux et du sommier. Ainsi, si les assemblages sont
96 Chapitre 7. De´formation de ge´ome´trie a` maillage fixe avec APOLLO3 R©
de´ja` en contact a` 350˚C, on comprend que l’e´tat du cœur reste le meˆme a` 180˚C, et qu’on
retrouve donc les meˆmes effets en re´activite´ a` de´formation donne´e. De plus, la compression
qui est tout de meˆme exerce´e par le sommier pourrait expliquer que les efforts mesure´s, eux,
de´pendent de la tempe´rature (figure 6.5).
Nous avons vu que nous avons besoin de jeux de 0.3mm pour reproduire l’essai de gerbage
central, mais de jeux de seulement 0.1mm pour le gerbage pe´riphe´rique. On peut penser que ce
re´sultat indique un re´seau d’assemblage moins dense au centre qu’en pe´riphe´rie. Pour le ve´rifier
nous avons fait un calcul avec des jeux dits  variables , maximums au centre (0.6mm),
minimums en cinquie`me couronne (0.0mm) et line´airement interpole´s entre les deux. On peut
voir sur la figure 7.18 que, bien qu’on obtienne de bons re´sultats pour le gerbage central, on
est assez e´loigne´ des mesures pour le gerbage pe´riphe´rique. Quand on compare ces re´sultats
aux pre´ce´dents, on remarque que les jeux variables donnent des effets en re´activite´ proches de
ceux des jeux de 0.3mm. Ce re´sultat n’est pas sans rappeler les jeux ale´atoires qui donnaient
des re´sultats similaires aux jeux constants de meˆme moyenne, la principale diffe´rence e´tant que
la moyenne ne doit pas se faire ici sur tout le volume du cœur, mais sur une droite du plan
horizontal passant par le centre. Cela fait sens si on conside`re que la de´formation se transmet
de proche en proche, par contact sur six axes privile´gie´s (c’est visible sur le champ de dilution,
figure 7.4).
On peut tirer deux conclusions de cette e´tude. Premie`rement, un gerbage est une
de´formation globale et l’effet en re´activite´ induit ne de´pend pas seulement de l’e´tat local du
cœur. Deuxie`mement, il semble que nos calculs me´caniques reproduisent mal le comportement
re´el du cœur. Il serait ne´cessaire d’ame´liorer la mode´lisation me´canique des essais.
Figure 7.18 – Nos re´sultats pour les deux essais avec des jeux variables.
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7.3.3 Application de notre me´thodologie a` un transitoire inspire´ des essais
de gerbage dynamique
a. Calculs me´caniques
La me´thode de pixellisation que nous avons de´veloppe´e dans APOLLO3 R© permet de mener
aussi bien des calculs cine´tiques que des calculs critiques. Il est donc possible et inte´ressant
de chercher a` pre´dire le comportement neutronique d’un cœur lorsqu’il est soumis a` des
de´formations rapides, comme lors des essais de gerbage dynamique.
Comme nous l’avons e´voque´ en section 6.4, il n’y a pas eu de mesures neutroniques pendant
les essais dynamiques. La confrontation a` l’expe´rience de nos calculs neutroniques n’est donc
pas possible sur cet essai. En outre, meˆme si les informations sur la de´formation me´canique
du cœur sont plus nombreuses que pour l’essai statique, nous n’avons pas cherche´ a` reproduire
fide`lement le comportement me´canique. Cela aurait demande´ un long travail de comparaison
et d’ajustement du mode`le et de ses parame`tres qui est hors de propos ici. Nous conside´rons
donc un transitoire proche d’un gerbage dynamique, calcule´ avec un jeu de donne´es CAST3M
de´veloppe´ spe´cifiquement pour ce type de calcul [20]. Les hypothe`ses du calcul sont les meˆmes
que celles pour le gerbage statique (voir paragraphe a. de la section 7.3.2).
Le transitoire consiste a` e´carter les assemblages de la premie`re couronne du cœur, comme
lors d’un gerbage stationnaire, de 1cm, en une seconde. Ensuite, pendant une demi-seconde,
on ne fait rien mais on maintient l’e´cartement. Enfin, on ”laˆche” brutalement (en 0.01s) la
premie`re couronne. Les assemblages vont revenir a` leur position initiale en oscillant un peu et
en s’entrechoquant.
La figure 7.19 donne un aperc¸u des de´formations du coeur pendant ce calcul. On a trace´
ici le de´placement des assemblages d’une diagonale du cœur, au niveau des plaquettes. On
rappelle que les diagonales constituent les axes de de´formation privile´gie´s lors de gerbages,
les autres assemblages se de´placent donc sensiblement moins. Les courbes sont initialement
e´carte´es du jeu inter-assemblages conside´re´s lors du calcul, c’est a` dire 0.4mm. Ainsi, il y a
contact entre les assemblages lorsque les courbes se touchent. On remarque que les courbes
s’interpe´ne`trent, ce qui correspond aux de´formations des boitiers hexagonaux. On constate que
le retour a` l’e´quilibre se fait bien de fac¸on oscillante et on observe des chocs a` la compaction
initiale puis pendant l’expansion qui suit.
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Figure 7.19 – De´placement, au niveau des plaquettes, des assemblages sur une diagonale du
cœur de Phe´nix, lors d’un transitoire semblable a` un gerbage dynamique.
b. Calculs neutroniques
Ce transitoire me´canique a servi de donne´e d’entre´e a` un calcul neutronique cine´tique. Il
ne s’agit pas ici d’un couplage, puisque la me´canique a e´te´ calcule´e inde´pendamment de la
neutronique, mais d’un chaˆınage entre les disciplines.
On utilise les donne´es nucle´aires e´volue´es habituelles pour nos calculs de gerbage (voir
section 6.2). Le pas de temps est fixe´ a` 0.05s. Les e´volutions obtenues pour la puissance et la
re´activite´ du cœur sont trace´es figure 7.20 et 7.21. Comme pre´ce´demment (section 7.2.2), le
meˆme re´sultat est obtenu en de´plac¸ant, ou non, les pre´curseurs de neutrons retarde´s pendant le
calcul. Pendant la phase d’expansion lente du re´seau, lors de la premie`re seconde, la puissance
de´croit re´gulie`rement en suivant la de´croissance de la re´activite´. Elle continue de de´croˆıtre,
mais plus lentement, pendant la demi-seconde de maintient du cœur en situation ouverte. La
vitesse de de´croissance (jusqu’a` 0) de la puissance est pilote´e, dans cette phase, par la vitesse
de disparition des pre´curseurs, la re´activite´ restant constante. Quand le dispositif e´carteur
s’efface, la puissance oscille en opposition de phase avec la re´activite´ et donc le de´placement
des assemblages : elle est maximale lorsque le cœur est compacte´, et minimale lorsqu’il se
re´ouvre. A la fin du transitoire, la puissance se stabilise a` une valeur non nulle infe´rieure a`
la puissance initiale, a` cause de la diminution des concentrations de pre´curseurs qui a eu lieu
pendant ce transitoire ou` la puissance e´tait globalement infe´rieure a` la puissance initiale. La
re´activite´ elle, retourne vers 0.
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Figure 7.20 – Evolution de la puissance trouve´e par APOLLO3 R© lors d’un transitoire sem-
blable a` un gerbage dynamique.
Figure 7.21 – Evolution de la re´activite´ trouve´e par APOLLO3 R© lors d’un transitoire sem-
blable a` un gerbage dynamique.
Meˆme si on ne peut se comparer a` des re´sultats expe´rimentaux, les re´sultats de ce calcul
sont cohe´rents avec notre compre´hension des phe´nome`nes. On de´montre ainsi la faisabilite´ d’un
calcul cine´tique qui chaˆıne me´canique et neutronique sur un cœur complet, avec les outils de
re´fe´rence.
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Chapitre 8
De´formation de ge´ome´trie a` maillage
mobile avec CAST3M
Au chapitre 7 nous avons pre´sente´ une me´thode de pixellisation qui permet de de´placer la
matie`re sans modifier le maillage du solveur neutronique. Elle ne´cessite ne´anmoins un grand
nombre de mailles et une approximation des de´placements a` l’e´chelle des pixels.
Dans ce chapitre nous pre´sentons une autre me´thode qui permet de de´former ge´ome´trie et
maillage en meˆme temps. On e´vite ainsi les inconve´nients de la me´thode de pixellisation, et
pouvons envisager la re´solution des proble`mes neutronique et thermome´canique dans le meˆme
environnement, ce qui facilite le couplage. Nous risquons en revanche de ne pouvoir distinguer
les effets dus aux de´placements physiques de matie`re des effets nume´riques lie´s au changement
de maillage. Des comparaisons entre les re´sultats des deux me´thodes sont donc ne´cessaires pour
juger de l’importance de leurs approximations respectives.
Nous utilisons dans ce chapitre le code CAST3M, pour sa flexibilite´, sa capacite´ a` de´placer
facilement ses nœuds de calcul, et la proximite´ et disponibilite´ de ses de´veloppeurs au SEMT. Il
s’agit ne´anmoins d’un code de me´canique qui n’est pas pre´vu pour re´soudre des proble`mes neu-
troniques. L’essentiel du travail a donc consiste´ en le de´veloppement d’un solveur neutronique
dans CAST3M. Nous nous sommes base´s pour cela sur la capacite´ de CAST3M a` re´soudre
nume´riquement les e´quations elliptiques, et en particulier les proble`mes de diffusion a` source
(s’utilise en thermique par exemple). Les sche´mas nume´riques baˆtis sur cette base sont simi-
laires a` ceux de CRONOS [65] ou du solveur MINOS d’APOLLO3 R©. Les conseils de leurs
de´veloppeurs au SERMA ont e´te´ indispensables.
Le chapitre est divise´ en quatre sections. La section 8.1 pre´sente tre`s rapidement la me´thode
des e´le´ments finis, pre´requis au reste du chapitre. Les sections 8.2 et 8.3 traitent ensuite respec-
tivement de la re´solution de proble`mes critiques et cine´tiques dans CAST3M. Enfin la section
8.4 applique ces outils aux essais de gerbage de Phe´nix.
L’essentiel des travaux pre´sente´s dans ce chapitre ont e´te´ publie´s dans [85].
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8.1 Quelques rappels sur la me´thode des e´le´ments finis
Nous utilisons des algorithmes de re´solution d’e´quations diffe´rentielles de CAST3M base´s
sur les e´le´ments finis. Avant d’aller plus loin, nous allons en rappeler le principe, sans chercher
a` en justifier la validite´. [1] fournit un expose´ plus complet sur le sujet, dont on a extrait les
e´le´ments pre´sente´s ici.
8.1.1 Formulation variationnelle
La me´thode des e´le´ments finis se base sur une reformulation du proble`me a` re´soudre, que
l’on appelle formulation variationnelle.
Dans cette formulation, le proble`me s’exprime sous la forme :
Trouver u ∈ V tel que a(u, v) = L(v) ∀v ∈ V
avec V un espace de fonctions qui n’est pas toujours celui sur lequel on cherche initialement
la solution, a une forme biline´aire sur V et L une forme line´aire sur V .
Donnons un exemple concret. Supposons que nous ayons a` re´soudre, sur un domaine ouvert
Ω de RN , le laplacien avec une condition aux limites de Dirichlet :{ −∆u = f dans Ω
u = 0 sur ∂Ω
(8.1)
∂Ω est le bord, ou la frontie`re, de Ω, f est ce qu’on appelle un second membre et u est
l’inconnue.
Pour trouver la formulation variationnelle de (8.1), on multiplie l’e´quation par une ”fonction
test” v et on inte`gre sur Ω : ∫
Ω
−∆uvdΩ =
∫
Ω
fvdΩ
On transforme le terme de gauche en utilisant la relation suivante, de´duite de la formule
d’inte´gration par parties :∫
Ω
∆uvdΩ = −
∫
Ω
∇u · ∇vdΩ +
∫
∂Ω
∂u
∂n
vds
valable pour Ω un ouvert re´gulier de classe C1, u ∈ C2(Ω¯) et v ∈ C1(Ω¯), toutes deux a`
support borne´ dans Ω¯.
L’inte´grale sur le bord est e´limine´e en choisissant un espace de fonction V qui s’annule sur le
bord, ce qui permet en plus d’imposer la condition aux limites. On peut prendre par exemple :
V =
{
φ ∈ C1(Ω¯) tel que φ = 0 sur ∂Ω} .
On a ainsi reformule´ le proble`me sous la forme :
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Trouver u ∈ V tel que
∫
Ω
∇u · ∇vdΩ =
∫
Ω
fvdΩ ∀v ∈ V.
On a bien la forme attendue avec a(u, v) =
∫
Ω
∇u · ∇vdΩ et L(v) =
∫
Ω
fvdΩ.
On peut noter que l’on cherche maintenant u ∈ C1(Ω¯), alors que la formulation initiale du
proble`me (8.1) imposait au minimum a` la solution d’eˆtre deux fois de´rivable. On peut noter
e´galement que la condition aux limites est porte´e par le choix de V . Ce n’est pas toujours le
cas, et l’inte´grale sur le bord apparaissant dans l’inte´gration par partie peut eˆtre utilise´e a` la
place (conditions aux limites de Neumann par exemple, portant sur
∂u
∂n
).
Nous admettons ici l’e´quivalence entre la formulation classique et la formule variationnelle.
Une de´monstration comple`te peut eˆtre trouve´e dans [1]. La de´monstration impose notamment
un choix de V un peu diffe´rent de celui qu’on a fait ici, parce qu’on a besoin de travailler sur un
espace de Hilbert. Dans notre cas, on pourrait prendre l’espace de Sobolev H10 (Ω), de´fini comme
l’ensemble des fonction L2(Ω) qui s’annulent sur ∂Ω et dont les de´rive´es partielles faibles sont
aussi L2(Ω).
8.1.2 Ele´ments finis
La me´thode des e´le´ments finis est directement issue de l’approche variationnelle que nous
venons d’exposer. Elle consiste a` remplacer l’espace V sur lequel est pose´e la formulation
variationnelle par un sous-espace Vh de dimension finie. Vh est choisi de manie`re a` ce que la
solution uh de la formulation variationnelle, dans Vh, soit ”proche” de la solution exacte dans
V .
La re´solution du proble`me peut alors se ramener a` la simple re´solution d’un syste`me line´aire.
Pour cela, introduisons une base (ξj)1≤j≤Nh de Vh. On note uh =
∑Nh
j=1 ujξj la solution du
proble`me variationnel sur Vh. On pose Uh le vecteur des (uj)1≤j≤Nh . On admet que la re´solution
du proble`me variationnel sur Vh est e´quivalent a` :
Trouver Uh ∈ RNh tel que a
 Nh∑
j=1
ujξj , ξi
 = L(ξi) ∀i ∈ J1, NhK,
ce qui peut se re´e´crire sous la forme du syste`me line´aire suivante :
KhUh = bh,
avec, pour i, j ∈ J1, NhK :
(Kh)ij = a(ξj , ξi), (bh)i = L(ξi).
On voit que cela revient a` ”tester” la formulation variationnelle sur chacun des e´le´ments de
la base de Vh. La matrice Kh est souvent appele´e matrice de rigidite´.
Les me´thodes d’e´le´ments finis introduisent un maillage de l’espace Ω, c’est a` dire un pavage
par des volumes e´le´mentaires simples. On choisit alors une base de Vh constitue´e de fonctions
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dont le support est localise´ sur un petit nombre de mailles. Cela permet de rendre la matrice
Kh creuse, c’est a` dire de rendre la plupart de ses e´le´ments nuls, ce qui simplifie la re´solution
du syste`me line´aire.
Donnons un exemple simple. On conside`re le proble`me de´ja` vu (8.1) sur Ω =]0, 1[. On peut
le re´e´crire ainsi : { −u′′ = f dans ]0, 1[
u(0) = u(1) = 0.
(8.2)
On introduit un maillage uniforme du domaine (xj)0≤j≤n+1 : xj = jh, avec h =
1
n+ 1
. On
a notamment x0 = 0 et xn+1 = 1. Les xj sont appele´s sommets ou nœuds du maillage.
On appelle P1 l’ensemble des polynoˆmes de degre´ 1. On va introduire la me´thode des
e´le´ments finis dits P1 sur le maillage que l’on a de´fini, c’est a` dire que l’on cherche une solution
sur l’espace V0h ainsi de´fini :
V0h = {v ∈ C([0, 1]) tel que v|[xj ,xj+1] ∈ P1 ∀j ∈ J0, nK et tel que v(0) = v(1) = 0}.
Pour construire une base simple de V0h, on introduit la fonction ξ ainsi de´finie :
ξ(x) =
{
1− |x| si |x| ≤ 1,
0 si |x| > 1.
On peut alors introduire les fonctions ξj de´finies pour j ∈ J0, n+ 1K par :
ξj(x) = ξ
(
x− xj
h
)
.
Une illustration du maillage et des fonctions de base ξj est donne´e figure 8.1.
Figure 8.1 – Maillage de Ω et fonction de base en e´le´ments finis P1
On remarque que, dans ce cas pre´cis, pour un e´le´ment vh de V0h, les coordonne´es dans
la base des ξj sont en meˆme temps les valeurs de vh en xj . On peut donc e´crire vh(x) =∑n
j=1 vh(xj)ξj(x) ∀x ∈ [0, 1].
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Quand on applique la me´thode des e´le´ments finis a` la formulation variationnelle, de´ja` ex-
prime´e, de (8.1), on obtient le syste`me line´aire suivant :
KhUh = bh,
avec Uh = (uj)1≤j≤n le vecteur des coordonne´es de la solution approche´e uh sur V0h,
bh =
(∫ 1
0
f(x)ξi(x)dx
)
1≤i≤n
et Kh =
(∫ 1
0
ξ′j(x)ξ
′
i(x)dx
)
1≤i,j≤n
.
Les de´rive´es des fonctions de base ξj sont constantes sur les intervalles entre les nœuds du
maillage et valent 0, 1h ou − 1h . Il est donc aise´ de calculer la matrice Kh :
Kh = 1
h

2 −1 0
−1 2 −1
. . .
. . .
. . .
−1 2 −1
0 −1 2
 .
Il ne reste plus qu’a` calculer le second membre, bh, pour de´finir le syste`me line´aire a` re´soudre.
Sa de´termination de´pend de f et donc du proble`me conside´re´. Des formules dites de quadratures
sont souvent utilise´es pour approcher le calcul de l’inte´gral.
8.1.3 Conditions aux limites
Dans l’exemple donne´, les conditions aux limites sont prises en compte en re´duisant la
matrice ”naturelle”, de dimension n+2, soit le nombre de fonctions e´le´mentaires, a` une matrice
de dimension n.
Ce n’est pas la seule fac¸on de proce´der et les codes industriels, comme CAST3M, adoptent
ge´ne´ralement une approche plus constructive. Plutoˆt que de diminuer la taille du proble`me, on
l’augmente par l’ajout de multiplicateurs de Lagrange (voir le chapitre de´die´ de la documenta-
tion du code : [27]). Ce type de techniques est bien explique´ dans [87]. CAST3M modifie seul
les matrices et les seconds membres pour prendre en compte les conditions aux limites que l’on
impose. Nous ne nous e´tendrons donc pas sur le sujet, et les matrices que nous pre´senterons
par la suite incorporerons implicitement la prise en compte des conditions aux limites.
8.2 Imple´mentation d’un solveur de diffusion neutronique sta-
tionnaire dans CAST3M
8.2.1 Me´thode de re´solution
Ecrivons l’e´quation de diffusion neutronique stationnaire (voir section 1.4 pour une intro-
duction a` la neutronique) que l’on va re´soudre avec des conditions aux limites de Dirichlet
(flux neutronique nul au bord). On e´crit l’e´quation a` la position −→r du domaine Ω, pour le
groupe d’e´nergie g. On note Ng le nombre de groupes d’e´nergie. φ
g(−→r ) est le flux neutronique
que l’on cherche. ∇ est l’ope´rateur nabla, Dg(−→r ) le coefficient de diffusion, σgdisp(−→r ) la section
efficace macroscopique de disparition, σg
′→g
s (
−→r ) la section efficace macroscopique de transfert
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du groupe g′ vers le groupe g, Keff le coefficient multiplicateur, χg(−→r ) la proportion de neu-
trons issus de fission qui naissent dans le groupe g (on a χg(−→r ) ∈ [0, 1] et ∑g χg(−→r ) = 1 ∀−→r )
et νσg
′
f (
−→r ) la section efficace macroscopique de production de neutrons de fission. Tous ces
e´le´ments sont positifs. On a l’e´quation suivante :
−∇ (Dg(−→r )∇φg(−→r )) + σgdisp(−→r )φg(−→r ) =∑
g′ 6=g σ
g′→g
s (
−→r )φg′(−→r ) + 1
Keff
χg(−→r )∑g′ νσg′f (−→r )φg′(−→r ). (8.3)
On note ξj , pour j ∈ J1, NhK, les fonctions de base des e´le´ments finis choisis. On note
e´galement Φg = (φgj )1≤j≤Nh le vecteur des coordonne´es de φ
g sur les ξj . Φ est le vecteur
concate´nant les Φg. On peut alors de´finir les matrices D, T et F qui vont intervenir dans la
re´solution. Dans la de´finition des indices des matrices, i et j varieront entre 1 et Nh et g et g
′
entre 1 et Ng. On a alors :
— (D)k=i+Nh(g−1), l=j+Nh(g−1) =
∫
Ω
Dg(−→r )∇ξi(−→r )∇ξj(−→r )dΩ +∫
Ω
σgdisp(
−→r )ξi(−→r )ξj(−→r )dΩ. On peut remarquer que D est diagonale par bloc sur les
groupes d’e´nergie. Chaque bloc, que l’on noteDg, est obtenu en fixant g dans la de´finition
des indices.
— (T )k=i+Nh(g−1), l=j+Nh(g′−1) =
∫
Ω
σg
′→g
s (
−→r )ξi(−→r )ξj(−→r )dΩ (ici on impose un coefficient
nul lorsque g = g′). On note T g′→g le bloc obtenu en fixant g et g′ dans la de´finition des
indices de T .
— (F )k=i+Nh(g−1), l=j+Nh(g′−1) =
∫
Ω
χg(−→r )νσg′f (−→r )ξi(−→r )ξj(−→r )dΩ. On note F g
′→g le bloc
obtenu en fixant g et g′ dans la de´finition des indices de F .
L’e´quation se re´e´crit alors simplement :
DΦ = TΦ +
1
Keff
FΦ. (8.4)
On re´sout cette e´quation par la me´thode bien connue de la puissance ite´re´e [89] :
1. On se donne Φ(0), un flux initial. Par exemple φ
g(0)
j = 1 ∀j, g. Dans le cas d’un calcul
perturbatif, on utilise le flux nominal pour initialiser le calcul perturbe´.
2. On ite`re jusqu’a` convergence
(∥∥Φ(n) − Φ(n−1)∥∥
2∥∥Φ(n)∥∥
2
< ε1 et
∣∣∣K(n−1)eff −K(n−2)eff ∣∣∣ < ε2
)
:
(a) Calcul de K
(n−1)
eff par quotient de produits scalaires des termes de fission des deux
dernie`res ite´rations. Cela oblige a` poser K
(0)
eff = K
(1)
eff = 1. < f, g > de´signe le
produit scalaire classique sur l’espace des fonctions, qui s’e´crit ainsi en utilisant la
base des ξj : < f, g >=
∑
i,j figj
∫
Ω ξi(
−→r )ξj(−→r )dΩ. On calcule K(n−1)eff ainsi :
K
(n−1)
eff =
< FΦ(n−1), FΦ(n−1) >
< FΦ(n−1),
1
K
(n−2)
eff
FΦ(n−2) >
(8.5)
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(b) Parcours des groupes g croissants :
i. Calcul de la source Sg(n−1) :(
Sg(n−1)
)
=
∑
g′<g
T g
′→gΦg
′(n) +
∑
g′>g
T g
′→gΦg
′(n−1)
+
1
K
(n−1)
eff
∑
g′<g
F g
′→gΦg
′(n) +
∑
g′≥g
F g
′→gΦg
′(n−1)
 .
ii. Re´solution du proble`me de diffusion DgΦg(n) = Sg(n−1).
On peut remarquer que cette me´thode revient a` faire des ite´rations de Gauss-Seidel pour
calculer le couplage des flux des diffe´rents groupes d’e´nergie.
On peut justifier ”a` la main” la formule de mise a` jour du Keff (8.5) en rappelant que le
Keff est physiquement le nombre de neutrons de fissions de la ge´ne´ration n qui engendrent
des fissions a` la ge´ne´ration n + 1. Il est donc introduit dans l’e´quation (8.3) en quelque sorte
pour normaliser le taux de fission. La formule (8.5) revient a` imposer que la projection sur
un vecteur donne´, FΦ(n−1), des taux de production normalise´s de neutrons de fission sur deux
ite´rations successives (assimile´es a` des ge´ne´rations de neutrons) soient les meˆmes, ce qui est
une condition ne´cessaire de convergence du solveur.
La flexibilite´ de CAST3M fait que ce solveur est inde´pendant du maillage ou du type
d’e´le´ments finis utilise´s. Dans les cas d’application de ce chapitre, on utilise, a` deux dimensions,
un me´lange de mailles triangulaires et quadrilate´rales. Les fonctions de base des e´le´ments finis
sont des polynoˆmes d’ordre 1 sur les triangles (appele´es P1), et des polynoˆmes d’ordre 1 par
rapport a` chaque variable sur les quadrilate`res (appele´es Q1). A trois dimensions, les mailles
sont des prismes droits a` base triangulaires ou quadrilate´rales. Les fonctions de base sont celles
des triangles ou des quadrilate`res formant les bases, multiplie´es par des polynoˆmes d’ordre 1
en z.
8.2.2 Convergence du solveur
Nous allons montrer ici que si notre solveur converge, il converge vers la solution physique
du proble`me.
Commenc¸ons par conside´rer l’e´quation matricielle (8.4). La matrice de transfert contient
en ge´ne´ral (et dans nos applications) des termes dits de ”up-scattering”, de transfert vers un
groupe d’e´nergie supe´rieur. Posons T = L+U avec L qui regroupe les termes de transfert vers
les groupes infe´rieurs, et U qui regroupe les termes d’up-scattering. L est triangulaire infe´rieure
stricte et U triangulaire supe´rieure stricte . On peut raisonnablement supposer D inversible. L
e´tant strictement infe´rieure, D − L est toujours inversible. On peut donc re´e´crire (8.4) sous la
forme :
(D − L)−1(F +KeffU)Φ = KeffΦ (8.6)
Ainsi le Keff peut eˆtre vu comme la valeur propre d’un proble`me non line´aire (de´pendant du
Keff ). Sous des hypothe`ses raisonnables, dans le chapitre 3 de [89] on trouve une de´monstration
du the´ore`me suivant :
108 Chapitre 8. De´formation de ge´ome´trie a` maillage mobile avec CAST3M
Le proble`me (8.6) a une valeur propre positive simple strictement supe´rieure en module
aux autres valeurs propres. Le vecteur propre associe´ est positif et est le seul vecteur propre
non-ne´gatif de (8.6).
L’algorithme de re´solution utilise´ n’est pas la me´thode de la puissance ite´re´e habituelle pour
la recherche d’une valeur propre, puisque dans notre cas le Keff intervient dans la de´finition
du proble`me re´solu a` chaque ite´ration. En effet, on peut re´e´crire la mise a` jour du flux sous la
forme :
Φ(n) = AKeffΦ
(n−1), (8.7)
avec AKeff =
(
Id − D−1
(
Tinf +
1
Keff
Finf
))−1
D−1
(
Tsup +
1
Keff
Fsup
)
. Tinf et Finf
contiennent respectivement les blocs (sur les groupes d’e´nergie) strictement infe´rieurs des ma-
trices T et F et Tsup et Fsup les blocs supe´rieurs (dont les blocs diagonaux) de T et F .
A chaque ite´ration, le Keff est mis a` jour par (8.5), ce que l’on va noter :
K
(n−1)
eff = f
(
Φ(n−1),Φ(n−2),K(n−2)eff
)
. (8.8)
Notre solveur consiste a` ite´rer entre (8.7) et (8.8), ce qui peut se re´e´crire sous la forme d’un
point fixe ainsi :
X(n) =
 K(n−1)effΦ(n)
Φ(n−1)
 =
 f
(
Φ(n−1),Φ(n−2),K(n−2)eff
)
AKeffΦ
(n−1)
Φ(n−1)
 = F (X(n−1)).
Ainsi, si l’algorithme converge, il converge force´ment sur une solution de X = F (X), or il
est aise´ de voir que la re´solution de (8.7) est e´quivalente a` la re´solution de (8.6). De plus, si le
flux trouve´ est positif (ce qui peut eˆtre assure´ par la me´thode de mise a` jour du flux (8.7)), en
vertu du the´ore`me e´nonce´ ci-dessus, on sait que la solution trouve´e est bien l’unique solution
physiquement acceptable du proble`me.
8.2.3 Calcul d’un flux adjoint
Le flux adjoint, que nous avons introduit dans le cadre de la the´orie des perturbations en
introduction 6.3.1, peut e´galement eˆtre calcule´ avec ce solveur.
En effet, nous avons pose´ un syste`me line´aire (8.4) pour calculer une repre´sentation discre`te
du flux or, comme nous l’avons vu section 6.3.1, le flux adjoint est la solution de l’e´quation ad-
jointe a` celle du flux. De plus, l’adjoint d’une matrice re´elle e´tant simplement sa transpose´e, on
peut calculer l’adjoint de la repre´sentation discre`te du flux simplement en re´solvant l’e´quation
transpose´e de (8.4). Nous admettrons que c’est une bonne repre´sentation discre`te du flux ad-
joint. L’examen des matrices D, T et F montre que cela revient a` inverser les transferts et a`
intervertir les roˆles des χ et des νσf . En notant avec une e´toile les donne´es du calcul adjoint,
exprime´s dans le formalisme du solveur, cela donne simplement :
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
(
σg
′→g
s
)∗
= σg→g
′
s
(χg)∗ = νσgf(
νσgf
)∗
= χg.
On rappelle que les Keff obtenus par les calculs directs et adjoints sont the´oriquement
identiques. C’est une manie`re de ve´rifier que la transformation ci-dessus a e´te´ bien faite et que
le solveur a un bon comportement.
8.2.4 Evaluation du solveur
a. Comparaison a` APOLLO3 R© en 2D
Le solveur que nous avons imple´mente´ est facile a` employer sur n’importe quelle ge´ome´trie
ge´ne´re´e par CAST3M. Nous avons commence´ par ve´rifier ses re´sultats en le comparant a`
APOLLO3 R©.
Commenc¸ons par une confrontation a` deux dimensions, pour laquelle il sera plus facile de
comparer les formes des flux. Pour que nos deux calculs se basent sur les meˆmes donne´es phy-
siques, un chaˆınage a e´te´ mis en place entre APOLLO3 R© et CAST3M. APOLLO3 R© construit
les sections efficaces macroscopiques du proble`me et les e´crit dans un fichier texte relu par
CAST3M. Dans les deux codes nous de´finissons une coupe horizontale du cœur de Phe´nix
(coupe radiale du cœur visible figure 6.1), avec deux couronnes de re´flecteurs et des composi-
tions non e´volue´es (voir section 6.2). Les assemblages sont homoge´ne´ise´s avec le sodium inter-
assemblage qui les baigne. Les calculs sont faits a` 33 groupes d’e´nergie. Notons que le calcul
APOLLO3 R© prend moins d’une seconde, contre une a` deux minutes pour le calcul CAST3M.
Cette diffe´rence est notamment due a` des hypothe`ses sur la structure ge´ome´trique du proble`me
qui sont utilise´es dans un cas et pas dans l’autre. Notons enfin que la forme des mailles est
diffe´rente entre les deux codes, APOLLO3 R© de´coupe les assemblages en quatre trape`zes, alors
que CAST3M utilise trois losanges. La figure 8.2 illustre ces maillages.
Figure 8.2 – Maillages des hexagones par APOLLO3 R© a` gauche et CAST3M a` droite.
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La figure 8.3 donne les valeurs maximales obtenues pour le flux de chacun des groupes
d’e´nergie. On note une tre`s bonne concordance entre les re´sultats.
Figure 8.3 – Comparaison des maximums des flux obtenus par APOLLO3 R© et CAST3M sur
un cas test 2D.
Les comparaisons de la forme des flux obtenus par les deux solveurs sont visibles de la
figure 8.4 a` la figure 8.7. Les nume´ros indiquent les groupes d’e´nergie (les premiers groupes
sont les plus e´nerge´tiques). Pour chaque groupe d’e´nergie on a, coˆte a` coˆte, le re´sultat du
calcul APOLLO3 R©, a` gauche, et celui du calcul CAST3M a` droite. Les palettes de couleur
sont les meˆmes, le rouge correspondant au maximum de flux de chaque groupe et le bleu au
minimum. Les valeurs des maximums ont quant a` elles e´te´ compare´es figure 8.3. Les re´sultats
d’APOLLO3 R© sont moyenne´s sur les assemblages, ce qui fait perdre un peu en finesse, mais
une bonne ade´quation entre les re´sultats est note´e ici encore.
Le coefficient multiplicateur (Keff ) obtenu par APOLLO3 R© est de 1.15883, contre 1.15825
pour CAST3M. L’e´cart, de 43pcm, est tout a` fait acceptable. En outre, les calculs adjoint et
direct de CAST3M trouvent le meˆme Keff au pcm pre`s.
Ces comparaison nous permettent d’affirmer que notre solveur neutronique stationnaire a
e´te´ de´veloppe´ sans erreur.
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Figure 8.4 – Comparaison des nappes de flux obtenues par APOLLO3 R© et CAST3M sur un
cas test 2D, nume´ro 1.
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Figure 8.5 – Comparaison des nappes de flux obtenues par APOLLO3 R© et CAST3M sur un
cas test 2D, nume´ro 2.
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Figure 8.6 – Comparaison des nappes de flux obtenues par APOLLO3 R© et CAST3M sur un
cas test 2D, nume´ro 3.
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Figure 8.7 – Comparaison des nappes de flux obtenues par APOLLO3 R© et CAST3M sur un
cas test 2D, nume´ro 4.
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b. Comparaison a` APOLLO3 R© en 3D
Nous avons e´galement ve´rifie´ que le solveur se comporte bien a` trois dimensions. Pour cela on
reprend les donne´es nucle´aires du cœur neuf de Phe´nix (voir section 6.2), de´ja` utilise´es pour la
comparaison en 2D. Les assemblages sont homoge´ne´ise´s avec leur sodium inter-assemblage, on
utilise 33 groupes d’e´nergie et 32 mailles axiales (les compositions varient axialement) obtenues
par extrusion axiale du maillage pre´ce´dent (voir figure 8.2).
La figure 8.8 donne les valeurs maximales obtenues pour le flux de chacun des groupes
d’e´nergie. On note, comme en 2D, une tre`s bonne concordance entre les re´sultats.
Figure 8.8 – Comparaison des maximums des flux obtenus par APOLLO3 R© et CAST3M sur
un cas test 3D.
Il est inte´ressant de comparer les figures 8.3 et 8.8. Elles ont des formes tre`s similaires,
sauf dans le domaine thermique, ou` l’on note un pic supple´mentaire en 3D (goupe 22). Quand
on regarde la forme de ce groupe, on constate que le maximum est obtenu cette fois dans les
re´flecteurs axiaux, ce qui ne pouvait pas eˆtre vu en deux dimensions.
Le coefficient multiplicateur (Keff ) obtenu par APOLLO3 R© est de 1.01498, contre 1.01349
pour CAST3M. L’e´cart, de 145pcm, est tout a` fait acceptable. La` encore, le calcul adjoint de
CAST3M donne le meˆme Keff au pcm pre`s. On constate qu’en passant en 3D on a diminue´ le
coefficient multiplicateur a` une valeur plus raisonnable, plus proche de 1.
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8.3 Imple´mentation d’un solveur de diffusion neutronique
cine´tique dans CAST3M
8.3.1 Initialisation du calcul
a. Les e´quations de la cine´tique
Une partie des neutrons issus de fissions provient en re´alite´ de de´croissances radioactives de
certains produits de fission, appele´s pre´curseurs de neutrons retarde´s. La fraction des neutrons
e´mis ainsi est faible, mais leur retard est suffisant pour changer le comportement cine´tique
du re´acteur. Ils apparaissent en effet quelques secondes, voire quelques dizaines de secondes
apre`s la fission, ce qui est long compare´ a` la dure´e de vie des neutrons dits  prompts ,
directement e´mis par la fission, qui est comprise en 10−3 et 10−6 seconde. La prise en compte
de ces neutrons retarde´s est indispensable pour de´crire un comportement re´aliste du re´acteur,
qui serait impossible a` piloter sans eux.
Les e´quations de la cine´tique couplent donc aux e´quations sur le flux des e´quations
d’e´volution des concentrations des pre´curseurs de neutrons retarde´s.
Voici l’e´quation d’e´volution du flux avec les notations pre´ce´dentes (voir e´quation (8.3))
auxquelles on ajoute : V g la vitesse des neutrons du groupe g, t le temps, χgp(
−→r ) la fraction
de neutrons de fission prompts e´mis dans le groupe g, β la fraction de neutrons de fission
retarde´s, χgl la fraction de neutrons de fission retarde´s e´mis dans le groupe g par le groupe
de pre´curseurs l (comme pour χg, on a χgl/p(
−→r ) ∈ [0, 1] et ∑g χgl/p(−→r ) = 1 ∀−→r , l, p), λl la
constante de de´croissance du groupe de pre´curseurs l et C l(−→r ) la concentration en pre´curseurs
du groupe l :
1
V g
∂φg(−→r )
∂t
= ∇. (Dg(−→r )∇φg(−→r ))− σgdisp(−→r )φg(−→r ) +
∑
g′ 6=g
σg
′→g
s (
−→r )φg′(−→r )
+χgp(
−→r )(1− β)
∑
g′
νσg
′
f (
−→r )φg′(−→r ) +
∑
l
χgl λlC
l(−→r ).
(8.9)
On n’a pas note´ les de´pendances temporelles des variables pour simplifier les notations.
Par rapport a` l’e´quation stationnaire (8.3), on remarque :
— L’apparition d’un terme d’e´volution avec une de´rive´e temporelle.
— La disparition du Keff de l’e´quation. Comme explique´ section 1.4, il a e´te´ introduit
dans l’e´quation stationnaire, dite critique, pour qu’elle ait une solution.
— L’utilisation de spectres d’e´mission prompt (χgp(
−→r )) et retarde´ (χgl ) diffe´rents du spectre
d’e´mission total qui apparaˆıt en stationnaire (χg(−→r )).
— La multiplication du terme de fission par (1 − β) et l’apparition d’un nouveau terme
source. On verra que ces deux modifications se compensent en stationnaire.
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Voici l’e´quation d’e´volution des concentrations des groupes de pre´curseurs de neutrons
retarde´s, avec βl la fraction de neutrons de fission e´mis par de´croissance d’un pre´curseur du
groupe l :
∂C l(−→r )
∂t
= −λlC l(−→r ) +
∑
g′
βlνσ
g′
f (
−→r )φg′(−→r ). (8.10)
La recherche de l’e´tat stationnaire du syste`me nous donne :
C l(−→r ) =
∑
g′ βlνσ
g′
f (
−→r )φg′(−→r )
λl
.
On injecte ceci dans l’e´quation d’e´volution du flux et on va identifier le terme source lie´ aux
fissions dans l’e´quation stationnaire (avec Keff = 1) a` la somme des sources lie´es aux fissions
et aux neutrons retarde´s dans l’e´quation cine´tique. On obtient ainsi :
χg(−→r )
∑
g′
νσg
′
f (
−→r )φg′(−→r ) = χgp(−→r )(1− β)
∑
g′
νσg
′
f (
−→r )φg′(−→r ) +
∑
l
χgl βl
∑
g′
νσg
′
f (
−→r )φg′(−→r ),
Ce qui nous permet de de´finir le spectre d’e´mission prompt ainsi :
χgp(
−→r ) = χ
g(−→r )−∑l χgl βl
1− β .
Identifier β =
∑
l βl permet de voir χ
g
p(
−→r ) comme une moyenne ponde´re´e de χg(−→r ) et
χgl , et d’assurer que χ
g
p(
−→r ) est, comme χg(−→r ) et χgl , compris entre 0 et 1. On ve´rifie aussi
facilement que
∑
g χ
g
p(
−→r ) = 1 puisqu’on a ∑g χg(−→r ) = ∑g χgl = 1.
b. Renormalisation de la matrice de fission
La re´solution du proble`me critique, de´ja` pre´sente´e, ame`ne a` la de´termination du coefficient
multiplicateur (ou Keff ), qui correspond physiquement au nombre de neutrons produits par
fission qui engendrent une nouvelle fission. Le cœur est donc physiquement dans un e´tat sta-
tionnaire (appele´ aussi critique) uniquement lorsque Keff = 1. L’introduction du Keff dans
l’e´quation stationnaire n’est donc qu’un moyen de faire en sorte que l’e´quation ait toujours une
solution, et d’obtenir par sa re´solution une information sur son e´cart a` l’e´quilibre.
Cependant, lorsqu’on de´marre un calcul cine´tique, on souhaite ge´ne´ralement partir d’un e´tat
stationnaire que l’on choisit, pour lequel le Keff calcule´ n’est malheureusement pas toujours
e´gal a` 1. La premie`re e´tape de l’initialisation d’un calcul cine´tique est donc de rendre le Keff
e´gal a` 1 automatiquement. Ceci est fait en divisant les sections efficaces de production de
neutrons de fissions, les νσf , par le Keff .
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8.3.2 Me´thode de re´solution
a. Re´solution de l’e´quation sur les pre´curseurs
Il est possible de re´soudre analytiquement l’e´quation sur les pre´curseurs (8.10). Nous nous
inspirons ici de ce qui est fait dans le code CRONOS.
Par rapport a` CRONOS nous simplifions l’e´quation en supposant que les sections efficaces
νσf sont inde´pendantes du temps sur chaque pas de temps. En revanche, nous prenons en
compte la de´pendance en temps du flux, avec une approximation proche d’un θ-sche´ma. Ce
type de sche´ma consiste, pour les termes qui ne comportent pas de de´rive´e temporelle, a` prendre
une combinaison line´aire, parame´tre´e par θ (compris entre 0 et 1), de leur valeur au pas de
temps pre´ce´dent et de celle au pas de temps que l’on calcule. En outre, pour simplifier les
e´critures, nous conside´rons que chaque pas de temps commence a` t = 0. On note ∆t la dure´e
du pas de temps que l’on re´sout. Pour simplifier les notations, on ne note pas la de´pendance
spatiale (en −→r ) des variables, mais uniquement leur de´pendance temporelle.
La solution ge´ne´rale de l’e´quation comple`te est la somme de la solution ge´ne´rale du proble`me
homoge`ne (sans terme source), C l,H , et d’une solution particulie`re de l’e´quation comple`te, C l,P .
On a :
C l,H(t) = Ae−λlt.
La solution particulie`re est cherche´e sous la forme A(t)e−λlt, ce qui en l’injectant dans
l’e´quation nous donne :
A(t) =
∫ t
0
eλls
∑
g′
βlνσ
g′
f φ
g′(s)ds.
En supposant que l’on connaisse C l(0), on a donc :
C l(t) = e−λlt
C l(0) + ∫ t
0
eλls
∑
g′
βlνσ
g′
f φ
g′(s)ds
 .
Pour pouvoir calculer l’inte´grale, on va supposer que φg
′
(t) est de la forme suivante sur
[0,∆t] :
φg
′
(t) = φg
′
(0)w1(t) + φ
g′(∆t)w2(t).
Avec w1(t) et w2(t) des polynoˆmes de degre´ 2 en t ve´rifiant :
— w1(0) = 1,
— w2(0) = 0,
— w1(∆t) = 0,
— w2(∆t) = 1,
—
∫ ∆t
0 w1(s)ds = (1− θ)∆t,
—
∫ ∆t
0 w2(s)ds = θ∆t.
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On obtient avec ces conditions :
w1(t) = 1 +
2− 6θ
∆t
t+
6θ − 3
∆t2
t2,
w2(t) =
6θ − 2
∆t
t+
3− 6θ
∆t2
t2.
La solution ge´ne´rale est ainsi de la forme :
C l(t) = e−λlt
C l(0) +
∑
g′
βlνσ
g′
f φ
g′(0)
∫ t
0
eλlsw1(s)ds
+
∑
g′
βlνσ
g′
f φ
g′(∆t)
∫ t
0
eλlsw2(s)ds
 .
(8.11)
Pour obtenir C l(∆t), il reste donc a` calculer les inte´grales
∫ ∆t
0
eλlswi(s)ds.
En posant wi(t) = a+ bt+ ct
2, on obtient apre`s inte´grations par partie successives :∫ ∆t
0
eλlswi(s)ds =
(
eλl∆t − 1
) a
λl
+
((
1− eλl∆t
) b
λ2l
+
eλl∆t
λl
b∆t
)
+
(((
eλl∆t − 1
) 2c
λ3l
− e
λl∆t
λl
2c∆t
λl
)
+
eλl∆t
λl
c∆t2
)
.
L’expression donne´e n’est pas la plus compacte mais est choisie pour donner de bons
re´sultats nume´riques lorsque ∆t tend vers 0.
Ecrire le re´sultat sous cette forme n’est malheureusement pas suffisant lorsque le pas de
temps devient vraiment petit (on teste λl∆t < 10
−3), et il est alors ne´cessaire de fournir
directement le de´veloppement limite´ simplifie´ suivant :
∫ ∆t
0
eλlswi(s)ds = a∆t+
b∆t2
2
+
c∆t3
3
+
aλl∆t
2
2
+
bλl∆t
3
3
+
cλl∆t
4
4
+ ◦(∆t2).
Rappelons que les expressions trouve´es pour b et c sont respectivement en
1
∆t
et en
1
∆t2
.
b. Sche´ma en temps de l’e´quation sur le flux, et prise en compte des pre´curseurs
Comme dans le paragraphe pre´ce´dent, nous conside´rons ici que chaque pas de temps com-
mence a` t = 0, et nous notons ∆t la dure´e du pas de temps que l’on re´sout. Par souci de clarte´,
nous notons ici toutes les de´pendances des variables. On pourra remarquer notamment que les
donne´es nucle´aires ne de´pendent pas du temps sur le pas de temps conside´re´.
On approxime le terme de de´rive´e temporelle par une diffe´rence finie, c’est a` dire qu’on
e´crit :
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∂φg(−→r )
∂t
≈ φ
g(−→r ,∆t)− φg(−→r , 0)
∆t
.
On utilise un θ-sche´ma sur les autres termes, ce qui nous donne l’approximation suivante
de l’e´quation (8.9), avec θ ∈ [0, 1] :
1
V g
φg(−→r ,∆t)− φg(−→r , 0)
∆t
= (1− θ)∇. (Dg(−→r )∇φg(−→r , 0)) + θ∇. (Dg(−→r )∇φg(−→r ,∆t))
−(1− θ)σgdisp(−→r )φg(−→r , 0)− θσgdisp(−→r )φg(−→r ,∆t)
+(1− θ)
∑
g′ 6=g
σg
′→g
s (
−→r )φg′(−→r , 0) + θ
∑
g′ 6=g
σg
′→g
s (
−→r )φg′(−→r ,∆t)
+(1− θ)χgp(−→r )(1− β)
∑
g′
νσg
′
f (
−→r )φg′(−→r , 0)
+θχgp(
−→r )(1− β)
∑
g′
νσg
′
f (
−→r )φg′(−→r ,∆t)
+(1− θ)
∑
l
χgl λlC
l(−→r , 0) + θ
∑
l
χgl λlC
l(−→r ,∆t).
(8.12)
On voit que l’on de´double chaque terme de l’e´quation, en dehors de la de´rive´e temporelle,
en un terme de´pendant de la solution du pas de temps pre´ce´dent (t = 0), affecte´ d’un facteur
1 − θ, et d’un terme de´pendant du pas de temps que l’on va calculer, (t = ∆t), affecte´ d’un
facteur θ.
Inte´ressons nous au dernier terme, qui de´pend de la solution des pre´curseurs en ∆t. Nous
connaissons de´ja` C l(−→r ,∆t) graˆce a` l’e´quation (8.11) :
C l(−→r ,∆t) = e−λl∆t(C l(−→r , 0) + βlTF (−→r , 0)Intl1 + βlTF (−→r ,∆t)Intl2).
On a note´ ici TF (−→r , t) = ∑g′ νσg′f (−→r )φg′(−→r , t) et Intli = ∫ ∆t
0
eλlswi(s)ds.
En re´injectant cette expression dans le dernier terme, on obtient :
θ
∑
l χ
g
l λlC
l(−→r ,∆t) = θ∑l χgl λle−λl∆tC l(−→r , 0)
+θTF (−→r , 0)
∑
l
χgl λle
−λl∆tβlIntl1︸ ︷︷ ︸
Cstg1
+θTF (−→r ,∆t)
∑
l
χgl λle
−λl∆tβlIntl2︸ ︷︷ ︸
Cstg2
.
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Les termes sources lie´es aux fissions et aux pre´curseurs peuvent donc se re´e´crire :
SgFP (
−→r ) = TF (−→r , 0)
(
(1− θ)χgp(−→r )(1− β) + θCstg1
)
+TF (−→r ,∆t)
(
θχgp(
−→r )(1− β) + θCstg2
)
+
∑
l χ
g
l λlC
l(−→r , 0)
(
1− θ + θe−λl∆t
)
(8.13)
On a ainsi re´ussi a` e´liminer toute de´pendance en les concentrations des pre´curseurs en
t = ∆t. Cette manipulation permet de prendre directement en compte l’effet de l’e´volution
des pre´curseurs pendant le calcul du flux, sans avoir a` mettre en place un couplage entre la
re´solution des deux e´quations. On re´alise ainsi ce que l’on a appele´, dans la partie sur les
techniques de couplage (voir section 2.1), un couplage intrique´ ou entre mode`les.
c. Discre´tisation spatiale et me´thode de re´solution
Comme pour le cas stationnaire, on note ξj , pour j ∈ J1, NhK, les fonctions de base des
e´le´ments finis choisis (les meˆmes qu’en stationnaire). On note e´galement Φg = (φgj )1≤j≤Nh le
vecteur des coordonne´es de φg sur les ξj . Φ est le vecteur concate´nant les Φ
g. De meˆme on
note Cl = (C lj)1≤j≤Nh le vecteur des coordonne´es de C
l sur les ξj . C est le vecteur concate´nant
les Cl. On rappelle que l’on a Ng groupes d’e´nergie. On note Nl le nombre de groupes de
pre´curseurs de neutrons retarde´s. On peut alors de´finir les matrices D, SF , P et M qui vont
intervenir dans la re´solution. Dans la de´finition des indices des matrices, i et j varieront entre
1 et Nh, g et g
′ entre 1 et Ng et l entre 1 et Nl. On a alors :
— (D)k=i+Nh(g−1), m=j+Nh(g−1) =
∫
Ω
Dg(−→r )∇ξi(−→r )∇ξj(−→r )dΩ +∫
Ω
σgdisp(
−→r )ξi(−→r )ξj(−→r )dΩ. On note Dg chacun des blocs, diagonaux, de D.
— (SF )k=i+Nh(g−1), m=j+Nh(g′−1) =
∫
Ω
σg
′→g
s (
−→r )ξi(−→r )ξj(−→r )dΩ +
(1 − β)
∫
Ω
χgp(
−→r )νσg′f (−→r )ξi(−→r )ξj(−→r )dΩ (ici on impose σg→gs (−→r ) = 0 ∀−→r ) . On note
SF g
′→g le bloc obtenu en fixant g et g′ dans la de´finition des indices de SF .
— (F )k=i+Nh(g−1), m=j+Nh(g′−1) =
∫
Ω
νσg
′
f (
−→r )ξi(−→r )ξj(−→r )dΩ. On note F g′→g le bloc ob-
tenu en fixant g et g′ dans la de´finition des indices de F .
— (P )k=i+Nh(g−1), m=j+Nh(l−1) = χ
g
l λl
∫
Ω
ξi(
−→r )ξj(−→r )dΩ. On note P l→g le bloc obtenu en
fixant g et l dans la de´finition des indices de P .
— (M)i,j =
∫
Ω
ξi(
−→r )ξj(−→r )dΩ (M s’appelle la matrice de masse).
Avec ces notations, notre sche´ma prend la forme discre`te suivante :
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1
V g
M
Φg(∆t)− Φg(0)
∆t
= −Dg
(
(1− θ)Φg(0) + θΦg(∆t)
)
+
(
SF
(
(1− θ)Φ(0) + θΦ(∆t)
))
g
+
(
F
(
θCstg1Φ(0) + θCst
g
2Φ(∆t)
)
g
+
(
P
(
(1− θ + θe−λl∆t)C(0)
))
g
.
(8.14)
On de´finit ainsi un syste`me matriciel global dont la re´solution nous donne directement
Φ(∆t) :
AtotalΦ(∆t) = Stotal, (8.15)
avec Atotal constitue´ des blocs A
g′→g suivants (δg′,g vaut 1 si g′ = g et 0 sinon) :
Ag
′→g = δg′,g
(
1
V g∆t
M + θDg
)
− θSF g′→g − θCstg2F g
′→g, (8.16)
et Stotal obtenu comme la concate´nation des vecteurs suivants :
Sg =
1
V g∆t
MΦg(0)− (1− θ)DgΦg(0) + (1− θ)
∑
g′
SF g
′→gΦg
′
(0)
+θCstg1
∑
g′
F g
′→gΦg
′
(0) +
∑
l
(1− θ + θe−λl∆t)P l→gC l(0).
(8.17)
Nous re´solvons ce syste`me avec une me´thode ite´rative qui est proche de celle utilise´e lors
du calcul critique.
Avant d’aller plus loin, on de´finit les matrices Ag ainsi :
Ag =
M
V g∆t
+ θDg,
On note n le nume´ro d’ite´ration. Voici la me´thode :
1. Calcul des sources Sg selon l’e´quation (8.17).
2. Ite´rations jusqu’a` convergence (le crite`re est ve´rifie´ uniquement lors de l’acce´le´ration
explique´e au paragraphe d.) :∥∥AtotalΦ(∆t)(n) − Stotal∥∥2
‖Stotal‖2
< ε. (8.18)
(a) Parcours des groupes g croissants :
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i. Calcul de la source implicite S
g(n−1)
imp :
S
g(n−1)
imp = θ
∑
g′<g
SF g
′→gΦg
′
(∆t)(n) + θ
∑
g′≥g
SF g
′→gΦg
′
(∆t)(n−1)
+θCstg2
∑
g′<g
F g
′→gΦg
′
(∆t)(n) + θCstg2
∑
g′≥g
F g
′→gΦg
′
(∆t)(n−1)
ii. Re´solution de
AgΦg(∆t)(n) = S
g(n−1)
imp + S
g. (8.19)
(b) A la premie`re ite´ration, puis toutes les 7, acce´le´ration par rebalancing (explique´e
plus bas, au paragraphe d.).
3. Mise a` jour de C(∆t) avec la me´thode analytique pre´sente´e au paragraphe a..
d. Acce´le´ration par rebalancing
La technique de re´solution propose´e convergerait tre`s lentement sans acce´le´ration, lorsque
θ est proche de 1 (et nous verrons plus loin que nous utilisons θ = 1). Cela s’explique par
la faiblesse des sources constantes, Sg, du syste`me (8.19) par rapport aux sources mises a`
jour pendant les ite´rations, S
g(n−1)
imp . Cette faiblesse vient du fait que les S
g sont constitue´es,
lorsque θ = 1, uniquement de termes dus aux neutrons retarde´s, qui sont tre`s peu nombreux
par rapport aux neutrons de fission prompts, et d’un terme en
1
V g∆t
, tre`s petit si le pas de
temps ne l’est pas, car la vitesse des neutrons est tre`s grande.
La technique d’acce´le´ration choisie, dite de rebalancing [8], est celle imple´mente´e dans le
code CRONOS pour la re´solution des proble`mes a` source et de cine´tique (elle est cite´e dans la
documentation du code : [74]). Elle a e´galement e´te´ re´e´crite dans APOLLO3 R©. Elle consiste a`
transformer Φ(∆t) en Φ¯(∆t), avec Φ¯g(∆t) = ugΦg(∆t). Les ug sont des constantes de´termine´es
de fac¸on a` minimiser la norme du re´sidu calcule´e selon (8.18). Nous notons u le vecteur compose´
des ug.
Explicitons la norme du re´sidu pour le flux ainsi modifie´ :
J(u) =
∥∥AtotalΦ¯(∆t)− Stotal∥∥2 = ∑
g,i
∑
g′
ug
′
(Ag
′→gΦg
′
(∆t))i − Sgi
2 .
Rappelons qu’une fonction f de RNg , dans notre cas, a` valeurs dans R est convexe si et
seulement si :
f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y) ∀x, y ∈ RNg , ∀α ∈ [0, 1].
Il est facile de ve´rifier ici que J est convexe (une somme de fonctions convexes l’est, tout
comme la fonction carre´e). On peut alors utiliser un re´sultat bien connu (voir par exemple [71]),
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qui nous donne que uopt qui minimise J est caracte´rise´ par J
′(uopt) = 0 (J ′ est ici le gradient
de J).
Exprimons donc J ′(u) :
(J ′(u))g′′ =
∑
g,i
2
(∑
g′
ug
′
(Ag
′→gΦg
′
(∆t))i − Sgi
)
(Ag
′′→gΦg
′′
(∆t))i.
Ainsi, uopt ve´rifie la relation que l’on peut mettre sous la forme (on a note´ AΦ
g′ le vecteur
concate´nant les Ag
′→gΦg′(∆t)) :∑
g′
ug
′
opt < AΦ
g′ , AΦg
′′
> − < Stotal, AΦg′′ >= 0 ∀g′′.
En notant ag′′,g′ =< AΦ
g′ , AΦg
′′
> et bg′′ =< Stotal, AΦ
g′′ >, on se rame`ne au syste`me
line´aire suivant : (
a1,1 a1,2 · · ·
...
...
. . .
)(
u1opt
...
)
=
(
b1
...
)
. (8.20)
Il est re´solu pour de´terminer uopt. Les termes de ce syste`mes sont connus graˆce aux e´quations
(8.16) et (8.17).
8.3.3 Evaluation du solveur
a. Choix du parame`tre θ
On va chercher a` e´valuer la pre´cision du sche´ma nume´rique en fonction de θ. Commenc¸ons
par re´e´crire l’e´quation (8.9) sous forme condense´e :
∂Φ
∂t
= AΦ + P.
La de´pendance en temps des concentrations des pre´curseurs (donnant le terme P ) e´tant
faible, on va les supposer constantes ici.
Donnons le sche´ma nume´rique correspondant a` la me´thode utilise´e :
Φ(∆t)− Φ(0)
∆t
= A
(
(1− θ)Φ(0) + θΦ(∆t)
)
+ P.
En injectant dans le sche´ma un de´veloppement limite´ a` l’ordre 2 de Φ en
∆t
2
, on obtient :
∂Φ
(
∆t
2
)
∂t
+ ◦(∆t2) = AΦ
(
∆t
2
)
−∆tA
(1− 2θ)12
∂Φ
(
∆t
2
)
∂t

+∆t2A
18
∂2Φ
(
∆t
2
)
∂t2
+ ◦(∆t2) + P.
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Ainsi, lorsque θ 6= 1
2
, le sche´ma nous donne une approximation a` l’ordre 1 en temps de
l’e´quation exacte en
∆t
2
, le terme d’erreur non nul le plus grand e´tant proportionnel a` ∆t.
Lorsque θ =
1
2
, on obtient en revanche une meilleure approximation de l’e´quation exacte, a`
l’ordre 2 en temps. Dans ce cas, on parle d’un sche´ma de Crank-Nicolson.
Lorsque la source S
g(n−1)
imp +S
g n’est pas positive en tout point on risque tout de meˆme que
la re´solution du proble`me de diffusion (8.19) ne donne pas un flux positif, ce qui peut poser
des proble`mes de convergence. On voit notamment que, puisque le flux de chaque groupe sert
a` calculer les sources des autres groupes, le proble`me de signe risque de s’amplifier. Malheu-
reusement, le terme −Dg(1 − θ)Φg(0) apporte des termes ne´gatifs lorsque θ est diffe´rent de
1.
Une fac¸on simple d’assurer que la source reste positive est de diminuer ∆t jusqu’a` ce que
la diffe´rence
Φg(0)
V g∆t
−Dg(1 − θ)Φg(0) soit positive en tout point. Cette me´thode a l’avantage
de fournir un pas de temps inde´pendant des ite´rations globales de la re´solution. Cependant, les
vitesses des neutrons V g e´tant tre`s grandes (de l’ordre du dixie`me de la vitesse de la lumie`re
pour les groupes les plus e´nerge´tiques), le pas de temps ne´cessaire est extreˆmement petit.
En conclusion nous avons vu que :
— La solution est la plus pre´cise lorsque θ =
1
2
.
— Lorsque θ 6= 1, si nous souhaitons respecter le principe du maximum (solution positive),
nous avons une contrainte sur le pas de temps qui risque de rendre le sche´ma inutilisable.
Notons qu’il est possible que l’algorithme de re´solution fonctionne meˆme si le principe
du maximum n’est pas exactement respecte´.
Ce type de conclusion, assez classique, nous pousse donc a` utiliser θ = 1, soit ce que l’on
appelle un sche´ma implicite. Les re´sultats que nous pre´senterons dans la suite auront tous e´te´
calcule´s avec θ = 1.
b. Comparaison a` APOLLO3 R© avec de grands pas de temps
Comme pour le premier paragraphe de la section 8.2.4, nous avons de´fini dans les deux
codes une coupe horizontale du cœur de Phe´nix (coupe radiale du cœur visible figure 6.1),
avec deux couronnes de re´flecteurs et des compositions non e´volue´es (de´crites section 6.2). Les
assemblages sont homoge´ne´ise´s avec le sodium inter-assemblage qui les baigne. Les calculs sont
faits a` 33 groupes d’e´nergie.
Le transitoire conside´re´ est le suivant :
1. Lors de l’initialisation, les 6 emplacements pour les assemblages de commande sont vides
et ne contiennent que du sodium.
2. Au bout d’une seconde de transitoire, on met (instantane´ment) des absorbants a` l’em-
placement des barres de commande.
3. Au bout de 5 secondes de transitoire, on enle`ve (instantane´ment) les absorbants et on
revient a` la configuration initiale.
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4. On continue le transitoire pendant encore 5 secondes.
Ce transitoire doit permettre de ve´rifier a` la fois le bon traitement des termes de cine´tique
rapide, graˆce aux mouvements instantane´s des barres de commande, et celui des termes d’inertie
lie´s aux pre´curseurs, plus lents a` se manifester, graˆce aux phases d’attente de quelques secondes.
Notamment le niveau de puissance atteint a` la fin du transitoire est pilote´ par la de´croissance
des concentrations de pre´curseurs lorsque les barres sont inse´re´es.
On a utilise´ les meˆmes sche´mas nume´riques dans les deux codes, avec des pas de temps d’une
seconde pour commencer. Notons que la premie`re seconde de transitoire, et donc le premier
pas de temps, sert uniquement a` ve´rifier que l’initialisation des solveurs est bien faite et que
l’e´tat initial est bien stationnaire.
Des calculs critiques ont, pre´alablement, e´te´ faits sur chacune des deux compositions uti-
lise´es. Les effets de re´activite´ trouve´s sont proches, -1183pcm pour APOLLO3 R© et -1190pcm
pour CAST3M. Cela nous assure que l’on utilise bien les meˆmes donne´es pendant le transitoire.
La figure 8.9 nous donne l’e´volution de la puissance globale trouve´e par les deux codes. On
a une bonne ade´quation des re´sultats.
Figure 8.9 – Comparaison de l’e´volution de la puissance trouve´e par APOLLO3 R© et CAST3M
sur un cas test, avec de grands pas de temps.
c. Comparaison a` APOLLO3 R© avec des petits pas de temps
On utilise la meˆme description du cœur et les meˆmes sche´mas nume´riques que pour la
comparaison pre´ce´dente. Cette fois-ci, on va chercher a` de´crire plus pre´cise´ment la chute de
puissance observe´e a` 1s. Apre`s la perturbation du cœur, on calculera la puissance au bout de
1s + 10−5s, 10−4s, 10−3s, 10−5s, 10−1s et 1s.
La figure 8.10 donne la comparaison des re´sultats, avec le temps en e´chelle logarithmique.
L’e´volution de la puissance trouve´e par les deux codes est tre`s similaire, et les deux courbes
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apparaissent confondues. On remarque e´galement que le niveau de puissance minimal figure
8.10 est proche de celui trouve´ apre`s deux pas de temps d’une seconde figure 8.9 (dans le cas
d’APOLLO3 R©, on a ici une puissance de 17.0%, contre 16.3% pre´ce´demment). Cela semble
indiquer qu’il est licite de calculer les variations brusques de puissance avec un unique pas
de temps. Ceci est illustre´ figure 8.11 ou` l’on a trace´, sur la courbe d’e´volution de puissance
trouve´e par CAST3M avec des pas de temps d’une seconde, la chute de puissance trouve´e par
CAST3M avec de petits pas de temps.
Figure 8.10 – Comparaison de l’e´volution de la puissance trouve´e par APOLLO3 R© et
CAST3M sur un cas test, apre`s une seconde, avec de petits pas de temps.
Figure 8.11 – Comparaison de l’e´volution de la puissance trouve´e par CAST3M sur un cas
test avec diffe´rents pas de temps.
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d. Efficacite´ de l’acce´le´ration
L’utilisation, ou non, de l’acce´le´ration par rebalancing ne modifie pas les re´sultats obtenus
par CAST3M sur les figures 8.9 a` 8.11. En revanche, l’acce´le´ration affecte fortement les temps
de calcul. Nous l’illustrons avec les figures 8.12 et 8.13 ou` les nombres d’ite´rations ne´cessaires
pour converger les calculs pre´ce´dents sont trace´s. La figure 8.12 concerne le calcul dont les
re´sultats sont donne´s figure 8.9, tant dis que la figure 8.13 correspond a` la figure 8.10.
Il est visible que l’on a un gain en nombre d’ite´rations, et donc en temps de calcul, de plus
d’un facteur 10, pour une convergence similaire. Cela prouve bien l’efficacite´ et la ne´cessite´ de
la technique d’acce´le´ration mise en place.
Avec acce´le´ration, le calcul du transitoire avec grands pas de temps prend environ 30min,
et celui avec des petits pas de temps, un peu plus de 15. Les meˆmes calculs avec APOLLO3 R©
prennent quelques minutes. On est donc plus lent d’un ordre de grandeur environ, ce qui reste
acceptable.
Figure 8.12 – Impact de la technique d’acce´le´rations sur le nombre d’ite´rations ne´cessaires
pour converger chaque pas de temps d’un cas test, avec des grands pas de temps.
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Figure 8.13 – Impact de la technique d’acce´le´rations sur le nombre d’ite´rations ne´cessaires
pour converger chaque pas de temps d’un cas test, avec des petits pas de temps.
8.4 Application a` une ge´ome´trie de´forme´e : les essais de ger-
bage de Phe´nix
Jusqu’ici nous n’avons utilise´ les solveurs de´veloppe´s dans CAST3M que sur des ge´ome´tries
invariantes et re´gulie`res. Dans l’objectif de de´montrer l’efficacite´ de ces outils pour des calculs
neutroniques sur des ge´ome´tries de´forme´es, nous pre´sentons, dans cette section, leur application
aux essais de gerbage de Phe´nix, qui sont pre´sente´s section 6.4. Les re´sultats obtenus par
APOLLO3 R© sur ces meˆmes essais, de´ja` pre´sente´s section 7.3, servent de re´fe´rence.
Nous utilisons les meˆmes sections efficaces macroscopiques repre´sentatives de l’e´tat du cœur
de Phe´nix lors de ces essais qu’APOLLO3 R© (voir section 6.2). Tous les calculs pre´sente´s ici
sont en 3D.
8.4.1 Description de la ge´ome´trie et des de´placements dans CAST3M
Nous avons d’abord envisage´ une description de la ge´ome´trie similaire a` celle utilise´e dans
APOLLO3 R©, c’est a` dire se´parant l’assemblage de l’inter-assemblage (voir par exemple figure
7.1). Le type de maillage alors conside´re´ est illustre´ figure 8.14. Ce maillage est ensuite extrude´
axialement pour passer en 3D.
130 Chapitre 8. De´formation de ge´ome´trie a` maillage mobile avec CAST3M
Figure 8.14 – Maillage de l’assemblage et de l’inter-assemblage dans CAST3M, configurations
nominale (a` gauche) et de´forme´e (a` droite).
Cette description a cependant quelques inconve´nients. Tout d’abord, le me´lange de mailles
de diffe´rentes tailles, et la pre´sence de mailles allonge´es ou tre`s de´forme´es, risque de causer des
erreurs nume´riques. En outre, les mailles triangulaires de l’inter-assemblage (en violet figure
8.14) peuvent se retourner pour des de´formations importantes du re´seau. Le calcul est alors
impossible. Enfin, contrairement a` la ge´ome´trie pixellise´e par APOLLO3 R© (voir figure 7.2),
la de´formation de maillage utilise´e dans CAST3M, et de´taille´e un peu plus bas, conduit a` des
de´formations telles qu’illustre´es figure 8.15 (translation des nœuds dans des plans horizontaux).
Ce type de de´formation conserve le volume des assemblages (et donc nativement les quantite´s
de matie`res fissiles) mais pas la surface d’e´change entre l’assemblage et l’inter-assemblage. Une
augmentation de cette surface conduit a` une augmentation de la mode´ration par le sodium
inter-assemblage et donc a` une diminution artificielle de la re´activite´.
Figure 8.15 – Sche´ma de la de´formation axiale de la ge´ome´trie utilise´e dans CAST3M.
Pour toutes ces raisons, nous avons pre´fe´re´ nous orienter vers une description homoge`ne de
l’assemblage, incorporant le sodium inter-assemblage. Cette homoge´ne´isation est neutronique-
ment correcte, et est cohe´rente avec l’auto-protection qui est faite pour un calcul homoge`ne.
Elle pose cependant la question de la gestion des de´placements et de la conservation des bilans
matie`res.
Le maillage est similaire a` celui de la figure 8.14, si ce n’est que l’inter-assemblage, en violet,
est inte´gre´ aux mailles de l’assemblage. Lorsque la ge´ome´trie est de´forme´e, chaque nœud du
maillage se de´place du de´placement moyen des assemblages avec lesquels il est en contact (les
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de´placements n’ont pas de composante axiale). Ainsi, les nœuds aux centres des assemblages
se de´placent comme les assemblages, et les nœuds aux interfaces restent au centre de gravite´
du triangle forme´ par les nœuds des centres des assemblages adjacents. Ceci est visible figure
8.16, ou` les trois assemblages du coin supe´rieur droit se rapprochent (exage´re´ment).
Figure 8.16 – Illustration a` 7 assemblages de la de´formation du maillage homoge`ne de
CAST3M. Les trois assemblages du coin supe´rieur droit se rapprochent.
Cette fac¸on de de´former le maillage ne conserve pas le volume. Si on ne modifie pas les sec-
tions efficaces macroscopiques (qui sont le produit des sections microscopiques et des concen-
trations, voir e´quation (1.2)), cela revient a` modifier les bilans matie`res. Pour corriger cet
effet, on utilise des sections efficaces parame´tre´es par l’inverse de la surface des assemblages
a` coˆte donne´e. On choisit ce parame`tre car, au premier ordre, l’apport des isotopes des as-
semblages aux sections efficaces varie comme l’inverse du volume. Ainsi, graˆce a` ce choix de
parame`tre, l’interpolation line´aire est la plus juste possible (mais ce n’est pas vrai pour l’apport
de l’inter-assemblage et les coefficients de diffusion). Notons que les calculs d’autoprotection
sont les meˆmes que ceux qui ont e´te´ faits pour les besoins de la me´thode de pixellisation dans
APOLLO3 R© (voir la pre´sentation de la me´thode section 7.1.1). On modifie seulement la valeur
du parame`tre qui leur est associe´e, et la fac¸on dont on en de´duit les sections macroscopiques.
Plutoˆt que de fixer la valeur du parame`tre pour les concentrations (voir e´quation (7.1)), on uti-
lise la meˆme valeur pour les concentrations et les sections microscopiques, ce qui est bien plus
classique (σ
(p)
macro m est une section macroscopique du mate´riau m au point de parame´trage
p, C
(p)
i est la concentration de l’isotope i pour la meˆme valeur de p et σ
(p)
i est la section
microscopique du meˆme isotope, pour la meˆme valeur de p) :
σ(p)macro m =
∑
i(sotopes)
C
(p)
i σ
(p)
i . (8.21)
De la meˆme fac¸on, les concentrations des pre´curseurs doivent eˆtre corrige´es lorsque les
volumes des mailles changent, ou cela reviendrait a` faire varier leur nombre. Pour cela, on
corrige les concentrations par le rapport des volumes des mailles de la ge´ome´trie du pas de
temps pre´ce´dent et de la nouvelle. Cette fac¸on de faire suppose que chaque maille contient
toujours la meˆme quantite´ de pre´curseurs.
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8.4.2 Re´flexion sur le traitement du flux en ge´ome´trie mobile lors de calculs
cine´tiques
Si on ne fait rien, lorsque les mailles se de´placent, les valeurs des champs du flux restent
attache´es aux mailles et le flux se de´place donc avec la matie`re. Physiquement, les neutrons ne
sont pas attache´s a` la matie`re et n’ont donc pas de raison d’eˆtre entraˆıne´s par elle. On a donc
envisage´, lorsque la ge´ome´trie est mise a` jour, de projeter le flux du pas de temps pre´ce´dent,
porte´ par le maillage de la ge´ome´trie pre´ce´dente, sur le nouveau maillage de calcul.
Il n’est cependant pas du tout e´vident que faire cette projection soit plus juste que de laisser
le flux eˆtre entraˆıne´ par la de´formation du maillage. L’hypothe`se de la diffusion suppose une
forte interaction du flux avec la matie`re. Supposer que le de´placement de la matie`re n’entraine
pas le flux est donc quelque part un peu contradictoire avec elle. De plus, meˆme quand on
le`ve cette hypothe`se, il semble absurde de chercher des effets lie´s a` un rattrapage des neutrons
par la matie`re, celle-ci e´tant suppose´e par ailleurs beaucoup plus lente (et les transitoires que
l’on conside`re dans cette the`se ne ne´cessitent pas de remettre en question cette hypothe`se).
Rappelons en effet que les e´quations que l’on e´crit supposent toujours de manie`re sous-entendu
que les neutrons se de´placent beaucoup plus vite que les noyaux (voir section 6.3.9).
La projection du flux est teste´e section 8.4.4. La conclusion est que son impact est
ne´gligeable sur les transitoires que l’on conside`re. Par commodite´, elle ne sera pas faite par
la suite.
Notons qu’avec la technique de pixellisation, le de´placement de la matie`re n’entraˆıne pas le
flux neutronique. La question n’e´tait donc pas apparue.
8.4.3 Gerbage statique
Nous ne reproduisons pas ici l’analyse de´ja` mene´e avec APOLLO3 R© section 7.3.2. Nous
reproduisons seulement le calcul de gerbage central qui a servi a` valider la me´thode de pixellisa-
tion, en permettant une comparaison avec TRIPOLI-4 section 7.1.2. Les jeux inter-assemblages
sont initialement comble´s. La figure 8.17 donne les re´sultats obtenus par CAST3M sur ce cas.
Ceux de TRIPOLI-4 et d’APOLLO3 R© sont les meˆmes que figure 7.6. Pour information, on a
e´galement donne´ les re´sultats obtenus par CAST3M avec un maillage dit he´te´roge`ne, du type
illustre´ figure 8.14. Les re´sultats de CAST3M (homoge`ne) sont tre`s proches a` la fois de ceux de
TRIPOLI-4 et de ceux d’APOLLO3 R©. En revanche, seuls deux points sur quatre ont pu eˆtre
calcule´s avec le maillage he´te´roge`ne, car au-dela` les de´formations sont trop fortes et provoquent
des erreurs de maillage (inversion de certaines mailles). On voit e´galement que, avec le maillage
he´te´roge`ne, CAST3M surestime l’effet en re´activite´, probablement a` cause de l’augmentation
artificielle de la surface d’e´change entre les assemblages et l’inter-assemblage, comme annonce´
section 8.4.1.
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Figure 8.17 – Comparaison d’effets en re´activite´ obtenus par TRIPOLI-4, CAST3M et
APOLLO3 R© sur un gerbage central de Phe´nix.
Ces re´sultats de´montrent que l’approche a` maillage mobile mise en place dans CAST3M,
avec homoge´ne´isation des assemblages et de l’inter-assemblage, est valide et permet bien de
mener des calculs neutroniques sur des cœurs de´forme´s. Chaque calcul CAST3M a pris environ
45min sur un processeur, contre environ 30min pour ceux d’APOLLO3 R© et 48h sur 256 pro-
cesseurs pour TRIPOLI-4. Si les temps de calculs de CAST3M sont, cette fois, aussi proches
de ceux d’APOLLO3 R©, c’est que la technique de pixellisation d’APOLLO3 R©, contrairement
a` celle de maillage mobile de CAST3M, impose une augmentation importante du nombre de
mailles.
Des comparaisons entre des effets en re´activite´ obtenus sur d’autres types de de´formations
par TRIPOLI-4, APOLLO3 R© et CAST3M peuvent eˆtre trouve´es dans l’annexe B.
8.4.4 Gerbage dynamique
Nous avons e´galement calcule´ avec CAST3M (et homoge´ne´isation du sodium inter-
assemblage) le transitoire inspire´ des essais de gerbage dynamique, mis en place pour tester la
me´thode de pixellisation section 7.3.3. Les de´formations du cœur sont issues des meˆmes cal-
culs me´caniques, de´ja` pre´sente´s. Les donne´es nucle´aires utilise´es sont e´galement les meˆmes (ce
sont celles repre´sentatives de l’e´tat du cœur au moment des essais, voir section 6.2). Les pas
de temps utilise´s sont eux aussi identiques, 0.05s. Les diffe´rences portent sur les maillages, la
repre´sentation des de´placements, et les me´thodes nume´riques utilise´es. Les sche´mas nume´riques
en temps notamment sont diffe´rents.
Les re´sultats sont donne´s figure 8.18. Le calcul APOLLO3 R© est le meˆme que celui figure
7.20. Il y a deux calculs CAST3M, de manie`re a` tester l’impact de la projection du flux (voir
section 8.4.2).
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Figure 8.18 – Comparaison des e´volutions de puissance obtenues par APOLLO3 R© et CAST3M
lors d’un transitoire semblable a` un gerbage dynamique.
Les calculs CAST3M apparaissent superpose´s, ce qui montre que la projection de flux a un
impact ne´gligeable sur ce cas d’application. On constate e´galement que les re´sultats obtenus
par les deux codes sont tre`s proches. Cela ne prouve pas l’absence d’erreur commune aux deux
approches pre´sente´es dans cette partie de the`se, ne´anmoins, e´tant donne´es les diffe´rences entre
ces deux approches, cette comparaison semble indiquer qu’elles sont toutes deux valides.
Chapitre 9
Conclusion de la deuxie`me partie
Deux me´thodes de chaˆınage me´canique-neutronique ont e´te´ de´veloppe´es et pre´sente´es dans
cette partie du manuscrit. Elles appartiennent chacune a` une des deux grandes approches
possibles pour traiter, dans les codes neutroniques de´terministes, de de´formations ge´ome´triques
non triviales et de grandes ampleurs.
La premie`re, particulie`rement adapte´e aux re´acteurs a` neutrons rapides, re´acteurs pour
lesquelles ces me´thodes sont de´veloppe´es, consiste a` utiliser un maillage de calcul fixe et a` y
projeter la ge´ome´trie de´forme´e. Dans la deuxie`me approche au contraire, le maillage de calcul
se de´forme avec le cœur.
Ces deux me´thodes ont e´te´ e´value´es se´pare´ment, puis confronte´es sur les essais de gerbage
de Phe´nix. Que cela soit en stationnaire ou en transitoire, les re´sultats obtenus sont satisfai-
sants et cohe´rents. Cette comparaison entre des me´thodes tre`s diffe´rentes, que cela soit pour la
repre´sentation de la ge´ome´trie de´forme´e, les maillages de calculs ou les techniques de re´solution
nume´rique donne confiance en ces outils, a` de´faut de les valider rigoureusement. C’est notam-
ment la seule comparaison dont on dispose en cine´tique, ce qui la rend indispensable.
Avant d’aller plus loin, disons un mot sur la repre´sentation de la ge´ome´trie de´forme´e. Cette
question ne semblait pas centrale a priori, mais s’est finalement re´ve´le´e receler de difficulte´s
et de pie`ges insoupc¸onne´s. Nous avons vu figures 7.2 et 8.15 les repre´sentations axiales des
de´formations utilise´es dans APOLLO3 R© et CAST3M. Les calculs TRIPOLI-4 pre´sente´s fi-
gures 7.6 et 8.17 en utilise encore une troisie`me. Dans celle-ci les prismes droits hexagonaux
de de´part sont translate´s puis incline´s. Les trois processus sont re´sume´s figure 9.1 ci-dessous.
Chaque me´thode a un inconve´nient. Dans la repre´sentation de TRIPOLI-4, il est ne´cessaire de
”corriger” la ge´ome´trie a` l’interface des prismes pour e´viter d’avoir une zone avec des concen-
trations double´es et une zone vide. Le type de de´formation utilise´ dans CAST3M augmente
la surface d’e´change des assemblages ce qui conduit a` un biais important lorsque le sodium
inter-assemblage n’est pas homoge´ne´ise´ dans l’assemblage. Enfin, la repre´sentation utilise´e dans
APOLLO3 R© cre´e des interfaces horizontales fictives entre les assemblages et le milieu inter-
assemblage, ce qui conduit a` un biais lorsque les pixels sont suffisamment fins pour de´crire
cette zone. L’importance des erreurs commises en traitant mal cette question peut paraˆıtre
d’autant plus surprenante que l’on parle ici de me´thodes pour repre´senter l’inclinaison des
assemblages, inclinaison dont on a montre´ au paragraphe c. de la section 7.1.3 qu’elle a un
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impact ne´gligeable. Ainsi le mauvais traitement d’un effet ne´gligeable conduit ici a` une er-
reur non ne´gligeable. C’est le risque d’augmentation artificielle des surfaces d’e´change qui dans
notre cas conduit a` ces erreurs, alors que les effets physiques sont attendus sur le de´placement
de la matie`re elle-meˆme. On manque ne´anmoins de re´fe´rence absolument suˆre sur cette ques-
tion, meˆme si la de´formation utilise´e dans TRIPOLI-4 est une assez bonne repre´sentation de
la de´formation re´elle des assemblages. Elle a notamment l’avantage de conserver la longueur
re´elle des assemblages.
Figure 9.1 – Sche´ma de la de´formation axiale de la ge´ome´trie utilise´e dans TRIPOLI-4,
CAST3M et APOLLO3 R©.
Dans la suite de la the`se, on a utilise´ l’outil de´veloppe´ dans CAST3M pour la mise en place
d’un ve´ritable couplage entre neutronique et thermome´canique.
Troisie`me partie
Etude de techniques de couplage sur
l’expe´rience Godiva
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Chapitre 10
Introduction de la troisie`me partie
A l’issu du travail pre´sente´ a` la partie pre´ce´dente, nous sommes capables de chaˆıner des
simulations me´caniques et neutroniques. Nous nous proposons, dans cette partie de the`se, de
passer au couplage et d’en e´tudier les techniques. Nous avons mene´ cette e´tude dans CAST3M
qui offre, maintenant que la diffusion neutronique y a e´te´ imple´mente´e, le meilleur environne-
ment multiphysique a` notre disposition.
Nous avons choisi un cas d’application a` la fois simple, re´el et qui met en jeu un couplage
fort pour cette e´tude des techniques de couplage : l’expe´rience Godiva. Elle est pre´sente´e plus
bas.
L’accent est mis dans cette partie de the`se sur les techniques de couplage se´quentielles,
entre solveurs. Dans cette optique, le chapitre 11 pre´sente la mode´lisation retenue pour cha-
cune des physiques couple´es et le chapitre 12 le couplage. Ne´anmoins, le chapitre 13 pre´sente
une premie`re mise en oeuvre, sur une repre´sentation tre`s simplifie´e de Godiva, d’un couplage
intrique´, c’est a` dire avec un solveur multidisciplinaire. Cette partie de la the`se est finalement
conclue par le chapitre 14.
10.1 Pre´sentation de l’expe´rience Godiva
Godiva est une expe´rience ame´ricaine des anne´es 50, dont l’objet est l’e´tude du compor-
tement neutronique d’un syste`me surcritique. Les informations donne´es ici sont extraites du
compte rendu de l’expe´rience [133] et du travail d’une e´quipe de PSI, en Suisse, qui, comme
nous le faisons ici, a utilise´ Godiva pour mettre en avant ses outils de couplage [36]. Le disposi-
tif conside´re´ est une sphe`re d’uranium me´tallique tre`s enrichie en uranium 235. Ses proprie´te´s
sont donne´es dans le tableau 10.1.
Une photo de l’expe´rience est donne´e figure 10.1. On voit que la sphe`re est en trois morceaux,
pour limiter le risque de criticite´ pendant les phases de manutention. La re´activite´ peut eˆtre
ajuste´e en ajoutant des pastilles d’uranium a` sa surface. Enfin, quand la sphe`re est forme´e, il
est encore ne´cessaire d’inse´rer un barreau d’uranium en son centre pour atteindre la criticite´.
Dans les calculs pre´sente´s dans cette partie, Godiva est toujours mode´lise´e comme une sphe`re
parfaite. Nous ne prenons donc pas en compte le fait qu’elle est constitue´e de pie`ces juxtapose´es.
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Rayon 8.7407cm
Enrichissement en U5 93.5%
Densite´ 18740kg.m−3
Module d’Young 208GPa
Coefficient de Poisson 0.23
Coefficient de dilatation thermique 1.39.10−5K−1
Conductivite´ 27.5W.m−1.K−1
Capacite´ thermique spe´cifique 117.7J.kg−1.K−1
Tableau 10.1 – Parame`tres principaux de l’expe´rience Godiva.
Figure 10.1 – Une photo de l’expe´rience Godiva, en position ouverte.
Godiva a servi a` l’observation d’excursions de puissance. La sphe`re est rendue surcritique
soudainement, ce qui provoque un de´gagement de puissance, une e´le´vation de tempe´rature et
une dilatation de la sphe`re, laquelle e´touffe la re´action en chaˆıne. Ce couplage entre neutro-
nique, thermique et me´canique est re´sume´ figure 10.2. On remarque qu’il n’y a pas d’influence
directe de la thermique sur la neutronique : l’effet Doppler est inexistant, a` cause du spectre
neutronique extreˆmement dur. On le ve´rifiera par la suite.
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Figure 10.2 – Les disciplines intervenants et leurs interactions.
La sphe`re pouvant eˆtre conside´re´e adiabatique, l’e´nergie s’y accumule et elle se dilate jusqu’a`
ce que la sphe`re ne soit plus surcritique prompte (mais elle reste surcritique a` l’e´chelle de temps
que l’on conside`re dans la suite). La puissance de´crit donc un pic qui fournit l’e´nergie thermique
ne´cessaire a` la dilatation de la sphe`re, puis se stabilise a` une valeur suffisamment faible pour
avoir un impact ne´gligeable sur la thermique a` l’e´chelle de temps conside´re´, et en e´quilibre
neutronique avec les pre´curseurs produits pre´ce´demment. Le transitoire e´tant tre`s rapide, peu
de pre´curseurs ont e´te´ produits, et la puissance se stabilise donc plusieurs ordres de grandeur
sous la puissance maximale obtenue. A une e´chelle de temps plus grande, la re´activite´ restant
positive, on verrait la puissance croˆıtre a` nouveau, mais avec une constante de temps lie´e aux
neutrons retarde´s (la dizaine de secondes). La rapidite´ du phe´nome`ne ne´cessite la prise en
compte des effets dynamiques en me´canique, qui conduisent a` de petites oscillations de la taille
de la sphe`re.
On s’inte´resse en particulier au plus violent des pics mesure´s, dont on re´sume les ca-
racte´ristiques tableau 10.2.
”Pe´riode” (temps de multiplication par e 11.6µs
de la puissance en l’absence de contre-re´action)
Exce`s en re´activite´ initial ≈ 1.082$
Puissance maximale 3.1020 fissions/s
soit ≈ 8.6GW
Tableau 10.2 – Les caracte´ristique de l’excursion de puissance la plus violente re´alise´e.
10.2 Re´sultats obtenus a` PSI
Nous pre´sentons ici les re´sultats de l’e´quipe de C. Fiorina, de PSI, publie´s en 2014 [36]
(notons qu’il existe une re´fe´rence plus re´cente [6] du meˆme groupe, ou` la neutronique est pris
en charge, en cine´tique, par le code Monte-Carlo Serpent [70]). Dans une approche similaire a`
celle mise en œuvre dans cette the`se, ils ont de´veloppe´ des solveurs neutroniques (transport SN
3D), thermome´canique et thermohydraulique dans un environnement commun : OpenFOAM.
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Godiva a e´te´ utilise´e pour mettre en avant cet outil de calcul multiphysique. En particulier,
ils ont calcule´ l’excursion de puissance la plus violente re´alise´e et de´ja` pre´sente´e (voir tableau
10.2).
Leurs re´sultats sont donne´s figure 10.3. En particulier, ils obtiennent un pic de puissance
de 5.23GW, une e´le´vation maximale de la tempe´rature moyenne de 38K et une variation de
volume finale de 0.125%. Une mesure de la vitesse de croissance initiale de la puissance donne
un temps caracte´ristique proche de celui de l’expe´rience : 11.7µs. Ces calculs sont re´alise´s par
des solveurs 3D best estimate avec un maillage fin (≈ 5.105 mailles), et sont donc lourds : une
semaine sur 16 processeurs. Au niveau de l’algorithmique de couplage, un point fixe ”ame´liore´”
est utilise´ : la thermome´canique est mise a` jour avant que la neutronique n’ait fini de converger.
Nous serons amene´s a` nous comparer a` ces re´sultats qui peuvent eˆtre conside´re´s comme une
re´fe´rence.
Figure 10.3 – Re´sultats obtenus a` PSI sur l’excursion de puissance de pe´riode 11.6µs de
Godiva.
Chapitre 11
Calculs monophysiques
Ce chapitre pre´sente les mode`les couple´s pour la simulation de l’expe´rience Godiva. La
section 11.1 introduit les e´quations SPN utilise´es en neutronique. Toujours pour la neutronique,
la section 11.2 pre´sente la factorisation quasi-statique qui est utilise´e pour ame´liorer le couplage.
Enfin, les sections 11.3 et 11.4 de´taillent respectivement les mode´lisations, standards, implique´es
en thermique et en me´canique.
11.1 Neutronique : transport PN simplifie´ et simule´ en
cine´tique
11.1.1 Ne´cessite´ d’ame´liorer le mode`le neutronique
Les e´quations de la diffusion neutronique ne sont pas valables lorsque le flux neutronique
interagit peu avec la matie`re. C’est malheureusement le cas de l’expe´rience Godiva dont la
taille est du meˆme ordre que le libre parcours moyen des neutrons. Le phe´nome`ne dominant
est donc le transport. On l’a ve´rifie´ en calculant le coefficient multiplicateur (Keff ) de Godiva
avec notre solveur de diffusion : on obtient 0.65, soit un re´sultat tre`s e´loigne´ de la re´alite´ (la
sphe`re devrait eˆtre juste critique, soit un Keff de 1).
Pour pouvoir traiter cette expe´rience avec un couˆt de de´veloppement raisonnable, nous
avons imple´mente´ dans CAST3M une me´thode de re´solution de transport PN simplifie´ simule´
par diffusions. Le principal avantage de cette mode´lisation est que l’on peut re´utiliser le solveur
de diffusion de´ja` de´veloppe´. Pour ce travail, nous nous sommes base´s sur [9] qui expose bien
la me´thode. La pre´sentation que nous en faisons ici de´taille un peu plus les calculs. Nous
ge´ne´ralisons e´galement la me´thode en introduisant la cine´tique. Enfin, nous simplifions les
conditions aux limites en conside´rant le vide et la re´flexion totale plutoˆt qu’un albe´do isotrope.
11.1.2 Les e´quations SPN
Pour ne pas alourdir le corps du document, nous donnons ici, sans de´monstration, la forme
des e´quations SPN simule´es. Plus de de´tails a` leur propos peuvent eˆtre trouve´s dans deux
annexes :
145
146 Chapitre 11. Calculs monophysiques
— L’annexe C de´taille leur e´tablissement et la de´finition des parame`tres et variables y
intervenant.
— L’annexe D s’inte´resse en particulier au cas sphe´rique, qui est celui de Godiva. On
montre les de´fauts du mode`le SPN sur cette ge´ome´trie, et on construit un syste`me
d’e´quations PN non simplifie´es, qui tire parti des syme´tries de la sphe`re. Ces e´quations
n’ont cependant pas pu eˆtre re´solues nume´riquement.
L’e´quation de transport peut eˆtre mise sous la forme suivante, au prix d’hypothe`ses liste´es
section C.8. Les notations sont similaires a` celles adopte´es pour l’e´quation (8.9), a` l’exception
du terme S
(g,i)
supl. qui de´note une source supple´mentaire. La variable φ˜
(g,i)
0 est construite comme
combinaison line´aire des composantes paires de la de´composition sur les polynoˆmes de Legendre
du flux du groupe g.
1
V (g,i)
∂
∂t
φ˜
(g,i)
0 −
−→∇D(g,i)−→∇φ˜(g,i)0 + σ(g,i)disp 0φ˜(g,i)0 =
∑
(g′,j) 6=(g,i) σ
(g′,j)→(g,i)
s0 φ˜
(g′,j)
0 + (1− β)χ(g,i)p
∑
(g′,j) νσ
(g,i)
f φ˜
(g′,j)
0 +
∑
l χ
(g,i)
l λlC
l + S
(g,i)
supl..
(11.1)
On retrouve ainsi un syste`me d’e´quations de diffusion qui peuvent eˆtre re´solues par notre
solveur. Le nombre d’e´quations est multiplie´ par un facteur donne´, 2 ou 3 dans nos applications,
par rapport au mode`le de diffusion classique.
La condition aux limites de vide s’e´crit dans ce formalisme comme une relation matricielle
entre flux et courant du meˆme groupe d’e´nergie g :
CLvide :
−→∇φ˜(g,i)0 · −→n =
∑
j
Ai,jφ˜
(g,j)
0 , a` la frontie`re. (11.2)
La condition de re´flexion s’e´crit quant a` elle ainsi :
CLrefl. :
−→∇φ˜(g,i)0 =
−→
0 , a` la frontie`re. (11.3)
11.1.3 Evaluation
Le SPN simule´ par diffusion (11.1) a e´te´ imple´mente´ dans CAST3M. Rappelons qu’il s’agit
simplement de de´tourner le solveur de diffusion neutronique qui a e´te´ de´veloppe´ et valide´ par
ailleurs. On l’utilise avec une seule dimension d’espace.
Pour ve´rifier que le SPN a e´te´ de´veloppe´ sans erreur et se comporte correctement, nous
l’avons confronte´ a` APOLLO2 [107] et a` APOLLO3 R©. Nous pre´sentons d’abord une comparai-
son sur une ge´ome´trie plane, ou` il n’introduit pas d’approximation ge´ome´trique, contrairement
au cas sphe´rique de Godiva (voir annexe D).
a. Application a` un proble`me plan
Dans le cas d’un proble`me plan (infini) les hypothe`ses du SPN (C.10) et (C.11) sont ve´rifie´es
exactement. C’est donc un moyen d’estimer les autres sources d’erreur. Nous avons conside´re´
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un proble`me de composition et de taille caracte´ristique similaires a` celles de Godiva : meˆme
composition et e´paisseur du plan e´gale au rayon de l’expe´rience (voir tableau 10.1).
Nous utilisons comme re´fe´rence un calcul APOLLO2 SN a` 64 directions et 600 groupes
d’e´nergie sur une ge´ome´trie 1D plan discre´tise´ en 80 mailles. L’anisotropie des transferts peut
eˆtre traite´e jusqu’a` l’ordre 5 (voir (C.9)). Ce calcul sert e´galement a` la production des sections
efficaces pour CAST3M : une homoge´ne´isation en espace et une condensation sur 33 groupes (il
s’agit du maillage e´nerge´tique classique de RNR-Na) lui est demande´. Ce maillage a` 33 groupes
n’est cependant pas adapte´ a` notre cas pour plusieurs raisons :
— Le SPN de´multiplie le nombre de groupes effectifs, et la re´solution, a` cause des transferts,
a une complexite´ quadratique en le nombre de groupes. Le re´duire peut donc permettre
des gains conside´rables en temps de calcul.
— Les neutrons sont tre`s peu ralentis sur ce syste`me. Les groupes thermiques sont ainsi
quasiment vides. En plus d’eˆtre inutiles, ces groupes vides geˆnent l’utilisation de
l’acce´le´ration par rebalancing.
— Enfin, il y a une limitation intrinse`que a` CAST3M a` 36 groupes d’e´nergie effectifs qui
serait largement de´passe´e si on utilisait 33 groupes d’e´nergie (le nombre de groupes
effectifs e´tant multiplie´ par 2 ou 3).
Une condensation supple´mentaire, sur un maillage a` 9 groupes est donc effectue´e par un
post-processeur. Elle est aussi exacte que possible, APOLLO2 donnant flux et taux de re´action.
La correspondance entre les deux maillages e´nerge´tiques est donne´e tableau 11.1. Ce maillage
e´nerge´tique a e´te´ utilise´ pour tous les calculs sur Godiva.
Maillage 9 groupes 1 2 3 4 5 6 7 8 9
Maillage 33 groupes 1-3 4 5 6 7 8 9 10-12 13-33
Tableau 11.1 – Correspondance entre le maillage e´nerge´tique a` 9 groupes utilise´s par CAST3M
et le maillage classique a` 33 groupes. Les premiers groupes sont les plus e´nerge´tiques.
CAST3M utilise pour sa part, outre les 9 groupes d’e´nergie de´ja` cite´s, 50 mailles radiales
(maillage ve´rifie´ comme largement suffisant) et des sections de transfert isotropes. En effet, le
SPN simule´ impose que les transferts impairs soient nuls, et il ne semble pas pertinent d’utiliser
les termes pairs au-dela` du premier tout en ne´gligeant les termes impairs d’ordre infe´rieur.
Le meˆme cas est e´galement traite´ par le solveur Minos d’APOLLO3 R©. On l’utilise dans la
meˆme configuration que CAST3M, c’est a` dire en SPN, avec 9 groupes d’e´nergie et 50 mailles.
On utilise les meˆmes sections efficaces que CAST3M.
Les trois codes utilisent une condition aux limites de vide d’un coˆte´ du plan. De l’autre coˆte´,
on impose soit une re´flexion si on ne mode´lise que la moitie´ du plan, soit une autre condition de
vide si on le mode´lise en entier. Ces deux cas ont e´te´ observe´s comme strictement e´quivalents
pour les deux codes, ce qui montre la validite´ de la condition aux limites de re´flexion.
Les re´sultats sont donne´s tableau 11.2. Les sections efficaces des calculs CAST3M et
APOLLO3 R© sont condense´es a` partir du calcul de re´fe´rence, le calcul APOLLO2 avec transfert
P5. L’utilisation du calcul APOLLO2 avec transfert P0 pour ge´ne´rer les sections efficaces a e´te´
teste´ et donne les meˆmes re´sultats, a` une dizaine de pcm pre`s (re´sultats non donne´s dans le
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tableau 11.2). De manie`re ge´ne´rale, les effets d’autoprotection sont tre`s faibles sur ce genre de
syste`me ou` les neutrons interagissent tre`s peu avec la matie`re. Le spectre tre`s dur et le peu de
re´sonances de l’uranium 235 plaident e´galement pour la quasi absence d’effets d’autoprotection.
Cas Keff e´cart re´fe´rence (pcm)
APOLLO2 transfert P5 (re´fe´rence) 1.18171 0
APOLLO2 transfert P1 1.17280 -643
APOLLO2 transfert P0 1.25505 4945
CAST3M SP5 1.25400 4878
CAST3M SP3 1.25045 4652
APOLLO3 R© SP5 1.25402 4880
APOLLO3 R© SP3 1.25048 4654
Tableau 11.2 – Comparaison des coefficients multiplicateurs obtenus par CAST3M et
APOLLO3 R© en SPN et par APOLLO2 en SN, sur un proble`me plan.
On de´duit de cette comparaison que :
1. Les de´veloppements effectue´s dans CAST3M sont ve´rifie´s corrects par la comparaison a`
APOLLO3 R© : on observe un e´cart de 2pcm, que cela soit en SP5 ou en SP3.
2. L’anisotropie des sections de transfert a un impact inhabituellement fort, de 5000pcm
environ. Cela est duˆ a` la petite taille du syste`me e´tudie´, associe´ a` un spectre neutronique
extreˆmement dur. De ce fait, les neutrons inte´ragissent tre`s peu avec la matie`re et la
probabilite´ du renvoi d’un neutron vers l’inte´rieur du plan par une collision impacte
fortement le re´sultat.
3. Cet effet d’anisotropie est porte´ principalement par le transfert P1, qui est inaccessible
au SPN simule´ car impair.
4. Les calculs SP5 sont a` 65pcm du calcul APOLLO2 e´quivalent (avec transfert isotrope).
Cela prouve bien l’e´quivalence du SPN avec le SN sur ce cas d’application.
5. Le SP3 et le SP5 sont relativement proches (environ 220pcm).
Au vu du fort impact de l’anisotropie des sections de transfert, il a e´te´ essaye´ d’utiliser des
sections P0 corrige´es pour tenir compte d’une partie des effets P1 (voir par exemple [10] pour
la the´orie). La correction consiste a` e´crire (on note avec un exposant c les sections corrige´es,
et on rappelle que σg→g
′
sl est la section efficace macroscopique de transfert d’ordre l de g vers
g′ (voir e´quation (C.9)) et que σgt est la section efficace macroscopique totale) :
σg→g cs0 = σ
g→g
s0 −
∑
g′
σg→g
′
s1
σg ct = σ
g
t −
∑
g′
σg→g
′
s1
Les re´sultats obtenus par CAST3M et APOLLO3 R© avec ces sections corrige´es sont donne´s
tableau 11.3
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Cas Keff e´cart re´fe´rence (pcm)
APOLLO2 transfert P5 (re´fe´rence) 1.18171 0
CAST3M SP5 1.18430 185
CAST3M SP3 1.17653 -373
APOLLO3 R© SP5 1.18432 186
APOLLO3 R© SP3 1.17654 -372
Tableau 11.3 – Comparaison des coefficients multiplicateurs obtenus par CAST3M et
APOLLO3 R© en SPN et avec des sections efficaces P0 corrige´es et par APOLLO2 en SN,
sur un proble`me plan.
On constate que la correction des sections permet effectivement de rattraper l’essentiel de
l’erreur sur le coefficient multiplicateur due a` l’utilisation de sections efficaces d’ordre infe´rieur.
Dans toute la suite nous utilisons ces sections efficaces corrige´es.
b. Application a` Godiva
Nous comparons ici les re´sultats obtenus par CAST3M en SPN sur Godiva a` ceux
d’APOLLO2. La description du syste`me est donne´e tableau 10.1. Les deux solveurs sont re´gle´s
comme pre´ce´demment. On utilise notamment une condition de vide a` la frontie`re de la sphe`re.
Les re´sultats sont donne´s tableau 11.4. On s’attend bien suˆr a` trouver un Keff proche de 1, c’est
a` dire un syste`me critique comme observe´ par l’expe´rience. Comme pre´ce´demment, les calculs
CAST3M sont tous alimente´s par le calcul APOLLO2 de re´fe´rence, et les sections efficaces P0
sont corrige´es.
Cas Keff e´cart re´fe´rence (pcm)
APOLLO2 transfert P5 (re´fe´rence) 0.99151 0
APOLLO2 transfert P1 0.98671 -491
APOLLO2 transfert P0 1.09901 9865
APOLLO2 transfert P5, Tempe´rature 0.99151 0
de 70˚C au lieu de 20˚C
CAST3M SP5 1.04614 5267
CAST3M SP3 1.03644 4372
Tableau 11.4 – Comparaison des coefficients multiplicateurs obtenus par CAST3M en SPN
et par APOLLO2, sur Godiva.
L’anisotropie des sections de transfert, e´value´e avec APOLLO2, pe`se encore plus lourd sur
ce cas que sur le proble`me plan : environ 10000pcm. On s’attend ne´anmoins a` ce que l’utilisation
de sections efficaces corrige´es gomme l’essentiel de cet effet, comme sur le proble`me plan vu
pre´ce´demment. Il semble donc y avoir quelques milliers de pcm d’e´cart dus aux approximations
ge´ome´triques du SPN (voir annexe D).
L’effet de la tempe´rature des mate´riaux (sans prise en compte de la dilatation thermique)
est, quant a` lui, trouve´ comple`tement ne´gligeable. Il ne sera pas ne´cessaire de prendre en
compte l’effet Doppler. Encore une fois, cela est duˆ aux spe´cificite´s d’un syste`me ou` les neutrons
interagissent tre`s peu avec la matie`re (sans compter le spectre tre`s dur et l’utilisation d’uranium
235 qui pre´sente peu de re´sonances) : l’autoprotection est inexistante.
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Pour illustration, le flux neutronique du premier groupe d’e´nergie, de´compose´ sur les har-
moniques paires, calcule´ par CAST3M en SP5 sur Godiva est donne´ figure 11.1. On a trace´
les flux de la de´composition (C.15), diffe´rents des flux solveurs de´finis par (C.21). On voit bien
les effets des conditions aux limites, au centre et en pe´riphe´rie. La dernie`re harmonique trace´e
est proche de 0, ce qui explique qu’il sera possible de la ne´gliger en utilisant seulement un
calcul SP3. On remarque e´galement que le flux n’est pas isotrope au centre de la sphe`re (les
harmoniques 6= 0 devraient eˆtre nulles). Cela fait partie des approximations ge´ome´triques du
SPN. Les e´quations PN comple`tes en coordonne´es sphe´riques introduisent un terme en 1rayon
sur les harmoniques diffe´rentes de la premie`re, ce qui force l’isotropie (D.3).
Figure 11.1 – De´composition du flux du premier groupe sur les harmoniques pairs calcule´e
par CAST3M en SP5.
Plus que l’e´tat neutronique nominal, ce sont les effets diffe´rentiels qui vont nous inte´resser.
La figure 11.2 donne les effets en re´activite´ de dilatations uniformes calcule´s par CAST3M
et APOLLO2. Les effets en re´activite´ de CAST3M ont e´te´ calcule´s apre`s renormalisation de
la matrice de fission pour ramener le Keff a` 1 (vu l’e´cart du Keff a` 1, l’impact de cette
modification est assez important). SP5 et SP3 donnent des re´sultats similaires, tous deux assez
e´loigne´s de la re´fe´rence. Il a e´te´ essaye´ d’utiliser, sur les e´tats perturbe´s, des sections efficaces
autoprote´ge´es par APOLLO2 sur la ge´ome´trie dilate´e : l’effet est comple`tement ne´gligeable
et est de l’ordre du pcm. Encore une fois, les effets d’autoprotection sont ne´gligeables sur ce
syste`me. Il ne sera donc pas ne´cessaire de prendre en compte l’impact de la dilatation de la
sphe`re sur les sections efficaces microscopiques a` 9 groupes utilise´es par CAST3M.
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Figure 11.2 – Effets en re´activite´ d’une dilatation uniforme de Godiva.
Enfin, figures 11.3 et 11.4, on ve´rifie que le comportement cine´tique du SPN est ”sain”,
faute de pouvoir le comparer a` une re´fe´rence. Figure 11.3 on impose une dilatation uniforme
instantane´e de la sphe`re de 0.5% au premier pas de temps, puis on revient a` la ge´ome´trie
nominale 0.25s plus tard. Le transitoire est calcule´ avec des pas de temps de 0.05s. Figure 11.4
on impose la meˆme dilatation au premier pas de temps, mais on suit l’e´volution de la puissance
avec des pas de temps de 2.10−7s. Le comportement observe´ sur les deux courbes semble
physiquement correct. On voit figure 11.4 que l’ordre de grandeur de la vitesse de re´action
neutronique du syste`me est de 10−6s, ce qui est tre`s faible. Nous retrouverons cette tre`s grande
vitesse de re´action par la suite. Le SP3 donne des re´sultats proches du SP5, avec une baisse de
puissance le´ge`rement plus importante, ce qui est cohe´rent avec les calculs stationnaires figure
11.2.
Figure 11.3 – Cine´tique neutronique test sur Godiva avec grands pas de temps.
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Figure 11.4 – Cine´tique neutronique test sur Godiva avec grands pas de temps.
Une remarque s’impose sur la prise en compte de la de´formation me´canique pendant un
calcul cine´tique (question de´ja` aborde´e section 8.4.2). Le flux n’e´tant pas attache´ a` la matie`re,
on pourrait penser qu’il serait plus juste d’initialiser chaque pas de temps en projetant le flux
du pas de temps pre´ce´dent sur le maillage de´forme´. Cependant, pour Godiva, cela revient a`
supposer par exemple que la sphe`re, en se dilatant, est capable de rattraper les neutrons en
vol. C’est absurde et un peu complique´ a` mettre en place avec la condition aux limites de vide.
C’est e´galement en contradiction avec l’hypothe`se sous-jacente a` la formulation classique des
e´quations de transport, a` savoir que la matie`re se de´place beaucoup plus lentement que les
neutrons (voir section 6.3.9). Nous laissons donc, ici et pour la suite, le flux eˆtre transporte´ par
le maillage quand celui-ci se de´forme.
c. Conclusion
Des diffe´rentes e´valuations que l’on a faites, on peut conclure que le SPN a e´te´ de´veloppe´
sans erreur et qu’il donne des re´sultats corrects. On a constate´, en outre, que le SP5 et le SP3
donnent des re´sultats tre`s similaires sur Godiva. Etant donne´ que le SP5 couˆte sensiblement
plus cher en temps de calcul, nous avons utilise´ le SP3 pour la suite.
Cependant, son application a` Godiva est moyennement satisfaisante : coefficient multiplica-
tif sur-estime´ et effets en re´activite´ de de´formations sous-estime´s. La cause de ces e´carts semble
eˆtre principalement l’approximation ge´ome´trique inhe´rente au SPN, qui suppose une ge´ome´trie
plane (voir annexes C et D).
Il n’a pas e´te´ trouve´ une me´thode simple et efficace pour corriger cet effet du SPN. Il semble
ainsi que le seul mode`le neutronique capable de calculer correctement Godiva soit le transport
sans approximation. L’objet de la the`se e´tant l’e´tude des me´thodes de couplage, il a e´te´ de´cide´
de ne pas de´velopper un solveur de transport et de continuer l’e´tude des me´thodes de couplage
avec le SPN. On s’attend a` un comportement physiquement correct mais entache´ d’une erreur
due a` la mode´lisation neutronique.
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11.2 Neutronique : la factorisation quasi-statique
11.2.1 Principe et inte´reˆt de la factorisation
Dans les calculs cine´tiques, on observe souvent une forte variation de la puissance du
re´acteur, et donc du flux inte´gre´, sans de´formation notable de la forme du flux. Cela est parti-
culie`rement vrai pour les RNR-Na ou` les effets globaux dominent (on a par exemple vu dans le
paragraphe b. de la section 7.1.3 qu’une meˆme perturbation ge´ome´trique de´forme plus la forme
du flux lorsque le spectre est thermalise´ que lorsqu’il ne l’est pas), mais l’est aussi dans une
certaine mesure pour les REP. Cette observation a donne´ l’ide´e [51, 52] de calculer se´pare´ment
l’e´volution de l’amplitude du flux et de sa forme. On factorise pour ce faire le flux comme le
produit d’une amplitude, note´e N et qui ne de´pend que du temps, et d’une fonction dite de
forme, note´e F qui peut de´pendre de toutes les variables :
Φ(−→r ,−→Ω , E, t) = N(t)F(−→r ,−→Ω , E, t). (11.4)
Φ est le flux qui peut de´pendre en ge´ne´ral de la position −→r , de la direction de propagation−→
Ω , de l’e´nergie E et du temps t. La factorisation (11.4) n’est pour l’instant pas unique. Nous
spe´cifions plus bas comment l’amplitude N et la forme F sont choisies.
Cette factorisation est conc¸ue pour que F varie lentement en temps compare´e a` N . Il
est alors possible d’introduire deux pas de temps. Un pas de temps fin, δt, pour le calcul de
l’amplitude et un pas de temps large, ∆t, pour le calcul de la forme. La me´thode a un inte´reˆt
si le rapport
∆t
δt
est grand.
Le calcul d’un flux de´pendant du temps et de l’espace est toujours couˆteux. Il s’agit souvent
de l’e´tape la plus che`re dans les calculs de transitoires couple´es, et la factorisation quasi-statique,
qui permet de re´duire les appels aux solveurs neutroniques spatiaux, apparaˆıt donc comme un
allie´ naturel. De plus, nous verrons que l’amplitude N ve´rifie les e´quations de la cine´tique point,
qui sont souvent re´solues par des codes spe´cialise´s dans d’autres domaines de la physique des
re´acteurs que la neutronique (CATHARE [42] par exemple). Cette approche peut donc per-
mettre de coupler ces codes efficacement avec des solveurs neutroniques, en tirant parti de leur
capacite´ a` re´soudre les e´quations de la cine´tique point en association avec d’autres disciplines.
Pour ces raisons la factorisation quasi-statique nous paraˆıt eˆtre une approche particulie`rement
adapte´e aux calculs couple´s cine´tiques, et nous souhaitons la mettre en avant ici.
11.2.2 Forme ge´ne´rale de la cine´tique
Nous allons re´e´crire les e´quations de la cine´tique (par exemple (C.1) ou (11.1)) sous la forme
ge´ne´rale :
I1/V
∂
∂t
Φ = (−Tr −D + F p + S)Φ + Sn.ret., (11.5)
avec (dans le formalisme multi-groupe) :
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Ope´rateur Diffusion : (8.9) Transport : (C.1) SPN simule´ : (11.1)
I1/V : Inertie
(
I1/V
∂
∂t
Φ
)g
=
(
I1/V
∂
∂t
Ψ
)g
=
(
I1/V
∂
∂t
Φ
)(g,i)
=
1
V g
∂φg
∂t
1
V g
∂ψg
∂t
∑
j
(−1)i+j
V (g,min(i,j))
∂φ(g,j)
∂t
Tr : Transport (TrΦ)g = −∇Dg∇φg (TrΨ)g = −→Ω · −→∇ψg (TrΦ)(g,i) =
−∇D(g,i)∇φ(g,i)
D : Disparition (DΦ)g = σgdispφ
g (DΨ)g = σgt ψ
g (DΦ)(g,i) = σ
(g,i)
dispφ
(g,i)
F p : Fission (F pΦ)g = χgp(1− β) (F pΨ)g = χgp(1− β) (F pΦ)(g,i) = χ(g,i)p (1− β)
prompte
∑
g′
νσg
′
f φ
g′
∑
g′
νσg
′
f
∫
S
ψg
′ ∑
(g′,j)
νσ
(g′,j)
f φ
(g′,j)
S : Scattering (SΦ)g = (SΨ)g = (SΦ)(g,i) =∑
g′ 6=g
σg
′→g
s φ
g′
∑
g′
∫
S
σg
′→g
s ψ
g′
∑
(g′,j) 6=(g,i)
σ(g
′,j)→(g,i)
s φ
(g′,j)
Sn.ret. : Source
de neutrons (Sn.ret.)
g = idem diffusion idem diffusion
retarde´s
∑
l
χgl λlC
l
Tableau 11.5 – De´finition des ope´rateurs ge´ne´raux de la cine´tique neutronique.
On se donne e´galement les ope´rateurs de fission retarde´e et totale :
Ope´rateur Diffusion : (8.9) Transport : (C.1) SPN simule´ : (11.1)
F dl : Fission
(
F dl Φ
)g
= χgl βl
(
F dl Ψ
)g
= χgl βl
(
F dl Φ
)(g,i)
= χ
(g,i)
l βl
retarde´e
∑
g′
νσg
′
f φ
g′
∑
g′
νσg
′
f
∫
S
ψg
′ ∑
(g′,j)
νσ
(g′,j)
f φ
(g′,j)
F : Fission totale F = F p +
∑
l
F dl idem diffusion idem diffusion
Tableau 11.6 – De´finition des ope´rateurs de fission retarde´e et totale.
Ces de´finitions sont classiques, sauf en ce qui concerne l’ope´rateur d’inertie qui est
ge´ne´ralement simplement note´
1
V
. On utilise´ une notation d’ope´rateur pour pouvoir y in-
clure les termes non diagonaux contenant des de´rive´es temporelles dans le SPN simule´ (le
terme source S
(g,i)
supl. de (11.1), que l’on a fusionne´ avec
1
V (g,i)
∂
∂t
φ˜
(g,i)
0 ). On va ainsi ge´ne´raliser
la me´thode quasi-statique pour pouvoir l’appliquer au SPN simule´.
Rappelons que l’e´quation d’e´volution du flux est associe´e a` celle des pre´curseurs de neutrons
retarde´s :
∂C l
∂t
= −λlC l +
∑
g′
βlνσ
g′
f φ
g′ (11.6)
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11.2.3 Les e´quations quasi-statiques comple`tes
On peut maintenant spe´cifier la condition qui de´finit comment la factorisation (11.4) est
faite. Elle consiste a` prendre : 〈
I1/V F ,Φ∗0
〉
= constante. (11.7)
Ici Φ∗0 est le flux adjoint calcule´ sur l’e´tat initial et les crochets de´note le produit scalaire
classique (inte´grale du produit sur les variables d’espace, d’e´nergie et d’angle). On pourrait
choisir ici une autre fonction que Φ∗0 pour faire la normalisation, et on obtiendrait des re´sultats
identiques a` ceux qui vont suivre, en remplac¸ant partout Φ∗0 par cette nouvelle fonction. Cepen-
dant, le choix de Φ∗0 permet d’obtenir des parame`tres de cine´tique point relativement stables,
ce qui est important pour que la me´thode ait un inte´reˆt. Ce point est explique´ dans [29]. On y
montre que l’utilisation du flux adjoint permet d’e´liminer la de´pendance du quotient ρ/Λ (la
cine´tique point y est tre`s sensible), au premier ordre, en les variations du flux.
Injectons la factorisation (11.4) dans l’e´quation cine´tique (11.5). On obtient :
I1/VN
∂
∂t
F + I1/V F
d
dt
N = N(−Tr −D + F p + S)F + Sn.ret.. (11.8)
Pour obtenir une e´quation sur N on multiplie (11.8) par Φ∗0 et on inte`gre :
N
〈
I1/V
∂
∂t
F ,Φ∗0
〉
+
dN
dt
〈
I1/V F ,Φ∗0
〉
= N 〈(−Tr −D + F p + S)F ,Φ∗0〉+ 〈Sn.ret.,Φ∗0〉 .
Le premier terme est nul en vertu de (11.7). On obtient ainsi, en divisant l’e´quation par〈
I1/V F ,Φ∗0
〉
:
dN
dt
=
ρ− βeff
Λ
N +
∑
l
λlcl, (11.9)
avec (χl est le vecteur des (χ
g
l )g)
ρ =
〈(−Tr −D + F + S)F ,Φ∗0〉
〈FF ,Φ∗0〉
, (11.10)
βeff =
〈∑
l F
d
l F ,Φ∗0
〉
〈FF ,Φ∗0〉
,
Λ =
〈
I1/V F ,Φ∗0
〉
〈FF ,Φ∗0〉
et
cl =
〈
χlC
l,Φ∗0
〉〈
I1/V F ,Φ∗0
〉 .
L’e´quation d’e´volution de cl est obtenue en multipliant 11.6 par χl puis en prenant le produit
scalaire avec Φ∗0. On obtient :
dcl
dt
= −λlcl +
βleff
Λ
N, (11.11)
156 Chapitre 11. Calculs monophysiques
avec :
βleff =
〈
F dl F ,Φ∗0
〉
〈FF ,Φ∗0〉
.
Il est visible que βeff =
∑
l β
l
eff .
(11.9) et (11.11) forment les e´quations de la cine´tique point. On peut les coupler avec la
re´solution de l’e´quation cine´tique comple`te exprime´e avec N et F : (11.8). On obtient ainsi les
e´quations dites quasi-statiques, que l’on peut re´e´crire comme suit :

I1/V
(
∂
∂t
F + F 1
N
dN
dt
)
= (−Tr −D + F p + S)F + Sn.ret.
N
∂C l
∂t
= −λlC l +N
∑
g′
βlνσ
g′
f Fg
′

Cine´tique de
la forme du flux
dN
dt
=
ρ− βeff
Λ
N +
∑
l
λlcl
dcl
dt
= −λlcl +
βleff
Λ
N.
Cine´tique point : e´volution de l’amplitude
(11.12)
Insistons sur le fait que ces e´quations ont e´te´ obtenues sans approximation et que la
re´solution comple`te de (11.12) donne donc la solution exacte du proble`me cine´tique.
11.2.4 Les deux approches (IQM et PCQM) pour la re´solution du syste`me
quasi-statique
Deux approches existent dans la litte´rature pour la re´solution du syste`me (11.12). L’ap-
proche historique [81], l’Improved Quasi-static Method (IQM), et une variante plus re´cente [31],
la Predictor-Corrector Quasi-static Method (PCQM).
a. L’Improved Quasi-static Method (IQM)
Dans cette approche, on cherche a` converger la re´solution des deux ensembles d’e´quations
couple´es qui forment le syste`me (11.12). On ite`re donc entre les re´solutions de la cine´tique
point et de la forme, en commenc¸ant par la cine´tique point (la forme, issue du pas de temps
pre´ce´dent ou d’un calcul stationnaire, est suppose´e constante pour la premie`re ite´ration). La
convergence est e´value´e a` partir de la contrainte (11.7). A l’issu du processus ite´ratif, la forme
est renormalise´e de fac¸on a` ce que (11.7) soit ve´rifie´e de manie`re exacte. Cette renormalisation
est importante pour la validite´ des e´quations de la cine´tique point. Il ne faut pas oublier de
mettre e´galement a` jour les concentrations de pre´curseurs quand on renormalise le flux (il s’agit
de fonctions affines du coefficient de renormalisation d’apre`s (8.11)).
b. La Predictor-Corrector Quasi-static Method (PCQM)
Cette fois on souhaite commencer par un calcul spatial, pour e´viter que la cine´tique point
n’avance avec des parame`tres issus du pas de temps pre´ce´dent. Comme les e´quations de la
forme issues de (11.12) peuvent difficilement se passer d’un calcul pre´liminaire de l’amplitude,
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on traite, pour commencer, directement l’e´quation du flux non factorise´ (11.5). La re´solution
e´tant faite sur un pas de temps large (sinon la factorisation quasi-statique n’a pas d’inte´reˆt),
on s’attend a` ce que le flux issu de ce calcul soit entache´ d’une erreur nume´rique importante.
La PCQM suppose que cette erreur est essentiellement porte´e par l’amplitude. On e´limine
donc cette dernie`re en renormalisant le flux pour qu’il respecte (11.7), et on obtient ainsi
une e´valuation de la forme du flux. Les e´quations de la cine´tique point sont ensuite re´solues,
et l’amplitude obtenue sert a` reconstruire un flux (et a` des concentrations de pre´curseurs)
”corrige´”.
c. Comparaison des me´thodes
La PCQM est pre´sente´e dans [31] comme une ame´lioration par rapport a` l’IQM, mais
n’est pas envisage´e lors de couplages multi-physiques. Cependant, dans ce cas, on va souhaiter
associer les disciplines couple´es a` la neutronique a` la re´solution de la cine´tique point. La PCQM,
qui commence par un calcul spatial pour e´viter de calculer l’amplitude avec retard, perd de
son inte´reˆt : le calcul de flux ne pourra prendre en compte l’influence des autres disciplines.
A l’inverse, le processus ite´ratif de l’IQM s’accommode bien de la ne´cessite´ de converger les
calculs couple´s, et on verra qu’il est possible de pre´dire l’e´volution de la re´activite´, le parame`tre
clef de la cine´tique point, en fonction des re´sultats des disciplines couple´es a` la neutronique.
L’IQM peut donc perdre ainsi une partie de son ”retard” intrinse`que.
L’IQM semble ainsi plus adapte´e pour les transitoires couple´s. Meˆme si l’on a e´galement
teste´ la PCQM, l’IQM a donc e´te´ privile´gie´e dans ce qui suit.
11.2.5 Re´solution nume´rique du syste`me quasi-statique
Les e´quations de la forme du flux peuvent eˆtre re´solues par un solveur cine´tique classique
au prix d’adaptations mineures.
Pour les e´quations de la cine´tique point, on a reproduit la me´thode dite Generalized Runge-
Kutta (GRK) qui est imple´mente´e dans CRONOS et qui est de´taille´e et teste´e dans [29].
Informatiquement, le solveur cine´tique point a e´te´ de´veloppe´ en C++ et un exe´cutable, qui est
appele´ par CAST3M, a e´te´ ge´ne´re´.
De´taillons un peu les modifications apporte´es au solveur cine´tique pour re´soudre les
e´quations de la forme issues de (11.12), et qui est donc utilise´ par l’IQM (voir section 11.2.4).
Un des objectifs de la de´composition du flux qui a amene´ au syste`me (11.12) est de tirer
parti des variations lentes de la forme, F , pour la calculer sur de grands pas de temps. Une
difficulte´ est que l’amplitude N , qui varie plus vite, intervient dans l’e´quation 3D. Il est donc
ne´cessaire de faire particulie`rement attention a` l’ordre des termes en N dans l’e´quation sur F .
Nous pre´sentons ici quatre sche´mas qui ont e´te´ teste´s. On note ∆t la dure´e du pas de temps
pour le calcul de la forme, et on suppose t = 0 au de´but du pas de temps.
Notons que quel que soit le sche´ma utilise´, l’acce´le´ration par rebalancing (voir paragraphe
d. de la section 8.3.2) est utilise´e sans avoir besoin d’adaptation particulie`re.
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a. Pre´sentation des sche´mas
Sche´ma ”milieu” : On suppose que la cine´tique point est re´solue sur des pas de temps plus
fins que l’e´quation sur la forme, et que l’on dispose donc d’une e´valuation des valeurs de N et de
dN
dt
en
∆t
2
. On utilise ces valeurs dans l’e´quation sur F . On notant α = ∆t
N (∆t/2)
dN
dt
(∆t/2),
on obtient ainsi le θ-sche´ma suivant :
I1/V
(F(∆t)(1 + θα)−F(0)(1− (1− θ)α)
∆t
)
=
(−Tr −D + F p + S)(θF(∆t) + (1− θ)F(0)) + Sn.ret.
N(∆t/2)
.
(11.13)
La modification des termes diagonaux issus de l’ope´rateur I1/V sont traite´s simplement en
multipliant la matrice de masse M , quand elle intervient dans (8.16), par (1 + θα), et, quand
elle intervient dans (8.17), par (1− (1− θ)α). Les termes non diagonaux de I1/V sont modifie´s
en multipliant le terme en
1
θV g∆t
de (C.26) par (1 + αθ). Un calcul simple montre que (C.27)
n’a pas besoin d’eˆtre modifie´e.
Pour le traitement des pre´curseurs, on e´value N et F au meˆme moment. La source de
fissions-pre´curseurs (8.13) modifie´e s’obtient donc en posant C˜st
g
1 = Cst
g
1
N(0)
N(∆t/2)
, C˜st
g
2 =
Cstg2
N(∆t)
N(∆t/2)
et en divisant le dernier terme, en C l(0), par N(∆t/2).
Sche´ma ”moyen” : Cette fois-ci on suppose que l’on ne dispose pas d’information en
∆t
2
, et
on utilise donc une moyenne pour centrer le sche´ma en N . On de´finit Nmoyen =
N(∆t) +N(0)
2
,
et α =
N(∆t)−N(0)
Nmoyen
. On obtient alors le meˆme sche´ma que pre´ce´demment (11.13) en rem-
plac¸ant N(∆t/2) par Nmoyen et en utilisant la nouvelle de´finition de α.
Sche´ma ”e´quivalent” : On ne cherche plus a` centrer le sche´ma en N mais a` construire un
sche´ma e´quivalent au sche´ma classique. On discre´tise donc N et F aux meˆmes temps, ce qui
donne, avec αB =
N(0)
N(∆t)
:
I1/V
(F(∆t)−F(0)αB
∆t
)
= (−Tr −D + F p + S)(θF(∆t) + (1− θ)αBF(0)) + Sn.ret.
N(∆t)
.
Cette fois-ci, pour de´finir ce sche´ma, il faut multiplier la matrice de masse M , quand elle
intervient dans (8.17) par αB et (C.27) par 1 + θ(αB − 1). Lorsque θ est diffe´rent de 1 il faut
aussi multiplier toutes les sources explicites par αB. Enfin pour les pre´curseurs, par rapport a`
ce qui est explique´ plus haut pour le sche´ma ”milieu”, il faut remplacer N(∆t/2) par N(∆t).
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Sche´ma ”inte´gral” : Ce sche´ma, propose´ dans [89], est base´ sur une inte´grale en temps de
l’e´quation de forme sur ∆t. Le terme en
∂
∂t
F peut eˆtre traite´ de fac¸on exacte. Celui en F 1
N
dN
dt
est approxime´ par ln
(
N(∆t)
N(0)
) F(∆t) + F(0)
2
. Les autres termes sont pris constants sur ∆t.
En posant α = ln
(
N(∆t)
N(0)
)
, on obtient :
I1/V
F(∆t)
(
1 +
α
2
)
−F(0)
(
1− α
2
)
∆t
 =
(−Tr −D + F p + S)(θF(∆t) + (1− θ)F(0)) + Sn.ret.
N(∆t/2)
.
Le traitement est quasiment identique a` celui du sche´ma milieu, en remplac¸ant θ par 0.5
et en utilisant la nouvelle de´finition de α. La seule diffe´rence est le terme (C.27) qui doit
maintenant eˆtre multiplie´ par 1 + α(0.5− θ).
b. Comparaison des sche´mas
Pour ne pas s’e´tendre inutilement sur les comparaisons entre ces sche´mas, nous les classons
simplement ici en fonction de ce qui a pu eˆtre observe´ qualitativement de leur comportement.
Un sche´ma est conside´re´ pre´cis si l’erreur faite sur la condition de factorisation (11.7) lors d’un
calcul couple´ (ils seront pre´sente´s plus bas) avec de grands pas de temps est petite.
— Le sche´ma ”e´quivalent” est le plus mauvais de tous, et de loin. C’est en effet le seul qui
ne cherche pas a` centrer l’influence de l’amplitude.
— Le sche´ma ”moyen” suit, mais est de´ja` bien plus pre´cis.
— Un gain net est encore re´alise´ en passant au sche´ma ”milieu”. Il semble que la cohe´rence,
avec la cine´tique point, du couple N et
dN
dt
utilise´ dans l’e´quation de forme soit impor-
tante.
— Enfin, le sche´ma ”inte´gral” est encore un peu plus pre´cis que le sche´ma ”milieu”, sauf
au tout de´but du transitoire, ou`, pour une raison mal comprise, il produit une erreur
assez importante. Pour cette raison, le sche´ma milieu lui a e´te´ pre´fe´re´ pour la suite.
Notons que l’importance de la pre´cision des sche´mas telle qu’on la de´finit ici est toute
relative, puisqu’on renormalise toujours la forme pour que la condition (11.7) soit ve´rifie´e de
fac¸on exacte.
11.2.6 Simplifications du syste`me d’e´quation quasi-statique
Il existe au moins trois fac¸ons de simplifier les e´quations quasi-statiques. Nous ne les avons
pas utilise´es, mais les passons en revue ici par souci d’exhaustivite´.
a. Me´thode quasi-statique originale
Cette me´thode, de´crite dans [29], consiste a` ne´gliger le terme en
∂
∂t
F dans l’e´quation
cine´tique de la forme du flux. Elle est justifie´e par le fait la forme du flux est construite pour
varier lentement en temps.
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L’e´quation devient alors :
I1/V
(
F 1
N
dN
dt
)
= (−Tr −D + F p + S)F + Sn.ret.
N
Graˆce a` l’absence de terme en
∂
∂t
F , elle peut eˆtre re´solue par un solveur stationnaire. Elle
ne´cessite quand meˆme de calculer les concentrations locales des pre´curseurs dans le re´acteur.
b. Me´thode adiabatique
Dans cette me´thode, que l’on retrouve dans [29] et [89], on ne´glige aussi le terme en
1
N
dN
dt
.
Cette hypothe`se est juste dans les transitoires lents, pilote´s par la cine´tique des pre´curseurs.
L’e´quation de la forme du flux devient alors simplement :
(−Tr −D + F p + S)F + Sn.ret.
N
= 0
Il n’y a plus de termes cine´tique, mais les concentrations locales des pre´curseurs doivent
toujours eˆtre calcule´es.
c. Approximation de la cine´tique ponctuelle
Cette fois-ci on e´limine la ne´cessite´ de calculer localement les concentrations des pre´curseurs
en supposant qu’ils s’e´quilibrent instantane´ment. On pose alors directement l’e´quation critique
telle qu’on l’a e´crite ici (8.3) par exemple, dans le cas de la diffusion. La re´activite´ introduite
dans la cine´tique point est directement de´duite du coefficient multiplicateur calcule´ par le
solveur critique : ρ =
Keff − 1
Keff
. Notons qu’il faut alors de´finir une normalisation du flux.
Une discussion a` propos de la validite´ de cette approche peut eˆtre trouve´e dans [89].
Le gros inte´reˆt de cette me´thode est qu’elle peut eˆtre utilise´e lorsque l’on ne dispose que
d’un solveur critique.
11.2.7 Evaluation du solveur de cine´tique point sur Godiva
Pour ve´rifier le solveur de cine´tique point utilise´, le calcul des parame`tres cine´tiques (ce
qui passe par un calcul de flux adjoint) et la cohe´rence de la cine´tique point avec la cine´tique
spatiale, on confronte les re´sultats de la cine´tique point a` ceux d’un calcul 3D. On anticipe un
peu sur la suite, puisqu’il s’agit en re´alite´ du de´but du transitoire couple´ que l’on verra plus
loin. On ne s’inte´resse ici qu’aux 1, 5.10−4 premie`res secondes, pendant lesquelles l’impact du
couplage sur la neutronique est ne´gligeable. On impose aux deux solveurs un exce`s en re´activite´
de 758pcm. Le βeff calcule´ e´tant de 712pcm, on est critique prompt.
Les re´sultats sont donne´s figure 11.5. La re´fe´rence correspond au calcul en SP3 cine´tique
avec des pas de temps de 10−7s (le pas de temps est converge´). Le solveur de cine´tique point
calcule automatiquement son pas de temps. Le cas ”CP sans termes non diagonaux” illustre
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l’importance des termes non diagonaux dans le calcul de Λ. Dans ce cas on ne les a pas pris
en compte (on a utilise´ l’ope´rateur d’inertie classique de diffusion, voir tableau 11.5), et on
constate qu’alors la cine´tique point ne donne pas les bons re´sultats. Le cas ”CP avec termes
non diagonaux” utilise des parame`tres calcule´s sur l’e´tat stationnaire initial, en prenant bien en
compte les termes non diagonaux de I1/V dans le calcul de Λ. Les re´sultats sont cette fois bien
cohe´rents avec ceux de la cine´tique spatiale. Pour information, on trouve un Λ de 5.449 10−9s (et
4.309 10−9s sans les termes non diagonaux). C’est environ deux ordres de grandeur infe´rieur
a` ce qui est obtenu en RNR-Na, ou` l’on a de´ja` des valeurs deux a` trois ordres de grandeur
infe´rieures qu’en REP.
Figure 11.5 – Evaluation de la cine´tique point sur Godiva.
11.3 Thermique
On traite l’e´quation de diffusion thermique classique (T est la tempe´rature, ρ la masse
volumique, Cp la capacite´ thermique spe´cifique, λ la conductivite´ thermique et P la puissance
volumique) :
ρCp
∂T
∂t
= λ∆T + P.
ρ, Cp et λ sont donne´es, pour Godiva, dans le tableau 10.1. La puissance P est, quant a`
elle, de´termine´e par le calcul neutronique.
Pour re´soudre l’e´quation, on utilise des diffe´rences finies sur le terme avec la de´rive´e tem-
porelle et un θ-sche´ma sur celui avec des de´rive´es spatiales. La puissance est suppose´e fixe´e ici.
On note, comme pre´ce´demment, le pas de temps ∆t et on suppose t = 0 au de´but du pas de
temps. On obtient ainsi :
ρCp
T (∆t)− T (0)
∆t
= λ∆(θT (∆t) + (1− θ)T (0)) + P. (11.14)
On impose, au bord de la sphe`re, T = 0 pour les calculs stationnaires et ∇T = 0 (soit
un flux de chaleur nul) pour les calculs instationnaires. Ce type de proble`me peut eˆtre re´solu
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facilement, par la me´thode des e´le´ments finis, par CAST3M et nous ne nous e´tendrons pas
dessus. Seuls les effets relatifs de tempe´rature nous inte´resse, et c’est pourquoi nous imposons
T = 0 au bord. Les tempe´ratures donne´es par la suite doivent eˆtre vues comme un e´cart par
rapport a` la tempe´rature initialement impose´e au bord.
11.4 Me´canique
Une pre´sentation de´taille´e des e´quations survole´es ici peut eˆtre trouve´e dans [67]. Dans
cette section, les tenseurs sont souligne´s et leur dimension est indique´e par le nombre de souli-
gnements.
Nous traitons ici un proble`me cine´tique d’e´lasticite´ line´aire (petites de´formations), sans
pre´contrainte, d’un mate´riau isotrope.
Un proble`me d’e´lasticite´ line´aire peut s’exprimer ainsi :
Trouver le champ de de´placement u cine´matiquement admissible (re´gulier et qui ve´rifie les
conditions aux limites) et le champ de tenseur des contraintes σ statiquement admissible
(re´gulier, syme´trique, qui ve´rifie les conditions aux limites et divσ + f = ργ, avec f force
volumique s’exerc¸ant sur le syste`me, ρ la densite´ et γ le vecteur acce´le´ration) relie´s par la loi
de comportement du mate´riau.
Dans le cas de l’e´lasticite´ line´aire sans pre´contrainte, la loi de comportement est une relation
line´aire entre σ et , le tenseur de de´formation (  =
1
2
(
∇u+∇ut
)
, avec ∇u la jacobienne de
u ) :
σ = C : − (T − T0)κ.
Pour un mate´riau isotrope, cette loi s’e´crit simplement (T et T0 sont les tempe´ratures
courante et initiale, α est le coefficient de dilatation thermique, λ et µ sont les coefficients de
Lame´ caracte´ristiques du mate´riau, et κ =
3λ+ 2µ
3
) :
σ = λTr()1+ 2µ− 3κα(T − T0)1. (11.15)
λ, µ et K peuvent se de´duire du module de Young E et du coefficient de Poisson ν (donne´s
pour Godiva dans le tableau 10.1) ainsi :
λ =
Eν
(1 + ν)(1− 2ν) , µ =
E
2(1 + ν)
, κ =
E
3(1− 2ν) .
Nous admettons que ce proble`me peut s’e´crire sous la forme e´quivalente (dite formulation
faible, ou formulation variationnelle, voir section 8.1), en l’absence de force exte´rieure :
Trouver σ et u admissibles ve´rifiant ∀uˆ de´placement admissible :
∫
Ω0
ργ · uˆdΩ0 +
∫
Ω0
σ : (uˆ)dΩ0 = 0. (11.16)
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On note que les inte´grales portent sur Ω0, c’est a` dire la configuration de re´fe´rence (non
de´forme´e). On est dans le cadre de l’hypothe`se de petites de´formations.
Suivant la de´marche de la section 8.1, on introduit maintenant les fonctions tests de la
me´thode des e´le´ments finis note´es ξi. Notons qu’elles sont ici vectorielles. On va re´soudre le
proble`me (11.16) sur l’espace vectoriel de dimension finie ge´ne´re´ par les ξi. On cherche donc le
de´placement u comme une combinaison line´aire des ξi : u =
∑
i uiξi. Remarquons que l’on a
l’acce´le´ration simplement : γ =
∑
i u¨iξi. On note U le vecteur des ui. On introduit e´galement
les de´formations bi associe´es aux de´placements e´le´mentaires ξi : bi =
1
2
(
∇ξi +∇ξit
)
.
En injectant (11.15) dans (11.16), en de´composant de´formation et acce´le´ration sur la base
des ξi et en testant l’e´galite´ sur tous les vecteurs de la base, on obtient le syste`me line´aire :
MU¨ +KU = F, (11.17)
avec :
— (M)ij =
∫
Ω0
ρξi · ξjdΩ0. M est la matrice de masse,
— (K)ij =
∫
Ω0
(
λTr(bi)Tr(bj) + 2µTr(bi · bj)
)
dΩ0. K est la matrice de rigidite´,
— (F )i =
∫
Ω0
3κα(T − T0)Tr(bi)dΩ0.
Le syste`me (11.17) ne dissipe pas d’e´nergie, ce qui n’est pas re´aliste. Pour cette raison, on
introduit ge´ne´ralement un terme dissipatif, et on re´sout a` la place :
MU¨ + CU˙ +KU = F, (11.18)
C est la matrice d’amortissement. On la choisit ici proportionnelle a` la matrice de masse :
C = aM . a est fixe´ arbitrairement (20000s−1 ici) pour amortir les oscillations me´caniques sans
les e´liminer totalement.
On a de´veloppe´, pour re´soudre (11.18), un sche´ma de Newmark, me´thode de re´solution clas-
sique en me´canique. Plus pre´cise´ment, on utilise le sche´ma de Newmark a` acce´le´ration moyenne
qui est tre`s robuste : il est inconditionnellement stable. Il consiste a` approximer de´placement
et vitesse par des de´veloppements limite´s faisant apparaˆıtre l’acce´le´ration courante. On note
ici encore le pas de temps ∆t et on suppose t = 0 au de´but du pas de temps :
U(∆t) = U(0) + ∆tU˙(0) +
∆t2
2
(
1
2
U¨(0) +
1
2
U¨(∆t)
)
,
U˙(∆t) = U˙(0) + ∆t
(
1
2
U¨(0) +
1
2
U¨(∆t)
)
.
En injectant ces de´veloppements limite´s dans (11.18), on obtient :(
M + C
∆t
2
+K
∆t2
4
)
U¨(∆t) = −C
(
U˙(0) +
∆t
2
U¨(0)
)
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−K
(
U(0) + ∆tU˙(0) +
∆t2
4
U¨(0)
)
+ F (t).
La re´solution de ce syste`me donne U¨(∆t), puis, en l’injectant dans les de´veloppements
limite´s de U et de U˙ , on obtient U(∆t) et U˙(∆t).
On associe a` cette e´quation des conditions aux limites de de´placement nul au centre de la
sphe`re et de surface libre (F = 0) a` sa pe´riphe´rie.
Chapitre 12
Calculs couple´s
Nous avons de´fini au chapitre pre´ce´dent comment chacune des disciplines e´tait re´solue. Nous
nous inte´ressons maintenant aux calculs couple´s, travail qui a fait l’objet d’une publication [84].
Commenc¸ons par l’e´tablissement d’une re´fe´rence pour la suite.
12.1 Etablissement d’une re´fe´rence
12.1.1 Avec une neutronique cine´tique spatiale ”comple`te”
Nous commenc¸ons en utilisant les e´quations neutroniques cine´tiques spatiales sans la fac-
torisation quasi-statique (on re´sout directement (11.1)).
On va utiliser pour cela la technique de couplage la plus simple et la plus utilise´e, celle de
Gauss-Seidel (voir section 3.2 pour plus de de´tails a` son propos), repre´sente´e figure 12.1. On
pourra ainsi juger des gains des autres me´thodes vis a` vis de celle-ci.
Figure 12.1 – Sche´ma de Gauss-Seidel pour la re´alisation d’un couplage sur Godiva, avec
neutronique cine´tique spatiale.
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Ces ite´rations de Gauss-Seidel sont re´alise´es a` l’initialisation et a` chaque pas de temps pour
converger sur un sche´ma global implicite (voir section 4.1.3 pour la re´alisation de sche´mas
non explicites avec Gauss-Seidel ou Newton). La neutronique et la termique sont e´galement
implicites par rapport a` leurs propres variables. Dans les faits, sur les pas de temps converge´s,
une seule ite´ration est ne´cessaire a` chaque pas de temps, ce qui revient a` avoir un sche´ma de
couplage explicite. Le meˆme pas de temps est utilise´ pour chaque discipline et pour le couplage.
Le transitoire est initialise´ comme suit :
1. La matrice de fission est normalise´e de fac¸on a` imposer une re´activite´ initiale de 758pcm.
Cette re´activite´ initiale a e´te´ ajuste´e pour reproduire la cine´tique neutronique observe´e
pendant la premie`re phase du burst de puissance le plus violent re´alise´. On obtient ainsi
une pe´riode (temps de multiplication par e de la puissance) de 11.6µs, comme dans
l’expe´rience (voir tableau 10.2).
2. On normalise le flux initial a` 100W.
3. Un e´tat stationnaire global est calcule´. Deux ite´rations sont suffisantes. On obtient une
tempe´rature moyenne initiale de 0.83K et une dilatation initiale de 10−4cm.
On utilise du SP3 a` 9 groupes d’e´nergie (donc 18 pseudo-groupes) en neutronique (voir
section 11.1.3 pour une e´valuation du mode`le). Ce sera le cas pour tous les calculs du chapitre.
Les courbes d’e´volution de la puissance, de la tempe´rature moyenne et du rayon de la
sphe`re sont donne´es respectivement figures 12.2, 12.3 et 12.4, pour diffe´rents pas de temps. On
constate que le pas de temps est converge´ a` partir de 10−7s et que la neutronique l’impose : la
courbe de puissance varie en fonction du pas de temps de`s le de´but du transitoire, alors que
les autres disciplines ne jouent pas encore de roˆle.
Figure 12.2 – Evolution de la puissance, pour diffe´rents pas de temps, pendant le transitoire
couple´ de Godiva, avec cine´tique neutronique spatiale.
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Figure 12.3 – Evolution de la tempe´rature moyenne, pour diffe´rents pas de temps, pendant le
transitoire couple´ de Godiva, avec cine´tique neutronique spatiale.
Figure 12.4 – Evolution de la taille de la sphe`re, pour diffe´rents pas de temps, pendant le
transitoire couple´ de Godiva, avec cine´tique neutronique spatiale.
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Les principaux re´sultats obtenus, avec un pas de temps de 10−7s (ce sera le calcul de
re´fe´rence a` l’avenir), sont donne´s tableau 12.1 et sont compare´s a` l’expe´rience (voir tableau
10.2) et a` ceux de PSI (voir section 10.2).
Grandeur Expe´rience Calcul PSI Nos re´sultats
”Pe´riode” (temps de multiplication par e 11.6µs 11.7µs 11.6µs
de la puissance sans contre-re´action)
Exce`s en re´activite´ initial 1.082$ 758pcm,
soit 1.065$
Puissance maximale 8.6GW 5.2GW 10.8GW
Ele´vation de tempe´rature moyenne finale 38K 65K
Variation de volume 0.13% 0.27%
Tableau 12.1 – Re´sultats de re´fe´rence (neutronique cine´tique spatiale) pour le couplage sur
Godiva, compare´s a` l’expe´rience et a` ceux de PSI.
On reproduit bien les formes des courbes obtenues par PSI (figure 10.3), avec notamment
une stabilisation de la puissance un peu au dessus du MW et des oscillations me´caniques de
fre´quence similaire.
L’exce`s de re´activite´ initial a e´te´ ajuste´ empiriquement dans notre cas, et probablement
e´galement a` PSI, pour reproduire la pe´riode de l’expe´rience. L’exce`s de re´activite´ e´tant exprime´
en dollars, la valeur de celui-ci est importante. Il s’agit de la valeur du βeff telle que de´finie
section 11.2.3. On trouve dans notre cas 712pcm. Cette valeur n’est pas donne´e dans les comptes
rendus de l’expe´rience. Notons que le βeff est diffe´rent du β intervenant dans les e´quations
cine´tique, par exemple (C.1), qui vaut dans notre cas 685pcm. La diffe´rence tient au fait que
la de´finition du βeff ponde`re les neutrons par leur importance neutronique.
On a une puissance au pic, une tempe´rature moyenne finale et une dilatation de la sphe`re
plus grandes que l’expe´rience et que calcule´es par PSI. Il est difficile d’en connaˆıtre la raison,
meˆme si l’on peut soupc¸onner le mode`le neutronique qui est, comme nous l’avons vu section
11.1.3, imparfait. Nos re´sultats sont tout de meˆme relativement proches de l’expe´rience et
reproduisent bien la physique du phe´nome`ne qui est un couplage fort entre neutronique et
thermome´canique, comme nous le souhaitions.
12.1.2 Avec la factorisation quasi-statique
Nous utilisons ici la factorisation quasi-statique pre´sente´e section 11.2. Cette formulation
du proble`me cine´tique semble en effet prometteuse pour la re´solution de proble`mes couple´s. Les
e´quations de la cine´tique point, qui sont simples et rapides a` re´soudre, peuvent eˆtre re´solues
sur des pas de temps fins en liaison avec les disciplines couple´es a` la neutronique. Il est fre´quent
par exemple que des codes de thermo-hydraulique embarquent leur propre solveur de cine´tique
point. On peut ainsi re´aliser un couplage pre´cis, car utilisant des pas de temps fins, avec
une neutronique tre`s simplifie´e et corriger celle-ci par des appels (plus rares que si c’e´tait la
seule source d’information sur le comportement neutronique du syste`me) a` une neutronique
spatiale adapte´e. Rappelons que, malgre´ son nom, la factorisation quasi-statique n’est pas une
de´gradation du mode`le, elle n’implique aucune hypothe`se.
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On utilise un sche´ma de couplage qui tire parti de la de´composition du calcul neutronique.
La cine´tique point, la thermique et la me´canique sont chaˆıne´es, comme l’illustre la figure 12.5,
sur des pas de temps δt. L’e´quation d’e´volution de la forme du flux est, quant a` elle, couple´e
avec la re´alisation de n pas de temps du chaˆınage cine´tique point - thermique - me´canique.
Le couplage est simplement explicite et est illustre´, pour l’approche IQM (voir section 11.2.4),
figure 12.6. La forme du flux obtenu par le calcul spatial est renormalise´e pour que la condition
(11.7) soit ve´rifie´e de fac¸on exacte. Insistons sur le fait que meˆme si l’algorithme IQM est
normalement ite´ratif, on ne recalcule pas ici un pas de temps. On ne fait qu’une seule ite´ration.
La re´activite´ est donc constante sur le pas de temps.
Pour reproduire l’approche PCQM que l’on teste plus bas, il suffit d’inverser l’ordre
d’exe´cution indique´ figure 12.6 : la neutronique spatiale est appele´e en premie`re (et on rem-
place calcul de forme par calcul de flux), et est suivie par la cine´tique point, la thermique et la
me´canique. On note dans les deux cas le pas de temps global ∆t(= nδt).
Figure 12.5 – Sche´ma de chaˆınage entre cine´tique point, thermique et me´canique.
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Figure 12.6 – Couplage entre cine´tique de la forme du flux et le chaˆınage pre´ce´dent.
δt est fixe´, ici et pour la suite, a` 10−7s.
Les courbes d’e´volution, obtenues par les approches IQM et PCQM, de la puissance, de la
tempe´rature moyenne et du rayon de la sphe`re sont donne´es figures 12.7 a` 12.9. Les principaux
re´sultats sont re´sume´s tableau 12.2. La ”re´fe´rence” est le couplage calcule´ sans la factorisation
quasi-statique et avec des pas de temps de 10−7s (voir section 12.1.1).
Figure 12.7 – Evolution de la puissance, pour diffe´rents pas de temps ∆t, pendant le transitoire
couple´ de Godiva, avec factorisation quasi-statique et approches IQM et PCQM.
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Figure 12.8 – Evolution de la tempe´rature moyenne, pour diffe´rents pas de temps ∆t, pendant
le transitoire couple´ de Godiva, avec factorisation quasi-statique et approches IQM et PCQM.
Figure 12.9 – Evolution de la taille de la sphe`re, pour diffe´rents pas de temps ∆t, pendant le
transitoire couple´ de Godiva, avec factorisation quasi-statique et approches IQM et PCQM.
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Grandeur Re´fe´rence IQM IQM PCQM
(dt = 10−7s) ∆t = 10−7s ∆t = 10−5s ∆t = 10−5s
Puissance 10.8GW 10.9GW 16.4GW 16.2GW
maximale
Ele´vation de 65K 66K 89K 89K
tempe´rature
moyenne finale
Variation de 0.27% 0.27% 0.37% 0.37%
volume
Temps de 5h38 5h57 13min 15min
calcul
Tableau 12.2 – Re´sultats obtenus avec la factorisation quasi-statique et les approches IQM et
PCQM pour le couplage sur Godiva, avec diffe´rents pas de temps ∆t.
Tout d’abord, on constate que l’algorithme IQM converge bien vers la re´fe´rence (c’est
bien suˆr e´galement le cas de la PCQM). En outre, les algorithmes IQM et PCQM ont un
comportement similaire lorsque le pas de temps croˆıt. En effet, l’approche PCQM utilise une
re´activite´ ”amont”, mais qui ne tient pas compte de l’e´volution de thermo-me´canique. C’est
a` peu pre`s e´quivalent dans notre cas au fait de n’utiliser qu’une re´activite´ ”aval” comme le
fait l’algorithme IQM ici (une seule ite´ration est faite). En outre, parce qu’il est non ite´ratif et
parce qu’il fournit de´ja` une re´activite´ ”amont” (qui est mauvaise), l’algorithme PCQM est peu
adapte´ aux techniques de couplage que l’on verra plus loin. Par la suite, on s’est donc concentre´
sur l’approche IQM pour l’e´tude des techniques de couplage.
La comparaison des temps de calcul permet de confirmer que ce sont bien les calculs neu-
troniques spatiaux qui couˆtent cher (δt e´tant toujours e´gal a` 10−7s, les autres calculs sont faits
le meˆme nombre de fois). Dans les cas ”IQM”, le calcul de forme n’a pas a` faire e´voluer l’am-
plitude du flux, contrairement aux deux autres cas. On s’attendrait donc a` gagner en temps de
calcul, meˆme avec des pas de temps ∆t identiques. Cependant, la technique d’acce´le´ration par
rebalancing utilise´e ici (voir paragraphe d. section 8.3.2) gomme cet effet, ce qui nous ame`ne a`
des temps de calcul comparables a` pas de temps pour les calculs spatiaux identiques.
12.2 Travail sur les me´thodes de couplage
12.2.1 Pas de temps fixe
On fait appel ici aux me´thodes de couplage en transitoire, pre´sente´es au chapitre 4, pour
tenter d’ame´liorer la pre´cision du calcul quasi-statique avec des pas de temps ∆t de 10−5s
(δt vaut toujours 10−7s). Explicitons pour commencer les diffe´rentes approches teste´es. Nous
verrons qu’elles se concentrent sur la re´activite´, qui est ici, comme souvent, l’information la
plus importante issue du calcul spatial.
a. Pre´sentation des me´thodes utilise´es
Gauss-Seidel : Comme dans l’algorithme IQM original (voir section 11.2.4), on re´pe`te ici
le calcul de chaque pas de temps ∆t jusqu’a` convergence (voir section 4.1.3 pour l’utilisation
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de Gauss-Seidel dans un couplage en temps). La re´activite´ et le rayon de la sphe`re sont uti-
lise´s comme crite`res de convergence (on conside`re l’e´cart entre deux ite´rations successives ; les
crite`res sont de 0.1pcm et de 10−5cm respectivement). La condition (11.7) ne peut pas eˆtre uti-
lise´e : a` cause de l’introduction de calculs non neutroniques, cette condition n’est pas toujours
respecte´e a` la convergence. Il est alors particulie`rement important de renormaliser la forme
obtenue pour imposer le respect de (11.7), pour que les e´quations de la cine´tique point, base´es
sur cette condition, restent justes. A partir de la deuxie`me ite´ration, la re´activite´ est interpole´e
line´airement, pour les calculs de cine´tique point, entre t et t+ ∆t :
ρ(t+mδt) ≈ ρ(t) + mδt
∆t
(ρ(t+ ∆t)− ρ(t)).
Extrapolation line´aire : Il s’agit du ”traitement d’ordre plus e´leve´ des non-line´arite´s”,
explique´ section 4.2.2, et applique´ a` la re´activite´. Ainsi on cherche a` pre´dire, pour les calculs
de cine´tique point, la re´activite´ en t+mδt en fonction de la re´activite´ en t et en t−∆t. Cela
donne (une seule ite´ration est faite par pas de temps) :
ρ(t+mδt) ≈ ρ(t) + mδt
∆t
(ρ(t)− ρ(t−∆t)).
Contre-re´action : On cherche ici aussi a` pre´dire la re´activite´ en t+mδt, mais cette fois en
ne supposant plus la line´arite´ par rapport au temps, mais par rapport a` un re´sultat du calcul
me´canique (qui est fait tous les δt, comme la cine´tique point). On introduit ainsi un retour
dans le chaˆınage de´crit figure 12.5. On choisit comme variable le rayon de la sphe`re, note´ ici r,
et on suppose que la re´activite´ est line´aire entre le rayon initial et le rayon courant, (et pas sur
un intervalle ∆t par exemple) pour e´viter les erreurs nume´riques lorsque la de´rive´e en temps
de cette variable s’annule. On e´crit ainsi (la` encore, une seule ite´ration est faite par pas de
temps) :
ρ(t+mδt) ≈ ρ(t) + ρ(t)− ρ(0)
r(t)− r(0) (r(t+mδt)− r(t)).
Pas de temps de´cale´s : Nous citons cette me´thode pour expliquer qu’elle ne semble a priori
pas adapte´e au quasi-statique. L’ide´e, expose´e a` la section 4.2.1, est de de´caler d’un demi pas
de temps l’exe´cution des disciplines couple´es pour qu’elles utilisent chacune les informations
de milieux de pas de temps de l’autre. Cependant, dans le couplage calcul d’amplitude - calcul
de forme, expose´ en de´tail section 11.2.5, on utilise de´ja` des informations de de´but et de fin
de pas de temps ∆t issues de la cine´tique point (notamment pour le calcul des pre´curseurs
dans l’e´quation de forme). A cause de cela, il n’a pas e´te´ trouve´ de sche´ma de couplage tirant
re´ellement parti de l’ide´e d’un de´calage des pas de temps.
b. Interpre´tation des re´sultats
On donne tableau 12.3 les principaux re´sultats obtenus avec ces me´thodes.
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Grandeur IQM IQM Gauss- Extra- Contre-
∆t = 10−7s ∆t = 10−5s Seidel polation re´action
line´aire
Puissance 10.9GW 16.4GW 10.5GW 12.6GW 11.0GW
maximale
Ele´vation de 66K 89K 64K 72K 66K
tempe´rature
moyenne finale
Variation de 0.27% 0.37% 0.27% 0.30% 0.28%
volume
Temps de 5h57 13min 25min 14min 14min
calcul
Tableau 12.3 – Re´sultats obtenus, sur Godiva, avec des pas de temps fixes ∆t = 10−5s et
l’approche IQM, pour diffe´rentes techniques de couplage.
Toutes les techniques de couplage teste´es ici ame´liorent significativement les re´sultats en
les rapprochant de ceux du calcul converge´ ”IQM ∆t = 10−7s”. Les ite´rations de Gauss-Seidel
sont ne´anmoins couˆteuses en temps de calcul et conduisent a` sous-estimer le´ge`rement le pic de
puissance, probablement a` cause de l’hypothe`se de variation line´aire en temps de la re´activite´
qui y est faite. En re´alite´, a` cause des oscillations visibles figure 12.9, la de´rive´e seconde en temps
de la re´activite´ est forte. La me´thode d’extrapolation line´aire souffre du meˆme inconve´nient,
renforce´ par la distance entre les points connus de re´activite´ et ceux pre´dits. La me´thode de
contre-re´action, elle, ne suppose qu’une relation line´aire entre la re´activite´ et un re´sultat de la
thermo-me´canique calcule´ a` chaque δt. Cela explique que la me´thode soit la plus pre´cise, alors
meˆme qu’elle n’affecte pas le temps de calcul.
On donne figure 12.10 l’e´volution de la re´activite´ des diffe´rentes techniques teste´es ici. Le
manque de pre´cision de l’approche initial est visible. On voit e´galement nettement les erreurs
commises par l’extrapolation line´aire a` proximite´ des extremums : la de´rive´e seconde de la
re´activite´ y est maximale. Les pas de temps utilise´s sont trop grands pour cette approche. Les
me´thodes de Gauss-Seidel et a` contre-re´action permettent quant a` elles de lisser efficacement la
courbe et de se rapprocher de la re´fe´rence. L’effet de l’hypothe`se de line´arite´ dans l’algorithme
de Gauss-Seidel est visible au niveau du premier minimum de re´activite´ : le pic est le´ge`rement
e´creˆte´.
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Figure 12.10 – Evolution de la re´activite´, pour diffe´rentes techniques de couplage, avec ∆t =
10−5s et l’approche IQM, pendant le transitoire couple´ de Godiva.
Il est inte´ressant de voir au passage que l’e´tat final n’est pas un e´tat ve´ritablement station-
naire puisque la re´activite´ est diffe´rente de 0. C’est un e´tat stationnaire du point de vue des
neutrons prompts : la re´activite´ finale est infe´rieure au βeff et la puissance a diminue´ jusqu’a`
ce que le flux soit en e´quilibre avec les pre´curseurs. Sur une plus grande e´chelle de temps, on
verrait une compe´tition entre l’augmentation naturelle de la puissance, pilote´e par la vitesse
d’e´volution des concentrations de pre´curseurs, et la dilatation de la sphe`re (conduisant a` une
baisse de re´activite´), jusqu’a` ce que la re´activite´ ne devienne ne´gative, et que la re´action en
chaˆıne ne s’e´touffe d’elle-meˆme.
c. Note sur la me´thode de contre-re´action
Nous avons suppose´ ici que la re´activite´ variait line´airement avec le rayon de la sphe`re pour
de´finir la me´thode de contre-re´action. Graˆce a` la faible de´formation du syste`me, le proble`me est
bien line´aire et cette me´thode donne de bons re´sultats. Il est cependant le´gitime de s’interroger
sur la ge´ne´ralisation de cette me´thode a` d’autres cas d’application. Il est en fait tout a` fait
possible de de´finir des contre-re´actions spatiales dans le cas ge´ne´ral, a` condition que Φ∗0 soit
utilise´ comme fonction de ponde´ration et que le syste`me n’ait pas trop e´volue´ depuis t = 0.
Supposons que l’on connaisse a` l’instant t la re´activite´ ρ(t), la forme du flux F(t) et les
diffe´rents ope´rateurs intervenant dans la de´finition de la re´activite´ en cine´tique (11.10). Pour
simplifier la suite, on notera simplement H = Tr +D − F − S. On cherche a` pre´voir la valeur
de ρ en t + δt sans refaire un calcul de forme. Explicitons l’incre´ment de re´activite´ entre t et
t+ δt (les ope´rateurs, le forme du flux et la re´activite´ ont e´volue´ d’un ”δX” entre t et t+ δt) :
δρ = ρ(t+ δt)− ρ(t) = −〈(H(t) + δH)(F(t) + δF),Φ
∗
0〉
〈(F (t) + δF )(F(t) + δF),Φ∗0〉
+
〈H(t)F(t),Φ∗0〉
〈F (t)F(t),Φ∗0〉
.
En ne´gligeant les termes de second ordre en les perturbations, on arrive a` :
δρ ≈ −〈δHF(t) +H(t)δF ,Φ
∗
0〉
〈F (t)F(t),Φ∗0〉
.
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Le flux adjoint ve´rifie l’e´quation adjointe (voir section 6.3.1 pour une pre´sentation de l’ad-
joint), c’est a` dire H(0)∗Φ∗0 = 0. Ainsi on a :
δρ ≈ −〈δHF(t) + (H(t)−H(0))δF ,Φ
∗
0〉
〈F (t)F(t),Φ∗0〉
.
Sous l’hypothe`se que la perturbation de l’ope´rateur H, entre 0 et t, est petite, il est possible
d’e´crire :
δρ ≈ − 〈δHF(t),Φ
∗
0〉
〈F (t)F(t),Φ∗0〉
.
Si on est capable de relier les perturbations des variables non neutroniques a` celles de H,
cette dernie`re e´quation permet de de´finir des contre-re´actions spatiales. On remarque qu’il
s’agit de la formule de perturbation classique de´ja` vue pre´ce´demment (6.5) dans le cas critique.
Notons e´galement que ce calcul n’est valable que si Φ∗0 est utilise´ comme fonction de ponde´ration
dans la condition (11.7).
En outre, rien n’empeˆche de prendre une fonction de ponde´ration de´pendante du temps, ce
qui pourrait permettre de se passer de l’hypothe`se que H varie peu entre 0 et t.
12.2.2 Pas de temps variable
Le choix d’un pas de temps est toujours une affaire de compromis entre temps de calcul et
pre´cision. Si les me´thodes pre´sente´es pre´ce´demment permettent d’utiliser de plus grands pas
de temps, elles n’e´liminent pas cette tension et ne donnent pas d’information sur la pre´cision
atteinte. En outre, il y a souvent diffe´rentes phases dans un transitoire, et utiliser un pas de
temps unique ne peut alors pas eˆtre optimal.
Nous avons teste´ deux techniques classiques pour adapter automatiquement le pas de
temps :
Pas de temps adaptatif : L’ide´e derrie`re cette strate´gie est que la condition (11.7) donne
une information simple sur l’erreur nume´rique faite lors d’un calcul de forme. On utilise la
technique de Gauss-Seidel, initialise´e par celle de contre-re´action. A la fin de chaque pas de
temps ∆t, on conside`re l’erreur sur la condition de normalisation (11.7). Si elle est supe´rieure a`
un certain crite`re (3% dans notre cas), l’intervalle de temps est recalcule´ avec des pas de temps
divise´s par deux. A l’inverse, si l’erreur est infe´rieure a` une borne minimale (1.35% dans notre
cas), le pas de temps est multiplie´ par deux pour la suite. La valeur initiale et maximale de ∆t
est fixe´e a` 27δt = 1.28 10−5s. Sa valeur minimale est bien suˆr δt (soit 10−7s).
Pas de temps pre´dictif : Cette fois-ci on cherche a` e´viter d’avoir a` refaire un calcul.
Conside´rons l’e´quation d’e´volution de la forme dans le syste`me quasi-statique (11.12). La source
principale d’erreur dans son inte´gration nume´rique est probablement l’incohe´rence dans le ratio
1
N
dN
dt
entre cine´tique spatiale et cine´tique point. D’apre`s les e´quations ponctuelles, il est e´gal
a`
ρ− βeff
Λ
+
1
N
∑
l λlcl. Cette quantite´ varie principalement a` cause de ρ, dont on utilise donc
la variation pour de´terminer quand faire un calcul de forme. On utilise ici la me´thode de
contre-re´action. Quand l’e´cart entre la re´activite´ pre´dite et la re´activite´ calcule´e par le calcul
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de forme pre´ce´dent est supe´rieur a` un certain crite`re (5pcm ici), un calcul de forme est fait
imme´diatement. Un maximum de 128 pas de temps δt par pas de temps ∆t est fixe´. Le crite`re
de 5pcm a e´te´ choisi pour donner des pas de temps similaires a` la me´thode a` pas de temps
adaptatifs a` la premie`re oscillation de re´activite´.
Les principaux re´sultats obtenus avec ces me´thodes sont donne´s tableau 12.4.
Grandeur Ref. QS, Pas de temps Pas de temps
∆t = 10−7s adaptatif pre´dictif
Puissance 10.9GW 10.8GW 10.9GW
maximale
Ele´vation de 66K 65K 66K
tempe´rature
moyenne finale
Variation de 0.27% 0.27% 0.27%
volume
Temps de 5h57 39min 16min
calcul
Tableau 12.4 – Re´sultats obtenus, sur Godiva, avec diffe´rentes techniques d’adaptation du
pas de temps et l’approche IQM.
Les deux me´thodes permettent d’obtenir des re´sultats tre`s proches de la re´fe´rence. Comme
on pouvait s’y attendre, la me´thode a` pas de temps pre´dictifs est plus rapide puisqu’aucun
calcul n’a eu besoin d’eˆtre refait.
L’e´volution de la taille des pas de temps est donne´e figure 12.11. Les deux strate´gies
s’adaptent bien a` l’e´volution du transitoire. Le pas de temps est maximal au de´but, avant que
la sphe`re ne se dilate, devient minimum pour le pic de puissance, re´augmente re´gulie`rement a`
chaque extremum de la courbe de re´activite´ et tend a` raugmenter a` la fin du transitoire.
Figure 12.11 – Evolution de la taille des pas de temps ∆t, selon deux techniques d’adaptation
du pas de temps, pendant le transitoire couple´ de Godiva, et avec l’approche IQM.
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Il y a cependant quelques diffe´rences dans les pas de temps se´lectionne´s par les deux
strate´gies. La me´thode pre´dictive n’est pas limite´e a` un nombre de pas de temps δt conte-
nus par ∆t en puissance de deux, ce qui permet une adaptation plus fine aux minimums. On
note e´galement des pas de temps sensiblement plus grands que la me´thode adaptative aux ex-
tremums et a` la fin du transitoire. Cette diffe´rence est due au caracte`re oscillant de la re´activite´.
L’e´cart entre valeur courante et valeur de de´but de pas de temps n’est pas assez grand pour
provoquer un calcul de forme dans la me´thode pre´dictive, mais cause une erreur cumule´e vue
par la me´thode adaptative. De´finir un crite`re base´e sur une inte´grale de l’e´cart de re´activite´
pour la me´thode pre´dictive pourrait se re´ve´ler plus pertinent ou comple´ter la me´thode.
Chapitre 13
En guise de perspective : re´alisation
d’un couplage intrique´
Ce chapitre est relativement inde´pendant du reste de cette partie de the`se. Il peut eˆtre vu
comme une ouverture vers les techniques de couplage intrique´es, de´ja` introduites section 5.2.
Nous conside´rons la phe´nome´nologie de l’expe´rience Godiva : un milieu fissile initialement
surcritique se dilate thermiquement jusqu’a` e´touffer la re´action en chaˆıne. La me´thodologie
utilise´e est ne´anmoins diffe´rente de ce qui a e´te´ fait dans les chapitres pre´ce´dents. On vise a`
re´soudre les e´quations de neutronique, thermique et me´canique ensemble, et non plus l’une
apre`s l’autre comme pre´ce´demment. Nous taˆcherons de montrer la faisabilite´ de ce type de
re´solution, qui n’a jamais e´te´ tente´ entre ces disciplines a` notre connaissance, et laisserons de
coˆte´ la question de sa performance.
13.1 Etablissement des e´quations
13.1.1 Mode`les couple´s
Nous adoptons ici, pour chaque discipline, une mode´lisation qui rame`ne le proble`me a` un
syste`me line´aire. Nous nous plac¸ons donc dans le formalisme des e´le´ments finis (pre´sente´ section
8.1), et supposons que les disciplines couple´es partagent les meˆmes types d’e´le´ments finis. Les
fonctions e´le´mentaires seront donc note´es par la suite de la meˆme fac¸on : ξi. Nous noterons ξi en
me´canique pour se souvenir que le de´placement e´le´mentaire a une composante par dimension
d’espace. De manie`re ge´ne´rale, on reprend, pour les variables me´caniques, la notation de la
section 11.4 qui consiste a` indiquer par le nombre de soulignements la dimension des tenseurs.
Nous adoptons l’hypothe`se des petites de´formations pour la me´canique et la thermique. Cela
signifie que ces disciplines sont re´solues sur la configuration dite de re´fe´rence, non de´forme´e, que
l’on notera Ω0. Il serait plus juste d’utiliser la configuration courante, note´e Ω, mais on s’attend
a` ce que les de´formations soient trop faibles pour avoir un impact notable sur ces e´quations. De
fait, nous avions par exemple trouve´ une de´formation tre`s faible sur Godiva (voir tableau 12.1).
En revanche, nous n’utilisons pas cette hypothe`se en neutronique, puisque nous cherchons a` y
voir l’impact de la me´canique. Malgre´ la faible de´formation, on s’attend, a` cause de la grande
sensibilite´ de la neutronique, a` un effet important.
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a. Me´canique
Pour la me´canique, on simplifie (11.18) en prenant l’hypothe`se quasi-statique : on ignore
les termes avec des de´rive´es en temps pour se ramener au syste`me line´aire (U est le vecteur
des composantes du de´placement u sur les vecteurs de base ξi) :
KU = F. (13.1)
On rappelle les expressions de K et de F , ou` bi =
1
2
(
∇ξi +∇ξit
)
:
— (K)ij =
∫
Ω0
(
λTr(bi)Tr(bj) + 2µTr(bi · bj)
)
dΩ0,
— (F )i =
∫
Ω0
3κα(T − T0)Tr(bi)dΩ0.
Notons qu’il est tout a` fait possible de mettre sous la forme d’un syste`me line´aire en la
de´formation le sche´ma de Newmark utilise´ pour traiter la me´canique cine´tique section 11.4. Il
serait donc possible de lever l’hypothe`se quasi-statique ici tout en conservant la meˆme de´marche.
Nous ne l’avons pas fait pour alle´ger les e´quations et se concentrer sur ce qui nous inte´ressait,
le couplage.
b. Thermique
Pour la thermique, partant de (11.14), on peut se ramener au syste`me line´aire suivant :
AthT (∆t) = Bth,
avec T le vecteur des composantes de la tempe´rature T sur les vecteurs de base ξi et (on a
pris θ = 1) :
— (Ath)ij =
1
∆t
∫
Ω0
ρCpξiξjdΩ0 +
∫
Ω0
λ∇ξi∇ξjdΩ0,
— (Bth)i =
1
∆t
∫
Ω0
ρCp
∑
j
Tj(0)ξj
 ξidΩ0 + ∫
Ω0
PξidΩ0.
c. Neutronique
En neutronique, nous utilisons le mode`le de diffusion pour clarifier le propos et e´viter la
multiplication du nombre de groupes effectifs par le SPN. Nous avons de´ja` mis les e´quations
cine´tiques de la diffusion sous la forme d’un syste`me line´aire pour leur re´solution dans CAST3M
(8.15) :
AtotalΦ(∆t) = Stotal.
Il serait long de rappeler ici les expressions exactes de Atotal et Stotal. Rappelons simplement
qu’elles contiennent une matrice de type rigidite´, que l’on va noter Kne, et des matrices de type
masse, que l’on va noter R lorsque une section efficace intervient dans sa de´finition et M sinon.
On a les expressions ge´ne´rales suivantes pour Kne, R et M :
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— (Kne)
g
ij =
∫
Ω
Dg∇ξi.∇ξjdΩ,
— (R)ij =
∫
Ω
σξiξjdΩ,
— (M)ij =
∫
Ω
ξiξjdΩ.
Rappelons que contrairement a` la me´canique et la thermique, ces inte´grales sont de´finies sur
Ω, la configuration courante, qui est de´forme´e par la me´canique, et non sur Ω0 la configuration
de re´fe´rence.
On ne´glige l’effet Doppler, comme pour l’expe´rience Godiva. Il n’y a donc pas de de´pendance
directe a` la tempe´rature.
13.1.2 Algorithme du point fixe
En nommant X le vecteur qui concate`ne les vecteurs des composantes du de´placement, de
la tempe´rature et du flux neutronique, on de´finit le syste`me global :
A(X)X = B(X). (13.2)
A(X) est la matrice diagonale par blocs ou` chaque bloc correspond a` la matrice du syste`me
line´aire d’une discipline :
A(X) =
 K 0 00 Ath 0
0 0 Atotal
 .
B(X) est la concate´nation des seconds membres. On a note´ explicitement les de´pendances
de A et B en X pour ne pas tromper sur la nature du syste`me ainsi pose´ : il est faussement
line´aire, chaque discipline incorporant des termes de´pendants des autres disciplines.
On choisit un sche´ma en temps aussi implicite que possible, ce qui rend le syste`me a` re´soudre
a` chaque pas de temps ve´ritablement non line´aire.
La manie`re la plus basique de re´soudre (13.2) consiste a` utiliser un algorithme de point fixe,
similaire a` la me´thode de Gauss-Seidel pre´sente´e section 3.2. En se donnant une estimation
initiale X0 des variables, on de´finit une estimation de la solution X a` l’ite´ration n+ 1 ainsi :
Xn+1 = A(Xn)−1B(Xn). (13.3)
On ite`re jusqu’a` ce que la norme du re´sidu F (Xn) = A(Xn)Xn−B(Xn) soit suffisamment
petite.
De´fini ainsi, avec une matrice A diagonale par blocs, cet algorithme revient a` re´soudre les
disciplines inde´pendamment les unes des autres, ce qui est e´quivalent a` l’algorithme de Jacobi
pre´sente´ section 3.2.7. Il est moins efficace que l’algorithme de Gauss-Seidel basique (ou` les
disciplines sont re´solues l’une apre`s l’autre).
Cependant, puisqu’on de´finit un syste`me global, il est possible de faire mieux que de sim-
plement juxtaposer les proble`mes monodisciplinaires. Les seconds membres de me´canique et de
thermique ont des de´pendances line´aires, respectivement en la thermique et la neutronique, ce
qui permet de les inclure dans le syste`me line´aire multiphysique.
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a. Me´canique
Pour le second membre me´canique, en injectant la de´composition de la tempe´rature sur les
ξi dans la de´finition de F on obtient :
(F )i =
∑
j
∫
Ω0
3καξjTr(bi)dΩ0︸ ︷︷ ︸
−(CTM )ij
Tj −
∫
Ω0
3καT0Tr(bi)dΩ0︸ ︷︷ ︸
(F ′)i
, (13.4)
(CTM )ij = −
∫
Ω0
3καξjTr(bi)dΩ0.
On a alors :
F = −CTMT + F ′,
avec CTM la matrice donnant l’impact de la thermique sur la me´canique et F
′ le nouveau
second membre me´canique.
b. Thermique
Le meˆme type d’e´criture est possible en thermique. La puissance neutronique locale de´gage´e
par le groupe d’e´nergie g est le produit du flux neutronique φg avec une caracte´ristique scalaire
du milieu Kg. En de´composant le flux sur la base des e´le´ments finis on obtient (φgi sont les
composantes de φg sur les ξi) :
(Bth)i =
1
∆t
∫
Ω0
ρCp
∑
j
Tj(0)ξj
 ξidΩ0︸ ︷︷ ︸
(Bth)
′
i
+
∑
g,j
∫
Ω0
KgξjξidΩ0︸ ︷︷ ︸
−(CNT )gij
φgj , (13.5)
(CNT )
g
ij = −
∫
Ω0
KgξjξidΩ0.
On a donc :
Bth = −CNTΦ +B′th,
avec CNT la matrice donnant l’impact de la neutronique sur la thermique et B
′
th un nouveau
second membre thermique.
c. Neutronique
Le second membre de la neutronique n’a pas de de´pendance line´aire simple en la me´canique
(l’effet Doppler e´tant ne´glige´, il n’y a pas d’impact direct de la thermique). On ne cherche donc
pas a` l’expliciter ici.
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d. Proble`me global
On peut alors de´finir un nouveau syste`me global :
A′(X)X = B′(X), (13.6)
ou` B′ concate`ne les nouveaux seconds membres et ou` A′(X) inte`gre les matrices CTM et
CNT :
A′(X) =
 K CTM 00 Ath CNT
0 0 Atotal
 .
Partant du syste`me (13.6), l’algorithme ite´ratif de´fini par (13.3) prend cette fois en compte
dans le syste`me line´aire l’influence de la neutronique sur la thermique et celle de la thermique
sur la me´canique. Ces termes e´tant exactement line´aires, ils sont traite´s sans approximation.
Cependant, on ne prend pas en compte l’influence des autres disciplines sur la neutro-
nique. La solution neutronique est donc la meˆme que celle obtenue par un solveur neutronique
inde´pendant. On n’a pas non plus d’impact direct de la me´canique sur la thermique. Une fois le
flux neutronique e´tabli, la thermique peut se de´duire inde´pendamment de la me´canique. Ainsi
le fait que la matrice A′ soit triangulaire par blocs nous ame`ne a` retrouver l’algorithme de
Gauss-Seidel (pre´sente´ section 3.2), ou` les disciplines sont re´solues inde´pendamment les unes
des autres, mais ou` les solutions des premie`res alimentent les suivantes.
Ainsi, bien qu’on ait pose´ un proble`me intrique´, on n’a encore rien gagne´ par rapport a` une
re´solution se´quentielle du couplage.
13.1.3 Algorithme de Newton
On peut e´galement re´soudre le proble`me global avec l’algorithme de Newton introduit
section 3.3. Il devrait permettre cette fois de prendre en compte l’influence de la me´canique
sur la neutronique dans le syste`me line´aire. Repartons de (13.2). On commence par de´finir un
re´sidu dont on va minimiser la norme :
F (X) = A(X)X −B(X).
L’algorithme de Newton passe par le calcul de la jacobienne de F en X, note´e JX :
(JX)ij =
(∂A(X)X)i
∂Xj
− ∂Bi
∂Xj
=
∑
k
∂Aik
∂Xj
Xk +Aij − ∂Bi
∂Xj
. (13.7)
Pour construire la jacobienne, il est donc ne´cessaire d’e´valuer la de´rive´e de chaque terme
de la matrice A(X) et du second membre B(X) a` l’estimation de X obtenue a` l’ite´ration
pre´ce´dente de l’algorithme.
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a. Me´canique
Puisque nous utilisons l’hypothe`se des petites de´formations, le domaine Ω0 est constant, et
la matrice K elle-meˆme ne varie pas. En revanche, F de´pend de la tempe´rature.
Si on injecte la de´composition de T sur la base des e´le´ments finis on obtient :
(F )i =
∫
Ω0
3κα(
∑
k
Tkξk − T0)Tr(bi)dΩ0.
En de´rivant cette expression par rapport aux composantes de T on obtient le re´sultat qui
nous inte´ressait (d’apre`s (13.7)) :
∂(F )i
∂Tj =
∫
Ω0
3καξjTr(bi)dΩ0. (13.8)
b. Thermique
Comme pour la me´canique, l’hypothe`se des petites de´formations implique que la matrice Ath
est constante. Seul le second membre Bth est susceptible d’e´voluer, a` cause de sa de´pendance
a` la puissance neutronique.
Notons Pth le terme de Bth qui de´pend de la puissance P . L’autre terme de Bth doit eˆtre
re´e´value´ a` chaque pas de temps mais est fixe´ pendant sa re´solution. En de´composant le flux
sur la base des e´le´ments finis on obtient :
(Pth)i =
∫
Ω0
(∑
g
Kg
∑
k
φgkξk
)
ξidΩ0.
Puis en de´rivant cette expression par rapport a` φgk on arrive a` :
∂(Pth)i
∂φgj
=
∫
Ω0
KgξjξidΩ0. (13.9)
c. Neutronique
Contrairement aux autres disciplines, on ne se place pas dans l’hypothe`se des petites
de´formations en neutronique. Les inte´grales sont donc de´finies sur un domaine Ω courant,
de´pendant de la de´formation me´canique. On les rame`ne dans ce qui suit a` la configuration
trouve´e a` l’issue de l’ite´ration pre´ce´dente de l’algorithme de Newton, configuration que l’on
note Ωp et qui est suppose´e connue. Cela permet d’expliciter la de´pendance des termes neutro-
niques aux variables me´caniques.
On introduit le changement de variable suivant, qui a` y ∈ Ωp(⊂ Rd, avec d = 1, 2, ou 3)
associe x ∈ Ω :
x = y + u′(y) = (Id+ u′)(y). (13.10)
Le u′ intervenant dans (13.10) peut s’e´crire ainsi :
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u′ = u− up. (13.11)
avec u le de´placement de Ω0 vers Ω et up celui de Ω0 vers Ωp. u correspond au de´placement
me´canique, introduit dans la section 11.4, et solution de (13.1). up est suppose´ connu.
Soit f une fonction de Ω. On note f¯ la fonction ”ramene´e” sur Ωp :
f¯(y) = f ◦ (Id+ u′)(y) = f(x).
Deux types d’inte´grales interviennent dans la de´finition du syste`me line´aire de la neutro-
nique. Pour les matrices de type masse, il est simplement ne´cessaire de prendre en compte la va-
riation du volume e´le´mentaire : dΩ = |det(∇(Id+u′))|dΩp. Ce re´sultat, tre`s classique, peut eˆtre
trouve´ dans [67] par exemple. Par la suite nous omettrons la valeur absolue. Un de´placement
cine´matiquement admissible (notion de´finie section 11.4) assure que le de´terminant est tou-
jours positif, et nous supposons que les de´placements conside´re´s sont suffisamment petits pour
que cette proprie´te´ reste vraie meˆme avec des de´placements interpole´s (par l’algorithme de
Newton). On a donc pour toute fonction f suffisamment re´gulie`re :∫
Ω
fξiξjdΩ =
∫
Ωp
f¯ ξ¯iξ¯j det(Id+∇u′)dΩp. (13.12)
Pour les matrices de type rigidite´, il est ne´cessaire de prendre en compte l’effet du chan-
gement de variable (13.10) sur le calcul des gradients des fonctions e´le´mentaires. On a ∀f, g
suffisamment re´gulie`res :
∇(f ◦ g) =
(
∂
∂xi
(f ◦ g)
)
i
=
∑
j
∂f
∂xj
◦ g
∂g
j
∂xi

i
= (∇g)t(∇f) ◦ g.
Ainsi, en notant ∇p le gradient de´fini sur Ωp, on a : ∇ξi ◦ (Id+ u′) = (Id+∇u′)−t∇pξ¯i.
En outre, en notant . le produit scalaire, on a ∀A,X, Y :
AX.AY = XtAtAY = (AtAX).Y .
On peut donc e´crire finalement ∀f suffisamment re´gulie`re :
∫
Ω
f∇ξi.∇ξjdΩ =
∫
Ωp
f¯(Id+∇u′)−1(Id+∇u′)−t∇pξ¯i.∇pξ¯j det(Id+∇u′)dΩp. (13.13)
De plus, les sections efficaces doivent eˆtre adapte´es lorsque la ge´ome´trie est modifie´e pour
maintenir les bilans mate´riels sous-jacents (une section efficace macroscopique est le produit
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d’une section efficace microscopique, suppose´e ici constante, avec une concentration atomique,
voir e´quation (1.2)). Cela revient a` e´crire (∀Ω′ ⊂ Ω associe´ a` Ω′p par le de´placement u′), avec σp
les sections efficaces sur la configuration Ωp, et σ celles sur Ω, apre`s adaptation pour maintenir
les bilans mate´riels : ∫
Ω′
σdΩ′ =
∫
Ω′p
σ¯ det(Id+∇u′)dΩ′p =
∫
Ω′p
σpdΩ
′
p.
On en de´duit :
σ¯ det(Id+∇u′) = σp. (13.14)
Le changement de ge´ome´trie et l’adaptation des sections efficaces se compensent donc par-
faitement pour les termes de type (13.12) ou` f est une section efficace.
A l’inverse, les coefficients de diffusion neutroniques sont souvent en 1σt (on a par exemple
montre´ la formule (C.25) dans le cas du SPN). On utilise cette hypothe`se de mode´lisation dans
la the`se (voir section 1.4). (13.14) implique alors :
D¯g = det(Id+∇u′)Dgp.
Le changement de ge´ome´trie et l’adaptation du coefficient de diffusion conduisent donc a`
mettre au carre´ le de´terminant intervenant dans (13.13) lorsque f est un coefficient de diffusion.
Ce re´sultat est tre`s spe´cifique a` la neutronique, ou` le flux neutronique diffuse d’autant plus
facilement qu’il y a peu de noyaux avec lesquels les neutrons interagissent. On ne retrouverait
pas ce type de re´sultat en thermique par exemple, ou` le vide est au contraire plutoˆt un obstacle
a` la diffusion de la chaleur.
Pour calculer les de´rive´es partielles, on va commencer par exprimer (13.13) au premier ordre
en ∇u′. On admet les formules classiques :
det(Id+∇u′) = 1 + Tr(∇u′) + o(∇u′)
(Id+∇u′)−1 = Id−∇u′ + o(∇u′)
On obtient donc finalement pour les diffe´rents types de termes intervenant dans la de´finition
du proble`me neutronique :
(Kne)
g
ij =
∫
Ω
Dg∇ξi.∇ξjdΩ ≈
∫
Ωp
Dgp
(
Id(1 + 2Tr(∇u′))−∇u′ −∇u′t
)
∇pξ¯i.∇pξ¯jdΩp,
(R)ij =
∫
Ω
σξiξjdΩ =
∫
Ωp
σpξ¯iξ¯jdΩp.
(M)ij =
∫
Ω
ξiξjdΩ ≈
∫
Ωp
ξ¯iξ¯j(1 + Tr(∇u′))dΩp.
Introduisons le tenseur de de´formation ′ =
1
2
(
∇u′ +∇u′t
)
et les de´formations bi as-
socie´es aux de´placements e´le´mentaires ξi. Par line´arite´ de l’ope´rateur qui associe de´formation
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a` de´placement, on a ′ =
∑
i u
′
ibi ou` les u
′
i sont les coordonne´es du de´placement u
′ sur la base
des ξi. D’apre`s (13.11), on a u
′
i = ui − (ui)p, avec ui les coordonne´es de u (soit le vecteur U de
(13.1)), et (ui)p celles de up.
En exprimant les termes pre´ce´dents en de´formation on peut obtenir ainsi leurs de´rive´es par
rapport aux ui, en up :
∂(Kne)
g
ij
∂uk
(up) =
∫
Ωp
2Dgp(Tr(bk)Id− bk)∇pξ¯i.∇pξ¯jdΩp, (13.15)
∂(M)ij
∂uk
(up) =
∫
Ωp
ξ¯iξ¯jTr(bk)dΩp. (13.16)
En examinant les de´finitions (8.16) et (8.17) des blocs constituant le syste`me neutronique
global (8.15), on arrive, avec les notations de la section 8.3.2, θ = 1, et les termes de´finis par
(13.15) et (13.16), a` :
∂(Ag
′→g)ij
∂uk
= δg,g′
(
1
V g∆t
∂(M)ij
∂uk
+
∂(Kne)
g
ij
∂uk
)
, (13.17)
∂(Sg)i
∂uk
=
1
V g∆t
∑
j
∂(M)ij
∂uk
φgj (0) +
∑
l
e−λl∆t
∂(P l→gC l(0))ij
∂uk
. (13.18)
De la meˆme fac¸on que les sections efficaces sont adapte´es pour maintenir des bilans de
masses, les concentrations en pre´curseurs sont e´galement adapte´es lorsque la ge´ome´trie est
modifie´e. Cela revient a` annuler le second terme de (13.18). Il reste donc :
∂(Sg)i
∂uk
=
1
V g∆t
∑
j
∂(M)ij
∂uk
φgj (0). (13.19)
Notons que nous ne modifions pas φgj (0) lorsque la ge´ome´trie est de´forme´e. Cette hypothe`se
a e´te´ adopte´e pendant tout le travail de the`se et est de´battue aux sections 8.4.2 et 11.1.3.
d. Proble`me global
Le terme en − ∂Bi
∂Xj
de l’expression de la jacobienne (13.7), explicite´ par (13.8) et (13.9)
pour la me´canique et la thermique, conduit a` re´introduire les matrices CTM et CNT , de´finies
par (13.4) et (13.5), dans la jacobienne. On retrouve donc la meˆme jacobienne, que l’on parte de
(13.2) ou de (13.6). C’est tout a` fait normal, la line´arisation faite pour l’algorithme de Newton
retrouve ici des termes line´aires.
L’inte´reˆt de l’algorithme de Newton est qu’il donne un cadre mathe´matique pour la
line´arisation des termes plus complexes du second membre, comme ceux de la neutronique
(13.19) qui n’avaient pas e´te´ obtenus section 13.1.2. On prend e´galement en compte les varia-
tions des termes de la matrice, ce que le point fixe est incapable de faire.
On appelle CSMN la matrice qui, de´finie a` partir de (13.19) et (13.16), donne l’influence de
la me´canique sur le second membre neutronique :
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(CSMN )
g′→g
ij = −δg,g′
1
V g∆t
∑
k
∫
Ωp
ξ¯iξ¯kTr(bj)dΩpφ
g
k(0). (13.20)
On nomme e´galement CAMN la matrice, de´finie a` partir de l’expression de la jacobienne
(13.7), de (13.17), (13.15) et (13.16) donnant l’influence de la me´canique sur la matrice de
neutronique :
(CAMN )
g′→g
ij =
δg,g′
∑
k
(
1
V g∆t
∫
Ωp
ξ¯iξ¯kTr(bj)dΩp +
∫
Ωp
2Dgp(Tr(bj)Id− bj)∇pξ¯i.∇pξ¯kdΩp
)
φgk(∆t).
(13.21)
Ici φgk(∆t) repre´sente la dernie`re estimation, par l’algorithme de Newton, des composantes
du flux neutronique.
En de´finissant CMN = C
S
MN + C
A
MN , on arrive a` l’expression suivante de la jacobienne
globale :
JX =
 K CTM 00 Ath CNT
CMN 0 Atotal
 . (13.22)
e. Approximations utilise´es
Pour des raisons de facilite´ de mise en œuvre, deux approximations ont e´te´ introduites
pour le calcul nume´rique des termes de la jacobienne (13.22), et plus pre´cise´ment de CMN ,
dans l’application qui suit.
1. La fac¸on dont le produit de champs repre´sente´s par des e´le´ments finis est fait dans
CAST3M conduit a` : ∫
Ωp
ξ¯iξ¯kTr(bj)dΩp ≈ δi,k
∫
Ωp
ξ¯iTr(bj)dΩp.
2. La configuration Ωp dans la de´finition des termes de CMN est remplace´e par Ω0, la
configuration de re´fe´rence, non de´forme´e. Cela simplifie le calcul de la jacobienne et
e´vite d’en recalculer les termes a` chaque ite´ration.
Du fait de ces approximations, la convergence de l’algorithme de Newton ne pourra pas
eˆtre quadratique, comme normalement attendu (voir section 3.3).
13.2 Expe´rience nume´rique
13.2.1 Cas conside´re´
Nous pre´sentons ici une expe´rience nume´rique, mene´e dans CAST3M et base´e sur les
de´veloppements de la section pre´ce´dente. Elle n’a pas pour objectif de simuler une re´alite´
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physique. On conside`re un rectangle 2D, homoge`ne, de dimension 10cm sur 8cm. Ses ca-
racte´ristiques thermome´caniques sont celles de Godiva (tableau 10.1), a` l’exception de la ca-
pacite´ thermique qui est multiplie´e par 10−6 pour renforcer le couplage. Les tableaux 13.1 et
13.2 donnent les valeurs des parame`tres neutroniques utilise´s. Deux groupes d’e´nergie et un
seul groupe de pre´curseurs sont utilise´s. Les sections efficaces sont exprime´es a` l’aide du barn
(symbole b), qui vaut 10−24cm2. Les ordres de grandeur sont, tre`s approximativement, ceux
de l’expe´rience Godiva, sauf la vitesse des neutrons qui est re´duite de trois ordres de grandeur
environ. Cela permet d’augmenter la taille des pas de temps admissibles pour le solveur ite´ratif
de la cine´tique neutronique pre´sente´ section 8.3.
Donne´es Groupe 1 Groupe 2
Coefficient de diffusion (cm) 1 0.5
Section efficace de disparition (b.cm−3) 0.1 0.2
Section efficace de production de neutrons de fission (b.cm−3) 0.2 0.5
Spectre de fission stationnaire 0.9 0.1
Section efficace de production d’e´nergie (J.cm−1) 1 1.5
Section efficace de transfert vers groupe 1 (b.cm−3) 0 0.01
Section efficace de transfert vers groupe 2 (b.cm−3) 0.1 0
Vitesse des neutrons (cm.s−1) 2.106 5.105
Tableau 13.1 – Parame`tres neutroniques utilise´s pour l’expe´rience nume´rique de couplage
intrique´.
Donne´es Pre´curseur 1
Constante de de´croissance (s−1) 0.311
Proportion de neutrons de fissions e´mis par le pre´curseur 5.10−3
Spectre d’e´mission vers groupe 1 0.8
Spectre d’e´mission vers groupe 2 0.2
Tableau 13.2 – Parame`tres des pre´curseurs de neutrons retarde´s utilise´s pour l’expe´rience
nume´rique de couplage intrique´.
Le syste`me est maille´ en quatre rectangles de meˆme taille. Des e´le´ments finis polynomiaux
d’ordre 1 sont utilise´s. Le maillage est illustre´ figure 13.1.
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Figure 13.1 – Maillage utilise´ pour l’expe´rience nume´rique de couplage intrique´.
On a pris les conditions aux limites suivantes :
— Flux neutronique et tempe´rature nuls a` la frontie`re du domaine,
— De´placements du coin infe´rieur gauche nuls,
— De´placement en x du coin supe´rieur gauche nul.
Le transitoire est initialise´ avec :
— Une puissance de 104W ;
— Un coefficient multiplicateur de 1.006 (le syste`me est critique prompt).
On ne calcule qu’un seul pas de temps, de 10−4s.
Revenons sur les deux modifications notables des donne´es physiques de Godiva qui ont e´te´
faites :
— Capacite´ thermique multiplie´e par 10−6 et
— Neutrons ralentis de trois ordres de grandeur environ.
Si on utilise la capacite´ thermique de Godiva (c’est a` dire si nous n’appliquons pas le
facteur 10−6), la tempe´rature moyenne de la sphe`re varie de moins d’un dixie`me de degre´ sur
le pas de temps conside´re´. Le couplage est ainsi inexistant et une seule ite´ration de Gauss-
Seidel se´quentiel classique est ne´cessaire. On a donc choisi de se rapprocher d’une thermique
quasi-statique, pour renforcer le couplage, en re´duisant fortement l’inertie thermique du milieu.
Si on utilise les bons ordres de grandeur pour la vitesse des neutrons, le solveur de cine´tique
neutronique ne converge pas pour le pas de temps conside´re´. Il est donc ne´cessaire, pour pouvoir
utiliser un pas de temps suffisamment grand pour laisser le temps a` la thermique, et donc a` la
me´canique, de re´agir, de conside´rer des neutrons lents.
Comme annonce´, nous sommes dans le cadre d’une expe´rimentation nume´rique qui ne
cherche pas a` reproduire une re´alite´ physique mais a` produire une situation de couplage fort
entre les disciplines pour tester la robustesse de la me´thode.
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13.2.2 Re´sultats
Les re´sultats, en terme de puissance globale, tempe´rature moyenne et de´placement maxi-
mum sont donne´s figures 13.2, 13.3 et 13.4, en fonction du nume´ro d’ite´ration, pour diffe´rentes
techniques de couplage :
— ”Newton” : re´solution du proble`me avec l’algorithme de Newton et la jacobienne de´finie
par 13.22.
— ”GS intrique´” : re´solution du proble`me mis sous la forme 13.6, par un algorithme ite´ratif.
— ”Jacobi” : re´solution du proble`me mis sous la forme 13.2, par un algorithme ite´ratif.
— ”GS se´quentiel” : utilisation de l’algorithme de Gauss-Seidel avec des solveurs distincts.
On re´sout, a` chaque ite´ration, d’abord la neutronique, puis la thermique, et enfin la
me´canique.
Figure 13.2 – Puissance globale obtenue par diffe´rentes techniques de couplage lors de
l’expe´rience nume´rique de couplage intrique´.
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Figure 13.3 – Tempe´rature moyenne obtenue par diffe´rentes techniques de couplage lors de
l’expe´rience nume´rique de couplage intrique´.
Figure 13.4 – De´placement maximum obtenu par diffe´rentes techniques de couplage lors de
l’expe´rience nume´rique de couplage intrique´.
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Premie`res constatations :
— Tout d’abord ”GS intrique´” et ”GS se´quentiel” sont bien e´quivalents. Cela est duˆ a` la
forme, triangulaire par blocs, de la matrice utilise´e par la me´thode ”GS intrique´”.
— La de´pendance entre les disciplines e´tant circulaire, l’algorithme de Jacobi retrouve les
meˆmes solutions que l’algorithme de Gauss-Seidel, a` la diffe´rence que chaque discipline
est mise a` jour alternativement. La convergence prend donc trois fois plus d’ite´rations.
— Quant a` la me´thode de Newton, on voit qu’elle est ici bien plus efficace que les autres,
et converge en 2 ou 3 ite´rations seulement.
L’erreur des algorithmes de point fixe (Gauss-Seidel et Jacobi) est, en the´orie, majore´e
par Akn, avec n nume´ro d’ite´ration (voir e´quation (3.5)). Si on trace le logarithme de l’erreur
en fonction du nume´ro d’ite´ration, on s’attend a` obtenir une courbe majore´e par une droite
(d’e´quation ln(A) +n ln(k)). L’erreur de l’algorithme de Newton est, quant a` elle, majore´e par
Ak2
n
(on dit que la convergence est quadratique, voir e´quation (3.7)). En e´chelle logarithmique,
elle devrait donc eˆtre majore´e par une fonction a` de´croissance plus rapide qu’une droite. Pour
ve´rifier cela, on a trace´ l’e´cart de la puissance globale a` une solution de re´fe´rence (obtenue apre`s
50 ite´rations de Newton), pour les diffe´rentes techniques de couplage, en e´chelle logarithmique
et en fonction du nume´ro d’ite´ration figure 13.5.
Figure 13.5 – Ecart de la puissance globale a` une solution de re´fe´rence pour diffe´rentes tech-
niques de couplage, lors de l’expe´rience nume´rique de couplage intrique´.
On retrouve bien une majoration de l’erreur par une droite de´croissante pour les algorithmes
de Gauss-Seidel et de Jacobi, comme la the´orie le pre´voit. Cependant, on trouve e´galement
un comportement line´aire pour l’algorithme de Newton, meˆme si la convergence est bien plus
rapide. La convergence quadratique the´orique de l’algorithme de Newton est perdue a` cause des
approximations que l’on a faite dans le calcul de la jacobienne et qui sont liste´es au paragraphe e.
de la section 13.1.3. L’algorithme reste tout de meˆme bien plus performant que les deux autres.
Notons que le plateau obtenu, en 13 ite´rations, a` 10−10W de la solution indique simplement
que l’on a atteint la limite de pre´cision nume´rique du solveur.
On peut confirmer la convergence line´aire de l’algorithme de Newton approche´ que nous
avons de´veloppe´ en trac¸ant, en e´chelle logarithmique, l’erreur a` l’ite´ration n en fonction de celle
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de l’ite´ration n−1. D’apre`s (3.6) on devrait observer une droite de pente 2. Une droite de pente
1 serait au contraire caracte´ristique d’une convergence line´aire, comme pour un algorithme de
point fixe. Cette courbe est donne´e figure 13.6, et elle confirme bien la convergence line´aire de
notre algorithme.
Figure 13.6 – Etude de l’ordre de convergence du sche´ma de Newton de´veloppe´ lors de
l’expe´rience nume´rique de couplage intrique´.
13.3 Conclusion
En partant des formulations e´le´ments finis d’un proble`me couplant neutronique, thermique
et me´canique, nous avons de´veloppe´ un solveur directement multidisciplinaire. Ce travail a e´te´
riche d’enseignements sur ce type d’approche, dite intrique´e.
Tout d’abord, il a e´te´ l’occasion d’expliciter l’influence de la me´canique sur la neutronique.
Il est ainsi apparu que l’effet d’expansion ge´ome´trique compense exactement la dilution des
sections efficaces macroscopiques pour le calcul des matrices intervenant dans la re´solution. Cet
effet a grandement simplifie´ le proble`me en e´liminant les termes couplant les groupes d’e´nergie
entre eux du calcul du bloc ”me´canique vers neutronique” (CMN ) de la jacobienne. A l’inverse,
en adoptant une mode´lisation classique du coefficient de diffusion, la variation de celui-ci lie´e
a` la dilution de la matie`re se cumule avec l’effet purement ge´ome´trique. Ces conside´rations
permettent de mieux comprendre la physique d’un milieu multiplicateur qui change de volume.
Plus ge´ne´ralement, ce travail a permis de mieux comprendre comment un solveur multidisci-
plinaire pouvait eˆtre de´veloppe´, d’identifier quelques pie`ges a` e´viter (principalement la ne´cessite´
de prendre en compte les deux sens du couplage pour apporter re´ellement quelque chose par
rapport a` l’approche se´quentielle), et de de´montrer qu’une telle approche est effectivement bien
plus efficace dans certains cas.
Gardons en teˆte qu’il y a d’autres fac¸ons de re´soudre de manie`re ”intrique´e” un couplage.
Sur des cas d’application suffisamment simples, une simplification analytique du couplage est
13.3 Conclusion 195
parfois envisageable. Ce n’est pas ce que nous avons fait ici. En revanche, en partant des
formulations e´le´ments finis comme nous l’avons fait, on acce´le`re la re´solution sans rajouter de
contrainte sur le cas d’application conside´re´.
La de´marche suivie ici est simplifie´e par le fait que toutes les disciplines couple´es sont
discre´tise´es de la meˆme fac¸on, avec la me´thode des e´le´ments finis, le meˆme maillage, les meˆmes
fonctions e´le´mentaires et le meˆme pas de temps. Ainsi les variables e´change´es sont directement
celles utilise´es par chaque calcul. En re´alite´, on adapte souvent les discre´tisations a` chaque dis-
cipline. Il ne faut pas en de´duire que l’approche illustre´e dans ce chapitre est alors inutilisable.
Lorsque les discre´tisations diffe`rent il y a une e´tape supple´mentaire, assimilable a` un change-
ment de variable, pour faire passer les informations d’une discipline a` une autre. Il ”suffit” de
prendre en compte cette transformation dans le calcul de la jacobienne.
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Chapitre 14
Conclusion de la troisie`me partie
Cette partie de the`se a e´te´ consacre´e a` la simulation du burst de puissance le plus violent
re´alise´ sur Godiva. Ce cas d’application offre un couplage neutronique-thermome´canique a` la
fois fort, instationnaire et non monotone, ce qui permet de tester la robustesse des me´thodes
de couplage en transitoire.
Tout d’abord, le solveur de diffusion neutronique de´veloppe´ dans CAST3M et pre´sente´
dans la partie pre´ce´dente a e´te´ adapte´ pour pouvoir traiter le SPN cine´tique simule´. Cette
e´volution a permis d’ame´liorer la mode´lisation de l’expe´rience, et de´montre bien la flexibilite´
offerte par CAST3M. Ne´anmoins, il s’ave`re que le SPN est moyennement satisfaisant sur ce
cas d’application du fait qu’il approxime la ge´ome´trie a` un proble`me plan. Un ve´ritable solveur
transport serait ne´cessaire. Il a e´te´ de´cide´ d’avancer tout de meˆme avec cet outil et de se
concentrer sur l’e´tude des techniques de couplage.
La factorisation quasi-statique, sous l’approche IQM, a e´te´ utilise´e et a prouve´ son efficacite´
pour la re´alisation de couplages multiphysiques. En effet, contrairement a` la cine´tique 3D qui
a besoin, inde´pendamment de tout couplage, de pas de temps fins pour converger, les calculs
spatiaux requis par le quasi-statique peuvent eˆtre beaucoup plus espace´s. De plus, l’algorithme
IQM (contrairement au PCQM) est compatible avec de nombreuses techniques de couplage,
et nous en avons teste´es quelques unes ici. La me´thode dite de ”contre-re´action”, inspire´e de
ce qui se fait de´ja` dans de nombreux codes de calcul, a e´te´ identifie´e comme particulie`rement
efficace. L’approche IQM s’est e´galement re´ve´le´e adapte´e a` deux techniques de controˆle du pas
de temps, dont celle dite ”pre´dictive”, qui conduit a` un temps de calcul tre`s compe´titif.
L’enseignement principal de cette e´tude est peut-eˆtre l’inte´reˆt du quasi-statique, sous la
forme IQM, pour les calculs multi-physiques et sa compatibilite´ avec des techniques de couplage
a` la fois simples et efficaces. En particulier, il est tout a` fait envisageable d’utiliser cette approche
pour coupler un code de calcul posse´dant son propre solveur de cine´tique point avec un code
de neutronique.
L’expe´rience calcule´e a l’inconve´nient de peu de´former la forme du flux neutronique et d’eˆtre
tre`s peu de´pendante des neutrons retarde´s pour le calcul du pic de puissance. Il serait donc
judicieux de conside´rer d’autres cas d’application pour ve´rifier l’inte´reˆt du quasi-statique, tel
qu’on l’utilise ici, sur des calculs couple´s plus exigeants.
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En comple´ment de ce travail sur les techniques de couplage se´quentielles, une maquette de
re´solution intrique´e du meˆme type de proble`me, sur un cas simplifie´, a e´te´ faite. Elle a montre´
que l’algorithme de Newton, utilise´ sur les formulations e´le´ments finis des proble`mes couple´s,
e´tait utilisable et conduisait, dans notre cas, a` une convergence bien plus rapide que les algo-
rithmes de type point fixe. Cette fac¸on de construire un solveur intrique´ est tre`s ge´ne´rale, puis-
qu’elle part des proble`mes line´aires issus de la discre´tisation des diffe´rentes e´quations couple´es.
Elle est donc utilisable pour d’autres couplages et d’autres cas d’application.
Conclusion ge´ne´rale
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Chapitre 15
Conclusion ge´ne´rale
15.1 Bilan
L’objectif de cette the`se e´tait l’e´tude des techniques de couplage entre neutronique, ther-
mique et me´canique. Pour taˆcher de l’atteindre, nous avons suivi une de´marche en trois temps.
Tout d’abord, conside´rant que le couplage est une proble´matique qui va bien au-dela` des
disciplines implique´es dans la the`se, une e´tude pousse´e des techniques de couplage existantes
dans la litte´rature a e´te´ mene´e. Elle a constitue´e la premie`re partie de cette the`se. Une classi-
fication des techniques de couplage en deux cate´gories a e´te´ propose´e, selon que l’on s’impose
d’utiliser des solveurs disctincts pour chaque discipline couple´e, ce que l’on a appele´ couplage
se´quentiel, ou que l’on s’autorise au contraire a` de´velopper un solveur multiphysique, ce que
l’on a appele´ couplage intrique´. On retrouve par ailleurs les techniques classiques de re´solution
de proble`mes non-line´aires, Gauss-Seidel et Newton en teˆte, avec leurs nombreuses variantes.
Citons en particulier l’acce´le´ration d’Anderson pour Gauss-Seidel et le JFNK (Jacobian-Free
Newton-Krylov) pour Newton, qui sont toutes deux populaires.
Ensuite, dans l’objectif de re´aliser effectivement un couplage entre neutronique, ther-
mique et me´canique, des me´thodes de chaˆınage entre la me´canique et la neutronique ont
e´te´ de´veloppe´es. Ces disciplines sont rarement calcule´es ensemble, au point que les codes
de´terministes de neutronique s’appuient souvent sur des hypothe`ses de re´gularite´ du maillage
qui interdisent de le de´former. Calculer l’effet neutronique d’une de´formation du cœur est
pourtant un enjeu important pour la filie`re des RNR. Cette question e´tant en soi un sujet de
recherche, nous avons pris le temps de la traiter convenablement dans la deuxie`me partie de
cette the`se et deux approches comple´mentaires ont e´te´ de´veloppe´es :
— En utilisant le code de´terministe de re´fe´rence du CEA, APOLLO3 R©, une technique de
projection de la ge´ome´trie de´forme´e sur un maillage de calcul fixe et re´gulier, dit de
pixellisation, a d’abord e´te´ e´tudie´e.
— La deuxie`me approche, de´veloppe´e dans le code de thermome´canique du CEA CAST3M,
consiste a` de´former maillage de calcul et ge´ome´trie en meˆme temps. Pour la mettre en
oeuvre, un solveur de diffusion neutronique a e´te´ de´veloppe´ dans CAST3M.
Ces deux approches ont e´te´ confronte´es en stationnaire a` une mode´lisation stochastique
porte´e par un code du CEA, TRIPOLI-4, et compare´es entre elles en transitoire. Les cas
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utilise´s pour ces comparaisons ont e´te´ choisis pour leur re´alisme et leur inte´reˆt en physique des
re´acteurs : on a utilise´ les essais de gerbage re´alise´s sur Phe´nix, les de´formations me´caniques
e´tant issues de calculs d’interaction fluide-structure faits avec CAST3M. Les re´sultats obtenus
par les diffe´rents codes sont cohe´rents entre eux, et dans une certaine mesure avec l’expe´rience,
ce qui conforte la validite´ de nos de´veloppements. Une analyse physique du mode de de´formation
du cœur et de son impact sur la neutronique a e´galement e´te´ mene´e a` cette occasion.
Enfin, l’approche a` maillage mobile dans CAST3M a e´te´ choisie pour mener l’e´tude sur le
couplage, objet de la troisie`me partie de la the`se. Les solveurs de thermome´canique de CAST3M
ont e´galement e´te´ utilise´s, ce qui a permis de faciliter l’e´tude du couplage en regroupant dans le
meˆme environnement logiciel tous nos outils. L’expe´rience Godiva, qui pre´sente un couplage a`
la fois conceptuellement simple et fort, et donc a` meˆme de tester la robustesse de nos me´thodes,
a e´te´ choisie comme cas d’application.
Les techniques de couplage se´quentielles, entre solveurs distincts, ont d’abord e´te´ e´tudie´es.
La factorisation quasi-statique, consistant a` calculer se´pare´ment amplitude et forme du flux, a
e´te´ introduite. Cette approche nous semble en effet particulie`rement adapte´e aux calculs multi-
physiques puisqu’elle permet de lier e´troitement, sur des pas de temps fins, les autres disciplines
a` une mode´lisation simplifie´e de la neutronique cine´tique, dite cine´tique point, et de corriger les
erreurs dues a` cette simplification sur des pas de temps plus grands. Deux algorithmes existent
dans la litte´rature pour l’utilisation de la factorisation quasi-statique, selon que l’amplitude est
calcule´e avant (IQM) ou apre`s (PCQM) la forme. On a montre´ que l’IQM, contrairement au
PCQM, est compatible avec diffe´rentes techniques de couplage et d’adaptation de pas de temps
et permet donc d’obtenir des temps de calcul tre`s inte´ressants, sans de´grader la mode´lisation.
Des re´sultats cohe´rents avec les mesures expe´rimentales ont e´te´ trouve´s.
Sur la meˆme phe´nome´nologie, mais sur un cas d’application simplifie´ et artificiellement
adapte´ pour renforcer le couplage, l’approche intrique´e, consistant a` de´velopper un solveur di-
rectement multiphysique, a e´te´ teste´e. Notre de´marche a consiste´ en la re´solution commune,
par l’algorithme de Newton, des syste`mes line´aires issus de la me´thode des e´le´ments finis ap-
plique´e a` chacun des proble`mes couple´s. La faisabilite´ de cette de´marche a e´te´ de´montre´e et,
sur le cas d’application choisi, de bien meilleures performances que les techniques de couplage
se´quentielles ont e´te´ exhibe´es. L’algorithme de Newton a e´galement e´te´ confronte´ a` des tech-
niques plus na¨ıves de re´solution commune des syste`mes line´aires couple´s, qui se sont re´ve´le´es
bien moins efficaces.
15.2 Les principaux apports de la the`se
Le travail re´alise´ lors de cette the`se apporte des e´le´ments de compre´hension dans diffe´rents
domaines.
En physique des RNR-Na de´forme´s tout d’abord, on a vu que :
— Les effets 3D dus a` l’inclinaison des assemblages sont ne´gligeables, mais que la
mode´lisation de cette inclinaison peut eˆtre source d’erreur comme nous le rappellerons
plus bas. Les de´formations sont suffisamment faibles pour que seul l’effet de premier
ordre, lie´ au de´placement moyen des matie`res fissiles, n’intervienne.
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— On a e´galement constate´ que la sensibilite´ de l’autoprotection a` une de´formation du
coeur est faible. L’effet dominant semble eˆtre le de´placement de matie`re fissile vers une
zone d’importance neutronique diffe´rente. Le sodium n’est pas suffisamment mode´rateur
pour que les variations de sa re´partition dans le cœur n’impactent sensiblement les
calculs d’autoprotection.
— En cine´tique, on a pu constater que l’effet du de´placement des pre´curseurs de neutrons
retarde´s est ne´gligeable. Ils repre´sentent une source de neutrons faible et se de´placent
toujours, dans nos calculs, d’une distance infe´rieure au libre parcours moyen des neu-
trons.
— Enfin, lorsque le milieu se de´forme par dilatation, on a vu que l’effet dominant est
l’augmentation du transport des neutrons, qui ont alors moins de chance de rencontrer
un noyau.
Concernant les me´thodes de calcul de cœurs de´forme´s, on a montre´ que la me´thode
de pixellisation donne de bons re´sultats sur les RNR-Na, meˆme avec des pixels relativement
gros. Ils doivent eˆtre suffisamment fins pour saisir le de´placement moyen de la matie`re, mais
e´tant donne´ la mobilite´ des neutrons dans ce type de re´acteurs, descendre au-dela` de quelques
centime`tres n’est pas indispensable. Dans nos calculs, raffiner le maillage de pixellisation s’est
meˆme ave´re´ ne´faste car cela augmentait l’impact d’un artefact lie´ a` la repre´sentation de la
de´formation des assemblages (cre´ation de surfaces horizontales). La technique de de´formation
de maillage s’est e´galement re´ve´le´e efficace et exempte de la difficulte´ lie´e a` la gestion de la
pixellisation et du grand nombre de mailles qui en de´coule. Cependant, la` encore une mauvaise
repre´sentation de la de´formation peut fausser les re´sultats : il est ne´cessaire de prendre garde
au fait qu’augmenter la surface des mailles conduit a` augmenter les fuites neutroniques. La
mode´lisation de la de´formation des assemblages est ainsi apparue comme un point critique,
quelle que soit la me´thode de calcul utilise´e, pixellisation, maillage de´formable ou calcul de
Monte Carlo. Il est ne´cessaire de respecter le de´placement moyen, sans modifier les quantite´s
de matie`re et sans fausser les surfaces d’e´change.
Une autre question re´currente de mode´lisation pendant cette the`se a e´te´ la gestion de
l’entrainement du flux neutronique par la de´formation de la ge´ome´trie en cine´tique. Dans les
simulations faites jusqu’a` pre´sent, le temps est discre´tise´ en intervalles finis et la de´formation
est impose´e instantane´ment entre deux pas de temps. La question est de savoir comment ge´rer
le flux neutronique lors de cette de´formation. Cet effet a e´te´ identifie´ ne´gligeable dans les cas
que nous avons e´tudie´s, ce qui nous a permis d’adopter la solution la plus simple a` mettre en
œuvre, qui revient a` ne pas de´placer le flux lorsqu’on utilise la pixellisation, et a` le de´placer
avec la technique a` maillage mobile. Il n’est cependant pas trivial d’identifier la me´thode la
plus physiquement juste. Un premier argument en faveur de ne pas de´placer le flux est que
les neutrons ne sont pas lie´s a` la matie`re et n’ont donc pas de raison d’eˆtre de´place´s avec elle.
Cependant, l’hypothe`se de la diffusion neutronique suppose justement une forte interaction
du flux neutronique avec la matie`re, et peut justifier que le second entraine le premier. En
outre, supposer qu’il puisse y avoir un effet de de´calage entre le mouvement de la ge´ome´trie et
la de´formation du flux neutronique remet en cause une hypothe`se a` la base de l’e´quation de
Boltzmann dans sa forme classique, qui est que les noyaux ont une vitesse moyenne ne´gligeable
par rapport a` celle des neutrons. Attention a` ne pas confondre cette notion avec l’agitation
thermique des noyaux (de´placement a` vitesse moyenne nulle) qui est, elle, prise en compte par
la de´pendance des sections efficaces a` la tempe´rature. C’est ce qui explique l’e´largissement des
re´sonances avec la tempe´rature qui est a` la base de l’effet Doppler.
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Enfin, sur les techniques de couplage applicables en physique des re´acteurs la
the`se a e´galement e´te´ l’occasion de progre`s. En particulier, la factorisation quasi-statique (avec
ses variantes qui n’ont pas e´te´ toutes analyse´es ici) est apparue comme la meilleure fac¸on, a`
notre connaissance, d’utiliser la cine´tique spatiale dans des calculs couple´s. Rappelons qu’elle
n’ajoute pas d’hypothe`se de mode´lisation. L’utilisation de contre-re´actions spatiales est possible
avec cette approche et permet d’augmenter substantiellement les pas de temps des calculs
neutroniques spatiaux en de´finissant un premier couplage avec une mode´lisation simplifie´e de
la neutronique, la cine´tique point. Un controˆle du pas de temps est e´galement facile a` mettre en
place dans ce cadre et permet une gestion optimale du compromis temps de calcul / pre´cision.
Cette de´marche est transposable a` tous couplages impliquant la neutronique, et semble par
exemple particulie`rement adapte´e aux couplages neutronique-thermohydraulique.
Toujours dans la the´matique du couplage, l’expe´rimentation nume´rique de couplage in-
trique´, pendant laquelle un algorithme de Newton a e´te´ de´veloppe´ a` partir des formalismes
e´le´ments finis des proble`mes couple´s, a e´te´ concluante. Elle a montre´ la faisabilite´ de cette
de´marche, qui a l’avantage de be´ne´ficier du ge´ne´ralisme des e´le´ments finis. Les de´veloppements
mathe´matiques que nous avons faits ne sont ainsi pas lie´s a` un cas d’application, et pour-
raient conduire au de´veloppement d’un outil de couplage neutronique-thermique-me´canique
tre`s ge´ne´ral. Plus ge´ne´ralement encore, ce travail est une bonne illustration d’une certaine ap-
proche du couplage, la re´solution commune des e´quations discre´tise´es, qui ne de´pend pas des
disciplines mises en jeu. Dans notre cas, les e´quations e´taient discre´tise´es de la meˆme fac¸on
(meˆmes e´le´ments finis par exemple), mais il est tout a` fait possible de prendre en compte, dans
le calcul de la jacobienne, les changements de variable ne´cessaires pour passer d’une disciplines
a` une autre si ce n’est pas le cas.
15.3 Perspectives
La premie`re perspective de ce travail est bien suˆr l’utilisation des outils qui ont e´te´
de´veloppe´s a` des fins d’e´tude. Le solveur de diffusion neutronique de´veloppe´ dans CAST3M est
ainsi de´ja` utilise´ pour l’interpre´tation des AURN de Phe´nix [55, 56].
Les outils eux-meˆmes sont e´galement susceptibles d’e´voluer. On s’est concentre´ sur les
re´acteurs a` neutrons rapides, qui sont les plus sensibles aux effets de de´formations me´caniques.
Cependant, la grande taille des cœurs de REP de dernie`re ge´ne´ration les rend sensibles aux
petites perturbations, notamment ge´ome´triques, qui commencent donc a` y eˆtre e´tudie´es [109].
La physique des re´acteurs a` neutrons rapides, essentiellement le grand libre parcours moyen des
neutrons, a facilite´ le de´veloppement des outils de chaˆınage me´canique-neutronique. La mise
au point du meˆme type d’outils pour d’autres filie`res obligerait donc a` reconside´rer les choix
qui ont e´te´ faits. Ainsi, par exemple, des maillages plus fins pourraient eˆtre ne´cessaires et les
effets d’autoprotection pourraient eˆtre plus forts et plus difficiles a` calculer.
Autre voie d’ame´lioration possible des outils de´veloppe´s, nous avons utilise´ pendant cette
the`se (le travail avec le SPN simule´ sur Godiva mis a` part) l’hypothe`se de la diffusion. Elle
est pertinente lorsqu’on conside`re des de´formations globales de cœurs comme nous l’avons fait,
mais pourrait ne plus convenir dans certaines situations, comme c’e´tait le cas pour Godiva.
Lever cette hypothe`se et passer au transport pourrait ainsi eˆtre ne´cessaire a` certaines e´tudes.
Ce passage au transport ne remettrait pas en cause les approches utilise´es pendant la the`se
(sauf peut-eˆtre pour le couplage intrique´, le transport ne se re´solvant pas par re´solution de
15.4 Discussion sur le couplage 205
syste`mes line´aires dans un cadre e´le´ments finis), et pourrait donc se faire en s’appuyant sur le
travail de´ja` re´alise´.
L’approche quasi-statique qui est mise en avant dans cette the`se gagnerait, quant a` elle, a`
eˆtre teste´e sur des cas d’application plus exigeants, avec une de´formation plus forte de la nappe
de puissance. A terme, elle pourrait eˆtre mise en œuvre avec des codes me´tiers, permettant un
couplage optimal sans ne´cessiter le de´veloppement et la validation de nouveaux outils. Comme
nous l’avons de´ja` signale´, l’inte´reˆt de l’approche quasi-statique nous semble aller bien au-dela`
des cas conside´re´s dans la the`se. Elle est potentiellement inte´ressante pour tout couplage transi-
toire impliquant la neutronique, notamment les couplages neutronique-thermohydraulique qui
sont beaucoup regarde´s sur les re´acteurs a` eau.
Enfin, les de´veloppements faits dans le cadre de l’expe´rimentation du couplage intrique´
gagneraient a` eˆtre ge´ne´ralise´s. Il serait be´ne´fique de rechercher, e´ventuellement sur un autre
couplage, des cas d’application plus re´alistes que celui qui a e´te´ envisage´ ici et ou` cette approche
permettrait de gagner en robustesse et en temps de calcul. Des solveurs multidisciplinaires
de ce type sont de´ja` utilise´s en dehors de l’inge´nierie nucle´aire (interaction fluide-structure,
me´te´orologie par exemple) et ont fait la preuve de leur pertinence. Il pourrait eˆtre bon de s’in-
terroger sur le potentiel de cette approche, e´ventuellement en support d’un couplage se´quentiel,
pour traiter les couplages intervenant en physique des re´acteurs.
15.4 Discussion sur le couplage
Prenons maintenant un peu de recul sur ce qui a e´te´ fait pendant cette the`se, et recherchons
y des enseignements ge´ne´raux sur le couplage. J’utiliserai ici la premie`re personne du singulier
pour marquer la subjectivite´ de mon propos, qui n’a qu’une valeur d’opinion personnelle.
L’ame´lioration des moyens de calcul rend aujourd’hui accessible la re´alisation de calculs
best-estimate multiphysiques, et il y a, je pense, une vraie tendance (tentation ?) a` aller vers
ce type de simulations. Cette e´volution est, a` mon avis, tre`s positive car elle ame´liore notre
finesse de compre´hension des phe´nome`nes en physique des re´acteurs, mais surtout parce qu’elle
permet de de´cloisonner des disciplines traite´es jusqu’a` pre´sent par des logiciels et des personnes
diffe´rents. Ma the`se est, je crois, un des rares sujets du de´partement qui a permis de regrouper
re´gulie`rement des spe´cialistes de ses trois services, SERMA, SEMT et Service de Thermohy-
draulique et de Me´canique des Fluides (STMF), dans une meˆme pie`ce ! Lorsque les gens se
parlent peu, j’ai observe´ une tendance, peut-eˆtre parce que l’on n’a pas l’envie ou les moyens
de s’investir dans ce qui n’est pas notre domaine, a` rechercher des re´ponses a` la fois simples
et absolues aux questions que l’on se pose dans les autres disciplines (ainsi qu’une difficulte´
a` remettre en cause ces re´ponses quand on croit les avoir trouve´es). Pourtant, la re´ponse de
n’importe quel spe´cialiste a` n’importe quelle question est souvent ”c¸a de´pend” !
Faire tomber cette illusion et re´tablir un dialogue entre spe´cialistes est donc a` mon avis
un aspect tre`s positif du de´veloppement de la the´matique du couplage. Cependant, je pense
que le couplage risque de faire e´merger une autre illusion, celle d’avoir tout compris. Elle peut
conduire a` rechercher a` tout coupler, puis a` placer une trop grande confiance en les re´sultats
donne´s par ce ”super-coupleur”. Confiance qui s’explique un peu paradoxalement par le fait
que personne n’est spe´cialiste de l’ensemble des phe´nome`nes traite´s par la simulation, et n’est
donc capable de l’analyser en entier. Il faut pourtant, a` mon avis, rester lucide sur au moins
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deux points, la question de la Ve´rification et Validation (V and V) (la ve´rification s’assure que
le code fait bien ce que l’on pense, la validation qu’il est conforme a` la re´alite´) de ces outils, et
celle de leurs incertitudes.
Concernant leur V and V, je la conc¸ois a` deux niveaux, celui des mode`les monophysiques,
puis celui de leur couplage. Lorsque le couplage est se´quentiel, les deux niveaux de validation
peuvent eˆtre traite´s se´pare´ment. Ce n’est pas le cas pour un couplage intrique´, ce qui peut
rendre sa V and V plus complique´e. Cependant, meˆme dans un couplage se´quentiel, ce n’est, a`
mon sens, pas parce que l’on couple des codes de´ja` valide´s par ailleurs que l’on peut se passer
de valider le couplage lui-meˆme. Les deux questions classiques de la V and V se posent a` la
re´alisation de calculs couple´s : le superviseur qui re´alise le couplage est-il de´veloppe´ sans erreur,
et la mode´lisation du couplage est-elle bien faite ? Je pense, en effet, qu’il y a un re´el ”e´tage”
de mode´lisation qui se rajoute a` celui des mode`les couple´s. Cet e´tage de mode´lisation a fait
l’objet de longues discussions pendant ma the`se, a` propos de la repre´sentation de la de´formation
d’un cœur en neutronique, de la ne´cessite´ ou non de prendre en compte les effets de spectre,
ou encore a` propos du de´placement des pre´curseurs de neutrons retarde´s. Savoir comment
mode´liser l’impact d’une discipline A sur une discipline B ame`ne a` se poser des questions qui
ne sont traite´es par aucune des deux disciplines.
Si on va un peu plus loin, je vois une question connexe a` celle-ci : un re´sultat juge´ suffisam-
ment pre´cis dans une discipline l’est-il toujours lorsqu’on la couple a` une autre ? Par exemple,
un calcul cœur en neutronique donne ge´ne´ralement une puissance par assemblage, or des calculs
thermohydrauliques fins pourraient eˆtre inte´resse´s par le de´tail des puissances de´gage´es par les
diffe´rentes aiguilles de l’assemblage, voire par la re´partition de la puissance dans le combus-
tible de chacune des aiguilles [116]. On est donc amene´ dans ce cas a` ame´liorer la mode´lisation
d’une discipline, non pas pour elle-meˆme, mais pour les besoins d’une autre. S’assurer que ces
questions sont bien traite´es passe, je pense, par une vraie ope´ration de V and V du couplage.
Encore une fois, j’entends par la` ve´rification que le couplage a e´te´ de´veloppe´ sans erreur et
validation des hypothe`ses menant aux deux sens de chaˆınage. Je ne vois en revanche pas, pour
ce que j’en ai compris jusqu’a` pre´sent, une fois ces points traite´s, de question supple´mentaire
lie´e a` la validite´ de la solution commune.
L’autre point sur lequel je veux mettre en garde quand on re´alise un couplage est la maˆıtrise
des incertitudes. En multipliant la complexite´ des simulations et le nombre de leurs parame`tres,
on augmente immanquablement le nombre de sources d’incertitude (ce qui ne veut pas dire, il
est vrai, que l’incertitude elle-meˆme augmente), tout en donnant l’impression de faire beaucoup
mieux qu’avant. En paralle`le, on complexifie l’analyse des re´sultats, ce qui oblige a` faire plus
confiance a` la simulation. Il ne faut pas oublier, je pense, que la finesse d’un mode`le n’est pas
ne´cessairement corre´le´e a` la pre´cision des donne´es qui l’alimentent. Je pense meˆme, que de la
meˆme fac¸on qu’on rationnalise le nombre de chiffres significatifs de nos re´sultats nume´riques
pour e´viter de donner l’illusion d’une pre´cision qui n’est pas atteinte, il n’est pas sain d’ame´liorer
la mode´lisation d’une simulation sans s’assurer en meˆme temps que les incertitudes lie´es aux
donne´es sont maˆıtrise´es au moins au meˆme niveau de pre´cision. Sinon il y a un risque, je pense,
que ces simulations best-estimate ne servent a` rogner les marges au-dela` de la pre´cision re´elle
des simulations, ce qui pre´sente un risque de suˆrete´. L’ame´lioration des moyens de calcul doit
permettre de faciliter la compre´hension des phe´nome`nes, d’e´viter de ”passer a` coˆte´ de quelque
chose” et de quantifier avec pre´cision les caracte´ristiques de nos syste`mes, mais ne doit pas eˆtre
un pre´texte pour abandonner notre sens physique/critique.
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Je finirai par une remarque sur le facteur humain. Je trouve qu’il y a une distinction
assez forte, au moins dans l’environnement ou` j’ai e´volue´, entre physiciens des re´acteurs et
nume´riciens. J’ai eu pourtant la chance de travailler entre les deux mondes, et de m’inte´resser
a` la fois a` la re´solution nume´rique d’e´quations et a` l’interpre´tation physique des re´sultats que
j’avais obtenus ainsi. Ce positionnement m’a, par exemple, permis d’identifier la factorisation
quasi-statique comme une me´thode de re´solution adapte´e aux calculs couple´s. Je pense que
le de´veloppement d’outils de couplage a besoin des deux compe´tences. Il est pour l’instant,
en physique des re´acteurs, surtout confie´ aux physiciens qui s’orientent naturellement vers le
couplage se´quentiel, et donc l’utilisation d’outils qu’ils connaissent de´ja`, et mettent au point
des couplages physiquement justes, mais qui manquent peut-eˆtre de la rigueur, de la ge´ne´ralite´
et de l’efficacite´ que les mathe´matiques pourraient leur fournir. La situation est tre`s diffe´rente
en interaction fluide-structure par exemple, peut-eˆtre parce que le couplage y est e´tudie´ de-
puis plus longtemps et a des applications plus varie´es (nucle´aire, ae´ronautique, biome´dical,
pe´trolier etc.). Il y a donc un besoin de faire travailler ensemble physiciens et nume´riciens sur
cette the´matique, voire de pousser a` des partages de compe´tences et a` l’e´mergence de profils
mixtes. Cette ne´cessite´ doit eˆtre vue comme une chance. C’est, a` mon sens, le meilleur reme`de
aux dangers lie´s au couplage que nous avons de´ja` signale´s. Je crois aussi, plus ge´ne´ralement,
que ces communaute´s ne peuvent travailler efficacement qu’en communiquant. Les meilleurs
de´veloppements sont ceux qui sont guide´s par un besoin d’analyse physique, et les meilleures
e´tudes sont celles qui sont e´claire´es par un regard critique sur l’outil utilise´.
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Annexe A
Mode´lisation de la de´formation de
ge´ome´trie dans TRIPOLI-4
Nous copions ici la section 6.3, intitule´e ”Pre´sentation du mode`le de de´formation 3D pour
simulation avec le code TRIPOLI-4”, du rapport [60]. Ce mode`le, de´veloppe´ par ailleurs, a e´te´
utilise´ lors de cette the`se pour valider nos de´veloppements.
La deuxie`me e´tude du gerbage du cœur a e´te´ re´alise´e avec le code neutronique TRIPOLI-4.
Chaque assemblage du cœur est pose´ dans une chandelle du sommier avec un appui qui
permet une rotation limite´e par un contact de la partie basse du pied a` l’inte´rieur de la chan-
delle et interdit les translations horizontales. Ainsi, lorsque le dispositif e´carteur pousse sur
les plaquettes, les assemblages basculent d’abord comme un corps rigide jusqu’au blocage de
la partie basse puis subissent une flexion de solide de´formable. Le gerbage entraine donc une
courbure des assemblages hexagonaux.
TRIPOLI-4 ne permettant pas de mode´liser des poutres courbes, la de´formation des as-
semblages a e´te´ mode´lise´e par une superposition de polye`dres hexagonaux incline´s. Cette sim-
plification dans la repre´sentation de la de´formation des e´le´ments du cœur de Phe´nix peut eˆtre
source de diffe´rences par rapport a` la re´alite´ mais, pour un de´coupage suffisamment petit et
compte tenu des courbures tre`s faibles, la mode´lisation mise en place a e´te´ juge´e acceptable
(cf. Figure A.1).
Dans la pratique, il a e´te´ e´crit un utilitaire en langage Perl qui ge´ne`re une ge´ome´trie (sous
le format natif de TRIPOLI-4) a` partir d’un me´ta jeu de donne´es TRIPOLI-4 et des re´sultats
me´caniques issues du code CAST3M.
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Figure A.1 – Sche´ma de la mode´lisation des assemblages de´forme´s avec TRIPOLI-4
Pour chacun des sce´narios e´tudie´s, CAST3M fournit les de´placements sur l’axe x et y de
chaque assemblage a` 5 hauteurs diffe´rentes : [0 ; 0,29 ; 0,88 ; 1,48 ; 2,08 ; 2,73 ; 3,45] cm. Or,
comme il a de´ja` e´te´ pre´sente´, le de´coupage axial de 14 mailles utilise´ pour l’e´tude neutronique
est celui des compositions et les parties basse et haute du cœur ne sont pas conside´re´es. Ainsi,
les hauteurs des points qui inte´ressent pour la mise en place de la ge´ome´trie TRIPOLI-4 sont :
[24,2 ; 49,2 ; 74,2 ; 96,635 ; 107,852 ; 125,352 ; 143,852 ; 155,852 ; 175,352 ; 192,852 ; 213,052 ;
226,052 ; 239,052 ; 264,052, 289,052] cm.
Les de´placements sur les nodes du maillage axial 1D  TRIPOLI-4  sont calcule´s par MED
en interpolant line´airement les de´placements du maillage axial 1D  CAST3M  (cf. Figure
A.2).
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Figure A.2 – Principe de l’interpolation entre les re´sultats de CAST3M et le maillage utilise´
dans TRIPOLI-4
L’approximation introduite par l’interpolation line´aire est valide car les e´cartements, com-
pris entre 1 et 8mm, au niveau des plaquettes sont insignifiants face a` la hauteur des assem-
blages, de plus de 3m50. Leur courbure reste donc tre`s petite et l’e´volution du de´placement
horizontal entre deux points proches est pratiquement line´aire.
Une fois calcule´s les de´placements des points du maillage axial e´tudie´ et connaissant les
positions des assemblages dans le re´seau hexagonal non-de´forme´, on peut obtenir leur posi-
tion absolue. On cre´e alors, par rotation, des prismes hexagonaux incline´s ayant ces points
pour centre de leurs faces hexagonales. La superposition de ces volumes hexagonaux avec des
inclinaisons diffe´rentes provoque l’apparition d’espaces artificiels remplis par le sodium dans
lequel baigne le cœur ce qui, dans la simulation, augmenterait l’absorption ; et inversement, le
chevauchement des portions les unes sur les autres induit une perte de mate´riau combustible
par rapport a` la situation nominale. Pour contourner ces proble`mes, la solution applique´e dans
la ge´ne´ration de la ge´ome´trie TRIPOLI-4 est la suivante (cf. Figure A.3) :
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Figure A.3 – Sche´ma de la construction de la ge´ome´trie TRIPOLI-4
On nume´rote de 1 a` 14 les portions de chaque assemblage. Les volumes pairs sont rallonge´s
d’une longueur 2xl, tre`s petite. Ils sont ge´ne´re´s avant les volumes impairs qui viendront les
e´craser en compensant ainsi le bilan de matie`re et en e´vitant l’apparition de trous de sodium.
Etant donne´ que le volume supe´rieur est pair est qu’il est donc plus long que ce qu’il devrait,
on e´crase la partie en trop avec du sodium. Compte tenu des de´formations e´tudie´es, on prend
l=0,002cm, longueur suffisamment grande pour remplir le trou de sodium et suffisamment petite
pour ne pas ajouter de la matie`re en trop. Finalement, tous les volumes hexagonaux viennent
e´craser une grande boˆıte de sodium. Celle-ci mode´lise le volume de sodium dans lequel baigne
le cœur et remplit les espaces inter-assemblages.
Les compositions associe´es a` tous ces volumes sont reprises des sorties d’APOLLO3 R© apre`s
lecture des ECCOlib correspondant a` un calcul ERANOS sans sodium inter-assemblages (elles
correspondent aux compositions des assemblages seuls).
Annexe B
Comparaison entre codes d’effets en
re´activite´ de de´formations
Nous pre´sentons ici des comparaisons supple´mentaires d’effets en re´activite´ de de´formations
de cœurs obtenus sur Phe´nix (compositions e´volue´es pre´sente´es section 6.2) par TRIPOLI-4,
APOLLO3 R© et CAST3M. Ces calculs de validation supple´mentaires ont e´te´ faits dans le cadre
des e´tudes sur les AURN [55, 56].
Les calculs me´caniques sont pris en charge par CAST3M, de la meˆme fac¸on que dans la
partie II de cette the`se. Quatre types de de´formations sont utilise´s :
— Gerbage : ouverture centrale du cœur obtenue en appliquant des forces au niveau des
plaquettes de la 1e`re couronne d’assemblages.
— Compaction : fermeture du cœur obtenue en imposant des forces au niveau des pla-
quettes de la 10e`me couronne d’assemblages.
— Injection a` la base du cœur : de´formation dynamique obtenue en injectant brutale-
ment du sodium a` la base de l’espace inter-assemblage des cinq premie`res couronnes.
— Injection ponctuelle : de´formation dynamique obtenue en injectant brutalement du
sodium a` la base de l’espace inter-assemblage autour de l’assemblage central.
Les re´sultats sont donne´s figures B.1 a` B.4. Les re´sultats de TRIPOLI-4 sont donne´s avec
des barres d’incertitude a` 3σ. Une bonne concordance est trouve´e entre les trois codes.
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Figure B.1 – Effets en re´activite´ trouve´s par TRIPOLI-4, APOLLO3 R© et CAST3M par
gerbage du cœur de Phe´nix.
Figure B.2 – Effets en re´activite´ trouve´s par TRIPOLI-4, APOLLO3 R© et CAST3M par
compaction du cœur de Phe´nix.
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Figure B.3 – Effets en re´activite´ trouve´s par TRIPOLI-4, APOLLO3 R© et CAST3M par
injection a` la base du cœur de Phe´nix.
Figure B.4 – Effets en re´activite´ trouve´s par TRIPOLI-4, APOLLO3 R© et CAST3M par
injection ponctuelle dans le cœur de Phe´nix.
216 Annexe B. Comparaison entre codes d’effets en re´activite´ de de´formations
Annexe C
Etablissement des e´quations SPN
C.1 Les e´quations de transport
Commenc¸ons par e´crire l’e´quation de transport cine´tique (les notations sont les meˆmes que
celles adopte´es pour l’e´quation (8.9), sauf que l’on note ψg(−→r ,−→Ω ) le flux angulaire du groupe
d’e´nergie g, a` la position −→r , des neutrons se propageant dans la direction du vecteur unitaire
−→
Ω et
∫
S
(·)dΩ l’inte´grale normalise´e sur la sphe`re. σgt est la section efficace macroscopique de
re´action totale.) :
1
V g
∂ψg(−→r ,−→Ω )
∂t
+
−→
Ω · −→∇ψg(−→r ,−→Ω ) + σgt (−→r )ψg(−→r ,
−→
Ω ) =
∑
g′
∫
S
σg
′→g
s (
−→r ,−→Ω ′ · −→Ω )ψg′(−→r ,−→Ω ′)dΩ′
+χgp(
−→r )(1− β)
∑
g′
νσg
′
f (
−→r )
∫
S
ψg
′
(−→r ,−→Ω ′)dΩ′ + Sgn.ret.(−→r ).
(C.1)
Sgn.ret.(
−→r ) est la source due aux neutrons retarde´s (isotrope), qui s’e´crit, comme
pre´ce´demment :
Sgn.ret.(
−→r ) =
∑
l
χgl λlC
l(−→r ).
Notons que les sections efficaces de transferts, les σs, sont anisotropes : elles de´pendent de
l’angle entre les directions d’arrive´e et de de´part du neutron.
Nous allons de´tailler les calculs pour l’e´quation cine´tique (C.1). Pour se ramener au
cas stationnaire, il suffit d’e´liminer les termes 1V g
∂ψg(−→r ,−→Ω )
∂t et S
g
n.ret.(
−→r ,−→Ω ) et de remplacer
χgp(
−→r )(1− β) par 1Keff χg(
−→r ).
Conside´rons maintenant la condition aux limites de vide, qui s’applique a` la frontie`re du
domaine note´e ∂Rv. La condition aux limites s’e´crit (avec
−→n le vecteur unitaire orthogonal a`
∂Rv et sortant) :
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CLvide : ψ
g(−→r ,−→Ω ) = 0 ∀(−→r ,−→Ω ) ∈
{−→r ∈ ∂Rv,−→Ω · −→n < 0} . (C.2)
On peut la transformer en introduisant les composantes paires (ψ+) et impaires (ψ−) du
flux angulaire :
ψ±g (
−→r ,−→Ω ) = ψ
g(−→r ,−→Ω )± ψg(−→r ,−−→Ω )
2
.
En effet, on a alors
ψg(−→r ,−→Ω ) = 1
2
(
ψ+g (
−→r ,−→Ω ) + ψ−g (−→r ,
−→
Ω )
)
ψg(−→r ,−−→Ω ) = 1
2
(
ψ+g (
−→r ,−→Ω )− ψ−g (−→r ,
−→
Ω )
)
,
et en re´e´crivant (C.2) ainsi :
ψg(−→r ,−−→Ω ) = 0 ∀(−→r ,−→Ω ) ∈
{−→r ∈ ∂Rv,−→Ω · −→n > 0}
on obtient, en combinant les expressions pre´ce´dentes (S est la sphe`re unite´) :
CLvide : ψ
−
g (
−→r ,−→Ω ) = signe(−→Ω · −→n )ψ+g (−→r ,
−→
Ω ) ∀(−→r ,−→Ω ) ∈ ∂Rv × S. (C.3)
La condition aux limites de re´flexion totale, applique´e sur la frontie`re ∂Rr s’e´crit quant a`
elle :
CLrefl. : ψ
g(−→r ,−→Ω ) = ψg(−→r ,−→Ω′) ∀(−→r ,−→Ω ) ∈
{−→r ∈ ∂Rr,−→Ω · −→n < 0} , (C.4)
avec, si −→n est coline´aire a` l’axe z et −→Ω = (ωx, ωy, ωz),
−→
Ω′ = (ωx, ωy,−ωz).
On remarque que lorsque
−→
Ω ve´rifie
−→
Ω · −→n < 0, −→Ω′ ve´rifie −→Ω′ · −→n > 0. En outre, la de´finition
de
−→
Ω′ fait qu’il balaie toutes les directions de sa demi-sphe`re. Ainsi les roˆles de
−→
Ω et de
−→
Ω′ dans
(C.4) sont inversibles. On montre ainsi que (C.4) se ve´rifie sur toute la sphe`re unite´. De plus,
en utilisant les de´finitions des composantes paires et impaires du flux, on montre e´galement
que :
CLrefl. : ∀(−→r ,−→Ω ) ∈ ∂Rr × S,
{
ψ+g (
−→r ,−→Ω ) = ψ+g (−→r ,
−→
Ω ′)
ψ−g (
−→r ,−→Ω ) = ψ−g (−→r ,
−→
Ω ′).
(C.5)
C.2 Les polynoˆmes de Legendre
Les polynoˆmes de Legendre vont nous servir de base angulaire pour les sections efficaces de
transfert et le flux angulaire. On peut les de´finir par re´currence ainsi :
P0(x) = 1 ; P1(x) = x et (n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x) (C.6)
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On constate facilement, a` partir de leur de´finition, que Pn est de degre´ n. On admet en
outre qu’ils sont de la parite´ de n : Pn(−x) = (−1)nPn(x).
On admet e´galement cette relation :
1
2
∫ 1
−1
Pn(x)Pm(x)dx = δn,m
1
2n+ 1
, (C.7)
avec δn,m = 1 si n = m et 0 sinon. Notamment, cela signifie qu’ils sont orthogonaux pour
le produit scalaire < P,Q >=
∫ 1
−1 P (x)Q(x)dx.
On admet enfin le the´ore`me d’addition suivant, valable ∀ψi=1,2 ∈ [0, pi[ tq ψ1 + ψ2 ∈ [0, pi[
et ∀ϕ :
Pn(cosψ1 cosψ2 + sinψ1 sinψ2 cosϕ) = Pn(cosψ1)Pn(cosψ2)
+2
∞∑
m=1
(−1)mP−mn (cosψ1)Pmn (cosψ2) cos(mϕ).
(C.8)
On de´compose les sections efficaces de transferts sur les polynoˆmes de Legendre ainsi :
σg
′→g
s (
−→r ,−→Ω ′ · −→Ω ) =
∞∑
l=0
(2l + 1)σg
′→g
sl (
−→r )Pl(−→Ω ′ · −→Ω ). (C.9)
C.3 L’approximation SPN : e´quations 1D
Nous allons pre´senter une me´thode, pour obtenir les e´quations SPN, base´e sur deux hy-
pothe`ses. Il y a d’autres fac¸ons d’obtenir ces e´quations, avec e´ventuellement d’autres hy-
pothe`ses. La me´thode que nous pre´sentons semble ne´anmoins la plus ge´ne´rique. [64] et [91]
pre´sentent et commentent quelques me´thodes alternatives pour obtenir ces e´quations.
Notre premie`re hypothe`se est qu’il existe, en tout point, un syste`me de coordonne´es locales
ou` le flux angulaire, quel que soit le groupe d’e´nergie, est une fonction a` variations lentes en x,
y et ϕ (voir illustration du syste`me de coordonne´es figure C.1). Ainsi on peut e´crire en chaque
point du re´acteur :
ψ(x, y, z, θ, ϕ) = φ(z, µ) + ψ(x, y, z, θ, ϕ), (C.10)
avec  un petit parame`tre et µ = cos θ.
La seconde hypothe`se est que ce syste`me de coordonne´es varie lentement en espace. En effet
le terme
−→
Ω · −→∇ de (C.1) correspond a` une de´rive´e a` −→Ω fixe´, ce qui ne correspond pas a` µ et ϕ
fixe´s si le syste`me de coordonne´es varie. On va supposer qu’on peut ne´gliger cet effet, ce qui
revient a` e´crire :
−→∇ψ ≈ ∂φ
∂z
−→
k , µ =
−→
Ω · −→k et −→Ω · −→∇ψ ≈ µ∂φ
∂z
. (C.11)
A ces hypothe`ses on rajoute que ce syste`me de coordonne´es ne varie pas en temps, et que
les variations temporelles de ψ sont domine´es par celles de φ.
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Figure C.1 – Illustration du syste`me de coordonne´es sphe´riques utilise´.
Avec ces hypothe`ses, en ne´gligeant les termes en  et en de´veloppant les sections de transfert
sur les polynoˆmes de Legendre, l’e´quation (C.1) devient :
1
V g
∂φg(z, µ)
∂t
+
(
µ
∂
∂z
+ σgt (z)
)
φg(z, µ) =
∑
g′
∞∑
l=0
(2l + 1)σg
′→g
sl (z)Pl(µ)
1
2
∫ 1
−1
Pl(µ
′)φg
′
(z, µ′)dµ′
+χgp(z)(1− β)
∑
g′
νσg
′
f (z)
1
2
∫ 1
−1
φg
′
(z, µ′)dµ′ + Sgn.ret.(z).
(C.12)
De´taillons le calcul pour le terme de transfert qui est le seul non e´vident. En de´composant les
sections de transfert sur les polynoˆmes de Legendre comme indique´ en (C.9), puis en explicitant
l’inte´grale sur S on obtient :∫
S
σg
′→g
s (
−→r ,−→Ω ′ · −→Ω )ψg′(−→r ,−→Ω ′)dΩ′ =
∞∑
l=0
(2l + 1)σg
′→g
sl (z)
1
4pi
∫ pi
θ′=0
φg
′
(z, cos θ′) sin θ′
∫ 2pi
ϕ′=0
Pl(
−→
Ω ′ · −→Ω )dϕ′dθ′.
On peut expliciter
−→
Ω ′ · −→Ω :
−→
Ω ′ · −→Ω = sin θ′ cosϕ′ sin θ cosϕ+ sin θ′ sinϕ′ sin θ sinϕ+ cos θ′ cos θ
sin θ′ sin θ(cosϕ′ cosϕ+ sinϕ′ sinϕ︸ ︷︷ ︸
cos(ϕ− ϕ′)
) + cos θ′ cos θ
On reconnait la forme du the´ore`me d’addition (C.8) (si θ + θ′ ∈ [pi, 2pi] on peut remplacer
θ et θ′ par pi − θ et pi − θ′ sans changer le re´sultat final). Ainsi on a :
Pl(
−→
Ω ′ · −→Ω ) = Pl(cos θ)Pl(cos θ′) + 2
∞∑
m=1
(−1)mP−ml (cos θ)Pml (cos θ′) cos(m(ϕ− ϕ′)).
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Ici les Pml sont les fonctions de Legendre associe´es aux polynoˆmes de´finies par :
Pmn (µ) = (1− µ2)m/2
(
d
dµ
(m)
)
Pn(µ). (C.13)
Il est facile de voir que
∫ 2pi
ϕ′=0
cos(m(ϕ− ϕ′))dϕ′ = 0, et qu’ainsi :
1
2pi
∫ 2pi
ϕ′=0
Pl(
−→
Ω ′ · −→Ω )dϕ′ = Pl(cos θ)Pl(cos θ′).
Cela nous permet de retrouver le terme duˆ aux transferts de (C.12).
La condition de vide de vide s’e´crit quant a` elle simplement :
CLvide : φ
−
g (z, µ) = signe(µ)φ
+
g (z, µ) ∀(z, µ) ∈ ∂Rv × [−1, 1]. (C.14)
Pour celle de re´flexion, on peut voir que le changement de
−→
Ω a`
−→
Ω′, associe´ a` l’invariance du
flux par φ suppose´ par l’hypothe`se SPN et la condition (C.5) implique :
CLrefl. : φ
−
g (z, µ) = φ
−
g (z,−µ) ∀(z, µ) ∈ ∂Rr × [−1, 1],
ce qui montre, d’apre`s la de´finition de φ−, que :
CLrefl. : φ
−
g (z, µ) = 0 ∀(z, µ) ∈ ∂Rv × [−1, 1].
On retiendra que la condition de re´flexion implique que la composante impaire du flux est
nulle. Il n’y a pas de condition sur la composante paire.
Introduisons maintenant l’approximation PN qui consiste a` de´composer le flux angulaire
sur les polynoˆmes de Legendre en se limitant a` l’ordre N :
φg(z, µ) ≈
N∑
l=0
αlφ
g
l (z)Pl(µ). (C.15)
Les αl sont des scalaires qu’on se donne pour simplifier la re´solution du proble`me par la
suite. Dans la suite, N sera toujours impair et on note Nh = (N + 1)/2.
On injecte ce de´veloppement dans (C.12), puis on multiplie l’e´quation par αlPl(µ), et on
inte`gre sur µ variant de −1 a` 1 (normalise´). On obtient ainsi :
1
V g
1
2
∫ 1
−1
αlPl(µ)
N∑
l′=0
αl′Pl′(µ)
∂φgl′(z)
∂t
dµ+
1
2
∫ 1
−1
αlPl(µ)
(
µ
∂
∂z
+ σgt (z)
) N∑
l′=0
αl′φ
g
l′(z)Pl′(µ)dµ
=
∑
g′
∞∑
l′=0
(2l′ + 1)σg
′→g
sl′ (z)
1
2
∫ 1
−1
αlPl(µ)Pl′(µ)
1
2
∫ 1
−1
Pl(µ
′)
N∑
l′′=0
αl′′φ
g
l′′(z)Pl′′(µ
′)dµ′dµ
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+χgp(z)(1− β)
∑
g′
νσg
′
f (z)
1
2
∫ 1
−1
αlPl(µ)dµ
1
2
∫ 1
−1
N∑
l′=0
αl′φ
g
l′(z)Pl′(µ
′)dµ′
+Sgn.ret.(z)
1
2
∫ 1
−1
αlPl(µ)dµ.
La relation de re´currence (C.6) nous permet de transformer le terme en µPl(µ), venant du
transport des neutrons :
µPl(µ) =
l + 1
2l + 1
Pl+1(µ) +
l
2l + 1
Pl−1(µ).
En outre, la relation (C.7) nous permet de calculer facilement toutes les inte´grales de l’ex-
pression pre´ce´dente (en n’oubliant pas que P0(x) = 1). On obtient alors :
1
V g
tl
∂φgl (z)
∂t
+ hl
∂φgl−1(z)
∂z
+ hl+1
∂φgl+1(z)
∂z
+ tlσ
g
disp l(z)φ
g
l (z) =∑
g′ 6=g
tlσ
g′→g
sl (z)φ
g′
l (z) + δl,0t0χ
g
p(z)(1− β)
∑
g′
νσg
′
f (z)φ
g′
0 + δl,0S
g
n.ret.(z),
(C.16)
avec hm =
mαmαm−1
(2m+ 1)(2m− 1) , tm =
α2l
(2l + 1)
et σgdisp l = σ
g
t − σg→gsl .
Pour obtenir la nouvelle forme de la condition aux limites de vide, on multiplie l’e´quation
pre´ce´dent (C.14) par µα2iP2i(µ) et on inte`gre sur µ ∈ [0, 1]. Le premier terme devient :
1
2
∫ 1
0
N∑
l=0
αlφ
g
l (z)(Pl(µ)− Pl(−µ))µα2iP2i(µ)dµ.
En l’e´crivant comme une somme de deux inte´grale, une avec Pl(µ) et l’autre avec Pl(−µ)
et en faisant le changement de variable µ → −µ dans la deuxie`me inte´grale, on arrive a` une
forme de´ja` vue :
1
2
∫ 1
−1
N∑
l=0
αlφ
g
l (z)Pl(µ)µα2iP2i(µ)dµ = h2iφ
g
2i−1 + h2i+1φ
g
2i+1.
Le deuxie`me terme de (C.14) devient :
1
2
∫ 1
0
N∑
l=0
αlφ
g
l (z)(Pl(µ) + Pl(−µ))µα2iP2i(µ)dµ.
On remarque que les termes avec l impair s’e´liminent. Il reste alors :
N−1∑
2i′=0
φg2i′(z)α2iα2i′
∫ 1
0
µP2i(µ)P2i′(µ)dµ.
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On e´crira donc la condition aux limites :
CLvide : h2iφ
g
2i−1 + h2i+1φ
g
2i+1 =
N−1∑
2i′=0
hb2i,2i′φ
g
2i′(z), (C.17)
avec hbl,k = αlαk
∫ 1
0
µPl(µ)Pk(µ)dµ.
C.4 Equations 3D
Bien qu’on soit parti d’un proble`me 3D, nous sommes arrive´s a` des e´quations 1D dans
le syste`me de coordonne´es local adapte´. Pour se ramener a` une formulation 3D, on multiplie
chaque e´quation impaire de (C.16) par
−→
k , le vecteur du syste`me de coordonne´es local (qui peut
varier spatialement). A la frontie`re,
−→
k est coline´aire a` −→n . On peut exprimer ainsi le proble`me
sous la forme d’un syste`me d’e´quations ou` les composantes paires du flux sont des fonctions
scalaires et les composantes impaires des fonctions vectorielles. Cette ope´ration permet d’utiliser
les ope´rateurs vectoriels classiques. Le syste`me s’e´crit :
Ii
∂
∂t
−→
φ i + Ti
−→
φ i +H
−→∇φp = −→S i
Ip
∂
∂t
φp +H
T−→∇ · −→φ i + Tpφp = Sp,
(C.18)
avec la condition aux limites de vide e´crite ainsi :
CLvide : H
T (
−→
φ i · −→n ) = Γpφp, a` la frontie`re. (C.19)
Celle de re´flexion est simplement :
CLrefl. :
−→
φ i =
−→
0 , a` la frontie`re. (C.20)
On a note´ φp et
−→
φ i les composantes paires et impaires du flux angulaire :
φp = [φ
1
p, φ
2
p, ..., φ
G
p ]
T avec φgp = [φ
g
0, φ
g
2, ..., φ
g
N−1]
T ,
−→
φ i = [
−→
φ 1i ,
−→
φ 2i , ...,
−→
φ Gi ]
T avec
−→
φ gi = [
−→
φ g1,
−→
φ g3, ...,
−→
φ gN ]
T .
Ip et Ii sont des matrices dites d’inertie paires et impaires (et diagonales) :
Ip = diag(I
1
p , I
2
p , ..., I
G
p ) avec I
g
p = diag(t0/V
g, t2/V
g, ..., tN−1/V g),
Ii = diag(I
1
i , I
2
i , ..., I
G
i ) avec I
g
i = diag(t1/V
g, t3/V
g, ..., tN/V
g).
Tp et Ti sont les matrices de disparition paires et impaires (et diagonales) :
Tp = diag(T
1
p , T
2
p , ..., T
G
p ) avec T
g
p = diag(t0σ
g
disp 0, t2σ
g
disp 2, ..., tN−1σ
g
disp N−1),
Ti = diag(T
1
i , T
2
i , ..., T
G
i ) avec T
g
i = diag(t1σ
g
disp 1, t3σ
g
disp 3, ..., tNσ
g
disp N ).
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Sp et
−→
S i sont les composantes paires et impaires de la source :
Sp = Tspφp + (1− β)Ppφp + Sn.ret. p et −→S i = Tsi−→φ i.
Tsp et Tsi sont les matrices de transferts paires et impaires (les termes sont nuls lorsque
g′ = g) :
Tsp = [T
gg′
sp ] avec T
gg′
sp = diag(t0σ
g′→g
s0 , t2σ
g′→g
s2 , ..., tN−1σ
g′→g
sN−1),
Tsi = [T
gg′
si ] avec T
gg′
si = diag(t1σ
g′→g
s1 , t3σ
g′→g
s3 , ..., tNσ
g′→g
sN ).
La matrice de fission Pp s’exprime :
Pp =

χ1pp
χ2pp
...
χGpp
 · [F 1p , F 2p , ..., FGp ] avec χgpp =

χgp
0
...
0
 et F gp = [νσgf , 0, ..., 0].
La source de neutrons retarde´s s’e´crit :
Sn.ret. p = [S
1
n.ret. p, S
2
n.ret. p, ..., S
G
n.ret. p]
T avec Sgn.ret. p = [S
g
n.ret., 0, ..., 0]
T .
H est constitue´e de blocs diagonaux identiques :
H = diag(Hd, Hd, ...,Hd) avec Hd =

h1 h2 . 0 0
0 h3 . 0 0
. . . . .
0 0 . hN−2 hN−1
0 0 . 0 hN
 .
Enfin Γp est e´galement constitue´e de blocs diagonaux identiques. Elle est de´finie sur la
frontie`re par :
Γp = diag(Γ
d
p,Γ
d
p, ...,Γ
d
p) avec (Γ
d
p)i,j = h
b
2(i−1),2(j−1).
Le calcul de ses termes en SP5 donne :
Γdp =

0.5
5
16
− 9
128
5
16
25
32
585
2048
− 9
128
585
2048
6561
8192

.
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C.5 Forme diagonalise´e
Nous allons maintenant diagonaliser le syste`me (C.18). On verra ensuite que cela permet
d’identifier les e´quations SPN a` celles SP1 avec une augmentation du nombre de groupes.
La diagonalisation se fait par changement de variable. Il y a deux fac¸ons de proce´der, selon
que l’on modifie les variables paires ou impaires. Ici nous allons pre´senter la me´thode primale
ou` le changement de variable est fait sur les termes pairs. Il s’agit de poser :
φ˜p = Hφp. (C.21)
En multipliant les e´quations paires de (C.18) ainsi que la condition aux limites (C.19) par
H−T = (HT )−1, on obtient :
Ii
∂
∂t
−→
φ i + Ti
−→
φ i +
−→∇φ˜p = −→S i
(H−T IpH−1)
∂
∂t
φ˜p +
−→∇ · −→φ i + (H−TTpH−1)φ˜p = H−TSp,
(C.22)
avec :
H−TSp = H−TTspH−1φ˜p + (1− β)H−TPpH−1φ˜p +H−TSn.ret. p
et la condition de vide :
CLvide :
−→
φ i · −→n = (H−TΓpH−1)φ˜p. (C.23)
Il est temps de fixer les valeurs des αl. En prenant α0 = 1 et αl =
4l2 − 1
lαl−1
, les hi deviennent
e´gaux a` 1 et la matrice Hd devient :
Hd =

1 1 0 0 .
0 1 1 0 .
0 0 1 1 .
0 0 0 1 .
. . . . .
 .
H−1 et H−T sont respectivement compose´s des blocs H−1d et H
−T
d :
H−1d =

1 −1 1 −1 .
0 1 −1 1 .
0 0 1 −1 .
0 0 0 1 .
. . . . .
 et H−Td =

1 0 0 0 .
−1 1 0 0 .
1 −1 1 0 .
−1 1 −1 1 .
. . . . .
 .
Le choix des αl fixe les tl et on a :
t0 = 1 ; t1 = 3 ; t2 =
5
4
; t3 =
28
9
; t4 =
81
64
; t5 =
704
225
.
On a e´galement :
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(H−Td I
g
pH
−1
d ) =
(−1)i+j min(i,j)∑
k=1
t2(k−1)
V g

i,j
,
(H−Td T
g
pH
−1
d ) =
(−1)i+j min(i,j)∑
k=1
t2(k−1)σ
g
disp 2(k−1)

i,j
,
(H−Td T
gg′
sp H
−1
d ) =
(−1)i+j min(i,j)∑
k=1
t2(k−1)σ
g′→g
s2(k−1)

i,j
,
(H−Td P
gg′
p H
−1
d ) =

χgp
−χgp
χgp
...
 · [νσg′f ,−νσg′f , νσg′f , ...]
et
H−Td S
g
n.ret. p = [S
g
n.ret.,−Sgn.ret., Sgn.ret., ...]T .
C.6 Identification SPN/SP1
Il est possible de re´soudre les e´quations (C.22) et (C.23) comme des e´quations SP1 en
traitant les harmoniques du SPN comme des pseudos-groupes d’e´nergie. On passe ainsi des
e´quations SPN a` G groupes d’e´nergie aux e´quations SP1 a` NhG groupes d’e´nergie.
Pour faire cette identification nous allons introduire une nouvelle hypothe`se. Nous allons
supposer que le terme en de´rive´e temporelle de l’e´quation impaire, Ii
∂
∂t
−→
φ i, est nul. Cela ne
signifie pas que les harmoniques impaires ne varient pas en temps, mais qu’ils s’e´quilibrent
instantane´ment avec les harmoniques paires.
Ecrivons avec cette hypothe`se l’identification pour l’e´quation impaire. On note (g, i) les
pseudos-groupes d’e´nergie. L’e´quation impaire SP1 de ce pseudo-groupe s’e´crit :
t1σ
(g,i)
disp 1
−→
φ
(g,i)
1 +
−→∇φ˜(g,i)0 =
∑
(g′,j) 6=(g,i)
t1σ
(g′,j)→(g,i)
s1
−→
φ
(g,i)
1 .
La ligne i de l’e´quation impaire SPN du groupe d’e´nergie g s’e´crit :
t2i−1σ
g
disp 2i−1
−→
φ g2i−1 +
−→∇φ˜g2(i−1) =
∑
g′ 6=g
t2i−1σ
g′→g
s2i−1
−→
φ g2i−1.
L’identification terme a` terme donne :
σ
(g,i)
disp 1 =
t2i−1
3
σgdisp 2i−1 et pour g 6= g′ σ(g
′,j)→(g,i)
s1 =
t2i−1
3
σg
′→g
s2i−1δi,j .
On peut le re´e´crire :
C.6 Identification SPN/SP1 227
σ
(g,i)
t =
t2i−1
3
σgt
et
σ
(g′,j)→(g,i)
s1 =
t2i−1
3
σg
′→g
s2i−1δi,j .
Ecrivons maintenant l’e´quation paire SP1 du pseudo-groupe (g, i) :
1
V (g,i)
∂
∂t
φ˜
(g,i)
0 +
−→∇ · −→φ (g,i)1 + σ(g,i)disp 0φ˜(g,i)0 =∑
(g′,j)6=(g,i)
σ
(g′,j)→(g,i)
s0 φ˜
(g′,j)
0 + (1− β)χ(g,i)p
∑
(g′,j)
νσ
(g′,j)
f φ˜
(g′,j)
0 + S
(g,i)
n.ret..
On a e´galement la ligne i de l’e´quation paire SPN du groupe d’e´nergie g :
∑
j
(−1)i+j
min(i,j)∑
k=1
t2(k−1)
V g
∂
∂t
φ˜g2(j−1) +
−→∇ · −→φ g2i−1 +
∑
j
(−1)i+j
min(i,j)∑
k=1
t2(k−1)σ
g
disp 2(k−1)φ˜
g
2(j−1)
=
∑
g′ 6=g
∑
j
(−1)i+j
min(i,j)∑
k=1
t2(k−1)σ
g′→g
s2(k−1)φ˜
g′
2(j−1) + (1− β)(−1)i+1χgp
∑
g′
∑
j
νσg
′
f (−1)j+1φ˜g
′
2(j−1)
+(−1)i+1Sgn.ret..
Pour l’identification on fait passer les termes non diagonaux issus de la matrice (H−TTpH−1)
du coˆte´ des sources et on les identifie a` des transferts. Les termes non diagonaux issus de
(H−T IpH−1), et donc porteurs de de´rive´es temporels, sont pour l’instant simplement re´e´crits
comme un terme source supple´mentaire. On commence par re´e´crire l’e´quation ainsi :
i∑
k=1
t2(k−1)
V g
∂
∂t
φ˜g2(i−1) +
−→∇ · −→φ g2i−1 +
i∑
k=1
t2(k−1)σ
g
disp 2(k−1)φ˜
g
2(i−1)
=
∑
g′ 6=g
∑
j
(−1)i+j
min(i,j)∑
k=1
t2(k−1)σ
g′→g
s2(k−1)φ˜
g′
2(j−1)
+
∑
j 6=i
(−1)i+j+1
min(i,j)∑
k=1
t2(k−1)
V g
∂
∂t
φ˜g2(j−1)
+
∑
j 6=i
(−1)i+j+1
min(i,j)∑
k=1
t2(k−1)σ
g
disp 2(k−1)φ˜
g
2(j−1)
+(1− β)(−1)i+1χgp
∑
g′
∑
j
νσg
′
f (−1)j+1φ˜g
′
2(j−1) + (−1)i+1Sgn.ret..
Ce qu’on peut re´e´crire :
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i∑
k=1
t2(k−1)
V g
∂
∂t
φ˜g2(i−1) +
−→∇ · −→φ g2i−1 +
i∑
k=1
t2(k−1)σ
g
disp 2(k−1)φ˜
g
2(i−1)
=
∑
(g′,j)6=(g,i)
(−1)i+j+1
min(i,j)∑
k=1
t2(k−1)
(
δg,g′σ
g
t − σg
′→g
s2(k−1)
)
φ˜g
′
2(j−1)
+(1− β)(−1)i+1χgp
∑
g′
∑
j
νσg
′
f (−1)j+1φ˜g
′
2(j−1) + (−1)i+1Sgn.ret.
+
∑
j 6=i
(−1)i+j+1
min(i,j)∑
k=1
t2(k−1)
V g
∂
∂t
φ˜g2(j−1).
Ainsi l’identification de l’e´quation paire nous donne :
1
V (g,i)
=
i∑
k=1
t2(k−1)
V g
,
σ
(g,i)
disp 0 =
i∑
k=1
t2(k−1)σ
g
disp 2(k−1),
σ
(g′,j)→(g,i)
s0 = (−1)i+j+1
min(i,j)∑
k=1
t2(k−1)
(
δg,g′σ
g
t − σg
′→g
s2(k−1)
)
pour (g′, j) 6= (g, i),
χ(g,i)p = (−1)i+1χgp,
νσ
(g,i)
f = (−1)i+1νσgf ,
S
(g,i)
n.ret. = (−1)i+1Sgn.ret.
et une source supple´mentaire que l’on peut e´crire ainsi :
S
(g,i)
supl. =
∑
j 6=i
(−1)i+j+1 1
V (g,min(i,j))
∂
∂t
φ˜g2(j−1).
On rappelle que la source de fission s’e´crit ainsi :
Sgn.ret.(
−→r ) =
∑
l
χgl λlC
l(−→r ).
Pour conse´quent on peut identifier le spectre de neutrons retarde´s du pseudo-groupe :
χ
(g,i)
l = (−1)i+1χgl .
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C.7 Ecriture sous la forme d’un proble`me de diffusion
Pour transformer le proble`me (C.22) et (C.23), e´crit en SP1 avec NhG groupes d’e´nergie,
nous allons supposer que les transferts impairs sont nuls, c’est a` dire que σgs2i−1 = 0 ∀g ∀i > 0.
Avec cette hypothe`se, la source
−→
S i est nulle est l’e´quation impaire devient simplement :
−→
φ
(g,i)
1 = −
1
3σ
(g,i)
disp 1
−→∇φ˜(g,i)0 = −
1
3σ
(g,i)
t
−→∇φ˜(g,i)0 .
Ainsi l’e´quation paire peut s’e´crire sous la forme attendue et de´ja` annonce´e (11.1) :
1
V (g,i)
∂
∂t
φ˜
(g,i)
0 −
−→∇D(g,i)−→∇φ˜(g,i)0 + σ(g,i)disp 0φ˜(g,i)0 =
∑
(g′,j)6=(g,i) σ
(g′,j)→(g,i)
s0 φ˜
(g′,j)
0 + (1− β)χ(g,i)p
∑
(g′,j) νσ
(g,i)
f φ˜
(g′,j)
0 +
∑
l χ
(g,i)
l λlC
l + S
(g,i)
supl.,
(C.24)
avec :
D(g,i) =
1
3σ
(g,i)
t
. (C.25)
On reconnait une e´quation de diffusion instationnaire classique, avec les parame`tres iden-
tifie´s pre´ce´demment et un terme source supple´mentaire. Mis a` part ce terme source, cette
e´quation pourra eˆtre traite´e par les solveurs de diffusion classiques.
Ce terme supple´mentaire peut eˆtre traite´ de fac¸on simple quand on utilise un θ-sche´ma
avec θ 6= 0. En effet, une partie de ce terme peut eˆtre inte´gre´ dans les sections de transfert.
Ecrivons uniquement le terme de transfert et le terme source supple´mentaire avec diffe´rences
finies pour les de´rive´es temporelles et un θ-sche´ma pour les transferts (le pas de temps dure
∆t et on suppose t = 0 a` son de´but) :
θ
∑
(g′,j) 6=(g,i)
(−1)i+j+1
min(i,j)∑
k=1
t2(k−1)
(
δg,g′σ
g
t − σg
′→g
s2(k−1)
)
φ˜g
′
2(j−1)(∆t)
+(1− θ)
∑
(g′,j)6=(g,i)
(−1)i+j+1
min(i,j)∑
k=1
t2(k−1)
(
δg,g′σ
g
t − σg
′→g
s2(k−1)
)
φ˜g
′
2(j−1)(0)
+
∑
j 6=i
(−1)i+j+1
min(i,j)∑
k=1
t2(k−1)
V g
φ˜g2(j−1)(∆t)− φ˜g2(j−1)(0)
∆t
.
On remarque que ces termes peuvent se re´e´crire :
θ
∑
(g′,j) 6=(g,i)
(−1)i+j+1
min(i,j)∑
k=1
t2(k−1)
(
δg,g′(σ
g
t +
1
θV g∆t
)− σg′→gs2(k−1)
)
φ˜g
′
2(j−1)(∆t)
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+(1− θ)
∑
(g′,j)6=(g,i)
(−1)i+j+1
min(i,j)∑
k=1
t2(k−1)
(
δg,g′(σ
g
t +
1
θV g∆t
)− σg′→gs2(k−1)
)
φ˜g
′
2(j−1)(0)
+
∑
j 6=i
(−1)i+j
min(i,j)∑
k=1
t2(k−1)
V g
1
θ∆t
φ˜g2(j−1)(0).
Il suffit donc de modifier les sections de transfert pour les calculs cine´tiques en :
σ
(g′,j)→(g,i)
s0 transitoire = (−1)i+j+1
min(i,j)∑
k=1
t2(k−1)
(
δg,g′(σ
g
t +
1
θV g∆t
)− σg′→gs2(k−1)
)
pour (g′, j) 6= (g, i),
(C.26)
et de rajouter un terme source constant :
S
(g,i)
supl. const. =
∑
j 6=i
(−1)i+j 1
θV (g,min(i,j))∆t
φ˜g2(j−1)(0). (C.27)
La condition aux limites de vide, quant a` elle, s’e´crit toujours comme un produit matrice-
vecteur :
CLvide :
−→∇φ˜(g,i)0 · −→n = −3σ(g,i)t
∑
j
(
H−TΓdpH
−1
)
i,j
φ˜
(g,j)
0 , a` la frontie`re. (C.28)
La condition de re´flexion est toujours celle du flux impair nul :
CLrefl. :
−→∇φ˜(g,i)0 =
−→
0 , a` la frontie`re. (C.29)
C.8 Conclusion
Si les calculs pour mettre le proble`me sous la forme (C.24) et (C.28) sont longs, le
de´veloppement informatique qui suit est faible quand on dispose d’un solveur de diffusion.
Il suffit en effet de calculer les parame`tres des pseudos-groupes, la source supple´mentaire et de
ge´rer la nouvelle condition aux limites. Celle-ci est un peu proble´matique puisqu’elle couple
plusieurs pseudos-groupes d’e´nergie, mais un simple processus ite´ratif suffit.
Listons pour me´moire les hypothe`ses qui ont e´te´ faites :
1. Existence en tout point d’un syste`me de coordonne´es ou` le flux angulaire varie lentement
en x, y et ϕ, puis e´limination de ces de´pendances ;
2. Variation spatiale lente de ce syste`me de coordonne´es, et pas de variation temporelle ;
3. Troncature a` l’ordre N de la de´composition du flux angulaire sur les polynoˆmes de
Legendre ;
4. Le flux impair est suppose´ eˆtre toujours a` l’e´quilibre avec le flux pair (de´rive´e temporelle
nulle) ;
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5. Les transferts impairs sont suppose´s nuls ;
Les deux premie`res hypothe`ses sont lie´es a` la validite´ du mode`le SPN lui-meˆme. L’hypothe`se
3 est une erreur due a` la repre´sentation nume´rique, et donc discre`te, des e´quations de la physique
qui sont continues. Ce type d’erreur est ine´vitable et la re´solution de (C.24) en introduira
d’autres. Il faudra s’assurer a` la fin du processus que cette repre´sentation discre`te est bien faite
et n’introduit pas d’erreurs trop fortes. Les hypothe`ses 4 et 5 sont ne´cessaires pour identifier
les e´quations SPN au SP1 puis a` la diffusion. Ce sont des hypothe`ses sur la physique des
phe´nome`nes.
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Annexe D
Cas de la ge´ome´trie sphe´rique
Les syme´tries de la ge´ome´trie sphe´rique en font un cas d’application qui peut apparaˆıtre
pertinent pour le SPN. Nous allons voir ici que si on peut e´tablir des e´quations PN assez simples
sur ce cas, la simplification SPN n’y est pas tre`s pre´cise.
D.1 L’hypothe`se SPN
Commenc¸ons par introduire le syste`me de coordonne´es dans lequel nous allons travailler. La
point de l’espace −→r est repe´re´ par les coordonne´es sphe´riques ordinaires : la distance a` l’origine
(le centre de la sphe`re e´tudie´e) ρ, la colatitude β (compte´e a` partir de −→z ) et la longitude
α (compte´e a` partir de −→x ). La direction du neutron, −→Ω est repe´re´e dans un repe`re local :
colatitude θ compte´e a` partir de −→r /ρ et longitude ϕ compte´e a` partir du me´ridien contenant−→z . La figure D.1 donne une repre´sentation de ce syste`me de coordonne´es.
Figure D.1 – Illustration du syste`me de coordonne´es utilise´ en ge´ome´trie sphe´rique pour
repe´rer le flux angulaire.
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Graˆce a` ce repe´rage, la syme´trie du proble`me permet d’e´liminer les variables α, β et ϕ.
Ainsi le flux angulaire, qui de´pend normalement de 5 variables, ne de´pend plus que de deux
d’entre elles, ρ et θ :
ψ(ρ, α, β, θ, ϕ) = φ(ρ, θ).
La premie`re hypothe`se du SPN, explicite´e par l’e´quation (C.10), est donc ve´rifie´e de fac¸on
exacte dans ce cas, et permet de faire un calcul a` une seule dimension d’espace. Insistons sur
le fait que ce n’est pas vrai si on n’utilise pas un repe`re mobile pour θ et ϕ. Avec un repe`re
fixe on ne pourrait e´liminer aucune de´pendance.
Cependant, le repe`re utilise´ pour repe´rer θ et ϕ varie fortement dans l’espace a` proximite´
du centre. On peut donc craindre que la seconde hypothe`se, explicite´e par (C.11), ne soit pas
ve´rifie´e. Pour e´valuer l’erreur commise, on va calculer explicitement
−→
Ω · −→∇ψ.
ψ ne de´pendant ni de α, ni de β, on a (on remplace ici la de´pendance en θ par celle en son
cosinus, µ) :
−→
Ω · −→∇ψ = Ωρ
(
∂
∂ρ
φ(ρ, µ)
)
−→
Ω
.
On a bien suˆr Ωρ = µ. La diffe´rence avec (C.11) est que la de´rive´e partielle est prise a`
−→
Ω
fixe´ et non a` θ fixe´. On peut cependant e´crire :(
∂
∂ρ
φ(ρ, µ)
)
−→
Ω
=
∂
∂ρ
φ(ρ, µ) +
(
∂
∂ρ
µ
)
−→
Ω
∂
∂µ
φ(ρ, µ),
ou` les de´rive´es partielles sans notations particulie`res sont prises respectivement a` µ et ρ
fixe´s.
Des conside´rations ge´ome´triques simples (voir figure D.2), permettent d’obtenir :(
∂
∂ρ
µ
)
−→
Ω
=
1− µ2
ρµ
.
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Figure D.2 – Repe´rage de la position et de la direction d’un neutron (en violet) en ge´ome´trie
sphe´rique. θ peut y eˆtre vu comme une fonction de ρ.
On obtient finalement :
−→
Ω · −→∇ψ = µ ∂
∂ρ
φ(ρ, µ) +
1− µ2
ρ
∂
∂µ
φ(ρ, µ). (D.1)
Cette expression, que l’on retrouve dans le pre´cis de neutronique de Paul Reuss [103], nous
donne le terme ne´glige´ par l’approximation SPN sur ce cas :
1− µ2
ρ
∂
∂µ
φ(ρ, µ). On remarque
notamment que ce terme force l’isotropie du flux au centre de la sphe`re.
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Nous allons maintenant chercher a` reproduire, avec ce terme supple´mentaire, la de´marche
qui, a` partir de l’e´quation (C.12), nous avait amene´ a` un syste`me facile a` re´soudre.
Re´introduisons l’hypothe`se PN (C.15), qui consiste a` de´composer le flux sur les polynoˆmes
de Legendre. Sur ce terme on obtient :
1− µ2
ρ
∂
∂µ
φ(ρ, µ) ≈ 1− µ
2
ρ
N∑
l=1
αlφl(ρ)
∂
∂µ
Pl(µ).
La de´finition des fonctions associe´es aux polynoˆmes de Legendre, de´ja` vue plus haut (C.13)
nous donne : √
1− µ2 ∂
∂µ
Pl(µ) = P
1
l (µ).
En outre, une des relations de re´currence de ces fonctions s’e´crit :
(2l + 1)
√
1− µ2Pml (µ) = (l +m− 1)(l +m)Pm−1l−1 (µ)− (l −m+ 1)(l −m+ 2)Pm−1l+1 (µ).
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Ce qui nous donne finalement (en remarquant que P 0l = Pl) :
1− µ2
ρ
∂
∂µ
φ(ρ, µ) ≈ 1
ρ
N∑
l=1
αlφl(ρ)
l(l + 1)
2l + 1
(Pl−1(µ)− Pl+1(µ)).
Comme pre´ce´demment, on multiplie maintenant cette e´quation par
1
2
αlPl et on inte`gre sur
µ entre −1 et 1. On obtient :
1
2ρ
∫ 1
−1
αlPl(µ)
∑
l′
αl′φl′
l′(l′ + 1)
2l′ + 1
(Pl′−1(µ)− Pl′+1(µ)).
L’orthogonalite´ des polynoˆmes de Legendre (C.7) nous donne finalement :
1
ρ
(
φl+1(l + 1)hl+1 − φl−1(l − 1)hl
)
, (D.2)
avec hm de´fini comme pre´ce´demment : hm =
mαmαm−1
(2m+ 1)(2m− 1) . Le terme (D.2) doit se
rajouter a` l’e´quation (C.16).
L’e´quation ainsi comple´te´e peut se mettre sous forme matricielle ainsi :
Ii
∂
∂t
φi + Tiφi +H∇φp + 1
ρ
H¯φp = Si
Ip
∂
∂t
φp +
1
ρ
H¯Tφi +H
T∇φi + Tpφp = Sp,
(D.3)
avec H¯ constitue´ de blocs diagonaux identiques :
H¯ = diag(H¯d, H¯d, ..., H¯d) avec
H¯d =

0 2h2 0 0 .
0 −2h3 4h4 0 .
0 0 −4h5 6h6 .
0 0 0 −6h7 .
. . . . .
 = −2(i− 1)h2i−1δi,j + 2jh2jδi+1,j .
Les autres termes de (D.3) sont les meˆmes que ceux de (C.18) a` l’exception de la notation
vectorielle que l’on n’a pas re´introduite ici car le proble`me traite´ est ve´ritablement 1D.
La forme trouve´e, (D.3) est susceptible de permettre une re´solution PN des e´quations
de transport sur une ge´ome´trie sphe´rique, en en exploitant les syme´tries. En revanche, les
e´tapes suivantes du calcul qui nous ont permis de mettre les e´quations SPN sous la forme de
diffusions couple´es, a` savoir diagonalisation, identification SPN/SP1 et injection de la solution
du flux impair dans l’e´quation paire, ne semblent pas pouvoir eˆtre mene´es a` bien avec ce terme
supple´mentaire.
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Titre : Couplages multiphysiques : e´valuation des impacts me´thodologiques lors de simulations de
couplages neutronique / thermique / me´canique
Mots cle´s : Couplages multiphysiques, neutronique, me´canique, cœurs de´forme´s, Phe´nix
Re´sume´ : L’objectif de cette the`se est l’e´tude des
me´thodes de couplage entre neutronique, ther-
mique et me´canique. Apre`s une revue ge´ne´rale
des techniques de couplage, on s’est inte´resse´ a` la
prise en compte de de´formations me´caniques dans
les simulations neutroniques. Les codes actuels de
neutronique utilisant des me´thodes de´terministes
ne sont ge´ne´ralement pas capables de traiter une
ge´ome´trie de´forme´e. Ce type de calcul a pour-
tant un inte´reˆt fort pour la filie`re rapide et est un
pre´requis indispensable pour l’e´tude du couplage
envisage´e.
Deux approches ont e´te´ identifie´es et
imple´mente´es pour re´pondre a` cette proble´matique,
selon que l’on utilise un maillage de calcul mobile
ou fixe. Elles ont e´te´ teste´es et confronte´es sur les
essais de gerbage du re´acteur Phe´nix. Le couplage
a e´te´ e´tudie´ ensuite, avec l’approche a` maillage
mobile, sur l’expe´rience Godiva qui pre´sente
un couplage a` la fois conceptuellement simple
et fort entre les physiques qui nous inte´ressent.
Ces travaux ont permis de mettre en avant l’uti-
lisation de la me´thode de factorisation quasi-
statique en neutronique qui permet de coupler ef-
ficacement un solveur de neutronique cine´tique
avec une autre discipline. Travail plus amont, le
de´veloppement d’un solveur directement multi-
physique a e´galement e´te´ explore´. L’utilisation de
l’algorithme de Newton sur les formes discre´tise´es
des e´quations couple´es a donne´ de bons re´sultats et
semble eˆtre une approche ge´ne´ralisable a` d’autres
couplages.
Cette the`se de´bouche ainsi a` la fois sur une
meilleure compre´hension de la physique des cœurs
de´forme´s et sur des outils ope´rationnels pour leur
simulation, mais aussi sur des recommandations
tre`s ge´ne´rales pour la mise en œuvre de calculs
couple´s.
Title : Multiphysics couplings : methodology impact evaluation for neutron transport / heat transfer /
mechanics coupling simulations.
Keywords : Multiphysics couplings, neutron transport, mechanics, deformed cores, Phe´nix
Abstract : The objective of this thesis is to study
coupling techniques between neutron transport,
heat transfer and mechanics. First, a very general
review of coupling techniques in the literature was
done. Then we worked on neutron transport simu-
lations in wrapped cores. Most of current determi-
nistic codes for neutron transport are not able to
deal with deformed geometry. This kind of compu-
tations is however of special interest for fast neu-
trons reactors and is a prerequisite for our planned
coupling study.
Two approaches were identified and implemented
to take into account core deformations, using res-
pectively mobile and fixed meshing. They were
tested and compared on the flowering tests of the
reactor Phenix. The coupling itself was studied af-
terwards, on the Godiva experiment. It was chosen
because of the direct, strong and time-dependent
coupling it involves. On this case, the “quasi-
static” factorization of neutron flux was shown to
be an effective way to couple a space- and time-
dependent neutron transport solver with another
discipline. We also investigated the development
of a unique multiphysics solver. The well-known
Newton algorithm applied to the discretized forms
of the coupled equations was shown to be an ef-
ficient tool, which could be generalized to other
couplings.
This thesis therefore leads, on the one hand, to a
better understanding of the physics of deformed
cores and to operational tools to simulate these ef-
fects, and on the other hand, to very general ad-
vices for multiphysics calculations.
