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Abstract
We revisit the seminal Brill–Noether algorithm in the rather generic situation of smooth
divisors over a nodal plane projective curve. Our approach takes advantage of fast algorithms
for polynomials and structured matrices. We reach sub-quadratic time for computing a basis of
a Riemann–Roch space. This improves upon previously known complexity bounds.
1 Introduction
Let K be an effective field and let K̄ denote an algebraic closure of K. Here “effective” means that
we can perform arithmetic operations and zero tests in K. The projective space of dimension 2 over
K̄ is written P2. The input projective curve C in P2 is given by its defining equation Q(X,Y, Z) = 0,
where Q ∈ K[X,Y, Z] is homogeneous of total degree δ > 1. This paper modifies the variant of the
Brill–Noether algorithm proposed in [19] so as to reach sharper complexity bounds.
1.1 Hypotheses
Until the end of the paper, K is a sufficiently large field with the following restriction:
K-H K is either finite or has characteristic zero, and is therefore a perfect field.
We will assume that the following hypotheses hold for C:
C-H1 Q is absolutely irreducible, that is irreducible over K̄;
C-H2 C is nodal: each germ of curve at a singular point splits into two smooth germs with distinct
tangent spaces. The number of singular points is written r, and the nodal divisor , written E is
the symbolic sum of the singular points.
1
Let us recall that absolute irreducibility can be tested efficiently by means of the algorithms
designed in [1]. For the second hypothesis it suffices to check that the Hessian of Q is non-degenerate
at each singular point. The restriction on the type of singularities involves simplifications in the
Brill–Noether algorithm [17, 7]: basically the desingularization of C is immediate, and the adjoint
divisor simply writes from the singular locus. The last hypothesis necessary to our algorithm
concerns the input divisor D, for which we want a basis of the Riemann–Roch space, written L(D):
D-H The input divisor D is smooth and defined over K, which means that its support is made of
regular points of C.
We will decompose a divisor D into D = D+ − D−, where D+ and D− are positive (also
called effective) divisors. When degD+ < degD−, L(D) is (0) so we can freely assume that
degD+ > degD−. The above hypotheses are essentially present in [19]: K-H is slightly more
restrictive in order to simplify complexity analyses.
1.2 Notation
For complexity analyses we focus on an algebraic model over K (typically computation trees), so
we count the number of arithmetic operations and zero tests performed by the algorithms. Over
finite fields, we use Turing machines with sufficiently many but finite number of tapes. In order to
simplify the presentation of complexity bounds, we use the soft-Oh notation: f(n) ∈ Õ(g(n)) means
that f(n) = g(n) log
O(1)
2 (g(n)+3); see [5, chapter 25, section 7]. The vector space of polynomials of
degree < n in K[X] is written K[X]<n. For integer and polynomial arithmetic we content ourselves
with softly linear cost bounds [5].
The constant ω denotes a real value between 2 and 3 such that two n × n matrices over a
commutative ring can be multiplied with O(nω) operations; ω < 2.3728639 [18]. The constant $
is an other real value between 1.5 and (ω + 1)/2 such that the product of a n ×
√
n matrix by a√
n×
√
n matrix takes O(n$) operations; $ < 1.667 [15, Theorem 10.1].
Given M ∈ GL3(K) and P ∈ K[X,Y, Z] we denote by (P ◦M)(X,Y, Z) the polynomial P (M ·
(X,Y, Z)>).
1.3 Our contributions
The present paper is essentially based on the variant of the Brill–Noether algorithm designed in [19].
Our first result is the improvement of complexity bounds for the arithmetic of smooth divisors.
A second contribution concerns the opportune use of structured linear algebra algorithms: we
reformulate the Riemann–Roch problem in terms of modules of relations of rank 6 δ, and compute
bases thanks to the recent fast algorithm due to Neiger [23].
We represent the Riemann–Roch space
L(D) := {h ∈ K(C) : (h) ≥ −D} ∪ {0}
by a basis generator , that is made of M ∈ GL3(K), an integer l 6 δ, non-zero homogeneous
polynomials H, G1, . . . , Gl in K[X,Y, Z] of respective total degrees d and di 6 d, such that:
• degY (Q ◦M) = δ, degY H 6 δ − 1, degY Gi 6 δ − 1 for i = 1, . . . , l.
• The supports of M−1(D+), M−1(D−), M−1(E), and the solutions of Q ◦M = H = 0 are in the






◦M−1 with 0 6 j 6 d− di and 1 6 i 6 l form a basis of L(D).
The actual vector-space basis of L(D) can be recovered in softly linear time from the basis gener-
ators, the latter being a more compact representation.
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Theorem 1. Under hypotheses K-H, C-H1, C-H2, with d defined below in (8), given a primitive
element representation (see section 3.1) of D satisfying D-H, and assuming |K| > max(δ4, 6(δd)2),
a basis generator of L(D) can be computed by a probabilistic algorithm of type Las Vegas with an






field operations in characteristic zero or > max(δ(δ −




2 log q + (δ2 + degD+) log
2 q
)
bit operations if K = Fq.
Our third contribution, central to this theorem, is a sharp degree bound d for H and the Gi;
namely (8). Such a bound is not supplied in [19] when r > 0, so when C is not smooth additional
assumptions are required in [19, section 2].
1.4 Related work
Riemann–Roch spaces have various applications in applied algebra, number theory and cryptogra-
phy (e.g. arithmetic in Jacobians of curves). Computing bases for these spaces is also pivotal to
design geometric codes, where the encoding algorithm consists in evaluating a basis of a certain
Riemann–Roch space at points of an algebraic curve. Currently in practice, algebraic curves used
in coding theory are mostly limited to cases for which such bases are already known, so for the sake
of diversity we aim to handle more general curves and divisors.
Algorithms and implementations for Riemann–Roch spaces have been thoroughly investigated
over the past decades. To focus on the most recent contributions, we mention: Hess’ algorithm [9]
that is implemented within the computer algebra software Magma, and Khuri–Makdisi’s ap-
proach [16] that is dedicated to group operations in Jacobians of genus-g curves in time O(gω+ε),
where ε can be any positive number. More recently, Le Gluher and Spaenlehauer [19] revisited
the Brill–Noether approach for smooth divisors D on a nodal curve, and obtained the complexity
bound O(max(δ2,degD+)
ω), yet under the aforementioned restriction on D. For conciseness we
refer to [19] for further references.
2 Preliminaries
In order to obtain the aforementioned complexity bound for Riemann–Roch spaces, we rely on
structured linear algebra algorithms that will be presented in section 4.1, and on modular compo-
sition and elimination, that are the purposes of this section.
2.1 Bivariate modular composition
At present time no algorithm with softly linear time is known for bivariate modular compositions
over a general field K. For practical purposes we appeal to a variant of the Paterson–Stockmeyer
evaluation scheme designed by Nüsken and Ziegler [25]. We need a slight extension to express the
complexity bound in terms of the degree of the modulus.
Algorithm 1
Input: P ∈ K[X,Y ] of total degree n, χ ∈ K[Y ], u ∈ K[Y ]<degχ.
Output: P (u(Y ), Y ) remχ(Y ).
1. Let p := b
√
nc and q := dn/pe.
2. For i = 0, . . . , p− 1 do:
(a) Compute ui remχ and segment it into M0,i(Y ) +M1,i(Y )Y
n + · · ·+Ml−1,i(Y )Y (l−1)n, with
degMj,i(Y ) < n and l := ddegχ/ne. This yields an l × p matrix M ∈ K[Y ]l×p.
3
(b) For j = 0, . . . , q−1, let Ni,j(Y ) := PXi+pj(Y ), where PXi+pj represents the coefficient of degree
i+ pj of P regarded in K[Y ][X]. This yields a p× q matrix N ∈ K[Y ]p×q of degree 6 n.
3. Compute the matrix product R := MN .




















1+pju+ · · ·+PXp−1+pjup−1 for j = 0, . . . , q−1, whence





This proves the correctness of the algorithm. Step 2a requires O(p) = O(
√
n) multiplications




































Step 5 involves O(q) = O(
√
n) multiplications and additions modulo χ, using Horner’s method.
2.2 Primitive element representation
A primitive element representation of a set E of points in the affine plane A2 is the data of:
• (λ, µ) in K̄2 such that the linear form λX + µY separates the points in E . This means that the
form takes different values at different points of E .




(S − (λx+ µy)).
So θ is monic and separable of degree |E|.
• Polynomials u and v in K̄[S] of degrees < |E| such that
E = {(u(ζ), v(ζ)) : θ(ζ) = 0} .
Notice that such a representation is uniquely determined by (λ, µ). If (λ, µ) ∈ K2 and if θ, u, v ∈
K[S], then the primitive element representation is said to be defined over K.
If the annihilator ideal of E is generated by polynomials with coefficients in K, then a primitive
element representation does not necessarily exist over K. However any value of λ/µ outside{
y1 − y2
x1 − x2
: (x1, y1) ∈ E , (x2, y2) ∈ E , (x1, y1) 6= (x2, y2), x1 6= x2
}
, (1)
yields a primitive element. Therefore, a sufficient condition to ensure that such a primitive element




. Otherwise, λ/µ needs to be taken in an algebraic extension of K. We will not
discuss these usual technical details but will make precise the conditions on the cardinality of K
within each sub-algorithm. For the sake of complexity it will be convenient to change the variables
X and Y linearly, so we recall the following lemma.
Lemma 3. (For instance [12, Proposition 9]) If F ∈ K[X,Y, Z] is homogeneous of degree n, if
|K| > n+ 1, and if M ∈ GL3(K), then we can compute F ◦M with Õ(n2) operations in K.
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2.3 Change of primitive element
Changing primitive elements mostly reduces to computing characteristic polynomials in K[S]/(θ(S)).
This task has received a lot of attention in computer algebra, but so far no general algorithm is
known with nearly linear time; for instance see [6] about the existing literature. For our present
purposes it seems reasonable to appeal to the known complexity exponent $: recall that univariate
modular composition in degree n takes O(n$) field operations.
Lemma 4. Given a primitive element representation of E over K by λX + µY , and given (λ̃, µ̃) ∈
K2, we can test if λ̃X+ µ̃Y is primitive for E, and, if so, compute the corresponding representation
of E, along with w(S) ∈ K[S]<|E| such that
K[S]/(θ(S)) ∼= K[S]/(θ̃(S))
S 7→ w(S)
λ̃u(S) + µ̃v(S) ←[ S,
is an isomorphism, with O(|E|$) field operations in characteristic zero or > |E|, or |E|$Õ(log q) +
Õ(|E| log2 q) bit operations if K = Fq.
Proof. Let Tr denote the trace map of K[S]/(θ(S)) and let θ̃ be the characteristic polynomial of
the multiplication endomorphism by λ̃u(S) + µ̃v(S) in this algebra. Le Verrier’s method consists
in computing Tr((λ̃u + µ̃v)i) for i = 1, . . . , |E| − 1. This task being dual to modular composition,








= τ(z) +O(z|E|), (2)
where ν(z) := z|E|θ̃(1/z) is the reciprocal of θ̃. Therefore ν is recovered with Õ(|E|) operations in
characteristic zero or > |E|. Testing if λ̃X+µ̃Y is primitive is equivalent to testing if θ̃ is squarefree,
that takes Õ(|E|) field operations in characteristic zero or > |E|, or Õ(|E| log2 q) bit operations if
K = Fq; for instance see [20]. By a deformation argument we further recover w up to a constant
cost factor; see [6, section 2.6].
In positive characteristic, the integration of (2) is more tedious in general, but in the special
case K = Fq, it is possible with Õ(|E| log q) bit operations; see [6, Proposition 3].
2.4 Curve intersection
For computing principal divisors on curves we will appeal to the following lemma, based on poly-
nomial resultants. The technique is known so the proof is voluntarily concise. Details can be found
in [3, section 4] or [12, section 5].
Lemma 5. Given F of total degree m and G of total degree 6 n in K[X,Y ] such that m 6 n,
F has degree m in Y , and the solutions of F = G = 0 is a finite set E. We can check if X is
primitive for E, and compute a partition of E =: E1 ∪ · · · ∪ Es, where Ei contains points with the
same known intersection multiplicity mi, with Õ(nm
2 +n degY G) field operations in characteristic
zero or > mn, or Õ(((mn)$ + n degY G) log q +mn log
2 q) bit operations if K = Fq.
Proof. The remainder H of G by F regarded in K[X][Y ] can be computed with Õ(n degY G) opera-
tions in K, so we obtain χ(X) := ResY (F (X,Y ), H(X,Y )) with cost Õ(nm2) by [21, Corollary 31].
Since χ has degree 6 mn, the squarefree decomposition χ =: θm11 · · · θmss contributes to Õ(mn) field
operations in characteristic zero or > mn, or to Õ(mn log2 q) bit operations over Fq.
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After fast multi-remaindering of F and H by θ1, . . . , θs [5, chapter 10], the directed evaluation
paradigm [11, 2] yields a decomposition θi =: θi,1 · · · θi,si , and bivariate polynomials Qi,j(X,Y ) such
that
Qi,j(ζ, Y ) = gcd(F (ζ, Y ), H(ζ, Y )) (3)
with degX Qi,j < deg θi,j , for all θi,j(ζ) = 0, j = 1, . . . , si, i = 1, . . . , s. It turns out that X is a
primitive element of E if, and only if, each Qi,j(ζ, Y ) is a power of a degree 1 polynomial Y −vi,j(ζ)
with deg vi,j < deg θi,j . In this case, the representation θi(X) = Y − vj(X) = 0 of Ei is deduced in
softly linear time by Chinese remaindering; details will be given in Lemma 10 below for a slightly
more general situation. This takes Õ(nm2) operations in K when the characteristic p is zero or
> mn. Otherwise when p > 0, the gcd (3) is required to be a power (coprime to p) of Y p
ti,j −wi,j(ζ).
We compute A := Xp
ti,j
mod θi,j(X) with bit cost Õ(deg θi,j logm log q) since p
ti,j = O(logm).
Computing the characteristic polynomial θ̃i,j of A and the expression X = B(A) as in the proof of
Lemma 4 involves bit cost Õ((deg θi,j)
$ log q+ deg θi,j log
2 q). By modular composition, we deduce
Y p






$ log q) bit cost. After the extraction of p-th roots, the
latter expression finally becomes (Y − vi,j(ζ))p
ti,j
, with further Õ(deg θi,j log
2 q) bit operations.
By [3, Proposition 2.7], χ(X) is the characteristic polynomial ofX in K[X,Y ]/(F (X,Y ), G(X,Y )),
so mi is the intersection multiplicity of the points represented by θi(X) = Y − vi(X) = 0.
3 Divisor
This section gathers complexity results for basic operations on smooth divisors of C.
3.1 Primitive element representation
A smooth positive divisor D of C is a multi-set of smooth points of C. The underlying set of points
E = {P1, . . . , Ps} is called the support of the divisor, and it is customary to write D as the formal
sum D = m1P1 + · · · + msPs, where mi > 0 is the multiplicity of Pi in D. Up to a linear change
of variables we may assume that the support of D is in the affine chart Z = 1. In this case,
a primitive element of D is a linear form λX + µY that separates its support and satisfies the
additional conditions: ∣∣∣∣ ∂Q∂X (Pi) ∂Q∂Y (Pi)λ µ
∣∣∣∣ 6= 0 for i = 1, . . . , s, (4)
where Q := Qh(X,Y, 1). Since the Pi are smooth on C, if µ 6= 0, the latter condition is equivalent







: χ(ζ) = 0,
∂Q
∂Y
(u(ζ), v(ζ)) 6= 0
}
. (5)
If λ/µ is outside the sets (1) and (5) then it is primitive for D. The sum of the cardinalities of these











primitive elements can be found in K.
Proposition 6. Given a smooth positive divisor D = m1P1 + · · · + msPs whose support is in the
affine chart Z = 1, and given a primitive element λX + µY for D, there exist unique polynomials
χ, u, and v in K̄[S] with the following properties:
Div-H0 χ is monic of degree degD, and u, v have degrees < degD,
Div-H1 Q(u(S), v(S)) = 0 modχ(S),
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Div-H2 λu(S) + µv(S) = S,
Div-H3 µ
∂Q
∂X (u(S), v(S))− λ
∂Q
∂Y (u(S), v(S)) is coprime to χ(S).
Proof. We write χ0, u0, and v0 for the primitive element representation of the support E , so we
have Q(u0(S), v0(S)) = 0 modχ0(S) and λu0(S) +µv0(S) = S. The hypothesis (4) means that any





















−DΞ(un, vn)−1Ξ(un, vn) modχ2
n+1
0 .
It follows that (un, vn) is the unique root of Ξ modulo χ
2n
0 that coincides to (u0, v0) modulo χ0.
When 2n is strictly larger than the largest multiplicity in D, we set
χ(S) := (S − λx1 − µy1)m1 · · · (S − λxr − µyr)mr ,
where (xi, yi) denotes the coordinates of Pi, and then u := un modχ and v := vn modχ. Since χ
divides χ2
n
0 the required properties are satisfied.
The uniqueness follows from the one of the lifted roots of Ξ, since conditions Div-H0 to Div-H3
imply that χ0, u remχ0 and v remχ0 constitute the primitive element representation of E ; that
means u0 = u remχ0 and v0 = v remχ0.
A smooth positive divisorD as above will be represented by λ, µ, χ, u, v along with∇Q(u, v) mod θ,
where θ denotes the squarefree part of χ, and ∇Q represents the gradient of Q.
3.2 Lifting a divisor
We analyze the complexity of the Newton iteration seen in the proof of Proposition 6.
Lemma 7. Let D be a smooth positive divisor parametrized by λX + µY . The representation of




















−DΞ(u(S), v(S))−1 · Ξ(u(S), v(S)) modχ(S)2,
that yields Ξ(ũ(S), ṽ(S)) = 0 modχ(S)2. The evaluations of Q and of its partial derivatives at














The nodal divisor of C, written E, will be given by a primitive element representation λE , µE , χE , uE , vE
of the set of singular points of C. In the terminology of the Brill–Noether algorithm, E plays the role
of the adjoint divisor of C. Since E only depends on C, it might be regarded as a precomputation.
Yet for the computation of a single Riemann–Roch space it is fair to take its cost into account.
A probabilistic method is summarized in the next proposition. The hypothesis on |K| is flexible:
in fact throughout the paper we have given priority to simple bounds that ensure (conditional)
probabilities of success roughly about 1/2 in the randomized sub-algorithms.
Proposition 8. Assume |K| > δ4. Given Q satisfying C-H1, we can check if C-H2 holds, compute
M ∈ GL3(K) such that Q ◦M has degree δ in Y and its singular locus lies in the chart Z = 1,
and get a primitive element representation of M−1(E), with a probabilistic algorithm of type Las
Vegas that takes an expected number of Õ(δ3) field operations in characteristic zero or > δ(δ − 1),
or Õ(δ2$ log q + δ2 log2 q) bit operations if K = Fq.
Proof. By taking α, β at random we easily find values in K such thatQ(X+αY, Y, Z+βY )/Q(α, 1, β)
is monic in Y . The running time is Õ(δ2) when using Lemma 3, since it suffices to ensure
Q(α, 1, β) 6= 0, and thanks to the Schwartz–Zippel lemma [5, Lemma 6.44] the expected num-
ber of trials is O(1). From now we assume that Q is monic in Y .




is homogeneous of degree δ(δ − 1). So up to replacing
Z by Z + γX in Q, we can further assume that R has degree δ(δ − 1) in X with high probability.
In particular the solution set E of Q = ∂Q∂Y = 0 lies in the chart Z = 1. Let X + µY be a
candidate primitive element for it. Then, we replace X by X − µY in Q, so X is finally expected
to be primitive. Lemma 5 applies to ∂Q∂Y and Q: γ and µ are suitable if, and only if, R(X, 1) has
degree δ(δ− 1), that equals the number of solutions counted with multiplicities. Then we recover a
parametrization θ(X) = Y − v(X) = 0 of E via usual Chinese remaindering. The parametrization
of E is deduced from






vE(E) := θ(X) rem θE(X).







operations in K thanks to Lemma 2.
3.4 Decomposition of a divisor
For performing arithmetic operations on divisors efficiently we decompose them, operate on compo-




• the Di are positive, defined over K, and made of simple points,
• and the mi are pairwise distinct.
Decompositions and recompositions can be computed fast, as summarized in the following lemmas.
Lemma 9. The equal multiplicity decomposition of a smooth positive divisor D over K takes
Õ(degD) fields operations in characteristic zero or > degD, or Õ(degD log2 q) bit operations
if K = Fq.
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Proof. Let λX + µY , χ, u, v represent D as above. We compute the squarefree factorization of
χ into θm11 · · · θmss , with Õ(degD) field operations in characteristic zero or > degD, and with
Õ(degD log2 q) bit operations if K = Fq. So D writes as m1D1 + · · · + msDs, where Di is
parametrized by λX + µY , χi := θ
mi
i , ui := u remχi, and vi := v remχi and ∇Q(ui, vi) mod θi :=
∇Q(u, v) mod θi. Using fast multi-remaindering, this takes Õ(degD) operations in K; see [5, chap-
ter 10].
Lemma 10. Let D1, . . . , Ds be smooth positive divisors over K, with disjoint supports, and parametrized
by the same primitive element λX +µY . If λX +µY is primitive for the sum D := D1 + · · ·+Ds,
then its representation can be obtained with Õ(degD) operations in K.
Proof. Let χi, ui, vi represent Di, and let θi denote the squarefree part of χi. By assumption,
the χi are pairwise coprime. Then χ := χ1 · · ·χs can be computed with Õ(degD) operations
in K; see [5, chapter 10]. Since u, v and ∇Q(u, v) mod θ satisfy ui = u remχi, vi = v remχi,
∇Q(ui, vi) = ∇Q(u, v) rem θi for i = 1, . . . , s, they can be obtained via Chinese remaindering with
Õ(degD) operations in K.
3.5 Change of primitive element
Assume that D := m(P1 + · · ·+ Ps), so χ = θm with θ separable of degree s. Consider
Γ : K[S]/(χ(S)) ∼= (K[Z]/(θ(Z)))[[T − Z]]/(T − Z)m (6)
S 7→ T.
Both directions of this isomorphism can be computed in softly linear time, namely Õ(degD); see [10,
section 4.2]. In fact, (Γ(u),Γ(v)) can be regarded as the simultaneous power series expansions of
Q at P1, . . . , Ps with precision m. In order to change the primitive element for D, we first examine
what happens to the underlying support, and then change the representations in the power series
expansions.
Lemma 11. Given D = m(P1 + · · ·+Ps) over K parametrized by λX+µY , and given (λ̃, µ̃) ∈ K2,
we can test if λ̃X + µ̃Y is primitive for D, and, if so, compute the corresponding representa-
tion, with O((degD)$) field operations in characteristic zero or > degD, or (degD)$Õ(log q) +
Õ(degD log2 q) bit operations if K = Fq.
Proof. First it is checked that ∣∣∣∣ ∂Q∂X (u, v) ∂Q∂X (u, v)λ̃ µ̃
∣∣∣∣
is invertible modulo θ. If so, we change the primitive element for the support of D by means of
Lemma 4:
Φ : K[S]/(θ(S)) ∼= K[S]/(θ̃(S))
S 7→ w(S).
That takes O((deg θ)$) operations in K in characteristic zero or > deg θ, or (deg θ)$Õ(log q) +
Õ(deg θ log2 q) bit operations if K = Fq. We convert D to local representation and get the following
diagram:
Γ : K[S]/(χ(S)) → (K[Z]/(θ(Z)))[[T − Z]]/(T − Z)m
↓ coefficient-wise extension of Φ
Γ̃ : K[S]/(χ̃(S)) → (K[Z]/(θ̃(Z)))[[T − Z]]/(T − Z)m,
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where χ̃(S) := θ̃(S)m. The parametrization of D in terms of λ̃X + µ̃Y is ũ(S) := Γ̃−1(Φ(Γ(u(S))))
and ṽ(S) := Γ̃−1(Φ(Γ(v(S)))). That incurs O(m) compositions modulo θ̃, that is O(m(deg θ̃)$) =
O((degD)$). Finally ∇Q(ũ, ṽ) mod θ̃ involves two compositions modulo θ̃.
Proposition 12. Given a smooth positive divisor D parametrized by λX +µY , and given (λ̃, µ̃) ∈
K2, we can test if λ̃X + µ̃Y is primitive for D, and, if so, compute the corresponding representa-
tion with O((degD)$) field operations in characteristic zero or > degD, or (degD)$Õ(log q) +
Õ(degD log2 q) bit operations if K = Fq.
Proof. We compute the equal multiplicity decomposition of D = m1D1+· · ·+msDs as in Lemma 9.
For each separable factor Di of multiplicity mi, we try to compute the primitive element represen-
tation χ̃i, ũi, ṽi of the support of Di for λ̃X + µ̃Y , by Lemma 11. If it fails then λ̃X + µ̃Y cannot
be primitive for D. In order to check that λ̃X + µ̃Y is finally primitive for D it remains to verify
that the squarefree parts of the χ̃i are coprime. Then we may glue the representations of the miDi
via Lemma 10.
3.6 Sum of divisors
Gathering tools presented above we obtain efficient sums and subtractions for divisors.
Proposition 13. Given two smooth positive divisors D1 and D2 such that |K| > (degD1+degD2)2,





















log q + degD log2 q
)
bit operations if K = Fq.
Proof. First, a common primitive element λX + µY is found at random for D1 and D2 with an
expected O(degD$) field operations in characteristic zero or > degD, or (degD)$Õ(log q) +
Õ(degD log2 q) bit operations if K = Fq, by Proposition 12. The number of trials is O(1) thanks
to the assumption on |K|.
We split Di into Ďi + D̂i for i = 1, 2 such that D̂1 and D̂2 have the same support E , itself
disjoint from Ď1 and Ď2. Let χ̂i, ûi, v̂i denote the parametrization of D̂i for i = 1, 2. Let w1 and
w2 be the cofactors in the Bézout relation gcd(χ̂1, χ̂2) = w1χ̂1 + w2χ̂2, then
χ̃3 := lcm(χ̂1, χ̂2),
ũ3 := û1w2(χ̂2/ gcd(χ̂1, χ̂2)) + û2w1(χ̂1/ gcd(χ̂1, χ̂2)) rem χ̃3,
ṽ3 := v̂1w2(χ̂2/ gcd(χ̂1, χ̂2)) + v̂2w1(χ̂1/ gcd(χ̂1, χ̂2)) rem χ̃3,
is the parametrization of the divisor of support E where the multiplicity of a point P in it is the
maximum of the multiplicities of P in D̂1 and D̂2. Therefore the parametrization of D3 := D̂1 + D̂2










by Lemma 7. Glueing Ď1 + Ď2 +D3 takes softly linear time by Lemma 10.
10
Proposition 14. Given two smooth positive divisors D1 and D2 by their primitive element repre-
sentations, and such that |K| > (degD1+degD2)2, a representation of [D1−D2]+ can be computed




field operations in characteristic zero or > degD1 + degD2, or
Õ(((degD1)
$ + (degD2)
$) log q + (degD1 + degD2) log
2 q)
bit operations if K = Fq.
Proof. First, a common primitive element λX+µY is found for D1 and D2 as is the proof of the lat-
ter proposition, and let χi, ui, vi denote the parametrization of Di for i = 1, 2. The parametrization
of [D1 −D2]+ is χ := χ1/ gcd(χ1, χ2), u = u1 remχ, v := v1 remχ.
4 Riemann–Roch space
We are now ready to revisit the Brill–Noether strategy. For the mathematical aspects of the proofs
below, we refer the reader to [19]. The main improvements upon [19] concern fast structured linear
algebra, and the extension to any smooth input divisor D.
4.1 Shifted Popov form
Let M denote a m×n matrix with entries in K[X], and let us consider a vector s := (s1, . . . , sn) ∈ Zn
called a shift for the degrees. The s-degree of a row vector a = (a1, . . . , an) in K[X]n is defined
as degs a := max(a1 + s1, . . . , an + sn). If a is non-zero then the pivot index of a is the largest
index i where the latter maximum is attained. The entry ai is called the pivot , and its degree is
the pivot degree. If a is zero then its pivot index is set to zero. The matrix M is in Popov form if
the following properties are satisfied:
• The positive pivot indices of the rows of M are in increasing order;
• The pivots of the rows of M are monic;
• The pivots of M have a degree strictly larger than the other elements in their column.
When m = n and M is nonsingular then its pivots are the diagonal elements. In this case, M
satisfies the “predictable degree” property:
Lemma 15. If b = (b1, . . . , bn) := aM , then deg bi + si = di + deg ai for i = 1, . . . , n, where di
denotes the s-degree of the i-th row of M .
The “naive algorithm” for Popov forms takes Õ(mnr(degM)2) operations in K, where r is the
rank of M and when s is zero [22, Theorem 7.1]. The current best bounds are Õ(mω−1nd) for a
m× n matrix with m 6 n [24, 23].
Proposition 16. Assume that M is square, nonsingular, and in Popov form as above. Then,
the elements of s-degree 6 d in the K[X]-module generated by the rows M1, . . . ,Mn of M form a
K-vector space of basis XjMi, j = 0, . . . , d− di, i = 1, . . . , n.
Proof. A K-relation between the elements of the candidate basis leads to a K[X]-relation between
the rows of M . According to the assumptions, such a proper relation cannot exist so the can-
didate basis is free over K. An element XjMi with j = 0, . . . , d − di and i = 1, . . . , n satisfies
s- deg(XjMi) 6 j + di 6 d. Conversely let b be a K[X]-combination aM of the rows of M of
s-degree 6 d. Lemma 15 implies that deg ai = deg bi + si − di 6 d− di.
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4.2 Bivariate interpolation
Considering Y as the “main variable”, the subset of polynomials in K[X][Y ] that vanish at a given
set of points is a free K[X]-module. This motivates the definition of basis generator of a vector
subspace of polynomials of degree 6 d in K[X,Y ]: this is a set F1, . . . , Fn of polynomials such that
XjFi, j = 0, . . . , d− degFi, i = 1, . . . , n form a vector basis; n is called the rank .
Proposition 17. Let D be a smooth positive divisor and let d > 1. Assume that D and E
are parametrized by X and write χ(X) = Y − v(X) = 0 for the corresponding parametrization
of D. Then, there exists a basis generator of rank 6 δ of polynomials F ∈ K[X,Y ] of degree 6 d
such that F (X, v(X)) = 0 modχ(X), F (X, vE(X)) = 0 modχE(X), and degY F < δ. It takes
Õ(min(d, δ)ω−1(r + degD)) operations in K; recall that r = degE.
Proof. Let n := min(d, δ−1). The parametrization of E in this context is χE(X) = Y −vE(X) = 0.
In softly linear time we compute ai = v
i remχ and bi = v
i




(f0, . . . , fn) ∈ K[X]n+1 : f0a0 + · · ·+ fnan = 0 modχ
and f0b0 + · · ·+ fnbn = 0 modχE
}
. (7)
Since K[X] is principal, M is a free module of rank n+ 1, because it contains (0, . . . , 0, χ, 0, . . . , 0)
with χ at position i, for all i = 0, . . . , n.
Using [23, Theorem 1.4] with s := (d, d− 1, . . . , d−n), the nonsingular matrix in s-Popov form
whose rows are a basis ofM can be computed with Õ(nω−1(degχ+ degχE)) operations in K.
4.3 Denominator
Let Q1, . . . , Qr denote the singular points of C, let C′ → C be the desingularization map for C, and
for any i ∈ {1, . . . , r} let Qi,1 and Qi,2 represent the points of C′ above Qi. In the sequel we set
d :=
⌈




Lemma 18. There exists a non-zero homogeneous polynomial H in K̄[X,Y, Z] of degree 6 d such
that Q does not divide H, (H)0 > D+, (H)0 > E, and the intersection multiplicities of H at the
singular points of C are 2 (recall that (H)0 > E means “H is adjoint to C”).
Proof. Let us fix a homogeneous polynomial L ∈ K[X,Y, Z] of degree 1, and set D̄ := D+ +∑r
j=1(Qi,1+Qi,2). Since C has degree δ with only ordinary singularities, its genus is g =
(δ−1)(δ−2)
2 −
r, and we have deg(L)0 = δ, so the hypothesis on d means deg(d(L)0−D̄) > 2g. The Riemann–Roch
theorem [4, Corollary 3] thus implies that
dim(L(d(L)0 − D̄ −Qi,j)) = dim(L(d(L)0 − D̄))− 1
holds for all (i, j) ∈ {1, . . . , r} × {1, 2}.
So far we have proved that for any (i, j) ∈ {1, . . . , r} × {1, 2} there exists a function hi,j ∈
L(d(L)0 − D̄) that is not contained in L(d(L)0 − D̄ − Qi,j). By [7, Théorème 2.7.1] (or [8,
Théorème 2.5]), hi,j has a rational function representation of the form
Hi,j
Ld
, where Hi,j ∈ K̄[X,Y, Z]
is homogeneous of degree d and is not divisible by Q. In other words (Hi,j)0 > D+, (Hi,j)0 > E,
and the intersection multiplicity of Hi,j at Qi,j is 2.
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By construction (H)0 > D+ and (H)0 > E hold, and the resultant ResY (Q,H) is a non-zero
polynomial in all the αi,j when regarded in K[α1,1, . . . , αr,2][X]. Let Ti,j denote a tangent vector
at the image in C of the germ of curve of C′ at Qi,j . Regarded in K̄[α1,1, . . . , αr,2] the polynomial∏r
i=1
∏2
j=1(Ti,j ·∇H(Qi)) is non-zero. Consequently almost all choices of the αi,j yield H with the
required properties.
Algorithm 2
Input: Q ∈ K[X,Y, Z], E, a smooth divisor D on C.
Output: M ∈ GL3(K), H ∈ K[X,Y ] of degree 6 d such that degY H < δ, (H)0 > M−1(D+),
(H)0 > M−1(E), and with intersection multiplicities exactly 2 at the singular points of M−1(C);
and (H)0 − 2M−1(E) for which X is primitive.
Assumptions: C-H1, C-H2, degY Q = δ; the supports of E and D are in the chart Z = 1.
1. Take α, β at random in K and set
M :=
 1 0 00 1 0
β 0 1
−1 1 α 00 1 0
0 0 1
−1 .
2. If degY (Q ◦M) 6= δ then go to step 1.
3. If the supports of M−1(E) and M−1(D) are not in the chart Z = 1 then go to step 1.
4. If X is primitive for M−1(E) and M−1(D+ + D−), then compute its primitive element repre-
sentation as in section 2.2. Otherwise go to step 1.
5. Let d be as in (8). Compute a basis generator H1, . . . ,Hl of the polynomials H satisfying
degH 6 d, degY H < δ, (H)0 >M
−1(D+), (H)0 >M−1(E).
6. Set H(X,Y ) :=
∑l
i=1 αi(X)Hi(X,Y ) with αi(X) ∈ K[X]6d−degHi taken at random.
7. Compute the intersection of H(X,Y ) = 0 and (Q ◦M)(X,Y, 1) = 0. If the cardinality of the
solution set is not δd counting multiplicities, or does not admit X as a primitive element then
go to step 1.
8. If the multiplicities of H at the singular points of Q ◦M are not 2, then go to step 6.
9. Return M , H and (H)0 − 2M−1(E).














erations when K = Fq.
Proof. By Lemma 18 there exists H̄ ∈ K̄[X,Y, Z] of degree d not divisible by Q, such that (H̄)0 >
D+, (H̄)0 > E, and with intersection multiplicities exactly 2 at the singular points of C. Let E
denote the set of the zeros of H̄ on C. Since Q is monic in Y , (0 : 0 : 1) 6∈ E . Consequently for
all but finite number of values of β the set M(E) is in the chart Z = 1. On the other hand for
almost all values of α, the form X is primitive for M−1(E) and degY (Q ◦M) = δ holds. Then,
(H̄ ◦M) remY (Q ◦M) belongs to the K̄ extension of the polynomial space computed in step 5.
Consequently the algorithm finishes with a correct output for almost all values of α, β, α1, . . . , αn
over K̄.
Let us now estimate the probabilities involved by random choices over K. The coefficient of
Y δ in Q ◦M is a non-zero polynomial of degree 6 2δ in α, β. By the Schwartz-Zippel lemma,
degY (Q ◦M) = δ fails with probability 6 2δ6(dδ)2 <
1
2 . Assuming that step 2 succeeds, then the
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probability of step 3 failing is
6
r + degD+ + degD−
6(dδ)2
6









Once step 3 has succeeded then β is properly fixed, step 4 requires that X be primitive. Using (1),














The coefficient of Xδd in R(X,Z) := ResY (Q ◦M,ZdH(X/Z, Y/Z)) is a non-zero homogeneous
polynomial of degree 6 δ in the coefficients of α1, . . . , αn. In addition the discriminant of the
separable part of R(X, 1) is non-zero of degree 6 2δ2d in the coefficients of α1, . . . , αn. Thus, the









j=1(Ti,j ·∇H(Qi)) is non-zero of total degree 2r in the coefficients of α1, . . . , αn.
By the Schwartz–Zippel lemma, the probability that step 8 fails given that all the previous steps
succeeded is 6 2r
6(dδ)2
6 12 . Consequently, the expected number of times the algorithm returns to
step 1 or step 6 is O(1).
Assume that K has characteristic 0 or > dδ. Step 2 takes softly linear time by Lemma 3. Step 4
contributes to Õ(r$ + (degD+)
$) by Proposition 12. Step 5 takes Õ(min(d, δ)ω−1(r+ degD+)) =
Õ(δω−1(r+ degD+)) by Proposition 17. Step 6 contributes to Õ(δd). Step 7 is done via Lemma 5
with Õ(dδ2) operations in K.
In step 8 since X is primitive for (H)0 and E and since the intersection multiplicities in (H)0
are known, we can conveniently check whether the points in E have intersection multiplicity 2.
And if so we deduce a primitive element representation of (H)0 − 2M−1(E) in softly linear time.
The total complexity bound is obtained by summing the cost of each step, thanks to r = O(δ2)






. The same kind of analysis applies over Fq, and
is left to the reader.
The value of d defined in (8) guarantees that a denominator H can be found in degree 6 d.
In favorable cases, smaller values for d are possible: in fact, when degD+ = O(δ
2) and r = 0 the
degree bound d used in [19] is sharper.
4.4 Riemann–Roch space
Once we have obtained a common denominator H as above for L(D), we focus on the numerators,
as follows.
Algorithm 3
Input: Q ∈ K[X,Y, Z] of degree δ, E, and a smooth divisor D on C.
Output: a basis generator of rank 6 δ of L(D).
Assumptions: C-H1, C-H2, degY Q = δ; the supports of E and D are in the chart Z = 1.
1. Compute M , H and Dres := (H)0 − 2M−1(E) by means of Algorithm 2.
2. Compute Dnum = M
−1(D−) + (Dres −M−1(D+)).
3. Compute a basis generator G1, . . . , Gl of the vector space of polynomials in K[X,Y ] of degree 6 d
such that (G)0 > Dnum and (G)0 >M−1(E).
4. Return M and G1, . . . , Gl.
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2 log q + (δ2 + degD+) log
2 q
)
bit operations when K = Fq.
Proof. Combination of Propositions 13, 14, 17 and 19.
Proof. (Proof of Theorem 1) First we use Proposition 8. Once the resulting change of variables is
applied to Q and E, Proposition 20 yields the claimed complexity bounds.
In the case K = Fq, most of the auxiliary routines get closer to optimality in theory: for
bivariate composition, bounds à la Kedlaya–Umans are quasi-linear. Unfortunately they have not
led to efficient practical implementations so far; see [14, section 8]. For curve intersections, better
complexity bounds also exist, but under genericity assumptions; see [13, 26]. If assumptions could
be dropped then the complexity bound of Theorem 1 would become Õ(δω−1(r + degD+) log q +
(δ2 + degD+)
1+ε log q + (δ2 + degD+) log
2 q) bit operations, for any fixed ε > 0. The bottleneck
would be structured linear algebra underlying Proposition 17. If ω were further proved to be close
to 2, then our algorithm would be close to optimal in terms of the size of the output whenever
r = O(degD+).
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