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OPTIMAL STOPPING OF A RISK PROCESS WHEN CLAIMS
ARE COVERED IMMEDIATELY
BOGDAN K. MUCIEK AND KRZYSZTOF J. SZAJOWSKI
Abstract. The optimal stopping problem for the risk process with interests
rates and when claims are covered immediately is considered. An insurance
company receives premiums and pays out claims which have occured according
to a renewal process and which have been recognized by them. The capital of
the company is invested at interest rate α ∈ <+, the size of claims increase at
rate β ∈ <+ according to inflation process. The immediate payment of claims
decreases the company investment by rate α1. The aim is to find the stopping
time which maximizes the capital of the company. The improvement to the
known models by taking into account different scheme of claims payment and
the possibility of rejection of the request by the insurance company is made.
It leads to essentially new risk process and the solution of optimal stopping
problem is different.
1. Introduction
The following problem in collective risk theory (see Rolski et al. (1998)) is con-
sidered. An insurance company, endowed with an initial capital a > 0, receives pre-
miums and pays out claims that occur according to a renewal process {N(t), t ≥ 0},
where N(t) is the number of losses up till time t. The initial capital of the insurance
company and received premiums are invested at a constant rate of return α ∈ <+.
Let T0 = 0 and let Ti denotes the time of the i-th loss, then random variables
ζi = Ti − Ti−1 are independent and identically distributed (i.i.d.) with cumulative
distribution function (cdf) F , such that F (0) = 0. Let X1, X2, . . . be a sequence
of i.i.d. random variables independent of {ζi}, with cdf H with H(0) = 0. The
sequence {Xi}∞i=1 represents values of successive claims. Usually the costs of dam-
ages elimination increase. It is modelled by the rate β ∈ <+. If a claim appears
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at moment Tn, then the company have to pay XneβTn . This amount of money de-
creases the company investment by rate α1 and, as a consequence of that, at the end
of investment period t the claim at Tn decreases the capital by XneβTneα1(t−Tn).
Although it may seem somewhat surprising at first glance, claims of size zero arise
in some insurance contexts (see Panjer and Willmot (1992)). If a company records
all claims as they are presented to the company and some claims are resisted, re-
fused or a complete recovery of losses is made from another insurer, the net cost
of the claim is zero. This effect is modelled by additional sequence of i.i.d random
variables {i}∞i=1, independent of claims size process and the process of moments of
claims. It is assumed that P{n = 1} = p and P{n = 0} = 1−p. The investigated
process of capital assets of the insurance company is
(1) Ut = aeαt +
∫ t
0
ceα(t−s)ds−
N(t)∑
n=0
nXne
βTneα1(t−Tn),
where a > 0 is the initial capital, c > 0 is a constant rate of income from the
insurance premiums, X0 = 0 and N(0) = 0. The form of capital assets (1) reduces
to
Ut = aeαt + ceαt
1− e−αt
α
− eα1t
N(t)∑
n=0
nXne
β1Tn(2)
where β1 = β − α1. Let g(u, t) = g1(u)I{t≥0}, where g1 is a utility function. The
return at time t is {Z(t), t ≥ 0} and it is given by
(3) Z(t) = g(Ut, t0 − t)
N(t)∏
j=0
I{UTj>0} = g(Ut)I{Us>0,s≤t}
The optimal stopping problem for the process Z(t) is investigated. The model with
α = β = 0 have been considered by Ferenstein and Sierocin´ski (1997). Jensen
(1997) investigated a similar model with a claim process modulated by periodic
Markovian processes but without care for time value of money, formulated in (2).
When the claims are paid from the capital of the company, it can be assumed that
α = α1. Muciek (2002) investigated the model given by (1) with α1 = 0 which
described the case when the claims were paid at the end of the investing period.
The improvement introduced here, which takes into account the consequence of the
immediate payment of claims, change the considered risk process essentially. The
model admitted will have an impact on the form of the strong generator for the
process (2) as well as on the form of the dynamic programming equations, which
are the tools for describing the solution of the optimal stopping problem for (3).
The considered process Z(t) is the piecewise-deterministic process. The methods
of solving the optimal stopping problem for such processes can by found in papers by
Boshuizen and Gouweleeuw (1993) and Jensen (1997); Jensen and Hsu (1993) and
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the monography by Davis (1993). Muciek (2002) has solved the optimal stopping
problem for process (3) with α1 = 0 which is not direct consequence of the optimal
stopping problem solution for model (1) with α1 6= 0.
The organization of the paper is following. In the next section the optimal
stopping problem for the process (3) is formulated. The case of the optimal stopping
up to the fixed number of claims is the subject of investigation in the section 3.
The solution of the problem for the infinite number of claims is given in the section
4.
2. The optimization problem
In this section we define an optimization problem for the model introduced in
the previous section. This optimization problem will be solved in the next section.
Let F(t) = σ(Us, s ≤ t) = σ(X1, 1, T1, . . . , XN(t), N(t), TN(t)) be the σ-field
generated by all the events up to time t ≥ 0. Let T be the set of all stopping
times with respect to the family {F(t), t ≥ 0}. Furthermore, for fixed K and for
n = 0, 1, . . . , k < K let Tn,K denote the subset of T , such that τ ∈ Tn,K if and only
if Tn ≤ τ ≤ TK a.s.
Let Fn = F(Tn). The essence of the considerations in the next chapter will be
to find the optimal stopping time τ∗K , such that EZ(τ
∗
K) = sup{EZ(τ) : τ ∈ T0,K}.
In order to find the optimal stopping time τ∗K , we first consider optimal stopping
times τ∗n,K , such that
(4) E(Z(τ∗n,K)|Fn) = ess sup{E(Z(τ)|Fn) : τ ∈ Tn,K}
and using backward induction as in dynamic programming, we will obtain τ∗K =
τ∗0,K
After finding the optimal stopping time τ∗K for fixedK we will deal with unlimited
number of claims and the aim will be to find the optimal stopping time τ∗, such
that
(5) EZ(τ∗) = sup{EZ(τ) : τ ∈ T }
is fulfilled. It will be shown that τ∗ can be defined as the limit of the finite horizon
optimal stopping times. Such a stopping time in an insurance company management
can be used as the best moment to recalculate premium rate.
3. Case with fixed number of claims
In this section we find the form of optimal stopping time in the finite horizon
case, which means the optimal stopping time in the class T0,K , where K is finite
and fixed (the number of claims is fixed, but the time of the Kth claim, ie. time
horizon, remains non-deterministic). This is a technical assumption which allows
4 B.K. MUCIEK AND K.J. SZAJOWSKI
calculations for finite number of claims and generalize this result to the infinite
number of claims. First we present dynamic programming equations satisfying
Γn,K = ess sup{E(Z(τ)|Fn) : τ ∈ Tn,K}, n = K,K−1, . . . , 1. Then in Corollary
3.3 we find optimal stopping times τ∗n,K and τ
∗
K and optimal mean values of return
related to them.
The following representation lemma (see for example Davis (1976)) plays the
crucial role in consequent considerations:
Lemma 3.1. If τ ∈ Tn,K , there exists a positive, Fn-measurable random variable
ξ, such that τ ∧ Tn+1 = (Tn + ξ) ∧ Tn+1 a.s.
Let µ0 = 1 and µn =
∏n
j=1 I{UTj>0}. Then ΓK,K = Z(TK) = g(UTK , t0−TK)µK .
Note that the sum of claims from (2) can be expressed as
(6)
N(t)∑
n=0
nXne
β1Tn =
(
aeαt +
c
α
(eαt − 1)− Ut
)
e−α1t
Let us define for ξ > 0 such that there is no jump between t and t+ ξ
d(t, ξ, Ut) = Ut+ξ − Ut = eαt
(
a+
c
α
) (
eαξ − eα1ξ)(7)
+
c
α
(
eα1ξ − 1)+ (eα1ξ − 1)Ut,
then we have
(8) µK = µK−1I{UTK−1+d(TK−1,ζK ,UTK−1 )−KXKeβ(TK−1+ζK )>0}
.
Similarly as in Muciek (2002), Theorem 1, from (6) and from (7) we get the
following dynamic programming equations:
(i): For n = K − 1,K − 2, . . . , 0,
Γn,K = ess sup
{
µnF¯ (ξ)g (UTn + d(Tn, ξ, UTn), t0 − Tn − ξ)
+E(I{ξ≥ζn+1}Γn+1,K |Fn) : ξ ≥ 0 is Fn-measurable
}
a.s.,
where F¯ = 1− F is the survival function.
(ii): For n = K,K − 1, . . . , 0, Γn,K = µnγK−n(UTn , Tn) a.s., where the
sequence of functions {γj(u, t), u ∈ R, t ≥ 0}, using (7), (6) and (8) is
defined as follows
γ0(u, t) = g(u, t0 − t),
γj(u, t) = sup
r≥0
[
F¯ (r)g(u+ d(t, r, u), t0 − t− r)
+ p
∫ r
0
dF (s)
∫ e−β(t+s)(u+d(t,s,u))
0
γj−1
(
u+ d(t, s, u)− xeβ(t+s), t+ s
)
dH(x)
+(1− p)
∫ r
0
γj−1 (u+ d(t, s, u), t+ s)H(e−β(t+s)(u+ d(t, s, u)))dF (s)
]
j = 1, 2, . . .
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The above equations differ from the ones in Theorem 1 in Muciek (2002) as a
result of a different form of the capital assets process Ut.
The next step is to find the optimal stopping time τ∗K . To do this we should ana-
lyze the properties of the sequence of functions {γn, n ≥ 0}. LetB = B[(−∞,+∞)×
[0,+∞)] be the space of all bounded and continuous functions with the norm
||δ|| = supu,t |δ(u, t)| and let B0 = {δ : δ(u, t) = δ1(u, t)I{t≤t0} and δ1 ∈ B}.
One should notice that the functions {γn, n ≥ 0} are included in B0. For each
δ ∈ B0 and any u ∈ R, t, r ≥ 0 let
φδ(r, u, t) = F¯ (r)g(u+ d(t, r, u), t0 − t− r) +
+(1− p)
∫ r
0
δ(u+ d(t, s, u), t+ s)H(e−β(t+s)(u+ d(t, s, u)))dF (s)
+p
∫ r
0
dF (s)
∫ e−β(t+s)(u+d(t,s,u))
0
δ(u+ d(t, s, u)− xeβ(t+s), t+ s)dH(x).
From the properties of the cumulative distribution function F we know that
φδ(r, u, t) has at most a countable number of points of discontinuity according to
r and is continuous according to (u, t) in the case of g1(·) being continuous and
t 6= t0 − r. Therefore, for further considerations we assume that the function g1(·)
is bounded and continuous.
For each δ ∈ B0 let
(9) (Φδ)(u, t) = sup
r≥0
{φδ(r, u, t)}.
Lemma 3.2. For each δ ∈ B0 we have
(Φδ)(u, t) = max
0≤r≤t0−t
{φδ(r, u, t)} ∈ B0
and there exists a function rδ(u, t) such that (Φδ)(u, t) = φδ(rδ(u, t), u, t).
In subsequent considerations more properties of Φ will be presented.
For i = 1, 2, . . . and u ∈ R, t ≥ 0, γi(u, t) may be expressed as follows
γi(u, t) =
{
(Φγi−1)(u, t) if u ≥ 0 and t ≤ t0,
0 otherwise,
and from Lemma 3.2 there exist functions rγi−1 such that
γi(u, t) =
{
φγi−1(rγi−1 , u, t) if u ≥ 0 and t ≤ t0,
0 otherwise.
To specify the form of the optimal stopping times τ∗n,K , we need to define the
following random variables R∗i = rγK−i+1(UTi , Ti) and σn,K = K∧ inf{i ≥ n : R∗i <
ζi+1}.
Finally in Corollary 3.3 we present the form of the optimal stopping time.
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Corollary 3.3. Let
τ∗n,K = Tσn,K +R
∗
σn,K and τ
∗
K = τ
∗
0,K ,
then for all 0 ≤ n ≤ K the following hold
Γn,K = E(Z(τ∗n,K)|Fn) a.s. and Γ0,K = E(Z(τ∗K)) = γK(a, 0),
which means τ∗n,K and τ
∗
K are optimal stopping times in the classes Tn,K and T0,K
respectively.
4. Case with an infinite number of claims
While T is the set of all stopping times with respect to the family {F(t), t ≥ 0},
we would like to maximize the mean return (3), i.e. to find the optimal stopping
time τ∗, such that
(10) EZ(τ∗) = sup{EZ(τ) : τ ∈ T }
is fulfilled. It will be shown that τ∗ can be defined as the limit of the finite horizon
optimal stopping times.
Let τ∗n be an optimal stopping time taken from the set of stopping times which oc-
cur not earlier than at Tn, the time of n-th claim, ie. EZ(τ∗n|Fn) = sup{EZ(τ |Fn) :
τ ∈ T ∩ {τ : τ ≥ Tn}}.
The solution of this case will be based on the iteration of the operator Φ defined
by (9). By an assumption that the interarrival time is greater than t0 with non-zero
probability it can proved that the operator Φ is a contraction and it has a fixed
point.
The essence of this section is contained in the following theorem. The proof
is based on the proof of the existence of optimal stopping times for semi-Markov
processes presented by Boshuizen and Gouweleeuw (1993).
Theorem 4.1. Assuming the utility function g1 is differentiable and nondecreasing
and F has a density function f we have
(i) for n = 0, 1, . . ., the limit τ˜n := limK→∞ τ∗n,K exists and τ˜n is an optimal
stopping time in T ∩{τ : τ ≥ Tn} (τ∗n,K is a solution of the case with finite
number of claims defined by (4)),
(ii) E[Z(τ˜n)|Fn] = µnγ(UTn , Tn) a.s.
The optimality of τ˜n may be proved in a similar way as in Boshuizen and
Gouweleeuw (1993). The details may be found in Muciek (2002). Let us denote
ηt = (t, Ut, Yt, Vt), where Yt = t − TN(t), Vt = µN(t), t ≥ 0. For g˜ such that
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Z(t) = g˜(ηt) the strong generator A of ηt on g˜ has the form (see Gihman and
Skorokhod (1975) )
(Ag˜)(t, u, y, v) =
{[
(αa+ c)eαt − (α1a+ cα1
α
)eαt + (
α1
α
c+ α1u)
]
g′1(u)
− f(y)
F¯ (y)
[
g1(u)H¯(ue
−(α1y+β(t−y)))
−p
∫ ue−(α1y+β(t−y))
0
g1(u− xeα1y+β(t−y))dH(x)
+pg1(u) H(ue
−(α1y+β(t−y)))
]}
v,
where t < t0, y ≥ 0 and v ∈ {0, 1}. Thus we get
(Ag˜)(ηs) =
{[
(αa+ c)eαs − (α1a+ cα1
α
)eαs + (
α1
α
c+ α1Us)
]
g′1(Us)
+
f(s− TN(s))
F¯ (s− TN(s))
[
p
∫ Use−(α1(s−TN(s))+βTN(s))
0
g1(Us − xeα1(s−TN(s))+βTN(s))dH(x)
−pg1(Us)H(Use−(α1(s−TN(s))+βTN(s)))
− H¯(Use−(α1(s−TN(s))+βTN(s)))g1(Us)
]}
µN(s).
It should also be marked that the limit of optimal stopping times as K → ∞
coincide with the overall optimal stopping time.
5. Final remarks
The presented results generalize known solutions of the optimal stopping prob-
lems for the risk process (see Ferenstein and Sierocin´ski (1997), Muciek (2002)) to
more realistic models of risk reserve processes. For α = β = 0 the solution pre-
sented by Ferenstein and Sierocin´ski (1997) are obtained. The model considered by
Muciek (2002) is not direct consequence of model (1). It implies that the solution
of the optimal stopping problem for the risk reserve process investigated in Muciek
(2002) is not simple conclusion from the formulae of Corollary 3.3 and Section 4.
There are also similar optimal stopping problems considered by Yasuda (1984)
and Scho¨ttl (1998). The solution of the problem (5) is not direct consequence of
the results from neither Yasuda (1984) nor Scho¨ttl (1998).
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