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Random geometries and real space renormalization group
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A method of ”blocking” triangulations that rests on the self-similarity feature of dynamically triangulated
random manifolds is proposed and used to define the renormalization group for random geometries. As an
illustration, the idea is applied to pure euclidean quantum gravity in 2d. Generalization to more complicated
systems and to higher dimensionalities of space-time appears straightforward.
We shall report on a work which is still in
progress. The aim of this contribution is to share
with you the underlying idea.
Although the recent advance in the statistical
mechanics of discrete random manifolds has been
quite impressive, it appears that our ability to
simulate complicated models on a computer ex-
ceeds our ability to understand the real signifi-
cance of the underlying physics (except for a class
of 2d models). Contrary to discrete field theories
where the lattice is only an inert scaffolding, in
the case of discrete gravity it is not always evident
how to fix the physical scales and how to define
the continuum limit. The answers to such ques-
tions are usually provided by the renormalization
group. One apparently needs to supplement the
existing computer artillery with the techniques of
the real space renormalization group (RG). In the
present context this requires inventing some ana-
logue of Kadanoff’s blocking [1] applied to the ge-
ometry itself. One suggested approach has been
to let coarser versions of an initial triangulation
“follow” the original lattice with some appropri-
ate rules as the connectivity is changed during
a simulation [2]. In this work we take a differ-
ent tack, expanding on the ideas put forward in
ref. [3]. The dynamical triangulation recipe is
adopted.
Conceptually, there are two elements in the fa-
miliar Kadanoff construction:
(a) define larger geometrical cells with respect
to the smaller ones.
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(b) define ”block” spins on larger cells in terms
of the spins living on the smaller cells.
On a regular lattice (a) is trivial: the lattice ob-
tained by removing, say, every 2nd point in each
direction is identical modulo rescaling to the orig-
inal lattice. A change of scale is automatically a
self-similarity transformation. On a random lat-
tice (a) is a problem in itself and requires some
thought. Therefore, we focus on it here, leaving
aside (b) which does not seem to present any se-
rious conceptual difficulty.
We observe that the essential ingredient of the
Kadanoff construction is a similarity transforma-
tion of the geometry, rather than mere decimation
of lattice points (remember that values of critical
couplings are lattice dependent). Another impor-
tant remark is that a randomly triangulated sur-
face is a fractal. This has been emphasized by
many people, in particular by Jain and Mathur
[4] in their paper on baby universes (BUs), which
is particularly relevant to this work. Our idea
consists in using this self-similarity to define the
step (a). We introduce one additional piece of ter-
minology with respect to [4], namely: BUs with
no further BUs growing on them are called last
generation BUs. The surface is a hierarchical ob-
ject so cutting last generation BUs one gets the
same ensemble of surfaces modulo rescaling.
Consider 2d gravity for simplicity. There is an
immediate problem: cutting BUs with neck of
length l one creates a polygon which is not nec-
essarily a triangle (it is a triangle when l = 3,
only). This is similar to the problem one encoun-
2ters in Bre´zin-Zinn-Justin renormalization group
program [5], where starting from φ3 one generates
all interactions. Thus it would be natural, here
also, to consider surfaces made out of arbitrary
polygons. Generically, such an ensemble of sur-
faces is expected to belong to the same universal-
ity class as the ensemble of triangulated surfaces,
i.e. pure 2d gravity. However, although the ex-
tension of the model to general cellular decom-
positions of surfaces does not present any special
difficulty, the “BU surgery” becomes rapidly more
difficult to implement when the neck length l is
larger than 3.
Fortunately, it seems completely sufficient to
limit one’s attention to BUs with minimum neck
length l = 3, to be called minBUs following the
terminology introduced in ref. [4]. This is the
choice made in this exploratory paper.
In practice, one must distinguish BUs from a
smooth deformation of the surface setting a lower
limit on the number of points B in a BU: B > B0 .
It turns out that relevant results are insensitive
to the choice of B0.
Define ∆ = µc−µ, where µ is the cosmological
constant and µc is its critical value. Consider an
appropriate derivative of the partition function
Z(∆), to be denoted χ(∆) such that at small ∆
χ(∆) ∼
∫
dAAΓ−1eA∆, Γ > 0 (1)
The condition Γ > 0 insures that the integral di-
verges when ∆→ 0. In generic topology χ(∆) is
the so-called string susceptibility and Γ is the cor-
responding critical exponent, conventionally de-
noted by γ. In spherical topology, we take an
extra derivative of Z(∆), so that Γ = γ + 1. Ne-
glecting non-singular contribution to the right-
hand side one has
χ(∆) ∼ ∆−Γ, Γ > 0 (2)
For pure 2d gravity and spherical topology one
has exactly Γ = 1/2.
We shall now present the results of a com-
puter experiment implementing and illustrating
our ideas. We work in spherical topology.
Cutting minBUs produces a mapping of the
grand canonical ensemble of surfaces into itself.
We first determine the area distribution of the
ensemble of surfaces obtained by cutting last gen-
eration minBUs growing out of a (randomly cho-
sen) surface with fixed number of points A0, in a
sense the “image” of a “point source”. We find
that this image is a nearly Gaussian curve
I(A | A0) = 1√
2piσ2
e−(A−λA0)
2/2σ2 [1 + ...] (3)
The parameter λ becomes rapidly independent
of A0 and σ
2 increases linearly with A0. Higher
order cumulants, once scaled by an appropriate
power of σ, are small and seem to decrease with
A0.
Our experiment has been run with dynami-
cally triangulated surfaces, the number of trian-
gles ranging from 1000 to 20000. For each value
of A0 we have carried out a series of several
dozens mini-experiments, each mini-experiment
corresponding to typically 5000 sweeps of the lat-
tice. About 1000 heating sweeps have been per-
formed between two mini-experiments. The mea-
sure of A has been done once every 10 sweeps.
The errors have been estimated using the stan-
dard binning method.
The exact numerical values of the parameters
λ and σ depend on the choice of the lower cut-off
B0, defining an “acceptable” minBU. In most of
our calculations we have set B0 = 10. An ex-
cellent fit to the data is then obtained with λ =
0.8189(2)− 7.4(4)/A0, σ2 = 2.42(2)A0+185(45).
Decreasing (increasing) B0 one gets, of course,
smaller (larger) λ. For example, with the choice
B0 = 15 one finds λ ≈ 0.859. The correction
terms in (3) can be organized in a Gram-Charlier
series [6]. A very good description of the image is
obtained including the first two correction terms
in this series. The values of the third and fourth
order cumulants for various A0 are given in Table
1. The (scaled) cumulants are small and the de-
viation from the Gaussian is not large, especially
at large A0.
The image of the full “source” S(A0,∆) ∼
A
−1/2
0 exp (A0∆) is given by the convolution
S′(A,∆) =
∫
dA0 I(A | A0) S(A0,∆) (4)
3Table 1
Scaled third (κ3) and fourth (κ4) order cumulants
against A0
A0 κ3/σ
3 κ4/σ
4
1000 -0.50(3) 0.70(14)
2000 -0.33(2) 0.28(3)
3000 -0.24(7) 0.17(11)
4000 -0.22(2) 0.11(5)
7000 -0.11(7) 0.12(11)
8000 -0.21(5) 0.03(13)
9000 -0.21(5) -0.01(10)
10000 -0.11(4) 0.02(6)
and can be calculated analytically for large A,
using the saddle-point method. Keeping only the
first term in (3) and remembering that σ2 ∼ cA0
one finds for ∆≪ 1
S′(A,∆) ∼ 1√
λA
eA∆/λ (5)
It is remarkable that the right-hand side does not
depend, for small ∆, on the value of the con-
stant c. Since the image S′(A,∆) and the source
S(A0,∆) are similar, integrating eq. (5) with re-
spect to A gives the scaling law
χ(∆) = λ−Γχ(λ−1∆), Γ = 1/2 (6)
Since scaled cumulants do not seem to grow
with A0, the term proportional to the n
th or-
der Hermite polynomial in the Gram-Charlier se-
ries contributes a correction of maximal order
∆(n−1)/2 to the image χ(∆). Therefore, the cor-
rections do not contribute to the singular part of
the image (at least treated term by term).
Although the operation of cutting last genera-
tion minBUs is not just a rescaling of the area, we
find that the image of a point source is sufficiently
sharp for the blocking operation to implement a
homogeneous transformation of χ(∆), as long as
one is close enough to the critical point. It is clear
that the repeated application of this operation de-
fines a renormalization group, in the usual way,
so that λ in (6) can be replaced by an adjustable
scaling factor Λ = λn.
We expect (6) to hold also for other topolo-
gies, when Γ differs from 1/2. Obviously, the
effective ∆ → 0 for Λ → ∞. A fully fledged
fractal is obtained starting with a smooth surface
and repeating the operation of adding minBUs in-
finitely many times. This corresponds to the limit
∆→ 0 : being fractal and critical is synonymous.
Generalization to d > 2 seems conceptually
straightforward. In the simplest model one has
two independent couplings, the cosmological and
the Newton constants, respectively. Thus, in-
stead of the single ∆, there are two such param-
eters. One can therefore fix independently two
dimensionful constants (as it should be for grav-
ity).
In conclusion, we propose how to use the frac-
tal, hierarchical structure of the euclidean space-
time foam to define a real space renormalization
group for random geometries. It has been im-
portant to check that the idea is meaningful for
surfaces of accessible size. In our current work
we examine various applications of the idea pre-
sented above, focusing on a search for most suit-
able observables to define the β function.
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