We present results from a study to detect variable galaxies in the Hubble Deep Field North. The goal of this project is to investigate the number density of AGN at z≃1 through the detection of variable galaxy nuclei. The advantage of HST is the ability to do accurate photometry within smaller apertures, thus allowing us to probe much lower AGN/host galaxy luminosity ratios than can be done from the ground. We have detected nuclear variability at or above the 3σ level in 8 of 633 HDF galaxies at I 814 ∼ <27. Only 2 detections would be expected by chance in a normal distribution. At least one of these 8 has been spectroscopically confirmed as a Seyfert 1 galaxy. Based on the AGN structure function for variability, the estimated luminosity of the varying component in each galaxy lies in the range -19.5 ∼ <M B ∼ <-15.0. We construct an upper limit to the luminosity function for the variable nuclei and compare this to the local Seyfert LF and the LF for QSOs at z≃1. Assuming we have detected all Seyfert-like nuclei in the HDF-N, we find no evidence for an increase in the number density of AGN at M B ≃-19 (H o =75 km/s/Mpc, q o =0.5). From this study, we estimate that ∼1-3% of field galaxies with I ∼ <27 may contain a nuclear AGN.
Variability is a well known property of active galaxies. A high incidence of variability has been found among QSO samples (Bonoli et al. 1979; Kron & Chiu 1981; Hawkins 1986 ). Koo, Kron & Cudworth (1986) showed that ∼80% of their spectroscopic and color selected quasars in Selected Area 57 (SA57) were variable over the time period of 11 years.
In addition to quasars, lower luminosity AGNs such as Seyfert 1s and even Seyfert 2s and LINERs have been shown to exhibit both line and continuum variability (see Aretxaga, 1997 and references therein). Bershady et al. (1998) detected 14 extended variable objects in SA57 with Seyfert-like spectral characteristics. The variability amplitude was generally higher for AGN of lower luminosity making this technique well suited for the selection of intrinsically faint QSOs and Seyfert galaxies.
A prominent gap in our current understanding of the AGN phenomenon is the connection between high luminosity QSOs and AGN of lower luminosity. In particular, knowledge of the shape and slope of the low luminosity end of the AGN luminosity function (LF) over a range of redshifts is critical in differentiating AGN evolution models such as pure luminosity, pure density, and luminosity dependent density evolution. Locally, Huchra & Burg (1992) have constructed the LF for spectroscopically selected Seyfert galaxies, but only brighter than M B ≃-18.5, while Ho et al. (1997) have detected fainter nuclei in local galaxies but lack the photometric information to construct the LF. At higher redshifts, however, spectroscopically selected samples as well as most other AGN selection techniques are quickly limited to active nuclei which dominate the host galaxy light and are thus likely to be intrinsically brighter (e.g. Hartwick & Schade 1990 ). X-ray selection has produced samples of higher redshift, lower luminosity AGN, but without precise optical-to-X-ray flux ratios, these cannot be easily compared with the multitude of optical data for high luminosity QSOs. Through the optical detection of faint, variable nuclei within brighter 1 INTRODUCTION 4 host galaxies, low-luminosity AGN (LLAGN) can be selected for the purpose of studying the relationship between these objects and higher luminosity QSOs at all redshifts.
In this study, we use HST images of the Hubble Deep Field North separated by 2 years to search for variable objects with emphasis on investigating LLAGN at redshifts of z≃1.
The advantage of HST is the ability to do accurate photometry within smaller apertures than can be done from the ground, allowing us to probe much lower AGN/host galaxy luminosity ratios.
The primary data sets analyzed for galactic variability follow from the original HDF-N observations (see Williams et al. 1996) in December 1995 and a second epoch obtained two years later (Gilliland, Nugent & Phillips 1999, hereafter: GNP) . We will only discuss data from the F300W and F814W filters for which extensive observations are available in both epochs (F606W will be brought in as a special case). The second epoch data consists of 36 exposures in F814W with a total integration time of 63000 seconds (compared to 58 exposures and a total of 123600 seconds in the original HDF-N). Also available from the second epoch are 18 exposures in F300W with a total integration time of 27300 seconds (compared to 95 exposures and a total of 178800 seconds in the original). Observations in both epochs were taken using the same orientation (to within a 9 ′ roll difference) and pointing (to ∼1 ′′ ) on the sky, and each was similarly dithered. Sky background levels were also very similar for the two epochs separated by 731.9 days, or 2.00 years. Critical sampling for the inherently under-sampled WF images is provided by the substantial sub-pixel dithering. The repeated exposures and use of multi-pixel dither offsets in each epoch allow for excellent rejection of both hot pixels and cosmic rays.
We describe the observations and details concerning the galaxy photometry in §2. A description of each variable galaxy AGN candidate detected in the HDF-N is contained in §3. We then compute the luminosity function of variable nuclei in the HDF-N in §4 and 2 PHOTOMETRY 5 compare it to the local number densities of AGN. In §5 we present a summary of this work and our conclusions.
Photometry

Creation of Over-sampled, Summed Images
A thorough discussion of the data reductions is given in GNP. For each epoch and each bandpass all available frames are combined to produce a single clean image. Hot pixels and cosmic rays are identified and excluded from contributing to the combined image.
The individual exposures are taken with different exposure times and varying levels of background light. The combined image production utilizes weights based on readout noise, Poisson statistics on the background and source counts to provide a minimal noise in the final combined, over-sampled image. The adopted algorithm for creation of an over-sampled image uses frame-by-frame registration offsets accurate to ∼ 0.02 pixels for F814W and ∼ 0.1 for F300W and an accurate model for geometric distortion to maintain optimal resolution. Scattered light patterns affecting a small subset of the images are removed before combining.
To facilitate easy qualitative and quantitative searches for change between the two epochs, the second epoch images are constructed to align with an external galaxy defined reference grid from the first epoch. The resulting alignments are good to maximum errors of ∼ 0.05 pixels, or 0. ′′ 005. The image for each epoch is scaled to provide the number of e − per pixel detected in a 6000 second exposure. The same grid of bright external galaxies used to provide registration is used to establish a common intensity normalization (corrections at level of ∼1%) for the second epoch relative to the first. With normalized and well registered images for the two epochs a simple difference image provides a sensitive means of detecting 2 PHOTOMETRY 6 objects that vary in position (some nearby stars) or intensity (AGNs and Supernovae, see GNP for the latter). As an example of the exquisite sensitivity provided by the data, GNP show that 90% of the SNe at m AB(8000) = 26.4 in either epoch associated with z ∼ 1.2 galaxies could be securely detected, with the completeness falling to 50% at m AB = 27.8. For the purpose of detecting change with time the extreme stability provided by
HST is an important factor in being able to probe to unique magnitude depths with these observations.
Sensitivity to Photometric Changes for Galaxies
In principle establishing the photometric change for any galaxy is as simple as defining an appropriate aperture and comparing counts in the difference image compared to the counts in the same aperture for the direct image. In the next subsection we will see that the important additional subtlety of changes over time for Charge Transfer Efficiency (CTE) must be dealt with. In the remainder of this subsection we deal with simpler issues of galaxy selection, aperture definition and quantification of expected errors.
We adopt the compilation of 1067 galaxies from Fernández-Soto, Lanzetta and Yahil (1999, hereafter: FLY) for the HDF-N. This is an I-band (F814W) magnitude limited survey comprised of two sets of galaxies from two defined zones in the HDF-N based on the different apparent magnitude depths achievable over the WFPC2 CCDs. The first zone covers the majority of the 3 Wide Field CCDs (3.92 arcmin 2 ) and contains 946 galaxies complete to m AB(8140) =28.0. The second zone covers the Planetary Camera CCD and the outer edges of the Wide Field CCDs (1.39 arcmin 2 ) and contains 121 galaxies complete to m AB(8140) =26.0.
Each of these galaxies has a photometric redshift based on 7 color (UBV IJHK) 2 PHOTOMETRY 7 photometry-redshift relations, and where available a spectroscopic redshift from the literature. The photometric redshifts show an rms dispersion of σ = 0.09 in comparison with a sample of ∼100 spectroscopic redshifts at z < 2, with no cases discordant at > 3σ.
We have derived a coordinate transform between the x, y positions as tabulated by FLY and our factor of 4 over-sampled images; this is accurate to ∼ < 10 of our pixels (or 0. ′′ 25). We then adopt the pixel with maximum counts within ± 20 over-sampled pixels as the nominal center of each galaxy. Williams et al. (1996) tabulate a first moment radius for each galaxy. For an r 1/4 light distribution the half-light radius is one-half the first moment radius, and we have simply adopted one-half the first moment radius for each galaxy as a nominal scale for an aperture on each galaxy. Figure 1 shows the distribution of galaxy half-light radii as a function of apparent magnitude for the FLY sample.
With a minimum aperture size of 0.05 ′′ , the aperture photometry for some of the galaxies essentially returns the central pixel value in each epoch. There is no reason to declare this a suspect value. First, the typical variation in the intra-pixel QE response is 1 to 2%, depending upon where a point source is centered within the pixel. This is reduced in amplitude by the square root of the number of dithers to different sub-pixel coordinates resulting in an error of ∼ <0.5%. At these magnitudes, the intrinsic random errors are already ten times this value. Second, time dependent gain variations over the entire chip are calibrated out in establishing differential photometry with a mean of zero across epochs.
Furthermore, time dependent gain variations for individual pixels, however unlikely, would be eliminated when producing our combined images. Figure 1 .
Adoption of this smaller radius, which is set at a point between the lower envelope and the mid-point of measured radii, effectively removes uncertainties in the sky zero point from major importance in an error budget.
Having defined an aperture choice the fractional change in photometric intensity for any source is just the summed counts over this aperture in the '97 -'95 difference image divided by the summed counts in a grand average image. In order to search for variable galaxies we now need to establish the expected noise level of this measure for non-variable objects. GNP developed two sets of "null experiments" to help quantify the level beyond which random noise could be misinterpreted as Supernovae. The control images that result from these null experiments are also ideal for establishing the expected galaxy-photometry measurement noise as a function of magnitude.
One null experiment consists of dividing the full set of individual exposures into two sets, one composed simply of the odd numbered frames and the other the even numbered ones. Each set is now an "epoch", but with no real time difference. The difference image from these even and odd epoch combined frames effectively carries through the effects of object and sky Poisson noise, readout noise, and any limitations imposed by minor errors 2 PHOTOMETRY 9 in the sky zero points used. However, no intrinsic variations (on timescales greater than exposure times of individual frames) can exist and the apparent variations in photometry between the sets can be used to define the noise-magnitude relation.
As a second null experiment, GNP had also defined simulated images for each epoch starting with the same over-sampled and optimally combined representation of the source distribution and non-variable background light (noiseless relative to levels in individual exposures). These combined images are represented as bi-cubic surface fits to the light distribution over individual WFPC2 pixels as a function of sub-pixel x and y offsets. As such these can be evaluated at the offset position of any individual exposure and an amount of noise appropriate to readout, dark current, sky background and source Poisson statistics added to simulate each individual exposure. The simulated frames for each epoch were then recombined to produce an over-sampled image for each epoch. Again, this should capture most sources of noise, but no real variations can exist. Figure 2 shows the adopted 1σ galaxy photometry error as a function of magnitude.
This represents a sum over results for the two independent null experiments for which the differences between the two were small. The apertures used here and throughout the paper are as shown in Figure 1 , namely for each galaxy the minimum value of the tabulated half-light radius and the quadratic function of magnitude. The magnitudes adopted from here on (referred to as m AB,int later) apply to the intensity level internal to the adopted half-light radii. An appropriate zero point offset is adopted to bring the mean of these generally smaller aperture magnitudes into registration with the FLY isophotal magnitudes.
The data points represent the rms photometry differences for all galaxies within ± 0.45 magnitude intervals at m = 22 with this interval decreasing to ± 0.25 mag at m = 27 from the two sets of null experiments. Note that the simple first principles argument developed earlier gave an error of 5% at m = 26 in excellent agreement with this calibration. The
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10 distribution of errors in any magnitude bin for the null experiments is well centered on zero and has a Gaussian distribution. A lower limit to the assumed photometric error of 0.012 magnitudes was adopted based on general experience with absolute limits to WFPC2 photometric accuracy. Our conclusions are not sensitive to reasonable bounds on this limiting precision.
A direct solution for photometric changes of real galaxies, normalized to the typical expected error as a function of magnitude can now be easily evaluated. Figure 3 shows the distribution of photometric changes both as direct delta intensities across the two epochs and after normalizing these to the expected errors as a function of magnitude. The results showed a very non-Gaussian distribution with 33 galaxies out of the brightest 633 (selected on the basis of m AB(8140) <27.5 for the standard apertures as shown in Figure 1 ) showing >3σ variation compared to statistically expecting 2 of 633 by chance for a normal distribution.
Either the rate of variable galaxies in the HDF far exceeds the canonical fraction of ∼2% for AGNs, or we have unaccounted for noise or systematic errors. Inspection of the photometric differences across epochs showed clear correlations with magnitude and with y-position on the CCDs. Such behavior is suggestive of a CTE systematic error term. In our case, since we are comparing data acquired with similar exposure times and nearly identical pointings, such an effect would follow only from a change of CTE with time.
The Role of Charge Transfer Efficiency Changes
We have solved empirically for corrections to the photometry with a simple linear model of time differential CTE having linear terms in magnitude and source position on each
CCD. An ideal solution will eliminate any systematics in photometry differences between epochs. Experimentation showed that any effect in x must be significantly smaller than for y, and not finding any consistency across CCDs the x-dependence for time-differential CTE 2 PHOTOMETRY 11 was taken to be zero. Generally consistent values for a CTE term with linear dependence on y were found across the CCDs, and with restricting the solutions to either bright (m = 24.5 ± 1.0) or faint (m = 26.5 ± 0.5) galaxy sets. The full range scatter for this term is ± 20% evaluated separately for the 3 WF CCDs and the m = 24.5 set of galaxies; we have adopted the mean values independent of CCD. The linear correlation coefficients of relative intensity differences against y-position ranged from 0.23 to 0.32 (correlations against x spanned -0.09 to 0.02). The adopted CTE (time difference '97 -'95 epochs) is:
The sign of each term is consistent with a slightly increased CTE loss over the two years between the HDF epochs. The magnitude of the slope in y produces a 3.2% effect bottom to top. Since for galaxies at m AB ∼ 24.5 the assumed intrinsic noise is ∼ 2.4%, such an overall slope is a significant bias. Figure 4 shows the solution for a y-dependent correction factor for WF4 for which the linear correlation coefficient is -0.29.
Our solution for a CTE effect is in a unique range of parameter space compared to previous calibrations. In particular our correction primarily applies to objects that have a comparable, or smaller per pixel count level than local sky in individual exposures.
Published calibrations for CTE (Whitmore 1998 , Stetson 1998 ) have generally relied on well exposed stars (at least by the HDF standards) for which a typical star image would peak at > 10 3 photoelectrons per pixel with an ambient diffuse sky brightness of ∼ 10 e − per pixel.
Even for "bright" galaxies in the HDF with m AB = 24.5 and a median half-light radius of 0. ′′ 15 the average count level for pixels within this radius is 87 e − compared to typical sky of 78 e − . Whitmore (1998) found an increased loss attributed to a change of CTE for faint stars with ∼ 40 e − per pixel (average within a 0. ′′ 2 radius aperture) equal to 9.5 ± 3% (center of CCD) over a 3 year baseline. The HDF galaxies have smaller to comparable 12 count levels, but are relative to a higher sky level (which will suppress the loss) compared to the calibration described by Whitmore (1998) . Stetson (1998) found a much smaller time dependence of ∼ 1% over 3.5 years analyzing a more extensive set of data.
We note that a small relative component (10% of total) of our derived time dependent CTE change can simply be attributed (using the Stetson 1998 equations) to our use of shorter exposure times on average for the second epoch (1750 s) compared to the original F814W HDF exposures (2130 s). Our derivation of the time-differential CTE effect is well defined empirically for the two epochs of HDF galaxy photometry, and given the suppression from a larger ambient sky background is generally consistent with the changes found by Whitmore (1998) . The Whitmore analyses are done differentially comparing WFPC2 photometry acquired after large scale changes of stellar position on the CCDs; the Stetson analyses for CTE directly adopt a comparison with ground based, crowed-field photometry. Published time dependent CTE results at significant amplitude only apply to the very faintest stars, for these, ground based systematic errors may not be negligible and may explain the different level of effect found in the studies. In any case the several hundred galaxies available in the HDF, ∼ 99% of which are non-variable, have been used here to provide an empirical correction for time-dependent CTE changes that for these two epochs of F814W data is reliable and accurate for our purposes.
Photometric Changes of HDF Galaxies
With a solution for time-differential CTE included, any remaining systematic errors in galaxy photometry across epochs will be small compared to random errors per galaxy. Figure 5 shows the full set of corrected galaxy intensity differences between the two epochs.
Details for all galaxies with changes relative to the expected error (Figure 2 relation) larger than 3σ are given in Table 1 Table 1 ) brighter than 27.5. Figure 6 shows the cumulative distribution of the variability significance (the ratio of the change in magnitude to the expected error at that magnitude) for all of the galaxies considered in the study. This value is given in column 6 of Table 1 for the 9 variable galaxies. We show the cumulative distribution (solid line), the fit to these points at δ/σ < 2.7 (dashed line), and the positions of the 9 variable galaxies along the x-axis. A clear excess of galaxies can be seen beyond δ/σ = 2.7. The area under the dashed line beyond δ/σ = 2.7 translates to approximately 2 galaxies, the number that would be expected in a normal distribution to have variability significance greater than 3σ. From this figure, it is clear that there is an excess of objects having a variability significance of greater than 3 (we have set the selection threshold at the traditional 3σ level, slightly higher than the break at 2.7).
Of the nine variable galaxies listed in Table 1 The next to last column of Table 1 gives the apparent radial offset (δr) of the excess light in one epoch from the galaxy nucleus. The error on this measurement is typically about 0. ′′ 05. In all cases, except for 4-403.0 for which we believe the brightening in the second epoch was caused by SN1997ff, the estimated δr is well under the estimated half-light radius. Coincidence with the nucleus alone cannot establish whether a specific event should be attributed to AGN activity or a SN, but statistically the SNe would be expected outside the r 1/2 radius as often as inside. The strong bias for the excess light centroids in Table   1 to align with the galactic nucleus to a level well under the half-light radius supports interpretation of these events as AGN.
Additional Photometric Change Measures for 2-251.0
From inspection of Table 1 Over two years after the original HDF galaxy 2-251.0 brightened by ∼ 8% in F814W (rest wavelength ∼ 4100 ± 250Å) and by ∼ 40% in F300W (rest wavelength ∼ 1500 ± 200Å).
The Variable Galaxies
Figure 7 is a composite of the I-band images of the eight variable galaxies that are candidate AGNs from Table 1. These galaxies meet the criterion for having nuclear variations in excess of 3σ above the background noise. However, we note that two such galaxies would be expected to appear as 3σ variables statistically in a normal distribution as discussed in §2.4. Each pair of images consists of the I-band image of the galaxy on the left and the difference image of the two epochs shown to the right (first epoch subtracted
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16 from the second epoch observation). The gray scale has been adjusted so that the variable region is always positive (black). The dash at the bottom right in each frame represents the 1kpc scale for the galaxy. The galaxies appear to cover a range of Hubble types and magnitudes. We briefly discuss each of the galaxies below.
2-251.0 -This red galaxy at z = 0.96 (spectroscopic) is the most variable galaxy in our survey with a magnitude excess of 23.5 mag over the 2 year period. This galaxy also has an interesting morphology. Two-dimensional model fitting finds a prominent bulge component (Marleau & Simard 1998 ) although spiral-like structure is also seen out to ∼0.6 ′′ from the nucleus. The spectrum for this object reveals broad MgII (2800Å) emission (Phillips et al. 1997; Songaila 1997) which is further evidence that this object contains an AGN. In addition this object is also a radio source having been detected in the VLA survey of the HDF-N (Richards et al. 1998; Fomalont et al. 1997) . The VLA observations also report A spectrum has just recently been obtained for this object (Cohen et al. 2000) and the redshift is 0.95. These are likely to be dwarf galaxies having absolute magnitudes around M I ≃-17.5.
Although spectroscopic data exists for 5 of the AGN candidates selected in this study, the spectra themselves or information regarding their spectral properties were only available for object 2-251.0 at the time of publication.
Comparison with the Local Number Density of Seyferts
One issue we would like to address with the results of this study is the evolution of the number density of AGN. Of the nine variable galaxies detected, we are confident that one (4-403.0, see Gilliland, Nugent and Phillips 1999 ) is a supernovae. The majority of the remaining 8 are likely to be AGNs with the caveat that two of these would be expected
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statistically from the noise distribution tail. By comparing the number density of these variable galaxies at <z>≃1 to the local number density of Seyfert galaxies, we can place limits on any significant evolution of the population of AGNs over this redshift range.
The Luminosity Function of the Variable AGN
To compare the number density of variable AGN detected within HDF-N galaxies to that of local Seyferts, we require an estimate of the absolute magnitude of the AGN component in each of the variable galaxies. To make this estimation, we must approximate the expected level of variability for each AGN. Then, based upon the amount of variability observed for each galaxy, we can estimate the fraction of the flux that is due to the AGN.
It is difficult, however, to know the precise variability amplitude expected for a given AGN.
Many studies have shown that the amplitude of variability depends on the AGN luminosity (Trevese et al. 1994 , Hook et al. 1994 . Unfortunately, surveys of low-luminosity AGN variability have not yet been completed and therefore, little exists in the way of statistical results which quantify the amount of variability expected for the active nuclei we are trying to detect in this study. At this point, the best we can do is estimate the amount of variability expected for our nuclei based on the results of larger variability surveys of intrinsically brighter QSOs and attempt to extrapolate to lower luminosities based on the apparent trends in amplitude with magnitude.
We adopt the structure function results from Hook et al. (1994) to estimate the expected variability amplitude for our AGN over a given time interval. The structure function was calculated from a sample of ∼300 optically selected quasars studied over a period of 16 years at seven epochs. From this sample of QSOs, an amplitude variation with respect to absolute magnitude was detected. The structure function is fit with the equation
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where M B is the absolute magnitude of the QSO. When the observed time interval t is known, this equation yields the expected amplitude of variability in magnitudes for a QSO. The value t in equation 2 is two years for an object at z=0 in the HDF images used in this study. However, higher redshift objects have decreasing values of t due to time dilation effects. To determine the true observed time interval for each galaxy, the actual observational time interval of 2 years must be divided by ( The luminosity function is computed using the 1/V a technique (Schmidt and Green 20 1983) where V a is the accessible volume over which each object can be observed in the survey. For computing the LF, we consider only zone 1 of the HDF which comprises the majority of the 3 Wide Field chips, covering 3.92 arcmin 2 . All of our AGN candidates fall within this region of the CCD.
COMPARISON WITH THE LOCAL NUMBER DENSITY OF SEYFERTS
From the total integrated magnitude of the galaxy, we determine the distance at which each object could be observed within the surveys' apparent magnitude limit. We then determine the distance where the variability amplitude of the AGN within the host galaxy falls below the 3σ variability selection threshold. The accessible volume, V a , is then determined from the closer of these two distances. Table 3 lists the absolute magnitude for each variable nucleus included in the LF calculation as well as the apparent I magnitude, the maximum redshift over which the object could be observed (z max ), and V a for each object in Mpc 3 . The LF is the summation of 1/V a for each object divided into two absolute magnitude bins centered on M B =-15.75 and -18.25 (Figure 8 ). The luminosity function is tabulated in Table 4 .
The determination of the apparent magnitude limit of the survey is an important aspect of the LF calculation. The number counts of the HDF-N galaxies in FLY appear to turn over at ∼26.5 to ∼27. We also note that FLY indicate that the median redshift of their galaxy catalog steadily increases up to I AB =26.0 and then remains fairly constant. To avoid incompleteness due to surface brightness selection effects as well as possible redshift incompleteness we have set the apparent magnitude limit for the calculation of the LF at I AB =26.0. In doing this, we must remove the two faintest variable sources, 4-327.0 and 4-344.0, from our LF calculation since their integrated galaxy magnitudes fall below this magnitude cut-off. These objects also have the highest estimated redshifts among our candidates (z phot >1) as well as displaying some of the lowest variability significance according to Figure 6 . 
Summary and Conclusions
With the goal of investigating the number density of AGN at z≃1, we have completed a survey of variable galaxies in the Hubble Deep Field North. Through the detection of Seyfert-like galaxies based on their variable properties, we hope to help bridge the gap between luminous QSOs and intrinsically fainter AGNs at higher redshifts. This initial study demonstrates the power of this technique for detecting Seyfert galaxies or low-luminosity AGN at z∼1.
Out of 633 galaxies with I int ≤27.5, we have found 8 galaxies which appear to be varying at ≥3σ over the two year period. These galaxies, at <z>∼1, cover a range of absolute magnitudes, colors, and hubble types although the majority appear to have some spiral structure. At least one is a confirmed Seyfert 1 galaxy based on spectroscopic and radio observations.
We have estimated the magnitudes for the variable nuclei found in HDF-N galaxies by adopting a structure function for QSO variability. By estimating the expected variability amplitude for each candidate AGN, we can disentangle the AGN flux from that of the underlying galaxy and determine the magnitude of the varying nucleus. We estimate the nuclear magnitudes to lie in the range -19.5 ∼ <M B ∼ <-15.0. (Trevese et al. 1994; Bershady et al. 1998) finds that virtually all of the known quasars in this field were detected to be variable. They also point out that the fractional variability amplitude, being higher for lower luminosity AGN, suggests an even higher success rate for Seyfert-like galaxy detection, consistent with the results of Hook et al. (1994) . A recent study by Giveon et al. (1999) confirms this anticorrelation between variability amplitude and luminosity. This study of 42 optically selected PG quasars also finds that all were variable over the 7-year study period. Based upon the published amplitude gradients, we would estimate that ∼90% would have been detected in our survey over the 2-year period given our typical photometric errors.
Therefore, we estimate that the majority of Seyfert-like galaxies in the HDF-N would be detected in our variability survey. With a conservative estimate that the detection rate is between 50 and 90%, the total number of variable galaxies in the HDF-N at I ∼ <27
represents ∼1-3% of all galaxies at this magnitude limit. Our result is consistent with the findings of Sarajedini et al. (1999) where the fraction of field galaxies containing an AGN is estimated based on the presence of an unresolved nuclear component. In this study, the fraction of galaxies containing a nuclear point-source in HST imaged galaxies to z≃0.8
was determined as a function of the nucleus-to-host galaxy luminosity ratio. The variable galaxies in the HDF-N are likely to contain AGN components that comprise at least 15% of the total galaxy light estimated from the observed level of variability in each selected galaxy. Sarajedini et al. find that ∼3% of their field galaxies contain nuclear components which make up ≥15% of the galaxy's light, consistent with the results of this study.
As larger variability surveys of field galaxies are conducted with longer temporal baselines, the number of low-luminosity AGNs detected will increase allowing for more Williams et al. 1996) in ′′ plotted against isophotal F814W AB magnitudes from FLY. The quadratic curve shows the adopted aperture radius for cases in which this is less than the tabulated half-light radius. Fig. 2 .-Plus signs show rms of photometric relative intensity differences between galaxies in the null experiments discussed in the text within given magnitude intervals. The curve is a quadratic fit supplemented with a minimum value of 0.012. differences between the two epochs plotted against y -1600 (in our over-sampled by 4 data).
The ∼ 3.2% CTE effect bottom to top of the WFPC2 CCDs (time-differential across two years) introduces a strong photometry error if not corrected for. The positions of the 9 variable galaxies are marked along the x-axis. c Difference in magnitudes always in the sense of later epoch relative to the earlier. Local Seyfert LF (Huchra & Burg 1992) QSO LF at <z>=1 (Hartwick & Schade 1990) 
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