Background: Imperfect follow-up in longitudinal studies commonly leads to missing outcome data that can potentially bias the inference when the missingness is nonignorable; that is, the propensity of missingness depends on missing values in the data. In the Upstate KIDS Study, we seek to determine if the missingness of child development outcomes is nonignorable, and how a simple model assuming ignorable missingness would compare with more complicated models for a nonignorable mechanism. Methods: To correct for nonignorable missingness, the shared random effects model (SREM) jointly models the outcome and the missing mechanism. However, the computational complexity and lack of software packages has limited its practical applications. This paper proposes a novel two-step approach to handle nonignorable missing outcomes in generalized linear mixed models. We first analyse the missing mechanism with a generalized linear mixed model and predict values of the random effects; then, the outcome model is fitted adjusting for the predicted random effects to account for heterogeneity in the missingness propensity. Results: Extensive simulation studies suggest that the proposed method is a reliable approximation to SREM, with a much faster computation. The nonignorability of missing data in the Upstate KIDS Study is estimated to be mild to moderate, and the analyses using the two-step approach or SREM are similar to the model assuming ignorable missingness. Conclusions: The two-step approach is a computationally straightforward method that can be conducted as sensitivity analyses in longitudinal studies to examine violations to the ignorable missingness assumption and the implications relative to health outcomes.
Missing outcome data are a common problem in observational longitudinal studies due to imperfect follow-up. No matter how well a study is designed, participants may not respond or complete follow-up. For example, in studying children, parents may find it difficult to complete follow-up questionnaires or participate in clinical exams due to competing responsibilities. It is also possible that parents of children with poor developmental outcomes are likely to drop out of the study due to added responsibilities, or conversely, to be highly motivated to remain in the study due to their concerns. With the percentage of missing information being relatively high for many observational studies, researchers often ask questions whether the statistical inference remains valid ignoring missing data, and how sensitive the estimation is under different assumptions of missingness mechanism. This paper focuses on missing outcomes, while covariates are assumed to be fully observed. A logical way to think of the underlying generation of missing data is through a "missing data mechanism" process, i.e. a model to explain the reasons for missingness. Little and Rubin 1 defined three missing mechanisms: missing completely at random (MCAR), missing at random (MAR), and missing not at random (MNAR). The formal definitions and examples of these missing mechanisms are given in Appendix S1. Briefly, a missing data mechanism is MCAR if the propensity of missingness depends on the observed covariates, but not observed outcomes; MAR assumes that the propensity of missingness depends only on the observed components of the data (both the covariates and observed outcomes), not on the missing components; MNAR assumes that the propensity of missingness can depend on missing values in the data. MNAR is more likely to become a practical problem when the missing proportion is high, or when the reasons of missingness are either not adequately understood or unmeasured. In practice, a simple and commonly used approach to deal with missing longitudinal outcomes is available case analysis (ACA), i.e. including all the observed outcome values for each participant in the analysis. ACA with generalized estimating equations is valid under the MCAR mechanism. In contrast, ACA with a likelihoodbased inference, such as generalized linear mixed models (GLMM), is valid under the MAR mechanism if all the variables associated with missingness are included in the model. Model estimation is performed through maximizing the likelihood of the observed outcome, and the missing mechanism model does not need to be estimated. Therefore, MAR is also referred to as ignorable missingness, and MNAR as nonignorable missingness. The term "nonignorable" reflects that under MNAR the missing mechanism cannot be ignored and needs to be estimated together with the outcome model. Hereafter in this article, we use nonignorable missingness to indicate MNAR, and ignorable missingness to indicate MAR.
Wu and Carroll 2 developed a shared random effects model (SREM) for analysing nonignorably missing longitudinal outcomes. They proposed modelling the outcome and missing mechanism jointly by conditioning on the same set of random effects. The SREM is a plausible construct of the true data generating process, where the participants with higher propensity of missingness tend to also have larger (or smaller) expected outcomes. The idea of SREM was further developed to analyse nonignorable missing data in many scenarios. [3] [4] [5] Albert and Follmann 6 provided an extensive review of these methods. This joint modelling framework has also gained much attention in analysing semicontinuous data, 7, 8 in modelling correlated longitudinal and survival outcomes, 9 and in prediction models.
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Even though the SREM is well documented in statistical literature, it has two disadvantages that limit its applications in epidemiologic research. First, the likelihood of SREM involves intractable integration over the random effects. The numerical approximation of the integration by Gaussian quadrature is quite time-consuming even for two random effects. If additional random effects are included, the computation load can become prohibitively. Second, there are no standard software packages to implement SREM with intermittent missing patterns, so users have to write their own computer programs for model estimation. The "JM" package in R handles nonignorable dropout by jointly modelling the dropout time and longitudinal outcome, 11 but it cannot deal with intermittent missing patterns. This paper proposes a novel two-step approach to handle nonignorable missing outcomes in generalised linear mixed models. We first estimate the missing mechanism by a generalised linear mixed model and calculate the predicted values of the random effects; then the outcome model is fitted adjusting for the predicted random effects, so as to account for unexplained heterogeneity in the missingness propensity. We evaluate this new analytic approach in comparison with existing methods in both simulated data sets and also in the recently completed Upstate KIDS Study, and offer recommendations for its practical use. We provide R code in Appendix S2 to facilitate practical use of this method.
Upstate KIDS Study
The Upstate KIDS Study is a longitudinal birth cohort study (n = 4989 infants) focusing on mode of conception (use of infertility treatment or not) and children's growth and development through 3 years of age. Briefly, mothers delivering a livebirth between 2008 and 2010 were sampled on mode of conception designed by infertility treatment being noted on the birth certificate and randomly selected three unassisted conceptions matched on geographic region; methods have been previously published. 12 Sampling weights were calculated to account for oversampling of mothers with infertility treatment and twin births. Participants were recruited at approximately 4 months postpartum, and were queried every 4-6 months through 3 years of age (totalling seven times) to capture parental rating of children's development using the Ages and Stages Questionnaire (ASQ) that measures five domains: communication, gross motor, fine motor, problem solving, and personal-social skills. Each domain ranges 0-60 points, and scores 2 standard deviations or more below the mean for normative data indicates failure. 13, 14 The study outcome for this paper is developmental delay (yes/no) as measured by a fail score on the ASQ for any of the five domains. For illustration of the methodological question under study, preterm birth or <37 completed weeks gestation as noted on the birth certificate comprised the exposure. We hypothesized that preterm infants were more likely to fail the ASQ assessment across the seven time points under study in comparison to term infants. Other a priori defined covariates included: mother's age, race, education, marital status, smoking status before and during pregnancy, and health insurance status, which were collected from the maternal baseline questionnaire or birth certificates. Previously, we examined the association between infertility treatment and developmental delay as measured by failing an ASQ domain under the ignorable missingness assumption. 15 After removing a small percentage of participants (4.4%) with missing covariates, our analysis sample contained n = 4767 study participants. Although not unique to prospective cohorts, 16, 17 an increasing percentage of missingness occurred over time (from 14.3% for the first to 65.3% for the seventh study follow-up). The mean number of follow-ups per participant is 3.5/7.0, with 48.2% of children having 1-3 follow-ups, 38.1% having 4-6 follow-ups, and 10.3%
having all seven follow-ups. Our analytic sample also included 3.5% of children with no ASQ observations who only contributed to the estimation of the missing mechanism and not outcome model. Given the percentage of missing information, we sought to determine if the propensity of missingness is correlated or not with the missing ASQ outcomes after conditioning on all the observed variables. We examined how a simple model assuming ignorable missingness would compare with more complicated models for the nonignorable mechanism by developing an approach relevant for observational research with missing data.
Methods
Let Y ij denote the binary outcome variable for participant i at time point j, for i ¼ 1; Á Á Á ; n and j ¼ 1; Á Á Á ; M. Suppose the outcome is subject to intermittent missingness. Let R ij be the missing indicator of Y ij , where R ij = 1 if Y ij is observed and 0 otherwise. Let X ij and W ij denote the design vector of observed covariates that are associated with Y ij and R ij , respectively. These covariates could include both time-constant and timevarying variables. Both SREM and our proposed two-step approach assume that only the longitudinal outcome Y ij is subject to missingness, while covariates X ij and W ij are fully observed. This assumption seems reasonable in our application, since most of the covariates were collected at the baseline on the participant level. The only time-varying covariate is observation time itself. The parameters of interest are the odds ratios or the association between covariates X ij and the binary outcome Y ij .
Shared random effects model (SREM)
The shared random effects models (SREM) was first proposed by Wu and Carroll 2 to deal with nonignorable dropout in longitudinal data. We briefly describe the model here and more details are given in Appendix S3. The idea of SREM is that, two GLMMs are specified for Y ij and R ij , and their correlation is explained by sharing the random effects:
where logit P ð Þ ¼ log 
While others sometimes use the same random effects in both models, our setting is more realistic in describing the underlying missing mechanism. 18 The correlation parameter q dictates the strength of dependence between Y ij and R ij , and hence the degree of nonignorability, where q ¼ 0 implies an ignorable missing mechanism. The outcome model in equation (1) is the primary model of interest, where the coefficients b are interpreted as the log odds ratios between various covariates and the outcome of interest. As shown in Appendix S1, the model parameters h ¼ b; c; r b ; r c ; q ð Þ are estimated by maximizing the observed data likelihood that integrates out the random effects. Because of the intractable integration, Gaussian-Hermite quadrature 19 is used to approximate the likelihood, which we implement in R.
A two-step approach
The heavy computation load and lack of statistical software for evaluating the multi-dimensional integration in SREM is a serious obstacle for its practical use in epidemiological studies. We propose an alternative two-step approach to avoid direct maximization of the likelihood. We note that the missing mechanism model (equation (2)) alone can be estimated from the observed data, because both R ij and W ij are fully observed. The estimation for GLMM are readily available in many statistical software packages. In the first step, we estimate the model in equation (2) and compute the predicted random effects asĉ i ¼ Eðc i jR i ), where
the vector of missing indicators
for participant i. In the second step we estimate the outcome model additionally adjusting forĉ i as if it were an observed covariate:
In other words, we propose to estimate the models in equations (2) and (3) separately, instead of jointly estimating the models in equations (1) and (2) . By additionally adjusting for the estimated propensity of missingness,ĉ i , we hope to achieve valid inference on b as if it were estimated from SREM.
We make a heuristic explanation why this can be effective. Note that b i can be decomposed as two independent random variables:
The first variable E(b i |c i ) is a linear function in c i following the bivariate normal distribution; because the conditional expectation is an orthogonal projection, it can be shown that the second variable b Ã i is independent of c i , which we can view as the new random effect term in equation (3) . Substituting equation (4) into equation (1), we have
where
, the coefficient of random effect c i in the outcome model. This is very similar to equation (3) except thatĉ i is replaced by c i . If c i were observed, we would have used c i in equation (3) . Without observing c i ,ĉ i is a reasonably good guess from the longitudinal R ij when the sample size is large and the cluster size is not too small. Ideally, we may perform a regression calibration 20 to account for the estimation error inĉ i , similar to a model with measurement error in the covariates. But as we show in the simulation study, the model in equation (3) has good performance even without regression calibration. This is because the error only impacts the estimation of the nuisance parameter a, not b, our parameters of interest. Although in this paper we set up the model only for binary outcome with logit link, we would expect the two-step approach to work well under other regression models (such as Poisson random effect models to estimate the risk ratio). This is because a consistent estimation of the missing mechanism model alone would yield reasonable prediction of the random effects, and as shown in equations (3) -(4), the idea of decomposing the random effect and replacing it with the predicted value could apply.
Design of simulation studies
We conducted three sets of simulation studies to investigate the performance of the proposed two-step approach in different scenarios. Additional simulations are presented in Appendix S4 and Tables S2-S5. All the simulations were repeated 1000 times.
The first set of simulation studies were performed to compare bias and confidence interval coverage of three different approaches to deal with missing data: (i) SREM, (ii) ordinary GLMM assuming ignorable missingness, and (iii) the proposed two-step approach. We considered two participant-level covariates, X i 1 ð Þ $ Binary 0:5 ð Þ and X i 2 ð Þ $ N 0; 1 ð Þ, and fixed the sample size to n = 1000 and cluster size to M = 7. Let t ij ¼ 1; 2; Á Á Á ; 7 be the observation times. The outcome and missing indicator were generated from SREM:
and large heterogeneity, respectively), and varied their correlation as q ¼ À0:2 and À0.6 (weak and strong nonignorablity, respectively). The negative correlation suggested that participants who were more likely to have an event (e.g. ASQ failure) in the outcome were less likely to be observed (R = 1), so the missingness mechanism is nonignorable. The missing percentages of the simulation settings are shown in Table S1 . The percentage of missingness varied over follow-up, ranging from 13%-18% at first to 54%-55% at last follow-up, mimicking the data example from the Upstate KIDS Study.
In the second set of simulations, we compared the three approaches in terms of their power and type 1 error of testing the regression coefficients of interest, b 1 and b 3 , when the true parameter value is 0, the type 1 error was computed as the proportion of simulations that falsely rejected the null hypothesis at 0.05 level; when the true parameter is non-zero, the power was computed as the proportion of simulations that correctly rejected the null hypothesis at 0.05 level.
The last set of simulations considered a misspecified model and compared the performance of SREM and two-step approach. The outcome was generated in the same way as in equation (5) 
where c 0 ; c 1 ; c 2 ; c 3 ð Þ¼ 3:5; À0:6; À1:2; À0:5 ð Þand r c ¼ 1: The missing mechanism was conditional on Y ij , known as a "selection model". We varied the correlation between b i and c i as q ¼ À0:2 and À0.6, and d ¼ À0:2; À0:5; À1. A larger q or d in magnitude indicates stronger nonignorability in the missing mechanism. To apply SREM and two-step approach, we still assume the models in equations (5) and (6), so the missing mechanism model was mis-specified.
Analysis of Upstate KIDS Study
In the Upstate KIDS Study, we estimated the odds that a child would fail the ASQ developmental assessment associated with the individual covariates, and compared the results from ordinary GLMM, SREM, and two-step approach. The covariates that entered the outcome model included preterm birth, maternal age, race, education, marital status, insurance status, smoking, parity, and follow-up time. For the latter two approaches, the missing mechanism model additionally adjusted for plurality, since mothers with multiple births might be more likely to miss the ASQ assessment than mothers of singletons. All the models accounted for sampling weights by design.
The GLMM makes the ignorable missingness assumption, namely, missing ASQ assessment was only explained by the aforementioned covariates and previously failing an ASQ domain. The SREM and the two-step approach relaxed this assumption by introduced by the shared random effects.
Results

Simulation results
We found in the first set of simulation studies that the proposed two-step approach performed well across all simulation settings, in terms of the bias and 95% confidence interval (CI) coverage rates (i.e. the percentage of simulations in which the 95% CI covers the true parameter value) ( Table 1 ). The SREM was the correct model, and it showed good performance with low bias and nominal coverage rates. Under a weak nonignorability setting (q ¼ À0:2), the GLMM maintained reasonable CI coverage rates, despite a small amount of bias. With a strong nonignorable missing mechanism (q ¼ À0:6), the GLMM estimators for b were biased with lower than 95% CI coverage rates, especially b 2 and b 3 . With the two-step approach, the separate estimation of the missing mechanism model lead to valid inference on c parameters. The bias of estimating b was much smaller than GLMM, and the coverage rates were mostly at the nominal level. Only under a large heterogeneity and strong nonignorability setting, the two-step approach showed slightly lower than nominal coverage. Regarding the computation time, on an Intel i7-4600U CPU, SREM takes 27 min to analyse one simulated data set in R, while the two-step approach takes 20 s.
In the second set of simulation studies, we found that the two-step approach had slightly inflated type 1 error (6.5%-7.9%) and comparable power as the SREM ( Table 2 ). The GLMM, on the other hand, had severely inflated type 1 error for testing b 2 and b 3 ; in the cases with the severely inflated type 1 error, we do not report the power of the test since power is only meaningful for tests at the correct level.
When the missingness mechanism was mis-specified (Table 3) , the GLMM was the most severely biased across all the settings. For SREM and two-step approach, the bias was small when a ¼ À0:2, and larger a leads to more bias. While compared with SREM, the two-step approach produced slightly smaller bias for b 1 and b 2 (coefficients of subject-level covariates), similar bias in b 3 (coefficient of time), and slightly more bias in b 0 (intercept), suggesting a better robustness to this type of model mis-specification.
Upstate KIDS study
The participants' characteristics (n = 4767) are described in the Table S6 . Participating mothers were on average 30.5 years of age, mostly non-hispanic whites (80.9%), married (88.2%), with private health insurance (74.8%). The results of the outcome model using the SREM, GLMM, and two-step approach are shown in Table 4 . The two-step approach and SREM yielded almost identical results, indicating that the proposed two-step approach closely approximates the SREM. We found that increased odds of ASQ failure was associated with preterm delivery (odds ratio , and higher maternal education (OR ranges between 0.46-0.60) were associated with lower risk of ASQ failure. Maternal age, smoking, and marital status were not significantly associated with ASQ failure after adjustment for the other covariates. The SREM estimated the correlation coefficient q to be À0.14 (95% CI À0.21, À0.06), suggesting a mild to moderate level of nonignorablity in the data. The GLMM gives similar OR estimates to SREM for most of the covariates except time. SREM and two-step approach both suggested that ASQ failure had higher odds to occur at 8, 12, 24, and 30 months than at 4-6 months (OR ranges between 1.23 to 1.91), while the GLMM seemed to slightly underestimate the ORs.
Estimating the missing mechanism model separately or jointly with the outcome model yielded similar results (Table S7) . Fewer missing data were observed among mothers who were older, white, married, non-smoking, nulliparous, and who had higher education, private insurance, and a singleton birth than their respective counterparts. 
Comment
We offer a new and simple approach for addressing a nonignorable missing outcome, which often arises in prospective cohort studies. The statistical inference using this approach was approximately unbiased and powerful, as evaluated in numerous simulation studies and an analysis of the Upstate KIDS Study. This new two-step approach is computationally much faster than SREM, and the implementation is quite straightforward. In extensive simulation studies, we found the two-step approach to be a reliable approximation of the SREM, in terms of the low bias, and similar power to SREM. While SREM is the true model, the ordinary GLMM assuming ignorable missingness often possesses sizable bias and inflated type 1 error. When SREM is misspecified, the bias in the two-step approach is a lot smaller than GLMM; the two-step approach also had less bias than SREM in estimating the coefficients of subject-level covariates. Using our newly developed method, the nonignorability of missing data in the Upstate KIDS Study was estimated to be mild to moderate. As a result, the ordinary GLMM assuming ignorable missingness is a reasonable choice for this particular analysis, and predictors of ASQ failure identified by GLMM were generally in line with those by SREM or two-step approach. As epidemiologists are often faced with increasing attrition and missing data over the course of follow-up, we recommend that the two-step approximate inference should serve as an easy sensitivity analysis to a GLMM to examine possible violations of ignorable missingness assumption. We only included random intercepts for the outcome model and the missing mechanism model, which is reasonable in the Upstate KIDS Study. However, the same approach can be applied to models with more random effect terms. The computational advantage of the two-step approach would be even more prominent, since SREM with high-dimensional integration over all the random effects would be extremely slow, if not infeasible.
Conclusion
We show in simulation studies and with a practical example that the two-step approach has comparable performance as the SREM in various scenarios of a SREM estimated the correlation between the random effects q to be À0.14 (95% CI À0.21, À0.06). The two-step approach estimated the coefficient of the random effectĉ i to be À0.14 (95% CI À0.24, À0.04).
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cluster size, between-subject heterogeneity and strength of nonignorability, and is much faster and more straightforward to implement. We, therefore, recommend this approach for longitudinal studies with missing outcomes as a sensitivity analysis. Future work will examine instances where time-varying covariates are also missing intermittently, as one will also have to incorporate the distribution of the missing covariate into the joint estimation framework through a more complicated model.
settings of parameter values, with four designed observations per subject. Table S3 . Simulation results comparing power and Type 1 errors using the proposed two-step approach with shared random effects model and generalized linear mixed model, with a sample size of 500. Table S4 . Simulation results comparing power and Type 1 errors using the proposed two-step approach with shared random effects model and generalized linear mixed model, with a sample size of 2500. Table S5 . Simulation results comparing the proposed two-step approach with shared random effects model, and generalized linear mixed model for different settings of parameter values, with an omitted covariate in the outcome and missing mechanism models. Table S6 . The participants' characteristics in Upstate KIDS Study (n = 4767). Table S7 . Estimated odds of observing a participant associated with individual covariates, Upstate KIDS Study (2008) (2009) (2010) .
