Bicomplex Weighted Hardy Spaces and Bicomplex C*-algebras by Kumar, Romesh et al.
ar
X
iv
:1
50
3.
00
10
9v
1 
 [m
ath
.FA
]  
28
 Fe
b 2
01
5 Bicomplex Weighted Hardy Spaces and
Bicomplex C*-algebras
Romesh Kumar, Kulbir Singh, Heera Saini, Sanjay Kumar
Abstract. In this paper we study the bicomplex version of weighted Hardy
spaces. Further, we describe reproducing kernels for the bicomplex weighted
Hardy spaces. In particular, we generalize some results which holds for the
classical weighted Hardy spaces. We also introduce the notion of bicomplex
C*-algebra and discuss some of its properties including maximal ideals in BC.
Keywords. Bicomplex modules, hyperbolic norm, bicomplex functional analy-
sis, maximal ideals, C*-algebras, weighted Hardy spaces, reproducing kernels.
1 Introduction and Preliminaries
The theory of Hardy spaces has been a central part of the modern harmonic anal-
ysis. Hardy spaces are the spaces of holomorphic functions on different domains
in C or in Cn. In this paper we study the bicomplex version of the weighted
Hardy spaces with a hyperbolic (D-valued) norm which is a generalization of
real-valued norm. In section 2, we define bicomplex C*-algebra and describe
its relation with the classical C*-algebras. Further, we derive some properties
of the bicomplex C*-algebras and introduce the notion of bicomplex quotient
C*-algebras. In section 3, we define composition operators on the bicomplex
Hardy space H2(UBC). Further, we estimated the norm of a bounded composi-
tion operator induced by a bicomplex disc automorphism on bicomplex Hardy
space H2(UBC). Section 4 deals with the bicomplex version of the weighted
Hardy spaces. We derive some results including the reproducing kernels for the
bicomplex weighted Hardy spaces. For a study of the weighted Hardy spaces,
one can refer to [5], [20], and many other references therein.
Now we summarize some basic properties of bicomplex numbers and bi-
complex holomorphic functions. Let i and j be two imaginary units such that
ij = ji, i2 = j2 = −1. The set of bicomplex numbers BC is then defined as
BC = {Z = z + jw | z, w ∈ C(i)} (1.1)
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where C(i) is the set of complex numbers with the imaginary unit i. The set
BC turns out to be a ring with respect to the sum and product defined by
Z + U = (z + jw) + (u + jv) = (z + u) + j(w + v) ,
ZU = (z + jw)(u + jv) = (zu− wv) + j(wu + zv)
and thus it turns out to be a module over itself. The ring C(i) is a subring of
BC, which is in fact a field and thus BC can be seen as a vector space over C(i).
For further details on bicomplex analysis, we refer the reader to [1], [8], [12],
[13], [14], [15], [17], [18] and references therein. In (1.1), if z = x is real and
w = iy is a purely imaginary number with ij = k, then we obtain the set of
hyperbolic numbers
D =
{
x+ ky : k2 = 1 and x, y ∈ R with k /∈ R} .
Since bicomplex numbers are defined as the pair of two complex numbers con-
nected through another imaginary unit, there are several natural notions of
conjugation. Let Z = z+ jw ∈ BC. Then the following three conjugates can be
defined in BC:
(i)Z†1 = z + jw , (ii) Z†2 = z − jw , (iii) Z†3 = z − jw, where z, w denote
the usual complex conjugates to z, w in C(i). With each kind of the three con-
jugations, three possible moduli of a bicomplex number are defined as follows:
(i) |Z|2j = Z . Z†1 , (ii) |Z|2i = Z . Z†2 , (iii) |Z|2k = Z . Z†3 .
A bicomplex number Z = z + jw is said to be invertible if |Z|i 6= 0, that is,
z2+w2 6= 0 and its inverse is given by Z−1 = Z†2
|Z|2
i
. If both z and w are non-zero
but the sum z2 + w2 = 0, then Z is a zero-divisor in BC. We denote the set of
all zero divisors in BC by NC, that is,
NC = {Z | Z 6= 0, z2 + w2 = 0} .
The algebra of BC is not a division algebra, since one can see that if e1 =
1+ij
2
and e2 =
1−ij
2 , then e1. e2 = 0, i.e., e1 and e2 are zero divisors. The numbers
e1, e2 are mutually complementary idempotent components. They make up
the so called idempotent basis of bicomplex numbers. Thus, every bicomplex
number Z = z + jw can be written in a unique way as:
Z = e1z1 + e2z2 , (1.2)
where z1 = z−iw and z2 = z+iw are elements ofC(i). Formula (1.2) is called the
idempotent representation of a bicomplex number Z. Further, the two sets e1BC
and e2BC are (principal) ideals in the ring BC such that e1BC ∩ e2BC = {0}.
Thus, we can write
BC = e1BC+ e2BC . (1.3)
Formula (1.3) is called the idempotent decomposition of BC. In fact, e1, e2 are
hyperbolic numbers. Thus any hyperbolic number α = x+ky can be written as
α = e1α1 + e2α2,
2
where α1 = x + y and α2 = x − y are real numbers. The set of non-negative
hyperbolic numbers is given by (see, e.g., [1, P. 19]),
D
+ = {α = e1α1 + e2α2 | α1, α2 ≥ 0} .
For any α, β ∈ D, we write α ≤′ β whenever β−α ∈ D+ and it defines a partial
order on D. Let Z = z + jw ∈ BC, the Euclidean norm of a bicomplex number
Z is defined by
|Z| =
√
|z|2 + |w|2 .
Further, the hyperbolic modulus |Z|k of a bicomplex number Z is given by
|Z|2k = Z . Z†3 . Thus, writing Z = e1z1 + e2z2, we have
|Z|k = e1|z1|+ e2|z2|
and is called the hyperbolic (D-valued) norm of Z. The hyperbolic norm and
the Euclidean norm in BC has been intensively discussed in [1, Section 1.3].
Let X be a BC-module. Then we can write (see, [8], [18])
X = e1X1 + e2X2 , (1.4)
where X1 = e1X and X2 = e2X are complex-linear spaces as well as BC-
modules. Formula (1.4) is called the idempotent decomposition of X . Thus,
any x in X can be uniquely written as x = e1x1+ e2x2 with x1 ∈ X1, x2 ∈ X2.
Assume that X1, X2 are normed spaces with respective norms ‖.‖1, ‖.‖2. For
any x ∈ X , set
‖x‖ =
√
‖x1‖21 + ‖x2‖22
2
. (1.5)
Then ‖.‖ defines a real-valued norm on X such that for any λ ∈ BC, x ∈ X , it
is ‖λx‖ ≤ √2|λ| ‖x‖. The BC-module X can also be endowed canonically with
the hyperbolic (D-valued) norm given by the formula
‖x‖D = ‖e1x1 + e2x2‖D = e1‖x‖1 + e2‖x2‖2 , (1.6)
such that for any λ ∈ BC, x ∈ X , we have ‖λx‖D = |λ|k ‖x‖D. Note that if the
BC-module X has a hyperbolic norm ‖.‖D, then the formula
|‖x‖D| = ‖x‖ (1.7)
defines a real-valued norm on X . For more details on hyperbolic (D-valued)
norm see, [1, Section 4.2].
We now define BC-inner product on BC-module X which is completely charac-
terized by the inner products on its idempotent components X1 and X2. Write
X = e1X1 + e2X2 and assume X1, X2 are inner product spaces, with inner
product < ., . >1, < ., . >2 respectively and corresponding norms ‖.‖1 and ‖.‖2.
Then the formula
< x, y >X =< e1x1 + e2x2, e1y1 + e2y2 >X
= e1 < x1, y1 >1 + e2 < x2, y2 >2 , (1.8)
3
defines a BC-inner product on X . Moreover, the inner product (1.8) introduces
a hyperbolic norm on BC-module X defined as :
‖x‖D = ‖e1x1 + e2x2‖D =< x, x >
1
2
X . (1.9)
A BC-inner product in BC can also be given by the formula
< Z,W >= Z . W †3 . (1.10)
Note that the inner product (1.10) coincides with the inner-product (1.8) on the
BC-module BC. For more details, see, ([1, section 4.3] and [8]).
Theorem 1.1. ( [10, Theorem 3.5] ) Let (X, ‖.‖) be a BC-module. Then X =
e1X1 + e2X2 is a bicomplex Banach-module if and only if X1, X2 are complex
Banach-spaces.
Moreover, it is clear that if (X, ‖.‖D) is a BC-module then X is a D-normed
bicomplex Banach module if and only if X1, X2 are complex Banach-spaces.
Definition 1.2. [1, P. 53] A BC-module X with inner product < ., . >X is said
to be a bicomplex Hilbert space if it is complete with respect to the D-valued
norm generated by the bicomplex inner product. Thus, X = e1X1 + e2X2 is
a bicomplex Hilbert space if and only if (X1, <, ., >1) and (X2, <, ., >2) are
complex Hilbert spaces.
Let Ω be a domain in BC. Define Ω1 = {z1 | e1z1 + e2z2 ∈ Ω} and Ω2 =
{z2 | e1z1 + e2z2 ∈ Ω} . Then Ω1 and Ω2 are domains in C(i). For the following
Definition 1.3 and the proof of the Theorem 1.4, one can refer to [14] and [15].
Definition 1.3. Let f : Ω ⊆ BC→ BC be a bicomplex function. Then f is said
to be a bicomplex holomorphic function in a domain Ω if it admits a bicomplex
derivative at each point of the domain Ω.
Theorem 1.4. Let Ω be a cartesian domain in BC determined by Ω1 and Ω2.
A bicomplex-valued function f : Ω ⊆ BC → BC is a bicomplex holomorphic
function if and only if there exists two complex-valued holomorphic functions f1
and f2 on Ω1 and Ω2 respectively such that
f(Z) = f(e1z1 + e2z2) = e1f1(z1) + e2f2(z2).
For further details on bicomplex holomorphic functions, (see, [1], [3], [12],
[14], [15], [16]).
G. B. Price book [15] contains an extensive survey of the various fundamental
properties of bicomplex numbers and bicomplex function theory. Also, D. Alpay
et al. [1] have given a interesting detail survey of bicomplex functional analysis
with the introduction of different norms and inner-products on the bicomplex
modules. Recently, in [11], the Hahn-Banach theorems and their consequences
for D-modules and BC-modules are proved. Further, some properties of bicom-
plex linear operators over bicomplex Hilbert spaces are discussed in [10].
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2 Bicomplex C*-algebras
In this section we define bicomplex C*-algebra with D-valued as well as with
real-valued norm. Further, we discuss some of its properties.
Definition 2.1. A bicomplex algebra A is a module over BC with a multipli-
cation defined on it which satisfy the following properties :
(i) x(y + z) = xy + xz
(ii) (x+ y)z = xy + yz
(iii) x(yz) = (xy)z
(iv) λ(xy) = (λx)y = x(λy)
for all x, y, z ∈ A and all scalars λ ∈ BC.
Definition 2.2. A bicomplex algebra A with a D-valued norm ‖.‖D relative to
which A is a Banach module and such that for every x, y in A,
‖xy‖D ≤′ ‖x‖D‖y‖D
is called a D-normed bicomplex Banach algebra.
Remark 2.3. A bicomplex algebra A with a real-valued norm ‖.‖ relative to
which A is a Banach module and for every x, y in A,
‖xy‖ ≤ √2 ‖x‖‖y‖
is called a bicomplex Banach algebra.
Definition 2.4. A mapping x −→ x* of a bicomplex algebra A into A is called
an involution on A if the following properties hold for all x, y ∈ A and λ ∈ BC :
(i) (x*)* = x
(ii) (xy)* = y*x*
(iii) (λx + y)* = λ†3x* + y*.
Involution function can also be defined with †1 and †2-conjugations. For more
details one can refer to ([1, P. 40]). Note that in this paper we used involution
function with †3-conjugation.
Remark 2.5. It is easy to show that a bicomplex algebra A can be written as
A = e1A1+e2A2, where A1, A2 are the algebras over C(i). Thus for any x ∈ A,
we can write x = e1x1 + e2x2, where x1 ∈ A1 and x2 ∈ A2. Further,
x* = (e1x1 + e2x2)* = e
†3
1 x1*+ e
†3
2 x2* = e1x1*+ e2x2*.
Hence * is an involution on a bicomplex algebra A if and only if * is an
involution on A1 and A2.
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Definition 2.6. A D-normed bicomplex Banach algebra A with an involution
such that for every x in A
‖x*x‖D = ‖x‖2D
is called a D-normed bicomplex C*-algebra.
Remark 2.7. A bicomplex Banach-algebra with an involution such that for every
x in A,
‖x‖2 ≤ ‖x*x‖ ≤ √2‖x‖2
is called a bicomplex C*-algebra.
Theorem 2.8. Let A be a D-normed bicomplex algebra and A = e1A1 + e2A2
be its idempotent decomposition. Then A is a D-normed bicomplex C*-algebra
if and only if A1, A2 are complex C*-algebras.
Proof. By using Theorem 1.1, any D-normed bicomplex Banach module A can
be written as A = e1A1 + e2A2, where A1, A2 are complex Banach spaces.
Let x, y ∈ A with x = e1x1 + e2x2, y = e1y1 + e2y2, where x1, y1 ∈ A1 and
x2, y2 ∈ A2. Then
‖xy‖D ≤′ ‖x‖D‖y‖D
⇔ ‖e1x1y1 + e2x2y2‖D ≤′ ‖e1x1 + e2x2‖D‖e1y1 + e2y2‖D
⇔ e1‖x1y1‖1 + e2‖x2y2‖2 ≤′ e1‖x1‖1‖y1‖1 + e2‖x2‖2‖y2‖2
⇔ ‖x1y1‖1 ≤ ‖x1‖1‖y1‖1 and ‖x2y2‖2 ≤ ‖x2‖2‖y2‖2.
Hence A is a D-normed bicomplex Banach algebra if and only if A1, A2 are
complex Banach algebras. Further, for any x ∈ A,
‖x*x‖D = ‖x‖2D
⇔ ‖e1x1*x1 + e2x2*x2‖D = ‖e1x1 + e2x2‖2D
⇔ e1‖x1*x1‖+ e2‖x2*x2‖ = e1‖x1‖2 + e2‖x2‖2
⇔ ‖x1*x1‖ = ‖x1‖2 and ‖x2*x2‖ = ‖x2‖2.
Hence a D-normed bicomplex C*-algebra can be written as A = e1A1 + e2A2,
where A1, A2 are complex C*-algebras.
Proposition 2.9. Let A be a D-normed bicomplex C*-algebra and x ∈ A. Then
‖x*‖D = ‖x‖D.
Now we give some examples of bicomplex C*- algebras.
(i) Consider the set BC with the usual multiplication of bicomplex numbers.
Then BC is a BC-module. Let |.|k denotes the D-norm over BC. For each
Z ∈ BC, define an involution on Z as Z* = Z†3 . Then BC is a D-normed bi-
complex C*- algebra. Further, BCn over BC also forms a D-normed bicomplex
C*- algebra.
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(ii) Let X be a bicomplex Hilbert space. Then the space B(X) of all D-
bounded linear operators from X into itself with a D-valued norm defined as
‖T ‖D = sup {‖T (x)‖D | x ∈ X, ‖x‖D ≤′ 1} is a D-normed bicomplex C*- alge-
bra, where for each T in B(X), T * is the adjoint of T .
(iii) Let Ω be a compact topological space. Let C(Ω,BC) denotes the space
of all bicomplex-valued continuous functions on Ω. Then C(Ω,BC) with a D-
valued norm defined as ‖f‖D = sup {|f(x)|k | x ∈ Ω} is a D-normed bicomplex
C*- algebra, where f*(x) = f †3(x), ∀ f ∈ C(Ω,BC).
(iv) Let UBC =
{
Z = z + jw = e1z1 + e2z2 | (z1, z2) ∈ U2
}
be the unit disc in
BC, where U is the unit disk in the complex plane C(i). Let H∞(UBC) denotes
the space of all D-bounded bicomplex holomorphic functions with a D-valued
norm defined as
‖f‖D,H∞(UBC) = sup {|f(x)|k | x ∈ UBC} .
Further, for each f ∈ H∞(UBC) and Z ∈ UBC, define an involution on f as
f*(Z) = f †3(Z). Then H∞(UBC) is a D-normed bicomplex C
*- algebra.
Definition 2.10. Let A be a D-normed bicomplex Banach algebra. Then a
BC-homomorphism f : A → BC is a BC-linear map such that f(xy) = f(x)f(y)
∀ x, y ∈ A.
Definition 2.11. LetA and B be the two D-normed bicomplex C*-algebras and
f : A → B be a BC-algebra homomorphism. Then f is a BC *-homomorphism
if
f(x*) = f(x)*, ∀ x ∈ A.
Remark 2.12. A BC-linear map f can be written as f = e1f1 + e2f2, where
f1, f2 are the C(i)-linear maps over A1,A2 respectively (see, [1], [2]). Now for
any x = e1x1 + e2x2, y = e1y1 + e2y2 ∈ A,
f(xy) = f(x)f(y)⇔ f1(x1y1) = f1(x1)f1(y1) and f2(x2y2) = f2(x2)f2(y2).
Further, we observe that
f(x*) = f(x)*
⇔(f1e1 + f2e2)(x1*e1 + x2*e2) = (f1(x1)e1 + f2(x2)e2)*
⇔f1(x1*) = f1(x1)* and f2(x2*) = f2(x2)*.
Thus f is a BC *-homomorphism overA if and only if f1, f2 are *-homomorphisms
over A1, A2 respectively.
Definition 2.13. Let A be a D-normed bicomplex C*-algebra and x ∈ A.
Then
(i) x is said to be self-adjoint (hermitian) if x = x*.
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(ii) x is said to be normal if x*x = xx*.
(iii) x is said to be unitary if x*x = xx* = 1.
Proposition 2.14. Let A be a D-normed C*-algebra and let x ∈ A.
(i) If x is invertible, then x* is invertible and (x*)−1 = (x−1)*.
(ii) x = u+ iv, where u and v are hermitian elements of A.
(iii) If x is unitary element of A, then ‖x‖D = 1.
Proof. Properties (i) and (iii) holds trivially. For (ii), let x ∈ A. Then we can
write x = e1x1 + e2x2, where x1, x2 ∈ A1,A2 respectively. Now xl ∈ Al and
Al is a complex C*-algebra, we can write xl = ul + ivl, where ul, vl are the
hermitian elements of Al for l = 1, 2. Thus,
x = e1x1 + e2x2 = e1(u1 + iv1) + e2(u2 + iv2)
= (e1u1 + e2u2) + i(e1v1 + e2v2) = u+ iv,
where u = e1u1+e2u2 and v = e1v1+e2v2 are the hermitian elements of A.
Proposition 2.15. Let A be a D-normed bicomplex C*-algebra and f : A → BC
be a non-zero BC-homomorphism. Then
(i) f(x) ∈ D, whenever x = x*.
(ii) f(x*) = (f(x))†3 , ∀ x ∈ A.
(iii) f(x*x) ∈ D+, ∀ x ∈ A.
(iv) if 1 ∈ A and x is unitary element of A, then |f(x)|k = 1.
Proof. Let f = e1f1+e2f2 be a non-zero BC-homomorphism on A, where f1, f2
are homomorphisms on A1, A2 respectively. If either one of f1 or f2 are zero
homomorphism, then the proof trivially holds by using the classical results.
Suppose that f1, f2 both are non-zero homomorphisms.
(i) Let x ∈ A such that x = x*. This implies that x1 = x1* and x2 = x2*.
Further, for a non-zero homomorphism fl : Al → C(i), we have fl(xl) ∈ R,
l = 1, 2. Thus, f(x) = e1f1(x1) + e2f2(x2) ∈ D.
(ii) For each x ∈ A, we can write x* = e1x1*+ e2x2*. Further, for a non-zero
homomorphism fl : Al → C(i), we have f1(x1*) = f1(x1), ∀ x1 ∈ A1 and
f2(x2*) = f2(x2), ∀ x2 ∈ A2. Hence,
f(x*) = e1f1(x1*) + e2f2(x2*)
= e1f1(x1) + e2f2(x2) = (f(x))
†3 , ∀ x ∈ A.
(iii) Since f(x*x) = f(x*)f(x) = (f(x))†3f(x) = |f(x)|2k ∈ D+, ∀ x ∈ A.
(iv) If x is unitary, then by using (iii), |f(x)|2k = f(x*x) = f(1) = 1. Hence
|f(x)|k = 1.
Definition 2.16. Let A be a bicomplex algebra and I be a subalgebra of A.
Then I is said to be an ideal (two-sided) of A if xy ∈ I and yx ∈ I whenever
x ∈ A and y ∈ I. We can also talk about the left as well as the right ideal of
A. Let x ∈ A and y ∈ I, then the left ideal I of A is a subalgebra of A such
that xy ∈ I and the right ideal I of A is a subalgebra of A such that yx ∈ I.
An ideal I 6= A is called a proper ideal of A.
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Remark 2.17. ([10, Definition 3.1]) Let A be a D-normed bicomplex Banach al-
gebra and I be an ideal of A. Then A/I is a bicomplex quotient module. More-
over, we can write bicomplex quotient module as A/I = e1A1/I1 + e2A2/I2,
where A1/I1,A2/I2 are the quotient spaces over C(i). Further, it is easy to
show that if I is closed then A/I is a D-normed bicomplex Banach module
with the D-valued quotient norm defined as ‖x+ I‖D = inf {‖x− y‖D : y ∈ I}.
Definition 2.18. Let A be a BC-algebra and I be an ideal of A. Then we
can write A = e1A1 + e2A2 and I = e1I1 + e2I2, where I1 and I2 are ideals
of A1 and A2 respectively. Moreover, Al/Il for l = 1, 2 is the quotient algebra
over C(i). Consider the set A/I = {x+ I : x ∈ I}. Thus, with x = e1x1+e2x2,
we can write x + I = e1(x1 + I1) + e2(x2 + I2), where x1 + I1 ∈ A1/I1 and
x2 + I2 ∈ A2/I2. For any x, y ∈ A, we define the multiplicative structure on
A/I by using the multiplication of the quotient algebra Al/Il for l = 1, 2 as:
(x+ I)(y + I) = (e1(x1 + I1) + e2(x2 + I2))(e1(y1 + I1) + e2(y2 + I2))
= e1(x1 + I1)(y1 + I1) + e2(x2 + I2)(y2 + I2)
= e1(x1y1 + I1) + e2(x2y2 + I2)
= xy + I.
It is easy to check that the multication defined above has the desired associative
and distributive properties. Hence A/I is a bicomplex quotient algebra. Thus
we can write the bicomplex quotient algebra as
A/I = e1A1/I1 + e2A2/I2,
where A1/I1 and A2/I2 are the quotient algebras over C(i).
Theorem 2.19. Let A be a D-normed bicomplex Banach algebra and I be a
proper closed ideal of A. Then A/I is a D-normed bicomplex Banach algebra.
Proof. Since we have seen that A/I forms a bicomplex quotient algebra. Also
from the Remark 2.17, A/I is a D-normed bicomplex quotient Banach module.
Further, I1, I2 are the closed ideals of A1, A2 respectively implies that A1/I1
and A2/I2 are the quotient Banach algebras over C(i). To show that A/I is a
D-normed bicomplex Banach algebra, we need to verify that for any x, y ∈ A,
‖(x+ I)(y + I)‖D ≤′ ‖x+ I‖D‖y + I‖D.
Let x, y ∈ A. Then
‖(x+ I)(y + I)‖D = ‖(e1(x1 + I1) + e2(x2 + I2))(e1(y1 + I1) + e2(y2 + I2))‖D
= ‖e1(x1 + I1)(y1 + I1) + e2(x2 + I2)(y2 + I2)‖D
= e1‖(x1 + I1)(y1 + I1)‖1 + e2‖(x2 + I2)(y2 + I2)‖2
≤′ e1(‖x1 + I1‖1‖y1 + I1‖1) + e2(‖x2 + I2‖2‖y2 + I2‖2)
= (e1‖x1 + I1‖1 + e2‖x2 + I2‖2)(e1‖y1 + I1‖1 + e2‖y2 + I2‖2)
= ‖x+ I‖D‖y + I‖D.
Hence A/I is a D-normed bicomplex quotient Banach algebra.
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Lemma 2.20. Let A be a D-normed bicomplex C*-algebra and I be a closed
ideal in A. Then I is a self-adjoint ideal in A.
Theorem 2.21. Let A be a D-normed bicomplex C*-algebra and I be a proper
closed ideal of A. Then A/I is a D-normed bicomplex quotient C*-algebra.
Proof. We can conclude that A/I is a D-normed bicomplex quotient Banach
algebra. Further, by using Lemma 2.20, I is a self-adjoint ideal in A. Define
an involution on A/I as (x + I)* = x* + I, for each x + I ∈ A/I. Thus
for x = e1x1 + e2x2, (xl + Il)* = xl* + Il defines an involution on Al/Il for
l = 1, 2. Hence A1/I1 and A2/I2 are complex C*-algebras. To show that A/I
is a D-normed bicomplex C*-algebra, we must check that the C*-identity holds
i.e., for all x ∈ A,
‖x+ I‖2D = ‖(x*+ I)(x+ I)‖D.
Let x ∈ A. Then
‖(x*+ I)(x + I)‖D = ‖x*x+ I‖D
= ‖(e1x1*+ e2x2*)(e1x1 + e2x2) + (e1I1 + e2I2)‖D
= ‖e1(x1*x1 + I1) + e2(x2*x2 + I2)‖D
= e1‖x1*x1 + I1‖1 + e2‖x2*x2 + I2‖2
= e1‖x1 + I1‖21 + e2‖x2 + I2‖22
= ‖x+ I‖2D.
Hence the C*-identity holds.
Example 2.22. Since BC is a D-normed bicomplex C*- algebra. Let I1 =
e1BC. Then I1 is a proper closed ideal in BC. Hence BC/I1 is a bicomplex
quotient module. Further,
I1* = (e1BC)* = (e1BC)†3 = e1BC = I1.
Thus I1 is a self-adjoint ideal in BC. For any Z ∈ BC, we define a quotient
norm on BC/I1 as:
|Z + I1|k = |e1z1 + e2z2 + I1|k
= |e2z2 + I1|k = inf {|e2z2 + e1x1|k : x1 ∈ I1}
= inf {e2|z2|+ e1|x1| : x1 ∈ I1}
= e2 inf |z2|+ e1 inf {|x1| : x1 ∈ I1} = e2|z2|.
Moreover, the C*-identity easily follows with the quotient norm defined over
BC/I1. Hence BC/I1 is a D-normed bicomplex quotient C*- algebra.
Similarly for closed ideal I2 = e2BC, BC/I2 also forms a D-normed bicomplex
quotient C*- algebra.
Now we discuss the maximal ideals in the ring BC. Cosider the bicomplex
ring BC. There are obviously only four ring homomorphisms f : BC → BC
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given as follows:
(i) f(Z) = Z, ∀ Z ∈ BC, i.e., the identity homomorphism. In this case
Kerf = {0}, that is, the zero ideal which is an improper ideal in BC. Moreover,
if f(Z) = Z†1 or Z†2 or Z†3 then f is a ring homomorphism with Kerf = {0}.
(ii) f(Z) = 0, ∀ Z ∈ BC, the zero homomorphism. Here Kerf = BC which is
also an improper ideal in BC.
(iii) Define f(Z) = e1Z ( = e2Z), ∀ Z ∈ BC. Then f is a ring homomor-
phism with Kerf = e2BC ( = e1BC respectively) which is a proper ideal in BC.
Hence in the ring BC, there exists two improper ideals and two proper ide-
als. Next we will show that the two proper ideals in BC are the maximal ideals
in BC.
Let I1 = e1BC and I2 = e2BC. Then I1, I2 are proper ideals in BC. Further,
BC/I1 = {I1 + Z | Z = e1z1 + e2z2 ∈ BC}
= {I1 + e2z2 | Z = e1z1 + e2z2 ∈ BC} .
For any Z = e1z1 + e2z2,W = e1w1 + e2w2 ∈ BC, we define addition and
multiplication on BC/I1 as
(I1 + Z) + (I1 +W ) = I1 + (Z +W ) = I1 + e2(z2 + w2),
(I1 + Z)(I1 +W ) = I1 + (ZW ) = I1 + e2(z2w2).
Then it is easy to show that BC/I1 is a commutative ring with unity I1 + e2.
Further, for any Z = e1z1 + e2z2 ∈ BC, let I1 + e2z2 ∈ BC/I1. Since z2 ∈ C(i)
and C(i) is a field, there exist some w ∈ C(i) such that z2w = wz2 = 1. Thus,
I1+e2w ∈ BC/I1 such that (I1+e2w)(I1+e2z2) = (I1+e2z2)(I1+e2w) = I1+e2.
Hence BC/I1 is a field.
Thus using a well known result from algebra,
“In a commutative ring R with unity, an ideal M is maximal in R iff R/M is
a field”, we find that I1 is a maximal ideal in the ring BC. Similarly, I2 is a
maximal ideal in the ring BC.
Aliter : I1, I2 are maximal ideals in BC can also be proved by using the Fun-
damental Theorem of ring Homomorphism.
Define a function f : BC→ C(i) such that f(Z) = f(z + jw) = z + iw.
Then f is a ring homomorphism as
f(Z + U) = f(Z) + f(U),
f(ZU) = f(Z)f(U).
Moreover, f is onto. Thus by Fundamental Theorem of homomorphism
BC/Kerf ∼= C(i).
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Now for any Z ∈ BC,
Z = z + jw ∈ Kerf ⇔ f(Z) = f(z + jw) = 0
⇔ z + iw = 0
⇔ Z = z + jiz
⇔ Z ∈ I1.
Thus Kerf = I1. Further, BC/Kerf ∼= C(i), but C(i) being a field, BC/Kerf
will be a field. Hence I1 is maximal ideal in BC.
Similarly define a ring homomorphism f : BC→ C(i) such that
f(Z) = f(z + jw) = z − iw.
Then I2 is also maximal in BC.
Remark 2.23. In a unital commutative bicomplex Banach algebra A, for every
non-zero multiplicative BC-linear functional f : A → BC, Kerf need not be a
maximal ideal of A.
For example, consider a unital commutative bicomplex Banach algebra BC
and define f : BC → BC by f(Z) = Z. Then kerf = {0}. But {0} is not a
maximal ideal in BC as it properly contained in I1 and I2.
Thus there does not exist any one-to-one correspondance between non-zero mul-
tiplicative linear functionals and maximal ideals of bicomplex Banach algebra
A.
Remark 2.24. In a unital complex Banach algebra, a proper ideal does not
contain an invertible element. But in a unital bicomplex Banach algebra, a
proper ideal may contain an invertible element.
For example, in the bicomplex Banach algebra BC with unity 1, I1 = e1BC
is a proper ideal in BC. Further, all the elements in I1 are invertible elements
with multiplicative identity e1. For this, let e1Z = e1(e1z1 + e2z2) = e1z1 ∈ I1.
Since z1 ∈ C(i), there exist some w ∈ C(i) such that z1w = wz1 = 1. Thus
e1w ∈ I1 with e1w.e1z1 = e1z1.e1w = e1.
3 Composition Operators on H2(UBC)
In this section we study the composition operator on bicomplex Hardy space
H2(UBC) and discuss the growth properties of the functions in H
2(UBC).
Let UBC =
{
Z = z + jw = e1z1 + e2z2 | (z1, z2) ∈ U2
}
be the unit disc in BC,
where U is the unit disk in the complex plane C(i) and U2 = U × U. The
bicomplex Hardy space H2(UBC) is defined to be the space of all bicomplex
holomorphic functions on the unit disc UBC whose sequence of power series
coefficients is square-summable (see, [1, P. 92]).
Definition 3.1. Let f : UBC → BC be a bicomplex holomorphic function and
Φ : UBC → UBC be a bicomplex holomorphic self map of UBC. The composition
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operator CΦ on H
2(UBC) induced by Φ is defined by
CΦf = f o Φ,
for every f ∈ H2(UBC).
Remark 3.2. For any Z = e1z1 + e2z2 ∈ UBC, the bicomplex holomorphic func-
tion f on UBC can be written as f(Z) = e1f1(z1) + e2f2(z2), where f1 and f2
are complex-valued holomorphic functions on the unit disc U. Similarly we can
write Φ(Z) = e1Φ1(z1) + e2Φ2(z2), where Φ1 and Φ2 are holomorphic self maps
of the unit disc U. Thus the composition operator CΦ on H
2(UBC) can also be
defined as CΦ = e1CΦ1+e2CΦ2 , where CΦl for l = 1, 2 is a composition operator
on H2(U). For details on composition operators, one can refer to [5], [19] and
the references therein.
Proposition 3.3. Let H2(UBC) be the bicomplex Hardy space. Then for each
f ∈ H2(UBC),
|f(Z)|k ≤′
‖f‖D,H2(UBC)√
1− |Z|2k
, ∀Z ∈ UBC.
Proof. For each f ∈ H2(UBC), we can write f(Z) = e1f1(z1) + e2f2(z2), where
fl(zl) ∈ H2(U) for l = 1, 2. Further, by using the growth estimate of functions in
H2(U) (see [19, P. 10]), each fl ∈ H2(U), l = 1, 2 satisfies |fl(zl)| ≤
(
‖fl‖H2(U)√
1−|zl|2
)
.
Thus for each Z ∈ UBC,
|f(Z)|k = e1|f1(z1)|+ e2|f2(z2)|
≤′ e1
(
‖f1‖H2(U)√
1− |z1|2
)
+ e2
(
‖f2‖H2(U)√
1− |z2|2
)
=
‖f‖D,H2(UBC)√
1− |Z|2k
.
Hence functions in bicomplex Hardy space also satisfy the growth condition.
Corollary 3.4. Every D-norm convergent squence in H2(UBC) converges uni-
formly on compact subsets of UBC.
Proof. Let {fn} be a sequence in H2(UBC) converging in D-norm to a function
f ∈ H2(UBC). Choose r ∈ D+ such that r = r1e1 + r2e2 with 0 < r1 < 1 and
0 < r2 < 1. Consider the set {Z ∈ UBC | |Z|k ≤′ r} = e1 {z1 ∈ U | |z1| ≤ r1} +
e2 {z2 ∈ U | |z2| ≤ r2}. Clearly {Z ∈ UBC | |Z|k ≤′ r} is a closed set in UBC.
Thus for each fixed n, Proposition 3.3 yields
sup
|Z|k≤′r
|fn(Z)− f(Z)|k ≤′
‖fn − f‖D,H2(UBC)√
1− r2 .
This means that fn → f uniformly on the closed disc {|Z|k ≤′ r}. Since r is
arbitrary, hence fn → f uniformly on every compact subset of UBC.
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Example 3.5. Let UBC be the unit disc in BC. Define Ψ : UBC → UBC as
Ψ(Z) = λ
Z +W
1 +W †3Z
,
where |λ|k = 1 and W ∈ UBC. Then Ψ is a bicomplex automorphism of UBC.
Writting Z = e1z1 + e2z2, W = e1w1 + e2w2 and λ = e1λ1 + e2λ2, we have
λ
Z +W
1 +W †3Z
= e1λ1
z1 + w1
1 + w1z1
+ e2λ2
z2 + w2
1 + w2z2
.
Thus we can write Ψ(Z) = e1Ψ1(z1) + e2Ψ2(z2), where Ψl for l = 1, 2 is an
automorphism of the unit disc U.
Theorem 3.6. Let H2(UBC) be the bicomplex Hardy space and Ψ : UBC → UBC
be an automorphism defined as in Example 3.5. Then
(
1− |Ψ(0)|k
1 + |Ψ(0)|k
) 1
2
‖f‖D,H2(UBC) ≤
′ ‖CΨ(f)‖D,H2(UBC)
≤′
(
1 + |Ψ(0)|k
1− |Ψ(0)|k
) 1
2
‖f‖D,H2(UBC).
Proof. Since we can write Ψ(Z) = e1Ψ1(z1) + e2Ψ2(z2), where Ψl, l = 1, 2, is
an automorphism of the unit disc U. Also by using Remark 3.2, composition
operator CΨ induced from ψ on H
2(UBC) can be written as CΨ = e1CΨ1+e2CΨ2
where CΨl , l = 1, 2, is a composition operator on H
2(U).
Thus by using [5, Theorem 3.6], we have, for l = 1, 2,
(
1− |Ψl(0)|
1 + |Ψl(0)|
) 1
2
‖fl‖H2(U) ≤ ‖CΨl(fl)‖H2(U) ≤
(
1 + |Ψl(0)|
1− |Ψl(0)|
) 1
2
‖fl‖H2(U).
Hence the inequalities in the proof of the theorem follows easily by using the
D-valued norm on H2(UBC).
Corollary 3.7. Let H2(UBC) be the bicomplex Hardy space and Φ : UBC → UBC
be a bicomplex holomorphic self map. Then(
1
1− |Φ(0)|2k
) 1
2
≤′ ‖CΦ‖D,H2(UBC) ≤
′
(
1 + |Φ(0)|k
1− |Φ(0)|k
) 1
2
.
4 Bicomplex Weighted Hardy Space and Repro-
ducing Kernels
In this section we study the bicomplex version of the weighted Hardy spaces and
discuss some of their properties. We also describe reproducing kernels for the
bicomplex weighted Hardy spaces. The result of this section are the extensions
of some results from [5, Section 2.1].
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Definition 4.1. Consider a sequence {β(n)}∞n=0 of positive hyperbolic num-
bers such that β(n) = ‖Zn‖D with Z ∈ UBC. A bicomplex weighted Hardy
space H2β(UBC) is a bicomplex Hilbert space consisting of bicomplex-valued
holomorphic functions on the unit disc UBC such that the set of monomials{
1, Z, Z2, . . .
}
form an orthogonal basis inH2β(UBC). Thus, f(Z) =
∑∞
n=0 anZ
n,
with an ∈ BC, represents a holomorphic function in H2β(UBC) if and only if the
series of hyperbolic numbers
∑∞
n=0 |an|2kβ(n)2 is convergent.
Further, for each Z = e1z1+ e2z2 in UBC, the orthogonality of {Zn} implies the
set of monomials {znl } for l = 1, 2 is also orthogonal (see, [8, P. 84]). Setting
an = e1an1+e2an2 and β(n) = ‖Zn‖D = e1‖zn1 ‖1+e2‖zn2 ‖2 = e1β1(n)+e2β2(n),
we get:
|an|2kβ(n)2 = e1|an1|2β1(n)2 + e2|an2|2β2(n)2.
This means
∑∞
n=0 |an|2kβ(n)2 is convergent if and only if both the complex series
∞∑
n=0
|an1|2β1(n)2,
∞∑
n=0
|an2|2β2(n)2
are convergent. Thus, both the functions
f1(z1) =
∞∑
n=0
an1z
n
1 and f2(z2) =
∞∑
n=0
an2z
n
2
belong to the weighted Hardy space of the unit disk H2β1(U) and H
2
β2
(U) respec-
tively. Hence the bicomplex weighted Hardy space can be written as
H2β(UBC) = e1H
2
β1(U) + e2H
2
β2(U) .
The BC-valued inner product on H2β(UBC) is given by
<
∞∑
n=0
anZ
n,
∞∑
n=0
bnZ
n >H2
β
(UBC) =
∞∑
n=0
anβ(n) . (bnβ(n))
†3
=
∞∑
n=0
an(bn)
†3β(n)2.
Further, with the orthogonality of the monomials, the BC-valued inner product
on H2β(UBC) induces the D-valued norm:
‖
∞∑
n=0
anZ
n‖2
D,H2
β
(UBC)
=<
∞∑
n=0
anZ
n,
∞∑
n=0
anZ
n >H2
β
(UBC)=
∞∑
n=0
|an|2kβ(n)2k
= e1
∞∑
n=0
|an1|2β1(n)2 + e2
∞∑
n=0
|an2|2β2(n)2
= e1‖
∞∑
n=0
an1z
n
1 ‖2H2
β1
(U) + e2‖
∞∑
n=0
an2z
n
2 ‖2H2
β2
(U) .
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Remark 4.2. (i) The bicomplex weighted Hardy space H2β(UBC) is a bicomplex
Hardy space H2(UBC) with weight β(n) ≡ 1.
(ii) The bicomplex weighted Hardy space H2β(UBC) is a bicomplex Bergman
space A2(UBC) with weight β(n) = (n+ 1)
−1/2. Thus, the bicomplex Bergman
space A2(UBC) is defined to be the set of functions f : UBC → BC such that for
any Z ∈ UBC and an ∈ BC,
f(Z) =
∞∑
n=0
anZ
n
and the series of hyperbolic numbers
∑∞
n=0
|an|
2
k
n+1 is convergent. This means that
the bicomplex Bergman space can be written as
A2(UBC) = e1A
2(U) + e2A
2(U) ,
where A2(U) is the Bergman space of the unit disk U.
(iii) The bicomplex weighted Hardy space H2β(UBC) is a bicomplex Dirichlet
space D(UBC) with weight β(n) = (n + 1)
1/2. Thus, the bicomplex Dirichlet
space D(UBC) is defined to be the set of functions f : UBC → BC such that for
any Z ∈ UBC and an ∈ BC
f(Z) =
∞∑
n=0
anZ
n
and the series of hyperbolic numbers
∑∞
n=0 |an|2k(n + 1) is convergent. Hence
we can write the bicomplex Dirichlet space as
D(UBC) = e1D(U) + e2D(U) ,
where D(U) is the Dirichlet space of the unit disk U.
Proposition 4.3. Let T be the operator of multiplication by Z on H2β(UBC).
Then
(i) T is D-bounded if and only if supβ(n+ 1)/β(n) ∈ D.
(ii) T is D-bounded below if and only if inf β(n+ 1)/β(n) ∈ D+.
Proof. For each Z = e1z1 + e2z2 ∈ UBC, let T = e1T1 + e2T2. Then Tl is the
operator of multiplication by zl on H
2
βl
(U), l = 1, 2.
(i) We know that T is D-bounded if and only if Tl is bounded, l = 1, 2. Using [5,
Proposition 2.7] we have that Tl is bounded if and only if supβl(n+ 1)/βl(n) <∞
for l = 1, 2. It follows that
T is D− bounded⇔ e1 supβ1(n+ 1)/β1(n) + e2 supβ2(n+ 1)/β2(n) ∈ D
⇔ sup (e1β1(n+ 1)/β1(n) + e2β2(n+ 1)/β2(n)) ∈ D
⇔ supβ(n+ 1)/β(n) ∈ D.
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(ii) Clearly T is D-bounded below if and only if Tl is bounded below, l = 1, 2.
By using [5, Proposition 2.7] we see that Tl is bounded below if and only if
inf βl(n+ 1)/βl(n) is positive, l = 1, 2. Therefore, we obtain
T is D− bounded below⇔ e1 inf β1(n+ 1)/β1(n) + e2 inf β2(n+ 1)/β2(n) ∈ D+
⇔ inf (e1β1(n+ 1)/β1(n) + e2β2(n+ 1)/β2(n)) ∈ D+
⇔ inf β(n+ 1)/β(n) ∈ D+.
Definition 4.4. Let H2β(UBC) be a bicomplex weighted Hardy space. Then for
each Z ∈ UBC, the generating function for H2β(UBC) is given by
T (Z) =
∞∑
n=o
Zn
β(n)2
.
Setting Z = e1z1 + e2z2 and β(n) = e1β1(n) + e2β2(n) one gets:
∞∑
n=o
Zn
β(n)2
= e1
∞∑
n=o
zn1
β1(n)2
+ e2
∞∑
n=o
zn2
β2(n)2
.
Thus, we can write T (Z) = e1T1(z1)+ e2T2(z2), where T1 and T2 are the gener-
ating functions for the weighted Hardy spaces H2β1(U) and H
2
β2
(U) respectively.
We now show that the generating function for the bicomplex weighted Hardy
space H2β(UBC) is holomorphic on the unit disk UBC.
Lemma 4.5. Let T be the generating function for H2β(UBC). Then T is holo-
morphic on the unit disk UBC.
Proof. By using Definition 4.4, we can write T (Z) = e1T1(z1)+ e2T2(z2), where
T1 and T2 are the generating functions for H
2
β1
(U) and H2β2(U) respectively.
Since generating functions for complex weighted Hardy spaces are holomorphic
on the open unit disk U (see [5, Lemma 2.9]). Thus T1 and T2 are holomorphic
on U and for each z1, z2 ∈ U, the respective Taylor series
∑∞
n=o
zn1
β1(n)2
and∑∞
n=o
zn2
β2(n)2
of T1 and T2 are convergent. Hence for Z = e1z1+ e2z2 ∈ UBC, the
Taylor series
∑∞
n=o
Zn
β(n)2 = e1
∑∞
n=o
zn1
β1(n)2
+ e2
∑∞
n=o
zn2
β2(n)2
is also convergent
which implies T is holomorphic on the unit disk UBC.
A reproducing kernel Hilbert space is a Hilbert space associated with a kernel
that reproduces every function in the space. Like classical weighted Hardy
spaces, the bicomplex weighted Hardy space H2β(UBC) also has an additional
property of being a reproducing kernel Hilbert space. This means that for each
W ∈ UBC, the evaluation functional EW : H2β(UBC) → BC at W defined by
EW (f) = f(W ) is bounded. Thus by using the Riesz representation theorem
for bicomplex Hilbert spaces (see, [8, P. 82], [1, P. 74]), there is a special function
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KW ∈ H2β(UBC) such that f(W ) =< f,KW >H2β(UBC). In the next theorem we
will see that the generating function T generates the reproducing kernel for the
bicomplex weighted Hardy space H2β(UBC).
Theorem 4.6. For each W in UBC, the evaluation of functions in H
2
β(UBC)
at W is a D-bounded bicomplex linear functional such that for every function
f in H2β(UBC), f(W ) =< f,KW >H2β(UBC) where KW (Z) = T (W
†3Z), T is the
generating function for H2β(UBC).
Proof. For each W ∈ UBC,
‖KW‖2D,H2
β
(UBC)
= ‖
∞∑
n=0
(
W †3
)n
β(n)2
Zn‖2
D,H2
β
(UBC)
=
∞∑
n=0
∣∣∣∣∣
(
W †3
)n
β(n)2
∣∣∣∣∣
2
k
β(n)2 =
∞∑
n=0
|W |2nk
β(n)2
= T (|W |2k).
Now by Lemma 4.5, the generating function T for H2β(UBC) is holomorphic on
UBC. Thus the series
∑∞
n=0
|W |2nk
β(n)2 is convergent which implies KW ∈ H2β(UBC).
Further, if f(Z) =
∑∞
n=0 anZ
n ∈ H2β(UBC), then
< f,KW >H2
β
(UBC) =
∞∑
n=0
anβ(n)
((
W †3
)n
β(n)2
β(n)
)†3
=
∞∑
n=0
anW
n
β(n)2
β(n)2
=
∞∑
n=0
anW
n = f(W ).
Hence evaluation of function f in H2β(UBC) is a bounded linear functional such
that f(W ) =< f,KW >H2
β
(UBC).
Remark 4.7. From Theorem 4.6, for a bicomplex weighted Hardy spaceH2β(UBC),
the evaluation functional EW at W is a bounded linear functional. Hence
H2β(UBC) is a bicomplex reproducing kernel Hilbert space with reproducing ker-
nel KW (Z) = T (W
†3Z), where T is the generating function for H2β(UBC). Fur-
ther, by using Definition 4.4, for each W = e1w1 + e2w2 ∈ UBC,
we can write T (W †3Z) = e1T1(w1z1) + e2T2(w2z2). Thus reproducing kernel
for H2β(UBC) can also be defined as
KW (Z) = e1Kw1(z1) + e2Kw2(z2),
whereKw1(z1) andKw2(z2) are the reproducing kernels of the classical weighted
Hardy spaces H2β1(U) and H
2
β2
(U) respectively.
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Remark 4.8. Since a bicomplex weighted Hardy space H2β(UBC) is a bicomplex
Hardy space H2(UBC) with weight β(n) ≡ 1. Hence H2(UBC) is a bicomplex
reproducing kernel Hilbert space. For each W ∈ UBC, the reproducing kernel
for H2(UBC) is given by
KW (Z) = T (W
†3Z) =
∞∑
n=o
(W †3 )nZn =
1
1−W †3Z .
Further, writting W = e1w1 + e2w2 and Z = e1z1 + e2z2, we have
KW (Z) =
1
1−W †3Z = e1
1
1− w1z1 + e2
1
1− w2z2
= e1Kw1(z1) + e2Kw2(z2),
where Kw1(z1) and Kw2(z2) are the reproducing kernels for the classical Hardy
space H2(U) .
Corollary 4.9. The bicomplex Bergman space A2(UBC) is a bicomplex repro-
ducing kernel Hilbert space.
Proof. Since bicomplex Bergman space A2(UBC) is a bicomplex weighted Hardy
space H2β(UBC) with weight β(n) = (n + 1)
−1/2. Thus by using Remark 4.7,
A2(UBC) is a bicomplex reproducing kernel Hilbert space. For each W ∈ UBC,
the reproducing kernel for A2(UBC) is given by
KW (Z) = T (W
†3Z) =
∞∑
n=o
(n+ 1)(W †3)nZn =
1
(1−W †3Z)2 .
Writting W = e1w1 + e2w2 and Z = e1z1+ e2z2, the reproducing kernel for the
bicomplex Bergman space A2(UBC) can also be expressed as
KW (Z) =
1
(1−W †3Z)2 = e1
1
(1− w1z1)2 + e2
1
(1− w2z2)2
= e1Kw1(z1) + e2Kw2(z2),
whereKw1(z1) andKw2(z2) are the reproducing kernels for the classical Bergman
space A2(U) .
Remark 4.10. Since bicomplex Dirichlet space D(UBC) is a bicomplex weighted
Hardy space H2β(UBC) with weight β(n) = (n+ 1)
1/2. Thus for each W ∈ UBC,
the reproducing kernel for D(UBC) is given by
KW (Z) = T (W
†3Z) =
∞∑
n=o
(W †3)nZn
n+ 1
=
1
W †3Z
log
(
1
1−W †3Z
)
.
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Further, we can also write
KW (Z) =
1
W †3
log
(
1
1−W †3Z
)
= e1
1
w1z1
log
(
1
1− w1z1
)
+ e2
1
w2z2
log
(
1
1− w2z2
)
= e1Kw1(z1) + e2Kw2(z2),
where Kw1(z1) and Kw2(z2) are the reproducing kernels for the classical Dirich-
let space D(U).
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