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1. INTRODUCTION
In the present paper we are concerned with analytical properties of the
solution u of the singularly perturbed elliptic problem
2 u b u  b u  cu f on  0, 1 , 1.1aŽ . Ž .1 x 2 y
u 0 on   , 1.1bŽ .
Ž . Ž . Ž .with min b ,   , min b ,   , and c ,  0 on , where  1 1  2 2 1
and  are positive constants and  is a small parameter satisfying2
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Ž .0  1. It is well known that if we only have b ,    0 for eachi i
i, then for sufficiently small  , we can always use the change of variable
Ž . 	 x Ž . Ž . Ž .u x, y  e u x, y for some suitable 	 to transform 1.1 to a similarˆ
Ž .problem for which the condition c ,  0 holds true.
This convectiondiffusion problem may be regarded as a linearized
version of the NavierStokes equations, which govern the motion of
viscous fluids. Further applications are, e.g., to semiconductor modelling
 and financial modelling; see 11, Chap. 1 .
Ž .We study the existence of classical solutions of 1.1 in Holder spaces¨
and give an asymptotic expansion of u valid for small positive  . This
asymptotic expansion is a Shishkin-type decomposition of u; that is, the
layer terms in the expansion lie ‘‘almost’’ in the null space of L, where L
Ž .is the differential operator of 1.1 . See Theorem 5.1 and Remark 5.4 for a
 precise definition, and 2 for a clear exposition of the relationship be-
tween standard asymptotic expansions and Shishkin decompositions of u.
This decomposition gives very precise information on the derivatives of u.
Such information is necessary for the analysis of numerical methods on
 layer-adapted grids 610, 14 .
Ž .Earlier asymptotic analyses of problems like 1.1 concentrated on
decomposing u, but ignored the behaviour of the derivatives of u; see, e.g.,
   3, 15 . More recently there have been attempts 2, 10 to prove sharp
bounds on the derivatives of the terms appearing in asymptotic expansions
of u, but as we shall see, these analyses are flawed.
2. EXISTENCE OF CLASSICAL SOLUTIONS
The function spaces required here are the spaces of Holder continuous¨
2 Ž functions. Let D	 be a convex domain and let 

 0, 1 . For nonneg-
kŽ .ative integer k, we use C D to denote the space of functions whose
derivatives up to order k are continuous on D; when k 0, we write
Ž . Ž .simply C D . We put the usual supremum semi- norms
i j 
       sup x , y and   Ž .Ý Ýk , D k , D l , Di j x  yŽ .x , y 
Dijk 0lk
kŽ .on C D . For convenience, we drop D from the notation when D.
0, 
 Ž .We denote by C D the space of all functions that are Holder continu-¨
Ž .ous of degree 
 on D, i.e., the set of functions in C D for which the
norm
  x  xŽ . Ž .
  sup 0, 
 , D 




  2is finite, where  is the Euclidean norm in  . For each positive integere
k , 
 Ž . kŽ .k, the space C D consists of all functions in C  whose derivatives
k , 
 Ž .of order k are Holder continuous of degree 
 . For  
 C D , we¨
define the seminorm
i j 
  .  Ýk , 
 , D i j x  y 0, 
 , Dijk
k , 
 Ž .The norm in C D is
        . Ýk , 




 Ž .The spaces C  are defined similarly.
The following two lemmas are immediate consequences of Theorem 3.2
 of 3 .
LEMMA 2.1. Consider the boundary alue problem
2u b u  b u  cu f on  0, 1 , 2.1aŽ . Ž .1 x 2 y
u 0 on   , 2.1bŽ .
Ž .where b , b , and c are smooth functions on . Let 

 0, 1 .1 2
0, 
 1, 
Ž . Ž . Ž . Ž .i Suppose that f
 C  . Then 2.1 has a solution u
 C 
2, 
 Ž . C  .
0, 
 2, 
Ž . Ž . Ž .ii Let f
 C  . Then u
 C  if and only if
f 0, 0  f 1, 0  f 1, 1  f 0, 1  0.Ž . Ž . Ž . Ž .
1, 
 3, 
Ž . Ž .If in addition f
 C  , then u
 C  .
The following lemma gives higher-order compatibility conditions for
problems with constant coefficients and nonhomogeneous boundary condi-
tions.
LEMMA 2.2. Consider the boundary alue problem
2u pu  qu  f in  0, 1 , 2.2aŽ . Ž .x y
u s, 0  g s , u s, 1  g s ,Ž . Ž . Ž . Ž .s n
 u 0, s  g s , u 1, s  g s , s
 0, 1 , 2.2bŽ . Ž . Ž . Ž . Ž .w e
Ž .where p and q are constants. Let 





Ž . Ž .  i Assume that f
 C  and g , g , g , g 
 C 0, 1 . Thens w n e
1, 
Ž . Ž .2.2 has a solution u
 C  if and only if the compatibility condition
g 0  g 0 2.3aŽ . Ž . Ž .s w
is satisfied at the origin, with a similar condition at each of the other corners.
0, 
 2, 
Ž . Ž .  ii Suppose that f
 C  and g , g , g , g 
 C 0, 1 . Thens w n e
2, 
Ž . Ž . Ž .2.2 has a solution u
 C  if and only if 2.3a and
g 0  g 0  pg	 0  qg	 0  f 0, 0  0 2.3bŽ . Ž . Ž . Ž . Ž . Ž .s w s w
are satisfied at the origin, with similar conditions at each of the other corners.
1, 
 3, 
Ž .  If furthermore f
 C  , and g , g , g , g 
 C 0, 1 , then u
s w n e
3, 
 Ž .C  .
2, 
 4, 
Ž . Ž .  iii Assume that f
 C  and g , g , g , g 
 C 0, 1 . Thens w n e
4 
Ž . Ž . Ž . Ž .2.2 has a solution u
 C  if and only if 2.3a , 2.3b , and
g Ž4. 2 pq
 p2 g 0  g Ž4. 2 qg
 q2 g 0Ž . Ž .Ž . Ž .s s s w w w
 f 0, 0  pf 0, 0  f 0, 0  qf 0, 0  0 2.3cŽ . Ž . Ž . Ž . Ž .x x x y y y
are satisfied at the origin, with similar conditions at each of the other corners.
3. PRELIMINARY BOUNDS ON DERIVATIVES
In this section we derive some rough estimates for the derivatives of the
Ž . Ž . Ž .solution of 1.1 when f , is replaced by f , , which depends on  .
Notation. Throughout the paper, C will denote a generic positive
Ž .constant possibly subscripted that is independent of the perturbation
Ž .2parameter  . Let   0, d , where d 1 is some parameter.d
The next result seems to be known to many researchers, yet we could
find no published version of it for a fairly general elliptic differential
operator on a square domain. For the case of an elliptic operator on a
domain with smooth boundary, it appears in Ladyzhenskaya and Ural’tseva
 Ž .5, p. 110, 1.11 ; for the case of Laplace’s equation on a square domain,
 see Volkov 16 . We outline a proof largely supplied by R. B. Kellogg.
Ž .THEOREM 3.1. Let k be a nonnegatie integer. Let 

 0, 1 . Suppose
k , 
 Ž .that b , b , c , f 
 C  . Assume that1,  2,    d
     b  b  c  C ,k , 
 ,  k , 
 ,  k , 
 , 1,  2,  d d d
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k2, 
 Ž .with a constant C independent of d. Let w
 C  satisfy the differen-d
tial equation
w b x , y w  b x , y w  c x , y w f x , y in  .Ž . Ž . Ž . Ž .1,  x 2,  y   d
3.1Ž .
Then we hae
       w  C* f  w  w ,Ž .k2, 
 ,  k , 
 ,  0,  k2, 
 , d d d d
where C* is independent of d.
Proof. We give the proof for k 0. The results for k 0 follow from
Ž .an inductive argument applied to 3.1 differentiated 1, 2, . . . , k times.
Ž . Ž .i We consider homogeneous boundary conditions first. Let 

 0, 1
be fixed. Let Q be any square of unit side that lies in  and assume ford
the moment that w 0 on Q. By elementary manipulations of the
Holder seminorms, we can show that for arbitrary  0 and sufficiently¨
Ž .smooth functions z x, y , we have
   z  C  z   z 3.2  Ž . Ž .0, 
 , Q 0, Q 1, Q1
  Ž .   and z  C  z   z , where the constants C and C are1, Q 0, Q 2, Q2 1 2
Ž .independent of Q. We can combine these, replacing z in 3.2 by z andx
z , to gety
     w  w  C  w   w 3.3  Ž . Ž .1, 
 , Q1, 
 , Q 0, Q 2, Q3
2, 
 Ž .for arbitrary  0 and all w
 C  , where C is independent of Q.3
Ž .Write 3.1 as
wb x , y w  b x , y w  c x , y w f x , y . 3.4Ž . Ž . Ž . Ž . Ž .1,  x 2,  y  
 Now 16, Theorem 3.1 tells us that
   w  C w ,2, 
 , Q 0, 
 , Q4
where the constant C is the same for all Q, and we used the fact that4
Ž .w 0 on Q. This inequality and 3.4 imply that
       w  C w  w  w  f , 3.5  Ž .1, 
 , Q2, 
 , Q 1, 
 , Q 0, 
 , Q 0, 
 , Q5
     where C depends only on b  b  c .0, 
 ,  0, 
 ,  0, 
 , 5 1,  2,  d d d
We can now prove the result of the theorem. Let Q be any square of
size 1 contained in  and let Q be a square of size 12 contained in Q.d
If Q lies on one or two of the boundaries of  , put Q on thed
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corresponding boundary or boundaries of Q. Let  be a smooth function
that is 1 on Q and 0 outside Q. Set    w. Then  satisfies
  b   b   c  F in Q,1,  x 2,  y
with
F  f w 2   w b   b  w wŽ .1,  x 2,  y
and   0 on Q. We have
   w  2, 
 , Q  2, 
 , Q
      C       F Ž .1, 
 , Q1, 
 , Q 0, 
 , Q 0, 
 , Q
    C f  wŽ .0, 
 , Q 1, 
 , Q
      C f  C  w   wŽ .0, 
 , Q 0, Q 2, 
 , Q
      C f  C  w   w ,Ž .0, 
 ,  0,  2, 
 , d d d
Ž . Ž . Ž .where we applied 3.5 to  , and then used 3.2 and 3.3 . The sets Q can
be chosen to cover  . Hence we haved
       w  C f  C  w   w .Ž .2, 
 ,  0, 
 ,  0,  2, 
 , d d d d
Choosing  small enough, we obtain the result for homogeneous boundary
conditions.
Ž .ii Finally we consider inhomogeneous boundary conditions. These are
converted to homogeneous ones by a transformation w w withˆ
w x , y  w x , y  w x , yŽ . Ž . Ž .ˆ ˇ
and
d x x d y y
w x , y  w 0, y  w d , y  w x , 0  w x , dŽ . Ž . Ž . Ž . Ž .ˇ
d d d d
x y d x y
 w d , d  w 0, dŽ . Ž .
d d d d
x d y d x d y
 w d , 0  w 0, 0 .Ž . Ž .
d d d d
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Then we have
     w  w  wˆ ˇk2, 
 ,  k2, 
 ,  k2, 
 , d d d
    w  C w .ˆ k2, 
 ,  k2, 
 , d d
Ž .The function w is dealt with as in i .ˆ
The next theorem provides estimates for higher-order derivatives of the
Ž .solution u of 1.1 when f is allowed to depend also on  . It will be used in
Section 5 to bound the remainder term of an asymptotic expansion.
k , 
 Ž . Ž .THEOREM 3.2. Assume that b , b , c, f 
 C  for some 

 0, 1 .1 2 
k2, 
 Ž . Ž .Let u
 C  satisfy the differential equation 1.1a . Then we hae
  
   
 1  u   u  C f   f   u   1 0 01, 




   u   u Ý  ,  2, 
 ,  5
0




 l2     u   u  C  f   f   u   Ýl2  0l2, 





   u   u . Ý  ,  l2, 
 ,  5
0
Ž .Proof. Transforming the variables x, y 
 to the stretched variables
1 x 1 y
 and  ,
 
Ž .we see that 1.1a becomes
2˜ ˜ ˜u  u  b u  b u  cu f in   0, 1 , 3.6Ž . Ž .˜ ˜ ˜ ˜ ˜˜  1  2   1
˜ ˜Ž . Ž . Ž . Ž . Ž .where we define u  ,   u x, y , b  ,   b x, y , b  ,  ˜ 1 1 2
˜Ž . Ž . Ž . Ž . Ž .b x, y , c  ,  c x, y , and f  ,   f x, y . Clearly we have˜2  
˜ ˜     b  b  c  C.˜ ˜k , 
 ,  k , 
 ,  k , 
 , 1 21  1 1
Ž . Ž .Hence 3.6 is of the form 3.1 and Theorem 3.1 can be applied with
d 1 . Thus
˜       u  C f  u  u˜ ˜ ˜l2, 
 ,  l , 
 ,  0,  l2, 
 , ž /1  1 1 1
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      u   u  C  f   f  u   Ý Ý  0l2, 





   u   u Ý  ,  l2, 
 ,  5
0
       
  for l 0, . . . , k, since u   u and u   u , with˜ ˜ ,    , 
 ,   , 
1  1
  
  analogous identities for f. This implies the bound on u   ul2 l2, 

for l 0, . . . , k.
  
    The bound on u   u now follows from the bound on u and1 21, 

Ž .3.3 applied in the transformed variables.
The following corollary is an immediate consequence of Lemma 2.1 and
 Theorem 3.2, because by a comparison principle 5, p. 109 we have
 u  C when c 0.0
COROLLARY 3.1. Assume that b and b are smooth and c 0. Let f be1 2
1, 
 Ž . Ž .independent of  and lie in C  for some 

 0, 1 . Suppose that f
satisfies the compatibility conditions
f 0, 0  f 0, 1  f 1, 1  f 1, 0  0.Ž . Ž . Ž . Ž .
3, 
Ž . Ž .Then 1.1 has a solution u
 C  and
  
 ku   u  C k k , 

for k 0, . . . , 3.
Remark 3.1. A similar result is stated as Theorem 4 in the Appendix of
 10 , but in the argument given there, the transformations of the Holder¨
norms between the original and the stretched variables are handled
incorrectly.
4. THE REDUCED PROBLEM
In this section we study differentiability properties of the solution of the
Ž .reduced problem of 1.1 , i.e., the problem
2b r b r  cr f on  0, 1 , 4.1aŽ . Ž .1 x 2 y
 r x , 0  0 for x
 0, 1 , 4.1bŽ . Ž .
 r 0, y  0 for y
 0, 1 , 4.1cŽ . Ž .
Ž . Ž .where b , b , c
 C  , f
 C  , and b  0, b  0 on .1 2 1 2
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 First we extend the results of Bobisud 1, Appendix to Holder continu-¨
Ž .ous functions and give compatibility conditions on the data of 4.1 that
1, 
 Ž . Ž guarantee the existence of a solution r
 C  for some 

 0, 1 .
LEMMA 4.1. Let r be the classical solution of the hyperbolic problem˜
2b r  b r  cr g on  0, 1 , 4.2aŽ . Ž .˜ ˜ ˜1 x 2 y
 r x , 0   x for x
 0, 1 , 4.2bŽ . Ž . Ž .˜
 r 0, y   y for y
 0, 1 , 4.2cŽ . Ž . Ž .˜
Ž . Ž .with b , b , c
 C  , g
 C  , and b  0, b  0 on . Let , 
1 2 1 2
1, 
 1, 
Ž . Ž . Ž C 0, 1 and g
 C  for some 

 0, 1 . Then the solution r of˜
1, 
Ž . Ž .4.2 is in C  if and only if the data satisfy the compatibility conditions
 0   0 4.3aŽ . Ž . Ž .
and
b 0, 0  0  b 0, 0   0  c 0, 0  0  g 0, 0 . 4.3bŽ . Ž . Ž . Ž . Ž . Ž . Ž . Ž .1 2
 Proof. Bobisud 1, Appendix gives the preceding compatibility condi-
tions in the context of continuous functions. The extension to Holder¨
continuous functions is straightforward.
Now, with Lemma 4.1 in hand, we derive compatibility conditions on the
n, 
Ž . Ž .data of 4.1 that guarantee the existence of a solution r
 C  for
n 1.
We set
   i b  i c2
L   for i 0, 1, . . . .i i i ž /ž / y b b x  x1 1
Ž .Then 4.1 can be rewritten as
f 2r   L r on 0, 1 , 4.4aŽ . Ž .x 0b1
 r x , 0  0 for x
 0, 1 , 4.4bŽ . Ž .
 r 0, y  0 for y
 0, 1 . 4.4cŽ . Ž .
Ž .Note that 4.4c implies that
L L  L r 0, y  0 for k 1, i  0, and j 1, . . . , k , 4.5Ž . Ž .Ž .i i i j1 2 k
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and that by induction we have
k k k  kL   L . 4.6Ž . Ž .Ýi ik kž / ž / x  x0
Ž . Ž .Assuming that r is sufficiently smooth, we can use 4.4a and 4.4c to
i iŽ .derive formulae for  r x 0, y for i 1. First, we have
f
r 0, y  0, y . 4.7aŽ . Ž . Ž .x ž /b1
Ž . Ž . Ž . Ž .Differentiating 4.4a with respect to x and using 4.5 , 4.6 , and 4.7a , we
obtain
f f
r 0, y   L 0, y . 4.7bŽ . Ž . Ž .x x 0ž / ž /ž /b b1 1x
Proceeding in a similar manner, we see that
2 2k f fkr 0, y  L  2 L 0, y . 4.7cŽ . Ž . Ž . Ž .Ýx x x 0 12k ž / ž /ž /b b x 1 1k0
The formulae get more complicated as we increase the order of the
derivatives.
Ž . Ž .We now use 4.7 to derive compatibility conditions on the data of 4.1
n, 
 Ž .that guarantee the existence of a solution r
 C  for n 1.
Ž . Ž THEOREM 4.1. Let r be the classical solution of 4.1 . Let 

 0, 1 . Of
1, 
 1, 
Ž . Ž .f
 C  , then r
 C  if and only if
f 0, 0  0. 4.8aŽ . Ž .
2, 
 2, 
Ž . Ž . Ž .If f
 C  , then r
 C  if and only if 4.8a holds true and
f f
0, 0  0, 0 . 4.8bŽ . Ž . Ž .ž / ž /b b1 2y x
3, 
 3, 
Ž . Ž . Ž . Ž .If f
 C  , then r
 C  if and only if 4.8a and 4.8b hold true
and
f f f
 L 0, 0  0, 0 . 4.8cŽ . Ž . Ž .0ž / ž / ž /ž /b b b1 1 2yx x x
4, 
 4, 
Ž . Ž . Ž . Ž .If f
 C  , then r
 C  if and only if 4.8a  4.8c hold true and
f f f f f




Ž  Ž .Proof. Fix 
 
 0, 1 . Suppose that n  1, f 
 C  , r 

n1, 
 n1 n1 1, 
Ž . Ž .C  , and  r x 
 C  . For k 1, . . . , n 1, consider
k i ki Ž .  x  y of 4.1a for i k, k 1, . . . , 0. We find inductively that
n1 n1j j 1, 
 Ž . r x  y 





Ž . Ž . Ž .C  , then r 
 C  if and only if r 
 C  and
n1 n1 1, 
 Ž . r x 
 C  .
1, 
 Ž . Ž Lemma 4.1 implies that if f
 C  for some 

 0, 1 , then r

1, 
 Ž . Ž .C  if and only if 4.8a is fulfilled.
2, 
Ž . Ž .We now assume that 4.8a is satisfied and that f
 C  . We divide
Ž .4.1a by b and differentiate once with respect to x to see that r is a2 x
solution of the differential equation
b c b f c1 1
r  r   r   r on  .Ž . Ž . yx x xx ž /ž / ž /ž /b b b b b2 2 2 2 2x x x
4.9aŽ .
Ž . Ž .Boundary conditions for r are provided by 4.1b and 4.7a , viz.x
 r x , 0  0 for x
 0, 1 4.9bŽ . Ž .x
and
f
 r 0, y  0, y for y
 0, 1 . 4.9cŽ . Ž . Ž .x ž /b1
1, 
 2, 
Ž . Ž . Ž .The right-hand side of 4.9a lies in C  because f
 C  , r

1, 
  1, 
Ž . Ž . Ž .C  , and b , c
 C  . Lemma 4.1 now shows that r 
 C  if2 x
Ž . Ž .and only if 4.8b is satisfied in addition to 4.8a . Consequently r

2, 
 Ž . Ž .C  if and only if 4.8a, b are satisfied.
3, 
 2, 
Ž . Ž . Ž .Next, let f
 C  and r
 C  . Differentiating 4.9a with
Ž .respect to x and recalling 4.7b , we see that r is the solution of thex x
problem
b c b1 1
r  r   2 rŽ . Ž . Ž .yx x x x x xx ž /ž /b b b2 2 2 x
f c c b1  r   r on  ,xž /ž / ž /ž / ž /b b b b2 2 2 2x x x xx x
 r x , 0  0 for x
 0, 1 ,Ž .x x
f f
 r 0, y   L 0, y for y
 0, 1 .Ž . Ž .x x 0ž / ž /ž /b b1 1x
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3, 
 Ž .We apply Lemma 4.1 once again to see that r
 C  if and only if
Ž .4.8c holds true.
Ž .Proceeding in a similar manner and using 4.7c , we obtain the compati-
Ž .bility condition 4.8d .
The technique of this proof can be used to derive compatibility condi-
n, 
 Ž . Ž .tions for r
 C  when n 4, but 4.8d is already very complicated.
We would clearly obtain n compatibility conditions that together with
n, 
 n, 
Ž . Ž .f
 C  are necessary and sufficient for r
 C  .
5. ASYMPTOTIC EXPANSION AND
SHISHKIN-TYPE DECOMPOSITION
In this section we construct an asymptotic expansion that provides a
Shishkin-type decomposition of the solution u of the problem
2Lu u b u  b u  cu f in  0, 1 , 5.1aŽ . Ž .1 x 2 y
u 0 on   , 5.1bŽ .
where b , b , and c are smooth, with min b   and min b   for1 2  1 1  2 2
some positive constants  and  , and c 0, with  a small parameter1 2
satisfying 0  1. Unlike classical matched asymptotic expansions,
where all that matters is the magnitude of the various terms in the
expansion, we shall also monitor the regularity of these terms and the
magnitudes of their derivatives. Later this will enable us to decompose
the derivatives of u.
An outline of our construction is as follows: the regular part of the
Ž . Ž . Ž .decomposition of u will be U x, y  u x, y  u x, y , where u and1 0 1 0
Ž .u are defined in 5.2 . Now uU is not small along the two sides1 1
Ž . 4x, y 
 : x 1 or y 1 of the boundary , so we use stretched
˜ ˜variables to construct boundary layer functions V and W , which we add1 1
˜Ž .to U . The difference u U  V W is still not small at the corner1 1 1 1
ˆŽ .1, 1 of , so we finally add a corner layer function Z to the expansion.1
Our need to ensure that certain derivatives of these functions satisfy
suitable bounds makes the construction much more complex than in
standard asymptotic expansions.
 The overall approach is an extension of the argument outlined in 2 .
That paper analyses interpolation errors for bilinear finite elements on
Shishkin meshes, for which estimates of only the first-order and second-
order derivatives are required. However, for the sharp analysis of a hybrid
 difference scheme in 8 , we need bounds on the fourth-order derivatives.
 Moreover, the argument in 2 is inconclusive because some important
details are omitted, whereas others are dealt with incorrectly.
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We now start our asymptotic expansion by constructing the regular part
Žof the solution. For this define the functions u and u assuming for the0 1
.moment that the data ensure the existence of the u byi
b u  b u  cu  F on  , 5.2aŽ .1 0, x 2 0, y 0
b u  b u  cu  u on  , 5.2bŽ .1 1, x 2 1, y 1 0
 with the boundary values u  0 and u  0 for i 0, 1.x0 y0i i
4, 
 Ž . Ž LEMMA 5.1. Let f
 C  for some 

 0, 1 . Suppose that f satisfies
f 0, 0  0, 5.3aŽ . Ž .
f f
0, 0  0, 0 , 5.3bŽ . Ž . Ž .ž / ž /b b1 2y x
f f f
 L 0, 0  0, 0 , 5.3cŽ . Ž . Ž .0ž / ž / ž /ž /b b b1 1 2yx x x
f f f f
 L  L  2 L 0, 0Ž .0 0 1ž / ž / ž / ž /ž /ž /b b b b1 1 1 1 yx x x
f
 0, 0 5.3dŽ . Ž .ž /b2 x x x
and
f f
b 0, 0  b 0, 0 . 5.3eŽ . Ž . Ž .2 1ž / ž /ž / ž /b b2 1 y yx x
4, 
 2, 
Ž . Ž .Then u 
 C  and u 
 C  .0 1
Ž .Proof. The assumptions 5.3ad enable us to conclude from Theorem
4, 
 Ž .4.1 that u 
 C  .0
2, 
 Ž .This implies that u 
 C  . We invoke Theorem 4.1 once again to0
2, 
 Ž .see that u 
 C  if and only if1
u 0, 0  0 5.4Ž . Ž . Ž .0
and
u u0 0
0, 0  0, 0 . 5.5Ž . Ž . Ž .ž / ž /b b1 2y x
We clearly have
 u x , 0  u x , 0  0 for x
 0, 1Ž . Ž .0, x x 0, x x x
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and
 u 0, y  u 0, y  for y
 0, 1 .Ž . Ž .0, y y 0, y y y
Ž . Ž .Thus 5.4 is automatically satisfied, whereas 5.5 is equivalent to
b u 0, 0  b u 0, 0 . 5.6Ž . Ž . Ž .Ž . Ž .2 0, x x y 1 0, x y y
Ž .From 4.7b we have
f f
u 0, y   L 0, y .Ž . Ž .0, x x y 0ž / ž /ž /b b1 1 yx
Hence
f
u 0, 0  0, 0 ,Ž . Ž .0, x x y ž /b2 x x
Ž .by 5.3c . Similarly we have
f
u 0, 0  0, 0 .Ž . Ž .0, x y y ž /b1 y y
Ž . Ž . Ž .This is substituted into 5.6 to prove that 5.3e and 5.5 are equivalent.
This completes the proof.
 Remark 5.1. In 2 , the authors claim that if f is smooth and satisfies
 i j f 0, 0Ž .
 0 for 0 i j 2, 5.7Ž .i j x  y
2Ž .then u , u 
 C  . However, the following example shows that these0 1
conditions are not sufficient. Consider the problem
u  u  4 x 3 ,0, x 0, y
u  u  u ,1, x 1, y 0
 u  u  0 for i 0, 1.x0 y0i i
The solution of this problem is given by
x 4 , for y x ,
u x , y Ž .0 3 2 2 3 4½ 4 x y 6 x y  4 xy  y , for y x ,
and
4 x 3 , for y x ,
u x , y Ž .1 2 2 3½12 x y 36 xy  20 y , for y x .
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1 2Ž . Ž .An easy calculation shows that u 
 C  , but u  C  . The condi-1 1
3Ž . Ž .tions 5.7 and Theorem 4.1 guarantee only that u 
 C  and u 
0 0
1 2Ž . Ž .C  . To deduce that u 
 C  from Theorem 4.1, we need u 
1 0
2Ž .C  .
Set
U x , y  u x , y  u x , y .Ž . Ž . Ž .1 0 1
The function U is the regular part of the solution. We have1
L uU   2 u 5.8Ž . Ž .1 1
Ž .by 5.2 .
The difference between the exact solution u and its approximant U is1
 Ž . 4not small on the outflow boundary   x, y 
  : x 1 or y 1 . The
boundary layer functions that we now construct are designed to correct
this discrepancy.
To handle the layer along x 1, we introduce a stretched variable 
˜Ž .defined by  1 x  . Let L denote the operator L expressed in terms
of the variables  and y. Then
˜ 1 1˜ ˜L  , y        b   b   c , 5.9Ž . Ž .˜ ˜ ˜ ˜ ˜ ˜˜ y y 1  2 y
˜ ˜Ž . Ž . Ž . Ž . Ž .where b  , y  b 1  , y , b  , y  b 1  , y , and c  , y ˜1 1 2 2
˜Ž .c 1  , y . The solution  of the equation L  0 is formally expanded˜ ˜
into powers of  , i.e., we set

i     , y .Ž .˜ ˜Ý i
i0
˜ ˜The coefficients b , b , and c are also expanded in Taylor series as powers˜1 2
of  :
j j   bŽ . 1
b˜  , y  1, y ,Ž . Ž .Ý1 jj!  xj0
j j   bŽ . 2
b˜  , y  1, y ,Ž . Ž .Ý2 jj!  xj0
and
j j   cŽ .
c  , y  1, y .Ž . Ž .˜ Ý jj!  xj0
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i ˜Then the coefficients of each  in L  0 are equated to zero. This˜
Ž . Ž 1 . Ž .defines conditions on the  for  , y 
 1,   0, 1 . Considering thei˜
coefficients of 1 and 1, we get
  b 1, y   0 5.10aŽ . Ž .˜ ˜0,  1 0, 
and
  b 1, y   b 1, y   c 1, y    b 1, y  .Ž . Ž . Ž . Ž .˜ ˜ ˜ ˜ ˜1,  1 1,  2 0, y 0 1, x 0, 
5.10bŽ .
The boundary conditions are specified to compensate exactly for the
discrepancy between u and U at the boundary x 1, but merely to be1
small at the opposite boundary:
 0, y u 1, y ,   , y  0 as   for i 0, 1. 5.10cŽ . Ž . Ž . Ž .˜ ˜i i i
Ž .It is easy to solve 5.10 , obtaining
  , y u 1, y eb 1Ž1, y . 5.11aŽ . Ž . Ž .˜0 0
and
b c b1 1, x  , y  u 1, y   u  u 1, yŽ . Ž . Ž .1˜ 1 0, y 0½ b b2 1
b u 1, yŽ . Ž .1, x 02 b Ž1 , y .1 e . 5.11bŽ .52
We set
V˜  , y   , y     , y .Ž . Ž . Ž .˜ ˜1 0 1
Ž .This function approximates the boundary layer along x 1. From 5.9
Ž .and 5.10 we have
˜ ˜ 2LV        b 1, y Ž .˜ ˜ ˜1 0, y y 1, y y 1, x 1, 
1 ˜2  b 1, y   c 1, y    B  , y    Ž . Ž . Ž .˜ ˜ ˜ ˜Ž . 2 1, y 1 1 0 1
1˜ 1˜ B  , y      C  , y     , 5.12Ž . Ž . Ž .˜ ˜ ˜ ˜Ž . Ž .y2 0 1 0 1
˜i ˜i ˜iwhere B , B , and C denote the remainders of the i-term Taylor expan-1 2
sions of b , b , and c in the stretched variables, viz.1 2
12B˜  , y  b 	 , y d	 d ,Ž . Ž .H H1 1, x x
1 1




11˜C  , y  c  , y d .Ž . Ž .H x
1
Let m be a fixed nonnegative integer. Then we have
j 2 1j 2˜ ˜ B  B1 12
 , y  C  ,  , yŽ . Ž . Ž .j j y   y
i j 2˜ B12 i C  ,  , y  CŽ .i j  y
for 2 im and 0 jm, and
j 1 ij 1˜ ˜ B  B2 2 i , y  C ,  , y  C ,Ž . Ž .j i j y   y
j 1 ij 1˜ ˜ C  C
i , y  C ,  , y  C ,Ž . Ž .j i j y   y
for 1 im and 0 jm.
Ž . Ž .From these estimates, 5.11 and 5.12 , we obtain the following results
˜     Ž for V : Let u  u  C for some k 2 and 

 0, 1 . Thenk1, 
 k , 
1 0 1
for any nonnegative integer n, we have
i ˜ V1  1 ,   Ce for 0 i n , 5.13aŽ . Ž .i  4  k , 
 ,   0, 1
˜ ˜  1  LV  , y  C e 5.13bŽ . Ž .1
and
˜ ˜ LV  C , 5.13cŽ .k2, 
 , Ž0 , 1 .Ž0 , 1.1
b Ž1, y .1where we have used min b   to bound the terms  e and 1 1
 eb 1Ž1, y . by Ce.
Ž .We handle the layer at y 1 in a similar manner. Set  1 y 
Ž .and define boundary layer functions w x, asi
w  b x , 1 w  0 5.14aŽ . Ž .0,  2 0, 
and




w x , 0 u x , 1 , w x ,   0 as   for i 0, 1. 5.14cŽ . Ž . Ž . Ž .i i i
We use these to compensate for the discrepancy between u and U at1
y 1. Set
W x ,   w x ,  w x ,  .Ž . Ž . Ž .1 0 1
Ž .Analogously to 5.11 , we obtain
b Ž x , 1.2w x , u x , 1 e 5.15aŽ . Ž . Ž .0 0
and
b c b1 2
w x ,   u x , 1   u  u x , 1Ž . Ž . Ž .1 1 0, x 0½ b b2 2
b u x , 1Ž .Ž .2, y 02 b Ž x , 1.2 e . 5.15bŽ .52
    Ž If u  u  C for some k 2 and 

 0, 1 , then we havek1, 
 k , 
0 1
Ž .the following estimates for W that are analogous to 5.13 :1
j W1  2,  Ce for 0 j n , 5.16aŽ . Ž .j    4k , 
 , 0 , 1  
 2 LW x ,   C e 5.16bŽ . Ž .1
and
 LW  C . 5.16cŽ .k2, 
 , Ž0 , 1.Ž0 , 1 .1
Here L denotes the operator L expressed in terms of the variables x and
.
Ž .Finally, we introduce corner layer functions z  ,  of the stretchediˆ
˜variables to correct the discrepancy between u and U  V W at the1 1 1
Ž . Ž .corner x, y  1, 1 . Note that in the stretched variables  and  the
operator L has the form
ˆ 1 ˆ ˆLz  ,  z  z  b z  b z  cz ,Ž .ˆ ˆ ˆ ˆ ˆ ˆˆ  1  2 ž /
where
bˆ  ,   b 1  , 1  ,Ž . Ž .1 1
bˆ  ,   b 1  , 1  ,Ž . Ž .2 2
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and
c  ,   c 1  , 1  .Ž . Ž .ˆ
We set

iz  z  ,  .Ž .ˆ ˆÝ i
i0
ˆ ˆThe coefficients b , b , and c are also expanded into powers of  andˆ1 2
:
  i j ij   b1ijbˆ  ,   1, 1 ,Ž . Ž . Ž .Ý Ý1 i ji! j!  x  yi0 j0
  i j ij   b2ijbˆ  ,   1, 1 ,Ž . Ž . Ž .Ý Ý2 i ji! j!  x  yi0 j0
and
  i j ij   ci jc  ,    1, 1 .Ž . Ž . Ž .ˆ Ý Ý i ji! j!  x  yi0 j0
ˆThe solution z of the equation Lz 0 is formally expanded into powers ofˆ ˆ
 to derive conditions for the z ,iˆ
z  z  b 1, 1 z  b 1, 1 z  0 5.17aŽ . Ž . Ž .ˆ ˆ ˆ ˆ0,  0,  1 0,  2 0, 
and
z  z  b 1, 1 z  b 1, 1 zŽ . Ž .ˆ ˆ ˆ ˆ1,  1,  1 1,  2 1, 
 z  b 1, 1  b 1, 1Ž . Ž .0ˆ ,  1, x 1, y
 z  b 1, 1  b 1, 1  z c 1, 1 5.17bŽ . Ž . Ž . Ž .ˆ ˆ0,  2, x 2, y 0
Ž 1 .2on   0,  , with boundary conditions1
z  , 0   , 1 , z 0,  w 1, , z  ,  0Ž . Ž . Ž . Ž . Ž .ˆ ˜ ˆ ˆi i i i i
as  ,  . 5.17cŽ .
It can be easily verified that
z  ,  u 1, 1 eb 1Ž1, 1.b2Ž1, 1. . 5.18Ž . Ž . Ž .0ˆ 0
For the existence of a function z that is sufficiently smooth, it is1ˆ
Ž .necessary that the data of 5.17 satisfy the compatibility conditions of
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Ž . Ž .Lemma 2.2 at  ,   0, 0 . We shall see that it is sufficient to check only
the compatibility conditions of order up to 2. We discuss the behaviour of
z near the other corners of  later. Note that the signs of b and b ,1ˆ 1 1 2
Ž .and of the right-hand side of 5.17 are opposite to those of Corollary 2.2.
Ž . Ž .The compatibility condition of order zero for 5.17b, c is, from 2.3a ,
 0, 1 w 1, 0 . 5.19Ž . Ž . Ž .1˜ 1
Ž . Ž .From 5.11b and 5.15b we have
 0, 1 u 1, 1 and w 1, 0 u 1, 1 .Ž . Ž . Ž . Ž .˜1 1 1 1
Ž .Thus 5.19 is automatically satisfied.
Ž . Ž .Next we check the first-order compatibility condition 2.3b . For 5.17b, c
this condition is
 0, 1  w 1, 0  b 1, 1  0, 1  b 1, 1 w 1, 0Ž . Ž . Ž . Ž . Ž . Ž .˜ ˜1,  1,  1 1,  2 1, 
 c 1, 1 z 0, 0 . 5.20Ž . Ž . Ž .0ˆ
We have
 0, 1  w 1, 0  b 1, 1  0, 1  b 1, 1 w 1, 0Ž . Ž . Ž . Ž . Ž . Ž .˜ ˜1,  1,  1 1,  2 1, 
 b u  b u  2cu 1, 1Ž .Ž .2 0, y 1 0, x 0
Ž . Ž .by 5.10 , 5.14 , and continuity arguments. Hence
 0, 1  w 1, 0  b 1, 1  0, 1  b 1, 1 w 1, 0Ž . Ž . Ž . Ž . Ž . Ž .˜ ˜1,  1,  1 1,  2 1, 
 f 1, 1  c 1, 1 u 1, 1 by 5.2a .Ž . Ž . Ž . Ž .0
Ž . Ž . Ž . Ž .Thus 5.20 holds true if and only if f 1, 1  0, because z 0, 0  u 1, 10ˆ 0
Ž .by 5.18 .
Žˆ .Finally we examine the second-order compatibility condition. Let f  ,
Ž .denote the right-hand side of 5.17b . Then this compatibility condition
reads
2   2b 1, 1   b 1, 1  0, 1Ž . Ž . Ž .˜ ˜ ˜ž /1,  1 1,  1 1, 
2 w  2b 1, 1 w  b 1, 1 w 1, 0Ž . Ž . Ž .ž /1,  2 1,  2 1, 
ˆ ˆ ˆ ˆ f  b 1, 1 f 0, 0  f  b 1, 1 f 0, 0 . 5.21Ž . Ž . Ž . Ž . Ž .ž / ž / 1   2 
Ž . Ž .Formulae 5.10 and 5.14 , and continuity arguments yield
2 2  2b 1, 1   b 1, 1  0, 1  b b u 1, 1Ž . Ž . Ž . Ž .˜ ˜ ˜ Ž .ž /1,  1 1,  1 1,  1, x 1 0
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and
2 2w  2b 1, 1 w  b 1, 1 w 1, 0  b b u 1, 1 ,Ž . Ž . Ž . Ž .Ž .ž /1,  2 1,  2 1,  2, y 2 0
Ž .whereas 5.17b gives
fˆ 0, 0  b 1, 1 z 0, 0  b 1, 1 z 0, 0  c 1, 1 z 0, 0Ž . Ž . Ž . Ž . Ž . Ž . Ž .ˆ ˆ ˆ 1, x 0,  2, x 0,  0, 
and
fˆ 0, 0  2b 1, 1 z 0, 0  2b 1, 1 z 0, 0Ž . Ž . Ž . Ž . Ž .ˆ ˆ 1, x 0,  2, x 0, 
 c 1, 1 z 0, 0 .Ž . Ž .0ˆ , 
Ž .Hence, using 5.18 , we get
ˆ ˆ 2f  b 1, 1 f 0, 0  b b b  b b 1, 1 u 1, 1Ž . Ž . Ž . Ž .Ž .ž / 1  2, x 1 2 1, x 1 0
and similarly
ˆ ˆ 2f  b 1, 1 f 0, 0  b b b  b b 1, 1 u 1, 1 .Ž . Ž . Ž . Ž .Ž .ž / 2  1, y 1 2 2, y 2 0
Ž .Thus 5.21 is fulfilled if and only if
b 1, 1  b 1, 1 .Ž . Ž .2, x 1, y
Ž . Ž . Ž .If f 1, 1  0 and b 1, 1  b 1, 1 , then we can explicitly set2, x 1, y
b c b2 1, x
z  ,  u 1, 1   u  u 1, 1Ž . Ž . Ž .1ˆ 1 0, y 0½ b b1 1
b u 1, 1 b c bŽ . Ž .1, x 0 1 2, y2   u  u 1, 1Ž .0, x 02 b b2 2
b u 1, 1Ž .Ž .2, y 02 b Ž1 , 1.b Ž1 , 1.1 2   u b 1, 1 e . 5.22Ž . Ž .Ž .0 1, y 52
From this we see that if the compatibility conditions of order 1 and 2 are
satisfied, then all higher-order compatibility conditions are automatically
satisfied.
The following lemma gives estimates on z and its derivatives.1ˆ
   LEMMA 5.2. Let n 2 be an integer. Let u  u  C. Assume1 00 1
Ž . Ž . Ž .that f 1, 1  0. If n 4, we assume also that b 1, 1  b 1, 1 . Then1, y 2, x
nŽ . Ž .there exists a solution z of 5.17 with z
 C  andˆ ˆ1 1
i j zˆ1   1 2 ,   Ce 5.23Ž . Ž .i j 
for 0 i, j n.
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Proof. For n 4 the truth of the theorem follows immediately from
Ž .5.22 .
 4 Ž .Now let n
 2, 3 . First note that 5.17b, c is not a well-posed bound-
ary value problem on  . Using the notation of Section 2, we have1
g    , 0 and g  w 0,  ,Ž . Ž . Ž . Ž .ˆ ˜ ˆs 1 w 1
but neither g nor g is given. We now show that these boundaryˆ ˆe n
conditions can be assigned in such a way that the solution z of the1ˆ
Ž .resulting well-posed boundary value problem satisfies 5.23 .
 1 2Ž . Ž . Ž . Ž .Fix 

 0, 1 . We set r  ,  z  , e with min b x, y 1ˆ  1
 Ž . Ž .   and min b x, y     to transform 5.17b, c . The func-1 1  2 2 2
tion r should satisfy
˘  Lr r  r  b 1, 1  2 r  b 1, 1  2 rŽ . Ž .Ž . Ž .  1 1  2 2 
       b 1, 1     b 1, 1 r  in  ,Ž . Ž .Ž . Ž .1 1 1 2 2 2 1
5.24aŽ .
 1 r  , 0  g  , r 0,   g  for  ,
 0,  , 5.24bŽ . Ž . Ž . Ž . Ž .s w
where
       g  g  C.3, 
 ,  3, 
 , 0, 1  3, 
 , 0, 1 s w1 
Ž .The compatibility conditions at the corner 0, 0 are not affected by the
transformation and so are still fulfilled.
Ž .We now extend 5.24 to a properly posed boundary value problem by
imposing boundary conditions
 1 r  , 1  g  , r 1,   g  for  ,
 0,  , 5.25Ž . Ž . Ž . Ž . Ž .n e
n, 
 Ž 1 .such that g , g 
 C 0,  and that the compatibility conditions aren e
satisfied at the three other corners of  .1
Ž 1 .Inspecting the compatibility conditions at the corner  , 0 , we get
Ž .Ž .  Ž .Ž .  Ž .conditions for g 0 for  0, 1, 2, with g 0  C, by 5 . Clearly theree e
Ž .Ž . Ž . Ž  .Ž .exists a polynomial p with p 0  g for  0, 1, 2 and p 12  0e e e e
for  0, . . . , n. We set
 p  if 
 0, 12 ,Ž .e
g   5.26Ž . Ž .e 1½ 0 if 
 12,  .Ž .
n, 
 Ž .  We have g 
 C 0, 1 and g  C.n, 
 , 0, 1 e e
Ž 1 . Ž 1 1.The compatibility conditions for the corners 0,  and  ,  yield
Ž .Ž . Ž .Ž 1 .conditions for g 0 and g  , for  0, 1, 2. Then there existn n
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Ž . Ž . Ž .Ž . Ž .Ž .polynomials p and p such that p 0  g 0 and p 0 n, 0 n, 1 n, 0 n n, 1
Ž . Ž .Ž 1 . Ž  .Ž . Ž  .Ž .1 g  for  0, 1, 2 and p 12  p 12  0 for n n, 0 n, 1
0, . . . , n. We set
 p  if 
 0, 12 ,Ž .n , 0
10 if 
 12,   12 ,Ž .g   5.27Ž . Ž .n
1 1 1p    if 
   12,  .Ž .n , 1
n, 
 Ž .  This function satisfies g 
 C 0, 1 and g  C.n, 
 , 0, 1 n n
˘Ž .Whereas the coefficient of r in 5.24a is negative, the operator L
Ž . Ž .satisfies a maximum principle and the boundary value problem 5.24  5.27
is well posed. Lemma 2.2 applies and guarantees that the solution r lies in
 n, 
   1 2Ž . Ž . Ž .C  . Consequently, z  ,   r  ,  e also lies inˆ1 1
n, 
 Ž . Ž .C  and is a solution of 5.17 .1
˘Ž .Next we prove 5.23 for i j 0. The operator L satisfies a compari-
2Ž . Ž .son principle. That is, if two functions s, t
 C   C  satisfy1 1
˘ ˘ Ž .  Ž . Ž .  Ž .  Ž . Ž .Ls  ,   Lt  ,    ,  
 and s  ,   t  ,    ,  
1
Ž .  Ž .  Ž . , then for every  , 
 , we have s  ,  t  , . In this1 1
case we call t a barrier function for s. Applying this comparison principle
Ž .with the barrier function t  ,  C , where the constant C is chosen1 1
 sufficiently large, we can show that we have r  C . Then Theorem 3.10 1
applies with d 1 and yields
 r  C.n , 

Ž . Ž .  1 2 Finally apply the transformation z  ,   r  , e to obtain1ˆ
the desired bounds on the derivatives of z .1ˆ
We set
Zˆ  ,   z  ,    z  , .Ž . Ž . Ž .ˆ ˆ1 0 1
Ž .Then 5.17 yields
ˆ ˆLZ    b 1, 1  b 1, 1 zŽ . Ž . ˆŽ .1 1, x 1, y 1, 
   b 1, 1  b 1, 1 zŽ . Ž . ˆŽ .2, x 2, y 1, 
1 ˆ2 1 ˆ2 c 1, 1 z   B z   z   B z   zŽ . Ž . Ž .ˆ ˆ ˆ 1 1 0 1 2 0 1
1ˆ C z   z ,Ž .0ˆ 1
ˆ2 ˆ2 1ˆwhere B , B , and C are the remainders of the Taylor expansions of b ,1 2 1
b , and c.2
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Ž . Ž .Similarly to 5.13 and 5.16 , we have the following result: Let the
assumptions of Lemma 5.2 hold true. Then
i j ˆ Z1 Ž    .1 1 ,   Ce for 0 i , j n , 5.28aŽ . Ž .i j 
ˆ ˆ Ž 1  2. LZ  ,  C e 5.28bŽ . Ž .1
and
ˆ ˆ LZ  C . 5.28cŽ .n2, 
 , 1 1 
Now we can state the main results of this article.
4, 
Ž . Ž .THEOREM 5.1 Shishkin-Type Decomposition . Let f
 C  for
Ž .some 

 0, 1 . Let n 2 be an integer. Suppose that f satisfies the
compatibility conditions
f 0, 0  f 0, 1  f 1, 1  f 1, 0  0Ž . Ž . Ž . Ž .
that
f f
0, 0  0, 0 ,Ž . Ž .ž / ž /b b1 2y x
f f f
 L 0, 0  0, 0 ,Ž . Ž .0ž / ž / ž /ž /b b b1 1 2yx x x
f f f f f
 L  L  2 L 0, 0  0, 0 ,Ž . Ž .0 0 1ž / ž / ž / ž / ž /ž /ž /b b b b b1 1 1 1 2yx x x x x x
and
f f
b 0, 0  b 0, 0 .Ž . Ž .2 1ž / ž /ž / ž /b b2 1 y yx x
If n 4, then we assume in addition that
b 1, 1  b 1, 1 .Ž . Ž .2, x 1, y
3, 
Ž . Ž .Then the boundary alue problem 5.1 has a classical solution u
 C  ,
and this solution can be decomposed as
u S E  E  E ,1 2 12
where
  
  S   S  C ,2 2, 
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 whereas for all x, y
 0, 1 we hae
i E1 i  Ž1x .1x ,   C e ,Ž .i  4   x  , 
 , x  0, 1
j E2 j  Ž1y.2, y  C e ,Ž .j y    4 , 
 , 0 , 1  y
and
i j E12 Ž ij. Ž  Ž1x . Ž1y ..1 2x , y  C eŽ .i j x  y
Ž .for 0 ,  2 and 0 i, j n. Moreoer, for all x, y 
 we hae
   1Ž1x .LE x , y  C e ,Ž .1
   2Ž1y .LE x , y  C e ,Ž .2
and
  Ž 1Ž1x . 2Ž1y ..LE x , y  C e .Ž .12
3, 
 Ž .Proof. First we have u
 C  by Lemma 2.1.
4, 
 Ž .The hypotheses on f enable us to apply Lemma 5.1. Thus u 
 C  ,0
2, 
 Ž .u 
 C  , and1




˜E x , y  V  , y , E x , y W x ,  , andŽ . Ž . Ž . Ž .1 1 2 1
ˆE x , y  Z  ,  .Ž . Ž .12 1
2, 
 Ž .We see that U , E , E , and E lie in C  . This follows from the1 1 2 12
˜ ˆ Ž . Ž . Ž .definitions of U , V , W , and Z , equations 5.11 , 5.15 , and 5.18 , and1 1 1 1
Ž . Ž . Ž . Ž .Lemma 5.2. Furthermore, inequalities 5.13a , 5.16a , 5.28a , and 5.29
yield
 U  C 5.30Ž .2, 
1
and the desired bounds on the partial derivatives of the E . The estimatesj
Ž . Ž . Ž .when L is applied to each E follow from 5.13b , 5.16b , and 5.28b .k
We define the remainder R of the asymptotic expansion by




Ž . Ž .Then R
 C  because all terms on the right-hand side lie in C  .
Moreover, R satisfies
LR u  2 L E  E  E  f .Ž .1 1 2 12 R
Thus
  1 1Ž1x . 1  2Ž1y.LR x , y  C 1  e   eŽ .
1 Ž 1Ž1x . 2Ž1y .. 4 e ; 5.31Ž .
Ž . Ž . Ž . Ž .this bound follows from inequalities 5.13b , 5.16b , 5.28b , and 5.29 .
From the boundary conditions imposed on the u ,  , w , and z earlier˜ ˆi i i i
in this section and the exponential decay of the last three of these terms,
we infer that R is exponentially small on the boundary . Because L
satisfies a comparison principle, we can use the barrier function
  1Ž1x .    2Ž1y . C 1 e 1 e ,1
with C chosen sufficiently large, to show that1
 R  C.0
Ž . Ž . Ž .We infer from Lemma 5.1, 5.13c , 5.16c , and 5.28c that
  
 1f   f  C . 0R R 0, 

Now Theorem 3.2 applies and yields
    
 1   1   1R  C f   f   R   R  C 5.32a  Ž . 41 0 0 2, 




R   R 2 2, 

1   1
 2   2   C  f   f   R   R  40 0 2, 
 , R R 0, 

 C2 . 5.32bŽ .
We set SU   2R. The desired bounds on the partial derivatives of S1
Ž . Ž .follow from 5.30 and 5.32 .
Remark 5.2. It is not possible to invoke Corollary 3.1 to bound R
   above, as is asserted in 2 , for to do this, we need f bounded1, 
R
uniformly in  .
Remark 5.3. If we are interested in estimates for only the first-order
derivatives of the various parts of the decomposition, then a number of
compatibility conditions can be discarded, as we now describe.
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2, 
 Ž . Ž .Let f
 C  for some 

 0, 1 . Let n be a positive integer.
Suppose that f satisfies the compatibility conditions
f f
f 0, 0  0 and 0, 0  0, 0 .Ž . Ž . Ž .ž / ž /b b1 2y x
Ž .Then the boundary value problem 5.1 has a classical solution u

1, 
 Ž .C  , and this solution can be decomposed as
u S E  E  E ,1 2 12
where
  
  S   S  C ,1 1, 

Ž .whereas for all x, y 
 we have
i E1 i  Ž1x .1x ,   C e ,Ž .i  4   x  , 
 , x  0, 1
j E2 j  Ž1y.2, y  C e ,Ž .j y    4 , 
 , 0 , 1  y
and
i j E12 Ž ij. Ž  Ž1x . Ž1y ..1 2x , y  C eŽ .i j x  y
Ž .for 0 ,  1 and 0 i, j n. Moreover, for all x, y 
, we have
   1Ž1x .LE x , y  Ce ,Ž .1
   2Ž1y .LE x , y  Ce ,Ž .2
and
  Ž 1Ž1x . 2Ž1y ..LE x , y  Ce .Ž .12
 Remark 5.4. Shishkin 12 was the first to introduce such a splitting of
Ž .the solution of problems like 5.1 . For the one-dimensional problem
Luu  b x u f x on 0, 1 , u 0  u 1  0,Ž . Ž . Ž . Ž . Ž .
he proved that the solution u can be decomposed as
u S E,
where for any prescribed order q the smooth part S of the solution
satisfies
 LS f and S  C ,q
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whereas the layer part E satisfies
 Žk .  k  Ž1x .LE 0 and E x  C eŽ .
 for 0 k q; see 10, Chap. 8 .
This approach differs from the more standard type of decomposition
 that is found for example, in 4 , where the splitting is less revealing.
In contrast to this Shishkin decomposition, we do not precisely have
LS f and LE 0. Therefore, we call the splitting of u in Theorem 5.1 a
Shishkin-type decomposition.
 The property LE 0 has been used, e.g., in 13 , to analyse a finite
difference scheme using truncation error and barrier function arguments.
 In 8 we demonstrated that the weaker estimates on the LE s of Theoremk
5.1 are sufficient for the analysis of the scheme.
 Remark 5.5. Miller et al. 10, Chap. 12 tried to construct a decomposi-
Ž .tion for the solution of 5.1 with c 0, where the smooth part S lies in
3Ž .C  and satisfies LS 0. They set
S u  u   2 u ,0 1 2
Ž .where u and u are defined as in 5.2 and u is the solution of0 1 2
2Lu  u in  0, 1 ,Ž .2 1
u  0 on .2
3  Ž .However, in 10 no conditions are given that guarantee that u 
 C  ;2
 see 2 for a detailed discussion.
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