Abstract. Effects of spatial regularity and locality assumptions in the extended Kalman filter are examined for oceanic data assimilation problems. Biorthogonal wavelet bases are used to implement spatial regularity through multiscale approximations, while a Markov random field (MRF) is used to impose locality through spatial regression. Both methods are shown to approximate the optimal Kalman filter estimates closely, although the stability of the estimates can be dependent on the choice of basis functions in the wavelet case. The observed filter performance is nearly constant over a wide range of values for the scalar weights (uncertainty variances) given to the model and data examined here. The MRF-based method, with its inhomogeneous and anisotropic covariance parameterization, has been shown to be particularly effective and stable in assimilation of simulated TOPEX/POSEIDON altimetry data into a reduced-gravity, shallow-water equation model. The structure of the error covariance matrix is partially dependent on the observation network (the sampling patterns associated with the extraneous data) and hence is highly variable from case to case, even with the same dynamic model. In practice, the regularity assumptions are useful in situations where the data density and analysis objective are appropriate for long-distance correlation structures. For data sets sampled sparsely over space (e.g., six tide gauges for the tropical Pacific 
Introduction
From a mathematical perspective, data assimilation in physical oceanography implies solution of an overdetermined system of equations for the prognostic variables of a circulation model. In numerical models, data are typically used selectively to provide the necessary values, including the initial and boundary conditions and forcing fields, to establish the forward (time) recursion for the prognostic variables. In data assimilation the time trajectories of the model variables are further constrained by extraneous data, usually inferred from ship, buoy, float, and satellite measurements but also possibly obtained from measured or simulated specifications of openboundary conditions and air-sea interfaces. A classic approach to evaluate the overconstrained variables objectively is to apply an optimality condition, such as a least squares criterion [Sasaki, 1970; Thacker and Long, 1988; Bennett, 1992; Wunsch, 1996] , which is employed by most of the sophisticated data assimilation methods under consideration today [Ghi! and Malanotte-Rizzoli, 1991; Talagrand, 1997] . Although solution techniques for a least squares formulation are relatively straightforward in theory, they present serious practical problems with computational speed and storage owing to the large number of variables required to represent a prognostic state in typical ocean circulation models. Approximate solution techniques are thus necessary for objective data assimilation at present. In this paper, such approximation techniques are examined in conjunction with the Kalman filter, a sequential algorithm based on the probability theory, that allows formulntic, n 9nct intprprptnticm c 1974], and image processing [Geman and Geman, 1984] for dynamically update the inhomogeneous MRF description of statistical description of complex spatial patterns. In our ap~ the covariance matrix in a manner consistent with a given proach to Kalman filter approximation the MRF essentially ocean circulation model is presented. Performance of the rereplaces the covariance matrix with a diagnostic (spatial) op-sulting approximate Kalman filter is then assessed through a eratot, or a finite difference operator with a numerical com-variety of simulated data assimilation experiments. plexity similar to that of a geostrophic balance equation, operating on the prediction/analysis error process. The role of the diagnostic operator then is to encode the correlation structure in the error process, and the order of this finite difference 2. Data Assimilation With Kalman Filter operator determines the correlation scales of the covariance We first formulate the data assimilation task as a weighted approximation. least squares problem and designate the Kalman filter as a The emphasis in this paper is on realization of locality as a means to solve this minimization problem. The readers familstrategy for assimilation of relatively dense and widely sampled iar with the Kalman filter may skip to section 3, after glancing satellite-based oceanic measurements. A numerical scheme to at the mathematical notations in this section. The optimal filter gain K/• given in (7) would make the data-update equation (5) for a given k equivalent to the optimal interpolation [Daley, 1991] and Gauss-Markov estimator [Wunsch, 1996] applied to a variety of operational geophysical data analysis. The Kalman filter can thus be naturally interpreted as a time sequence of spatial interpolators, in which the optimality criteria evolve in a manner consistent with the model dynamics and data distribution (observation network). 
Let the equations for a numerical ocean circulation model

Reduction of Covariance Dimension
Approximation of a covariance matrix through parameterization of its correlation structure is a common practice in geophysical data interpolation [e.g., Mariano and Brown, 1992] . For the inhomogeneous and anisotropic covariance matrix Pk in a Kalman filter, the regularity (smoothness) and locality (decay) assumptions are realized mathematically using "subspace projection" and "spatial regression" schemes, respectively. The mathematical issue here is to develop a parameterized arithmetic recursion consistent with the optimal covariance dynamic equations (6)-(8). Specifying the error mode functions in terms of a characteristic scale is especially appealing, as some notion of "locality" may be imposed using the scale parameter (in addition to regularity already assumed in the mode functions). Smooth and locally supported functions like spline bases seem to possess qualities that satisfy both the regularity and locality assumptions. In particular, the spline functions associated with the wavelet-based "multiresolution analysis" [Daubechies, 1992] offer a systematic approach to construct an approximation subspace B defined by a characteristic scale length. These basis functions are self-similar functions that change their scales diadically (by a factor of 2) between two adjacent levels in scale space (Figure 1) . Each level of coarse-scale approximation thus reduces the dimension of the original subspace by half, so that using • levels of approximation would result in n = N2-e. A numerically convenient set of multiresolution basis functions is the compactly supported, biorthogonal wavelet ("scaling") functions [Daubechies, 1992] . With these functions, both B and T become sparse and banded matrices, offering computational advantages (Appendix A). We use such a subspace B in the numerical experiments (section 4). 
Subspace Projection for Spatial
Numerical Experiments
Synthetic data assimilation problems have been formulated to observe the behavior of the approximate Kalman filter schemes in a controlled setting. Our approach is to first examine the filter performances in simple problems in which various controls are possible and then gradually increase the complexity for more relevance to realistic ocean data assimilation problems, such as incorporation of satellite altimetry data. The prognostic equations (4) in these problems are given by dynamic components of the Navier-Stokes equations with progressively less simplifications. The first set of experiments consists of univariate diffusion and advection dynamics in which the exact evolution of the prognostic variable is known analytically. In the second set of experiments a linearized shallow- qualitative accuracy due to the approximations of the Kalman filter. In the diffusion-fiat case both approximated filters have actually produced more desirable (regular) estimates owing to the imposed smoothness that compensates for our use of diagonal parameter matrices (e.g., Qk). For each filter (optimal, MRF, or wavelet) and assimilation problem (one of the four cases of diffusion/advection-perfect/ fiat) a steady state RMS error value is computed for each of the 25 combinations of the filter parameters (q, r, and the initial variance). It is observed that, among the 25 parameter combinations for a given assimilation problem, the RMS values are nearly identical when the parameter ratio q/r has the same value. This "model-to-data" variance ratio defines the relative weights assigned to the model and data in the least squares formulation (3). A small value of the q/r ratio implies relatively high trust (weight) in the model, while a large value implies more trust in the data. Although the model-to-data ratio q/r is effectively the only filter parameter in the problems examined here, the long-term filter performance is relatively insensitive to the value of q/r, except when q/r is extremely small (when the data are weighed negligibly compared with the model). This can be observed in each RMS error plot of Figure 6 as the almost-constant error value for q/r > 0.01. In particular, the RMS errors are, at most, 10% for q/r > 0.01, indicating that an estimation quality similar to one displayed in Figure 5 
Linearized Shallow-Water Model
A multivariate dynamic system is used to observe the performance of the optimal, wavelet-approximated, and MRFapproximated Kalman filters. The data assimilation problem examined here is nearly identical (except for some differences in discretization and parameterization) to the configuration studied by Ghil 
Discussion and Summary
Success in data assimilation depends heavily on characterization and parameterization of the prediction/analysis error covariances. A highly compact parameterization is not only a computational necessity but also inevitable by virtue, as error characterizations available to data assimilation tend to be only qualitative and/or empirical. For example, if a physical or systematic description of prediction errors were available, it is much more likely that this knowledge is used to improve the prognostic equations (4) rather than the data assimilation procedure. The two numerical approaches examined in this paper, subspace projection and MRF-based regression, can effectively represent the N x N error covariance matrix using only n 2 and nN parameters, respectively, where n < N. For subspace projection, n can have a wide range of values depending on the subspace dimension. In particular, an EOF subspace tends to have a very small n, e.g., n • 10 for cases in section 4.1. The scale-dependent subspace of wavelets usually requires a larger n (n/N is constrained by the scale constant), while the spectral (wavenumber) mode subspace is still larger. For the MRFbased approach, n is determined by the order of approximation, e.g., n = 13 for the second-order structure (Figure 2b The performance of the approximate filters, if stable, is generally insensitive to the relative weights (i.e., the ratio q/r) given to the model and data, especially when the weight for the data is at least that of the model (q/r >_ 1). This parameter insensitivity is encouraging with respect to robustness of the filter outputs, such as analyses of satellite altimetric data. Assimilation of simulated TOPEX/POSEIDON data into a multilayer version of MICOM has resulted in asymptotically diminishing RMS tracking errors (to be presented), similar to those in the single-layer case discussed in section 4.3. For a much more sparsely sampled data set, assimilation outputs can become sensitive to the filter parameters, particularly to the correlation structure of model error in Q/•, as noted by Bennett and Budgell [1987] and others. This implies that the correlation scale of the error covariances depends partly on the resolving power of the observation network at hand. The particular method of MRF parameterization has additional possibilities that remain to be investigated. First, the MRF framework has been used for statistical characterization of geometrical patterns like discontinuity contours and estimation of them using a stochastic relaxation procedure like simulated annealing [Geman and Geman, 1984] . This may lead to an assimilation procedure for contour data such as fronts and rings detected on sea-surface temperature maps (satellite based). Second, the MRF parameters should be able to be dynamically updated by simulation of error ensemble [Evensen, 1994] , as an alternative to the tangent linear approximation scheme used in this paper. This alternative appears to be useful for a prediction of MRF over multiple time steps. Finally, the use of diagnostic equations as "generalized data" (section 4.3.3) needs to be examined for practical cases such as "assimilation" of open boundary conditions. In summary, the Kalman filter generally regards the prognostic equations (4) as a firstorder autoregression in time, on which the covariance prediction equation (6) 
The last step is due to a block matrix inversion formula, i.e., shown to be equivalent to the recursion steps (28) and (17), which can be verified by elimination of terms after substituting (2S) into (17).
B3. Data Update of Information Matrix
To verify the data-update step ( 
