New estimators of the inverse Gaussian failure rate are proposed based on the maximum likelihood predictive densities derived by Yang (1999) . These estimators are compared, via Monte Carlo simulation, with the usual maximum likelihood estimators of the failure rate and found to be superior in terms of bias and mean squared error. Sensitivity of the estimators against the departure from the inverse Gaussian distribution is studied.
INTRODUCTION
The inverse Gaussian (IG) distribution arises as the first passage time distribution of a Brownian motion, hence it is suitable for describing physical phenomena such as the time to fatigue of a metal specimen and the time to failure of a component, etc.. Its probability density function (pdf), denoted by IG (μ, λ) , usually takes the following form:
f(y; μ, λ) = (λ/2πy
3 ) 1/2 exp[−λ(y − μ) 2 /2μ 2 y], y > 0; μ > 0, λ > 0,
determines the shape of the IG distribution and the density is highly skewed for small to moderate values of φ. As φ increases, the IG tends to normal. The reliability and failure rate functions for (1) have the forms:
R(t; μ, λ) = Φ (λ/t) 1/2 (1 − t/μ) − e 2λ/μ Φ −(λ/t) 1/2 (1 + t/μ) ,
r(t; μ, λ) = (λ/2πt
where Φ denotes the cumulative density function (CDF) of the standard normal.
The usual estimator of r(t; μ, λ) is the maximum likelihood estimator (MLE)
where the unknown parameter(s) in the function are replaced by their MLEs. Chang (1994) obtained confidence bounds for r (t; μ, λ) with the center curve (point estimator) being the MLE. The bounds are obtained by converting the confidence intervals for parameters by means of Bonferroni inequality, hence are conservative. The MLE method is known to be simple and easy to implement, but can give rise to estimators with large bias and mean squared error (MSE) when sample size is not large. Yang (1999) derived the maximum likelihood predictive densities (MLPDs) for the inverse Gaussian distribution and found successful applications in reliability and lifetime predictions. In this article, we consider applying these MLPDs to give estimators of r(t; μ, λ) for the cases of one or both parameters unknown, and using
Monte Carlo simulation to evaluate the performance of these estimators. In the case of lack of information on the relevant distribution, a nonparametric method described in Modarres (1993, p82) can be used, but again this method does not usually have a satisfactory performance when sample size is not large. For a complete account of the IG distribution, see the specialized monographs of Chhikara and Folks (1989) , and Seshadri (1993 Seshadri ( , 1998 
MLPDs FOR THE IG DISTRIBUTION
.., Y n ) be a sample of past observations from an IG distribution with pdf f(y; μ, λ) and Y n+1 or T be a future observation from the same population.
The MLPD for T = Y n+1 based on Y = y is defined by Lejeune and Faulkenberry (1982) as follows:f
where θ = μ or λ or θ = (μ, λ), depending on the parameter situation. LetȲ and Y be, respectively, the arithmetic and harmonic means of the past sample, andȳ and y be their observed values. The MLPDs for the inverse Gaussian distribution (Yang, 1999 ) have the forms:
respectively, for the cases of both μ and λ unknown, only λ unknown, and only μ unknown. The quantities k(y), k(y, μ) and k(y, λ) are the normalizing constants which depend only on the past sample. In (6), write q = n(ȳ +ỹ − 2μ) and define
As w is monotonically decreasing for t ∈ [0, μ] and monotonically increasing for 0, μ] and [μ, ∞), respectively, by applying Appeared in: Journal of Statistical Computation and Simulation, 2001, 71, 201-213. the transformation and then combining the two integrals for cancelation, one obtains (6) is seen to be the same as the Bayesian predictive density given in Chhikara and Guttman (1982) . There are no closed form expressions for the other two constants and hence they have to be found through numerical integrations.
Lejeune and Faulkenberry presented a general theory regarding the consistency of a MLPD. They indicated that the conditions of their theory are satisfied by distributions in the exponential family. Thus, the MLPDs given above are consistent for estimating the IG pdf as the inverse Gaussian distribution belongs to the exponential family. In fact, it is not difficult to verify directly that the MLPDs (5)- (7) are consistent estimators of f(y; μ, λ). We omit this verification for brevity.
THE MLPDEs OF FAILURE RATE
The IG failure rate function given in (3) looks very complicated, hence the related inference methods should be also complicated. However, when only point estimation is of concern, one is still able to find simple ways to do so, which may be sufficient for most of the practical purposes if the estimator is accurate enough.
The simplest method of estimating r(t; μ, λ) may be the maximum likelihood method where the unknown parameter(s) in r(t; μ, λ) are simply replaced by their MLEs. 
Thus, the resulted MLEs of r(t; μ, λ) becomer(t; μ) = r(t; μ,λ(μ)) when λ is unknown, r(t; λ) = r(t;μ(λ), λ) when μ is unknown, andr(t) = r(t;μ,λ) when both
are the restricted MLEs, given the other parameter.
As mentioned in the introduction, the MLE method is simple, but can give rise to estimators with large bias and MSE. Thus, a better method is desirable. We propose the so-called MLPD estimator (MLPDE) of r(t; μ, λ) by considering the MLPD as an estimator of the unknown pdf. Thus, the MLPDEs of the IG failure rate are defined
where the components of θ = (μ, λ) may not be known all at once. Unlike the MLE, the MLPDE incorporates both the past and future observations in the maximization process, hence should be (at least intuitively) less variable than MLE because of the involvement of more information. It may be of interest to see the behavior of the MLPDE of the IG failure rate relative to the existing estimators. As the MLPDE has close analogy to the MLE, we restrict our comparison between these two estimators.
First, it is obvious that the MLEs of r(t) = r(t; μ, λ) are consistent as the MLEs of μ and λ are consistent. The MLPDEs are also consistent since the MLPDs are consistent estimators of the true density function. Thus, when sample size is large, the two estimators should behave similarly.
Although consistency is an important feature of an estimator, it is much more important for an estimator to possess good small sample properties. The complicated expressions for the MLE and MLPDEs, especially the latter, may prohibit any analytical study regarding the small sample properties of these estimators. We thus turn to Monte Carlo simulation. The case of both parameters unknown is clearly the most practical case. We will concentrate our study on this situation. Although we believe that the behavior of the IG failure rate estimators depends mainly on the shape (φ = λ/μ) of the distribution, it is important to investigate whether the behavior of the estimators depend on the magnitude of the parameter values. To this end, for n = 30, we explore the effect of multiplying (μ, λ) = (.25, 1.0) by 10 and 100, so that the ratio of μ and λ is kept the same. The simulation results are summarized in Table 2 . The results show that the behavior of the estimators does not depend much on the magnitude of the parameters. However, as the parameter values increase, the population becomes more spread out and the values of r(t) thus tend to be smaller. The absolute bias and MSE depend on the magnitude of r(t). 
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SENSITIVITY ANALYSIS
Having studied the properties of the MLPDE when data come exactly from an IG distribution, a natural question to be asked is what will happen if the data does not follow an IG distribution, i.e., how sensitive is the estimator with respect to a departure from the IG assumption. There are many forms of departure from the IG assumption. We consider two popular forms and investigate the sensitivity of the MLPDE under each form of departure: a) the data is contaminated in the sense that a few observations arise from an IG distribution with a smaller or a larger mean while the majority follow the designated IG distribution, and b) the data is from another distribution. There are many other distributions that can be used to describe fatigue and lifetime data, such as lognormal, gamma, Weibull, etc.. However, in terms of failure pattern, the lognormal may be the one that is closest to the IG distribution in that both distributions are monotonic, increasing and then decreasing. The difference is that the lognormal failure rate converges to zero while that of IG converges to a constant as the time approaches infinity.
The results given in Table 3 represent the case that the data is contaminated by either 5% or 10% on each side. The results show that the estimators are quite robust with respect to the contamination. They are less sensitive to contamination when the population is more skewed (the upper part of the table).
In practice, given a real data set, there may be more than one choice of distribution to fit. A goodness of fit test may help, but it usually fails to differentiate distributions of similar shape. We now investigate the sensitivity issue when data is from some other life distribution. Three popular life distributions, the lognormal, gamma and Weibull, are considered. Their pdfs are, Some results are given in Table 4 . From the results we see that when data is generated from a lognormal distribution, the two estimators perform quite well, especially when data is not too skewed. The MLPDE again outperforms the MLE in terms of relative efficiency. However, when the data is generated from a distribution that has a different failure pattern, such as gamma and Weibull, the performance of the two estimators are poor, especially at the early stages. More simulation has been performed for both cases, including the one-sided contamination case. It is found the performance of the two estimators are worse in the one-sided contamination case. Yang (1999) are considered again here to illustrate the failure rate estimation. The first two examples correspond to real data sets and the last corresponds a simulated data for the purpose of comparing the estimated failure rate with the true one. All three data sets are reproduced here for completeness. Again, our illustration concentrates on the most realistic case: both parameters unknown. The plots of the estimated failure rates in Figure 1 show that the MLE and MLPD agree well at the early stage, but start to move apart as the time increases. They can be significantly different at the tail area, especially when n is small. The plot for the simulated data shows that the MLPD failure rate curve is 152.7, 172.0, 172.5, 173.3, 193.3, 204.7, 216.5, 234.9, 262.6, 422.6 . The MLEs areμ = 220.48 andλ = 2708.86. The data is slightly skewed to the right.
NUMERICAL EXAMPLES
Example 2. 46 repair times (in hours) for an airborne communication transceiver: .2, . 3, .5, .5, .5, .5, .6, .6, .7, .7, .7, .8, .8, 1 .0, 1.0, 1.0, 1.0, 1.1, 1.3, 1.5, 1.5, 1.5, 1.5, 2.0, 2.0, 2.2, 2.5, 2.7, 3.0, 3.0, 3.3, 3.3, 4.0, 4.0, 4.5, 4.7, 5.0, 5.4, 5.4, 7.0, 7.5, 8.8, 9.0, 10.3, 22.0, 24.5 . The MLEs for the parameters areμ = 3.61 andλ = 1.66.
The data is skewed to the right. Although the MLPD method outperforms the standard ML method in reliability and failure rate estimations, it is relatively straightforward to derive interval estimates for the reliability and failure rate functions using the latter approach. Alternatively, one may use the profile likelihood method (Kalbfleisch and Sprott, 1970) for these reliability studies, which has a further advantage of being Bartlett correctable.
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