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ﻫـﺎ را ﭼﻨـﺪﻣﺘﻐﻴﺮه آﻣﻴﺨﺘـﻪ ﮔﻴﺮي ﻣﺘﻔـﺎوت ﺑﺎﺷـﻨﺪ، ﭘﺎﺳـﺦ  زﻣﺎﻧﻲ ﻛﻪ در ﻳﻚ ﻣﻄﺎﻟﻌﻪ ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳﺦ داراي ﻣﻘﻴﺎس اﻧﺪازه :ﻣﻘﺪﻣﻪ و اﻫﺪاف
ﺑﻴﻨـﻲ اﻳـﻦ ﻧـﻮع ﺑﻨـﺪي و ﭘـﻴﺶ آﻣﺎري ﺑﺮاي ﻣـﺪل ﻫﺎي ﻛﻼﺳﻴﻚ  ، روشﻫﺎ ﻓﺮض  ﻫﺎ و ﺑﺮﻗﺮارﻧﺒﻮدن ﺑﺮﺧﻲ ﭘﻴﺶ ﻣﺤﺪودﻳﺖﺑﺎ ﺗﻮﺟﻪ ﺑﻪ . ﮔﻮﻳﻨﺪ ﻣﻲ
  .اﺳﺖﻫﺎي دوﻣﺘﻐﻴﺮه آﻣﻴﺨﺘﻪ  ﻳﻨﻲ ﭘﺎﺳﺦ ﭘﻴﺶ ﺑﻨﺪي و ﻌﻪ، ﻃﺮاﺣﻲ ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻣﺼﻨﻮﻋﻲ ﺑﺮاي ﻣﺪلﻫﺪف اﻳﻦ ﻣﻄﺎﻟ. ﻫﺎ ﻛﺎراﻳﻲ ﻧﺪارﻧﺪ ﭘﺎﺳﺦ
ﭘﺲ از ﻃﺮاﺣﻲ ﻣـﺪل، ﺑـﺎ در ﻧﻈـﺮ . اﺳﺖﻫﺎي واﻗﻌﻲ  ﺳﺎزي و ﺑﺮازش ﻣﺪل ﺑﺮ داده اﻳﻦ ﻣﻄﺎﻟﻌﻪ ﺷﺎﻣﻞ ﺳﻪ ﻣﺮﺣﻠﻪ ﻃﺮاﺣﻲ ﻣﺪل، ﺷﺒﻴﻪ :روش ﻛﺎر
ﺑﺮاي آﻣﻮزش ﺷـﺒﻜﻪ . ﻣﺘﻐﻴﺮه و دوﻣﺘﻐﻴﺮه ﻣﻮرد ارزﻳﺎﺑﻲ ﻗﺮار ﮔﺮﻓﺘﻨﺪ  ﻳﻚ ﻫﺎي ﺳﺎزي و ﻣﺪل ﮔﺮﻓﺘﻦ ﭘﺎراﻣﺘﺮﻫﺎي ﻣﺨﺘﻠﻒ، دو ﻣﺠﻤﻮﻋﻪ داده ﺷﺒﻴﻪ
ﺑﻴﻨﻲ  ﻣﺪل ﭘﻴﺸﻨﻬﺎدي ﺑﺮاي ﭘﻴﺶ. ﺑﻴﻨﻲ اﺳﺘﻔﺎده ﺷﺪ ﺗﺮﻳﻦ ﻣﺪل از ﻣﻌﻴﺎر ﺻﺤﺖ ﭘﻴﺶ از اﻟﮕﻮرﻳﺘﻢ ﺷﻴﺐ ﺗﻮام ﻣﻘﻴﺎس ﺷﺪه و ﺑﺮاي ﺗﻌﻴﻴﻦ ﻣﻨﺎﺳﺐ
 Rاﻓﺰارﻫـﺎي اي در ﻧـﺮم  ﻫﺎي راﻳﺎﻧﻪ ﺑﺮﻧﺎﻣﻪ. ﻛﺎر ﮔﺮﻓﺘﻪ ﺷﺪ ن ﺑﻪﺗﻮام ﺳﻨﺪرم ﻣﺘﺎﺑﻮﻟﻴﻚ و ﺷﺎﺧﺺ ﻣﻘﺎوﻣﺖ ﺑﻪ اﻧﺴﻮﻟﻴﻦ در ﻣﻄﺎﻟﻌﻪ ﻗﻨﺪ و ﻟﻴﭙﻴﺪ ﺗﻬﺮا
  .ﻃﺮاﺣﻲ و اﺟﺮا ﮔﺮدﻳﺪ 6.7 BALTAMو  0.9.2
ﺳﺎزي دوم،  ﻣﺘﻐﻴﺮه و دوﻣﺘﻐﻴﺮه ﺗﻘﺮﻳﺒﺎ ﻳﻜﺴﺎن وﻟﻲ در ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ ﻫﺎي ﻳﻚ ﺑﻴﻨﻲ در ﻣﺪل ﺳﺎزي اول، ﺻﺤﺖ ﭘﻴﺶ در ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ :ﻧﺘﺎﻳﺞ
ﺑﻴﻨﻲ ﻣﺪل ﺑـﺎ اﻓـﺰاﻳﺶ ﻫﻤﺒﺴـﺘﮕﻲ  ﻫﺎي دو ﻣﺘﻐﻴﺮه، ﺻﺤﺖ ﭘﻴﺶ در ﻣﺪل. ﺘﻐﻴﺮه ﺑﻴﺸﺘﺮ اﺳﺖﻫﺎي ﻳﻚ ﻣ ﻫﺎي دو ﻣﺘﻐﻴﺮه ﻧﺴﺒﺖ ﺑﻪ ﻣﺪل در ﻣﺪل
  .ﺑﻴﻨﻲ اﺳﺖ ﮔﺮه در ﻻﻳﻪ ﻣﻴﺎﻧﻲ داراي ﺑﻴﺸﺘﺮﻳﻦ ﺻﺤﺖ ﭘﻴﺶ 01ﻫﺎي واﻗﻌﻲ ﻣﺪل ﺑﺎ  در داده .ﺷﻮد ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳﺦ، ﺑﻴﺸﺘﺮ ﻣﻲ
ﻣﺘﻐﻴـﺮه  ارﺗﺒـﺎط دارﻧـﺪ ﻣـﺪل دوﻣﺘﻐﻴـﺮه ﻧﺴـﺒﺖ ﺑـﻪ ﻳـﻚ ﻛﻪ دو ﻣﺘﻐﻴﺮ ﭘﺎﺳﺦ ﺑﺎ ﻣﺘﻐﻴﺮﻫﺎي ﻛﻤﻜﻲ  ﺗﺤﻘﻴﻖ ﻧﺸﺎن داد، در ﺣﺎﻟﺘﻲ :ﮔﻴﺮي ﻧﺘﻴﺠﻪ
  . ﻳﺎﺑﺪ ﺑﻴﻨﻲ اﻓﺰاﻳﺶ ﻣﻲ ﺗﺮ اﺳﺖ و ﺑﺎ اﻓﺰاﻳﺶ ﻫﻤﺒﺴﺘﮕﻲ، ﺻﺤﺖ ﭘﻴﺶ ﻣﻨﺎﺳﺐ
  ﻫﺎي دوﻣﺘﻐﻴﺮه، ﻣﻄﺎﻟﻌﻪ ﻗﻨﺪوﻟﻴﭙﻴﺪ ﺗﻬﺮان ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻣﺼﻨﻮﻋﻲ، ﻣﺪل -ﻫﺎي آﻣﻴﺨﺘﻪ  ﭘﺎﺳﺦ :واژﮔﺎن ﻛﻠﻴﺪي
  ﻣﻘﺪﻣﻪ
ﻫـﺎ در ﻣﻄﺎﻟﻌﺎت اﭘﻴـﺪﻣﻴﻮﻟﻮژي و ﭘﺰﺷـﻜﻲ در ﻫﻨﮕـﺎم ﺗﺤﻠﻴـﻞ داده 
-ﺑﻪ 1ﺷﻮﻳﻢ ﻛﻪ ﻻزم اﺳﺖ دو ﻣﺘﻐﻴﺮ ﭘﺎﺳﺦ اﻏﻠﺐ ﺑﺎ ﻣﻮاردي ﻣﻮاﺟﻪ ﻣﻲ
ﺑﻴﻨـﻲ ﭘـﻴﺶ  2از روي ﺗﻌﺪادي ﻣﺘﻐﻴﺮ ﻛﻤﻜـﻲ ( ﻫﻤﺰﻣﺎن)ﺻﻮرت ﺗﻮام 
 3ﻫـﺎي دوﻣﺘﻐﻴـﺮه ﻫـﺎ را ﻣـﺪل  ﮔﻮﻧﻪ ﻣﺪل در ادﺑﻴﺎت آﻣﺎري اﻳﻦ. ﮔﺮدﻧﺪ
زﻣﺎﻧﻲ ﻛﻪ ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳـﺦ، ﻫﺮدوﻛﻤـﻲ ﻳـﺎ ﻫـﺮدو ﻛﻴﻔـﻲ . ﻧﺎﻣﻨﺪ ﻣﻲ
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ﻫـﺎي ﻳـﺎ ﭘﺎﺳـﺦ  1ﻫـﺎي آﻣﻴﺨﺘـﻪ ﻫـﺎ را ﭘﺎﺳـﺦ  ﮔﻮﻧﻪ ﭘﺎﺳﺦ اﻳﻦ اﺻﻄﻼﺣﺎً
ﺑﻪ ﻋﻨﻮان ﻣﺜﺎل در ﻣﻄﺎﻟﻌﻪ ﺣﺎﺿـﺮ ﻣﺘﻐﻴﺮﻫـﺎي . ﮔﻮﻳﻨﺪ ﻣﻲ 2ﻧﺎﻣﺘﻨﺎﺳﺐ
و ﺷـﺎﺧﺺ ﻣﻘﺎوﻣـﺖ ﺑـﻪ اﻧﺴـﻮﻟﻴﻦ ( ﻛﻴﻔﻲ)ﭘﺎﺳﺦ، ﺳﻨﺪرم ﻣﺘﺎﺑﻮﻟﻴﻚ 
ﺻـﻮرت ﺗـﻮام ﺑﻮده ﻛﻪ ﺑﺎﻳـﺪ ﺗﻮﺳـﻂ ﻣﺘﻐﻴﺮﻫـﺎي ﺗﺒﻴﻴﻨـﻲ ﺑـﻪ ( ﻛﻤﻲ)
  . ﺑﻴﻨﻲ ﺷﻮﻧﺪ ﭘﻴﺶ
ﻫـﺎي ﺗـﺮﻳﻦ ﺷـﻴﻮه ﺗﺤﻠﻴـﻞ، اﺳـﺘﻔﺎده از روش در اﻳﻦ ﺣﺎﻟﺖ ﺳـﺎده 
ﺻـﻮرت ﻫـﺎي ﻛﻤـﻲ و ﻛﻴﻔـﻲ ﺑـﻪ ﻣﺘﻐﻴﺮه ﺑﺮاي ﻫﺮ ﻳـﻚ از ﭘﺎﺳـﺦ  ﻳﻚ
ﺑﻴﻨـﻲ، ﺳـﺎزي و ﭘـﻴﺶ وش، در ﻣـﺪل از آﻧﺠﺎ ﻛﻪ اﻳﻦ ر. اﺳﺖﺟﺪاﮔﺎﻧﻪ 
ﮔﻴﺮد، از ﻛﺎراﻳﻲ ﻻزم ﺑﺮﺧﻮردار  ﻫﺎ را ﻧﺎدﻳﺪه ﻣﻲ ﻫﻤﺒﺴﺘﮕﻲ ﺑﻴﻦ ﭘﺎﺳﺦ
ﻫﺎي آﻣﻴﺨﺘﻪ ﺳﺮوﻛﺎر دارﻳـﻢ،  از ﻃﺮﻓﻲ زﻣﺎﻧﻲ ﻛﻪ ﺑﺎ ﭘﺎﺳﺦ(. 1) ﻧﻴﺴﺖ
ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ ﻣﺤﺪودﻳﺘﻲ ﻛـﻪ ﺑـﺮاي در ﻧﻈـﺮ ﮔـﺮﻓﺘﻦ ﺗﻮزﻳـﻊ اﺣﺘﻤـﺎل 
ﻫـﺎي  روشﮔﻮﻧﻪ ﻣـﻮارد وﺟـﻮد دارد،  ﻣﻨﺎﺳﺐ ﺑﺮاي ﺑﺮدار ﭘﺎﺳﺦ در اﻳﻦ
  . ﻣﺘﻐﻴﺮه ﻣﻌﻤﻮل در آﻣﺎر ﻛﻼﺳﻴﻚ ﻧﻴﺰ، ﻛﺎراﻳﻲ ﻻزم را ﻧﺪارﻧﺪ  دو
-ﻫـﺎي دو ﺑﻴﻨـﻲ ﭘﺎﺳـﺦ  ﺳﺎزي و ﭘﻴﺶ ﻫﺎي اﺧﻴﺮ ﺑﺮاي ﻣﺪل در ﺳﺎل
. ﻣﺘﻐﻴﺮه آﻣﻴﺨﺘﻪ، ﺗﺤﻘﻴﻘـﺎﺗﻲ در آﻣـﺎر ﻛﻼﺳـﻴﻚ اﻧﺠـﺎم ﺷـﺪه اﺳـﺖ 
ﻫـﺎي دو  ﺑﻨﺪي ﭘﺎﺳﺦ ﻣﻮﺟﻮد در اﻳﻦ ﺗﺤﻘﻴﻘﺎت ﺑﺮاي ﻣﺪل راﻫﺒﺮدﻫﺎي
: ﺑﻨـﺪي ﻛـﺮد ن ﺑـﻪ ﭼﻨـﺪ دﺳـﺘﻪ ﺗﻘﺴـﻴﻢ ﺗـﻮا ﻣﺘﻐﻴﺮه آﻣﻴﺨﺘـﻪ را ﻣـﻲ 
، (1-3) ﻫـﺎ ﻫﺎي ﻣﺒﺘﻨـﻲ ﺑـﺮ ﻓـﺎﻛﺘﻮرﮔﻴﺮي ﺗﻮزﻳـﻊ ﺗـﻮام ﭘﺎﺳـﺦ  روش
ﺳـﺎزي ﻫﺎي ﻣﺒﺘﻨﻲ ﺑﺮﻣﻌﺮﻓـﻲ ﻳـﻚ ﻣﺘﻐﻴـﺮ ﭘﻨﻬـﺎن ﺑـﺮاي ﻣـﺪل  روش
و روش ﺑـﺮآورد ﻣﻌـﺎدﻻت ( 4-01)ﻫﻤﺒﺴﺘﮕﻲ ﺑﻴﻦ ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳﺦ 
  (. 11-31) ﻳﺎﻓﺘﻪ  ﺗﻌﻤﻴﻢ
ﻟـﺰوم در  ﻫـﺎﻳﻲ ﻣﺎﻧﻨـﺪ  ﻫﺎي ﻛﻼﺳﻴﻚ آﻣﺎري، ﻣﺤﺪودﻳﺖ در روش 
ﻧﻈﺮ ﮔﺮﻓﺘﻦ ﻳﻚ ﺗﻮزﻳﻊ اﺣﺘﻤﺎل ﺑﺮاي ﻫﺮ ﻳﻚ از ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳـﺦ ﻳـﺎ 
ﻫـﺎ، ﺧﻄـﻲ ﺑـﻮدن راﺑﻄـﻪ ﺑـﻴﻦ ﻣﺘﻐﻴﺮﻫـﺎي واﺑﺴـﺘﻪ و  ﺗﻮزﻳﻊ ﺗﻮام آن
 ﻣﺘﻐﻴﺮﻫﺎي ﻣﺴﺘﻘﻞ، ﻳﻜﺴﺎن ﺑﻮدن وارﻳﺎﻧﺲ ﺧﻄﺎﻫﺎ، ﻋﺪم وﺟـﻮد ﻫـﻢ 
ﺗﻮاﻧﺪ ﺑﺎﻋﺚ اﻳﺠﺎدﺧﻄﺎ  ﮔﺎﻧﻪ واﺛﺮات ﻣﺘﻘﺎﺑﻞ ﻣﺮﺗﺒﻪ ﺑﺎﻻ، ﻣﻲ ﺧﻄﻲ ﭼﻨﺪ
  (.41) ﻫﺎ ﮔﺮدد ﻫﺎي آن ﺑﻴﻨﻲ ﺑﺮآوردﻫﺎ و ﭘﻴﺶﻫﺎ،  در ﻣﺪل
از آﻧﺠﺎ ﻛﻪ درﺗﺤﻘﻴﻘﺎت ﻋﻠﻮم ﭘﺰﺷﻜﻲ و اﭘﻴﺪﻣﻴﻮﻟﻮژي ﻏﺎﻟﺒﺎ ﻣﺴـﺌﻠﻪ 
ﺑﻴﻨـﻲ ﺻـﺤﻴﺢ ﻧﺘـﺎﻳﺞ اﻫﻤﻴـﺖ ﺳﻼﻣﺖ اﻧﺴـﺎن ﻣﻄـﺮح اﺳـﺖ، ﭘـﻴﺶ 
ﻫﺎﻳﻲ اﺳـﺘﻔﺎده  اﻻﻣﻜﺎن از روش ﻳﺎﺑﺪ، ﻟﺬا ﻻزم اﺳﺖ ﺣﺘﻲ ﺑﻴﺸﺘﺮي ﻣﻲ
ﺑﻴﺸـﺘﺮﻳﻦ ﻫﺎ داراي ﺣـﺪاﻗﻞ ﺧﻄـﺎ و  ﺑﻴﻨﻲ ﺑﺮ اﺳﺎس آن ﻛﺮد ﻛﻪ ﭘﻴﺶ
ﻫﺎي آﻣﻴﺨﺘﻪ  ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ اﻳﻨﻜﻪ ﻣﺴﺎﺋﻞ ﻣﺮﺗﺒﻂ ﺑﺎ ﭘﺎﺳﺦ. اﻃﻤﻴﻨﺎن ﺑﺎﺷﺪ
ﺷﻮد و ﺑـﺎ در ﻧﻈـﺮ ﮔـﺮﻓﺘﻦ  ﺑﻪ وﻓﻮر در ﻣﻄﺎﻟﻌﺎت ﭘﺰﺷﻜﻲ ﻣﺸﺎﻫﺪه ﻣﻲ
-ﺑﻨﺪي و ﭘـﻴﺶ  ﻫﺎي ﻣﻮﺟﻮد در آﻣﺎر ﻛﻼﺳﻴﻚ ﺑﺮاي ﻣﺪل اﻳﻨﻜﻪ روش
ﻫﺎﻳﺸﺎن در ﻋﻤﻞ ﻛﺎراﻳﻲ ﭼﻨـﺪاﻧﻲ ﻧﺪارﻧـﺪ،  ﺧﺎﻃﺮ ﻣﺤﺪودﻳﺖ ﺑﻴﻨﻲ، ﺑﻪ
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ﮔﻮﻧﻪ ﻣﺴـﺎﺋﻞ ﺑﺎﺷـﺪ، ﺑﺴـﻴﺎر  ﻪ ﺑﺘﻮاﻧﺪ راﻫﮕﺸﺎي اﻳﻦﻫﺎﻳﻲ ﻛ اراﺋﻪ روش
  . رﺳﺪ ﻣﻔﻴﺪ و ارزﻧﺪه ﺑﻪ ﻧﻈﺮ ﻣﻲ
ﻫﺎي ﺷـﺒﻜﻪ ﻋﺼـﺒﻲ  ﻫﺎ اﺳﺘﻔﺎده از ﻣﺪل ﺗﺮﻳﻦ روش ﻳﻜﻲ از ﻣﻨﺎﺳﺐ
ﻫـﺎي ﻛﻼﺳـﻴﻚ ﻫـﺎي روش اﺳـﺖ ﻛـﻪ داراي ﻣﺤـﺪودﻳﺖ  3ﻣﺼﻨﻮﻋﻲ
ﻫـﺎ اي ﺑـﺮ ﺗﻮزﻳـﻊ داده ﻫﻴﭻ ﻓﺮض اوﻟﻴـﻪ  ﺷﺒﻜﻪ ﻋﺼﺒﻲ. آﻣﺎري ﻧﻴﺴﺖ
ﻫﻴﭻ ﻣﺤﺪودﻳﺘﻲ ﻧﻴﺰ ﺑﺮاي ﺷﻜﻞ ﺗﺎﺑﻌﻲ  ﺿﻤﻦ اﻳﻨﻜﻪ ﻛﻨﺪ، ﺗﺤﻤﻴﻞ ﻧﻤﻲ
ﻛﻨﺪ ﺑﻠﻜـﻪ ﺷـﺒﻜﻪ  اﻋﻤﺎل ﻧﻤﻲ راﺑﻄﻪ ﺑﻴﻦ ﻣﺘﻐﻴﺮﻫﺎي ﻣﺴﺘﻘﻞ و واﺑﺴﺘﻪ
، ﻳـﻚ ﻛﻨـﺪ، ﻛـﻪ ﻟﺰوﻣـﺎً ﻣـﻲ  ﻋﺼﺒﻲ، ﺧﻮد، اﻳﻦ راﺑﻄﻪ ﺗﺎﺑﻌﻲ را ﻛﺸﻒ
   .راﺑﻄﻪ ﺧﻄﻲ ﻧﻴﺴﺖ
ﺳـﺎزي ﻗـﻮه ﻣﺒﺤﺚ ﺷـﺒﻜﻪ ﻋﺼـﺒﻲ ﻣﺼـﻨﻮﻋﻲ ﻣﺮﺑـﻮط ﺑـﻪ ﺷـﺒﻴﻪ 
ﻫـﺎي اﻟﮕـﻮرﻳﺘﻢ ﺳﺎزي آن ﺑﻪ ﺻـﻮرت  ﻳﺎدﮔﻴﺮي در ﻣﻐﺰ اﻧﺴﺎن و ﭘﻴﺎده
 اي ﺑـﻪ ﻫﺎي ﻋﺼﺒﻲ از ﻋﻨﺎﺻﺮ ﻋﻤﻠﻴﺎﺗﻲ ﺳـﺎده  ﺷﺒﻜﻪ. ﻛﺎﻣﭙﻴﻮﺗﺮي اﺳﺖ
ﻫـﺎي ﻋﺼـﺒﻲ  اﻳﻦ ﻋﻨﺎﺻﺮ از ﺳﻴﺴﺘﻢ. ﺷﻮﻧﺪ ﻣﻲ ﺻﻮرت ﻣﻮازي ﺳﺎﺧﺘﻪ
  (.51) اﻧﺪ زﻳﺴﺘﻲ اﻟﻬﺎم ﮔﺮﻓﺘﻪ ﺷﺪه
ﻋﻤﻞ « ذﻫﻦ زﻧﺪه»ﺷﺒﻜﻪ ﻋﺼﺒﻲ در ﻛﺎرﺑﺮد از ﺟﻬﺎﺗﻲ ﻫﻤﺎﻧﻨﺪ ﻳﻚ 
ﺑـﻪ ﻗﻀـﺎوت ﺑﻪ اﻳﻦ ﻣﻌﻨـﺎ ﻛـﻪ از ﻣﺸـﺎﻫﺪات اﻧﺘﺰاﻋـﻲ ﺧـﻮد . ﻛﻨﺪ ﻣﻲ
ﻟﺬا، ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻣﺪﺗﻲ را ﺻﺮف آﻣﻮزش ﻛﺮده و ﺳـﭙﺲ . ﭘﺮدازد ﻣﻲ
ﺷـﺒﻜﻪ ﻋﺼـﺒﻲ، آﻧﭽـﻪ را . ﺷـﻮد ﻛﺎر ﮔﺮﻓﺘﻪ ﻣـﻲ  ﺻﻮرت ﻋﻤﻠﻴﺎﺗﻲ ﺑﻪ ﺑﻪ
. ﺳﭙﺎرد ﺧﺎﻃﺮ ﻣﻲ ﻛﻨﺪ در ﻗﺎﻟﺐ ﭘﺎراﻣﺘﺮﻫﺎي دروﻧﻲ ﺧﻮد ﺑﻪ ﻣﺸﺎﻫﺪه ﻣﻲ
واﻗﻊ، ﺗﻜﺮار ﻫﺮ ﻳﻚ از ﻣﺸﺎﻫﺪات ﻣﻮﺟﺐ ﺗﻐﻴﻴﺮ ﭘﺎراﻣﺘﺮﻫﺎي دروﻧﻲ  در
آﻧﭽـﻪ در . رواﺑﻂ ﺣـﺎﻛﻢ ﺑـﺮ ﻣﺸـﺎﻫﺪات اﺳـﺖ  ﺷﺒﻜﻪ در ﺟﻬﺖ ﺣﻔﻆ
ﺷﻮد، ﻧﻪ  ذﻫﻦ ﺷﺒﻜﻪ ﻋﺼﺒﻲ در ﻗﺎﻟﺐ ﭘﺎراﻣﺘﺮﻫﺎي ﺷﺒﻜﻪ ﻧﮕﻬﺪاري ﻣﻲ
ﺗﻚ ﻣﺸﺎﻫﺪات ﺑﻠﻜﻪ اﻟﮕـﻮ و ﺑﺮداﺷـﺖ ﻛﻠـﻲ از ﻣﺸـﺎﻫﺪات اﺳـﺖ،  ﺗﻚ
اﻳﻦ اﺳﺘﻮاري و ﺛﺒﺎت در ﻋﻤﻞ را دارد ﻛﻪ در ﺑﺮﺧﻮرد  ﺑﻨﺎﺑﺮاﻳﻦ ﻣﻌﻤﻮﻻً
ﺑﺎ ﺧﻄﺎي ﻗﺎﺑﻞ  ﻫﺎي ﻣﺸﺎﺑﻪ، ﻋﻤﻠﻜﺮدي ﻣﻨﺎﺳﺐ و ﻫﻤﺮاه ﻧﻤﻮﻧﻪ ﺑﺎ ﻋﻤﻮم
  (. 51) اﻏﻤﺎض داﺷﺘﻪ ﺑﺎﺷﺪ
ﺗﻮاﻧـﺪ ﻫﺎي آﻣﻮزﺷﻲ ﺷﺒﻜﻪ ﻋﺼـﺒﻲ، ﻣـﻲ  ﻣﺸﺎﻫﺪات ﻳﺎ ﻫﻤﺎن ﻧﻤﻮﻧﻪ
ﺑـﻪ . ﻗﻀﺎوت اوﻟﻴﻪ و ﻳﺎ ﺑﺪون ﻗﻀﺎوت اوﻟﻴـﻪ ﺑﺎﺷـﺪ  ﻫﻤﺮاه ﺑﺎ ﻳﻚ ﭘﻴﺶ
. ﺑﺎﺷﺪ 5ﻳﺎ ﺑﺪون ﻧﺎﻇﺮ 4ﻧﺎﻇﺮ ﺗﻮاﻧﺪ ﺑﺎ ﻋﺒﺎرﺗﻲ آﻣﻮزش ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻣﻲ
ﺑـﺎ ﻣﺴـﺎﺋﻞ ش در ﺑﺮﺧـﻮرد اﺷﺒﻜﻪ ﻋﺼﺒﻲ، ﺑﺴﺘﻪ ﺑﻪ ﺳـﺎﺧﺘﺎر دروﻧـﻲ 
ﻣﺨﺘﻠﻒ، ﻋﻤﻠﻜﺮد ﻣﺘﻔﺎوﺗﻲ دارد، ﻟﺬا، اﻧﺘﺨﺎب ﺳﺎﺧﺘﺎر ﺷﺒﻜﻪ ﻣﺘﻨﺎﺳﺐ 
از . ﺑﺎ ﻣﺴﺌﻠﻪ ﻣﻮرد ﺑﺮرﺳﻲ از اﻫﻤﻴﺖ ﺑﺴـﻴﺎر ﺑـﺎﻻﻳﻲ ﺑﺮﺧـﻮردار اﺳـﺖ 
ﻃﺮﻓﻲ اﻧﺘﺨﺎب ﻣﻨﺎﺳﺐ ﻣﻘﺎدﻳﺮ اوﻟﻴـﻪ ﭘﺎراﻣﺘﺮﻫـﺎي ﺷـﺒﻜﻪ در ﻧﺘﻴﺠـﻪ 
  . ﺛﺮ ﺧﻮاﻫﺪ ﺑﻮدﺆآﻣﻮزش آن ﺑﺴﻴﺎر ﻣ
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  ﺳﺪﻫﻲ و ﻫﻤﻜﺎران/ 03
ﻫـﺎي  ﺳﺎﺧﺘﺎري و روشﻫﺎي ﺗﻮﭘﻮﻟﻮژي،  ﻫﺎي ﻋﺼﺒﻲ از ﺟﻨﺒﻪ ﺷﺒﻜﻪ
ﺷﻮﻧﺪ و ﻫﺮ ﻳﻚ در ﻛﺎرﺑﺮدﻫﺎي  ﻳﺎدﮔﻴﺮي ﺑﻪ اﻧﻮاع ﻣﺨﺘﻠﻔﻲ ﺗﻘﺴﻴﻢ ﻣﻲ
ﺷـﺒﻜﻪ ﻋﺼـﺒﻲ . دﻫﻨـﺪ ﺧﺎﺻﻲ ﻋﻤﻠﻜﺮد ﻣﻨﺎﺳﺒﻲ از ﺧـﻮد ﻧﺸـﺎن ﻣـﻲ 
ﻳﻜـﻲ از  2اﻧﺘﺸـﺎر  ﺑﺎ روش ﻳﺎدﮔﻴﺮي ﭘﺲ 1)PLM(ﭼﻨﺪﻻﻳﻪ ﭘﺮﺳﭙﺘﺮون
در ﻣﺒﺎﺣـﺚ ﻧﻈـﺮي اﺛﺒـﺎت . ﻫﺎي ﻛﺎرﺑﺮدي اﺳـﺖ  ﺗﺮﻳﻦ ﺷﺒﻜﻪ ﻣﺘﺪاول
ﺻـﻮرت اﻧﺘﺨـﺎب ﺻـﺤﻴﺢ ﺳـﺎﺧﺘﺎر ﻣﻨﺎﺳـﺐ  در PLMﺷﺪه ﻛﻪ ﺷﺒﻜﻪ 
-داﺧﻠﻲ، ﻗﺎدر اﺳﺖ ﻫﺮﮔﻮﻧﻪ ﺳﻴﺴﺘﻢ ﻏﻴﺮﺧﻄﻲ را ﻣﺪل ﻛﺮده و ﺷﺒﻴﻪ
  (. 51) ﺳﺎزي ﻧﻤﺎﻳﺪ
ﺑ ـﺎ ﺗ ـﺎﺑﻊ ﻓﻌﺎﻟﻴـﺖ  3ﺷـﺎﻣﻞ ﺗﻌـﺪادي ﮔـﺮه PLMﺳـﺎﺧﺘﺎر ﺷـﺒﻜﻪ 
ﻫـﺮ ﮔـﺮه، . ﻫﺎي ﻣﺠﺰا ﻗﺮار دارﻧﺪ ﻣﺸﺨﺺ اﺳﺖ ﻛﻪ در ﻻﻳﻪ 4(ﻣﺤﺮك)
ﻪ ﻗﺒﻠـﻲ را ﻫﺎي ﻻﻳ واﺳﻄﻪ ﺿﺮاﻳﺐ وزﻧﻲ ﺧﻮد، ﺧﺮوﺟﻲ ﺗﻤﺎﻣﻲ ﮔﺮه ﺑﻪ
. ﻛﻨـﺪ ﺗﺠﻤﻴﻊ ﻛﺮده و از ﻃﺮﻳﻖ ﺗﺎﺑﻊ ﻓﻌﺎﻟﻴﺖ ﺑﻪ ﻻﻳﻪ ﺑﻌﺪي ارﺳﺎل ﻣـﻲ 
و  6، ﻳﻚ ﻻﻳـﻪ ﺧﺮوﺟـﻲ 5داراي ﻳﻚ ﻻﻳﻪ ورودي PLMﺷﺒﻜﻪ ﻋﺼﺒﻲ 
اﺳـﺖ، ﺗﻌـﺪاد ﮔـﺮه در ﻫـﺮ ﻻﻳـﻪ ( ﻣﻴـﺎﻧﻲ )7ﺣﺪاﻗﻞ ﻳﻚ ﻻﻳﻪ ﭘﻨﻬـﺎﻧﻲ 
 ﻣﺘﻔﺎوت و ﺑﺴﺘﮕﻲ ﺑﻪ ﺳـﺎﺧﺘﺎر ﺷـﺒﻜﻪ و ﻣﺴـﺌﻠﻪ ﻣـﻮرد ﺑﺮرﺳـﻲ دارد 
  (.51)
از  امi ﻳﻚ ﻻﻳﻪ ﭘﻨﻬﺎﻧﻲ، ﻣﻘﺪار ﺧﺮوﺟﻲ واﺣﺪﺑﺎ  PLMدر ﻳﻚ ﺷﺒﻜﻪ 
 :آﻳﺪ دﺳﺖ ﻣﻲ راﺑﻄﻪ زﻳﺮ ﺑﻪ
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ﻫـﺎي ﺗﻌـﺪاد ﮔـﺮه  M،(ﻣﺸـﺎﻫﺪات )ﺗﻌﺪاد اﻟﮕﻮﻫﺎ nدر اﻳﻦ ﻓﺮﻣﻮل، 
ﻣﻌـﺎدل ﺗﻌـﺪاد )ﻫـﺎي ﻻﻳـﻪ ورودي  ﺗﻌـﺪاد ﮔـﺮه pﻻﻳـﻪ ﭘﻨﻬـﺎﻧﻲ، 
sj، (ﻣﺘﻐﻴﺮﻫﺎي ﻛﻤﻜﻲ
w
 jدر ﮔـﺮه  xsiوزن ﻣﺮﺑﻮط ﺑـﻪ ورودي  
jام، 
w
ﺗﺮﺗﻴـﺐ ﻣﻘـﺎدﻳﺮ  ﺑـﻪ  b0و bj0ام، j وزن ﻣﺮﺑﻮط ﺑﻪ ﮔـﺮه  
ﺗﺮﺗﻴـﺐ  ﺑـﻪ  1Φو 2Φﻫﺎي ﻻﻳﻪ ﻣﻴﺎﻧﻲ و ﻻﻳﻪ ﺧﺮوﺟﻲ و  ارﻳﺒﻲ ﮔﺮه
ﺗﻮاﺑﻊ ﻓﻌﺎﻟﻴﺖ . ﺗﻮاﺑﻊ ﻓﻌﺎﻟﻴﺖ ﻻﻳﻪ ﺧﺮوﺟﻲ و ﻻﻳﻪ ﻣﻴﺎﻧﻲ ﺷﺒﻜﻪ ﻫﺴﺘﻨﺪ
 ﺧﻄﻲ ﺗﻌﻤـﻴﻢ ﻫﺎي  در ﻣﺪل ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻫﻤﺎﻧﻨﺪ ﺗﻮاﺑﻊ رﺑﻂ در ﻣﺪل
ﺗـﻮان ﺑـﻪ ﺗـﺎﺑﻊ ﺧﻄـﻲ، ﺗـﺎﺑﻊ ﻳﺎﻓﺘﻪ اﺳﺖ ﻛﻪ ﺑـﻪ ﻋﻨـﻮان ﻧﻤﻮﻧـﻪ ﻣـﻲ 
  . ﺳﻴﮕﻤﻮﺋﻴﺪ و ﺗﺎﺑﻊ ﺗﺎﻧﮋاﻧﺖ ﻫﺎﻳﭙﺮﺑﻮﻟﻴﻚ اﺷﺎره ﻛﺮد
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، PLMﻫـﺎ در ﻳـﻚ ﺷـﺒﻜﻪ  ﻫـﺎي ﭘﻴـﺪا ﻛـﺮدن وزن ﻳﻜـﻲ از روش
اي از اﻟﮕﻮﻫﺎي  ﻓﺮض ﻛﻨﻴﻢ ﻣﺠﻤﻮﻋﻪ. اﻧﺘﺸﺎر ﺧﻄﺎ اﺳﺖ اﻟﮕﻮرﻳﺘﻢ ﭘﺲ
ﻫـﺎي ﻫـﺮ ﻳـﻚ در دﺳﺘﺮس ﺑﺎﺷﻨﺪ ﻛﻪ ﺧﺮوﺟـﻲ ( ﻣﺸﺎﻫﺪات)ورودي 
ﺻـﻮرت ﺑﺎﻧـﺎﻇﺮ  ﻣﺸﺨﺺ و ﻫﺪف، آﻣﻮزش دادن ﺷﺒﻜﻪ ﺑـﻪ ( ﻫﺎ ﭘﺎﺳﺦ)
ﻫـﺎي رﮔﺮﺳـﻴﻮﻧﻲ اي ﻣﺎﻧﻨﺪ ﻣـﺪل  ﭘﺲ از آﻣﻮزش، ﭼﻨﻴﻦ ﺷﺒﻜﻪ .ﺑﺎﺷﺪ
ﺑﻴﻨﻲ ﭘﺎﺳﺨﻲ ﻣﺘﻨﺎﻇﺮ ﺑﺎ ﻳﻚ اﻟﮕﻮي ورودي ﺟﺪﻳﺪ  ﺗﻮاﻧﺪ ﺑﺮاي ﭘﻴﺶ ﻣﻲ
ﺑﺮاي اﺟﺮاي آﻣﻮزش، ﺿﺮاﻳﺐ وزﻧﻲ ﺷـﺒﻜﻪ . ﻣﻮرد اﺳﺘﻔﺎده ﻗﺮار ﺑﮕﻴﺮد
ﺗـﺎﺑﻊ ﻫـﺪف ﺷـﺒﻜﻪ، ﻛـﻪ ﻣﻌﻤـﻮﻻ ﻣﻴـﺎﻧﮕﻴﻦ در ﺟﻬﺖ ﺣﺪاﻗﻞ ﻛﺮدن 
ﻫـﺎي  ﺑﺮﺧـﻲ روش. ﻛﻨﻨـﺪ اﺳـﺖ، ﺗﻐﻴﻴـﺮ ﻣـﻲ )ESM(ﻣﺮﺑﻌـﺎت ﺧﻄـﺎ 
اﻧﺘﺸﺎر ﻧﻴـﺰ ﺑـﺎ ﻫـﺪف رﺳـﻴﺪن ﺑـﻪ ﺣـﺪاﻛﺜﺮ  ﻣﺤﺎﺳﺒﺎﺗﻲ آﻣﻮزش ﭘﺲ
ﭘﺬﻳﺮي ﺷﺒﻜﻪ در ﻣﻮاﺟﻬـﻪ ﺑـﺎ  ﻣﻴﺰان ﻳﺎدﮔﻴﺮي ﺑﺎ ﺗﻮﺟﻪ وﻳﮋه ﺑﻪ ﺗﻌﻤﻴﻢ
ﻫـﺎ ﺷـﺒﻜﻪ ﻋﺼـﺒﻲ در اﻳـﻦ روش  .ﻫﺎي ﺟﺪﻳﺪ اراﺋﻪ ﺷﺪه اﺳـﺖ  ﻧﻤﻮﻧﻪ
آﻣﻮزﺷﻲ را ﺑﻪ دو زﻳﺮ ﻣﺠﻤﻮﻋﻪ آﻣـﻮزش و آزﻣـﻮن ﺗﻔﻜﻴـﻚ ﻣﺠﻤﻮﻋﻪ 
در ﭘﺎﻳﺎن ﻫﺮ ﮔﺎم آﻣﻮزش، ﺑﻼﻓﺎﺻﻠﻪ ﻋﻤﻠﻜﺮد ﺷﺒﻜﻪ در ﻣـﻮرد . ﻛﻨﺪ ﻣﻲ
ﮔﻴﺮي ﻛﺮده و آﻣﻮزش ﺗﺎ رﺳﻴﺪن ﺑﻪ ﻳـﻚ  زﻳﺮﻣﺠﻤﻮﻋﻪ آزﻣﻮن را اﻧﺪازه
اﻋﺘﺒـﺎر . ﻳﺎﺑـﺪ ﻫﺎي آزﻣﻮن اداﻣـﻪ ﻣـﻲ  ﻋﻤﻠﻜﺮد ﻣﻨﺎﺳﺐ در ﻣﻮرد ﻧﻤﻮﻧﻪ
ﻫﺎي آزﻣﻮن و ﻳﺎ اﻋﺘﺒﺎر  از داده ﻫﺎي ﻋﺼﺒﻲ ﻣﺼﻨﻮﻋﻲ ﺑﺎ اﺳﺘﻔﺎده ﺷﺒﻜﻪ
  (.61) ﮔﻴﺮد ﻣﻮرد ﺑﺮرﺳﻲ ﻗﺮار ﻣﻲ 8ﻣﻘﻄﻌﻲ
ﻫﺎي ﻋﺼﺒﻲ ﻣﺼﻨﻮﻋﻲ در ﻣﻘﺎﻳﺴـﻪ ﺑـﺎ  ﺗﻔﺴﻴﺮ اﭘﻴﺪﻣﻴﻮﻟﻮژﻳﻚ ﺷﺒﻜﻪ
ﮔﻮﻧـﻪ ﺗﺮ اﺳﺖ، ﺑـﺎ اﻳـﻦ وﺟـﻮد، اﻳـﻦ  ﻫﺎي آﻣﺎري ﻣﺮﺳﻮم ﭘﻴﭽﻴﺪه ﻣﺪل
 ﻫﺎي ﮔﻮﻧﺎﮔﻮن ﻋﻠﻮم ﭘﺰﺷﻜﻲ از ﺟﻤﻠﻪ اﭘﻴـﺪﻣﻴﻮﻟﻮژي  ﻫﺎ در زﻣﻴﻨﻪ ﻣﺪل
ﺑﻴﻨـﻲ ﺣـﺎﻣﻠﮕﻲ ، ﭘـﻴﺶ (81) ن ﭘﺮوﺳـﺘﺎت ﺑﻴﻨـﻲ ﺳـﺮﻃﺎ  ، ﭘﻴﺶ(71)
ﺑـﻪ  (02) ﺑﻴﻨﻲ ﻣﺮگ ﭘﺲ از ﺟﺮاﺣﻲ ﻗﻠﺐ ﺑﺎز و ﭘﻴﺶ( 91) ﻧﺎﺧﻮاﺳﺘﻪ
  . اﻧﺪ ﻛﺎر ﮔﺮﻓﺘﻪ ﺷﺪه
  در اﻳﻦ ﻣﻘﺎﻟﻪ، ﻫﺪف، ﻣﻌﺮﻓﻲ ﻳـﻚ روش ﺟﺪﻳـﺪ ﺑـﺮ ﻣﺒﻨـﺎي ﻣـﺪل 
ﻫـﺎي دو ﻣﺘﻐﻴـﺮه ﭘﺎﺳـﺦ  ﺳـﺎزي ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻣﺼـﻨﻮﻋﻲ ﺑـﺮاي ﻣـﺪل 
ﺎﻟﻌـﻪ ﻣﻄ. آﻣﻴﺨﺘﻪ ﺑـﺎ ﻓـﺮض دو ﺣـﺎﻟﺘﻲ ﺑـﻮدن ﻣﺘﻐﻴـﺮ ﻛﻴﻔـﻲ اﺳـﺖ 
ﻣﺘﻐﻴـﺮه  ﻣﺘﻐﻴﺮه و دو  ﻫﺎي ﻳﻚ ﺳﺎزي ﺑﺮاي ﻣﻘﺎﻳﺴﻪ ﺻﺤﺖ ﻣﺪل ﺷﺒﻴﻪ
ﻫﻤﭽﻨﻴﻦ ﺑﻪ ﻣﻨﻈﻮر ارزﻳﺎﺑﻲ ﻣﺪل . در ﺷﺮاﻳﻂ ﻣﺨﺘﻠﻒ اﺳﺘﻔﺎده ﮔﺮدﻳﺪ
ﻫﺎي واﻗﻌﻲ، ﻣـﺪل ﺷـﺒﻜﻪ ﻋﺼـﺒﻲ ﺑـﺮاي  ﻣﺘﻐﻴﺮه آﻣﻴﺨﺘﻪ در داده دو
ﺑﻴﻨ ــﻲ ﺗ ــﻮام ﺳ ــﻨﺪرم ﻣﺘﺎﺑﻮﻟﻴ ــﻚ و ﺷ ــﺎﺧﺺ ﻣﻘﺎوﻣ ــﺖ ﺑ ــﻪ  ﭘ ــﻴﺶ
ﺷﺮﻛﺖ ﻛﻨﻨـﺪه در ﻣﻄﺎﻟﻌـﻪ در ﮔﺮوﻫﻲ از اﻓﺮاد  )RI-AMOH(اﻧﺴﻮﻟﻴﻦ
  .ﻗﻨﺪ و ﻟﻴﭙﻴﺪ ﺗﻬﺮان اﺳﺘﻔﺎده ﺷﺪ
  روش ﻛﺎر
ﻣﻄﺎﻟﻌﻪ ﺣﺎﺿﺮ در ﺳﻪ ﻣﺮﺣﻠﻪ اﻧﺠﺎم ﺷﺪ ﻛﻪ ﺷـﺎﻣﻞ ﻃﺮاﺣـﻲ ﻣـﺪل، 
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 13/ ﻫﺎي ﭘﺰﺷﻜﻲ آﻣﻴﺨﺘﻪ و ﻛﺎرﺑﺮد آن در دادهﻫﺎي دو ﻣﺘﻐﻴﺮه  ﺑﻨﺪي ﭘﺎﺳﺦ ﻃﺮاﺣﻲ ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻣﺼﻨﻮﻋﻲ ﺑﺮاي ﻣﺪل  
  . اﺳﺖﻫﺎي واﻗﻌﻲ  ﺳﺎزي و ﻛﺎرﺑﺮد ﻣﺪل در داده ﻣﻄﺎﻟﻌﻪ ﺷﺒﻴﻪ
  ﻃﺮاﺣﻲ ﻣﺪل
 در اﻳﻦ ﻣﺮﺣﻠﻪ ﺗﻮﭘﻮﻟﻮژي ﻣﻨﺎﺳﺐ ﻣﺪل ﺷـﺒﻜﻪ ﻋﺼـﺒﻲ ﻣﺼـﻨﻮﻋﻲ  
ﻫﺎي ﻣﻴﺎﻧﻲ  اﺳﺘﻔﺎده، ﺗﻌﺪاد ﻻﻳﻪﺷﺎﻣﻞ ﺗﻌﻴﻴﻦ ﻧﻮع ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻣﻮرد 
ﻫـﺎي ﻣﻴـﺎﻧﻲ، ﺗﻌﻴـﻴﻦ ﺗـﺎﺑﻊ ﻫﺎ در ﻫﺮ ﻳـﻚ از ﻻﻳـﻪ  ﺷﺒﻜﻪ، ﺗﻌﺪاد ﮔﺮه
ﻣﺤﺮك در ﻫﺮ ﻻﻳﻪ و ﻣﺸﺨﺺ ﻧﻤﻮدن روش آﻣﻮزش ﺷﺒﻜﻪ ﺑﺮ ﻣﺒﻨﺎي 
ﻫـﺎي دو  ﺑﻨﺪي ﭘﺎﺳﺦ ﺑﺮاي ﻣﺪل .ﻣﺴﺌﻠﻪ ﻣﻮرد ﺑﺮرﺳﻲ ﻣﺸﺨﺺ ﮔﺮدﻳﺪ
ﺑﺎ ﻳﻚ ﻻﻳﻪ ﻣﻴﺎﻧﻲ اﺳﺘﻔﺎده  PLMﻣﺘﻐﻴﺮه آﻣﻴﺨﺘﻪ از ﻳﻚ ﺷﺒﻜﻪ ﻋﺼﺒﻲ 
  . ﺪﺷ
ﻛﻪ در ﻣﺴﺌﻠﻪ ﻣﻮرد ﺑﺮرﺳﻲ، ﺑﺮدار ﭘﺎﺳـﺦ دوﻣﺘﻐﻴـﺮه  ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ اﻳﻦ
 از راﺑﻄﻪ زﻳﺮ PLMدر ﺷﺒﻜﻪ  iام از واﺣﺪ  kاﺳﺖ، ﺧﺮوﺟﻲ ﻣﺘﻐﻴﺮ 
 : آﻳﺪ دﺳﺖ ﻣﻲ ﺑﻪ
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  .اﺳﺖ( 1)ﻓﺮﻣﻮل ﻣﺸﺎﺑﻪ ( 2)ﻧﻤﺎدﻫﺎي اﺳﺘﻔﺎده ﺷﺪه در ﻓﺮﻣﻮل 
. اﻧﺘﺸـﺎر اﺳـﺘﻔﺎده ﮔﺮدﻳـﺪ  ﺑﺮاي آﻣﻮزش ﺷـﺒﻜﻪ از اﻟﮕـﻮرﻳﺘﻢ ﭘـﺲ 
دو ﻣﺴﻴﺮ ﻣﺤﺎﺳﺒﺎﺗﻲ دارد، ﻣﺴﻴﺮ اول ﭘﻴﺸﺨﻮر ﻳﺎ ﻣﺴﻴﺮ  PBاﻟﮕﻮرﻳﺘﻢ 
ﺑـﺮاي  .ﺷـﻮد رﻓﺖ و ﻣﺴﻴﺮ دوم ﭘﺴﺨﻮر ﻳﺎ ﻣﺴﻴﺮ ﺑﺮﮔﺸﺖ ﻧﺎﻣﻴﺪه ﻣـﻲ 
  :ام، ﻣﻌﺎدﻻت در ﻣﺴﻴﺮ رﻓﺖ، ﺑﻪ ﺷﻜﻞ زﻳﺮ اﺳﺖ kورودي 
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در اﻳﻦ ﻣﺴﻴﺮ ﭘﺎراﻣﺘﺮﻫﺎي ﺷﺒﻜﻪ در ﺧﻼل اﺟﺮاي ﻣﺤﺎﺳﺒﺎت ﺗﻐﻴﻴﺮ 
ﻧﻤﺎﻳﻨـﺪ، ﻫـﺎ ﻋﻤـﻞ ﻣـﻲ  ﻧﺮون ﺗﻚ ﻛﻨﻨﺪ و ﺗﻮاﺑﻊ ﻓﻌﺎﻟﻴﺖ روي ﺗﻚ ﻧﻤﻲ
  :ﻳﻌﻨﻲ
   = + + ++k n f k n f k n fS l l lT l ,....,ˆ ˆ ˆ ˆ11 1 11) () ( ) () ( ) () (
ﺣﺴﺎﺳﻴﺖ از ﻻﻳﻪ آﺧﺮ ﺑﻪ ﻻﻳﻪ اول ﻫﺎي  در ﻣﺴﻴﺮ ﺑﺮﮔﺸﺖ، ﻣﺎﺗﺮﻳﺲ
ﻣﻌﺎدﻻت زﻳﺮ ﭘﻮﻳﺎﻳﻲ ﻣﺴﻴﺮ ﺑﺮﮔﺸـﺖ را ﺑﻴـﺎن . ﺷﻮﻧﺪ ﺑﺮﮔﺸﺖ داده ﻣﻲ
  :ﻛﻨﻨﺪ ﻣﻲ
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درﻣﺴﻴﺮ ﺑﺮﮔﺸﺖ، ﻛﺎر از ﻻﻳﻪ ﺧﺮوﺟﻲ ﻳﻌﻨﻲ ﺟﺎﻳﻲ ﻛﻪ ﺑﺮدار ﺧﻄـﺎ 
ﺳﭙﺲ ﺑﺮدار ﺧﻄـﺎ از ﻻﻳـﻪ آﺧـﺮ ﺑـﻪ . ﺷﻮد در اﺧﺘﻴﺎر اﺳﺖ، ﺷﺮوع ﻣﻲ
ﺷﻮد و ﮔﺮادﻳﺎن ﻣﺤﻠﻲ، ﻧﺮون ﺑﻪ ﻧﺮون ﺑﺎ اﻟﮕـﻮرﻳﺘﻢ  ﻻﻳﻪ اول ﺗﻮزﻳﻊ ﻣﻲ
در اﻳﻦ ﻣﺴـﻴﺮ ﻫـﻢ ﭘﺎراﻣﺘﺮﻫـﺎي ﺷـﺒﻜﻪ . ﺷﻮد ﺑﺎزﮔﺸﺘﻲ ﻣﺤﺎﺳﺒﻪ ﻣﻲ
  .ﺗﻐﻴﻴﺮ ﻧﺨﻮاﻫﻨﺪ ﻛﺮد
  :ﺷﻮﻧﺪ ﻫﺎي وزن و ارﻳﺒﻲ ﺑﺎ رواﺑﻂ زﻳﺮ ﺗﻨﻈﻴﻢ ﻣﻲ ﺳﺮاﻧﺠﺎم ﻣﺎﺗﺮﻳﺲ
− = +− δ αk y k k w k wl l l lT . 1ˆ ˆ ˆˆ1) () ( ) ( ) ( ) (
 
 = − = +δ αL l k k b k bl l l,....,2 ,1 ,                . 1ˆ ˆ ˆ) ( ) ( ) (
ﺗـﺎﺑﻊ ﻓﻌﺎﻟﻴـﺖ،  fﻫﺎي ﺷﺒﻜﻪ، ﻻﻳﻪ ﺗﻌﺪاد Lﻫﺎي اﺧﻴﺮ  در ﻓﺮﻣﻮل
ˆ
ˆﻧﺮخ ﻳﺎدﮔﻴﺮي ﺷﺒﻜﻪ و  αﺧﺮوﺟﻲ ﺷﺒﻜﻪ در ﻻﻳﻪ ﭘﻨﻬﺎﻧﻲ،  nl
 δl
ﻣﻘـﺪارﺧﺮوﺟﻲ واﻗﻌـﻲ  k t) (.اﺳـﺖ ام lﮔﺮادﻳﺎن ﺗﺒﺪﻳﻞ در ﻻﻳـﻪ 
 .ام اﺳﺖkﺧﻄﺎي ﺑﺮآورد ﺷﺪه ﺑﺮاي ﻧﻤﻮﻧﻪ  k eˆ) (ام و  kﻧﻤﻮﻧﻪ 
اﻧﺘﺸﺎر   و ارﻳﺒﻲ در اﻟﮕﻮرﻳﺘﻢ ﭘﺲﺑﺤﺚ ﺗﻔﺼﻴﻠﻲ ﭼﮕﻮﻧﮕﻲ ﺗﻨﻈﻴﻢ وزن 
  . در ﺿﻤﻴﻤﻪ آﻣﺪه اﺳﺖ
 در اﻳﻦ ﻣﻄﺎﻟﻌﻪ از اﻟﮕـﻮرﻳﺘﻢ آﻣـﻮزش ﺷـﻴﺐ ﺗـﻮام ﻣﻘﻴـﺎس ﺷـﺪه 
1
اﻳﻦ اﻟﮕﻮرﻳﺘﻢ ﺳﺮﻋﺖ وﻛﺎراﻳﻲ ﺑﺎﻻﻳﻲ ﺑـﺮاي . اﺳﺘﻔﺎده ﮔﺮدﻳﺪ )GCS(
آﻣﺪه ( 12) در GCSﺟﺰﻳﻴﺎت ﻛﺎﻣﻞ در ﻣﻮرد اﻟﮕﻮرﻳﺘﻢ . آﻣﻮزش دارد
  . اﺳﺖ
ﻫﺎي  در ﺑﺨﺶ اول داده. اﺳﺖ ﻫﺎي اﻳﻦ ﻣﻘﺎﻟﻪ ﺷﺎﻣﻞ دو ﺑﺨﺶ داده
ﻫـﺎي ﻫـﺎ ﺑـﺮ اﺳـﺎس داده ﺳـﺎزي ﺷـﺪ و ﺳـﭙﺲ ﻣـﺪل ﻋﺪدي ﺷـﺒﻴﻪ 
در  .ﻫﺎي ﻣﺨﺘﻠـﻒ ﻣـﻮرد ارزﻳـﺎﺑﻲ ﻗـﺮار ﮔﺮﻓـﺖ  ﺳﺎزي در ﺣﺎﻟﺖ ﺷﺒﻴﻪ
ﻫﺎي واﻗﻌﻲ ﻣﻄﺎﻟﻌﻪ ﻗﻨﺪ و ﻟﻴﭙﻴﺪ ﺗﻬﺮان  ﺑﺨﺶ دوم، ﻣﺪل ﺑﺮ روي داده
 ﻴـﺎت ﻫـﺮ ﻳـﻚ ﭘﺮداﺧﺘـﻪ ﺋدر زﻳـﺮ ﺑـﻪ ﺟﺰ  .ﻣﻮرد ارزﻳﺎﺑﻲ ﻗﺮار ﮔﺮﻓـﺖ 
  . ﺷﻮد ﻣﻲ
  ﺳﺎزي ﻣﻄﺎﻟﻌﻪ ﺷﺒﻴﻪ
ﺳﺎزي ﮔﺮدﻳـﺪ ﺗـﺎ  در اﻳﻦ ﻣﻄﺎﻟﻌﻪ دو ﻣﺠﻤﻮﻋﻪ ﻣﺘﻔﺎوت داده ﺷﺒﻴﻪ 
  . ﻫﺎ ﻣﻮرد ارزﻳﺎﺑﻲ ﻗﺮار ﮔﻴﺮﻧﺪ ﻫﺎي ﻣﻮرد ﺑﺮرﺳﻲ ﺑﺎ اﺳﺘﻔﺎده از آن ﻣﺪل
ﺳﺎزي، ﺣﺎﻟﺘﻲ در ﻧﻈﺮ ﮔﺮﻓﺘﻪ ﺷﺪ ﻛـﻪ ﻫﻤـﻪ  در ﻣﺠﻤﻮﻋﻪ اول ﺷﺒﻴﻪ
اﻧـﺪازه . ارﺗﺒﺎط داﺷﺘﻪ ﺑﺎﺷﻨﺪ ﻣﺘﻐﻴﺮﻫﺎي ﻛﻤﻜﻲ ﺑﺎ ﻫﺮ دو ﻣﺘﻐﻴﺮ ﭘﺎﺳﺦ
ﻣﺘﻔﺎوت ﻣﺘﻐﻴﺮ ﻛﻤﻲ روي ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳﺦ، در دو ﺣﺎﻟﺖ اﺛﺮ ﻛﻢ  2اﺛﺮ
ﻫﺎ ﺑﺎ اﺳﺘﻔﺎده از ﺗﻮزﻳﻊ ﻧﺮﻣﺎل  اﺑﺘﺪا داده. و اﺛﺮ زﻳﺎد ﺷﺒﻴﻪ ﺳﺎزي ﮔﺮدﻳﺪ
 :دو ﻣﺘﻐﻴﺮه ﺑﺎ ﭘﺎراﻣﺘﺮﻫﺎي زﻳﺮ ﺗﻮﻟﻴﺪ ﮔﺮدﻳﺪ
  (3)
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 :ﺗﻌﺮﻳﻒ ﺷﺪﺻﻮرت زﻳﺮ  ﺑﻪ yibﺳﭙﺲ ﻣﺘﻐﻴﺮ دوﺣﺎﻟﺘﻲ 
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ﺳـﺎزي  در ﺷﺒﻴﻪ. اﺳﺖ illuonreB X5.0 ~) (در ﻋﺒﺎرت ﺑﺎﻻ 
ﺻــﻮرت ﺑــﻪ اول، ﺑــﺮدار ﺿــﺮاﻳﺐ ﻣــﺮﺗﺒﻂ ﺑــﺎ ﻣﺘﻐﻴــﺮ ﺗﺒﻴﻴﻨــﻲ
ﺑـﻪ ﺗﺮﺗﻴـﺐ ﻣﻌـﺎدل )، = β βc b2 ,2.0 ,1 1) ( ) (
1
و  5
1
اﻧﺤـﺮاف  3
اﻧﺘﺨﺎب ﮔﺮدﻳﺪ ﻛﻪ ﻣﻌﺎدل اﺛﺮ ﻛﻢ ﻣﺘﻐﻴﺮ ﺗﺒﻴﻴﻨﻲ ( ﺎر ﻣﺘﻐﻴﺮ ﻣﺮﺑﻮطﻣﻌﻴ
ﺳـﺎزي دوم، ﺑـﺮدار ﺿـﺮاﻳﺐ  در ﺷﺒﻴﻪ. روي ﻫﺮ دو ﻣﺘﻐﻴﺮ ﭘﺎﺳﺦ اﺳﺖ
ﺑﻪ ﺗﺮﺗﻴﺐ )، = β βc b2 ,1 ,1 1) ( ) (ﺻﻮرت ﻣﺮﺗﺒﻂ ﺑﺎ ﻣﺘﻐﻴﺮ ﺗﺒﻴﻴﻨﻲ ﺑﻪ
و  1ﻣﻌﺎدل 
1
اﻧﺘﺨـﺎب ﮔﺮدﻳـﺪ ﻛـﻪ ( اﻧﺤﺮاف ﻣﻌﻴﺎر ﻣﺘﻐﻴـﺮ ﻣﺮﺑـﻮط  3
ﻣﻌﺎدل اﺛﺮ ﺑﺎﻻي ﻣﺘﻐﻴﺮ ﺗﺒﻴﻴﻨﻲ روي ﻣﺘﻐﻴﺮ ﭘﺎﺳﺦ دوﺣﺎﻟﺘﻲ و اﺛﺮ ﻛﻢ 
ﺳـﺎزي ﺳـﻮم، در ﺷـﺒﻴﻪ . ﻣﺘﻐﻴﺮ ﻛﻤﻜﻲ روي ﻣﺘﻐﻴﺮ ﭘﺎﺳﺦ ﻛﻤﻲ اﺳﺖ
ﺻـ ــﻮرت ﺑـ ــﺮدار ﺿـ ــﺮاﻳﺐ ﻣـ ــﺮﺗﺒﻂ ﺑـ ــﺎ ﻣﺘﻐﻴـ ــﺮ ﻛﻤﻜـ ــﻲ ﺑـ ــﻪ 
( ﻮطاﻧﺤـﺮاف ﻣﻌﻴـﺎر ﻣﺘﻐﻴـﺮ ﻣﺮﺑ ـ 1ﻣﻌﺎدل ) ،= β βc b6 ,1 ,1 1) ( ) (
اﻧﺘﺨﺎب ﮔﺮدﻳﺪ ﻛﻪ ﻣﻌﺎدل اﺛﺮ زﻳﺎد ﻣﺘﻐﻴﺮ ﻛﻤﻜﻲ روي ﻫـﺮ دو ﻣﺘﻐﻴـﺮ 
  . ﭘﺎﺳﺦ اﺳﺖ
ﺳﺎزي، ﺣﺎﻟﺘﻲ در ﻧﻈﺮ ﮔﺮﻓﺘﻪ ﺷﺪ ﻛﻪ ﺑﺮﺧﻲ  در ﻣﺠﻤﻮﻋﻪ دوم ﺷﺒﻴﻪ
ﻣﺘﻐﻴﺮﻫﺎي ﻛﻤﻜﻲ ﺗﻨﻬـﺎ ﺑـﺎ ﻳﻜـﻲ از ﻣﺘﻐﻴﺮﻫـﺎي ﭘﺎﺳـﺦ ﭘﻴﻮﺳـﺘﻪ ﻳـﺎ 
ﺻـﻮرت زﻳـﺮ ﻫﺎ ﺑـﻪ  در اﻳﻦ ﺣﺎﻟﺖ داده. دوﺣﺎﻟﺘﻲ ارﺗﺒﺎط داﺷﺘﻪ ﺑﺎﺷﻨﺪ
   :ﺳﺎزي ﮔﺮدﻳﺪ ﺷﺒﻴﻪ
  (5)
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و  N Xb1,0 ~) (،  illuonreB X5.0 ~) (ﻛـــﻪ در آن
ﺳﺎزي دوم، ﺑﺮدار ﺿـﺮاﻳﺐ  ﺑﺮاي ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ. N Xc4 ,0 ~) (
روي ﻫﺮﻳـﻚ  Xﺑﺮاي ﺗﻌﻴﻴﻦ اﻧﺪازه اﺛﺮ ﻣﺘﻐﻴﺮ ﻛﻤﻜﻲ β βc b,1 1) (
ﺳﺎزي اول در ﻧﻈﺮ ﮔﺮﻓﺘـﻪ  از ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳﺦ ﻫﻤﺎﻧﻨﺪ ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ
در ﻫﻤﻪ ﺣﺎﻻت ﺛﺎﺑﺖ در  = β βc b1,1 ,2 2) ( ) (ﺷﺪ و ﺑﺮدار ﺿﺮاﻳﺐ 
  . ﻧﻈﺮ ﮔﺮﻓﺘﻪ ﺷﺪ
ﺑـﺮاي ﺳـﺎﺧﺘﻦ ﻣﺘﻐﻴـﺮ ( 4)ﺳﺎزي، از راﺑﻄـﻪ  در ﻫﺮ ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ
از روي  yibدوﺣﺎﻟﺘﻲ 
*
 Xb،  Xﻣﺘﻐﻴﺮﻫﺎي . اﺳﺘﻔﺎده ﮔﺮدﻳﺪ yib
اي اﻧﺘﺨﺎب ﺷﺪﻧﺪ ﻛـﻪ ﻣﺘﻐﻴﺮﻫـﺎي ﻛﻤﻜـﻲ ﻫـﻢ ﺷـﺎﻣﻞ  ﮔﻮﻧﻪ ﺑﻪ Xcو
در اﻳﻨﺠـﺎ . ﻣﺘﻐﻴﺮﻫﺎي ﻛﻤﻲ و ﻫﻢ ﺷﺎﻣﻞ ﻣﺘﻐﻴﺮﻫﺎي دوﺣﺎﻟﺘﻲ ﺑﺎﺷـﻨﺪ 
ﻣﺘﻐﻴﺮﻫـﺎي ﻛﻤـﻲ  Xcو  Xbﻳﻚ ﻣﺘﻐﻴﺮ ﻛﻴﻔﻲ دوﺣـﺎﻟﺘﻲ و  X
  .ﭘﻴﻮﺳﺘﻪ ﻫﺴﺘﻨﺪ
ﺳﺎزي، ﻣﻴﺰان ﻫﻤﺒﺴﺘﮕﻲ ﺑـﻴﻦ  ﭘﺎراﻣﺘﺮ ﻛﻠﻴﺪي ﺑﺮاي ﻣﻄﺎﻟﻌﻪ ﺷﺒﻴﻪ 
ﺑﻨﺪي  ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳﺦ اﺳﺖ، ﭼﻮن ﻟﺤﺎظ ﻧﻤﻮدن اﻳﻦ ﭘﺎراﻣﺘﺮ در ﻣﺪل
ﻣﺘﻐﻴﺮه اﺳﺖ  ﻫﺎي ﻳﻚ ﺮه از ﻣﺪلﻫﺎي دوﻣﺘﻐﻴ ﻫﺎ ﻣﻌﻴﺎر ﺗﻤﺎﻳﺰ ﻣﺪل داده
. ﺛﺮ ﺑﺎﺷـﺪ ﺆﻫـﺎ ﻣ ـﺑﻴﻨـﻲ ﻣـﺪل  و ﻣﻤﻜﻦ اﺳﺖ روي ﻣﻴﺰان ﺻﺤﺖ ﭘﻴﺶ
ﻫـﺎ ﺑـﺎ ﺳـﻄﻮح ﻣﺨﺘﻠـﻒ ﺿـﺮﻳﺐ ﻫﻤﺒﺴـﺘﮕﻲ ﺑﻨﺎﺑﺮاﻳﻦ ﻣﺠﻤﻮﻋـﻪ داده 
ﻫﻤﺒﺴﺘﮕﻲ ﺑﻴﻦ ﻣﺘﻐﻴﺮﻫـﺎي . ﺗﻮﻟﻴﺪ ﮔﺮدﻳﺪ 9 /0 ,6 /0 ,3 /0 = ρ) (
ﺑـﺮاي . ﺴﺘﻪ ﺑﻪ ﻣﻘﺎدﻳﺮ ﻣﺘﻐﻴﺮﻫﺎي ﻛﻤﻜﻲ اﺳﺖواﺑ yicو  yibﭘﺎﺳﺦ 
، ﻫﻤﺒﺴﺘﮕﻲ ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳﺦ ( = =x xic ib0و ﺑﺮاي ) = xi0
 0/2ﺗﺮﺗﻴﺐ ﺑﺮاﺑﺮ  ﺑﻪ 9 /0 ,6 /0 ,3 /0 = ρ) (ﻣﺘﻨﺎﻇﺮ ﺑﺎ yicو  yib
ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ ﻣﻘﺎدﻳﺮ در ﻧﻈﺮ ﮔﺮﻓﺘﻪ ﺷـﺪه . آﻳﺪ ﻣﻲدﺳﺖ  ﺑﻪ 0/9و  0/5، 
 81و ﺿﺮاﻳﺐ ﻫﻤﺒﺴﺘﮕﻲ، در ﻣﺠﻤﻮع  βc1،  βb1ﺑﺮاي ﭘﺎراﻣﺘﺮﻫﺎي 
 005ﺳﺎزي در ﻧﻈﺮ ﮔﺮﻓﺘﻪ ﺷﺪ و ﺑـﺮاي ﻫـﺮ ﺳـﻨﺎرﻳﻮ  ﺳﻨﺎرﻳﻮي ﺷﺒﻴﻪ
  .رﻛﻮرد ﺗﻮﻟﻴﺪ ﮔﺮدﻳﺪ 003ﻧﻤﻮﻧﻪ ﻣﺴﺘﻘﻞ ﻫﺮ ﻛﺪام ﺑﺎ ﺣﺠﻢ 
ﻫـﺎي ﻳـﻚ ﺳﺎزي، ﻣـﺪل  ﻫﺎي دو ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ ﻔﺎده از دادهﺑﺎ اﺳﺘ 
 ﻫـﺎي ﻳـﻚ در ﻣـﺪل . ﻫﺎ ﺑﺮازش داده ﺷـﺪ  ﻣﺘﻐﻴﺮه و دوﻣﺘﻐﻴﺮه ﺑﺮ داده
ﺑﺎ ﻳﻚ ﻻﻳﻪ ﻣﻴﺎﻧﻲ و ﺗﺎﺑﻊ ﻓﻌﺎﻟﻴﺖ ﺧﻄـﻲ  PLMﻣﺘﻐﻴﺮه، از ﻳﻚ ﺷﺒﻜﻪ 
ﺑﺮاي ﻣﺘﻐﻴﺮ ﭘﺎﺳﺦ دوﺣﺎﻟﺘﻲ، از ﺗﺎﺑﻊ . در ﻻﻳﻪ ﺧﺮوﺟﻲ اﺳﺘﻔﺎده ﮔﺮدﻳﺪ
ﭘﺎﺳـﺦ ﭘﻴﻮﺳـﺘﻪ از ﺗـﺎﺑﻊ ﻓﻌﺎﻟﻴـﺖ ﻓﻌﺎﻟﻴﺖ ﺳﻴﮕﻤﻮﺋﻴﺪ و ﺑـﺮاي ﻣﺘﻐﻴـﺮ 
در ﻣـﺪل . ﺗﺎﻧﮋاﻧـﺖ ﻫﺎﻳﭙﺮﺑﻮﻟﻴـﻚ در ﻻﻳ ـﻪ ﻣﻴـﺎﻧﻲ اﺳـﺘﻔﺎده ﮔﺮدﻳـﺪ 
ﺑﺎ ﻳﻚ ﻻﻳﻪ ﻣﻴـﺎﻧﻲ ﺑـﺎ ﺗـﺎﺑﻊ ﻓﻌﺎﻟﻴـﺖ ﺗﺎﻧﮋاﻧـﺖ  PLMدوﻣﺘﻐﻴﺮه ﺷﺒﻜﻪ 
ﻫـﺎ ﺑـﺎ ﻣـﺪل . ﻫﺎﻳﭙﺮﺑﻮﻟﻴﻚ در ﻻﻳﻪ ﻣﻴﺎﻧﻲ و ﻻﻳﻪ ﺧﺮوﺟﻲ ﻃﺮاﺣﻲ ﺷﺪ
ﻦ ﺑﺮاي ﺗﻌﻴـﻴ . ﺑﺮازش ﮔﺮدﻳﺪ 01و  5، 4، 3، 2 ﻫﺎي ﻣﻴﺎﻧﻲ ﺗﻌﺪاد ﮔﺮه
ﻫـﺎ از ﻫﺎي ﻣﻨﺎﺳﺐ ﺑﺮاي ﻻﻳﻪ ﻣﻴـﺎﻧﻲ در ﻫـﺮ ﻳـﻚ از ﻣـﺪل  ﺗﻌﺪاد ﮔﺮه
ﺑـﺮاي  .اﺳﺘﻔﺎده ﺑـﻪ ﻋﻤـﻞ آﻣـﺪ ( ESM)ﻣﻌﻴﺎر ﻣﻴﺎﻧﮕﻴﻦ ﻣﺮﺑﻌﺎت ﺧﻄﺎ 
. اﺳـﺘﻔﺎده ﺷـﺪ  GCSﻫـﺎ از اﻟﮕـﻮرﻳﺘﻢ  آﻣﻮزش ﺷﺒﻜﻪ در ﺗﻤﺎﻣﻲ ﻣﺪل
ﻧﻤﻮﻧﻪ ﺑﺮاي  05ﻧﻤﻮﻧﻪ ﺑﺮاي آﻣﻮزش،  051ﺗﺎﻳﻲ،  003ﺑﺮاي ﻫﺮ ﻧﻤﻮﻧﻪ 
ﺑﺮاي ﻫﺮ . ﻧﻤﻮﻧﻪ ﺑﺮاي اﻋﺘﺒﺎر ﺳﻨﺠﻲ در ﻧﻈﺮ ﮔﺮﻓﺘﻪ ﺷﺪ 001آزﻣﻮن و 
ﺑﻴﻨـﻲ ﺻـﻮرت درﺻـﺪ ﻣـﻮارد ﭘـﻴﺶ  ﺑﻪ 1ﺑﻴﻨﻲ ﻣﺪل ﻣﻌﻴﺎر ﺻﺤﺖ ﭘﻴﺶ
ﺑﻴﻨﻲ ﺷﺪه ﺗﻮﺳـﻂ ﺷـﺒﻜﻪ  ﻣﻘﺪار ﭘﻴﺶ. ﺻﺤﻴﺢ ﺗﻌﺮﻳﻒ و ﻣﺤﺎﺳﺒﻪ ﺷﺪ
ﻋﺪدي ﺑﻴﻦ ﺻﻔﺮ و ﻳﻚ اﺳـﺖ ﻛـﻪ ﺑـﺎ در ﻧﻈـﺮ  ﺑﺮاي ﻣﺘﻐﻴﺮ دوﺣﺎﻟﺘﻲ
                                                           
ycaruccA evitciderP
  1
D
wo
ln
ao
ed
 d
orf
m
ri 
.ej
mut
a.s
i.c
a r
7 t
30:
RI 
TS
no 
S 
nu
ad
D y
ce
me
eb
3 r
 dr
02
71
 33/ ﻫﺎي ﭘﺰﺷﻜﻲ آﻣﻴﺨﺘﻪ و ﻛﺎرﺑﺮد آن در دادهﻫﺎي دو ﻣﺘﻐﻴﺮه  ﺑﻨﺪي ﭘﺎﺳﺦ ﻃﺮاﺣﻲ ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻣﺼﻨﻮﻋﻲ ﺑﺮاي ﻣﺪل  
ﺑﻪ ﻳﻚ ﻣﺘﻐﻴﺮ دوﺣﺎﻟﺘﻲ ﺑﺎ ﻣﻘﺎدﻳﺮ ﺻﻔﺮ و ﻳﻚ  0/5ﮔﺮﻓﺘﻦ ﻧﻘﻄﻪ ﺑﺮش 
ﺑﻴﻨﻲ ﺑﺮاي ﻫﺮ ﻣﻮرد زﻣﺎﻧﻲ ﺻﺤﻴﺢ ﺗﻠﻘﻲ ﺷﺪ ﻛـﻪ  ﭘﻴﺶ. ﺗﺒﺪﻳﻞ ﮔﺮدﻳﺪ
ﺑﻴﻨﻲ ﺷﺪه ﻣﺘﻐﻴﺮﭘﺎﺳﺦ ﭘﻴﻮﺳﺘﻪ ﺣـﺪاﻛﺜﺮ در ﻓﺎﺻـﻠﻪ ﻳـﻚ  ﻣﻘﺪار ﭘﻴﺶ
ﺑﻴﻨـﻲ ر ﭘـﻴﺶ اﻧﺤﺮاف ﻣﻌﻴﺎر از ﻣﻘﺪار واﻗﻌﻲ ﻗﺮار داﺷﺘﻪ ﺑﺎﺷﺪ و ﻣﻘـﺪا 
ﻣﻴـﺎﻧﮕﻴﻦ . ﻣﺘﻐﻴﺮ دوﺣﺎﻟﺘﻲ ﭘﺲ از ﺗﺒﺪﻳﻞ ﺑﺎ ﻣﻘﺪار واﻗﻌﻲ ﺑﺮاﺑﺮ ﺑﺎﺷـﺪ 
ﻫـﺎي ﻣﺴـﺘﻘﻞ ﻣﺪل ﺣﺎﺻﻞ از ﻧﻤﻮﻧـﻪ  005ﺑﻴﻨﻲ  ﻣﻘﺎدﻳﺮ ﺻﺤﺖ ﭘﻴﺶ
ﻫـﺎي ﻫـﺎي اﻋﺘﺒﺎرﺳـﻨﺠﻲ ﺑـﺮاي ﻣـﺪل ﻫﺎي آزﻣـﻮن و داده  ﺑﺮاي داده
ﻫﺎي ﺗﻚ ﻣﺘﻐﻴﺮه و  ﺑﺮاي ﻣﻘﺎﻳﺴﻪ ﻧﻬﺎﻳﻲ ﻣﺪل. ﻣﺨﺘﻠﻒ ﻣﺤﺎﺳﺒﻪ ﮔﺮدﻳﺪ
  . ﺑﻴﻨﻲ اﺳﺘﻔﺎده ﺷﺪ ﺤﺖ ﭘﻴﺶدوﻣﺘﻐﻴﺮه از ﻣﻌﻴﺎر ﺻ
  ﻫﺎي واﻗﻌﻲ ﻛﺎرﺑﺮد ﻣﺪل در داده
ﻫﺎي واﻗﻌﻲ از اﻃﻼﻋـﺎت ﻣﺮﺑـﻮط ﺑـﻪ  ﺑﺮاي اﺳﺘﻔﺎده از ﻣﺪل در داه 
ﻧﮕـﺮ ﻗﻨـﺪ و ﻣﻄﺎﻟﻌـﻪ آﻳﻨـﺪه  .ﻣﻄﺎﻟﻌﻪ ﻗﻨﺪ و ﻟﻴﭙﻴﺪ ﺗﻬﺮان اﺳﺘﻔﺎده ﺷـﺪ 
ﺗﻬﺮان،  31اي از ﺳﺎﻛﻨﻴﻦ ﻣﻨﻄﻘﻪ  ﻟﻴﭙﻴﺪ ﺗﻬﺮان ﺑﺮ روي ﺟﻤﻌﻴﺖ ﻧﻤﻮﻧﻪ
اﺧﺘﻼﻻت ﻣﺘﺎﺑﻮﻟﻴﻚ و ﺷﻨﺎﺳﺎﻳﻲ ﻋﻮاﻣﻞ  ﺑﺎ ﻫﺪف ﺗﺨﻤﻴﻦ ﻣﻴﺰان ﺷﻴﻮع
ﻴـﺎت ﺋﺟﺰ. ﻫﺎي ﻗﻠﺒﻲ ﻋﺮوﻗﻲ ﺻﻮرت ﮔﺮﻓﺘـﻪ اﺳـﺖ  ﺧﻄﺮ ﺳﺎز ﺑﻴﻤﺎري
 743در ﺗﺤﻘﻴـﻖ ﺣﺎﺿـﺮ، . آﻣﺪه اﺳﺖ( 22)ﻣﺮﺑﻮط ﺑﻪ اﻳﻦ ﻣﻄﺎﻟﻌﻪ در
ﻧﻔﺮ از اﻓﺮاد ﻣﻄﺎﻟﻌﻪ ﻓـﻮق ﻛـﻪ در زﻣـﺎن ﺑﺮرﺳـﻲ اوﻟﻴـﻪ در ﻓـﺎز ﻳـﻚ 
از . اﻧﺪ ﻣﻄﺎﻟﻌﻪ ﻓﺎﻗﺪ ﺳﻨﺪرم ﻣﺘﺎﺑﻮﻟﻴﻚ ﺑﻮدﻧﺪ، ﻣﻮرد ﺑﺮرﺳﻲ ﻗﺮار ﮔﺮﻓﺘﻪ
در ﻓـﺎز دوم ﻣﻄﺎﻟﻌـﻪ،  IIIPTAﻧﻔﺮ ﺑﺮ ﻣﺒﻨﺎي ﺗﻌﺮﻳـﻒ  221اﻳﻦ ﺗﻌﺪاد، 
ﺑـﻪ ﺳـﻨﺪرم ﻣﺘﺎﺑﻮﻟﻴـﻚ  ﻳﻌﻨﻲ ﺣﺪود ﺳﻪ ﺳﺎل ﭘﺲ از ﺑﺮرﺳﻲ اوﻟﻴـﻪ، 
ﻣﺘﻐﻴﺮﻫـﺎي ﻣﺴـﺘﻘﻞ ﻣـﻮرد ﺑﺮرﺳـﻲ در اﻳـﻦ ﻣﻄﺎﻟﻌـﻪ . اﻧﺪ ﻣﺒﺘﻼ ﺷﺪه
ﺳﻦ، ﺟﻨﺲ، وﺿﻌﻴﺖ ﺗﺎﻫﻞ، ﺳﺎﺑﻘﻪ ﺑﻴﻤﺎري ﻗﻠﺒﻲ ﻋﺮوﻗﻲ، : ﻋﺒﺎرﺗﻨﺪ از
ﮔﻠﺴـﻴﺮﻳﺪ، ، ﻛﻠﺴﺘﺮول ﺗـﺎم، ﺗـﺮي LDH، LDL، )IMB(ﻧﻤﺎﻳﻪ ﺗﻮده ﺑﺪن 
ﻫﺮﮔـﺰ، ﮔـﺎﻫﻲ، )ﻗﻨﺪ ﺧﻮن ﻧﺎﺷﺘﺎ، ﻗﻨﺪ ﺧﻮن دو ﺳﺎﻋﺘﻪ، ﻣﺼﺮف ﺳﻴﮕﺎر
، ﻓﺸﺎر ﺧﻮن ﺳﻴﺴـﺘﻮﻟﻴﻚ، ﻓﺸـﺎر ﺧـﻮن دﻳﺎﺳـﺘﻮﻟﻴﻚ و دور (ﻫﻤﻴﺸﻪ
ﻫﺎ در ﻓﺎز ﻳـﻚ ﻣﻄﺎﻟﻌـﻪ ﻣـﻮرد ﺑﺮرﺳـﻲ ﻗـﺮار  ﻛﻤﺮ ﻛﻪ ﻣﻘﺪار ﻫﻤﻪ آن
 RI-AMOHﻣﺘﻐﻴﺮدو ﺣﺎﻟﺘﻲ ﺳﻨﺪرم ﻣﺘﺎﺑﻮﻟﻴﻚ و ﻣﺘﻐﻴﺮ ﻛﻤﻲ . ﮔﺮﻓﺖ
در ﻧﻈـﺮ ( ﭘﺎﺳـﺦ )در ﻓﺎز دوم ﻣﻄﺎﻟﻌﻪ ﺑﻪ ﻋﻨـﻮان ﻣﺘﻐﻴﺮﻫـﺎي واﺑﺴـﺘﻪ 
  .ﮔﺮﻓﺘﻪ ﺷﺪﻧﺪ
ﺑـﺎ ﺗـﺎﺑﻊ ﻓﻌﺎﻟﻴـﺖ ﺗﺎﻧﮋاﻧـﺖ  PLMدر اﻳـﻦ ﻣﻄﺎﻟﻌـﻪ از ﻳـﻚ ﺷـﺒﻜﻪ 
ﻫﺎﻳﭙﺮﺑﻮﻟﻴﻚ در ﻻﻳﻪ ﻣﻴﺎﻧﻲ و ﺗﺎﺑﻊ ﻓﻌﺎﻟﻴﺖ ﺧﻄـﻲ در ﻻﻳـﻪ ﺧﺮوﺟـﻲ 
درﺑﺨـﺶ اول . ﻫﺎ ﺑـﻪ دو ﺑﺨـﺶ ﺗﻘﺴـﻴﻢ ﺷـﺪ  دادهاﺑﺘﺪا  .اﺳﺘﻔﺎده ﺷﺪ
ﺑـﺮاي آزﻣـﻮن %( 12)ﻧﻔـﺮ  47زش ﺷﺒﻜﻪ و ﺑﺮاي آﻣﻮ%( 05)ﻧﻔﺮ 371
ﺑـﺮاي اﻋﺘﺒـﺎر ﺳـﻨﺠﻲ %( 92)ﻧﻔﺮ 001در ﺑﺨﺶ دوم ﺗﻌﺪاد  ﺷﺒﻜﻪ و
-ﻫﺎ ﻧﺮﻣـﺎل  ﻗﺒﻞ از ﺑﺮازش ﻣﺪل، داده. ﻣﺪل ﻣﻮرد اﺳﺘﻔﺎده ﻗﺮار ﮔﺮﻓﺖ
ﺳﺎزي ﺷﺪﻧﺪ ﺗـﺎ در اﺳـﺘﻔﺎده از ﺗـﺎﺑﻊ ﻓﻌﺎﻟﻴـﺖ ﺗﺎﻧﮋاﻧـﺖ ﻫﺎﻳﭙﺮﺑﻮﻟﻴـﻚ 
اد ﻫـﺎي ﻻﻳـﻪ ورودي ﻣﻌـﺎدل ﺗﻌـﺪ ﺗﻌـﺪاد ﮔـﺮه  .ﻣﺸﻜﻞ اﻳﺠﺎد ﻧﺸـﻮد 
ﻫﺎي ﻻﻳﻪ  ﺗﻌﺪاد ﮔﺮه. در ﻧﻈﺮ ﮔﺮﻓﺘﻪ ﺷﺪ 51ﻣﺘﻐﻴﺮﻫﺎي ﻣﺴﺘﻘﻞ ﻳﻌﻨﻲ 
ﺑـﺮاي  GCSاز اﻟﮕـﻮرﻳﺘﻢ . ﮔﺮه در ﻧﻈﺮ ﮔﺮﻓﺘﻪ ﺷـﺪ  21ﺗﺎ  7ﻣﻴﺎﻧﻲ از 
  .آﻣﻮزش ﺷﺒﻜﻪ اﺳﺘﻔﺎده ﮔﺮدﻳﺪ
، ﻫﻤﭽﻨﻴﻦ ﺗﻌﻴﻴﻦ اﻧﺪازه ﺑﻬﻴﻨﻪ ﺑﺮاي ﺗﻌﺪاد  ﺑﺮاي ﭘﺎﻳﺎن ﻫﺮ اﻟﮕﻮرﻳﺘﻢ
 )ESM( ﻫـﺎ ﺗﻜﺮار و ﺿﺮﻳﺐ ﻳﺎدﮔﻴﺮي از ﻣﻌﻴﺎر ﻣﻴـﺎﻧﮕﻴﻦ ﻣﺠـﺬور ﺧﻄﺎ 
ﺗﺮﻳﻦ ﻣﺪل در ﻣﺮﺣﻠـﻪ ﻧﻬـﺎﻳﻲ از  ﺑﺮاي ﺗﻌﻴﻴﻦ ﻣﻨﺎﺳﺐ. اﺳﺘﻔﺎده ﮔﺮدﻳﺪ
ﺑﻴﻨﻲ ﻛـﻪ در ﻗﺴـﻤﺖ ﻗﺒﻠـﻲ ﺗﻌﺮﻳـﻒ ﺷﺪاﺳـﺘﻔﺎده  ﭘﻴﺶ ﻣﻌﻴﺎر ﺻﺤﺖ
  .ﮔﺮدﻳﺪ
 6.7 BALTAMو  0.9.2 Rاي در ﻧـﺮم اﻓﺰارﻫـﺎي  ﻫﺎي راﻳﺎﻧﻪ ﺑﺮﻧﺎﻣﻪ
  .ﻃﺮاﺣﻲ و اﺟﺮا ﮔﺮدﻳﺪ
   ﻫﺎ ﻳﺎﻓﺘﻪ
ه و دو ﻫـﺎي ﻳـﻚ ﻣﺘﻐﻴـﺮ ﺑﻴﻨـﻲ ﻣـﺪل ﺻﺤﺖ ﭘـﻴﺶ  3ﺗﺎ  1ﺟﺪاول 
ﻣﺘﻐﻴﺮه را ﺑـﺮ اﺳـﺎس اﻧـﺪازه اﺛـﺮ ﻣﺘﻐﻴـﺮ ﻛﻤﻜـﻲ ﻣﺸـﺘﺮك و ﺳـﻄﺢ 
ﺳـﺎزي اراﺋـﻪ ﻫـﺎي ﺷـﺒﻴﻪ ﻫﻤﺒﺴﺘﮕﻲ ﺑﻴﻦ ﻣﺘﻐﻴﺮﻫـﺎي ﭘﺎﺳـﺦ در داده 
ﻫﺮ ﻳﻚ از اﻋﺪاد داﺧﻞ ﺟـﺪاول، ﻣﻴـﺎﻧﮕﻴﻦ ﺷـﺎﺧﺺ ﺻـﺤﺖ . دﻫﺪ ﻣﻲ
ﻛﺪام ﺑـﻪ ﺣﺠـﻢ  ﺳﺎزي ﺷﺪه ﻫﺮ ﻧﻤﻮﻧﻪ ﻣﺴﺘﻘﻞ ﺷﺒﻴﻪ 005ﺑﻴﻨﻲ  ﭘﻴﺶ
ﺳﺎزي اول ﻳﻌﻨـﻲ  ﺷﺒﻴﻪدﻫﺪ در ﻣﺠﻤﻮﻋﻪ  ﻧﺘﺎﻳﺞ ﻧﺸﺎن ﻣﻲ. اﺳﺖ 003
ﻛﻪ دو ﻣﺘﻐﻴﺮ ﭘﺎﺳﺦ ﺑﺎ ﻣﺘﻐﻴﺮ ﻛﻤﻜـﻲ ﻣﺸـﺘﺮك راﺑﻄـﻪ دارﻧـﺪ،   ﺣﺎﻟﺘﻲ
ﻣﺘﻐﻴـﺮه ﺗﻘﺮﻳﺒـﺎ  ﻣﺘﻐﻴـﺮه و دو  ﻫـﺎي ﻳـﻚ  ﺑﻴﻨﻲ در ﻣﺪل ﺻﺤﺖ ﭘﻴﺶ
ﻛﻪ ﻫﺮ ﻛﺪام از  ﺣﺎﻟﺘﻲ)ﺳﺎزي دوم  ﻳﻜﺴﺎن اﺳﺖ، اﻣﺎ در ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ
دو ﻣﺘﻐﻴﺮ ﭘﺎﺳﺦ ﺑﺎ ﻳﻜﻲ از ﻣﺘﻐﻴﺮﻫﺎي ﻛﻤﻜﻲ ارﺗﺒـﺎط دارﻧـﺪ، ﺻـﺤﺖ 
ﻫﺎي ﻳـﻚ ﻣﺘﻐﻴـﺮه  ﻫﺎي دو ﻣﺘﻐﻴﺮه ﻧﺴﺒﺖ ﺑﻪ ﻣﺪل ر ﻣﺪلﺑﻴﻨﻲ د ﭘﻴﺶ
ﻫـﺎي دو ﻣﺘﻐﻴـﺮه ﺑـﺎ اﻓـﺰاﻳﺶ ﻫﻤﺒﺴـﺘﮕﻲ  ﺑﻴﺸـﺘﺮ اﺳـﺖ و در ﻣـﺪل
ﻫﻤﭽﻨـﻴﻦ در . ﻳﺎﺑـﺪ ﺑﻴﻨﻲ اﻓـﺰاﻳﺶ ﻣـﻲ  ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳﺦ ﺻﺤﺖ ﭘﻴﺶ
ﺳـﺎزي ﺑـﺎ اﻓـﺰاﻳﺶ اﻧـﺪازه اﺛـﺮ ﻣﺘﻐﻴـﺮ ﻛﻤﻜـﻲ  ﻫﺮدو ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ
  .ﻳﺎﺑﺪ ﺑﻴﻨﻲ ﻧﻴﺰ اﻓﺰاﻳﺶ ﻣﻲ ﻣﺸﺘﺮك ﺻﺤﺖ ﭘﻴﺶ
ﺑﻴﻨـﻲ ﺗـﻮام ﺳـﻨﺪرم ﻣﺘﺎﺑﻮﻟﻴـﻚ و ﺤﺖ ﭘـﻴﺶ درﺻـﺪ ﺻ ـ 4ﺟﺪول 
در . دﻫﺪ ﻫﺎي واﻗﻌﻲ ﻧﺸﺎن ﻣﻲ ﺷﺎﺧﺺ ﻣﻘﺎوﻣﺖ ﺑﻪ اﻧﺴﻮﻟﻴﻦ را در داده
ﻧﻔـﺮ ﻣﺠﻤﻮﻋـﻪ  47ﻣﺘﻐﻴﺮه و دوﻣﺘﻐﻴـﺮه در  ﺗﻚ ﻫﺎي اﻳﻦ ﺟﺪول ﻣﺪل
ﻫـﺎي ﻧﻔﺮ ﻣﺠﻤﻮﻋﻪ اﻋﺘﺒﺎر ﺳﻨﺠﻲ ﺑﺮ اﺳﺎس ﺗﻌـﺪادﮔﺮه  001آزﻣﻮن و 
ﮔـﺮه در  01دﻫﺪ ﻣﺪل ﺑـﺎ  ﻧﺘﺎﻳﺞ ﻧﺸﺎن ﻣﻲ. اﺳﺖ ﻻﻳﻪ ﻣﻴﺎﻧﻲ اراﺋﻪ ﺷﺪه
ﻫـﺎي ﺗﻌـﺪادﮔﺮه . ﺑﻴﻨﻲ اﺳـﺖ  ﻻﻳﻪ ﻣﻴﺎﻧﻲ داراي ﺑﻴﺸﺘﺮﻳﻦ ﺻﺤﺖ ﭘﻴﺶ
ﻫـﺎ ﻛـﻢ ﻻﻳﻪ ﻣﻴﺎﻧﻲ از اﻳﻦ ﺟﻬﺖ ﺑﺴﻴﺎر ﻣﻬﻢ اﺳﺖ ﻛﻪ اﮔـﺮ ﺗﻌـﺪاد آن 
ﺑﺎﺷﺪ ﺷﺒﻜﻪ ﺑﺮاي ﺣﻞ ﻣﺴﺎﺋﻞ ﻏﻴﺮ ﺧﻄﻲ و ﭘﻴﭽﻴﺪه ﺑﺎ ﻛﻤﺒـﻮد ﻣﻨـﺎﺑﻊ 
ﺷﻮد و اﮔﺮ زﻳﺎد ﺑﺎﺷـﺪ ﺑﺎﻋـﺚ اﻳﺠـﺎد دو ﻣﺸـﻜﻞ  ﻳﺎدﮔﻴﺮي ﻣﻮاﺟﻪ ﻣﻲ
ﻳﺎﺑـﺪ و دوم ﻣﺎن آﻣﻮزش ﺷـﺒﻜﻪ اﻓـﺰاﻳﺶ ﻣـﻲ ﺧﻮاﻫﺪ ﺷﺪ، اول آﻧﻜﻪ ز
ﻫﺎ را ﻧﻴﺰ ﻳﺎد ﺑﮕﻴﺮد  آﻧﻜﻪ ﻣﻤﻜﻦ اﺳﺖ ﺷﺒﻜﻪ ﺧﻄﺎﻫﺎي ﻣﻮﺟﻮد در داده
D
wo
ln
ao
ed
 d
orf
m
ri 
.ej
mut
a.s
i.c
a r
7 t
30:
RI 
TS
no 
S 
nu
ad
D y
ce
me
eb
3 r
 dr
02
71
  ﺳﺪﻫﻲ و ﻫﻤﻜﺎران/ 43
  .= β βc b2 ,2.0 ,1 1) ( ) (ﺳﺎزي ﺑﺮاي ﺑﺮدار ﺿﺮاﻳﺐ  ﺑﻴﻨﻲ ﻣﻄﺎﻟﻌﻪ ﺷﺒﻴﻪ درﺻﺪ ﺻﺤﺖ ﭘﻴﺶ -1ﺟﺪول ﺷﻤﺎره 
  ﺳﺎزي دوم ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ    ﺳﺎزي اول ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ    
  ﺿﺮﻳﺐ ﻫﻤﺒﺴﺘﮕﻲ    ﺿﺮﻳﺐ ﻫﻤﺒﺴﺘﮕﻲ    ﻣﺪل
  0/9  0/6  0/3    0/9  0/6  0/3    
                ﻣﺘﻐﻴﺮه ﻣﺪل ﻳﻚ
  76/50  36/34  16/95    75/82  85/20  35/38  ﻫﺎي آزﻣﻮن داده  
  56/17  56/34  46/51    16/58  75/59  25/59  ﻫﺎي اﻋﺘﺒﺎرﺳﻨﺠﻲ داده
                ﻣﺪل دوﻣﺘﻐﻴﺮه
  67/78  47/40  46/80    16/67  75/07  15/39  ﻫﺎي آزﻣﻮن داده  
  57/28  37/00  46/46    06/59  75/59  25/82  ﻫﺎي اﻋﺘﺒﺎرﺳﻨﺠﻲ داده
  .= β βc b2 ,1 ,1 1) ( ) (ﺳﺎزي ﺑﺮاي ﺑﺮدار ﺿﺮاﻳﺐ  ﺑﻴﻨﻲ ﻣﻄﺎﻟﻌﻪ ﺷﺒﻴﻪ درﺻﺪ ﺻﺤﺖ ﭘﻴﺶ -2ﺟﺪول ﺷﻤﺎره 
  ﺳﺎزي دوم ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ    ﺳﺎزي اول ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ     
  ﺿﺮﻳﺐ ﻫﻤﺒﺴﺘﮕﻲ    ﺿﺮﻳﺐ ﻫﻤﺒﺴﺘﮕﻲ    ﻣﺪل
  0/9  0/6  0/3    0/9  0/6  0/3    
                ﻣﺘﻐﻴﺮه ﻣﺪل ﻳﻚ
  56/75  06/27  46/00    35/44  35/71  35/47  ﻫﺎي آزﻣﻮن داده  
  76  36/44  36/24    55/00  55/10  55/03  ﻫﺎي اﻋﺘﺒﺎرﺳﻨﺠﻲ داده
                ﻣﺪل دوﻣﺘﻐﻴﺮه
  97/38  67/37  76/05    95/28  85/32  35/45  ﻫﺎي آزﻣﻮن داده  
  08/00  67/55  76/97    16/01  75/86  65/89  ﻫﺎي اﻋﺘﺒﺎرﺳﻨﺠﻲ داده
  .= β βc b6 ,1 ,1 1) ( ) (ﺳﺎزي ﺑﺮاي ﺑﺮدار ﺿﺮاﻳﺐ  ﺑﻴﻨﻲ ﻣﻄﺎﻟﻌﻪ ﺷﺒﻴﻪ درﺻﺪ ﺻﺤﺖ ﭘﻴﺶ - 3ﺟﺪول ﺷﻤﺎره 
  ﺳﺎزي دوم ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ    ﺳﺎزي اول ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ    
  ﺿﺮﻳﺐ ﻫﻤﺒﺴﺘﮕﻲ    ﺿﺮﻳﺐ ﻫﻤﺒﺴﺘﮕﻲ    ﻣﺪل
  0/9  0/6  0/3    0/9  0/6  0/3    
                ﻣﺘﻐﻴﺮه ﻣﺪل ﻳﻚ
  86/04  96/25  76/68    36/91  95/43  95/73  ﻫﺎي آزﻣﻮن داده  
  76/41  86/92  76/68    36/09  06/89  06/29  ﻫﺎي اﻋﺘﺒﺎرﺳﻨﺠﻲ داده
                ﻣﺪل دوﻣﺘﻐﻴﺮه
  28/70  87/82  37/33    36/46  16/41  95/56  ﻫﺎي آزﻣﻮن داده  
  97/18  77/43  47/73    36/52  16/94  95/17  ﻫﺎي اﻋﺘﺒﺎرﺳﻨﺠﻲ داده
  
   (.61) ﺑﻴﻨﻲ ﺿﻌﻴﻒ ﻋﻤﻞ ﻛﻨﺪ ﭘﻴﺶ و در
  ﺑﺤﺚ 
ﺑﻨـﺪي در اﻳﻦ ﺗﺤﻘﻴﻖ ﻣﺪل ﺷﺒﻜﻪ ﻋﺼـﺒﻲ ﻣﺼـﻨﻮﻋﻲ ﺑـﺮاي ﻣـﺪل 
ﻛﻪ ﻳﻜﻲ از ﻣﺘﻐﻴﺮﻫﺎ ﻛﻤـﻲ  ﻫﺎي دو ﻣﺘﻐﻴﺮه آﻣﻴﺨﺘﻪ ﺑﺎ ﻓﺮض اﻳﻦ ﭘﺎﺳﺦ
ﺳـﭙﺲ ﻳـﻚ . ﻛﻴﻔﻲ دوﺣﺎﻟﺘﻲ ﺑﺎﺷﺪ ﻃﺮاﺣـﻲ ﺷـﺪ  ﭘﻴﻮﺳﺘﻪ و دﻳﮕﺮي
  ﻫـﺎي ﺑﻴﻨـﻲ ﻣـﺪل ﺳﺎزي ﺑـﺮاي ﻣﻘﺎﻳﺴـﻪ ﺻـﺤﺖ ﭘـﻴﺶ  ﻣﻄﺎﻟﻌﻪ ﺷﺒﻴﻪ
ﻋـﻼوه ﺑـﺮ . ﻣﺨﺘﻠﻒ اﻧﺠﺎم ﺷﺪﻫﺎي  ﻣﺘﻐﻴﺮه و دوﻣﺘﻐﻴﺮه در ﺣﺎﻟﺖ ﻳﻚ
ﺑﻴﻨﻲ ﺳـﻨﺪرم ﻣﺘﺎﺑﻮﻟﻴـﻚ و ﺷـﺎﺧﺺ  آن، ﻣﺪل ﭘﻴﺸﻨﻬﺎدي ﺑﺮاي ﭘﻴﺶ
ﻫـﺎي واﻗﻌـﻲ اﻓـﺮاد ﺷـﺮﻛﺖ  اي از داده ﻣﻘﺎوﻣﺖ ﺑﻪ اﻧﺴﻮﻟﻴﻦ در ﻧﻤﻮﻧﻪ
  . ﻛﻨﻨﺪه در ﻣﻄﺎﻟﻌﻪ ﻗﻨﺪ و ﻟﻴﭙﻴﺪ ﺗﻬﺮان، اﺳﺘﻔﺎده ﮔﺮدﻳﺪ
ﺳﺎزي ﻧﺸﺎن داد در ﺣﺎﻟﺘﻲ ﻛﻪ دو ﻣﺘﻐﻴﺮ ﭘﺎﺳﺦ  ﻧﺘﺎﻳﺞ ﻣﻄﺎﻟﻌﻪ ﺷﺒﻴﻪ
ﺑﻴﻨﻲ ﻣﺪل  ﺗﺒﻴﻴﻨﻲ ﻣﺸﺘﺮك ارﺗﺒﺎط دارﻧﺪ ﺻﺤﺖ ﭘﻴﺶ( ﺎيﻫ)ﺑﺎ ﻣﺘﻐﻴﺮ
در ﻋـﻮض، در . ﻳﻜﺴـﺎن اﺳـﺖ  ﻣﺘﻐﻴﺮه و ﻣﺪل دوﻣﺘﻐﻴﺮه ﺗﻘﺮﻳﺒـﺎً   ﻳﻚ
ﺗﺒﻴﻴﻨﻲ ﻣﺨﺘﻠﻔﻲ ارﺗﺒـﺎط ( ﻫﺎي)ﺣﺎﻟﺘﻲ ﻛﻪ ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳﺦ ﺑﺎ ﻣﺘﻐﻴﺮ
ﻣﺘﻐﻴﺮه ﺑﻴﺸـﺘﺮ  ﻣﺘﻐﻴﺮه از ﻣﺪل ﻳﻚ ﺑﻴﻨﻲ ﻣﺪل دو ﺻﺤﺖ ﭘﻴﺶدارﻧﺪ 
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 53/ ﻫﺎي ﭘﺰﺷﻜﻲ آﻣﻴﺨﺘﻪ و ﻛﺎرﺑﺮد آن در دادهﻫﺎي دو ﻣﺘﻐﻴﺮه  ﺑﻨﺪي ﭘﺎﺳﺦ ﻃﺮاﺣﻲ ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻣﺼﻨﻮﻋﻲ ﺑﺮاي ﻣﺪل  
ﻫﺎي ﻻﻳﻪ ﻣﻴﺎﻧﻲ ﺑﺎاﺳﺘﻔﺎده از  ﺑﻴﻨﻲ ﺳﻨﺪرم ﻣﺘﺎﺑﻮﻟﻴﻚ و ﺷﺎﺧﺺ ﻣﻘﺎوﻣﺖ ﺑﻪ اﻧﺴﻮﻟﻴﻦ ﺑﺮ اﺳﺎس ﺗﻌﺪاد ﻣﺨﺘﻠﻒ ﮔﺮه درﺻﺪﺻﺤﺖ ﭘﻴﺶ -4ﺟﺪول ﺷﻤﺎره 
  GCSاﻟﮕﻮرﻳﺘﻢ آﻣﻮزش
  ﻫﺎي ﻻﻳﻪ ﻣﻴﺎﻧﻲ ﺗﻌﺪاد ﮔﺮه    
  21  11  01  9  8  7    ﻣﺪل
              ﻣﺘﻐﻴﺮه ﻣﺪل ﻳﻚ
  06/18  36/15  07/72  46/68  26/61  55/04  ﻫﺎي آزﻣﻮن داده  
  95  16  17  36  36  45  ﻫﺎي اﻋﺘﺒﺎرﺳﻨﺠﻲ داده
              ﻣﺪل دوﻣﺘﻐﻴﺮه
  26/61  46/68  87/73  76/65  36/15  65/57  ﻫﺎي آزﻣﻮن داده  
  06  26  87  56  16  45  ﻫﺎي اﻋﺘﺒﺎرﺳﻨﺠﻲ داده
  
ﻣﺘﻐﻴـﺮه  در ﻣـﺪل دو ﺳﺎزي دوم،  ﻫﻤﭽﻨﻴﻦ، در ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ. اﺳﺖ
ﺑ ـﺎ اﻓـﺰاﻳﺶ ﺿـﺮﻳﺐ ﻫﻤﺒﺴـﺘﮕﻲ ﺑـﻴﻦ ﻣﺘﻐﻴﺮﻫـﺎي ﭘﺎﺳـﺦ، ﺻـﺤﺖ 
ﻣﺘﻐﻴـﺮه  در اﻳـﻦ ﺣﺎﻟـﺖ ﻣـﺪل دو . ﻳﺎﺑـﺪ  ﺑﻴﻨﻲ ﻣﺪل اﻓﺰاﻳﺶ ﻣﻲ ﭘﻴﺶ
در ارﺗﺒـﺎط ﺑـﺎ ﺗﻌﻤـﻴﻢ . ﺗـﺮ اﺳـﺖ  ﻣﺘﻐﻴﺮه ﻣﻨﺎﺳﺐ ﻧﺴﺒﺖ ﺑﻪ ﻣﺪل ﻳﻚ
ﻫـﺎي اﻋﺘﺒﺎرﺳـﻨﺠﻲ در ﻫـﺮ دو ﭘﺬﻳﺮي ﻣـﺪل، ﻧﺘـﺎﻳﺞ ﺣﺎﺻـﻞ از داده 
ﭘـﺬﻳﺮي ﻛﻪ ﻣﺪل از ﻧﻈـﺮ ﺗﻌﻤـﻴﻢ دﻫﺪ  ﺳﺎزي ﻧﺸﺎن ﻣﻲ ﻣﺠﻤﻮﻋﻪ ﺷﺒﻴﻪ
  . ﻋﻤﻠﻜﺮد ﻣﻄﻠﻮﺑﻲ دارد
، ﺿﺮﻳﺐ ﻫﻤﺒﺴﺘﮕﻲ ﺑـﻴﻦ ﺳـﻨﺪرم ﻣﺘﺎﺑﻮﻟﻴـﻚ و  ﻫﺎي واﻗﻌﻲ در داده
دﻫﺪ  ﻧﺘﺎﻳﺞ ﻧﺸﺎن ﻣﻲ. اﺳﺖ 0/812ﺷﺎﺧﺺ ﻣﻘﺎوﻣﺖ ﺑﻪ اﻧﺴﻮﻟﻴﻦ ﺑﺮاﺑﺮ 
ﻣﺘﻐﻴﺮه  ﻣﺘﻐﻴﺮه و دو ﺑﻴﻨﻲ ﻣﺪل ﻳﻚ اﺧﺘﻼف زﻳﺎدي ﺑﻴﻦ ﺻﺤﺖ ﭘﻴﺶ
وﺟﻮد ﻧﺪارد، اﻳﻦ ﻣﻮﺿﻮع ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ ﭘـﺎﻳﻴﻦ ﺑـﻮدن ﻫﻤﺒﺴـﺘﮕﻲ ﺑـﻴﻦ 
  . ، ﻗﺎﺑﻞ ﺗﻮﺟﻴﻪ اﺳﺖ ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳﺦ
ﺑﻨـﺪي ﻫﺎي ﻣﻮﺟﻮد اراﺋﻪ ﺷﺪه در آﻣﺎر ﻛﻼﺳـﻴﻚ ﺑـﺮاي ﻣـﺪل  روش
ﻫـﺎي ﻋـﻼوه ﺑـﺮ ﻣﺤـﺪودﻳﺖ ( 1-41)ﻫﺎي دوﻣﺘﻐﻴـﺮه آﻣﻴﺨﺘـﻪ  ﭘﺎﺳﺦ
ﻫﺎي ﻛﻼﺳـﻴﻚ، داراي ﻣﺸـﻜﻼﺗﻲ از ﻗﺒﻴـﻞ ﻣﻔﺮوﺿـﺎت  ﻣﻌﻤﻮل روش
ﻫـﺎي ﻣﺤﺎﺳـﺒﺎﺗﻲ و ﻋـﺪم ﻟﻴﻪ زﻳﺎد ﺑﺮاي ﻃﺮاﺣﻲ ﻣـﺪل، ﭘﻴﭽﻴـﺪﮔﻲ او
اﻓﺰارﻫﺎي اﺳﺘﺎﻧﺪارد آﻣﺎري ﺑﻮده  ﻫﺎ ﺗﻮﺳﻂ ﻧﺮم ﻗﺎﺑﻠﻴﺖ اﺟﺮاي اﻳﻦ ﻣﺪل
ﭘﺬﻳﺮ  ﻫﺎ در ﻋﻤﻞ اﻣﻜﺎن ﺷﻮد در ﺑﺴﻴﺎري ﻣﻮارد ﻛﺎرﺑﺮد آن ﻛﻪ ﺑﺎﻋﺚ ﻣﻲ
  .ﻧﺒﺎﺷﺪ
ﻛـﻪ ﻣـﺪل ﺷـﺒﻜﻪ ﻋﺼـﺒﻲ اراﺋـﻪ ﺷـﺪه در اﻳـﻦ ﭘـﮋوﻫﺶ   از آﻧﺠـﺎ
ﻋﻨﻮان ﻳـﻚ  ﺗﻮاﻧﺪ ﺑﻪ ﻣﻲ ﺳﻴﻚ را ﻧﺪارد،ﻫﺎي ﻛﻼ ﻫﺎي روش ﻣﺤﺪودﻳﺖ
ﻫﺎي آﻣﻴﺨﺘﻪ ﻣـﻮرد  ﺑﻴﻨﻲ ﭘﺎﺳﺦ ﺑﻨﺪي و ﭘﻴﺶ روش ﻣﻨﺎﺳﺐ ﺑﺮاي ﻣﺪل
  . اﺳﺘﻔﺎده ﻗﺮار ﮔﻴﺮد
، اﻳـﻦ ﻫﺎي ﺷﺒﻜﻪ ﻋﺼﺒﻲ دارﻧـﺪ  رﻏﻢ ﺗﻤﺎﻣﻲ ﻣﺰاﻳﺎﻳﻲ ﻛﻪ ﻣﺪل ﻋﻠﻲ 
ﻛـﻪ در ، از ﺟﻤﻠـﻪ اﻳـﻦ ﺑﺎﺷـﻨﺪ ﻣـﻲ  ﻫﺎﻳﻲ ﻧﻴﺰ ﻫﺎ داراي ﻣﺤﺪودﻳﺖ ﻣﺪل
ﻫﺎي ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ اﻳﻨﻜﻪ ﺗﻮزﻳـﻊ ﭘﺎراﻣﺘﺮﻫـﺎي ﺷـﺒﻜﻪ  ﻣﺪل
ﺑﺎﺷﺪ، اﻣﻜﺎن اﻧﺠﺎم اﺳﺘﻨﺒﺎط آﻣﺎري ﺑﺮاي ﭘﺎراﻣﺘﺮﻫﺎ ﻧﻴـﺰ  ﻣﺸﺨﺺ ﻧﻤﻲ
اﺳـﺖ ﻛـﻪ  از ﻣﻌﺎﻳﺐ دﻳﮕـﺮ ﻣـﺪل ﺷـﺒﻜﻪ ﻋﺼـﺒﻲ اﻳـﻦ . وﺟﻮد ﻧﺪارد
ﻫﺎي رﮔﺮﺳﻴﻮن، در ﻣﺪل ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻛﻼﺳﻴﻚ اﻣﻜﺎن  ﺑﺮﺧﻼف ﻣﺪل
ﺑﻴﻨـﻲ ﺛﻴﺮ ﻫﺮﻳـﻚ از ﻣﺘﻐﻴﺮﻫـﺎي ﻣﺴـﺘﻘﻞ در ﭘـﻴﺶ ﺄﺗﻌﻴﻴﻦ ﻣﻴﺰان ﺗ ـ
ﻫﺎي ﺑﻬﻴﻨـﻪ ﺳـﺎزي  ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳﺦ وﺟﻮد ﻧﺪارد، ﻣﮕﺮ اﻳﻨﻜﻪ از روش
  . ﻣﺎﻧﻨﺪ اﻟﮕﻮرﻳﺘﻢ ژﻧﺘﻴﻚ اﺳﺘﻔﺎده ﮔﺮدد
ﻫﺎي دو  ﻫﺎي اراﺋﻪ ﺷﺪه در ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻣﺼﻨﻮﻋﻲ ﺑﺮاي ﺣﺎﻟﺖ ﻣﺪل
، ﻣﺒﺘﻨـﻲ ﺑـﺮ ﻣﺘﻐﻴﺮه و ﭼﻨﺪ ﻣﺘﻐﻴﺮه ﻛﻪ ﺗﺎﻛﻨﻮن اراﺋـﻪ ﮔﺮدﻳـﺪه اﺳـﺖ 
ﻫـﺎي آﻣﻴﺨﺘـﻪ  و در زﻣﻴﻨﻪ ﭘﺎﺳﺦ( 81،91)ﻫﺎي دو ﺣﺎﻟﺘﻲ ﺑﻮده  ﭘﺎﺳﺦ
ﻫـﺎي ﺗﺤﻘﻴـﻖ ﺑﻨـﺎﺑﺮاﻳﻦ ﻣﻘﺎﻳﺴـﻪ ﻳﺎﻓﺘـﻪ . اي اﻧﺠﺎم ﻧﺸﺪه اﺳﺖ ﻣﻄﺎﻟﻌﻪ
  .ﻧﺸﺪ ﺣﺎﺿﺮ ﺑﺎ ﺳﺎﻳﺮ ﺗﺤﻘﻴﻘﺎت اﻣﻜﺎن ﭘﺬﻳﺮ
  ﮔﻴﺮي ﻧﺘﻴﺠﻪ
ﻛـﻪ ﺗـﻮان ﻧﺘﻴﺠـﻪ ﮔﺮﻓـﺖ، زﻣـﺎﻧﻲ ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ ﻧﺘـﺎﻳﺞ ﻣﻄﺎﻟﻌـﻪ ﻣـﻲ  
 ﻫﻤﺒﺴﺘﮕﻲ ﺑﻴﻦ ﻣﺘﻐﻴﺮﻫﺎي ﭘﺎﺳﺦ زﻳـﺎد ﺑﺎﺷـﺪ، اﺳـﺘﻔﺎده از ﻣـﺪل دو 
ﻫﺎ ﻛﻢ ﺑﺎﺷﺪ،  ﻛﻪ ﻫﻤﺒﺴﺘﮕﻲ ﺑﻴﻦ ﭘﺎﺳﺦ ﻣﺘﻐﻴﺮه ارﺟﺢ اﺳﺖ، وﻟﻲ زﻣﺎﻧﻲ
  . ﻣﺸﺎﺑﻬﻲ دارﻧﺪ ﻣﺘﻐﻴﺮه و دوﻣﺘﻐﻴﺮه ﻧﺘﺎﻳﺞ ﻧﺴﺒﺘﺎً ﻳﻚ ﻫﺎي ﻣﺪل
ﻫـﺎي ﻋﺼـﺒﻲ  ﺳﺎزي ﺷﺒﻜﻪ ﻫﺎي ﺑﻬﻴﻨﻪ اﺳﺘﻔﺎده از روش: ﭘﻴﺸﻨﻬﺎدات
ﻫﺎي ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﺑﻴﺰي از  ﻣﺎﻧﻨﺪ اﻟﮕﻮرﻳﺘﻢ ژﻧﺘﻴﻚ ﻳﺎ اﺳﺘﻔﺎده از ﻣﺪل
ﺗﻮاﻧﻨﺪ در اﻳـﻦ زﻣﻴﻨـﻪ ﻣﻄﺎﻟﻌـﺎﺗﻲ را  ﻣﻮاردي اﺳﺖ ﻛﻪ ﻋﻼﻗﻤﻨﺪان ﻣﻲ
ﻫﻤﭽﻨﻴﻦ ﺗﻌﻤﻴﻢ اﻳﻦ روش ﺑﻪ ﺣﺎﻟﺖ ﭼﻨﺪ ﻣﺘﻐﻴـﺮه و ﻳـﺎ  .اﻧﺠﺎم دﻫﻨﺪ
دارد از ﻣـﻮارد دﻳﮕـﺮي  وﺿﻌﻴﺘﻲ ﻛﻪ ﻣﺘﻐﻴﺮ ﻛﻴﻔﻲ ﺑﻴﺶ از دو ﺣﺎﻟـﺖ 
  . ﺗﻮاﻧﺪ ﻣﻮرد ﺑﺮرﺳﻲ ﻗﺮار ﮔﻴﺮد اﺳﺖ ﻛﻪ ﺗﻮﺳﻂ ﻋﻼﻗﻤﻨﺪان ﻣﻲ
  ﺗﺸﻜﺮ و ﻗﺪرداﻧﻲ
ﻣﺘﺎﺑﻮﻟﻴﺴـﻢ داﻧﺸـﮕﺎه ﻋﻠـﻮم  رﻳـﺰ و از ﭘﮋوﻫﺸﻜﺪه ﻋﻠﻮم ﻏـﺪد درون 
 ﻫﺎي اﻳﻦ ﺗﺤﻘﻴﻖ را در اﺧﺘﻴـﺎر ﻗـﺮار  ﭘﺰﺷﻜﻲ ﺷﻬﻴﺪ ﺑﻬﺸﺘﻲ ﻛﻪ داده
ﻫﻤﭽﻨﻴﻦ از ﻫﻤﻜﺎري ﺻﻤﻴﻤﺎﻧﻪ آﻗـﺎي  .ﻧﻤﺎﻳﺪ اﻧﺪ ﺳﭙﺎﺳﮕﺰاري ﻣﻲ داده
داﻧﺸﺠﻮي دﻛﺘﺮي آﻣﺎرزﻳﺴﺘﻲ داﻧﺸﮕﺎه ﺗﺮﺑﻴﺖ ﻣﺪرس اﻛﺒﺮ ﺑﻴﮕﻠﺮﻳﺎن 
آﻣـﺎر  واﺣـﺪ ارﺷـﺪ ﺳـﺮﻛﺎر ﺧـﺎﻧﻢ ﻣـﺮﻳﻢ ﺻـﻔﺮﺧﺎﻧﻲ ﻛﺎرﺷـﻨﺎس  و
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ﺖﺳﻮﻴﭘ  
رﺎﺸﺘﻧا ﺲﭘ يﺮﻴﮔدﺎﻳ ﻢﺘﻳرﻮﮕﻟا  
ﻪﻨﻴﻤﻛ ﺮﺑ شور ﻦﻳا  ﺖـﺳا هﺪـﺷ راﻮﺘـﺳا ﺎﻄﺧ ﻊﺑﺮﻣ ﻊﺑﺎﺗ يزﺎﺳ . رد
 ﺖـﻴﻤﻛ شور ﻦﻳا هدﺎﺘـﺳﺮﻓ لوا ﻪـﻳﻻ ﻪـﺑ ﺮـﺧآ ﻪـﻳﻻ زا ﺦـﺳﺎﭘ يﺎـﻫ
ﻲﻣ ﺪﻧﻮﺷ حﻼﺻا ﻪﻜﺒﺷ يﺎﻫﺮﺘﻣارﺎﭘ ﺎﺗ دﻮﺷ . يﺮﻴﮔدﺎـﻳ يﺎـﻫ هداد ﺮﮔا
ﻢﻴﻫد نﺎﺸﻧ ﺮﻳز ترﻮﺻ ﻪﺑ ار:  
( ) ( ) ( ){ }1 1 2 2, , , ,......, ,Q Qp t p t p t
 
 يدورو لﺎﻤﻋا زا ﺲﭘ( )p k ) زا ﻲـﻜﻳ ﻪﻛip  رد ﺎـﻫk  ﻦﻴـﻣا
 ﻪﺒﺳﺎﺤﻣﺖﺳا ( ﻲﺟوﺮﺧ و( )t k ) يدورو ياﺮـﺑ بﻮـﻠﻄﻣ ﺦﺳﺎﭘ ﻪﻛ
ip ﺖﺳا ( نوﺮﻧ ﻲﺟوﺮﺧ رد ﺎﻄﺧ لﺎﻨﮕﻴﺳj  رد ﻲـﺟوﺮﺧ ﻪﻳﻻ زا ما
k ﺖﺳا ﺮﻳز ترﻮﺻ ﻪﺑ راﺮﻜﺗ ﻦﻴﻣا:  
)1(                             
 ﺎﻄﺧ ﻊﺑﺮﻣ ،قﻮﻓ ﻪﻄﺑار زا( )2je k  ﺎﻄﺧ تﺎﻌﺑﺮﻣ عﻮﻤﺠﻣ ﺲﭙﺳ و
نوﺮﻧ ياﺮﺑ ﻲﻣ ﻪﺒﺳﺎﺤﻣ ﻲﺟوﺮﺧ ﻪﻳﻻ يﺎﻫ دﻮﺷ:  
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  و ﻪﻜﺒـﺷ ﻲﻳاﺮﺟا ﺺﺧﺎﺷLS  ﻪـﻳﻻ رد نوﺮـﻧ داﺪـﻌﺗL 
ما)ﻲﺟوﺮﺧ ﻪﻳﻻ (ﺪﺷﺎﺑ ﻲﻣ . داﺪـﻌﺗ ياﺮﺑQ  ﻮـﮕﻟا ) هداد ﺐـﺗﺮﻣ جوز
يﺮﻴﮔدﺎﻳ(ﺎﺑ ﺖﺳا ﺮﺑاﺮﺑ ﺎﻫﺎﻄﺧ ﻊﺑﺮﻣ ﻦﻴﮕﻧﺎﻴﻣ ،:  
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ﻫـﺎي ﻳـﺎدﮔﻴﺮي را  دادهﻧﺸﺎن ﻣﻲ دﻫﺪ ﺷﺒﻜﻪ ﺗﺎ ﭼـﻪ ﺣـﺪ Fva
ﺗﻮاﻧﻴﻢ ﺑـﻪ  ﺗﻐﻴﻴﺮات ﻣﺮﺑﻮط ﺑﻪ ﭘﺎراﻣﺘﺮﻫﺎي ﺷﺒﻜﻪ را ﻣﻲ. آﻣﻮﺧﺘﻪ اﺳﺖ
  :ﺻﻮرت زﻳﺮ ﺑﻨﻮﻳﺴﻴﻢ
  (4)
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ام، و  lام ﺑﻪ ﻻﻳﻪ k اﻣﻴﻦ ﻋﻨﺼﺮ از ﺑﺮدار ورودي  j، ﻣﻌﺮف  jاﻧﺪﻳﺲ 
ﺑﻨـﺎﺑﺮاﻳﻦ ﻫـﺪف . ﺷـﻮد ام ﻣﺮﺑﻮط ﻣـﻲ  lام از ﻻﻳﻪ  iﺑﻪ ﻧﺮون  iاﻧﺪﻳﺲ 
  :اوﻟﻴﻪ، ﻣﺤﺎﺳﺒﻪ ﺟﻤﻼت
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ﻣﻌـﺎدﻻت زﻳـﺮ . اﺳﺖﻫﺎي ﻣﻴﺎﻧﻲ  ﻫﺎي ﻻﻳﻪ ﺧﺮوﺟﻲ و ﻻﻳﻪ ﺑﺮاي ﻧﺮون
  :ﻛﻨﺪ رﻓﺘﺎر ﻧﺮون را ﺗﻌﻴﻴﻦ ﻣﻲ
  (6)
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اي در ﻣﻄـﺎﺑﻖ ﻗـﺎﻧﻮن زﻧﺠﻴـﺮه . ﺑﺎﺷـﺪ ﻫـﺎي ﻻﻳـﻪ ﺧﺮوﺟـﻲ ﻣـﻲ  ﻧﺮون
  :ﺗﻮاﻧﻴﻢ ﺑﻨﻮﻳﺴﻴﻢ ﮔﻴﺮي ﻣﻲ ﻣﺸﺘﻖ
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  :دارﻳﻢ( 6)و ( 2)ﺗﻮﺟﻪ ﺑﻪ ﻣﻌﺎدﻻت 
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  :ﺧﻮاﻫﻴﻢ داﺷﺖ( 7)ﺑﺎ ﻗﺮار دادن ﻣﻘﺎدﻳﺮ ﻓﻮق در راﺑﻄﻪ 
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  :ﺗﻮاﻧﻴﻢ ﺟﻤﻼت اﺻﻼﺣﻲ وزن و ارﻳﺒﻲ را ﺣﺴﺎب ﻛﻨﻴﻢ اﻛﻨﻮن ﻣﻲ
  (11)
) ( ) () ( ) ( ) (
) () ( ) ( ) (
. . 21
. 2
L L L L
i j j ij
L L L
j j j
k a k n f k e k w
k n f k e k b
α
α
= ∆−
= ∆
&
&
  
ﻣﻌـﺎدﻻت ﻓـﻮق را . ﮔﻮﻳﻨـﺪ را اﺻـﻄﻼﺣﺎ ﻧـﺮخ ﻳـﺎدﮔﻴﺮي ﻣـﻲ α
  :ﺗﺮ زﻳﺮ ﺑﻨﻮﻳﺴﻴﻢ ﺗﻮاﻧﻴﻢ ﺑﻪ ﺷﻜﻞ ﺧﻼﺻﻪ ﻣﻲ
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  :ﻛﻪ در آن 
  (31)
  & − = δk n f k ej j jL L L2) () ( ) (
  :ﺻﻮرت زﻳﺮ ﺑﻨﻮﻳﺴﻴﻢ را ﺑﻪ( 7)ﺗﻮاﻧﻴﻢ ﻣﻌﺎدﻟﻪ  اﻛﻨﻮن ﻣﻲ
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را  δk j) (. ﮔﻴـﺮد  ﻃﻮر ﻣﺤﻠﻲ اﻧﺪازه ﻣﻲ ﺣﺴﺎﺳﻴﺖ رﻓﺘﺎر ﺷﺒﻜﻪ را ﺑﻪ
  :ﺗﻮان ﺑﻪ ﺷﻜﻞ زﻳﺮ ﻧﻮﺷﺖ ﻣﻲ
  (51)
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ﺑﺮاي ﺗﻨﻈﻴﻢ ﭘﺎراﻣﺘﺮﻫﺎي ﺷـﺒﻜﻪ ( 31)و ( 21)ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ ﻣﻌﺎدﻻت 
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ﺳﻴﮕﻨﺎل ﺧﻄﺎي  k ej) (ام از ﻻﻳﻪ ﺧﺮوﺟﻲ ﻣﻘﺪار  jﻣﺘﻨﺎﻇﺮ ﺑﺎ ﻧﺮون 
اﻳـﻦ ﻣﻘـﺪار ﺑـﺮاي . ﺎر ﺑﺎﺷـﺪ ام ﺑﺎﻳﺴـﺘﻲ در اﺧﺘﻴ ـ jﻣﺮﺑﻮط ﺑﻪ ﻧـﺮون 
ﻫﺎي ﺧﺮوﺟﻲ ﺑﻪ ﺧﺎﻃﺮ ﻗﺎﺑﻞ روﻳﺖ ﺑﻮدﻧﺸﺎن در دﺳﺘﺮس اﺳـﺖ،  ﻧﺮون
ﻫـﺎي ﭘﻨﻬـﺎن ﻫﺎي ﻻﻳﻪ ﻣﻴﺎﻧﻲ ﻛﻪ ﻧـﺮون  ﻫﺎ ﺑﺮاي ﻧﺮون اﻣﺎ اﻳﻦ ﺳﻴﮕﻨﺎل
ﻗﺎﺑـﻞ  < <L l 1ﺑﺮاي  k ajl) (ﻛﻪ  ﺷﻮﻧﺪ، ﺑﻪ ﻋﻠﺖ اﻳﻦ ﻧﺎﻣﻴﺪه ﻣﻲ
داﻧﻴﻢ ﺗﻤـﺎم  از ﻃﺮﻓﻲ ﻣﻲ. ﺑﺎﺷﻨﺪ ﮔﻴﺮي ﻧﻤﻲ روﻳﺖ ﻧﻴﺴﺘﻨﺪ، ﻗﺎﺑﻞ اﻧﺪازه
ﻫﺎي ﭘﻨﻬﺎن در ﻣﻘﺪار ﺳﻴﮕﻨﺎل ﺧﻄﺎ ﻛﻪ در ﻻﻳﻪ ﺧﺮوﺟﻲ ﺷـﺒﻜﻪ  ﻧﺮون
ﻫـﺎ در ﻛﻪ ﻣﻘﺪار ﺧﺮوﺟـﻲ آن  ﺷﻮد، ﺳﻬﻴﻢ ﻫﺴﺘﻨﺪ، در ﺣﺎﻟﻲ ﻇﺎﻫﺮ ﻣﻲ
ﻫـﺎ ﺑﻨﺎﺑﺮاﻳﻦ ﺑﺎﻳﺪ راﻫﻲ ﺑﺎﺷـﺪ ﻛـﻪ ﺗﻮﺳـﻂ آن ﻧـﺮون . دﺳﺘﺮس ﻧﻴﺴﺖ
ﺷﺎن در ﺑﺮاﺑـﺮ ﺧﻄـﺎ، ﺑﺘﻮﺗﻨﻨـﺪ ﻃﺒـﻖ ﺳﻴﺎﺳـﺖ  ﻊﺑﺴﺘﻪ ﺑﻪ ﻣﻴﺰان ﺗﻮزﻳ
 PBاﻟﮕـﻮرﻳﺘﻢ . ﺗﺸﻮﻳﻖ و ﺗﻨﺒﻴﻪ، ﭘﺎراﻣﺘﺮﻫـﺎي ﺧـﻮد را ﺗﻨﻈـﻴﻢ ﻛﻨﻨـﺪ 
ﺳﺎزي ﻧﻤﻮده و ﺑﻪ اﻳﻦ ﻣﻨﻈﻮر اﺑـﺪاع ﺷـﺪه  اﺳﺎﺳﺎ ﭼﻨﻴﻦ راﻫﻲ را ﻣﺪل
  . اﺳﺖ
  ﺗﻨﻈﻴﻢ ﭘﺎراﻣﺘﺮﻫﺎي ﻻﻳﻪ ﻣﻴﺎﻧﻲ
. ﻛﻨﻴﻢ ﺷﺒﻜﻪ داراي ﻳﻚ ﻻﻳﻪ ﻣﻴﺎﻧﻲ ﺑﺎﺷـﺪ  ﺟﻬﺖ ﺳﻬﻮﻟﺖ ﻓﺮض ﻣﻲ
  :ﺗﻮان ﺑﺮاي اﻳﻦ ﺷﺒﻜﻪ ﻧﻮﺷﺖ ﻣﻲﻣﻌﺎدﻻت زﻳﺮ را 
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ﻣﻌـﺮف  mﻣﻌﺮف ﺷـﻤﺎره ﻧـﺮون در ﻻﻳـﻪ اول، و اﻧـﺪﻳﺲ  jاﻧﺪﻳﺲ 
 iﻧﺸـﺎن دﻫﻨـﺪه  iﻫﻤﭽﻨﻴﻦ اﻧﺪﻳﺲ .  ﺷﻤﺎره ﻧﺮون در ﻻﻳﻪ دوم اﺳﺖ
. اﺳـﺖ  PBام در اﻟﮕـﻮرﻳﺘﻢ  kﻣﻌـﺮف ﺗﻜـﺮار  kاﻣﻴﻦ ورودي، اﻧﺪﻳﺲ 
  :ﮔﻴﺮﻳﻢ ﺷﺎﺧﺺ اﺟﺮاﻳﻲ را ﺑﺮاي ﻻﻳﻪ دوم در ﻧﻈﺮ ﻣﻲ
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را ﺑﺎ اﺳﺘﻔﺎده از ﻣﻌـﺎدﻻت  ∆bو  ∆wاﻛﻨﻮن ﺟﻤﻼت اﺻﻼﺣﻲ 
  :ﻴﻢﻛﻨ ﺗﻌﻴﻴﻦ ﻣﻲ( 7)و ( 5)، (4)
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  :دارﻳﻢ( 7)ﺑﺮ اﺳﺎس  ﻣﻌﺎدﻟﻪ 
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  :ﻛﻪ در آن
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  :دارﻳﻢ = L2ﺑﺮاي ( 31)ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ راﺑﻄﻪ 
  (71)
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ام از ﻻﻳـﻪ  jﺳﻤﺖ ﭼﭗ ﻣﻌﺎدﻟﻪ ﻓﻮق ﮔﺮادﻳﺎن ﻣﺤﻠـﻲ ﺑـﺮاي ﻧـﺮون 
دﻫـﺪ ﻛـﻪ ، و ﺳﻤﺖ راﺳـﺖ راﺑﻄـﻪ ﻓـﻮق ﻧﺸـﺎن ﻣـﻲ اﺳﺖﻣﻴﺎﻧﻲ اول 
ﺣﺴﺎﺳﻴﺖ رﻓﺘﺎر ﺷﺒﻜﻪ ﭼﮕﻮﻧـﻪ ﺗﻮﺳـﻂ 
2
ﺣﺴﺎﺳـﻴﺖ رﻓﺘـﺎر ) ﻫـﺎ  δm
زﻳﺮا ﺑﺎ ﺗﻮﺟﻪ ﺑـﻪ رواﺑـﻂ . ﺗﻮاﻧﺪ ﺑﻴﺎن ﺷﻮد ﻣﻲ( ﺷﺒﻜﻪ در ﻻﻳﻪ ﺧﺮوﺟﻲ
ﻗﺒﻠـ ــﻲ ﮔﺮادﻳـ ــﺎن ﻣﺤﻠـ ــﻲ 
j1 1) ( ) (
j
k F
k
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، ﺑـ ــﻪ ﻋﺒـ ــﺎرت ∂
( 31)ﻫﺎ ﺑـﺎ اﺳـﺘﻔﺎده از  δm2ﻣﻘﺎدﻳﺮ . ﺑﺴﺘﮕﻲ دارد &k n fj1 1) () (
ﻫﺎي ﺧﻄـﺎ در ﻻﻳـﻪ ﺧﺮوﺟـﻲ در  ﻗﺎﺑﻞ ﻣﺤﺎﺳﺒﻪ ﻫﺴﺘﻨﺪ، زﻳﺮا ﺳﻴﮕﻨﺎل
ام را ﻣﻄـﺎﺑﻖ ﻓﺮﻣـﻮل  jﺗﻮاﻧﻴﻢ ﭘﺎراﻣﺘﺮﻫﺎي ﻧـﺮون  ﻨﺪ و ﻣﻲﻫﺴﺘاﺧﺘﻴﺎر 
  :زﻳﺮ ﺗﻨﻈﻴﻢ ﻛﻨﻴﻢ
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در اﻳﻦ راﺑﻄﻪ 
1
ﻧﺴﺒﺖ ﺑﻪ ﺗﻐﻴﻴﺮات ورودي ﺧـﺎﻟﺺ  Fﺣﺴﺎﺳﻴﺖ  δj
ام راﺑﻄﻪ زﻳـﺮ  lام از ﻻﻳﻪ  jدر ﺣﺎﻟﺖ ﻛﻠﻲ ﺑﺮاي ﻧﺮون . اﺳﺖام  jﻧﺮون 
  :ﺗﻮان ﻧﻮﺷﺖ را ﻣﻲ
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  :ﺗﻮاﻧﻴﻢ ﺑﻨﻮﻳﺴﻴﻢ ﺑﻨﺎﺑﺮاﻳﻦ رواﺑﻂ ﺑﺎزﮔﺸﺘﻲ زﻳﺮ را ﻣﻲ
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 93/ ﻫﺎي ﭘﺰﺷﻜﻲ آﻣﻴﺨﺘﻪ و ﻛﺎرﺑﺮد آن در دادهﻫﺎي دو ﻣﺘﻐﻴﺮه  ﺑﻨﺪي ﭘﺎﺳﺦ ﻃﺮاﺣﻲ ﺷﺒﻜﻪ ﻋﺼﺒﻲ ﻣﺼﻨﻮﻋﻲ ﺑﺮاي ﻣﺪل  
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 (81)  
  
 :ﻫﺎي زﻳﺮ را ﺗﻌﺮﻳﻒ ﻛﻨﻴﻢ اﮔﺮ ﻣﺎﺗﺮﻳﺲ
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 :ﺻﻮرت زﻳﺮ اﺳﺖ ﺑﻪ( 81)ﺷﻜﻞ ﻣﺎﺗﺮﻳﺴﻲ ﻣﻌﺎدﻻت 
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  ﻫﺎ ﭘﺲ اﻧﺘﺸﺎر ﺣﺴﺎﺳﻴﺖ
ﺑﻪ ﻣﻘـﺎدﻳﺮ  1-Lﻫﺎي ﻻﻳﻪ  ﺑﺮاي ﻧﺮون
L1
اﻳـﻦ . اﺣﺘﻴـﺎج دارﻳـﻢ  − δj
-و ﻣﻄﺎﺑﻖ ﻓﺮﻣﻮل زﻳـﺮ ﺑـﻪ ( 71)ﺗﻮان ﺑﺎ ﺗﻮﺟﻪ ﺑﻪ راﺑﻄﻪ  ﻣﻘﺎدﻳﺮ را ﻣﻲ
  :دﺳﺖ آورد
 (02)
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