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Bulk FeSe superconducts inside a nematic phase, that sets in through an orthorhombic distortion
of the high temperature tetragonal phase. Bulk non-alloy tetragonal superconducting FeSe does not
exist as yet. This raises the question whether nematicity is fundamental to superconductivity. We
employ an advanced ab-initio ability and show that bulk tetragonal FeSe can, in principle, super-
conduct at almost the same Tc as the orthorhombic phase had that been the ground state. Further,
we perform rigorous benchmarking of our theoretical spin susceptibilities against experimentally
observed data over all energies and relevant momentum direction. We show that susceptibilities
computed in both the tetragonal and orthorhombic phases already have the correct momentum
structure at all energies, but not the desired intensity. The enhanced nematicity that simulates the
correct spin fluctuation intensity can only lead to a maximum 10-15% increment in the supercon-
ducting Tc. Our results suggest while nematicity may be intrinsic property of the bulk FeSe, is not
the primary force driving the superconducting pairing.
Bulk FeSe superconducts below 9 K, deep inside an
orthorhombic phase that sets in at a much higher tem-
perature 90 K1. The normal bulk tetragonal phase does
not superconduct unless it is doped2–6 or forms a mono-
layer7,8. A non-alloy bulk tetragonal superconducting
FeSe does not exist just yet. This raises the ques-
tion if the nematicity facilitates superconductivity in the
bulk or not9–11. Further recent studies have suggested
that there exists strong spin fluctuation anisotropy pos-
sibly originating from electronic nematicity inside the de-
twinned orthorhombic phase12. This enhanced electronic
anisotropy shows up in the inelastic neutron scattering
(INS), in resistivity measurements13, in angle resolved
photo-emission spectroscopic studies14–16 and in several
other measurements17. How such spin fluctuations affect
the superconducting instability is a subject of intensive
study presently.
In this letter, we take a systematic approach towards
studying the spin fluctuations inside the tetragonal and
orthorhombic phases of bulk FeSe, and we probe the role
of nematicity on spin fluctuations and superconductiv-
ity. We perform rigorous benchmarking against existing
susceptibility data from INS measurements18. We show
that spin susceptibilities are nearly indistinguishable for
the two phases. Further, we split the crystalline planar
rotational symmetry by an enhanced factor and show the
the resulting anisotropy simulates the best possible agree-
ment against the existing INS data inside the orthorhom-
bic phase. While this enhanced structural nematicity is
not physical, it is an approximate way to mimic the ne-
maticity by adding anisotropy to the potential through
the external potential rather than through nonlocal spin
fluctuations. The effect is similar : it enhances nematic-
ity that, as we show, generates a spin susceptibility that
replicates neutron measurements. We can then assess its
impact on superconductivity, since spin fluctuations are
the primary driving force for superconductivity, and we
find that this enhanced nematicity has only very moder-
ate effect.
We are able to make these findings thanks to re-
cent developments that couple (quasi-particle) self con-
sistent GW (QSGW ) with dynamical mean field theory
(DMFT)19–22. Merging these two state-of-the-art meth-
ods captures the effect of both strong local dynamic spin
fluctuations (captured well in DMFT), and non-local dy-
namic correlation23,24 effects captured by QSGW 25. On
top of the DMFT self-energy, charge and spin susceptibil-
ities are obtained from vertex functions computed from
the two-particle Green’s function generated in DMFT,
via the solutions of non-local Bethe Salpeter equation
(BSE). Additionally, we compute the particle-particle
vertex functions and solve the linearized Eliashberg equa-
tion21,26,27 to compute the superconducting susceptibili-
ties and eigenvalues of superconducting gap instabilities.
In Fig. 1 we plot the imaginary part of the dynamic
and momentum resolved spin susceptibilities Imχ(q, ω)
(tetragonal and nematic) and compare them against the
inelastic neutron scattering (INS) data received from
Wang et al.18. Imχ(q, ω) plotted at ω =15,35,40 and
80 meV along the path Q=(1,K) at L=0 in reciprocal
lattice units of one Fe-atom unit cell. The structural
orthorhombic distortion (a=5.3100 A˚, b=5.3344 A˚) that
sets in around 90 K is fairly weak (in the tetragonal phase
a=3.779 A˚,
√
2a=5.3443 A˚). Consequently, Imχ(q, ω) re-
mains nearly invariant in the tetragonal and orthorhom-
bic phases over all energies and momentum. Most re-
markably, we reproduce the entire momentum depen-
dence structure of Imχ(q, ω) at all energies in both the
phases. This is a testimony to the fact that the essen-
tial elements that are required to produce the momentum
and energy structures for Imχ(q, ω) are already present
in our three tier QSGW+DMFT+BSE approximation.
Nevertheless, our computed Imχ(q, ω) remains smaller
than the experimental results around Q=(1,1) at all en-
ergies.
One of the reasons for this discrepancy could be the
absence of electronic nematicity from the approxima-
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FIG. 1. Imaginary part of the dynamic spin susceptibility
Imχ(q, ω) plotted along the path Q=(1,K) at L=0 in recip-
rocal lattice units of one Fe-atom unit cell. Different energy
cuts are taken and plotted against the observed Imχ(q, ω) in
inelastic Neutron scattering (INS) experiment18. The exper-
imental data is reproduced with the raw data received from
Wang et al. We plot our computed Imχ(q, ω) at ω=15, 35, 40
and 80 meV against INS data. Theoretically, the data for the
tetragonal (green continuous line) and orthorhombic (red con-
tinuous line) phases are nearly indistinguishable and both of
them deviate from the experimental data (the latter is plotted
as orange (tetra) and blue (ortho) circular points). The theo-
retical data for the enhanced orthorhombic distortion (purple
continuous line) remarkably agrees with the experimental INS
data for all energies and momentum.
tions that are involved in solving the QSGW+DMFT
Hamiltonian. Electronic nematicity can only be incor-
porated in presence of momentum dependent self en-
ergy and vertex corrections which are longer range in
nature, beyond the approximation of single site DMFT.
At present we do not have the ability to incorporate such
longer range electronic fluctuations ab initio. We instead
nematicity by modifying the crystal-field splitting, en-
larging the orthorhombic splitting by a factor of five to
(a=5.3100 A˚, b=5.4344 A˚). In the rest of the paper we
use ‘ortho-enhanced’ to identify this particular structure.
We find that the resulting Imχ(q, ω) is enhanced in in-
tensity and produces remarkable agreement with the INS
data over all energies and momentum. This is crucial,
since it is thought that in bulk FeSe spin fluctuations
are the primary source of superconductivity. While the
source of the potential driving this nematicity is arti-
ficial, it appears, the anisotropy in potential is similar
to the anisotropy that would derive from the nonlocal
contribution to the self-energy from spin fluctuations.
This warrants a more rigorous investigation of this ortho-
enhanced electronic structure.
First, we study the effects of these different crystalline
geometry on the local density of states (DOS) of the sys-
tems. We plot the QSGW+DMFT DOS for the three
systems; tetragonal, orthorhombic and ortho-enhanced.
Note that the QSGW Green’s functions are renormalized
in the presence of the self-consistent single-site DMFT
self energy. We observe that for all phase there is a sig-
nificant dip in the density of states around Fermi energy.
However, while this ortho-enhanced set up is observed to
produce detectable changes to the intensity of Imχ(q, ω)
over all energies and momentum, its effect of the local
DOS is fairly weak. We observe a weak suppression of
the DOS at and around ω=0 (see Fig. 2). However, this
observation suggests that photo-emission spectroscopic
methods should be able to see this drop in the local
DOS at low energies in systems where nematicity plays
a major role, for example, in the de-twinned sample of
FeSe12,15,28. It suggests that if the superconductivity is
modified by enhanced nematicity, it does not result from
a purely Fermi surface nesting driven mechanism; rather,
the change in two-particle vertex associated with such
fluctuations has to promote the superconducting pairing
glue.
Before exploring superconductivity, we study the
DMFT spectral functions A(k,ω). We plot A(ω) for se-
lected values of k on the M-Γ and A-Z lines. Fig. 2 shows
how the electron pockets evolve into hole pockets along
those paths. We find that the enhanced nematicity leads
to weak changes in the hole pockets: while at A(Γ,ω)
decreases, but A(Z,ω) increases and splits (see Fig. 2).
Moreover, close to M and A points, A(ω) is weakly sup-
pressed and slightly broadened.
We study next, how these affect the real part of the
spin susceptibilities χ(q, ω=0). We resolve our computed
static spin susceptibilities χ(q) in different intra-orbital
channels. We observe that the χ(q) increases in all intra-
orbital channels due to the enhanced nematicity, how-
ever, χ(q) remains smaller in the dxz and dyz channels in
comparison to the dxy channel (see Fig. 3). Orthorhom-
bic distortion lifts the degeneracy between the dxz and
dyz orbitals. Enhanced orthorhombic distortion in case
of ortho-enhanced further magnifies this splitting. In the
detwinned sample of FeSe, with one Fe atom cell, it is
observed that the spin susceptibility peaks at Q=(1,0)
and (0,1) become significantly different12. This raises
the question whether nematicity play an important role
3[M-Γ, O] [M-Γ, OE] [A-Z, O] [A-Z, OE]
FIG. 2. The total local density of states (DOS) for FeSe in tetragonal, orthorhombic (O) and orthorhombic phase with enhanced
distortion (OE) are shown. In the bottom panels A(ω) is plotted for a sequence of k on the M-Γ and A-Z lines. Top right
panels superpose O and OE spectral functions for a few values of k to bring out the effects of the nematicity.
in formation of Cooper pairing as well. While our theory
can not address the problem in detwinned FeSe, we show
that the enhanced structural nematicity that we simulate
through ortho-enhanced structure leads to weak changes
in Reχ(q) at ω=0 in the bulk two-atom unit cell of FeSe in
comparison to the tetragonal and orthorhombic phases.
However, as we showed before in Fig. 1, orthorhombic
distortion must be artificially enhanced to produce the
excellent agreement against the experimentally observed
Imχ(q, ω) in the same bulk phase. Taken together, this
suggests that a small degree of nematicity originates from
the external potential, but most of it originates from non-
local many-body spin fluctuations. In any case the dxy
channel remains the dominant spin fluctuation channel,
while the dxz and dyz channels each contribute nearly
40% of the dxy spin fluctuations.
How particular orbitals govern spin fluctuations and
thus control Tc, is key to understanding the supercon-
ducting mechanism in such a complex multi-band man-
ifold. We probe the effect of such enhanced nematicity
on the superconductivity. We solve the superconduct-
ing gap equations within the BCS approximation26,29,
which includes the full momentum and orbital depen-
dence in the vertex functions, but is taken to be static
in the two Fermionic frequencies. With the with full fre-
quency dependent vertex, the rank of Eliashberg matrix
for a five orbital problem is in excess of 1 million. For
detailed description see Ref29 and the supplemental ma-
terial therein. BCS, which approximates the vertex as
static, is a reasonable approximation, as superconductiv-
ity is essentially a low energy phenomenon.
We observe that the leading eigenvalue of the supercon-
ducting gap equation corresponds to a extend s-wave gap
structure30, with a form factor ∆1 ∼ cos(kx)− cos(ky) 4
FIG. 3. Static spin susceptibility, Reχ(q) is orbitally resolved
and plotted along Q=(1,K) at L=0 in reciprocal lattice units
of one Fe-atom unit cell. The enhanced orthorhombic distor-
tion increases the intensity of Reχ(q) in all intra-orbital chan-
nels, however, the dxy states remain dominant in all cases.
in all the phases (and the lagging instability ∆2 has a
cos(kx) + cos(ky) structure). Moreover, this dominant
instability exists in the dxy orbital channel, consistent
with our observations of dominant spin fluctuations in
the same channel. We also observe, intriguingly, that
4the orthorhombic distortion weakly suppresses the bub-
ble (χ0) contribution to the pairing and the strength of
the interaction vertex Γ remains nearly unchanged from
the tetragonal phase, and hence, the pairing suscepti-
bility (∼ Γ × χ0) gets weakly suppressed. However, in
ortho-enhanced, the Γ is significantly enhanced and the
χ0 drops (directly related to our observation of weak
suppression in A(k,ω=0)). The increment in Γ over-
compensates for the loss in the χ0 and the net Γ × χ0
still enhances in comparison to the tetragonal phase. Our
calculations suggest that the net effect is to increase the
eigenvalue corresponding to the leading superconducting
instability and thereby this enhanced nematicity poten-
tially can drive a higher Tc. Where the leading eigenvalue
reaches one, is the Tc. As we showed in our recent work
29
that it is extremely challenging to perform the calcula-
tions at a low enough temperature where λ can become
unity, due to several technicalities primarily related to
the stochastic nature of the CT-QMC solver. The low-
est temperature where could perform our calculations in
these systems is 116 K, and the λ is not unity. However,
following the trend, it appears that the ortho-enhanced
phase can at most realize a 10-15% enhancement in Tc
in comparison to the bulk orthorhombic phase. However,
our calculations suggest that the tetragonal phase could
also superconduct with a Tc not much different from the
ortho-enhanced phase. This is consistent with the exper-
imental observation that the FeSe1−xSx alloy realizes a
superconducting Tc not significantly different from the
bulk orthorhombic FeSe, even when sulphur doping sup-
presses the nematic phase completely31–33.
To summarize, we perform ab initio calculations for
bulk tetragonal and orthorhombic phases of FeSe and
compute single and two-particle spectra and supercon-
ducting eigenvalues. We find that the spin fluctuations
are dominant in the Fe-3dxy channel in all cases and can
potentially drive superconductivity in the bulk tetrago-
nal FeSe. Nevertheless, a rigorous comparison against the
observed spin susceptibilities in inelastic neutron scatter-
ing experiments in the orthorhombic phase reveals that
our computed susceptibilities have the correct momen-
tum structure at all energies, but not the intensity. We
show that an artificially enhanced structural orthorhom-
bic distortion simulates the missing spin fluctuation in-
tensity and acts as the proxy for the, most likely, elec-
tronic nematicity, missing from our theory but present
in the real world. This enhanced nematicity, however, at
best can account for an 10-15% increment in Tc.
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