We study equilibrium states and their macroscopic uniformity in the fermion lattice system satisfying the assumptions presented by Araki and Moriya [5] . We show that every translation-invariant KMS state of the even part of the fermion algebra extends uniquely to a translation-invariant KMS state of the whole fermion algebra. The macroscopic uniformity is established for an extremal translation-invariant equilibrium state of the fermion algebra.
Introduction
The fermion lattice system is obtained as the C Ã -algebra generated by annihilation and creation operators on lattice sites of Z , being a positive integer. We assume throughout this paper that A is the fermion algebra and is a given strongly continuous one-parameter automorphism group of A satisfying the following assumptions presented in [5] :
(I) t Â ¼ Â t for all t 2 R, where Â is the parity automorphism of A. (II) A 0 & Dð Þ, where A 0 is the union of all local algebras and is the generator of t with domain Dð Þ.
(III) A 0 is a core for . (IV) t k ¼ k t for all t 2 R and k 2 Z , where is the lattice translation automorphism group of A. In Section 3, using von Neumann's measurable cross-section principle and the chemical potential theory [4] , we show that every -invariant j A þ -KMS state of A þ extends uniquely to a -invariant -KMS state of A, where A þ is the even part of A. There are several corollaries of the above result. First, the extreme boundary of the simplex ofinvariant -KMS states of A is contained in that of the simplex of -invariant states of A. Next, restricting to the case ¼ 1, we assume that È is a -invariant potential in A þ satisfying the following conditions: X
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kÈðKÞk < 1 and sup n2N kW È ð½1; nÞk < 1;
where W È ð½1; nÞ denotes the surface energy for the interval ½1; n :¼ f1; . . . ; ng of Z. Under the above conditions, È generates the one-parameter dynamics È on A and it is well-known [2, 12] that ðA; È Þ has no phase transition. We see that A þ has a unique È j A þ -KMS state. This seems meaningful because the local algebras are always full matrix algebras in the existing literatures showing no phase transition while local algebras of A þ are not.
Hiai and Petz studied the macroscopic uniformity for extremal equilibrium states in a spin lattice system [10] . Macroscopic uniformity is a basic feature of statistical mechanical systems (see [10, Sect. 3] for details). In Section 4 we establish the macroscopic uniformity for such states in the fermion lattice system as well.
Appendix is a simple remark concerning the correspondence between -invariant potentials having short range and their standard variants introduced in [5] .
Preliminaries
The definitions and results in this section are entirely based on [5] .
Fermion algebras
By the fermion algebra A, we mean a unital C Ã -algebra generated by a i and a Ã i , i 2 Z , satisfying the canonical anticommutation relations:
where a Ã i is the adjoint of a i , fx; yg :¼ xy þ yx, i j :¼ 1 if i ¼ j and ij :¼ 0 otherwise. The elements a i and a Ã i are called annihilation and creation operators, respectively. Let A 0 be the Ã -algebra generated by all a i and a
, the C Ã -subalgebra of A generated by a i and a
respectively. The translation k by k 2 Z is an automorphism of A defined by k ða i Þ :¼ a iþk for all i 2 Z . A state ! of A is said to be even if ! Â ¼ !. We denote by SðAÞ the state space of A and by S ðAÞ the set of all -invariant states of A. If X is a convex set in SðAÞ, we call the set of extreme points of X the extreme boundary of X and denote it by EX.
The even part ðA þ ; j A þ Þ is asymptotically abelian in the norm sense while ðA; Þ is not. For each I 2 F , we call the largest distance between two points in I the diameter of I. A standard potential È has finite range if ÈðIÞ ¼ 0 for all I of sufficiently large diameter. We denote by P f the subspace of all È 2 P having finite range. Then P f is dense in P . The real vector space of all Ã -derivations with domain A 0 and commuting with Â on A 0 is denoted by ÁðA 0 Þ. We denote by Á ðA 0 Þ the real vector space of all 2 ÁðA 0 Þ commuting with . For every È 2 P, define a Ã -derivation È with domain A 0 by È ðaÞ :¼ i½H È ðIÞ; a; a 2 AðIÞ:
ð2:4Þ
The equations (2:2) and (2:4) between È 2 P and È 2 Á ðA 0 Þ gives a one-to-one real linear mapping from P onto Á ðA 0 Þ. For a dynamics given in Introduction, the Ã -derivation 2 Á ðA 0 Þ is determined uniquely by :¼ j A 0 , being the generator of t . Moreover, for the Ã -derivation , the -invariant standard potential È is determined uniquely by the one-to-one correspondence mentioned in the preceding paragraph.
Variational principle
Let I 2 F and ! 2 SðAÞ. We shall denote the restriction of ! to AðIÞ by ! I . The von Neumann entropy Sð! I Þ of ! I is defined by We refer to sð!Þ, PðÈÞ and e È ð!Þ as the mean entropy, pressure and mean energy, respectively. Define
It follows that ÃðÈÞ is non-empty. When ! 2 ÃðÈÞ, we say that ! satisfies the variational principle with respect to È.
Translation-Invariant KMS States
For simplicity we consider only ð; Þ-KMS states with ¼ 1 and refer to those states as -KMS states; obviously all our results hold for any without change. Let K ðAÞ be the set of all -invariant -KMS states of A. By (IV) and (2:1), A þ is invariant under , so that we can consider an j A þ -KMS state of A þ . We denote by K ðA þ Þ the set of allinvariant j A þ -KMS states of A þ and by S ðA þ Þ the simplex of all -invariant states of A þ . For each ! 2 K ðA þ Þ, let ð ! ; H ! ; ! Þ be the cyclic representation of A þ induced by ! and u ! a unitary representation of Z implementing on H ! . Since A þ is asymptotically abelian with respect to due to (2:1), it follows from [6, 4.3.14] that
Hence K ðA þ Þ is a face of S ðA þ Þ, and so it is a simplex. Moreover, it is obvious from (3:1) and [17, Lemma 4.7] that
For simplicity we shall denote the restriction of a state of A to A þ by þ .
Proof. The proof is divided into four steps.
Step 1. We consider the extremal decomposition of !. Since K ðA þ Þ is a simplex, it follows from the Choquet-Meyer theorem [15] that there exists a unique probability measure concentrated on EK ðA þ Þ such that
Step 2. We show that every 2 EK ðA þ Þ extends to a weakly -clustering state of A. For each 2 EK ðA þ Þ, define
We prove that X is non-empty. First, there is a state " of A such that " þ ¼ . Let M be a Banach limit for bounded sequences. Since f " ð n ðaÞÞg is a bounded sequence for all a 2 A, we can define the -invariant state~ of A bỹ
If a 2 A þ , then~ ðaÞ ¼ ðaÞ due to n ðaÞ 2 A þ . Since X is a non-empty weak Ã compact convex set in SðAÞ, X has an extreme point due to the Krein-Milman theorem. Let ¼ 1 þ ð1 À Þ 2 with 1 ; 2 2 S ðAÞ and 0 < < 1. 
where the second equality is due to f g ¼ id on Y and the last equality is due to (3:3). The uniqueness of " ! ! follows from its evenness. Ã
The following corollary says that [17, Lemma 4.7] is valid in the fermion case as well.
Corollary 3.2. EK ðAÞ & ES ðAÞ.
Proof. For each ! 2 EK ðAÞ,
By the extremality of !, we obtain ! ¼ "
By (2:1) and [6, 4.3 .17], we obtain ! þ 2 ES ðA þ Þ. Now, from the evenness of -invariant states, it is easy to see that ! 2 ES ðAÞ. Ã Then B 0 is a real Banach space with the usual linear operations and the norm
Let È 2 B 0 . Since fW È ð½1; nÞg is uniformly bounded, it follows from [11, 14] that the closure of È is a generator of a strongly continuous automorphism group È of A. Moreover, we have
where the convergence is uniform in t on every compact subset of R. By (3:4), it is easily verified that ðA; È Þ is a dynamics satisfying (I)-(IV). We denote by KðA þ ; ÈÞ the set of all È j A þ -KMS states of A þ . For simplicity we denote by the translation 1 . For each k 2 Z, let ½k denote its representative in I n , namely ½k 2 I n and k ½k (mod 2n þ 1Þ, and let " be the periodic translation defined by " ða i Þ :¼ a ½iþ1 for all i 2 I n .
Lemma 3.4. If È 2 B 0 and ! 2 KðA þ ; ÈÞ, then ! is -invariant.
Proof. Since AðI n Þ is a factor of type I, there exists a unitary u n 2 AðI n Þ such that " ðaÞ ¼ u n au Ã n for all a 2 AðI n Þ. Since " commutes with Â, we have
Thus Âðu n Þ Ã u n is a scalar multiple of 1, and hence there exists a complex number with modulus 1 such that
This implies that u n is either even or odd. Suppose that u n is odd. Let w nþ1 :¼ a nþ1 þ a Ã nþ1 and v n :¼ u n w nþ1 . Then w nþ1 is a self-adjoint unitary in Aðfn þ 1gÞ À and v n is a unitary in Að½Àn; n þ 1Þ þ . Since a 2 AðI n Þ þ commutes with w nþ1 , we obtain
Replacing u n by v n , we may assume that u n is even. Since fI n g tends to Z whenever n ! 1, it follows that
in the norm topology. Here, notice that
It is obvious that fu n g is contained in Dð È Þ. Moreover, in the same way as in the proof of [1, Proposition 1.1], we can show that sup n2N k È ðu n Þk < 1. Now, we can apply [9, Corollary II.3] (or [6, 5.3 .33A]) to conclude that if ! is an
Proof. Each ! 2 KðA þ ; ÈÞ extends uniquely to an È -KMS state " ! ! of A due to Lemma 3.4 and Theorem 3.1. Since È 2 B 0 , it follows from [6, 6.2.47] (see also [2, 12] ) that A has a unique È -KMS state . Hence we obtain ! ¼ þ , and thus KðA þ ; ÈÞ is a one-point set f þ g. Ã
Macroscopic Uniformity
Let be a one-parameter dynamics on the fermion algebra A over Z as mentioned in Introduction. In this section, let be the restriction of to A 0 , and let È denote the unique -invariant standard potential determined by [5, Corollary 8.5] . To introduce the Gibbs condition, we need the notion of perturbations of states of A. Let ; ! 2 SðAÞ. For each I 2 F , the relative entropy of I with respect to ! I is given by
Then the relative entropy Sð ; !Þ is defined by
For each ! 2 SðAÞ and h ¼ h Ã 2 A, since 7 !Sð ; !Þ þ ðhÞ is weakly* lower semicontinuous and strictly convex on SðAÞ, the perturbed state ½! h by h is defined as a unique minimizer of this functional [8] . Recall [3, 8] 
To study the macroscopic uniformity of extremal equilibrium states in a quantum spin system, Hiai and Petz introduced the quantity defined as follows: Let 0 < " < 1. For each I 2 F and each state ! of AðIÞ, define " ð!Þ :¼ minfTr I ðqÞ : q 2 AðIÞ is a projection with !ðqÞ ! 1 À "g (see [10] ). Proof. Since the linearity of S is obvious, we show that S is bounded. For this, suppose that a sequence fÈ n g in B 1 converges to È 2 B 1 while fSÈ n g converges to É 2 P ; we have to show that SÈ ¼ É. Let É n :¼ SÈ n for all n 2 N, and let I 2 F . Then we have kH È n ðIÞ À H È ðIÞk kÈ n À Èk 1 Á jIj ! 0 as n ! 1. By (2:3), we have kH É n ðIÞ À H É ðIÞk kÉ n À Ék Á jIj ! 0 as n ! 1. Hence É ¼ È ; so SÈ ¼ É. From the closed graph theorem, S is bounded. Ã
