Abstract This paper aims at detecting objects via a partial shape matching in unlabeled real images. As both the scale and consistent fragment extraction are troublesome issues in computer vision, we first extract the corresponding parts of pairs of matching fragments generated by the curvature extreme points in object contours. Then, we establish the scale-calculable shape descriptor to keep that the partial shape matching algorithm is scale and rotation invariant. In detection stage, a weighted voting scheme is used to locate candidate object centers and followed by a refinement process to obtain the precise object boundaries. Experiments on ETHZ shape category database validate that using single model shape without training for each category can match (or exceed) the performance of state-of-the-art object detection algorithms.
Introduction
The Oxford English Dictionary defines shape as:
the external form, contours, or outline of someone or something
For human perception, shape alone can often provide sufficient information for successful generic object detection [1] , B Huijie Fan fanhuijie@sia.cn 1 State Key Laboratory of Robotics, Shenyang Institute of Automation, Chinese Academy of Science, Shenyang 110016, China classification [2] , shape retrieval [3] , etc. Moreover, shape is invariant to lighting conditions and is relative stable compared to intra-category appearance variations, which makes it a powerful cue for object detection.
To achieve the purpose of object detection in computer vision, shape descriptor or representation is the key technology for shape-based object detection, which can be classified as global shape descriptor and local/partial shape descriptor. Global shape descriptors [4, 5] provide good performance on simple scene images or images in which object boundaries can be completely extracted. But their performance decreases seriously when local shape distortion and occlusion occur. Partial shape descriptors [6, 7] can somewhat overcome this issue for their capability of handling occlusion problem in the complex scene and allowing partial matching.
However, partial shape matching is always challenged by the following problems: (1) inconsistent fragment extraction, (2) scale and rotation issues. For inconsistent fragment extraction, it is hard to extract identical fragment from the same part of object in different images, e.g. different length or starting position extraction caused by unstable edge detection, clutter background, or occlusion (to see Fig. 1 ). In Sun and Super [8] proposed a three-level framework for shape classification. It requires that the query fragment be nearly identical to the target. In Latecki et al. [9] proposed a method which searches the best matching fragment in a directed acyclic graph. This method demands that the query fragment must be completely contained in the target contour. For scale and rotation issues, most of scale-invariant shape descriptors utilize the distance of two corresponding points (such as pairwise midpoint [10] ) as normalization factor, which is inaccurate due to the influence of inconsistent fragment extraction. Therefore, manual labels are needed to keep the matching curves under the similar scales [11, 12] . Moreover, the spatial distribution of points is adopted in [13] with the limitation that these points are restricted by circular arcs. The distance ratios for each pair of sample points are used as the scale factor in [14] , which makes their method suffer from rotation variance and time consuming.
The main contributions of this paper are three folds: (1) We propose a partial shape matching method by selecting the corresponding parts of two matching fragments to overcome the inconsistency of partial shape extraction. (2) Local scales for each pair of corresponding points can be calculated, and they play an important role in the matching and detection stages. (3) A two-step detection approach is designed to get the accurate object boundaries: a weighted hough voting method for candidate object location and a point-to-point fine matching process for precise edge location.
Related work
In this section, we briefly review relevant works about object detection with partial shape descriptor and partial shape matching.
For scale-invariant descriptor, most state-of-the-art methods intend to eliminate the influence of scaling by normalizing the fragments through a variety of ways. Jurie and Schmid [13] utilized the spatial distribution of points in a certain region to construct shape descriptor. Fergus et al. [15] proposed a scale-invariant descriptor called k-adjacent segment (kAS). In their descriptor, the scale of each kAS is normalized by the middle point of fragments, and the codebook-based methods in [16] is applied for object classification. Ma and Latecki [14] introduced an algorithm to avoid part insistence. They define the distance and orientation matrix by selecting two arbitrary fragments with the same length. The bounding boxes and sliding windows are also adopted to normalize the fragments of model and the testing images into the same scale, such as in [17, 18] .
For non-rigid deformation-invariant shape descriptor, some methods capture inter-class deformation by learning the spatial distribution of whole shape contour, such as shape band [19] and mean shape [20] . To overcome local deformation, Belongie et al. [21] introduced the shape context, which is an edge histogram according to lengths and directions for each point. Ravishankar et al. [22] formed the k-segment group to approximate the outer contour of objects to handle local deformation. There are also salient contours shape descriptors, such as [23] and [12] . They both apply the bottom-up matching methods to extract the foreground contours from the clutter background. In Lu et al. [24] designed a descriptor based on angles to measure the fragments similarity. In this descriptor, partial filters are utilized to group and label edge contours simultaneously. In Wang et al. [25] proposed a fan shape model (FSM). They model the contour sample points as rays of final length emanating for a reference point. This model can calculate shape scale by maximizing an energy function in scale voting space, but its accuracy is reduced if part of the detected object is corrupted by wrong edge pixels.
Overview
In this paper, we use the single hand-drawn model for each category to detect and classify objects from unlabeled images. Our approach is summarized in Fig. 2 .
The contours are first broken into separate fragments at the middle of two adjacent curvature extreme points (CEP) to keep the salient information of object contours. We present the segmentation results in Fig. 2a . Given a pair of matching fragments, we suppose that their CEPs are the corresponding points and calculate the relative locations of other points on the fragment to their CEPs to determine the maximum corresponding range of two fragments. The expected corresponding parts for pair of matching fragments are shown in c The proposed partial shape descriptors SCSD used for partial shape matching. d Object detection process which includes a coarse stage to find corresponding parts and a shape refinement to locate precise object boundaries (color figure online) Fig. 2b . After getting the consistent matching fragment, we establish a new local coordinate system for each fragment by making the line of two endpoints as the x axis and the midpoint as the origin. We then establish the scale-calculable shape descriptor (SCSD) (the first column of Fig. 2c ) by computing the Euclidean distance at each direction in its local coordinate space to guarantee that the descriptor is invariant to rotation and translation. In the object detection stage (Fig. 2d) , we first use a weighted hough voting to find the best-matching fragments and locate the potential target centers, and then apply a point-to-point update strategy on local parameters and shape model to handle local non-rigid deformation. By this procedure, we obtain the accurate object boundaries.
Proposed method
We extract edges from images adopting the Berkeley edge detector [26] . From the view of human perception [27] , the CEPs with edges around themselves carry more discriminative cues for shape matching. We extract CEPs by the way proposed in [28] and segment shape contours in accordance with the principle that each fragment contains one CEP and contours are separated at the middle of their two adjacent CEPs. The existing partial shape similarity measurements require that the two matching fragments are approximately identical. It is clearly an unrealistic assumption due to the instability of edge detection algorithm and noise distortions. To overcome this problem,we propose a novel corresponding parts extraction approach for partial-based object detection. The proposed approach can match two fragments where both of them only have subsets of fragment points involved in matching. In Sect. 4.1, we describe the corresponding parts extraction process for each pair of matching fragments and the partial shape descriptor. Then, we establish the similarity cost function for the partial shape matching process in Sect. 4.2. We detail the weighted hough voting method in Sect. 4.3 and the fine matching process in Sect. 4.4.
Partial shape descriptor
For two matching fragments s i and t j , their CEPs are denoted as P i , P j . We first describe the process of corresponding part extraction. We keep both two CEPs coincide to their tangents (shown in Fig. 3) ; then the maximum corresponding parts and the local scales can be obtained according to Theorem 1. The right column in c are the matching fragments and their SCSD after corresponding, the matching similarity is 0.9521. The local system to each SCSD is divided into 18 bins and each bin represents the average distance of origin to points in this bin (dark small value)
two fragments. Then A and B are corresponding points, and local scale s at this location is equal to |O B|/|O A|.
The proof of Theorem 1 is presented in Appendix. With this conclusion, we get the corresponding parts of two fragments ass i andt j and transform the local scale calculation problem into the arc length calculation of corresponding points. The benefits of choosing corresponding parts are (1) local scales can be calculated accurately from the pairs of corresponding points, (2) the similarity of matching fragments can be measured by the calculated local scales, and (3) deformation parameters (i.e., rotation, translation, and scaling) can be calculated to locate precise object center.
After getting the corresponding partss i andt j , we build local coordinate system for each fragment to establish the partial shape descriptor. Taking Fig. 4 as an example,s i = {u i (k), k = 1, . . . , n i },n i is the point number of the fragments i and u i (k) is the kth point on fragments i . u i (1) and u i (n i ) denote the two endpoints ofs i . O i is the midpoint of line u i (1)u i (n i ). we first establish a local coordinate system whose x-axis is u i (1)u i (n i ) and the origin is O i . The established local coordinate system for fragments i is represented by the thick black arrows in Fig. 4 . Point u i (k) on fragment s i can be represented as u i (k) in its local coordinate system:
where ϕ i is the rotation angle between the local coordinate system and the image coordinate system. Fragments i can be
We resample each fragment into L ordered points according to angle to make sure that the proposed partial shape descriptors SCSD have the same length for different fragments (as shown in Fig. 4 
. . , L) denote the mean Euclidean distance between point O i and fragment points in bin(k):
where P i1 and P in are, respectively, the start point and end point of the fragments s i , and L k is the number of points in bin(k). The partial shape descriptor ofs i is 
Partial shape matching
We evaluate the partial shape similarity of two fragments based on the assumption that local scales on each fragment cannot change drastically, i.e. local scale variations should be small. Taking Fig. 4 as an example, the blue fragment in testing image is similar with the red model part; therefore, they look similar in SCSD. In contrast, the SCSD of the pink fragment is quite different. The cost function for scale variance of s i and t j can be formulated as follows:
where
and std(·) are the mean and the standard deviation function respectively. The cost function C s provides a measure of the scale variance between two matching fragments. To further measure the spatial distribution similarity of matching fragments, we use the χ 2 test statistic to calculate the similarity C r (i, j) of two vectors D i and D j :
The local scale s i j for s i and t j can be obtained via an average operation:
The partial shape descriptor SCSD is not scale invariant and local scales s i j are not the same. But we can calculate local scales, and the partial shape matching is scale invariant. The total cost for matched pair of fragments s i and t j is
which means that two similar fragments have smaller local scale variance C s (i, j) and similar spatial distribution C r (i, j).
Coarse detection by weighted hough voting
In this section, we detail how to detect the object and locate the possible object center. For a shape model and a testing image, we try to find out whether there exists an similar object and where it is. In the previous section, the similarity measurement C(i, j) for pairwise fragments s i and t j is proposed and the local scale s i j can be calculated as well. We use a weighted hough voting method for part-based object localization [29] , as it depends on the statistic information of each matching results and is robust to noise. A similarity matrix is obtained, in which each element denotes the matching similarity C(i, j) of fragment s i and t j . Then for each row, we select the first 10 % best matchings for each model fragment to vote for object centers. To deal with the local deformation of inner class objects, we use a weighted hough voting method to locate object centers in cluttered images. The voting center is not a point, but a local region centered at the calculated center point and weighted by a scale-related kernel function:
where σ s = s i j σ (σ = 10 in this paper), d is the Euclidean distance from the center. K takes larger values at the points near the center point, and it decreases as the point far away from the center. Parameter
is for encouraging the long matching. Thus, the weighted voting range has bigger radius for bigger local scale s i j , and vice-verse. According to the matched model fragment s i and image fragment t j , the object center (d = 0) c i ( j) in test image can be calculated by
where φ i j = |ϕ i − ϕ j |, c i is the object center for the shape model in local coordinate system of s i , q j is the CEP coordinate of the fragment t j in test image. A weighted map is generated by the weighted hough voting (an example is shown in Fig. 5 ), and the procedure of non-maximum suppression [30] is applied to generate the candidate object centers. The number of candidates can be controlled by tuning parameters. After coarse matching in the previous section, the object candidates are roughly detected and the parameters, such as scale s, rotation θ , and transformation t, can also be calculated accordingly. Due to the influence of non-rigid deformation or clutter background, the result of coarse detection is inaccurate or even has false alarm. In the next section, we present a point-to-point detection scheme to get accurate object boundaries.
Accurate detection
We suppose that x ∈ M is the model point and y ∈ I is the edge point of testing image. The refinement process aims at finding correspondence between model and image edge points. We first select the candidate object centers c i obtained in Sect. 4.3 and all the matched fragments voting for c i as well. Thus, points in I are divided into two parts: 
Input:
Model points M = {x(k), k = 1, ..., n}; Image points I a and I b . Local scale s is initialized to s i ; Output:
The accurate object boundaries {y}.
t ← z − z ; (update the transformation parameters) 5:
x(l) ← x(l)+ t, l = k +1, ..., n; (update the remaining model points) 6:
if ∃z ∈ I b , st., |z − z | < 10s, then 9: those that participated in the vote to c i are categorized into I a ∈ I, and others into I b = I \ I a . According to the transformation parameters (s i , θ i , t i ), we then project the model shape onto the image. The accurate detection process essentially involves a dual update process which is summarized in Algorithm 1.
The accurate detection algorithm searches the corresponding point for each model point. The image points in I a have higher priority in each corresponding process. We update the local scale s in the course of point-to-point detection scheme to reduce the impact of non-rigid deformations in the same category. We also update the model shape when a new corresponding is generated, since the single model shape can not express variety of inner-class variations. In fact, there exist some points which cannot be matched due to the occlusion or part missing. Therefore, we use the predict point to replace the non-matched missing points to form a complete object boundary. Figure 6 shows the process of the accurate detections. The confidence τ m for a hypothesis matching is evaluated by computing the proportion of matched points on the model.
Experiments and applications
We evaluate the proposed algorithm on the ETHZ shape categories database [16] , which contains a total of 255 images divided into five categories, including applelogo (40), swans (32), bottles (48), mugs (48), and giraffes (87). For all categories, there are scale changes, rotation and inner-class variations, and images with multiple object instances, which make it challenging for shape-based object detection. The number of bins in descriptor establishment is 180 and we use the simple hand-drawn models same as [14] in our experiments. The object is automatically detected on unlabeled images without adopting bounding boxes or sliding windows. We quantitatively assess performance with the number of correct detections and false positives (other detections) following the PASCAL criteria, i.e., a detection is correct only if the overlap of detected bounding box and the ground-truth over the union of the two bounding boxes is larger than 50 %, or else it is counted as false-positives. All experiments in this paper are done under the MAT-LAB environment on the PC with 2GByte RAM and 2.4 GHZ CPU. For a model shape with M fragments and a test image with N fragments, the time complexity of our matching process is O(M N ). Since the partial shape matching process selects the corresponding parts, most of which are not long enough for matching, the number of fragments in test images are much smaller than N . The matching process takes an average of 8.44 s in our experiments on the ETHZ database.
In Fig. 4 , we demonstrate that the corresponding parts extraction process can improve the matching accuracy of matching fragments. To verify the validity of the corresponding parts extraction process to the object detection results, we compare the detection results with and without the corresponding parts extraction process. The results are present in the first two rows of Tables 1 and 2. Table 1 represents the average precision (AP) values of object detection results and Table 2 is the detection rate (DR) at 0.3/0.4 false positive per image (FPPI). From the comparison results, we conclude that the correspondence analysis process in this paper greatly improves the detection accuracy. Without the corresponding parts selection process, the matching similarity and local scales cannot be accurately calculated, thereby the object center cannot be correct located, which results in the reducing of the average precision and detection rate.
We compared our algorithm with the state-of-the-art methods, such as [11, 12, 14, 23, 24, 31] . The methods in Lu et al. [24] and Zhu et al. [23] use single hand-drawn model and other algorithms apply learning scheme. We first show the precision/recall (PR) curves in Fig. 7 , each of which represents one category of objects. The AP values are presented in Table 1 . Our approach achieves the best mean AP (0.891) and the best AP on categories Applelogos (0.925) and Bottle (0.954). Our method also outperforms the method in [24] in all categorizes, which also uses the single model. Then we adopt the detection rate vs. false positives per image (DR/FPPI) curves in Fig. 8 to evaluate our results.
In Table 2 , we compare the detection rate DR values at 0.3/0.4 FPPI between each method. From the results, we can say that our method achieves comparable result to [12] . Our algorithm performs the best on Applelogos and Swans categories. The reason for the slightly lower mean value than [12] is that we do not use the internal contour in Mugs and Giraffes categories, which loses part shape information and reduces the recognition accuracy. In all algorithms that use single hand-drawn model, our algorithm achieves the best AP and DR values in all categories. Compared with these learning-based methods [11, 12, 14, 31] , our algorithm does not need bounding boxes or any scale normalization process.
To verify the detection accuracy of our algorithm for the real object boundaries, we apply the coverage/precision measurement same as [6] to evaluate the pixel-level accuracy, i.e. the difference between the detected shapes and the ground truth shape boundaries. The coverage is defined as the percentage of ground truth boundary points recovered by the detected points and the precision is the percentage of detected points on the ground truth boundaries. The comparisons are shown in Table 3 . It can be seen that we get the highest values on four categorizes. The target edge location process searches corresponding point from image edge points for each model point, true boundaries can be well detected; therefore, the coverage values are higher than the comparison algorithms. This process can automatically compensate for the missing target edges according to the complete model shape; therefore, our detection method achieves the highest precision values on most categories. Fig. 9 Some of our detection results on the ETHZ shape categories database [16] , which includes the Applelogo, Swan, Bottle, Mug, and Giraffe in the A-E rows, respectively. The segments in red are the final obtained edges (color figure online) In Fig. 9 , we demo some representative results to intuitively show the effectiveness of our shape-based object detection algorithm, which nearly covers all of the issues, such as clutter background, non-rigid deformation, rotation and scale variation, multi-objects. Our method is part-based and local scales can be calculated accurately; therefore, it can detect very small objects from complex backgrounds. For example, images A-1, B-1, C-7, D-6, E-2. and E-6 show the detection objects in clutter background scenes, where some objects only occupy a small portion. The invariance to the non-rigid deformation is denoted in image A-2, A-4, B-7 C-1, C-6, C-8, and D-4, which means that our algorithm can handle inter-class variation very well. Images A-3, A-5, B-1, B-2, C-1, D-6, E-2, and E-4 illustrate the results for the substantially rotation and scale variation. The hough projection algorithm ensures the stability of object detection and the accurate locations for multi-object centers. For example, multi-objects (Mugs) are detected successfully in image D-8 and D-9. Moreover, as we just adopt the single hand-drawn model in the above results, we also test our algorithm applying the multiple hand-drawn model, as shown in Fig. 9 D-1, D-2. With the multiple hand-drawn model, our algorithm can also detect all objects successfully.
Conclusion
In this paper, we present a partial shape detection algorithm on unlabeled images adopting single hand-drawn model for each category. We establish the SCSD on the maximal corresponding parts of each pair of matching fragments to calculate local scales and measure the similarity of matching fragments. After the partial shape matching, the scale-related weighted hough voting is used for coarse detection and point-to-point shape refinement is used to handle non-rigid transformation. Experiments on ETHZ shape database show that the proposed object detection method is robust to occlusion and invariant to rotation and scaling. Comparisons of our method with and without corresponding analysis show that this process improves the detection accuracy. Moreover, our algorithm is easy to be implemented. Based on the current descriptor, our future research is extending our method to affine-invariant patrial shape descriptor on candidate corresponding fragments. By adopting the affine transformation, the classification model would be more robust to the object deformation. We first prove C 2 , C 1 and O are co-linearity. SupposeC 1 instead of C 1 is the object center, since the alignment, which is a congruent transformation, will not alter the relationships of corresponding points on object, i.e., X OC 1 = X OC 2 , ⇒ C 2 ,C 1 and O are co-linearity.
X O A 1 = X O B 1 , ⇒ A 1 and B 1 are corresponding points.
