We introduce an equivalence relation, called cobordism, for words and produce cobordism invariants of words.
Introduction
Finite sequences of elements of a given set α are called words in the alphabet α. Words have been extensively studied by algebraic and combinatorial means, see [Lo1] , [Lo2] . Gauss [Ga] used words to encode closed plane curves, viewed up to homeomorphism. For further work on Gauss words of curves, see [Ro1] , [Ro2] , [LM] , [DT] , [CE] , [CR] .
Words can be investigated using ideas and techniques from low-dimensional topology. The relevance of topology is suggested by the connection to curves and also by the phenomenon of linking of letters in words. A prototypical example is provided by the words abab and aabb. The letters a, b are obviously linked in the first word and unlinked in the second one. A similar linking phenomenon for geometric objects, for instance knotted circles in Euclidean 3-space, is studied in knot theory.
A study of words, based on a transposition of topological ideas, was started by the author in [Tu3] . We begin by fixing an alphabet (a set) α with involution τ : α → α. The concept of generic curves, which may have only double selfintersections, leads to a notion of nanowords over α. Every letter appearing in a nanoword occurs in it exactly twice. Using an analogy with homological intersection numbers of curves on a surface, we associate with any nanoword over α a certain pairing called α-pairing. The concept of deformation of curves on a surface can be also transposed to the setting of words. One can view a deformation of a curve as a sequence of local transformations or moves following certain simple models. Similar homotopy moves can be defined for nanowords over α; they generate an equivalence relation of homotopy.
In this paper we introduce further transformations on nanowords called surgeries. In topology, surgery is an operation on manifolds consisting in cutting out a certain submanifold (with boundary) and gluing at its place another manifold with the same boundary. Various operations of this kind can be considered for words. We take here the following approach: a surgery on a nanoword deletes a symmetric subnanoword, i.e., a subnanoword isomorphic to its opposite. More generally, a surgery on a nanoword may delete a symmetric subnanophrase. Symmetry plays here the role of the Poincaré duality for manifolds; symmetric nanophrases are moral analogues of manifolds.
Surgeries and homotopy moves generate an equivalence relation on the class of nanowords called cobordism. The main aim of the theory of cobordisms of words is to classify nanowords up to cobordism or, equivalently, to compute the set of cobordism classes of nanowords over α. This set, denoted N c = N c (α, τ ), is a group with respect to concatenation of nanowords. We use α-pairings and other homotopy invariants of nanowords introduced in [Tu3] to construct group homomorphisms from N c to simpler groups. We prove that N c is infinitely generated provided τ = id and is non-abelian provided τ has at least 3 orbits.
For non-cobordant nanowords, it is interesting to measure how far they are from being cobordant. In other terms we are interested in finding natural metrics on N c . The group structure on N c allows us to derive such metrics from norms on N c . We define two Z-valued norms on N c : the length norm and the bridge norm. The length norm counts the minimal length of a nanoword in the given cobordism class. This corresponds to the topological notion of the minimal number of crossings of a curve. The bridge norm reflects the idea of a surface of minimal genus spanned by a curve on a surface in a 3-manifold bounded by this surface. To define the bridge norm we introduce so-called bridge moves on nanowords generalizing surgery. The metric on N c induced by the bridge norm has a nice feature of being invariant under both left and right translations. We give an estimate from below for this metric involving a numerical invariant of α-pairings, the so-called genus.
Adding cyclic permutations of nanowords to the list of moves, we obtain a notion of weak cobordism and also define a weak bridge pseudo-metric on N c . We estimate this pseudo-metric from below using the genus of α-pairings.
A canonical procedure, called desingularization, transforms any word w in the alphabet α into a nanoword over α, see [Tu3] . The latter determines an element of N c , called the cobordism class of w. This allows one to apply the invariants, metrics, etc. introduced in this paper to usual words in the alphabet α.
The main results of this paper are a construction of a homomorphism from N c to a group of cobordism classes of α-pairings (Theorem 7.3.1) and the estimates of the bridge metric and the weak bridge pseudo-metric via the genus (Corollary 9.4.3, Theorem 10.2.1).
The organization of the paper is as follows. The definitions of nanowords and nanophrases are given in Sect. 2. In Sect. 3 and 4 we introduce cobordisms of nanowords and discuss a simple cobordism invariant. Sect. 5 and 6 are concerned with the general theory of α-pairings. In Sect. 7 and 8 we discuss the α-pairings of nanowords and the associated cobordism invariants of nanowords. Sect. 9 -11 are devoted to the bridge metric, the circular shift on nanowords, and the weak bridge pseudo-metric. In Sect. 12 we outline connections between words and curves on surfaces. In Sect. 13 -15 we use these connections to prove Formula 7.4.1 from Sect. 7 and a lemma from Sect. 9. In Sect. 16 we outline a combinatorial proof of Formula 7.4.1. Note that Sect. 1 -11, 16 are written in a purely algebraic language while Sect. 12 -15 use elementary topology.
This work is a sequel to [Tu1] - [Tu4] but a knowledge of these papers is not required.
Throughout the paper the symbol α denotes a set endowed with involution τ : α → α.
Nanowords and nanophrases
In this section we recall the basics of the theory of nanowords, see [Tu3] .
2.1. Words and nanowords. For a positive integer n, setn = {1, 2, ..., n}. A word of length n in the alphabet α is a mapping w :n → α. Such a word w is encoded by the sequence w(1) w(2) · · · w(n). Writing the letters of w in the opposite order we obtain the opposite word w − = w(n) w(n − 1) · · · w(1) in the same alphabet.
An α-alphabet is a set A endowed with a mapping A → α called projection. The image of A ∈ A under this mapping is denoted |A|. An isomorphism of α-alphabets A 1 , A 2 is a bijection f : A 1 → A 2 such that |A| = |f (A)| for all A ∈ A 1 .
A nanoword of length n over α is a pair (an α-alphabet A, a mapping w :n → A such that each element of A is the image of precisely two elements ofn). Clearly, n = 2 card(A). By definition, there is a unique empty nanoword ∅ of length 0.
We say that nanowords (A, w) and (A ′ , w ′ ) over α are isomorphic and write w ≈ w ′ if there is an isomorphism of α-alphabets f : A → A ′ such that w ′ = f w.
The concatenation product of two nanowords (A 1 , w 1 ) and (A 2 , w 2 ) is defined as follows. Replacing if necessary (A 1 , w 1 ) with an isomorphic nanoword we can assume that A 1 ∩ A 2 = ∅. Then the product of w 1 and w 2 is the nanoword (A 1 ∪ A 2 , w 1 w 2 ) where w 1 w 2 is obtained from w 1 , w 2 by concatenation. The nanoword (A 1 ∪ A 2 , w 1 w 2 ) is well defined up to isomorphism. Multiplication of nanowords is associative and has a unit ∅ (the empty nanoword).
A nanoword w :n → A is symmetric if it is isomorphic to the opposite nanoword w − :n → A, i.e., if there is a bijection ι : A → A commuting with the projection to α and such that ιw = w − . The latter means that ι(w(i)) = w(n + 1 − i) for all i ∈n. Clearly, ι is uniquely determined by w and ι 2 = id. For example, the nanoword ABBA with arbitrary |A|, |B| ∈ α is symmetric with ι = id. The nanoword ABAB is symmetric if and only if |A| = |B|.
2.2.
Homotopy. There are three basic transformations of nanowords called homotopy moves. The first of them transforms a nanoword (A, xAAy) with A ∈ A into the nanoword (A − {A}, xy). The second homotopy move transforms a nanoword (A, xAByBAz) where A, B ∈ A with |B| = τ (|A|) into (A−{A, B}, xyz). The third move transforms a nanoword (A, xAByACzBCt) where A, B, C ∈ A are distinct letters with |A| = |B| = |C| into (A, xBAyCAzCBt).
The homotopy moves and isomorphisms generate an equivalence relation of homotopy in the class of nanowords. Nanowords homotopic to ∅ are contractible. For example, for a, b ∈ α consider the nanoword w a,b = ABAB with |A| = a, |B| = b. A homotopy classification of such nanowords is given in [Tu3] , Theorem 8.4.1: w a,b is contractible if and only if a = τ (b), two non-contractible nanowords w a,b , w a ′ ,b ′ are homotopic if and only if a = a ′ and b = b ′ .
The third homotopy move has a more general version (see [Tu4] ), but we shall not consider it here.
2.3. Nanophrases. A sequence of words w 1 , ..., w k in an α-alphabet A is a nanophrase of length k if every letter of A appears in w 1 , ..., w k exactly twice or, in other terms, if the result of concatenation w 1 w 2 · · · w k is a nanoword. We denote such a nanophrase by (A, (w 1 | · · · | w k )) or shorter by (w 1 | · · · | w k ). For a nanophrase ∇ = (A, (w 1 | · · · | w k )), define a function ε ∇ : A → {0, 1} by ε ∇ (A) = 0 if A ∈ A occurs twice in the same word of ∇ and ε ∇ (A) = 1 if A ∈ A occurs in different words of ∇. Nanophrases of length 1 are just nanowords.
A nanophrase ∇ = (w 1 | · · · | w k ) is symmetric if there is a bijection ι : A → A such that ιw r = w − r for r = 1, ..., k and |ι(A)| = τ ε∇(A) (|A|) for all A ∈ A. In the sequel we often write A ι for ι(A). The involution ι transforms the i-th letter of w r into the (n r + 1 − i)-th letter of w r for all i, r where n r is the length of w r . Hence ι = ι ∇ is determined by ∇ uniquely and ι 2 = id. For nanowords (k = 1), this notion of symmetry coincides with the one in Sect. 2.1.
A nanophrase (w 1 | · · · | w k ) is even if all the words w 1 , ..., w k have even length. Note that the sum of the lengths of w 1 , ..., w k is always even. All nanophrases of length 1 are even.
For example, the nanophrase (AB | BA) is even. It is symmetric if and only if |A| = τ (|B|). The nanophrase (A | A) is not even. It is symmetric if and only if |A| = τ (|A|).
2.4. Remark. If the involution τ : α → α is fixed-point-free, then any symmetric nanophrase ∇ over α is even. Indeed, if ∇ contains a word w of odd length, then its central letter, A, satisfies A ι = A for ι = ι ∇ . If the second entry of A in ∇ also occurs in w, then A occurs in w at least 3 times which contradicts the definition of a nanophrase. If the second entry of A occurs in another word of ∇, then ε ∇ (A) = 1 and τ (|A|) = |A ι | = |A| which contradicts the assumption on τ .
Surgery and cobordism
3.1. Surgery. A nanophrase ∇ = (B, (v 1 | · · · | v k )) is a factor of a nanoword (A, w) if B ⊂ A and w = x 1 v 1 x 2 v 2 · · · x k v k x k+1 where x 1 , x 2 , ..., x k+1 are words in the α-alphabet C = A−B. It is understood that the projections B → α and C → α are the restrictions of the projection A → α.
Deleting v 1 , ..., v k from w, we obtain a nanoword (C, x 1 x 2 · · · x k+1 ). When ∇ is even and symmetric, the transformation (A, w) → (C, x 1 x 2 · · · x k+1 ) is called surgery. Thus, surgery deletes an even symmetric factor from a nanoword. The inverse transformation inserts an even symmetric factor. For example, the first homotopy move deleting a factor AA is a surgery since the nanoword AA is symmetric. The second homotopy move deleting a factor (AB | BA) with |A| = τ (|B|) is also a surgery since the nanophrase (AB | BA)
is even and symmetric. The third homotopy move is neither a surgery nor an inverse to a surgery.
Here are more examples of even symmetric factors: (AB | AB) with |A| = τ (|B|); (AB | CACDBD) with |A| = τ (|B|), |C| = |D|; (AB | CDEF | DACF BE) with |A| = τ (|B|), |C| = τ (|F |), |D| = τ (|E|).
3.2.
Group N c . We say that nanowords v, w are cobordant and write v ∼ c w if v can be transformed into w by a finite sequence of moves from the following list:
(TR) isomorphisms, homotopy moves, surgeries, and the inverse moves.
Lemma 3.2.1. (i) Cobordism is an equivalence relation on the class of nanowords. Homotopic nanowords are cobordant.
Proof. Claim (i) follows from the definitions. Consider a sequence of nanowords v = v 1 , v 2 , ..., v n = w such that v i+1 is obtained from v i by one of the moves (TR) for all i. Then v − i+1 is obtained from v − i by one of the moves (TR) for all i. Therefore v − ∼ c w − . To prove (iii), consider a sequence of moves (TR) transforming v 1 into v 2 (resp. w 1 into w 2 ). Effecting these moves first on v 1 and then on v 2 , we can transform
Nanowords cobordant to ∅ are said to be slice. A symmetric nanoword is slice: being its own symmetric factor it can be deleted to give ∅. Contractible nanowords are slice. A nanoword opposite to a slice nanoword is slice. The concatenation of two slice nanowords is slice.
The cobordism classes of nanowords form a group N c = N c (α, τ ) with multiplication induced by concatenation of nanowords. The inverse to a nanoword w in N c is w − since ww − is symmetric and therefore slice.
3.3. The length norm. A Z-valued norm on a group G is a mapping f : G → {0, 1, 2, . . .} such that f −1 (0) = 1, f (g) = f (g −1 ) for all g ∈ G, and f (gg ′ ) ≤ f (g) + f (g ′ ) for any g, g ′ ∈ G. Such a norm f determines a metric ρ f on G by
The length of nanowords determines a Z-valued norm || · || l on N c called the length norm. Its value ||w|| l on a cobordism class of a nanoword w is half of the minimal length of a nanoword cobordant to w. The axioms of a norm are straightforward. In particular, ||w|| l = 0 if and only if w is slice. Since all nanowords of length 2 are contractible, the length norm does not take value 1. Generally speaking, the length norm is not conjugation invariant. The associated left-invariant metric on N c is denoted ρ l and called the length metric.
3.4.
Push-forwards and pull-backs. Given another set with involution (α, τ ) and an equivariant mapping f : α → α, the induced push-forward transforms a nanoword (A, w) over α in the same nanoword (A, w) with projection A → α replaced by its composition with f . The push-forward is compatible with homotopy and cobordism and induces a group homomorphism f * : N c (α, τ ) → N c (α, τ ). Clearly, ||f * (x)|| l ≤ ||x|| l for any x ∈ N c (α, τ ).
For a τ -invariant subset β of α, the pull-back to β transforms any nanoword (A, w) over α in the nanoword over (β, τ | β ) obtained by deleting from both A and w all letters A ∈ A with |A| ∈ α − β. This transformation is compatible with cobordism and induces a group homomorphism ϕ β : N c (α, τ ) → N c (β, τ | β ). Clearly, ||ϕ β (x)|| l ≤ ||x|| l for any x ∈ N c (α, τ ). Composing the push-forward i * : N c (β, τ | β ) → N c (α, τ ) induced by the inclusion i : β ֒→ α with ϕ β we obtain the identity. Therefore i * is injective and ϕ β is surjective.
3.5.
Examples. 1. For a, b ∈ α, consider the nanoword w a,b = ABAB with |A| = a, |B| = b. If a = b, then w a,b is symmetric and therefore slice. If a = τ (b), then deleting the factor (AB | AB) we obtain ∅ so that w a,b is slice (in fact w a,b is contractible for a = τ (b), see [Tu3] , Lemma 3.2.2). If a, b belong to different orbits of τ , then w a,b is not slice, see Sect. 4.1. Obviously ||w|| l ≤ 2 and since ||w|| l = 0, 1, we have ||w|| l = 2.
2. Pick a, c ∈ α and consider the nanoword w = ABACDCDB with |A| = |B| = a, |C| = |D| = c. Deleting the symmetric nanoword CDCD from w, we obtain a symmetric nanoword ABAB. Therefore w is slice. Note that w is not symmetric. If a, c belong to different orbits of τ and a = τ (a), then the pull-back of w to the orbit of a yields a non-contractible nanoword ABAB. Therefore in this case w is not contractible.
3. The nanoword ABACDCDB with |A| = τ (|B|) and |C| = |D| is slice since CDCD is symmetric and ABAB is contractible. The nanoword ABCACDBD with |A| = τ (|B|), |C| = |D| is slice since the deletion of the even symmetric factor (AB | CACDBD) gives ∅.
Homomorphism γ
We construct a group homomorphism from N c = N c (α, τ ) to a free product of cyclic groups. This allows us to show that, generally speaking, N c is non-abelian. 4.1. Group Π and homomorphism γ. Let Π be the group with generators {z a } a∈α and defining relations z a z τ (a) = 1 for a ∈ α. For a nanoword (A, w :
Proof. It is easy to check that γ(w) is invariant under isomorphisms and homotopy moves on w. Let us check the invariance under surgery. It suffices to show that for any even symmetric factor ∇ = (v 1 | · · · | v k ) of w and any r ∈ {1, ..., k}, we have γ(v r ) = 1. Fix r and set v = v r . Let n ≥ 0 be the length of v. By definition, γ(v) = γ 1 · · · γ n ∈ Π with γ i defined by the i-th letter of v as above. We claim that γ i = (γ n+1−i ) −1 for all i. This and the assumption that n is even would imply that γ(v) = 1. Consider first the case where the letter v(i) occurs in v twice. Then γ i = z |v(i)| if i numerates the first entry of v(i) in v and γ i = (z |v(i)| ) −1 otherwise. Observe that if i numerates the first (resp. the second) entry of v(i), then by the symmetry of ∇, the index n + 1 − i numerates the second (resp. the first) entry of the letter v(n + 1 − i) = ι ∇ (v(i)) in v. Also ε ∇ (v(i)) = 0 and by the definition of a symmetric nanophrase, |v(i)| = |ι ∇ (v(i))| = |v(n + 1 − i)|. Hence in this case γ i = (γ n+1−i ) −1 . If v(i) occurs in v = v r only once then by the symmetry, the same is true for v(n + 1 − i). In particular, v(i) = v(n + 1 − i). The symmetry implies also that the second entries of these two letters in ∇ occur in the same word v r ′ where r ′ = r.
The second claim of the lemma follows from the definitions. The equality γ(N c ) = [Π, Π] follows from [Tu3] , Lemma 4.1.1.
The group Π is a free product of the cyclic subgroups generated by {z a } and numerated by the orbits of τ . More precisely, Π is a free product of m infinite cyclic groups and l cyclic groups of order 2 where m is the number of free orbits of τ and l is the number of fixed points of τ . The commutant [Π, Π] is a free group of infinite rank if m ≥ 2 or m = 1 and l ≥ 1. If m = 1 and l = 0, then Π = Z and [Π, Π] = 0. If m = 0, then [Π, Π] is a free group of rank 2 l−1 (l − 2) + 1. One can see it by realizing Π as the fundamental group of the connected sum X of l copies of RP 3 and observing that the maximal abelian covering of X has the same fundamental group as a connected graph with 2 l−1 l vertices and 2 l (l − 1) edges. These computations and Lemma 4.1.1 give the following information on the group N c .
Theorem 4.1.2. If τ has at least two orbits, then N c is infinite. If τ has at least two orbits and τ = id, then N c is infinitely generated. If τ has at least three orbits or τ has two orbits and τ = id, then N c is non-abelian.
The free product structure on Π allows us to detect easily whether two given elements of Π are equal or not. As an application, consider a nanoword w = A 1 A 2 · · · A n such that |A i |, |A i+1 | ∈ α do not lie in the same orbit of τ for i = 1, ..., n−1. Then there are no cancellations in the expansion γ(w) = γ 1 · · · γ n ∈ Π. This implies that such w is non-slice and moreover ||w|| l = n/2. For instance, consider the nanoword w = w a,b = ABAB where |A| = a ∈ α, |B| = b ∈ α. By Example 3.5.1, if a, b lie in the same orbit of τ , then w is slice. If a, b do not lie in the same orbit of τ , then by the criterion above, w is non-slice and ||w|| l = 2. 
The non-sliceness of w (resp. w ′ ) implies that a, b (resp. a ′ , b ′ ) belong to different orbits of τ . Therefore there are no cancellations in the expansions for γ(w), γ(w ′ ) above. Formula (4.1.1) implies then that z a = z a ′ and z b = z b ′ . Therefore a = a ′ and b = b ′ .
4.2.
Homomorphismγ. The homomorphism γ admits the following refined version. LetΠ be the group with generators {z a } a∈α and defining relations z azτ (a)zb =z bzazτ (a) for all a, b ∈ α. The formulaz a → z a defines a projec-tionΠ → Π which makesΠ into a central extension of Π. Replacing z withz in the definition of γ, we obtain a lift of γ to a group homomorphismγ : N c →Π.
The homomorphisms γ andγ are not injective. For example, as we shall see in Sect. 7.6.1, the nanoword w = ABCBAC with |A| = |B| = |C| = τ (|A|) is non-slice but obviouslyγ(w) = 1.
α-pairings and their cobordisms
We now turn to the main theme of this paper: a study of cobordisms of nanowords via a study of the linking properties of letters. In this and the next sections we introduce a purely algebraic theory of α-pairings; it will be applied to nanowords in later sections.
Fix an associative (possibly non-commutative) ring with unity R and a left R-module π. The module π will be the target of all α-pairings.
α-pairings.
An α-pairing is a set S endowed with a distinguished element s ∈ S and mappings S − {s} → α and e : S × S → π. The conditions on S can be rephrased by saying that S is a disjoint union of an α-alphabet S • = S − {s} and a distinguished element s. The image of A ∈ S • under the projection to α is denoted |A|. The pairing e : S × S → π uniquely extends to a bilinear form RS × RS → π where RS is the free R-module with basis S. This form is denoted byẽ or, if it cannot lead to a confusion, simply by e. Every A ∈ S determines a basis vector in RS denoted by the same symbol A.
An isomorphism of α-pairings (S 1 , s 1 , e 1 ), (S 2 , s 2 , e 2 ) is a bijection S 1 → S 2 transforming s 1 , e 1 into s 2 , e 2 , respectively, and inducing an isomorphism of αalphabets S • 1 → S • 2 . Isomorphism of α-pairings is denoted ≈. For each α-pairing p = (S, s, e), we have the opposite α-pairing p − = (S, s, e − ) where e − (A, B) = −e(A, B) for A, B ∈ S.
5.2.
Hyperbolic α-pairings. Consider an α-pairing p = (S, s, e).
A filling of p is a finite family of vectors {λ i ∈ RS} i such that one of the λ i 's is equal to s, all the other λ i are short, and every element of S • occurs in exactly one of λ i with non-zero coefficient (this coefficient is then ±1). For example, the family {A} A∈S is a filling of p, it is called the tautological filling.
A filling {λ i } i of p is annihilating ifẽ(λ i , λ j ) = 0 for all i, j. The α-pairing p is hyperbolic if it has an annihilating filling. Since the number of fillings of p is finite, one can detect in a finite number of steps whether p is hyperbolic or not.
If an α-pairing is hyperbolic, then the opposite α-pairing and isomorphic αpairings are hyperbolic. 5.3. Summation of α-pairings. The sum p 1 ⊕ p 2 of α-pairings p 1 = (S 1 , s 1 , e 1 ) and p 2 = (S 2 , s 2 , e 2 ) is the α-pairing (S = S • 1 ∐ S • 2 ∐ {s}, s, e) where e : S × S → π is defined as follows. Consider the bilinear formẽ i : RS i × RS i → π extending e i for i = 1, 2. The direct sumẽ 1 ⊕ẽ 2 is a bilinear form on RS 1 ⊕ RS 2 . Consider the R-linear embedding f : RS ֒→ RS 1 ⊕ RS 2 which extends the embeddings
The values of e can be computed explicitly:
i ; e(s, s) = e 1 (s 1 , s 1 ) + e 2 (s 2 , s 2 ); e(A, s) = e i (A, s i ), e(s, A) = e i (s i , A) for i = 1, 2 and A ∈ S • i . It is clear that the bilinear extensionẽ : RS × RS → π of e is obtained by pushing backẽ 1 ⊕ẽ 2 along f . In these constructions we assume S 1 , S 2 to be disjoint; if it is not the case, replace p 1 by an isomorphic α-pairing and proceed as above.
We shall routinely describe fillings of p 1 ⊕ p 2 = (S, s, e) in terms of their images under the embedding f : RS ֒→ RS 1 ⊕ RS 2 . By abuse of the language, the image of a filling of p 1 ⊕ p 2 under f will sometimes be called a filling of Proof. Consider an isomorphism ϕ : S 1 → S 2 of α-pairings p 1 = (S 1 , s 1 , e 1 ), p 2 = (S 2 , s 2 , e 2 ). The vectors {A + ϕ(A)} A∈S • 1 ∪ {s} form an annihilating filling of p 1 ⊕p − 2 . Therefore this pairing is hyperbolic and p 1 ≃ c p 2 . In particular,
This implies the symmetry of cobordism.
Let us prove the transitivity. Let p 1 , p 2 , p 3 be α-pairings such that p 1 ≃ c p 2 ≃ c p 3 . We verify that p 1 ≃ c p 3 . Let p k = (S k , s k , e k ) for i = 1, 2, 3 and
Replacing the pairings by isomorphic ones, we can assume that the sets S 1 , S 2 , S ′ 2 , S 3 are disjoint. Let Λ 1 , Λ 2 , Λ ′ 2 , Λ 3 be free R-modules with bases S 1 , S 2 , S ′ 2 , S 3 , respectively. Set Λ = Λ 1 ⊕ Λ 2 ⊕ Λ ′ 2 ⊕ Λ 3 . There is a unique bilinear form e = e 1 ⊕ e − 2 ⊕ e ′ 2 ⊕ e − 3 : Λ × Λ → π such that the sets S 1 , S 2 , S ′ 2 , S 3 ⊂ Λ are orthogonal with respect to e and the restrictions of e to these sets are equal to e 1 , e − 2 , e ′ 2 , e − 3 , respectively. Let Φ be the submodule of Λ 2 ⊕ Λ ′ 2 generated by the vectors
Choosing λ, µ to be annihilating fillings we obtain that e(V λ , V λ ) = e(V µ , V µ ) = 0 and therefore e(
To define ψ, we need the following construction deriving from the filling λ a
The filling µ similarly gives rise to a 1-dimensional manifold Γ µ with ∂Γ µ = (S ′ 2 ) • ∪ S • 3 . We can assume that the manifolds Γ λ and Γ µ disjoint. Gluing them along S • 2 ≈ (S ′ 2 ) • we obtain a 1-dimensional manifold Γ = Γ λ ∪ Γ µ with ∂Γ = S • 1 ∪ S • 3 . We associate with each component K of Γ with ∂K = ∅ a vector ψ K ∈ Λ. Suppose first that K is compact and let A, B ∈ S • 1 ∪ S • 3 be its endpoints. The 1-manifold K is glued from several components of Γ λ ∐ Γ µ associated with certain vectors λ i , µ j (the components of Γ λ are intercalated in K with components of Γ µ ). We define ψ K as an algebraic sum of these vectors i ε i λ i + j η j µ j where the signs ε i , η j = ±1 are defined from the following two conditions: ψ K ∈ L and q(ψ K ) = A ± B. These signs are determined by induction moving along K from A to B. For example, if K is a union of a component of Γ λ connecting A ∈ S • 1 to C ∈ S • 2 and corresponding to
An easy inductive argument shows that |A| ∈ {|B|, τ (|B|)} for any compact component K of Γ with endpoints A, B. We claim that q(ψ K ) = A±B is short, i.e., that the sign ± satisfies the requirements in the definition of a short vector. If τ (|B|) = |B|, then there is nothing to prove since both + and − satisfy these requirements. If τ (|B|) = |B|, then this claim is obtained by a count of minuses in the sequence of vectors λ i , µ j corresponding to the components of Γ λ ∐ Γ µ forming K. Note that the vectors ψ K determined as above by moving along K from A to B and from B to A may differ; we take any of them. If K has only one endpoint A, then ψ K is similarly defined as an algebraic sum of the vectors associated with the components of Γ λ ∐ Γ µ forming K where the signs are determined inductively from two conditions: ψ K ∈ L and q(ψ K ) = A. It follows from the definitions that in all cases Proof. The additivity of i follows from the definitions. For an α-pairing p = (S, s, e), set r p = e(s, s) ∈ R and consider the α-pairing p ′ = (S, s, e ′ ) where e ′ (s, s) = 0 and e ′ (A, B) = e(A, B) for all pairs A, B ∈ S distinct from the pair (s, s). It follows from the definitions that p ≈ p ′ ⊕ i(r p ). Therefore P = P n + i(R). Observe that if two α-pairings p 1 = (S 1 , s 1 , e 1 ), p 2 = (S 2 , s 2 , e 2 ) are cobordant, then the vector s 1 + s 2 belongs to an annihilating filling of p 1 ⊕ p − 2 and therefore
Hence the formula p → r p defines a group homomorphism r : P → R. Clearly, r • i = id and r(P n ) = 0. Therefore i is an injection and P n ∩ i(R) = 0.
Cobordism invariants of α-pairings
We give two constructions of cobordism invariants of α-pairings. Fix as above a left module π over a ring with unity R. The additivity of u follows from the definitions.
6.2. Genus of α-pairings. Let F be a commutative R-algebra in which all nonzero elements are invertible (so that F is a field). Fix an R-module homomorphism ϕ : π → F . For an α-pairing p = (S, s, e), we define a non-negative half-integer σ ϕ (p) as follows. Consider the bilinear pairing ϕ e = ϕẽ :
where λ runs over all fillings of p. The number σ ϕ (p) is called the ϕ-genus of p.
It is obvious that this number is invariant under isomorphisms of α-pairings and
Lemma 6.2.1. For any α-pairings p 1 , p 2 , p 3 ,
and by rk the rank of a bilinear form. Clearly,
and that Ker q = Φ lies in both the left and the right annihilators of e| L . Therefore
Theorem 6.2.2. The ϕ-genus of an α-pairing is a cobordism invariant.
Proof. If p 1 ≃ c p 2 , then p 1 ⊕ p − 2 is hyperbolic and σ ϕ (p 1 ⊕ p − 2 ) = 0. Applying the previous lemma to the triple (p 1 , p 2 , p 3 ) where p 3 = ({s}, s, e = 0) is the trivial α-pairing, we obtain σ ϕ (p 2 ) ≥ σ ϕ (p 1 ). By symmetry, σ ϕ (p 1 ) = σ ϕ (p 2 ). 6.3. Remarks. For any α-pairings p 1 = (S 1 , s 1 , e 1 ), p 2 = (S 2 , s 2 , e 2 ),
This can be deduced from (6.2.1) by choosing there p 2 to be the trivial α-pairing.
A direct proof of (6.3.1) goes by taking a union of a filling λ (1) of p 1 with a filling λ (2) of p 2 and replacing in this union s 1 , s 2 by s 1 + s 2 . This gives a filling λ of
. Hence (6.3.1). Generally speaking, (6.3.1) is not an equality. This is clear already from the fact that the ϕ-genus takes only non-negative values and annihilates p ⊕ p − for any α-pairing p. Formula (6.3.1) shows that σ ϕ is a pseudo-norm on P: it satisfies all conditions of Sect. 3.3 except that it may take the value 0 on non-hyperbolic α-pairings. The associated pseudo-metric ρ ϕ on P is defined by ρ ϕ (p 1 , p 2 ) = σ ϕ (p 1 ⊕ p − 2 ). If ϕ : π → F is an injection, then σ ϕ is a norm and ρ ϕ is a metric.
7. Homomorphism N c → P sk 7.1. The group π. From now on, unless explicitly stated to the contrary, π = π(α, τ ) is the abelian group with generators {a} a∈α and defining relations a + τ (a) = 0 for all a ∈ α. This group is the abelianization of the group Π considered in Sect. 4. Clearly, π is a direct sum of copies of Z numerated by the free orbits of τ and copies of Z/2Z numerated by the fixed points of τ . The group π, considered as a module over R = Z, will be the target of α-pairings. Note that in [Tu3] the group operation in π is written down multiplicatively rather than additively as here.
7.2. α-pairings of nanowords. By [Tu3] , each nanoword (A, w :n → A) gives rise to a skew-symmetric α-pairing p(w) = (S = A ∪ {s}, s, e w : S × S → π) with target π = π(α, τ ). Here the projection S • = A → π is determined by the structure of an α-alphabet in A. Recall the definition of e w . First, for any A, B ∈ A, we define an integer n w (A, B) to be +1 if w = · · · A · · · B · · · A · · · B · · · , to be −1 if w = · · · B · · · A · · · B · · · A · · · and to be 0 in all other cases. Given It is useful to have more direct formulas for e w (A, B). For words x, y in the alphabet A, set x, y = D |D| ∈ π where D runs over the letters in A occurring exactly once in x and exactly once in y. If w = · · · AxAyBzB · · · , where x, y, z are words in the alphabet A, then
If w = · · · AxByBzA · · · , then (7.2.2) e w (A, B) = 2 x, y − 2 y, z .
If w = · · · AxByAzB · · · , then (7.2.3) e w (A, B) = 2 x, y + 2 x, z + 2 y, z + |A| + |B|.
If B occurs in w before both entries of A, then e w (A, B) = −e w (B, A) can be computed applying these formulas to the pair (B, A). Similarly, if w = xAyAz, then e w (A, s) = y, z − x, y .
As an exercise, the reader may check that p(w − ) = (p(w)) − and p(w 1 w 2 ) = p(w 1 ) ⊕ p(w 2 ) for any nanowords w, w 1 , w 2 .
where π is the group defined in Sect. 7.1.
The homomorphism p : N c → P sk is in general not injective. This is clear already from the fact that N c may be non-commutative while P sk is commutative. It would be interesting to compute the image of p.
The proof of Theorem 7.3.1 goes in two steps. In the next subsection we reduce this theorem to a certain formula (7.4.1). This formula is proven in Sect. 13 using topological techniques. A combinatorial approach to Formula 7.4.1 is discussed in Sect. 16. 7.4. Proof of Theorem 7.3.1 (first part). The multiplicativity of p : N c → P sk follows from the definitions. We need to check only that p is well-defined, i.e., that cobordant nanowords give rise to cobordant α-pairings. A direct comparison shows that two nanowords related by the third homotopy move have isomorphic α-pairings (cf. [Tu3] , proof of Lemma 7.6.1). Since the first and second homotopy moves are special instances of surgery, it remains to show that nanowords related by a surgery have cobordant α-pairings.
We begin by fixing notation. Consider a nanoword (A, w) and its even sym-
be the involution and the mapping associated with ∇.
We need to prove that the α-pairings p(w) and p(x) are cobordant. Replacing each letter C ∈ C by its copy C ′ we obtain a nanoword (C ′ = {C ′ } C∈C , x ′ ) isomorphic to (C, x). It suffices to verify that the α-pairing p(w) ⊕ p(x ′ ) − has an annihilating filling. Let p = p(w) = (S, s, e w ) and
We claim that this filling is annihilating. Indeed, for C ∈ C,
The latter equality follows from two facts: for D ∈ B with D = D ι , we have n w (D, C) = 0 so that D contributes 0 to e w (C, s); for D ∈ B with D = D ι , we have either n w (D, C) = n w (D ι , C) = 0 or n w (D, C) = n w (D ι , C) = ±1. In the latter case ε(D) = 1 and |D ι | = τ (|D|). In all cases, the pair D, D ι contributes 0 to e w (C, s). Hence the joint contribution of all D ∈ B to e w (C, s) is 0. Therefore e w (C, s) = e x (C, s).
Similarly, for C 1 , C 2 ∈ C,
It remains to prove that for any B,
These equalities will be proven in Sect. 13. 7.5. Remarks. 1. It is easy to describe the behavior of the pairings associated with nanowords under pushing forward. Consider a set with involution (α, τ ) and an equivariant mapping f : α → α. This mapping induces an additive homomorphism π = π(α, τ ) → π(α, τ ) = π denoted f # . Consider a nanoword w over α and let w be the nanoword over α obtained from w by pushing forward along f . Then the α-pairing (S, s, e w : S × S → π) associated with w is obtained from the α-pairing (S, s, e w : S × S → π) associated with w by composing e w with f # (the set S is preserved). Thus, e w = f # • e w . 2. Given a nanoword (A, w) over α and a family H = {H a } a∈α of subgroups of π such that H a = H τ (a) for all a, we define the H-covering of w to be the nanoword (A H , w H ) over α obtained by deleting from both A and w all letters A such that e w (A, s) / ∈ H |A| (cf. [Tu3] ). As an exercise, the reader may check that the H-coverings of cobordant nanowords are cobordant (we shall not use it). Moreover, the formula w → w H defines a group endomorphism of N c (α, τ ). 7.6. Examples. 1. Pick three (possibly coinciding) elements a, b, c ∈ α. Consider the nanoword w = ABCBAC with |A| = a, |B| = b, |C| = c. If a = τ (b), then w is contractible and therefore slice. We use Theorem 7.3.1 to verify that w is not slice for a = τ (b). It suffices to verify that the α-pairing p(w) = (S = {s, A, B, C}, s, e w ) is not hyperbolic. A direct computation from definitions shows that e w is given by the matrix
where the rows and columns correspond to s, A, B, C, respectively. An easy check shows that p(w) has no annihilating fillings. Indeed, the tautological filling formed by the vectors s, A, B, C is non-annihilating since c = 0 in π. The vectors A − B, B − A cannot belong to a filling since a = τ (b). A vector λ of the form Consider in more detail the case where τ is fixed-point-free. Let k be the number of orbits of τ and t 1 , t 2 , ..., t k ∈ α be representatives of the orbits so that each orbit contains exactly one t i . It is convenient to switch to the multiplicative notation for the group operation in π = π(α, τ ). Thus, any g ∈ π expands uniquely as a monomial g = k i=1 t mi i with m 1 , ..., m k ∈ Z. Identifying δ g ∈ I with this monomial, we identify the Z-module I defined in Sect. 6.1 with the additive group of Laurent polynomials over Z in the commuting variables t 1 , ..., t k with zero free term. The Z-submodule J ⊂ I consists of those Laurent polynomials with zero free term which are invariant under the simultaneous inversion of the variables t 1 → t −1 1 , ..., t k → t −1 k . The quotient I/J is an infinitely generated free abelian group with basis
where the tuple (m 1 , ..., m k ) runs over k-tuples of integers such that at least one of its entries is non-zero and the first non-zero entry is positive. The degree of such a basis monomial is the number k i=1 |m i | ≥ 1. For x ∈ I/J, we define its degree deg(x) to be the maximal degree of a basis monomial appearing in x with non-zero coefficient. The number deg(x) does not depend on the choice of t 1 , ..., t k .
The degree can be used to estimate the length norm of a nanoword w. It follows from the definitions that for all a ∈ α,
Theorem 8.1.1. If τ = id, then the group N c = N c (α, τ ) is infinitely generated.
Proof. Let β ⊂ α be a free orbit of τ . Since the pull-back homomorphism N c (α, τ ) → N c (β, τ | β ) is surjective, it suffices to prove the theorem in the case where α consists of 2 elements permuted by τ . We give a more general argument working for all fixed-point-free τ . Pick representatives t 1 , t 2 , ..., t k ∈ α of the orbits of τ as above. For j = 1, ..., k, define an additive homomorphism ∂ j :
Given a nanoword w, the function u w : α → I/J satisfies u w (a) = −u w (τ (a)) and is therefore determined by its values on t 1 , ..., t k . Theorem 6.3.
This gives k(k + 1)/2 conditions so that realizable sequences form a subgroup of (I/J) k of corank ≤ k(k + 1)/2. Since I/J is an infinitely generated free abelian group, the image of the homomorphism N c → (I/J) k , w → (u w (t 1 ), ..., u w (t k )) is infinitely generated. Therefore N c is infinitely generated.
8.2. The genus. Any (commutative) field F is a Z-algebra in the usual way. Given an additive homomorphism ϕ : π → F , the ϕ-genus of a nanoword w is defined by σ ϕ (w) = σ ϕ (p(w)) ∈ Z. By Theorems 6.2.2 and 7.3.1, this number is a cobordism invariant of w preserved under conjugation in N c . For any nanowords
The ϕgenus can be used to estimate the length norm from below: for any non-slice w, Since a = τ (b), the monomials δ −a−b , δ c have degrees 2 and 1, respectively. Therefore deg u w (c) = deg u p(w) (c) = 2 and by Formula 8.1.1, we have ||w|| l ≥ 3. Since w is a nanoword of length 6, we have ||w|| l = 3. Assume additionally that a, b, c belong to different orbits of τ . Then the αpairing p(w) has only one filling λ, the tautological one. A direct computation shows that for any homomorphism ϕ from π to a field such that ϕ(a + b) = 0 and ϕ(c) = 0, we have σ ϕ (p(w)) = σ ϕ (λ) = 2. Formula 8.2.1 gives in this case ||w|| l ≥ 2 which is weaker than Formula 8.1.1. 9. Bridges and the bridge norm 9.1. Bridges. A bridge in a nanoword (A, w) is a pair consisting of a factor ∇ = (B, (v 1 | · · · | v k )) of w with k ≥ 1 and an involutive permutation κ :k →k of the setk = {1, 2, ..., k} such that there is a mapping ι : B → B satisfying the following two conditions:
(a) ιv r = v − κ(r) for all r ∈k; (b) the length of v r is even for any r ∈k with κ(r) = r. Note that if the mapping ι = ι ∇,κ exists, then it is unique: it transforms the i-th letter of v r into the (n r + 1 − i)-th letter of v κ(r) for all i, r where n r = n κ(r) is the length of v r . Clearly, ι 2 = id.
Consider a bridge (∇, κ) in more detail. Each entry of a letter B ∈ B in w appears in a certain v r , say, on the j-th position where 1 ≤ r ≤ k, 1 ≤ j ≤ n r . By (a), the letter B ι = ι(B) appears then in v κ(r) on the (n r + 1 − j)-th position. This entry of B ι in w is said to be symmetric to the original entry of B in w.
Since every B ∈ B appears in w twice, there are two possibilities: either the entry symmetric to the i-th entry of B in w is the i-th entry of B ι in w for i = 1, 2 or the entry symmetric to the i-th entry of B in w is the (3 − i)-th entry of B ι in w for i = 1, 2. Set ε ∇,κ (B) = 1 in the first case and ε ∇,κ (B) = 0 in the second case. For κ = id, a pair (∇, κ) as above is an α-bridge if and only if ∇ is an even symmetric factor. This follows from the fact that in this case ε ∇,κ = ε ∇ is the function introduced in Sect. 2.3. Therefore α-bridges generalize even symmetric factors. The latter are precisely α-bridges with 0 arches. Surgeries are precisely bridge moves determined by α-bridges with 0 arches. 9.2. Examples. 1. Given a nanoword (A, w) and a letter A ∈ A we can split w uniquely as x 1 Ax 2 Ax 3 where x 1 , x 2 , x 3 are words in the alphabet A − {A}. The factor (A | A) of w endowed with transposition κ = (12) and the identity mapping
3. Consider a nanoword ABCBCDAD with |A|, |B| = |C|, |D| ∈ α. The factor (A | BCBC | A) of w with κ = (13) is an α-bridge. Its deletion gives DD.
4. Consider a nanoword ADEBCDCAEB with |A| = |B|, |C|, |D|, |E| ∈ α. The factor (A | BC | CA | B) of w with κ = (14)(23) is an α-bridge. Its deletion gives DEDE. 9.3. The bridge norm. The list (TR) of transformations on nanowords considered in Sect. 3.2 can be extended to the following wider list:
(TR+) isomorphisms, homotopy moves, bridge moves, and the inverse moves. Given two nanowords v, w, a metamorphosis m : v → w is a finite sequence m = m 1 , ..., m n of moves from the list (TR+) transforming v into w. The inverse Proof. If w ∼ c v, then there is a metamorphosis m : w → v with g(m) = 0. Composing m with a metamorphosis M : v → ∅ we obtain a metamorphosis M ′ : w → ∅ with g(M ′ ) = g(M ). Therefore ||w|| br ≤ ||v|| br . By symmetry, ||w|| br = ||v|| br . Therefore the formula w → ||w|| br defines a function N c → Z.
That the latter satisfies all axioms of a Z-valued norm directly follows from the definitions. To show that it is conjugation invariant, it is enough to show that ||vwv − || br ≤ ||w|| br for any nanowords v, w. Any metamorphosis m : w → ∅, extends by the identity on v, v − to a metamorphosis m ′ : vwv − → v∅v − = vv − with g(m ′ ) = g(m). The nanoword vv − being symmetric can be transformed into ∅ by a single surgery. Therefore ||vwv − || br ≤ ||w|| br .
The Z-valued norm on N c provided by this lemma is denoted || · || br and called the bridge norm. A consecutive deletion of all but one letters of a nanoword w yields a metamorphosis of w into a contractible nanoword of type AA. Therefore if w is non-slice, then (9.3.1) ||w|| l ≥ ||w|| br + 1. where m runs over all metamorphoses w → v.
Proof. Denote the right-hand side by η. Given a metamorphosis m : w → v we can extend it by the identity on v − to a metamorphosis m ′ : wv − → vv − . Composing the latter with the surgery vv − → ∅, we obtain a metamorphosis m ′′ : wv − → ∅ with g(m ′′ ) = g(m ′ ) = g(m). Therefore ||wv − || br ≤ η. Conversely, given a metamorphosis M : wv − → ∅, extend it by the identity on v to a metamorphosis
We can estimate the bridge norm and the bridge metric via the genus.
Theorem 9.4.2. For any nanoword w and any additive homomorphism ϕ : π → Q such that ϕ(a) ∈ {+1, −1} for all a ∈ α,
This theorem yields an a priori estimate from below for the total number of arches in any metamorphosis w → ∅. Note that the number σ ϕ (p w )/2 is computable from w in a finite number of steps. I do not know whether the assumption ϕ(a) ∈ {+1, −1} for all a ∈ α is really necessary in this theorem.
Theorem 9.4.2 and inequality (9.3.1) directly imply inequality (8.2.1). Note also the following corollary. 
. We now deduce Theorem 9.4.2 from the following lemma whose proof, postponed to Sect. 15, uses topological techniques.
Lemma 9.4.4. For any bridge move m : w → x and any ϕ as in Theorem 9.4.2, (9.4.1) g(m) ≥ σ ϕ (p w ⊕ p − x )/2. 9.5. Proof of Theorem 9.4.2. We claim that the inequality (9.4.1) holds for any move m : w → x from the list (TR+). If m is a bridge move, then this is Lemma 9.4.4. If m is an isomorphism or a homotopy move, then p w , p x are cobordant and p w ⊕ p − x is hyperbolic. Then g(m) = 0 = σ ϕ (p w ⊕ p − x ). If (9.4.1) holds for m : w → x, then it holds for m −1 :
. Consider a metamorphosis m : w → x that splits as a composition of two metamorphoses m ′ : w → v and m ′′ : v → x where v is a nanoword. If m ′ and m ′′ satisfy (9.4.1), then so does m since, by (6.2.1),
We conclude that (9.4.1) holds for all metamorphoses m : w → x. For x = ∅, this gives g(m) ≥ σ ϕ (p w )/2. Taking the minimum over all m : w → ∅, we obtain the claim of the theorem. The n-th power of the shift transforms a nanoword of length n into itself. Hence the inverse to the shift is a power of the shift.
Two nanowords are weakly cobordant if they can be related by a finite sequence of homotopy moves, surgeries, circular shifts and inverse moves. For example, for a, b ∈ α, the shift transforms w a,b into w b,τ (a) . Therefore w a,b and w b,τ (a) are weakly cobordant. If a, b belong to different orbits of τ , then these two nanowords are not cobordant.
A simple invariant of weak cobordism is provided by the conjugacy class of γ: if nanowords w, v are weakly cobordant then γ(w), γ(v) ∈ Π are conjugated in Π. This follows from Lemma 4.1.1 and the identity γ(ŵ) = z −1 |w(1)| γ(w)z |w(1)| . In particular, if γ(w) = 1, then γ(v) = 1 for all nanowords v weakly cobordant to w.
We will see below (Theorem 11.4.2) that the u-polynomial and the genera are weak cobordism invariants. Here we note the following result. 
It is easy to see that if λ is an annihilating filling of p w , thenλ is an annihilating filling of pŵ. Therefore if p w is hyperbolic, then so is pŵ.
10.2. The weak bridge pseudo-metric. The list (TR+) of moves on nanowords considered in Sect. 9.3 can be extended to the following wider list:
(TR++) isomorphisms, homotopy moves, bridge moves, circular shifts, and the inverse moves. 
In the next section, we deduce Theorem 10.2.1 from Lemma 9.4.4.
Weak cobordism of α-pairings
Fix a ring with unity R and a left R-module π. In this section we study further algebraic properties of α-pairings and apply them to nanowords. 11.1. Hyperbolic α-pairings. The theory of fillings and hyperbolic α-pairings extends to tuples of α-pairings (with values in π) as follows. Consider a tuple of α-pairings p 1 = (S 1 , s 1 , e 1 ),..., p r = (S r , s r , e r ) with r ≥ 1. Replacing these α-pairings by isomorphic ones, we can assume that the sets S 1 , ..., S r are disjoint.
.., s r }. Let Λ = RS be the free R-module with basis S. Let Λ s be the submodule of Λ generated by the basis vectors
. Removing the expression (mod Λ s ) in these formulas we obtain a notion of a short vector.
A weak filling of the tuple p 1 , ..., p r is a finite family {λ i } i of vectors in Λ such that one of λ i is equal to s 1 + s 2 + ... + s r , all the other λ i are weakly short, and every element of S • occurs in exactly one of λ i with non-zero coefficient (this coefficient is then ±1). The basis vectors s 1 , ..., s r may appear in several λ i with non-zero coefficients. For example, the families {A} A∈S • ∪ {s 1 + s 2 + ... + s r } and {A + s 1 } A∈S • ∪ {s 1 + s 2 + ... + s r } are weak fillings of p 1 , ..., p r .
The pairings {e t : S t × S t → π} r t=1 induce a bilinear form e = ⊕ t e t : Λ × Λ → π such that e| St = e t and e(S t , S t ′ ) = 0 for t = t ′ . A weak filling {λ i } i of p 1 , ..., p r is annihilating if e(λ i , λ j ) = 0 for all i, j. The tuple p 1 , ..., p r is hyperbolic if it has an annihilating weak filling. The hyperbolicity is preserved under permutations of p 1 , ..., p r .
For r = 1, the notion of a weak filling is wider than the one of a filling, see Sect. 5.2. Any weak filling {λ i } i of p 1 can be transformed into a filling of p 1 by adding appropriate multiples of s 1 to all λ i = s 1 . Therefore, for r = 1, the notions of hyperbolicity introduced in this section and in Sect. 5.2 are equivalent.
For r = 2, the construction of Sect. 5.3 shows that each filling of the α-pairing p 1 ⊕ p 2 yields a weak filling of the pair (p 1 , p 2 ). If the former is annihilating, then so is the latter. We conclude that if p 1 ⊕ p 2 is hyperbolic, then so is the pair (p 1 , p 2 ). The converse may be not true. 11.2. Weak cobordism. We say that α-pairings p, q are weakly cobordant and write p ≃ wc q if the pair (p, q − ) is hyperbolic. By the remarks above, if the α-pairing p ⊕ q − is hyperbolic, then so is the pair (p, q − ). Therefore cobordant α-pairings are weakly cobordant.
Lemma 11.2.1. Weak cobordism of α-pairings is an equivalence relation.
Proof. It is clear that if a tuple of α-pairings p 1 , ..., p r is hyperbolic, then so is the tuple of opposite α-pairings p − 1 , ..., p − r . Thus if a pair (p, q − ) is hyperbolic, then so is the pair (p − , q). This implies the symmetry of the weak cobordism.
The transitivity of the weak cobordism is proven similarly to the transitivity of cobordism in Lemma 5.4.1 and we indicate only the necessary changes. As λ = {λ i } i (resp. µ = {µ j } j ), we take any weak filling of the pair (p 1 , p − 2 ) (resp. (p 2 , p − 3 )). Before constructing ψ, we modify λ as follows. Let λ 0 be the vector of λ equal to s 1 + s 2 . Adding appropriate multiples of λ 0 to other λ i , we can assume that the basis vector s 2 ∈ S 2 appears in all {λ i } i =0 with coefficient 0. This does not change the R-module V λ generated by {λ i } i . Similarly, there is a vector µ 0 of µ equal to s ′ 2 + s 3 and we can assume that s ′ 2 ∈ S ′ 2 appears in all {µ j } j =0 with coefficient 0. In the rest of the proof instead of q(ψ K ) = A ± B and q(ψ K ) = A it should be respectively q(ψ K ) = A ± B (mod Rs 1 + Rs 3 ) and q(ψ K ) = A (mod Rs 1 + Rs 3 ). Instead of λ i = A + C and µ j = −C ′ + B it should be respectively λ i = A + C (mod Rs 1 ) and µ j = −C ′ + B (mod Rs 3 ), etc. The word "short" should be replaced with "weakly short". 11.3. Invariants. We show in this subsection that the u-polynomial and the ϕgenus of α-pairings are invariant under weak cobordism. Proof. Let p 1 = (S 1 , s 1 , e 1 ) and p 2 = (S 2 , s 2 , e 2 ) be two weakly cobordant αpairings. Then the pair (p 1 , p − 2 ) admits an annihilating weak filling λ = {λ i } i ⊂ RS 1 ⊕ RS 2 including the vector λ 0 = s 1 + s 2 . Each λ i with i = 0, being weakly short, is a sum of a short vector, λ ′ i , with a linear combination of s 1 , s 2 . The family λ ′ = {λ ′ i } i =0 ∪ {λ 0 } is also a weak filling of (p 1 , p − 2 ), possibly non-annihilating. However every λ ′ i is short and satisfies (e 1 ⊕ e − 2 )(λ ′ i , s 1 + s 2 ) = 0 because (e 1 ⊕ e − 2 )(s i , s 1 + s 2 ) = 0 for i = 1, 2. Applying to λ ′ the arguments given in the proof of Theorem 6.1.1, we obtain that u(p 1 ) + u(p − 2 ) = u(p 1 ⊕ p − 2 ) = 0. Therefore u(p 1 ) = u(p 2 ).
Let F and ϕ : π → F be as in Sect. 6.2. We can generalize the ϕ-genus of α-pairings to tuples as follows. For a tuple of α-pairings p 1 = (S 1 , s 1 , e 1 ), ..., p r = (S r , s r , e r ), set S = ∪ r t=1 S t and let e = ⊕ t e t : RS × RS → π as in Sect. 11.1. For a weak filling λ = {λ i } i of the tuple p 1 , ..., p r , the matrix (ϕe(λ i , λ j )) i,j is a square matrix over F . Let σ ϕ (λ) ∈ 1 2 Z be half of its rank and σ ϕ (p 1 , ..., p r ) = min λ σ ϕ (λ) ≥ 0 where λ runs over all weak fillings of (p 1 , ..., p r ). The half-integer σ ϕ (p 1 , ..., p r ) is called the ϕ-genus of the tuple p 1 , ..., p r . It is obvious that the ϕ-genus is preserved when p 1 , ..., p r are permuted and σ ϕ (p − 1 , ..., p − r ) = σ ϕ (p 1 , ..., p r ). If p r = ({s}, s, e = 0) is the trivial α-pairing, then σ ϕ (p 1 , ..., p r ) = σ ϕ (p 1 , ..., p r−1 ) because then the vector s r ∈ RS lies in the annihilator of e. If the tuple p 1 , ..., p r is hyperbolic, then σ ϕ (p 1 , ..., p r ) = 0. If p 1 , ..., p r are skew-symmetric, then σ ϕ (p 1 , ..., p r ) ∈ Z.
Lemma 11.3.2. For any α-pairings p 1 , p 2 , p 3 ,
We modify λ and µ as in the proof of Lemma 11.2.1. This modification preserves the R-modules V λ , V µ generated by these families of vectors and therefore preserves σ ϕ (λ) and σ ϕ (µ). The rest of the argument goes as in the proof of Lemma 6.2.1.
Lemma 11.3.3. The ϕ-genus of α-pairings is a weak cobordism invariant.
Proof. We need to prove that p 1 ≃ wc p 2 ⇒ σ ϕ (p 1 ) = σ ϕ (p 2 ). Since the pair p 1 , p − 2 is hyperbolic, σ ϕ (p 1 , p − 2 ) = 0. Applying Lemma 11.3.2 to the triple p 1 , p 2 , p 3 where p 3 is the trivial α-pairing, we obtain σ ϕ (p 2 ) ≥ σ ϕ (p 1 ). By symmetry, σ ϕ (p 1 ) = σ ϕ (p 2 ).
Lemma 11.3.4. For any α-pairings p 1 , p 2 ,
Proof. Let p 1 = (S 1 , s 1 , e 1 ) and p 2 = (S 2 , s 2 , e 2 ). As observed above, every filling λ of p 1 ⊕ p 2 yields a weak filling of the pair (p 1 , p 2 ). Therefore σ ϕ (λ) ≥ σ ϕ (p 1 , p 2 ) and taking minimum over all fillings of p 1 ⊕ p 2 , we obtain that σ ϕ (p 1 ⊕ p 2 ) ≥ σ ϕ (p 1 , p 2 ). Conversely, any weak filling µ of the pair (p 1 , p 2 ) gives rise to a filling µ ′ of p 1 ⊕ p 2 by adding appropriate multiples of s 1 , s 2 to all vectors of µ distinct from s 1 + s 2 . Let V, V ′ be the submodules of RS 1 ⊕ RS 2 generated respectively by µ, µ ′ . Clearly V ′ ⊂ V + Rs 1 + Rs 2 = V + Rs 1 (since s 1 + s 2 ∈ V ). Therefore the rank of the pairing ϕ • (e 1 ⊕ e 2 ) restricted to V ′ does not exceed the rank of this pairing restricted to V plus 2. For the half-ranks, we have
Taking minimum over all µ, we obtain σ ϕ (p 1 , p 2 ) ≥ σ ϕ (p 1 ⊕ p 2 ) − 1.
11.4. Applications to nanowords. In particular, e A (A, s) = −e(A, s). We say that the α-pairing p A = (S A , s, e A ) is obtained from p by the m-shift at A. We claim that p and p A are weakly cobordant. Consider a copy p ′ = (S ′ = {A ′ } A∈S , s ′ , e ′ ) of p and the weak filling of the pair (p A , (p ′ ) − ) formed by the vectors λ 0 = s + s ′ , λ A = (A − ms) − A ′ and {λ B = B + B ′ } B∈S−{A} . This weak filling is annihilating. In particular,
To prove the lemma we need only to show that p(ŵ) ≃ wc p(w) whereŵ is obtained from w by the shift. The proof of Lemma 10.1.1 shows that p(ŵ) is obtained from p(w) by the 2-shift at A = w(1). Hence p(ŵ) ≃ wc p(w).
Theorem 11.4.2. The u-polynomial of nanowords is a weak cobordism invariant. For any additive homomorphism ϕ from π = π(α, τ ) to a field, the ϕ-genus of nanowords is a weak cobordism invariant.
This theorem follows from Lemmas 11.3.1, 11.3.3, and 11.4.1. 11.5. Proof of Theorem 10.2.1. We claim that for any nanowords w, v, ρ wbr (w, v) ≥ σ ϕ (p w , p − v )/2. By Lemma 11.3.4, this will imply the theorem. By the definition of ρ wbr , it suffices to prove that for any circular metamorphosis m : w → v, 
. Finally, if a metamorphosis m : w → v splits as a composition of metamorphoses m ′ : w → x and m ′′ : x → v satisfying (11.5.1), then Lemma 11.3.2 ensures that m also satisfies (11.5.1):
. We conclude that (11.5.1) holds for all circular metamorphoses m : w → v. 11.6. Remark. The results obtained above for the ϕ-genera of pairs extend to tuples as follows. Pick an arbitrary tuple p 1 , ..., p r of α-pairings with r ≥ 1. Lemma 11.3.2 generalizes to the following claim: for any 1 ≤ k ≤ l ≤ r,
.., p r ). Setting here k = l = r − 1, we can deduce that σ ϕ (p 1 , ..., p r ) depends only on the weak cobordism classes of p 1 , ..., p r . Lemma 11.3.4 generalizes to
The arguments of Lemma 11.2.1 extend to show that if the tuples p 1 , ..., p k and p − k , p k+1 , ..., p r are hyperbolic, then so is the tuple p 1 , ..., p k−1 , p k+1 , ..., p r . Taking k = 1, r = 2, we obtain that an α-pairing weakly cobordant to a hyperbolic αpairing is itself hyperbolic.
Words and loops
In this section we study nanowords over the 2-letter alphabet α 0 = {+, −} with involution τ 0 permuting + and −. These nanowords are shown to be disguised forms of generic loops on surfaces.
12.1. Loops. By a loop f : S 1 → Σ, we mean a generic immersion of an oriented circle S 1 into an oriented connected surface Σ. A loop may have only a finite number of self-intersections which are all double and transversal. We shall sometimes use the term "loop" not only for f : S 1 → Σ but also for f (S 1 ). A loop is pointed if it is endowed with a base point (the origin) which is not a self-
is a disjoint union of a finite number of open 2-disks. Then Σ is a closed connected oriented surface of a certain genus. Two pointed filling loops are homeomorphic if there is a an orientation preserving homeomorphism of the ambient surfaces mapping the first loop onto the second one keeping the origin and the orientation of the loop. Note that if such a homeomorphism exists then it is unique up to isotopy, see [Tu2] , Sect. 4.
We associate with any pointed loop f a nanoword over α 0 . To this end, label the self-intersections of f by (distinct) letters A 1 , ..., A m where m is the number of self-intersections. Starting at the origin of f and following along f in the positive direction we write down the labels of all self-intersections until the return to the origin. Since every self-intersection is traversed twice, this gives a word w in the alphabet A = {A 1 , ..., A m } such that every A i appears in w twice. The word w, called the Gauss word of f , was first constructed by Gauss [Ga] . We define a projection A → α 0 as follows. For i = 1, ..., n, we may speak about the first and second branches of f appearing at the first and second passages of f through the self-intersection labelled by A i . Let t 1 i (resp. t 2 i ) be a positively oriented tangent vector to the first (resp. second) branch of f at this self-intersection. Set |A i | = + if the pair (t 1 i , t 2 i ) is positively oriented and |A i | = − otherwise. This makes (A, w) into a nanoword over α 0 of length 2m. It is well defined up to isomorphism and is called the underlying nanoword of f . Obviously, homeomorphic loops have isomorphic underlying nanowords.
Theorem 12.1.1. The map assigning to a pointed loop its underlying nanoword establishes a bijective correspondence between the set of homeomorphism classes of pointed filling loops and the set of isomorphism classes of nanowords over α 0 = {+, −}.
Proof. Given a nanoword (A, w :n → A) over α 0 we define a pointed filling loop as follows. Let S 1 = R∪{∞} be the circle obtained by the compactification of the line R with right-handed orientation. Since every letter of A appears in w twice, the family {w −1 (A)} A∈A is a partition of the setn ⊂ R ⊂ S into pairs. Identifying the elements of w −1 (A) for every A ∈ A, we transform S 1 into a graph (i.e., a 1-dimensional CW-complex) Γ = Γ w . This graph has n edges, which we endow with orientation induced by the one in S 1 , and n/2 four-valent vertices {V A } A∈A where V A is the image of w −1 (A) under the projection S 1 → Γ. Next, we thicken Γ to a surface Σ = Σ w . If w = ∅ (so that n = 0), then Γ = S 1 ⊂ Σ = S 2 . Assume that w = ∅ so that n ≥ 2. A neighborhood of a vertex V A ∈ Γ embeds into a copy d A of the standard unit 2-disk {(p, q) ∈ R 2 | p 2 + q 2 ≤ 1} as follows. Suppose that w −1 (A) = {i, j} with 1 ≤ i < j ≤ n. Note that any point x ∈ S 1 splits its small neighborhood in S 1 into two oriented arcs, one of them being incoming and the other one being outgoing with respect to x. A neighborhood of V A in Γ consists of four arcs which can be identified with incoming and outgoing arcs of i, j on S 1 . We embed this neighborhood into d A so that V A goes to the origin (0, 0) and the incoming (resp. outgoing) arcs of i, j go to the intervals [−1, 0] × 0, 0 × [−1, 0] (resp. [0, 1] × 0, 0 × [0, 1]), respectively. We endow d A with counterclockwise orientation if |A| = + and with clockwise orientation if |A| = −. In this way the vertices of Γ are thickened to oriented (disjoint) copies of the unit 2-disk. An edge of Γ leads from a vertex, V A , to a vertex, V B , (possibly A = B). Its thickening is the union of d A , d B and a ribbon R A,B connecting these 2-disks. The ribbon R A,B is a copy of the rectangle [0, 1] × [−1/10, +1/10] endowed with clockwise orientation. The copies in R A,B of the intervals 0 × [−1/10, +1/10], 1 × [−1/10, +1/10], [0, 1] × 0 are called the left side, the right side, and the core of R A,B , respectively. It is understood that R A,B meets Γ along its core and meets d A ∪ d B along its sides. More precisely, the ribbon R A,B is glued to the disk d A (resp. d B ) along a length-preserving embedding of its left (resp. right) side into the boundary of the disk such that the orientations of this disk and R A,B are compatible. Thickening in this way all the vertices and edges of Γ we embed Γ into a compact connected oriented surface Σ 0 . Gluing 2-disks to all components of ∂Σ 0 , we obtain a closed connected oriented surface, Σ. Composing the projection S 1 → Γ with the inclusions Γ ֒→ Σ 0 ֒→ Σ we obtain a filling loop f : S 1 → Σ with origin f (0) for 0 ∈ R ⊂ S 1 . It is straightforward to see that the underlying nanoword of f is isomorphic to w. Applying this construction to the underlying nanoword of a pointed filling loop, we obtain a homeomorphic pointed loop. This proves the claim of the theorem. For a letter A ∈ A, we define a loop on Σ as follows.
Recall the abelian group π = π(α 0 , τ 0 ) generated by the elements of α 0 subject to the relations a + τ 0 (a) = 0. The group homomorphism π → Z sending + to +1 and − to −1 is an isomorphism and we use it to identify π with Z. Recall the α 0 -pairing (S = A ∪ {s}, s, e w : S × S → π = Z) associated with w.
Lemma 12.2.1. For any A ∈ A,
For any A, B ∈ A,
Proof. We need an additional piece of notation. Let as above w Outside of d A , these loops meet transversely at the points {V D } where D runs over letters in A such that either w = · · · A · · · D · · · A · · · D · · · or w = · · · D · · · A · · · D · · · A · · · . The intersection sign of f A , f − A at V D is |D| in the first case and −|D| in the second case. Therefore
This implies Formula (12.2.1): 
Case i < µ < j < ν. Then w = x ′ AxByAzBz ′ where x, y, z, x ′ , z ′ are words in the alphabet A. This case is more involved since neither the loops f A , f B nor the complementary loops are transversal. Note that composing the projection (A, B) . The filling loop corresponding to w ′ is obtained from f by reversing orientation in the ambient surface; the associated intersection form is −b. Therefore, replacing if necessary w by w ′ , we can assume that |B| = +. Choose coordinates (p, q) in the disk neighborhood d B ⊂ Σ of the point
is the union of half-lines p = 0, q ≤ 0 and q = 0, p ≥ 0, and the orientation on f A , f B is right-handed on the latter half-line. Since |B| = +, the coordinates (p, q) determine the orientation of Σ. Pushing f B slightly to its left in Σ, we obtain a "parallel" loop, f ′ B , transversal to f A . We can assume that f ′ B ∩ d B is the union of half-lines p = −1, q ≤ 1 and q = 1, p ≥ −1. 12.3. Remarks. 1. The geometric interpretation of nanowords over α 0 may be extended to nanowords over an arbitrary alphabet α. One possibility is to consider equivariant mappings α → α 0 and the corresponding push-forwards of nanowords. In this way any nanoword over α determines a family of pointed filling loops on surfaces numerated by the equivariant mappings α → α 0 . Another geometric interpretation of nanowords may be obtained by considering loops with additional data in the self-intersections. This data may be an over/under-crossing information or a label. For more on this, see [Tu4] .
2. Consider the tautological filling λ = {λ i } of the α 0 -pairing e w associated with a nanoword w over α 0 . Let ϕ : π ֒→ Q be the composition of the identification π = Z with the inclusion Z ֒→ Q. By Lemma 12.2.1, the matrix (ϕe w (λ i , λ j )) i,j , considered up to multiplication of rows and columns by 2, is the matrix of homological intersections of the loops {f A } A∈A , f on Σ w . Since the homological classes of these loops generate H 1 (Σ w ), the rank of this matrix is 2g(Σ w ) where g(Σ w ) is the genus of Σ w . Hence σ ϕ (λ) = g(Σ w ) which is one of the reasons for our use of the term "genus" for σ ϕ . We conclude that σ ϕ (w) ≤ g(Σ w ).
13. Proof of Formula 7.4.1
We keep notation introduced in the second paragraph of Sect. 7.4. Denote the length of w by n.
Lemma 13.0.1. Formula 7.4.1 holds provided α = α 0 , τ = τ 0 .
Proof. The idea of the proof is as follows. Let f : S 1 → Σ be the pointed filling loop constructed from w in Theorem 12.1.1. Lemma 12.2.1 allows us to interpret the expression e w (λ B1 , λ B2 ) in Formula 7.4.1 as an intersection number of certain loops on Σ associated with B 1 , B 2 . We construct an oriented 3-dimensional manifold M , depending on ∇, such that Σ ⊂ ∂M and the loops on Σ associated with all B ∈ B are homologically trivial in M . This implies that the intersection number of two such loops, e w (λ B1 , λ B2 ), is equal to 0. Other equalities in Formula 7.4.1 will be proven similarly. The construction of M needs a few preliminaries which we now discuss. We shall use the notation introduced in the proof of Theorem 12.1.1. Thus, each letter A ∈ A gives rise to a self-intersection of f and to its disk neighborhood d A which is a copy of the unit 2-disk {(p, q) ∈ R 2 | p 2 + q 2 ≤ 1}. The curve f traverses d A first time along [−1, +1] × 0 and second time along 0 × [−1, +1], both times in the direction from −1 to +1. We call the points (−1, 0), (1, 0), (0, −1), (0, 1) ∈ ∂d A , respectively, the first input, the first output, the second input, and the second output of d A . Each consecutive pair of letters A, B in w gives rise to a ribbon R A,B ⊂ Σ which is a copy of the rectangle {(p, q) ∈ R 2 | p ∈ [0, 1], q ∈ [−1/10, +1/10]} endowed with clockwise orientation. The curve f traverses the ribbon R A,B once along its core [0, 1]×0 in the direction from 0 to 1. Warning: the notation R A,B may be misleading since this ribbon depends not only on A, B but on the exact position of AB in w: if the sequence of two consecutive letters AB occurs in w twice then it gives rise to 2 distinct ribbons. In our arguments it will be always clear which sequence AB is implied. One more ribbon in Σ, obtained by thickening the interval [n, 1] ⊂ S 1 , connects d w(n) to d w (1) . Each ribbon R A,B meets d A , d B along its sides; otherwise these n ribbons and n/2 disks are disjoint. Their complement in Σ consists of a finite number of disjoint 2-disks.
Let Σ 1 be the subsurface of Σ formed by the disks {d B } B∈B and the ribbons R B1,B2 associated with pairs of consecutive letters B 1 , B 2 in w contained in one of the words v 1 , ..., v k . (The number of such pairs is equal to 2 card(B) − k. Note that if there are no letters in w between v i−1 and v i , then the pair consisting of the last letter of v i−1 and the first letter of v i does not contribute to Σ 1 .) The surface Σ 1 ⊂ Σ is compact but possibly disconnected. The orientation of Σ induces an orientation of Σ 1 .
We define an orientation reversing involution I : We define a similar involution on the ribbons forming Σ 1 . Consider the ribbon R B1,B2 ⊂ Σ 1 arising from a 2-letter segment B 1 B 2 in v r where 1 ≤ r ≤ k. Let B ι 2 B ι 1 be the symmetric segment in v r : if B 1 , B 2 appear on the j-th and j + 1'st positions in v r and the length of v r is n r , then the symmetric segment is formed by the letters appearing on the (n r − j)-th and (n r + 1 − j)-th positions in v r . We define a homeomorphism I B1,B2 : R B1,B2 → R B ι 2 ,B ι 1 using the coordinates (p, q) on these ribbons: a point on R B1,B2 with coordinates (p, q) goes to the point on R B ι 2 ,B ι 1 with coordinates (1 − p, q). This homeomorphism is orientation reversing and exchanges the sides left ↔ right of the ribbons. We claim that I B1,B2 coincides with
i.e., on the left side of R B1,B2 . Since both these homeomorphisms are orientation reversing and length preserving, it suffices to check that I B1 sends the output of d B1 lying on the left side of R B1,B2 (in its metric center) into the input of d B ι 1 lying on the right side of R B ι 2 ,B ι 1 (again in its metric center). If ε(B 1 ) = 0 and the entry of B 1 in question is its i-th entry in v r with i = 1, 2, then the entry of B ι 1 in question is its (3 − i)-th entry in v r . Thus R B1,B2 is incident to the i-th output of d B1 and R B ι 2 ,B ι 1 is incident to the (3 − i)-th input of d B ι 1 . As observed above, these output and input are related by I B1 . Similarly, if ε(B 1 ) = 1 and the entry of B 1 in question is its i-th entry in w with i = 1, 2, then the entry of B ι 1 in question is also its i-th entry in w. Thus R B1,B2 is incident to the i-th output of d B1 and R B ι is an involution on R B1,B2 given by (p, q) → (1 − p, q). Its set of fixed points is the interval (1/2) × [−1/10, 1/10] ⊂ R B1,B2 with endpoints on ∂Σ 1 . This interval meets f (S 1 ) in one point with coordinates (1/2, 0). Since the length of v r is even for all r = 1, ..., k, the word v r has a unique central 2-letter sequence which gives rise to a component of F ix(I).
It is crucial for the sequel that I maps the sub-path of f corresponding to v r onto itself for all r = 1, ..., k. More precisely, if i, j ∈n numerate the first and the last letter of v r , then f ([i, j]) ⊂ Σ 1 and for all u = 0, 1, ..., j − i − 1, we have I(f (i + u)) = f (j − u) and I maps the arc f ([i + u, i + u + 1]) bijectively onto f ([j−u−1, j−u]) (reversing orientation). This shows that each path f ([i+u, j−u]) is folded in two in Σ 1 /I, that is becomes a loop of type P P −1 where P is a path in Σ 1 /I and P −1 is the inverse path. Such a loop is contractible in Σ 1 /I.
Let M be the topological space obtained from the cylinder Σ × [0, 1] by the identification a × 1 = I(a) × 1 for all a ∈ Σ 1 . An easy inspection of the neighborhoods of points shows that M is a 3-dimensional manifold. The fact that I is orientation-reversing implies that M is orientable. We identify Σ with the component Σ × 0 of ∂M and denote the projection Σ × [0, 1] → M by η. Denote by b the intersection pairing H 1 (Σ) × H 1 (Σ) → Z. It is well-known that b(x, y) = 0 for any x, y ∈ H 1 (Σ) lying in the kernel of the inclusion homomorphism H 1 (Σ) → H 1 (M ).
We can now prove that e w (λ B1 , λ B2 ) = 0 for all B 1 , B 2 ∈ B. Define an additive homomorphism ρ :
To prove the equality e w (λ B1 , λ B2 ) = 0 it suffices to prove the following claim: 
Both paths forming the letter loop project to contractible loops in Σ 1 /I. This implies ( * ). If j] . As above, this implies ( * ).
To prove the remaining equalities e w (λ B , C) = e w (λ B , s) = 0, we need more notation. Set Σ 2 = Σ − Σ 1 = (Σ − Σ 1 ) ∪ ∂Σ 1 . Clearly, Σ 2 is a compact oriented (possibly disconnected) surface with ∂Σ 2 = ∂Σ 1 = Σ 1 ∩ Σ 2 . The involution I on Σ 1 restricts to an orientation reversing involution on ∂Σ 2 . Let Ψ be the closed oriented surface obtained from Σ 2 by identifying each point a ∈ ∂Σ 2 with I(a) ∈ ∂Σ 2 . The embedding Σ 2 × 1 ֒→ Σ × 1 induces an embedding Ψ ֒→ ∂M . Clearly ∂M = Σ ∪ Ψ. Note that the projection η : Σ × [0, 1] → M maps Σ 2 × 1 onto Ψ and maps (Σ 1 − ∂Σ 1 ) × 1 to M − ∂M .
For every r = 1, ..., k, we define two points F r , G r ∈ f (S 1 ) ∩ ∂Σ 2 . Let the first and the last letters of v r be numerated by i = i(r), j = j(r) ∈n with i < j. Then F r is the input of d w(i) lying on the right side of R w(i−1),w(i) and G r is the output of d w(j) lying on the left side of R w(j),w(j+1) . (If i = 1, then i − 1 should be replaced here with n and if j = n, then j + 1 should be replaced with 1.) Clearly, I(F r ) = G r so that F r , G r project to the same point of Ψ for all r. It is straightforward to see that f (S 1 ) ∩ ∂Σ 2 = {F 1 , G 1 , ..., F k , G k }. The sub-path of f leading from F r to G r lies in Σ 1 while the sub-path of f leading from G r to F r+1 lies in Σ 2 .
We define a loop g on Ψ ⊂ ∂M . It starts in f (0) and goes along f in Σ 2 until hitting F 1 , then it switches to I(F 1 ) = G 1 and goes along f in Σ 2 until hitting F 2 , then it switches to G 2 , etc., until finally returning to f (0). The loop g is continuous since the points F r , G r are identified in Ψ for all r. In a sense, g is obtained by cutting out from f the k sub-paths lying on Σ 1 and corresponding to v 1 , ..., v k . Since these sub-paths project to contractible loops in Σ 1 /I, the loops g and η(f × 1) are homotopic in η(Σ × 1) ⊂ M . The loop f × 1 being homotopic to f = f × 0 in Σ × [0, 1], we conclude that g is homotopic to f . Therefore the homology class If C ∈ C, then the loop f C on Σ intersects ∂Σ 2 in the points {F r , G r } where r runs over all indices 1, ..., k such that the word v r lies between the two entries of C in w. Cutting out from f C the sub-paths in Σ 1 corresponding to all such v r we obtain a loop g C on Ψ ⊂ ∂M homotopic to η(f C × 1) in η(Σ × 1). Since f C × 1 is homotopic to f C = f C × 0, we conclude that g C is homotopic to ηf C . The same argument as in the end of the previous paragraph shows that e w (λ B , Proof. If τ is fixed-point-free, then π = π(α, τ ) is a free abelian group with basis α + where α + is an arbitrary subset of α meeting every orbit of τ in one element. Let e ∈ π be one of the expressions e w (λ B1 , λ B2 ), e w (λ B , C), e w (λ B , s) in Formula 7.4.1. We expand e = x∈α+ k x x with k x ∈ Z. We claim that k x = 0 for all x. Indeed, pick any x 0 ∈ α + . Consider the additive homomorphisms ϕ, ϕ 0 : π → Z defined by ϕ(x) = ϕ 0 (x) = 1 for all x ∈ α + − {x 0 } and ϕ(x 0 ) = 1, ϕ 0 (x 0 ) = −1. By the previous lemma, ϕ(e) = ϕ 0 (e) = 0. Therefore 2k x0 = ϕ(e) − ϕ 0 (e) = 0. Hence k x0 = 0. 13.1. End of the proof. We now prove Formula 7.4.1 in its full generality. We begin by associating with the nanoword (A, w) another nanoword as follows. Observe that the involution τ is fixed-point-free. This follows from the fact that ι = ι ∇ has no fixed points in B 1 which in its turn follows from the evenness of ∇. By Lemma 13.0.3, e w (λ B1 , λ B2 ) = e w (λ B , C) = e w (λ B , s) = 0.
Since w is a push-forward of w, Remark 7.5.1 shows that the latter formula implies Formula 7.4.1.
Surfaces in 3-manifolds
We discuss properties of surfaces in 3-manifolds needed in the next section to prove Lemma 9.4.4. The simple surface F can be parametrized by an abstract surfaceF obtained by blowing up the double points of F . More precisely, cutting out F along d(F ) we obtain a compact surface F cut and a projection p : F cut → F . For a ∈ d(F ), the set p −1 (a) ⊂ ∂F cut consists of 4 points adjacent to 4 branches of F − d(F ) near a. Moving around d(F ) in a neighborhood of a in N we can cyclically numerate these branches -and the corresponding points of p −1 (a) -by 1,2,3,4. The permutation 1 ↔ 3, 2 ↔ 4 defines an involution on p −1 (a). This gives a free involution on p −1 (d(F )) ⊂ ∂F cut commuting with p. Identifying every point of p −1 (d(F )) with its image under this involution, we transform F cut into a compact surface,F . The mapping p induces a mappingF → F denoted ω. This is a parametrization of F in the sense that the pre-image of each double point of F under ω consists of 2 points and the restriction of ω to the complement of this pre-image is a homeomorphism onto F − d(F ).
Suppose from now on that N andF are oriented and provide ∂N, ∂F with induced orientations. Suppose also that ∂F is homeomorphic to a circle. The mapping h = ω| ∂F : ∂F → F ⊂ N is a (generic) loop on ∂N and F ∩∂N = h(∂F ). Let ⋊ ⋉⊂ ∂N be the set of double points of h. We define an involution ν on Set T = ω −1 (d(F ) ∪ Br(F )). A local analysis shows that T is an embedded 1-manifold inF with ∂T = T ∩ ∂F = ω −1 (⋊ ⋉). For any point a ∈ ω −1 (d(F )) ⊂ T there is exactly one other point b ∈ ω −1 (d(F )) such that ω(a) = ω(b). The correspondence a ↔ b extends by continuity to an involution ∆ on T with fixedpoint set ω −1 (Br(F ) ). The mapping ω defines a homeomorphism ∂T /∆ =⋊ ⋉. We identify these two sets along this homeomorphism.
For a ∈ ∂T , let I a be the component of T with endpoint a and let µ(a) ∈ ∂T be its other endpoint. The formula a → µ a defines a fixed-point-free involution µ on ∂T . We claim that µ commutes with ∆| ∂T . Indeed, if ∆(I a ) = I a , then ∆ exchanges the endpoints of I a so that ∆ = µ on ∂I a . (In this case ∆ must have a unique fixed point inside I a .) If ∆(I a ) = I a , then ∆(I a ) has the endpoints ∆(a), ∆(µ(a)) so that µ(∆(a)) = ∆(µ(a)). Since ∆| ∂T and µ commute, µ induces an involution on ∂T /∆. Under the identification ∂T /∆ =⋊ ⋉, the latter coincides with ν.
We now verify that in([X]) ∈ ω * (H 1 (F )) for an orbit X of ν. Pick x ∈ X. The path ω (∂N ) . Then the rank of the (t + 1) × (t + 1)-matrix (b(x i , x j )) i,j=0,1,...,t is smaller than or equal to 4 g where g = g(F ) is the genus ofF .
Proof. The group H = H 1 (F ) is isomorphic to Z 2 g . Set L = in −1 (ω * (H)) ⊂ H 1 (∂N ). Since the intersection form b annihilates the kernel of in,
where rk is the rank of a bilinear form or of an abelian group. By Lemma 14.1.1, 
The associated bridge move m transforms w in the nanoword (C, x = x 1 x 2 · · · x k+1 ). Set ι = ι ∇,κ : B → B and ε = ε ∇,κ : B → {0, 1}.
Replacing each letter C ∈ C by its copy C ′ we obtain a nanoword (
Consider the α-pairing of the latter ., k such that κ(r) = r. If κ(r) = r, then I maps the sub-path of f corresponding to v r onto the sub-path of f corresponding to v κ(r) with reversed direction. We can define a 3-manifold M as in the proof of Lemma 13.0.1 but it would be inadequate for our aims. The problem is that the pieces of f (S 1 ) lying on Σ 2 = (Σ − Σ 1 ) ∪ ∂Σ 1 may not form a single loop even after quotienting of ∂Σ 2 = ∂Σ 1 by I. For example, for w = x 1 v 1 x 2 v 2 x 3 and κ = (12), this procedure gives two loops: one is glued from the paths arising from x 1 , x 3 (the involution I maps the head of the first path to the tail of the second path) and another loop is the image of the path arising from x 2 (the involution I permutes its endpoints). To circumvent this problem, we introduce other, though related, 3-manifolds. Let R be the set of all r = 1, ..., k such that r < κ(r). For r ∈ R, consider the ribbon R A,B ⊂ Σ where B is the first letter of v r and A is the preceding letter in w (if r = 1, then A is the last letter of w). Let D r be the closed 2-disk in R A,B with center (p = 3/4, q = 0) and radius δ < 1/10. This disk meets f (S 1 ) along the arc [3/4 − δ, 3/4 + δ] × 0 in R A,B . Consider also the ribbon R B ′ ,A ′ ⊂ Σ where B ′ is the last letter of v κ(r) and A ′ is the (cyclically) next letter of w. Let D ′ r be the closed 2-disk in R B ′ ,A ′ with center (p = 1/4, q = 0) and radius δ. It meets f (S 1 ) We extend the involution I on Σ 1 to an orientation reversing involution I ′ on Σ 3 = Σ 1 ∪ D which sends a point with coordinates (p, q) on D r to the point with coordinates (1 − p, q) on D ′ r for all r ∈ R. Clearly, Σ 4 = Σ − Σ 3 is a compact oriented (possibly disconnected) surface with ∂Σ 4 = ∂Σ 3 = ∂Σ 1 ∪ ∂D. Let Ψ ′ be the closed oriented surface obtained from Σ 4 by identifying each point a ∈ ∂Σ 4 with I ′ (a) ∈ ∂Σ 4 . It is easy to check that the pieces of f (S 1 ) lying on Σ 4 glue together into a loop g : S 1 → Ψ ′ . The point f (0) ∈ Int Σ 4 serves as the origin of g. Note that f and g have the same germ in their common origin f (0) = g(0). Warning: the surface Ψ ′ is possibly disconnected and the loop g is possibly nonfilling on its ambient component in Ψ ′ . The self-crossings of g are precisely the self-crossings of f labelled by elements of C = A− B. We label the self-crossings of g with elements of C ′ rather than the corresponding elements of C. The underlying nanoword of g is then the copy (C ′ , x ′ ) of (C, x).
Let N be the oriented 3-dimensional manifold obtained from the cylinder Σ × [0, 1] by the identification a × 1 = I ′ (a) × 1 for all a ∈ Σ 3 . We identify Σ with Σ × 0 ⊂ ∂N and denote the projection Σ × [0, 1] → N by η ′ . The embedding Σ 4 × 1 ֒→ Σ × 1 composed with η ′ yields an inclusion Ψ ′ ֒→ ∂N . Clearly ∂N = Σ ∪ Ψ ′ . It is easy to check that F = η ′ (f (S 1 ) × [0, 1]) is a simple surface in N in the sense of Sect. 14.1. Its set of branch points is {η ′ (V B × 1)} B where B ∈ B runs over the letters such that B = B ι and V B denotes the self-crossing of f labelled by B. The set F ∩ ∂N consists of two loops f (S 1 ) ⊂ Σ and g(S 1 ) ⊂ Ψ ′ .
We now modify N and F to obtain a simple surface with connected boundary. Consider a 2-disk D 0 ⊂ Int Σ 4 meeting f (S 1 ) along the arc f ([−δ, 0]) with sufficiently small δ > 0. Let N 0 = N − η ′ (Int D 0 × [0, 1]). It is clear that N 0 is a compact oriented 3-manifold with ∂N 0 = Σ#(−Ψ ′ ) where # is the connected sum of surfaces and the sign − reflects the fact that the orientation of Ψ ′ induced from N is opposite to the one induced from Σ. The set F 0 = F ∩ N 0 is obtained from F by removing an embedded band joining two components of F ∩ ∂N in the complement of branch points and double points of F . Clearly, F 0 is a simple surface in N 0 with the same branch points and double points as F . Blowing up the double points of F 0 we obtain a parametrization ω :F 0 → F 0 by an abstract surfaceF 0 . The construction of F, F 0 implies thatF 0 is a compact connected orientable surface of genus g(m) with boundary homeomorphic to S 1 .
The loop h = ω| ∂F0 : ∂F 0 → ∂N 0 starts in f (0) (which serves as the origin of h) and goes along f on Σ until f (−δ), then along η ′ (f (−δ)×[0, 1]) to η ′ (f (−δ)×1) ∈ Ψ ′ , then along g −1 on Ψ ′ until η ′ (f (0) × 1) and finally it descends to f (0) along η ′ (f (0) × [0, 1]). The self-crossings of h are those of f and those of g. They are bijectively labelled by elements of A∪C ′ . The self-crossing of h labelled by a letter
We apply to F 0 and h the definitions of Sect. 14.1. The involution ν on the set of self-crossings of h permutes V C , V C ′ for all C ∈ C and sends V B to V B ι for B ∈ B. By Lemma 14.1.2, the matrix, K, of the intersection form on H 1 (∂N ) computed on the vectors [X], where X runs over the orbits of ν, and the vector [h], has rank ≤ 4 g(F ) = 4 g(m). Recall that for a set X of self-crossings of h,
The homology classes associated in this way with the orbits of ν can be computed explicitly. We shall write [h A ] for the homology class [h VA ] ∈ H 1 (∂N 0 ) where A ∈ A ∪ C ′ . Observe that sign(V A ) = |A| for A ∈ A and sign(V C ′ ) = |C| for C ∈ C (here we use that h goes along g −1 on Ψ ′ and that the orientation on Ψ ′ induced from N is opposite to the one induced from Σ). Therefore for C ∈ C,
Recall the filling λ = {λ i } i of p w(x ′ ) − given by (15.1.1). Lemma 12.2.1 implies that the Z-valued matrix (ϕ 0 e w(x ′ ) − (λ i , λ j )) i,j is a sub-matrix of the matrix K at least up to multiplication of rows and columns by 2 and ±1. Therefore the half-rank σ ϕ0 (λ) of the former matrix can not exceed (rk K)/2 ≤ 2 g(m). Hence g(m) ≥ σ ϕ0 (λ)/2.
15.2.
End of the proof. To accomplish the proof of Lemma 9.4.4, it suffices to verify that g(m) ≥ σ ϕ (λ)/2 where λ is the filling (15.1.1) of p w(x ′ ) − . By assumption, ϕ(α) ⊂ α 0 . As in the proof of Lemma 13.0.2, pushing a nanoword v over α along ϕ| α : α → α 0 we obtain a nanoword v 0 over α 0 . Every filling µ of the α-pairing p v induces a filling µ 0 of the α 0 -pairing p v0 (actually, µ 0 = µ as sets of vectors). Remark 7.5.1 implies that σ ϕ (µ) = σ ϕ0 (µ 0 ) where ϕ 0 : π(α 0 , τ 0 ) → Z is the canonical isomorphism. We apply this to the filling µ = λ of p w(x ′ ) − . The induced filling λ 0 of p w0(x ′ 0 ) − is also given by Formula (15.1.1). The bridge move m : w → x induces a bridge move m 0 : w 0 → x 0 with the same number of arches. By Lemma 15.1.1, g(m) = g(m 0 ) ≥ σ ϕ0 (λ 0 )/2 = σ ϕ (λ)/2. 16 . Combinatorial approach to Formula 7.4.1
Let e ∈ π be one of the expressions e w (λ B1 , λ B2 ), e w (λ B , C), e w (λ B , s) in Formula 7.4.1. Recall that by its very definition, e is a sum over all D ∈ A of certain contributions m D |D| with m D ∈ Z. The equality e = 0 would follow from the next claim concerning an arbitrary D ∈ A:
( * ) If D ∈ C or D ∈ B and D = D ι , then D contributes 0 to e. If D ∈ B and D = D ι , then the joint contribution of D, D ι to e is 0.
We shall prove ( * ) for e = e w (λ B , s) and e = e w (λ B , C) and discuss the difficulties arising for e = e w (λ B1 , λ B2 ).
16.1.
Proof of ( * ) for e = e w (λ B , s) with B ∈ B. Observe that the contribution of D ∈ A to e w (λ B , s) may be non-zero only if D appears (exactly) once between the two entries of B and/or once between the two entries of B ι . Indeed, in all other cases n w (B, D) = n w (B ι , D) = 0. Another simple fact, used in the proof, is that for any D 1 , D 2 ∈ B both appearing twice in a certain v i or both appearing once in v i and once in v j with i = j, we have n w (D 1 , This implies that the joint contribution of D, D ι to e is 0.
Case 2: the letter B appears once in v i and once in v j for certain i = j. Then B ι = B and the letter B ι appears once in v i and once in v j . This implies that n w (B, D) = n w (B ι , D) for all D ∈ C so that such D contribute 0 to e = e w (B, s)− e w (B ι , s). Pick D ∈ B. If D appears neither between B, B ι in v i nor between B, B ι in v j , then the same is true for D ι and n w (B, D) = n w (B ι , D), n w (B, D ι ) = n w (B ι , D ι ). Therefore each of D, D ι contributes the same to e w (B, s) and to e w (B ι , s) and contributes 0 to e. If D appears twice between B, B ι in v i or twice between B, B ι in v j , then the same holds for D ι and w = · v i · C · C · or w = · C · C · v i · or w = · C · v i · C· where each dot · stands for an unspecified word in the alphabet A. Let w = · v i · C · C·. Then n w (B, C) = 0 so that the letters B, C contribute n w (B, C)|B| = n w (B, C)|C| = 0 to e = e w (B, C). A letter D may contribute non-trivially to e only if it occurs once between the two entries of B in v i and once between the two entries of C. Then D ∈ B and D occurs in v i and in v j with j = i. Clearly D ι = D and D ι also occurs once in v i and once in v j . Therefore ε(D) = 1, |D ι | = τ (|D|), and D, D ι contribute |D| + |D ι | = 0 to e. The cases w = · C · C · v i · and w = · C · v i · C· are similar except that in the latter case we may have j = i. If D appears in v i twice then so does D ι and |D| = |D ι |. If D appears twice between the entries of B in v i then so does D ι (possibly D = D ι ) and both D and D ι contribute 0 to e. The same is true if D appears twice in v i but not between the entries of B. If D appears once between the entries of B and once elsewhere in v i then so does D ι , D ι = D, and the pair D, D ι contributes ±(|D| − |D ι |) = 0 to e. Case 2: the letter B = B ι appears twice in a certain v i . Then B ι also appears twice in v i . We have three subcases (16.2.1) as above. For w = · v i · C · C· and for w = · C · C · v i · the arguments given in Case 1 apply word for word and show that the pair D, D ι contributes 0 to both e w (B, C) and e w (B ι , C). The same is true for w = · C · v i · C· except in the case where D occurs in v i twice. Then D ι also occurs twice in v i and |D ι | = |D|. If D ι = D, then the symmetry easily implies that the contribution of D (resp. D ι ) to e w (B, C) is opposite to the contribution of D ι (resp. D) to e w (B ι , C). If D ι = D, then the symmetry implies that the contributions of D to e w (B, C) and to e w (B ι , C) are opposite. In both cases the joint contribution of D, D ι to e = e w (B, C) + e w (B ι , C) is 0.
Case 3: the letter B = B ι appears once in v i and once in v j with i < j. Then |B ι | = τ (|B|) and n w (B, C) = n w (B ι , C). Any letter D ∈ A appearing neither in v i between B, B ι nor in v j between B, B ι contributes the same to e(B, C) and e(B ι , C). In particular this holds for all D ∈ C. (The terms n w (B, C)|C| and n w (B ι , C)|C| contributed by C cancel in e = e(B, C) − e(B ι , C)). If D ∈ B, D ι = D and D appears between B, B ι in v i (or in v j ), then D appears there twice and contributes 0 to both e(B, C) and e(B ι , C). Assume from now on that D ∈ B and D ι = D. If D appears twice in v i , then so does D ι , |D ι | = |D|, and the symmetry easily implies that the contribution of D (resp. D ι ) to e w (B, C) is equal to the contribution of D ι (resp. D) to e w (B ι , C). Then the joint contribution of D, D ι to e is 0. If D appears once in v i between B, B ι and the second time in some v k with k = i, then |D ι | = τ (|D|) and two subcases occur: (1) k = j or k = j and D occurs in v j between B, B ι and (2) D occurs in v j but not between B, B ι . In the subcase (1) the contributions of D, D ι to e w (B, C) (resp. to e w (B ι , C)) are opposite and therefore the joint contribution of D, D ι to e is 0. In the subcase (2) we need to consider all possible positions of B, D, B ι , D ι in v i , v j satisfying the assumptions above. Renaming if necessary B ι by B and D ι by D we may assume that v i = · B · D · D ι · B ι ·. There are 4 possibilities for v j :
If both entries of C appear before v i or between v i and v j or after v j , then D, D ι do not occur between these entries and therefore the contributions of both D and D ι to e w (B, C) and e w (B ι , C) are 0. The entries of C in w may be separated by v i or by v j or by both. This gives 4 × 3 = 12 cases to consider. In all these cases, the claim ( * ) is established by an explicit computation from definitions. For example, if w = · B · D · D ι · B ι · C · D · B · B ι · D ι · C·, then D contributes 2|D| to e w (B, C) and 0 to e w (B ι , C) while D ι contributes 2|D ι | = −2|D| to e w (B, C) and 0 to e w (B ι , C). The case where D appears once in v j between B, B ι and once in v i but not between B, B ι is considered similarly. It remains to consider the case where D = B or D = B ι . Renaming if necessary B ι by B and D ι by D we may assume that D = B and v i = · B · B ι ·. There are 2 possibilities for v j : either v j = · B · B ι · or v j = · B ι · B·. If both entries of C appear before v i or between v i and v j or after v j , then B, B ι do not occur between these entries and n w (B, C) = n w (B ι , C) = 0. Then the contributions of both B and B ι to e w (B, C) and e w (B ι , C) are 0. If the entries of C in w are separated by v i or by v j or by both, then we have 2 × 3 = 6 cases to consider. In all these cases, the claim ( * ) for D = B is established by an explicit computation from definitions. For example, if w = · C · B · B ι · C · B · B ι ·, then B contributes −2|B| to e w (B ι , C) and n w (B, C)|B| = −|B| to e w (B, C) while B ι contributes 0 to e w (B, C) and n w (B ι , C)|B ι | = −|B ι | = |B| to e w (B ι , C). The joint contribution of B, B ι to e = e w (B, C) − e w (B ι , C) is then −|B| − (−2|B| + |B|) = 0. 16.3. Proof (incomplete) of ( * ) for e = e w (λ B1 , λ B2 ). We need the following lemma. For k = 1, this lemma is quite straightforward. Indeed, then ε ∇ (D) = 0 and |D ι | = |D| for all D ∈ B. The symmetry of w = v 1 implies that n w (B 1 , B 2 ) = −n w (B ι 1 , B ι 2 ) and the contribution of D to e w (B 1 , B 2 ) is opposite to the contribution of D ι to e w (B ι 1 , B ι 2 ). Moreover, if B ι 1 = B 1 , B ι 2 = B 2 , and D ι = D, then D contributes 0 to e w (B 1 , B 2 ). These observations imply the lemma for k = 1. For k ≥ 2, this argument does not work. One may attempt to argue as follows. The contributions of D, D ι to e w (B 1 , B 2 ) do not change when one deletes from B and w all letters distinct from {B 1 , B 2 , D, B ι 1 , B ι 2 , D ι 1 } (some of these 6 letters may coincide). This transforms w into a nanoword of length ≤ 12 obtained from an even symmetric nanophrase of length k by concatenation. The empty words in this nanophrase play no role, so that we can assume that k ≤ 6. This reduces Lemma 16.3.1 to a finite set of cases where it can be checked by a direct computation. The author can use this approach to prove the lemma for k ≥ 4 and to reduce the number of cases to (roughly) ≤ 100 for k = 3 and to a few hundreds for k = 2. Note that the topological methods used above to prove Formula 7.4.1 do imply Lemma 16.3.1. In the rest of the argument we assume this lemma.
We now establish ( * ) for e = e w (λ B1 , λ B2 ) with B 1 , B 2 ∈ B. For D ∈ B, the claim ( * ) is the content of Lemma 16.3.1. Suppose that a letter D ∈ C contributes non-trivially to e w (λ B1 , λ B2 ). Renaming if necessary B 1 by B ι 1 and/or B 2 by B ι 2 we may assume that D contributes non-trivially to e w (B 1 , B 2 ). Then at least one entry of D in w occurs between the two entries of B 1 and at least one entry of D occurs between the two entries of B 2 . This may happen only when ε ∇ (B 1 ) = ε ∇ (B 2 ) = 1 so that B 1 occurs in v i1 , v j1 and B 2 occurs in v i2 , v j2 with i 1 < j 1 , i 2 < j 2 . Note that B ι 1 (resp. B ι 2 ) also occurs in v i1 , v j1 (resp. in v i2 , v j2 ) and e = e w (B 1 − B ι 1 , B 2 − B ι 2 ). The skew-symmetry of e w implies that without loss of generality we may assume the letters B 1 , B ι 1 , B 2 , B ι 2 to be pairwise distinct. If the sets {i 1 , j 1 } and {i 2 , j 2 } are disjoint, then the contributions of D to e w (B 1 , B 2 ) and to e w (B ι 1 , B 2 ) are equal and the contributions of D to e w (B 1 , B ι 2 ) and to e w (B ι 1 , B ι 2 ) are equal. This gives ( * ) in this case. If i 1 = i 2 , j 1 = j 2 then all letters of C contribute 0 to e w (B 1 , B 2 ), a contradiction with the choice of D. If the sets {i 1 , j 1 } and {i 2 , j 2 } have precisely one common element, say, k, then either the entries of B 1 , B ι 1 in v k lie between the entries of B 2 , B ι 2 in v k or vice versa. In
