The time-dependent stress relaxation for a Rouse model of a cross-linked polymer melt is completely determined by the spectrum of eigenvalues of the connectivity matrix. The latter has been computed analytically for a mean-field distribution of cross-links. It shows a Lifshitz tail for small eigenvalues and all concentrations below the percolation threshold, giving rise to a stretched exponential decay of the stress relaxation function in the sol phase. At the critical point the density of states is finite for small eigenvalues, resulting in a logarithmic divergence of the viscosity and an algebraic decay of the stress relaxation function. Numerical diagonalization of the connectivity matrix supports the analytical findings and has furthermore been applied to cluster statistics corresponding to random bond percolation in two and three dimensions.
I. INTRODUCTION
The most striking observation in near-critical gels is the anomalous stress relaxation ͓1͔ that precedes the transformation of the viscous fluid into an elastic amorphous solid, i.e., the gelation transition. Here, polymer systems are considered, where the viscoelastic behavior is controlled by the concentration c of cross-links connecting monomers of different molecules. At a critical concentration c crit the gelation transition occurs. Viscoelastic studies by several groups have revealed the following characteristic features of stress relaxation. ͑1͒ In the sol phase, well below the gelation transition, one observes a stretched exponential decay of the stress relaxation function (t)ϳexpϪ(t/*) ␤ . ͑2͒ The time scale * ϳ⑀ Ϫz diverges as the critical point is approached. Here ⑀ ϭ(c crit Ϫc)/c crit denotes the distance from the critical point.
͑3͒
The viscosity , which is given as the integral over the stress relaxation function, diverges as ϳ⑀ Ϫk as the critical point is approached. ͑4͒ At the critical point, stress relaxation is algebraic in time: (t)ϳt Ϫ⌬ .
Whereas the stretched exponential decay is characteristic of the sol phase and holds for all cross-link concentrations cϽc crit , the last three observations refer to critical behavior, as the gel point is approached. If dynamic scaling holds, these findings can be cast in a scaling ansatz for the stress relaxation function (⑀,t), which depends on time and distance from the critical point ⑀, ͑c,t ͒ϭ⑀ zϪk g"t/*͑⑀ ͒… ͑1͒ with *ϳ⑀ Ϫz . Given a certain distance ⑀ from the gel point, one expects to see a crossover from an algebraic decay at intermediate times to a stretched exponential decay at asymptotically large times. The experimental values for k, the critical exponent of the viscosity, vary in the range 0.7рkр1.4. The origin of the scatter in the experimental data is not clear. One possible explanation is the size of the critical region, which is known to depend on the degree of polymerization. Hence experiments with different samples have to cope with different sizes of the critical region and possibly strong crossover effects.
In this paper we study the simplest dynamic model-Rouse dynamics-in the presence of a time-dependent shear flow by means of analytical calculations and numerical simulations. Within this model, the frequency-dependent stress relaxation is completely determined by the spectral properties of the connectivity matrix ⌫, which specifies which monomers are cross-linked. As a function of the total concentration of cross-links c, one observes in general a percolation transition at a critical concentration c crit , such that for cϽc crit no macroscopic clusters of connected particles exist, whereas for cϾc crit the system percolates. In the context of gelation the fraction of sites in the macroscopic cluster has been identified with the gel fraction and the percolation transition has been shown to mark the onset of solidification ͓7͔.
The connectivity matrix ⌫ is a positive semidefinite, random matrix, which has been studied in various contexts, e.g., diluted ferromagnets, diffusion in sparsely connected spaces ͓8͔, anomalous relaxation in glassy systems, and localization ͓9͔. In all cases the system consists of N vertices ͑monomers in the context of gelation͒ which are connected by cN edges ͑cross-links͒. A given realization of the connectivity matrix can be decomposed into connected components or clusters. Each cluster has one zero eigenvalue that describes the diffusive motion of the center of mass of the cluster. The remaining nonzero eigenvalues determine the stress relaxation function and are discussed in this paper. In the simplest case *Deceased.
͑mean field͒ one chooses the edges independently out of all possible N(NϪ1)/2 edges. The density of eigenvalues can be computed analytically for the above simple distribution and has been discussed in Refs. ͓8,9͔ in the percolating regime, i.e., cуc crit . In this paper we focus on the range cрc crit , which corresponds to the sol phase and the critical point. For cross-links of unit strength the spectrum of ⌫ is shown to consist of ␦ functions only, whereas it is smooth for fluctuating cross-link strength. In both cases the spectrum goes to zero for small eigenvalues as a Lifshitz singularity for all cϽc crit . The spectrum determines the time-dependent stress relaxation function (t). All characteristic features of (t) as discussed in the first paragraph above are reproduced by the mean-field model. The stretched exponential decay for long times can be traced back to the Lifshitz singularity of the spectrum for small eigenvalues. At the critical point, the spectrum approaches a finite value for small eigenvalues, giving rise to a logarithmic divergence of the static shear viscosity in agreement with previous studies. In mean-field theory the exponents are found to be ␤ϭ1/3, ⌬ϭ1, and zϭ3. These results have been confirmed by numerical diagonalization of the connectivity matrix ⌫.
The last approach can be extended to finite-dimensional connectivities, corresponding to two-and three-dimensional percolation. The stress relaxation function is found to decay algebraically at the critical point, i.e., (t)ϳt Ϫ⌬ with ⌬Ϸ0.74 (dϭ2) and ⌬Ϸ0.83 (dϭ3). In the sol phase one observes a crossover from algebraic decay at intermediate times to stretched exponential decay at long times. The numerically determined spectra can also be used to compute the static shear viscosity. We find for the critical exponent kϷ1. 19 (dϭ2) and kϭ0.75 (dϭ3). These values are in reasonable agreement with a scaling relation ͓10͔ based on an exact correspondence between the viscosity and the resistance of a random resistor network. Using high precision data ͓11,12͔ for the conductivity exponent of the latter, one obtains kϷ1.17 (dϭ2) and kϷ0.71 (dϭ3).
The paper is organized as follows. In the following section ͑Sec. II͒ we introduce the dynamic model and the observables that we want to discuss and that can be related to the spectrum of eigenvalues of the connectivity matrix. In Sec. III we present the analytical calculations for the meanfield distribution of cross-links. We briefly review the derivation of a self-consistent equation for the spectrum, which was previously given by Bray and Rodgers ͓8͔. We then go on to discuss the appearance of Lifshitz tails for small eigenvalues. For cross-links of unit strength the spectrum is shown to consist of a countable set of ␦ peaks. We present an analytical scheme to systematically compute the spectrum by iteration. We also consider cross-links of fluctuating strength, for which the spectrum is continuous and can be obtained by standard numerical means from the self-consistent integral equation. In Sec. IV we present results from a numerical diagonalization of random connectivity matrices. We first compute the spectrum for a mean-field distribution of crosslinks and compare it to the analytical results. Next, cluster distributions of random bond percolation in two and three dimensions are considered. Data for the stress relaxation function are presented as well as finite-size scaling plots for the static shear viscosity. We summarize our results in Sec. V. Some detailed calculations have been deferred to Appendixes.
Our paper is an extension of previous work, in which we discussed the static shear viscosity ͓10,13͔ and self-diffusion ͓14͔ in the sol phase as well as at the gelation transition. There it was shown that the long time limit of the incoherent scattering function is determined by the zero eigenvalues of the connectivity matrix, and the static shear viscosity is determined by the trace of the Moore-Penrose inverse of the connectivity matrix. Here we focus on the full spectrum of eigenvalues, which also determines the decay of the stress relaxation at finite times.
II. MODEL AND OBSERVABLES
We consider a system of N identical Brownian particles, each characterized by its time-dependent position vector R i (t) (iϭ1, . . . ,N) in d-dimensional space of volume V, i.e., with density ϭN/V. M permanent cross-links are introduced between randomly chosen pairs of particles (i e ,i e Ј), resulting in a cross-link concentration cϭM /N. These crosslinks are modeled by a harmonic potential Uª d
whose overall strength is controlled by the parameter aϾ0. We use units of energy such that k B Tϭ1 and allow for fluctuations in the strength of cross-links by introducing the parameter e . Cross-links of uniform strength correspond to all e ϭ1. In general each cross-link e is assigned independently a random strength e according to the distribution p(). The connectivity of the particles is specified by the connectivity matrix
͑3͒
in terms of which the potential
As usual ␦ i j denotes the Kronecker symbol, i.e., ␦ i j ϭ1 for iϭ j and zero otherwise.
We consider purely relaxational dynamics in an externally applied space-and time-dependent velocity field v ext ␣ (r,t):
Gaussian noise . The relaxation constant is denoted by . The probability distribution of cross-link configurations G ϭ͕i e ,i e Ј͖ eϭ1 M as well as the probability distribution of crosslink strengths will be specified later.
In Ref. ͓10͔ we computed the shear viscosity in the sol phase for ͑macro͒molecular units of arbitrary internal connectivity. It was shown that the dependence on the cross-link concentration and in particular the critical behavior near the gelation threshold are the same for all ͑macro͒molecular units, as long as we consider identical units with a finite degree of polymerization. We expect the same universal behavior for stress relaxation on long time scales, which are much larger than the longest internal time scale of a single ͑macro͒molecule. Hence we specialize to the simplest units, namely, Brownian particles.
A. Relaxation of shear stress
We aim at the computation of the intrinsic shear stress ␣␤ (t) as a function of the shear rate (t). For the simple shear flow ͑5͒, a linear response relation
is valid for arbitrary strengths of the shear rate (t). The linear response or shear relaxation function (t) is given in terms of the connectivity matrix as explained in detail in Ref. ͓13͔, ͑t ͒ϭ
The matrix E 0 denotes the projector onto the subspace of zero eigenvalues of ⌫ ͑see Ref. ͓10͔͒. For a time-independent shear rate (t)ϭ, the stress tensor is time independent and related to the shear rate ϭ via the static shear viscosity, given by Ref
B. Self-diffusion
To discuss self-diffusion we set the externally applied velocity field to zero and focus on the incoherent scattering function
S͑q,t ͒ª lim
We note that R i (tϩT)ϪR i (t) is a Gaussian Markov process whose distribution in the limit T→ϱ is characterized by a vanishing mean and the covariance function
Performing the integral in Eq. ͑11͒ leads to
͑12͒
The matrix ⌫ is non-negative by inspection ͓see Eq. ͑2͔͒, as it should be to ensure relaxation to equilibrium. The scattering function as well as the time delayed displacement can be expressed in terms of G ii Ј (t) via
and C͑t ͒ϭ 1
C. Density of eigenvalues
All dynamic quantities of interest have been expressed in terms of ⌫. Accordingly, once we know the eigenvalues ͕␥ i ͖ iϭ1 N and eigenvectors of this matrix, we can compute dynamic observables for arbitrary times. In the following, we shall discuss the density of eigenvalues
for several cross-link distributions. Here the overbar denotes the average over cross-link realizations. If one splits off the zero eigenvalues, D tot (␥) can be written as
where D(␥) is normalized to 1 and contains only the nonzero eigenvalues. If we group the particles into clusters, the eigenspace of modes with zero eigenvalues corresponds to vectors that are constant within one cluster ͓14͔. In other words, there is one zero eigenvalue for each cluster and the dimension of the null space is just the number of clusters N cl . The weight of zero eigenvalues is simply given by the density of clusters, i.e., T 0 (c)ϭN cl /N.
We restrict ourselves to the density of eigenvalues and do not attempt to compute eigenvectors, which is in general more difficult. Hence, we can compute only observables that can be written as ( 
where f is an arbitrary function of ⌫. The incoherent scattering function is not of this form ͓Eq. ͑13͔͒, whereas the stress relaxation function is
The zero eigenvalues are not to be included in the integration, due to the term 1ϪE 0 in Eq. ͑7͒. Analogously, the averaged viscosity is given by
In the same way, the disorder averaged, time delayed displacement is determined by
It can also be expressed as an integral over the timedependent response function,
III. MEAN FIELD THEORY
We consider first the simplest distribution of cross-links, which ignores all correlations between cross-links, i.e., the cross-links are chosen independently of each other and each pair (i e ,i e Ј) of particle indices is realized with equal probability. As shown in Ref. ͓15͔ the particle clusters exhibit the analog of a percolation transition at a critical cross-link concentration c crit ϭ1/2. Below this concentration there is no macroscopic cluster and almost all finite clusters are trees. The average number of tree clusters T n with n particles is given in the macroscopic limit by
In particular the total number of clusters per particle is
These results are independent of the distribution of cross-link strengths, p().
To compute the density of eigenvalues we introduce the resolvent
for complex argument ⍀ϭ␥ϩi⑀,⑀Ͼ0. In the limit ⑀→0, we recover the spectrum from the imaginary part of the resolvent according to
It can be inferred from Eq. ͑15͒ that, conversely,
A. Disorder average by replicas
Bray and Rodgers ͓8͔ have shown how to reduce the computation of D tot (␥) for cross-links of unit strength ͑i.e., all e ϭ1) to the solution of a nonlinear integral equation. Their derivation is easily generalized to cross-links of strength that fluctuates according to a given distribution p(). We restrict ourselves to distributions p() such that
holds. It will be shown below ͓see Eq. ͑37͔͒ that this condition is necessary to ensure a finite viscosity in the sol phase. Following Bray and Rodgers we introduce a generating function
͑27͒
which determines the resolvent, according to
The average over the disorder is performed with the replica trick, resulting in
We assume that the connectivity is intensive, lim N→ϱ (c/N) ϭ0, and have introduced the notation i ϭ( i 1 , i 2 , . . . , i n ) for n-times-replicated variables. In the next step one decouples different sites as shown in Ref. ͓8͔ and performs a saddle-point approximation for large N. This gives rise to a self-consistent equation for a function g ⍀ (x ),
͑30͒ which in turn determines the resolvent according to
In the last step of the calculation one assumes a replicasymmetric solution for the saddle-point equation:
The limit n→0 can then be performed resulting in the following nonlinear integral equation for g ⍀ () ͓cf. Eqs.
with g ⍀ (0)ϭ2c. Here I (z) are the modified Bessel functions of the first kind. The solution of Eq. ͑33͒ yields the resolvent
and the density of eigenvalues
B. Moments and Lifshitz tails
If all inverse moments M n of the density of nonzero eigenvalues M n ª͐ 0 ϱ d␥␥ Ϫn D(␥), nN, exist, one can derive the following asymptotic expansion of the resolvent:
by expanding the denominator in Eq. ͑25͒ in a geometric series. As we show in Appendix A, the lowest moments are given explicitly by
and
with P n ª͐ 0 ϱ d Ϫn p(). We are interested in the small eigenvalues that are due to the geometry of the clusters and not due to the appearance of weak links. Hence we confine ourselves to distributions such that weak cross-links are unlikely to occur. More precisely we require
The divergence of the moments, M 1 and M 2 , suggests a Lifshitz tail of the density of states of the form
since for positive this ansatz implies for the inverse moments M n ϰ͑1Ϫ2c ͒ Ϫ3(nϪ1) , c↑ 1 2 . ͑41͒
Bray and Rodgers have given a heuristic argument in favor of the ansatz ͑40͒ with ϭ1/2. They argue that out of all clusters for given n the linear one has the smallest eigenvalue, namely, ␥ min ϭ␥ 0 n Ϫ2 . There is just one linear cluster for given n, so that its contribution to the spectrum is
Arbitrary finite clusters may be attached to the chain without altering the dependence of the smallest eigenvalue on the length of the chain. If a finite cluster of mass m i is attached to site i of the linear chain, the smallest eigenvalue is ␥ min ϭ␥ 0 /m i n 2 . Replacing
leads to ␥ min ϭ␥ 0 (1Ϫ2c)/n 2 . The number of clusters contributing to D(␥) for small ␥ is much larger if attachments are taken into account: The probability of finding a chain of length n, regardless of attachments, is given by (2c) n . Hence the density of eigenvalues is estimated as
͑44͒
Here, we have expanded ln(2c)ϳ2cϪ1 for c sufficiently close to its critical value c crit ϭ1/2 to obtain the Lifshitz tail near criticality. In Appendix A 3 we derive rigorous upper and lower bounds for D(␥), which prove that D(␥) has indeed a Lifshitz tail of the form D(␥)ϳexp͓Ϫͱh(c)/␥͔. We are unable to derive the dependence of h(c) on crosslink concentration c, which is, however, suggested by the lowest order moments ͑38͒ and ͑74͒.
In the following two subsections we shall discuss two special choices for p(). In the first case all cross-links are of unit strength, giving rise to a point spectrum. In the second case the strength of the cross-links fluctuates according to p()ϭexp(Ϫ1/)/ 2 . The integral equation ͑33͒ simplifies considerably for this distribution and allows for a solution by iteration.
C. Exact solution of the integral equation for uniform crosslink strengths
For cross-links of unit strength, the integral equation ͑33͒ reduces to Eq. ͑16͒ in Ref. ͓8͔ ,
The second equality follows from a substitution x→x and from the basic relation between the Bessel functions of the first kind J and the modified Bessel functions I , in particular, I 1 (x)ϭϪiJ 1 (ix).
To get some feeling for the spectrum of eigenvalues, we first consider the case of small c. We then have predominantly small clusters, i.e., single particles, dimers, trimers, etc. The connectivity matrix of a dimer has eigenvalues 1 ϭ0, 2 ϭ2. A linear chain of three particles has eigenvalues ͕0,1,3͖, a linear chain of four particles has eigenvalues ͕0,2,2ϩ ͱ2,2Ϫͱ2 ͖, and a star with three legs has eigenvalues ͕0,1,4͖. These are the only trees up to O(c 3 ). Hence in this order the spectrum consists of ␦ functions at the above eigenvalues, with each cluster contributing to the weight of the ␦ functions according to its frequency of occurrence. Next we show that ␦ functions in the spectrum correspond to Gaussian functions g ⍀ (). The ansatz
where zϭz(⍀) is an arbitrary function of ⍀ϭ␥ϩi⑀ with Im͕z͖Ͻ0 for ⑀Ͼ0, leads to G(⍀)ϭϪ1ϩa/z. In the limit Im͕z͖→0 each zero ␥ i of Re͕z(␥ i )͖ϭ0 gives rise to a ␦ function in the spectrum,
Next, we construct an approximation to the integral equation ͑45͒ by successive iteration. We start with
The first step of the iteration gives
since the integral on the right-hand side can be calculated exactly ͓16͔. The spectrum consists of a ␦ function at ␥ ϭ0, D 1 (␥)ϭ␦(␥). The next step of the iteration gives
by Taylor expansion of the exponential of g 1 ⍀ (x/). Again, the integrals appearing in Eq. ͑52͒ can be computed exactly, yielding
͑54͒
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Note that ͚ kϭ0 ϱ a k (2) ϭ1. In this iteration, the spectrum is given by
Next, we consider a general ansatz for g i ⍀ of the form
L is an arbitrary positive integer and will be allowed to tend to ϱ below. We insert the ansatz ͑56͒ into Eq. ͑45͒ and use a similar Taylor expansion as above to obtain
͑57͒
When we now let L→ϱ, we get the expression g iϩ1
. ͑60͒
We use the notation (l k ) to denote a whole sequence of nonnegative integers, while l k ͑without parentheses͒ denotes the kth element of the sequence. Out of all possible such sequences we only need those with a finite number of nonzero elements. This is because a k (i) →0 as k→ϱ, and thus ͟ kϭ0 ϱ (2ca k (i) ) l k /l k !ϭ0 if there were infinitely many nonzero elements in (l k ). The set of all sequences with a finite number of nonzero elements is denoted by ͕(l k )͖. The summation in Eq. ͑58͒ thus goes over a countable set and therefore g iϩ1 ⍀ () is of the same functional form as g i ⍀ (). It is easy to see that ͚ ͕(l k )͖ a (l k ) (iϩ1) ϭ1 holds also for the next iteration.
Since g 2 ⍀ () is an expression of the form of Eq. ͑56͒, it follows by induction that all g i ⍀ (), iу2, are of the same form. This observation enables us to write down fix-point equations for the coefficients a and the exponential prefactors z:
As shown in Appendix B, these equations can be solved if the indices on the left-and right-hand sides are matched by mapping the sequence (l k ) that appears as index on the lefthand side onto a simple number nϭ ͚ k l k M k with some positive integer M. Afterwards, M is taken to infinity. In the process, a new structure of the coefficients a and z emerges: each pair of coefficients (a i ,z i ) falls into one of infinitely many ''classes'' of increasing complexity. The first three classes are given by the following expressions ͑the upper index denotes the class͒; the general form can be found in Appendix B:
͑64͒
Note that the expression for a higher class automatically contains all of the lower classes as well if the lower-class expressions are recursively inserted, e.g., a 1,0,0, . . .
2
ϭe Ϫ2c (2ca 0 1 ) 1 /1!ϭa 1 1 . This remains true in the general case. For higher classes, the indices become more complicated, e.g., for class 3 it is necessary to use (l (k i ) ) as index on the left hand side. As a shorthand, however, it is convenient to use the notation (l k ) or just k even for the higher classes. It is then understood that k itself may stand for a more complicated object like a nested sequence. See Appendix B for details.
We mention the result that s m , the sum over all a from classes 0 to m, is given by
ϭexp͕Ϫ2c͑1Ϫs mϪ1 ͖͒, ͑65͒ and s 0 ϭe Ϫ2c ͑66͒
As long as cϽ 1 2 , the corresponding fix-point equation s ϭe Ϫ2c(1Ϫs) has a stable fixpoint at sϭ1, which implies lim m→ϱ s m ϭ1, as it should be. The quantity 1Ϫs m is therefore a measure for the quality of an approximation that only goes up to class m. We can conclude that for small c only a few classes are sufficient whereas for c close to 1 2 consider-ably more are needed. For cϾ 1 2 , the fix point becomes unstable, indicating that the iteration no longer converges to the full solution of the integral equation due to the appearance of the infinite cluster.
Implications for the density of states
Making use of the solution just constructed, the resolvent can be written as
Here, inclusion of a's and z's from classes lower than m in a k m and z k m has been implied as explained above. Analogous to Eq. ͑47͒, this results in the exact density of states
that is, a sum of ␦ peaks located at the roots ␥ ki m of the respective z k m (␥) with weight factors a k m ͉(‫ץ‬z k m ‫␥()␥ץ/‬ ki m )͉ Ϫ1 . It can be proved with Cauchy's integration theorem applied to (z (l k ) m ) Ϫ1 and Eq. ͑64͒ or the more general expression from
holds for every z k m . This property guarantees that the total weight of all peaks in the spectrum is 1 ͑recall that the sum of all a's is also 1͒. There is no continuous part of the spectrum, but this would change for cϾ 1 2 due to the appearance of an infinite cluster.
It is impossible to find the roots of all z m but classes 0 and 1 can be solved exactly. We deduce from Eq. ͑62͒ that the roots of z n 1 are located at ␥ n,1 ϭ0 and ␥ n,2 ϭnϩ1. The weight factors are easily computed as 1/(nϩ1) for the peak at 0 and n/(nϩ1) for the peak at nϩ1. The density of eigenvalues including class 0 and 1 then reads
Note that this is different from the result of the second iteration, Eq. ͑55͒, although it contains the same peaks. Another consequence of the exact solution of the integral equation is that the density of states does not show scaling behavior with respect to c, i.e., it cannot be written in the form D tot (␥)ϳ f "␥/␥*(c)… with some typical ␥*(c). This follows from the fact that the positions of the peaks are given by the roots of the z's, which are independent of c, and only the weights of the peaks depend on c. This can obviously never result in an exact scaling form: if scaling were valid, a small change of ␥* would result in a small shift of the peak positions, but they must stay fixed. It will be shown below for fluctuating cross-link strengths that numerical solutions for the eigenvalue density indicate that not even an approxi-mate scaling relation holds. This view will furthermore be supported by the results of the numerical diagonalization of random matrices for different types of system.
To conclude the discussion of the density of states for uniform cross-link strengths, the spectrum from the iterative solution of the integral equation is compared with results from numerical diagonalization of ⌫ ͑for details see Sec. IV below͒. Figure 1 shows the numerically computed spectrum for cϭ0.1. Note that there is a peak at ␥ϭ1, which is not present in Eq. ͑69͒. This ''missing peak '' can be found only in higher classes, e.g., in z 0,1,0, . . .
Other roots that can easily be identified with peaks in the numerical results are at 2Ϯͱ2 ͑stemming from z 1,1,0, . . .
2
) or at 5/2Ϯͱ5/2 ͑stemming from z 0,2,0, . . .
). Figure 2 shows a direct comparison between the same numerical simulation and a few explicitly calculated peaks from classes up to class 3. The agreement regarding the position of the peaks is excellent but some weight is still missing from some of the peaks. This weight is expected to be FIG. 2. Comparison between the simulation ͑solid lines͒ and some selected peaks calculated from the exact solution ͑dashed lines͒ for cϭ0.1. The analytical peaks have been slightly shifted to the right for better comparison, otherwise they would be indistinguishable from the numerical peaks. found in higher classes and/or in different z's which happen to have a root at the same position.
D. Numerical integration for special p"…
The integral equation ͑33͒ simplifies considerably for a special choice of p(), namely,
͑70͒
implying P n ϭn! Inserting the ansatz g ⍀ ()ϭ: f ⍀ ( 2 /2) into Eq. ͑34͒ leads to the following representation:
where f ⍀ (x) is the solution of the ordinary differential equation ͑see Appendix A 2 for details͒
This allows one to write down the general term in the asymptotic expansion of G(⍀) for small ⍀. Close to the critical point the lowest order moments are explicitly given by
giving additional support to the conjecture about the Lifshitz tail Eq. ͑40͒. For a numerical evaluation of G(⍀) it is more convenient to rewrite Eq. ͑33͒ in the form
͑77͒
since in this representation the integrands do not depend on and the numerical integration thus needs to be done only once per iteration, resulting in time and memory requirements only of the order of the number of integration grid points. This allows for high precision computations of g ⍀ (), G(⍀), and D(␥). Figures 3 and 4 show the results for the density of eigenvalues from a numerical integration of Eq. ͑77͒ using a Padé approximation in order to extrapolate ⍀ϭ␥ϩi⑀ to ⑀ϭ0. There are several noteworthy points to be seen in these figures:
First, we expect to see Lifshitz tails for all c, 0ϽcϽ1/2, for asymptotically small ␥. Precisely at the critical point D(␥) goes to a constant as ␥→0. For cross-link concentrations close to the critical one, we expect to see a crossover between an approximately constant region at intermediate ␥ to a Lifshitz tail at very small ␥. Since small values of ␥ are hard to access numerically, this crossover makes it difficult to observe the Lifshitz tail, except possibly for small c. For intermediate c the data in Fig. 4 can be described approximately by a straight line but with a slope different from Ϫ 1 2 . This property will be confirmed by the results from the numerical diagonalization presented below. The lines are the analytical results ͓i.e., the results from the numerical solution of Eq. ͑77͔͒ while the data from the numerical diagonalization are shown by the symbols.
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A second remarkable point is that the density of states as seen in Fig. 3 is clearly not suited to a scaling ansatz. There are ͑at least͒ two different scales contained in the plot: the first is the drop-off length ␥ 0 (c) which describes the scale on which D(␥) goes to 0 for small ␥, the other is the position of the maximum, ␥ max (c). While ␥ 0 goes to 0 for c→ 1 2 , ␥ max evidently does not; these two features together are obviously incompatible with a scaling ansatz of the form D(␥) ϳ f "␥/␥*(c)… with some typical ␥*. This finding is in agreement with the observation from the exact solution for uniform cross-link strength where scaling was not possible either. Here, however, the statement is even stronger since even an approximate scaling relation is ruled out. Note the peculiar feature that a second maximum appears in D(␥) for small ␥ at the percolation threshold cϭ 1 2 . This is not an artifact and is confirmed by the numerical diagonalization as shown in the figure. It may even indicate the presence of a third scale since the emergence of a maximum can already be suspected in the curves for smaller c.
E. Stress relaxation
The characteristic features of the spectrum as discussed above have important consequences for the stress relaxation function. In particular, the Lifshitz tail in the spectrum gives rise to an anomalous long time decay of the stress relaxation function in the sol phase for all cϽc crit . The true asymptotic behavior of D(␥)ϳexp͓Ϫͱh(c)/␥͔, which is proven rigorously in Appendix A 3, implies (t)ϳexp͓Ϫ(t/*) ␤ ͔ with ␤ ϭ1/3. However, we are unable to estimate the timescale needed to reach the asymptotic regime. For smaller times, the stress relaxation function is characterized by effective exponents, just as the spectra in Fig. 4 can be fitted to Lifshitz tails with effective exponents that depend on cross-link concentration c.
The divergence of the time scale *(⑀)ϳ⑀ Ϫz is determined by the function h(c). The expansion of the resolvent for small ⍀ suggests zϭ3. At the critical point the density of eigenvalues is constant as ␥→0, implying a logarithmic di-vergence of the static shear viscosity and (t)ϳt Ϫ⌬ with ⌬ϭ1.
The absence of scaling in the density of states is also relevant for the stress relaxation function. The presence of more than one characteristic scale for the eigenvalues implies more than one characteristic time scale for the stress relaxation function. As a consequence, the stress relaxation function does not scale either. This point will be discussed further below in the context of numerical diagonalization of the connectivity matrix. Attempts to scale data for the time dependent stress relaxation function fail ͑see Fig. 14 below͒. 
IV. NUMERICAL DIAGONALIZATION

A. Numerical methods
In this section the eigenvalue densities D(␥) of three different types of random network are studied numerically: mean-field ͑MF͒ networks as well as two-and threedimensional simple square/cubic grids. For the first case, cross-links are allowed for all pairs i, j of nodes while for the other networks only cross-links between neighboring nodes may appear. For the finite-dimensional grids we apply periodic boundary conditions in all directions. The size of the networks is denoted by N, with NϭL d (dϭ2,3) for the finite-dimensional cases. For the numerical treatment, we consider random graphs with a fixed number M of vertices, i.e. the cross-link concentration is cϭM /N. Every cross-link has the same probability of occurrence. For the implementation of the graphs on the computer, the LEDA library ͓17͔ was used. Network sizes up to Nϭ10 000 ͑MF͒, Nϭ3136 (d ϭ2) and Nϭ4096 (dϭ3) were studied. For each system size up to 10 4 different realizations of the disorder were considered ͑1000 for the largest sizes͒. Different concentrations of the cross-links between 0 and the percolation threshold c crit were treated, where c crit (MF)ϭ1/2, c crit (dϭ2)ϭ1, and c crit (dϭ3)Ϸ0.7464 ͓18͔.
We consider the same two cases regarding the strength of the cross-links as above: Either all cross-links have the same strength ϭ1 or their strengths are distributed randomly with the probability density given in Eq. ͑70͒. Numerically, the random values for the strengths of the cross-links are drawn using the inversion method ͓19͔. A random number r is drawn that is uniformly distributed in ͓0,1͔. Then the values of ªϪ1/ln r are distributed according to ͑70͒. For testing purposes also some systems were studied where the strengths were uniformly distributed in the interval ͓0.5,1.5͔. In all cases no significant deviations of the measurable quantities for different distributions could be observed. The main difference is that for cross-links of unit strength the distribution D(␥) of the eigenvalues is dominated by a sum of ␦ peaks below the percolation threshold while for cross-links of continuous strength the distribution D(␥) is purely continuous ͑see below͒.
The numerical method works as follows. Random networks are created, with constant or random cross-link strengths as needed. Then, for each graph the connected components are determined ͓20͔. For each connected component the connectivity matrix is calculated, which is a real symmetric matrix. Therefore, for determining its eigenvalues the QR algorithm and the Householder method ͓21͔ can be applied. Next, the eigenvalues are sorted in increasing order.
Each connected component has one smallest eigenvalue 0. Because of numerical errors usually the smallest eigenvalue is not zero but quite small, depending on the distribution of the strengths of the cross-links. Consequently, the smallest eigenvalue is assigned the value zero. Finally, the eigenvalues of all components are collected, sorted again, and stored for further evaluation for each realization of the network.
B. Results for the mean-field system
First, we consider the density D(␥) of nonzero eigenvalues for the mean-field network at the percolation threshold cϭ1/2. Data for the case p()ϭ␦(Ϫ1) have already been presented in Fig. 1 . Here we consider the case where the strengths of the cross-links are distributed according Eq. ͑70͒. In Fig. 5 the resulting density is shown for different system sizes together with the analytical result ͓obtained from the numerical solution of Eq. ͑77͔͒. It can be seen that the size Nϭ10 000 is already sufficient to reproduce the analytical behavior for a large range of eigenvalues. In particular, the ''dip'' near ␥ϭ0.15 is validated by the numerical data ͑see inset͒. Because of the finite system sizes, arbitrarily small eigenvalues cannot be found; thus the numerics disagree with the analytical result in that region. Nevertheless, the analytical result lim ␥→0 D(␥)Ͼ0 can indeed be confirmed by extrapolating the numerical data to infinite system size.
The spectrum D(␥) for different cross-link concentrations c is presented in Fig. 3 . Once more, the numerical (N ϭ10 000) and the analytical results agree very well. For small ␥, the logarithm of the spectrum should behave as ϳϪ␥ Ϫ1/2 ͑Lifshitz tail͒. Figure 6 shows the logarithm of D(␥) in a double logarithmic plot in complete analogy to Fig. 4 . Presumably, the system size of Nϭ10 000 is still too small in order to observe the asymptotic behavior of the density of states for small eigenvalues.
C. Results for finite-dimensional systems
Next, we consider three-dimensional systems, which are believed to describe real polymer networks more appropriately. The density of eigenvalues for the case where all crosslinks have the same strength, p()ϭ␦(Ϫ1), is shown in Fig. 7 for Nϭ16 3 and cϭ0.2. As in the mean-field case, a collection of ␦-peaks is obtained. Since this kind of distribution is more difficult to analyze, we turn again to the model where the strengths of the bonds have the distribution ͑70͒. Results for the largest system size Nϭ16 3 and different cross-link concentrations are shown in Fig. 8 . Below the percolation transition c crit Ϸ0.7464 the distribution exhibits a maximum and converges to 0 for small eigenvalues, similar to the mean-field case. At the transition, D(␥) diverges as ␥→0 ͑see also inset͒. Below we will show that this behavior changes the divergence of the viscosity near the percolation threshold. The eigenvalue densities for the two-dimensional network look qualitatively similar and are therefore not shown here. The true asymptotic behavior as ␥→0 is difficult to access, just as in the mean-field case.
The changes in the spectrum as compared to the meanfield case also affect the stress relaxation, which we investigate next. First, the viscosity given by
is considered. Here, irrelevant prefactors have been omitted for simplicity; see Eq. ͑18͒ for the complete expression. In the numerical calculation we compute The result for the three-dimensional case (kϭ0.75)is slightly worse in comparison with kϳ0.71 ͓10,12͔. The reason is that here only small system sizes up to 20 3 could be treated due to the fact that all eigenvalues are calculated. If one is only interested in k, it is computationally less expensive to compute the Moore-Penrose inverse of the connectivity matrix. Thereby one might be able to study system sizes as large as those used in Ref. ͓12͔ . For the realizations treated here, we have checked other characteristic results concerning the percolation transition, like the critical exponent , which describes the behavior of the cluster-size distribution. The finite-size scaling plots have a poor quality for this quantity, too, resulting in a rather low precision of the exponent values. Additionally, we have observed a systematic drift in our results: By including even smaller system sizes, the scaling plot results in kϭ0.89, which differs even more from the value obtained before. Consequently, we believe that larger system sizes are needed, to obtain a more reliable result for k via numerical diagonalization of random connectivity matrices.
Next, the behavior of the stress relaxation function ͑again omitting irrelevant prefactors and using dimensionless time 2dt/a 2 →t)
was investigated; see Eq. ͑17͒ for the complete expression. The functions were obtained by first calculating D(␥) and then numerically integrating it. It would take too much time on the computer to first calculate (t) for each realization by directly summing up the contributions and then average over the disorder. Here, we have investigated systems with continuously distributed cross-link strengths because they result in continuous eigenvalue densities where it is easier to obtain stable numerical data. In Fig. 11 the numerical results for the mean-field network, the dϭ2 and the dϭ3 models for the largest sizes (cϭc crit ) are shown. As mentioned before, the numerical simulations are restricted to finite sizes of the networks and to a finite number of realizations of the disorder. Therefore, the eigenvalue densities D(␥) always have a smallest eigenvalue ␥ min with D(␥)ϭ0 for ␥Ͻ␥ min . Consequently, the long-time behavior is dominated by an exponential decrease exp(Ϫ␥ min t), irrespective of the true form of (t). This results in a negative curvature in the double-logarithmic plot for long times. Thus, in the numerical results, the asymptotic form of the relaxation function is visible only for intermediate times ͑see Fig. 11͒ . At cϭc crit a (t)ϳt Ϫ⌬ behavior is expected. By fitting we obtain ⌬ϭ1.029(5) ͑mean field͒, ⌬ϭ0.830(2) (dϭ3), and ⌬ϭ0.741(2) (dϭ2). The result for the mean-field case is known exactly to be ⌬ϭ1. The discrepancy is again due to the finite sizes of the networks: Indeed, we have observed that for smaller networks a value of the exponent is obtained that is even larger. So the result ⌬ϭ1 seems to be confirmed. The value for the threedimensional grid is compatible with the large range of results obtained in experiments ͓5͔.
The stress relaxation function (t) for different concentrations c of the cross-links is shown in Figs. 12 ͑mean field͒ and 13 (dϭ3). In both cases we find exponential decay for the longest times due to finite system size. For intermediate times a stretched exponential behavior (t)ϳexp͓Ϫ(t/) ␤ ͔ is visible. At least for finite system sizes the exponent ␤ seems to be nonuniversal; we find values ranging from ␤ϭ0.5 for small cross-link concentrations down to ␤ϭ0.2 close to the percolation threshold. We suspect that the accessible times are too short to see the true asymptotic behavior, which at least in mean-field theory is known to be a stretched exponential with exponent ␤ϭ1/3, resulting from the Lifshitz tail in the density of states. For small times (t) decreases like t Ϫ⌬ and (0)ϭ1 by definition. FIG. 11 . Stress relaxation function (t) at the the critical concentration cϭc crit for the three types of model considered here, with continuously distributed strengths of the cross-links in all three cases. Shown are the results for the largest sizes that could be treated with sufficient accuracy. For the part of the long-time behavior which is accessible to the numerical simulations, a (t) ϳt Ϫ⌬ behavior is visible. From fitting we obtain ⌬ϭ1.029 ͑mean field͒, ⌬ϭ0.830(2) (dϭ3), and ⌬ϭ0.741(2) (dϭ2). Moreover, this variation of the exponent ␤ makes it impossible to observe a scaling form (t)ϳt Ϫ⌬ g(t/), where is a typical time scale that diverges like ϳ(c crit Ϫc) Ϫz when approaching the percolation threshold. For the mean-field network, the expectations from the Lifshitz tails are zϭ3 and ⌬ϭ1, while g(t) is the stretched exponential function, but we have already mentioned that there seems to be no scaling possible due to the existence of more than one scale. In Fig. 14 a scaling plot of (t) is shown. (t)t ⌬ is plotted against tϫ(c crit Ϫc) z for mean-field networks of different concentrations c. We have used only the regions below the finite-size asymptotic behavior (␤ϭ1). It can be seen that the quality of the collapse is rather bad, explained by the variation of ␤ with c. One might think that near the transition cϷc crit the scaling may be better. But there the collapse is even worse ͑not shown͒, because even larger systems are necessary to reach the asymptotic regime for the small eigenvalues, as explained before.
For finite-dimensional systems, the quality of the scalingplot is similar. Therefore, it is not possible to make a reliable estimate for the dynamical exponent z in that case.
V. CONCLUSIONS
Within our model, the dynamics of a cross-linked polymer melt is determined completely by the eigenvalue and eigenvector spectrum of the connectivity matrix ⌫. In this paper we have focused on some properties that are determined by the eigenvalues alone ͑e.g., the stress relaxation function͒ since the eigenvectors are hard to obtain. We have used three different methods to examine the eigenvalue spectrum: first, the construction of an exact solution for the averaged eigenvalue density for a fixed cross-link strength, second, a very precise numerical solution for the case of varying cross-link strengths, and third, a numerical diagonalization of random connectivity matrices.
The first method allowed for some exact results regarding the eigenvalue spectrum. It could be shown that the eigenvalue spectrum consists of a very complicated but countable set of ␦ peaks, some of which could be calculated and compared with results from numerical diagonalization. Furthermore, we showed that the eigenvalue density does not show ͑exact͒ scaling behavior.
The second model of fluctuating cross-link strengths has the advantage that the eigenvalue spectrum becomes a continuous function instead of an inscrutable sum of ␦ peaks.
Additionally, it allowed for a fast numerical integration scheme. From these numerical solutions it could be inferred that the expected Lifshitz-tail behavior for small ␥ seems to set in only for extremely small ␥, smaller than is accessible numerically. For this reason, the stress relaxation function does not show a stretched exponential form with exponent ␤ϭ 1 3 within the accessible time window. Instead, for the times that could be reached, there seems to be a regime where an apparent stretched exponential with a cross-link concentration-dependent and thus nonuniversal ␤ is observed. Furthermore, in numerical evaluations of the eigenvalue spectrum again scaling could not be observed, not even approximately, since at least two, possibly three or more, different ␥ scales with different c dependence could be identified. As a consequence, the stress relaxation function does not scale either.
The third method, numerical diagonalization, confirmed all results obtained so far very well. In particular it showed that the stress relaxation shows stretched exponential behavior with a concentration-dependent exponent ␤ and it showed the failure of scaling of the stress relaxation function. It confirmed, however, the experimental findings that at the critical concentration the stress relaxation function decays algebraically with exponent ⌬. For the mean-field model, both theory and numerics yield the exponent ⌬ϭ1. Furthermore, numerical diagonalization allows for going beyond the mean-field approach. Results were obtained for connectivity matrices on two-and three-dimensional cubic lattices. Unlike the mean-field case, the density of eigenvalues now diverges at the critical concentration as ␥→0, and consequently the viscosity shows a power law divergence as opposed to a logarithmic divergence as seen in the meanfield case. The critical exponent for the viscosity is found to be kϷ1. 19 (dϭ2) and kϷ0.75 (dϭ3). The exponent ⌬ is found to be ⌬Ϸ0.74 (dϭ2) and ⌬Ϸ0.83 (dϭ3). These results are comparable to the experimental findings ͑see the Introduction͒. If dynamical scaling, Eq. ͑1͒, holds, the critical exponent z is determined by the scaling relation ⌬ϭ(z Ϫk)/z, which gives zϷ4, also in good agreement with experiments.
The Rouse model has some limitations: Excluded volume effects, hydrodynamic interactions, and entanglement are naturally beyond its scope. Hence we consider our work as a first step toward a quantitative analysis of stress relaxation in polymer gels and are presently working on extensions of the dynamic model to include hydrodynamic as well as excluded volume interactions. The low frequency expansion is derived from an alternative form of the integral equation ͑33͒. We start from Eq. ͑30͒ and recall an integral representation of the n-dimensional Laplacian ͓see also Eqs.
We use this representation in the numerator of Eq. ͑30͒ and take the limit n→0. To evaluate the denominator of Eq. ͑30͒ we observe that lim n→0 ͵ dx f n ͉͑x ͉͒ϭ f 0 ͑ 0 ͒ϩO͑ n ͒.
͑A2͒
Both steps taken together lead to the following selfconsistent equation for g ⍀ ():
͑A3͒
which is of course equivalent to the integral equation ͑33͒, but much better suited for a low frequency expansion.
To that end we rescale variables according to xϭͱ⍀ and ⌿ ⍀ (x)ϭg ⍀ (x/ͱ⍀). The self-consistent equation then reads
͑A4͒
We look for a solution in terms of a power series in ⍀,
The resolvent can then be expressed in terms of ⌿ j (x) as
with P n ϭ͐ 0 ϱ d Ϫn p() as defined after Eq. ͑38͒. The lowest order term obeys the equation
which is solved by
Here W denotes the principal branch of Lambert's W function, defined as the solution of
W͑x ͒exp͓W͑ x ͔͒ϭx. ͑A9͒
From Eq. ͑A7͒ one derives the following property of the lowest order solution:
which allows for an exact computation of the integral
͑A11͒
The next two terms are given by
͑A13͒
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The integrals ͐dxx⌿ j (x) can be performed like Eq. ͑A11͒, using the properties of Lambert's W function. The computations, however, become increasingly tedious, so that higher order terms have been computed only for the special distribution p() ͑see below͒.
Special p"…
We start from Eq. ͑A3͒ and introduce the abbreviation D ªd 2 /d 2 Ϫd/d. For the special choice p() ϭ(1/ 2 )exp(Ϫ1/), one can perform the average over p() analytically,
The resulting differential equation simplifies, if we introduce the function f ⍀ ( 2 /2)ªg ⍀ (),
Introducing the new variable xϭ 2 /2 leads to the differential Eq. ͑72͒ quoted in the main part of the paper. For the low frequency expansion it is convenient to introduce yet another variable, yϭ⍀x, in terms of which the differential equation
͑A16͒
The ansatz h ⍀ (y)ϭ ͚ jϭ0 ϱ (⍀) j h j (y) then yields
͑A17͒
The left hand side is linear in h n (y), so that Eq. ͑A17͒ is easily iterated.
Proof of the existence of a Lifshitz tail in D"␥…
The aim of this Appendix is to prove that the density of eigenvalues D(␥) shows a Lifshitz-tail behavior for ␥→0 and cϽ1/2. For the proof, it is convenient to make use of the eigenvalue distribution function F(␥)ª͐ Ϫϱ ␥ d␥ЈD(␥Ј). This can be done without loss of generality because if F(␥) has a Lifshitz tail, so does D(␥). It will be shown that F(␥) lies between two bounds which, taken together, assert the Lifshitz behavior. For a given realization of a system with N vertices ͑or polymers͒, the corresponding F N (␥) can be written, using a decomposition into the K clusters of the realization,
where ⌫ k is the connectivity matrix of the kth cluster and E 0 k is the projector on the null space of ⌫ k . In the macroscopic limit N→ϱ, this yields
due to self-averaging. The bracket ͗•••͘ means averaging over the set of all numbered trees ͕T n ͖ of size n of which there are n nϪ2 . ⌫(T n ) denotes the connectivity matrix corresponding to the tree T n . The average number of trees of size n per vertex is denoted by n and is given by ͓15͔
according to Stirling's formula with h(c)ϭ2cϪ1Ϫln(2c)
and some function f (n) with 0Ͻ f (n)Ͻ1. The smallest nonzero eigenvalue of ⌫(T n ) is certainly greater than or equal to the smallest nonzero eigenvalue of the linear cluster with n vertices, which is proportional to n Ϫ2 , i.e., ⌫͑T n ͒у ␣ n 2 ͑A21͒ ͑except for the zero eigenvalue͒ with some ␣ independent of n. This results in Tr͓͑1ϪE 0 n ͒⌰"␥Ϫ⌫͑ T n ͒…͔р͑ nϪ1 ͒⌰͑ ␥Ϫ␣/n 2 ͒ ͑A22͒
For ␥→0, the sum can be approximated by an integral,
͑A25͒
This is the lower bound for F(␥).
For the upper bound, Eq. ͑A19͒ will be used again. Explicitly, one has for ␥Ͼ0 BRODERIX, ASPELMEIER, HARTMANN, AND ZIPPELIUS PHYSICAL REVIEW E 64 021404
where the inner sum has been restricted to the set of linear numbered trees ͕L n ͖. There are n!/2 such linear trees, such
Next, the trace, which is a sum of non-negative terms, is estimated by just one of the terms. In particular, Tr͓(1 ϪE 0 n )⌰"␥Ϫ⌫(L n )…͔у⌰(␥Ϫ␣/n 2 ), corresponding to the smallest eigenvalue of L n . This finally gives
for the lower bound. The upper and the lower bound together imply lim ␥→0 ln͉ln͓F͑␥ ͒Ϫ1ϩc͔͉ ͉ln ␥͉ ϭ 1 2 ͑A31͒
or, even stronger,
which is the sought-for Lifshitz-tail behavior.
APPENDIX B: DETAILS OF THE EXACT SOLUTION OF THE INTEGRAL EQUATION
Solution of the integral equation
It is not obvious how to solve the fix-point equations 61, because the coefficients of the ith iteration are labeled by an index, and a subsequent iteration gives rise to coefficients that are labeled by a sequence (l k ). We therefore try to map the sequence (l k ) that appears as index onto a number by writing nª ͚ kϭ0 ϱ l k M k with some M N. For this to be a one-to-one map, we need to restrict all l k to be ϽM . This restriction will be removed later when we let M →ϱ. The sequence (l k ) can be reconstructed from n by writing n in the number system of base M. Let this be indicated by l k ϭ(n) k M . The fix-point equations can now be written down as
The equations for a n can be solved independently from those for z n . We start with a n . Successively solving the system of equations ͑B1͒ by inspection gives a 0 ϭe Ϫ2c , ͑B3͒ a n ϭ Ά e Ϫ2c ͑ 2ca 0 ͒ n n! for 1рnϽM
and so on. The coefficient a 0 is obviously independent of all other a n . This property will be called ''class 0.'' a 1 , . . . ,a M Ϫ1 depend only on a 0 : this will be termed ''class 1. ' ' Analogously, a M , . . . ,a M M Ϫ1 are in class 2 as they depend only on a's from classes 0 and 1. Now we can let M tend to infinity. Classes 0 and 1 are simple ͑the upper index now denotes the class͒:
If we drop the constraint nу1, Eq. ͑B8͒ automatically contains class 0.
For the higher classes, as we are now considering M →ϱ, indexing via a number n is no longer possible. Instead, for class 2, we have to revert to using a finite sequence as index. For class 3, even this is not sufficient and a nested sequence (l (k i ) ) is needed:
If the constraint ͓length of (l k )Ͼ1] is dropped and if the explicit expressions for the a from the lower classes are recursively inserted, all classes up to class 2 are contained in one formula, Eq. ͑B9͒. An analogous statement holds for Eq.
͑B10͒.
In general, for class m, the index will be of the form (l (k (r i ) ) ) with m nesting levels. The general result is thus
With the same reasoning as above we can calculate the z n . We find the same classes, and the results are
. ͑B15͒
Properties of the solution
If one asks for the total weight of a particular peak at, say, some ␥ 0 ͑up to class m), one has to find all finite solutions (l k ) of the diophantic equation
This is possible in some special cases, e.g., for ␥ 0 ϭ1 in class 2. Since z n 1 (1)ϭ1, it follows that Eq. ͑B16͒ is satisfied if and only if exactly one entry of (l k ) equals 1 whereas all the others are 0. Adding up all of the weights yields e Ϫ2c ͓(2ce Ϫ2c Ϫ1)e 2ce Ϫ2c ϩ1͔ as the total weight of ␦(␥ Ϫ1) from class 2.
The z (l k ) m have several noteworthy properties, most of which are easy to prove by induction over m and are therefore listed below without proof.
͑1͒ z (l k ) m is a rational function of ␥ with integer coefficients.
͑2͒ The degree of the numerator is the same as that of the denominator.
͑3͒ The coefficient of the highest power is 1 in both numerator and denominator.
͑4͒ z (l k ) m is a strictly monotonically decreasing function ͑except at its poles͒.
͑5͒ All roots and poles of z (l k ) m are located on the nonnegative real axis.
͑6͒ z (l k ) m has exactly as many poles as roots. Roots and poles alternate, starting with a root at 0.
͑7͒ There is exactly one more root of z (l k ) m than there are
m equals 1. As stated in the text, this can be proved using Cauchy's integration theorem.
Consider now some z (l k ) m and choose (l k ) such that only the nth entry is nonzero. Then we have z 0, . . . ,0,l n ,0, . . . m ϭ ␥Ϫl n z n mϪ1 ␥Ϫ1Ϫl n z n mϪ1 . ͑B17͒
Between two of its poles ͑see the list of properties above͒, z n mϪ1 is a continuous function that maps one to one onto the real numbers; therefore there exists a ␥ l n m in this interval such that z (l k ) m (␥ l n m )ϭ0. Moreover, when l n →ϱ, the ␥ l n m converge to the root ␥ n,i mϪ1 of z n mϪ1 in this interval. Since z n mϪ1 is monotonically decreasing, ␥ l n m Ͻ␥ n,i mϪ1 . This implies that for every peak in the spectrum there are infinitely many other peaks to the left of it in any arbitrarily small interval around this peak. This also applies recursively for each of these satellite peaks. Only the peak at 0 is different: as stated in the list above, all roots of z (l k ) 
I. INTRODUCTION
There has been recent interest' in spin systems in which the exchange interactions are very dilute, but of infinite range, in such a way that the average coordination number is finite. This is achieved by letting the bond occupation probability be p/X, where X is the number of sites. Then the mean coordination number is p.
There are many reasons to study such models. While the finite coordination number is characteristic of systems with short-range interactions, the infinite-range forces lead to exactly soluble models. ' In addition, such models allow one to study the interplay between magnetic order and percolation. ' Finally, the technical problems posed by these models have strong formal similarities with those encountered in many problems of combinatorial optimization, such as graph-partitioning" matching, and traveling-salesman problems.
Our own motivation originally arose from the desire to understand the role of GrifFiths singularities in both the statics and dynamics of dilute spin systems at temperatures between the critical temperatures of the dilute and non-dilute systems (the "GriSths phase"'o). It has been argued" that this temperature regime is characterized by unusual behavior of the spectrum of the inverse I ' of the matrix of susceptibilities. In particular X ' should have eigenvalues arbitrarily close to zero, corresponding to localized eigenstates. The phase transition should occur when the eigenstate at the mobility edge goes soft, i.e. , when the mobility edge reaches zero eigenvalue. "' It would be very nice to be able to construct an exactly soluble model, such as mean-field theory, exhibiting this erat'ect, and dilute, 6nitely coordinated, infinite-range models seem promising. Unfortunately, determination of the matrix 7 ' is itself a di%cult nonlinear problem. Therefore, as a 5rst step, we look at the simpler problem of the eigenvalue spectrum of the exchange matrix J. Note that at high temperatures these matrices are related, ' since ' = TI -/+0 (1/T), where I is the unit matrix.
While the above considerations provide the authors* personal motivation, the eigenvalue spectrum of a 1arge random matrix is an interesting problem in its own right, and has a long history. ' The simplest case is when the elements of the matrix are identically distributed independent random variables with zero mean. For this case one obtains, in the limit of large matrices, the famous "semicircular" distribution of Wigner. ' We recover this result in the limit that the mean "connectivity" p (i.e. , the mean number of nonzero elements per row) of the sparse matrix tends to in6nity. For any finite p, however, we will show that there are states beyond the semicircle, and that the density of states in the tails of the distribution varies as p(p)-(ep/p )" . The outline of the paper is as follows. In Sec. II we present the model, and in Sec. III give its forrnal solution in terms of a nonlinear integral equation. In Sec. IV the integral equation is solved perturbatively to 0 (1/p). The leading term reproduces the semicircle law while the 0 (1/p) correction may be interpreted in terms of a shifted band edge. In perturbation theory, however, there are no states at large eigenvalue. To obtain such states it is necessary to extract a nonperturbative contribution from the integral equation, and this is done in Sec. V. Section VI contains a summary and discussion of the results.
II. THE MODEL
We consider a real, symmetric XXX matrix J whose elements J;. are (up where now p contains implicitly a small positive imaginary part which ensures convergence of the integrals. From Eqs. (2) - (4) one obtains (7) To proceed further, it is necessary to decouple the different sites in (7) Z"! W f} = f Dg exp g g (((, ) This gives the result for a particular realization of the disorder. To make further progress we invoke the replica method to average over the disorder. The average density of states is obtained from Eq. ' . l=(f XPA. ), which is a nonlinear integral equation for g!P }. (15) DENSITY OF STATES OF A SPARSE RANDOM MATRIX Note the generality of the above approach. If Z" is regarded as the replicated partition function for a spin system with "spin variables" I P, . j, then W(P} specifies the spin weight function, while f (x) characterizes the bond distribution.
The random-matrix problem under consideration here is specified by W(P)=(i/2)pg, and f (x)=cos(x) -1.
Inserting these into Eq. (15) , and using (13) '1' (24) To derive the 1/p expansion we observe that higher powers of s in the expansion (23) etc. Note that, according to (24) , the density of states is determined solely by b, . From (25) - (27) one finds ' 1/2 In Sec. IV, Eq. (18) is solved perturbatively in 1/p, while in Sec. V the leading nonperturbative term is extracted. Equation (18) has many similarities to the analogous equation derived by Kim and Harris' for the density of states of a random hopping model on a Cayley tree, and we will follow closely their method of analysis below.
IV. THE LARGE-p EXPANSB3N
In order to facilitate and systematize the large-p expansion it is convenient to make the following changes of variable: 61 ---1 -1- These results can now be inserted into (24) to give The case E =1 must be treated separately, since jc 1 and fc in Eq. (37) give comparable contributions
Choosing the integration contour C as shown in Fig. 1 , where u * is the saddle point of the integrand, gives
+E -2I
Substituting for B, "', r )2, from Eq. (38) , and evaluating I c term by term, yields To leading order we can replace u by the saddle-point value u ' in the (order unity) factor in curly braces in Eq. (39) . Combining the result with the perturbative contribution derived in Sec. IV yields the following implicit equation for b, -: 8, : The density of states is obtained from (24) , with b, given by Eq. (40) . For general values of p, the final result is neither simple nor illuminating. To avoid encumbering the reader with more algebra, we content ourselves here with deriving the result in the limit p gg p"which serves to demonstrate the central point that nonperturbative terms lead to states outside the perturbative band, and particularly, states at arbitrarily large eigenvalue. In this limit one has Q(p)~2 and lnX(p)=p ln(ep/p, ), p &~@, . (42) In the same limit one can also replace b, by zero in the right-hand side of Eq. (40} to obtain The saddle point z'-:u' /p is the solution of Boo/Bz =0, 1.e. , z'=E (1 bi )ln[E -(1 b, )], -tive term moves p, o6' the real axis. Thus the density of states for any finite p covers the entire interval (ao, oo ), the weight in the "tails" being given by (44) .
VI. CONCLUSION
%e have computed the density of states of a random matrix with elements 0, +1, and mean connectivity p. In the limit p~~, the "semicircular" distribution of VA'gner' is recovered, with no weight outside the semicircle in the limit of an in6nite matrix. The general features (sharp band edges, no weight outside the band) of the %igner distribution are preserved order by order in perturbation theory in 1/p. We have shown, however, that for any finite p nonperturbative terms lead to a small, but 6nite, density of states for any p, no matter how large.
Returning to dilute spin systems, we note that for a Gaussian spin model (spin weight function exp[@'(s)] =exp[s /2]}, the inverse susceptibility matrix is given exactly by X '= TI J. If the couplings are rescaled bã factor I/&p, so that J; takes the values O, kl/&p, and the limit p~0 0 taken, one recovers the semicircular distribution with band edges at p, =+2. In this limit, therefore, which corresponds to a nondilute, infiniterange, spin-glass model, the Gaussian spin model is well defined above a critical temperature T, =2. As soon as nontrivial dilution is introduced (via finite p), however, and the J eigenvalue distribution develops infinite tails, the Gaussian spin model becomes ill defined (X ' has negative eigenvalues) at any finite temperature. the critical temperature of the dilute system. "' One of the goals of studying the simple, mean-field-like dilution models considered in this paper is the hope that they will lead to an understanding, within a soluble model, of how such renormalization e8'ects take place. In particular it would be nice to know how the renorrnalized density of states [i.e., p(p, ) for X '] vanishes for p~O. This is particularly interesting for the especially simple case of the m-vector model in the limit m~00. For this latter model the dynamics (assumed relaxational, with no conservation laws) is determined completely by the statics. ' The presence of arbitrarily small eigenvalues of X ' then leads to nonexponential relaxation at temperatures above the critical point of the dilute system, i.e. , throughout the Grii%ths phase. ' The latter is expected to be a completely general phenomenon in random systems, and we hope that the techniques introduced in this paper may eventually lead to a quantitative understanding of the Gri%ths's phase within the context of a soluble model. 
Combining (24) , (42) , and (43) yields finally (44) As a final point we note that if one solves Eq. (40) for p =@& such that Imb 1 --0, one 6nds that the nonperturba- Research Council for financial support.
Introduction
Since its inception by Wigner in the context of describing spectra of excited nuclei [1] , Random Matrix Theory (RMT) has found applications in numerous areas of science, including questions concerning the stability of complex systems [2] , electron localisation [3] , quantum chaos [4] , Quantum Chromo Dynamics [5] , finance [6, 7] , the physics of glasses both at elevated [8, 9] and low [10, 11] temperatures, number theory [12] , and many many more. For an extensive review describing many of the applications in physics see, e.g. [13] .
In the present paper we revisit the problem of determining the spectral density for ensembles of sparse random matrices pioneered two decades ago in seminal papers by Bray and Rodgers [14, 15] . The problem has in recent years received much renewed interest in connection with the study of complex networks, motivated, for instance, by the fact that geometric and topological properties of networks are reflected in spectral properties of adjacency matrices defining the networks in question [16, 17] . Also, phenomena such as non-exponential relaxation in glassy systems and gels [15, 18] -intimately related to Lifshitz tails [19] and Griffiths' singularities in disordered systems [20] -as well as
Anderson localization of electronic [21] or vibrational [22] states have been studied in sparsely connected random systems, as finite dimensional versions of these problems have proven to be extremely difficult to analyse. A wealth of analytical and numerical results has been accumulated on these systems in recent years. Progress has, however, been partly hampered by the fact that full solutions of the Rodgers-Bray integral equation [14] , in terms of which spectral densities of the sparse random matrices in question are computed, have so far eluded us. Asymptotic analyses for large average connectivities [14, 15] , and other approximation schemes such as the single defect approximation (SDA) and the effective medium approximation (EMA) [23, 24, 17] or very recently [25] , as well as numerical diagonalization (e.g. [26] ) had to come in for help.
In what follows we describe some significant progress in the understanding of this problem, based upon advances in the statistical mechanical analysis of sparsely connected spinglass like systems seen in the last couple of years [27, 28] -in the present context in particular the proposal of a stochastic population-dynamics algorithm [28] to solve the nonlinear integral equations appearing in the solution of these problems, and the recent generalization of these methods to systems with continuous degrees of freedom, such as models of sparsely connected vector spins [29] , or finitely coordinated models for lowtemperature phases of amorphous systems [30] .
It is well known that the average spectral density of an ensemble M of N × N matrices M can be computed from the ensemble average of the imaginary part of their resolvent via
in which 1I is the N × N unit matrix, and λ ε = λ − iε, the limit ε → 0 + being understood. Following Edwards and Jones [31] , one can express this result in terms of the Gaussian integral
as
using the replica method to evaluate the average of the logarithm in (3) over the ensemble M of matrices M under consideration. The 'averages' u 2 i in (3) are evaluated with respect to the 'Gaussian measure' defined by (2) . ‡ This has been the path taken in [14] ; we shall initially follow their reasoning.
Disregarding the complex nature of the 'Hamiltonian' in the evaluation of (2), the mathematical problem posed in (2), (3) is analogous to the evaluation of an 'internal energy of a disordered system with quenched disorder. Within the general class of finitely coordinated amorphous model systems considered in [30] , the one represented by (2), (3) constitutes a particular sub-class, viz. that of harmonically coupled systems, for which the analysis was found to be much simpler than for systems involving anharmonic couplings. Indeed, while the solution of the latter required the self-consistent determination of probability distributions over infinite dimensional function-spaces, it was realized in [30] that solutions of harmonically coupled systems could be formulated in terms of superpositions of Gaussians, and that the self-consistency problem reduced to the (much simpler) problem of a self-consistent determination of the probability distribution of their variances.
It can be fairly argued that this last insight is, in fact, easier to obtain within a Bethe-Peierls or cavity type approach [28] , in which (2) is recursively evaluated for given instances on graphs which are locally tree-like, ignoring correlations among subtrees -an approximation that becomes exact, e.g., for random graphs that remain finitely coordinated in the thermodynamic limit. This approach is taken in a separate publication [32] , in which (finite) single-instances and promising algorithmic aspects of the problem are being highlighted.
Although [30] describes all technical details needed for a replica analysis of the present problem, we shall nevertheless reproduce the key steps here, both to keep the paper selfcontained, and to point out along the way where the impasse in [14] arises, and how it is circumvented.
The remainder of the paper is organized as follows. In Sec. 2, we describe the replica analysis of the problem posed by (2), (3), specializing to matrices defined on Poissonian (Erdös-Renyi) random graphs. It has been known for some time [31, 14] that the replicasymmetric high-temperature solution -i.e., a solution preserving both, permutationsymmetry among replica, and rotational symmetry in the space of replica -is exact for problems of the type considered here. Accordingly, a representation that respects these symmetries is formulated in Sec. 2.1. It is at this point where our formulation departs from that of [14] . In Sec. 3 we present results for a variety of examples, and compare with numerical diagonalization results for large finite matrices to assess their quality. In sufficiently sparse graphs, one expects localized states to appear. The signatures of localization within our approach are discussed throughout Sec. 3, with inverse participation ratios (IPRs) as a diagnostic tool looked at in Sec. 3.2. A detailed investigation of Anderson localization for (discrete) Schrödinger operators on sparse random graphs will be reserved to a separate publication [33] . Matrices with bimodal instead of Gaussian random couplings are studied in Sec. 3.3. As the formal structure of the self-consistency problem remains unaltered when the Poissonian random graphs are replaced by graphs with other degree distributions [30] , we can exploit this fact to present results for regular and scale-free random graphs in Sec. 3.4 . Modifications needed to treat matrices with row-constraints, such as discrete graph Laplacians are outlined in Sec. 3.5. Our approach naturally allows to unfold the total density of states into contributions coming from vertices of different local coordination, and we finally present an example of such an unfolding in Sec. 3.6. The final Sec. 4 contains a brief summary and an outlook on promising directions for future research.
Replica Analysis
General Formulation
Here we briefly outline the evaluation of (2), (3) for sparse symmetric matries M of the form
in which C = {c ij } is a symmetric adjacency matrix of an undirected random graph (with c ii = 0), and the non-zero elements of M are specified by the K ij , also taken to be symmetric in the indices. Within the present outline we restrict ourselves for the sake of simplicity to adjacency matrices of Erdös-Renyi random graphs, with
exhibiting a Posisssonian degree distribution with average coordination c. We note at the outset that formal results carry over without modification to other cases [30] . There is no need at this point to specify the distribution of the K ij , but we shall typically look at Gaussian and bimodal distributions.
The average (3) is evaluated using replica ln Z N = lim n→0 1 n ln Z n N , starting with integer numbers of replica as usual. After performing the average over the distribution of the connectivities one obtains
in which . . . K refers to an average over the distribution of the K ij . A decoupling of sites is achieved by introducing the replicated density
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This gives (using shorthands of the form dρ(u) ≡ duρ(u) where useful)
allowing to evaluate N −1 ln Z n N by a saddle point method. The stationarity conditions w.r.t. variations of ρ andρ read
The way in which sites are decoupled constitutes the first point of departure between our treatment and that of [14] and subsequent analyses inspired by it (e.g. [34, 35] ). In these papers the averaged exponential expressions in the exponent of (5),
is expanded, and an infinite family of multi-replica generalizations of Edwards Anderson order parameters (and corresponding Hubbard-Stratonovich transformations) are used to decouple the sites, much as in the treatment of the dilute spin-glass problem by Viana and Bray [36] . The authors then use the expansion and the infinite set of self-consistency equations for the multi-replica generalizations of Edwards Anderson order parameters to construct a non-linear integral equation for a function g defined via a suitable 'average' of f ; see [14] for details. Our treatment in this respect is closer in spirit to the alternative approach of Kanter and Sompolinsky [37] who treat local field distributions (which in the general context of disordered amorphous systems discussed in [30] become distributions of local potentials) as the primary object of their theory.
However, the difference between our treatment and that of [14] is at this point still superficial. Indeed, we have the correspondence
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which is the Rodgers-Bray integral equation for general distributions of non-zero bond strengths.
Replica Symmetry
To deal with the n → 0 limit in these equations, assumptions concerning the invariance properties of the solutions ρ(u) andρ(u) of (9) and (10) -alternatively of the solution g(u) of (13)-under transformations among the replica are required. It has been established for some time [31, 14] that the replica-symmetric high-temperature solution -i.e., a solution preserving both, permutation-symmetry among replica, and rotational symmetry in the space of replica -is exact for problems of the type considered here. It is here where the paths taken in the present paper and in [14] really bifurcate. In [14] , the assumption g(u) = g(u), with u = |u| is used to perform the angular integrals in n-dimensional polar coordinates in (13) , resulting in an integral equation for g(u) in the n → 0-limit. This integral equation has also been obtained using the supersymmetry approach [38] . It has, however, so far resisted exhaustive analysis or full numerical solution.
In the present paper we follow [30] , and represent ρ andρ as superpositions of replicasymmetric functions, using the observation made in [30] that superpositions of Gaussians of the form
would provide exact solutions for harmonically coupled systems. Note that these expressions do indeed preserve permutation symmetry among replica as well as rotational symmetry. In (15) the constantĉ is to be determined such thatπ is normalized, dπ(ω) = 1. We note that these representations make sense only for Re ω > 0 and Reω > 0; later on we shall find that these conditions are self-consistently met for solutions of the fixed point equations. Expressing (8) in terms of π andπ, we get
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As n → 0, the functionals G 1 , G 2 and G 3 evaluate to
in which we have introduced the shorthands {dπ} k ≡ k ℓ=1 dπ(ω ℓ ), and {ω} k = k ℓ=1ω ℓ , a Poissonian connectivity distribution
with average connectivity k =ĉ, and the 'partition functions' 
with µ andμ Lagrange multipliers to take the normalization of π andπ into account.
The conditions that (24) must hold for all ω and similarly that (25) must hold for allω can be translated [28] intô
in whichΩ(ω ′ , K) and Ω({ω} k−1 ) are defined via
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respectively. Given that π is normalized, it follows from (26) that the same is true forπ, providedĉ = c, so the fixed point equations take their final form aŝ
These equations can be seen as special cases of the general framework derived in [30] , when restricted to harmonically coupled random systems. In [30] it is shown that they hold -unmodified -for non-Poissonian degree distributions as well, as long as the average connectivity in these systems remains finite.
Note that for all ε > 0, π andπ -self-consistently -have support in Re ω > 0 and Reω > 0 as required. The equations take a form that suggests solving them via a stochastic population-based algorithm, as described in Appendix A.
For the thermodynamic limit of the spectral density we obtain from (2), (3) and (16)- (23) that
This expression has a natural interpretation as a sum of contributions of local-densities of state of sites with connectivities k, weighted according to their probability of occurrence. Referring to (3), we may further identify the
as realizations of the variance of (Gaussian) marginals on sites of coordination k.
With an eye towards disentangling singular (pure point) and continuous contributions to the spectral density, we find it useful to define
with a ≥ 0 by construction. The density of states can then be expressed as an integral over P ,
Noting the singlular nature of the above integrand in the limit ε → 0 for a = 0, we propose to isolate possible singular contributions to the spectral density by writing
This gives
in which L ε denotes a Lorentzian of width ε. Our results below strongly suggest that, when the limit ε → 0 is taken -thereby L ε (x) → δ(x) -a non-zero value of
gives the contribution of the pure-point spectrum, originating from localized states, to the overall spectral density.
This concludes the general framework.
Results
In what follows, we report results for a variety of different ensembles of sparse random matrices, in order to explore the capabilities and limitations of our approach. In order to properly appreciate the results presented below, it is worth pointing out that within our stochastic population-dynamics based approach to solving the fixed point equations (30) and (31), the integrals (32), or (35) , (37) are evaluated by sampling from a population. Denoting by N the number of samples (a i , b i ) taken, we have, e.g.,
as an approximation of (37) . The ε → 0-limit is clearly singular in the first contribution to (39) . If b i + λ = 0 for all b i in the sample, one obtains zero in the ε → 0-limit, whereas one obtains a diverging contribution, if b i + λ = 0 for at least one b i in the sample. The second alternative will quite generally be an event of probability zero, so a small regularizing ε > 0 must be kept in order to 'see' this contributions (if it exists). In what follows, we shall refer to the two contributions to (37) , as ρ s (λ) and ρ c (λ), with
The population-dynamics algorithm itself is run with a small regularizing ε > 0 (as required in (2) to guarantee existence of the integral). While running the algorithm, we use ε = 10 −300 , which is close to the smallest representable real number in double-precision arithmetic on the machines used for the numerics.
Poisson Random Graphs -Gaussian Couplings
Our first results pertain to sparse matrices defined on Poisson random graphs, with Gaussian couplings. The left panel of Fig. 1 shows spectral densities for the case of mean connectivity c = 4, having Gaussian random couplings with K 2 ij = 1/c. For this system we find an integrable power-law divergence of the form
and a δ peak at λ = 0, the latter originating from isolated sites in the ensemble. Results of numerical diagonalizations (using a sample of 500 N × N matrices with N = 2000 are shown for comparison, and the agreement is excellent. The behaviour changes rather drastically if the average connectivity is reduced to c = 2 -a value closer to the percolation threshold c c = 1. In this case the spectral density shows strong fluctuations, when evaluated with the same small regularizer. These originate from ρ s in (40) , and are related to the pure point spectrum associated with localized eigenstates coming from a collection of isolated finite clusters of all sizes in the ensemble. These exist for c = 4 as well, but their contribution is too small to be easily notable when combined with ρ c in (39) . In addition, there is a central δ peak as in the c = 4-case which appears to be separated from the main bands by a gap; see the second panel in Fig 2. The agreement with results of numerical diagonalization is fairly poor as it stands; in particular, exponential tails of localized states extending beyond the apparent edge of the central band are missed in this way. However, when (39) is evaluated with a regularizing ε = 10 −3 comparable to the resolution of the λ-scan, the agreement is once more excellent as shown in Fig 2. It is worth noting in this context that numerical simulations, in which binning of eigenvalues is used to determine the the spectral density also imply a form of regularization, and they do not distinguish continuous and singular contributions to the DOS if the distribution of the singular contributions is itself reasonably uniform.
When displayed on a logarithmic scale, the results clearly reveal two interesting features: (i) a localization transition at λ c ≃ 2.295, characterised by a vanishing continuous contribution ρ c to (39) for |λ| > λ c , and (ii) exponential (Lifshitz) tails [19] in the spectral density, related to localized states represented by the singular contribution ρ s to (39)), and exhibited only through regularization. We shall substantiate this analysis in the following sub-section by looking at the behaviour inverse participation ratios. The same phenomena are seen for c = 4, where λ c ≃ 2.581.
Inverse Participation Ratios and Localization
In order to substantiate our identification of singular and continuous contributions to the spectral densities we look at Inverse Participation Ratios (IPRs) of eigenstates as obtained from numerical diagonalizations. Given eigenvectors v of a (random) matrix, their IPRs are defined as
As eigenvectors can always be chosen to be normalized, we see that IPRs remain of order 1 for localized states which have a few O(1) eigenvector components -the extreme case being IPR(v) = 1 for v i = δ i,i 0 -whereas they are O(N −1 ) for fully extended states for
Here we only produce a qualitative comparison for the two cases studied in the previous subsection, comparing IPRs computed for systems of size N = 100 and N = 1000, and using scatter-plots of IPRs vs eigenvalues to exhibit the salient features. As clearly visible, there remains a substantial fraction of states at all λ in the c = 2 case, which do not exhibit the N −1 scaling of IPRs expected for delocalized states; the tails, and a small central band in particular appear to be dominated by localized states. By contrast in the c = 4 case there is a notable depletion of states with O(1) IPRs, except for λ = 0 and in the tails of the spectrum. These findings are entirely consistent with our identifications made in the previous subsection. We note that the role of regularization in identifying localized states has been pointed out before using heuristics related to the evaluation of local densities of state [22] .
We shall return to this issue in greater quantitative detail in a separate paper devoted to Anderson localization in discrete random Schrödinger operators defined on sparse random graphs [33] . 
Poisson Random Graphs -Bimodal Couplings
We can also look at coupling distributions different from Gaussian for the non-zero couplings, e.g. fixed K ij = 1/ √ c or bi-modal K ij = ±1/ √ c. As noted before [14] , both give rise to the same spectral densities on large sparse (tree-like) graphs due to the absence of frustrated loops. It can also be seen as a consequence of the appearance of K 2 in (28).
We choose a Poissonian random graph at the percolation threshold c = 1 as an example that allows us to highlight both the strengths and the limitations of the present approach. It is known that all states will be localized for this system. In Fig 4 we compare results of a λ-scan with resolution δλ = 10 −3 , using a regularizer ε = 10 −4 for the scan. The smaller panels exhibit numerical diagonalization results, as well as a comparison between the two using a zoom into the region around λ = 1.
On the side of the strengths, we note that the spectral density obtained from our algorithm is able to display more details than can be exposed by simulation results obtainable at reasonable effort. On the downside, one might note that the results for this system attain the status of semi-quantitative results, as they do depend on the chosen regularization, though in fairness it should be said that the same applies to the results obtained via numerical diagonalization where results vary with the binning resolution. In the present case this is due to the fact that the spectrum for most parts consists of a dense collection of δ peaks [39] . A notable deficiency is the broadening of delta-peaks into Lorentzians of finite width, which creates artefacts around isolated delta-peaks, exemplified here by the peak at λ = 0. Since the origin of this deficiency is understood, more precise details can, if desired, be recovered by choosing a smaller regularizing ε.
Regular and Scale-Free Random Graphs
In the present section we consider matrices defined on regular and scale-free random graphs.
3.4.1. Regular Random Graphs Our theory applies unmodified to matrices defined on graphs with degree distributions other than Poissonian, as long as the mean connectivity remains finite. We use this fact to obtain spectra of matrices with Gaussian random couplings defined on regular random graphs with fixed connectivity c, choosing K 2 ij = 1/c for the couplings. Results for c = 4 and c = 100 are shown in Fig. 5 . The c = 4 results are compared with simulations, with results analogous to previous cases, including the presence of a localization transition at λ c ≃ 2.14 The second example is chosen as a test to see the semicircular law [40] reemerge in the limit of large (though finite) connectivity. This limit can also be extracted from the fixed point equations. It is somewhat easier to verify for results pertaining to single instances [32] than for the ensemble. Figure 5 . Spectral densities for a random graph with fixed connectivity c = 4 (left), and on a random graph with fixed non-random connectivity c = 100 (right).
Scale-Free Graphs
We have also looked at a scale free graph with connectivity distribution given by p(k) = P 0 k −γ with γ = 4 and a lower cut-off at k = 2. Results shown in Fig. 6 reveal a continuous central band, and localized states for |λ| > λ c ≃ 2.85 much as in the other cases. For the present system, the tails in the spectral density follow a power law of the form ρ(λ) ∼ λ 1−2γ [17, 41] .
Comparison with exact diagonalization results is facilitated by a fast algorithm that allows to generate sparse graphs with arbitrary degree distribution [42] . 
Graph Laplacians
Let us finally look at matrices row-constraints, such as related to discrete graph-Laplacians.
The discrete graph Laplacian of a graph with connectivity matrix C = {c ij } has matrix elements
A quadratic form involving the Laplacian can be written in the form
As before we shall be interested in more general matrices with zero row-sum constraint of the form
To evaluate the spectral density within the present framework one would thus have to compute (5) . The required modification has, of course, been noted earlier [15, 43] . The resulting problem constitutes precisely (the harmonic variant of) the translationally invariant systems, for which the framework in [30] was developed in the first place. The general theory can be copied word for word, and the fixed point equations (30) , (31) remain formally unaltered except for the change in Z 2 (ω, ω ′ , K) in (23), owing to the modified interaction term, which gives rise to a modified expression forΩ(ω ′ , K) in (28) . We obtainΩ
instead of (28) . Fig. 7 shows the spectrum of a Laplacian for a Posisson random graph with c = 2, comparing our solution (upper left panel) computed with ε = 10 −3 with numerical diagonalization results in the upper right panel. We use K ij ≡ 1/c for the non-zero matrix elements in this case. As in the other cases, we observe a localization transition, here at λ c ≃ −3.98. Results obtained with a small regularizer ε = 10 −300 exhibiting only the continuous part of the spectrum are shown in the lower panel.
Unfolding Spectral Densities
As a last item in this study we look at the possibility of unfolding the spectral density according to contributions of local densities of state, coming from vertices of different coordination, as suggested by Eq. (32) . This method has been used in [30] to look at distributions of Debye-Waller factors in amorphous systems, unfolded according to local coordinations. In the present context it may provide an interesting diagnostic tool to help understanding localization phenomena. The present example clearly shows that -somewhat paradoxically -the well connected sites are the ones providing the dominant contributions to localized states in the lower band-edge Lifshitz tails. The clearly identifiable humps in the figure correspond from left to right to k = 9, k = 8, k = 7, k = 6, k = 5, k = 4, and k = 3, which easily allows to identify the corresponding contributions to the spectral density, the contribution of k = 2 gives rise to several notable humps in the spectral density, and together with the k = 1 contribution is mainly responsible for the dip at λ = −1. The k = 0 contribution is mainly responsible for the δ-peak at λ = 0 (which is broadenend into a Lorentzian of width ε = 10 −3 due to the regularization, as discussed earlier. 
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Conclusions
In the present paper we have used a reformulation of the replica approach to the computation of spectral densities for sparse matrices, which allows to obtain spectral densities in the thermodynamic limit to any desired detail -limited only by computational resources. Our method is versatile in that it allows to study systems with arbitrary degree distributions, as long as they give rise to connectivity distributions with finite mean. A cavity approach that emphasises results on finite instances will appear elsewhere [32] . As expected (and well known), the Wigner semi-circle reemerges in the large c limit as discussed in [32] . Large and small λ asymptotics remain to be investigated. Our method allows to expose the separate contributions of localized and extended states to the spectral density, and thereby to study localization transitions. We shall explore this issue in greater detail in a separate publication. Indeed, with results for graph-Laplacians in hand, the step towards a study of discrete random Schrödinger operators and Anderson localization in such systems is just around the corner [33] . A generalization to asymmetric matrices using both the cavity method and a replica approach for the ensemble along the lines of [44] is currently under investigation in our group [45] . Other problems we have started to look at are spectra of modular systems [46] and small world networks.
We believe our results to constitute an improvement over previous asymptotic results as well as over results obtained by closed form approximations. They may open the way to further interesting lines of research. Let us here mention just a few such examples: within RMT proper, one might wish to further investigate the degree of universality of level correlations in these systems [47] ; one could refine the random matrix analysis of financial cross-correlations [7] by taking non-trivial degree distributions of economic interactions into account, or one might wish to look at finite connectivity variants of random reactance networks [48] , taking e.g. regular connectivity 4 to compare with results of numerical simulations of such systems on two-dimensional square lattices.
