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Abstract
We take advantage of the combinatorial interpretations of many sequences of polynomials of binomial
type to define a sequence of symmetric functions corresponding to each sequence of polynomials of
binomial type. We derive many of the results of Umbral Calculus in this context including a Taylor’s
expansion and a binomial identity for symmetric functions. Surprisingly, the delta operators for all the
sequences of binomial type correspond to the same operator on symmetric functions.
Les suites de fonctions syme´triques de type binomial
On s’appuie ici sur les interpre´tations combinatoires de nombreuses suites de polynoˆmes de type
binomial pour de´finir une suite de fonctions syme´triques associe´e a` chque suite de polynoˆmes de type
binomial. On retrouve dans ce cadre, de nombreaux re´sultats du calcul ombral, en particulier une
version de la formule de Taylor et la formule d’identite´ du binoˆme pour les fonctions syme´triques. On
s’aper coit que les ope´rateurs differentiels de degre´ un pour toutes les suite de polynoˆmes de type binomial
correspondent a` un ope´rateur unique sur les fonction syme´triques.
Dedicated to the memory of
Rabbi Selig Starr
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Part I
Linear Sequences
1 Introduction
Although it is well known that many sequence of polynomials of binomial type pn(x) enumerate the number
of functions from an n-element set to an x-element set enriched with a certain type of structure on each
block. There we show that if one allow pseudospecies then every sequence of polynomials of binomial type is
of this form. Moreover, by counting the enriched functions more carefully we define sequence of symmetric
functions of binomial type pn(y). Using these methods we rederive many classical results of the theory of
symmetric functions, and of umbral calculus as well as a few new ones. We define a shift operator and
prove the accompanying binomial theorem, and then classify the set of operators invariant under it. The
algebra of shift-invariant operators turns out to naturally isomorphic to the dual Hopf algebra of symmetric
functions. Finally, we extend all these ideas to bases pλ(y) through the use of genera—a generalization of
Joyal’s species.
It is thought that the ideas in this paper would make an excellent introduction to umbral calculus, species,
and symmetric functions for a beginning graduate student in combinatorics.
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1.1 Combinatorial Interpretations
To devise an Umbral Calculus on symmetric functions we must first study the combinatorial properties of
symmetric function. The linear sequence of symmetric functions associated to each sequence of polynomials
of binomial type is closely related to the sets of functions which these polynomials enumerate.
Classically, a sequence of polynomials pn(x) (with deg(pn(x)) = n) is said to be of binomial type if
pn(x+ a) =
n∑
k=0
(
n
k
)
pk(a)pn−k(x). (1)
In this case, qn(x) = pn(x)/n! is said to be a sequence of divided powers since it obeys the identity
qn(x+ a) =
n∑
k=0
qk(a)qn−k(x).
For example,
Table 1: Examples 1–3
Example Number 1 2 3
A Species Deg : E 7→ {E} Inj : E 7→ {∅} if |E| = 0,
Inj : E 7→ E if |E| = 1,
and Inj : E 7→ ∅ if |E| > 1.
Lin : E 7→ complete order-
ings of the set E
B Name of a Function En-
riched by A
Function Injection Disposition
C Sequence of Polynomials
of Binomial Type Enumer-
ated by B
xn (x)n = x(x−1) · · · (x−n+
1)
(x)n = x(x+1) · · · (x+n−
1)
D Operator Associated with
C
D ∆ ∇
E Operator Conjugate to C D log(I + D) − log(I− D)
F Linear Sequence of Sym-
metric Functions of Bino-
mial Type Enumerated by
B
Idn(y) = (y1 + y2 + · · ·)
n (y)n (y)
n
G Linear Sequence of Sym-
metric Functions of Di-
vided Powers Enumerated
by B
Idn(y)/n! =∑
λ⊢n
mλ(y)/λ!
en(y) =∑
µ∈P∗
µ⊢n
∏
n
k=1
yµk
hn(y) =
∑
λ⊢n
mλ(y)
H Exponential Generating
Function for F
exp
(
t
∑
y∈x
y
) ∏
y∈X
(1 + yt)
∏
y∈X
(1− yt)−1
1. the powers xn,
2. the lower factorial (x)n,
3. the upper factorial (x)n,
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Table 2: Examples 4–6
Example Number 4 5 6
A Species F = exp(T) : E 7→ rooted
forests on the set E
exp(Lin) : E 7→ assemblies
of linear orders on the set
E
F1 = exp(xDeg) : E 7→
rooted forests of trees of
length at most one on the
set E
B Name of a Function En-
riched by A
Reluctant Function Laguerre Function Inverse-Abel Function
C Sequence of Polynomials
of Binomial Type Enumer-
ated by B
An(x) = x(x+ n)
n−1 Ln(−x) =∑
n
k=1
(
n−1
k−1
)
n!
k!
xk
µn(x) =∑
n
k=1
kn−k
(
n
k
)
xk
D Operator Associated with
C
DE−1 D/(D − I)
E Operator Conjugate to C D/(D − I) DE−1
F Linear Sequence of Sym-
metric Functions of Bino-
mial Type Enumerated by
B
An(y) =
n!
∑
λ⊢n
(∏
i
λ
λi−2
i
(λi−1)!
)
mλ(y)
Ln(y) µn(y)
H Exponential Generating
Function for F
exp
(∑
y∈X
yt
1−yt
)
exp
(∑
y∈X
yteyt
)
4. the Abel polynomials An(x),
5. the LaGuerre polynomials Ln(−x), and
6. the inverse-Abel polynomials µn(x)
are all sequences of binomial type. We show that they all have similar combinatorial interpretations. In
fact, we show that this is in a sense typical of all sequences of binomial type. They all count the number
of functions from an n-element set N to an x-element set X which are enriched with a “structure” of some
sort on each fiber where the fibers f−1(y) are the inverse images of elements of the range of the function.
In Figure 0 and each of the following figures, we display a typical enriched function from the n-element set
Figure 0: Typical Enriched Function
•
•
•
=⇒ •y1
=⇒ •y2
•
•
=⇒ •y3
• =⇒ •y4
on the left to the x-element set on the right. Note that we occasionally allow x to be infinite.
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Let us reformalize the above ideas in the language of species.
Definition 1.1 (Species) Given a type of structure (eg: rooted trees), its species S is the functor from
the category Sets of finite sets and bijections to itself. For any finite set E, we say that the members of the
set S[E] are S-structures, and for any bijection f : E → F , we describe the function S[f ] as a relabeling of
S-structures. For this paper, we need to assume that there is only one structure on the empty set and there
is at least one structure on every one element set; that is, |S[∅]| = 1 and |S[{0}]| 6= 0.
We define the sum of two species S1 and S2 on E by their disjoint union
(S1 + S2)[E] = S1[E]∪˙S2[E].
Similarly, we define the product of S1 and S2 on E to be set of quadruples
(S1S2)[E] =
{
(E1, E2, A1, A2): E1 and E2 are disjoint, E1∪E2 = E, and
Ai ∈ Si[Ei].
}
In other words, we divide E in half, and place an S1-structure on one half, and an S2-structure on the other.
Next, we define the exponentiation of a species S on E to be
exp(S)[E] =
{
(φ, (AB)B∈φ): φ is a partition of S, (AB)B∈θ is a sequence
of S structures one on each block of φ.
}
That is, we divide E into a number of parts and place an S structure on each part.
Similarly, we define the composition of S1 with S2 on E to be
exp(S)[π] =
(φ, (AB)B∈φ, C): φ is a partition of S, (AB)B∈θ is a se-quence of S structures one on each block of φ, and C is an
S structure on φ.

That is, we divide E into a number of parts, place a S2-structure on each parts, and finally place a S1-
structure on the parts themselves.
Finally, we define the derivative S′ of a species S on E to be the value of S on a set E∪˙{∞} with one
more element.
Now, these enriched functions which we are counting are merely pairs (f, (ay)y∈X) where f : N → X
and ay ∈ S[f−1(y)].
Example 1.1.1: (Powers of x) The powers xn are the canonical example of a sequence of binomial
type. They count all of the functions f : N → X , since each of the n members of N can be mapped
independently onto any of the x members of X .
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Figure 1: Typical Function
•
•
•
}
=⇒ •y1
•y2
•
•
}
=⇒ •y3
• =⇒ •y4
Figure 2: Typical Injection
• =⇒ •y1
•y2
• =⇒ •y3
• =⇒ •y4
•y5
•y6
These ordinary functions can be brought under the umbrella of the preceding discussion by observing
that they can be thought of as functions enriched by the degenerate species: Deg : E 7→ {E}. Thus, on each
fiber there is only one possible “structure.”
Example 1.1.2: (Lower Factorial) The lower factorial (x)n = x(x− 1) · · · (x− n+ 1) = n!
(
x
n
)
counts
the number of injections of N into X . Obviously, the first member of N can be mapped in x different way.
This leaves x− 1 choices for the second, and so on.
Next, note that an injection is a function enriched with the species
Inj : E 7→

{∅} if |E| = 0,
E if |E| = 1, and
∅ if |E| > 1.
Thus, there are no structures available for “illegal” fibers containing two or more points.
Example 1.1.3: (Upper Factorial) A disposition is a function enriched with the species Lin of linear
orders; it is a function with a linear ordering on each of its fibers.
To count the number of dispositions, observe that if N = {1, 2, 3, . . . , n}, then 1 can be mapped to any
of the x members of X . The same is true of 2; however, if f(1) = f(2), then we must also choose the order
of 1 and 2. Hence, there are total of x + 1 choices. Regardless of which choice we take, there are x + 2
choices for 3, and so on. By a simple induction, the number of dispositions is given by the upper factorial
(x)n = x(x + 1)(x+ 2) · · · (x+ n− 1).
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Figure 3: Typical Disposition
• < • < • =⇒ •y1
=⇒ •y2
• < • =⇒ •y3
• =⇒ •y4
Figure 4: Typical Reluctant Function
=⇒ •y1
=⇒ •y2
=⇒ •y3
=⇒ •y4
Figure 5: Typical Laguerre Function
• < • < • < •
• < •
•
•
=⇒ •y1
• < • < • =⇒ •y2
=⇒ •y3
• < • < •
• < • < •
=⇒ •y4
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Example 1.1.4: (Abel Polynomials)We see that the Abel polynomials An(x) = x(x+n)
n−1 counts the
number of functions enriched by the species F of labeled rooted forests. Such functions are called reluctant
functions.
Example 1.1.5: (Laguerre Polynomials) Next, the Laguerre polynomials
Ln(−x) =
n∑
k=1
(
n− 1
k − 1
)
n!
k!
xk
count the number of Laguerre functions. These are functions fromN toX enriched with the species exp(Lin)
of collections of linear orders on each fiber. In a sense, the Laguerre functions are related to the dispositions
in the same way that functions are related to injection. We will soon see the importance of this relationship.
Figure 6: Typical Inverse-Abel Function
=⇒ •y1
=⇒ •y2
=⇒ •y3
=⇒ •y4
Example 1.1.6: (Inverse-Abel Polynomials) Finally, we observe that the inverse-Abel polynomials
µn(x) =
∑n
k=0 k
n−k
(
n
k
)
xk counts the number of functions enriched by the species F1 of forests of rooted
trees of length at most one.
1.2 Symmetric Functions
To study these combinatorial relations more closely, we count enriched functions according to the size of the
their fibers.
Suppose we represent an (enriched) function f : N → X by the product
f˜ =
∏
i∈N
f(i).
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For instance, the function depicted in Figure 0 is represented by y31y
2
3y4. We represent a collection F of
enriched functions by the sum of the representations of the functions.
F˜ =
∑
f∈F
∏
i∈N
f(i).
Thus, if F is invariant under permutation of X , then F˜ is a symmetric function. For example, if S is a
species and S is the collection of all S-enriched functions from N to X = {y1, y2, . . .}, then F˜ is a linear
sequence symmetric functions pn(y).
This linear sequence is said to be of binomial type, and its sister sequence pn(y)/n! is said to be a linear
sequence of divided powers. To some extent, the sequence of divided powers enumerates the set of functions
from an “unlabeled” set N to a labeled set X . Both linear sequences are said to be associated with the
species S, and related to the sequence of polynomials of binomial type pn(x) which enumerates the number
of S-enriched functions from an n-element set to an x-element set.
The homomorphism proj makes this relationship quite explicit. It is defined by setting the variables
y1, . . . , yx equal to one, and setting all other variables equal to zero. Thus, projpn(y) = pn(x)
Note that proj is characterized by its action on the monomial symmetric functions
projmλ(y) =
(x)ℓ(λ)∏
i≥0multiλ!
where
1. The monomial symmetric function is given by the sum
mλ(y) =
∑
α
yα11 y
α2
2 · · ·
over all distinct permutations α of the linear partition λ.
2. A linear partition λ is a nonincreasing infinite sequence, (λi)i≥1, of nonnegative integers which is
eventually zero; for example, λ = (17, 2, 2, 1, 0, 0 . . .) is a linear partition. A linear partition λ is said
to be a partition of n if the sum of its parts is n, and we write λ ⊢ n. The set of all linear partitions is
denoted by P . Partitions may be compared in at least three ways.
(a) For any partition λ and vector α, if αi ≤ λi for all i, then we write α ≤ λ, and we denote by λ−α
their vector difference (λ− α)i = λi − αi. Similarly, we denote by λ+ µ their vector sum.
(b) Each nonzero λi is called a part λ. In the above example, the multiset of parts of λ is {1, 2, 2, 17}.
The number of parts of λ is denoted ℓ(λ), and the number of parts of λ equal to i is denoted
multi(λ). If the parts of µ form a submultiset of λ, that is to say if multi(µ) ≤ multi(λ) for all i;
then we write µ ⊆ λ. We denote by λ \ µ the partition whose multiset of parts is the difference
between the multisets of parts for λ and µ. Similarly, we denote by λ ∪ µ the partition who
multiset of parts in the union of the multiset of parts for λ and µ.
A linear partition is said to have distinct parts if its multiset of parts is, in fact, a set. The set of
all linear partitions with distinct parts is denoted by P∗.
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(c) Finally, the Ferrers diagram of a partition λ is defined to be the set of ordered pairs (i, j) such
that 1 ≤ j ≤ λi. If the Ferrers diagram of µ is a subset of the Ferrers diagram of λ, we write
µ ⊑ λ, and we denote by λ/µ the set difference between the two Ferrers diagrams.
proj is obviously a homomorphism for the algebra of symmetric functions Λ to the algebra of polynomials
C[x].
The monomial symmetric functions are the simplest known basis for Λ. They allow us to give an explicit
formula for pn(y) in terms of its species.
Proposition 1.2 The linear sequence of divided powers associated with the species S is given by the sum
qn(y) =
∑
λ⊢n
(∏
i
aλi
λi!
)
mλ(y)
over partitions λ of the nonnegative integer n where ai is the number of S-structures on an i element set.
The associated linear sequence of binomial type is thus
pn(y) =
∑
λ⊢n
(
n
λ
)(∏
i
aλi
)
mλ(y)
where
(
n
λ
)
= n!/λ1!λ2! · · ·. By assumption, a0 = 1 and a1 ≥ 1.
By projecting back to the polynomials, we derive a new result concerning polynomials which gives the
coefficients of one sequence of binomial type in terms of the lower factorials.
Corollary 1.3 Let pn(x) be the sequence of polynomials of binomial type associated with the species
(an)n≥1. Then
pn(y) =
∑
λ⊢n
(
n
λ
)(∏
i
aλi
multi(λ)!
)
(x)ℓ(λ).
Proof: This is a direct application of Proposition 1.2 bearing in mind that the polynomial analog of the
monomial symmetric function is projmλ(y) = (x)ℓ(λ)/
∏
imulti(λ)!.
Let C be the category of complex numbers along with “maps” from each complex number z to itself.
Then the map # : E 7→ |E| is a functor from the category Sets to the category C. We have seen that the
linear sequence pn(y) is completely determined by the composition of functors Q = # ◦S. We will therefore
call any functor Q : Sets → C a quasi-species regardless of whether or not its splits into the composition
of # and a species. In this case, an above will refer to the value of Q on an n-element set. We define the
1.2 Symmetric Functions 11
Figure 7: Quasi-Species
Sets
S
−→ Sets
Q ↓ ւ #
C
linear sequence of divided powers associated with a quasi-species via Proposition 1.2. However, only in the
case of species is there a clear combinatorial interpretation as above.
NB: The examples below in this and the ensuing sections (through §) are continuations of the examples
in §1.1. They are numbered according to their section and their subject. For instance, Example 1.2.1 is the
continuation of Example 1.1.1.
Example 1.2.1: (Powers Symmetric Function) The set of all functions from N to X is represented
by the linear sequence of symmetric function of binomial type
Idn(y) = (y1 + y2 + · · ·)
n =
∑
λ⊢n
(
n
λ
)
mλ(y)
whose sister sequence of divided powers is (y1 + y2 + · · ·)n/n!. Thus, the symmetric functions Idn(y)
Table 3: Powers Symmetric Function Idn(y)
Id0(a, b, c) = 1
Id1(a, b, c) = a+ b+ c
Id2(a, b, c) = 2ab + (a
2 + b2)
Id3(a, b, c) = (a
3 + b3 + c3) + 3(a2b+ a2c + ba2 + bc2 + ca2 + cb2) + 6abc
represents the powers xn.
Example 1.2.2: (Elementary Symmetric Function) The set of all injections from N to X is repre-
sented by the lower factorial symmetric function
(y)n = n!en(y)
whose sister sequence of divided powers en(y) otherwise known as the elementary symmetric function is (by
Proposition 1.2) given by the sum
en(y) =
∑
µ∈P∗
µ⊢n
n∏
k=1
yµk
over all linear partitions µ with distinct parts.
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Table 4: Elementary Symmetric Function en(y)
e0(a, b, c) = 1
e1(a, b, c) = a+ b+ c
e2(a, b, c) = ab + ac + bc
e3(a, b, c) = abc
Table 5: Complete Symmetric Function hn(y)
h0(a, b, c) = 1
h1(a, b, c) = a + b+ c
h2(a, b, c) = ab + ac + bc + a
2 + b2 + c2
h3(a, b, c) = a
3 + b3 + c3 + a2b + a2c + ba2 + bc2 + ca2 + cb2 + abc
Example 1.2.3: (Complete Symmetric Function) Dually, the set of all unlabeled dispositions from
N toX is represented by the complete symmetric function hn(x). By Proposition 1.2, the complete symmetric
function is given by the sum
hn(y) =
∑
ρ∈P
ρ⊢n
n∏
k=1
yρk
over all linear partitions ρ. Similarly, the set of all dispositions is represented by the upper factorial symmetric
function (y)n = n!hn(y).
Example 1.2.4: (Abel Symmetric Function) The linear sequence of symmetric functions of binomial
type for the set of Abel functions from N to X is given by the Abel symmetric function
An(y) = n!
∑
λ⊢n
(∏
i
λλi−2i
(λi − 1)!
)
mλ(y).
Table 6: Abel Symmetric Function An(y)
A0(a, b, c) = 1
A1(a, b, c) = a + b+ c
A2(a, b, c) = 2(ab + ac + bc) + 2(a
2 + b2 + c2)
A3(a, b, c) = 9(a
3 + b3 + c3) + 6(a2b + a2c + ba2 + bc2 + ca2 + cb2) + 6abc
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1.3 Generating Functions
We also wish to derive the exponential generation function for linear sequences of symmetric functions of
binomial type. Suppose that S is a (quasi-)species such that S[E] has ai elements where i is the number
of elements in the set E. By assumption, a0 = 1 and a1 ≥ 1. The generating function of the species S is
defined to be
Gen[S](t) =
∞∑
i=0
ait
i/i!.
Notice that all the operations among species which we have defined are held equally by their generating
functions. That is,
Gen[S1](t) + Gen[S2](t) = Gen[S1 + S2](t)
Gen[S1](t)Gen[S2](t) = Gen[S1S2](t)
exp(Gen[S2](t)) = Gen[exp(S)](t)
Gen[S1](Gen[S2](t)) = Gen[S1(S2)](t)
dGen)[S](t)/dt = Gen[S′](t)
The linear sequence of polynomials for a given species may be expressed in terms of this generating function.
Theorem 1.4 Let pn(y) be the linear sequence of polynomials associated with the quasi-species S =
(ai)i≥1. Then pn(y) is given implicitly by the generating function
∞∑
n=0
pn(y)t
n/n! =
∏
y∈X
Gen[S](yt).
Proof: Consider the following sequence of equalities:
∞∑
n=0
pn(y)
tn
n!
=
1
n!
∞∑
n=0
∑
f :{1,2,...,n}→X
enriched by S
n∏
i=1
f(i)t (2)
=
1
n!
∞∑
n=0
∑
π⊢N
∑
f :{1,2,...,n}→X
enriched by S
ker(f)=π
∏
y∈X
(yt)|πy| (3)
=
∞∑
n=0
∑
π⊢N
∏
y∈X
a|πy|(yt)
|πy|/|πy|! (4)
=
∞∑
n=0
∑
α⊢x
∏
y∈X
aαy (yt)
αy/αy! (5)
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=
∑
α
∏
y∈X
aαy|(yt)
αy/αy! (6)
=
∏
y∈X
∞∑
k=0
ak(yt)
k/k!
=
∏
y∈X
Gen[S](yt) (7)
where:
• in equation (3) and equation (4), π is a sequence of x (possibly empty) disjoint sets indexed by X
whose union is N ,
• in equation (2), f is a function from {1, 2, . . . , n} to X enriched by the species S; in equation (3), f is
in addition required to have a fiber structure (kernel) which corresponds to π, and
• in equation (5) and equation (6), α is a sequence of nonnegative integers which total to n.
Thus, by the remarks prior to Example 1.2.1,
Corollary 1.5 The sequence of polynomials of binomial type associated with the quasi-species S is given
implicitly by the generating function
∞∑
n=0
pn(x)t
n/n! = Gen[S](t)x = exp(x log Gen[S](t)). (8)
Note that Gen[S](t) has a logarithm since a0 = 1. Now, by a classical result of Umbral Calculus (see[11]),
pn(x) is the conjugate sequence of polynomials of binomial type for the delta operator log(Gen[S](D)) where
D is the derivative, and is associated and basic for the compositional inverse of that delta operator.
Conversely, the sequence of polynomials of binomial type conjugate to the delta operator g(D) enumerates
functions enriched by the quasi-species with generating function exp(g(t)).
Now, we see that counting enriching function enriched with collections of S-structures as opposed to
counting functions enriched with merely a single S-structure is tantamount in terms of polynomials to
Umbral composition with the lower factorial sequence.
In general, let pn(y) and qn(y) be the linear sequences of symmetric functions which enumerate functions
enriched with the species S and exp(T ) (collections of T -structures) respectively. Next, let pn(x) = projpn(y)
and qn(x) = projqn(y) be their polynomial counterparts. Now, suppose rn(x) is the Umbral composition of
pn(x) with qn(x), and that rn(y) is the corresponding linear sequence of symmetric functions. Then rn(y)
is associated with the species S(T). That is, it enumerates functions with a collection of T-structures on
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each fiber and a single S-structure which unites the S-structures. All of this will be better understood later
through the use of transfer operators.
Example 1.3.1: (Powers of x) The generating function for the degenerate species is et, and the
logarithm of et is t. Thus, the generating function for its associated linear sequence of symmetric functions
of binomial type is
exp
t∑
i≥0
yi
 ,
and the generating function for its sequence of polynomials of binomial type is ext. Thus, xn is the conjugate
graded sequence for D. D is its own compositional inverse, so Dxn = nxn.
Example 1.3.2: (Lower Factorial) The generating function for the species Inj is 1 + t. The composi-
tional inverse of log(1 + t) is et− 1, so the forward difference operator eD− 1 is the delta operator for (x)n.
That is, (x+ 1)n − (x)n = n(x)n−1. By equation (7), the generating function for the elementary symmetric
function is given by
∞∏
n=1
(1 + ynt) =
∞∑
n=0
en(y)t
n.
Example 1.3.3: (Upper Factorial) The generating function for the species Lin of linear orders is
1/(1− t). The composition inverse of log(1/(1− t)) is 1− e−t, so the backward difference operator 1− eD
is the delta operator for (x)n. That is, (x)n − (x − 1)n = (x)n−1. By equation (7), the generating function
for the complete symmetric function is given by
∞∏
n=1
(1− ynt)
−1 =
∞∑
n=0
hn(y)t
n.
Example 1.3.4: (Abel Function) Let T be the species of rooted trees. A tree with its root removed
is a rooted forest, and a collection of rooted trees is a rooted forest. Thus, by the theory of species
Gen[T ](x) = xGen[F ](x),
and
Gen[F ](x) = exp(Gen[T ](x)).
Hence, the compositional inverse of the generating function for F is x/ex. Now, An(x) is the associated
sequence of the Abel operator De−D, so as we claimed earlier An(x) counts function enriched with forests
of rooted trees.
Example 1.3.5: (Laguerre Polynomials) The generating function for the species exp(Lin) of collec-
tions of linear orders is exp(x/(1− x)). Thus, the Laguerre symmetric functions are given by the generating
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Table 7: Laguerre Symmetric Function Ln(y)
L0(a, b, c) = 1
L1(a, b, c) = a+ b + c
L2(a, b, c) = 3(ab + ac+ bc) + 2(a
2 + b2 + c2)
L3(a, b, c) = 7(a
3 + b3 + c3) + 9(a2b+ a2c + ba2 + bc2 + ca2 + cb2) + 6abc
function
∞∑
n=0
Ln(y)
tn
n!
=
∏
y∈X
exp
(
yt
1− yt
)
= exp
∑
y∈X
yt
1− yt
 .
Also, the Laguerre polynomials Ln(−x) form the conjugate sequence for the delta operator D/(1−D). The
compositional inverse of this operator is D/(1+D). Thus, the Laguerre polynomials are associated and basic
for the Weirstrass operator.
Example 1.3.6: (Inverse-Abel Polynomials) The generating function for the species T1 of trees of
length at most one is xex since there are exactly n such trees on every set of size n. Thus, the generating
function for the species F1 = exp(T1) of forests of such trees is exp(xe
x). Hence, the generating function
Table 8: Inverse-Abel Symmetric Function µn(y)
µ0(a, b, c) = 1
µ1(a, b, c) = a+ b+ c
µ2(a, b, c) = 2(ab+ ac + bc) + 2(a
2 + b2 + c2)
µ3(a, b, c) = 3(a
3 + b3 + c3) + 6(a2b+ a2c+ ba2 + bc2 + ca2 + cb2) + 6abc
for the inverse-Abel symmetric functions is
∞∑
n=0
µn(y)
tn
n!
=
∏
y∈X
exp
(
yteyt
)
= exp
∑
y∈X
yteyt
 .
1.4 The Symmetric Derivative
We define a derivation on the ring of symmetric functions. (Up to a constant) this operator fills the role of
the basic delta operator simultaneously for each linear sequence of symmetric functions associated with a
sequence of polynomials of binomial type.
We define the symmetric derivative as follows.
Dp(y1, y2, . . .) = lim
ǫ→0
p(ǫ, y1, y2, . . .)− p(0, y1, y2, . . .)
ǫ
=
dp(ǫ, y1, y2, . . .)
dǫ
. (9)
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In other words, we “add” a new variable, take the derivative with respect to it, and set it equal to zero.
For calculations involving D, it is useful to note how D behaves with respect to the monomial symmetric
functions.
Dmλ(y) =
{
mλ\1(y) if 1 is a part of λ, and
0 otherwise.
Example 1.4.1: (Powers Symmetric Function) The symmetric derivative acts on Idn(y) as the
derivative acts on the powers of x.
DIdn(y) = nIdn−1(y).
Example 1.4.2: (Lower Factorial Symmetric Function) Also,
Den(y) = en−1(y),
so
D(y)n = n(y)n−1.
Hence, in this case the symmetric derivative plays the role of the forward difference operator rather than
that of the ordinary derivative. (We could also have derived this using the fact en(y) = m(1n)(y).)
Example 1.4.3: (Upper Factorial Symmetric Function) Also,
Dhn(y) = hn−1(y), (10)
so D(y)n = n(y)n−1. Again, D play the role of the backwards difference operator.
We can use equation (10) to calculate the symmetric derivative of the Schur function. The Schur function
is given by the determinant
sλ(y) = det [hλi−i+j(y)]
∞
i,j=1 . (11)
Now, since D is a derivation,
Dsλ(y) =
∞∑
n=1
det [hλi−i+j−δin(y)]
∞
i,j=0
=
∑
n∈λ
sλ\n∪(n−1)(y)
where the last sum is over the distinct parts of the partion λ. For example,
Ds5221(y) = s4221(y) + s5211(y) + s522(y)
By analogous reasoning, for µ ⊑ λ, the skew Schur function
sλ/µ = det
[
hλi−µj−i+j
]
(y)
has a derivative of
Dsλ/µ(y) =
∑
n∈λ
s(λ\n∪(n−1))/µ(y).
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Figure 8: Typical Contribution to the Derivative
ǫ• −→ ♣new
•
•
•
=⇒ •y1
=⇒ •y2
•
•
=⇒ •y3
• =⇒ •y4
Considering the combinatorial interpretation, we see that the only contribution arises from functions in
which the new variable has a fiber of size one. This fiber can contain any of the n elements of N , and any
of the a1 many structures allowed for one-element sets. Thus,
Dpn(y) = na1pn−1(y),
or equivalently,
ǫ(Dmpn) = n!a
n
1 δnm
where ǫ acts on a symmetric function p(y) by mapping all of the variables to zero: ǫp(y) = p(0, 0, . . .); ǫ is
the symmetric analog of evaluation at zero since
ǫp(y) = [projp(y)]x=0. (12)
Hence, a−11 D plays the role of the basic delta operator. This is true even in the case of linear sequences
of symmetric functions arising from quasi-species.
Example 1.4.4: (Abel Symmetric Function) DAn(y) = nAn−1(y).
Example 1.4.5: (Laguerre Symmetric Function) DLn(y) = nLn−1(y).
Example 1.4.6: (Inverse-Abel Symmetric Function) Dµn(y) = nµn−1(y).
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1.5 The Iterated Symmetric Derivative
Note further that if we define the symmetric i-th derivative
Dimλ(y) =
{
i!mλ\i(y) if i is a part of λ, and
0 otherwise,
then
Dipn(y) = (n)iaipn−i(y)
for any linear sequence of symmetric functions of binomial type pn(y). In particular,
Dipn(y) = aii!D
ipn(y)/a
i
1.
Nevertheless, Di is not a multiple of D
i.
More intuitively, Dip(y) is calculated by introducing a new variable y0, and then differentiating py0,y1,y2...
i times with respect to y0 and setting y0 to zero.
Except when i = 1, Di is not a derivation. For example,
D2m(1)(y)
2 = D2
(
2m(11)(y) +m(2)(y)
)
= 1
whereas
2m(1)(y)
(
D2m(1)(y)
)
= 0.
Note that Di is Dsi(y) in the notation of A. Lascoux [7].
Example 1.5.1: (Powers Symmetric Function) This is the action of the Iterated derivative on the
Powers Symmetric Function. DiIdn(y) = (n)iIdn−i(y).
Example 1.5.2: (Lower Factorial Symmetric Function) We would also like to compute the action
of the Iterated derivative on the elementary and complete symmetric functions.
Dien(y) = Di(y)n/n!
= (n)iδi,1(y)n−i/n!
= δi,1en−i(y).
Thus, Dien(y) = 0 except in the case of the ordinary symmetric derivative where D1en(y) = en−1(y).
Example 1.5.3: (Upper Factorial Symmetric Function) Similarly,
Dihn(y) = Di(y)
n/n!
= (n)ii!(y)
n−i/n!
= i!hn−i(y).
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1.6 The Binomial Theorem
We next wish to devise an analog of the usual binomial identity for linear sequences of polynomials of
binomial type (equation (1)). However, we must first determine the appropriate analog of the shift operator
Ea. We define the symmetric shift operator Ea by
Ea =
∞∑
n=0
anDn/n!.
Hence,
Eamλ(y) =
∞∑
n=0
anmλ/n(y) = mλ(a, y1, y2, . . .),
and thus
Eap(y) = p(a, y1, y2, . . .). (13)
Considering equation (9), this is a very appropriate definition of the symmetric shift operator. Note that
by equation (13), Ea is a isomorphism of the field of symmetric functions. However, note that its inverse is
not E−a. In fact, EaEb 6= Ea+b except in the case where a or b equals zero, for
EaEbm(11)(y) = m(11)(y) + (a+ b)m(1)(y) + ab
whereas
Ea+bm(11)(y) = m(11)(y) + (a+ b)m(1)(y).
Also, in consideration of equation (9), the operators Ea all commute. For any set S, we define the shift
ES to be the composition in any order of the various shifts Ea for all a ∈ S. In the case of an infinite set S,
this definition makes sense via the use of inverse limits. Thus, for z = {z1, z2, . . .},
Ezp(y) = p(z ∪ y).
Returning to our theory of linear sequence of symmetric functions of binomial type. We can now derive
the binomial identity.
Theorem 1.6 (Binomial Theorem) If pn(y) is a linear sequence of symmetric functions of binomial
type, then for all complex numbers a
pn(a, y1, y2, . . .) =
n∑
k=0
(
n
k
)
pk(a, 0, 0, . . .)pn−k(y). (14)
1.6 The Binomial Theorem 21
Figure 9: Binomial Theorem
♠
♠
♠
−→ ♣a
=⇒ •y1
•
•
=⇒ •y2
• =⇒ •y3
Proof: The left side of equation (14) enumerates the set of enriched functions from N to X ∪ {a}. The
right side of equation (14) counts the number of ways to choose a subset of N (represented in Figure 9 by
spades ♠) and map it to a with an enriched function (represented by a thin arrow −→) while mapping the
remainder of N (represented by dots •) into X with another enriched function (represented by a thick arrow
=⇒). Obviously, these two sets of enriched functions are identical.
Corollary 1.7 If pn(y) is a linear sequence of symmetric functions of binomial type, and y and z are
sets of variables, then
pn(y ∪ z) =
n∑
k=0
(
n
k
)
pn−k(y)pk(z).
Proof: By iterating Theorem 2 m-times, we have
pn(z1, . . . , zm,y) =
∑
k
(
n
k
)
pn−k(y)
∑
k1,...,km
(
k
k1, . . . , km
) m∏
i=1
pki(zi, 0, 0, . . .). (15)
where the inner sum is over sequences of nonnegative integers summing to k. However, this sum may be
computed by equation (15) itself (with m having a value of one less).∑
k1,...,km
(
k
k1, . . . , km
) m∏
i=1
pki(zi, 0, 0, . . .) = pk(z1, . . . , zm, 0, 0, . . .)
Thus,
pn(z1, . . . , zm,y) =
n∑
k=0
(
n
k
)
pk(z1, . . . , zm, 0, 0, . . .)pn−k(y).
Our result now follows for infinitely many variables by the usual technique of inverse limits.
Example 1.6.1: (Powers Symmetric Function) Applying the symmetric version of the binomial
theorem to Idn(y) we rediscover the usual binomial theorem
(a+ y1 + y2 + · · ·)
n =
n∑
k=0
(
n
k
)
ak(y1 + y2 + · · ·)
n−k.
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Example 1.6.2: (Lower Factorial Symmetric Function) Applying the binomial theorem to the lower
factorial symmetric function, we derive the following identity held be the elementary symmetric function:
en(a, y1, y2, . . .) = en(y1, y2, . . .) + aen−1(y1, y2, . . .),
or more generally
en(z1, z2, . . . , y1, y2, . . .) =
n∑
k=0
ek(y1, y2, . . .)en−k(z1, z2, . . .).
Example 1.6.3: (Upper Factorial Symmetric Function) Applying the binomial theorem to the
upper factorial symmetric function, we derive the following identity held be the complete symmetric function:
hn(a, y1, y2, . . .) =
∞∑
k=0
akhn−k(y1, y2, . . .).
We are also interested in the shifts of the other important symmetric functions. The power sum symmetric
function pown(y) is defined by
pown(y) = m(n)(y) =
∑
i≥1
yni . (16)
Clearly, pown(y ∪ z) = pown(y) + pown(y). Note that the kernel of the homomorphism proj from the
symmetric functions to the polynomials is described very simply in terms of the power sum symmetric
function. Since projpown(y) = x, the kernel of proj is the algebra generated by the symmetric functions
pown(y) − powm(y) where m and n are distinct integers.
The shift of the monomial symmetric function is given by
mλ(y ∪ z) =
∑
µ∪ν=λ
mµ(y)mν(z).
Finally, we can compute the shift of the Schur function. The Schur function can be defined by equation
(11) or by the ratio of anti-symmetric functions in n variables
sλ(y) = aλ+δ(y)/aδ(y)
where aµ(y) = det
[
y
λj+n−j
i
]
and δ = (n, n − 1, . . . , 2, 1). This definition is consistent with changes of
variables, since the ratio is commutes with the map taking one of the variables to zero. After taking inverse
limits, this definition is equivalent to equation (11). Hence, aδ(y) is simply the Vandermonde determinant.
aδ(y) =
∏
1≤i<j≤n
(yi − yj).
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Thus,
Eaaδ(y) = (a− y1)(a− y2) · · · (a− yn)aδ(y).
Expanding by minors, we have
Easλ(y) = det

aλ1+n+1 aλ2+n · · · aλn+1
yλ1+n+11 y
λ2+n
1 · · · y
λn+1
1
yλ1+n+12 y
λ2+n
2 · · · y
λn+1
2
...
...
. . .
...
yλ1+n+1n y
λ2+n
n · · · y
λn+1
n

=
n+1∑
j=1
(−1)jan−j+λj (y)aδ+(λ1,λ2,...,λi−1,λi+1+1,λi+2+1,...,λn+1+1)(y)
=
(
n+1∏
i=1
a
a− yi
)(
n+1∑
i=1
aλi−isλ1,λ2,...,λi−1,λi+1+1,λi+2+1,...,λn+1+1(y)
)
.∑
µ
a|λ|−|µ|sµ(y)
where the sum is over partitions µ ⊑ λ such that the difference of there Ferrers diagrams λ−µ is a collection
of disjoint horizontal strips.
This fact leads immediately to the definition of the Schur function in terms of tableaux [15], and thence
to the identities
sλ(y ∪ z) =
∑
µ⊑λ
sλ/µ(y)sµ(y)
sλ/ν(y ∪ z) =
∑
µ⊑λ
sλ/µ(y)sµ/ν (y).
Also, we see that the polynomial analog of the Schur function projsλ(y) is the number of standard tableaux
of shape λ utilizing the alphabet 1, 2, . . . , x.
There is more work yet to be done regarding the shift operator. For example,
Open Problem 1.8 What is the relation between the action of the shift operator Ea over the ring of
symmetric function and the theory of Baxter algebras?
1.7 Shift-Invariant Operators
Notice that the symmetric derivatives commute with each other and with the symmetric shift operator.
These are essentially the only linear operators which do so.
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Theorem 1.9 (Classification of Shift-Invariant Operators) Let θ be a linear operator on symmet-
ric functions. Eaθ = θEa for all a if and only if θ is a complex formal power series in the iterated derivatives
Di.
Proof: (If) Immediate.
(Only If) Let bλµ be the coefficients of the action of θ on the monomial symmetric functions
θmλ(y) =
∑
µ∈P
bλµmµ(y).
Then
θEamλ(y) = θ
∞∑
i=0
aimλ\i(y)
=
∑
µ∈P
∞∑
i=0
aibλ\i,µmµ(y)
Eaθmλ(y) = E
a
∑
µ∈P
bλµmµ(y)
=
∑
µ∈P
∞∑
i=0
aibλµmµ\i(y).
We equate coefficients of aimµ(y), and determine that
bλ\i,µ = bλ,µ∪(i).
Thus, bλµ must equal zero unless µ ⊆ λ. Moreover, bλµ depends only on λ \ µ.
Hence, the spaces of linear shift invariant operators is contained in the span of the operators
θν : mλ(y) 7→ mλ\ν(y).
Thus, all shift-invariant operators are formal power series in terms of the symmetric derivatives, since
θν =
∞∏
i=0
Dνi/νi!.
Porism 1.10 The iterated derivatives Di are algebraically independent.
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Let us write Dλ for the product of derivatives θλ =
∏
iDλi/λi!. The Dλ form a basis for the module of
linear shift-invariant operators. Clearly, we have the following identity
ǫDλmν(y) = δλν . (17)
Thus, the operator ǫDλ is equal to the classical operator 〈hλ(y)| where 〈|〉 is the inner product defined by
〈hλ(y)|mλ(y)〉= δλµ. (18)
Theorem 1.11 (Expansion Theorem) Let θ be a linear shift invariant operator. Then
θ =
∑
λ∈P
(ǫθmλ(y)) Dλ.
Theorem 1.12 (Taylor’s Theorem) Let p(y) be a symmetric function. Then
p(y) =
∑
λ∈P
(ǫDλp(y))mλ(y).
Also, we have the symmetric analog of Roman’s identity for formal power series of binomial type.
Theorem 1.13 (Roman’s Identity) Let pn(y) be a linear sequence of symmetric functions of binomial
type, and let θ and φ be shift invariant linear operators. Then
ǫθφpn(y) =
n∑
k=0
(
n
k
)
(ǫθpk(y))(ǫφpn−k(y)). (19)
Proof: It suffices to consider the case θ = Db11 D
b2
2 · · · and φ = D
c1
1 D
c2
2 · · · . However, then both sides of
equation (19) equal zero unless
n = (b1 + c1) + 2(b2 + c2) + · · ·
in which case both sides equal
n!ab1+c11 a
b2+c2
2
where (ai)i≥0 is the quasi-species associated with pn(y).
Thus, we have the following generalization of the symmetric version of binomial theorem.
Corollary 1.14 Let pn(y) be a linear sequence of symmetric functions of binomial type, and let θ be a
shift invariant linear operator. Then
θpn(y) =
n∑
k=0
(
n
k
)
(ǫθpk(y))pn−k(y).
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1.8 Coalgebras
The foregoing theory may be profitably be recast in terms of coalgebras. Let Λy represent the algebra of
symmetric functions in the variables y. Λy is isomorphic for any choice of variables y, so we write Λ for the
algebra of symmetric functions in any set of variables.
Now, Λx ⊗ Λy is isomorphic to the algebra of formal power series invariant under permutations of x or
y. Thus, Λx∪y is naturally a subalgebra of Λx ⊗ Λy. Hence, E = Ey may be thought of as a map from Λ to
Λ⊗ Λ, and ǫ = ǫy is a map from Λy = Λ to the complex numbers.
From this point of view, we arrive at a result due to L. Geissinger [4].
Theorem 1.15 The symmetric functions Λ form a commutative Hopf algebra when they are equipped
with
• the shift operator E : Λ→ Λ⊗ Λ as the comultiplication,
• the evaluation operator ǫ : Λ→ C as the counit,
• the usual multiplication µ : Λ⊗ Λ→ Λ,
• the inclusion ι : C→ Λ as the unitary map, and
• the classical involution
ω : Λ → Λ
hn(y) 7→ en(y).
as the antipode.
Proof: (Commutative Algebra) Λ is well know to be an algebra. That is, it obeys the commutative
diagrams in Figures 10–12 where τ is the commutation map p(x)⊗ q(x) 7→ q(x) ⊗ p(x).
Figure 10: Associativity
Λ⊗ Λ I⊗µ←− Λ⊗ Λ ⊗ Λ
µ ↓ ↓ µ⊗I
Λ µ←− Λ⊗ Λ
(Cocommutative Coalgebra) Cocommutivity follows from commutivity once we observe that Λ is a
bialgebra; however, for now we observe this directly from Figure 13 since p(x ∪ y) = p(y ∪ x). To actually,
show that Λ is a coalgebra refer to Figures 14 and 15. Coassociativity merely means that p(x ∪ (y ∪ z)) =
p((x ∪ y) ∪ z), and the counitary property means that p(y1, y2, . . . , 0, 0, . . .) = p(y1, y2, . . .).
(Bialgebra) There are four requirements one of which is represented by Figure 16. They are all satisfied
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Figure 11: Unitary Property
Λ⊗ Λ
ι⊗I ր ↓ µ տ I⊗ι
C⊗ Λ ∼ Λ ∼ Λ⊗C
Figure 12: Commutativity
Λ ⊗ Λ
τ l µց
Λ ⊗ Λ −→
µ
Λ
Figure 13: Cocommutivity
Λy ⊗ Λx
τ
←→ Λx ⊗ Λy
Ex ↑ ↑ Ey
Λy ∼ Λx
Figure 14: Coassociativity
Λx ⊗ Λy
I⊗Ez
−→ Λx ⊗ Λy ⊗ Λz
Ey ↑ ↑ Ey⊗I
Λx
Ez
−→ Λx ⊗ Λz
Figure 15: Counitary Property
Λx ⊗ Λy
ǫx⊗I ւ ↑ Ey ց I⊗ǫy
C⊗ Λy ∼ Λx ∼ Λx ⊗C
Figure 16: Bialgebra
Λx ⊗ Λx
Ey⊗Ey
−→ Λx ⊗ Λy ⊗ Λx ⊗ Λy
µx ↓ ↓ µx⊗µy
Λx
−→
Ey Λx ⊗ Λy
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since as we have already observed Ey and ǫy are both algebra homomorphism.
(Hopf Algebra) Finally, we must show that
θωxE
yp(x) = θωyE
yp(x) = ǫx(p(x))
where θ is the evaluation of x at y and ωy is the classical involution of Λy. However, this follows immediately
from the following series of equalities
1 =
∏
y∈X
(1− yt)
∏
y∈X
(1 − yt)−1

=
∑
n≥0
(−1)nen(y)t
n
∑
n≥0
hn(y)

=
∑
n≥0
n∑
i=0
(−1)iei(y)hn−i(y)t
n
δn,0 =
n∑
i=0
(−1)iei(y)hn−i(y)t
n
=
n∑
i=0
(−1)i(θωhi(x))hn−i(y)t
n
= θωyE
yhn(x).
In this notation, an operator θ is shift-invariant if and only if (θ ⊗ I)Ex = Exθ
The dual Hopf algebra Λ∗ is generated by the mapsm∗λ : mµ(y) → δλµ. Thus, by equation (17)m
∗
λ = ǫDλ.
Therefore, automorphisms of the algebra of shift-invariant operators correspond to automorphisms of the
coalgebra of symmetric functions. These coalgebra maps are called Transfer operators.
It is best to compare the study of symmetric functions by coalgebra methods, to the study of polynomials
also by coalgebra methods. In that case, we are dealing with the usual multiplication along with the
comultiplication map
∆xn =
n∑
k=0
(
n
k
)
xk ⊗ xn−k,
the counitary map of evaluation at zero, and the antipodal map of substitution by −x. However, this Hopf
algebra is seen to be a homomorphic image of the Hopf algebra of symmetric functions as follows: Define
projx to act on the variables x and set exactly x of them equal to 1, and the remainder to zero (where x
is a new variable). As noted before projx is an algebra homomorphism from the symmetric functions to
the polynomials. Moreover, it is easy to see that proj satisfies all of the necessary relations—for example it
satisfies
∆projx = (projx ⊗ projy)∆
29
and equation (12)—so that proj is a Hopf algebra homomorphism.
However, although the umbral calculus of polynomials and of symmetric functions is best thought of in
terms of coalgebras, we have no coalgebra version of the logarithmic algebra.
Open Problem 1.16 Is the logarithmic algebra of [11] naturally a coalgebra?
If so, then perhaps in analogy to polynomials we have µ(Xn⊗Xm) =
⌊
n+m
n
⌉
Xn+m. Would this then to be
the incidence coalgebra for the poset of hybrid sets? [14]
Part II
Full Sequences
1.9 Introduction
Since we require deg(pn(x)) = n, every sequence of polynomials pn(x) is a basis for the ring of polynomials.
Clearly that is not the case for linear sequences of symmetric functions. Since linear sequences of symmetric
functions are indexed by a single integer, there are insufficiently many. By the fundamental theorem of
symmetric functions, the linear sequences of elementary and complete symmetric symmetric functions are
both transcendence bases. However, this is not true in general since the sequence Idn(y) = (y1 + y2 + · · ·)n
used in Example 1.2.1 is not a transcendence basis.
1.10 Full Sequences
Thus, we are led to discuss larger sequences of symmetric functions which are indexed by partitions and
span the space of symmetric functions.
Definition 1.17 (Full Sequence) Order the partitions in reverse lexicographical order as in [15]. Then
define the exact degree of a nonzero homogeneous symmetric function p(y) of degree n to be the largest
partition λ ⊢ n such that the coefficient cλ = ǫ∆λp(y) is nonzero in the Taylor expansion (Theorem 1.12)
p(y) =
∑
λ∈P
cλmλ(y).
A full sequence then is a sequence (pλ(y))λ∈P of homogeneous symmetric functions indexed by partitions
λ such that each pλ(y) is exactly of degree λ.
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When pλ(y) is a full sequence and α is a vector of nonnegative integers with finite support, then we denote
by pα(y) the symmetric function pµ(y) where µ is the partition formed by arranging the members of α in
weakly descending order. Moreover, we will adopt this convention for any sequence indexed by partitions.
Clearly, every full sequence is a basis for the algebra of symmetric functions. Moreover, the popular
bases mentioned above—Schur sλ(y) and monomial mλ(y)—are full sequences.[15] Moreover, the linear
sequences of complete hn(y), elementary en(y), and power pown(y) symmetric functions can be extended
to full sequences via the product rules:
eλ(y) =
∏
i
eλi(y)
hλ(y) =
∏
i
hλi(y)
powλ(y) =
∏
i
powλi(y)
By the fundamental theorem of symmetric functions, these are bases for the module of symmetric functions.
In fact, it can be seen that hλ(y) and eλ(y) are full sequences.
To determine the analog of eλ(y), hλ(y), and powλ(y) in the theory of polynomials, we apply the
homomorphism proj.
projeλ(y) =
∏
(i,j)∈λ
(x− i+ 1)/i
projhλ(y) =
∏
(i,j)∈λ
(x+ i+ 1)/i
projpowλ(y) = x
ℓ(λ).
Now, since Ea is an isomorphism, we can also calculate the shift of these full sequences.
eλ(y ∪ z) =
∑
α
eα(y)eλ−α(z) (20)
where the sum is over all vectors α of nonnegative integers, and similarly
hλ(z1, z2, . . . , y1, y2, . . .) =
∑
α
hα(z)hλ−α(y) (21)
or
hλ(a, y1, y2, . . .) =
∑
α
a|α|hλ−α(y)
where the sum is over all vectors α of nonnegative integers, and finally
powλ(y ∪ z) =
∑
µ⊆λ
∏
i
(
multi(λ)
multi(µ)
)
powµ(y)powλ/µ(z).
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Equations (20) and (21) are typical of full sequences of divided powers. Let qλ(y) be a full sequence with
qλ(y ∪ z) =
∑
α
qα(y)qλ−α(z).
Then qλ(y) is a full sequence of divided powers. Note that q(n)(y) is a linear sequence of divided powers.
Conversely, note that if qn(y) is a linear sequence of divided powers and their product qλ(y) =
∏
i qλi(y) is a
full sequence, then it is a full sequence of divided powers. However, that is not necessarily the only extension
of qn(y) to a full sequence, and the product may not be full. For example,∏
i≥1
Idλi(y) = Id|λ|(y).
Similarly, if pλ(y) is a full sequence obeying
pλ(y ∪ z) =
∑
α
(
λ
α
)
pα(y)pλ−α(z) (22)
where
(
λ
α
)
= λ!α!(λ−α)! and α! =
∏
i αi!, then pλ(y) is a full sequence of binomial type. Its linear subsequence
p(n)(y) is a linear sequence of binomial type.
Clearly, if pλ(y) = λ!qλ(y), then pλ(y) is a full sequence of binomial type if and only if qλ(y) is a full
sequence of divided powers.
1.11 Transfer Operators and Adjoints
There is a unique map which sends any full sequence to another full sequence. In particular, we are interested
in maps which send one full sequence of divided powers (or equivalently binomial type) onto another. Such
maps we call transfer operators.
Theorem 1.18 1. The image of an full sequence of divided powers (resp. binomial type) under any
transfer operator is another transfer operator.
2. A linear operator on symmetric functions is a transfer operator if and only if it is a homogeneous
coalgebra isomorphism.
Proof: Coalgebra maps preserve the symmetric shift Ea. We can define the adjoint of any linear
map on symmetric functions or shift-invariant operators in a straightforward fashion; we are most interested
in the adjoints of transfer operators (that is, coalgebra maps), and of automorphisms of the algebra of
shift-invariant operators.
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Definition 1.19 Let θ be a linear map on the space of shift-invariant operators, and let φ be a linear
map on the space of symmetric functions. Then adj(θ) and adj(φ) are defined by the relations
ǫ(θf(D))p(y) = ǫf(D)(adj(θ)p(y))
ǫ(adj(φ)f(D))p(y) = ǫf(D)(φp(y))
for all shift-invariant operators f(D) and symmetric functions p(y).
By Theorems 1.11 and 1.12, these adjoints are well defined. For example, the adjoint of the operator
f(D) on symmetric functions is the operator which multiplies shift-invariant operators by f(D).
These adjoints are adjoints in the usual sense with respect to the action on the Hopf algebra of symmetric
functions of the Hopf algebra of shift-invariant operators which has been identified with the dual of the Hopf
algebra of symmetric functions.
Thus, adj(adj(θ)) = θ and adj(adj(φ)) = φ. Moreover the adjoint of any transfer operator is an automor-
phism of the algebra of symmetric functions and visa versa.
Proposition 1.20 The adjoint is an automorphism between the group of transfer operators, and the
group of automorphisms of the algebra of shift-invariant operators.
We can make this connection more explicit.
Theorem 1.21 Let θ be a transfer operator which maps the linear sequence of binomial type pn(y)
associated with the quasi-species (an) to the linear sequence of binomial type qn(y) associated with the quasi-
species (bn). Let adj(θ)Dn/n! =
∑
λ⊢n cλDλ. Then
bn =
∑
λ⊢n
cλ
∏
i≥1
aλi .
Proof: Consider the following sequence of equalities.
bn = ǫDnqn(y)/n!
= ǫDnθpn(y)/n!
= ǫadj(θ)Dnpn(y)/n!
=
∑
λ⊢n
cλǫDλpn(y)
=
∑
λ⊢n
cλ
∏
i≥1
aλi
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Theorem 1.22 Let θ be the linear operator on shift-invariant operators given by
θDλ =
∑
µ∈P
cλµDµ,
and let φ be the linear operator on symmetric functions given by
φmλ(y) =
∑
µ∈P
dλµmµ(y).
Then θ and φ are adjoint if and only if the matrices (cλµ)λ,µ∈P and (dλµ)λ,µ∈P are transposes of each other.
That is, adj(θ) = φ if and only if cλµ = dµλ for all partitions λ and µ.
Proof: Consider the following series of equalities.
cλµ = ǫ
∑
ν∈P
cλνDνmµ(y)
= ǫadj(φ)Dλmµ(y)
= ǫDλφmµ(y)
= ǫDλ
∑
ν∈P
dµνmν(y)
= dµλ.
The classical involution ω of the symmetric functions is the transfer operator which sends the elementary
symmetric function to the complete symmetric function and back again. By Theorem 1.22, the coefficients
of adj(ω) are given by the coefficients of the forgotten symmetric function fλ(y) = ωmλ(y). Thus, by [2,
Theorem 8(ii)],
Corollary 1.23 The adjoint of the classical involution ω of the symmetric functions is given by the
involution
adj(ω)Dn =
∑
λ⊢n
n!∏
i i
λi
Dλ.
1.12 Genera
We have left unanswered the question of what these full sequences of binomial type enumerate. Surely, they
do not count functions enriched with mere species, for they do not possess enough structure. Indeed, we
define a generalization of the species called the genus (plural: genera) whose enriched functions are counted
by full sequences.
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Definition 1.24 (Genera) A genus is a functor G from the category Part of sets with partitions to
the category of sets. For any partition π of a finite set E, we say that the members of the set [π] are G-
structures, and for any bijection f : E → F , we describe the function G[f ] : G[π]→ G[f(π)] as a relabeling
of G-structures. For this paper, we need to assume that there is only one structure on the empty partition
and there is at least one structure on partitions of a one element set; that is, |G[∅]| = 1 and |G[{{0}}]| 6= 0.
Note that this definition is equivalent to the partitionals of [18]; however, it differs in the multiplication,
exponentiation, and composition to be defined later. Species are then be seen as the restriction of genera to
set partitions consisting of only one block.
The equivalence class of G is thus determined by the number Gλ of G-structures on set partitions π ⊢ S
of type λ. (The type of π is the integer partition λ which corresponds to the size of its blocks. For example,
if π = {{a, b, c}, {d, e}, {f}, {g}}, then the type of π would be λ = (3211).) The generating function of G is
defined to be the formal power series
Gen[G](y) =
∑
λ∈P
aλmλ(y)/λ!.
As with species, again we consider the category C of complex numbers. Any functor from Part to C is
Figure 17: Quasi-Genera
Sets
ι
−→ Part
G
−→ Sets
Q ↓ ւ #
C
called a quasi-genus. Note that any genus G can be extended a quasi-genus Q by composing with #. We
will perform computations with quasi-genera as if they were actual genera. In this case, aλ above will refer
to the value of Q on a partition of type λ.
Conversely, any genus can be restricted to a species by composing on the other side with the functor ι
from the category Sets to the category Part defined by ι : E 7→ {E}.
The generating functions for a genus G and for its associated species S = G ◦ ι are simply related.
Gen[G](t, 0, 0, . . .) = Gen[S](t).
(See Example 1.3 for a converse.)
We define the sum of two genera G1 and G2 on a partition π ⊢ S by their disjoint union
(G1 +G2)[π] =G1[π]∪˙G2[π]
so that
Gen[G1](y) + Gen[G2](y) = Gen[G1 +G2](y).
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In other words, aG1+G2-structure is either aG1-structure or aG2-structure. With respect to this addition,
the set of all quasi-genera is a complex vector space. Hence, we can consider the following pseudo-basis.
G(λ)[π] =
{
1 if π is of type λ, and
0 otherwise.
The additive identity then is the genus with no structures whatsoever on any partition.
Similarly, we define the product of G1 and G2 on π ⊢ S to be set of quadruples
(G1G2)[π] =
{
(S1, S2, A1, A2): S1 and S2 are disjoint, S1 ∪ S2 = S, and
Ai ∈ Gi[πi] where πi is the restriction of π to Si.
}
In other words, as in Figure 18 in which each of the horizontal lines represents a block of π ⊢ S, we divide S
in half—right and left, and place a G1-structure on the restriction of π to one half, and a G2-structure on
Figure 18: Product of Genera
the restriction of π to the other half.
Proposition 1.25 Let G1 and G2 be any two genera, then Gen[G1](y)Gen[G2](y) = Gen[G1G2](y).
Proof: By linearity, it will suffice to consider the case G1 = G
(λ) and G2 = G
(µ). Now, let π =
{π1, π2, . . .} ⊢ S be of type ν where the blocks πi are listed in decreasing order of size. We must count the
number of ways to divide split S into S1 and S2 such that π restricted to S1 and S2 is of type λ and µ
respectively. Suppose further that S1 ∩ πi contains αi elements and S2 ∩ πi contains βi elements. Then α
and β must be permutations of λ and µ respectively, and α+ β = ν. Subject to these conditions then there
are ν!/λ!µ! choices for S1 and S2. Hence,
G(λ)G(µ) =
∑
ν∈P
∑
α+β=ν
α is a permutation of λ
β is a permutation of µ
ν!
λ!µ!
G(ν).
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On the other hand,
mλ(y)
λ!
mµ(y)
µ!
=
∑
α is a permutation of λ
β is a permutation of µ
yα+β/λ!µ!
=
∑
ν∈P
∑
α+β=ν
α is a permutation of λ
β is a permutation of µ
ν!
λ!µ!
mν(y)
ν!
.
Thus, the multiplicative identity is the genus G(0) which has one structure on the unique partition of the
empty set, but has no structures for any other partitions.
Next, we define the exponentiation of a genus G on π ⊢ S to be
exp(G)[π] =

(φ, (AB)B∈φ): φ is a partition of S, (AB)B∈θ is a sequence
indexed by the blocks of φ for each block B of the partition
φ, AB ∈ G[πB] where πB is the restriction of π to B.

That is, we divide S into a number of parts and place a G structure on the restriction of π to each part. In
Figure 19: Exponentiation and Composition of Genera
Figure 19, the horizontal lines represent the blocks of π and the circled areas represent the blocks φ. Since
exp(G) is equivalent to
∑
n≥0G
n/n!, we immediately have
exp (Gen[G](y)) = Gen[exp(G)](y).
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Similarly, we define the composition of G1 with G2 on π ⊢ S to be
exp(G)[π] =

(φ, (AB)B∈φ, C): φ is a partition of S, (AB)B∈φ is a se-
quence indexed by the blocks of φ for each block B of the
partition φ, AB ∈ G[πB ] where πB is the restriction of π
to B, and C ∈ G1[ζ] where ζ is the partition of the blocks
of φ defined by the equivalence relation B1 ∼ B2 if and
only if for every P ∈ π, we have |B1 ∩ P | = |B2 ∩ P |.

That is, we divide S into a number of parts, place a G2-structure on the restriction of π to each parts.
Finally we consider the partition of the parts of S classified according to their intersections with the blocks
of π (as shown in in Figure 19 by wavy lines), and we place a G1-structure on it.
Recall that the plethystic composition p ◦ q(y)of two symmetric functions p(y) and q(y) is defined as
follows. We express g(y) as a sum of monomials g(y) =
∑
α cαy
α, and introduce a new set of variables z
defined by
∏
i≥1(1 + zit) =
∏
α(1 + x
αt)cα . Finally, we define p ◦ q(y) = p(z).
The generating function of a composition of genera can be expressed in term of plethystic composition.
Theorem 1.26 Let G1 and G2 be any two genera, then Gen[G1(G2)](y) = (Gen[G1] ◦Gen[G2])(y).
Proof: By linearity, it will suffice to consider the case G1 = G
(λ). Now, let G = G2 =
∑
µ∈P cµG
(µ).
Now, let’s compute the number of G(λ)(G) structures on the partition π = {π1, π2, . . .} ⊢ S of type ν where
the blocks πi are listed in decreasing order of size. We must divide S into exactly |λ| parts which intersect
with π in exactly ℓ(λ) different ways with the ith way occuring exactly λi times. Let α
(1), α(2), . . . , α(ℓ(λ))
represent these various intersection types. These intersection types must all be distinct. However, two sets
of intersection types differing only by the rearrangement of α(i) and α(j) corresponding to λi = λj are not
considered distinct; this caveat will be denoted (*). Next, let Si1, Si2, . . . , Siλi be the λi blocks of intersection
type α(i). That is, Sij ∩ πk = α
(i)
k and the Sij form a partition of S. Then ν = λ1α
(1) + · · ·+ λℓ(λ)α
(ℓ(λ)).
Each Sij is then endowed with a G structure in one of cµ way where µ
(i) is the partition formed by sorting
the vector α(i). Hence,
G(λ)(G) =
∑
ν
∑
µ(i)∈P
∑
λ1α
(1)+λ2α
(2)+···=ν
(∗),α(i) is a permutation of µ(i)
ℓ(λ)∏
i=1
(
cµ(i)
µ(i)!
)λi
G(ν)ν!/λ!
= θmλ(H
(1)(y),H(2)(y), . . .)/λ!
where the H(1)(y) are a set of genera of which cµ/µ! equals G
(µ) for each partition µ ∈ P and θ is the linear
operator θ : mν(y) 7→ ν!mν(y). The conclusion now follows immediately.
Thus, the compositional identity is the genus G(1) which has one structure on the unique partition of
any one element set, and no structures otherwise.
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Finally, we define the nth iterated derivative DnGof a genus G on a partition π to be the set consisting
structures of G-structures on a partition π ∪ {{∞1, . . . ,∞n}} containing a new block of size n along with a
complete ordering of this new block. Thus, DnG
(λ) = n!G(λ\n) so that
DnGen[G](y) = Gen[DnG](y).
By considering species and their generating functions, we immediately observe that pown ◦ powm(y) =
pownm(y) from which we can deduce that general composition is associative.
Having now completely defined an adequate generalization of species. We can now consider function
enriched by it.
Definition 1.27 (Generic Functions) Let S and X be sets, and let π be a partition of S. f is called
a generic function or a function enriched by the genus G if it is a function from S to X which is equipped
with a G-structure for the restriction of π to each of its fibers.
Figure 20: Typical Generic Function
Theorem 1.28 A full sequence of symmetric functions pλ(y) is of binomial type if and only if it enumer-
ates the generic functions from a set S equipped with a partition π ⊢ S of type λ to the set X = {y1, y2, . . .}
for some genus (or quasi-genus) G.
Proof: (If) The left side of equation (22) enumerates the set of generic functions from π ⊢ S to X1 ∪X2.
The right side of equation (22) counts the number of ways to divide S into two parts, and map the parts to
X1 and X2 respectively with generic functions. The sum is over the types of the resulting restrictions of the
partition π. Obviously, these two set of generic functions are identical.
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(Only If) Define the numbers Gλ,α by the identity
Dnpλ(y) =
∑
α
(
λ
α
)
Gλ,αpλ−α(y)
. Thus,
Ezpλ(y) =
∑
α
(
λ
α
)
z|α|Gλ,α
|α|!
pλ−α(y).
However, by equation (22), z|α|Gλ,α/|α|! does not depend on λ. Hence, Gλ,α = Gα does not depend on
λ. Moreover, it is invariant under permutation of α. Thus, Gα is a quasi-genus, and pλ(y) enumerates its
generic functions.
Restricting our attention to species, we have
Corollary 1.29 A linear sequence of symmetric functions pn(y) is of binomial type if and only if it
enumerates the functions from N to X = {y1, y2, . . .} enriched by some species (or quasi-species) S.
The two examples of full sequences of binomial type given are associated with fairly simple genera.
Example 1.1 eλ(y) enumerates functions enriched with a genus G with a single structure for any par-
tition consisting solely of one element blocks, and no structures otherwise.
Example 1.2 hλ(y) enumerates functions enriched with a genus G with λ! structures on any partition
of type λ. For example, G[π] could be the set of posets which completely order the blocks of π yet leave
elements of distinct blocks incomparable.
As we have explained about the products of most linear sequences of symmetric functions of binomial
type form similar full sequences.
Example 1.3 Let pn(y) be the linear sequence of symmetric functions of binomial type associated with
the quasi-species S = (an)n≥0. Then if full, pλ(y) =
∏
i pλi(y) is the full sequence of symmetric functions
of binomial type associated with the quasi-genus G = (aλ)λ∈P where aλ =
∏
i aλi . That is, each G structure
on π is a sequence of S-structures—one for each block of π. The generating function for G is
Gen[G](y) =
∏
y∈X
Gen[S](y).
Conversely, we have noted that every full sequence of symmetric function of binomial type restricts to a
similar linear sequence
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Example 1.4 Let pλ(y) be the full sequence of symmetric functions of binomial type associated with the
quasi-genus G = (Gλ)λ∈P . Then pn(y) = p(n)(y) is the linear sequence associated with the quasi-species
S = G ◦ ι. That is, Sn = S(n), and for any set E, S[E] = G[{E}]. (See Figure 17.)
Thus, derivatives of a full sequence of symmetric functions of binomial type are now easy to compute.
Proposition 1.30 Let pλ(y) be the full sequence of symmetric functions of binomial type associated
with the quasi-genus (Gλ)λ∈P . Its symmetric derivative is
Dpλ(y) =
∑
i≥1
iG(1)multi(λ)pµ(y)
where µ = λ \ i ∪ {i− 1}, and more generally
Dnpλ(y) = n!
∑
|α|=n
(
λ
α
)
Gαpλ−α
Proof: To compute the nth iterated derivative, we distinguish an element of the range of the generic
functions, and count generic functions for which the inverse image of that element contains exactly n points.
Figure 21: Contribution to the Derivative of a Full Sequence of Binomial Type
Here, we sum over how these n points are arranged within the block structure of the domain of the generic
function.
Corollary 1.31 Let pλ(y) be the full sequence of symmetric functions of binomial type associated with
the quasi-genus G = (Gλ)λ∈P . Its shift is
Expλ(y) =
∑
α
(
λ
α
)
x|α|Gαpλ−α(y).
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From Corollary 1.31 and equation (22), we have the following explicit formula for a full sequence of
symmetric functions of binomial type.
Corollary 1.32 The full sequence of symmetric functions of binomial type pλ(y) associated with the
quasi-genus (Gλ)λ∈P is given by the formula
pλ(x, y, z, . . .) =
∑
λ=α+β+γ+···
GαGβGγ · · ·x
|α|y|β|z|γ| · · · .
Thus, its evaluation is given by
ǫpλ(y) = δλ,(0).
Also, we see that the definition of a full sequence was not really as strict as one may have thought.
Corollary 1.33 If pλ(y) is associated with a quasi-genus, and is a basis for Λ, then it is a full
sequence.
Now, by iterating Proposition 1.30, we have
Corollary 1.34 Let pλ(y) be the full sequence of symmetric functions of binomial type associated with
the quasi-genus (Gλ)λ∈P . Then
Dµpλ(y) =
∑
|α(i)|=µi
(
λ
α(1), α(2), . . . ∈ P
)
Gα(1)Gα(2) · · · pλ−α(1)−α(2)(y)
where each α(i) is a partition, and
(
λ
α(1),α(2),...
)
is given by the product of multinomial coefficients(
λ
α(1), α(2), . . .
)
=
∏
i≥1
(
λi
λi − α
(1)
i − α
(2)
i − · · · , α
(1)
i , α
(2)
i , . . .
)
=
λ!
(λ− α(1) − α(2) − · · ·)!α(1)!α(2)! · · ·
.
Finally, we compute the coefficients of transfer operators in terms of genera.
Theorem 1.35 Let pλ(y) be the full sequence of binomials type associated with the quasi-genus G =
(Gλ)λ∈P . Suppose θ is the transfer operator given by
adj(θ)Dn/n! =
∑
λ⊢n
cλDλ.
Then θpλ(y) is the full sequence of binomial type associated with the quasi-genus (Hλ)λ∈P where
Hλ =
∑
µ⊢n
cµ
∑
M
(
λ
M
)
GM1GM2 · · ·
where M is a matrix of nonnegative integers whose column sums are λ, whose row sums are µ, and whose
ith row is Mi and
(
λ
M
)
= λ!/
∏
i,j≥1Mij !.
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Proof: Consider the following sequence of equalities.
Hλ = ǫ
∑
|α|=n
(
λ
α
)
Hαqλ−α(y)
= ǫDnqλ(y)/n!
= ǫDnθpλ(y)/n!
= ǫadj(θ)Dnpλ(y)/n!
= ǫ
∑
µ⊢n
cµDµpλ(y)
= ǫ
∑
µ⊢n
cµ
∑
|α(i)|=µi
(
λ
α(1), α(2), . . .
)
Gα(1)Gα(2) · · · pλ−α(1)−α(2)−···(y)
=
∑
µ⊢n
cµ
∑
M
(
λ
M
)
GM1GM2 · · ·
When one takes λ = (n), Theorem 1.35 specializes to Theorem 1.21.
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