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A STABILIZER-FREE PRESSURE-ROBUST FINITE ELEMENT
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Abstract. In this paper, we introduce a new finite element method for solving the Stokes
equations in the primary velocity-pressure formulation. This method employs H(div) finite elements
to approximate velocity, which leads to two unique advantages: exact divergence free velocity field
and pressure-robustness. In addition, this method has a simple formulation without any stabilizer
or penalty term. Optimal-order error estimates are established for the corresponding numerical
approximation in various norms. Extensive numerical investigations are conducted to test accuracy
and robustness of the method and to confirm the theory. The numerical examples cover low and
high order approximations up to the degree four, and 2D and 3D cases.
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1. Introduction. In this paper, we solve the Stokes problem which seeks un-
known functions u and p satisfying
−µ∆u+∇p = f in Ω,(1.1)
∇ · u = 0 in Ω,(1.2)
u = 0 on ∂Ω,(1.3)
where µ denotes the fluid viscosity and Ω is a polygonal or polyhedral domain in
Rd (d = 2, 3).
The weak form in the primary velocity-pressure formulation for the Stokes prob-
lem (1.1)–(1.3) seeks u ∈ H 10(Ω) and p ∈ L20(Ω) satisfying
(µ∇u,∇v)− (∇ · v, p) = (f ,v),(1.4)
(∇ · u, q) = 0,(1.5)
for all v ∈ H 10(Ω) and q ∈ L20(Ω).
The Stokes equations have many applications in fluid dynamics and been studied
extensively by researchers. For examples, finite element methods in the primary
velocity-pressure formulation have been investigated in [3, 4] for continuous velocity
approximations and in [10] for totally discontinuous velocity fields. In [12, 13], a
H(div) finite element method is proposed for the Stokes equations, i.e. the velocity
is approximated by H(div) finite element functions. There are two advantages of the
method. First, the numerical solution satisfies the divergence free condition exactly.
Secondly, it is a pressure-robust discretization [7]. Since the H(div) finite element is
discontinuous, a stabilizer with a penalty parameter is required in the formulation.
The penalty parameters in [12, 13] need to be large enough to ensure the well posedness
of the problem.
The weak Galerkin (WG) finite element method is an effective and robust numeri-
cal technique for the approximate solution of partial differential equations, introduced
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2in [15, 16]. The WG methods use discontinuous piecewise polynomials as approxima-
tion on polytopal meshes. The main idea of weak Galerkin finite element methods
is the use of weak functions and their corresponding weak derivatives in algorithm
design. With the introduction of weak derivative, the WG method has a simple for-
mulation and no need to tune penalty parameters. The Stokes problems and the
coupled Stoke-Darcy problems have been studied by the weak Galerkin methods in
[5, 6, 8, 14] and by the modified weak Galerkin methods in [9, 11].
In this paper, we develop a new finite element method for solving the Stokes
equations in (1.1)-(1.3). Like the finite element method in [13], we use H(div) finite
element for velocity. As a result, our new finite element method has exact divergence
free velocity field and is pressure-robust. Owe to the introduction of weak gradient in
[9], this new finite element method has the following simple formulation: seek uh ∈ Vh
and ph ∈Wh satisfying
(µ∇wuh,∇wv)− (∇ · v, ph) = (f ,v) ∀v ∈ Vh,(1.6)
(∇ · uh, q) = 0 ∀q ∈Wh,(1.7)
where ∇w is the weak gradient which will be defined later. Unlike the H(div) finite
element method in [13], there are no stabilizers nor penalty parameters in our new
finite element formulations (1.6)-(1.7).
The optimal order error estimates are established for the corresponding finite
element approximations for velocity and pressure. Our theory and numerical tests
demonstrate the pressure-robustness of the method. Extensive numerical examples
are tested for the finite elements with different degrees up to P4 polynomials and for
different dimensions, 2D and 3D.
2. Finite Element Method. We use standard definitions for the Sobolev spaces
Hs(D) and their associated inner products (·, ·)s,D, norms ‖ · ‖s,D, and seminorms
| · |s,D for s ≥ 0. When D = Ω, we drop the subscript D in the norm and inner
product notation. We also use L20(Ω) to denote the subspace of L
2(Ω) consisting of
functions with mean value zero.
Let Th be a shape regular partition of the domain Ω with mesh size h that consists
of triangles/tetrahedrons. Denote by Eh the set of all flat faces in Th, and let E0h =
Eh\∂Ω be the set of all interior faces.
For k ≥ 1 and given Th, define two finite element spaces for velocity
Vh =
{
v ∈ H(div,Ω) : v|T ∈ [Pk(T )]d, ∀T ∈ Th, v · n|∂Ω = 0
}
.(2.1)
and for pressure
(2.2) Wh =
{
q ∈ L20(Ω) : q|T ∈ Pk−1(T )
}
.
Let T1 and T2 be two triangles/tetrahedrons in Th sharing e ∈ Eh. For e ∈ Eh
and v ∈ Vh +H 10(Ω), the jump [v] is defined as
(2.3) [v] = v if e ⊂ ∂Ω, [v] = v|T1 − v|T2 if e ∈ E0h.
The order of T1 and T2 is not essential.
For e ∈ Eh and v ∈ Vh +H 10(Ω), the average {v} is defined as
(2.4) {v} = 0 if e ⊂ ∂Ω, {v} = 1
2
(v|T1 + v|T2) if e ∈ E0h.
3For a function v ∈ Vh +H 10(Ω), its weak gradient ∇wv ∈
∏
T∈Th [Pk+1(T )]
d×d is
defined on each T ∈ Th by
(2.5) (∇wv, τ)T = −(v, ∇ · τ)T + 〈{v}, τ · n〉∂T ∀τ ∈ [Pk+1(T )]d×d.
For simplicity, we adopt the following notations,
(v, w)Th =
∑
T∈Th
(v, w)T =
∑
T∈Th
∫
T
vwdx,
〈v, w〉∂Th =
∑
T∈Th
〈v, w〉∂T =
∑
T∈Th
∫
∂T
vwds.
Then we have the following simple finite element scheme without stabilizers.
Weak Galerkin Algorithm 1. A numerical approximation for (1.1)-(1.3)
can be obtained by seeking uh ∈ Vh and ph ∈Wh such that for all v ∈ Vh and q ∈Wh,
(µ∇wuh, ∇wv)− (∇ · v, ph) = (f, v),(2.6)
(∇ · uh, q) = 0.(2.7)
Let Qh be the element-wise defined L2 projection onto the space [Pk+1(T )]d×d
for T ∈ Th.
Lemma 2.1. Let φ ∈ H10(Ω), then on T ∈ Th
∇wφ = Qh∇φ.(2.8)
Proof. Using (2.5) and integration by parts, we have that for any τ ∈ [Pk+1(T )]d×d
(∇wφ, τ)T = −(φ,∇ · τ)T + 〈{φ}, τ · n〉∂T
= −(φ,∇ · τ)T + 〈φ, τ · n〉∂T
= (∇φ, τ)T = (Qh∇φ, τ)T ,
which implies the desired identity (2.8).
For any function ϕ ∈ H1(T ), the following trace inequality holds true (see [16]
for details):
(2.9) ‖ϕ‖2e ≤ C
(
h−1T ‖ϕ‖2T + hT ‖∇ϕ‖2T
)
.
3. Well Posedness. We assume µ = 1 for simplicity. We start this section by
introducing two semi-norms |||v||| and ‖v‖1,h for any v ∈ Vh ∪H 10(Ω) as follows:
|||v|||2 =
∑
T∈Th
(∇wv,∇wv)T ,(3.1)
‖v‖21,h =
∑
T∈Th
‖∇v‖2T +
∑
e∈Eh
h−1e ‖[v]‖2e.(3.2)
It is easy to see that ‖v‖1,h defines a norm in Vh. The following norm equivalence
has been proved in [1],
(3.3) C1‖v‖1,h ≤ |||v||| ≤ C2‖v‖1,h ∀v ∈ Vh.
4The space H(div; Ω) is defined as the set of vector-valued functions on Ω which,
together with their divergence, are square integrable; i.e.,
H(div; Ω) =
{
v ∈ [L2(Ω)]d : ∇ · v ∈ L2(Ω)} .
Define a projection Πh for τ ∈ H(div,Ω) (see [2]) such that Πhτ ∈ Vh and on
each T ∈ Th
(∇ · τ, v)T = (∇ ·Πhτ, v)T ∀v ∈ Pk−1(T ).(3.4)
The inf-sup condition for the finite element formulation (2.6)-(2.7) will be derived
in the following lemma.
Lemma 3.1. There exists a positive constant β independent of h such that for all
ρ ∈Wh,
(3.5) sup
v∈Vh
(∇ · v, ρ)
|||v||| ≥ β‖ρ‖.
Proof. For any given ρ ∈Wh ⊂ L20(Ω), it is known [4] that there exists a function
v˜ ∈ H 10(Ω) such that
(3.6)
(∇ · v˜, ρ)
‖v˜‖1 ≥ C‖ρ‖,
where C > 0 is a constant independent of h. By setting v = Πhv˜ ∈ Vh, we prove next
that the following holds true
(3.7) |||v||| ≤ C‖v˜‖1.
It follows from (3.3), (2.9) and v˜ ∈ H 10(Ω),
|||v|||2 ≤ C‖v‖21,h = C(
∑
T∈Th
‖∇v‖2T +
∑
e∈E0h
h−1e ‖[v]‖2e)
≤ C
∑
T∈Th
‖∇Πhv˜‖2T +
∑
e∈E0h
h−1e ‖[Πhv˜ − v˜]‖2e
≤ C‖v˜‖21,
which implies the inequality (3.7). It follows from (3.4) that
(∇ · v, ρ) = (∇ ·Πhv˜, ρ) = (∇ · v˜, ρ).
Using the above equation, (3.6) and (3.7), we have
|(∇ · v, ρ)|
|||v||| ≥
|(∇ · v˜, ρ)|
C‖v˜‖1 ≥ β‖ρ‖,
for a positive constant β. This completes the proof of the lemma.
Lemma 3.2. The weak Galerkin method (2.6)-(2.7) has a unique solution.
Proof. It suffices to show that zero is the only solution of (2.6)-(2.7) if f = 0. To
this end, let f = 0 and take v = uh in (2.6) and q = ph in (2.7). By adding the two
resulting equations, we obtain
(∇wuh, ∇wuh) = 0,
5which implies that ∇wuh = 0 on each element T . By (3.3), we have ‖uh‖1,h = 0
which implies that uh = 0.
Since uh = 0 and f = 0, the equation (2.6) becomes (∇ · v, ph) = 0 for any
v ∈ Vh. Then the inf-sup condition (3.5) implies ph = 0. We have proved the lemma.
4. Error Equations. In this section, we will derive the equations that the errors
satisfy. First we define an element-wise L2 projection Qh onto the local space Pk−1(T )
for T ∈ Th. Let eh = Πhu− uh, h = u− uh and εh = Qhp− ph.
Lemma 4.1. For any v ∈ Vh and q ∈Wh, the following error equations hold true,
(∇weh, ∇wv)− (εh, ∇ · v) = `1(u,v)− `2(u,v),(4.1)
(∇ · eh, q) = 0,(4.2)
where
`1(u, v) = 〈v − {v}, ∇u · n−Qh(∇u) · n〉∂Th ,(4.3)
`2(u,v) = (∇w(u−Πhu),∇wv).(4.4)
Proof. First, we test (1.1) by v ∈ Vh to obtain
(4.5) − (∆u, v) + (∇p, v) = (f , v).
Integration by parts gives
(4.6) − (∆u, v) = (∇u,∇v)Th − 〈∇u · n,v − {v}〉∂Th ,
where we use the fact 〈∇u ·n, {v}〉∂Th = 0. It follows from integration by parts, (2.5)
and (2.8),
(∇u,∇v)Th = (Qh∇u,∇v)Th
= −(v,∇ · (Qh∇u))Th + 〈v,Qh∇u · n〉∂Th
= (Qh∇u,∇wv)Th + 〈v − {v},Qh∇u · n〉∂Th
= (∇wu,∇wv) + 〈v − {v},Qh∇u · n〉∂Th .(4.7)
Combining (4.6) and (4.7) gives
−(∆u, v) = (∇wu,∇wv)− `1(u,v).(4.8)
Using integration by parts and v ∈ Vh, we have
(4.9) (∇p, v) = −(p,∇ · v)Th + 〈p,v · n〉∂Th = −(p,∇ · v)Th = −(Qhp,∇ · v)Th .
Substituting (4.8) and (4.9) into (4.5) gives
(4.10) (∇wu,∇wv)− (Qhp,∇ · v)Th = (f ,v) + `1(u,v).
The difference of (4.10) and (2.6) implies
(4.11) (∇wh,∇wv)− (εh,∇ · v)Th = `1(u,v) ∀v ∈ Vh.
Adding and subtracting (∇wΠhu,∇wv) in (4.11), we have
(4.12) (∇weh,∇wv)− (εh,∇ · v)Th = `1(u,v)− `2(u,v),
which implies (4.1).
Testing equation (1.2) by q ∈Wh and using (3.4) give
(4.13) (∇ · u, q) = (∇ ·Πhu, q)Th = 0.
The difference of (4.13) and (2.7) implies (4.2). We have proved the lemma.
65. Error Estimates in Energy Norm. In this section, we shall establish op-
timal order error estimates for the velocity approximation uh in ||| · ||| norm and for
the pressure approximation ph in the standard L
2 norm.
It is easy to see that the following equations hold true for {v} defined in (2.4),
(5.1) ‖v − {v}‖e = ‖[v]‖e if e ⊂ ∂Ω, ‖v − {v}‖e = 1
2
‖[v]‖e if e ∈ E0h.
Lemma 5.1. Let w ∈ Hk+1(Ω) and ρ ∈ Hk(Ω) and v ∈ Vh. Assume that the
finite element partition Th is shape regular. Then, the following estimates hold true
|`1(w, v)| ≤ Chk|w|k+1|||v|||,(5.2)
|`2(w, v)| ≤ Chk|w|k+1|||v|||.(5.3)
Proof. Using the Cauchy-Schwarz inequality, the trace inequality (2.9), (5.1) and
(3.3), we have
|`1(w, v)| = |
∑
T∈Th
〈v − {v}, ∇w · n−Qh(∇w) · n〉∂T |
≤ C
∑
T∈Th
‖∇w −Qh∇w‖∂T ‖v − {v}‖∂T
≤ C
(∑
T∈Th
hT ‖(∇w −Qh∇w)‖2∂T
) 1
2
(∑
e∈Eh
h−1e ‖[v]‖2e
) 1
2
≤ Chk|w|k+1|||v|||.
Next we estimate |`2(w,v)| = |(∇w(w−Πhw),∇wv)|. It follows from (2.5), integra-
tion by parts, (2.9) and (5.1) that for any q ∈ [Pk+1(T )]d×d,
|(∇w(w −Πhw),q)T |
= | − (w −Πhw,∇ · q)T + 〈w − {Πhw},q · n〉∂T |
= |(∇(w −Πhw),q)T + 〈Πhw − {Πhw},q · n〉∂T |
≤ ‖∇(w −Πhw)‖T ‖q‖T + Ch−1/2‖[Πhw]‖∂T ‖q‖T
= ‖∇(w −Πhw)‖T ‖q‖T + Ch−1/2‖[w −Πhw]‖∂T ‖q‖T
≤ Chk|w|k+1,T ‖q‖T .(5.4)
Letting q = ∇wv in the above equation and taking summation over T , we have
|`2(w, v)| ≤ Chk|w|k+1|||v|||.
We have proved the lemma.
Theorem 5.2. Let (u, p) ∈ H10(Ω)∩Hk+1(Ω)× (L20(Ω)∩Hk(Ω)) with k ≥ 1 and
(uh, ph) ∈ Vh ×Wh be the solution of (1.1)-(1.3) and (2.6)-(2.7), respectively. Then,
the following error estimates hold true
|||u− uh||| ≤ Chk|u|k+1,(5.5)
‖Qhp− ph‖ ≤ Chk|u|k+1,(5.6)
‖p− ph‖ ≤ Chk(|u|k+1 + |p|k).(5.7)
7Proof. By letting v = eh in (4.1) and q = εh in (4.2) and adding the two resulting
equations, we have
|||eh|||2 = |`1(u,v)− `2(u,v)|.(5.8)
It then follows from (5.2) and (5.3) that
(5.9) |||eh|||2 ≤ Chk|u|k+1|||eh|||.
By the triangle inequality and (5.9), (5.5) holds. To estimate ‖εh‖, we have from (4.1)
that
(εh,∇ · v) = (∇weh,∇wv)− `(u,v).
Using the equation above (5.9) and (5.2), we arrive at
|(εh,∇ · v)| ≤ Chk|u|k+1|||v|||.
Combining the above estimate with the inf-sup condition (3.5) gives
‖εh‖ ≤ Chk|u|k+1,
which yields the desired estimate (5.6). (5.7) follows by the triangle inequality.
6. Error Estimates in L2 Norm. In this section, we shall derive an L2-error
estimate for the velocity approximation through a duality argument. Recall that
eh = Πhu− uh and h = u− uh. To this end, consider the problem of seeking (ψ, ξ)
such that
−∆ψ +∇ξ = h in Ω,(6.1)
∇ ·ψ = 0 in Ω,(6.2)
ψ = 0 on ∂Ω.(6.3)
Assume that the dual problem has the H 2(Ω) × H1(Ω)-regularity property in the
sense that the solution (ψ, ξ) ∈ H 2(Ω) ×H1(Ω) and the following a priori estimate
holds true:
(6.4) ‖ψ‖2 + ‖ξ‖1 ≤ C‖h‖.
Theorem 6.1. Let (uh, ph) ∈ Vh ×Wh be the solution of (2.6)-(2.7). Assume
that (6.4) holds true. Then, we have
(6.5) ‖u− uh‖ ≤ Chk+1(|u|k+1 + |p|k).
Proof. Testing (6.1) by h gives
(h, h) = −(∆ψ, h) + (∇ξ, h).(6.6)
8Using integration by parts and the fact 〈∇ψ · n, {h}〉∂Th = 0, then
−(∆ψ, h) = (∇ψ, ∇h)Th − 〈∇ψ · n, h − {h}〉∂Th
= (Qh∇ψ, ∇h)Th + (∇ψ −Qh∇ψ, ∇h)Th − 〈∇ψ · n, h − {h}〉∂Th
= −(∇ ·Qh∇ψ, h)Th + 〈Qh∇ψ · n, h〉∂Th
+ (∇ψ −Qh∇ψ, ∇h)Th − 〈∇ψ · n, h − {h}〉∂Th
= (Qh∇ψ, ∇wh)Th + 〈Qh∇ψ · n, h − {h}〉∂Th
+ (∇ψ −Qh∇ψ, ∇h)Th − 〈∇ψ · n, h − {h}〉∂Th
= (Qh∇ψ, ∇wh)Th + (∇ψ −Qh∇ψ, ∇h)Th − `1(ψ, h).
It follows from (2.8) that
(Qh∇ψ, ∇wh)Th = (∇wψ, ∇wh)Th
= (∇wΠhψ, ∇wh)Th + (∇w(ψ −Πhψ), ∇wh)Th .
The two equations above imply that
−(∆ψ, h) = (∇wΠhψ, ∇wh)Th + (∇w(ψ −Πhψ), ∇wh)Th
+ (∇ψ −Qh∇ψ, ∇h)Th − `1(ψ, h).(6.7)
It follows from integration by parts and (1.2) and (2.7)
(∇ξ, h) = 0.(6.8)
The equation (4.11) and the fact (h,∇ ·Πhψ)Th = 0 give
(∇wΠhψ, ∇wh)Th = `1(u,Πψh).(6.9)
Combining (6.6)-(6.9), we have
‖h‖2 = `1(u,Πhψ) + (∇w(ψ −Πhψ), ∇wh)Th
+ (∇ψ −Qh∇ψ, ∇h)Th − `1(ψ, h).(6.10)
Next we will estimate all the terms on the right hand side of (6.10). Using the
Cauchy-Schwarz inequality, the trace inequality (2.9) and the definitions of Πh and
Qh we obtain
|`1(u,Πhψ)| ≤ |〈(∇u−Qh∇u) · n, Πhψ − {Πhψ}〉∂Th |
≤
(∑
T∈Th
‖∇u−Qh∇u‖2∂T
)1/2(∑
T∈Th
‖Πhψ − {Πhψ}‖2∂T
)1/2
≤ C
(∑
T∈Th
h‖∇u−Qh∇u‖2∂T
)1/2(∑
T∈Th
h−1‖[Πhψ −ψ]‖2∂T
)1/2
≤ Chk+1|u|k+1|ψ|2.
It follows from (5.4) and (5.5) that
|(∇w(ψ −Πhψ), ∇wh)Th | ≤ C|||h||||||ψ −Πhψ|||
≤ Chk+1|u|k+1|ψ|2.
9The norm equivalence (3.3) and (5.5) imply
|(∇ψ −Qh∇ψ, ∇h)Th | ≤ C(
∑
T∈Th
‖∇h‖2T )1/2(
∑
T∈Th
‖∇ψ −Qh∇ψ‖2T )1/2
≤ C(
∑
T∈Th
(‖∇(u−Πhu)‖2T + ‖∇(Πhu− uh)‖2T ))1/2
× (
∑
T∈Th
‖∇ψ −Qh∇ψ‖2T )1/2
≤ Ch|ψ|2(hk|u|k+1 + |||Πhu− uh|||)
≤ Chk+1|u|k+1|ψ|2.
Using (3.3) and (5.5), we obtain
|`1(ψ, h)| =
∣∣〈(∇ψ −Qh∇ψ) · n, h − {h}〉∂Th∣∣
≤
∑
T∈Th
h
1/2
T ‖∇ψ −Qh∇ψ‖∂Th−1/2T ‖[h]‖∂T
≤ Ch‖ψ‖2(
∑
T∈Th
h−1T (‖[eh]‖2∂T + ‖[u−Πhu]‖2∂T )1/2
≤ Ch‖ψ‖2(|||eh|||+ (
∑
T∈Th
h−1T ‖[u−Πhu]‖2∂T )1/2
≤ Chk+1|u|k+1‖ψ‖2.
Combining all the estimates above with (6.10) yields
‖h‖2 ≤ Chk+1|u|k+1‖ψ‖2.
The estimate (6.5) follows from the above inequality and the regularity assumption
(6.4). We have completed the proof.
7. Numerical Experiments.
7.1. Example 7.1. Consider problem (1.1)–(1.3) with Ω = (0, 1)2. The source
term and the boundary value g are chosen so that the exact solution is
u(x, y) =
(−(2− 4y)(y − y2)(x− x2)2
(2− 4x)(x− x2)(y − y2)2
)
,
p = (2− 4x)(x− x2)(2− 4y)(y − y2).
In this example, we use uniform triangular grids shown in Figure 7.1. In Table 7.1,
we list the errors and the orders of convergence. We can see that the optimal order
of convergence is achieved in all finite elements.
7.2. Example 7.2. This example is from Example 1.1 in [7], for testing the
pressure robustness of the method. We solve the following Stokes equations with a
different Reynolds number µ−1 > 0,
−µ∆u+∇p =
(
3(x− x2)− 12
0
)
in Ω,
∇ · u = 0 in Ω,
u = 0 on ∂Ω,
10
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Fig. 7.1. The first three levels of triangular grids for Examples 7.1 and 7.2.
Table 7.1
Example 7.1: Error profiles and convergence rates on grids shown in Figure 7.1.
level ‖u− uh‖0 rate |||u− uh||| rate ‖p− ph‖0 rate
by the P 21 -P0 finite element
5 0.6699E-01 1.82 0.3105E+01 1.05 0.1087E+01 1.12
6 0.1754E-01 1.93 0.1516E+01 1.03 0.5164E+00 1.07
7 0.4468E-02 1.97 0.7479E+00 1.02 0.2528E+00 1.03
by the P 22 -P1 finite element
5 0.7769E-03 3.10 0.1607E+00 1.95 0.3320E+00 1.68
6 0.9439E-04 3.04 0.4059E-01 1.98 0.9258E-01 1.84
7 0.1170E-04 3.01 0.1018E-01 2.00 0.2443E-01 1.92
by the P 23 -P2 finite element
4 0.3821E-03 3.90 0.4483E-01 2.80 0.1374E+00 2.71
5 0.2444E-04 3.97 0.5895E-02 2.93 0.1884E-01 2.87
6 0.1550E-05 3.98 0.7560E-03 2.96 0.2461E-02 2.94
by the P 24 -P3 finite element
4 0.2350E-04 4.85 0.3140E-02 3.81 0.5804E-02 3.85
5 0.7645E-06 4.94 0.2082E-03 3.91 0.3818E-03 3.93
6 0.2433E-07 4.97 0.1341E-04 3.96 0.2447E-04 3.96
where Ω = (0, 1)3. The exact solution is, independent of µ,
u =
(
0
0
)
, p = (x− x2)(x− 1
2
).(7.1)
For this problem, a non-pressure-robust method, such as the Taylor-Hood method,
would produce a µ-dependent velocity solution, cf. the numerical results in [7] and
the data in Tables 7.2 and 7.3 below.
In this example, we use nonuniform grids shown in Figure 7.1. In Table 7.2 and
Table 7.3, we list the errors and the orders of convergence for both the H(div) finite
element and the Taylor-Hood element. We can see that the discrete velocity solution
uh is identically zero for our method (only computer round-off error), i.e., of optimal
order convergence independently of µ. But its error is µ−1O(hk) for the Taylor-Hood
element. For P2 Taylor-Hood element, there is one order superconvergence in both L
2-
norm and H1-semi-norm, noting u = 0 here. But there is no such superconvergence
for Pk H(div) elements, neither for P3 Taylor-Hood element. To show the pollution
effect of the Taylor-Hood element, we plot two solutions in Figure 7.2.
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Table 7.2
Example 7.2: Error profiles and convergence rates on grids shown in Figure 7.1.
level ‖u− uh‖0 rate |||u− uh||| rate ‖p− ph‖0 rate
by the P 22 -P1 Taylor-Hood element, µ = 1
5 0.2292E-06 3.99 0.2733E-04 2.93 0.9301E-03 1.89
6 0.1438E-07 3.99 0.3491E-05 2.97 0.2413E-03 1.95
7 0.9002E-09 4.00 0.4410E-06 2.98 0.6148E-04 1.97
by the P 22 -P1 Taylor-Hood element, µ = 10
−6
5 0.2292E+00 3.99 0.2733E+02 2.93 0.9301E-03 1.89
6 0.1438E-01 3.99 0.3491E+01 2.97 0.2413E-03 1.95
7 0.9002E-03 4.00 0.4410E+00 2.98 0.6148E-04 1.97
by the P 22 -P1 H(div) finite element, µ = 1
5 0.1224E-18 0.1674E-17 0.5615E-03 1.94
6 0.1032E-18 0.1813E-17 0.1434E-03 1.97
7 0.1002E-18 0.1830E-17 0.3624E-04 1.98
by the P 22 -P1 H(div) finite element, µ = 10
−6
5 0.1032E-12 0.1554E-11 0.5615E-03 1.94
6 0.6375E-13 0.1627E-11 0.1434E-03 1.97
7 0.9934E-13 0.1760E-11 0.3624E-04 1.98
Table 7.3
Example 7.1: Error profiles and convergence rates on grids shown in Figure 7.1.
level ‖u− uh‖0 rate |||u− uh||| rate ‖p− ph‖0 rate
by the P 23 -P2 Taylor-Hood element, µ = 1
4 0.7690E-06 3.64 0.4897E-04 2.74 0.5746E-04 3.09
5 0.5345E-07 3.85 0.6637E-05 2.88 0.6828E-05 3.07
6 0.3509E-08 3.93 0.8620E-06 2.94 0.8275E-06 3.04
by the P 23 -P2 Taylor-Hood element, µ = 10
−6
4 0.7690E+00 3.64 0.4897E+02 2.74 0.5746E-04 3.09
5 0.5345E-01 3.85 0.6637E+01 2.88 0.6828E-05 3.07
6 0.3509E-02 3.93 0.8620E+00 2.94 0.8275E-06 3.04
by the P 23 -P2 H(div) finite element, µ = 1
4 0.1699E-17 0.1801E-16 0.5580E-04 3.00
5 0.1403E-17 0.1486E-16 0.6975E-05 3.00
6 0.3710E-18 0.7074E-17 0.8719E-06 3.00
by the P 23 -P2 H(div) finite element, µ = 10
−6
4 0.1655E-11 0.1789E-10 0.5580E-04 3.00
5 0.1318E-11 0.1449E-10 0.6975E-05 3.00
6 0.3331E-12 0.6899E-11 0.8719E-06 3.00
7.3. Example 7.3. Consider problem (1.1) with Ω = (0, 1)3. The source term
f and the boundary value g are chosen so that the exact solution is
u(x, y, z) =
y2z2
x2
 , p(x, y, z) = yz − 1
4
.
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(  1.0,  1.0,-0.2E+01)
(  0.0,  0.0, 0.3E+01)
(  1.0,  1.0,-0.2E-11)
(  0.0,  0.0, 0.2E-11)
Fig. 7.2. The solution (uh)1 of the P3 Taylor-Hood element (top) and the P3 H(div) element
(bottom), on the 4th level grid, for µ = 10−6.
We use uniform tetrahedral meshes shown in Figure 7.3. The results of the P 22 -P1
H(div) mixed finite element method are listed in Table 7.4. The method converges
at the optimal order in the usual norms.
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Fig. 7.3. The first three levels of grids used in Example 7.3.
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