Semiklassische Asymptotik der Resolvente eines Diracoperators by Warmt, Claudia
Semiklassische Asymptotik der
Resolvente eines Diracoperators
Claudia Warmt
Mu¨nchen 2011

Semiklassische Asymptotik der
Resolvente eines Diracoperators
Claudia Warmt
Dissertation
an der Fakulta¨t fu¨r Mathematik, Informatik und Statistik
der Ludwig–Maximilians–Universita¨t
Mu¨nchen
vorgelegt von
Claudia Warmt
aus Berlin
Mu¨nchen, den 28. Juni 2011
Erstgutachter: Prof. Dr. Siedentop, Universita¨t Mu¨nchen
Zweitgutachter: Prof. Dr. Knauf, Universita¨t Erlangen
Tag der mu¨ndlichen Pru¨fung: 19. Oktober 2011
Inhaltsverzeichnis
Zusammenfassung vi
1 Einleitung 1
1.1 Der Coulomb-Diracoperator in zwei Dimensionen . . . . . . . . . . . . . . 1
1.2 Die Resolvente eines semiklassischen Diracoperators . . . . . . . . . . . . . 2
1.2.1 U¨bersicht u¨ber die Hauptergebnisse . . . . . . . . . . . . . . . . . . 3
2 Der Coulomb-Diracoperator in zwei Dimensionen 5
2.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.1.1 Verunreinigungen in Graphen . . . . . . . . . . . . . . . . . . . . . 5
2.1.2 Der Coulomb-Diracoperator in zwei Dimensionen . . . . . . . . . . 6
2.2 Ausgezeichnete selbstadjungierte Fortsetzung . . . . . . . . . . . . . . . . . 7
2.2.1 Vorbemerkungen und Hauptergebnis . . . . . . . . . . . . . . . . . 7
2.2.2 Beweis von Satz 2.2.6 . . . . . . . . . . . . . . . . . . . . . . . . . . 11
3 Die Resolvente eines semiklassischen Diracoperators 17
3.1 Semiklassischer Diracoperator . . . . . . . . . . . . . . . . . . . . . . . . . 17
3.2 Konstruktion einer Gewichtsfunktion . . . . . . . . . . . . . . . . . . . . . 18
3.2.1 Eigenwerte des Symbols des konjugierten Diracoperators . . . . . . 19
3.2.2 Agmon-Abstand und Gewichtsfunktion . . . . . . . . . . . . . . . . 21
3.2.3 Eigenschaften des Symbols des konjugierten Diracoperators . . . . . 26
3.3 Die komplexwertige Hamilton-Jacobi-Gleichung . . . . . . . . . . . . . . . 29
3.3.1 Der Hamiltonsche- und der Beru¨hrungsfluß . . . . . . . . . . . . . . 29
3.3.2 Na¨herungslo¨sung der Hamilton-Jacobi-Gleichung . . . . . . . . . . . 39
3.4 Die Transportgleichungen . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4.1 Ansatz fu¨r eine Parametrix . . . . . . . . . . . . . . . . . . . . . . . 48
3.4.2 Na¨herungslo¨sung der Transportgleichungen . . . . . . . . . . . . . . 50
3.4.3 Na¨herungslo¨sung der zeitabha¨ngigen konjugierten Diracgleichung . 66
3.5 Parametrix des konjugierten Diracoperators . . . . . . . . . . . . . . . . . 68
3.6 Die Asymptotik fu¨hrender Ordnung . . . . . . . . . . . . . . . . . . . . . . 72
3.7 Hauptergebnisse . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
A Die BMT-Gleichung fu¨r die Thomas-Pra¨zession 87
vi Inhaltsverzeichnis
B Fast analytische Fortsetzungen 93
Danksagung 98
Zusammenfassung
Die vorliegende Arbeit widmet sich verschiedenen Aspekten der Diracgleichung der relati-
vistischen Quantenmechanik aus Sicht der Mathematik. Motiviert durch das in den letzten
Jahren geweckte Interesse an Graphen wird zuerst eine ausgezeichnete selbstadjungierte
Fortsetzung des masselosen Diracoperators in zwei Dimensionen studiert, dessen Potential
eine Coulomb-Singularita¨t besitzt.
In einem weiteren Kapitel wird ein semiklassischer Diracoperator mit glattem und
beschra¨nktem Potential in beliebiger Dimension betrachtet. Ziel ist es, unter geeigneten
Voraussetzungen die semiklassische Asymptotik des Greenschen Kerns zu untersuchen.
Dazu wird eine geeignete Gewichtsfunktion konstruiert, die zur Konjugation des Dira-
coperators mit exponentiellen Gewichten dient. Ferner werden die Eigenwerte und Ei-
genprojektionen des Symbols des konjugierten Diracoperators studiert. Im Rahmen einer
WKB-Konstruktion werden dann Na¨herungslo¨sungen der komplexwertigen zeitabha¨ngigen
Hamilton-Jacobi-Gleichung und der Transportgleichungen ermittelt. Anschließend wird mit
Hilfe eines Ansatzes in Gestalt eines Fourierintegraloperators mit komplexwertiger Phase
eine Parametrix des konjugierten Diracoperators bestimmt. Schließlich wird die Asympto-
tik des Greenschen Kerns des konjugierten Diracoperators und damit auch die semiklas-
sische Asymptotik des Distributionskerns der Inversen des Diracoperators ermittelt. Es
wird gezeigt, daß dieser Kern als Produkt eines exponentiell abfallenden Faktors, der einen
gewissen Agmon-Abstand entha¨lt, und einer Amplitude, die eine asymptotische Entwick-
lung in Potenzen des semiklassischen Parameters besitzt, darstellbar ist. Ferner wird eine
explizite Darstellung fu¨r den fu¨hrenden Term dieser Asymptotik bewiesen.
This thesis adresses different aspects of the Dirac equation of relativistic quantum
mechanics from a mathematical point of view. Motivated by the recent interest in graphene
a distinguished self-adjoint extension of the massless Dirac operator in two dimensions will
be studied whose potential has a Coulomb singularity.
Then a semi-classical Dirac operator with a smooth and bounded potential will be
discussed in arbitrary dimensions. The aim is to study the semi-classical asymptotics of
the Green kernel under suitable assumptions. To this end a suitable weight function will
be constructed that will allow to conjugate the Dirac operator with exponential weights.
Moreover, the eigenvalues and eigenprojections of the symbol of the conjugated Dirac ope-
rator will be studied. Through a WKB construction approximate solutions of the complex
time dependent Hamilton-Jacobi equation and the transport equations will be determi-
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ned. Afterwards a parametrix for the conjugated Dirac operator will be obtained using
a Fourier integral operator with complex-valued phase function as an ansatz. Eventually,
the asymptotics of the Green kernel of the conjugated Dirac operator and thereby also the
semi-classical asymptotics of the distribution kernel of the inverse of the Dirac operator will
be established. It will be shown that this kernel can be represented as a product of an ex-
ponentially decaying factor involving an associated Agmon distance and an amplitude that
admitts an asymptotic expansion in powers of the semi-classical parameter. Furthermore,
an explicit formula for the leading term in these asymptotics will be obtained.
Kapitel 1
Einleitung
Der Physiker P. A. M. Dirac widmete sich der Untersuchung der relativistischen Quan-
tenmechanik, was zu der in [2] angegebenen Diracgleichung aus dem Jahre 1928 fu¨hrte.
Mittels dieser Gleichung la¨ßt sich das Verhalten von relativistischen Teilchen mit Spin
1/2, wie das z.B. fu¨r Elektronen der Fall ist, beschreiben. Die Diracgleichung ist danach
stets von großem Interesse in der relativistischen Quantenmechanik gewesen und viele ihrer
Aspekte sind studiert worden. Zu dieser langen Geschichte gesellten sich in ju¨ngerer Ver-
gangenheit weitere Ansto¨ße durch die neu gewonnene Bedeutung von Graphen erhalten.
Bei Graphen handelt es sich um zweidimensionale, in einem Sechseckgitter angeordnete
Kohlenstoffschichten in Graphit. Im Folgenden wollen wir uns mit zwei dieser Aspekte aus
Sicht der Mathematik befassen. Zum einen betrifft das die Frage nach der Existenz einer
ausgezeichneten selbstadjungierten Fortsetzung des minimalen Diracoperators mit Coulom-
bartigem Potential in zwei Dimensionen. Zum anderen wenden wir uns der Untersuchung
der semiklassischen Asymptotik der Resolvente eines Diracoperators zu.
1.1 Der Diracoperator mit Coulombartigem Potential
in zwei Dimensionen
Hier wird das Problem studiert, das in der Bestimmung einer ausgezeichneten selbstad-
jungierten Fortsetzung des minimalen Diracoperators, dessen Potential eine Coulomb-
Singularita¨t besitzt, liegt. Ein erster Schritt wurde mittels der Kato-Ungleichung unter-
nommen, mit deren Hilfe sich die Pseudo-Friedrichsfortsetzung definieren la¨ßt. In den
Arbeiten [4, 9, 11, 35, 40] finden sich ausgezeichnete selbstadjungierte Realisierung des
Coulomb-Dirac-Operators in drei Dimensionen, sofern die Kopplungskonstante des Poten-
tials die Bedingung 0 < g < 1 erfu¨llt. Keine der bislang erwa¨hnten Arbeiten konnte jedoch
eine ausgezeichnete Fortsetzung im Fall der kritischen Kopplungskonstante 1 liefern. Dieses
Problem wurde erst im Jahre 2007 in [32] gelo¨st. Der dabei stets betrachtete massive dreidi-
mensionale Diracoperator war lange Zeit von prima¨rer Bedeutung. Durch die in den letzten
Jahren gewonnene Bedeutung von Graphen wurde das Interesse an der Untersuchung des-
selben Problems fu¨r einen masselosen zweidimensionalen Diracoperators versta¨rkt. Denn
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die Anregungen niedrigenergetischer Elektronen in Graphen lassen sich durch masselose
Dirac-Fermionen in zwei Dimensionen beschreiben, wobei nur die Lichtgeschwindigkeit c
durch die Fermi-Geschwindigkeit νF ≈ 106ms ersetzt ist (siehe z. B. [14, 15, 17, 29]). Wie
die Artikel [15, 17, 29] zeigen, ist das Problem stabil, wenn die Kopplungskonstante < 1
2
ist,
hingegen instabil, wenn die Kopplungskonstante > 1
2
ist. Das legt nahe, daß der Wert der
kritischen Kopplungskonstante bei der Suche nach einer ausgezeichneten selbstadjungierten
Erweiterung in zwei Dimensionen 1
2
ist.
In Kapitel 2 ist das Hauptergebnis die Charakterisierung einer ausgezeichneten selbst-
adjungierten Realisierung des masselosen zweidimensionalen Diracoperators mit Coulom-
bartigem Potential, dessen Kopplungskonstante der Voraussetzung g ≤ 1
2
genu¨gt. Ein we-
sentlicher Punkt des Beweises, der [32] folgt, ist die Verwendung einer Variante der Hardy-
Ungleichung. Hardy-Ungleichungen fu¨r den Diracoperator finden sich etwa in [20, 30, 31].
Motiviert durch [21] wird in [20] eine Min-Max-Charakterisierung der Eigenwerte, die sich
in der Lu¨cke im wesentlichen Spektrum eines Diracoperators befinden, gezeigt. Dabei las-
sen sich auch Diracoperatoren mit Coulombartigem Potential behandeln und es ergeben
sich neue Varianten der Hardy-Ungleichung, die dann in [31] auf direktem analytischem
Wege bewiesen werden.
1.2 Semiklassische Asymptotik der Resolvente eines
Diracoperators
Das Problem sich mit dem semiklassischen Limes der Diracgleichung zu befassen, hat eine
lange Geschichte. Bereits im Jahre 1932 studierte W. Pauli in [10] mit Hilfe des WKB-
Verfahrens dieses Problem. Allerdings konnte W. Pauli die Amplitude nur in einigen Spe-
zialfa¨llen bestimmen. Das wurde im Jahre 1963 von S. I. Rubinow und J. B. Keller in [28]
verallgemeinert. Deren WKB-Lo¨sung ist das Produkt aus einem Phasenfaktor und einer
Amplitude, die eine Potenzreihe in ~ darstellt. Im Jahre 1982 wurde das Problem von
K. Yajima in [41] aufgegriffen, um sich der quasiklassischen Na¨herung der Diracgleichung
zu widmen, deren Evolutionsoperator zu konstruieren und sich dann in der darauf auf-
bauenden Arbeit [42] mit der Streutheorie zu befassen. Arbeiten ju¨ngeren Datums sind
etwa [37, 38] von J. Bolte und S. Keppeler, die eine semiklassische Entwicklung des Evo-
lutionsoperators und eine Spurformel angeben. Diese Entwicklung erhalten J. Bolte und
S. Keppeler, indem sie den Integralkern des Evolutionsoperators mit Hilfe einer Variante
des WKB-Verfahrens untersuchen. An dieses Problem wollen wir in Kapitel 3 anschließen,
wenn wir die semiklassische Asymptotik des Distributionskerns der Inversen des Diracope-
rators ermitteln. Dieser Kern wird sich als Produkt eines exponentiell abfallenden Faktors,
der einen gewissen Agmon-Abstand entha¨lt, und einer Amplitude, die eine asymptotische
Entwicklung in Potenzen von ~ besitzt, darstellen lassen. Wir wollen dabei auf [8] auf-
bauen. In [8] wurde von O. Matte bereits eine dazu analoge asymptotische Entwicklung
fu¨r eine Klasse von h-Pseudodifferentialoperatoren angegeben, deren Symbole periodisch
in den Impulsvariablen sind. Der soeben erwa¨hnte Agmon-Abstand geht hierbei aus einem
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Finsler-Abstand in [8] hervor.
Viele Arbeiten befassen sich mit diversen Aspekten des semiklassischen Diracoperators.
Abschließend wollen wir einige davon erwa¨hnen. Abschnitt 14 aus [33] geht auf die semi-
klassische Na¨herungslo¨sung des Cauchy-Problems fu¨r die Diracgleichung ein. Weiterhin
behandelt [39] die Anzahl der Eigenwerte eines Diracoperators im semiklassischen Limes
und den exponentiellen Abfall der Eigenfunktionen, sofern das Potential mehrere Minima
und Maxima besitzt. Ferner wenden sich [19, 25] der Streutheorie zu. In [25] findet sich
eine semiklassische Entwicklung der Streuamplitude eines Diracoperators und in [19] eine
der Streuphase. U¨berdies werden in [5] Resonanzen und die Asymptotik der spektralen
Verschiebungsfunktion des semiklassischen Diracoperators betrachtet.
1.2.1 U¨bersicht u¨ber die Hauptergebnisse
Im Folgenden geben wir eine U¨bersicht u¨ber die Ergebnisse von Kapitel 3. Weitere Infor-
mationen befinden sich in den Einleitungen der jeweiligen Abschnitte und Unterabschnitte.
In Kapitel 3 werden wir die semiklassische Asymptotik des Distributionskerns eines
Diracoperators untersuchen und den fu¨hrenden Koeffizienten dieser Asymptotik ermitteln.
In Abschnitt 3.1 definieren wir zuna¨chst semiklassische selbstadjungierte Diracoperatoren
und fu¨hren den Distributionskern ein.
In Abschnitt 3.2 konjugieren wir den Diracoperator mit exponentiellen Gewichten. Dazu
konstruieren wir eine geeignete Gewichtsfunktion, die im wesentlichen durch einen gewis-
sen Agmon-Abstand gegeben ist, indem wir dem Beweis aus [8] folgen. Ferner studieren
wir die Eigenwerte und Eigenprojektionen des Symbols des konjugierten Diracoperators.
Denn die Asymptotik des Greenschen Kerns des konjugierten Diracoperators wird die des
eigentlichen Operators bestimmen.
Dann geben wir in Abschnitt 3.3 eine Na¨herungslo¨sung der zeitabha¨ngigen Hamilton-
Jacobi-Gleichung an. Da diese Gleichung komplexwertig ist, ist mit fast analytischen Fort-
setzungen zu arbeiten und diese Gleichung wird nicht exakt lo¨sbar sein. Dabei folgen wir
den aus [6, 8, 27] bekannten Konstruktionen.
In Abschnitt 3.4 bestimmen wir einen Ansatz fu¨r eine Parametrix des konjugierten Di-
racoperators. Dazu zerlegen wir diesen durch geeignete Projektionen in einen Plus- und
einen Minus-Teil und fu¨r jeden der beiden Teile konstruieren wir mittels eines WKB-
Verfahrens Parametrizen der Wa¨rmeleitungsgleichungen. Diese integrieren wir dann bzgl.
der Zeitvariablen. Als Ansatz fu¨r die Parametrizen der Wa¨rmeleitungsgleichungen ver-
wenden wir Fourierintegraloperatoren mit komplexwertiger Phase. Ferner ermitteln wir
Na¨herungslo¨sungen der komplexwertigen Transportgleichungen und folgen dabei der Stra-
tegie aus [41]. Die so erhaltenen Lo¨sungen der Hamilton-Jacobi-Gleichung und der Trans-
portgleichungen setzen wir zu einer Lo¨sung der zeitabha¨ngigen Diracgleichung, die zum
konjugierten Diracoperator geho¨rt, zusammen.
Danach werden wir in Abschnitt 3.5 mittels eines Standardverfahrens den Teil der Pa-
rametrix konstruieren, der zum Bereich, wo das Symbol des konjugierten Diracoperators
invertierbar ist, geho¨rt. Insgesamt liefert uns das eine Parametrix des konjugierten Dira-
coperators und damit einen Ausdruck fu¨r den Kern der Inversen des Diracoperators.
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In Abschnitt 3.6 bestimmen wir die Asymptotik des Greenschen Kerns des konjugierten
Diracoperators mit Hilfe der Methode der stationa¨ren Phase. Es sei bemerkt, daß zu dieser
Asymptotik nur der Plus-Teil beitra¨gt, wenn das Potential negativ ist.
Schließlich ermitteln wir in Abschnitt 3.7 die semiklassische Asymptotik des Distri-
butionskerns der Inversen des Diracoperators und bestimmen den fu¨hrenden Term dieser
Asymptotik. Ferner betrachten wir statt negative, auch positive Potentiale und widmen
uns dem Beispiel konstanter Potentiale.
In Anhang A werden wir die BMT-Gleichung fu¨r die Thomas-Pra¨zession betrachten und
den Zusammenhang zwischen dieser Gleichung und dem Ergebnis aus Abschnitt 3.7 her-
stellen. Dabei werden wir der Vorgehensweise aus [38] folgen, um die Transportgleichungen
zu lo¨sen, und so alternative Formeln zu denen aus Abschnitt 3.4 erhalten.
Kapitel 2
Der Diracoperator mit
Coulombartigem Potential in zwei
Dimensionen
2.1 Motivation
2.1.1 Verunreinigungen in Graphen
Aufgrund des in den letzten Jahren rasant gestiegenen Interesses an Graphen betrachten
wir Verunreinigungen in Gestalt einer einzelnen Coulomb-Singularita¨t in Graphen (siehe
z. B. [15], [17] oder [29]). Wir bemerken zuna¨chst, daß sich die Anregungen niedrigener-
getischer Elektronen in Graphen durch masselose Dirac-Fermionen beschreiben lassen, wie
etwa in Abschnitt II.B aus [14] dargestellt. Wenn wir ~ = 1 setzen, ist durch
νF
(
−iσ · ∇ − g
r
)
φ = E φ. (2.1.1)
das Problem von Verunreinigung in Gestalt einer einzelnen Coulomb-Singularita¨t, die sich
im Ursprung des Koordinatensystems befindet, gegeben. Hierbei notieren wir durch σ1, σ2
die Pauli-Matrizes und durch σ := (σ1, σ2) den Vektor der Pauli-Matrizes. Ferner bezeich-
nen wir mit r den Betrag von x. νF =
3at
2
≈ 106m
s
ist die Fermi-Geschwindigkeit, wobei
t ≈ 2, 7 eV die Hopping-Energie zwischen na¨chsten Nachbarn und a der Kohlenstoff-
Kohlenstoff-Abstand ist. g = Ze
2
νF 0
ist die Kopplungskonstante mit der Dielektrizita¨tskon-
stante 0, der Elementarladung e und der Kernladungszahl Z.
Wenn wir dieses Coulomb-Dirac-Problem in Graphen betrachten, ha¨ngt das Verhalten
der Wellenfunktion vom Wert der Kopplungskonstante g ab. Einerseits gibt es den unter-
kritischen Fall, wenn g kleiner als der kritische Wert gc :=
1
2
ist. In diesem Fall ist die
Wellenfunktion durch gewisse spezielle Funktionen gegeben. Andererseits befinden wir uns
im u¨berkritischen Fall, wenn g gro¨ßer als 1
2
ist. Dann ist das Problem instabil, was dazu
fu¨hrt, daß das Elektron in den Kern stu¨rzt.
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Dies wird sich im Hauptergebnis, das sich im na¨chsten Abschnitt findet, in der fol-
genden Art und Weise wiederspiegeln. Wir werden eine ausgezeichnete selbstadjungierte
Fortsetzung des masselosen zweidimensionalen Diracoperators mit Coulombartigem Poten-
tial, dessen Kopplungskonstante g ≤ 1
2
genu¨gt, bestimmen.
2.1.2 Der Coulomb-Diracoperator in zwei Dimensionen
Wenn wir ~ und die Fermi-Geschwindigkeit νF gleich 1 setzen, erhalten wir den formalen
Differentialausdruck −iσ · ∇ − g
r
. Wir wollen nun diesen Differentialausdruck als ausge-
zeichneten selbstadjungierten Operator realisieren. Da Diracoperatoren nicht nach unten
halbbeschra¨nkt sind, ist es nicht mo¨glich die Friedrichsfortsetzung als selbstadjungierte
Fortsetzung zu definieren. Wir bemerken zuna¨chst, daß die Kato-Ungleichung
√−∆ ≥ 4pi
2
Γ (1/4)4
1
r
,
4pi2
Γ (1/4)4
≈ 0, 229
in zwei Dimensionen gilt. Ein Beweis dieser Ungleichung findet sich etwa in [1]. Dieser folgt
der Strategie aus [22] und [23] . Folglich la¨ßt sich unter Verwendung der Pseudo- Fried-
richsfortsetzung eine Realisierung des Differentialausdrucks −iσ ·∇− g
r
als ausgezeichneter
selbstadjungierter Operator angeben, sofern g ∈
(
0, Γ(1/4)
4
4pi2
]
erfu¨llt ist. Nach Einfu¨hrung
von Polarkoordinaten sehen wir, daß −iσ ·∇− g
r
aufgrund des
”
schwachen“ Grenzkreisfalls
bei 0 eine selbstadjungierte Realisierung fu¨r g ∈ (0, 1
2
) besitzen sollte. Dem Problem, eine
ausgezeichnete selbstadjugierte Realisierung fu¨r g > Γ(1/4)
4
4pi2
anzugeben, wenden wir uns im
Folgenden zu.
Beispielsweise befassen sich die Arbeiten [4, 9, 11, 35, 40] mit einer ausgezeichneten
selbstadjungierten Fortsetzung des minimalen Coulomb-Dirac-Operators in drei Dimen-
sionen. Wir bemerken, daß es auch im zweidimensionalen Fall mo¨glich ist den Arbeiten
[4, 9, 40] zu folgen und so eine ausgezeichnete selbstadjungierte Realisierung von
D0 − g
r
:= −iσ · ∇+ β − g
r
, β :=
(
1 0
0 −1
)
,
zu erhalten, dessen Kopplungskonstante 0 < g < 1
2
genu¨gt. Indem man mit Hilfe der
Strategie aus [40]∥∥ r1/2 (D0 − iη) r1/2u∥∥2 − ∥∥ r1/2 (D′0 − iη) r1/2u∥∥2 ≥ 14 ‖u‖2
fu¨r η ∈ R und u ∈ C∞0 (R2;C2) mit dem Hilfsoperator
D′0 :=
σ · x
r
(−i)
(
∂r +
1
2r
)
+ β
beweist, la¨ßt sich das zweidimensionale Analogon∥∥ r−1/2 (D0 − iη)−1 r−1/2 ∥∥ ≤ 2
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zu (2.2) aus [4] zeigen. Aus dieser Ungleichung kann man mittels [9] die Existenz einer
eindeutig bestimmten selbstadjungierten Fortsetzung des minimalen zweidimensionalen
Coulomb-Diracoperators folgern.
Da jedoch keine der bislang erwa¨hnten Arbeiten eine ausgezeichnete selbstadjungierte
Fortsetzung fu¨r die kritische Kopplungskonstante, deren Wert in zwei Dimensionen gleich 1
2
ist, liefert, werden wir im na¨chsten Abschnitt der Strategie aus [32] folgen und deren Bewei-
se auf den zweidimensionalen Fall u¨bertragen. Das wird uns zu einer eindeutig bestimmten
selbstadjungierten Realisierung des zweidimensionalen Diracoperators mit Coulombarti-
gem Potential fu¨hren, dessen Kopplungskonstante ≤ 1
2
ist.
2.2 Ausgezeichnete selbstadjungierte Fortsetzung
2.2.1 Vorbemerkungen und Hauptergebnis
In diesem Abschnitt studieren wir masselose zweidimensionale Diracoperatoren. Zuna¨chst
fu¨hren wir die Klasse Coulombartiger Potentiale V ein, die wir im Folgenden betrach-
ten werden. Ferner definieren wir in den Vorbemerkungen eine gewisse quadratische Form
bγ und zeigen mittels einer Variante der Hardy-Ungleichung die Nichtnegativita¨t dieser
Form. Schließlich ko¨nnen wir das Hauptergebnis dieses Abschnittes formulieren, das eine
ausgezeichnete selbstadjungierte Fortsetzung des masselosen Diracoperators mit Coulom-
bartigem Potential angibt und das im na¨chsten Unterabschnitt bewiesen werden wird. In
diesem Abschnitt folgen wir [31, 32] und u¨bertragen die dortige Argumentation auf den
zweidimensionalen Fall.
Wir definieren den freien masselosen Diracoperator in 2 Dimensionen als den matrix-
wertigen partiellen Differentialoperator
H0 := σ · (−i∇) :=
2∑
k=1
σk (−i ∂xk) (2.2.1)
auf dem Hilbertraum L2(R2;C2). Hierbei notiert σ := (σ1, σ2) den Vektor der Pauli-
Matrizes und x := (x1, x2) ein Element vom R
2. Die hier auftretenden Pauli-Matrizes
σ1, σ2 sind hermitesche (2× 2)-Matrizen und genu¨gen den Antivertauschungsrelationen
{σk , σ`} := σkσ` + σ`σk = 2 δk` 12, 1 6 k, ` 6 2. (2.2.2)
Wir wa¨hlen die Pauli-Matrizes als
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
.
Es ist bekannt, daß der freie Diracoperator H0 auf C
∞
0 (R
2,C2) wesentlich selbstadjungiert
und aufH1(R2,C2) selbstadjungiert ist. Indem wir ein Potential V zum freien Diracoperator
addieren, erhalten wir
H := H0 + V 12. (2.2.3)
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Dabei betrachten wir stets Coulombartige Potentiale V , die die folgende Voraussetzung
erfu¨llen.
Voraussetzung 2.2.1. Sei V : R2 → R eine nichtpositive Funktion derart, daß fu¨r jedes
x ∈ R2
− w(|x|)|x| ≤ V (x) ≤ 0 (2.2.4)
fu¨r eine positive, messbare Funktion w : (0,∞) → R gilt, die w(|x|) ≤ 1
2
fu¨r jedes x ∈ R2
genu¨gt.
Ferner definieren wir durch
bγ (φ, φ) :=
∫
R2
(
|∇φ(x)|2
γ − V (x) + (2− γ + V (x)) |φ(x)|
2
)
dx, φ ∈ C∞0 (R2) (2.2.5)
eine symmetrische quadratische Form bγ fu¨r γ ∈ (0, 1) auf C∞0 (R2). Im Folgenden wollen
wir die Nichtnegativita¨t und damit auch die Abschließbarkeit der Form bγ zeigen. Dazu
leiten wir in den na¨chsten beiden Lemmata eine geeignete Ungleichung her. Die Beweise
dieser Lemmata folgen dem Beweis von Theorem 1 aus [31].
Lemma 2.2.2. Sei h : (0,∞) → R eine nichtnegative Funktion und sei g : R2 → R eine
positive Funktion. Dann gilt fu¨r jedes φ ∈ C∞0 (R2) die Ungleichung∫
R2
g(x) |∇φ(x)|2dx
≥
∫
R2
(
2h (|x|) + |x|h′ (|x|)− 1
g(x)
h2 (|x|) |x|2
)
|φ(x)|2dx. (2.2.6)
Beweis. Wir beginnen mit der Definition der komplexen Variablen z := x1 + ix2. Folglich
gilt fu¨r das konjugiert Komplexe z = x1 − ix2. Ferner fu¨hren wir die Ableitungen ∂z :=
∂x1 − i∂x2 und ∂z := ∂x1 + i∂x2 ein. Damit schließen wir auf
σ · ∇ =
(
0 ∂x1 − i∂x2
∂x1 + i∂x2 0
)
=
(
0 ∂z
∂z 0
)
. (2.2.7)
Offensichtlich ist fu¨r den Kommutator [ ∂z, z ] = 2 erfu¨llt. Nun sei h : (0,∞) → R eine
nichtnegative Funktion. Da beliebige A,B,C der Kommutatorrelation [A,BC] = B[A,C]+
[A,B]C genu¨gen, ergibt sich
[ ∂z, z h(r)] = 2h(r) + z (∂zh(r)) = 2h(r) + r h
′(r),
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wobei mit r der Betrag von x ∈ R2 bezeichnet wird. Das impliziert unter Verwendung der
Cauchy-Schwarzschen Ungleichung fu¨r jedes φ ∈ C∞0 (R2)
(φ, (2h(r) + r h′(r))φ ) = (φ, [ ∂z, z h(r)]φ )
= −
(√
g ∂zφ,
1√
g
z h(r)φ
)
−
(
1√
g
z h(r)φ,
√
g ∂zφ
)
≤ 1
2
‖√g ∂zφ ‖2 +
∥∥g−1/2 |z|h(r)φ ∥∥2 + 1
2
‖√g ∂zφ ‖2
≤
∫
R2
g(x) |∇φ(x)|2dx+
∫
R2
h2(r) |x|2
g(x)
|φ(x)|2dx (2.2.8)
fu¨r eine beliebige positive Funktion g : R2 → R. Hierbei wird durch ( . , . ) stets das Ska-
larprodukt auf L2 (R2) und durch ‖ . ‖ die zugeho¨rige Norm notiert. Indem wir nun (2.2.8)
nach dem ersten Term der rechten Seite auflo¨sen, erhalten wir die Behauptung.
Nun wenden wir Lemma 2.2.2 mit g(x) = r
w(r)+r
und h (r) = 1
r
an, wobei wir den Betrag
von x ∈ R2 durch r notieren.
Lemma 2.2.3. Sei w : (0,∞) → R eine positive, messbare Funktion, die w (|x|) ≤ 1
2
fu¨r
jedes x ∈ R2 erfu¨llt. Dann gilt fu¨r jedes φ ∈ C∞0 (R2) die Ungleichung∫
R2
|∇φ(x)|2
w(|x|)
|x| + 1
dx ≥
∫
R2
(
w(|x|)
|x| − 1
)
|φ(x)|2 dx. (2.2.9)
Beweis. Wenn wir in Lemma 2.2.2 g(x) = |x|
w(|x|)+|x| und h (|x|) = 1|x| einsetzen, erhalten wir∫
R2
|∇xφ(x)|2
w(|x|)
|x| + 1
dx ≥
∫
R2
(
1
|x| −
w(|x|) + |x|
|x|
)
|φ(x)|2 dx,
was aufgrund der Voraussetzung w ≤ 1
2
unmittelbar die Behauptung ergibt.
Nun wollen wir mit Hilfe von Lemma 2.2.3 zeigen, daß die durch (2.2.5) definierte
quadratische Form bγ nichtnegativ und damit abschließbar ist.
Proposition 2.2.4. Seien γ ∈ (0, 1) und V ein Potential, das die Voraussetzung 2.2.1
erfu¨llt. Dann gilt bγ(φ, φ) ≥ 0 fu¨r jedes φ ∈ C∞0 (R2).
Beweis. Aufgrund der Definition der quadratischen Form bγ, der an V gestellten Voraus-
setzung 2.2.1 und der Ungleichung (2.2.9) aus Lemma 2.2.3 schließen wir auf
bγ (φ, φ) : =
∫
R2
(
|∇φ(x)|2
γ − V (x) + (2− γ + V (x)) |φ(x)|
2
)
dx
≥
∫
R2
|∇φ(x)|2
w(|x|)
|x| + 1
dx+
∫
R2
(
1− w(|x|)|x|
)
|φ(x)|2dx ≥ 0
fu¨r beliebiges γ ∈ (0, 1) und fu¨r jedes φ ∈ C∞0 (R2).
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Da die quadratische Form bγ fu¨r γ ∈ (0, 1) infolge von Proposition 2.2.4 abschließbar
ist, ko¨nnen wir mit bˆγ den Abschluß von bγ bezeichnen. Ferner notieren wir durch Hγ+1 den
Definitionsbereich des Abschlusses bˆγ und durch
(Hγ+1)∗ =: Hγ−1 den Dualraum von Hγ+1
fu¨r γ ∈ (0, 1). Dann existiert ein eindeutig bestimmter, nichtnegativer, selbstadjungierter
Operator Sγ, der bˆγ(φ, φ) = (φ, Sγφ) fu¨r jedes φ ∈ D(Sγ) ⊂ Hγ+1 erfu¨llt. Sγ erweitert sich
zu einem isometrischen Isomorphismus von Hγ+1 in den Dualraum Hγ−1 und mit Hilfe von
Theorem VI.2.23 aus [3] erhalten wir
bˆγ(φ) =
(
S1/2γ φ , S
1/2
γ φ
)
(2.2.10)
fu¨r jedes φ ∈ Hγ+1 = D
(
S
1/2
γ
)
. Im folgenden Lemma zeigen wir die Unabha¨ngigkeit des De-
finitionsbereiches Hγ+1 von der Wahl von γ. Der Beweis folgt dem Beweis der Proposition 2
aus [32].
Lemma 2.2.5. Sei V ein Potential, das die Voraussetzung 2.2.1 erfu¨llt. Dann gilt
bˆγ(φ, φ) ≤ bˆγ′(φ, φ) + [ γ′ − γ ]+
(
1
γ′γ
+ 1
)
‖φ‖22 (2.2.11)
fu¨r alle γ, γ′ ∈ (0, 1). Hierbei notiert [ . ]+ den Positivteil.
Beweis. Aufgrund der an V gestellten Voraussetzung 2.2.1 ergibt sich γ′γ ≤ (γ−V (x))(γ′−
V (x)) fu¨r alle γ, γ′ ∈ (0, 1) und fu¨r jedes x ∈ R2. Das impliziert im Fall von γ′ − γ > 0
γ′ − γ
γγ′
≥ γ
′ − γ
(γ − V (x))(γ′ − V (x)) =
1
γ − V (x) −
1
γ′ − V (x) .
Damit schließen wir auf die Ungleichung
1
γ − V (x) −
1
γ′ − V (x) ≤
[γ′ − γ]+
γ′γ
, (2.2.12)
die im Fall von γ′ − γ ≤ 0 offensichtlich erfu¨llt ist. Mit Hilfe dieser Ungleichung erhalten
wir die Behauptung fu¨r φ ∈ C∞0 (R2).
Aus Lemma 2.2.5 folgern wir Hγ′+1 ⊂ Hγ+1 fu¨r alle γ′, γ ∈ (0, 1) und erhalten damit die
Unabha¨ngigkeit von Hγ+1 von γ. Im Folgenden notieren wir durch H+1 den Definitionsbe-
reich von bˆγ und durch H−1 dessen Dualraum.
Nun geben wir den Definitionsbereich
D := {(φ, χ) ∈ H+1 × L2 (R2) | (V + 2− γ)φ+ (−i∂x1 − ∂x2)χ ∈ L2 (R2) ,
(−i∂x1 + ∂x2)φ+ (V − γ)χ ∈ L2
(
R
2
)}
an, der die ausgezeichnete selbstadjungierten Fortsetzung des masselosen Diracoperators
bestimmt, wie wir im na¨chsten Satz beweisen werden.
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Die Definition von D ist im schwachen Sinn zu verstehen. Das bedeutet, daß sich die
auf C∞0 (R
2) definierten linearen Funktionale
η 7→ (η , (V − γ)χ) + ((−i∂x1 − ∂x2) η , φ) ,
η 7→ (η , (V + 2− γ)φ) + ((−i∂x1 + ∂x2) η , χ) ,
in eindeutiger Weise zu beschra¨nkten linearen Funktionale auf L2(R2) fortsetzen lassen.
Ferner bemerken wir, daß aufgrund von Lemma 2.2.5 die Definition von D unabha¨ngig von
γ ist.
Der folgende Satz stellt das Hauptergebnis dieses Kapitels dar und gibt eine ausgezeich-
nete selbstadjungierte Fortsetzung des masselosen zweidimensionalen Diracoperators mit
Coulombartigem Potential an. Der Beweis folgt dem Beweis von Theorem 4 aus [32], der
sich mit dem dreidimensionalen massiven Fall befaßt.
Satz 2.2.6. Sei V ein Potential, das die Voraussetzung 2.2.1 erfu¨llt. Dann ist H := −iσ ·
∇+ V
∣∣∣
D
die eindeutig bestimmte selbstadjungierte Fortsetzung von −iσ · ∇+ V
∣∣∣
C∞0 (R2,C2)
,
deren Definitionsbereich
D := {(φ, χ) ∈ H+1 × L2 (R2) | (V + 2− γ)φ+ (−i∂x1 − ∂x2)χ ∈ L2 (R2) ,
(−i∂x1 + ∂x2)φ+ (V − γ)χ ∈ L2
(
R
2
)}
in H+1 × L2 (R2) enthalten ist.
2.2.2 Beweis von Satz 2.2.6
Indem wir der Strategie des Beweises von Theorem 4 aus [32] folgen, betrachten wir den
durch
Hm := −iσ · ∇+ β + V, β :=
(
1 0
0 −1
)
,
gegebenen zweidimensionalen Diracoperator mit Masse m = 1 und Coulombartigem Po-
tential. Dann definieren wir einen
”
reduzierten“ Operator, der nur auf die erste Kom-
ponente des 2er-Spinors angewandt wird. Ein wesentlicher Bestandteil des Beweises ist
die Abscha¨tzung bγ (φ, φ) ≥ 0, deren Beweis sich in Proposition 2.2.4 des vorherigen Ab-
schnittes findet. Diese Ungleichung stellt eine Variante der Hardy-Ungleichung dar, die die
Operatoren −iσ · ∇ + β und V beinhaltet. Mittels dieser Ungleichung erhalten wir die
Friedrichsfortsetzung des
”
reduzierten“ Operators, mit deren Hilfe wir eine selbstadjun-
gierte Fortsetzung des Operators −iσ · ∇+ β + V
∣∣∣
C∞0 (R2,C2)
konstruieren ko¨nnen. Der Satz
von Kato-Rellich impliziert, daß diese Fortsetzung auch eine selbstadjungierte Realisierung
von −iσ · ∇+ V ist.
Wir beginnen mit dem Beweis zweier Hilfsaussagen, die sich in den folgenden beiden
Lemmata finden. Die Beweise folgen Proposition 6 und Lemma 7 aus [32].
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Lemma 2.2.7. Seien V ein Potential, das die Voraussetzung 2.2.1 erfu¨llt, und γ ∈ (0, 1).
Dann gilt
H+1 ⊂
{
φ ∈ L2(R2)
∣∣∣ (−i∂x1 ± ∂x2)φ
γ − V ∈ L
2(R2)
}
. (2.2.13)
Beweis. Es genu¨gt, die Behauptung fu¨r φ ∈ C∞0 (R2) zu zeigen. Infolge der an γ und V
gestellten Voraussetzungen ist γ − V (x) ≥ γ − γV (x) fu¨r jedes x ∈ R2 erfu¨llt. Daraus
folgern wir mit Hilfe der Definition δ := γ(1− γ) > 0 die Ungleichung
1
γ − V (x) −
1
1− V (x) ≥
δ
(γ − V (x))2
fu¨r alle x ∈ R2. Da wir aufgrund dieser Ungleichung unter Verwendung von Lemma 2.2.3
und wegen 1− γ > δ auf
bγ(φ , φ) ≥ δ
∫
R2
|∇φ(x)|2
(γ − V (x))2 dx+
∫
R2
|∇φ(x)|2
1− V (x) dx
+
∫
R2
(2− γ + V (x)) |φ(x)|2dx
≥ δ
∫
R2
|∇φ(x)|2
(γ − V (x))2 dx+
∫
R2
(−1− V (x)) |φ(x)|2dx
+
∫
R2
(2− γ + V (x)) |φ(x)|2dx
≥ δ
∫
R2
|∇φ(x)|2
(γ − V (x))2 dx+ δ
∫
R2
|φ(x)|2dx (2.2.14)
fu¨r jedes φ ∈ C∞0 (R2) schließen, erhalten wir die Behauptung.
Lemma 2.2.8. Sei V ein Potential, das die Voraussetzung 2.2.1 erfu¨llt. Dann gilt fu¨r jedes
F ∈ L2(R2) und jedes γ ∈ (0, 1)
(−i∂x1 ± ∂x2)
(
F
γ − V
)
∈ H−1. (2.2.15)
Beweis. Mit Hilfe von (2.2.14) aus Lemma 2.2.7 erhalten wir fu¨r jedes η ∈ C∞0 (R2)∣∣∣∣((−i∂x1 ∓ ∂x2) η, Fγ − V
)∣∣∣∣ = ∣∣∣∣((−i∂x1 ∓ ∂x2) ηγ − V , F
)∣∣∣∣
≤ c ‖η‖H+1 · ‖F‖L2
fu¨r eine geeignete Konstante c. Daraus folgern wir, daß sich das lineare Funktional η 7→(
(−i∂x1 ∓ ∂x2)η, Fγ−V
)
in eindeutiger Weise zu einem beschra¨nkten linearen Funktional auf
H+1 fortsetzen la¨ßt, was die Behauptung impliziert.
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Nun wenden wir uns dem Beweis des Satzes 2.2.6 zu. Dieser wird dem Beweis von
Theorem 4 aus [32] folgen.
Beweis. Wir werden in diesem Beweis zuna¨chst den massiven zweidimensionalen Diracope-
rator Hm := −iσ ·∇+β+V mit Coulombartigem Potential betrachten. Wir werden zeigen,
daß Hm + 1− γ auf D fu¨r jedes γ ∈ (0, 1) symmetrisch ist und daß Hm + 1− γ : D → L2
surjektiv und injektiv ist. Schließlich werden wir uns mit der Eindeutigkeitsaussage der
Behauptung befassen.
Wir beginnen mit dem Beweis der Symmetrie von Hm+1−γ auf D fu¨r jedes γ ∈ (0, 1).
Dazu bemerken wir zuna¨chst, daß fu¨r jedes (φ, χ) ∈ D
(Hm + 1− γ)
(
φ
χ
)
=
(
(V + 2− γ)φ+ (−i∂x1 − ∂x2)χ
(−i∂x1 + ∂x2)φ+ (V − γ)χ
)
gilt. Folglich ist fu¨r jedes γ ∈ (0, 1) und fu¨r alle (φ, χ) ,
(
φ˜, χ˜
)
∈ D die Gleichheit von(
(Hm + 1− γ)
(
φ
χ
)
,
(
φ˜
χ˜
))
=
(
(V + 2− γ)φ+ (−i∂x1 − ∂x2)χ, φ˜
)
+
(
(−i∂x1 + ∂x2)φ+ (V − γ)χ, χ˜
)
und (
φ, (V + 2− γ) φ˜+ (−i∂x1 − ∂x2) χ˜
)
+
(
χ, (−i∂x1 + ∂x2) φ˜+ (V − γ) χ˜
)
=
((
φ
χ
)
, (Hm + 1− γ)
(
φ˜
χ˜
))
zu zeigen, um die Symmetrie von Hm + 1− γ zu erhalten. Aufgrund der Definition von D
schließen wir, daß
(V − γ)
(
χ+
(−i∂x1 + ∂x2)φ
V − γ
)
= (V − γ)χ+ (−i∂x1 + ∂x2)φ (2.2.16)
in L2 (R2) fu¨r jedes (φ, χ) ∈ D enthalten ist. Insgesamt ergibt sich wegen der Definition
von Sγ und wegen der Definition der schwachen Ableitung fu¨r (φ, χ) ∈ D und fu¨r jedes
φ˜ ∈ C∞0 (R2)(
(2− γ + V )φ+ (−i∂x1 − ∂x2)χ, φ˜
)
=
(
(2− γ + V )φ, φ˜
)
+
((
(−i∂x1 + ∂x2)φ
γ − V
)
, (−i∂x1 + ∂x2) φ˜
)
−
((
(−i∂x1 + ∂x2)φ
γ − V
)
, (−i∂x1 + ∂x2) φ˜
)
+
(
χ, (−i∂x1 + ∂x2) φ˜
)
=
(
Sγφ, φ˜
)
+
(
(V − γ)
(
χ+
(
(−i∂x1 + ∂x2)φ
V − γ
))
,
(−i∂x1 + ∂x2) φ˜
V − γ
)
.
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Hierbei ist die rechte Seite infolge von φ, φ˜ ∈ H+1, (2.2.16) und Lemma 2.2.7 wohldefiniert.
Da sowohl die linke als auch die rechte Seite der letzten Gleichungskette stetig in φ˜ bzgl.
‖ . ‖H+1 sind, ist diese Gleichheit auf ganz D erfu¨llt. Daraus folgern wir(
(Hm + 1− γ)
(
φ
χ
)
,
(
φ˜
χ˜
))
=
(
(V + 2− γ)φ+ (−i∂x1 − ∂x2)χ, φ˜
)
+
(
(−i∂x1 + ∂x2)φ+ (V − γ)χ, χ˜
)
=
(
Sγφ, φ˜
)
+
(
(V − γ)
(
χ+
(−i∂x1 + ∂x2)φ
V − γ
)
, χ˜+
(−i∂x1 + ∂x2) φ˜
V − γ
)
.
Die Symmetrie der rechten Seite in (φ, χ), (φ˜, χ˜) ∈ D impliziert die Symmetrie von Hm +
1− γ fu¨r γ ∈ (0, 1).
Nun werden wir zeigen, daß Hm + 1 − γ : D → L2 fu¨r γ ∈ (0, 1) bijektiv ist. Um die
Surjektivita¨t von Hm+1−γ zu beweisen, seien F1, F2 ∈ L2 (R2) beliebig gewa¨hlt. Als erstes
bemerken wir, daß nach Lemma 2.2.7 und Lemma 2.2.8 F1 + (−i∂x1 − ∂x2)
(
F2
γ−V
)
∈ H−1
erfu¨llt ist. Da Sγ ein isometrischer Isomorphismus von H+1 nach H−1 ist, gibt es ein
eindeutig bestimmtes φ ∈ H+1, fu¨r das
Sγφ = F1 + (−i∂x1 − ∂x2)
(
F2
γ − V
)
(2.2.17)
gilt. Ferner definieren wir χ durch F2 = (−i∂x1 + ∂x2)φ+ (V − γ)χ. Das liefert
χ = − F2
γ − V −
(i∂x1 − ∂x2)φ
γ − V , (2.2.18)
was χ ∈ L2 (R2) aufgrund von F2 ∈ L2 und Lemma 2.2.7 impliziert. Damit erhalten wir
(φ, χ) ∈ D. Fu¨r jedes η ∈ C∞0 (R2) folgern wir mittels partieller Integrationen und unter
Verwendung von (2.2.17)
(η, (V + 2− γ)φ+ (−i∂x1 − ∂x2)χ)
= (η, (V + 2− γ)φ) + ((−i∂x1 + ∂x2) η, χ)
= (η, Sγφ) +
(
(−i∂x1 + ∂x2) η, χ+
(−i∂x1 + ∂x2)φ
V − γ
)
= (η, F1) +
(
(−i∂x1 + ∂x2) η,
F2
γ − V + χ+
(−i∂x1 + ∂x2)φ
V − γ
)
.
Mit Hilfe von (2.2.18) schließen wir, daß fu¨r jedes η ∈ C∞0 (R2)
(η, (V + 2− γ)φ+ (−i∂x1 − ∂x2)χ) = (η, F1) (2.2.19)
gilt. Anhand von F1 ∈ L2 la¨ßt sich das lineare Funktional C∞0 (R2) 3 η 7→ (η, F1) in
eindeutiger Weise zu einem stetigen linearen Funktional auf L2 (R2) fortsetzen. Das ergibt
(V + 2− γ)φ+ (−i∂x1 − ∂x2)χ = F1, (2.2.20)
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was die Surjektivita¨t von Hm + 1− γ fu¨r γ ∈ (0, 1) zeigt.
Im Folgenden werden wir die Injektivita¨t von Hm + 1− γ fu¨r γ ∈ (0, 1) beweisen. Aus
dem Ansatz (Hm + 1− γ) (φ, χ) = (0, 0) erhalten wir aufgrund von (2.2.17) und (2.2.18)
χ = −(i∂x1 − ∂x2)φ
γ − V , Sγφ = 0.
Weil Sγ ein Isomorphismus ist, ergibt sich φ = 0 und χ = 0.
Schließlich zeigen wir die Eindeutigkeit der selbstadjungierten Fortsetzung. Wir nehmen
an, daß H ′ eine weitere selbstadjungierte Fortsetzung von −iσ · ∇ + β + V
∣∣∣
C∞0 (R2,C2)
ist,
deren Definitionsbereich D′ in H+1×L2 (R2) enthalten ist. Die Selbstadjungiertheit von H
liefert fu¨r jedes
(
φ˜, χ˜
)
∈ C∞0 (R2,C2) und jedes (φ, χ) ∈ D′((
φ˜
χ˜
)
, H
(
φ
χ
))
=
(
H
(
φ˜
χ˜
)
,
(
φ
χ
))
.
Das impliziert, daß
(V + 2− γ)φ+ (−i∂x1 − ∂x2)χ, (−i∂x1 + ∂x2)φ+ (V − γ)χ ∈ L2
(
R
2
)
im schwachen Sinn erfu¨llt ist. Wir erhalten D′ ⊂ D und damit gilt D′ = D, was die
Eindeutigkeitsaussage der Behauptung beweist.
Damit haben wir eine ausgezeichnete selbstadjungierte Fortsetzung des massiven zwei-
dimensionalen Diracoperators −iσ · ∇ + β + V
∣∣∣
C∞0 (R2,C2)
mit Coulombartigem Potential
bestimmt. Mit Hilfe des Satzes von Kato-Rellich folgern wir, daß diese Fortsetzung −β
eine selbstadjungierte Realisierung des masselosen Diracoperators −iσ · ∇+ V darstellt.
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Kapitel 3
Semiklassische Asymptotik der
Resolvente eines Diracoperators
3.1 Semiklassischer Diracoperator
Wir werden in diesem Kapitel semiklassische, selbstadjungierte Diracoperatoren in d ∈ N
Dimensionen untersuchen und folgen hierbei der Darstellung in [18]. Ferner werden wir die
Klasse von Potentialen V angeben, die wir im Folgenden betrachten werden. Dieser kurze
Abschnitt la¨uft auf die Einfu¨hrung des Distributionskerns hinaus. Denn unser Ziel ist die
Bestimmung der semiklassischen Asymptotik dieses Kerns.
Der freie Diracoperator mit Masse eins und semiklassischem Parameter h in d ∈ N
Raumdimensionen ist ein matrixwertiger partieller Differentialoperator gegeben durch
Dh,0 := α · (−ih∇) + α0 :=
d∑
k=1
αk (−ih ∂xk) + α0, h ∈ (0, 1]. (3.1.1)
Dabei notiert α := (α1, ..., αd) den Vektor der Dirac-Matrizes und x := (x1, ..., xd) ein
Element vom Rd. Die hier auftretenden Dirac-Matrizes α0, . . . , αd sind hermitesche (d∗×d∗)-
Matrizen und genu¨gen den Antivertauschungsrelationen
{αk , α`} := αkα` + α`αk = 2 δk` 1, 0 6 k, ` 6 d. (3.1.2)
Nach der Darstellungstheorie der Clifford-Algebren existieren Matrizen mit dieser Eigen-
schaft und ihre minimale Dimension d∗ lautet 2[(d+1)/2] ∈ 2N. Also ist αk = α∗k ∈ L
(
C2
d∗)
.
Im Fall d = 1 vereinfacht sich der Vektor der Dirac-Matrizes zu α := α1 und es gilt d∗ = 2.
Die Dirac-Matrizes lassen sich etwa als folgende (2× 2)-Matrizen
α1 =
(
0 1
1 0
)
, α0 =
(
1 0
0 −1
)
(3.1.3)
wa¨hlen. Eine explizite Darstellung der Dirac-Matrizes fu¨r beliebige Dimension d findet sich
etwa im Anhang von [34]. Im Folgenden werden aber nur die Antivertauschungsrelationen
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(3.1.2) verwandt und nicht die explizite Darstellung der Dirac-Matrizes. Es ist bekannt, daß
Dh,0 wesentlich selbstadjungiert auf C
∞
0 (R
d,Cd∗) und selbstadjungiert auf H1(Rd,Cd∗) ist.
Indem man die Fouriertransformierte von Dh,0 diagonalisiert, zeigt sich, daß das Spektrum
von Dh,0 rein absolut stetig und durch
σ(Dh,0) = σac(Dh,0) = (−∞,−1] ∪ [1,∞) (3.1.4)
gegeben ist. Addition von einem glatten Potential V zum freien Diracoperator liefert nun
Dh,V := Dh,0 + V 1d∗ . (3.1.5)
V genu¨ge dabei stets den folgenden Voraussetzungen.
Voraussetzung 3.1.1. Sei V ∈ C∞(Rd,R) und fu¨r jeden Multiindex α ∈ Nd0 gelte
sup
x∈Rd
|∂αxV (x)| < ∞. (3.1.6)
Ferner existiere ein δ ∈ (0, 1) derart, daß
−1 + δ 6 V (x) 6 −δ, x ∈ Rd, (3.1.7)
gelte.
Im Hinblick auf (3.1.4) impliziert die soeben aufgestellte Voraussetzung, daß Dh,V
selbstadjungiert auf H1(Rd,Cd∗) und stetig invertierbar ist. In der Tat ist das Symbol
D̂V (x, ξ) := α · ξ + α0 + V (x), (x, ξ) ∈ R2d,
von Dh,V in dem Sinn gleichma¨ßig elliptisch, daß∣∣ det (D̂V (x, ξ))∣∣ = (1 + |ξ|2 − V 2(x))d∗/2 > (2δ − δ2)d∗/2 > 0, (x, ξ) ∈ R2d,
gilt. Daher ist die Inverse D−1h,V durch einen matrixwertigen h-Pseudodifferentialoperator
gegeben, dessen Distributionskern Rd×Rd 3 (x, y) 7→ D−1h,V (x, y) außerhalb der Diagonalen
glatt ist.
3.2 Konstruktion einer Gewichtsfunktion
Wir werden die asymptotische Entwicklung in Potenzen von h des in Abschnitt 3.1 ein-
gefu¨hrten Distributionskerns Rd × Rd 3 (x, y) 7→ D−1h,V (x, y) fu¨r feste x 6= y untersuchen.
In diesem Abschnitt stellen wir den ersten Schritt in der Herleitung der semiklassischen
Asymptotik dar. Dazu konjugieren wir den Diracoperator mit exponentiellen Gewichten
eϕ/h. Bei ϕ handelt es sich um eine geeignete Gewichtsfunktion, die den exponentiellen Ab-
fall von D−1h,V (x, y) modelliert. Die im folgenden angegebene Konstruktion von ϕ folgt dabei
dem Beweis in Abschnitt 4 aus [8]. Es wird sich zeigen, daß ϕ im wesentlichen durch einen
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gewissen Agmon-Abstand gegeben ist, da ϕ eine Lo¨sung der Hamilton-Jacobi-Gleichung
H (x, ϕ′ (x)) = 0 ist, die zu der in (3.2.11) definierten Hamiltonschen Funktion H geho¨rt.
Genauer gesagt seien x? und y? zwei verschiedene, fest gewa¨hlte Punkte im R
d, die
den in Voraussetzung 3.2.3 angegebenen Bedingungen genu¨gen. Wenn wir nun durch dA
den Agmon-Abstand notieren, dann suchen wir eine beschra¨nkte Gewichtsfunktion ϕ ∈
C∞(Rd,R), die
ϕ(x?)− ϕ(y?) = dA(x?, y?) (3.2.1)
erfu¨llt. Da ϕ beschra¨nkt und glatt ist, gilt offensichtlich
D−1h,V (x?, y?) = e
−ϕ(x?)/hD−1h,V,ϕ(x?, y?) e
ϕ(y?)/h, (3.2.2)
wobei D−1h,V,ϕ(x, y) der Distributionskern der Inversen des in (3.2.3) definierten konjugierten
Diracoperators ist. Unser Ziel besteht also in der Bestimmung der Asymptotik des Green-
schen Kerns von Dh,V,ϕ, da sich die Asymptotik von D
−1
h,V,ϕ(x?, y?) von der von D
−1
h,V (x?, y?)
nur um den Faktor e−dA(x?,y?)/h unterscheidet.
3.2.1 Eigenwerte des Symbols des konjugierten Diracoperators
In diesem Unterabschnitt geben wir die Eigenwerte und Eigenprojektionen des Symbols
des konjugierten Diracoperators an. Wir beginnen mit der Definition des konjugierten
Diracoperators durch
Dh,V,ϕ := e
ϕ/hDh,V e
−ϕ/h
= α · (−ih∇+ i∇ϕ) + α0 + V 1d∗ (3.2.3)
und notieren durch Rd × Rd 3 (x, y) 7→ D−1h,V,ϕ(x, y) den Distributionskern der Inversen des
konjugierten Diracoperators. Nun wollen wir die partielle Differentialgleichung motivieren,
die die Gewichtsfunktion ϕ bestimmt. Dazu betrachten wir die Matrix
D̂V (x, ζ) := α · ζ + α0 + V (x)1, (x, ζ) ∈ Rd × Cd, (3.2.4)
die im Allgemeinen nicht hermitesch ist. Da die Dirac-Matrizes hermitesch sind, gilt
D̂V (x, ζ)
? = α · ζ + α0 + V (x)1, (x, ζ) ∈ Rd × Cd.
Ergo ist D̂V (x, ζ) zwar fu¨r ζ ∈ Rd, nicht notwendigerweise aber fu¨r ζ ∈ Cd hermitesch. Die
Matrix D̂V (x, ζ) besitzt die beiden komplexen Eigenwerte
λ±(x, ζ) := ±
√
1 + ζ2 + V (x), (x, ζ) ∈ Rd × Cd, |=ζ| < 1, (3.2.5)
der Vielfachheit (d∗/2). Dabei setzen wir fu¨r jedes ζ ∈ Cd zur Abku¨rzung ζ2 := ζ21 +· · ·+ζ2d .
Ferner notiert
√· den Zweig der Quadratwurzel, der <√· > 0 genu¨gt, wobei die komplexe
Ebene entlang der negativen reellen Achse aufgeschnitten wird. Die im Allgemeinen nicht
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orthogonalen Eigenprojektionen zu den durch (3.2.5) gegebenen Eigenwerten sind definiert
durch
Λ±(ζ) :=
1
2
1 ± 1
2
S(ζ), S(ζ) :=
α · ζ + α0√
1 + ζ2
, ζ ∈ Cd, |=ζ| < 1. (3.2.6)
Mit Hilfe von (3.1.2), was (α · ζ)2 = ζ2 1 und damit auch
(α · ζ + α0)2 = (α · ζ)2 +α · ζα0 + α0α · ζ + α20 = (ζ2 + 1)1
impliziert, ergibt sich fu¨r ζ ∈ Cd, |=ζ| < 1,
Λ+(ζ) + Λ−(ζ) = 1, S(ζ)2 = 1, Λ±(ζ)2 = Λ±(ζ), (3.2.7)
D̂V (x, ζ) Λ
±(ζ) = λ±(ζ) Λ±(ζ). (3.2.8)
Denn fu¨r ζ ∈ Cd, |=ζ| < 1, gilt
D̂V (x, ζ) Λ
±(ζ) = (α · ζ + α0) 1
2
(
1 ± α · ζ + α0√
1 + ζ2
)
+ V (x)Λ±(ζ)
=
1
2
(
α · ζ + α0 ±
√
1 + ζ2
)
+ V (x)Λ±(ζ)
= ±
√
1 + ζ2
1
2
(
±α · ζ + α0√
1 + ζ2
+ 1
)
+ V (x)Λ±(ζ)
=
(
±
√
1 + ζ2 + V (x)
)
Λ±(ζ) = λ±(ζ) Λ±(ζ).
Die u¨brigen in (3.2.7) auftretenden Gleichungen sind offensichtlich erfu¨llt.
Da die in (3.2.5) definierten λ± die Eigenwerte von D̂V der Vielfachheit d?/2 sind,
erhalten wir
det
(
D̂V (x, ξ)
)
= λ
d?/2
+ (x, ξ)λ
d?/2
− (x, ξ)
und so schließen wir auf∣∣ det (D̂V (x, ξ))∣∣ = ∣∣(√ξ2 + 1 + V (x))d?/2(−√ξ2 + 1 + V (x))d?/2∣∣
=
(
1 + |ξ|2 − V 2(x))d∗/2 ≥ (1− (−1 + δ)2)d∗/2
= (2δ − δ2)d∗/2 > 0, (x, ξ) ∈ R2d, (3.2.9)
d.h. das Symbol D̂V ist gleichma¨ßig elliptisch.
Weil cos(θ) = cos2(θ/2)− sin2(θ/2) fu¨r θ ∈ (−pi/2, pi/2) ist, erlangen wir die Gleichung
cos2(θ/2) = (1 + cos(θ))/2 > cos(θ). Ferner gilt fu¨r z = |z| eiθ ∈ C, <z > 0,
<√z = <
√
|z|eiθ/2 =
√
|z| cos(θ/2) >
√
|z| cos(θ) =
√
<z,
was Formel (68) aus [16] ist und im weiteren Verlauf dieses Kapitels noch Verwendung
finden wird. Insbesondere betrachten wir nun z = 1 + ζ2. Wir bemerken, daß wir ζ2 =
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(<ζ)2 − (=ζ)2 + 2i<ζ=ζ erhalten, wenn wir ζ = <ζ + i=ζ notieren. Es ergibt sich fu¨r
ζ ∈ Cd, |=ζ| < 1,
<
√
1 + ζ2 >
√
1 + <ζ2 =
√
1 + (<ζ)2 − (=ζ)2, (3.2.10)
wobei |=ζ| < 1 gewa¨hrleistet, daß <z > 0 erfu¨llt ist.
3.2.2 Agmon-Abstand und Gewichtsfunktion
Im Folgenden behandeln wir die partielle Differentialgleichung, die die Gewichtsfunktion
ϕ bestimmt und die bereits in der Einleitung zu Abschnitt 3.2 erwa¨hnt wurde. Wir wer-
den zeigen, daß die Lo¨sung dieser Eikonalgleichung im wesentlichen durch einen gewissen
Agmon-Abstand gegeben ist. Wir beginnen mit dem eindimensionalen Fall und werden
sehen, daß die Bestimmung der Lo¨sung in diesem Fall elementar ist. Um dann den ho¨her-
dimensionalen Fall zu lo¨sen, greifen wir auf ein Ergebnis aus Abschnitt 4 aus [8] zuru¨ck.
Zuna¨chst fu¨hren wir die Hamiltonsche Funktion
H(x, p) := −
√
1− |p|2 − V (x), x, p ∈ Rd, |p| < 1, (3.2.11)
ein. Die partielle Differentialgleichung, die die Gewichtsfunktion ϕ bestimmt, ist dann die
Eikonalgleichung, die zu dieser Hamiltonsche Funktion geho¨rt. Zwischen dem Eigenwert
λ+ und der Hamiltonschen Funktion H besteht der folgende Zusammenhang
H(x, p) = −
√
1− p2 − V (x) = −λ+(x, ip), x, p ∈ Rd, |p| < 1. (3.2.12)
Nun werden wir den zugeho¨rigen Agmon-Abstand dA auf R
d bestimmen. Dieser modelliert
die Rate des exponentiellen Abfalls des Greenschen Kerns, wie wir im weiteren Verlauf
dieses Kapitels zeigen werden. Um den Agmon-Abstand dA angeben zu ko¨nnen, fu¨hren wir
so wie in Abschnitt 4 aus [8] zuna¨chst einige Begriffe aus der Finsler-Geometrie ein. In
[8] wird ein allgemeinerer Fall betrachtet. Die dort auftretende Finsler-Metrik entspricht
hier einer geeigneten Agmon-Metrik. Denn der Figuratrix ist anders als in [8] eine Spha¨re
mit Radius
√
1− V 2(x), wie wir sogleich zeigen werden. Alle nun folgenden Definitionen
finden sich beispielsweise in [36]. Sei fu¨r x ∈ Rd durch
k?x :=
{
p ∈ Rd ∣∣H (x, p) ≤ 0} = {p ∈ Rd ∣∣∣√1− |p|2 + V (x) ≥ 0} (3.2.13)
der Polarko¨rper notiert. Da das Potential V nach (3.1.7)
−1 + δ 6 V (x) 6 −δ, x ∈ Rd, (3.2.14)
fu¨r ein δ ∈ (0, 1) genu¨gt, ist der als der Rand von k?x definierte Figuratrix von der Gestalt
fx :=
{
p ∈ Rd ∣∣H (x, p) = 0} = {p ∈ Rd ∣∣ |p| = √1− V (x)2} . (3.2.15)
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Wir fu¨hren noch f := H−1 ({0}) und die Stu¨tzfunktion F (x, v) := sup{〈p ∣∣ v〉 | p ∈ k?x} ein.
Fu¨r v 6= 0 la¨ßt sich die Stu¨tzfunktion auch durch F (x, v) = 〈p (x, v˚) |v〉 charakterisieren.
Dabei ist p (x, v˚) der eindeutig bestimmte Punkt auf fx, in dem das a¨ußere Normalenfeld
auf fx gleich v˚ :=
v
|v| ist. Damit schließen wir auf p (x, v˚) =
√
1− V (x)2v˚ und wir erhalten
fu¨r F : R2d → R die Formel
F (x, v) =
√
1− V (x)2 |v|, x, v ∈ Rd. (3.2.16)
Durch die Stu¨tzfunktion werden kx und der Indikatrix ix definiert. Diese sind fu¨r x ∈ Rd
dann von der Gestalt
kx := {v |F (x, v) ≤ 1} =
{
v
∣∣∣ |v| ≤ (√1− V (x)2)−1} ,
ix := {v |F (x, v) = 1} =
{
v
∣∣∣ |v| = (√1− V (x)2)−1} .
Durch G notieren wir die Matrix mit den Eintra¨gen
Gij :=
(
1
2
F 2
)′′
vivj
= FF ′′vivj + F
′
viF
′
vj , 1 ≤ i, j ≤ d.
Es folgt
G (x, v) = G(x) = (1− V 2(x))1d, x ∈ Rd, (3.2.17)
da G nicht von v abha¨ngt. Weil das Potential V die Voraussetzung 3.1.1 erfu¨llt, ergibt sich
inf
{
F (x, v˚)
∣∣x ∈ Rd, v˚ ∈ Sd−1 } > 0. (3.2.18)
F hat alle Eigenschaften einer Finsler-Struktur und definiert durch
dA (x, y) = inf
q:y x
A (q) , A (q) :=
∫
F (q, q˙) =
∫ 〈
q˙
∣∣G(q) q˙ 〉1/2 (3.2.19)
fu¨r x, y ∈ Rd den Agmon-Abstand auf Rd×Rd. Dabei wird das Infimum fu¨r ein b > 0 u¨ber
alle stu¨ckweisen glatten Kurven q : [0, b] → Rd gebildet, fu¨r die q(0) = y und q(b) = x
gilt. Wegen Voraussetzung 3.1.1 wird das Infimum in der Definition des Agmon-Abstandes
tatsa¨chlich angenommen. Diese minimierenden Pfade nennen wir Geoda¨ten. Ferner findet
sich in [39] der explizite Ausdruck dA =
(
1− V (x)2) dx2 fu¨r den Agmon-Abstand.
Betrachten wir nun zuna¨chst den eindimensionalen Fall. Wir suchen eine Lo¨sung ϕ der
Eikonalgleichung H (x, ϕ′ (x)) = 0 in einer kompakten Umgebung der Geoda¨te. Außerhalb
dieses Kompaktums wird ϕ der Ungleichung H(x, ϕ′(x)) < 0 genu¨gen. Die Lo¨sung wird
durch einen gewissen modifizierten Agmon-Abstand gegeben sein.
Proposition 3.2.1. Sei d = 1 und sei V ein Potential, das der Voraussetzung 3.1.1 genu¨ge.
Dann gelten die folgenden Behauptungen:
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(i) Fu¨r y ∈ R ist die in C1(R,R) eindeutige Lo¨sung des Anfangswertproblems
H(x, φ′(x)) = −
√
1− φ′(x)2 − V (x) = 0, x ∈ R, ±φ′ > 0, φ(y) = 0
durch die glatte Funktion
φ(x) = ±
∫ x
y
√
1− V 2(t) dt, x ∈ R,
gegeben. Es gelten φ(x) = ±dA(x, y) fu¨r x > y und φ(x) = ∓dA(x, y) fu¨r x < y.
(ii) Seien x?, y? ∈ R gegeben, die x? 6= y? erfu¨llen. Dann existieren ein kompaktes Intervall
K0 ⊂ R mit x?, y? ∈ K˚0 und eine Funktion ϕ ∈ C∞(R,R), fu¨r die ϕ(x) − ϕ(y) = dA(x, y)
fu¨r jedes x, y ∈ K0 mit sgn(x − y) = sgn(x? − y?) gilt, die in einer Umgebung von ±∞
konstant ist und die
H(x, ϕ′(x)) 6 0, x ∈ R, und H(x, ϕ′(x)) = 0 ⇔ x ∈ K0 (3.2.20)
genu¨gt.
Beweis. (i): Jede Lo¨sung φ ∈ C1(R,R) von H(x, φ′(x)) = 0, x ∈ R, genu¨gt φ′(x)2 =
1 − V (x)2. Wegen der Voraussetzung −1 + δ 6 V 6 −δ gilt also entweder φ′ > 0 oder
φ′ < 0 auf R. Ergo ist H(x, φ′) = 0 a¨quivalent zu
φ′(x) = ±
√
1− V (x)2, falls ± φ′ > 0.
Da φ(y) = 0 ist, erhalten wir durch Integrieren der letzten Gleichung die Lo¨sung
φ(x) = φ(x)− φ(y) = ±
∫ x
y
√
1− V (t)2dt, x ∈ R.
Um den Teil der Behauptung, der den Agmon-Abstand betrifft, zu zeigen, erinnern wir
uns zuna¨chst an die Definition des Agmon-Abstandes (siehe auch (3.2.19))
dA(x, y) := inf
q:y x
∫ 〈
q˙
∣∣G(q) q˙ 〉1/2, x, y ∈ Rd.
Dabei wird das Infimum fu¨r ein b > 0 u¨ber alle stu¨ckweise glatten Pfade q : [0, b]→ Rd ge-
bildet, fu¨r die q(0) = y und q(b) = x gilt. Wir bemerken, daß der Ausdruck
∫ 〈 q˙ |G(q) q˙ 〉1/2
sich nicht a¨ndert, wenn der Pfad q umparametrisiert wird. Wir betrachten zuna¨chst den
Fall y 6 x. Fu¨r y 6 x wa¨hlen wir den Pfad q(t) = y + t, t ∈ [0, x − y]. Da q(0) = y und
q(x− y) = x gelten, folgt
dA(x, y) ≤
∫ x−y
0
G(y + t)1/2 dt =
∫ x
y
(1− V 2(t))1/2 dt = ±φ(x).
Fu¨r y > x setzen wir den Pfad q(t) = y − t, t ∈ [0, y − x] ein. Insgesamt ergibt sich
φ(x) = ±sgn(x− y) dA(x, y).
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(ii): Wir wa¨hlen ein Kompaktum K0 derart, daß x?, y? ∈ K˚0 gilt. Innerhalb des Kom-
paktums K0 definieren wir das gesuchte ϕ durch das in (i) konstruierte φ, außerhalb von K0
modifizieren wir φ geeignet. Dazu wa¨hlen wir eine Abschneidefunktion θ ∈ C∞0 (R, [0, 1]),
fu¨r die θ(t) genau dann gleich eins ist, wenn t ∈ K0 ist. Wir setzen nun
ϕ(x) := ±
∫ x
y?
θ(t)
√
1− V 2(t) dt, x ∈ K0,
wobei wir das +-Vorzeichen genau dann wa¨hlen, wenn x? > y? ist. Anhand dieser Definition
von ϕ folgt
ϕ(x)− ϕ(y) = ±
∫ x
y?
√
1− V 2(t) dt∓
∫ y
y?
√
1− V 2(t) dt
=
{
+
∫ x
y
√
1− V 2(t) dt fu¨r x ≥ y,
− ∫ x
y
√
1− V 2(t) dt fu¨r x < y = dA(x, y)
fu¨r x, y ∈ K0 mit sgn(x− y) = sgn(x? − y?), was den ersten Teil der Behauptung zeigt. ϕ
genu¨gt nach Teil (i) H(x, ϕ′) = 0 auf K0 und fu¨r x /∈ K0 gilt ϕ′(x)2 = θ(x)2(1− V 2(x)) <
1−V 2(x), was V 2(x) < 1−ϕ′(x)2 und damit auch 0 > −√1− ϕ′(x)2−V (x) = H(x, ϕ′(x))
impliziert.
Nun wenden wir uns dem mehrdimensionalen Fall zu. Dazu bemerken wir zuna¨chst, daß
die eindeutig bestimmte Viskosita¨tslo¨sung von
H (x, φ′ (x)) = 0 fu¨r x ∈ Rd \ {y} und φ (y) = 0 (3.2.21)
durch φ (x) = dA (x, y) gegeben ist. Ferner gilt u ≤ φ fu¨r jedes lokal lipschitzstetige u :
Rd → R, das u (y) = 0 und fast u¨berall H (x, u′ (x)) ≤ 0 genu¨gt. Das Problem, daß der
Agmon-Abstand nicht glatt ist, werden wir im Folgenden lo¨sen. Dazu notieren wir den
Fluß des zu H geho¨renden Hamiltonschen Vektorfeldes durch Φ = (X,P ) : D(Φ) → R2d,
wobei D(Φ) = {(t, x, p) ∈ R× Rd ×B1 : t ∈ Imax(x, p)} ist. Also erhalten wir
∂tΦ = ∂t
(
X
P
)
=
( ∇pH(X,P )
−∇xH(X,P )
)
auf D(Φ), Φ(0) =
(
x
p
)
. (3.2.22)
Hierbei definieren wir durch Imax(x, p) das Existenzintervall fu¨r die maximale Lo¨sung des
Anfangswertproblems ρ˙ = (∇pH(ρ),−∇xH(ρ)), ρ(0) = (x, p) und B1 := {p ∈ Rd : p2 < 1}.
Wir interessieren uns fu¨r die Trajektorien des Hamiltonschen Vektorfeldes
XH(x, p) :=
( ∇pH(x, p)
−∇xH(x, p)
)
, x ∈ Rd, |p| < 1, (3.2.23)
und deren Beziehung zu den Geoda¨ten. Wir erinnern an [36, Seite 197].
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Lemma 3.2.2. Sei
(
γ
$
)
: I → R2d eine glatte Kurve, die den Hamiltonschen Gleichun-
gen
d
dt
(
x
p
)
=
( ∇pH
−∇xH
)
(x, p) (3.2.24)
auf einem nicht trivialen Intervall I derart genu¨ge, daß
H(γ(t), $(t)) = 0 (3.2.25)
fu¨r t ∈ I gelte. Dann gilt, daß γ eine Geoda¨te bezu¨glich der Agmon-Metrik G ist.
Nun notieren wir durch expy : TyR
d → Rd die Exponentialabbildung in y ∈ Rd, die zu
der Agmon-Metrik G geho¨rt. Dann wissen wir, daß die Exponentialabbildung
expy (v) :=
{
qy,v (1) , fu¨r v 6= 0
y, fu¨r v = 0,
erfu¨llt. Dabei ist qy,v die eindeutig bestimmte Geoda¨te, die zum Zeitpunkt t = 0 mit
Geschwindigkeit v durch den Punkt y la¨uft. Wir erinnern uns daran, daß zwei Punkte
x, y ∈ Rd genau dann konjugiert zueinander heißen, wenn die Ableitung exp′y(v) singula¨r
ist. Hierbei ist v ∈ Rd so gewa¨hlt, daß expy(v) = x gilt. In diesem Kapitel werden wir nur
Argumente des Greenschen Kerns betrachten, die die folgende Voraussetzung erfu¨llen.
Voraussetzung 3.2.3. Seien x?, y? ∈ Rd, fu¨r die x? 6= y? gelte, und es existiere eine
bis auf Umparametrisierung eindeutige minimierende Geoda¨te, die von y? nach x? laufe.
Ferner seien x? und y? nicht konjugiert zueinander.
Es ist bekannt, daß die Voraussetzung 3.2.3 stets fu¨r fest gewa¨hltes y? erfu¨llt ist, sofern x?
hinreichend nah bei y? liegt. Wir bemerken noch, daß es eine bis auf Umparametrisierung
eindeutige minimierende Geoda¨te gibt, die in entgegengesetzter Richtung von x? nach y?
la¨uft, wenn die Voraussetzung 3.2.3 gilt. Außerdem ko¨nnen wir die Geoda¨te, die von y?
nach x? la¨uft, bzw. die, die von x? nach y? la¨uft, um ein kleines Stu¨ck derart verla¨ngern,
daß sie ihre minimierende Eigenschaft nicht verliert. Nun ko¨nnen wir folgenden Spezialfall
von [8, Proposition 4.5] beweisen.
Proposition 3.2.4. Seien d > 2, V ein Potential, das der Voraussetzung 3.1.1 genu¨ge, und
x? und y? Punkte, die die Voraussetzung 3.2.3 erfu¨llen. Dann existieren ein Punkt y0, der
auf der Verla¨ngerung der Geoda¨ten, die von x? nach y? la¨uft, liegt, eine kompakte Umgebung
K0 von der Strecke der Geoda¨te von y? nach x?, eine offene Menge W ⊂ Ty0Rd = Rd, die
ein Sterngebiet in bezug auf 0 ist, und eine beschra¨nkte Funktion ϕ ∈ C∞(Rd,R), deren
partielle Ableitungen beliebiger Ordnung beschra¨nkt sind, fu¨r die die folgenden Aussagen
gelten:
(i) Fu¨r jedes x ∈ Rd gelten |∇ϕ(x)| < 1,
H(x,∇ϕ(x)) 6 0 und H(x,∇ϕ(x)) = 0 ⇔ x ∈ K0. (3.2.26)
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(ii) Es gilt ϕ(x)− ϕ(y?) = dA(x, y?) fu¨r jedes x, das auf der Strecke der Geoda¨te von y?
nach x? liegt.
(iii) expy0W ∈ C1(W ,Rd) ∩ C∞(W \ {0},Rd) ist injektiv auf W und es gilt
K0 ⊂ expy0(W ) \ {y0}.
(iv) Zu jedem x ∈ K0 existiert ein eindeutig bestimmtes Paar (τ, p0) ∈ (0,∞) × fy0, das
die Eigenschaft besitzt, daß die Projektion von [0, τ ] 3 t 7→ Φ(t, y0, p0) auf Rdx eine
minimierende Geoda¨te, die von y0 nach x la¨uft, ist. Es gilt
Φ(τ, y0, p0) = (x,∇ϕ(x)) =
(
X(τ, y0, p0),∇ϕ(X(τ, y0, p0))
)
. (3.2.27)
Beweis. Die Proposition wurde in [8] unter den folgenden Voraussetzungen bewiesen. Zum
einen sollte
inf
{
F (x, v˚) : x ∈ Rd, v˚ ∈ Sd−1 } > 0 (3.2.28)
gelten, wobei F : R2d → R die in (3.2.16) eingefu¨hrte Finsler-Struktur ist, die durch
F (x, v) := 〈 v |G(x) v 〉1/2 = √1− V 2(x) |v|, x, v ∈ Rd, gegeben ist. Wie bereits in (3.2.18)
bemerkt, ist diese Bedingung erfu¨llt, was unmittelbar aus (3.1.7) folgt. Ferner sollten die
Voraussetzungen, daß H ∈ C∞(R2d,R) ist, daß fu¨r jedes x ∈ Rd die Funktion H(x, · ) : Rd →
R streng konvex und gerade ist und daß H(x, 0) < 0 ist, gelten. Wegen (3.1.7) werden wir
H auf die im Folgenden angegebene Art und Weise modifizieren, um zu erreichen, daß
die soeben eingefu¨hrten Bedingungen erfu¨llt sind. Wir schra¨nken nun das durch (3.2.12)
gegebene H auf die Menge Rd×{p ∈ Rd : |p| 6 1−δ2/2} ein und wa¨hlen dann eine beliebige
glatte Fortsetzung dieser Einschra¨nkung auf R2d, die den in [8] gestellten Bedingungen
genu¨gen. Die Behauptungen der Proposition 3.2.4 ha¨ngen dabei nicht von der Wahl dieser
Fortsetzung ab.
3.2.3 Eigenschaften des Symbols des konjugierten Diracopera-
tors
In diesem Unterabschnitt betrachten wir einige wichtige Eigenschaften der Eigenwerte des
Symbols
D̂V,ϕ(x, ξ) := D̂V (x, ξ + i∇ϕ(x)), (x, ξ) ∈ R2d. (3.2.29)
Wir werden sehen, daß der Realteil des einen Eigenwerts nichtnegativ, der des anderen
hingegen echt negativ ist. Im weiteren Verlauf dieses Kapitels wird sich zeigen, daß nur
der Teil, der zum Eigenwert mit dem nichtnegativen Realteil geho¨rt, zur asymptotischen
Entwicklung des Distributionskerns beitra¨gt.
Im Folgenden nehmen wir stets an, daß das Potential V die Voraussetzung 3.1.1 erfu¨llt,
daß die Punkte x? und y? der Voraussetzung 3.2.3 genu¨gen und daß ϕ die Funktion ist, die
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durch Proposition 3.2.1 im Fall von d = 1 gegeben ist bzw. durch Proposition 3.2.4, falls
d > 2 ist. Wir beginnen damit die komplexwertigen Symbole
a±(x, ξ) := ∓iλ±
(
x, ξ + i∇ϕ(x)) (3.2.30)
= −i
√
1 + (ξ + i∇ϕ(x))2 ∓ iV (x), (x, ξ) ∈ R2d,
zu definieren. Da |∇ϕ| < 1 ist, sind a+ und a− wohldefinierte, komplexwertige, glatte
Funktionen auf R2d. In den na¨chsten beiden Lemmata sammeln wir einige grundlegende
Eigenschaften von a±. Entscheidend wird dabei sein, daß der Imagina¨rteil von a± nicht posi-
tiv ist und daß die Ableitung vom Realteil von a± nicht verschwindet, falls der Imagina¨rteil
von a± gleich Null ist. Dies wird es uns ermo¨glichen, die in Abschnitt 3.3 verwendete Kon-
struktionen zur Lo¨sung der Hamilton-Jacobi-Gleichung durchzufu¨hren. Von nun an setzen
wir zur Abku¨rzung (a±)′′xξ := dξ∇xa±, H ′′px := dx∇pH, usw.
Lemma 3.2.5. Fu¨r alle x, ξ ∈ Rd gelten
=a+(x, ξ) 6 0, (3.2.31)
=a+(x, ξ) = 0 ⇔ (x, ξ) ∈ K0 × {0}. (3.2.32)
Dabei ist K0 aus Proposition 3.2.1 im Fall von d = 1 bekannt bzw. aus Proposition 3.2.4,
falls d > 2 ist. Ferner gelten fu¨r jedes x ∈ Rd die folgenden Aussagen
a+(x, 0) = iH(x,∇ϕ(x)), (3.2.33)
∇ξa+(x, 0) = ∇pH(x,∇ϕ(x)), (3.2.34)
(a+)
′′
ξx(x, 0) = H
′′
px(x,∇ϕ(x)) +H ′′pp(x,∇ϕ(x))ϕ′′(x), (3.2.35)
(a+)
′′
ξξ(x, 0) = −iH ′′pp(x,∇ϕ(x)). (3.2.36)
Fu¨r jedes x ∈ K0 gelten insbesondere
a+(x, 0) = 0, ∇xa+(x, 0) = 0, (a+)′′xx(x, 0) = 0, (3.2.37)
∇ξa+(x, 0) = −∇ϕ(x)/V (x) 6= 0. (3.2.38)
Beweis. Aufgrund von (3.2.10) und Proposition 3.2.4(i) erhalten wir fu¨r x, ξ ∈ Rd
=a+(x, ξ) = −<
√
1− (∇ϕ(x))2 + ξ2 + 2i 〈 ξ | ∇ϕ(x) 〉 − V (x)
6 −
√
1 + (<(i∇ϕ(x) + ξ))2 − (=(i∇ϕ(x) + ξ))2 − V (x)
= −
√
1− (∇ϕ(x))2 + ξ2 − V (x) 6 0.
Ferner gilt wegen (3.2.26) und der soeben hergeleiteten Ungleichungen, daß genau dann
=a+(x, ξ) = 0 ist, wenn ξ = 0 und x ∈ K0 ist. Dies impliziert (3.2.31) und (3.2.32).
Offensichtlich gilt a+(x, 0) = i(−
√
1− (∇ϕ(x))2−V (x)) = iH(x,∇ϕ(x)). Ferner folgt aus
(3.2.12) ∇pH(x, p) = −∇pλ+(x, ip) = −i∇ξλ+(x, ip) fu¨r x ∈ Rd und |p| < 1. Daraus ergibt
sich ∇pH(x,∇ϕ(x)) = −∇ξλ+(x, i∇ϕ(x)) = ∇ξa+(x, 0) fu¨r jedes x ∈ Rd, was (3.2.34)
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ist. Mittels (3.2.34) schließen wir auf (a+)
′′
ξx(x, 0) = dx∇pH(x,∇ϕ(x)) = H ′′px(x,∇ϕ(x)) +
H ′′pp(x,∇ϕ(x))ϕ′′(x), was (3.2.35) ist. Außerdem gilt
H ′′pp(x, p) = −idp∇ξλ+(x, ip) = (λ+)′′ξξ(x, ip), x ∈ Rd, |p| < 1,
weswegen wir −iH ′′pp(x,∇ϕ(x)) = −i(λ+)′′ξξ(x, i∇ϕ(x)) = (a+)′′ξξ(x, 0) , also auch Glei-
chung (3.2.36) erhalten. Offenbar ist a+(x, 0) = iH(x,∇ϕ(x)) = 0 fu¨r jedes x ∈ K0 nach
Proposition 3.2.4(i). Die verbleibenden Aussagen von (3.2.37) lassen sich wie folgt unter
Verwendung von Proposition 3.2.4(i) zeigen:
(a+)
′
x (x, ξ) = −i
∇xV (x)− ∇ϕ (x)ϕ′′ (x)√
1−∇ϕ (x)2

=
i
−V (x)
(
V (x)∇xV (x) + 1
2
(∇ϕ (x)2)′)
=
i
−V (x) (V (x)∇xV (x)− V (x)∇xV (x)) = 0,
(a+)
′′
xx (x, ξ) = −iV ′′ (x) + i
(ϕ′′2 (x) +∇ϕ (x)ϕ′′′ (x))√1−∇ϕ2 (x)√
1− ϕ′2 (x)2
+
(∇ϕ (x)ϕ′′ (x))2√
1− ϕ′2 (x)3
= −iV ′′ (x)− i
(ϕ′′2 (x) +∇ϕ (x)ϕ′′′ (x))V (x) + (V (x)∇V (x))2
V (x)
V 2 (x)
=
−i
V 2 (x)
(
V ′′ (x)V 2 (x) + V (x)∇V 2 (x)
+
(
ϕ′′2 (x) +∇ϕ (x)ϕ′′′ (x))V (x))
=
−i
V (x)
(−ϕ′′2 (x)−∇ϕ (x)ϕ′′′ (x) + ϕ′′2 (x) +∇ϕ (x)ϕ′′′ (x))
= 0.
Schließlich berechnen wir mit Hilfe von Proposition 3.2.4(i)
∇ξ a+ (x, 0) = (−i) i∇ϕ (x)√
1− (∇ϕ (x))2
=
∇ϕ (x)
−V (x) 6= 0.
Lemma 3.2.6. Fu¨r alle x, ξ ∈ Rd gilt
=a−(x, ξ) 6 −2δ < 0. (3.2.39)
Dabei wurde δ in Voraussetzung 3.1.1 eingefu¨hrt.
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Beweis. Da H(x,∇ϕ(x)) 6 0 auf Rd gilt, impliziert die Ungleichung (3.2.10)
=a−(x, ξ) = −<
√
1− (∇ϕ(x))2 + ξ2 + 2i 〈 ξ | ∇ϕ(x) 〉+ V (x)
6 −
√
1− (∇ϕ(x))2 + V (x) 6 2V (x) 6 −2 δ
fu¨r alle x, ξ ∈ Rd.
3.3 Die komplexwertige Hamilton-Jacobi-Gleichung
Das Ziel dieses Kapitels ist es, die semiklassische Asymptotik des Distributionskerns zu be-
stimmen. Dazu wird eine Parametrix der Wa¨rmeleitungsgleichung konstruiert werden. Da
die Eigenwerte komplexwertig sind, wird als Ansatz fu¨r diese Parametrix ein Fourierinte-
graloperator mit komplexwertiger Phase verwendet werden. Also ist eine Na¨herungslo¨sung
der zeitabha¨ngigen komplexwertigen Hamilton-Jacobi-Gleichung
∂tψ± + a±
(
x,∇xψ±
)
= O((=ψ±)N), N ∈ N, (3.3.1)
ψ±(0, x, η) = 〈 η |x 〉, =ψ± > 0 (3.3.2)
zu ermitteln, was in diesem Abschnitt geschehen wird. Diese Na¨herungslo¨sung wird sich
schließlich in Korollar 3.3.11 finden. Da die hier auftretenden Symbole a± komplexwertig
sind, mu¨ssen wir mit fast analytischen Fortsetzungen (siehe auch Anhang B) arbeiten und
wir werden die Hamilton-Jacobi-Gleichung nicht exakt, sondern nur bis auf Fehlerterme,
die von der Ordnung O((=ψ±)N) sind, lo¨sen ko¨nnen.
In diesem Abschnitt werden wir den aus [6, 8, 27] bekannten Konstruktionen folgen.
Wir werden anders als in [27], aber ebenso wie in [6, 8] stets beliebige Symbole und nicht
Symbole, die homogen vom Grad 1 sind, betrachten. Dabei stellen wir Alternativen zu den
Beweisen aus [27] dar, um die Ableitungen gewisser Fehlerterme und geeigneter impliziter
Funktionen zu kontrollieren.
Dieser Abschnitt besteht aus zwei Unterabschnitten. In Unterabschnitt 3.3.1 geben wir
Abscha¨tzungen des zu a± geho¨renden Hamiltonschen- und Beru¨hrungsflusses an. In Un-
terabschnitt 3.3.2 geben wir eine Na¨herungslo¨sung der komplexwertigen Hamilton-Jacobi-
Gleichung an.
3.3.1 Der Hamiltonsche- und der Beru¨hrungsfluß
In diesem Unterabschnitt werden wir Abscha¨tzungen des zu a± geho¨renden Hamiltonschen-
und Beru¨hrungsflusses angeben. Wir beginnen damit fast analytische Fortsetzungen der
komplexwertigen Symbole a± einzufu¨hren. In Anhang B werden wir einige grundlegende
Eigenschaften der fast analytischen Fortsetzungen zusammenfassen. Die von uns gesuchten
Abscha¨tzungen werden sich im Folgenden mittels Taylorentwicklungen ergeben. Schließlich
werden wir noch die antiholomorphen Ableitungen des Hamiltonschen Flusses untersuchen,
was sich im letzten Korollar dieses Unterabschnitts finden wird. Wir werden dabei den
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Konstruktionen aus [8, 27] folgen. Wir werden anders als in [27], aber ebenso wie in [8]
stets beliebige Symbole betrachten und nicht Symbole, die homogen vom Grad 1 sind.
Wir nehmen an, daß das Potential V die Voraussetzung 3.1.1 erfu¨llt und daß die Punkte
x? und y? der Voraussetzung 3.2.3 genu¨gen. ϕ sei die Funktion, die durch Proposition 3.2.1
im Fall von d = 1 gegeben ist bzw. durch Proposition 3.2.4, falls d > 2 ist. Ferner werden
wir von nun an durch die Symbole x, y, ξ und η komplexe Variablen im Cd notieren.
Wir definieren ρ = (x, ξ) und ∂xj = (∂<xj − i∂=xj)/2, ∂xj = (∂<xj + i∂=xj)/2, ∇x =
(∇<x − i∇=x)/2, ∇x = (∇<x + i∇=x)/2, . . . und ebenso verfahren wir mit den komplexen
Variablen y, ξ und η.
Wir setzen ϕ und V fast analytisch fort. Die fast analytischen Fortsetzungen von ϕ
und V sind glatte Funktionen, die auf Cd definiert sind und fu¨r die zu jeder kompakten
Teilmenge K ⊂ Cd und jedem N ∈ N, α ∈ N2d0 eine Konstante CN,K,α ∈ (0,∞) derart
existiert, daß
|∂α(<x,=x)∇xϕ(x)| 6 CN,K,α |=x|N , x ∈ K,
|∂α(<x,=x)∇xV (x)| 6 CN,K,α |=x|N , x ∈ K,
gelten. Wir notieren diese fast analytischen Fortsetzungen wiederum durch ϕ und V und
mit den Symbolen ϕ und V seien fu¨r den Rest dieses Kapitels die fast analytischen Fortset-
zungen gemeint. Einige nu¨tzliche Eigenschaften von fast analytischen Fortsetzungen finden
sich in Anhang B. Es existiert eine offene Umgebung Ω ⊂ C2d von R2d, auf der die Symbole
a±(x, ξ) = −i
√
1 + (ξ + i∇ϕ(x))2 ∓ iV (x), (x, ξ) ∈ Ω,
wohldefiniert und fast analytisch sind. Zu jeder kompakten Teilmenge K ⊂ Ω und jedem
N ∈ N, α ∈ N4d0 gibt es eine Konstante CN,K,α ∈ (0,∞), die der Abscha¨tzung
|∂α(<ρ,=ρ)∇ρa±(ρ)| 6 CN,K,α |=ρ|N , ρ ∈ K, (3.3.3)
genu¨gt. Es gilt sogar ∇ξa± = 0 auf Ω. In diesem Unterabschnitt folgen wir den Arbeiten
[6, 27], um den Hamiltonschen- und den Beru¨hrungsfluß, der zu a± geho¨rt, abzuscha¨tzen.
Auf Ω fu¨hren wir die Hamiltonschen Vektorfelder
Ha± := 〈∇ξa± | ∇x 〉 − 〈∇xa± | ∇ξ 〉 =
d∑
j=1
(
a±
)′
ξj
∂xj −
(
a±
)′
xj
∂ξj
und die Elementarwirkungen
A±(ρ) := 〈∇ξa±(ρ) | ξ 〉 − a±(ρ), ρ = (x, ξ) ∈ Ω,
ein. Hierbei notiert 〈 · | ·· 〉 die Fortsetzung des euklidischen Skalarproduktes zu einer Bili-
nearform auf Cd. Aus (3.2.37) folgern wir
A+(x, 0) = −a+(x, 0) = 0, x ∈ K0, (3.3.4)
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was wir spa¨ter noch verwenden werden. Wir fu¨gen nun noch eine weitere Variable s ∈ C zu
(x, ξ) ∈ Ω hinzu, die die Wirkung parametrisiert und mittels der wir die Beru¨hrungsfelder
Ka± := −A± ∂s +Ha± = (a± − 〈∇ξa± | ξ 〉) ∂s +Ha± auf C× Ω,
definieren ko¨nnen. Schließlich fu¨hren wir die reellen partiellen Differentialoperatoren
Ĥa± := Ha± +H a± , K̂a± := Ka± +K a±
ein. Ferner stellen wir fest, daß sich wegen
c ∂z + c ∂z = (<c+ i=c)(∂<z − i∂=z)/2 + (<c− i=c)(∂<z + i∂=z)/2
= (<c) ∂<z + (=c) ∂=z (3.3.5)
der partielle Differentialoperator Ĥa± durch
Ĥa± =
d∑
j=1
(<a±)′ξj∂<xj + (=a±)′ξj∂=xj − (<a±)′xj∂<ξj − (=a±)′xj∂=ξj (3.3.6)
darstellen la¨ßt. Wenn wir nun die kanonische Basis vom C2d durch (e1, . . . , e2d) notieren,
ist unter der Identifizierung ∂<xj ↔ ej, ∂=xj ↔ iej, ∂<ξj ↔ ed+j, ∂=ξj ↔ ied+j, j = 1, . . . , d,
der Vektor im C2d, der Ĥa± entspricht, gegeben durch
d∑
j=1
((<a±)′ξj + i(=a±)′ξj)ej − ((<a±)′xj + i(=a±)′xj)ej+d.
Also gilt
Ĥa± ↔
( ∇ξa±
−∇xa±
)
. (3.3.7)
Aus (3.3.5) und (3.3.6) ergibt sich
K̂a± = <
(
a± − 〈∇ξa± | ξ 〉
)
∂<s + =
(
a± − 〈∇ξa± | ξ 〉
)
∂=s
+
(∇ξ<a±)∇<x + (∇ξ=a±)∇=x − (∇x<a±)∇<ξ − (∇x=a±)∇=ξ. (3.3.8)
Offensichtlich sind Ĥa± und K̂a± reelle partielle Differentialoperatoren, was [K̂a,<] = 0
und [K̂a,=] = 0 impliziert. Ebensolches gilt fu¨r Ĥa± . Wir definieren S : C1+2d → R durch
S(s, x, ξ) := −=s− 〈=x | <ξ 〉 = −=(s+ 〈x | <ξ 〉), (s, x, ξ) ∈ C1+2d.
Dieses S entspricht der Funktion −〈=x | <ξ 〉, falls das Symbol homogen vom Grad 1
in ξ ist, wie es in Referenz [27] zu finden ist. Die Abscha¨tzung von K̂a± S, die das nun
folgende Lemma liefert, ergibt sich mittels Taylorentwicklungen und unter Verwendung von
=a± ≤ 0, was nach (3.2.31) und (3.2.39) gilt. Der Beweis ist eine Variante von Lemma 1.7
aus [27].
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Lemma 3.3.1. Zu jeder kompakten Teilmenge K ⊂ Ω gibt es eine Konstante CK ∈ (0,∞)
derart, daß fu¨r jedes (s, ρ) = (s, x, ξ) ∈ C×K die Abscha¨tzung
(K̂a± S)(s, ρ) > −
3
4
=a±(<ρ)− CK |=ρ|3 (3.3.9)
gilt.
Beweis. Mit a sei a+ oder a− gemeint. Aufgrund der in (3.3.8) angegebenen Darstellung
fu¨r K̂a ergibt sich
K̂a
(
s+ 〈x | <ξ 〉) = < (a− 〈∇ξa | ξ 〉)+ i= (a− 〈∇ξa | ξ 〉)+ 〈∇ξ<a | <ξ 〉+
+ 〈 i∇ξ=a | <ξ 〉 − 〈 x | ∇x<a 〉
= a− 〈∇ξa | ξ 〉+ 〈∇ξa | <ξ 〉 − 〈 x | <∇xa 〉
= a− 〈∇ξa | i=ξ 〉 − 〈 i=x | ∇xa 〉 − <〈 x | ∇xa 〉
auf Ω. Die letzte Gleichung gilt wegen
〈x | <∇xa 〉 = 〈 <x | <∇xa 〉+ 〈 =x | =∇xa 〉+ 〈 i=x | <∇xa+ i=∇xa 〉
= <〈x | ∇xa 〉+ 〈 i=x | ∇xa 〉.
Indem wir den Imagina¨rteil bilden und [K̂a,=] = 0 verwenden, erhalten wir
−K̂aS = −=
(
K̂a(s+ 〈x | <ξ 〉)
)
= =(a− 〈∇ξa | i=ξ 〉 − 〈 i=x | ∇xa 〉)
= =a− 〈<∇ρa | =ρ 〉
fu¨r ρ = (x, ξ) ∈ Ω. Im na¨chsten Schritt fu¨hren wir eine Taylorentwicklung von a und ∇ρa
um <ρ durch. Dabei werden die antiholomorphen Ableitungen mittels |∂α(<ρ,=ρ)∇ρa±(ρ)| 6
CN,K,α |=ρ|N bzw. ∂α(<ρ,=ρ)∇ρa(<ρ) = 0, α ∈ N4d0 , was nach (3.3.3) gilt, behandelt. Es folgt
=a− 〈<∇ρa | =ρ 〉 = =a(<ρ) + 〈 <∇ρa(<ρ) | =ρ 〉 − 1
2
〈 =ρ | =a′′ρρ(<ρ)=ρ 〉
− 〈<∇ρa(<ρ) | =ρ 〉+ 〈 =ρ | =a′′ρρ(<ρ)=ρ 〉+O
(|=ρ|3)
= =a(<ρ) + 1
2
〈 =ρ | =a′′ρρ(<ρ)=ρ 〉+O
(|=ρ|3). (3.3.10)
Außerdem liefert eine Taylorentwicklung von a(<ρ ± t=ρ) um <ρ fu¨r t > 0 und die Ver-
wendung von (3.3.3)
a(<ρ± t=ρ) = a(<ρ)± t〈∇ρa(<ρ) | =ρ 〉+ t
2
2
〈 =ρ | a′′ρρ(<ρ)=ρ 〉+ t3O
(|=ρ|3).
Damit schließen wir auf
1
t2
=a(<ρ) + 1
2
〈 =ρ | =a′′ρρ(<ρ)=ρ 〉
=
1
2t2
(=a(<ρ+ t=ρ) + =a(<ρ− t=ρ))+ tO(|=ρ|3). (3.3.11)
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Die durch die Landau-Symbole in (3.3.10) und (3.3.11) gegebenen Konstanten lassen sich
gleichma¨ßig wa¨hlen, sofern ρ eine kompakte Teilmenge von Ω durchla¨uft. Wenn wir t = 2
setzen und =a 6 0 verwenden, gelangen wir zu der Ungleichung
−K̂aS = 3
4
=a(<ρ) + 1
8
(=a(<ρ+ t=ρ) + =a(<ρ− t=ρ))+ O(|=ρ|3)
≤ 3
4
=a(<ρ) + O(|=ρ|3).
Wir erinnern uns daran, daß die Hamiltonsche Matrix Fa± von a± durch
Fa θ =
(
a′′ξx a
′′
ξξ
−a′′xx −a′′xξ
)(
θx
θξ
)
+
(
a′′ξx a
′′
ξξ
−a′′xx −a′′xξ
)(
θx
θξ
)
(3.3.12)
fu¨r a ∈ {a+, a−} gegeben ist, indem wir uns auch an (3.3.7) entsinnen. Hierbei ist θ =
(θx, θξ) ∈ C2d. Wir bemerken noch, daß die rechte Matrix auf dem reellen Bereich R2d ⊂ Ω
verschwindet, da ∂α(<ρ,=ρ)∇ρ a(<ρ) = 0 fu¨r jedes α ∈ N4d0 nach (3.3.3) ist. Von nun an
verwenden wir die Abku¨rzung a′′
xξ
= 1
4
(d<ξ+ id=ξ)(∇<x− i∇=x) a, usw. Durch I : C2d →
C2d sei die Multiplikation mit i notiert. Dann folgt aus (3.3.3), daß zu jeder kompakten
Teilmenge K ⊂ Ω und jedem N ∈ N, α ∈ N4d0 eine Konstante CN,K,α ∈ (0,∞) existiert,
fu¨r die
1
2
∥∥ ∂α(<ρ,=ρ)[I ,Fa]∥∥ =
∥∥∥∥∥∂α(<ρ,=ρ)
(
a′′ξx a
′′
ξξ
−a′′xx −a′′xξ
)∥∥∥∥∥ 6 CN,K,α |=ρ|N (3.3.13)
auf K gilt. Wiederum meinen wir mit a das Symbol a+ oder a−. Wir bezeichnen den Fluß
von Ĥa± mit κ
±
t = (Q
±,Ξ±) : D(κ±) → C2d. Dabei ist D(κ±) = {(t, y, η) ∈ R × Ω :
t ∈ J±max(y, η)}, wobei J±max(y, η) das Existenzintervall fu¨r die maximale Lo¨sung des 4d-
dimensionalen reellen Anfangswertproblems ρ˙ = Ĥa±(ρ), ρ(0) = (y, η) ist und
∂tκ
± = ∂t
(
Q±
Ξ±
)
=
( ∇ξa±(Q±,Ξ±)
−∇xa±(Q±,Ξ±)
)
(3.3.14)
auf D(κ±) ist. Der Fluß von K̂a± ist dann durch (ς±, κ±) : C × D(κ±) → C1+2d gegeben,
wobei ς± durch
ς±(s, t, y, η) := ς±t (s, y, η) := s−
∫ t
0
A±(κ±r (y, η)) dr, s ∈ C, (t, y, η) ∈ D(κ±),
definiert ist. Um das folgende Lemma formulieren zu ko¨nnen, erinnern wir uns daran, daß
(X,P ) in (3.2.22) eingefu¨hrt wurde und daß durch Imax(x, p) das Existenzintervall fu¨r die
maximale Lo¨sung des Anfangswertproblems ρ˙ = (∇pH(ρ),−∇xH(ρ)), ρ(0) = (x, p) notiert
wurde.
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Lemma 3.3.2. Sei x0 ∈ K0 und sei I ⊂ Imax(x0,∇ϕ(x0)) ein Intervall derart, daß
X(t, x0,∇ϕ(x0)) ∈ K0 fu¨r jedes t ∈ I gelte. Dann gelten I ⊂ J+max(x0, 0) und
Q+(t, x0, 0) = X
(
t, x0,∇ϕ(x0)
)
, Ξ+(t, x0, 0) = 0, t ∈ I.
Beweis. Aus (3.3.7) ergibt sich Ĥa+ = ∇ξa± ·∇<x−∇xa±∇<ξ. Damit folgt wegen (3.2.34)
und (3.2.37) Ĥa+ = ∇pH(x,∇ϕ) · ∇<x auf K0 × {0}. Ferner gilt ∂tXt(x0,∇ϕ(x0)) =
∇pH(Φt(x0,∇ϕ(x0))) und Φt(x0,∇ϕ(x0)) = (Xt,∇ϕ(Xt))(x0,∇ϕ(x0)) fu¨r t ∈ I aufgrund
von (3.2.27).
Lemma 3.3.3. Seien τ > 0 und ρ : [0, τ ]→ R2d eine reelle Integralkurve von Ĥa+, fu¨r die
ρ(0) ∈ K0 × {0} = {=a+ = 0} gelte. Dann gilt ρ([0, τ ]) ⊂ K0 × {0}.
Beweis. Zuna¨chst stellen wir fest, daß K0 × {0} = {=a+ = 0} wegen (3.2.32) erfu¨llt
ist. Nach Voraussetzung gelten d
dt
ρ(t) = (∇ξa+,−∇xa+)(ρ(t)) und =ρ(t) = 0, also auch
=(∇ξa+,−∇xa+)(ρ(t)) = ddt =ρ(t) = 0. Da a+ den Cauchy-Riemannschen Differential-
gleichungen auf dem reellen Bereich genu¨gt, ergibt sich (=a+)′<ρ(ρ(t)) = =(a+)′ρ(ρ(t)) =
0. Demzufolge verschwindet die Ableitung von (=a+) R2d entlang ρ. Damit folgt aus
=a+(ρ(0)) = 0, daß ρ([0, τ ]) ⊂ {=a+ = 0} gilt. Indem wir (3.2.32) verwenden, erhalten wir
ρ([0, τ ]) ⊂ K0 × {0}.
Im Folgenden untersuchen wir die Trajektorien von K̂a± , die von den Ebenen
L0(η) :=
{
(−ψ0(y, η), y,∇yψ0(y, η)) : y ∈ Cd
}
ausgehen. Dabei ist ψ0(y, η) = 〈 η | y 〉 fu¨r y ∈ Cd und η ∈ Rd, was∇yψ0(y, η) = η impliziert.
Wir betrachten nun nur reelle η, da ψ0 in diesem Fall der Ungleichung
=ψ0(y, η)− 〈=y | <∇yψ0(y, η) 〉 = 〈 =y | η 〉 − 〈=y | η 〉
> −O(|=(y, η)|3), y ∈ Cd, (3.3.15)
genu¨gt. Diese Ungleichung werden wir verwenden, um die in Lemma 3.3.4 angegebenen
Abscha¨tzungen zu zeigen. Der Beweis von Lemma 3.3.4 folgt dabei [27], wo jedoch zuna¨chst
Symbole betrachtet werden, die homogen vom Grad 1 sind. Er findet sich aber auch in
Lemma 5.3 aus [8]. Lemma 3.3.4 wird im weiteren Verlauf dieses Kapitels zur Kontrolle
der Fehlerterme dienen.
Lemma 3.3.4. Seien y0, η0 ∈ Rd. Im Minus-Fall setzen wir τ = 0. Im Plus-Fall wa¨hlen
wir ein τ ∈ J+max(y0, η0), τ > 0. Falls τ > 0 ist, nehmen wir an, daß κ+t (y0, η0) fu¨r jedes
t ∈ [0, τ ] reell ist und daß =a+(y0, η0) = 0 ist. Dann existieren ein ε > 0, ein C ∈ (0,∞)
und eine Umgebung O ⊂ C1+2d von (−ψ0(y0, η0), y0, η0), fu¨r die die Ungleichungen
S(ς±t , κ
±
t ) >
1
2
∫ t
0
−=a±(<κ±u ) du− C |=κ±t |3, (3.3.16)
|=κ±t |2 + S(ς±t , κ±t ) >
1
C
{
|=κ±r |2 + S(ς±r , κ±r ) +
∫ t
r
−=a±(<κ±u ) du
}
, (3.3.17)
|=κ±r |2 6 C
(|=κ±t |2 + S(ς±t , κ±t )) (3.3.18)
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auf L0(η0) ∩ O fu¨r jedes 0 6 r 6 t 6 τ + ε und jedes h ∈ [0, 1] gelten. Die Konstanten ε
und C lassen sich gleichma¨ßig wa¨hlen, sofern sich η0 in einer kompakten Menge befindet.
Insbesondere ist κ±r (ρ) fu¨r jedes r ∈ [0, t] reell, wenn (s, ρ) ∈ L0(η0) ∩ O ist und κ±t (ρ)
und ς±t (s, ρ) fu¨r ein t ∈ [0, τ + ε] reell sind.
Beweis. Um die Notation zu vereinfachen, werden wir in diesem Beweis auf alle ±-Indizes
verzichten. Indem wir [27, pp. 351] folgen, bilden wir den Imagina¨rteil von (3.3.14) und
erhalten d
dt
=κt = =Ĥa(κt). Nun fu¨hren wir an Ĥa(κt) eine Taylorentwicklung um <κt
durch und schließen so auf
d
dt
=κt = <
(
dρĤa(<κt + iv(t)=κt)
)=κt + =Ĥa(<κt)
fu¨r eine Zwischenstelle v(t). Die Matrix A(t) := <(dρĤa(<κt + iv(t)=κt)) ha¨ngt in glatter
Weise von t und auch von κ ab. Dann impliziert die Duhamelsche Formel
=κu = Bu,t=κt +
∫ u
t
Bu,r =Ĥa(<κr) dr,
wobei Bs,t als Lo¨sung von (
d
ds
−A(s))Bs,t = 0, Bt,t = 1 gegeben ist. Unter Verwendung der
Identifizierung (3.3.7) folgt die Abscha¨tzung
|=κu| 6 O(1)
(
|=κt| +
∫ t
u
|=a′(<κr)| dr
)
. (3.3.19)
Dies gilt fu¨r jedes ρ, das sich in einer kompakten, komplexen Umgebung von (y0, η0) be-
findet, und fu¨r jedes u, t ∈ [0, τ + ε1] fu¨r ein ε1 > 0. Denn die Kurven [0, τ + ε1] 3 t 7→
<κt(ρ) bewegen sich in einem Kompaktum, sofern ρ eine kompakte Menge durchla¨uft. Nun
scha¨tzen wir (3.3.19) weiter ab. Da nach Lemma 3.2.5 und Lemma 3.2.6 −=a± ≥ 0 gilt,
la¨ßt sich auf −=a± die Standardabscha¨tzung fu¨r positive Funktionen anwenden. Ferner
schließen wir mittels der Ho¨lderschen Ungleichung auf∫ t
u
|=a′(<κv)|dv ≤ O(1)
∫ t
u
(−=a(<κv))1/2dv
≤ O(1) (t− u)1/2
(∫ t
u
−=a(<κv)dv
)1/2
.
Insgesamt ergibt sich aus (3.3.19)
|=κr| 6 O(1)
(|=κt|+ (I tu)1/2), I tu(ρ) := ∫ t
u
−=a(<κv(ρ)) dv, (3.3.20)
wobei 0 6 u 6 r 6 t 6 τ + ε1 ist. Als na¨chstes erinnern wir uns daran, daß ddtS(ςt, κt) =
K̂a(S)(ςt, κt) gilt. Nun integrieren wir die Abscha¨tzung (3.3.9) von u bis t und verwenden
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(3.3.20) zur Abscha¨tzung von |=κr| fu¨r r ∈ [u, t]. So erhalten wir die Ungleichung
S(ςt, κt) > S(ςu, κu) +
3
4
I tu −O(1)(t− u)|=κu|3
> S(ςu, κu) +
3
4
I tu −O(1) (t− u)
(|=κt|3 + (I tu)3/2). (3.3.21)
Insbesondere ergibt sich fu¨r den Fall u = 0
S(ςt, κt) > S(ς0, κ0) +
(3
4
− tO(1) (I t0)1/2
)
I t0 −O(1) t |=κt|3.
Ferner stellen wir im Fall von u = 0 mit Hilfe von (3.3.20) fest, daß |=ρ|3 ≤ O(1) (|=κt|3 +
(I t0)
3/2
)
gilt. Aufgrund von (3.3.15) folgt
S(ς0, κ0) > −O(1) |=ρ|3 > −O(1)
(|=κt|3 + (I t0)3/2). (3.3.22)
Falls im Plus-Fall τ > 0 ist, verwenden wir die Voraussetzung =a+(y0, η0) = 0 und Lem-
ma 3.3.3, um auf =a+(κ+t (y0, η0)) = 0 fu¨r t ∈ [0, τ ] zu schließen, was I tu(y0, η0) = 0 fu¨r
0 6 u 6 t 6 τ impliziert. Nun wenden wir uns wieder dem allgemeinen Fall zu. In-
dem wir annehmen, daß ρ in einer hinreichend kleinen Umgebung von (y0, η0) enthalten
ist und daß ε1 > 0 hinreichend klein ist, lassen sich die Integrale I
t
u(ρ) fu¨r 0 6 u 6
t 6 τ + ε1 beliebig klein wa¨hlen. Daraus ergibt sich insbesondere 34 − O(1)(I t0)1/2 ≥ 12
bzw. 3
4
− O(1)(t − u)(I tu)1/2 ≥ 12 . Aus (3.3.21) und (3.3.22) folgen nun (3.3.16) und die
Abscha¨tzung
S(ςt, κt) > S(ςu, κu) +
1
2
I tu −O(1) (t− u) |=κt|3, (3.3.23)
fu¨r 0 6 u 6 t 6 τ + ε1.
Wenn wir nun (3.3.20) fu¨r r = u quadrieren und durch eine geeignete Konstante divi-
dieren, erhalten wir 2
C
|=κu|2 ≤ 14
(|=κt|2 + I tu). Dabei setzen wir voraus, daß die Konstante
C > 4 genu¨gt. Falls wir dies dann zu (3.3.23) addieren, erhalten wir
S(ςt, κt) +
1
4
|=κt|2 > S(ςu, κu) + 2
C
|=κu|2 +
(1
2
− 1
4
)
I tu −O(1)(t− u)|=κt|3.
Wenn wir nun die Umgebung von (y0, η0) weiter einschra¨nken, ko¨nnen wir annehmen, daß
maxt∈[0,τ+ε1] |=κt| so klein ist, daß O(1)(t − u)|=κt| ≤ 34 gilt. Aus der vorangegangenen
Abscha¨tzung folgern wir, daß sich
S(ςt, κt) + |=κt|2 > S(ςu, κu) + 2
C
|=κu|2 + 1
4
I tu (3.3.24)
fu¨r 0 6 u 6 t 6 τ + ε1 ergibt. Da (3.3.16) gilt und da das Integral aufgrund von −=a± ≥ 0
nichtnegativ ist, ko¨nnen wir die Umgebung von (y0, η0) derart einschra¨nken, daß |=κu(ρ)|
so klein ist, daß(
1− 1
C
)
S(ςu, κu) +
1
C
|=κu|2 >
(
1− 1
C
)(
S(ςu, κu) +O(1)|=κu|3
)
≥ 0
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fu¨r jedes u ∈ [0, τ + ε1] gilt. Dann ziehen wir den letzten Term von der rechten Seite von
(3.3.24) ab und verwenden C > 4, um schließlich
(
S(ςt, κt) + |=κt|2
)
> 1
C
(
S(ςu, κu) + |=κu|2
)
+
1
C
I tu
zu erhalten, was (3.3.17) ist.
Nun ist noch (3.3.18) zu zeigen. Wir schra¨nken nun die Umgebung von (y0, η0) derart
ein, daß |=κu(ρ)| so klein ist, daß C|=κr| ≤ 12 gilt. Dann schließen wir aus (3.3.16) auf
1
C
(S(ςr, κr)+
1
2
|=κr|2) > 0. Diese Ungleichung ziehen wir von der rechten Seite von (3.3.17)
ab und erhalten
|=κt|2 + S(ζt, κt) ≥ 1
2C
|=κr|2 + I tr ≥
1
2C
|=κr|2
fu¨r 0 ≤ r ≤ t, da das Integral I tr nichtnegativ ist.
Um den letzten Teil der Behauptung zu beweisen, betrachten wir (s, ρ) ∈ L0(η0) ∩ O
und nehmen an, daß κ±t (ρ) und ς
±
t (s, ρ) fu¨r ein t ∈ [0, τ + ε] reell sind. Mittels (3.3.18)
ergibt sich dann |=κr|2 ≤ CS(ζt, κt) = 0 fu¨r 0 ≤ r ≤ t. Also ist κ±r (ρ) fu¨r alle r ∈ [0, t]
reell.
Das nun folgende Korollar wird noch im weiteren Verlauf dieses Kapitels Verwendung
finden. Der Beweis der Abscha¨tzungen, die dieses Korollar an die antiholomorphen Ablei-
tungen liefert, stellt eine Alternative zu den aus [8, 27] bekannten Beweisen dar.
Korollar 3.3.5. Seien (y0, η0), τ und ε so wie in Lemma 3.3.4, setze T := τ + ε und
sei K ⊂ C2d eine hinreichend kleine kompakte Umgebung von (y0, η0). Dann existieren fu¨r
jedes N ∈ N und jedes α ∈ N4d+10 und β ∈ N3d+10 Konstanten CN,K,T,α, C ′N,K,T,β ∈ (0,∞),
fu¨r die ∥∥∂α(t,<ρ,=ρ)dρκ±t (ρ)∥∥ 6 CN,K,T,α sup
s∈[0,t]
|=κ±s (ρ)|N , ρ ∈ K, t ∈ [0, T ], (3.3.25)
und fu¨r (y, η) ∈ K ∩ (Cd × Rd) und t ∈ [0, T ]∥∥∂β(t,<y,=y,<η)d(y,η)κ±t (y, η)∥∥ 6 C ′N,K,T,β(|=κ±t (y, η)|2 + S(ς±t , κ±t )(y, η))N (3.3.26)
gelten.
Beweis. Zur Vereinfachung der Notation verzichten wir in diesem Beweis auf alle ±-Indizes.
Sei durch I die Multiplikation mit i notiert. Dann schließen wir auf
∥∥∂α(t,<ρ,=ρ)dρκt(ρ)∥∥ = 12 ∥∥ [I , ∂α(t,<ρ,=ρ)κ′t(ρ) ]∥∥, ρ ∈ K. (3.3.27)
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Ferner erhalten wir unter Verwendung von (3.3.14), daß κ′t(ρ), ρ ∈ K,
d
dt
κ′t(ρ) =
∂
∂κ
( ∇ξa(κ(ρ))
−∇xa(κ(ρ))
)
κ′t(ρ) +
∂
∂κ
( ∇ξa(κ(ρ))
−∇xa(κ(ρ))
)
κ′t(ρ)
=
(
a′′ξx(κ(ρ)) a
′′
ξξ(κ(ρ))
−a′′xx(κ(ρ)) −a′′xξ(κ(ρ))
)
κ′t(ρ)
+
(
a′′ξx(κ(ρ)) a
′′
ξξ
(κ(ρ))
−a′′xx(κ(ρ)) −a′′xξ(κ(ρ))
)
κ′t(ρ) = Fa(κt(ρ))κ
′
t(ρ)
fu¨r t ∈ [0, T ] genu¨gt, daß κ′s(κ′t(ρ)) = κ′t+s(ρ) fu¨r t, t + s ∈ [0, T ] und κ′0(ρ) = 1 gelten.
Insbesondere ergibt sich [I , κ′0(ρ)] = 0. Da beliebige A,B,C die Kommutatorrelation
[A,BC] = B[A,C] + [A,B]C erfu¨llen, folgt
d
dt
[I , κ′t(ρ)] =
[
I , Fa(κt(ρ))κ
′
t(ρ)
]
= Fa(κt(ρ)) [I , κ
′
t(ρ)] + [I ,Fa(κt(ρ))]κ
′
t(ρ), t ∈ [0, T ].
Weil die Anfangsbedingung der Gleichung [I , κ′0(ρ)] = 0 genu¨gt und κ
′
t die homogene
Differentialgleichung d
dt
κ′t(ρ) = Fa(κt(ρ))κ
′
t(ρ) lo¨st, liefert die Duhamelsche Formel
[I , κ′t(ρ)] =
∫ t
0
κ′t−s(ρ) [I ,Fa(κs(ρ))]κ
′
s(ρ) ds, t ∈ [0, T ], ρ ∈ K.
Indem wir supt∈[0,T ] supρ∈K ‖κ′t(ρ)‖ <∞ und [I ,Fa(κs(ρ))] = O
(|=κs(ρ)|N), N ∈ N, was
nach (3.3.13) gilt, verwenden, folgern wir, daß die Abscha¨tzung∥∥[I , ∂α(<ρ,=ρ)κ′t(ρ)]∥∥ 6 C ′K,N,T,α sup
s∈[0,T ]
|=κs(ρ)|N , ρ ∈ K, (3.3.28)
fu¨r eine Konstante C ′K,N,T,α ∈ (0,∞) im Fall von α = 0 erfu¨llt ist. Nehmen wir nun an,
daß (3.3.28) fu¨r jeden Multiindex der La¨nge 6 n ∈ N0 gelte und |α| = n + 1 sei. Dann
berechnen wir
d
dt
[I , ∂α(<ρ,=ρ)κ
′
t] = [I , ∂
α
(<ρ,=ρ)(Fa(κt)κ
′
t) ] (3.3.29)
= [I ,Fa(κt) ∂
α
(<ρ,=ρ)κ
′
t ]
+
∑
0<β6α
(
α
β
)
[I , ∂β(<ρ,=ρ)Fa(κt)∂
α−β
(<ρ,=ρ)κ
′
t]
= Fa(κt) [I , ∂
α
(<ρ,=ρ)κ
′
t] + [I ,Fa(κt)] ∂
α
(<ρ,=ρ)κ
′
t
+
∑
0<β6α
(
α
β
){
[I , ∂β(<ρ,=ρ)Fa(κt)] ∂
α−β
(<ρ,=ρ)κ
′
t
+ ∂β(<ρ,=ρ)Fa(κt) [I , ∂
α−β
(<ρ,=ρ)κ
′
t]
}
.
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Wenn wir darauf die Duhamelsche Formel anwenden, erhalten wir unter Verwendung von
∂α(<ρ,=ρ)κ
′
0(ρ) = 0, was [I , ∂
α
(<ρ,=ρ)κ
′
0] = 0 impliziert,
[I , ∂α(<ρ,=ρ)κ
′
t] =
∫ t
0
κ′t−s(ρ)
{
[I ,Fa(κs)] ∂
α
(<ρ,=ρ)κ
′
s
+
∑
0<β6α
(
α
β
)(
[I , ∂β(<ρ,=ρ)Fa(κs)] ∂
α−β
(<ρ,=ρ)κ
′
s
+ ∂β(<ρ,=ρ)Fa(κs) [I , ∂
α−β
(<ρ,=ρ)κ
′
s]
)}
ds.
Da wir wissen, daß nach (3.3.13) supt∈[0,T ] supρ∈K ‖∂α−β(<ρ,=ρ)κ′t(ρ)‖ < ∞ fu¨r 0 6 β 6 α und
‖ [I , ∂β(<ρ,=ρ)Fa(κt)] ‖ = O
(|=κt(ρ)|N) gelten und daß fu¨r 0 < β 6 α nach Induktionsvor-
aussetzung ‖ [I , ∂α−β(<ρ,=ρ)κ′t] ‖ = O
(
sups∈[0,T ] |=κs(ρ)|N
)
erfu¨llt ist, folgt die Abscha¨tzung∥∥[I , ∂α(<ρ,=ρ)κ′t(ρ)]∥∥ 6 C ′′K,N,T,α sup
s∈[0,T ]
|=κs(ρ)|N , ρ ∈ K,
fu¨r ein C ′′K,N,T,α ∈ (0,∞) und fu¨r α ∈ N4d0 , |α| = n+ 1. Um auch noch die Zeitableitungen
ho¨herer Ordnung zu beru¨cksichtigen, leiten wir (3.3.29) unter Verwendung der Abscha¨tzung
(3.3.29) nach der Zeitvariablen ab, die wir soeben fu¨r alle α ∈ N4d0 bewiesen haben. So
schließen wir auf∥∥[I , ∂α(t,<ρ,=ρ)κ′t(ρ)]∥∥ 6 C ′′′K,N,T,α sup
s∈[0,T ]
|=κs(ρ)|N , ρ ∈ K, (3.3.30)
was fu¨r eine Konstante C ′′′K,N,T,α ∈ (0,∞) und fu¨r jedes α ∈ N4d+10 gilt. Indem wir uns daran
erinnern, daß wir (3.3.27) bereits gezeigt haben, folgt aus (3.3.30) die erste Abscha¨tzung der
Behauptung (3.3.25). Die zweite Abscha¨tzung der Behauptung (3.3.26) folgt aus (3.3.25)
mit Hilfe von (3.3.18).
3.3.2 Na¨herungslo¨sung der Hamilton-Jacobi-Gleichung
Das Ziel dieses Unterabschnittes ist es eine Lo¨sung der komplexwertigen Hamilton-Jacobi-
Gleichung (3.3.1)&(3.3.2) anzugeben. Da die Symbole a± komplexwertig sind, wird die
Hamilton-Jacobi-Gleichung nicht exakt lo¨sbar sein. Durch eine aus der klassischen Mecha-
nik bekannten Methode werden wir diese Na¨herungslo¨sung erhalten, die dann im wesentli-
chen als gewisse erzeugende Funktion der kanonischen Relationen gegeben sein wird. Wir
werden den Konstruktionen aus [6, 8, 27] folgen. Dabei werden wir anders als in [27], aber
ebenso wie in [6, 8] stets beliebige Symbole und nicht Symbole, die homogen vom Grad 1
sind, betrachten.
Wir nehmen an, daß das Potential V die Voraussetzung 3.1.1 erfu¨llt und daß die Punkte
x? und y? der Voraussetzung 3.2.3 genu¨gen. ϕ ist die Funktion, die durch Proposition 3.2.1
im Fall von d = 1 gegeben ist bzw. durch Proposition 3.2.4, falls d > 2 ist.
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Wir beginnen mit der Einfu¨hrung impliziter Funktionen, die der Eigenschaft genu¨gen,
daß sich die kanonischen Relationen als Graph dieser Funktionen darstellen lassen. Dazu
erinnern wir uns zuna¨chst an die aus (3.3.14) bekannte Notation und wir definieren
D˜+ :=
{
(t, y, 0) ∈ R+0 ×K0 × {0} : Q+t′ (y, 0) ∈ K0, t′ ∈ [0, t]
}
,
D+ :=
{
(t, x, 0) ∈ R+0 ×K0 × {0} : Q+−t′(x, 0) ∈ K0, t′ ∈ [0, t]
}
,
E˜ + := ({0} × R2d) ∪ D˜+, E + := ({0} × R2d) ∪D+,
F+ :=
{
(t, Q+t (y, 0), 0, y, 0) : (t, y, 0) ∈ D˜+
} ∪ {(0, x, η, x, η) : x, η ∈ Rd}.
Wir ko¨nnen F+ als Graph der Funktion (k+, g+) : E + → R2d darstellen, wenn wir
k+(t, x, 0) := Q+(−t, x, 0), (t, x, 0) ∈ D+, (3.3.31)
k+(0, x, η) := x, (x, η) ∈ R2d, (3.3.32)
und
g+(t, x, 0) := 0, (t, x, 0) ∈ D+, g+(0, x, η) := η, (x, η) ∈ R2d, (3.3.33)
setzen. Nach Lemma 3.3.2 gilt fu¨r (t, x, 0) ∈ D+
k+(t, x, 0) = Q+(−t, x, 0) = X(−t, x,∇ϕ(x)). (3.3.34)
Im Minus-Fall definieren wir
E˜ − := E − := {0} × R2d, F− := {(0, x, η, x, η) : x, η ∈ Rd}.
Dann ist F− der Graph von (k−, g−) : E − → R2d, wobei
k−(0, x, η) := x, g−(0, x, η) := η, (x, η) ∈ R2d, (3.3.35)
ist. In dem nun folgenden Lemma beweisen wir, daß wir k± und g± zu glatten Funktionen
fortsetzen ko¨nnen, die in einer Umgebung von E ± definiert sind. Ferner wird das na¨chste
Lemma zeigen, daß sich die kanonischen Relationen
C±t :=
{
(x, ξ, y, η) ∈ C2d × C2d ∣∣ (x, ξ) = κ±t (y, η)}, t ≥ 0,
welche durch den Fluß von Ĥa± gegeben sind, als Graph eben dieser Funktionen in einer
Umgebung von F± darstellen lassen. Der Beweis, der eine Alternative zu den aus [8, 27]
bekannten Beweisen ist, ergibt sich mittels des Satzes u¨ber implizite Funktionen.
Lemma 3.3.6. Es existieren offene Umgebungen G ± von E
±
in R+0 ×C2d und H ± von F
±
in R+0 ×C2d×Ω und Funktionen k±, g± ∈ C∞(G ±,Cd), fu¨r die fu¨r jedes (t, x, ξ, y, η) ∈H ±
die A¨quivalenz
(x, ξ) =
(
Q±t (y, η),Ξ
±
t (y, η)
) ⇔ ( y = k±(t, x, η) ∧ ξ = g±(t, x, η) )
gilt.
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Beweis. Wir betrachten
F±(t, x, ξ, y, η) :=
(
x−Q±(t, y, η), ξ − Ξ±(t, y, η)) (3.3.36)
fu¨r alle (x, ξ, t, y, η) ∈ C2d×D(κ±). Wir wollen darauf den Satz u¨ber implizite Funktionen
anwenden. Wir fassen nun F± als eine R4d-wertige Funktion in 8d + 1 reellen Variablen
auf. Fu¨r t = 0 gilt F±(0, x, ξ, y, η) = (x− y, ξ − η) und offensichtlich ist
(F±)′(<ξ,=ξ,<y,=y)|t=0 : R4d → R4d, (F±)′(<ξ,=ξ,<y,=y)|t=0 =
(
02d −12d
12d 02d
)
invertierbar. Das beweist die Behauptung im Minus-Fall. Im Plus-Fall erhalten wir fu¨r
beliebiges (x, ξ, t, y, η) ∈ C2d ×D(κ+)
(F+)′(<ξ,=ξ,<y,=y)(t, x, ξ, y, η) =
(
02d −(Q+)′(<y,=y)
12d −(Ξ+)′(<y,=y)
)
(t, y, η).
Wir erinnern uns daran, daß Q+(t, y, 0) = X(t, y,∇ϕ(y)) fu¨r (t, y, 0) ∈ D˜+ nach Lem-
ma 3.3.2 gilt. Dabei verwenden wir die Notation, die vor der Formel (3.2.22) eingefu¨hrt
wurde. Wir schließen auf (=Q+)′=y(t, y, 0) = (<Q+)′<y(t, y, 0) = dy[X(t, y,∇ϕ(y))] und
(<Q+)′=y(t, y, 0) = −(=Q+)′<y(t, y, 0) = 0 fu¨r (t, y, 0) ∈ D˜+ infolge von (3.3.28). Ebenfalls
erhalten wir Ξ+(t, y, 0) = 0 und folglich (Ξ+)′(<y,=y)(t, y, 0) = 0 fu¨r (t, y, 0) ∈ D˜+. Das
impliziert, daß
(F+)′(<ξ,=ξ,<y,=y)(t, Q
+(t, y, 0), 0, y, 0) =
(
02d −dy[X(t, y,∇ϕ(y))]⊗ 12
12d 02d
)
fu¨r jedes (t, y, 0) ∈ D˜+ gilt. Ferner ist die Matrix dy[X(t, y,∇ϕ(y))] invertierbar, da
sie die Fundamentalmatrix einer gewissen matrixwertigen gewo¨hnlichen Differentialglei-
chung zum Zeitpunkt Null ist. Denn es ist X(0, y,∇ϕ(y)) = Q+(0, y, 0) = y, folglich
dy[X(0, y,∇ϕ(y))] = 1 und damit auch
∂tdy[X(t, y,∇ϕ(y))] = dy∇pH(x,∇ϕ(x))
∣∣
x=X(t,y,∇ϕ(y))
= B(t, y) dy[X(t, y,∇ϕ(y))]
fu¨r jedes (t, y, 0) ∈ D˜+ erfu¨llt, wobei
B(t, y) :=
(
H ′′px
(
x,∇ϕ(x))+H ′′pp(x,∇ϕ(x))ϕ′′(x))∣∣x=X(t,y,∇ϕ(y)) (3.3.37)
ist. Mit dy[X(t, y,∇ϕ(y))] ist auch (F+)′(<ξ,=ξ,<y,=y) invertierbar. Da F+ sich global als
Graph darstellen la¨ßt, schließen wir mit Hilfe des Satzes u¨ber implizite Funktionen, daß
Funktionen k+ und g+ mit den in der Behauptung gewu¨nschten Eigenschaften existieren
und daß diese Funktionen eindeutig sind, sofern die Umgebung von G + hinreichend klein
gewa¨hlt ist.
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Im Folgenden werden wir zeigen, daß eine Lo¨sung von (3.3.1) durch die aus der klassischen
Mechanik bekannte Formel
ψ±(t, x, η) := (Z± ◦K±)(t, x, η)
= 〈 k±(t, x, η) | η 〉+
∫ t
0
A±
(
κ±r (k
±(t, x, η), η)
)
dr (3.3.38)
fu¨r (t, x, η) ∈ G ± gegeben ist, wobei
Z±(t, y, η) := −ς±t (−〈 y | η 〉, y, η) = 〈 y | η 〉+
∫ t
0
A±(κ±r (y, η)) dr
fu¨r (t, y, η) ∈ D(κ±) ist und
K±(t, x, η) :=
(
t, k±(t, x, η), η
)
, (t, x, η) ∈ G ±, (3.3.39)
ist. Offensichtlich gilt ψ±(0, x, η) = 〈x | η 〉 nach (3.3.32) und (3.3.35). Um nun zu beweisen,
daß das soeben definierte ψ± die Hamilton-Jacobi-Gleichung (3.3.1) lo¨st, fu¨hren wir die
Gewichte
Γ˜± := |=κ±|2 + S(−Z±, κ±), auf D(κ±),
Γ± := Γ˜± ◦K± = |=(x, g±)|2 − 〈=x | <g± 〉+ =ψ±, auf G ±,
ein. Diese werden zur Kontrolle der Fehlerterme dienen. In der Definition dieser Gewichte
wurde verwandt, daß κ±t (k
±(t, x, η), η) = (x, g±(t, x, η)) fu¨r jedes (t, x, η) ∈ G ± ist.
Der Beweis des na¨chsten Lemmas folgt [27] und findet sich auch in Lemma 5.7 aus [8].
Lemma 3.3.7. Es gibt eine offene Umgebung N˜± ⊂ R+0 × Cd × Rd vom Abschluß von E˜ ±
derart, daß zu jeder kompakten Teilmenge K ⊂ N˜± eine Konstante CK ∈ (0,∞) existiert,
fu¨r die fu¨r jedes (t, y, η) ∈ K und r ∈ [0, t]
=Z±(t, y, η) > 〈 =Q± | <Ξ± 〉(t, y, η)− 1
2
∫ t
0
=a±(<κs(y, η)) ds
− CK
∣∣=(Q±,Ξ±)(t, y, η)∣∣3, (3.3.40)
1
2
∣∣=(Q±,Ξ±)(r, y, η)∣∣2 6 Γ˜±(r, y, η) 6 CK Γ˜±(t, y, η) (3.3.41)
gelten.
Beweis. Zuerst pru¨fen wir die Voraussetzungen von Lemma 3.3.4. Wir erinnern uns daran,
daß fu¨r jedes η0 ∈ Rd die in Lemma 3.3.4 auftretende Konstante C gleichma¨ßig gewa¨hlt
werden kann, sofern η0 sich in einer kompakten Menge befindet. Im Minus-Fall setzen wir
stets τ = 0. Im Plus-Fall wa¨hlen wir τ = 0, falls (y0, η0) /∈ K0 × {0} ist. Falls jedoch
η0 = 0 und y0 ∈ K0 sind, definieren wir τ = max{t > 0 : X(r, y0,∇ϕ(y0)) ∈ K0, r ∈
[0, t]}. Dann sind alle Voraussetzungen von Lemma 3.3.4 erfu¨llt, da =a+(y0, 0) = 0 und
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=κt(y0, 0) = =(X(t, y0,∇ϕ(y0)), 0) = 0 fu¨r t ∈ [0, τ ] nach (3.2.32) bzw. Lemma 3.3.2
gelten. Im Folgenden verzichten wir auf sa¨mtliche ±-Indizes. Mittels Lemma 3.3.4 zeigen
wir nun zuna¨chst den ersten Teil der Behauptung (3.3.40). Aus (3.3.16) aus Lemma 3.3.4
folgt fu¨r (t, y, η) ∈ K
=Z(t, y, η)− 〈=Q | <Ξ 〉(t, y, η) = S(−Z,Q,Ξ)(t, y, η)
> 1
2
∫ t
0
−=a(<κs(y, η)) ds
−O(1) ∣∣=(Q,Ξ)(t, y, η)∣∣3.
Wiederum unter Verwendung von (3.3.16) und da −=a ≥ 0 ist, erhalten wir
Γ˜(r, y, η)− ∣∣=(Q,Ξ)(r, y, η)∣∣2 = S(−Z,Q,Ξ)(r, y, η)
≥ −O(1) ∣∣=(Q,Ξ)(r, y, η)∣∣3.
Wenn wir nur eine hinreichend kleine Umgebung von E˜ betrachten, in der
∣∣=(Q,Ξ)(r, y, η)∣∣
verschwindet, ko¨nnen wir annehmen, daß
∣∣=(Q,Ξ)(r, y, η)∣∣ so klein wie gewu¨nscht ist.
So ergibt sich die erste Ungleichung in (3.3.41). Schließlich folgern wir aus (3.3.17) von
Lemma 3.3.4
Γ˜(t, y, η) ≥ 1
C
{∣∣=(Q,Ξ)(r, y, η)∣∣2 + S(−Z,Q,Ξ)(r, y, η)
+
∫ t
r
−=a(<κu(y, η))du
}
≥ 1
C
Γ˜(r, y, η).
Nun wollen wir Abscha¨tzungen der Ableitungen der impliziten Funktionen k± und g±
bestimmen. Dazu definieren wir
N± := K−1± (N˜±), (3.3.42)
wobei K± durch (3.3.39) gegeben ist und N˜± in Lemma 3.3.7 derart eingefu¨hrt wurde, daß
N± ⊂ G ± eine Umgebung von E ± in [0,∞) × Cd × Rd ist. Der Beweis des nun folgenden
Lemmas stellt eine Alternative zu den aus [8, 27] bekannten Beweisen dar. Ferner werden
die Abscha¨tzungen der impliziten Funktionen, die dieses Lemma liefert, auch im na¨chsten
Kapitel in Hinblick auf die Transportgleichungen Verwendung finden.
Lemma 3.3.8. Seien k±, g± ∈ C∞(G ±,Cd) die in Lemma 3.3.6 eingefu¨hrten impliziten
Funktionen. Dann existiert zu jeder kompakten Teilmenge K ⊂ G ± und jedem N ∈ N und
α ∈ N3d+10 eine Konstante CN,K,α ∈ (0,∞) derart, daß fu¨r jedes (t, x, η) ∈ K∥∥∂α(t,<x,=x,η)dx(k±, g±)(t, x, η)∥∥ 6 CN,K,α Γ±(t, x, η)N
gilt.
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Beweis. Wir verzichten in diesem Beweis zur Vereinfachung der Schreibweise auf alle ±-
Indizes und erinnern uns zuna¨chst an die in (3.3.36) getroffene Definition. Indem wir den
Satz u¨ber implizite Funktionen so wie im Beweis von Lemma 3.3.6 anwenden, erhalten wir(
k′(<x,=x)
g′(<x,=x)
)
=
(
02d −Q′(<y,=y)
12d −Ξ′(<y,=y)
)−1(−12d
02d
)
,
wobei alle Ableitungen von Q und Ξ in (t, k(t, x, η), η) fu¨r (t, x, η) ∈ G ausgewertet werden.
Wir bezeichnen diese Matrizen mit A, B und C. Also wird die obige Gleichung zu A =
B−1C. Sei durch In die Multiplikation mit i auf Cd = R2d notiert. Dann gilt
I = 1n ⊗
(
0 −1
1 0
)
.
Ferner fu¨hren wir die folgende Schreibweise [I , A] := I2dA − AId. ein. Da fu¨r beliebige
E,F,G die Kommutatorrelation [E,FG] = F [E,G] + [E,F ]G erfu¨llt ist, erhalten wir
[I , A] = [I , B−1]C +B−1 [I , C] = B−1 [B,I ]B−1C. (3.3.43)
Indem wir Ableitungen von (3.3.43) bilden, ergibt sich fu¨r α ∈ N1+3d0
[I , ∂α(t,<x,=x,η)A]
=
∑
β+γ+δ=α
c(β, γ, δ) {∂β(t,<x,=x,η)B−1}[∂γ(t,<x,=x,η)B,I ]{∂δ(t,<x,=x,η)(B−1C)}
fu¨r gewisse kombinatorische Konstanten c(β, γ, δ) ∈ (0,∞). Hierbei ist der Kommutator
[∂γ(t,<x,=x,η)B,I ] von der Gestalt∑
[∂γ
′
(<ρ,=ρ)B,I ] ·
(
Polynom in den partiellen Ableitungen von k
)
.
Aus Korollar 3.3.5 und (3.3.41) schließen wir∥∥ [I , ∂γ′(<ρ,=ρ)B]∥∥ 6 CN,K,T,γ′ Γ(t, x, η)N .
Wir wollen zeigen, daß die Formel (3.3.38) eine Lo¨sung von (3.3.1) darstellt. Dazu folgen
wir einem aus der klassischen Mechanik bekannten Beweis (siehe etwa Seite 479 aus [36])
und vergleichen das Differential von Z± mit dem Pullback unter der Abbildung
Θ±(t, y, η) :=
(
t, κ±t (y, η)
)
=
(
t, Q±(t, y, η),Ξ±(t, y, η)
)
, (t, y, η) ∈ D(κ±),
von der Cartanschen Form,
ω± := ξ dx− a±(x, ξ) dt.
ω± wird als Form auf R× C2d betrachtet, also ist dxj = d<xj + id=xj und wir verwenden
die Abku¨rzung ξ dx := ξ1 dx1 + · · ·+ ξd dxd. Der Beweis des nun folgenden Lemmas findet
sich auch als Beweis von Lemma 5.8 aus [8].
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Lemma 3.3.9. (i) Auf jeder kompakten Teilmenge K ⊂ D(κ±), auf der |t| 6 t0 ist, gilt
fu¨r alle N ∈ N und α ∈ N4d+10
∂α(t,<y,=y,<η,=η)
(
dZ± −Θ∗±ω± − y dη
)
= O(max
|r|6t0
|=κ±r (y, η)|N
)
. (3.3.44)
(ii) Sei N˜± die in Lemma 3.3.7 auftretende Menge (also ist η reell). Dann gilt
∂α(t,<y,=y,η)
(
dZ± −Θ∗±ω± − y dη
)
= tO(Γ˜N±)
auf N˜± und fu¨r jedes N ∈ N und α ∈ N3d+10 , wobei die Landau-Symbole gleichma¨ßig auf
kompakten Teilmengen von N˜± sind.
Beweis. Wir verzichten auch in diesem Beweis auf alle ±-Indizes zur Vereinfachung der
Schreibweise. Wir definieren λ := dZ −Θ∗ω und verwenden
∂tZ = 〈Ξ | ∇ξa(Q,Ξ) 〉 − a(Q,Ξ) = 〈Ξ | ∂tQ 〉 − a(Q,Ξ), (3.3.45)
um die Darstellung
λ = (Z ′y − 〈Ξ |Q′y 〉) dy + (Z ′y − 〈Ξ |Q′y 〉) dy + (Z ′η − 〈Ξ |Q′η 〉) dη
+ (Z ′η − 〈Ξ |Q′η 〉) dη
zu erhalten. Hierbei haben wir fu¨r 〈Ξ | ∂y1Q 〉 dy1 + · · · + 〈Ξ | ∂ydQ 〉 dyd die Abku¨rzung
〈Ξ |Q′y 〉 dy eingefu¨hrt. Sei durch κ eine der Variablen yj, yj, ηj, ηj, j = 1, . . . , d, notiert. Wir
definieren λκ := Z
′
κ−〈Ξ |Q′κ 〉. Nun schließen wir aufgrund von (3.3.45), der Hamiltonschen
Gleichungen, (3.3.14), und der fast Analytizita¨t von a auf
∂tλκ = ∂κ
(〈Ξ | ∂tQ 〉 − a(Q,Ξ))− 〈 ∂tΞ | ∂κQ 〉 − 〈Ξ | ∂t∂κQ 〉
= 〈 ∂κΞ | ∇ξa(Q,Ξ) 〉 − ∂κ
(
a(Q, ξ)
)
+ 〈∇xa(Q,Ξ) | ∂κQ 〉
= −〈∇xa(Q,Ξ) | ∂κQ 〉 − 〈∇ξa(Q,Ξ) | ∂κΞ 〉.
Indem wir die letzte Zeile mit Gκ bezeichnen, gilt ∂tλκ = Gκ. Mittels (3.3.3) ergibt sich
∂α(t,<y,=y,<η,=η)Gκ = O
(|=(Q,Ξ)|N). (3.3.46)
Die Anfangsbedingung (Z,Q,Ξ)|t=0 = (〈 y | η 〉, y, η) impliziert
Z ′y|t=0 = η, Z ′η|t=0 = y, Z ′y|t=0 = Z ′η|t=0 = 0,
Q′y|t=0 = 1, Q′η|t=0 = Q′y|t=0 = Q′η|t=0 = 0.
Daraus folgt λ(0, y, η) = y dη. Aus ∂tλκ = Gκ schließen wir auf
λ(t, y, η)− y dη =
∑
κ
∫ t
0
Gκ(r, y, η) dr, (t, y, η) ∈ D(κ),
woraus wir mit Hilfe von (3.3.46) Teil (i) der Behauptung folgern. Teil (ii) erhalten wir
nun infolge von Lemma 3.3.7.
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Da auf G ±
Z± ◦K± = ψ±, Q± ◦K± = x, Ξ± ◦K± = g± (3.3.47)
gelten, erhalten wir die folgende Proposition, deren Beweis sich auch im Beweis von Pro-
position 5.9 aus [8] findet.
Proposition 3.3.10. Sei ψ± die in (3.3.38) eingefu¨hrte Funktion. Dann gelten
∂α(t,<x,=x,<η)
(
∂tψ± + a±(x,∇xψ±)
)
= O(ΓN± ), (3.3.48)
∂α(t,<x,=x,<η)(∇xψ± − g±) = O(ΓN± ), (3.3.49)
∂α(t,<x,=x,<η)(∇ηψ± − k±) = O(ΓN± ), (3.3.50)
∂α(t,<x,=x,<η)∇xψ± = O(ΓN± ), (3.3.51)
∂α(t,<x,=x,<η)∇ηψ± = O(ΓN± ) (3.3.52)
auf N± fu¨r N ∈ N und jeden Multiindex α ∈ N3d+10 . Alle Landau-Symbole sind gleichma¨ßig
auf kompakten Teilmengen von N±.
Beweis. Lemma 3.3.9(ii) und Γ± = Γ˜± ◦K± implizieren
∂α(t,<x,=x,<η)K
∗
±
(
dZ± −Θ∗±ω± − y dη
)
= O(ΓN± )
auf K−1(N˜±) = N±. Ferner zeigt (3.3.47), daß
K∗±
(
dZ± −Θ∗±ω± − y dη
)
= d(K∗±Z±)− (Θ± ◦K±)∗ω± − k± dη
= dψ± − g± dx+ a±(x, g±) dt− k± dη
auf G ± gilt.
Das letzte Korollar in diesem Unterabschnitt faßt die Eigenschaften von ψ± auf dem reellen
Bereich zusammen. Wie sich zeigen wird, lassen sich die Gewichte Γ± durch =ψ± auf dem
reellen Bereich ersetzen. Wir erhalten, daß ψ± die von uns gewu¨nschte Lo¨sung des Problems
(3.3.1)&(3.3.2) ist.
Korollar 3.3.11. (i) Es gibt eine reelle Umgebung M±
R
von E ± in R+0 × R2d derart, daß
fu¨r jedes (t, x, η) ∈M±
R
die folgenden Relationen
=ψ±(t, x, η) > 1O(1) | =g
±(t, x, η)|2, (3.3.53)
=ψ+(t, x, η) = 0 ⇔ (t, x, η) ∈ E +, (3.3.54)
=ψ−(t, x, η) = 0 ⇔ t = 0, x, η ∈ Rd, (3.3.55)
gelten. Infolgedessen gilt
=ψ± > 1O(1) Γ± auf M
±
R
, (3.3.56)
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was (3.3.48)–(3.3.52) auf M±
R
impliziert, wobei die rechte Seite dieser Gleichungen durch
ON((=ψ±)N) ersetzt wird. Insbesondere gilt
∂α(t,<x,=x,<η)
(
∂tψ± + a±(x,∇xψ±)
)
= O((=ψ±)N) auf M±R . (3.3.57)
(Alle Landau-Symbole sind gleichma¨ßig auf kompakten Teilmengen von M±
R
.)
(ii) Fu¨r jedes (t, x, 0) ∈ D+ und β ∈ Nd+10 gelten
∂β(t,x)ψ+(t, x, 0) = 0, ∇ηψ+(t, x, 0) = X(−t, x,∇ϕ(x)). (3.3.58)
Beweis. (i): Aus (3.3.40) und (3.3.47) und da −=a± ≥ 0 ist, folgt
=ψ± − 〈=x | <g± 〉 > −O(1) |=(x, g±)|3 auf N±. (3.3.59)
Wir erinnern uns daran, daß N± eine Umgebung von E ± in R+0 × Cd × Rd ist. Folglich ist
(N±)R := N± ∩ (R+0 × R2d) eine Umgebung von E ± in R+0 × R2d. Seien (t0, x0, η0) ∈ E ±
und K ⊂ (N±)R eine kompakte Umgebung von (t0, x0, η0) in (N±)R. Fu¨r hinreichend klein
gewa¨hltes ε0 > 0 gilt (t, x + ε=g±(t, x, η), η) ∈ K ′ ⊂ (N±)R fu¨r jedes (t, x, η) ∈ K und
|ε| < ε0. Dabei ist K ′ ebenfalls kompakt. Aufgrund von (3.3.59) existieren Konstanten
C,C ′ ∈ (0,∞), die fu¨r jedes (t, x, η) ∈ K den Ungleichungen
=ψ±(t, x− ε=g±(t, x, η), η) > −C
∣∣=g±(t, x− ε=g±(t, x, η), η)∣∣3
> −C ′ ∣∣=g±(t, x, η)∣∣3 (3.3.60)
genu¨gen. Indem wir eine Taylorentwicklung der linken Seite der Abscha¨tzung (3.3.60) bzgl.
x durchfu¨hren, wobei wir (3.3.49) und (3.3.51) verwenden, erhalten wir
=ψ± > ε |=g±|2 − C ′′
(|=g±|3 + ε2 |=g±|2)− εCN0 |=ψ±|N0 auf K
fu¨r ein N0 ∈ N, N0 > 2 und C ′′, CN0 ∈ (0,∞). Nun wa¨hlen wir ein ε ∈ (0, 12C′′ ), fu¨r das
ε < ε0 und εCN0 |=ψ±|N0−1 < 1/2 auf K gelten. Damit ergibt sich =ψ± + (1/2)|=ψ±| >
(ε/2)|=g±|2−C ′′|=g±|3 auf K. Als na¨chstes erinnern wir uns daran, daß nach (3.3.33) und
(3.3.35) die Gleichung =g± = 0 auf E ± gilt. Wenn wir die kompakte Umgebung K von
(t0, x0, η0) weiter einschra¨nken, ko¨nnen wir annehmen, daß C
′′|=g±| < ε/4 auf K gilt. Wir
folgern (3.3.53). Schließlich definieren wir M±
R
als Vereinigung aller Mengen K˚. Hierbei
la¨uft die Vereinigung u¨ber alle (t0, x0, η0) ∈ E ±.
Im na¨chsten Schritt beweisen wir (3.3.54) und (3.3.55). Zuerst sei (t, x, η) ∈ E ±.
Fu¨r t = 0 gilt =ψ±(0, x, η) = =〈x | η 〉 = 0. Falls (t, x, 0) ∈ D+ ist, wissen wir, daß
κ(r, k(t, x, 0), 0) ∈ K0 × {0} fu¨r jedes r ∈ [0, t] ist. Folglich ist aufgrund von (3.3.4)
A+(κ(r, k(t, x, 0), 0)) = 0 fu¨r r ∈ [0, t]. Indem wir uns an die in (3.3.38) getroffene De-
finition von ψ+ erinnern, erhalten wir ψ+(t, x, 0) = 0. Damit ist die Implikation ”
⇐“ in
(3.3.54) und (3.3.55) gezeigt. Das beweist aber auch die erste Gleichung von (ii).
Um die andere Implikation zu zeigen, nehmen wir an, daß (t, x, η) ∈ M±
R
fu¨r t >
0 und =ψ±(t, x, η) = 0 gilt. (3.3.53) impliziert dann =g±(t, x, η) = 0 und damit auch
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Γ±(t, x, η) = 0, da x reell ist. Aufgrund der Ungleichung (3.3.41) und dank (3.3.47) la¨ßt sich
der Imagina¨rteil der Integralkurve von Ĥa± , die (y, η) := (k
±(t, x, η), η) und (x, g±(t, x, η))
verbindet, durch Γ± abscha¨tzen. Das beweist, daß diese Integralkurve reell ist.
Da wir wissen, daß =a+(y, η) ≤ 0 und =a−(y, η) < 0 nach (3.2.31) bzw. (3.2.39) gilt,
nehmen wir an, daß =a±(y, η) < 0 ist. Dann folgt =ψ±(t, x, η) > 0 mit Hilfe von (3.3.40),
da x reell ist und =g± = 0 ist. Im Minus-Fall erhalten wir einen Widerspruch zu (3.2.39),
was zeigt, daß es kein (t, x, η) ∈ M−
R
gibt, fu¨r das t > 0 und =ψ−(t, x, η) = 0 gilt. Im
Plus-Fall folgern wir =a+(y, η) = 0. Aufgrund von (3.2.32) sind also y ∈ K0 und η = 0.
Lemma 3.3.3 impliziert (t, y, 0) ∈ D˜+ und damit auch (t, x, 0) ∈ D+.
Schließlich wollen wir Teil (ii) beweisen. Wir bemerken zuna¨chst, daß wegen (3.3.33)
Γ+(t, x, 0) = 0 fu¨r (t, x, 0) ∈ D+ gilt. Damit ergibt sich mit Hilfe von (3.3.50) und (3.3.31)
∇ηψ+(t, x, 0) = k+(t, x, 0) = X(−t, x,∇ϕ(x)).
Ferner erhalten wir ∇xψ+(t, x, 0) = g+(t, x, 0) = 0 infolge von (3.3.49) und (3.3.33) und
∂tψ+(t, x, 0) = −a+(x, 0) = 0 nach (3.3.48) bzw. (3.2.32).
3.4 Die Transportgleichungen
3.4.1 Ansatz fu¨r eine Parametrix
Wir wollen eine Parametrix des konjugierten Diracoperators Dh,V,ϕ := e
ϕ/hDh,V e
−ϕ/h be-
stimmen. Dazu zerlegen wir Dh,V,ϕ mittels der in (3.2.6) eingefu¨hrten Projektionen in einen
Plus- und einen Minus-Teil. Fu¨r jeden dieser beiden Teile konstruieren wir mittels eines
WKB-Verfahrens Parametrizen der zugeho¨rigen Wa¨rmeleitungsgleichungen. Diese integrie-
ren wir dann bzgl. der Zeitvariablen t. Da die Eigenwerte komplexwertig sind, verwenden
wir als Ansatz fu¨r die Parametrizen der Wa¨rmeleitungsgleichungen Fourierintegralopera-
toren mit komplexwertiger Phase. Also ist der Ansatz fu¨r den Greenschen Kern
D−1h,V,ϕ(x, y) =
∑
]∈{+,−}
]
∫ ∞
0
∫
Rd
eiψ](t,x,η)/h−i〈 y | η 〉/h
∞∑
ν=0
hν Bν] (t, x, η)
dη dt
(2pih)d h
+ qˇ(x, x− y).
Das hier auftretende Symbol q geho¨rt zum Bereich, wo das Symbol D̂h,V,ϕ gleichma¨ßig
elliptisch ist, und wird zu Beginn von Abschnitt 3.5 konstruiert werden. Zur Herleitung
der Gleichungen die ψ± und Bν± bestimmen, berechnen wir formal
e−iψ±/h
(± h ∂t + α · (−ih∇+ i∇ϕ) + α0 + V )eiψ±/h ∞∑
ν=0
hν Bν±
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=
(± i ∂tψ± ± h∂t + α · (−ih∇+∇xψ± + i∇ϕ) + α0 + V ) ∞∑
ν=0
hν Bν±
=
(± i ∂tψ± + α · (∇xψ± + i∇ϕ) + α0 + V )B0±
+
∞∑
ν=1
hν
{
(±∂t − iα · ∇)Bν−1±
+
(± i∂tψ± +α · (∇xψ± + i∇ϕ) + α0 + V )Bν±} != 0. (3.4.1)
Wir fu¨hren nun eine glatte Abschneidefunktion χ ∈ C∞0 (C2d) ein, fu¨r die χ ≡ 1 auf einer
kleinen reellen Umgebung von K0 × {0} und 0 6 χ 6 1 auf R2d gilt und deren Tra¨ger
supp(χ) in einer kleinen komplexen Umgebung von K0 × {0} enthalten ist. Sei χ eine fast
analytische Fortsetzung von χR2d , fu¨r die∣∣∂α(<y,=y,<η,=η)∇(y,η)χ(y, η)∣∣ 6 CN,α |=(y, η)|N , (y, η) ∈ C2d,
fu¨r jedes N ∈ N und α ∈ N4d0 und geeignete Konstanten CN,α ∈ (0,∞) erfu¨llt ist.
Nehmen wir fu¨r den Moment an, daß die matrixwertigen Amplituden B0±
(T0) : ∂
α
(t,<x,=x,η)
{
B0±(t, x, η)− Λ±
(
x,∇xψ±(t, x, η) + i∇ϕ(x)
)
B0±(t, x, η)
}
= O(ΓN± ),
B0±(0, x, η) = χ(x, η) Λ
±(x, η + i∇ϕ(x)),
genu¨gen. Ferner folgen aus (3.4.1) die Transportgleichungen
(Tν)ν>1 : ∂
α
(t,<x,=x,η)
{
(∓∂t + iα · ∇)Bν−1±
− (±i∂tψ± +α · (∇xψ± + i∇ϕ) + α0 + V )Bν±
}
= ON(ΓN± ),
Bν+|t=0 = −Bν−|t=0.
Falls (T0) gilt, la¨ßt sich die vor B
0
± in (3.4.1) auftretende Matrix durch einen ihrer Eigen-
werte ersetzen und es ergeben sich die Hamilton-Jacobi-Gleichungen
±i ∂tψ± ±
√
1 + (∇xψ± + i∇ϕ)2 + V = O(ΓN± ).
Diese sind gema¨ß der Definition (3.2.30) a¨quivalent zu den durch (3.3.1) definierten Proble-
men. In Abschnitt 3.3 wurden Lo¨sungen von (3.3.1) bis auf Fehlerterme der OrdnungO(ΓN± )
bestimmt. In Unterabschnitt 3.4.2 werden wir die Transportgleichungen (T0), (T1), . . .
lo¨sen. Da auch die Transportgleichungen komplexwertig sind, werden sich dabei ebenfalls
Fehlerterme der Ordnung O(ΓN± ) nicht vermeiden lassen. Schließlich verwenden wir in Un-
terabschnitt 3.4.3 die so erhaltenen Na¨herungslo¨sungen der Hamilton-Jacobi-Gleichungen
und der Transportgleichungen , um eine Lo¨sung von (±h∂t + Dh,V,ϕ)u± = 0 zu erhalten.
In Proposition 3.4.9 werden wir zeigen, daß diese Fehlerterme das WKB-Verfahren nicht
zersto¨ren.
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Wir nehmen an, daß das Potential V die Voraussetzung 3.1.1 erfu¨llt und daß die Punkte
x? und y? der Voraussetzung 3.2.3 genu¨gen. ψ± ist die durch (3.3.38) definierte Funktion
und ϕ ist die Funktion, die durch Proposition 3.2.1 im Fall von d = 1 gegeben ist bzw.
durch Proposition 3.2.4, falls d > 2 ist. Ferner sind die Landau-Symbole gleichma¨ßig auf
kompakten Teilmengen und die Variable η ist reell.
3.4.2 Na¨herungslo¨sung der Transportgleichungen
In diesem Unterabschnitt lo¨sen wir die Transportgleichungen (T0), (T1), . . . und folgen
dabei Abschnitt 2.2 aus [41]. Diese Strategie werden wir an unsere Situation anpassen,
indem wir Faktoren i und geeignete Vorzeichen an den richtigen Stellen erga¨nzen. Da
sich die Transportgleichungen ebenso wie die Hamilton-Jacobi-Gleichung nicht exakt lo¨sen
lassen, haben wir ferner auf Fehlerterme zu achten.
Die Vorgehensweise ist dabei wie folgt. Zuna¨chst formen wir die Transportgleichun-
gen unter Verwendung der Hamilton-Jacobi-Gleichung zu einer neuen Folge (Kν) um und
fu¨hren dann matrixwertige Differentialoperatoren L± ein. Da es genu¨gt gewisse Differential-
gleichungen in L± zu lo¨sen, um eine Lo¨sung der Transportgleichungen zu erhalten, untersu-
chen wir die Existenz und Eindeutigkeit von Lo¨sungen ebensolcher Differentialgleichungen.
Schließlich berechnen wir den Wert gewisser B0+(τ, x, 0), den wir fu¨r die Bestimmung der
Asymptotik des Greenschen Kerns beno¨tigen werden.
Die hier verwandte Strategie entstammt den aufeinander aufbauenden Arbeiten [41]
und [42], in denen die quasiklassische Na¨herung der Diracgleichung behandelt wird. In [41]
wird das asymptotische Verhalten des quasiklassischen Evolutionsoperators fu¨r endliche
Zeiten im Limes h↘ 0 studiert. [42] befaßt sich dann mit der Streutheorie.
Alternative Lo¨sungswege finden sich z.B. in [28, 38]. In Anhang A aus [5] wird die
Strategie aus [28] dargestellt, wenn mittels des WKB-Verfahrens eine Parametrix des Evo-
lutionsoperators fu¨r kleine Zeiten konstruiert wird. Es sei bemerkt, daß in [5] dreidimen-
sionale Diracoperatoren, die mit einem nichtskalaren Potential versehen sind, behandelt
werden. Der Vorgehensweise aus [38] werden wir spa¨ter in Anhang A folgen, indem wir
diese an unsere Situation anpassen werden, um die Transportgleichungen (T0), (T1), . . .
im dreidimensionalen Fall zu lo¨sen.
Wir beginnen mit der Definition der Gamma-Matrizen
γ0 := α0, γj := −α0 αj, j = 1, . . . , d.
Damit erhalten wir wegen {αk , α`} = 2 δk` 1 fu¨r 0 ≤ k , ` ≤ d
(γ0)
2 = 1, (γj)
2 = −1, j = 1, . . . , d, (3.4.2)
{γµ , γν} = 0, 0 6 µ < ν 6 d. (3.4.3)
Ferner definieren wir
∂±0 := ±i∂t, ∂±j := −∂xj ,
Π±0 := ±
√
1 + (∇xψ± + i∇ϕ)2, Π±j := ∂xjψ± + i∂xjϕ,
Π± :=
(
Π±1 , . . . ,Π
±
d
)
,
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wobei j = 1, . . . , d ist, und
∂˜± :=
d∑
µ=0
γµ ∂
±
µ , Π˜
± :=
d∑
µ=0
γµ Π
±
µ auf N±.
Wir erinnern uns daran, daß die Mengen N± in (3.3.42) eingefu¨hrt wurden. Wir formen
die Transportgleichungen auf N± mit Hilfe der in (3.3.48) gegebenen Hamilton-Jacobi-
Gleichungen in eine neue Folge von Gleichungen um, die gegeben ist durch
(Kν)
{
∂α(t,<x,=x,η)
(
(Π˜± − 1)Bν± + i∂˜±Bν−1±
)
= ON(ΓN± ), N ∈ N,
∂α(t,<x,=x,η)(Π˜
± + 1) ∂˜±Bν± = ON(ΓN± ), N ∈ N.
Dabei ist ν ∈ N0 und wir setzen B−1± := 0.
Lemma 3.4.1. Falls Bν± fu¨r ν ∈ N0 die ersten Gleichungen in (K1), (K2), . . . auf einer
Umgebung N ′± ⊂ N± von E± in R+0 × Cd × Rd erfu¨llt, dann genu¨gt Bν± auch den Trans-
portgleichungen (T1), (T2), . . . auf N ′±.
Beweis. Unter Verwendung der soeben getroffenen Definitionen von Π˜± und ∂˜± und durch
Multiplikation mit α0 la¨ßt sich fu¨r ν ∈ N die erste Gleichung von (Kν) darstellen als
∂α(t,<x,=x,η)
{(± α0√1 + (∇xψ± + i∇ϕ)2 − α0α · (∇xψ± + i∇ϕ)− 1)Bν±
+
(∓ α0 ∂t + i α0α · ∇)Bν−1± } = ON(ΓN± )
⇐⇒ ∂α(t,<x,=x,η)
{(∓ ∂t + iα · ∇)Bν−1± + (±√1 + (∇xψ± + i∇ϕ)2
+ V −α · (∇xψ± + i∇ϕ)− α0 − V
)
Bν±
}
= ON(ΓN± )
=⇒ ∂α(t,<x,=x,η)
{(∓ ∂t + iα · ∇)Bν−1± − (± i ∂t ψ± +α · (∇ψ± + i∇ϕ)
+ α0 + V
)
Bν±
}
= ON(ΓN± ),
was a¨quivalent zu (Tν) ist. Im letzten Schritt wurde die Hamilton-Jacobi-Gleichung
∂α(t,<x,=x,η)
(± i∂tψ± ±√1 + (∇xψ± + i∇ϕ)2 + V ) = ON(ΓN± ), N ∈ N,
verwandt, die wir in (3.3.48) finden.
Da wir bereits wissen, daß die Gamma-Matrizen γµ und γν antikommutieren, kennen
wir den Kommutator
[γµ , γν ] = γµγν − γνγµ = 2 γµγν
fu¨r µ, ν = 0, . . . , d, µ 6= ν. Nun schreiben wir zur Abku¨rzung
σµν :=
i
2
[γµ , γν ] = iγµ γν , (rot
±Π±)µν := (∂±µ Π
±
ν )− (∂±ν Π±µ ) (3.4.4)
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fu¨r alle µ, ν = 0, . . . , d mit µ 6= ν. Wir definieren den matrixwertigen partiellen Differen-
tialoperator
L± := ±i{∂t,Π±0 }+
d∑
j=1
{∂xj ,Π±j } − i
∑
06µ<ν6d
σµν (rot
±Π±)µν (3.4.5)
auf N±. Aufgrund von (3.4.2), (3.4.3) und (3.4.4) la¨ßt sich L± zu
L± = γ20 {∂±0 ,Π±0 }+
d∑
µ=1
γ2µ {∂±µ ,Π±µ }+
∑
0≤µ<ν≤d
γµγν
(
∂±µ Π
±
ν
)
−
∑
0≤µ<ν≤d
γµγν
(
∂±ν Π
±
µ
)
=
d∑
µ=0
γ2µ {∂±µ ,Π±µ }+
∑
0≤µ 6=ν≤d
γµγν
(
∂±µ Π
±
ν
)
=
d∑
µ=0
γ2µ {∂±µ ,Π±µ }+
∑
0≤µ6=ν≤d
γµγν
((
∂±µ Π
±
ν
)
+ Π±ν ∂
±
µ + Π
±
µ ∂
±
ν
)
=
d∑
µ=0
γ2µ {∂±µ ,Π±µ }+
∑
0≤µ6=ν≤d
γµ γν (∂
±
µ ◦ Π±ν + Π±µ ∂±ν )
=
d∑
µ=0
{γµ∂±µ , γµΠ±µ }+
∑
0≤µ6=ν≤d
{γµ∂±µ , γνΠ±ν } = {∂˜± , Π˜±} (3.4.6)
umformen. Die Differentialoperatoren L± haben wir eingefu¨hrt, da die Bν± im Folgenden als
Lo¨sungen gewisser Differentialgleichung in L± charakterisiert werden. In Proposition 3.4.4
werden wir zeigen, daß die so gewa¨hlten Bν± die Transportgleichungen lo¨sen. Zuna¨chst
untersuchen wir die Existenz und Eindeutigkeit von Lo¨sungen von Differentialgleichungen
gegeben durch den Operator L±.
Lemma 3.4.2. Seien N ′± ⊂ N± eine Umgebung von E± in R+0 × Cd × Rd und R ∈
C∞(N ′±,L (C
d∗)) eine glatte matrixwertige Funktion, die
∂α(t,<x,=x,η)dxR = O(ΓN± ), N ∈ N, α ∈ N3d+10 , (3.4.7)
erfu¨lle. Ferner genu¨ge c ∈ C∞(Cd × Rd)
∂α(<x,=x,η)dxc = O(|=x|N), N ∈ N, α ∈ N3d0 . (3.4.8)
Dann existiert ein B± ∈ C∞(N ′±,L (Cd∗)), fu¨r das
∂α(t,<x,=x,η)(L
±B± −R) = O(ΓN± ), ∂β(<x,=x,η)(B±|t=0 − c) = O(|=x|N), (3.4.9)
∂α(t,<x,=x,η)dxB
± = O(ΓN± ) (3.4.10)
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fu¨r jedes N ∈ N, α ∈ N3d+10 und β ∈ N3d0 gelten. Falls C± ∈ C∞(N ′±,L (Cd∗)) eine weitere
Lo¨sung von (3.4.9) und (3.4.10) ist, dann gilt ∂α(t,<x,=x,η)(B
± − C±) = O(ΓN± ) fu¨r jedes
N ∈ N und α ∈ N3d+10 .
Beweis. Mit Hilfe der Definition von L± erhalten wir
L± = ±2iΠ±0 ∂t + 2Π± · ∇x +M±,
wobei M± durch
M± := ±i(∂tΠ±0 ) + divxΠ± − i
∑
06µ<ν6d
σµν (rot
±Π±)µν
definiert ist. Ferner setzen wir
W± := −(±2iΠ±0 )−1M±, S± := (±2iΠ±0 )−1R.
Wir betrachten die maximalen Lo¨sungen B˜± der gewo¨hnlichen Differentialgleichungen
∂tB˜
±(t, y, η) = W±
(
t, Q±(t, y, η), η
)
B˜±(t, y, η) + S±
(
t, Q±(t, y, η), η
)
, (3.4.11)
die fu¨r (t, y, η) ∈ N˜ ′± definiert sind, zur Randbedingung B˜(0, y, η) = c(y, η). Dabei wurde
N˜ ′± in Lemma 3.3.7 eingefu¨hrt. Wir definieren noch das Vektorfeld
Z± := ∇ξa±(x, g±) · ∇x
auf G ±. Hierbei sind uns g± und G ± aus Lemma 3.3.6 bekannt. Nun untersuchen wir den
Fluß des reellen Vektorfeldes Ẑ± := Z± + Z±. Aus c ∂z + c ∂z = (<c) ∂<z + (=c) ∂=z folgt
unmittelbar
Ẑ± =
d∑
j=1
(<a±(x, g±))′ξj ∂<xj + (=a±(x, g±))′ξj ∂=xj .
Wenn wir die kanonische Basis vom Cd durch (e1, . . . , ed) notieren, ist unter der Identifi-
zierung ∂<xj ↔ ej, ∂=xj ↔ iej, j = 1, . . . , d, der Vektor im Cd, der Ẑ± entspricht, durch
d∑
j=1
((<a±(x, g±))′ξj + i (=a±(x, g±))′ξj) ej
gegeben, also ist Ẑ± ↔ ∇ξa±(x, g±). Fu¨r jedes (t, y, η) ∈ D(κ±), das die Eigenschaft
(t, Q±(t, y, η), η) ∈ G ± besitzt, gilt g±(t, Q±(t, y, η), η) = Ξ±(t, y, η). Dank (3.3.14) ergibt
sich dann
Q˙±(t, y, η) = ∇ξa±(Q±(t, y, η),Ξ±(t, y, η))
= ∇ξa±(Q±(t, y, η), g±(t, Q±(t, y, η), η)).
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Damit ist eine geeignete Einschra¨nkung von Q± : D(κ±)→ Cd gleich dem Fluß des reellen
Vektorfeldes Ẑ±. Indem wir
B±(t, x, η) := B˜±
(
t, k±(t, x, η), η
)
definieren, erhalten wir
(∂tB
± + Ẑ±B±)
(
t,Q±(t, y, η), η
)
=
d
dt
B±
(
t, Q±(t, y, η), η
)
= ∂tB˜
±(t, y, η)
= W±
(
t, Q±(t, y, η), η
)
B˜±(t, y, η) + S±
(
t, Q±(t, y, η), η
)
, (3.4.12)
da k±(t, Q±(t, y, η), η) = y ist. Aus
∇ξa±(x,∇xψ±) = (−i)
(
1 + (∇xψ± + i∇ϕ)2
)−1/2
(∇xψ± + i∇ϕ)
= (±2iΠ±0 )−12Π±
schließen wir dank der Differentialgleichung (3.4.12), der B± genu¨gt, und anhand der De-
finition von Ẑ± auf
(±2iΠ±0 )−1(L±B± −R)
= (±2iΠ±0 )−1
(±2iΠ±0 ∂t + 2Π± · ∇x +M±)B± − S±
=
(
∂t +∇ξa±(x,∇xψ±) · ∇x −W±
)
B± − S±
=
(
∂t +∇ξa±(x,∇xψ±) · ∇x − ∂t − Ẑ±
)
B± (3.4.13)
= −∇ξa±(x, g±) · ∇xB± +
(∇ξa±(x,∇xψ±)−∇ξa±(x, g±)) · ∇xB±. (3.4.14)
Wir verzichten in dem Teil des Beweises, der sich mit der Existenzaussage befaßt, auf alle
±-Indizes. Wegen (3.3.49) wissen wir, daß ∂α(t,<x,=x,η)(∇xψ − g) = O(ΓN) gilt, was
∂α(t,<x,=x,η)
(∇ξa(x,∇xψ)−∇ξa(x, g)) = O(ΓN) (3.4.15)
fu¨r jedes N ∈ N und α ∈ N3d+10 impliziert. Offensichtlich sind alle partiellen Ableitungen
von B auf kompakten Teilmengen von N ′ beschra¨nkt. Um dxB zu untersuchen, stellen
wir fest, daß
dxB = dxB˜(t, k, η) = (dyB˜)(t, k, η) dxk + (dyB˜)(t, k, η) dxk
erfu¨llt ist. Hierbei ist ∂α(t,<x,=x,η)dxk = O(ΓN) aus Lemma 3.3.8 bekannt und es genu¨gt
eine a¨hnliche Schranke fu¨r dyB˜ zu finden, um (3.4.10) zu erhalten. Dazu leiten wir die
Differentialgleichung (3.4.11) ab und schließen so auf
∂tdyB˜ = W
(
t, Q, η
)
dyB˜ +
(
dxW
(
t, Q, η
)
dyQ
)
B˜ +
(
dxW
(
t, Q, η
)
dyQ
)
B˜
+ dxS
(
t, Q, η
)
dyQ+ dxS
(
t, Q, η
)
dyQ,
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was
∂α(t,<y,=y,η)
(
∂tdyB˜ −W
(
t, Q, η
)
dyB˜
)
(3.4.16)
= ∂α(t,<y,=y,η)
((
dxW
(
t, Q, η
)
dyQ
)
B˜ +
(
dxW
(
t, Q, η
)
dyQ
)
B˜
+ dxS
(
t, Q, η
)
dyQ+ dxS
(
t, Q, η
)
dyQ
)
= O(Γ˜N)
wegen (3.3.26), (3.3.51), (3.4.7) und |=Q|2 6 O(1)Γ˜ beweist. Aufgrund von B˜(0, y, η) =
c(y, η) folgt unter Verwendung der Voraussetzung (3.4.8) an c, daß ∂α(<y,=y,η)dyB˜|t=0 =
∂α(<y,=y,η)dyc = O(|=y|N) gilt. Ferner bemerken wir, daß
B˜(0, y, η) = B˜(0, k(0, x, η), η) = B(0, y, η)
erfu¨llt ist. Indem wir darauf die Duhamelsche Formel anwenden, folgern wir
∂tdyB˜ = W
(
t, Q, η
)
dyB˜ +O(Γ˜N), dyB˜|t=0 = O(|=y|N).
Daraus ergibt sich
dyB˜ = Ut,0O(|=y|N) +
∫ t
0
Ut,sO
(
Γ˜(s, y, η)N
)
ds. (3.4.17)
Dabei genu¨gt Ut,s der Differentialgleichung ∂tUt,s = W (t, Q(t, y, η), η)Ut,s, Us,s = 1. Da
Γ˜(s, y, η) 6 O(1) Γ˜(t, y, η), s ∈ [0, t], nach Lemma 3.3.7 gilt, impliziert das
dyB˜ = O
(
Γ˜(t, y, η)N
)
. (3.4.18)
Nun wollen wir ∂α(<y,=y,η)dyB˜ = O
(
Γ˜N
)
mittels Induktion fu¨r alle α ∈ N3d0 zeigen. Den
Induktionsanfang dyB˜ = O
(
Γ˜N
)
haben wir bereits bewiesen. Wir nehmen ∂β(<y,=y,η)dyB˜ =
O(Γ˜N) fu¨r jedes β ∈ N3d0 mit |β| 6 n ∈ N0 an. Sei α ∈ N3d0 mit |α| = n + 1. Dann ergibt
sich aus (3.4.16)
∂t∂
α
(<y,=y,η)dyB˜ − ∂α(<y,=y,η)
(
W (t, Q, η) dyB˜
)
= O(Γ˜N)
und unter Verwendung der Induktionsvoraussetzung folgt
∂t∂
α
(<y,=y,η)dyB˜ −W (t, Q, η) ∂α(<y,=y,η)dyB˜ = O(Γ˜N). (3.4.19)
Da ∂α(<y,=y,η)dyB˜|t=0 = O(|=y|N) gilt, liefert die Anwendung der Duhamelschen Formel auf
(3.4.19)
∂α(<y,=y,η)dyB˜ = Ut,0O(|=y|N) +
∫ t
0
Ut,sO
(
Γ˜(s, y, η)N
)
ds. (3.4.20)
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Dabei ist Ut,s nach wie vor die Lo¨sung von ∂tUt,s = W (t, Q(t, y, η), η)Ut,s, Us,s = 1. So wie
zuvor (siehe (3.4.18)) schließen wir auf ∂α(<y,=y,η)dyB˜ = O
(
Γ˜N
)
. Indem wir die Differential-
gleichung (3.4.16) verwenden, erhalten wir zuna¨chst
∂tdyB˜ = W
(
t, Q, η
)
dyB˜ +O(Γ˜N) = O(Γ˜N).
Wenn wir annehmen, daß wir ∂α(t,<y,=y,η)dyB˜ = O
(
Γ˜N
)
fu¨r alle N ∈ N und α ∈ N3d+10 mit
|α| = n gezeigt haben, folgern wir induktiv mittels der Differentialgleichung (3.4.16)
∂α(t,<y,=y,η)∂tdyB˜ = ∂
α
(t,<y,=y,η)
(
W
(
t, Q, η
)
dyB˜
)
+O(Γ˜N) = O(Γ˜N).
Das impliziert ∂α(t,<y,=y,η)dyB˜ = O
(
Γ˜N
)
fu¨r jedes N ∈ N und α ∈ N3d+10 . Insgesamt ergibt
sich (3.4.10). Ableiten von (3.4.13) liefert
∂α(t,<x,=x,η)(L
±B± −R) = ∂α(t,<x,=x,η)
(
(±2iΠ±0 )−1
(−∇ξa±(x, g±) · ∇xB±
+
(∇ξa±(x,∇xψ±)−∇ξa±(x, g±)) · ∇xB±))
und mit Hilfe von (3.4.13) und (3.4.15) folgt (3.4.9).
Im Folgenden beweisen wir die Eindeutigkeit der Lo¨sung. Sei C± eine weitere Lo¨sung
von (3.4.9) und (3.4.10). Dann gilt (±2iΠ±0 )−1L±(B± − C±) =: G±, wobei
∂α(t,<x,=x,η)G
± = ∂α(t,<x,=x,η)
(
(±2iΠ±0 )−1(L±B± −R)− (L±C± −R)
)
= O(ΓN± )
nach (3.4.9) erfu¨llt ist. Ferner betrachten wir
(±2iΠ±0 )−1L± = ∂t +∇ξa±(x,∇xψ±) · ∇x −W± = ∂t + Ẑ± −W±
−∇ξa±(x, g±) · ∇x +
(∇ξa±(x,∇xψ±)−∇ξa±(x, g±)) · ∇x.
Dabei ist Ẑ± = ∇ξa±(x, g±) · ∇x +∇ξa±(x, g±) · ∇x (siehe (3.4.13)). Damit erhalten wir(
∂t + Ẑ± −W±
)
(B± − C±) = G± + {∇ξa±(x, g±) · ∇x − (∇ξa±(x,∇xψ±)
−∇ξa±(x, g±)
) · ∇x}(B± − C±).
Sei durch S˜± die rechte Seite der letzten Identita¨t notiert. Wir definieren E˜± := (B± −
C±)(t, Q±, η). Da eine geeignete Einschra¨nkung von Q± der Fluß des reellen Vektorfeldes
Ẑ± ist, ergibt sich
∂tE˜
± −W±(t, Q±, η) E˜± = S˜±(t, Q±, η).
Dabei ist ∂α(t,<x,=x,η)S˜
± = O(ΓN± ) aufgrund von (3.4.15) und (3.4.10) und da ∂α(t,<x,=x,η)G± =
O(ΓN± ) ist. Nun wenden wir uns der Anfangsbedingung zu. Wegen (3.4.9) gilt
∂β(<y,=y,η)E˜
±|t=0 = ∂β(<y,=y,η)
(
(B±(0, y, η)− c)− (C±(0, y, η)− c)) = O(|=y|N).
Mit Hilfe desselben Induktionsargumentes, das in diesem Beweis verwendet wurde, um
dyB˜ zu untersuchen, schließen wir auf ∂
α
(t,<y,=y,η)E˜
± = O(Γ˜N± ), was ∂α(t,<x,=x,η)(B±−C±) =
O(ΓN± ) fu¨r N ∈ N und α ∈ N3d+10 impliziert.
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Das folgende Lemma werden wir in Proposition 3.4.4 mit f± = i∂˜±Bν−1± und u
± = Bν± fu¨r
ν ∈ N0 anwenden. Dabei ist B−1± := 0. Der Beweis des na¨chsten Lemmas folgt dem Beweis
der Proposition 2.6 aus [41].
Lemma 3.4.3. Seien N ′± ⊂ N± eine Umgebung von E± in R+0 × Cd × Rd und f±, u± ∈
C∞(N ′±,L (C
d∗)) glatte, matrixwertige Funktionen, die
∂α(t,<x,=x,η)(Π˜
± + 1) f± = O(ΓN± ), (3.4.21)
∂α(t,<x,=x,η)
(
L± u± + ∂˜±f±
)
= O(ΓN± ), (3.4.22)
∂α(t,<x,=x,η)dxu
± = O(ΓN± ), (3.4.23)
∂α(t,<x,=x,η)dxf
± = O(ΓN± ) (3.4.24)
fu¨r jedes N ∈ N und α ∈ N3d+10 und die
∂β(<x,=x,η)
(
(Π˜±(0, x, η)− 1)u±(0, x, η) + f±(0, x, η)) = O(|=x|N) (3.4.25)
fu¨r jedes (0, x, η) ∈ N ′±, N ∈ N und β ∈ N3d0 genu¨gen. Dann erfu¨llt u±
∂α(t,<x,=x,η)
(
(Π˜± − 1)u± + f±) = O(ΓN± ), (3.4.26)
∂α(t,<x,=x,η)(Π˜
± + 1) ∂˜±u± = O(ΓN± ) (3.4.27)
auf N ′± fu¨r jedes N ∈ N und α ∈ N3d+10 .
Beweis. Infolge von (3.4.2) und (3.4.3) erhalten wir
(Π˜±)2 =
(
Π±0 +
d∑
j=1
αjΠ
±
j
)(
Π±0 −
d∑
k=1
αkΠ
±
k
)
=
(
Π±0
)2 − d∑
j=1
(
Π±j
)2
=
(√
1 + (∇xψ± + i∇ϕ)2
)2
− (∇xψ± + i∇ϕ)2 = 1,
was wegen (3.4.6)
(Π˜± − 1)L± = Π˜±{∂˜± , Π˜±} − L± = Π˜±∂˜±Π˜± + ∂˜± − L±
= {∂˜± , Π˜±} Π˜± − L± = L± (Π˜± − 1)
ergibt. Daraus folgt
L±
(
(Π˜± − 1)u± + f±) = (Π˜± − 1)L± u± + (∂˜±Π˜± + Π˜±∂˜±) f±
= (Π˜± − 1) (L± u± + ∂˜±f±) + ∂˜±(Π˜± + 1) f±.
Das impliziert mit Hilfe von (3.4.21) und (3.4.22) ∂α(t,<x,=x,η)L
± ((Π˜± − 1)u± + f±) =
ON(ΓN± ). Darauf du¨rfen wir wegen (3.4.25) Lemma 3.4.2 mit R = 0 und c = 0 anwenden.
Da C± = 0 eine weitere Lo¨sung ist, ergibt sich insgesamt ∂α(t,<x,=x,η)
(
(Π˜± − 1)u± + f±) =
ON(ΓN± ). Die Identita¨t (3.4.27) folgern wir aus (3.4.22) und (3.4.26), weil (Π˜±+ 1) ∂˜±u± =
L± u± + ∂˜±f± − ∂˜±((Π˜± − 1)u± + f±) ist.
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Aufgrund von Lemma 3.4.2 ko¨nnen wir Bν± ∈ C∞(N ′±,L (Cd∗)) fu¨r ν ∈ N0 als Lo¨sungen
der Differentialgleichungen
∂α(t,<x,=x,η)
(
L±Bν± + i∂˜
±(∂˜±Bν−1± )
)
= O(ΓN± ), B−1± := 0 (3.4.28)
auf N ′± zu Anfangsbedingungen
B0±(0, x, η) := χ(x, η) Λ
±(Π±(0, x, η)) = χ(x, η) Λ±(η + i∇ϕ(x)), (3.4.29)
fu¨r (0, x, η) ∈ N ′± und
Bν±|t=0 := −(2Π±0 )−1α0 (i∂˜+Bν−1+ + i∂˜−Bν−1− )
∣∣
t=0
, ν ∈ N, (3.4.30)
definieren. Hierbei ist χ die im Abschnitt unterhalb der Formel (3.4.1) eingefu¨hrte Ab-
schneidefunktion. Wir fassen die Ergebnisse der vorangegangenen Konstruktionen in der
folgenden Proposition zusammen. Ihr Beweis folgt Lemma 2.7 aus [41].
Proposition 3.4.4. Die matrixwertigen Amplituden Bν± ∈ C∞(N ′±,L (Cd∗)), die durch
(3.4.28)–(3.4.30) definiert sind, lo¨sen die Transportgleichungen (T0), (T1), (T2), . . . auf
N ′± und genu¨gen
∂α(t,<x,=x,η)(Π˜
± + 1) ∂˜±Bν± = O(ΓN± ), N ∈ N, α ∈ N3d+10 . (3.4.31)
Ferner gilt
∂α(t,<x,=x,η)dxB
ν
± = O(ΓN± ), N ∈ N, α ∈ N3d+10 . (3.4.32)
Die Tra¨ger von Bν±, ν ∈ N0, sind kompakt und in einer fest gewa¨hlten, kompakten Umge-
bung von D± enthalten.
Beweis. Der Beweis erfolgt mittels Induktion und verwendet Lemma 3.4.3. Fu¨r ν = 0
setzen wir f± = 0. Damit ist (3.4.21) erfu¨llt und (3.4.22) ist gerade (3.4.28). Die Anfangs-
bedingung (3.4.25) ergibt sich aus(
Π˜±(0, x, η)− 1)B0±(0, x, η)
= α0
(±√1 + ζ2)(1− α · ζ + α0±√1 + ζ2
)∣∣∣
ζ=η+i∇ϕ
B0±(0, x, η)
= 2α0
(±√1 + (η + i∇ϕ)2) (1− Λ±(η + i∇ϕ))B0±(0, x, η) = 0. (3.4.33)
Letzteres gilt nach der in (3.4.29) an B0± gestellten Anfangsbedingung. (3.4.23) folgt an-
hand der Definition von B0± aus (3.4.10), was in Lemma 3.4.2 zu finden ist. Lemma 3.4.3
impliziert nun, daß (3.4.31) fu¨r ν = 0 gilt, da dies (3.4.27) aus Lemma 3.4.3 ist. Ferner
ist nach (3.4.26) ∂α(t,<x,=x,η)(Π˜
± − 1)B0± = O(ΓN± ). Daraus folgern wir in einer zu (3.4.33)
analogen Rechnung
∂α(t,<x,=x,η)
(
B0± − Λ±(∇xψ± + i∇ϕ)B0±
)
= ∂α(t,<x,=x,η)
((± 2α0√1 + (∇xψ± + i∇ϕ)2)−1(Π˜± − 1)B0±) = O(ΓN± ).
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Sei n ∈ N0. Wir nehmen nun an, daß Bν± (Tν), (3.4.31) und (3.4.32) fu¨r jedes ν =
0, . . . , n genu¨gt. Dann gelten (3.4.21)–(3.4.24) mit f± = i∂˜±Bn± und u
± = Bn+1± aufgrund
von (3.4.31), der Definition von Bn+1± und wegen (3.4.10) aus Lemma 3.4.2. Fu¨r t = 0
erhalten wir
(Π˜± − 1)Bn+1±
∣∣
t=0
= (−2Π±0 )−1
(
Π˜± − 1)α0 (i∂˜+Bn+ + i∂˜−Bn−)∣∣t=0
= (−2Π±0 )−1
(
Π±0 +α ·Π± − α0
)
(i∂˜+Bn+ + i∂˜
−Bn−)
∣∣
t=0
. (3.4.34)
Ferner stellen wir fest, daß sich aus (3.4.31) mit ν = n
∂β(<x,=x,η)
{
Π±0 (i∂˜
±Bn±)
∣∣
t=0
− (α ·Π± − α0) (i∂˜±Bn±)
∣∣
t=0
}
= O(|=x|N) (3.4.35)
ergibt, da
Γ(0, x, η) = |=(x, g±)|2 − 〈=x | <g± 〉+ =ψ±
∣∣
t=0
= |=(x, η)|2 − 〈=x | <η 〉+ =〈 η |x 〉
fu¨r reelles η erfu¨llt ist, was Γ(0, x, η) = O(|=x|2) impliziert. Dabei ist
Π±
∣∣
t=0
= η + i∇ϕ(x), (3.4.36)
was unabha¨ngig von der Wahl des Plus- oder Minus-Index ist. Aus (3.4.34)-(3.4.36) folgern
wir
∂β(<x,=x,η)
{
(Π˜± − 1)Bn+1±
∣∣
t=0
}
= ∂β(<x,=x,η)
{
(−2Π±0 )−1
(
(Π±0 + Π
+
0 )(i∂˜
+Bn+)
+ (Π±0 + Π
−
0 )(i∂˜
−Bn−)
)∣∣
t=0
}
= ∂β(<x,=x,η)
{− i∂˜±Bn±∣∣t=0} mod O(|=x|N)
fu¨r β ∈ N3d0 . Im letzten Schritt wurde
Π+0
∣∣
t=0
=
√
1 + (η + i∇ϕ)2 = −Π−0
∣∣
t=0
(3.4.37)
verwandt. Damit erhalten wir (3.4.25). Wiederum mit Hilfe von Lemma 3.4.3 schließen wir
auf (3.4.31) fu¨r ν = n+1 und ∂α(t,<x,=x,η)((Π˜
±−1)Bn+1± + i∂˜±Bn±) = O(ΓN± ), was gerade die
Gleichungen (Kn+1) sind. Das impliziert unter Verwendung von Lemma 3.4.1, daß B
n+1
±
der Differentialgleichung in (Tn+1) genu¨gt. Die Anfangsbedingung in (Tn+1) ist erfu¨llt, da
Bn+1+ |t=0 = −(2
√
1 + (η + i∇ϕ)2)−1α0 (i∂˜+Bn+ + i∂˜−Bn−)
∣∣
t=0
= −Bn+1− |t=0,
nach (3.4.30) und (3.4.37) gilt.
Schließlich erinnern wir uns, daß die Abscha¨tzungen (3.4.32) aus Lemma 3.4.2 folgen.
Der letzte Teil der Behauptung, der sich mit den Tra¨gern von Bν± befaßt, ergibt sich
offensichtlich aus Lemma 3.4.2 und daraus, daß die Werte von t auf N ′± beschra¨nkt sind
und daß die Tra¨ger der Anfangsbedingungen Bν±|t=0 in supp(χ) enthalten sind.
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Um die Asymptotik fu¨hrender Ordnung des Greenschen Kerns von Dh,V in (x?, y?) zu
bestimmen, mu¨ssen wir den Wert von B0+(τ, x, 0) fu¨r (τ, x, 0) ∈ D˚+ kennen. Damit befaßt
sich das folgende Lemma. Dazu erinnern wir uns, daß anhand der Definition aus (τ, x, 0) ∈
D˚+ folgt, daß es ein y ∈ K0 gibt, fu¨r das Q+(t, y, 0) ∈ K0, t ∈ [0, τ ] und Q+(τ, y, 0) = x
gelten.
Lemma 3.4.5. Sei B0+ eine Lo¨sung von (T0), die durch
∂α(t,<x,=x,η)
(
L+B0+
)
= O(ΓN+), B+(0, x, η) = χ(x, η)Λ+(η + i∇ϕ(x))
gegeben ist (siehe auch (3.4.28) und (3.4.29)). Seien (τ, x, 0) ∈ D˚+ und U(·, y) : [0, τ ] →
L (Cd∗) eine Lo¨sung von
d
dt
U(t, y) = −iα
2
· ∇V (Q
+(t, y, 0))
V (Q+(t, y, 0))
U(t, y) U(0, y) = 1, (3.4.38)
auf [0, τ ], wobei Q+(τ, y, 0) = x ist. Dann gilt
B0+(τ, x, 0) =
(−V (y))1/2 χ(y, 0)U(τ, y)
(−V (x))1/2 det [dyQ+(τ, y, 0)]1/2
(1
2
1− α · i∇ϕ(y) + α0
2V (y)
)
. (3.4.39)
Beweis. Wegen Korollar 3.3.11 (ii) gelten ψ+(t, x, 0) = 0 und ∇xψ+(t, x, 0) = 0. Des-
halb ergeben sich Π+0 (t, x, 0) =
√
1−∇ϕ(x)2 = −V (x) aus Proposition 3.2.4 (i) und
Π+j (t, x, 0) = i∂xjϕ fu¨r j ∈ {1, . . . , d} und fu¨r alle (t, x, 0) ∈ D+. Daraus folgt Π+(t, x, 0) =
i∇ϕ(x) fu¨r alle (t, x, 0) ∈ D+. Ferner schließen wir auf ∂tΠ+0 (t, x, 0) = −∂tV (x) = 0 und
divxΠ
+(t, x, 0) = i∆ϕ(x). Wir erinnern uns, daß ∂+i := −∂xi ist und ∂+0 := i∂t ist. Das
impliziert fu¨r i, j ∈ {1, . . . , d}
∂+i Π
+
j (t, x, 0) = −i∂xi∂xjϕ(x), ∂+j Π+0 (t, x, 0) = ∂xjV (x),
∂+0 Π
+
j (t, x, 0) = −∂t∂xjϕ(x) = 0.
Dann folgern wir aus der Definition von rot+ Π+, die wir in (3.4.4) finden,
−i
∑
06µ<ν6d
σµν (rot
+ Π+)µν(t, x, 0) = −
d∑
j=1
αj (rot
+ Π+)0j(t, x, 0)
−
∑
1≤k<j≤d
αjαk (rot
+ Π+)kj(t, x, 0)
= −
d∑
j=1
αj
(
(∂+0 Π
+
j )− (∂+j Π+0 )
)
(t, x, 0)
−
∑
1≤k<j≤d
αjαk
(
(∂+k Π
+
j )− (∂+j Π+k )
)
(t, x, 0)
= −
d∑
j=1
αj
(
0− ∂xjV (x)
)
= α · ∇V (x)
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fu¨r jedes (t, x, 0) ∈ D+. Wenn wir das im Beweis von Lemma 3.4.2 definierte
W+ := −(2iΠ+0 )−1
(
i∂tΠ
+
0 + divxΠ
+ − i
∑
06µ<ν6d
σµν (rot
+ Π+)µν
)
fu¨r beliebiges (t, x, 0) ∈ D+ betrachten, erhalten wir
W+(t, x, 0) =
(
2iV (x)
)−1(
i∆ϕ(x) +α · ∇V (x)).
Fu¨r (t, y, 0) ∈ D˜+ ist die Differentialgleichung, die B0+ bestimmt, die Differentialgleichung
(3.4.11) mit S+ = 0. Damit ergeben sich
∂tB˜
0
+(t, y, 0) = W
+
(
t, Q+(t, y, 0), 0
)
B˜0+(t, y, 0)
=
i∆ϕ(Q+(t, y, 0)) +α · ∇V (Q+(t, y, 0))
2iV (Q+(t, y, 0))
B˜0+(t, y, 0) (3.4.40)
fu¨r t ∈ [0, τ ] und die Anfangsbedingung
B˜0+(0, y, 0) = χ(y, 0) Λ
+(i∇ϕ(y)) = χ(y, 0)
(1
2
1− α · i∇ϕ(y) + α0
2V (y)
)
.
Dabei ist χ = 1 in einer kleinen reellen Umgebung von K0 × {0} erfu¨llt, was χ(y, 0) = 1
fu¨r y ∈ K0 impliziert.
Nun verwenden wir den Ansatz B˜0+(t, y, 0) = b˜(t, y)U(t, y) B˜
0
+(0, y, 0), wobei b˜ eine
skalare Funktion ist. Mit Hilfe dieses Ansatzes sehen wir, daß
∂tb˜(t, y) =
∆ϕ(Q+(t, y, 0))
2V (Q+(t, y, 0))
b˜(t, y), t ∈ [0, τ ], b˜(0, y) = χ(y, 0) (3.4.41)
die Gleichung ist, die wir zu lo¨sen haben. Dazu definieren wir
F (x) := ∇pH(x,∇ϕ(x)) = −∇p
√
1− |p|2 ∣∣
p=∇ϕ(x) = −V −1(x)∇ϕ(x)
fu¨r x ∈ K0 und betrachten die Gleichung ∂tQ+(t, y, 0) = F (Q+(t, y, 0)). Diese gilt wegen
∇ξa+(x, 0) = ∇pH(x,∇ϕ(x)) fu¨r x ∈ K0, was in Lemma 3.2.5 zu finden ist. Dann liefert
die Anwendung der Liouvilleschen Formel auf ∂tQ
+(t, y, 0) = F (Q+(t, y, 0))
∂t det[dyQ
+(t, y, 0)] = divF (Q+(t, y, 0)) det[dyQ
+(t, y, 0)], (t, y, 0) ∈ D˜+.
Hierbei ist divF = −V −1∆ϕ− V −1∇V · F . Es folgt fu¨r (t, y, 0) ∈ D˜+
∂t
(
det[dyQ
+(t, y, 0)]
)−1/2
= −1
2
divF (Q+(t, y, 0))
(
det[dyQ
+(t, y, 0)]
)−1/2
.
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Nun ko¨nnen wir die elementare Rechnung
∂t
{
(−V (Q+(t, y, 0)))−1/2 det[dyQ+(t, y, 0)]−1/2
}
= ∂t
{
(−V (Q+(t, y, 0)))−1/2} det[dyQ+(t, y, 0)]−1/2
+ (−V (Q+(t, y, 0)))−1/2∂t
{
det[dyQ
+(t, y, 0)]−1/2
}
= −1
2
{∇V (Q+(t, y, 0))
V (Q+(t, y, 0))
F (Q+(t, y, 0)) + divF (Q+(t, y, 0))
}
× {(−V (Q+(t, y, 0)))−1/2 det[dyQ+(t, y, 0)]−1/2}
=
∆ϕ(Q+(t, y, 0))
2V (Q+(t, y, 0))
{
(−V (Q+(t, y, 0)))−1/2 det[dyQ+(t, y, 0)]−1/2
}
durchfu¨hren. Es folgt, daß
b˜(t, y) :=
(−V (Q+(0, y, 0)))1/2
(−V (Q+(t, y, 0))1/2 det[dyQ
+(t, y, 0)]−1/2
=
(−V (y))1/2
(−V (x))1/2 det[dyQ
+(t, y, 0)]−1/2
die in (3.4.41) gegebene Differentialgleichung lo¨st. Die aus (3.4.41) bekannte Anfangsbe-
dingung ist wegen
b˜(0, y) =
(−V (Q+(0, y, 0)))1/2
(−V (Q+(0, y, 0)))1/2 det[dyQ
+(0, y, 0)]−1/2 = det[dyy]−1/2 = 1
erfu¨llt.
Schließlich zeigen wir, daß der von uns gewa¨hlte Ansatz
B˜0+(t, y, 0) = b˜(t, y)U(t, y) B˜
0
+(0, y, 0)
eine Lo¨sung von (3.4.40) ist. Denn daraus ergibt sich unmittelbar die Behauptung (3.4.39).
Da die Anfangsbedingung offensichtlich erfu¨llt ist, erhalten wir mit Hilfe von (3.4.38) und
(3.4.41)
∂tB˜
0
+(t, y, 0) =
(
∂tb˜(t, y)
)
U(t, y) B˜0+(0, y, 0) + b˜(t, y)
(
∂tU(t, y)
)
B˜0+(0, y, 0)
=
(
i∆ϕ(Q+(t, y, 0))
2iV (Q+(t, y, 0))
+
α · ∇V (Q+(t, y, 0))
2iV (Q+(t, y, 0))
)
× b˜(t, y)U(t, y) B˜0+(0, y, 0)
=
i∆ϕ(Q+(t, y, 0)) +α · ∇V (Q+(t, y, 0))
2iV (Q+(t, y, 0))
B˜0+(t, y, 0).
Das Lemma 3.4.5 gilt insbesondere im eindimensionalen Fall. Wir wenden uns nun dem
Fall d = 1 zu und studieren die Gleichung (3.4.39), die die Lo¨sung der ersten Transport-
gleichung angibt.
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Lemma 3.4.6. Seien d = 1, B0+ eine Lo¨sung von (T0), die durch (3.4.28) und (3.4.29)
gegeben ist, und (τ, x, 0) ∈ D˚+. Dann gilt
B0+(τ, x, 0) =
χ(y, 0)
2(−V (x))1/2 (−V (y))1/2 (Q+)′y(τ, y, 0)1/2
· ( cos(ϑ(τ))1− i sin(ϑ(τ))α1)(iϕ′(y)α1 + α0 − V (y)), (3.4.42)
wobei Q+(τ, y, 0) = x, α0 =
(
1 0
0 −1
)
, α1 =
(
0 1
1 0
)
und
ϑ(t) :=
∫ t
0
V ′(Q+(s, y, 0))
2V (Q+(s, y, 0))
ds, t ∈ [0, τ ],
sind.
Beweis. Aus Lemma 3.4.5 ist bekannt, daß eine Lo¨sung von
d
dt
U(t, y) = −i V
′(Q+(t, y, 0))
2V (Q+(t, y, 0))
α1 U(t, y), t ∈ [0, τ ], U(0, y) = 1, (3.4.43)
zu bestimmen ist, da in einer Dimension α = α1 gilt. Dazu multiplizieren wir (3.4.43) mit(
1 1
1 −1
)
und schließen auf
d
dt
U˜(t, y) = −i
(
1 0
0 −1
)
V ′(Q+(t, y, 0))
2V (Q+(t, y, 0))
U˜(t, y),
wobei U˜(t, y) :=
(
1 1
1 −1
)
U(t, y) ist. Mit Hilfe der Definition
ϑ(t) :=
∫ t
0
V ′(Q+(s, y, 0))
2V (Q+(s, y, 0))
ds, t ∈ [0, τ ],
ergibt sich
U˜(t, y) =
(
e−iϑ(t) 0
0 e+iϑ(t)
)
, t ∈ [0, τ ].
Dann folgern wir, daß
U(t, y) = −1
2
(
1 1
1 −1
)
U˜(t, y)
(−1 −1
−1 1
)
=
1
2
(
eiϑ(t) + e−iϑ(t) e−iϑ(t) − eiϑ(t)
e−iϑ(t) − eiϑ(t) e−iϑ(t) + eiϑ(t)
)
= cos(ϑ(t))1− i sin(ϑ(t))α1
Lo¨sung von (3.4.43) fu¨r t ∈ [0, τ ] ist. Die Anfangsbedingung U(0, y) = 1 ist offensichtlich
erfu¨llt. Wenn wir das in (3.4.39) einsetzen, erhalten wir die Behauptung.
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In der folgenden Bemerkung widmen wir uns der Gleichung (3.4.40), die B˜0+ und damit
auch B0+ bestimmt.
Bemerkung 3.4.7. Im Beweis von Lemma 3.4.5 taucht die Gleichung
∂tB˜
0
+(t, y, 0) =
∆ϕ(Q+(t, y, 0))
2V (Q+(t, y, 0))
B˜0+(t, y, 0) +
α · ∇V (Q+(t, y, 0))
2iV (Q+(t, y, 0))
B˜0+(t, y, 0)
auf (siehe auch (3.4.40)). Wir erinnern uns an die im Beweis von Lemma 3.4.5 ge-
troffene Definition F (x) := ∇pH(x,∇ϕ(x)) = −V −1(x)∇ϕ(x) , woraus wir divF =
−V −1∆ϕ− V −1∇V · F folgern. Das impliziert, daß (3.4.40) keine vollsta¨ndige Divergenz
von F entha¨lt. Nach dem, was uns im Fall eines semiklassischen Schro¨dingeroperators
bekannt ist, wu¨rden wir eine vollsta¨ndige Divergenz von F in der Gleichung (3.4.40) er-
warten. Der matrixwertige Teil in (3.4.40) ist der, der dem Unterschied zwischen dem
semiklassischem Dirac- und Schro¨dingeroperator geschuldet ist. In Anhang A werden wir
eine andere Herangehensweise an die Bestimmung von B0+ vorstellen. In der Gleichung, die
in Anhang A zur Bestimmung von B0+ auftauchen wird, wird eine vollsta¨ndige Divergenz
von F zu finden sein.
Im folgenden Korollar untersuchen wir mit Hilfe von Lemma 3.4.5 das Symmetriever-
halten von B0+. Dazu definieren wir
M(x?, y?) := (−V (x?))Λ+(i$(τ))α0 U(τ) (−V (y?))Λ+(i$(0)).
Wir werden zeigen, daß M(x?, y?)
∗ = M(y?, x?) gilt. Das impliziert, daß die Formel (3.7.1)
aus Satz 3.7.1 das Symmetrieverhalten eines Kerns eines matrixwertigen selbstadjungierten
Operators besitzt.
Korollar 3.4.8. Seien B0+ eine Lo¨sung von (T0), die durch (3.4.28) und (3.4.29) gegeben
ist, und x?, y? Punkte, die die Voraussetzung 3.2.3 erfu¨llen. Sei(
γ
$
)
: [0, τ ]→ R2d
eine glatte Kurve, die der Gleichung
d
dt
(
x
p
)
=
( ∇pH
−∇xH
)
(x, p) (3.4.44)
und H(γ(t), $(t)) = 0 genu¨ge und fu¨r die γ(0) = y? und γ(τ) = x? gelte. Dann gilt
B0+(τ, x?, 0) = (−V (x?)) Λ+(i$(τ))α0B0+(τ, x?, 0).
Daraus folgt
B0+(τ, x?, 0) =
M(x?, y?)χ(y?, 0)
(−V (y?))1/2(−V (x?))1/2 det
[
dyQ+(τ, y?, 0)
]1/2 ,
wobei M(x?, y?) := (−V (x?))Λ+(i$(τ))α0 U(τ) (−V (y?))Λ+(i$(0)) definiert ist. Ferner
gilt M(x?, y?)
∗ = M(y?, x?).
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Beweis. Es ist bekannt, daß Π˜+(τ, x?, 0) = −α0α · i∇ϕ(x?) + α0 (−V (x?)) gilt, wobei
∇ϕ(x?) = $(τ) ist. Dann ergibt sich aus der Gleichung (K0) (Π˜+ − 1)B0+ = 0
B0+(τ, x?, 0) =
(1
2
+
1
2
Π˜+(τ, x?, 0)
)
B0+(τ, x?, 0)
= (−V (x?)) 1
2
(
α0 +α · i∇ϕ(x?)
−V (x?) + 1
)
α0B
0
+(τ, x?, 0)
= (−V (x?)) Λ+(i$(τ))α0B0+(τ, x?, 0).
Wenn wir das in (3.4.39) einsetzen, schließen wir wegen ∇ϕ(y?) = $(0) auf
B0+(τ, x?, 0) =
(−V (x?)) Λ+(i$(τ))α0(−V (y?))1/2 χ(y?, 0)U(τ)
(−V (x?))1/2 det
[
dyQ+(τ, y?, 0)
]1/2 Λ+(i$(0))
=
M(x?, y?)χ(y?, 0)
(−V (y?))1/2(−V (x?))1/2 det
[
dyQ+(τ, y?, 0)
]1/2 .
Hierbei ist M(x?, y?) := (−V (x?))Λ+(i$(τ))α0 U(τ) (−V (y?))Λ+(i$(0)).
Im Folgenden werden wir beweisen, daß das hermitesch Konjugierte von M(x?, y?)
denselben Ausdruck wie das Vertauschen der Rollen von x? und y? in M(x?, y?) liefert.
Wir bemerken zuna¨chst, daß die Hamiltonsche Trajektorie in {H = 0}, deren Projektion
auf den Ortsraum von x? nach y? verla¨uft, durch(
γ˜
$˜
)
(t) :=
(
γ
−$
)
(τ − t), t ∈ [0, τ ],
gegeben ist. Folglich gilt
M(y?, x?) = (−V (y?))Λ+(−i$(0))α0 U˜(τ) (−V (x?))Λ+(−i$(τ)),
wobei U˜ eine Lo¨sung von
d
dt
U˜(t) = iα · w(γ˜(t)) U˜(t), t ∈ [0, τ ], w := −(2V )−1∇V
ist. Aufgrund von
Λ+(i$(τ))∗ =
1
2
1 +
1
2
α · (−i$(τ)) + α0
−V (x?) = Λ
+(−i$(τ))
und wegen Λ+(i$(0))∗ = Λ+(−i$(0)) genu¨gt es α0 U˜(τ) = U(τ)∗ α0 zu zeigen, um
M(y?, x?) = M(x?, y?)
∗ zu erhalten.
Nun wollen wir α0 U˜(τ) = U(τ)
∗ α0 beweisen. Dazu erinnern wir uns, daß U(τ) nach
(3.4.38) eine Lo¨sung von
d
dt
U(t) = iα · w(γ(t))U(t), t ∈ [0, τ ], U(0) = 1,
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ist. Damit la¨ßt sich U(τ) durch die Dysonreihe U(τ) =
∑∞
n=0 In(τ) darstellen. Dabei ist
In(τ) :=
∫
τ 4n
iα · w(γ(tn)) · · · iα · w(γ(t1)) dt1 . . . dtn.
Ferner notieren wir durch τ 4n := {0 6 t1 6 . . . 6 tn 6 τ} den Standard-n-Simplex. Das
impliziert unter Verwendung von {α0, αj} = 0 und α∗j = αj, j = 1, . . . , d,
In(τ)
∗ α0 =
∫
τ 4n
{iα · w(γ(tn)) · · · iα · w(γ(t1))}∗ dt1 . . . dtn α0
=
∫
τ 4n
(−1)n iα · w(γ(t1)) · · · iα · w(γ(tn)) dt1 . . . dtn α0
= α0
∫
τ 4n
iα · w(γ(t1)) · · · iα · w(γ(tn)) dt1 . . . dtn.
Wenn wir im letzten Ausdruck die Substitution s1 = τ − tn, . . . , sn = τ − t1 durchfu¨hren,
erhalten wir
α0
∫
τ 4n
iα · w(γ(τ − sn)) · · · iα · w(γ(τ − s1)) dt1 . . . dtn
= α0
∫
τ 4n
iα · w(γ˜(sn)) · · · iα · w(γ˜(s1)) ds1 . . . dsn =: α0 I˜n(τ).
Daraus folgt U˜(τ) =
∑∞
n=0 I˜n(τ). Insgesamt ergibt sich
α0 U˜(τ) = α0
∞∑
n=0
I˜n(τ) =
∞∑
n=0
In(τ)
∗α0 = U(τ)∗ α0.
3.4.3 Na¨herungslo¨sung der zeitabha¨ngigen konjugierten Dirac-
gleichung
In diesem Unterabschnitt wollen wir eine Lo¨sung von (±h∂t+Dh,V,ϕ)u± = 0 bestimmen, in-
dem wir die Ergebnisse aus Abschnitt 3.3 und Unterabschnitt 3.4.2 verwenden. Dort haben
wir die Hamilton-Jacobi-Gleichungen bzw. die Transportgleichungen bis auf Fehlerterme
der Ordnung O(ΓN± ) gelo¨st. Diese Fehlerterme zersto¨ren jedoch nicht das WKB-Verfahren,
wie wir in Proposition 3.4.9 zeigen werden.
Wir beginnen mit der Wahl glatter Abschneidefunktionen %± ∈ C∞(R+0 ×R2d), die %± ≡
1 in einer Umgebung von E± genu¨gen, fu¨r deren Tra¨ger supp(%±) ⊂ N ′±∩ (R+0 ×R2d) gelten
und deren partielle Ableitungen beliebiger Ordnung gleichma¨ßig beschra¨nkt sind. Zuna¨chst
definieren wir die Borel-Resummation B±( · ;h) ∈ C∞0 (R+0 ×R2d,L (Cd∗)), h ∈ (0, 1], durch
B±(t, x, η;h) =
∞∑
ν=0
hν θ(h/εν) %±(t, x, η)Bν±(t, x, η) (3.4.45)
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fu¨r (t, x, η) ∈ R+0 ×R2d und h ∈ (0, 1], wobei θ ∈ C∞(R, [0, 1]) gleich 1 auf (−∞, 1] und gleich
0 auf [2,∞) ist. Dabei setzen wir Bν± außerhalb des urspru¨nglichen DefinitionsbereichesN ′±
gleich Null. Falls die Konvergenz εν ↘ 0 hinreichend schnell ist, erhalten wir
sup
∥∥∥∂α(t,x,η)(B±(t, x, η;h)− N∑
ν=0
hν %±(t, x, η)Bν±(t, x, η)
)∥∥∥ 6 CN,α hN+1 (3.4.46)
fu¨r N ∈ N, α ∈ N2d+10 , h ∈ (0, hα,N ] und geeignete Konstanten CN,α, hα,N ∈ (0,∞),
wobei das Supremum u¨ber (t, x, η) ∈ R+0 × R2d gebildet wird. Weitere Eigenschaften der
Borel-Resummation finden sich etwa in Proposition 2.3.2 aus [7].
Proposition 3.4.9. Es gibt matrixwertige Funktionen rˇ±( · ;h) ∈ C∞(R+0 × R2d,L (Cd∗)),
die einen kompakten Tra¨ger besitzen, die den Gleichungen
(±h ∂t +Dh,V,ϕ) (eiψ±/hB±) = rˇ±, h ∈ (0, 1],
genu¨gen und fu¨r die zu jedem N ∈ N und α ∈ N2d+10 derart eine Konstante CN,α ∈ (0,∞)
existiert, daß
sup
(t,x,η)∈R+0 ×R2d
‖∂α(t,x,η)rˇ±(t, x, η;h)‖ 6 CN,α hN , h ∈ (0, 1], (3.4.47)
gilt.
Beweis. Wir betrachten die in (3.4.1) auftretenden Terme, die zu den verschiedenen Po-
tenzen von h geho¨ren. Dann wissen wir, daß jeder dieser Terme eine glatte matrixwertige
Funktion aufN ′± ist, dessen partielle Ableitungen beliebiger Ordnung gleichO(ΓN± ),N ∈ N,
sind. Wenn wir uns erinnern, daß Γ± 6 O(1)=ψ± auf dem reellen Bereich nach (3.3.56)
aus Lemma 3.3.11 ist, ergibt sich insgesamt
(±h ∂t +Dh,V,ϕ) [eiψ±/hB±] =
∞∑
ν=0
hν θ(h/εν) e
iψ±/hO((=ψ±)N)
+
∞∑
ν=1
hν θ(h/εν) e
iψ±/h [(±∂t − iα · ∇)%±]Bν−1±
+
∞∑
ν=1
hν
(
θ(h/εν−1)− θ(h/εν)
)
eiψ±/h
× (±∂t − iα · ∇)[%±Bν−1± ]. (3.4.48)
Folglich sind beliebige partielle Ableitungen des ersten Terms der rechten Seite von (3.4.48)
durch
∞∑
ν=0
hνθ(h/εν) e
iψ±/h · (Polynom in den partiellen Ableitungen von ψ±)
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gegeben. Mit Hilfe von
e−=ψ±/h (=ψ±)N 6
((=ψ±)N
N !hN
)−1
(=ψ±)N = N !hN , N ∈ N, (3.4.49)
werden die inversen Potenzen von h, die im Polynom in den partiellen Ableitungen von ψ±
auftreten, kompensiert. Das impliziert, daß die partiellen Ableitungen des ersten Terms in
(3.4.48) von der Ordnung O(h∞) sind.
Ferner gilt =ψ± > 0 auf supp(%′±) und beliebige partielle Ableitungen von Rν := [(±∂t−
iα · ∇)%±]Bν± sind lokal beschra¨nkt. Daher ergibt sich ∂α(t,x,η)[eiψ±/hRν ] = O(h∞).
Indem wir uns erinnern, daß θ gleich 1 auf dem Intervall (−∞, 1] ist und daß (εν) eine
monoton fallende Folge ist, erhalten wir θ(h/εν−1)− θ(h/εν) = 0 fu¨r jedes h ∈ (0, εν) und
ν ∈ N. Damit folgern wir, daß beliebige partielle Ableitungen des dritten Terms der rechten
Seite von (3.4.48) von der Ordnung O(h∞) sind.
3.5 Parametrix des konjugierten Diracoperators
In diesem Abschnitt werden wir eine Parametrix des konjugierten Diracoperators Dh,V,ϕ :=
eϕ/hDh,V e
−ϕ/h angeben und damit einen Ausdruck fu¨r den Kern der Inversen des Diracope-
rators Dh,V erhalten. Um die approximative Inverse von Dh,V,ϕ zu bestimmen, integrieren
wir die Parametrix der Wa¨rmeleitungsgleichung bzgl. der Zeitvariablen t und erga¨nzen
einen Term, der zum Bereich, wo das Symbol D̂V,ϕ gleichma¨ßig elliptisch ist, geho¨rt. Da-
zu erinnern wir uns an die asymptotische Entwicklung der Komposition zweier Symbole
und konstruieren dann mittels eines Standardverfahrens den Teil der Parametrix, der zum
Bereich außerhalb von K0 × {0} geho¨rt. Denn dort ist das Symbol D̂V,ϕ invertierbar.
Seien k,m ∈ R und b : R2d × (0, h0] → L (Cd∗) eine Abbildung. Wir notieren b ∈
Sk(〈ξ〉m;L (Cd∗)), falls h0 > 0 und b( · ;h) ∈ C∞(R2d,L (Cd∗)) fu¨r h ∈ (0, h0] ist und falls
zu jedem α ∈ N2d0 Konstanten hα, Cα ∈ (0,∞) existieren, fu¨r die
‖∂α(x,ξ)b(x, ξ;h)‖ 6 Cα 〈ξ〉m h−k, x, ξ ∈ Rd, h ∈ (0, hα],
gilt. Ferner definieren wir
S−∞(〈ξ〉−∞;L (Cd∗)) :=
⋂
k∈N
Sk(〈ξ〉−k;L (Cd∗)).
Im Folgenden verwenden wir die semiklassische Standardquantisierung matrixwertiger Sym-
bole b ∈ Sk(〈ξ〉m;L (Cd∗)), die durch die oszillierenden Integrale
Oph(b) f(x) :=
∫
ei〈 ξ |x−y 〉/h b(x, ξ) f(y)
dydξ
(2pih)d
, f ∈ S (Rd,Cd∗)
bestimmt ist. Seien k1, k2,m1,m2 ∈ R. Wir betrachten Symbole b ∈ Sk1(〈ξ〉m1 ;L (Cd∗))
und c ∈ Sk2(〈ξ〉m2 ;L (Cd∗)). Dann ist das Symbol b#hc von Oph(b) ◦ Oph(c) ein Element
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von Sk1+k2(〈ξ〉m1+m2 ;L (Cd∗)) und b#hc besitzt die asymptotische Entwicklung
b#hc(x, ξ;h) = e
ihDηDy b(x, η) c(y, ξ)
∣∣
y=x,η=ξ

∑
α∈Nd0
h|α|
i|α|α!
(∂αξ b)(x, ξ) (∂
α
x c)(x, ξ)
in Sk1+k2(〈ξ〉m1+m2 ;L (Cd∗)). Im Fall von skalaren Symbolen findet sich das etwa in Kapitel
2.7 aus [7].
Nun wenden wir uns dem Symbol D̂V,ϕ(x, ξ) des konjugierten Diracoperators zu und
stellen fest, daß nach Voraussetzung 3.1.1 D̂V,ϕ(x, ξ) = α · (ξ + i∇ϕ(x)) + α0 + V (x) ∈
S0(〈ξ〉;L (Cd∗)) gilt. Ferner ist D̂V,ϕ(x, ξ) außerhalb von K0×{0} invertierbar. Denn analog
zur Rechnung in (3.2.9) ergibt sich∣∣ det D̂V,ϕ(x, ξ)∣∣ = (1 + |ξ + i∇ϕ(x)|2 − V 2(x))d?/2.
Folglich ist
∣∣ det D̂V,ϕ(x, ξ)∣∣ ≥ (1 − |∇ϕ(x)|2 − V 2(x))d?/2 > 0 fu¨r x /∈ K0 mit Hilfe von
Lemma 3.2.4 erfu¨llt.
Wenn das Symbol D̂V,ϕ(x, ξ) fu¨r jedes (x, ξ) ∈ R2d invertierbar wa¨re, ga¨be es eine
wohlbekannte asymptotische Entwicklung der Gestalt q˘(x, ξ)  ∑∞ν=0 hν qν(x, ξ) des ma-
trixwertigen Symbols des inversen Operators. Wir werden diese asymptotische Entwicklung
formal angeben und qν(x, ξ) in jedem Punkt (x, ξ) ∈ R2d bestimmen, in dem D̂V,ϕ(x, ξ) in-
vertierbar ist. Da das Symbol D̂V,ϕ(x, ξ) nur außerhalb von K0×{0} invertierbar ist, fu¨hren
wir eine glatte Abschneidefunktion ein, um allein den Bereich außerhalb von K0 × {0} zu
betrachten. Wir wa¨hlen eine Abschneidefunktion χ˜ ∈ C∞0 (R2d, [0, 1]), fu¨r die χ˜ ≡ 1 in ei-
ner kleinen Umgebung von K0 × {0} gilt und deren Tra¨ger supp(χ˜) in {χ = 1} enthalten
ist. Hierbei ist χ im Abschnitt unterhalb der Formel (3.4.1) definiert worden. Sei q˜ eine
Borel-Resummation der rechten Seite von
q˜(x, ξ) 
∞∑
ν=0
hν qν(x, ξ) (1− χ˜(x, ξ))
in S0(〈ξ〉−1;L (Cd∗)). Dann ist Dh,V,ϕ ◦Oph(q˜) ein Pseudodifferentialoperator, dessen Sym-
bol die asymptotische Entwicklung
D̂V,ϕ#hq˜(x, ξ)  1− χ˜(x, ξ) +
∞∑
ν=0
hν r˘ν(x, ξ)
besitzt. Denn unter Verwendung der Formel fu¨r die asymptotische Entwicklung der Kom-
position zweier Symbolen erhalten wir
D̂V,ϕ#hq˜(x, ξ) 
∑
α∈Nd0
h|α|
i|α|α!
(
∂αξ D̂V,ϕ
)
(x, ξ) (∂αx q˜)(x, ξ)
= D̂V,ϕ(x, ξ)q0(x, ξ)(1− χ˜(x, ξ))
+ h
{∇ξD̂V,ϕ(x, ξ)∇x(q0(x, ξ)(1− χ˜(x, ξ)))
+ D̂V,ϕ(x, ξ) q1(x, ξ) (1− χ˜(x, ξ))
}
+ · · · .
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Wir setzen q0(x, ξ) = D̂V,ϕ(x, ξ)
−1. Weil jeder Fehlerterm r˘ν entweder einen Faktor (1− χ˜)
oder gewisse partielle Ableitungen von χ˜ entha¨lt, ergibt sich supp(r˘ν) ⊂ {χ = 1} fu¨r jedes
ν ∈ N0.
Indem wir
q := q˜#h(1− χ)
definieren, schließen wir auf
D̂V,ϕ#hq(x, ξ)  1− χ(x, ξ). (3.5.1)
Wir fu¨hren einen Operator Ph ein, der die approximative Inverse des konjugierten Diracope-
rators darstellt, was wir im na¨chsten Satz beweisen werden. Wir definieren den Operator
Ph : S (Rd,Cd∗)→ S ′(Rd,Cd∗) durch
(Ph f)(x) :=
∑
]∈{+,−}
]
∫ ∞
0
∫
R2d
eiψ](t,x,η)/h−i〈 η | y 〉/hB](t, x, η;h) f(y)
dydηdt
(2pih)dh
+ Oph(q) f(x), x ∈ Rd, f ∈ C∞0 (Rd,Cd∗). (3.5.2)
Da die Amplituden B]( . ;h) kompakten Tra¨ger haben, ist der Integrationsbereich der In-
tegrale, die hier in der ersten Zeile auftreten, nur ein Kompaktum. Das impliziert die
Wohldefiniertheit von Ph. Ferner ist Ph offensichtlich ein Integraloperator, dessen Kern
von der Gestalt
Ph(x, y) =
∑
]∈{+,−}
]
∫ ∞
0
∫
Rd
eiψ](t,x,η)/h−i〈 η | y 〉/hB](t, x, η;h)
dηdt
(2pih)dh
+ qˇ(x, x− y) (3.5.3)
ist. Wir erinnern uns, daß qˇ(x, y − x) der Distributionskern von Oph(q) ist, wobei qˇ(x, y)
durch qˇ(x, y) = (F−1h )ξ→yq(x, y) gegeben ist. Hierbei ist die semiklassische Fouriertransfor-
mation durch
fˆ(η) := (Fh f)(η) :=
∫
Rd
e−i〈 η | y 〉/h f(y) dy, η ∈ Rd, f ∈ L1(Rd,V ),
definiert. Hierbei ist V gleich Cd∗ oder L (Cd∗). Indem wir mittels der Operatoren
1− ih (∇ηψ± − y) · ∇η
1 + |∇ηψ± − y|2
partiell integrieren und wenn wir verwenden, daß diese Operatoren
1− ih (∇ηψ± − y) · ∇η
1 + |∇ηψ± − y|2 e
iψ±(t,x,η)/h−i〈 η | y 〉/h = eiψ±(t,x,η)/h−i〈 η | y 〉/h
erfu¨llen, und daß B± kompakten Tra¨ger besitzen, erhalten wir
‖∂αx∂βyPh(x, y)‖ 6 CN,α,β h−|α|−|β| 〈x〉−N 〈y〉−N , x, y ∈ Rd,
fu¨r jedes N ∈ N und α, β ∈ Nd0 und fu¨r geeignete Konstanten CN,α,β ∈ (0,∞).
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Satz 3.5.1. (i) Es gibt ein r˜ ∈ S−∞(〈ξ〉−∞;L (Cd∗)), fu¨r das
Dh,V,ϕPh = 1−Oph(r˜)
gilt.
(ii) Es gibt ein h0 ∈ (0, 1] und glatte Kerne Rh ∈ C∞(R2d,L (Cd∗)), h ∈ (0, h0], fu¨r die
‖∂αx∂βyRh(x, y)‖ 6 CN,α,β hN〈x〉−N〈y〉−N , x, y ∈ Rd, h ∈ (0, h0], (3.5.4)
fu¨r jedes N ∈ N und fu¨r jedes α, β ∈ Nd0 und geeignete Konstanten CN,α,β ∈ (0,∞) gilt und
fu¨r die
D−1h,V (x, y) = e
−(ϕ(x)−ϕ(y))/h (Ph(x, y) +Rh(x, y)), x 6= y,
gilt.
Beweis. (i): Mit Hilfe von Proposition 3.4.9 schließen wir fu¨r f ∈ C∞0 (Rd,Cd∗) auf
Dh,V,ϕ
∑
]∈{+,−}
]
∫ ∞
0
∫
Rd
eiψ](t,x,η)/hB](t, x, η;h) fˆ(η)
dη dt
(2pih)d h
= −
∑
]∈{+,−}
∫
Rd
∫ ∞
0
∂t
(
eiψ](t,x,η)/hB](t, x, η;h)
)
fˆ(η)
dt dη
(2pih)d
+
∑
]∈{+,−}
]
∫ ∞
0
∫
Rd
rˇ](t, x, η;h) fˆ(η)
dη dt
(2pih)d h
=
∫
Rd
χ(x, η) ei〈 η |x 〉/h
∑
]∈{+,−}
Λ]
(
η + i∇ϕ(x)) fˆ(η) dη
(2pih)d
−Oph(r˜1)f(x). (3.5.5)
Dabei ist Λ+ + Λ− = 1. In der soeben durchgefu¨hrten Rechnung wurde verwandt, daß in
dem Integral, das hier in der ersten Zeile auftritt, nur u¨ber ein Kompaktum integriert wird.
Insbesondere tra¨gt zum Wert des Integrals
∫∞
0
∂t(· · · ) dt nur die Auswertung von (· · · ) in
0, nicht aber die bei ∞ bei. Um die Auswertung bei 0 zu bestimmen, verwenden wir die
Anfangsbedingungen B0±(0, x, η) = χ(x, η)Λ
±(η + i∇ϕ(x)) und Bν+|t=0 = −Bν−|t=0, ν ≥ 1,
die nach (3.4.29) und (3.4.30) gelten. Ferner definieren wir
r˜1(x, η;h) := −
∑
]∈{+,−}
∫ ∞
0
e−i〈 η |x 〉/h rˇ](t, x, η;h)
dt
h
.
Da (3.4.47) gilt und rˇ kompakten Tra¨ger besitzt, ist r˜1 ein Symbol in S
−∞(〈η〉−∞;L (Cd∗)).
Denn wenn ∂α(x,η) auf r˜1 angewandt wird, werden die inversen Potenzen von h, die sich beim
Ableiten der Phase e−i〈 η |x 〉/h ergeben, durch die Ableitungen von rˇ] kompensiert, die von
der Ordnung O(h∞) sind. Aufgrund von (3.5.1) erhalten wir
Dh,V,ϕ Oph(q) f(x) =
∫
Rd
ei〈 η |x 〉/h (1− χ(x, η)) fˆ(η) dη
(2pih)d
−Oph(r˜2)f(x)
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fu¨r ein r˜2 ∈ S−∞(〈η〉−∞,L (Cd∗)). Damit schließen wir fu¨r f ∈ C∞0 (Rd,Cd∗) auf
Dh,V,ϕ (Phf)(x) =
∫
Rd
ei〈 η |x 〉/h fˆ(η)
dη
(2pih)d
−Oph(r˜1)f(x)−Oph(r˜2)f(x).
Das zeigt Teil (i) der Behauptung, wenn wir r˜ := r˜1 + r˜2 definieren.
(ii): Fu¨r hinreichend kleines h > 0 sind ‖Oph(r˜)‖L (L2) 6 1/2 und (1 − Oph(r˜))−1 =
Oph(c) fu¨r ein c ∈ S0(1;L (Cd∗)) erfu¨llt. Da mit Hilfe der Definition von Oph(c) die
Gleichung Oph(c) (1 − Oph(r˜)) = 1 gilt, was Oph(c − 1) = Oph(c) Oph(r˜) impliziert,
folgt c − 1 ∈ S−∞(〈η〉−∞;L (Cd∗)) wegen r˜ ∈ S−∞(〈η〉−∞;L (Cd∗)). Offensichtlich gilt
PhOph(c) = Ph + PhOph(c− 1) und der Distributionskern von Oph(c− 1), den wir durch
Kh notieren, genu¨gt der Abscha¨tzung ‖∂αx∂βyKh(x, y)‖ 6 CN,α,β hN 〈x−y〉−N . Uns ist bereits
bekannt, daß Ph ein Integraloperator mit Integralkern Ph(x, y) ist, fu¨r den
‖∂αx∂βyPh(x, y)‖ 6 CN,α,β h−|α|−|β| 〈x〉−N 〈y〉−N , x, y ∈ Rd,
gilt. Daraus folgern wir, daß Rh := Ph Oph(c − 1) ein Integraloperator mit glattem Kern
ist, den wir mit demselben Symbol bezeichnen werden, und daß (3.5.4) erfu¨llt ist. Da
Dh,V,ϕ (Ph + Rh) = Dh,V,ϕPh Oph(c) = 1 nach (i) gilt und da Dh,V,ϕ = eϕ/hDh,V e−ϕ/h
ist, wobei ϕ beschra¨nkt ist und alle partiellen Ableitungen beliebiger Ordnung von ϕ be-
schra¨nkt sind, erhalten wir e−ϕ/h(Ph +Rh) eϕ/h = D−1h,V .
3.6 Die Asymptotik fu¨hrender Ordnung
In diesem Abschnitt bestimmen wir die Asymptotik von eϕ(x)/hD−1h,V (x, y) e
−ϕ(y)/h mittels
der Methode der stationa¨ren Phase, die wir in der Zeitvariablen und in den Impulsvariablen
des Fourierintegraloperators anwenden. Zu dieser Asymptotik tra¨gt nur der Plus-Teil bei,
wie wir anhand von geeigneten partiellen Integrationen sehen werden. Das liefert uns die
erste Proposition dieses Abschnittes. Die in diesem Ergebnis auftretende Determinante ist
im eindimensionalen Fall, den wir zuerst betrachten werden, trivial. Im ho¨herdimensionalen
Fall werden wir diese jedoch weiter umformen. Schließlich werden die Ergebnisse dieses
Abschnittes mit Hilfe von Satz 3.5.1 Beweise fu¨r unsere Hauptergebnisse Satz 3.7.1 und
Satz 3.7.5 ergeben.
Seien x? und y? fest gewa¨hlte, ausgezeichnete Punkte, die der Voraussetzung 3.2.3
genu¨gen. Zuna¨chst erinnern wir uns an den in (3.5.2) definierten Operator Ph und dessen
durch (3.5.3) gegebenen Integralkern. Dessen Asymptotik in x? und in y? wollen wir in
diesem Abschnitt bestimmen. Sei (
γ
$
)
: [0, τ ]→ R2d
eine glatte Kurve, die (3.2.24) lo¨st und (3.2.25) erfu¨llt und fu¨r die γ(0) = y? und γ(τ) = x?
gilt. Folglich lo¨st diese Kurve
d
dt
(
γ
$
)
=
( ∇pH
−∇xH
)
(γ,$) (3.6.1)
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und genu¨gt H(γ(t), $(t)) = 0. Desweiteren definieren wir
vy? :=
d
dt
γ(0), vx? :=
d
dt
γ(τ).
Proposition 3.6.1. Sei d ∈ N. Wenn h ∈ (0, 1] gegen Null strebt, erhalten wir
D−1h,V,ϕ(x?, y?)
=
1
hd
( h
2pi
) d−1
2 U(τ, y?)
(
iα · ∇ϕ(y?) + α0 − V (y?)
)(
1 +O(h))
2|V (y?)|1/2|V (x?)|1/2
√
det
(
0 −v>y?
vx? idηQ
+(τ, y?, 0)
) , (3.6.2)
wobei wir die aus (3.4.39) bekannte Notation verwenden.
Beweis. Aufgrund von Satz 3.5.1(ii) genu¨gt es den Kern Ph zu betrachten. Zuerst zeigen
wir mittels eines Standardargumentes, daß der Distributionskern qˇ(x, x− y) von Oph(q) in
(3.5.3) nicht zur asymptotischen Entwicklung in (3.6.2) beitra¨gt. Wir wollen also qˇ(x, x−
y) = O(h∞) beweisen. Fu¨r hinreichend große N ∈ N folgt das daraus, daß (x−y)2N qˇ(x, x−
y) die inverse Fouriertransformation von h2N ∆Nξ q(x, ξ) bei x − y ist, wobei ∆Nξ q(x, ξ)
absolut integrierbar bezu¨glich ξ ist.
Als na¨chstes studieren wir das Integral
I−(x?, y?) :=
∫ ∞
0
∫
Rd
eiψ−(t,x?,η)/h−i〈 η | y? 〉/hB−(t, x?, η;h)
dη dt
(2pih)d h
.
Fu¨r t = 0 ist ψ−(0, x?, η) − 〈 η | y? 〉 = 〈 η |x? − y? 〉 erfu¨llt. Da x? 6= y? nach Vorausset-
zung 3.2.3 ist, ko¨nnen wir mittels des Operators
h (∇ηψ− − y?) · ∇η
i |∇ηψ− − y?|2
partiell integrieren. Dieser besitzt die Eigenschaft
h (∇ηψ− − y?) · ∇η
i |∇ηψ− − y?|2 e
iψ−/h−i〈 η | y? 〉/h = eiψ−/h−i〈 η | y? 〉/h.
Indem wir bezu¨glich η partiell integrieren, erhalten wir∫ ε
0
∫
Rd
eiψ−(t,x?,η)/h−i〈 η | y? 〉/hB−(t, x?, η;h)
dη dt
(2pih)d h
= O(h∞),
sofern ε > 0 hinreichend klein ist. Da =ψ−(t, x?, η) > 0 fu¨r t > 0 infolge von (3.3.55)
ist, ergibt sich
∫∞
ε
∫
Rd
eiψ−/h−i〈 η | y? 〉/hB− dηdt = O(h∞) fu¨r jedes feste ε > 0. Damit gilt
I−(x?, y?) = O(h∞).
74 3. Die Resolvente eines semiklassischen Diracoperators
Schließlich betrachten wir das Integral
I+(x?, y?) :=
∫ ∞
0
∫
Rd
eiψ+(t,x?,η)/h−i〈 η | y? 〉/hB+(t, x?, η;h)
dη dt
(2pih)d h
.
Das ist der einzige Term, der zur asymptotischen Entwicklung beitra¨gt. Wir wenden die
Methode der stationa¨ren Phase, die wir aus §2 aus [26] kennen, bzgl. der d + 1 Variablen
(t, η) an. Die kritischen Punkte der Phase sind durch die Gleichungen
0 = ∂tψ+(t, x?, η), (3.6.3)
0 = ∇ηψ+(t, x?, η)− y? (3.6.4)
gegeben. Um die Asymptotik von I+(x?, y?) zu bestimmen, genu¨gt es, alle kritischen Punkte
(t, η) zu finden, fu¨r die =ψ+(t, x?, η) = 0 gilt. Wir erinnern uns, daß =ψ+(t, x?, η) = 0
aufgrund von (3.3.54) aus Korollar 3.3.11 t = 0 oder (t, x?, η) ∈ D+ impliziert. Wie zuvor
integrieren wir partiell bezu¨glich η mittels des Operators
h (∇ηψ+ − y?) · ∇η
i |∇ηψ+ − y?|2
und schließen dann auf
∫ ε
0
∫
Rd
eiψ+/h−i〈 η | y? 〉/hB+ dηdt = O(h∞) fu¨r hinreichend kleines
ε > 0. Der einzige kritische Punkt (t, η), fu¨r den (t, x?, η) ∈ D+ gilt, ist (t, η) = (τ, 0)
wegen (3.3.58). Mit Hilfe der Methode der stationa¨ren Phase, die sich in §2 aus [26] findet,
ergibt sich
I+(x?, y?) =
(2pih)
d+1
2
(2pih)d h
eiψ+(τ,x?,0)/hB0+(τ, x?, 0)
(
1 +O(h))√
det 1
i
(
∂2t ψ+ ∂tdηψ+
∂t∇ηψ+ dη∇ηψ+
)
(τ, x?, 0)
. (3.6.5)
Aus (3.3.58) folgern wir ψ+(τ, x?, 0) = 0. Nun wollen wir die Ableitungen von ψ+ unter-
suchen, die im Nenner der rechten Seite der Gleichung auftreten. Dazu bemerken wir, daß
∂2t ψ+(τ, x?, 0) = 0 nach (3.3.58) gilt. Wenn wir die Identita¨t Q
+(t, k+(t, x?, η), η) = x? bzgl.
t und bzgl. η differenzieren, erhalten wir
dyQ
+ ∂tk
+(t, x?, η) + dyQ
+ ∂tk+(t, x?, η) = −∂tQ+,
dyQ
+ dηk
+(t, x?, η) + dyQ
+ dηk+(t, x?, η) = −dηQ+.
Hierbei wird jede Ableitung von Q+ in (t, k+(t, x?, η), η) ausgewertet. Wir setzen (t, η) =
(τ, 0) ein. Nach Definition von vy? und vx? gelten −∂tk+(τ, x?, 0) = ddtγ(0) = vy? und
∂tQ
+(τ, y?, 0) =
d
dt
γ(τ) = vx? . Ferner ist dηk
+(τ, x?, 0) = dη∇ηψ+(τ, x?, 0) infolge von
(3.3.50) aus Proposition 3.3.10 erfu¨llt. Indem wir noch Korollar 3.3.5 fu¨r die antiholomor-
phen Ableitungen verwenden, schließen wir insgesamt auf
dyQ
+(τ, y?, 0) vy? = vx? , (3.6.6)
dyQ
+(τ, y?, 0)
1
i
dη∇ηψ+(τ, x?, 0) = i dηQ+(τ, y?, 0). (3.6.7)
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Die Gleichung ∂t∇ηψ+(τ, x?, 0) = ∂tk+(τ, x?, 0) = −vy? , was aufgrund von (3.3.50) gilt,
impliziert in Hinblick auf die aus (3.6.5) bekannte Determinante
det
(
0 ∂tdηψ+
−∂t∇ηψ+ 1i dη∇ηψ+
)
(τ, x?, 0)
= det
(
0 −v>y?
vy? dyQ
+(τ, y?, 0)
−1 i dηQ+(τ, y?, 0)
)
. (3.6.8)
Die Gleichung
B0+(τ, x?, 0) =
χ(y?, 0)U(τ, y?)(iα · ∇ϕ(y?) + α0 − V (y?))
2(−V (y?))1/2(−V (x?))1/2 det
[
dyQ+(τ, y?, 0)
]1/2 (3.6.9)
kennen wir bereits aus (3.4.39). Nun multiplizieren wir die Determinante (3.6.8) mit der,
die in (3.4.39) auftritt. Letztere la¨ßt sich auch darstellen durch
det
[
dyQ
+(τ, y?, 0)
]
= det
(
1 0
0 dyQ
+(τ, y?, 0)
)
.
Daraus folgern wir unter Verwendung von (3.6.6)
det
(
0 −v>y?
vx? i dηQ
+(τ, y?, 0)
)
. (3.6.10)
Da χ(y?, 0) = 1 ist, erhalten wir unser Ergebnis (3.6.2), wenn wir ψ+(τ, x?, 0) = 0, (3.6.9)
und (3.6.10) in (3.6.5) einsetzen.
Nun wenden wir uns dem eindimensionalen Fall zu und betrachten die Formel (3.6.2) in
diesem Fall.
Proposition 3.6.2. Im Fall von d = 1 gilt im Limes h↘ 0
D−1h,V,ϕ(x?, y?) =
(1 +O(h))( cos(ϑ(τ))1− i sin(ϑ(τ))α1)
2h (1− V 2(x?))1/4(1− V 2(y?))1/4 ×
× (i sgn(x? − y?) (1− V 2(y?))1/2 α1 + α0 − V (y?)), (3.6.11)
wobei
ϑ(τ) :=
∫ τ
0
V ′(Q+(s, y?, 0))
2V (Q+(s, y?, 0))
ds
in Lemma 3.4.6 eingefu¨hrt wurde.
Beweis. Da im Fall d = 1 die in (3.6.2) auftretende Determinante zu vx? vy? wird und α
zu α1 wird, vereinfacht sich die Formel (3.6.2) zu
I+(x?, y?) = (1 +O(h))
U(τ, y?)
(
iϕ′(y?)α1 + α0 − V (y?)
)
2h |V (x?)|1/2|V (y?)|1/2(vx? vy?)1/2
.
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Hierbei haben vx? und vy? dasselbe Vorzeichen. Ferner gilt
|vy? | =
∣∣∇pH(y?, ϕ′(y?))∣∣ = |ϕ′(y?)|
(1− ϕ′(y?)2)1/2 =
(1− V 2(y?))1/2
|V (y?)| .
Ebenso ergibt sich |vx? | = (1− V 2(x?))1/2/|V (x?)|. Daraus folgt
|V (x?)|1/2|V (y?)|1/2(vx? vy?)1/2 = (1− V 2(x?))1/4(1− V 2(y?))1/4.
Infolge des Beweises von Lemma 3.4.6 kennen wir bereits die Gleichung
U(τ, y?) = cos(ϑ(τ))1− i sin(ϑ(τ))α1.
Schließlich gilt nach der Eikonalgleichung, der ϕ genu¨gt und die wir in Proposition 3.2.1
finden, ϕ′(y?) = sgn(x? − y?) (1− V 2(y?))1/2.
Das folgende Lemma befaßt sich mit der in (3.6.2) auftretenden Determinante im ho¨her-
dimensionalen Fall.
Lemma 3.6.3. Sei nun d > 2. Sei X die Projektion des in (3.2.22) definierten zu H
geho¨renden Hamiltonschen Flusses auf den Ortsraum. Sei(
γ
$
)
: [0, τ ]→ R2d
eine glatte Kurve, die (3.2.24) lo¨st und (3.2.25) genu¨gt und fu¨r die γ(0) = y? und γ(τ) = x?
gilt. Dann gilt
idηQ
+(τ, y?, 0) = dpX(τ, y?, $(0)), (3.6.12)
wobei $(0) = ∇ϕ(y?) ist.
Beweis. Aufgrund von Lemma 3.3.2 gilt Q+(t, y?, 0) = X(t, y?, 0) = γ(t), t ∈ [0, τ ]. Wir
definieren ρ(t) := (γ(t), $(t)) = (γ(t),∇ϕ(γ(t))), t ∈ [0, τ ]. Offensichtlich ist(
dηQ
+
dηΞ
+
)
(0, y?, 0) =
(
0
1
)
erfu¨llt. Ferner gilt
d
dt
(
dηQ
+
dηΞ
+
)
=
(
(a+)
′′
ξx (a+)
′′
ξξ
0 −(a+)′′xξ
)
(Q+, 0)
(
dηQ
+
dηΞ
+
)
,
wobei dηQ
+, dηΞ
+ und Q+ stets in (t, y?, 0) ausgewertet werden. Das liefert unter Verwen-
dung von (3.2.35) und (3.2.36)
d
dt
(
dηQ
+
dηΞ
+
)
(t, y?, 0) =
(
B(t) −iA(t)
0 −B(t)>
)(
dηQ
+
dηΞ
+
)
(t, y?, 0),
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wobei A(t) := H ′′pp(ρ(t)) fu¨r t ∈ [0, τ ] ist und
B(t) := B(t, y?) = H
′′
px(ρ(t)) +H
′′
pp(ρ(t))ϕ
′′(γ(t)), t ∈ [0, τ ],
ist. Letzteres wurde bereits in (3.3.37) definiert. Andererseits gilt
d
dt
(
dpX
dpP
)
(t, ρ(0)) =
(
H ′′px H
′′
pp
−H ′′xx −H ′′xp
)
(ρ(t))
(
dpX
dpP
)
(t, ρ(0)), (3.6.13)(
dpX
dpP
)
(0, ρ(0)) =
(
0
1
)
, (3.6.14)
da
d
dt
(
X
P
)
=
( ∇pH(X,P )
−∇xH(X,P )
)
ist. Weil (a+)
′′
xx(x, 0) = 0 fu¨r jedes x ∈ K0 ist, folgt 0 = dx(∇xH(x,∇ϕ)) = H ′′xx(x,∇ϕ) +
H ′′xp(x,∇ϕ)ϕ′′ auf K0 mittels (3.2.34). Folglich ergibt sich, indem wir (3.6.13) und (3.6.14)
verwenden, daß(
X˜(t)
P˜ (t)
)
:=
(
dpX(t, ρ(t))
−ϕ′′(γ(t)) dpX(t, ρ(t)) + dpP (t, ρ(t))
)
, t ∈ [0, τ ],
eine Lo¨sung von
d
dt
(
X˜
P˜
)
(t) =
(
B(t) A(t)
0 −B(t)>
)(
X˜
P˜
)
(t),
(
X˜
P˜
)
(0) =
(
0
1
)
ist, was (3.6.12) impliziert.
Lemma 3.6.4. Es gilt
det
(
0 −v>y?
vx? idηQ
+(τ, y?, 0)
)
=
dA(x?, y?)
d−1 det
(
exp′y?(exp
−1
y? (x?))
)
|V (x?)||V (y?)|(1− V 2(x?)) d−22 (1− V 2(y?)) d−22
.
Beweis. Zur Vereinfachung der Notation verzichten wir in diesem Beweis auf den In-
dex ?, der bei den ausgezeichneten Punkten x? und y? auftritt. Zuerst fu¨hren wir einige
Schreibweisen ein. Wir notieren G(z) = (1 − V 2(z))1d und F (z, vz) :=
√
1− V (z)2 |vz|
fu¨r z = x, y, was bereits in (3.2.17) bzw. (3.2.16) eingefu¨hrt wurde. Sei b1, . . . , bd eine
G(y)-Orthonormalbasis vom Rd, fu¨r die bd = F (y, vy)
−1vy = (1 − V 2(y))−1/2vy/|vy| gilt.
Ferner sei c1, . . . , cd eine G(x)-Orthonormalbasis vom R
d, fu¨r die cd = F (x, vx)
−1vx =
(1− V 2(x))−1/2vx/|vx| erfu¨llt ist. Wir bezeichnen mit b∗1, . . . , b∗d bzw. mit c∗1, . . . , c∗d die zu-
geho¨rigen dualen Basen. Das liefert b∗i (bj) = δij und c
∗
i (cj) = δij fu¨r 1 ≤ i, j ≤ d. Wir
definieren B bzw. C als die Matrix, deren i-te Zeile gleich b∗i bzw. c
∗
i ist. Damit erhalten
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wir B vy = (1− V 2(y))1/2 |vy| ed und C vx = (1− V 2(x))1/2 |vx| ed, wobei ed der d-te kano-
nische Basisvektor vom Rd ist. Wenn wir idηQ
+(τ, y, 0) = dpX(τ, y,$(0)), was in (3.6.12)
zu finden ist, verwenden, ergibt sich
det
(
1 0
0 C
)
det
(
0 −v>y
vx idηQ
+(τ, y, 0)
)
det
(
1 0
0 B>
)
= (1− V 2(x))1/2 |vx| (1− V 2(y))1/2 |vy| det
(
0 −e>d
ed C dpX(τ, y,$(0))B
>
)
.
Offensichtlich gelten detB = (1− V 2(y))d/2, detC = (1− V 2(x))d/2,
|vy| =
∣∣∇pH(y,$(0))∣∣ = |$(0)|
(1−$(0)2)1/2 =
(1− V 2(y))1/2
|V (y)| ,
und |vx| = (1− V 2(x))1/2/|V (x)|. Das impliziert
(detC)−1 (1− V 2(x))1/2 |vx| (1− V 2(y))1/2 |vy| (detB)−1
=
(|V (x)||V (y)|(1− V 2(x)) d−22 (1− V 2(y)) d−22 )−1.
Durch geeignete Entwicklung der Determinante schließen wir auf
det
(
0 −e>d
ed C dpX(τ, y,$(0))B
>
)
= det
(
(c∗i dpX(τ, y,$(0)) (b
∗
j)
>)16i,j6d−1
)
.
Insgesamt folgern wir
det
(
0 −v>y
vx idηQ
+(τ, y, 0)
)
=
det
(
(c∗i dpX(τ, y,$(0)) (b
∗
j)
>)16i,j6d−1
)
|V (x)||V (y)|(1− V 2(x)) d−22 (1− V 2(y)) d−22
. (3.6.15)
Um die Projektion X des zu H geho¨renden Hamiltonschen Flusses auf den Ortsraum mit
der Exponentialabbildung in y zu vergleichen, bemerken wir zuna¨chst, daß
X(τ, y, p) = expy
(
dA
(
X(τ, y, p), y
)
(1− V 2(y))−1/2 p/|p|
)
fu¨r p ∈ Rd in einer Umgebung von $(0) gilt, da L(p) := (1 − V 2(y))−1/2 p/|p| bzgl. G(y)
normiert ist und da der Anfangsimpuls p der Hamiltonschen Trajektorie kollinear mit seiner
Anfangsgeschwindigkeit ist. Mit Hilfe der Definition r(p) := dA(X(τ, y, p), y) folgt
dpX(τ, y, p) = exp
′
y
(
r(p)L(p))[L(p)⊗ r′(p)]+ r(p) exp′y (r(p)L(p))L′(p).
Aufgrund des Gauß’schen Lemmas ist c∗i exp
′
y(r($(0))L($(0)))L($(0)) = 0 fu¨r i =
1, . . . , d− 1 erfu¨llt. Folglich gilt
c∗i dpX(τ, y,$(0)) (b
∗
j)
> = r($(0)) c∗i exp
′
y
(
r($(0))L($(0)))L′($(0)) (b∗j)>
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fu¨r i, j = 1, . . . , d − 1. Sei durch P⊥$(0) die orthogonale Projektion auf das euklidische
orthogonale Komplement von $(0) im Rd notiert. Dann erhalten wir
L′($(0)) (b∗j)> = (1− V 2(y))−1/2
1
|$(0)| P
⊥
$(0) (1− V 2(y)) bj = bj,
da |$(0)| = (1 − V 2(y))1/2 gilt. Indem wir r($(0)) = dA(x, y) und r($(0))L($(0)) =
exp−1y (x) verwenden, ergibt sich
det
(
(c∗i dpX(τ, y,$(0)) (b
∗
j)
>)16i,j6d−1
)
= dA(x, y)
d−1 det
(
(c∗i exp
′
y(exp
−1
y (x)) bj)16i,j6d−1
)
.
Nun ko¨nnen wir mittels c∗d exp
′
y(exp
−1
y (x)) bd = 1 auf
det
(
(c∗i dpX(τ, y,$(0)) (b
∗
j)
>)16i,j6d−1
)
= dA(x, y)
d−1 det
(
exp′y(exp
−1
y (x))
)
schließen. Wenn wir diese Identita¨t in (3.6.15) einsetzen, liefert das die Behauptung.
3.7 Hauptergebnisse
In diesem Abschnitt werden wir die semiklassische Asymptotik des Distributionskerns der
Inversen des Diracoperators Dh,V fu¨r fest gewa¨hltes x 6= y ermitteln. Wir werden zeigen,
daß dieser Kern sich als Produkt eines exponentiell abfallenden Faktors, der einen gewis-
sen Agmon-Abstand entha¨lt, und einer Amplitude, die eine vollsta¨ndige asymptotische
Entwicklung in Potenzen von h besitzt, darstellen la¨ßt. Ferner werden wir den fu¨hren-
den Term dieser Asymptotik bestimmen. Eine dazu analoge asymptotische Entwicklung
wurde bereits in [8] fu¨r eine Klasse von h-Pseudodifferentialoperatoren angegeben, deren
Symbole periodisch bzgl. der Impulsvariablen sind. In [8] entspricht die hier auftretende
Agmon-Metrik einer geeigneten Finsler-Metrik.
Wir geben zuerst das Hauptergebnis fu¨r den Fall d > 2 an und bescha¨ftigen uns mit
dessen Symmetrie. Dann wenden wir uns dem eindimensionalen Fall zu, in dem keine ein-
schra¨nkende Voraussetzung an die Punkte x 6= y zu stellen ist. Danach halten wir fest, daß
wir statt negative, auch positive Potentiale V betrachten ko¨nnen. Die Ergebnisse, die wir
fu¨r positive Potentiale erhalten, finden sich in den beiden Korollaren dieses Abschnittes.
Schließlich wenden wir Satz 3.7.1 fu¨r d ≥ 2 bzw. Satz 3.7.5 fu¨r d = 1 auf konstante Po-
tentiale an und vergleichen die so erhaltene Formel fu¨r die Asymptotik fu¨hrender Ordnung
mit dem wohlbekannten Ausdruck fu¨r den Greenschen Kern des Diracoperators.
Wir beginnen mit dem Hauptergebnis fu¨r den Fall d > 2. Dazu setzen wir die in
Lemma 3.6.4 erhaltene Darstellung fu¨r die Determinante in die Formel fu¨r D−1h,V,ϕ(x?, y?)
ein, die wir aus Proposition 3.6.1 kennen.
Satz 3.7.1. Seien d > 2, V ein Potential, das der Voraussetzung 3.1.1 genu¨ge, und x?, y?
Punkte, die die Voraussetzung 3.2.3 erfu¨llen. Sei(
γ
$
)
: [0, τ ]→ R2d
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eine glatte Kurve, die (3.2.24) und (3.2.25) genu¨ge und fu¨r die γ(0) = y? und γ(τ) = x?
gelte. Dann gilt, wenn h > 0 gegen Null strebt,
D−1h,V (x?, y?) =
1
hd
· (1− V
2(x?))
d−2
4 (1− V 2(y?)) d−24
det
[
exp′y?(exp
−1
y? (x?))
]1/2 · (1 +O(h)) e−dA(x?,y?)/h(
2pi dA(x?, y?)/h
) d−1
2
· U(τ) (−V (y?))Λ+(i$(0)), (3.7.1)
wobei U(t), t ∈ [0, τ ], eine unita¨re Matrix ist, die das matrixwertige Anfangsproblem
d
dt
U(t) = −iα
2
· ∇V (γ(t))
V (γ(t))
U(t), t ∈ [0, τ ], U(0) = 1
lo¨st. Der in (3.7.1) mit O(h) bezeichnete Term besitzt eine vollsta¨ndige asymptotische
Entwicklung in Potenzen von h.
Beweis. Wenn wir die aus Lemma 3.6.4 bekannte Darstellung der Determinanten in (3.6.2)
einsetzen, erhalten wir
D−1h,V,ϕ(x?, y?) =
1
hd
· (1− V
2(x?))
d−2
4 (1− V 2(y?)) d−24
det
[
exp′y?(exp
−1
y? (x?))
]1/2 · 1 +O(h)(
2pi dA(x?, y?)/h
) d−1
2
· U(τ) · iα · ∇ϕ(y?) + α0 − V (y?)
2
. (3.7.2)
Wegen ∇ϕ(y?) = $(0) und −V (y?) =
√
1− |$(0)|2 gilt
iα · ∇ϕ(y?) + α0 − V (y?)
2
= (−V (y?)) 1
2
(
1 +
α · i$(0) + α0√
1− |$(0)|2
)
= (−V (y?))Λ+(i$(0)).
Da D−1h,V (x?, y?) = D
−1
h,V,ϕ(x?, y?) e
−dA(x?,y?)/h aufgrund von (3.2.1) und (3.2.2) erfu¨llt ist,
folgt aus (3.7.2) die Behauptung des Satzes.
Die folgenden beiden Bemerkungen befassen sich mit der Symmetrie des Ausdrucks fu¨r
D−1h,V (x?, y?) in x? und y?, den uns Satz 3.7.1 liefert.
Bemerkung 3.7.2. Der Faktor %(x, y) := det
[
exp′y(exp
−1
y (x))
]1/2
ist aus der asympto-
tischen Entwicklung des zu G geho¨renden Wa¨rmeleitungskerns bekannt. In dieser Ent-
wicklung tritt der Faktor %(x, y) im Nenner des fu¨hrenden Koeffizienten auf. Insbesondere
wissen wir, daß dieser Faktor symmetrisch ist. Folglich gilt %(x, y) = %(y, x).
In der na¨chsten Bemerkung zeigen wir, daß die durch (3.7.1) gegebene Formel fu¨r
D−1h,V (x?, y?) die Symmetrieeigenschaft eines Kerns eines matrixwertigen selbstadjungierten
Operators besitzt, indem wir D−1h,V (x?, y?)
∗ = D−1h,V (y?, x?) beweisen.
3.7 Hauptergebnisse 81
Bemerkung 3.7.3. Die Gleichung (3.7.1) la¨ßt sich auch darstellen als
D−1h,V (x?, y?) =
1
hd
· (1− V
2(x?))
d−2
4 (1− V 2(y?)) d−24
det
[
exp′y?(exp
−1
y? (x?))
]1/2 · (1 +O(h)) e−dA(x?,y?)/h(
2pi dA(x?, y?)/h
) d−1
2
·M(x?, y?),
wobei M(x?, y?) := (−V (x?))Λ+(i$(τ))α0 U(τ) (−V (y?))Λ+(i$(0)) ist. Ferner gilt
D−1h,V (x?, y?)
∗ = D−1h,V (y?, x?).
Beweis. Aus Bemerkung 3.4.8 schließen wir auf
B0+(τ, x?, 0) = (−V (x?)) Λ+(i$(τ))α0B0+(τ, x?, 0).
Daraus folgern wir mit Hilfe von Lemma 3.4.5
U(τ) Λ+(i$(0)) = (−V (x?)) Λ+(i$(τ))α0 U(τ) Λ+(i$(0))
und das ergibt
M(x?, y?) := (−V (x?))Λ+(i$(τ))α0 U(τ) (−V (y?))Λ+(i$(0))
= U(τ) (−V (y?))Λ+(i$(0)),
was den ersten Teil der Behauptung zeigt.
Da wir nach Bemerkung 3.7.2 wissen, daß der Faktor %(x, y) := det
[
exp′y(exp
−1
y (x))
]1/2
symmetrisch in x und y ist, ist
(1− V 2(x?)) d−24 (1− V 2(y?)) d−24
det
[
exp′y?(exp
−1
y? (x?))
]1/2 · e−dA(x?,y?)/h(
dA(x?, y?)
) d−1
2
offensichtlich symmetrisch in x? und y?. M(x?, y?)
∗ = M(y?, x?), was aufgrund von Bemer-
kung 3.4.8 gilt, liefert D−1h,V (x?, y?)
∗ = D−1h,V (y?, x?).
Bemerkung 3.7.4. In Anhang A werden wir im Fall von d = 3 den Zusammenhang zwi-
schen U(τ) (−V (y?))Λ+(i$(0)) und der BMT-Gleichung fu¨r die Thomas-Pra¨zession eines
Drehimpulses entlang einer Teilchenbahn erla¨utern. Die Verbindung der BMT-Gleichung
zur semiklassischen Analysis der durch Dh,V erzeugten Zeitentwicklung wurde in [28, 38]
untersucht. 3
Als na¨chstes geben wir unser Hauptergebnis im eindimensionalen Fall an. In diesem Fall
mu¨ssen wir keine einschra¨nkende Voraussetzung an die Punkte x 6= y stellen.
Satz 3.7.5. Seien x, y ∈ R mit x 6= y und V ein Potential, das die Voraussetzung 3.1.1
im Fall von d = 1 erfu¨lle. Sei (
γ
$
)
: [0, τ ]→ R2d
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eine glatte Kurve, die (3.2.24) lo¨se und (3.2.25) genu¨ge und fu¨r die γ(0) = y und γ(τ) = x
gelte. Dann gilt im Limes, wenn h > 0 gegen Null strebt,
D−1h,V (x, y) =
1
h
·
(1 +O(h)) exp
(
−
∣∣∣ ∫ xy (1− V 2(t))1/2 dt∣∣∣/h)
(1− V 2(x))1/4(1− V 2(y))1/4
· ( cos(ϑ(τ))1− i sin(ϑ(τ))α1) (−V (y)) Λ+(i$(0)), (3.7.3)
wobei
ϑ(τ) :=
∫ τ
0
V ′(γ(t))
2V (γ(t))
dt
ist. Der in (3.7.3) durch O(h) abgeku¨rzte Term besitzt eine vollsta¨ndige asymptotische
Entwicklung in Potenzen von h.
Beweis. Wir setzen
i sgn(x− y)(1− V 2(y))1/2 α1 + α0 − V (y)
2
= (−V (y)) Λ+(i$(0)) (3.7.4)
in Proposition 3.6.2 ein. (3.7.4) ergibt sich ebenso wie im Fall d ≥ 2, der sich im Beweis
von Proposition 3.7.1 findet. Wir erinnern uns an dA(x, y) =
∣∣∣ ∫ xy (1 − V 2(t))1/2 dt∣∣∣ aus
Proposition 3.2.1. Dann folgt die Behauptung folgt aus D−1h,V (x, y) = D
−1
h,V,ϕ(x, y) e
−dA(x,y)/h,
was nach (3.2.1) und (3.2.2) gilt.
Es ist nicht notwendig, die in Voraussetzung 3.1.1 angegebene Wahl an das Vorzeichen
der Potentiale V zu stellen, um unsere Hauptergebnisse zu beweisen. Statt dessen ko¨nnen
wir auch positive V betrachten. In den na¨chsten beiden Korollaren wollen wir Potentiale
V studieren, die der folgenden Voraussetzung genu¨gen.
Voraussetzung 3.7.6. Sei V ∈ C∞(Rd,R) und fu¨r jeden Multiindex α ∈ Nd0 gelte
sup
x∈Rd
|∂αxV (x)| < ∞. (3.7.5)
Ferner existiere ein δ ∈ (0, 1), fu¨r das
δ 6 V (x) 6 1− δ, x ∈ Rd, (3.7.6)
gelte.
Nun fu¨hren wir noch eine neue Hamiltonsche Funktion
H˜(x, p) := −
√
1− |p|2 + V (x), x ∈ Rd, |p| < 1,
ein.
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Korollar 3.7.7. Seien d > 2 und V : Rd → R ein glattes Potential, das der Vorausset-
zung 3.7.6 genu¨ge. Seien x? und y? Punkte, die die Voraussetzung 3.2.3 erfu¨llen. Sei(
γ˜
$˜
)
: [0, τ˜ ]→ R2d
eine glatte Kurve, die
d
dt
(
γ˜
$˜
)
=
(
∇pH˜
−∇xH˜
)
(γ˜, $˜) (3.7.7)
lo¨se, H˜(γ˜, $˜) = 0 genu¨ge und fu¨r die γ˜(0) = y? und γ˜(τ˜) = x? gelte. Dann gilt im Limes,
wenn h > 0 gegen Null strebt,
D−1h,V (x?, y?) =
1
hd
· (1− V
2(x?))
d−2
4 (1− V 2(y?)) d−24
det
[
exp′y?(exp
−1
y? (x?))
]1/2 · (1 +O(h)) e−dA(x?,y?)/h(
2pi dA(x?, y?)/h
) d−1
2
· U˜(τ˜) (iα · $˜(0) + α0 − V (y?)1), (3.7.8)
wobei U˜(t), t ∈ [0, τ˜ ], eine unita¨re Matrix ist, die das matrixwertige Anfangswertproblem
d
dt
U˜(t) =
iα
2
· ∇V (γ˜(t))
V (γ˜(t))
U˜(t), t ∈ [0, τ˜ ], U˜(0) = 1 (3.7.9)
lo¨st.
Beweis. Wenn α0, . . . , αd Dirac-Matrizes sind, genu¨gen die Matrizen α˜j := −αj (3.1.2)
fu¨r j = 0, . . . , d und damit sind α˜j, j = 0, . . . , d, Dirac-Matrizes. Da Dh,V durch (3.1.1)
und (3.1.5) definiert ist, gilt mit Hilfe der Definition D˜h,−V := α˜ · (−ih∇) + α˜0 − V die
Gleichung Dh,V = −α˜ · (−ih∇)− α˜0 +V = −D˜h,−V . Folglich ko¨nnen wir den Satz 3.7.1 auf
D˜h,−V anwenden. Zuna¨chst untersuchen wir die Voraussetzung 3.2.3. Wir erinnern uns, daß
Geoda¨ten minimierende Pfade von
∫ 〈
q˙
∣∣G(q) q˙ 〉1/2 sind. Hierbei gilt fu¨r die Agmon-Metrik
G = (1−V 2)1 nach (3.2.17). Da G nur von V 2 abha¨ngt, ist G unabha¨ngig vom Vorzeichen
von V . Deswegen ha¨ngt die Gu¨ltigkeit der Voraussetzung 3.2.3 fu¨r zwei gegebene Punkte
x?, y? nicht vom Vorzeichen von V ab. Auch der Term, der in der ersten Zeile der rechten
Seite von (3.7.1) auftritt und den wir durch
∆(x?, y?) :=
1
hd
· (1− V
2(x?))
d−2
4 (1− V 2(y?)) d−24
det
[
exp′y?(exp
−1
y? (x?))
]1/2 · (1 +O(h)) e−dA(x?,y?)/h(
2pi dA(x?, y?)/h
) d−1
2
notieren, ist unabha¨ngig vom Vorzeichen von V , da der Agmon-Abstand und die Expo-
nentialabbildung durch G bestimmt sind. Nun wenden wir uns der letzten Zeile von (3.7.1)
zu. D−1h,V = −D˜−1h,−V liefert
D−1h,V (x?, y?) = ∆(x?, y?) U˜(τ˜) (−V (y?))Λ+(i$˜(0)),
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wobei U˜(t) fu¨r t ∈ [0, τ˜ ] durch (3.7.9) definiert ist. Da nach Voraussetzung H˜(γ˜, $˜) = 0
und damit auch
√
1− |$˜(0)|2 = −V (y?) gilt, was
−V (y?) Λ+(i$˜(0)) = −V (y?) 1
2
(
1 +
α · i$˜(0) + α0√
1− |$˜(0)|2
)
= iα · $˜(0) + α0 − V (y?)1
impliziert, la¨ßt sich das auch durch
D−1h,V (x?, y?) = ∆(x?, y?) U˜(τ˜)
(
iα · $˜(0) + α0 − V (y?)1
)
darstellen.
Nun wenden wir uns dem Fall d = 1 zu. Das folgende Korollar liefert eine asymptotische
Entwicklung von D−1h,V (x, y), wenn V ein positives Potential darstellt.
Korollar 3.7.8. Seien x, y ∈ R mit x 6= y und V ein Potential, das die Voraussetzung 3.7.6
im Fall von d = 1 erfu¨lle. Sei (
γ˜
$˜
)
: [0, τ˜ ]→ R2d
eine glatte Kurve, die
d
dt
(
γ˜
$˜
)
=
(
∇pH˜
−∇xH˜
)
(γ˜, $˜) (3.7.10)
lo¨se, H˜(γ˜, $˜) = 0 genu¨ge und fu¨r die γ˜(0) = y und γ˜(τ˜) = x gelte. Dann gilt im Limes,
wenn h > 0 gegen Null strebt,
D−1h,V (x, y) =
1
h
·
(1 +O(h)) exp
(
−
∣∣∣ ∫ xy (1− V 2(t))1/2 dt∣∣∣/h)
(1− V 2(x))1/4(1− V 2(y))1/4
· ( cos(ϑ˜(τ˜))1 + i sin(ϑ˜(τ˜))α1) (−V (y)) Λ+(i$˜(0)),
wobei
ϑ˜(τ˜) :=
∫ eτ
0
V ′(γ˜(t))
2V (γ˜(t))
dt
ist.
Beweis. Wir folgen dem Beweis von Korollar 3.7.7 und definieren D˜h,−V analog zu der
in diesem Beweis getroffenen Definition. Dann wenden wir den Satz 3.7.5 auf D˜h,−V an.
Offensichtlich ha¨ngt die erste Zeile der rechten Seite von (3.7.3) nur von V 2 ab. Damit ist
diese unabha¨ngig vom Vorzeichen von V . Das einzige, das sich in Formel (3.7.3) a¨ndert, ist
das Vorzeichen von i sin(ϑ(t)). Aus diesem Minus Vorzeichen wird aufgrund von α˜1 = −α1
ein Plusvorzeichen.
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Im folgenden Beispiel betrachten wir konstante Potentiale V = −E, wobei E ∈ (−1, 1)
ist. Wir bestimmen den Greenschen Kern von Dh,−E mittels Fouriertransformation. Dann
vergleichen wir den auf diese Weise erhaltenen Ausdruck mit der Asymptotik fu¨hrender
Ordnung, die Satz 3.7.1 fu¨r d ≥ 2 bzw. (3.7.3) aus Satz 3.7.5 fu¨r d = 1 liefert.
Beispiel 3.7.9. Wir wollen den Greenschen Kern von
Dh,−E :=
(− ihα · ∇x + α0 − E)
in Dimension d ≥ 1 bestimmen. Dabei ist V = −E konstant und E ∈ (−1, 1). Dazu fu¨hren
wir zuna¨chst die modifizierte Besselfunktion 2. Art der Ordnung ν
Kν(r) :=
1
2
(r
2
)ν ∫ ∞
0
e−r
2/4t−t t−1−νdt, <r2 > 0, ν ∈ C,
ein, die auch MacDonald-Funktion genannt wird. Falls d ∈ N ungerade und ν = d
2
− 1
ist, la¨ßt sich das Kν(r) definierende Integral explizit berechnen. Nach (6.54) aus [12] ergibt
sich beispielsweise K1/2(r) =
(
pi
2r
)1/2
e−r, r ∈ C \ {0}, fu¨r d = 3, wobei √. der Zweig der
Wurzel mit =√. ≥ 0 ist. Mittels Fouriertransformation la¨ßt sich zeigen, daß fu¨r x, y ∈ Rd
mit x 6= y
D−1h,E(x, y) = Dh,−E(2pi)
− d
2
( |x− y|
h
√
1− E2
)1− d
2
K d
2
−1
(√
1− E2 |x− y|
h
)
gilt (siehe z.B. Abschnitt 3.6 aus [12]). Zur Vereinfachung der Schreibweise notieren wir
K d
2
−1 := K d
2
−1
(√
1− E2 |x−y|
h
)
. Aus
−ihα · ∇xK d
2
−1 = −ihα ·
x− y
|x− y|h
√
1− E2K ′d
2
−1,
(−ihα · ∇x)
( |x− y|
h
)1− d
2
= −ih
(
1− d
2
)
α · x− y|x− y|2
( |x− y|
h
)1− d
2
,
folgt
D−1h,E(x, y) = (2pi)
−d/2
( |x− y|
h
√
1− E2
)1− d
2
Dh,−EK d
2
−1
+ (2pi)−d/2
(
1− E2) d4− 12 K d
2
−1(−ihα · ∇x)
( |x− y|
h
)1− d
2
= (2pi)−
d
2
(
1− E2) d4 ( |x− y|
h
)1− d
2
{
−iα · x− y|x− y|K
′
d
2
−1
+(α0 − E)
(
1− E2)− 12 K d
2
−1
+
(
d
2
− 1
)
(1− E2)−1/2ihα · x− y|x− y|2K d2−1
}
.
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Das aus (9.7.2) und (9.7.4) aus [24] bekannte asymptotische Verhalten
Kν(r) =
√
pi
2r
e−r
[
1 +O (r−1)] , K ′ν(r) = −√ pi2re−r [1 +O (r−1)]
im Limes r gegen unendlich impliziert
D−1h,E(x, y) = (2pi)
− d
2
(
1− E2) d4 ( |x− y|
h
)1− d
2 {
(α0 − E)
(
1− E2)− 12
+ iα · x− y|x− y|
}√
pi
2
(
1− E2)− 14 ( |x− y|
h
)− 1
2
e−
√
1−E2|x−y|/h
+O
(
h
d+1
2 e−
√
1−E2|x−y|/h
)
.
Damit erhalten wir die Asymptotik fu¨hrender Ordnung
D−1h,E(x, y) =
1
2
(2pi)
1−d
2
(
1− E2) d−34 ( |x− y|
h
) 1−d
2
e−
√
1−E2|x−y|/h {α0 − E
+ iα · x− y|x− y|
√
1− E2
}
+O
(
h
d+1
2 e−
√
1−E2|x−y|/h
)
. (3.7.11)
Da $(0) =
√
1− E2 x−y|x−y| der konstante Impuls der Hamiltonschen Trajektorie, die von y
nach x in {p2 = 1− E2} la¨uft, ist und dA(x, y) =
√
1− E2 |x− y|, exp′y = 1, U = 1 und
(1− V 2(x)) d−24 (1− V 2(y)) d−24 = (1− E2) d−22
erfu¨llt ist, stimmt die Asymptotik (3.7.11) mit der, die der Satz 3.7.1 fu¨r d ≥ 2 bzw. (3.7.3)
aus Satz 3.7.5 fu¨r d = 1 liefert, u¨berein.
Anhang A
Die BMT-Gleichung fu¨r die
Thomas-Pra¨zession
In diesem Anhang werden wir die Bargman-Michel-Telegdi-Gleichung fu¨r die Thomas-
Pra¨zession eines Drehimpulses entlang einer Teilchenbahn betrachten und den Zusammen-
hang zwischen dieser Gleichung und dem Ergebnis, das Satz 3.7.1 im dreidimensionalen Fall
liefert, herstellen. Dabei werden wir der Vorgehensweise aus [38] folgen, um die Transport-
gleichungen zu lo¨sen, und so werden wir eine Alternative zu der aus Unterabschnitt 3.4.2
bekannten Herangehensweise zur Bestimmung von B0+ angeben. Wie bereits in Bemer-
kung 3.4.7 erwa¨hnt, wird sich anders als in (3.4.40) in der Formel, die wir im Folgenden fu¨r
B0+ herleiten werden, eine vollsta¨ndige Divergenz von F finden. Diesen Ausdruck, den wir
fu¨r B0+(τ, x?, 0) erhalten werden, verwenden wir dann in einer zu den Beweisen von Ab-
schnitt 3.6 analogen Rechnung, um eine Formel fu¨r die Asymptotik des Greenschen Kerns
zu erlangen.
Wir wa¨hlen die Darstellung
αj =
(
0 σj
σj 0
)
, j = 1, 2, 3, α0 =
(
1 0
0 −1
)
der Dirac-Matrizes. Dabei notieren
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
die Pauli-Matrizes. Wir wissen, daß der matrixwertige Term
M(x?, y?) = (−V (x?)) Λ+(i$(τ))α0 U(τ) (−V (y?)) Λ+(i$(0)),
der in (3.7.1) auftritt, RanΛ+(i$(0)) auf RanΛ+(i$(τ)) abbildet. Wenn wir geeignete
Basen dieser Unterra¨ume wa¨hlen, ist die zu diesen Basisvektoren geho¨rende darstellende
Matrix von M(x?, y?) eine Lo¨sung einer Spin-Transportgleichung. Diese Transportgleichung
ist der BMT-Gleichung fu¨r die Thomas-Pra¨zession eines dreidimensionalen Drehimpulses
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a¨hnlich (siehe z. B. [28, 38]). Falls kein Magnetfeld auftritt, ist die Hamiltonsche Funktion,
die die Teilchenbahn (γ,$) bestimmt, durch
H(x, p) := −
√
1− |p|2 − V (x), x, p ∈ Rd, |p| < 1, (A.0.1)
gegeben (siehe auch (3.2.11)). Also ist(
γ
$
)
: I → R2d
eine Lo¨sung von
d
dt
(
x
p
)
=
( ∇pH
−∇xH
)
(x, p), (A.0.2)
fu¨r die H(γ(t), $(t)) = 0 fu¨r t ∈ I gilt, woraus √1−$2 = −V (γ) folgt. Damit erhalten
wir die Spin-Transportgleichung
d
dt
s(t) = iM(γ(t), $(t)) s(t), M(x, p) :=
σ · (E(x)× p)
−2V (x)[1− V (x))] , (A.0.3)
wobei E = −∇V das elektrische Feld und s(t) eine komplexe (2 × 2)-Matrix ist. Wir
bemerken, daß wir in H den Impuls durch einen imagina¨ren Impuls ersetzen. Die zur
BMT-Gleichung analoge Gleichung fu¨r die Hamiltonsche Funktion H ergibt sich aus der
Gleichung (A.0.3). Wir wa¨hlen ein u ∈ C2 und berechnen die Differentialgleichung
d
dt
s(t) =
s(t)× (E(γ(t))×$(t))
−2V (γ(t))[1− V (γ(t))] , (A.0.4)
die der Erwartungswert s(t) := 〈 s(t)u |σ s(t)u 〉C2 des Vektors der Pauli-Matrizes erfu¨llt.
wird. Wir wollen nun (A.0.3) zeigen und die Verbindung zu (3.7.1) herstellen. Wir beginnen
mit der Gleichung (3.4.31) fu¨r B0+, welche auf D+ von der Gestalt
(Π˜+ + 1) ∂˜+B0+ = 0
ist. Dabei ist ∂˜+ := α0 ( i∂t + α · ∇x) und Π˜+ := α0 (
√
1− |∇ϕ|2) − α · i∇ϕ auf D+. Es
folgt
(−V (x) +α · i∇ϕ(x) + α0)( i∂t +α · ∇x)B0+(t, x, 0) = 0
unter Verwendung von
√
1− |∇ϕ|2 = −V und so ergibt sich
−2V (x) Λ+(i∇ϕ(x)) (i∂t +α · ∇x)B0+(t, x, 0) = 0, (t, x, 0) ∈ D+. (A.0.5)
Fu¨r jedes x ∈ R3 wird der Bildbereich von Λ+(i∇ϕ(x)) von den zwei paarweise orthonorma-
len Eigenvektoren von D̂(x, i∇ϕ(x)) aufgespannt, die sich in der folgenden (4× 2)-Matrix
W (x) :=
1√−2V (x)[1− V (x)]
(
[1− V (x)]1
σ · i∇ϕ(x)
)
(A.0.6)
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finden. Wenn wir durch W (x)> das Transponierte von W (x) notieren, erhalten wir
W (x)> =
1√−2V (x)[1− V (x)]
(
(1− V (x))1 ,σ · i∇ϕ(x)
)
.
Damit gilt
W (x)W (x)> =
1
−2V (x)(1− V (x))
(
(1− V )2 1 (1− V )σ · i∇ϕ(x)
(1− V )σ · i∇ϕ(x) −|∇ϕ(x)|2 1
)
=
1
−2V (x) α · i∇ϕ(x) +
1
−2V (x)
(
(1− V (x))1 0
0 (−V (x)− 1)1
)
=
1
−2V (x)
(
α · i∇ϕ(x) + α0 − V (x)1
)
= Λ+(i∇ϕ(x)).
Wiederum mit Hilfe von (σ · i∇ϕ)2 = −|∇ϕ|2 1 = (V 2 − 1)1 schließen wir auf
W (x)>W (x) =
1
−2V (x)(1− V (x))
(
(1− V (x))2 + V (x)2 − 1)1 = 1.
Da B0+ die Gleichung (T0) erfu¨llt, genu¨gt B
0
+ fu¨r (t, x, 0) ∈ D+
B0+(t, x, 0) = Λ
+(x, i∇ϕ(x))B0+(t, x, 0) = W (x)W (x)>B0+(t, x, 0).
Folglich gilt B0+(t, x, 0) = W (x)C(t, x) fu¨r eine (2 × 4)-Matrix C(t, x). Die Gleichung
(A.0.5) impliziert W> (i∂t + α · ∇x)W C = 0 und der Operator −iW> (i∂t + α · ∇x)W
la¨ßt sich so wie in [38] zu
∂t − iW>
(
σ · ∇x ◦ (−2V (1− V ))−1/2σ · i∇ϕ
σ · ∇x ◦
√
(1− V )(−2V )−1
)
= ∂t − iW>
(
(4V−2)(i∇V ·∇ϕ−σ·(∇V×∇ϕ))
−2 (−2V (1−V ))3/2 +
(i∆ϕ+i∇ϕ·∇x+σ·(∇ϕ×∇x))
(−2V (1−V ))1/2
−σ·∇V
2V (−2V (1−V ))1/2 +
(1−V )1/2σ·∇x
(−2V )1/2
)
= ∂t +
i
2
4V − 2
(−2V )2(1− V )
(
i∇V · ∇ϕ− σ · (∇V ×∇ϕ) + (−2V )−1 i∆ϕ)
− i
(−2V )2 (1− V )
(
i∇ϕ · ∇V − σ · (∇ϕ×∇V ))
= ∂t − V −1∇ϕ · ∇x + 1
2
(− V −1∆ϕ+ V −2∇V · ∇ϕ)
+ i ( 2V (1− V ))−1σ · (∇ϕ×∇V )
umformen. Nach der in (A.0.3) getroffenen Definition fu¨r M la¨ßt sich der matrixwertige
Teil durch
M(x,∇ϕ) = −( 2V (1− V ))−1 σ · (∇ϕ×∇V )
darstellen. Ferner definieren wir F (x) := ∇pH(x,∇ϕ(x)). Aus
F (x) = −∇p
√
1− |p|2 ∣∣
p=∇ϕ(x) = −V −1(x)∇ϕ(x),
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fu¨r x ∈ K0, woraus divF = −V −1∆ϕ− V −1∇V · F folgt, ergibt sich
−iW> (i∂t +α · ∇x)W = ∂t + F · ∇x + 1
2
divF − iM(x,∇ϕ).
Wir suchen nun Lo¨sungen von(
∂t + F (x) · ∇x + 1
2
divF (x)− iM(x,∇ϕ(x)))C(t, x) = 0.
Indem wir γ fu¨r x einsetzen und weil $ = ∇ϕ(γ) und γ˙ = F (γ) erfu¨llt sind, erhalten wir
d
dt
C(t, γ(t)) = −1
2
divF (γ(t))C(t, γ(t)) + iM(γ(t), $(t))C(t, γ(t)). (A.0.7)
Wir bemerken, daß in (A.0.7) anders als in (3.4.40) die vollsta¨ndige Divergenz von F
auftritt. Um (A.0.7) mit der Anfangsbedingung C(0, y?) = W (y?)
> zu lo¨sen, verwenden
wir den Ansatz C(t, γ(t)) = %(t) s(t)W (y?)
>, wobei % eine skalare Funktion ist und s die
Gleichung
d
dt
s(t) = iM(γ(t), $(t)) s(t), s(0) = 12 (A.0.8)
lo¨st. Das impliziert
d
dt
%(t) = −1
2
divF (γ(t)) %(t), %(0) = 1. (A.0.9)
Da γ(t) = Q+(t, y?, 0) ist, liefert das die Gleichung ∂tQ
+(t, y?, 0) = F (Q
+(t, y?, 0)). Nun
wenden wir die Liouvillesche Formel auf ∂tQ
+(t, y?, 0) = F (Q
+(t, y?, 0)) an und erhalten
∂t det[dyQ
+(t, y?, 0)] = divF (Q
+(t, y?, 0)) det[dyQ
+(t, y?, 0)], (t, y?, 0) ∈ D˜+.
Daraus folgt
∂t
(
det[dyQ
+(t, y?, 0)]
)−1/2
= −1
2
divF (Q+(t, y?, 0))
(
det[dyQ
+(t, y?, 0)]
)−1/2
.
Damit ist %(t) := det[dyQ+(t, y?, 0)]
−1/2, t ∈ [0, τ ], Lo¨sung von (A.0.9), da %(0) = 1 ist.
Wir schließen also auf
B0+(τ, x?, 0) = W (x?)C(τ, x?) = W (x?) %(τ) s(τ)W (y?)
>
= det[dyQ+(τ, y?, 0)]
−1/2W (x?) s(τ)W (y?)>, (A.0.10)
was eine Alternative zur Formel (3.4.39) fu¨r B0+ darstellt. Nach (3.6.5), was sich im Beweis
von Proposition 3.6.1 findet, gilt
I+(x?, y?) =
1
2pih2
B0+(τ, x?, 0)
(
1 +O(h))√
det 1
i
(
∂2t ψ+ ∂tdηψ+
∂t∇ηψ+ dη∇ηψ+
)
(τ, x?, 0)
. (A.0.11)
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Das Produkt der Determinanten la¨ßt sich als
det[dyQ+(τ, y?, 0)] det
(1
i
(
∂2t ψ+ ∂tdηψ+
∂t∇ηψ+ dη∇ηψ+
)
(τ, x?, 0)
)
= det
(
0 −v>y?
vx? idηQ
+(τ, y?, 0)
)
=
dA(x?, y?)
2 det
(
exp′y?(exp
−1
y? (x?))
)
|V (x?)||V (y?)|(1− V 2(x?))1/2(1− V 2(y?))1/2
berechnen. Dabei ergibt sich die erste Umformung aus dem Beweis von Proposition 3.6.1,
die zweite gilt nach Lemma 3.6.4. Das impliziert
I+(x?, y?) =
(1− V 2(x?)) 14 (1− V 2(y?)) 14
(
V (x?)V (y?)
) 1
2
h3 det
[
exp′y?(exp
−1
y? (x?))
]1/2
·W (x?) s(τ)W (y?)> · (1 +O(h))
2pi dA(x?, y?)/h
.
Indem wir den Ausdruck, den (A.0.10) fu¨r B0+(τ, x?, 0) liefert, statt (3.4.39) im Beweis von
Proposition 3.6.1 verwenden, erhalten wir die Asymptotik
D−1h,V (x?, y?)
=
(1− V 2(x?)) 14 (1− V 2(y?)) 14
(
V (x?)V (y?)
) 1
2
h3 det
[
exp′y?(exp
−1
y? (x?))
]1/2 · (1 +O(h)) e−dA(x?,y?)/h2pi dA(x?, y?)/h
·W (x?) s(τ)W (y?)>.
Dabei lo¨st s (A.0.3) mit s(0) = 12, W ist durch (A.0.6) gegeben und es gelten ∇ϕ(x?) =
∇ϕ(γ(τ)) = $(τ) und ∇ϕ(y?) = ∇ϕ(γ(0)) = $(0).
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Anhang B
Fast analytische Fortsetzungen
In diesem Anhang zitieren wir die Definition einer fast analytischen Fortsetzung und listen
einige Eigenschaften dieser Fortsetzungen aus Kapitel X.2 aus [13] ohne Beweis auf. Dabei
verwenden wir die Notation aus [13].
Wir beginnen mit der Definition einer $-flachen Funktion. Dazu betrachten wir eine
offene Teilmenge Ω vom Rν und eine nichtnegative, in Ω Lipschitz-stetige Funktion $.
Eine komplexwertige Funktion f in Ω heißt $-flach, falls zu jeder kompakten Teilmenge K
von Ω und zu jeder nichtnegativen ganzen Zahl N eine positive Konstante C = C(K, N)
existiert, fu¨r die
|f(x)| ≤ C $(x)N , x ∈ K, (B.0.1)
erfu¨llt ist. Wir bezeichnen die Funktionen f und g in Ω als $-a¨quivalent, falls die Diffe-
renz f − g eine $-flache Funktion ist. Ferner nennen wir eine Funktion f flach auf einer
abgeschlossenen Teilmenge S von Ω, falls f eine $-flache Funktion ist und $(x) als der
Abstand von x zu S definiert ist. Eine nu¨tzliche Eigenschaft jeder glatten $-flachen Funk-
tion ist, daß alle Ableitungen dieser Funktion ebenfalls $-flach sind (siehe Lemma 2.2 aus
[13]).
Nun wenden wir uns der Definition einer fast analytischen Funktion zu. Seien O eine
offene Teilmenge vom Cn und S eine abgeschlossene Teilmenge von O. Eine auf O glatte
Funktion f heißt auf S fast analytisch, sofern ∂f flach auf S ist.
Damit schließen wir wie folgt auf die Definition einer fast analytischen Fortsetzung.
Wir notieren durch A(O,S) den Raum aller auf O glatten Funktionen, die auf S fast
analytisch sind. Desweiteren fu¨hren wir die Schreibweisen OR := O ∩ Rn und O˜R :=
OR + iRn ⊂ Cn ein. Seien nun O eine offene Teilmenge vom Cn, die in O˜R enthalten
ist, und N (O,OR) der Raum der auf O glatten Funktionen, die auf OR flach sind. Dann
stellen nach Lemma 2.3 aus [13] die Einschra¨nkungen auf OR einen Isomorphismus von
A(O,OR)/N (O,OR) auf C∞(OR) dar. Folglich la¨ßt sich jede Funktion f ∈ C∞(OR) als
A¨quivalenzklasse auf OR fast analytischer Funktionen modulo Funktionen aus N (O,OR)
auffassen. Einen Repra¨sentanten dieser A¨quivalenzklasse nennen wir eine fast analytische
Fortsetzung von f in O.
Die Konstruktion einer fast analytischen Fortsetzung f˜ der Funktion f ergibt sich mit
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Hilfe der Darstellung
f˜(z) =
∑
α
1
α!
(iy)α∂αx f(x)h(|y|/|α|).
Hierbei wird die Summe u¨ber alle Multiindizes nichtnegativer ganzer Zahlen gebildet. Fer-
ner notiert z := x+ iy die komplexe Variable und (n)n∈N eine geeignet gewa¨hlte, monoton
fallende Nullfolge. Desweiteren wird mit h eine glatte Abschneidefunktion bezeichnet, die
auf R definiert ist und h(t) = 1 fu¨r |t| < 1 und h(t) = 0 fu¨r |t| > 2 genu¨gt.
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