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Quantum dots in cavities have been shown to be very bright sources of indistinguishable single
photons. Yet the quantum interference between two bright quantum dot sources, a critical step
for photon based quantum computation, has never been investigated. Here we report on such a
measurement, taking advantage of a deterministic fabrication of the devices. We show that cavity
quantum electrodynamics can efficiently improve the quantum interference between remote quantum
dot sources: poorly indistinguishable photons can still interfere with good contrast with high quality
photons emitted by a source in the strong Purcell regime. Our measurements and calculations show
that cavity quantum electrodynamics is a powerful tool for interconnecting several devices.
PACS numbers: 78.67.Hc,42.50.Ar,42.50.Dv,42.50.Pq,42.50.St
Recent years have seen impressive progresses in the im-
plementation of quantum functionalities using semicon-
ductor quantum dots (QDs). The strong anharmonicity
of the QD energy levels [1] has been used to generate
flying quantum bits in the form of single-photons [2] or
entangled photon pairs [3, 4], to map and optically ma-
nipulate the quantum information encoded onto a single
stationary electron [5, 6] or hole spin [7] as well as to
implement optical logic gates [8–10]. The potential of
QD-based single-photon sources lies in their determinis-
tic and pure quantum statistics, as opposed to the para-
metric down-conversion sources currently used in quan-
tum optics. At saturation, the QD emits a single-photon
with a probability close to one, with an evanescent prob-
ability of emitting a second photon. To fully benefit from
this statistics, novel strategies have been developed to ef-
ficiently collect emitted photons from the high refractive
index materials such as inserting the QD in a nanowire
on a metallic mirror [11] or in a micropillar cavity [12].
Since the first demonstration in 2002 [2], the coales-
cence of photons successively emitted by a single QD has
been widely investigated. Various strategies have been
developed to minimize the environment-induced dephas-
ing (phonons, charge noise). One approach consists in
using a strictly resonant excitation to create directly the
carriers into the QD state and reduce the time-jitter of
the photon emission [9, 14–18]. Another approach con-
sists in using the Purcell effect by inserting the QD in
a microcavity. The acceleration of spontaneous emission
reduces the effect of dephasing [2, 12, 19] and leads to
an efficient extraction of photons: ultra-bright sources of
highly indistinguishable photons were recently reported
using this approach [12].
The scalability of a quantum network based on QDs re-
lies on the possibility of interconnecting two QD devices.
Pioneer steps have been made in this direction investigat-
ing the two-photon interference between single-photons
emitted by remote QDs in planar structures [20–23]. Un-
der non-resonant excitation, the coalescence probability
is limited to 25-40 % by the dephasing processes on each
source [20–22]. The use of a resonant, narrow excitation
line has led to a higher coalescence probability (up to
80%) [23]. Such technique has not yet been combined
with an efficient extraction of the photons. Besides, it
relies on an effective filtering of the events where both
QD transitions are precisely at the laser frequency and
is not compatible with a high brightness of the devices.
In the present work, we demonstrate that the Purcell ef-
fect, which allows efficient collection of photons, is also
a powerful tool to improve the coalescence probability
from remote sources. We study for the first time the
quantum interference of remote QD bright sources, each
of them consisting of a single InGaAs QD embedded in
a microcavity. Accelerating the spontaneous emission of
one source is shown to improve the two source coales-
cence probability by efficiently overcoming the effect of
pure dephasing of the other source.
Although it is an essential tool for scalable solid state
quantum information processing, remote QD source in-
terference has been scarcely studied [20–23] and never for
QDs in cavities which have been shown to be the bright-
est sources of indistinguishable single photons to date
[12]. Indeed, this requires to control both the spatial and
spectral tuning of each QD to a given cavity mode as
well as the respective spectral tuning of the two devices.
This highly challenging step is achieved here owing to a
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2deterministic fabrication of the QD-cavity devices. The
micropillar devices are fabricated from the same planar
microcavity sample consisting of a bottom (top) Bragg
mirror with 32 (18) λ/4 GaAs/Al0.95Ga0.05As layers, sur-
rounding an adiabatic cavity embedding a dilute InGaAs
QD layer in its center (see Ref.[24, 25] for details). Mi-
cropillar cavities are laterally centered on single selected
QDs with a 50 nm accuracy using the optical in-situ
lithography technique [26]. The cavity diameter is ad-
justed for each QD so as to match the cavity and QD res-
onances. Two in-situ lithography steps were performed
on two parts of the same 1 cm2-area sample so as to
fabricate a dozen of micropillar on each. After the pil-
lar etching, the sample was cleaved in two pieces, which
were inserted in two separated cryostats with indepen-
dent temperature-tuning [see Fig. 1(a)]. Two pillars pre-
senting the same diameter in each cryostat are studied,
each of them, deterministically coupled to a QD, referred
to as QD A and QD B hereafter.
FIG. 1: (a) Scheme of experimental setup (see text for de-
tails). (b) QD A emission as function of temperature and
energy. The QD A exciton line (X) is resonant to the bare
cavity mode (CM) at 22 K. (c) Decay time of QD A exciton
line (TA1 ) deconvoluted from the temporal resolution of the
setup vs. δCM−X. The spectral range used for the two-source
interference is marked with a grey, vertical stripe. (d) Decay
of the neutral exciton emission of QD A (QD B) in a black
(red) color line for δCM−X = 0.
First, we individually characterize the performances of
each single photon source. A single Ti-Sapphire laser,
providing 3 ps-long light pulses at a 82 MHz repetition
rate, is used to excite both devices, so as to obtain syn-
chronized single-photons from each source. To obtain a
good single-photon purity in a regime of strong Purcell
effect, the QD devices are excited with a laser energy
below the wetting layer resonance [27]. A common exci-
tation state, at 1.370 eV, was found for both QDs. For
both devices, the QD resonance is spectrally very close
to the mode resonance at 10 K. The fine spectral match-
ing is obtained by increasing temperatures that shift the
exciton lines to lower energies throughout the CM res-
onance [Fig.1(b)]. Figure 1(c) shows the decay time of
the QD A neutral exciton line as a function of the energy
detuning δCM−X = ECM − EX . When reducing δCM−X,
the X decay time decreases, to reach a minimum value of
TA1 = 140 ± 40 ps at resonance (δCM−X = 0). A similar
study performed on the neutral exciton in QD B gives
a lifetime of TB1 = 470 ± 30 ps at resonance. The dif-
ference in lifetime observed for QD A and QD B can be
explained by a different coupling to acoustic phonon, re-
sulting is different effective Purcell effect as recently dis-
cussed [24]. The setup used for QD A could be carefully
calibrated and a state of the art brightness was demon-
strated: at saturation, a single photon is emitted for each
pulse by the QD and is collected with a 74 ± 5% prob-
ability in the first lens. The experimental configuration
on the other setup did not allow such a calibration for
QD B.
FIG. 2: Measured autocorrelation function of QD A (a) and
QD B (b) exciton lines. (c,d) Correlation histograms measur-
ing the indistinguishability of photons successively emitted by
QD A and QD B, respectively. Black lines are a fittings to the
experimental data with MA = 75% for QD A and MB = 19%.
As a comparison, the red lines are the calculated curves for
M = 1, considering the measured values for g(2)(0), , R and
T values.
The single-photon emission is quantified by sending the
photons emitted by each device, after coupling into a
single mode fiber (SMF), to an a Hanbury Brown-Twiss
setup: photons impinge on a 50:50 beam splitter (BS)
with outputs coupled to spectrometers for spectral filter-
ing and single-photon avalanche diodes (SPADs). Figures
2(a,b) present the autocorrelation functions measured for
both devices. A good single-photon purity is obtained for
both with an integrated g(2)(0) for the zero delay peaks
of g
(2)
A (0) = 10± 3% for QD A and g(2)B (0) = 9± 3% for
QD B.
The indistinguishability of successively emitted pho-
tons for each source is measured by exciting each device
3twice using a 2.3 ns delay line on the excitation laser line
(see supplementary). The photon indistinguishability is
measured through the mean wave packet overlap (M) as
defined in Ref. [2]. For perfectly indistinguishable pho-
tons M = 1, g(2)(0) = 0 and perfect experimental setup,
no signal should be observed at zero delay. Obtaining a
good wave packet overlap for successively emitted pho-
tons requires choosing properly the excitation wavelength
for each source [12]. With the experimental limitation of
using the same excitation line for both sources, we chose
to maximize the indistinguishability on one source (QD
A) that also presents the strongest effective Purcell. Un-
der these excitation conditions, we measure M for each
source: it is as high as MA = 75±5% for QD A, but only
MB = 19± 15% for QD B [Figs. 2(c,d)].
The indistinguishability of photons emitted by a QD is
mostly limited by charge noise [12, 22, 28] that can lead to
a time dependent variation of the X energy (spectral dif-
fusion) or pure dephasing mechanisms, depending on the
time scale of the charge fluctuations [29]. Here, we can
equally well account for all our experimental observations
(including the two-source interference presented below),
with both approaches. Thus, we use a pure dephasing
description, which allows deriving analytical equations
for the two-source interference. In this framework, the
indistinguishability of sequentially emitted photons by a
single source is given by M =
T∗2
T∗2 +2T1
= γγ+γ∗ , where
T1 (γ) is the decay time (rate) of the X transition and
T ∗2 (γ
∗/2) is the pure dephasing time (rate). We deduce
a dephasing T ∗2 between 500 ps and 1500 ps (50 ps and
450 ps) for QD A (QD B) considering TA1 = 140± 40 ps
(TB1 = 500± 30 ps).
We now characterize the two-source interference by
measuring the photon coalescence for different spectral
detunings of the sources: QD B is kept to a fixed tem-
perature where δBCM−X = 0 and the temperature of QD
A is varied over 1.7 K to tune the spectral detuning
∆E = EBX − EAX of the two sources [Fig. 3(a)]. The
QD excitations are respectively delayed so that the gen-
erated single-photons impinge simultaneously on the two
inputs of the BS. The photon correlation on the two out-
put SPADs allows deducing the mean wave packet over-
lap for the two sources M(A+B) using the area A0 of
the zero delay peak (see supplementary). Figure 3(b)
presents the zero delay peak of the correlation curve for
the sources detuning ∆E = −3 µeV (black) and +85
µeV (red). A clear decrease of the zero delay peak area
is observed when the two sources are in resonance, show-
ing the increased photon coalescence probability. Figure
3(c) presents the measured M(A+B) as a function of ∆E.
For large detunings, it is observed that M(A+B) = 0,
as expected for distinguishable photons. At ∆E = 0, a
mean wavepacket overlap M(A+B) = 40±4% is observed,
a value largely exceeding MB . Moreover, the two-photon
interference takes place on a spectrally broad spectral
FIG. 3: (a) Emission spectra for QD B at 19 K (red bottom
line) and QD A for various temperatures (black lines) . (b)
Measured correlation of the two-source interference at two
values of ∆E: (I)−3 µeV (black) and (II) +85 µeV (red). Full
lines are fits to the experimental data. (c) Measured M(A+B)
as a function of ∆E. Lines are fits to the experimental data
using the parameters indicated in the legend. The particular
detunings (I) and (II) are labeled in the panel.
range, with a full width at half maximum of ∼ 15 ± 5
µeV, three time larger than previous observations with
QDs in planar structure [21]. In the following, we dis-
cuss how the two source interference is enhanced by use
of Purcell effect.
If both sources undergo pure dephasing, M(A+B) for
the two photons overlap is:
M(A+B) =
γAγB
γA + γB
γA + γB + γ
∗
A + γ
∗
B
(∆E~ )
2 + 14 (γA + γB + γ
∗
A + γ
∗
B)
2
(1)
(see supplementary)
The linewidth of the two photon interference is thus
given by the sum of each emitter linewidth. The strong
Purcell effect on QD A, contributing through γA, leads
to a significant increase of the spectral range over which
the two-source quantum interference takes place.
As shown in Fig. 3(c), our experimental observations
can well be reproduced with MA=0.75, γB = 2.1 ns
−1,
5.6 < γA < 7.1 ns
−1 and 0.2 < MB < 0.3, which are con-
sistent with the measurements performed on each source
within the error bars. The two-source coalescence prob-
ability reaches MA+B = 40 ± 4%, an intermediate value
between MA = 75±5% and MB = 19±15%. Yet, as dis-
cussed now, this value does not result from a simple aver-
aging of the values obtained for each source. Controlling
the spontaneous emission on QD A actually significantly
4improves MA+B .
FIG. 4: (a) Calculated photon overlap M(A+B) at ∆E = 0
as a function of QD A decay time TA1 (with a fixed MA =
75%) for different values of MB . The decay time of QD B is
fixed at TB1 = 470 ps. Red, dashed line indicates the optimal
values of TA1,opt where M(A+B)(∆E = 0) is maximum. The
vertical, dashed line indicates the situation where the two
sources present the same decay time. (b) (Left, vertical axis)
Optimal photon overlap M(A+B)(∆E = 0) obtained at T1,A =
TA1,opt and T
B
1 = 470 ps in a full, red (dashed, black) line for
MA = 1 (MA = 0.75). The grey, dashed line indicates the
indistinguishability when both sources are identical. (Right,
vertical axis) TA1,opt decay time as function of MB for a value
of MA = 1 (0.75) in a red, dot-dashed (black, dotted) line.
Figure 4(a) presents the calculated M(A+B) for ∆E =
0 as a function of the decay time of QD A for various
values of MB . The lifetime of QD B is fixed to T
B
1 = 450
ps and MA = 75%. The vertical, dashed line indicates
the situation where the two sources present the same
decay time. The coalescence probability is optimal for
sources with identical lifetime only for MA ≈MB . When
MB < MA, the maximum probability of coalescence is
obtained for an optimal value of TA1 (T
A
1,opt) that de-
pends on MB : the lower the indistinguishability of suc-
cessively emitted photons by QD B source, the stronger
the Purcell factor on QD A should be to overcome the
pure dephasing on QD B. In other words, the faster the
decoherent processes on XB are, the faster QD A emis-
sion should be to compensate them. The grey area in
Fig. 4(a) presents the conditions reached in the current
measurements where this effect is demonstrated.
For the optimal value TA1,opt, the coalescence proba-
bility of the two-source interference significantly exceeds
MB . Figure 4(b) presents in the left, vertical axis the
best achievable overlap M(A+B) as a function of MB
obtained with TA1 = T
A
1,opt for the case of the present
measurement MA = 75% (black, dotted line) and for
MA = 100% (red, full line). The grey, dashed line allows
comparing the best achievable overlap to the case where
both sources are identical. The right, vertical axis shows
the value of TA1,opt as function of MB that renders the op-
timal coalescence probability M(A+B). For MB < MA,
the best achievable overlap in the two-source experiment
is significantly larger than the one obtained for photons
successively emitted by QD B and exceeds the one ob-
tained considering a source with the same lifetime.
In solid-state systems, where dephasing is a limitation
to scalability, cavity quantum electrodynamics is shown,
for the first time in a two-source experiment, to be a
powerful asset. The Purcell effect, known to improve the
indistinguishability of photons successively emitted by a
single source, is shown to enhance the quantum inter-
ference of remote sources. This result is crucial for the
scalability of QD-based quantum networks, where the im-
perfections of one device can be efficiently compensated
by a highly indistinguishable single-photon source with a
controlled lifetime.
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EXPERIMENTAL METHODS
Indistinguishability of successively emitted photons
To measure the indistinguishability of successively emitted photons for each source, each device is excited twice
using an additional 2.3 ns delay line on the excitation laser line. The emitted single-photons, coupled into the SMF,
are non-deterministically split using a 50:50 fiber-based BS and then sent to the two inputs of a cube BS. A 2.3 ns
fiber delay line is added on one of the outputs of the fiber BS so that the two photons reach the BS at the same
time. A polarizer is inserted between the collection objective and the SMF to collect photons polarized along the
QD axes. This polarization is further adjusted before the two inputs of the BSs with polarizers and fiber-paddles.
The temporal coincidences are measured with two SPADs at the outputs of the cube BS after spectral filtering with
spectrometers (17 pm resolution). The photon indistinguishability is measured through the mean wave packet overlap
(M) as defined in Ref. [S2]. For the present experimental configuration, the measured area of the peak at zero delay
(A0) compared to the area of the lateral peaks at ± 2.3 ns (A±2.3ns) allows deducing M using:
M =
1
(1− )2
[
2g(2)(0) +
R2 + T 2
2RT
− A0
A−2.3ns +A+2.3ns
(
2 + g(2)(0)
(R2 + T 2)
RT
)]
(S1)
where  = 0.88 ± 0.03 is the interference fringe contrast measured with a coherent laser, and R = 0.40 ± 0.02 and
T = 0.50± 0.02 are the BS intensity reflection and transmission, respectively.
Coalescence with remote sources
To measure the indistinguishability of photon emitted by QD A and QD B, the QD excitations are respectively
delayed so that the generated single-photons impinge simultaneously (with a temporal accuracy of ∼ 8 ps) on the two
inputs of the BS. The photon correlation on the two output SPADs allows deducing the mean wave packet overlap
using the area A0 of the zero delay peak and the area A12.2ns of the 12.2 ns peaks coming from the laser repetition
rate:
M(A+B) =
1
(1− )2
[
g(2)A(0) + g
(2)
B(0)
2
+
R2 + T 2
2RT
− (R+ T )
2
2RT
A0
A12.2ns
]
(S2)
2THEORY OF THE TWO-SOURCE WAVE PACKET OVERLAP
We consider two photon wave packets sent on the two input ports (denoted A,B) of a beam splitter. The normalized
probability pc of coincidence detection in the two output ports (denoted C,D) reads [S1]
pc =
∫
dt1
∫
dt2g
(2)
CD(t1, t2)[∫
dt〈aˆ†C(t)aˆC(t)〉
] [∫
dt〈aˆ†D(t)aˆD(t)〉
] , (S3)
with
g
(2)
CD(t1, t2) = 〈aˆ†C(t1)aˆ†D(t2)aˆD(t2)aˆC(t1)〉. (S4)
The beam splitter generates a unitary transformation of the form(
aˆC
aˆD
)
=
( √
T −√Re−iφ√
Reiφ
√
T
)(
aˆA
aˆB
)
. (S5)
In the limit of single photon wavepackets (i.e. g
(2)
AA = 0 and g
(2)
BB = 0), and assuming no phase correlations between
the two sources, it can be expressed in terms of the input fields A and B as:
g
(2)
CD(t, t+ τ) = T
2〈a†A(t)aA(t)〉〈a†B(t+ τ)aB(t+ τ)〉+R2〈a†A(t+ τ)aA(t+ τ)〉〈a†B(t)aB(t)〉
−TR〈a†A(t)aA(t+ τ)〉〈a†B(t+ τ)aB(t)〉 − TR〈a†A(t+ τ)aA(t)〉〈a†B(t)aB(t+ τ)〉.
(S6)
Within the Markov approximation, the wave packets sent by the two-level systems in A and B initially excited at
t = 0 reads:
〈a†A(t)aA(t+ τ)〉 = nAγAe−γAte−iωAτe−(γA+γ
∗
A)τ/2, (S7)
〈a†B(t)aB(t+ τ)〉 = nBγBe−γBte−iωBτe−(γB+γ
∗
B)τ/2, (S8)
where γA (γB) is the radiative decay rate of the emitter A (resp. B), ωA (ωB) is its angular frequency, γ
∗
A/2 (γ
∗
B/2)
is its pure dephasing rate, and nA (nB) is the probability of photon emission per wave packet for the emitter A (resp.
B). Hence g
(2)
CD can be rewritten as
g
(2)
CD(t, t+ τ) = nAnBT
2e−(γA+γB)te−γBτ + nAnBR2e−(γA+γB)te−γAτ
−nAnBTRe−(γA+γB)te−(γA+γ∗A+γB+γ∗B)τ/2
[
ei∆ωτ + e−i∆ωτ
]
.
(S9)
where ∆ω = ωB − ωA. Integrating over the two time variables gives∫ ∞
0
dt1
∫ ∞
0
d2t2 g
(2)
CD(t1, t2) = 2
∫ ∞
0
dt
∫ ∞
0
dτ g
(2)
CD(t, t+ τ)
=
2nAnB
γA + γB
∫ ∞
0
dτ
[
T 2e−γBτ +R2e−γAτ − TRe−(γA+γ∗A+γB+γ∗B)τ/2 (ei∆ωτ + e−i∆ωτ)]
=
2nAnB
γA + γB
[
T 2
γB
+
R2
γA
− TR (γA + γB + γ
∗
A + γ
∗
B)
∆ω2 + [(γA + γB + γ∗A + γ
∗
B)/2]
2
]
.
(S10)
On the other hand we have∫ ∞
0
dt〈aˆ†C(t)aˆC(t)〉 =
∫ ∞
0
dt
[
T 〈aˆ†A(t)aˆA(t)〉+R〈aˆ†B(t)aˆB(t)〉
]
=
TnA
γA
+
RnB
γB
,
(S11)
3∫ ∞
0
dt〈aˆ†D(t)aˆD(t)〉 =
RnA
γA
+
TnB
γB
. (S12)
For a balanced beam splitter (i.e. T = R = 1/2), by plugging Eqs. S10, S11 and S12 in Eq. S3 we obtain
pc =
1
2
(1−M(A+B)) (S13)
where M(A+B), defined as the mean wave packet overlap, is given by
M(A+B) =
γAγB
γA + γB
(γA + γB + γ
∗
A + γ
∗
B)
∆ω2 + [(γA + γB + γ∗A + γ
∗
B)/2]
2 . (S14)
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