We develop a model and a numerical estimation scheme for a Bayesian approach to inference in case-control studies with errors in covariables. The model proposed in this paper is based on a nonparametric model for the unknown joint distribution for the missing data, the observed covariates and the proxy. This nonparametric distribution de nes the measurement error component of the model which relates the missing covariates X with a proxy W. The oxymoron \non-parametric Bayes" refers to a class of exible mixture distributions. For the likelihood of disease, given covariates, we choose a logistic regression model. By using a parametric disease model and nonparametric exposure model we obtain robust, interpretable, results quantifying the e ect of exposure. Some
Introduction
We develop a model and a numerical estimation scheme for a Bayesian approach to inference in case-control studies with errors in covariables. In epidemiology covariates are frequently measured with error substantial enough that it can seriously a ect the assessment of the relation between risk factors and disease outcome (Carroll, Spiegelman, Lan, Bailey & Abbott 1984) . Although there are situations where it is possible to obtain accurate measurements of the covariate, at a substantially higher cost, for the majority of the observations these measurements will not be available. Nevertheless, the validation group can be used to form a model that indirectly links the error-prone measurement to the disease outcome, through its relation to the error-free measurement.
This general topic of measurement error models has received a considerable amount of attention in the frequentist literature (e.g., Fuller, 1987; Stefanski & Carroll, 1990 ), but until recently has received relatively little attention in the Bayesian literature (e.g., Zellner, 1971) . With the introduction of Markov chain Monte Carlo sampling methods a barrage of literature has recently appeared on this subject. For example, see Stephens & Dellaportas (1992) , Dellaportas & Stephens (1995) , Richardson & Gilks (1993) and Mallick & Gelfand (1994) .
For a summary of di erent designs and traditional methods for inference in casecontrol studies see, for example, Breslow & Day (1980) . Frequentist approaches to inference in case-control studies with errors in variables are discussed in Armstrong, Howe & Whittemore (1989) , Buonaccorsi (1990) , Satten & Kupper (1993) , Carroll, Gail & Lubin (1993) , and Roeder, Carroll & Lindsay (1996) . In the Bayesian literature, Zelen & Parker (1986) deal with case-control studies when the risk factor is a binary variable, measured without error.
In a traditional case-control study, a binary response D is observed for each subject, together with covariates X and Z, where Z may be vector valued. The retrospective sample is chosen by sampling n 1 cases (subjects with D = 1), and n 0 controls (subjects with D = 0) from the population, i.e., the prevalence of cases in the sample is xed to n 1 =(n 0 + n 1 ) by design. The errors in variables aspect of the problem arises when, for some subjects, a proxy W is measured instead of the exact covariate X. We refer to this subset of the data as the \reduced data". In a traditional validation study, for the remaining subjects, the \complete data", we have observations on both, the gold standard X and the proxy W. The validation sample allows us to build a link between the gold standard and the proxy. A typical application is the study of a rare disease with a covariate which is expensive to measure, or unavailable for some subjects.
The approach proposed in this paper is based on a nonparametric model for the covariates, the exposure model. For the reduced data, this nonparametric distribution models the joint distribution of the observed covariates (Z; W) and the missing covariate (X). For the complete data, the same distribution models the joint distribution of the observed covariates (X; Z; W). Here the oxymoron \nonparametric Bayes" refers to a class of exible mixture distributions, obtained by using mixture of normal models with a Dirichlet process prior on the mixing measure (Antoniak, 1974; Escobar & West, 1995) in a hierarchical model. For the prospective likelihood, the disease model, we choose a logistic regression model. By using a parametric disease model and nonparametric exposure model we obtain robust, but readily interpretable, results quantifying the e ect of exposure on the disease. This semiparametric Bayesian model is similar in avor to a model proposed for randomized block designs by Bush & MacEachern (1996) .
The semiparametric model we present for case-control models with errors in covariables, although complex in structure, is simple to implement. In Section 2 we introduce the probability model, with emphasis on the disease model and the key features of the exposure model. In Section 3 we outline the steps of the Markov chain Monte Carlo methods used to obtain inferences about the logistic parameters. In Section 4 we elaborate the details of the exposure model, explaining how to use Bayesian sampling techniques to obtain the relevant posterior information. In Section 5 we provide details for implementation and initialization of the entire procedure. Finally, in Section 6 we provide examples. One set of examples are large scale Monte Carlo simulations with simulated data, and the other is a data set from epidemiology.
2 The Model
The Retrospective Model
The subset of data with measurements on X; W; Z; D, known as the validation data or the complete data, consists of n C0 controls and n C1 cases. The remaining n R = n R0 + n R1 observations, known as the reduced data, do not have measurements on X. We use C f1; : : : ; ng to denote the indices of the complete data, and R f1; : : : ; ng for the reduced data. We let X R and X C denote the sub-vectors of (X 1 ; :::; X n ) corresponding to the reduced and complete data sets, respectively, and let Y = (X C ; W; D; Z) denote the vector of observed data.
We choose a Bayesian approach. In the case-control setup we x the responses D i and record the covariates Z i ; W i and X i . Hence the relevant likelihood is the \ret-rospective" likelihood p(X i ; Z i ; W i jD i ; ; ) for complete data and p(Z i ; W i jD i ; ; ) for the reduced data. Later, in (4) and (5), we will introduce a particular parametric model, in anticipation of which we write the parameter vector partitioned as ( ; ). In the jargon of measurement error models, this is equivalent to assuming a nondifferential measurement error (e.g., Carroll, Gail & Lubin 1993 We assume that the conditional probability of a case, in the source population, can be modeled by the logistic equation.
where K L (v) = 1=f1 + exp(?v)g and T 1 ( ) and T 2 ( ) denote monotonic transformations of X i and Z i .
It is well known that, if neither the prevalence of cases in the source population nor p(X; Z) is known, the retrospective likelihood (2) is not identi able. Although ( 1 ; 2 ), the parameters of interest, are identi able, there is an entire equivalence class of values for 0 and p(X; Z) that generate equivalent likelihoods (Roeder, Carroll & Lindsay 1996) . Pairs in this equivalence class are linked by a parameter that de nes the prevalence of cases in the source population. In the context of the model and notation introduced above, this result is summarized in the following two lemmas; to simplify notation we suppress (Z; W) and assume T(X) = X. (ii) there is a one-to-one mapping between 0 2 R and 2 (0; 1), i.e., the models in P can alternatively be indexed by 0 2 R; (iii) if X is discrete, there is a one-to-one mapping between p(X), p 2 P and 2 (0; 1). Proofs: Lemma 1 is trivially true by de nition of P. i.e., 0 = log fp (X 0 jD = 1)=p (X 0 jD = 0)g + log f(1 ? )= g ? 1 X 0 . Thus, for a given p , there is a one-to-one mapping between 2 (0; 1) and 0 2 R. Part (iii) follows from p(X) = p (XjD = 1) + (1 ? )p (XjD = 0). The case p (XjD = 0) = p (XjD = 1) = c for all X is easily treated as special case. Also, note that the argument remains correct in arbitrary probability spaces if we replace p(X) by pr(X 2 A) and p(XjD = 1) by pr(X 2 AjD = 1) for all measureable subsets A in the appropriate sigma algebra.
2
Lemma 1 tells us that we cannot hope for the data to distinguish among the models p 2 P. Luckily, this is not an issue as far as the parameter of interest, 1 , is concerned. All models in P have the same logistic slope 1 . We can arbitrariliy select one either by xing 2 (0; 1), or, equivalently, 0 2 R. However, this argument about the retrospective likelihood only carries over to posterior inference on 1 if 0 ; 1 are a priori independent, and if p(X) is not otherwise constrained. Below we will introduce a structure and prior model for p(X) which would, at least conceptually, allow us to keep 0 in the parameter vector. However, the implied posterior on 0 would be an artifact of the particular choice of the prior model on p(X). The data contain no information about 0 , in the sense explained in Lemma 2. Thus we prefer instead to constrain the model by xing 0 or using an informative prior p( 0 ).
A Mixture Model for the Covariates
The full model speci es a prospective logistic for D i , given T 1 (X i ); T 2 (Z i ), and a mixture model for X i ; Z i ; W i . Let ' (:) denote a multivariate normal probability density function with moments = ( ; ), and let G DP( G) denote that G is a random measure generated by a Dirichlet process with base measure G, where G is a probability measure and > 0 is a total mass parameter (notation due to Antoniak 1974) .
G DP( G):
In words, we assume a mixture of multivariate normal model for the distribution on the covariates (X; Z; W), with a Dirichlet process prior model on the unknown mixing measure. Use of the multivariate normal kernels in the mixture implicitly assumes continuous covariates. Categorical covariates require di erent approaches, for example, log-linear models instead of the mixture of normals. This would lead to important extensions of the case-control study model. The mixture in (5) can be resolved by
We will discuss further details of the mixture model in Section 4. Until then we will condition on = ( 1 ; : : : ; n ) and do not require details of the prior on the mixing measure.
Conditional on a given base measure G and logistic parameters , equations (4) and (6) de ne a probability model for (X i ; Z i ; W i ; D i ). We assume a noninformative prior p( 1 ; 2 ) / const and a hyperprior on G, details of which are given in (A1.4), Appendix 1.
3 Estimation of the Logistic Parameters and the Latent Data Estimation of the model is possible by a combination of Markov chain Monte Carlo techniques; see, for instance, Smith & Roberts (1993) and Gilks et al. (1993) . A direct implementation of the Gibbs sampling scheme is given by simulating the Markov chain described by the following steps.
(i) Start with an initial guess = ( 1 ; 2 ); ; X R for the parameters and missing data.
(ii) Replace by a draw from p( j ; X R ; Y ), i.e., the conditional posterior of given the current values for the missing data X R , the observed data Y = (X C ; W; D; Z) and .
(iii) Replace X R by a draw from p(X R j ; ; Y ). In the examples in x 6 we relied on Geweke's (1992) diagnostic for stationarity of the simulated series, after a burn-in of T 0 iterations.
(vi) Any desired posterior inference can now be computed from the Monte Carlo sample of simulated states t ; X t R over iterations t = T 0 ; : : : ; T. In Section 6 we used T 0 = 1000.
Steps (ii) { (iv) describe the transition probability of a Markov chain in ( ; ; X R ).
By construction, the stationary distribution of this chain is the desired posterior dis-tribution p( ; ; X R jY ). Most posterior inferences take the form of integrals with respect to the posterior, such as the posterior mean = R dp( ; ; X R jY ), and such posterior integrals can be approximated by ergodic averages. For example f1=(T ? T 0 )g P t , where t denotes the value of after t iterations of the Markov chain. Unfortunately this scheme is hindered by the format of the conditional distributions p( j ; X R ; Y ) and p(X R j ; ; Y ). Neither allows e cient random variate generation in steps (ii) and (iii). Therefore, we use an implementation of the Metropolis algorithm to replace step (ii), and an independence chain step to replace (iii); see Appendix 2, and, for example, Tierney (1994) for a discussion of the Metropolis algorithm and independence chain for posterior exploration. 4 The Mixture Model for p(X; Z; W)
We choose the Dirichlet process to formalize a prior distribution on the mixture model in (5) because of the relatively parsimonious parameterization and because it allows us to keep the number of terms in the mixture unrestricted. However, the focus of this model is on estimating the prospective likelihood. Many other mixture models would lead to very similar inference on the logistic parameters.
Here we merely present a few key features of the Dirichlet process prior model, and we introduce a posterior simulation scheme to implement inference in Appendix 1; for more on mixture models with Dirichlet process priors see Escobar & West (1995) , West, M uller & Escobar (1994) and M uller, Erkanli & West (1996) . Important implications of assuming G DP( G) in (5) and (6) see Sethuraman and Tiwari (1982) .
(ii) Let k denote the number of distinct i among f 1 ; : : : ; n g in (6). Given k, model (6) reduces to a mixture of k normals, i.e., k can be thought of as the size of the mixture (6). Asymptotically, as n ! 1, k has an a priori mean of log(n).
(iii) The random measure G generated by the Dirichlet process has mean E(G) = G. The total mass parameter controls the a priori variation of G. The larger the , the closer will G tend to be to G. The limiting cases, as ! 1 and as ! 0, correspond to mixtures of xed size k = n and k = 1, respectively.
(iv) Marginally, each i in (6) is a priori a sample from the base measure, i.e., In Section 6.2 we initialized the missing data values X i by tted values from a linear regression estimated from the complete data (X C ; W C ). In the simulation examples of Section 6.1 we initialized by the true simulated values to enable us to use shorter simulation runs. The initialization in a Markov chain Monte Carlo scheme only a ects the length of the initial burn in, but does not change the asymptotic distribution and the nal inference
The parameter vector was initialized by the maximum likelihood estimator using X C and the initial guesses for X R . In view of Lemmas 1 and 2, the logistic intercept was xed at its initial value. The parameters of the mixture model (6) The covariance matrices simply re ect the scale of the problem and knowledge that W is a proxy of X; I denotes the 3 3 identity matrix.
To determine termination of the simulations we relied on the convergence diagnostic proposed by Geweke (1992) and simple inspection of the simulated trajectories.
The marginal posterior distributions shown in the gures are estimated as posterior integrals over the corresponding conditional posterior, e.g.:p( 1 jY ) = 1=T P p( 1 j t ; Y ), where t denotes all missing data and parameters, except for 1 , after t iterations of the chain. In Example 6.2 and for Fig. 1 (Example 6.1(i)) we used T = 10; 000 iterations. The rst T 0 = 1000 iterations were discarded, and, for the evaluation of the bivariate distributions for Figs. 1 and 2, we only used every 100-th iteration thereafter. The reported posterior quantiles and means are based on all simulations, excluding only the initial T 0 burn-in. For the Monte Carlo study, Table 1 , we used run lengths of T = 300, discarding the initial T 0 = 100 as burn-in.
Simulations in both examples were implemented as C programs on a DEC-station 3000/500x and took 79 minutes CPU time for the long run (T = 10; 000) of the simulated example (i), and 47 minutes CPU time for the analysis of the cholesterol data, in both cases excluding the time spent in evaluating the bivariate predictive and posterior distributions on a grid for Figs Only examples (i) and (ii) are within the assumed model (4) and (5). In example (ii), d = 0:25; 0:5; 1:0 and 3:0 are considered to have small, moderate and moderately large and large measurement error, respectively. Examples (iii) and (iv) simulate data with di erential measurement error. This is achieved in (iii) by introducing heteroscedasticity over d = 0; 1. Example (iv) also adds di erential mean functions for E(WjX).
In all examples, the indicators D i were sampled from a prospective model with 0 = ?3:09, = (0:5; 0:2), where the logistic was linear in T 1 (X) = exp(X) and T 2 (Z) = exp(Z). From a simulated population of N = 2000, a retrospective sample of n 1 = 120 cases and n 0 = 120 controls was sampled. The rst n c1 = 40 cases and the rst n c0 = 40 controls were used as the complete data set. The remaining n R1 = 80 and n R0 = 80 observations form the reduced data set. For examples (i) and (ii), we also included simulations with the same setup, but without the reduced sample, i.e., n R0 = n R1 = 0, to examine by contrast the amount of information gleaned from the reduced sample. Except for problem (iv), the posterior mean is almost unbiased. Inference is robust against heteroscedasticity over cases and controls, but is sensitive to a di erential mean function. In all cases of example (ii), inclusion of the reduced data did reduce the average posterior variance, even with large measurement error, Some comparisons can be made with the pseudo-likelihood method presented by Carroll et al. (1993) . For example (ii), with small, medium and moderate measurement errors, we were able to compare the increase in information obtained by using the full dataset, rather than just the complete data. Carroll et al. (1993) reported the mean squared error computed using the full data set divided by the mean squared error computed using the complete data only. For these three models they obtained ratios of 0.32, 0.34 and 0.55 using their non-di erential error model. We obtained somewhat better results (0.28, 0.29 and 0.43) which suggest that our method is more e cient than theirs. Although direct comparisons cannot be made NOTE: See x 6.1 for details. E is the average posterior mean, V is the average posterior variance, CP is the coverage probability for a central 70% posterior interval. F indicates that the full data set was used for the analysis, while C indicates that only the complete data were used. Sampling errors are around 0.01, 0.004 and 0.05
for columns E, p V and CP, respectively. from a comparison of our Table 1 to their Table 3 for any other examples, it is clear that the di erential error model of Carroll et al. (1993) will outperform ours for models such as example (iv) which have di erential errors. On the other hand, our model is likely to outperform theirs for models such as example (i) which do not lend themselves to a simple parametric model for the measurement error.
A Cholesterol Study
The data for this example were extracted from the Lipids Research Clinic's prospective study which was previously analyzed by Satten & Kupper (1993) and Roeder et al. (1996) . We use a portion of the data involving nonsmoking men, aged 60-70, to estimate the risk of coronary heart disease for given levels of LDL cholesterol and triglycerides (TRG). An individual is classi ed as a case if he has experienced a previous heart attack, abnormal exercise electrocardiogram or a history of angina pectoris.
Since direct measurement of LDL is expensive, total cholesterol (TC) is often used as a proxy. Total cholesterol is a composite variable, equal to the sum of the low and high density lipoproteins and a function of the triglycerides. From the complete data it is evident that log(LDL) is linearly related to log(TC). Consequently, we chose to work with the log of the covariates. Thus, onset of coronary heart disease, log(TC), log(LDL) and log(TRG) play the roles of D; W; X and Z. We assume that the logit is linear in T 1 (LDL) = LDL ? mean(LDL) and T 2 (T RG) = TRG ? mean(T RG).
In the full dataset, consisting of 256 complete observations, 4 outliers having been removed, the maximum likelihood estimate was^ 1 = 0:0066. To simulate a case-control, validation study of the type studied in this article, we randomly sampled 100 cases and controls from the full data set, with n c0 = 20,n C1 = 20, n r0 = n r1 = 80. Fig. 2a and Fig. 2 shows the posterior distribution of the logistic regression parameters. The posterior mean for 1 was 0:0049. The tight linear relationship between X and W is apparent in this gure. It would appear that TC is an excellent proxy for LDL. We can evaluate this conjecture by comparing the posterior distribution of 1 when only the complete observations are used, to the posterior when complete and reduced observations are used. If W were uncorrelated with X, then the posterior distribution of 1 would be approximately the same with or without the contribution from the reduced observations. We analyzed our case-control sample with and without the reduced observations to examine this point. If n (i) k = 0, then, with probability 1=k use the multinomial probabilities q j ; otherwise, use a degenerate distribution with pr( i = k ) = 1. The probability 1=k comes from randomly permuting the rst k cluster indices, leaving the cluster containing the ith observation with probabilty 1=k as the last cluster, thereby allowing resampling. Otherwise, by the \no-gap" constraint in the prior, the conditional posterior for S i , and thus for i , is degenerate. Note that the integral expression for q 0 is replaced by a simple multivariate normal likelihood evaluation. The remaining integral, p(D i j ; i ), is evaluated by bivariate Gaussian quadrature, which is appropriate since the integrating measure p(X i ; Z i j i ) is in fact a Gaussian.
At the end of step (a), after updating n , discard the latent variabels j , j = k + 1; : : : ; n. For the next iteration of the Gibbs sampler, before starting step (a) with i = 1, augment again by generating j G, j = k + 1; : : : ; n. Note that k can change during step (a). To resample = ( 1 ; 2 ), simulate the following steps (iia) and (iib) for j = 1; 2.
Use g j (~ j j j ) = N( j ; j ) as proposal distribution, where j is some rough estimate of the posterior standard deviation for j . We used the standard deviation from the maximum likelihood estimate based on the complete data only.
(iia) Sample a proposal~ j g j (~ j j j ) and compute a( ;~ ) = min ; where~ is the current vector with j replaced by~ j .
(iib) With probability a, replace j by the proposal~ j , otherwise leave unchanged.
For the same reasons which led us to replace step (ii) by (iia,b), we also replace step (iii) with (iiia,b). We used an implementation of an independence chain as described in Tierney (1994) . For each unobserved X i , the conditional distribution p(X i jZ i ; W i ; i ) takes the form of a univariate normal conditional corresponding to (6). The full conditional posterior for missing data values X i in the reduced data set is given by p(X i j ; i ; Y ) / p(X i jZ i ; W i ; i ) p(D i jX i ; Z i ; ). We used the rst factor, the univariate normal p(X i jZ i ; W i ; i ; i ), as proposal distribution g(X i ) in an independence chain step as follows.
(iiia) Sample a proposalX i g(X i ) and compute a(X i ;X i ) = min 
