We study a certain compactification of the Drinfeld period domain over a finite field which arises naturally in the context of Drinfeld moduli spaces. Its boundary is a disjoint union of period domains of smaller rank, but these are glued together in a way that is dual to how they are glued in the compactification by projective space. This compactification is normal and singular along all boundary strata of codimension 2. We study its geometry from various angles including the projective coordinate ring with its Hilbert function, the cohomology of twisting sheaves, the dualizing sheaf, and give a modular interpretation for it. We construct a natural desingularization which is smooth projective and whose boundary is a divisor with normal crossings.
Contents
Fq obtained by removing all proper F q -rational linear subspaces. This is an interesting algebraic variety over F q with an action of the finite group GL r (F q ). By analogy with the (rigid analytic) Drinfeld upper half space associated to a non-archimedean local field in place of F q it has been called a 'period domain' by Rapoport [6] and Orlik [4] . It arises naturally as a moduli space of Drinfeld F q [t]-modules of rank r with a level structure of level (t). As such, it possesses a natural compactification Q r analogous to the Satake compactification of Siegel moduli space, which can be characterized using the modular interpretation and/or using Drinfeld modular forms. It turns out that Q r differs fundamentally from the tautological compactification P r .
The purpose of this paper is to study Q r as an algebraic variety in its own right from various points of view. We define and analyze it without reference to Drinfeld modules or Drinfeld modular forms-the consequences for these will be explained in the forthcoming paper [5] . We believe that Q r carries enough interesting geometry to justify that approach.
The basic definitions and some first results are given in Section 1. We formulate them in a coordinate free manner in order to exhibit the functorial behavior and the action of GL r (F q ). Thus we will have Ω r = Ω V and P r = P V and Q r = Q V for the standard vector space V = F r q . We define Q V by giving a projective coordinate ring R V for it. In Section 2 we present R V by generators and relations, prove that it is a Cohen-Macaulay normal integral domain, and determine its Hilbert function. These results will be applied in [5, Sect. 7] , where R V will be identified with a certain ring of Drinfeld modular forms.
In Section 3 we determine the subring of invariants in R V under the group G := GL r (F q ), under the group G ′ := SL r (F q ), and also under a maximal unipotent subgroup U ⊂ G. As a consequence, we show that the quotient varieties of P V and Q V under G, G ′ , U are all weighted projective spaces of explicitly given weights. Interestingly, although Q V is in general singular, the quotient Q V /U is always isomorphic to P r−1 Fq and thus smooth. In Section 4 we determine the Hilbert function of the ring of invariants in R V under an arbitrary unipotent subgroup of G.
In Section 5 we calculate dim H i (Q V , O(n)) for all integers i and n. In particular we show that it vanishes if i = 0, r − 1, as for projective space. In Section 6 we determine the dualizing sheaf on Q V .
Next we consider the natural stratification of P V ∼ = P r−1
Fq whose strata are the F q -rational linear subspaces with all smaller F q -rational linear subspaces removed. These strata are canonically isomorphic to Ω V ′′ for all non-zero quotients V ′′ of V . In Section 8 we show that Q V possesses a stratification with dual combinatorics, whose strata are canonically isomorphic to Ω V ′ for all non-zero subspaces V ′ of V . We show that Q V is regular along all strata of codimension 1 and singular along all strata of codimension 2. In particular Q V as a whole is regular if and only if r 2.
The stratification has a natural description in terms of a modular interpretation of Q V , which is explained in Section 7. Just as P V represents a certain functor of F q -linear maps, the scheme Q V represents a functor of what we call reciprocal maps. We do not know whether this somewhat strange concept has other uses.
The same goes for the natural morphisms Q V → P V * and P V * → Q V defined in Section 9, where V * denotes the vector space dual to V . Their composites in both directions are a certain power of Frobenius; hence these morphisms are bijective and radicial. Whatever their deeper meaning, if any, they map strata to strata and thereby explain again why the combinatorics of the above mentioned stratifications correspond so literally.
Finally recall that both P V and Q V are compactifications of the same affine variety Ω V . In the last Section 10 we construct a third compactification B V which dominates both P V and Q V and which is smooth. We show that B V possesses a natural stratification indexed by flags of V and that the complement B V Ω V is a divisor with normal crossings. Thus B V constitutes a resolution of singularities of Q V in the best possible sense.
The authors express their gratitude to Florian Breuer and Andrew Kresch for valuable comments.
1 The ring R V and the variety Q V Let F q be a finite field with q elements, which we fix throughout the article. For any F q -vector space V we setV := V {0}.
For any non-zero finite dimensional F q -vector space V we define:
S V := the symmetric algebra of V over F q , K V := the field of quotients of S V , R V := the F q -subalgebra of K V generated by 1 v for all v ∈V, RS V := the F q -subalgebra of K V generated by R V and S V .
Thus RS V is the localization of S V obtained by inverting all v ∈V, and also the localization of R V obtained by inverting all 1 v for v ∈V. Moreover, K V is also the field of quotients of R V .
The F q -algebras S V , R V , and RS V are naturally Z-graded such that all v ∈V are homogeneous of degree 1 and their reciprocals 1 v homogeneous of degree −1. We indicate the homogenous parts of degree n by S V,n , R V,n , and RS V,n . Note that S V,−n = R V,n = 0 for n > 0, while RS V lives in all degrees.
The generators of R V satisfy the following fundamental identities:
for all v ∈V and α ∈ F × q , and (1.1)
A useful reformulation of the second identity is:
We will use these identities to present R V by generators and relations. Let A V denote the polynomial ring over F q in the indeterminates Y v for all v ∈V. Let a V ⊂ A V be the homogeneous ideal generated by all elements of the form (1.4) Y αv − α −1 Y v for all v ∈V and α ∈ F × q , and
The identities (1.1) and (1.2) imply that a V is contained in the kernel of the surjective
. We thus obtain a surjection
The following theorems are proved in Section 2: Theorem 1. 6 The homomorphism (1.5) is an isomorphism.
Theorem 1.7 The ring R V is a Cohen-Macaulay normal integral domain.
Remark 1.8 If dim V = 1, the ring R V is isomorphic to a polynomial ring in one variable over F q , namely in 1 v for any v ∈V. But if dim V 2, it is not even factorial, because the identity (1.2) for linearly independent v, v ′ gives two inequivalent factorizations whose factors are homogeneous of degree −1 and therefore indecomposable.
Next, let |I| denote the cardinality of a set I. For any integer r 1 we write {2, . . . , r} for the set of integers i satisfying 2 i r, which is the empty set if r = 1. Consider the polynomial
where I runs through all subsets of {2, . . . , r}, including the empty set. Some initial cases are
Theorem 1.10 For r := dim V and all n ∈ Z the homogeneous part of R V of degree −n has dimension
Now we interpret the above rings as coordinate rings of algebraic varieties over F q . By construction S V is isomorphic to the polynomial ring F q [X 1 , . . . , X r ] with r := dim V . Thus P V := Proj S V is isomorphic to the standard projective space P r−1
Fq . The localization RS V of S V defines an affine scheme Ω V := Spec RS V,0 that can be viewed as an open dense subscheme of P V . Under the identification with standard projective space it corresponds to P r−1 Fq (union of all F q -rational hyperplanes).
Usually the coordinate rings of projective algebraic varieties are assumed to be graded in degrees 0. But the construction of Proj R for a graded ring R works equally for rings graded in degrees 0. In this sense (or, if one prefers, with the grading inverted) we obtain another projective algebraic variety Q V := Proj R V over F q . The inclusion R V ֒→ RS V then also identifies Ω V with an open dense subscheme of Q V . Thus we can view Q V as another interesting compactification of Ω V besides P V . Note that the presentation 1.6 of R V describes Q V as the subvariety of P 
Induction proofs
The proofs of the theorems from Section 1 will use a basis of V and repeated induction on dim V . To facilitate this in a comprehensive setup we choose an infinite sequence of F q -vector spaces V 0 ⊂ V 1 ⊂ . . . with dim V r = r and prove the theorems for these.
We fix independent variables X 1 , X 2 , . . .. For any integer r 0 we let V r denote the F qvector space with basis X 1 , . . . , X r . For any r 1 the ring R Vr is contained in the rational function field K Vr = F q (X 1 , . . . , X r ), and we have natural inclusions 0
and similarlyf
Then the surjection A Vr ։ R Vr sendsf r to f r and maps∆ r bijectively to ∆ r . Note that we have natural inclusions
Lemma 2.3 For any r 2 we have
Proof. We denote the right hand side of the equation by M. Clearly M is an A V r−1 f rsubmodule of A Vr . We proceed in several steps.
This follows directly from 1 ∈∆ r .
where all summands of the right hand side lie in∆ r ; hence Y Xr ∈ M, as desired.
As in (b) we can reduce ourselves to the case that
Here the right hand side lies in
Here the first summand lies in A V r−1 M ⊂ M by (b) and the remaining ones lie in M by the preceding case. Thus (c) follows in all cases.
Since A Vr is the F q -algebra generated by Y v for all v ∈V r , it suffices to show that
As a Vr is already an ideal, it is enough to prove that Y v∆r ⊂ M. But this follows from (b) and (c).
Finally, assertions (a) and (d) together imply that M = A Vr . q.e.d.
Lemma 2.4
For any r 2 the ring R Vr is generated by ∆ r as a module over the subring
Proof. Direct consequence of the surjection (1.5) and Lemma 2.3. q.e.d.
Lemma 2.5 For any r 2 the element f r ∈ K Vr is transcendental over
Proof. Lemma 2.4 implies that the field extension K V r−1 (f r ) ⊂ K Vr is finite. Since the transcendence degrees of K V r−1 and K Vr differ by 1, we conclude that f r must be transcendental over
Proposition 2.6 For any r 2 the ring R Vr is a free module of rank q r−1 with basis ∆ r over the subring
Proof. Let W r denote the group of automorphisms of V r that fix every element of V r−1 and send X r to X r + u for some u ∈ V r−1 . This is a finite group of order |V r−1 | = q r−1 that acts faithfully on V r . By functoriality it thus acts faithfully on K Vr and restricts to the identity on K V r−1 . By (2.1) it also fixes f r ; hence we obtain field inclusions
By Galois theory the extension K Wr Vr ⊂ K Vr has degree q r−1 . But by Lemma 2.4, the extension
Vr and ∆ r is linearly independent over K V r−1 (f r ). In particular, ∆ r is linearly independent over R V r−1 [f r ], so the statement follows in conjunction with Lemma 2.4.
q.e.d.
Proof of Theorem 1.6: We must show that for all r 1, the surjection A Vr /a Vr ։ R Vr from (1.5) is an isomorphism. For r = 1 this is a direct consequence of the identity (1.1). Assume that r 2 and that the assertion holds for r−1. Take a new variable T and consider the ring homomorphism ( q.e.d.
Next, for any r 1 consider the subset of cardinality q r−1 (2.8)
Note that it agrees with ∆ r except that 1 has been replaced by 1 
Xr
. For any subset I ⊂ {1, . . . , r} we abbreviate (2.9)
Lemma 2.10 For any r 1 we have
Proof. For r = 1 the assertion follows from
For r 2 Proposition 2.6 implies that
Using the definition (2.1) of f r we can rewrite this in the form
From this the proposition follows by induction on r.
Let U r denote the group of automorphisms of V r that send each X i to X i + u i for some u i ∈ V i−1 . It corresponds to the group of upper-triangular matrices in GL r (F q ) with all diagonal entries equal to 1. Let U r act on R Vr by functoriality.
Theorem 2.11 The ring of invariants is
Proof. By construction U r fixes each f i ; this implies '⊃'. By construction U r also acts transitively on E I for each subset I ⊂ {2, . . . , r}. Therefore it stabilizes the corresponding inner sum in Lemma 2.10 and permutes its basis transitively. The U r -invariants in that part thus form the 
Proof. Since each f i and each element of E i is homogeneous of degree −1, the decomposition in Lemma 2.10 is graded and each e ∈ E I is homogeneous of degree −|I|. Thus it suffices to show that for any I ⊂ {2, . . . , r}, the homogeneous part of degree −n + |I| of F q f 1 , f i | i∈I has dimension n |I|
. Set d := n − |I| and k := |I| + 1, so that k 1 and d = n + 1 − k 1 − k. Then F q f 1 , f i | i∈I is isomorphic to a polynomial ring in k variables that are homogeneous of degree −1. Thus after inverting degrees we need to know that the homogeneous part of degree d in a polynomial ring in k 1 variables has dimension d+k−1 k−1 whenever d 1 − k. This is the well-known formula if d 0, and for 0 > d 1 − k it holds because both sides are zero.
Proof of Theorem 1.10: Forgetting the action of U r in Proposition 2.12, we find that dim R Vr,−n = I⊂{2,...,r}
whenever n 0. Since R Vr,n = 0 for n > 0, the theorem follows. q.e.d.
Rings of invariants and quotient varieties
Let V be an F q -vector space of finite dimension r 1. Let G := Aut Fq (V ) be its automorphism group and G ′ ⊂ G the subgroup of automorphisms of determinant 1. Then of course G ∼ = GL r (F q ) and G ′ ∼ = SL r (F q ). Let U be a maximal unipotent subgroup of G; in a suitable basis of V it corresponds to the group of upper-triangular matrices with all diagonal entries equal to 1. By functoriality these groups act on R V and S V . (c) R
with respective degrees
Proof. We use the notations from Section 2 and identify V = V r and U = U r . Then (a) is just the combination of Theorems 2.7 (a) and 2.11. Next S Vr is the polynomial ring
For any 1 i r its element g i := u∈V i−1 (X i + u) is invariant under U r and homogeneous of degree q i−1 . By induction on r one easily shows that S Vr is a free module over the subring F q [g 1 , . . . , g r ] with basis {X 
Since the defining equation is jointly homogeneous in T and v ∈ V , we find that k i is homogeneous of degree q r − q i . This proves (d). For the proof of (c), which follows a suggestion of Florian Breuer, we calculate
It follows that
with coefficients h i := , which are homogeneous of the indicated degrees. By construction h(T ) has coefficients in R
Moreover this ring extension is integral, because all generators
On the other hand, the form of the h i implies that
Since F q [h 1 , . . . , h r ] is integrally closed in its field of quotients, it is therefore equal to R G V , proving (c).
For (f) let k ′ 0 ∈ S V denote the product of one non-zero element from every 1-dimensional subspace of V (it does not matter which). This is a homogeneous polynomial of degree q.e.d.
Next we recall the notion of a weighted projective space. For a general introduction to these see [1] . Consider a polynomial ring R = k . We are interested in the projective algebraic varieties with coordinate rings S V and R V . Since by definition R V is graded in degrees 0, we temporarily view it as graded in degrees 0 by multiplying all degrees by −1, and can then define
Everywhere else we will keep the previous grading on R V . By functoriality the groups U ⊂ G ⊃ G ′ act on P V and Q V , and applying Proj to the respective subrings of invariants yields the associated quotient varieties. Thus Theorems 3.1 and 2.7 (b) imply:
Fq and the projection Q V ։ Q V /U is finite and flat of degree q
The other quotients are weighted projective spaces of the following weights:
(c) Q V /G has weights q−1, q 2 −1, . . . , q r −1.
(e) Q V /G ′ has weights q−1, . . . , q r−1 −1,
In particular Q V /U is always regular. The other five quotients are normal algebraic varieties of dimension r − 1; hence they are regular if r 2. By contrast: In the case (c) we can first divide all weights by the common factor q−1. Then the first weight is 1, and the criterion would require that all other weights are equal, which is clearly not the case. In the case (e) the criterion would also have to hold for the weights q−1, . . . , q r−1 −1, where it fails by (c) if r 4. The remaining case r = 3 of (e) is left to the careful reader.
Invariants under unipotent subgroups
As before let r := dim V 1 and
. Let H ⊂ G be a unipotent subgroup, or equivalently a p-subgroup, where p is the characteristic of F q . In this section we study the subring of invariants R H V . Let U be a maximal unipotent subgroup of G. We choose a basis of V such that U corresponds to the group of upper triangular matrices with all diagonal entries equal to 1. Then for any integer 1 s r we let P s ⊂ G denote the subgroup corresponding to matrices of block triangular form * * 0 * where the upper left block has size s × s and the lower right has size (r − s) × (r − s). This is a maximal parabolic subgroup of G if 1 s < r, and equal to G if s = r. Let L s denote the normal subgroup of P s corresponding to matrices of block triangular form
. Our aim is to prove the following result:
Theorem 4.1 For any unipotent subgroup H ⊂ G and any integer n 0 we have
For the proof we use the notations from Section 2 and identify V = V r and U = U r . Note that both sides of the desired equality remain unchanged on conjugating H by an element of G. Thus without loss of generality we may assume that H ⊂ U. One part of the calculation then involves describing the left action of U on G/L s . Let E i and E I be as in (2.8) and (2.9). Proof. Let W denote the group of permutation matrices in G, which we can identify with the symmetric group S r . Then W is the Weyl group of G and W s := W ∩ P s the Weyl group of P s , both with respect to the diagonal torus. By Bruhat we thus have the disjoint decomposition
Since L s is a normal subgroup of P s , the group P s still acts by right translation on UwP s /L s . This action commutes with left translation by U, and the two actions together are transitive. Therefore all U-orbits in UwP s /L s are isomorphic.
To determine their number observe that there is a bijection
Since L s is a normal subgroup of P s , the left hand side is also the set of right cosets of the subgroup (w
Indeed, to prove this we can replace w by any element of the coset wW s . We can thus assume that wi < wj for all 1 i < j s. Then
Using the claim we find that the
The structure of a single U-orbit in UwP s /L s is determined by the bijection
Here wL s w −1 is the group of matrices in G whose i-th column coincides with that of the identity matrix for all i ∈ I w := {wi | 1 i s}. Thus U ∩ wL s w −1 is precisely the stabilizer in U of the element
Finally, the map w → I w induces a bijection from W/W s to the set of subsets I ⊂ {1, . . . , r} with |I| = s. By combining everything the lemma follows. q.e.d.
Proof of Theorem 4.1: Using Lemma 4.2 we can rewrite the right hand side of the desired equality as
Since |E 1 | = 1, the summand associated to I = {1} is identically equal to 1. For the other terms the subset I ′ := I {1} is again non-empty, and |E 1 | = 1 implies that
Any non-empty subset I ′ ⊂ {2, . . . , r} arises in this way from the two subsets I = I ′ and I = {1} ⊔ I ′ , and combining the corresponding terms the total sum becomes
By standard identities of binomial coefficients and the fact that |E ∅ | = 1 this simplifies to
At last, this is equal to dim R H V,−n by Proposition 2.12.
Cohomology
As before let r = dim V 1. Let O(1) denote the standard twisting sheaf on P V ∼ = P r−1 Fq and recall that for all i, n ∈ Z we have
if i = r − 1 and n −r, 0 otherwise.
Let O Q V (1) denote the ample invertible sheaf on Q V corresponding to the graded R Vmodule R V shifted in degrees by 1. Theorem 3.1 (a) directly implies:
is the pullback of the standard twisting sheaf O(1) under the projection π :
Fq .
Theorem 5.3 Let h r (T ) be the polynomial from Theorem 1.10 with
Proof. For r = 1 both sides are always 1. So assume that r 2. Recall from (2.2) that ∆ 1 = {1} and that all other ∆ i consist of homogeneous elements of degree 0 and −1. Thus ∆ 1 · · · ∆ r consists of some number a r,s of elements of degree −s for all 0 s r − 1. From Theorem 2.7 (b) we deduce that π * O Q V is isomorphic to the direct sum of a r,s copies of O(−s) for all 0 s r − 1. (The reader may check that this takes the sign convention for the grading on R V correctly into account.) In view of Proposition 5.2 we find that
By (5.1) this is zero unless i = 0 or r−1, and for i = 0 it is
This again is zero unless n 0, and for such n the sum can be extended over all 0 s r−1, because the binomial coefficient vanishes whenever −(r−1) n−s < 0. Thus with
On the other hand, we have dim
−n for all n ≫ 0 by the general theory of projective coordinate rings [3, Ch. II Exc. 5.9], which in turn is equal to h r (n) by Theorem 1.10. Together we deduce that k r (n) = h r (n) for all n ≫ 0. Since both sides are polynomials in n, it follows that k r (T ) = h r (T ).
This now implies that dim
A similar consideration as above shows that dim H r−1 (Q V , O Q V (n)) vanishes for all n 0. The formula for n < 0 follows from the fact that the Euler characteristic is a polynomial in n.
Corollary 5.4 For all n the natural map
is an isomorphism.
Dualizing sheaf
As before let r = dim V 1. Let I V ⊂ R V be the homogeneous ideal generated by the elements
for all v 0 , . . . , v r ∈V, any r of which are linearly independent. Let I V ⊂ O Q V be the ideal sheaf associated to I V , and let I V (r) be its r-fold twist by the ample invertible sheaf O Q V (1) from Section 5. The aim of this section is to prove:
We use the notations from Section 2 and take V = V r . We begin by describing a nice basis of I Vr . For any r 1 set
Proof. It suffices to show that 
for all w ∈ V r−1 and u ∈V r−1 , and
If w = 0, u, by the identities (1.3) the element in (a) is
This is an R V r−1 -linear combination of elements of∆ r ; hence it lies in J r . If w = 0, using the definition 2.1 of f r the element comes out as
where the right hand side again lies in J r . If w = u, the element is
Here the first summand lies in f r ·∆ r and the remaining ones lie in J r by the preceding cases. This finishes the proof of (a). For w = 0 the element in (b) is
and hence in J r . For w = 0 it is
Here the first summand lies in f r ·∆ r and the remaining ones lie in J r by the preceding case. This finishes the proof of (b). q.e.d.
Proof. Looking at generators, this amounts to showing that for all v 0 , . . . , v r−1 ∈V r−1 , any r − 1 of which are linearly independent, we have
Vr for all u ∈V r−1 , and
To prove (a) we keep v 0 , . . . , v r−1 fixed and vary u. Note that (a) trivially holds for u = 0. For all u ∈ V r−1 and α ∈ F × q the identity (1.3) implies that
.
Here any r of the factors in the denominator on the right hand side are linearly independent; hence this is an element of I Vr . It follows that the set of u ∈ V r−1 satisfying (a) is invariant under translation by F q v 0 . By the same argument with v 0 , . . . , v r−1 interchanged it is invariant under translation by F q v i for all 0 i r − 1. It is therefore invariant under translation by all of V r−1 . Since it holds for u = 0, it follows for all u ∈ V r−1 , as desired. To prove (b) observe that
Thus summing (a) over all u ∈V r−1 implies that
· f r ∈ I Vr and hence (b).
Proof. By Lemma 6.4 it remains to prove the inclusion '⊃'. Since the left hand side is an ideal of R Vr by Lemma 6.3, it suffices to show that each generator
For this let n denote the number of indices 0 i r with v i ∈ V r−1 . As any r of the vectors v 0 , . . . , v r are linearly independent and V r−1 has dimension r − 1, we have 2 n r + 1. After renumbering we may therefore assume that v 0 , v 1 ∈ V r−1 . After multiplying these elements by suitable constants in F × q we may further assume that v 0 = X r + u 0 and v 1 = X r + u 1 for u 0 , u 1 ∈ V r−1 . Since r 2, the subset {v 0 , v 1 } ⊂ {v 0 , . . . , v r−1 } is linearly independent; hence v 0 = v 1 . The identity (1.3) thus implies that
Here all of the r factors in the first denominator lie in V r−1 and any r − 1 of them are linearly independent; hence the first factor lies in I V r−1 . As the second factor is a sum of generators of J r , the product lies in I V r−1 · J r , as desired. If n 3, the element in question is
Here again any r factors in each denominator are linearly independent, but the number of factors not in V r−1 is now n − 1. Thus the desired assertion follows by induction on n. q.e.d. with basiŝ
Proof. We first claim that I Vr is generated as an F q [f 1 , . . . , f r ]-module by∆ 1 · · ·∆ r . We will prove this using induction on r. For r = 1 the claim follows from the fact that f 1 =
proving the claim for r, as desired.
Next observe that |∆ r | = q r−1 for all r 1, and hence
for all r 1. On the other hand recall from Theorem 2.7 that R Vr is a free F q [f 1 , . . . , f r ]-module of rank q r(r−1) 2
. As I Vr is a non-zero ideal of the integral domain R Vr , it contains a submodule isomorphic to R Vr , and so I Vr is an Next recall from (2.2) that
Consider the bijection ∆ r →∆ r , δ →δ defined by 1 → f r X r and 1
For any r 2 let W r denote the group of automorphisms of V r that fix every element of V r−1 and send X r to X r + u for some u ∈ V r−1 . (Compare the proof of Proposition 2.6.) By functoriality this group acts on R Vr . Consider the operator
Lemma 6.7 For any r 2 and any δ, δ ′ ∈ ∆ r we have
Proof. This amounts to the equations
To prove them, note first that
for all u ′ ∈V r−1 . This immediately yields (c) and, since f r is invariant under W r , it implies (a). Next the identity (1.3) implies that
Here the second summand vanishes as before, and the first summand is by the definition of M r equal to
On the other hand the definition of f r implies that
By rearranging the last two sums we find that they cancel each other out. Together this shows (e), finishing the proof.
For any r 1 consider the map
which is a well-defined bijection following Theorem 2.7 (b) and Proposition 6.6. Consider the operator
where U r is the group of upper-triangular matrices defined in Theorem 2.11.
Lemma 6.8 For any r 1 and any δ, δ ′ ∈ ∆ 1 · · · ∆ r we have
Proof. For r = 1 we have N 1 = id and
, whence the assertion. Suppose that r 2 and we have proved the assertion for r − 1. Then viewing U r−1 as a group of automorphisms of V r that fixes X r we obtain a semi-direct product decomposition
But f 2 r is invariant under U r−1 ; hence in the first case we get
r . Together the lemma follows by induction on r.
Proposition 6.9 For any r 1 there is an isomorphism of graded R Vr -modules
where R Vr acts on the right hand side by the formula (xϕ)(y) := ϕ(xy).
Proof
It follows that the map x → y → N r (xy) has the desired properties.
q.e.d. 
as a graded R-module. Let I Vr be the ideal sheaf on Proj R = Q Vr associated to the homogeneous ideal I Vr ⊂ R. Then the coherent sheaf associated to M isM ∼ = Hom(O Q V (−r), I Vr ) ∼ = I Vr (r). By Proposition 6.10 this is a dualizing sheaf on Q Vr , as desired. q.e.d.
Modular interpretation
Let V be a non-zero finite dimensional F q -vector space. Let S be a scheme over F q , let L be an invertible sheaf on S, and let Γ(S, L) denote the space of global sections of L. The product of elements ℓ 1 , . . . , ℓ n ∈ Γ(S, L) is an element ℓ 1 · · · ℓ n ∈ Γ(S, L n ), and the inverse of a nowhere vanishing element ℓ ∈ Γ(S, L) is an element ℓ −1 ∈ Γ(S, L −1 ). 
The set of these is denoted Rec(V, L). 
Definition 7.3 Consider a set X and a map ϕ : X → Γ(S, L). If for all s ∈ S, the composite map
X ϕ − → Γ(S, L) → L ⊗ O S k(s) is
Next let i : V
′ ֒→ V be the inclusion of a non-zero F q -subspace and π : V ։ V ′′ the projection to a non-zero F q -quotient space of V . 
Definition 7.6
The extension by zero of a reciprocal map ρ :
which by direct calculation is again reciprocal.
Proposition 7.7 Let S be the spectrum of a field. (In this case it seems baroque to speak of 'fiberwise' non-zero, injective, or invertible, so we drop the adverb.) (a) Any non-zero linear map V → Γ(S, L)
is equal to π * λ for a unique non-zero quotient π : V ։ V ′′ and a unique injective linear map λ :
(b) Any non-zero reciprocal mapV → Γ(S, L)
is equal to i * ρ for a unique non-zero subspace i : V ′ ֒→ V and a unique invertible reciprocal map ρ : Recall from Section 1 that P V = Proj S V where S V is the symmetric algebra of V over F q . The natural isomorphism λ V : 
Proof. (a) is obvious and included only for comparison. (b) is equivalent to saying that for any reciprocal map
ρ :V → Γ(S, L), the set V ′ := {0} ∪ {v ∈V | ρ(v) = 0} is an F q -subspace of V . But Definition 7.2 (a) implies that F × q · V ′ ⊂ V ′ , and 7.2 (b) implies that for all v, v ′ ∈V with v + v ′ ∈V and ρ(v), ρ(v ′ ) = 0 we have ρ(v + v ′ ) = 0. Therefore V ′ + V ′ ⊂ V ′ , as desired. q.e.d.V = S V,1 ∼ − → Γ(P V , O P V (1))
Stratification
We keep the notations of Section 7. Let π : V ։ V ′′ be the projection to a non-zero F q -quotient space. Since the pullback π * from Definition 7.5 of a fiberwise non-zero linear map is again fiberwise non-zero, it defines a morphism of functors and hence a morphism of moduli schemes P V ′′ → P V . For simplicity we denote this morphism again by π * . It is a closed embedding onto an F q -rational linear subspace of P V . Consider the composite locally closed embedding
Its image represents the subfunctor of linear maps on V which factor through fiberwise injective linear maps on V ′′ . We identify Ω V ′′ and P V ′′ with their images. Proof. Proposition 7.7 (a) implies that every point on P V lies in Ω V ′′ for a unique quotient V ′′ , which shows (a). Part (b) follows from the fact that Ω V ′′ is open and dense in the projective scheme P V ′′ and by (a) applied to P V ′′ .
We now proceed analogously for Q V . Let i : V ′ ֒→ V be the inclusion of a non-zero F qsubspace of V . Since the extension by zero i * from Definition 7.6 of a fiberwise non-zero reciprocal map is again fiberwise non-zero, it defines a morphism of functors and hence a morphism of moduli schemes Q V ′ → Q V . For simplicity we denote this morphism again by i * . Its image is the subfunctor of fiberwise non-zero reciprocal maps ρ :V → Γ(S, L) satisfying ρ(v) = 0 for all v ∈ V V ′ . As this is a closed condition, the morphism i * is a closed embedding. Consider the composite locally closed embedding
Its image represents the subfunctor of reciprocal maps onV which are the extension by zero of fiberwise invertible reciprocal maps onV ′ . We identify Ω V ′ and Q V ′ with their images.
Theorem 8.2 (a) The scheme Q V is the set-theoretic disjoint union of the locally closed
subschemes
Proof. 
V , and the restriction of i * to Ω V ′ is the identity.
Next we fix a subspace V ′′ ⊂ V complementary to V ′ and an element v 
is then invariant under isomorphisms of the pair (L, ρ). It is clearly reciprocal; hence in view of Theorem 7.12 the map (L, ρ) → n(ρ) defines a morphism of functors and hence a morphism of moduli schemes n : U V ′ V −→Q V ′′ . Let 0 ∈Q V ′′ correspond to the identically zero reciprocal mapV ′′ → Γ(S, O S ). Then we have the following commutative diagram:
Proof. Consider the subfunctor of the functor represented by U We claim that i * × n induces an isomorphism U 1 → U 2 .
Indeed, for any reciprocal map ρ :V → Γ(S, L) whose restriction toV ′ is fiberwise invertible, set
The defining conditions for both U 1 and U 2 require precisely that these sections be fiberwise non-zero. This implies firstly that i * × n sends U 1 to U 2 . Secondly, using 7.2 (b) it shows that
Together with the equalities ρ(v
this recovers ρ completely from ρ ′ and ρ ′′ . Conversely, these formulas associate to any pair of reciprocal maps ρ ′ :V ′ → Γ(S, L) and ρ ′′ :V ′′ → Γ(S, O S ) satisfying the condition for U 2 a map ρ :V → Γ(S, L). We leave it to the careful reader to verify that this map is reciprocal and satisfies the condition for U 1 . This then finishes the proof.
Theorem 8.4 The singular locus of Q V is the union of all strata
Proof. The open stratum Ω V is smooth, so consider the stratum Ω V ′ associated to a non-zero proper subspace V ′ ⊂ V . Proposition 8.3 implies that a point p ∈ Ω V ′ is regular in Q V if and only if p × {0} is regular in Ω V ′ ×Q V ′′ . Since Ω V ′ is smooth, this is equivalent to the vertex {0} being a regular point ofQ V ′′ . But the local ring ofQ V ′′ at 0 is the localization of R V ′′ at the augmentation ideal, and its associated graded ring is therefore again isomorphic to R V ′′ . Thus p is a regular point if and only if R V ′′ is isomorphic to a polynomial ring. By Remark 1.8 that is the case if and only if dim V ′′ = 1. q.e.d.
Proposition 8. 5 The divisor of the section
Proof. Since Proof. Set r := dim V and recall that I V is the ideal sheaf associated to the homogeneous ideal I V ⊂ R V that is generated by the elements
for all v 0 , . . . , v r ∈V, any r of which are linearly independent. Proposition 8.5 implies that the divisor of each generator is
Thus we need to show that for any fixed subspace V ′ of codimension 1, the minimum of the number {0 i r | v i ∈ V ′ } for all v 0 , . . . , v r as above is 2. But since any r vectors in V ′ are linearly dependent, this number is at least 2. On the other hand, take any basis v 1 , . . . , v r−1 of V ′ and any v r ∈ V V ′ and set v 0 := v 1 + . . . + v r . Then any r of the vectors v 0 , . . . , v r are linearly independent and the number of those not in V ′ is 2. Thus the minimum is indeed 2, as desired.
Exercise 8.7 Let j denote the open embedding of the regular locus
Exercise 8.8 The reduced closed subscheme of Q V supported on Q V Ω V is the subscheme associated to the homogeneous ideal of R V that is generated by the elements
for all linearly independent v 1 , . . . , v r ∈V, where r = dim V .
Strange morphisms
The morphisms defined in this section are intriguing, but not used elsewhere in this article. Let Frob q n denote the q n -th power Frobenius morphism on any scheme over F q . As before we let r := dim V . We denote the natural pairing of V with its dual space V * by
Proposition 9.1 Consider a reciprocal map ρ :V → Γ(S, L) and a linear map λ :
Proof. The condition 7.2 (a) implies that each summand of the sum
depends only on F × q · v; hence the sum is well-defined. As all summands with ℓ, v = 0 vanish, the sum gives an equivalent formula for g V (ρ). This formula is linear in ℓ, proving (a). The remaining assertions rely on lengthy elementary calculations which we leave to the interested reader.
Proposition 9.2 A reciprocal map ρ is fiberwise non-zero (resp. fiberwise invertible) if and only if g V (ρ) is fiberwise non-zero (resp. fiberwise injective). A linear map λ is fiberwise non-zero (resp. fiberwise injective) if and only f V (λ) is fiberwise non-zero (resp. fiberwise invertible).
Proof. If ρ is identically zero in some fiber, then g V (ρ) is identically zero in the same fiber. Conversely, if g V (ρ) is identically zero in some fiber, then (f V • g V )(ρ) = ρ q r−1 and hence ρ is identically zero in the same fiber. Together this proves that ρ is fiberwise non-zero if and only if g V (ρ) is fiberwise non-zero. In the same way one shows that λ is fiberwise non-zero if and only if f V (λ) is fiberwise non-zero. Next, the definition of f V implies that λ is fiberwise injective if and only if f V (λ) is fiberwise invertible. Applying this to λ = g V (ρ) we deduce that g V (ρ) is fiberwise injective if and only if (f V • g V )(ρ) = ρ q r−1 is fiberwise invertible if and only if ρ is fiberwise invertible.
q.e.d. Proof. Proposition 9.1 (a-b) and Proposition 9.2 imply that g V and f V induce morphisms of functors and thus of schemes making the diagram commute. Proposition 9.1 (c-d) implies the remaining assertions.
Theorem 9.3 The constructions in Proposition 9.1 induce morphisms forming a commutative diagram:
Next let i : V ′ ֒→ V be the inclusion of a non-zero F q -subspace of V and let π : V * ։ V ′ * be the projection dual to i. Let π * be the pullback of linear maps from Definition 7.5 and i * the extension by zero of reciprocal maps from Definition 7.6. Set r ′ := dim V ′ and
By expanding all definitions involved we find:
Proposition 9. 4 The following diagram commutes:
As a direct consequence of this and Theorem 9.3 for V ′ in place of V we obtain:
Theorem 9.5 The following diagram commutes:
Thus the morphisms g V and f V give a precise correspondence between the stratifications of P V * and of Q V described in Section 8.
As before let V be a non-zero finite dimensional F q -vector space. All tensor products and all fiber products will be taken over F q .
Recall from Proposition 7.8 that P V represents the functor of isomorphism classes of pairs (L, λ) consisting of an invertible sheaf L on S and a fiberwise non-zero linear map λ : V → Γ(S, L). For any such pair let E V denote the kernel of the surjection of coherent sheaves
Note that E V is a locally free coherent sheaf of rank dim(V ) − 1 which is locally a direct summand of V ⊗O S . Clearly E V as a subsheaf depends only on the isomorphism class of (L, λ), and conversely, E V determines that isomorphism class because L ∼ = (V ⊗ O S )/E V . Thus we find:
Proposition 10.1 The scheme P V represents the functor which to a scheme S over F q associates the set of coherent subsheaves
Let us briefly discuss how to specify open and closed conditions on a moduli scheme. Consider coherent sheaves F 1 , F 2 ⊂ F on a scheme S, such that F 1 is locally free and F /F 2 is locally free of rank 1. Then the composite homomorphism F 1 ֒→ F ։ F /F 2 can be given in local coordinates by a tuple of local sections of O S . The ideal generated by these local sections is independent of the local coordinates and defines the unique maximal closed subscheme S ′ ⊂ S over which the homomorphism vanishes. In other words S ′ is the unique maximal closed subscheme of S such that
′ is the set of points s ∈ S with residue field k(s) such that
and thus by Nakayama's lemma to (F 1 +F 2 ) s = F s . Therefore S S ′ is the unique maximal open subscheme of S such that (F 1 + F 2 )| S S ′ = F | S S ′ . Finally, both conditions F 1 ⊂ F 2 and F 1 + F 2 = F are invariant under pullback. Thus if a scheme M represents a functor whose data involves sheaves F 1 , F 2 ⊂ F as above, the two conditions define subfunctors which, by applying the preceding arguments to the universal family, are represented by certain complementary closed, resp. open subschemes of M.
Proposition 10.2 The open subscheme
Proof. By the preceding remarks, the condition for any fixed V ′ defines the complement of the closed subscheme that represents the functor of all E V satisfying V ′ ⊗ O S ⊂ E V . This subfunctor translates into the subfunctor of all linear maps that factor through V /V ′ , which is represented by the subscheme P V ′ /V . Since Ω V is the complement of the union of all these P V ′ /V , the proposition follows.
q.e.d. Now we consider the cartesian product of P V ′ for all 0 = V ′ ⊂ V , which represents tuples
representing the subfunctor of all E • satisfying the closed condition
This will be the desired desingularization of Q V . First we construct a natural stratification of B V . Let F be a flag of V , that is, a set of subspaces of V which is totally ordered by inclusion and contains 0 and V . Then there exists a unique closed subscheme B F ⊂ B V representing the subfunctor of all E • satisfying (10.4) and the closed condition 
The locally closed subscheme Ω F := B F ∩ U F will be the stratum associated to F .
Lemma 10.7 For any two flags F and F ′ of V we have:
Proof. (a) is a direct consequence of the definition. For (b) take any W ∈ F F ′ . Then W = 0, V . Set V ′′ := W and let V ′ ∈ F ′ be minimal with W ⊂ V ′ . Then W V ′ , so that the condition (10.5) applies to the subspaces V ′′ ⊂ V ′ and the filtration F ; while the condition (10.6) applies to the subspaces V ′′ ⊂ V ′ and the filtration F ′ . Thus on Proof. The disjointness is Lemma 10.7 (c). It remains to see that every point on B V lies in Ω F for some flag F . For this we take any tuple E • defined over the spectrum of a field k and satisfying (10.4). Then E • corresponds to a collection of k-subspaces
We must find a flag F of V that satisfies (10.5) and (10.6), i.e., such that for all 0 = V ′′ ⊂ V ′ ⊂ V :
As a preparation observe that since E V ′ ⊂ V ′ k has codimension 1 we always have
Suppose first that for all non-zero
and hence the second case of (10.9). Thus the trivial flag {0, V } does the job in this case.
Otherwise there exist F q -subspaces 0 = U ⊂ V with U k ⊂ E V . Their sum U max then enjoys the same properties and is therefore the unique largest one among them. Since E V ⊂ V k has codimension 1, we have U max = V . By induction on dim V we may therefore assume that there exists a flag F ′ of U max such that (10.9) with F ′ in place of F holds for all subspaces 0 = V ′′ ⊂ V ′ ⊂ U max . We claim that F := F ′ ∪ {V } does the job.
Indeed, take any F q -subspaces 0 = V ′′ ⊂ V ′ ⊂ V . In the case that V ′ ⊂ U max , condition (10.9) follows from the induction hypothesis. In the case that V ′′ ⊂ U max but V ′ ⊂ U max , by the construction of U max we have on the one hand V ′′ k ⊂ U max,k ⊂ E V , and on the other hand V ′ k ⊂ E V and hence
is surjective, hence also injective, and thus
which is the first case of (10.9) with W = U max . Finally, in the case that
k . This is the second case of (10.9), where indeed no W with the indicated properties exists, because the only W ∈ F with V ′′ ⊂ W is W = V . Thus F has the desired properties. q.e.d. Proof. Combine Lemma 10.7 with Theorem 10.8. q.e.d.
Next we want to simplify the description of the strata neighborhoods U F . Write
Proof. The conditions (a) and (b) are special cases of (10.4) and (10.6); hence the map induces a morphism U F → U ♭ F . To construct a morphism in the other direction consider any tuple (E V 1 , . . . , E Vm ) over a scheme S that satisfies (a) and (b). For any non-zero subspace V ′ ⊂ V let i be the unique integer such that V ′ ⊂ V i and V ′ ⊂ V i−1 , and set
By the assumption on E V i the right hand side is locally free of rank 1; hence so is the left hand side, and so D V ′ defines an S-valued point of P V ′ . Next take another subspace 0 = V ′′ ⊂ V ′ and let j be such that V ′′ ⊂ V j and V ′′ ⊂ V j−1 . Then j i and hence
Thus the tuple (D V ′ ) V ′ satisfies the condition (10.4) and defines an S-valued point of B V . Furthermore assume that there exists no W ∈ F with V ′′ ⊂ W and V ′ ⊂ W . Then this assumption holds in particular for W = V i−1 , and since V ′ ⊂ V i−1 we deduce that V ′′ ⊂ V i−1 . This implies that j i and hence j = i. By condition (b) we therefore have
This means that the tuple (D V ′ ) V ′ satisfies the condition (10.6) and defines an S-valued point of U F . Altogether the construction yields a morphism U
As both sheaves are locally free of rank 1 this surjection is in fact an isomorphism, whence E V ′ = D V ′ , as desired. Thus the morphism U F → U ♭ F has a two-sided inverse and is therefore an isomorphism.
Proposition 10.12 For the trivial flag F 0 := {0, V } we have Ω F 0 = U F 0 and a natural isomorphism
We identify Ω F 0 with Ω V through this isomorphism.
Proof. The first assertion is a special case of Corollary 10.10 (b). Thus Lemma 10.11 for F = F 0 yields an isomorphism from Ω F 0 to the open subscheme U 
Proof. First one easily shows by induction on i − j that (c) is equivalent to
Next it is immediate from (10.6) and Proposition 10.12 that the image of
. To obtain the desired isomorphism it therefore suffices to show that any tuple E • ∈ U F (S) satisfying (c ′ ) already lies in U F 0 (S). For this we must prove that
Let i be the integer such that V ′ ⊂ V i and V ′ ⊂ V i−1 , and let j be the integer such that V ′′ ⊂ V j and V ′′ ⊂ V j−1 . Then j i, and so by (c ′ ) and 10.13 (b) and (a) we deduce that
Intersecting this with
But in the proof of Lemma 10.13 we showed that Proof. By Lemma 10.7 (a) it suffices to prove this when F is a complete flag, i.e., when dim V i = i for all 1 i m and m = r. We can then choose a basis X 1 , . . . , X r of V such that each V i is generated by X 1 , . . . , X i . We abbreviate W i := F q X i . By Lemmas 10.11 and 10.13 it suffices to prove the assertion for Ω
Here ( 
for all 2 i m.
Then Lemma 10.13 shows that Ω 
Then the tuple
(ii) Every S-valued point of U To prove this consider first the situation of (i). Then condition (a) is obvious. Also, for any 1 i r the set
is a basis of V i ⊗ O S , because it can be obtained by applying a unipotent matrix to the standard basis
To prove (ii) let (E V 1 , . . . , E Vm ) be any S-valued point of U ♯ F . Then for each 1 i r the identity induces a surjective homomorphism
As both sides are locally free of rank 1, this homomorphism is in fact an isomorphism, and so (b ′ ) can be strengthened to
In particular we have E V 1 = 0. For 2 i r the homomorphism sends X i−1 ⊗ 1 to X i ⊗ a i−1 for a unique section a i−1 ∈ Γ(S, O S ). In other words there is a unique section
But for fixed i, the proof of (i) shows that these sections for 1 j < i already generate a coherent subsheaf of V i ⊗ O S which is a direct complement of W i ⊗ O S . Thus these sections generate E V i , proving (ii).
Finally, by construction the image of E V i in (V i ⊗O S )/(V i−1 ⊗O S ) ∼ = W i ⊗O S is the coherent subsheaf generated by X i ⊗ a i−1 . Thus a i−1 is invertible if and only if this image is equal to W i ⊗ O S , which in turn is equivalent to the condition (c). This proves (iii); hence it finishes the proof of Lemma 10.15 and of Proposition 10.14.
q.e.d. Proof. The map E • → E V clearly induces a morphism π P : B V → P V which by Proposition 10.12 makes the triangle on the left hand side commute. To construct π Q we use the modular interpretation of Q V from Theorem 7.10 and associate to any
Consider the commutative diagram of invertible sheaves (
We view this diagram as a direct system, but note that it is not filtered, for example because it contains no arrows out of the objects with dim V ′′ = 1. We define L as the direct limit (i.e., colimit) of this system. For any v ∈V let ℓ v : F q v⊗O S = (F q v⊗O S )/E Fqv → O S be the O S -linear homomorphism v⊗a → a. Then ℓ v is a global section of ((F q v⊗O S )/E Fqv ) −1 , and we define ρ(v) as the image of ℓ v in Γ(S, L) under the natural map from ((F q v⊗O S )/E Fqv )
We will prove that L is an invertible sheaf on S and that ρ :V → Γ(S, L) is a fiberwise non-zero reciprocal map. Both assertions are Zariski local on S; hence by Corollary 10.10 we may assume that E • ∈ U F (S) for some flag F of V , not necessarily maximal. As before we write F = {V 0 , . . . , V m } for subspaces 0
To see this, for any 0 = V ′ ⊂ V let i be the unique integer such that V ′ ⊂ V i and V ′ ⊂ V i−1 . Then (10.6) for the inclusion
is again an isomorphism. This allows us to eliminate all objects except those associated to V 1 , . . . , V m from the diagram, without changing the direct limit. Afterwards the system is filtered with the final object
−1 , which is therefore the direct limit, as claimed.
In particular the claim implies that L is an invertible sheaf. Next, for any v ∈V 1 the isomorphism ℓ v :
Thus the claim implies that ρ(v) is a nowhere vanishing section of L, and so ρ is fiberwise non-zero.
A direct proof that ρ is reciprocal would be awkward in this general setting. Instead observe that by pullback it suffices to prove this for the universal family over U F . Since U F is reduced by Proposition 10.14, it then suffices to prove the identities in 7. 
In particular it vanishes nowhere, and its reciprocal ρ(v) −1 ∈ Γ(S, L −1 ) is the image of 1 under the isomorphisms
Thus if λ denotes the F q -linear map V → Γ(S, L −1 ), v → [v ⊗ 1], it follows that ρ is the reciprocal of λ according to Proposition 7.4 and hence a reciprocal map, as desired.
To summarize we have associated to any S-valued point E • of B V an S-valued point (L, ρ) of Q V . As this construction commutes with pullback, it defines a morphism π Q : B V → Q V . Also, over Ω V ⊂ B V we have seen that (L, ρ) is the reciprocal of (L −1 , λ). But (L −1 , λ) is just the pair corresponding to E V = π P (E • ) under the equivalent modular interpretations 7.8 and 10.1 of P V . Thus π Q |Ω V is simply the original embedding Ω V ֒→ Q V , showing that the triangle on the right hand side of the diagram commutes.
