Abstract A computer aided diagnosis system aiming to classify liver tissue from computed tomography images is presented. For each region of interest five distinct sets of texture features were extracted. Two different ensembles of classifiers were constructed and compared. The first one consists of five Neural Networks (NNs), each using as input either one of the computed texture feature sets or its reduced version after feature selection. The second ensemble of classifiers was generated by combining five different type of primary classifiers, two NNs, and three k-nearest neighbor classifiers. The primary classifiers of the second ensemble used identical input vectors, which resulted from the combination of the five texture feature sets, either directly or after proper feature selection. The decision of each ensemble of classifiers was extracted by applying voting schemes.
Introduction
Computer-Aided Diagnosis (CAD) systems, for the characterization of liver tissue, attract more and more attention, in order to assist clinicians in diagnosis, and reduce the number of required biopsies. Various approaches, most of them using ultrasound B-scan and Computed Tomography (CT) images, have been proposed based on different image characteristics, such as texture features, and fractal dimension estimators combined with various classifiers [X 1X ], [X 2X ], [X 3X ]. Texture analysis of liver CT images based on Spatial Gray Level Dependence Matrix (SGLDM), Gray Level Run Length Method (GLRLM), and Gray Level Difference Method (GLDM) has been proposed in [X 4X ], in order to discriminate normal from malignant hepatic tissue. Texture features from SGLDM have been applied to a Probabilistic Neural Network (P-NN) in [X 5X ] for the characterization of hepatic tissue (hepatoma and hemangioma) from CT images. Additionally, SGLDM based texture features fed to a system of three sequentially placed Neural Networks (NNs) have been used in [X 6X ] for the classification of hepatic tissue into four categories.
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The principal aim of the present paper is to assess the potential of ensembles of classifiers in the development of a CAD system able to discriminate four hepatic tissue types: normal liver (C1), hepatic cyst (C2), hemangioma (C3), and hepatocellular carcinoma (C4) from CT images.
Methodology
The generic design of a CAD system is presented in Fig. 1 . Regions of Interest (ROIs) drawn by an experienced radiologist on CT images were driven to a feature extraction module, where five different texture feature sets were obtained. The full feature sets or their reduced versions obtained after proper feature selection in the feature selection module, were fed to two alternative ensembles of classifiers (EC). The primary classifiers of the first ensemble (EC1) were generated by applying a single learning algorithm to different data sets, while the classifiers of the second ensemble (EC2) were generated by using different learning algorithms on the same data set. The predictions of the primary classifiers of each ensemble were combined using appropriate voting schemes.
Image Acquisition
Abdominal non-enhanced CT images with a spatial resolution of 512×512 pixels and 8-bit gray-level at the W150+60 window taken from both patients and healthy controls were used. The diagnosed hepatic lesions from patients with C2, C3, and C4, were validated by needle biopsies, density measurements, and the typical pattern of enhancement after the intravenous injection of iodine contrast. The position, size and extent of the lesions were defined in CT images by an experienced radiologist. Α total of 147 free-hand ROIs were sampled and distributed into three disjoint data sets (training, validation, and testing), as presented in Table 1 .
Feature Extraction
In the feature extraction module, five sets of features were calculated for each ROI. Thus, a total of 48 texture characteristics were obtained through SGLDM for each ROI.
Gray-Level Difference Matrix
Application of the GLDM to each ROI results in a 20-dimensional feature vector. Five texture features, were extracted based on the gray level difference density function [X 9X ]: contrast (conB GLDM B), mean value (mnB GLDM B), entropy (entB GLDM B), inverse difference moment (idmB GLDM B), angular second moment (asmB GLDM B). These features were calculated for distances of 1, 2, 3, and 4 pixels. The final feature value for each distance was computed by averaging over the feature values corresponding to the four angular directions.
Laws' Texture Energy Measures
Laws' TEM are derived from three simple vectors of length three [X 10X ]. In our study, the following four Laws' zero-sum masks were used:
After convolving each ROI image with each of the four masks, the following measures were calculated: Sum of absolute values/# of pixels (asB TEM B), sum of squares/# of pixels (ssB TEM B), entropy (entB TEM B). Thus, twelve Laws' energy measures (4 masks × 3 statistics per mask) are calculated for each ROI.
Fractal Dimension Texture Measurements
For each ROI, a 3-dimensional feature vector is estimated from the FDM. The components of the feature vector correspond to the parameters , of the multiresolution fractal feature vector [X 3X ].
Feature Selection
For the purpose of feature selection, a GA based on [X 11X ], was used in the present paper. The algorithm makes use of a randomly created initial population of N chromosomes. Each chromosome is a binary mask, with 1 indicating that the feature is selected, and 0 that the corresponding feature is omitted. The chromosomes are mated, with possibility depending on their fitness, in order to propagate their genetic material to their offspring. N/2 pairs of chromosomes are selected using the elitist selection method. The selected chromosomes are mated using the two-point crossover (crossover probability, ). The mutation genetic operator (mutation probability, ) is applied in order to switch the value of chromosome bits. Thus, a new chromosome is produced replacing the old one. The fitness function is estimated for the new population, and the best results are stored. The procedure is repeated for a number of NB G B generations. The maximum squared Mahalanobis distance was used as fitness function [X 6X ]. Since the number of selected features is not taken into account in computing the fitness function, a "penalty" function for feature sets exceeding a given dimensionality threshold was applied. Thus, the corresponding individuals were assigned a fitness value equal to 50% of the average population fitness. The GA was run for a dimensionality threshold equal to ten [X 6X ]. The GA parameters were: 
Classification
The estimated texture features sets were applied to either of two different ensembles (EC1 and EC2) of classifiers. EC1 was constructed by combining five Multilayer Perceptron NNs (MLP-NN), each trained with one out of the five distinct texture feature sets, while EC2 was constructed by combining one MLP-NN, one Probabilistic NN (P-NN), and three Nearest Neighbor (k-NN) classifiers, each trained with the combination of the five computed texture feature sets. For each ensemble of classifiers the final decision was generated by combining the outputs of the corresponding primary classifiers through appropriate voting schemes.
Multilayer Perceptron Neural Network
The MLP-NN classifier [X 12X ] used in this study is based on a feed-forward NN consisting of one input layer with a number of input neurons equal to the number of features fed into the NN, one hidden layer with variable number of neurons, and one output layer consisting of two output neurons, encoding the different types of liver tissue (00=C1, 01=C2, 10=C3, and 11=C4). The MLP-NN was trained, using the training set, by the batched Back-Propagation (BP) algorithm with adaptive learning rate and momentum [X 12X ]. Moreover, the optimal number of hidden neurons, as well as the appropriate values of momentum and initial learning rate were estimated using a trial-and-error process, until no further improvement of classification accuracy in the validation set could be obtained.
Probabilistic Neural Network
The P-NN performs interpolation in multidimensional space [X 1X ]. The P-NN consists of one input layer, with number of neurons equal to the number of used features, a hidden layer, a summation unit layer, and an output layer. In order to classify a ROI the corresponding feature set is applied to the input layer and then into the hidden layer, followed by the summation layer. Finally, the neuron in the output layer classifies the ROI into the class with the highest probabilistic density function. The applied training procedure is the same as in the case of the MLP-NN classifier.
k-Nearest Neighbor Classifier
The k-NN classifier identifies the k nearest neighbors to the feature vector to be classified from the training set based on a distance measurement of the vectors. The feature vector is classified to the most frequent class occurring in the set of neighbors [X 13X ]. In this paper, a 1-NN classifier along with two mk -NN (modified k-NN, k>1 ,
The mk-NN classifiers differs from the k-NN, in that the classification result is based both on the frequencies of the classes occurring in the set of neighbors, and on the distances of the neighbors from the feature vector.
Voting Scheme
A plurality and a weighted voting scheme were used to combine the predictions of the primary classifiers of EC1 and EC2 [X 14X ]. According to the plurality voting scheme, each primary classifier gives a vote for its prediction. The prediction receiving the most votes is the final prediction. According to the weighted voting scheme, the primary classifier predictions are averaged by taking into consideration a set of weights, with which the classifiers participate in the final prediction.
CAD System Architectures
Five alternative architectures (CAD1, …, CAD5) were developed based on the generic design of the CAD system presented in Fig. 1 . CAD1 and CAD2 were constructed using EC1, while CAD3, CAD4, and CAD5 were based on EC2. In CAD1 (Fig. 3(a) ), each of the full-dimensional FOS, SGLDM, GLDM, TEM, and FDM feature sets, estimated in the feature extraction module, is fed into one of the five primary classifiers of EC1. CAD2 (Fig. 3(b) ) differs from CAD1 in that feature selection is applied to the feature vectors estimated from SGLDM, GLDM, and TEM, since they have high dimensionality. In CAD3 (Fig. 3(c) ), each primary classifier uses as input the 89-dimensional feature set, which results from the combination of the full-dimensional FOS, SGLDM, GLDM, TEM, and FDM features sets. CAD4 (Fig. 3(d) ) differs from CAD3 in that feature selection is applied to SGLDM, GLDM, and TEM feature sets prior to the combination with the fulldimensional FOS and FDM feature sets. The selected SGLDM, GLDM and TEM features are identical with the ones applied in CAD2. CAD5 (Fig. 3(e) ) differs from CAD4 in that further feature selection is applied to the 30-dimensional feature set used by CAD4. The resulting 12-dimensional feature set provides input to each primary classifier of EC2 (CAD5). A plurality or weighted voting scheme extracts the final decision for each of EC1 and EC2.
Results and Discussion
In order to find the best performing CAD, the achieved classification rates of CAD1, ..., CAD5 in the testing set were comparatively assessed, along with their behavior to all the available datasets. All classification performances of the base classifiers and the ensembles of EC1 (CAD1 and CAD2) and EC2 (CAD3,..,CAD5) are presented in Tables 2 and 3 , respectively. Based on Tables 2 and 3 , it is observed that the primary classifiers of EC2 in CAD3, CAD4, and CAD5 classify better the liver regions, compared to the primary classifiers of EC1 in CAD1, and CAD2. CAD2, which uses EC1, and is the best of CAD1 and CAD2, achieved a classification performance in the testing set equal to 90.63%. This performance is slightly less than the best performance (93.75%) of CAD3, CAD4 and CAD5 which use EC2 and was achieved by CAD5. Furthermore, CAD2 with weighted voting scheme performs quite balanced in the datasets, while CAD5 had a quite unbalanced behavior. Thus the best architecture is CAD2 with weighted voting scheme. In order to evaluate the classification ability of the proposed CAD architecture, to overcome problems encountered while assessing the various architectures, like the unusually better performances in the testing set compared to these on the validation set, and the fact that the ensembles did not outperformed all of the classifiers, it is under investigation the use of a larger image database, and more elaborate sampling schemes. Furthermore, the proposed system can be extended to other classes of liver lesions, and/or to liver images from other imaging devices.
Conclusion
The development of a CAD system aiming to discriminate four hepatic tissue types from non-enhanced CT images has been presented. An ensemble of classifiers has been constructed based on NN leading to a classification performance of 90.63%.
