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It is well known that the metal-insulator transition in two dimensions for non-
interacting fermions takes place at infinitesimal disorder. In contrast, the superconductor-
to-insulator transition takes place at a finite critical disorder (on the order of Vc ∼ 2t),
where V is the typical width of the distribution of random site energies and t is the
hopping scale. In this article we compare the localization/delocalization properties of
one and two particles. Whereas the metal-insulator transition is a consequence of single-
particle Anderson localization, the superconductor-insulator transition (SIT) is due to
pair localization – or, alternatively, fluctuations of the phase conjugate to pair density.
The central question we address is how superconductivity emerges from localized single-
particle states. We address this question using inhomogeneous mean field theory and
quantum Monte Carlo techniques and make several testable predictions for local spec-
troscopic probes across the SIT. We show that with increasing disorder, the system forms
superconducting blobs on the scale of the coherence length embedded in an insulating
matrix. In the superconducting state, the phases on the different blobs are coherent
across the system whereas in the insulator long-range phase coherence is disrupted by
quantum fluctuations. As a consequence of this emergent granularity, we show that the
single-particle energy gap in the density of states survives across the transition, but
coherence peaks exist only in the superconductor. A characteristic pseudogap persists
above the critical disorder and critical temperature, in contrast to conventional theories.
Surprisingly, the insulator has a two-particle gap scale that vanishes at the SIT despite
a robust single-particle gap.
Keywords: metal-insulator transition; superconductor-insulator transition; localization;
phase fluctuations; LATEX; Proceedings; World Scientific Publishing.
PACS numbers:74.25.-q,72.15.Rn,02.70.Ss,64.70.Tg, 05.30.Rt,42.50.Lc
1. Introduction
A superconductor (SC) is an emergent state of matter in which electrons pair up
forming Cooper pairs, the different Cooper pairs become phase coherent, and the
system undergoes Bose-Einstein condensation. What is the effect of disorder on
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such a phase-coherent state? It was argued by Anderson 1 that three-dimensional
superconductivity is quite robust, persisting even in polycrystalline or amorphous
materials. Two dimensions turns out to be particularly intriguing because it is the
marginal dimension for localization and superconductivity. One can ask the question
the other way around: starting with a two-dimensional disordered system in which
all the single-particle states are localized, how does it develop superconductivity
when attractive interactions between electrons are turned on? What is the specific
mechanism 2 that generates superconductivity in a localized system? It is seen from
experiments that superconductivity in two dimensions does exist but can be de-
stroyed by a large variety of tuning parameters including temperature, inverse thick-
ness (characterized by sheet resistance), disorder, gate voltage, Coulomb blockade,
perpendicular magnetic field, and parallel magnetic field 3,4,5,6,7,8,9,10,11,12,13,14,15.
The destruction of superconductivity is a quantum phase transition 16 occurring
at zero temperature. In this article we provide answers to the following questions
related to the superconductor-insulator transition (SIT):
(1) For zero disorder, we know that above the superconducting transition temper-
ature Tc the system is a normal Fermi liquid. What is the nature of the state
above Tc at finite disorder? Is it a Fermi liquid?
(2) What is the nature of the insulator? Is it a localized Anderson insulator, a Mott
insulator, a Fermi glass, a Bose glass, or something else?
(3) Is multifractality of the single particle states important at the SIT?
(4) What are the energy scale(s) in the insulator that vanish at the SIT?
(5) What is the mechanism that drives the SIT?
(6) How do the single-particle spectral functions and dynamical conductivity behave
in the superconductor, the insulator, and near the SIT?
We start with a definition of the Anderson model of localization and the nature of
non-interacting states at different energies. We then discuss the disordered attractive
Hubbard model and the nature of many-particle states obtained by Bogoliubov-de
Gennes mean field theory 17,18. We augment the inhomogeneous mean field theory
with quantum Monte Carlo simulations and maximum entropy techniques to extract
one-particle and two-particle spectral information 19. We specifically address the
role of amplitude variations in a random environment and phase fluctuations of the
order parameter in generating superconducting and insulating phases. We conclude
with ideas for future experiments.
2. Anderson Model of Localization
Consider a tight-binding model with a disorder potential vi at each site, chosen
independently from a uniform distribution on [−V,+V ], where V is the disorder
strength. This is known as the “Anderson model” of localization:
H = −
∑
ij
tijc
†
i cj +
∑
i
(vi − µ)ni. (1)
November 7, 2018 23:4 WSPC/INSTRUCTION FILE TrivediPohang
3
The hopping alone would produce plane-wave eigenstates with a bandwidth of 2zt,
where z is the coordination number, whereas the disorder potential alone would
produce site-localized eigenstates with a bandwidth of 2V . The competition between
hopping and disorder makes this a non-trivial problem.
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Fig. 1. Six eigenstates of the Anderson model on a 36 × 36 square lattice for a single disorder
realization (µ = 0, V = 3t). Red and blue colors indicate signs of eigenfunctions ψiα.
Figure 1 shows selected eigenvectors of the Anderson model for a given realiza-
tion of the random potentials. The eigenvectors correspond to energies in the tails
and in the middle of the density of states. The states in the band tail are localized,
whereas the states in the band center appear to be extended over the size of the
system; however, in an infinite-size system, they would be localized 20,21.
For a two-dimensional system with on-site disorder, it is well known that an
infinitesimal disorder strength, V , is enough to localize all single-particle eigenstates.
That is, there is a metal-insulator transition occurring at infinitesimal V .
The localization length ξloc is the length scale for the exponential decay of an
eigenfunction far from its center of mass. It can be obtained from the decay length
of the transmission coefficient along a long strip calculated using transfer matrix
methods or Green function methods22. The localization length ξloc is finite for any
finite V and decreases as V increases (see Fig. 2).
3. Disordered Attractive Hubbard Model
We now turn to the main topic of this paper: a disordered superconductor. We rep-
resent this by an attractive Hubbard model with a disorder potential. Alternatively,
one may think of this as the Anderson model of localization plus an on-site Hubbard
attraction, |U |:
H = −
∑
ijσ
tijc
†
iσcjσ −
∑
i
µiniσ − |U |
∑
i
c†i↑c
†
i↓ci↓ci↑, (2)
where µi = vi−µ, where the disorder potential at each site vi is picked independently
from a uniform distribution on the interval [−V,+V ], as before.
The attractive interaction |U | has profound consequences. In the absence of
disorder, it is well known that an infinitesimal |U | is sufficient to produce Bardeen-
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Fig. 2. Localization length of the 2D Anderson model (blue curve), estimated using a crude form
of finite-size scaling on Green functions of long strips.
Cooper-Schrieffer (BCS) pairing, which leads to the phenomenon of superconduc-
tivity. The superconducting state, moreover, exhibits quasi-long-range order up to a
finite temperature TBKT, where it is destroyed by a Berezinskii-Kosterlitz-Thouless
(BKT) transition involving vortex-antivortex unbinding.
3.1. Atomic Limit
In the limit of extreme disorder, the hopping can be neglected, and the system then
reduces to an ensemble of single-site Hubbard models, each with the Hamiltonian
H = − |U |n↑n↓ + (V − µ)(n↑ + n↓). (3)
This system has just four Fock states. The energies of these states are E0 = 0,
E↑ = E↓ = V − µ, and E↑↓ = − |U | + 2(V − µ) . The four states occur with
relative Boltzmann weights exp(−βEn). The spectral function (the density of states
for single-particle excitations) can be obtained by considering transitions between
these four Fock states (amplitudes and energies). This is illustrated in Fig. 3. The
ground state is always either doubly occupied or empty. Regardless of the on-site
potential V , single-particle transitions (black arrows) always cost at least |U |/2,
and therefore the spectrum is always gapped. a Pair excitations (purple arrows)
correspond to transitions from the doubly occupied state to vacuum or vice versa.
At the specific matching value µi = vi − µ = 0 these pair excitations may cost
zero energy. We have generalized the above calculation to exact diagonalization of
the many-body Hubbard Hamiltonian on small clusters of a few sites, which leads
to the same conclusions: single-particle excitations are gapped whereas two-particle
excitations can become gapless for an appropriate choice of {vi − µ}.
We know that a clean s-wave superconductor (V = 0) has a gap Eg = ∆ given
by the BCS gap equation. We have just found that in the limit of extreme disorder,
aThis is in contrast to the repulsive-U Hubbard model in the atomic limit, for which the spectrum
is only gapped if U > 2V .
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Fig. 3. (Left) Energy levels E and single-particle and two-particle transition energies for a single
site with potential vi, chemical potential µ, and attraction |U | – the atomic limit of the Hubbard
model. (Right) Density of states of a 100× 100 lattice in the atomic limit (t = 0) with attraction
|U | = 1. At zero temperature the DoS has a hard gap |U | /2 regardless of disorder strength V . At
finite temperature (T = 0.05 in the figure above) there is a small amount of weight in the gap due
to thermal excitations.
V  (|U | , t), the gap is finite and large, Eg = |U | /2. We willl see that the gap
remains finite between these two extremes.
3.2. Pairing of Exact Eigenstates (PoEE)
The above Hamiltonian contains three terms: hopping, disorder, and attraction. In
typical s-wave superconductors, the first two terms have the largest energy scales.
Thus, it makes sense to solve the non-interacting problem first by direct diagonaliza-
tion, to find the disorder eigenvalues and eigenstates ξα and φiα and then examine
the effect of |U |. This is very much in the spirit of the derivation of Anderson’s
theorem 1.
In the basis of exact eigenstates, the Hamiltonian is
H =
∑
α
ξαγ
†
ασγασ − |U |
∑
αβγδi
φiαφiβφ
∗
iγφ
∗
iδc
†
α↑c
†
β↓cγ↓cδ↑. (4)
Following Anderson’s suggestion, let us assume that instead of pairing between k
and −k, we have pairing between time-reversed eigenstates α and α¯ (i.e., com-
plex conjugate eigenfunctions). Retaining only those terms in the Hamiltonian that
connect such eigenstates we obtain the gap equation 17,18
HPoEE =
∑
α
ξαβ
†
ασβασ − |U |
∑
αβi
φiαφiα¯φ
∗
iβ¯φ
∗
iβc
†
α↑c
†
α¯↓cβ¯↓cβ↑
=
∑
α
ξαβ
†
ασβασ −
∑
αβ
Mαβc
†
α↑c
†
α¯↓cβ¯↓cβ↑ (5)
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where Mαβ = |U |
∑
i |φiα|2 |φiβ |2 . Approximate this by a mean-field Hamiltonian
HMF =
∑
α
ξαβ
†
ασβασ −
∑
β
(∆∗βcβ¯↓cβ↑ + h.c.) (6)
(up to a constant), where the order parameter is
∆∗β = |U |
∑
α
Mαβ
〈
c†α↑c
†
α¯↓
〉
(7)
(assuming that ξα have been redefined in this step to include Hartree shifts).
The gap equation works out to be
∆α = |U |
∑
β
Mαβ
∆β
2Eβ
tanh
Eβ
2T
(8)
where Eβ =
√
ξβ2 + ∆β2, and the chemical potential is determined by the number
equation
〈n〉 = 1
N
∑
α
(
1− ξα
Eα
)
. (9)
The PoEE theory can be used in the above form, or one can perform further
approximations as follows. In the low-disorder regime, the disorder eigenstates φiα
are extended on the scale of the system, so that Mαβ ≈ 1/N independent of α and
β. In this limit Anderson’s theorem applies – the gap equation takes the simple
BCS form, and ∆ is spatially uniform. In the high-disorder regime, on the other
hand, the disorder eigenstates are strongly localized with localization lengths ξlocα ,
and the M matrix is approximately diagonal, Mαβ ≈ δαβ
∑
i |φiα|4 ≈ δαβ/(ξlocα )2.
Surprisingly, the gap is finite for all values of disorder 0 < V < ∞. At large
disorder, the gap increases with disorder as
Eg =
|U |
2ξloc2
, (10)
where ξloc is the localization length at the chemical potential: as the single-particle
states become more localized, the effective attraction is enhanced, leading to a larger
gap. b
There have been proposals 23,24 that the multifractal nature of the single particle
states modifies the exponent in Eq. (10) to the fractal dimension df = 1.7 in 3D.
It is not entirely clear how applicable the fractal nature of the eigenstates is in two
dimensions, where the metal-insulator transition which occurs at V MITc = 0
+ and
the superconductor-insulator transition at V SITc ≈ 2t are widely separated. More
importantly, it should be remembered that this is a mean-field analysis and there
bThe model Hamiltonian does not include Coulomb repulsion. In real materials it is possible
that the Finkel’stein mechanism – disorder-enhanced Coulomb repulsion – may compete with the
disorder-enhanced attraction mechanism described here. A full analysis remains to be done.
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are considerably more important changes to the many-particle states introduced by
phase fluctuations.
It has also been proposed 25,24 that Tc gets enhanced near the SIT and can in
fact increase without bound. These statements and calculations assume that the
SC transition temperature is determined by the gap which as we have discussed is
incorrect. Within BCS theory in a weakly coupled clean SC the transition temper-
ature Tc is indeed determined by the gap scale. But that situation changes entirely
in a strongly coupled SC or even in a weakly coupled but disordered SC as we
have shown. The gap remains finite across the SIT but the phase stiffness goes soft
and ultimately vanishes at the transition and it is the phase stiffness scale that
now determines Tc. So while a temperature scale associated with the gap may in-
crease near the SIT, the true transition Tc at which the resistance vanishes decreases
monotonically with disorder and vanishes at the SIT.
The PoEE approach is useful for understanding the robustness of the gap, but
it does not give the full story. It predicts the BCS coherence peaks in the density of
states survive up to infinite disorder, whereas more accurate calculations show that
there are significant pile-ups in the density of states only in the superconductor.
Furthermore, being a mean-field theory, PoEE fails to capture the destruction of
phase coherence at SIT due to quantum phase fluctuations. We now proceed to
more detailed discussion of phase fluctuations.
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Fig. 4. Eigenvalues and eigenvectors of a disordered superconductor (see text for description of
model). The first five panels show the magnitude of five BdG eigenstates (bogolon wavefunctions),
|ui|2 + |vi|2. The last panel (red) is a map of the local pairing amplitude ∆i. The low- and high-
energy eigenstates are localized, whereas the intermediate-energy eigenstates are quasi-extended.
In particular, the lowest eigenstates correspond to the locations of the superconducting puddles
(where ∆i is large). The parameters are |U | = 1.5t, n = 0.875, N = 36× 36, V = 3t.
4. BdG and QMC results:
4.1. Eigenstates:
Let us consider the eigenvalues and eigenvectors of a dirty superconductor within
Bogoliubov-de Gennes (BdG) inhomogeneous mean-field theory, as shown in Fig. 4.
The eigenvectors are considerably more localized than for the non-interacting case
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(Fig. 1). This is clearly seen when comparing Fig. 1 (U = 0) and Fig. 4 (|U | = 1.5t),
which are both at the same disorder strength, V = 3t. The eigenvalue spectrum is
gapped. How then does this system sustain superconductivity?
We will see that both amplitude and phase fluctuations play an integral role in
driving the SIT.
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Fig. 5. The three columns show BdG results for the number density, pairing density, and single-
particle spectrum of the attractive Hubbard model with a disorder potential, on a 36× 36 square
lattice with |U | = 2, 〈n〉 = 0.875, and T = 0, as functions of disorder strength V . Here t = 1.
4.2. Amplitude vs. Phase Fluctuations:
A singlet s-wave superconductor is described by a complex order parameter ∆(R) =
|∆(R)| eiθ(R). At zero temperature the pairing amplitude |∆(R)| takes a uniform
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Fig. 6. Disorder dependence of single-particle spectrum from QMC+MEM at very low temper-
ature. With increasing disorder, quantum phase fluctuations eventually wash out the coherence
peaks, but the gap is robust.
value, ∆0. This is the energy scale associated with pairing. It typically manifests
itself as an energy gap Eg = ∆0, and it also sets the maximum temperature, Tpair =
0.57∆0, for the formation of Cooper pairs.
On the other hand, the fluctuations of the phase, θ(R), are controlled by the
superfluid density (or phase stiffness) ρs. For 2D superconductors ρs has the di-
mensions of energy, and it can be directly interpreted as the energy scale for phase
fluctuations. ρs can be measured using mutual inductance techniques. It also sets
the maximum temperature, Tphase, for long-range phase coherence.
What will emerge from the discussions below is that for a clean superconductor
(V → 0), the single-particle eigenstates are “localized” by attraction, on the scale of
the superconducting coherence length ξ0coh. At weak disorder the pairing amplitude is
homogeneous. At strong disorder the system breaks up into blobs as seen in Fig. 4
and the system can be described by a granular superconductor or a Josephson
Junction Array (JJA), where phase fluctuations are extremely important.
What is the size of these blobs? It is given by the coherence length ξcoh defined as
the scale over which the order parameter bends and is modified to include the effects
of disorder. In the limit of large disorder (V → ∞), the single-particle eigenstates
are dominated by Anderson localization, and are localized on the scale of ξloc. Thus
ξblob = min[ξcoh, ξloc]. For weak disorder, the phases of the order parameter on
different blobs are coupled leading to a globally phase coherent superconducting
state. On the other hand at strong disorder the phases on the different blobs lose
long range phase coherence and the system becomes an insulator (see Fig. 10). As
the quantum phase transition is approached both the correlation length ξ ≈ ξblobδν
and the correlation time ξτ ≈ ξblobδzν diverge. Here ν and z are critical exponents.
4.3. Emergent Granularity:
In the Finkel’stein mechanism 26 of the superconductor-insulator transition, the
pairing amplitude and the gap decrease with increasing disorder due to enhancement
of Coulomb repulsion, and both fall to zero at the SIT. However, Finkel’stein’s
analysis assumes that the pairing amplitude is uniform across the system.
BdG calculations show that as V approaches Vc, the pairing amplitude ∆(r)
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empty hill: n(r) = 0 
filled valley: n(r) = 2 
SC puddle: Δ(r) > 0  
local pairing amplitude Δ(r) 
Local gap ωdos(r)  
large Δ(r)  ↔  small ωdos(r) 
small Δ(r)  ↔  large ωdos(r)  
Fig. 7. (Right) Within BdG, the local pairing amplitude is
anticorrelated with the local gap. (Left) LDOS results from
QMC+MEM. Site R1 is on a high potential hill that is nearly
empty, and R3 is in a deep valley that is almost doubly occupied.
This leads to the characteristic asymmetries in the LDOS for R1
and R3. The small local pairing amplitude ∆(R) at these two
sites is reflected in the absence of coherence peaks in the LDOS.
In contrast, site R2 has a density closer to half-filling, leading to
a significant local pairing amplitude, a much more symmetrical
LDOS, and coherence peaks that persist even at strong disorder.
Fig. 8. Gap map of a TiN film obtained from
scanning tunneling spectroscopy (from Sacepe
et al., 2011) 27, showing inhomogeneities on a
scale of a few tens of nanometers.
becomes strongly inhomogeneous, as shown in Fig. 5. The superconductor breaks
up into puddles, on the scale of the coherence length, where ∆(r) is large; in the
surrounding regions, ∆(r) is negligible. Such puddles still exist even at large V .
4.4. Pairing amplitude versus single-particle gap:
Meanwhile, the single-particle gap Egap remains finite (see Figs. 5 and 6). This is
not an artifact of BdG; it is a very robust conclusion that is confirmed by quantum
Monte Carlo (QMC) combined with maximum entropy methods (MEM) to extract
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spectral behavior. c
Figure 7 shows that there is in fact an anti-correlation between the local pairing
amplitude and the local spectral gap. The SC puddles on which the local ∆(R) is
finite have a finite gap with symmetric line shapes and sharp coherence peaks or
pile-ups in the density of states at the gap edges. On the other hand, the insulating
regions have ∆(R) ≈ 0 and very asymmetric broad density of states showing a
much larger gap. Although the local gap extracted from the local density of states
(LDOS) is highly inhomogeneous, it is nevertheless finite at every site, similar to
the experimental data in Fig. 8.
The DOS is the LDOS averaged over all sites. The gap in the DOS, Egap, is
the lowest gap in the LDOS on any site. According to BdG (Fig. 5) and QMC
(Figs. 6, 11) calculations, Egap remains robust across the SIT, even when thermal
and quantum phase fluctuations are included. Thus the SIT is a transition from a
gapped superconductor to a gapped insulator.
The key reason for the robustness of the spectral gap even for high disorder
is because of the disorder-induced “emergent granularity”. The formation of blobs
with finite local pairing amplitude leads to regions with a finite local gap. Further
the spectra on these locally SC blobs are fairly symmetric because of strong number
fluctuations and particle hole mixing. These regions are separated from insulating
seas where the pairing amplitude is almost zero but not the local gap. The insu-
lating regions arise form either deep valleys that are filled or high hills that are
empty as seen in Fig. 7. Given the almost fixed number of particles (either two
or zero) these regions allow for very small number fluctuations and hence consid-
erably enhanced phase fluctuations of the conjugate variable leading to an almost
zero pairing amplitude. The gap in these regions is the energy difference between
the chemical potential and the local energy in the valley or the hill. This gap is
considerably larger than that on the SC blobs and shows an asymmetric line shape
because of the lack of particle-hole mixing.
We thus see that all approaches (atomic limit, pairing of exact eigenstates, BdG,
and QMC) concur on the existence of a robust, finite gap in the single-particle
density of states.
4.5. Pseudogap over wide temperature range:
The hard gap at T = 0 evolves into a pseudogap – a suppression in the low-
energy DOS – which persists well above the superconducting Tc up to a crossover
temperature scale T ∗, in marked deviation from BCS theory. This disorder-driven
pseudogap also exists at finite temperatures in the insulating state and grows with
disorder (Fig. 9). These predictions are in good agreement with experiments 27,28.
cOne might think that Griffiths-McCoy-Wu rare regions might produce subgap weight. We have
found that this effect is insignificant, and in any case, in two dimensions they do not affect the
conclusion of a robust single-particle gap. Rare region effects will be dealt with in a forthcoming
paper.
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Fig. 9. Temperature dependence of DOS from QMC+MEM calculations. (Top) At weak disorder,
as a function of increasing temperature, thermal fluctuations destroy the coherence peaks for
T & Tc ≈ 0.14. However, a pseudogap remains up to higher temperatures T ∼ 0.4. (Bottom) At
strong disorder, there are no coherence peaks; there is a hard gap at T = 0 and a pseudogap up
to T ∼ 1.5.
Fig. 10. The superfluid density is a measure of the rigidity of the phases. This rigidity is clearly
reduced by thermal fluctuations. It is also reduced by amplitude variations and by quantum phase
fluctuations even at T = 0. The upper panel shows a phase coherent ground state albeit with
variations in the amplitude– large values in the SC puddles and small values in the intervening
sea. For an applied twist, the system can accommodate most of the twist in regions where the
amplitude is small leading to a very small cost in energy and hence a very small superfluid density.
5. Indicators of the phase-fluctuation-driven SIT: superfluid
stiffness and off-diagonal long-range order
If the pairing amplitude and gap are both finite at all V , and the single-particle
states are all localized, then what is the mechanism of the SIT?
Our BdG and QMC calculations 19 imply that the SIT is driven by phase fluc-
tuations. For low disorder the local pairing amplitude ∆(R) ≡ 〈cR↓cR↑〉 is homoge-
neous across the system. However, as disorder is increased the system self-organizes
into superconducting blobs on the scale of the coherence length within an insulat-
ing matrix (as seen in Fig. 5). The phases of the different blobs are coupled by
Josephson tunneling of pairs. In the globally superconducting state, the phases of
the different blobs get locked together whereas in the insulator the phase coherence
of the different blobs is lost on ever shorter length and time scales as one moves away
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from the quantum phase transition. This is illustrated schematically in Fig. 10.
5.1. Superfluid stiffness
Ultimately, the SIT is defined by off-diagonal long-range order (ODLRO). ODLRO
manifests itself in the two-particle correlator – i.e., the amplitude of inserting a
pair and removing it at a different time and place. In other words, ODLRO means
that pairs are delocalized and phase coherent, and its absence means that pairs are
localized and incoherent.
We have not actually calculated the ODLRO correlator in BdG or QMC. Rather,
we focused on an experimentally measurable quantity, the superfluid stiffness ρs ∝
Ds. This is determined by the current-current correlator, and it is also a reliable
indicator of superconducting long-range order.
The left panel of Fig. 11 shows the superfluid stiffness according to BdG
(dashed curve) and as renormalized within the self-consistent harmonic approxi-
mation (SCHA, solid curve). Ds falls to zero at V = Vc ∼ 1.6t (for the given
parameters). The right panel shows results from QMC. The superfluid stiffness is
finite for V < Vc, and zero for V > Vc; in fact, the QMC simulations give supercon-
ductivity in a region of the phase diagram, T < Tc(V ).
Fig. 11. (Left) Superfluid stiffness according to BdG+SCHA. (Right) Energy and temperature
scales across the superconductor-insulator transition (SIT) according to QMC+MEM calculations.
The single-particle gap ωdos remains finite for all values of disorder V , whereas the superconducting
Tc and the two-particle energy scale ωpair in the insulator both vanish at the SIT.
5.2. Pair susceptibility
As seen form Fig. 11, the transition temperature Tc is suppressed to zero at the
quantum phase transition V = Vc. What is the energy scale on the insulating side
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that vanishes at the transition? We discover the answer in the properties of the
two-particle transport P (r, r′, τ). The local two-particle spectral function, or pair
susceptibility P (ω), is defined as the analytic continuation of the correlation func-
tion P (τ) =
∑
R
〈TτF (R; τ)F †(R; 0)〉 where F (R, τ) = cR↓(τ)cR↑(τ). Physically,
P (R, ω) is the amplitude for inserting a pair at a site R at energy ω, and P (ω) is
the average insertion amplitude over all sites.
Fig. 12 shows QMC+MEM results for the imaginary part of P . On the super-
conducting side of the transition there is a large amplitude for inserting pairs at
zero energy. However, on the insulating side, there is a characteristic energy scale
ωpair to insert a pair in the insulator that collapses upon approaching the SIT
(notwithstanding a small amount of spectral weight at low energies coming from
rare regions).
Fig. 12. Imaginary part of the dynamical pair susceptibility P ′′(ω)/ω at T = 0.1t. Error bars
represent variations between 10 disorder realizations. For V < Vc the large peak at ω = 0 indicates
zero energy cost to insert a pair into the SC. For V > Vc, there is a gap-like structure at ±ωpair,
the typical energy required to insert a pair into the insulator.
Thus the the local two-particle energy scale, ωpair, is an indicator of the approach
to the SIT on the insulating side. A finite value of ωpair tells us about the time scales
(≈ ω−1pair) over which the pairs are able to travel coherently through the system. As
the transition is approached from the insulating side these time scales get longer
and ultimately diverge at the transition.
6. Conclusions
In two dimensions, the metal-insulator transition for the underlying non-interacting
disordered problem occurs at V = 0+, that is all single-particle states are localized
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at any finite V . In contrast, the SIT for infinitesimal |U | occurs at finite V . Thus
even with all single-particle states localized, “long-distance two-particle transport
is possible” because of the presence of the condensate in which pairs are delocalized
and coherent”. Our main results are summarized in Fig. 11. The superconducting
phase persists up to a finite temperature Tc(V ), shown in Fig. 11. Beyond that a
pseudogap persists in the density of states though coherence peaks are suppressed
at Tc. In this regions there are signatures of pairing but thermal and quantum
fluctuations destroy phase coherence. The insulator is a novel kind of insulator
possessing a finite gap to single-particle excitations, which indicates that it consists
of bound pairs. The size of these pairs should be viewed to be on the size of the
local SC blobs. However, in spite of the presence of these pairs or blobs the system
is not a SC at a global level because the phases on the different blobs are incoherent
due primarily to quantum phase fluctuations in the proximity of the quantum phase
transition.
With these calculations we have nailed the nature of the phases and the mecha-
nism of the disorder-driven quantum phase transition. The next level of open ques-
tions are now related to the behavior of the frequency-dependent response functions
and transport as a function of temperature and disorder across the SIT.
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