Since Holland and Leinhardt's p l model is an example of an exponential response model, results of Haberman (1977) can be used to obtain some information regarding the asymptotic results suggested by the authors. The arguments required are very similar to those used in Haberman (1977) to discuss the Rasch (1960) model.
In the corresponding Rasch model, an educational test is given to g subjects. Each subject i has responses Xu, 1 5 j 5 h, with the Xu independent 0-1 random variables.
The probability that Xij = 1 is [I + exp -(0 + ai + pj)] -I , where x ai = x pj = 0. If Xu = 1 corresponds to a correct answer, then ai is a measure of the relative ability of subject i and pj is a measure of the relative easiness of item j . Consider the unique maximum likelihood estimates 0 of 0, &i of ai, and pj of pj. For simplicity, assume that as g -, m and h -, m, it remains true for some positive a , b, and c that 1 0 1 < a , I ai I < a , 1 5 i r g, I pjAl< a , 1 r j s h, and b <glh < c. By Haberman (1977) , 0 -0, max, ,,,, I &i -ai I, and max~,.,,, I bj -pj I all converge in probability to 0. For some constants ui > 0 and T~ > 0 (dependent on g), (&[ -ai)/ui and (bj -pj)hj converge in distribution to the standard normal.
Unfortunately, no normalizing constant w > 0 generally exists such that (6 -0)/w has asymptotic distribution N(0, 1). To see the difficulty, let ai = pj = 0 and 0 f 0. Let p f 1 be the probability that xu = 1, and assume g = h. Given Haberman (1977) , elementary applications of fixed point theorems and Taylor's theorem show that 0 may be approximated to terms of order less than g-I by
The situation in the Holland-Leinhardt model is very similar, for their model under p = 0 is mathematically equivalent to the incomplete Rasch model with g = h and Xii unobserved. Only minor modifications in arguments in Haberman (1977) are required for the following conclusions. Let 10 1 < a , I p 1 < a , I ai 1 < a , and I pjl < a for some constant a > 0. As g -, 03, 16 -0 1, 16 * Shelby J. Haberman is Associate Professor, Department of Statistics, University of Chicago, Chicago, IL 60637. Support for this research was provided in part by National Science Foundation Grant No. SOC76-80389.
-p 1, maxlsi,, 1 &i -ai 1, and maxlsj,, lpi -pj 1 all converge in probability to 0. For some ui > 0 and T~ > 0, (&i -ai)lui and (Bj -pj)hj converge in distribution to N(0, 1). Unfortunately, 0 and 6 are not asymptotically unbiased; that is, no w > 0 or A > 0 generally exist such that (0 -0)Iw or (6 -p)/h converges in distribution to N(0, 1). Thus the estimation picture is a mixed one. In the case of parameters such as ai or ai -a i j , i f it, approximate confidence intervals based on the normal approximation are available, with estimated asymptotic standard deviations derivable as in ordinary log-linear models. In the case of a parameter such as p, maximum likelihood estimation does not lead to entirely satisfactory results.
The problem of estimation of p is difficult to solve in a practical fashion. In principle, a possible approach is through conditional maximum likelihood estimation given the totals X i + , 1 5 i 5 g, and X+j, 1 r j r g. In this way only one parameter remains, so that there is good hope for an asymptotically normal estimate. Unfortunately, formidable practical and theoretical problems are present. To examine these issues, let E(p) be the conditional expectation of M given p, Xi+, 1 5 i 5 g, and X,j, 1 s j 5 g, and let V(p) be the corresponding condit~onal variance of M. Let p* be the conditional maximum likelihood estimate of p. By trivial changes in arguments based on Haberman (1977, Condition 2) , one finds that
is bounded above as g -, m . Under this condition V(p*)/ V(p) converges in probability to 1, so that approximate confidence intervals for p can be constructed. The theoretical problem is demonstration that [V(p)]-'[V(pl) -V(p)] does approach 0 under the required conditions. At this time, I do not know how to accomplish this task. The practical problem is that of computation of p*. One must be able to evaluate E(p) and V(p) to accomplish this task through the Newton-Raphson algorithm. These computations are very difficult since large summations are needed over sets which are themselves hard to enumerate. Thus conditional estimation of p is far from a simple matter.
Similar situations exist with respect to testing. The LLR test for p = 0 does not appear to result in a test statistic with an asymptotic distribution under the null hypothesis. The authors may well be right that the The problems of unconditional inference are particularly disappointing given the ease of computation of regular maximum likelihood estimates, either by the author's algorithms or the Newton-Raphson algorithm for log-linear models. One reservation can be expressed concerning the author's algorithm for the p l model, Iterative proportional fitting models are available which involve no square roots. Why are they not preferable? In all, Holland and Leinhardt have written a most challenging paper. Solution of the difficult problems they raise would provide a major advance in statistical theory and practice.
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